The strong convergence and stability of explicit approximations for nonlinear stochastic delay differential equations
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Abstract
This paper focuses on explicit approximations for nonlinear stochastic delay differential equations (SDDEs). Under less restrictive conditions, the truncated Euler-Maruyama (TEM) schemes for SDDEs are proposed, which numerical solutions are bounded in the $q$th moment for $q \geq 2$ and converge to the exact solutions strongly in any finite interval. The $1/2$ order convergence rate is yielded. Furthermore, the long-time asymptotic behaviors of numerical solutions, such as stability in mean square and $\mathbb{P} - 1$, are examined. Several numerical experiments are carried out to illustrate our results.
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1 Introduction
This paper considers a stochastic delay differential equation (SDDE) described by

$$
\begin{aligned}
\dot{x}(t) &= f(x(t), x(t-\tau))dt + g(x(t), x(t-\tau))dW(t), \quad t > 0, \\
x(t) &= \xi(t), \quad t \in [-\tau, 0],
\end{aligned}
$$

(1.1)

where $\tau > 0$ is a constant, $f : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d$, and $g : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{d \times m}$.

In the given complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$, $\mathcal{F}_t$ is a filtration satisfying the usual conditions (that is, it is increasing and right continuous while $\mathcal{F}_0$ contains all $\mathbb{P}$-null sets). Here, $W(t) = (W_1(t), W_2(t), \cdots, W_m(t))^T$ is an $\mathcal{F}_t$-measurable...
m-dimensional Brownian motion. The SDDE models play a key role in communications, finance, medical sciences, ecology, and other branches of industry and science (see, e.g., [1, 2, 4, 7, 23, 26, 28]). Since SDDEs can hardly be solved explicitly, numerical methods have become essential. Our aim is to construct explicit numerical solutions for (1.1) and to prove their convergence and stability.

Owing to the simple algebraic structures and easy implementation, explicit schemes have been developed excellently for stochastic differential equations (SDEs), see, e.g., [13, 18]. The Euler-Maruyama (EM) schemes are the most popular for approximating SDEs with the global Lipschitz coefficients [10, 18]. However, for a large class of SDEs with superlinear growth coefficients, the errors between the EM numerical solutions and the true solutions diverge to infinity in finite time [15]. The divergence of the multilevel Monte Carlo EM method was also proven for a family of SDEs with superlinearly growing and global one-sided Lipschitz drift coefficients [17]. Thus, several modified EM schemes were proposed to deal with the strong convergence of nonlinear SDEs, including the tamed EM scheme [16, 30], the increment-tamed EM scheme [13], the stopped increment-tamed EM scheme [14], and the truncated EM scheme [22, 24, 25]. Furthermore, the multilevel Monte Carlo method was combined with the tamed EM method to obtain the striking higher convergence order of nonlinear SDEs preserved from the Lipschitz case [17].

The dynamical behaviors of SDDEs depending on the past are more complicated. As the delay is a constant, the dynamic behaviors of the true solutions and the numerical solutions of SDDEs can be obtained in each delay interval step by step, given that the last segment solutions satisfy the next iteration conditions required by the coefficients and the initial data of SDEs. For examples, by this method, the numerical solutions of the EM scheme [3] and the tamed EM scheme [6] were showed to converge the exact solutions of SDDEs with linear coefficients w.r.t. the current state $x(t)$, respectively. However, this method is invalid for a large class of SDDEs, which coefficients grow highly nonlinearly w.r.t. $x(t)$ and $x(t - \tau)$. For an example, consider the scalar SDDE

$$
\begin{align*}
\begin{cases}
    dx(t) = -20x^3(t)dt + \left(x^2(t) + x^2(t - 1)\right)dW(t), & t > 0, \\
x(t) = \cos(B(t)), & t \in [-1, 0],
\end{cases}
\end{align*}
$$

(1.2)

where $B(t)$ is a scalar Brownian motion independent of $W(t)$. For given $p \geq 2$, any $t \in [k, k + 1]$ ($k \geq 0$), using the Itô formula,

$$
\begin{align*}
\mathbb{E}|x(t)|^p - \mathbb{E}|x(k)|^p &= -p\left(20 - \frac{p - 1}{2}\right) \int_{k}^{t} \mathbb{E}|x(s)|^{p-2}ds + p(p - 1) \int_{k}^{t} \mathbb{E}|x(s)|^{p-2}|x(s - 1)|^2ds \\
&\quad + \frac{p(p-1)}{2} \int_{k}^{t} \mathbb{E}|x(s)|^{p-2}|x(s - 1)|^4ds \\
&\leq -p\left(20 - \frac{p - 1}{2} - \frac{(p - 1)(3p - 2)}{2(p + 2)}\right) \int_{k}^{t} \mathbb{E}|x(s)|^{p+2}ds \\
&\quad + \frac{4p(p-1)}{p+2} \int_{k}^{t} \mathbb{E}|x(s - 1)|^{p+2}ds.
\end{align*}
$$

(1.3)
One observes that the analysis of $\mathbb{E}|x(t)|^p$ for $t \in [k, k + 1]$ depends on the upper bound of $\mathbb{E}|x(t)|^{p+2}$ for $t \in [k-1, k]$, and $\sup_{t \in [0,1]} \mathbb{E}|x(t)|^p < \infty$ for some $p < 41$. This implies that $\sup_{t \in [0,T]} \mathbb{E}|x(t)|^6$ is bounded for $T = 18$ at most by the SDE iteration. However, according to the inherent characteristic of SDE (1.2) and [26, Theorem 3.1] $\sup_{t \in [0,T]} \mathbb{E}|x(t)|^6 < \infty$ for any $T > 0$. The moment estimate of the numerical solutions by the SDE iteration is quite similar to that of $\mathbb{E}|x(t)|^p$.

The iteration techniques by the tamed EM scheme of SDEs to deal with the $L^q$ convergence for SDDEs was revealed for the limited terminal time $T$.

Because of the importance and the realistic requirement, significant efforts have also been devoted to approximating SDDEs. Due to implementation, several explicit schemes for SDDEs were proposed, such as the EM scheme (see, e.g., [2–4, 9, 19, 27, 28]), the truncated EM scheme [8], the derivative-free explicit scheme [29], the truncated Milstein scheme [35], the projected EM scheme [20], and the tamed Euler scheme [6]. Since implicit schemes sometimes achieve a better convergence rate, they also attracts lots of attention (see, e.g., [11, 12, 31]). To the best of our knowledge, most of the results on the strong convergence rate for SDDE (1.1) require that $f$ and $g$ obey the global one-sided Lipschitz condition

$$2(x - \bar{x}, f(x, y) - f(\bar{x}, \bar{y})) + |g(x, y) - g(\bar{x}, \bar{y})|^2 \leq C(|x - \bar{x}|^2 + |y - \bar{y}|^2), \quad (1.4)$$

where $x, \bar{x}, y, \bar{y} \in \mathbb{R}^d$ and $C$ is a constant. However, it is too restrictive for some SDDEs. By computation, one observes from (1.2)

$$2(x - \bar{x}, -20(x^3 - \bar{x}^3)) + (x^2 - \bar{x}^2) + (y^2 - \bar{y}^2))^2 = -40(x - \bar{x})^2(x^2 + x\bar{x} + \bar{x}^2) + (x - \bar{x})^2(x + \bar{x})^2 + 2(x - \bar{x})(x + \bar{x})(y - \bar{y})(y + \bar{y}) + (y - \bar{y})^2(y + \bar{y})^2,$$

which implies that (1.4) does not hold for SDDE (1.2). This paper focuses on constructing explicit schemes for SDDEs and showing that the $L^q$ convergence order for $q \geq 2$ is $1/2$ in any finite time interval under more flexible conditions.

The stability of SDDEs is one of the major concerns in stochastic processes, systems theory and control [23]. To find the scheme preserving the long-time dynamical behaviors of SDDEs is significant. An example that the EM scheme does not reproduce the exponentially almost sure stability of SDDE while the backward EM (BEM) scheme does was given [33]. The split-step theta (SSD) method preserves the exponential stability in mean square under the Khasminskii-type condition was showed [36]. The partially truncated EM method was proposed to approximate the exponentially almost sure stability for SDDEs with Markovian switching [5]. Although the various stable numerical methods are investigated well, how to design the explicit scheme to approximate the stability of nonlinear SDDEs under more flexible conditions is desired. Hence, the other aim of this paper is to establish an easy implementable numerical scheme capturing the stability.

Borrowing the ideas from [22] and utilizing the inherent characteristic the explicit truncated EM (TEM) schemes are proposed to approximate nonlinear SDDEs. Under the polynomial growth coefficient conditions, the $1/2$ order of strong convergence rate is yielded for the TEM schemes. Moreover, a more precise TEM scheme is constructed, which numerical solutions reproduce the underlying exponential stability.
under the more flexible Khasminskii-type condition. Some numerical experiments are carried out to examine the effectiveness of the TEM schemes.

This paper is organized as follows. Section 2 gives some notations and preliminary results on the exact solutions of SDDE (1.1). Section 3 lists the main results, including the convergence, the convergence rate, and the stability. Section 4 gives two examples to illustrate our main results. Section 5 concludes the paper.

2 Notations and preliminary results

For $A \in \mathbb{R}^{d \times m}$, we denote by $A^T$ the transpose of $A$, and let $|A|$ denote the Hilbert-Schmidt norm, i.e., $A = \sqrt{tr(ATA^T)}$. We denote the inner product of $x, y \in \mathbb{R}^d$ by $\langle x, y \rangle$. By $[a]$, we denote the largest integer less than or equal to $a$. We let $a \lor b = \max\{a, b\}$ and $a \land b = \min\{a, b\}$. For a set $D$, let $1_D(x) = 1$ if $x \in D$ otherwise 0. Moreover, let $\mathbb{R}_+ = [0, \infty)$ and $\tau > 0$. By $C([-\tau, 0]; \mathbb{R}^d)$, we denote the space of all continuous $\mathbb{R}^d$-valued functions $X(\cdot)$ defined on $[-\tau, 0]$ equipped with the norm $\|X\| = \sup_{-\tau \leq \theta < 0} |X(\theta)|$. By $C_b((-\tau, 0]; \mathbb{R}^d)$, we denote the space of all bounded $\mathcal{F}_0$-measurable $C([-\tau, 0]; \mathbb{R}^d)$-valued random variable $\xi$. By $C(\mathbb{R}^d; \mathbb{R}_+)$, we denote the space of all continuous nonnegative functions defined on $\mathbb{R}^d$. By $\mathcal{V}(\mathbb{R}^d \times \mathbb{R}^d; \mathbb{R}_+)$, we denote the space of all continuous nonnegative functions $\hat{V}(x, y)$ defined on $\mathbb{R}^d \times \mathbb{R}^d$ satisfying $\hat{V}(x, x) = 0$ for $x \in \mathbb{R}^d$. Denote by $C^2(\mathbb{R}^d; \mathbb{R})$ the space of all functions defined on $\mathbb{R}^d$ which are continuously twice differentiable. For $U \in C^2(\mathbb{R}^d; \mathbb{R})$, define $LU : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ by

$$LU(x, y) = \langle f(x, y), U_x(x) \rangle + \frac{1}{2} \langle g(x, y), U_{xx}(x)g(x, y) \rangle.$$  \hspace{1cm} (2.1)

Let $\delta_1, \delta_2$ be two $\mathcal{F}_t$-stopping times with $\delta_1 \leq \delta_2$ a.s. We define the stochastic interval

$$[[\delta_1, \delta_2]] = \{(t, \omega) \in \mathbb{R}_+ \times \Omega : \delta_1 \leq t \leq \delta_2\}.$$ 

We denote by $C$ a generic positive constant which is independent of the relevant parameters and may take different values at each occurrence. Throughout this paper, we assume that the initial data $\xi \in C_b((-\tau, 0]; \mathbb{R}^d)$ is $\mathcal{F}_0$-measurable and independent of $(W(t))_{t \geq 0}$. Then, there is a constant $M_0 > 0$ such that $|\xi(\omega, t)| \leq M_0$ holds for all $(\omega, t) \in \Omega \times [-\tau, 0]$. In order to establish the existence of the global solutions we give the weakly local Lipschitz condition and the Khasminskii-type condition.

(H1) (the weakly local Lipschitz condition) For any $l > 0$, there exists a positive constant $L_l$ such that, for any $x, \bar{x}, y \in \mathbb{R}^d$ with $|x| \lor |\bar{x}| \lor |y| \leq l$,

$$|f(x, y) - f(\bar{x}, y)| \lor |g(x, y) - g(\bar{x}, y)| \leq L_l|x - \bar{x}|.$$ 

(H2) (the Khasminskii-type condition) There exist constants $q \geq 2$, $K_1 \geq 0$, $K_2 \geq 0$ as well as a function $V_1 \in C(\mathbb{R}^d; \mathbb{R}_+)$ such that

$$\left(1 + |x|^{q-1} \left(2x, f(x, y) \right) + (q - 1)|g(x, y)|^2 \right) \leq K_1 \left(1 + |x|^q + |y|^q \right) - K_2 (V_1(x) - V_1(y)), \quad \forall x, y \in \mathbb{R}^d. \hspace{1cm} (2.2)$$
Theorem 2.1 Let (H1) and (H2) hold. Then, SDDE (1.1) with any initial data \( \xi \in C_b([-\tau, 0]; \mathbb{R}^d) \) has a unique global solution \( x(t) \) with the property

\[
\sup_{0 \leq t \leq T} \mathbb{E}|x(t)|^q \leq C, \quad \forall \ T > 0. \tag{2.3}
\]

Furthermore, for any \( M > 0 \), let

\[
\vartheta_M = \inf \{ t \geq 0 : |x(t)| \geq M \}. \tag{2.4}
\]

Then, we obtain

\[
\mathbb{P}\{\vartheta_M \leq T\} \leq \frac{C}{M^q}. \tag{2.5}
\]

Proof Fix a positive constant \( l \). It follows from (2.2) that for any \( x, y \in \mathbb{R}^d \) with \( |y| \leq l \),

\[
\langle 2x, f(x, y) \rangle + |g(x, y)|^2 \\
\leq \frac{1}{(1 + |x|^2)^{q/2 - 1}} [K_1(1 + |x|^q + |y|^q) - K_2(V_1(x) - V_1(y))] \\
\leq K_1(1 + |x|^2) + (l^qK_1 + K_2 \sup_{|y| \leq l} V_1(y))(1 + |x|^2) \leq C(l)(1 + |x|^2). \tag{2.6}
\]

Under (H1) and (2.6), due to [9, Theorem 2.1], SDDE (1.1) admits a unique global solution with the initial data \( \xi \in C_b([-\tau, 0]; \mathbb{R}^d) \). Let \( U(x) = (1 + |x|^2)^{\frac{q}{2}} \), where \( q \) is given in (H2). Due to (2.2), we compute

\[
\mathcal{L}U(x, y) \\
= \frac{q}{2}(1 + |x|^2)^{\frac{q}{2} - 2} \left[ (1 + |x|^2) \left( \langle 2x, f(x, y) \rangle + |g(x, y)|^2 \right) + (q - 2)|x| |g(x, y)|^2 \right] \\
\leq \frac{q}{2}(1 + |x|^2)^{\frac{q}{2} - 2} \left[ (1 + |x|^2) \left( \langle 2x, f(x, y) \rangle + |g(x, y)|^2 \right) + (q - 2)|x|^2 |g(x, y)|^2 \right] \\
\leq \frac{q}{2}(1 + |x|^2)^{\frac{q}{2} - 1} \left( \langle 2x, f(x, y) \rangle + (q - 1)|g(x, y)|^2 \right) \\
\leq \frac{q}{2}K_1(1 + |x|^q + |y|^q) - \frac{q}{2}K_2(V_1(x) - V_1(y)). \tag{2.7}
\]

Owing to [26, Theorem 3.1] and the definition of \( U \), for any \( T > 0 \),

\[
\sup_{0 \leq t \leq T} \mathbb{E}\left(1 + |x(t)|^2\right)^{\frac{q}{2}} \leq C.
\]
By (2.7) and the Dynkin formula we obtain that for any $0 \leq t \leq T$,
\[
E\left(1 + |x(t \wedge \vartheta_M)|^2\right)^{\frac{q}{2}} \\
\leq E\left(1 + |\xi(0)|^2\right)^{\frac{q}{2}} + \frac{q}{2} E \int_0^{t \wedge \vartheta_M} \left[K_1 \left(1 + (1 + |x(s)|^2)^{\frac{q}{2}} + (1 + |x(s - \tau)|^2)^{\frac{q}{2}} - K_2 (V_1(x(s)) - V_1(x(s - \tau)))\right]\right] ds \\
\leq E\left(1 + |\xi(0)|^2\right)^{\frac{q}{2}} + \frac{q}{2} E \int_0^{t \wedge \vartheta_M} (1 + |x(s)|^2)^{\frac{q}{2}} ds \\
+ \frac{q}{2} K_1 T + q K_1 \int_0^{t \wedge \vartheta_M} V_1(x(s)) ds \\
+ \frac{q}{2} K_2 \int_0^{t \wedge \vartheta_M} V_1(x(s)) ds \\
\leq C + q K_1 \int_0^{t \wedge \vartheta_M} (1 + |x(s)|^2)^{\frac{q}{2}} ds,
\]
which implies
\[
\sup_{0 \leq t \leq T} E\left(1 + |x(t \wedge \vartheta_M)|^2\right)^{\frac{q}{2}} \leq C + q K_1 \int_0^T \sup_{0 \leq s \leq t} E\left(1 + |x(s \wedge \vartheta_M)|^2\right)^{\frac{q}{2}} dt.
\]
Applying the Gronwall inequality [23, p.45, Theorem 8.1] yields that
\[
\sup_{0 \leq t \leq T} E\left(1 + |x(t \wedge \vartheta_M)|^2\right)^{\frac{q}{2}} \leq C e^{q K_1 T}.
\]
Thus,
\[
\mathbb{P}\{\vartheta_M \leq T\} M^q \leq E\left[|x(\vartheta_M)|^q 1_{[\vartheta_M \leq T]}\right] \leq E\left(1 + |x(T \wedge \vartheta_M)|^2\right)^{\frac{q}{2}} \leq C.
\]
Then, the required inequality (2.5) follows. 

\section{3 Main results}

This section focuses on constructing explicit schemes to approximate the solutions of nonlinear SDDEs. Borrowing the truncation ideas from [22], we begin to estimate the nonlinear growth rate of $f$ and $g$, and then construct an appropriate truncation projection. Through this projection, the EM grid points can be pulled back to a compact set. Thus, the numerical solutions of this modified EM scheme will avoid extra-ordinary errors from the nonlinear drift and diffusion terms as well as the Brownian motion efficiently. Besides (H1) and (H2), we impose an additional assumption to describe the uniform continuity of $f$ and $g$ in $y$.

\textbf{(H3)} For any $M > 0$, functions $f(x, y)$ and $g(x, y)$ are uniformly continuous in the argument corresponding $y$ for any $x \in \mathbb{R}^d$ satisfying $|x| \leq M$, that is, for any $x, y, \bar{y} \in \mathbb{R}^d$ with $|x| \leq M$,
\[
\lim_{y \to \bar{y}} \sup_{|x| \leq M} \left[|f(x, y) - f(x, \bar{y})| + |g(x, y) - g(x, \bar{y})|\right] = 0.
\]
Under \((H1)\) and \((H3)\), choose a strictly increasing continuous function \(\Phi : [1, +\infty) \to \mathbb{R}_+\) satisfying

\[
\sup_{|x| \vee |y| \leq l} \left( \frac{|f(x, y)|}{1 + |x|} \sqrt{\frac{|g(x, y)|^2}{(1 + |x|)^2}} \right) \leq \Phi(l), \quad \forall \ l \geq 1. \tag{3.1}
\]

Let \(\Phi^{-1} : \Phi(1), +\infty) \to \mathbb{R}_+\) be the inverse function of \(\Phi\). Without loss of generality, we may assume that there exist a sufficiently large integer \(N > 0\) such that the stepsize \(\Delta = \tau/N \in (0, 1]\). Define a truncation mapping \(\Upsilon_{\Phi, \mu} : \mathbb{R}^d \to \mathbb{R}^d\) by

\[
\Upsilon_{\Phi, \mu}(x) = (|x| \wedge \Phi^{-1}(K\Delta^{-\mu}))(x), \quad \forall \ x \in \mathbb{R}^d, \tag{3.2}
\]

where \(x/|x| = 0\) if \(x = 0 \in \mathbb{R}^d\), \(K = \Phi(M_0 \vee 1)\) and \(\mu \in (0, 1/2]\). Define

\[
\begin{cases}
    z_i^\Delta = z_i^\Delta = \xi(t_i), & i = -N, \ldots, 0,
    
    z_{i+1}^\Delta = z_i^\Delta + f(z_i^\Delta, z_{i-N}^\Delta)\Delta + g(z_i^\Delta, z_{i-N}^\Delta)\Delta W_i, & i = 0, 1, \ldots,
    
    z_i^\Delta = \Upsilon_{\Phi, \mu}(z_i^\Delta), & i = 1, 2, \ldots,
\end{cases} \tag{3.3}
\]

where \(t_i = i\Delta (i \geq -N)\) and \(\Delta W_i = W(t_{i+1}) - W(t_i) (i \geq 0)\). This scheme will prevent the diffusion term from producing extra-ordinary large value, which is called the truncated Euler-Maruyama (TEM) scheme. One observes that

\[
|f(z_i^\Delta, z_{i-N}^\Delta)| \leq K\Delta^{-\mu}(1 + |z_i^\Delta|), \quad |g(z_i^\Delta, z_{i-N}^\Delta)| \leq K\Delta^{-\mu}(1 + |z_i^\Delta|). \tag{3.4}
\]

Define two continuous-time numerical schemes \(\tilde{z}_\Delta(t), z_\Delta(t)\) by

\[
\begin{align*}
    \tilde{z}_\Delta(t) := & \tilde{z}_i^\Delta, & z_\Delta(t) := & z_i^\Delta, \quad \forall t \in [t_i, t_{i+1}).
\end{align*} \tag{3.5}
\]

### 3.1 Moment boundedness

To reveal the strong convergence of TEM scheme (3.3), we give the \(q\)th moment boundedness of the corresponding numerical solutions.

**Theorem 3.1** Assume that \((H1)-(H3)\) hold. Then, TEM scheme (3.3) has the following property

\[
\sup_{0 < \Delta \leq 1} \sup_{0 \leq i \leq \lfloor T/\Delta \rfloor} \mathbb{E}|z_i^\Delta|^q \leq C, \quad \forall \ T > 0. \tag{3.6}
\]

**Proof** Define \(f_i = f(z_i^\Delta, z_{i-N}^\Delta), g_i = g(z_i^\Delta, z_{i-N}^\Delta)\) for short. For any \(T > 0\) and \(1 \leq i \leq \lfloor T/\Delta \rfloor\), one observes from (3.3) that

\[
(1 + |z_i^\Delta|^2)^{\frac{q}{2}} = \left[ 1 + |z_{i-1}^\Delta + f_{i-1}\Delta + g_{i-1}\Delta W_{i-1}|^2 \right]^{\frac{q}{2}} = \left( 1 + |z_{i-1}^\Delta|^2 \right)^{\frac{q}{2}} (1 + \Gamma_{i-1})^{\frac{q}{2}}, \tag{3.7}
\]
where

\[ \Gamma_{i-1} = (1 + |z_{i-1}^{\Delta}|^2)^{-1} \left[ |f_{i-1}|^2 \Delta^2 + |g_{i-1} \Delta W_{i-1}|^2 + 2 \langle z_{i-1}^{\Delta}, f_{i-1} \rangle \Delta \
+ 2 \langle z_{i-1}^{\Delta}, g_{i-1} \Delta W_{i-1} \rangle + 2 \langle f_{i-1}, g_{i-1} \Delta W_{i-1} \rangle \Delta \right]. \]

Then, (3.7) implies \( \Gamma_{i-1} > -1 \). For the given constant \( q \geq 2 \), choose a nonnegative integer \( k \) such that \( 2k < q \leq 2(k+1) \). It follows from [34, Lemma 3.3] and (3.7) that

\[
\begin{align*}
\mathbb{E} \left[ \left( 1 + |z_{i-1}^{\Delta}|^2 \right)^q \left| \mathcal{F}_{t_{i-1}} \right. \right] &\leq (1 + |z_{i-1}^{\Delta}|^2)^{q/2} \left[ 1 + \frac{q}{2} \mathbb{E} \left( \Gamma_{i-1} \left| \mathcal{F}_{t_{i-1}} \right. \right) \
+ \frac{q(q-2)}{8} \mathbb{E} \left( \Gamma_{i-1}^2 \left| \mathcal{F}_{t_{i-1}} \right. \right) + \mathbb{E} \left( \Gamma_{i-1}^3 P_k(\Gamma_{i-1}) \left| \mathcal{F}_{t_{i-1}} \right. \right) \right] \\
&= (1 + |z_{i-1}^{\Delta}|^2)^{q/2} \left[ 1 + \frac{q}{2} \mathbb{E} \left( \Gamma_{i-1} \left| \mathcal{F}_{t_{i-1}} \right. \right) \
+ \frac{q(q-2)}{8} \mathbb{E} \left( \Gamma_{i-1}^2 \left| \mathcal{F}_{t_{i-1}} \right. \right) + \mathbb{E} \left( \Gamma_{i-1}^3 P_k(\Gamma_{i-1}) \left| \mathcal{F}_{t_{i-1}} \right. \right) \right].
\end{align*}
\]

(3.8)

where \( P_k(\cdot) \) represents a \( k \)-th order polynomial whose coefficients depend only on \( q \). Noticing that \( \Delta W_{i-1} \) is independent of \( \mathcal{F}_{t_{i-1}} \), one has for any \( A \in \mathbb{R}^{d \times m} \)

\[
\mathbb{E}(\langle A \Delta W_{i-1} \rangle | \mathcal{F}_{t_{i-1}}) = 0, \quad \mathbb{E}(|A \Delta W_{i-1}|^2 | \mathcal{F}_{t_{i-1}}) = |A|^2 \Delta.
\]

(3.9)

Using (3.4) and (3.9), we observe

\[
\mathbb{E} \left[ \Gamma_{i-1} \left| \mathcal{F}_{t_{i-1}} \right. \right] = \left( 1 + |z_{i-1}^{\Delta}|^2 \right)^{-1} \left( 2 \langle z_{i-1}^{\Delta}, f_{i-1} \rangle \Delta + |g_{i-1}|^2 \Delta + |f_{i-1}|^2 \Delta^2 \right)
\leq \left( 1 + |z_{i-1}^{\Delta}|^2 \right)^{-1} \left( 2 \langle z_{i-1}^{\Delta}, f_{i-1} \rangle \Delta + |g_{i-1}|^2 \Delta + K^2 \Delta^{-2 \mu} (1 + |z_{i-1}^{\Delta}|)^2 \Delta^2 \right)
\leq \left( 1 + |z_{i-1}^{\Delta}|^2 \right)^{-1} \left( 2 \langle z_{i-1}^{\Delta}, f_{i-1} \rangle + |g_{i-1}|^2 \right) \Delta + C \Delta.
\]

(3.10)

Note

\[
\mathbb{E}(\langle A \Delta W_{i-1} \rangle^{2j-1} | \mathcal{F}_{t_{i-1}}) = 0, \quad \mathbb{E}(|A \Delta W_{i-1}|^j | \mathcal{F}_{t_{i-1}}) \leq C \Delta^{j/2}, \quad \forall \ A \in \mathbb{R}^{d \times m}, \ j \geq 2.
\]

(3.11)

From (3.4) and (3.9), we have

\[
\mathbb{E} \left[ \Gamma_{i-1}^2 \left| \mathcal{F}_{t_{i-1}} \right. \right] = \left( 1 + |z_{i-1}^{\Delta}|^2 \right)^{-2} \mathbb{E} \left\{ \left[ 2 \langle z_{i-1}^{\Delta}, g_{i-1} \Delta W_{i-1} \rangle \right]^2 + 4 \langle z_{i-1}^{\Delta}, g_{i-1} \Delta W_{i-1} \rangle \right\}
\leq 4 \left( 1 + |z_{i-1}^{\Delta}|^2 \right)^{-2} |z_{i-1}^{\Delta}, g_{i-1}|^2 \Delta^2 \Delta + (1 + |z_{i-1}^{\Delta}|^2)^{-2} \left[ 8 |z_{i-1}^{\Delta}| |f_{i-1}| |g_{i-1}|^2 \Delta^4 \right.
\left. + 4 |f_{i-1}|^4 \Delta^4 + 4 |g_{i-1}|^4 \Delta^2 + 16 |z_{i-1}^{\Delta}|^2 |f_{i-1}|^2 \Delta^2 + 16 |f_{i-1}|^2 |g_{i-1}|^2 \Delta^3 \right]
\leq 4 \left( 1 + |z_{i-1}^{\Delta}|^2 \right)^{-2} |z_{i-1}^{\Delta}, g_{i-1}|^2 \Delta^2 + (1 + |z_{i-1}^{\Delta}|^2)^{-2} \left[ 8 K^2 \Delta^{-2 \mu} |z_{i-1}^{\Delta}| (1 + |z_{i-1}^{\Delta}|)^3 \Delta^2 \right.
\left. + 4 K^4 \Delta^{-4 \mu} (1 + |z_{i-1}^{\Delta}|)^4 \Delta^4 + 4 K^2 \Delta^{-2 \mu} (1 + |z_{i-1}^{\Delta}|)^4 \Delta^2 \right.
\left. + 16 K^2 \Delta^{-2 \mu} |z_{i-1}^{\Delta}|^2 (1 + |z_{i-1}^{\Delta}|)^2 \Delta^2 + 16 K^3 \Delta^{-3 \mu} (1 + |z_{i-1}^{\Delta}|)^4 \Delta^3 \right]
\leq 4 \left( 1 + |z_{i-1}^{\Delta}|^2 \right)^{-2} |z_{i-1}^{\Delta}, g_{i-1}|^2 \Delta + C \Delta.
\]
This together with $q (q - 2) / 8 \geq 0$ implies that

$$
\frac{q (q - 2)}{8} \mathbb{E}[\Gamma^2_{i-1} | \mathcal{F}_{i-1}] \leq \frac{q (q - 2)}{2} (1 + |z^\Delta_{i-1}|^2)^2 (z^\Delta_{i-1} \cdot g_{i-1})^2 \Delta + C \Delta. \tag{3.12}
$$

To estimate $\mathbb{E} (\Gamma^3_{i-1} P_k (\Gamma_{i-1}) | \mathcal{F}_{i-1})$, we begin with $\mathbb{E} (\Gamma^3_{i-1} | \mathcal{F}_{i-1})$. Due to (3.4) and (3.11), we obtain

$$
\mathbb{E} \left[ \Gamma^3_{i-1} | \mathcal{F}_{i-1} \right] = (1 + |z^\Delta_{i-1}|^2)^{-3} \mathbb{E} \left\{ (|f_{i-1}|^2 \Delta^2 + |g_{i-1} \Delta W_{i-1}|^2 + 2 (z^\Delta_{i-1} \cdot f_{i-1}) \Delta) + 2 (z^\Delta_{i-1} \cdot g_{i-1} \Delta W_{i-1}) + 2 (f_{i-1} \cdot g_{i-1} \Delta W_{i-1}) \Delta \right\} \mathcal{F}_{i-1}
$$

$$
= (1 + |z^\Delta_{i-1}|^2)^{-3} \mathbb{E} \left\{ (|f_{i-1}|^2 \Delta^2 + |g_{i-1} \Delta W_{i-1}|^2 + 2 (z^\Delta_{i-1} \cdot f_{i-1}) \Delta)^3 \right\} \mathcal{F}_{i-1}
$$

$$
= 3 (|f_{i-1}|^2 \Delta^2 + |g_{i-1} \Delta W_{i-1}|^2 + 2 (z^\Delta_{i-1} \cdot f_{i-1}) \Delta) \times (2 (z^\Delta_{i-1} \cdot g_{i-1} \Delta W_{i-1}) + 2 (f_{i-1} \cdot g_{i-1} \Delta W_{i-1}) \Delta)^2 \mathcal{F}_{i-1}
$$

$$
\geq (1 + |z^\Delta_{i-1}|^2)^{-3} \mathbb{E} \left\{ -8 |z^\Delta_{i-1}|^3 |f_{i-1}|^3 \Delta^3 - 6 (|f_{i-1}|^2 \Delta^2 + |g_{i-1} \Delta W_{i-1}|^2)^2 |z^\Delta_{i-1}| |f_{i-1}| \Delta - 6 |z^\Delta_{i-1}| |f_{i-1}| \Delta \times (2 |z^\Delta_{i-1} | g_{i-1} \Delta W_{i-1}) + 2 (f_{i-1} \cdot g_{i-1} \Delta W_{i-1}) \Delta^2 \right\} \mathcal{F}_{i-1}
$$

$$
\geq -C (1 + |z^\Delta_{i-1}|^2)^{-3} \left[ K^3 \Delta^{-3 \mu} |z^\Delta_{i-1}|^3 (1 + |z^\Delta_{i-1}|)^3 \Delta^3 + K^5 \Delta^{-5 \mu} |z^\Delta_{i-1}| (1 + |z^\Delta_{i-1}|)^5 \Delta^5 \right.
$$

$$
+ K^3 \Delta^{-3 \mu} |z^\Delta_{i-1}| (1 + |z^\Delta_{i-1}|)^5 \Delta^3 + K^2 \Delta^{-2 \mu} |z^\Delta_{i-1}|^3 (1 + |z^\Delta_{i-1}|)^3 \Delta^2
$$

$$
+ K^4 \Delta^{-4 \mu} |z^\Delta_{i-1}| (1 + |z^\Delta_{i-1}|)^5 \Delta^4 \right]
$$

$$
\geq -C (\Delta^{3-3 \mu} + \Delta^{5-5 \mu} + \Delta^{3-3 \mu} + \Delta^{2-2 \mu} + \Delta^{4-4 \mu}) \geq -C \Delta.
$$

On the other hand,

$$
\mathbb{E} \left[ \Gamma^3_{i-1} | \mathcal{F}_{i-1} \right] \leq (1 + |z^\Delta_{i-1}|^2)^{-3} \left[ 9 (|f_{i-1}|^4 \Delta^6 + |g_{i-1}|^6 \Delta^3 + 8 |z^\Delta_{i-1}|^3 |f_{i-1}|^3 \Delta^3 \right.
$$

$$
+ 24 (|z^\Delta_{i-1}|^4 |f_{i-1}|^2 |g_{i-1}|^2 \Delta^3 + |f_{i-1}|^4 |g_{i-1}|^2 \Delta^5 + |z^\Delta_{i-1}|^2 |g_{i-1}|^4 \Delta^2
$$

$$
+ |f_{i-1}|^2 |g_{i-1}|^4 \Delta^4 + 2 |z^\Delta_{i-1}|^3 |f_{i-1}| |g_{i-1}|^2 \Delta^2 + 2 |z^\Delta_{i-1}| |f_{i-1}|^3 |g_{i-1}|^2 \Delta^4 \right]
$$

$$
\leq C (1 + |z^\Delta_{i-1}|^2)^{-3} \left[ K^6 \Delta^{-6 \mu} (1 + |z^\Delta_{i-1}|)^6 \Delta^6 + K^3 \Delta^{-3 \mu} (1 + |z^\Delta_{i-1}|)^6 \Delta^3
$$
\[ + K^3 \Delta^{-3\mu} |z_{i-1}^\Delta|^3(1 + |z_{i-1}^\Delta|)^3 \Delta^3 + K^3 \Delta^{-3\mu} |z_{i-1}^\Delta|^2(1 + |z_{i-1}^\Delta|)^4 \Delta^3 \]
\[ + K^5 \Delta^{-5\mu} (1 + |z_{i-1}^\Delta|)^6 \Delta^5 + K^2 \Delta^{-2\mu} |z_{i-1}^\Delta|^2(1 + |z_{i-1}^\Delta|)^4 \Delta^2 \]
\[ + K^4 \Delta^{-4\mu} (1 + |z_{i-1}^\Delta|)^6 \Delta^4 + K^2 \Delta^{-2\mu} |z_{i-1}^\Delta|^3(1 + |z_{i-1}^\Delta|)^3 \Delta^2 \]
\[ + K^4 \Delta^{-4\mu} |z_{i-1}^\Delta|(1 + |z_{i-1}^\Delta|)^5 \Delta^4 \leq C \Delta. \]

Thus, both of the above inequalities imply \( \mathbb{E} \left[ a_0 \Gamma_{i-1}^j |F_{t_{i-1}} \right] \leq C \Delta \) for any constant \( a_0 \), where \( a_j \) represents the coefficient of \( x^j \) term in polynomial \( P_k(x) \). We can also show that for any \( j > 3 \)
\[ \mathbb{E} \left[ a_{j-3} \Gamma_{i-1}^j |F_{t_{i-1}} \right] \leq C (1 + |z_{i-1}^\Delta|^2)^{-j} (|f_{i-1}|^{2j} \Delta^{2j} + |g_{i-1}|^{2j} \Delta^j + |z_{i-1}^\Delta|^j |f_{i-1}|^j \Delta^j \]
\[ + |z_{i-1}^\Delta|^j |g_{i-1}|^j \Delta^{\frac{j}{2}} + |f_{i-1}|^j |g_{i-1}|^j \Delta^{\frac{3j}{2}} ) \leq C \Delta. \]

These inequalities imply
\[ \mathbb{E} \left( \Gamma_{i-1}^3 P_k(\Gamma_{i-1}) |F_{t_{i-1}} \right) \leq C \Delta. \] (3.13)

Subsituting (3.10), (3.12), (3.13) into (3.8) and using (H2), we obtain
\[ \mathbb{E} \left[ (1 + |z_{i-1}^\Delta|^2)^{\frac{q}{2}} |F_{t_{i-1}} \right] \]
\[ \leq \left( 1 + |z_{i-1}^\Delta|^2 \right)^{\frac{q}{2}} \left\{ 1 + C \Delta \right. \]
\[ + \frac{q \Delta}{2} (1 + |z_{i-1}^\Delta|^2)(2|z_{i-1}^\Delta| f_{i-1} + |g_{i-1}|^2) + (q - 2)|z_{i-1}^\Delta| |g_{i-1}|^2 \right\} \]
\[ \leq (1 + C \Delta) \left( 1 + |z_{i-1}^\Delta|^2 \right)^{\frac{q}{2}} + \frac{q \Delta}{2} (1 + |z_{i-1}^\Delta|^2)^{\frac{q}{2}} (2|z_{i-1}^\Delta| f_{i-1} + (q - 1)|g_{i-1}|^2) \]
\[ \leq (1 + C \Delta) \left( 1 + |z_{i-1}^\Delta|^2 \right)^{\frac{q}{2}} + \frac{q \Delta}{2} K_1 (1 + |z_{i-1}^\Delta|^2 + |z_{i-1-N}^\Delta|^q) \]
\[ - K_2 (V_1(z_{i-1}^\Delta) - V_1(z_{i-1-N}^\Delta)) \]
\[ \leq (1 + C \Delta) \left( 1 + |z_{i-1}^\Delta|^2 \right)^{\frac{q}{2}} + \frac{q \Delta}{2} K_1 (1 + |z_{i-1-N}^\Delta|^2) \]
\[ - \frac{q}{2} K_2 \Delta V_1(z_{i-1}^\Delta) + \frac{q}{2} K_2 \Delta V_1(z_{i-1-N}^\Delta). \]

We observe from the above inequality that
\[ \mathbb{E} (1 + |z_{i-1}^\Delta|^2)^{\frac{q}{2}} - \mathbb{E} (1 + |z_{i-1}^\Delta|^2)^{\frac{q}{2}} \leq \mathbb{E} \left[ \mathbb{E} \left[ (1 + |z_{i-1}^\Delta|^2)^{\frac{q}{2}} |F_{t_{i-1}} \right] \right] - \mathbb{E} (1 + |z_{i-1}^\Delta|^2)^{\frac{q}{2}} \]
\[ \leq C \Delta \mathbb{E} (1 + |z_{i-1}^\Delta|^2)^{\frac{q}{2}} + \frac{q \Delta}{2} K_1 \Delta \mathbb{E} (1 + |z_{i-1-N}^\Delta|^2)^{\frac{q}{2}} \]
\[ - \frac{q}{2} K_2 \Delta V_1(z_{i-1}^\Delta) + \frac{q}{2} K_2 \Delta V_1(z_{i-1-N}^\Delta). \]

Springer
Taking sum on both sides of the above inequality implies
\[
\mathbb{E} \left[ \left( 1 + |z_i^\Delta|^2 \right)^{\frac{q}{2}} \right] \\
\leq \mathbb{E} \left( 1 + |\xi(0)|^2 \right)^{\frac{q}{2}} + C \Delta \sum_{k=0}^{i-1} \mathbb{E} \left( 1 + |z_k^\Delta|^2 \right)^{\frac{q}{2}} + \frac{q}{2} K_1 \Delta \sum_{k=0}^{i-1} \mathbb{E} \left( 1 + |z_{k-N}^\Delta|^2 \right)^{\frac{q}{2}} \\
- \frac{q}{2} K_2 \Delta \sum_{k=0}^{i-1} \mathbb{E} V_1(z_k^\Delta) + \frac{q}{2} K_2 \Delta \sum_{k=0}^{i-1} \mathbb{E} V_1(z_{k-N}^\Delta) \\
\leq \mathbb{E} \left( 1 + |\xi(0)|^2 \right)^{\frac{q}{2}} + C \Delta \sum_{k=0}^{i-1} \mathbb{E} \left( 1 + |z_k^\Delta|^2 \right)^{\frac{q}{2}} + \frac{Nq}{2} K_1 \Delta \sup_{-N \leq k \leq -1} \mathbb{E} \left( 1 + |\xi(t_k)|^2 \right)^{\frac{q}{2}} \\
+ \frac{q}{2} K_1 \Delta \sum_{k=0}^{(i-1-N) \vee 0} \mathbb{E} \left( 1 + |z_k^\Delta|^2 \right)^{\frac{q}{2}} - \frac{q}{2} K_2 \Delta \sum_{k=0}^{i-1} \mathbb{E} V_1(z_k^\Delta) \\
+ \frac{Nq}{2} K_2 \Delta \sup_{-N \leq k \leq -1} \mathbb{E} V_1(\xi(t_k)) + \frac{q}{2} K_2 \Delta \sum_{k=0}^{(i-1-N) \vee 0} \mathbb{E} V_1(z_k^\Delta) \\
\leq C \Delta \sum_{k=0}^{i-1} \mathbb{E} \left( 1 + |z_k^\Delta|^2 \right)^{\frac{q}{2}} + C.
\]
Applying the discrete Gronwall inequality and the fact \( i \Delta \leq T \) yields
\[
\mathbb{E} \left[ \left( 1 + |z_i^\Delta|^2 \right)^{\frac{q}{2}} \right] \leq C e^{Ci \Delta} \leq C e^{CT},
\]
which implies the required inequality \( (3.6) \).

\[\square\]

### 3.2 The strong convergence

This subsection is concerned with the strong convergence of TEM scheme. We go a first step to estimate the probability that the numerical solutions escape from the corresponding compact set in a finite time interval.

**Lemma 3.2** Assume that \((H1)-(H3)\) hold. For any \( \Delta, \Delta_1 \in (0, 1] \), let
\[
\check{\epsilon}_1^\Delta := \inf \{ t \geq 0 : |\check{z}_1(t)| \geq \Phi^{-1}(K \Delta_1^{-\mu}) \}. \quad (3.14)
\]
Then, for any \( T > 0 \) and \( \Delta \in (0, \Delta_1] \subseteq (0, 1) \),
\[
\mathbb{P}\{ \check{\epsilon}_1^\Delta \leq T \} \leq \frac{C}{(\Phi^{-1}(K \Delta_1^{-\mu}))^q}. \quad (3.15)
\]

**Proof** Let \( \xi^\Delta_1 = \inf \{ i \geq 0 : |\hat{z}_i^\Delta| \geq \Phi^{-1}(K \Delta_1^{-\mu}) \} \), \( \check{f}_i = f(\hat{z}_1^\Delta, \hat{z}_{i-N}^\Delta) \), \( \check{g}_i = g(\hat{z}_1^\Delta, \hat{z}_{i-N}^\Delta) \), and
\[
\check{f}_{i \wedge \Delta_1} = f(\hat{z}_{i \wedge \Delta_1}^\Delta, \hat{z}_{(i-N) \wedge \Delta_1}^\Delta), \quad \check{g}_{i \wedge \Delta_1} = g(\hat{z}_{i \wedge \Delta_1}^\Delta, \hat{z}_{(i-N) \wedge \Delta_1}^\Delta).
\]
For any $i \geq 1$, if $\omega \in \{\xi_{\Delta_1}^\Delta \geq i\}$, it is obvious that $\tilde{z}_{i-1} = \tilde{z}_{i-1} = \tilde{z}_{i-1-N} = \tilde{z}_{i-1-N}$ and

$$\tilde{z}_{i \land \xi_{\Delta_1}^\Delta} = \tilde{z}_{i} = \tilde{z}_{i-1} + \tilde{f}_{i-1} \Delta + \tilde{g}_{i-1} \Delta W_{i-1}.$$  

Otherwise, $\omega \in \{\xi_{\Delta_1}^\Delta < i\}$, then $\tilde{z}_{i \land \xi_{\Delta_1}^\Delta} = \tilde{z}_{(i-1) \land \xi_{\Delta_1}^\Delta} = \tilde{z}_{(i-1) \land \xi_{\Delta_1}^\Delta}$. Combining both cases we have

$$\tilde{z}_{i \land \xi_{\Delta_1}^\Delta} = \tilde{z}_{(i-1) \land \xi_{\Delta_1}^\Delta} + \left[ \tilde{f}_{(i-1) \land \xi_{\Delta_1}^\Delta} \Delta + \tilde{g}_{(i-1) \land \xi_{\Delta_1}^\Delta} \Delta W_{i-1} \right] 1_{[0, \xi_{\Delta_1}^\Delta]}(i).$$

Then,

$$\left( 1 + |\tilde{z}_{i \land \xi_{\Delta_1}^\Delta}|^2 \right)^{\frac{q}{2}} = \left( 1 + |\tilde{z}_{(i-1) \land \xi_{\Delta_1}^\Delta}|^2 \right)^{\frac{q}{2}} \left( 1 + \tilde{\Gamma}_{(i-1) \land \xi_{\Delta_1}^\Delta} 1_{[0, \xi_{\Delta_1}^\Delta]}(i) \right)^{\frac{q}{2}},$$

where

$$\tilde{\Gamma}_{(i-1) \land \xi_{\Delta_1}^\Delta} = \left( 1 + |\tilde{z}_{(i-1) \land \xi_{\Delta_1}^\Delta}|^2 \right)^{-1} \left[ |\tilde{f}_{(i-1) \land \xi_{\Delta_1}^\Delta}|^2 \Delta^2 + |\tilde{g}_{(i-1) \land \xi_{\Delta_1}^\Delta}|^2 \Delta W_{i-1} \right]^2 + 2 \langle \tilde{z}_{(i-1) \land \xi_{\Delta_1}^\Delta} , \tilde{f}_{(i-1) \land \xi_{\Delta_1}^\Delta} \rangle \Delta + 2 \langle \tilde{z}_{(i-1) \land \xi_{\Delta_1}^\Delta} , \tilde{g}_{(i-1) \land \xi_{\Delta_1}^\Delta} \rangle \Delta W_{i-1} \Delta.$$  

By the same way as (3.8), we obtain that for any $1 \leq i \leq \lfloor T/\Delta \rfloor$

$$\mathbb{E} \left[ \left( 1 + |\tilde{z}_{i \land \xi_{\Delta_1}^\Delta}|^2 \right)^{\frac{q}{2}} | \mathcal{F}_{t_{(i-1) \land \xi_{\Delta_1}^\Delta}} \right]$$

$$\leq \left( 1 + |\tilde{z}_{(i-1) \land \xi_{\Delta_1}^\Delta}|^2 \right)^{\frac{q}{2}} \left[ 1 + \frac{q}{2} \mathbb{E}(\tilde{\Gamma}_{(i-1) \land \xi_{\Delta_1}^\Delta} 1_{[0, \xi_{\Delta_1}^\Delta]}(i) | \mathcal{F}_{t_{(i-1) \land \xi_{\Delta_1}^\Delta}}) \right]$$

$$+ \frac{q(q-2)}{8} \mathbb{E}(\tilde{\Gamma}_{(i-1) \land \xi_{\Delta_1}^\Delta} 1_{[0, \xi_{\Delta_1}^\Delta]}(i) | \mathcal{F}_{t_{(i-1) \land \xi_{\Delta_1}^\Delta}})$$

$$+ \mathbb{E}(\tilde{\Gamma}^3_{(i-1) \land \xi_{\Delta_1}^\Delta} P_k(\tilde{\Gamma}_{(i-1) \land \xi_{\Delta_1}^\Delta} 1_{[0, \xi_{\Delta_1}^\Delta]}(i) | \mathcal{F}_{t_{(i-1) \land \xi_{\Delta_1}^\Delta}}).$$  

By virtue of the martingale property of $W(t)$ and the Doob martingale stopping time theorem [23, p.11, Theorem 3.3], we have

$$\mathbb{E} \left( (A\Delta W_{i-1}) 1_{[0, \xi_{\Delta_1}^\Delta]}(i) | \mathcal{F}_{t_{(i-1) \land \xi_{\Delta_1}^\Delta}} \right) = 0,$$

$$\mathbb{E} \left( |A\Delta W_{i-1}|^2 1_{[0, \xi_{\Delta_1}^\Delta]}(i) | \mathcal{F}_{t_{(i-1) \land \xi_{\Delta_1}^\Delta}} \right) = |A|^2 \Delta \mathbb{E} \left( 1_{[0, \xi_{\Delta_1}^\Delta]}(i) | \mathcal{F}_{t_{(i-1) \land \xi_{\Delta_1}^\Delta}} \right),$$

(3.17)

and

$$\mathbb{E} \left( (A\Delta W_{i-1})^{2j-1} 1_{[0, \xi_{\Delta_1}^\Delta]}(i) | \mathcal{F}_{t_{(i-1) \land \xi_{\Delta_1}^\Delta}} \right) = 0,$$

$$\mathbb{E} \left( |A\Delta W_{i-1}|^j 1_{[0, \xi_{\Delta_1}^\Delta]}(i) | \mathcal{F}_{t_{(i-1) \land \xi_{\Delta_1}^\Delta}} \right) \leq C_j \Delta^j \mathbb{E} \left( 1_{[0, \xi_{\Delta_1}^\Delta]}(i) | \mathcal{F}_{t_{(i-1) \land \xi_{\Delta_1}^\Delta}} \right),$$

(3.18)
where \( A \in \mathbb{R}^{d \times m}, \ j \geq 2 \). Using (3.16)-(3.18) and (H2), by the similar argument as Theorem 3.1, we yield
\[
\mathbb{E} \left[(1 + |\tilde{z}_{i \wedge \zeta_{\Delta}^t}|^2)^{\frac{q}{2}} \right]_{\mathcal{F}_{(i-1) \wedge \zeta_{\Delta}^t}} \\
\leq (1 + C \Delta) \left(1 + |\tilde{z}_{(i-1) \wedge \zeta_{\Delta}^t}|^2\right)^{\frac{q}{2}} + \frac{q}{2} K_1 \Delta \left(1 + |\tilde{z}_{(i-1-N) \wedge \zeta_{\Delta}^t}|^2\right)^{\frac{q}{2}} \\
- \frac{q}{2} K_2 \Delta V_1(\tilde{z}_{(i-1-N) \wedge \zeta_{\Delta}^t}) \mathbb{E} \left[I_{[0, \zeta_{\Delta}^t]}(i) |\mathcal{F}_{(i-1) \wedge \zeta_{\Delta}^t}\right] \\
+ \frac{q}{2} K_2 \Delta V_1(\tilde{z}_{(i-1-N) \wedge \zeta_{\Delta}^t}) \mathbb{E} \left(I_{[0, \zeta_{\Delta}^t]}(i) |\mathcal{F}_{(i-1) \wedge \zeta_{\Delta}^t}\right),
\]
which implies
\[
\mathbb{E} \left[(1 + |\tilde{z}_{i \wedge \zeta_{\Delta}^t}|^2)^{\frac{q}{2}} \right] \\
\leq \mathbb{E}(1 + |\xi(0)|^2)^{\frac{q}{2}} + \frac{Nq}{2} K_2 \Delta \mathbb{E} \left(I_{[0, \zeta_{\Delta}^t]}(i) |\mathcal{F}_{(i-1) \wedge \zeta_{\Delta}^t}\right) \\
- \frac{q}{2} K_2 \Delta \sum_{k=0}^{i-1} \mathbb{E} \left[I_{[0, \zeta_{\Delta}^t]}(k) |\mathcal{F}_{k \wedge \zeta_{\Delta}^t}\right] \\
+ \frac{q}{2} K_2 \Delta \sum_{k=0}^{i-1} \mathbb{E} \left[I_{[0, \zeta_{\Delta}^t]}(k+1) |\mathcal{F}_{k \wedge \zeta_{\Delta}^t}\right].
\]
Due to the fact \( I_{[0, \zeta_{\Delta}^t]}(k+1+N) \leq I_{[0, \zeta_{\Delta}^t]}(k+1) \), one observes
\[
\mathbb{E} \left[(1 + |\tilde{z}_{i \wedge \zeta_{\Delta}^t}|^2)^{\frac{q}{2}} \right] \leq C \Delta \sum_{k=0}^{i-1} \mathbb{E} \left(I_{[0, \zeta_{\Delta}^t]}(k) |\mathcal{F}_{k \wedge \zeta_{\Delta}^t}\right) + C.
\]
It follows from the discrete Gronwall inequality and \( i \Delta \leq T \) that
\[
\mathbb{E} \left[(1 + |\tilde{z}_{i \wedge \zeta_{\Delta}^t}|^2)^{\frac{q}{2}} \right] \leq C e^{Ci \Delta} \leq C e^{CT}.
\]
Therefore,
\[
(\Phi^{-1}(K_{\Delta_1}^{-\mu}))^q \mathbb{P}[\epsilon_{\Delta_1}^\Delta \leq T] \leq \mathbb{E}[|\tilde{z}(T \wedge \epsilon_{\Delta_1}^\Delta)|^q] \leq \mathbb{E} \left[(1 + |\tilde{z}_{(T \wedge \epsilon_{\Delta_1}^\Delta)|}^2)^{\frac{q}{2}} \right] \leq C,
\]
which implies that the assertion (3.15) holds.

Now, we establish the strong convergence of TEM scheme (3.5) in the \( p \)th moment for \( p \in (0, q) \).

\( \square \) Springer
Theorem 3.3 Assume that (H1)-(H3) hold. Then, for any \( p \in (0, q) \),
\[
\lim_{\Delta \to 0^+} \mathbb{E}|x(T) - z_\Delta(T)|^p = 0, \quad \forall \ T > 0.
\] (3.21)

Proof For any constants \( M > 0, \Delta_1 \in (0, 1) \) and \( \Delta \in (0, \Delta_1] \), define \( \theta_M^{\Delta, \Delta_1} = \vartheta_M \land \varphi_{\Delta_1}^{\Delta} \), where \( \vartheta_M \) and \( \varphi_{\Delta_1}^{\Delta} \) are defined by (2.4) and (3.14), respectively. For any \( \kappa_1 > 0 \), by Young’s inequality
\[
\mathbb{E}|x(T) - z_\Delta(T)|^p = \mathbb{E}\left(|x(T) - z_\Delta(T)|^p 1_{\{\theta_M^{\Delta, \Delta_1} > T\}}\right) \\
+ \mathbb{E}\left(|x(T) - z_\Delta(T)|^p 1_{\{\theta_M^{\Delta, \Delta_1} \leq T\}}\right) \\
\leq \mathbb{E}\left(|x(T) - z_\Delta(T)|^p 1_{\{\theta_M^{\Delta, \Delta_1} > T\}}\right) \\
+ \frac{p\kappa_1}{q} \mathbb{E}\left(|x(T) - z_\Delta(T)|^q\right) \\
+ \frac{q - p}{q\kappa_1^p/(q-p)} \mathbb{P}\{\theta_M^{\Delta, \Delta_1} \leq T\}. \quad (3.22)
\]
It follows from Theorem 2.1 and Theorem 3.1 that
\[
\mathbb{E}\left(|x(T) - z_\Delta(T)|^q\right) \leq 2^q (\mathbb{E}|x(T)|^q + \mathbb{E}|z_\Delta(T)|^q) \leq C.
\]
For any \( \epsilon_1 > 0 \), choose \( \kappa_1(\epsilon_1) > 0 \) small sufficiently such that \( Cpk_1/q \leq \epsilon_1/3 \). Then,
\[
\frac{p\kappa_1}{q} \mathbb{E}\left(|x(T) - z_\Delta(T)|^q\right) \leq \frac{\epsilon_1}{3}. \quad (3.23)
\]
From (2.5) and (3.15) we obtain that
\[
\frac{q - p}{q\kappa_1^p/(q-p)} \mathbb{P}\{\theta_M^{\Delta, \Delta_1} \leq T\} \leq \frac{q - p}{q\kappa_1^p/(q-p)} \left( \mathbb{P}\{\vartheta_M \leq T\} + \mathbb{P}\{\varphi_{\Delta_1}^{\Delta} \leq T\} \right) \\
\leq \frac{C(q-p)}{q\kappa_1^p/(q-p)} \left( \frac{1}{M^q} + \frac{1}{(\Phi^{-1}(K_{\Delta_1}^{-\mu}))^q} \right). \quad (3.24)
\]
Choose a constant \( \Delta_1 \in (0, 1) \) such that
\[
\frac{C(q-p)}{q\kappa_1^p/(q-p)} (\Phi^{-1}(K_{\Delta_1}^{-\mu}))^q \leq \epsilon_1/6,
\]
and then choose a constant \( M \geq M_0 \lor \Phi^{-1}(K_{\Delta_1}^{-\mu}) \). Thus, it follows from (3.24) that
\[
\frac{q - p}{q\kappa_1^p/(q-p)} \mathbb{P}\{\theta_M^{\Delta, \Delta_1} \leq T\} \leq \frac{\epsilon_1}{3}.
\]
Therefore, it is sufficient for (3.21) to show
\[
\lim_{\Delta \to 0^+} \mathbb{E}\left(|x(T) - z_\Delta(T)|^p 1_{\{\theta_M^{\Delta, \Delta_1} > T\}}\right) = 0.
\]
For this purpose, we define
\[
  f_M(x, y) = f \left( \frac{|x| \wedge M}{|x|}, \frac{|y| \wedge M}{|y|} \right),
\]
\[
  g_M(x, y) = g \left( \frac{|x| \wedge M}{|x|}, \frac{|y| \wedge M}{|y|} \right).
\]

Then, (H1) implies that for any \( x, \bar{x}, y \in R^d \),
\[
|f_M(x, y) - f_M(\bar{x}, y)| \vee |g_M(x, y) - g_M(\bar{x}, y)| \leq L_M |x - \bar{x}|.
\] (3.25)

(3.25) together with (H3) derives
\[
|f_M(x, y)| \vee |g_M(x, y)| \leq (L_M \vee \sup_{|y| \leq M} |f(0, y)| \vee \sup_{|y| \leq M} |g(0, y)|)(1 + |x|).
\] (3.26)

Now, consider the auxiliary SDDE
\[
  du(t) = f_M(u(t), u(t - \tau))dt + g_M(u(t), u(t - \tau))dW(t),
\] (3.27)
with the initial data \( \xi \in C_b([-\tau, 0]; R^d) \). By virtue of [9, Theorem 2.1] SDDE (3.27) has a unique global solution \( u(t) \) on \( t \geq -\tau \). Let \( Y_\Delta(t) \) be the piecewise EM solution of (3.27). Then, (H3), (3.25), (3.26) and [19, Theorem 1] imply
\[
\lim_{\Delta \to 0^+} E \sup_{0 \leq t \leq T} |u(t) - Y_\Delta(t)|^p = 0, \ \forall \ T > 0, \ \bar{p} > 0.
\] (3.28)

One notices
\[
x(t \wedge \theta_M) = u(t \wedge \theta_M), \ \forall \ t \geq 0 \ a.s.
\] (3.29)

For any \( \Delta \in (0, \Delta_1] \), the fact that \( \Phi^{-1}(K\Delta^{-\mu}) \geq \Phi^{-1}(K\Delta_1^{-\mu}) \) and \( M \geq \Phi^{-1}(K\Delta_1^{-\mu}) \) implies
\[
z_\Delta(t \wedge \theta_M^{\Delta, \Delta_1}) = \tilde{z}_\Delta(t \wedge \theta_M^{\Delta, \Delta_1}) = Y_\Delta(t \wedge \theta_M^{\Delta, \Delta_1}), \ \forall \ t \geq 0 \ a.s.
\] (3.30)

Combining (3.28)-(3.30) derives
\[
\lim_{\Delta \to 0^+} E \left( x(T) - z_\Delta(T) \right)^p 1_{\theta_M^{\Delta, \Delta_1} > T} 
\leq \lim_{\Delta \to 0^+} E \left( |x(T \wedge \theta_M^{\Delta, \Delta_1}) - z_\Delta(T \wedge \theta_M^{\Delta, \Delta_1})|^p \right) 
= \lim_{\Delta \to 0^+} E \left( |u(T \wedge \theta_M^{\Delta, \Delta_1}) - Y_\Delta(T \wedge \theta_M^{\Delta, \Delta_1})|^p \right) 
\leq \lim_{\Delta \to 0^+} E \left( \sup_{0 \leq t \leq T} |u(t \wedge \theta_M^{\Delta, \Delta_1}) - Y_\Delta(t \wedge \theta_M^{\Delta, \Delta_1})|^p \right) 
\leq \lim_{\Delta \to 0^+} E \left( \sup_{0 \leq t \leq T} |u(t) - Y_\Delta(t)|^p \right) = 0.
\]

Hence, the proof is completed. \( \square \)
3.3 Convergence rate

This subsection focuses on estimating the convergence rate of TEM scheme (3.5). To obtain the convergence rate, we need somewhat stronger conditions compared with the convergence alone, which are stated as follows.

(H4) Assume that the initial data $\xi$ satisfies the Hölder continuous with the index $\lambda \geq 1/2$, i.e., for any $s_1, s_2 \in [-\tau, 0]$, there exist positive constants $r_1 \geq 4$ and $K_3$ such that
\[
\left( \mathbb{E} |\xi(s_1) - \xi(s_2)|^\frac{1}{r_1} \right)^{\frac{1}{r_1}} \leq K_3 |s_1 - s_2|^\lambda.
\] (3.31)

(H5) Assume that there are a pair of positive constants $\alpha$, $K_4$ such that for any $x, \tilde{x}, y, \tilde{y} \in \mathbb{R}^d$,
\[
|f(x, y) - f(\tilde{x}, \tilde{y})| \leq K_4(|x - \tilde{x}| + |y - \tilde{y}|)(1 + |x|^\alpha + |\tilde{x}|^\alpha + |y|^\alpha + |\tilde{y}|^\alpha),
\] (3.32)
\[
|g(x, y) - g(\tilde{x}, \tilde{y})|^2 \leq K_4(|x - \tilde{x}|^2 + |y - \tilde{y}|^2)(1 + |x|^\alpha + |\tilde{x}|^\alpha + |y|^\alpha + |\tilde{y}|^\alpha).
\] (3.33)

(H6) Assume that there exist positive constants $K_5, \gamma, \beta$ satisfying $\gamma \geq 2, \beta > r - 1$ and a function $\tilde{V}(\cdot, \cdot) \in \mathcal{V}(\mathbb{R}^d \times \mathbb{R}^d; \mathbb{R}_+)$ such that
\[
|x - \tilde{x}|^\gamma \left[ 2( f(x, y) - f(\tilde{x}, \tilde{y})) + \beta |g(x, y) - g(\tilde{x}, \tilde{y})|^2 \right]
\] \[
\leq K_5(|x - \tilde{x}|^r + |y - \tilde{y}|^r) - \tilde{V}(x, \tilde{x}) + \tilde{V}(y, \tilde{y}), \quad \forall x, \tilde{x}, y, \tilde{y} \in \mathbb{R}^d.
\] One notices from (3.33) that
\[
|g(x, y)| \leq |g(x, y) - g(0, 0)| + |g(0, 0)|
\] \[
\leq \sqrt{K_4(|x| + |y|)(1 + |x|^\frac{\alpha}{2} + |y|^\frac{\alpha}{2})} + |g(0, 0)|
\] \[
\leq C(1 + |x|^\frac{\alpha}{2} + |y|^\frac{\alpha}{2}).
\] (3.34)

Remark 1 Due to (H5), we may take
\[
\Phi(l) = [ |f(0, 0)| + 3|\alpha+1|K_4 ] \vee 2|g(0, 0)|^2 + 3\alpha+2K_4
\] \[
\leq |f(0, 0)| \vee 2|g(0, 0)|^2 + 6\alpha+2K_4
\] in (3.1), where $l \geq 1$. Then,
\[
\Phi^{-1}(l) = \left( \frac{l - |f(0, 0)| \vee 2|g(0, 0)|^2}{6K_4} \right)^{\frac{1}{\alpha+2}}
\] (3.35)
for $l \geq |f(0, 0)| \vee 2|g(0, 0)|^2 + 6K_4$. If $r \leq \frac{\alpha+2}{2} \land \left( \frac{q}{(\alpha+3) \vee (2\alpha)} \right)$, then we let
\[
\mu = \frac{r(\alpha + 2)}{2(q - r)} \in (0, \frac{1}{2}], \quad K = |f(0, 0)| \vee 2|g(0, 0)|^2 + 6(M_0 \vee 1)^\alpha+2K_4.
\] (3.36)

In order for the convergence rate of the TEM scheme, we prepare an auxiliary process $\tilde{z}_\Delta(t)$ described by
\[
\begin{cases}
\tilde{z}_\Delta(t) = z_\Delta^\Delta + f(z_\Delta^\Delta, z_\Delta^\Delta)(t - t_i) + g(z_\Delta^\Delta, z_\Delta^\Delta)(W(t) - W(t_i)), \quad \forall t \in [t_i, t_{i+1}),
\tilde{z}_\Delta(t) = \xi(t), \quad \forall t \in [-\tau, 0].
\end{cases}
\] (3.37)

Obviously, $\tilde{z}_\Delta(t_i) = z_\Delta(t_i) = z_i^\Delta$ for $i \geq -N$. 

Springer
Lemma 3.4 Assume that \((H_2)\) and \((H_5)\) hold. Then, for any \(\tilde{r} \in (0, 2q/(\alpha + 2))\),
\[
\sup_{0 \leq t \leq T} \mathbb{E}\left( |\tilde{z}_\Delta(t) - z_\Delta(t)|^{\tilde{r}} \right) \leq C \Delta^{\tilde{r}}, \quad \forall \ T > 0. \tag{3.38}
\]

Proof Fix \(\tilde{r} \in (0, 2q/(\alpha + 2))\) and \(T > 0\). Recalling (3.37), we have that for any \(t \in [t_i, t_{i+1})\)
\[
\mathbb{E}\left( |\tilde{z}_\Delta(t) - z_\Delta(t)|^{\tilde{r}} \right) = \mathbb{E}\left( |\tilde{z}_\Delta(t) - z_\Delta(t_i)|^{\tilde{r}} \right)
\leq 2\tilde{r} \mathbb{E}\left( |f(z_{\Delta i}, z_{\Delta i-N})|^{\tilde{r}} \Delta^{\tilde{r}} + 2\tilde{r} \mathbb{E}\left( |g(z_{\Delta i}, z_{\Delta i-N})|^{\tilde{r}} W(t) - W(t_i)|^{\tilde{r}} \right) \right)
\leq C \left( \mathbb{E}\left( |f(z_{\Delta i}, z_{\Delta i-N})|^{\tilde{r}} \Delta^{\tilde{r}} \right) + \mathbb{E}\left( |g(z_{\Delta i}, z_{\Delta i-N})|^{\tilde{r}} \Delta^{\tilde{r}} \right) \right).
\]
It follows from (3.4), (3.34), (3.36), and Theorem 3.1 that
\[
\mathbb{E}\left( |\tilde{z}_\Delta(t) - z_\Delta(t)|^{\tilde{r}} \right) \leq C \mathbb{E}\left( 1 + |z_{\Delta i}|^{q} \right)^{\tilde{r}} \Delta^{\tilde{r}} + C \left( 1 + (\mathbb{E}|z_{\Delta i}|^{\tilde{r}})^{q} \right)^{\frac{\alpha + 2q}{2q}} (\mathbb{E}|z_{\Delta i-N}|^{\tilde{r}})^{\frac{\alpha + 2q}{2q}} \Delta^{\tilde{r}}
\leq C \Delta^{\tilde{r}}.
\]
The required assertion follows. \(\square\)

By the similar assertion as Theorem 3.1 and Lemma 3.1, one observes that the auxiliary process enjoys the following properties.

Lemma 3.5 Assume that \((H_1)-(H_3)\) hold. Then,
\[
\sup_{0 \leq \Delta \leq 1} \sup_{0 \leq t \leq T} \mathbb{E}\left(|\tilde{z}_\Delta(t)|^{q}\right) \leq C, \quad \forall \ T > 0. \tag{3.39}
\]

Lemma 3.6 Assume that \((H_1)-(H_3)\) hold. For any \(\Delta \in (0, 1]\), let
\[
\tilde{\varrho}_\Delta := \inf\{t \geq 0 : |\tilde{z}_\Delta(t)| \geq \Phi^{-1}(K \Delta^{-\mu})\}. \tag{3.40}
\]
Then, for any \(T > 0\),
\[
\mathbb{P}\{\tilde{\varrho}_\Delta \leq T\} \leq \frac{C}{\left(\Phi^{-1}(K \Delta^{-\mu})\right)^{q}}. \tag{3.41}
\]

We go a further step to estimate the error between the auxiliary process \(\tilde{z}_\Delta(t)\) and the exact solution \(x(t)\). Define \(e(t) = x(t) - \tilde{z}_\Delta(t)\) for short, which satisfies
\[
e(t \wedge \tilde{\varrho}_\Delta) = \int_0^{t \wedge \tilde{\varrho}_\Delta} \left[ f(x(s), x(s - \tau)) - f(z_\Delta(s), z_\Delta(s - \tau)) \right] ds
+ \int_0^{t \wedge \tilde{\varrho}_\Delta} \left[ g(x(s), x(s - \tau)) - g(z_\Delta(s), z_\Delta(s - \tau)) \right] dW(s).
\]

Lemma 3.7 Assume that \((H_2), (H_4)-(H_6)\) and \(r \leq \frac{q}{2} \wedge \left( \frac{q}{(\alpha + 3)\sqrt{2\alpha}} \right)\) hold. Then,
\[
\mathbb{E}\left| e(T) \right|^{r} \leq C \Delta^{\frac{r}{2}}, \quad \forall \ T \geq 0. \tag{3.42}
\]
Proof Define \( \chi_\Delta = \vartheta_{\Phi^{-1}(K^{\Delta - \nu})} \wedge \tilde{\vartheta}_\Delta \), where \( \vartheta_M, \vartheta^\Delta \) and \( \tilde{\vartheta}_\Delta \) are defined in (2.4), (3.14) and (3.40), respectively. By Young’s inequality

\[
\mathbb{E}|e(T)|^r = \mathbb{E}\left(|e(T)|^r 1_{\{\chi_\Delta > T\}}\right) + \mathbb{E}\left(|e(T)|^r 1_{\{\chi_\Delta \leq T\}}\right)
\leq \mathbb{E}\left(|e(T)|^r 1_{\{\chi_\Delta > T\}}\right) + \frac{r \Delta^\frac{1}{q}}{q} \mathbb{E}|e(T)|^q + \frac{q - r}{q} \frac{\mathbb{P}(\chi_\Delta \leq T)}{r^2}.
\]

It follows from Theorem 2.1 and Lemma 3.3 that

\[
\frac{r \Delta^\frac{1}{q}}{q} \mathbb{E}|e(T)|^q \leq 2^{q-1} \frac{r \Delta^\frac{1}{q}}{q} \left(\mathbb{E}|x(T)|^q + \mathbb{E}|\tilde{z}(T)|^q\right) \leq C \Delta^\frac{1}{q}.
\]

Using (2.5), (3.15), (3.41), and then by (3.35) and (3.36), we have

\[
\frac{q - r}{q} \Delta^\frac{1}{2(q-r)} \mathbb{P}(\chi_\Delta \leq T) \leq \frac{q - r}{q} \Delta^\frac{1}{2(q-r)} \left(\mathbb{P}\{\vartheta_{\Phi^{-1}(K^{\Delta - \nu})} \leq T\} + \mathbb{P}\{\vartheta^\Delta \leq T\} + \mathbb{P}\{\tilde{\vartheta}_\Delta \leq T\}\right)
\leq \frac{q - r}{q} \Delta^\frac{1}{2(q-r)} \left(\Phi^{-1}(K^{\Delta - \nu})\right)^q \leq C \Delta^\frac{qr}{2(q-r)} \frac{r^2}{2} = C \Delta^\frac{1}{q}.
\]

Next, we consider the first term on the right hand of (3.43). Employing the Itô formula, we derive that

\[
|e(T \wedge \chi_\Delta)|^r \leq \int_0^{T \wedge \chi_\Delta} \frac{r}{2} |e(s)|^{r-2} \left[2\langle e(s), f(x(s), x(s - \tau)) - f(z_\Delta(s), z_\Delta(s - \tau)) \rangle + (r - 1) |g(x(s), x(s - \tau)) - g(z_\Delta(s), z_\Delta(s - \tau))|^2\right] ds
+ \int_0^{T \wedge \chi_\Delta} r |e(s)|^{r-2} \langle e(s), g(x(s), x(s - \tau)) - g(z_\Delta(s), z_\Delta(s - \tau)) \rangle dW(s).
\]

(3.46)
Due to \( r \in [2, \beta + 1) \), we may choose a constant \( \kappa_2 > 0 \) such that \((1 + \kappa_2)(r - 1) \leq \beta\). Applying the elementary inequality and (H5) yields

\[
2\langle e(s), f(x(s), x(s - \tau)) - f(\zeta_{\Delta}(s), \zeta_{\Delta}(s - \tau)) \rangle \\
+ (r - 1)|g(x(s), x(s - \tau)) - g(\zeta_{\Delta}(s), \zeta_{\Delta}(s - \tau))|^2 \\
\leq 2\langle e(s), f(x(s), x(s - \tau)) - f(\xi_{\Delta}(s), \xi_{\Delta}(s - \tau)) \rangle \\
+ 2\langle e(s), f(\xi_{\Delta}(s), \xi_{\Delta}(s - \tau)) - f(\zeta_{\Delta}(s), \zeta_{\Delta}(s - \tau)) \rangle \\
+ (1 + \kappa_2)(r - 1)|g(x(s), x(s - \tau)) - g(\xi_{\Delta}(s), \xi_{\Delta}(s - \tau))|^2 \\
+ \left(1 + \frac{1}{\kappa_2}\right)(r - 1)|g(\xi_{\Delta}(s), \xi_{\Delta}(s - \tau)) - g(\zeta_{\Delta}(s), \zeta_{\Delta}(s - \tau))|^2 \\
\leq 2\langle e(s), f(x(s), x(s - \tau)) - f(\xi_{\Delta}(s), \xi_{\Delta}(s - \tau)) \rangle \\
+ \beta|g(x(s), x(s - \tau)) - g(\xi_{\Delta}(s), \xi_{\Delta}(s - \tau))|^2 \\
+ 2K_4|e(s)|(\xi_{\Delta}(s) - z_{\Delta}(s)) + |\xi_{\Delta}(s) - \zeta_{\Delta}(s)|\langle 1 + |\zeta_{\Delta}(s)|^\alpha \rangle \\
+ |\zeta_{\Delta}(s - \tau)|^\alpha + |z_{\Delta}(s)|^\alpha + |z_{\Delta}(s - \tau)|^\alpha \\
+ (1 + \frac{1}{\kappa_2})(r - 1)K_4(\xi_{\Delta}(s) - z_{\Delta}(s))^2 + |\zeta_{\Delta}(s - \tau) - \zeta_{\Delta}(s - \tau)|^2(1 + |\zeta_{\Delta}(s)|^\alpha) \\
+ |\zeta_{\Delta}(s - \tau)|^\alpha + |z_{\Delta}(s)|^\alpha + |z_{\Delta}(s - \tau)|^\alpha).
\]

Inserting the above inequality into (3.46) and using (H6), we derive

\[
|e(T, x)|^\alpha \\
\leq \frac{r}{2} \int_0^{T - \alpha \Delta} \left[ K_5|e(s)|^\alpha + K_5|e(s - \tau)|^\alpha - \tilde{V}(x(s), \tilde{z}(s)) \\
+ \tilde{V}(x(s - \tau), \tilde{z}_{\Delta}(s - \tau)) + 2K_4|e(s)|^{\alpha - 1}|\tilde{z}_{\Delta}(s) - z_{\Delta}(s)|(1 + |\zeta_{\Delta}(s)|^\alpha) \\
+ |\zeta_{\Delta}(s - \tau)|^\alpha + |z_{\Delta}(s)|^\alpha + |z_{\Delta}(s - \tau)|^\alpha \\
+ 2K_4|e(s)|^{\alpha - 1}|\tilde{z}_{\Delta}(s - \tau) - z_{\Delta}(s - \tau)|(1 + |\zeta_{\Delta}(s)|^\alpha + |\zeta_{\Delta}(s - \tau)|^\alpha + |z_{\Delta}(s)|^\alpha) \\
+ |z_{\Delta}(s - \tau)|^\alpha + \left(1 + \frac{1}{\kappa_2}\right)(r - 1)K_4|e(s)|^{\alpha - 2}|\tilde{z}_{\Delta}(s) - z_{\Delta}(s)|^2(1 + |\zeta_{\Delta}(s)|^\alpha) \\
+ |\zeta_{\Delta}(s - \tau)|^\alpha + |z_{\Delta}(s)|^\alpha + |z_{\Delta}(s - \tau)|^\alpha \\
+ \left(1 + \frac{1}{\kappa_2}\right)(r - 1)K_4|e(s)|^{\alpha - 2}|\tilde{z}_{\Delta}(s - \tau) - z_{\Delta}(s - \tau)|^2(1 + |\zeta_{\Delta}(s)|^\alpha) \\
+ |\zeta_{\Delta}(s - \tau)|^\alpha + |z_{\Delta}(s)|^\alpha + |z_{\Delta}(s - \tau)|^\alpha \right] ds \\
+ \int_0^{T - \alpha \Delta} r|e(s)|^{r - 2}(e(s), g(x(s), x(s - \tau)) - g(\zeta_{\Delta}(s), \zeta_{\Delta}(s - \tau)))dW(s). \tag{3.47}
\]

Owing to \( \tilde{V}(x, x) = 0 \) for any \( x \in \mathbb{R}^d \), we have

\[
\int_0^{T - \alpha \Delta} \tilde{V}(x(s), \tilde{z}_{\Delta}(s)) + \tilde{V}(x(s - \tau), \tilde{z}_{\Delta}(s - \tau)) ds \\
\leq \int_{-\tau}^{0} \tilde{V}(x(s), \tilde{z}_{\Delta}(s)) ds = \int_{-\tau}^{0} \tilde{V}(\xi(s), \hat{\xi}(s)) ds = 0. \tag{3.48}
\]
According to (3.47) and (3.48), using the Young inequality and the elementary inequality, we obtain

\[
\mathbb{E}(|e(T \wedge \chi_\Delta)|^r) 
\leq \left( rK_5 + 2(r - 1)K_4 + (1 + \frac{1}{\kappa_2})(r - 1)(r - 2)K_4 \right) \mathbb{E} \int_0^{T \wedge \chi_\Delta} |e(s)|^r \, ds 
+ K_4^2 \mathbb{E} \int_0^{T} |\tilde{z}_\Delta(s) - z_\Delta(s)|^r (1 + |\tilde{z}_\Delta(s)|^\alpha + |\tilde{z}_\Delta(s - \tau)|^\alpha + |z_\Delta(s)|^\alpha + |z_\Delta(s - \tau)|^\alpha)^r \, ds 
+ K_4 \mathbb{E} \int_0^{T} |\tilde{z}_\Delta(s - \tau) - z_\Delta(s - \tau)|^r (1 + |\tilde{z}_\Delta(s)|^\alpha + |\tilde{z}_\Delta(s - \tau)|^\alpha)^r \, ds 
+ |z_\Delta(s - \tau)|^\alpha)^r \, ds 
+ \left( 1 + \frac{1}{\kappa_2} \right)(r - 1)K_4^2 \mathbb{E} \int_0^{T} |\tilde{z}_\Delta(s - \tau) - z_\Delta(s - \tau)|^r (1 + |\tilde{z}_\Delta(s)|^\alpha + |\tilde{z}_\Delta(s - \tau)|^\alpha)^r \, ds 
+ |z_\Delta(s - \tau)|^\alpha)^r \, ds 
\leq C \mathbb{E} \int_0^{T \wedge \chi_\Delta} |e(s)|^r \, ds + J_1 + J_2,
\]

where

\[
J_1 := C \mathbb{E} \int_0^{T} |\tilde{z}_\Delta(s) - z_\Delta(s)|^r (1 + |\tilde{z}_\Delta(s)|^\alpha + |\tilde{z}_\Delta(s - \tau)|^\alpha + |z_\Delta(s)|^\alpha)^r \, ds 
+ |z_\Delta(s - \tau)|^\alpha)^r \, ds,
\]

\[
J_2 := C \mathbb{E} \int_0^{T} |\tilde{z}_\Delta(s - \tau) - z_\Delta(s - \tau)|^r (1 + |\tilde{z}_\Delta(s)|^\alpha + |\tilde{z}_\Delta(s - \tau)|^\alpha + |z_\Delta(s)|^\alpha)^r \, ds 
+ |z_\Delta(s - \tau)|^\alpha)^r \, ds.
\]

Using Hölder’s inequality, Theorem 3.1, Lemma 3.2 and Lemma 3.3, we have

\[
J_1 \leq C \int_0^{T} \left( \mathbb{E} |\tilde{z}_\Delta(s) - z_\Delta(s)|^{2r} \right)^{\frac{1}{2}} \left( 1 + \mathbb{E} |\tilde{z}_\Delta(s)|^{2r\alpha} + \mathbb{E} |z_\Delta(s - \tau)|^{2r\alpha} \right)^{\frac{1}{2}} \, ds 
+ \mathbb{E} |z_\Delta(s)|^{2r\alpha} + \mathbb{E} |z_\Delta(s - \tau)|^{2r\alpha} \right)^{\frac{1}{2}} \, ds 
\leq C \int_0^{T} \Delta^{\frac{1}{q}} \left[ 1 + \left( \mathbb{E} |\tilde{z}_\Delta(s)|^{q} \right)^{\frac{2r\alpha}{q}} + \left( \mathbb{E} |z_\Delta(s)|^{q} \right)^{\frac{2r\alpha}{q}} + \left( \mathbb{E} |z_\Delta(s - \tau)|^{q} \right)^{\frac{2r\alpha}{q}} \right]^{\frac{1}{2}} \, ds 
+ \left( \mathbb{E} |z_\Delta(s - \tau)|^{q} \right)^{\frac{1}{2}} \leq C \Delta^{\frac{1}{q}}.
\]

(3.50)
By the same argument as $J_1$, we obtain from (H4)

$$J_2 \leq C \int_0^T \left( \mathbb{E}|\tilde{z}_\Delta(s-\tau) - z_\Delta(s-\tau)|^{2r} \right)^{\frac{1}{r}} \left[ 1 + \left( \mathbb{E}|\tilde{z}_\Delta(s)|^{q/2} \right)^{\frac{2r}{q}} \right] ds + \left( \mathbb{E}|\tilde{z}_\Delta(s)|^{q/2} \right)^{\frac{2r}{q}} \int_0^T \left( \mathbb{E}|\tilde{z}_\Delta(s)|^{q/2} \right)^{\frac{2r}{q}} ds
$$

$$\leq C \int_0^T \left( \mathbb{E}|\tilde{z}_\Delta(s) - z_\Delta(s)|^{2r} \right)^{\frac{1}{r}} ds + C \int_0^T \left( \mathbb{E}|\tilde{z}_\Delta(s) - z_\Delta(s)|^{2r} \right)^{\frac{1}{r}} ds
$$

$$\leq C \hat{\Delta}^\frac{r}{2} + K_3 C \int_{-\tau}^0 |s - \frac{S}{\Delta}| |\Delta|^\frac{r}{2} ds \leq C \hat{\Delta}^\frac{r}{2}. \quad (3.51)$$

Inserting (3.50), (3.51) into (3.49) and applying the Gronwall inequality we arrive at

$$\mathbb{E}\left(|e(T \wedge \chi_\Delta)|^r\right) \leq C e^{CT} \Delta^{r/2}. \quad (3.52)$$

Substituting (3.44), (3.45), and (3.52) into (3.43), we get the desired assertion. \qed

**Theorem 3.8** Under the conditions of Lemma 3.5, for any $\bar{r} \in (0, r]$, we have

$$\mathbb{E}\left| x(T) - z\Delta(T) \right|^\bar{r} \leq C \hat{\Delta}^\bar{r}, \quad \forall \ T > 0.$$  

**Proof** For any $T > 0$, by (3.38) and (3.42), we derive

$$\mathbb{E}\left| x(T) - z\Delta(T) \right|^\bar{r} \leq 2\bar{r} \mathbb{E}\left| x(T) - \tilde{z}_\Delta(T) \right|^\bar{r} + 2\bar{r} \mathbb{E}\left| \tilde{z}_\Delta(T) - z\Delta(T) \right|^\bar{r} \leq C \hat{\Delta}^\bar{r},$$

which together with the Hölder inequality implies the desired assertion. \qed

### 3.4 Exponential stability

This section focuses on approximating the exponential stability of SDDE (1.1). We first give the corresponding results on the exact solutions. Then, we construct a more precise scheme to approximate the long-time behaviors of the system. Without loss of generality, we assume $f(0, 0) = 0$, $g(0, 0) = 0$. Moreover, we give the conditions under which the trivial solution $x = 0$ is stable in mean square.

**(H7)** Assume that there exist constants $\bar{K}_6 > K_6 > 0$, $\bar{K}_7 > K_7 \geq 0$ and a function $V_2(\cdot) \in C(\mathbb{R}^d; \mathbb{R}_+)$ such that for any $x, y \in \mathbb{R}^d$,

$$\langle 2x, f(x, y) \rangle + |g(x, y)|^2 \leq -\bar{K}_6|x|^2 + K_6|y|^2 - \bar{K}_7 V_2(x) - K_7 V_2(y). \quad (3.53)$$

**(H8)** For any positive constant $l$, there exists a positive constant $\hat{L}_l$ such that

$$|f(0, y)| + |g(0, y)| \leq \hat{L}_l |y|$$

for any $|y| \leq l$.

Using the techniques of [26, Theorem 3.4] and [21, Theorem 2.1], we can obtain the exponential stability of SDDE (1.1) as follows.

**Theorem 3.9** Assume that (H1) and (H7) hold. Then, the solution $x(t)$ of SDDE (1.1) with the initial data $\xi \in C_b([-\tau, 0); \mathbb{R}^d)$ has the property

$$\mathbb{E}|x(t)|^2 \leq C e^{-\gamma t}, \quad \forall \ t > 0,$$

where $\gamma > 0$ is a constant satisfying $K_6 e^{\gamma \tau} + \gamma \leq \bar{K}_6$ and $K_7 e^{\gamma \tau} \leq \bar{K}_7$. \qed
Theorem 3.10 Assume that (H1) and (H7) hold. Then, the solution $x(t)$ of SDDE (1.1) with the initial data $\xi \in C_b([-\tau, 0]; \mathbb{R}^d)$ has the property

$$\limsup_{t \to \infty} \frac{1}{t} \log |x(t)| \leq -\frac{\gamma}{2} \quad \text{a.s.,}$$

where $\gamma$ is given in Theorem 3.9.

Based on the form of Scheme (3.3), we continue to construct a more precise explicit scheme which numerical solutions keep the underlying exponential stability in mean square and $\mathbb{P} - 1$. Under (H1) and (H8), choose a strictly increasing continuous function $\hat{\Phi} : [1, \infty) \to \mathbb{R}^+$ such that

$$\sup_{|x| \vee |y| \leq l} \left( \frac{|f(x, y)|}{|x| + 1 \wedge |y|} \vee \frac{|g(x, y)|^2}{(|x| + 1 \wedge |y|)^2} \right) \leq \hat{\Phi}(l), \quad \forall \ l \geq 1. \quad (3.54)$$

For any given stepsize $\Delta \in (0, 1]$, define a truncation mapping $\gamma_{\hat{\Phi}, \mu}^\Delta : \mathbb{R}^d \to \mathbb{R}^d$ by

$$\gamma_{\hat{\Phi}, \mu}^\Delta(x) = \left( |x| \wedge \hat{\Phi}^{-1}(\hat{K} \Delta^{-\mu}) \right) \frac{x}{|x|}, \quad (3.55)$$

where $x/|x| = 0$ if $x = 0 \in \mathbb{R}^d$, $\hat{K} = \hat{\Phi}(M_0 \vee 1)$ and $\mu \in (0, 1/2)$. Then, we define

$$y_i^\Delta = x(i \Delta), \quad \forall \ i = -N, \cdots, 0,$$

$$\hat{y}_i^\Delta = y_i^\Delta + f(y_i^\Delta, y_{i-N}^\Delta) \Delta + g(y_i^\Delta, y_{i-N}^\Delta) \Delta W_i, \quad \forall \ i = 0, 1, \cdots, \quad (3.56)$$

Comparing (3.54) with (3.1) one observes that $\Phi(l) \leq \hat{\Phi}(l), \quad \forall \ l \geq 1$. Thus, all results on Scheme (3.3) also hold for Scheme (3.56). Moreover, (3.54)–(3.56) lead to

$$|f(y_i^\Delta, y_{i-N}^\Delta)| \leq \hat{K} \Delta^{-\mu}(|y_i^\Delta| + 1 \wedge |y_{i-N}^\Delta|), \quad \forall \ x, y \in \mathbb{R}^d. \quad (3.57)$$

Theorem 3.11 Assume that (H1), (H7) and (H8) hold. Then, for any $\varepsilon \in (0, \gamma)$, there is a $\Delta \in (0, 1]$ such that for any $\Delta \in (0, \Delta]$

$$\mathbb{E}|y_i^\Delta|^2 \leq C e^{-(\gamma - \varepsilon) i \Delta}, \quad \forall \ i \geq 1, \quad (3.58)$$

where $\gamma$ is given in Theorem 3.9.

Proof For $i \geq 0$, define $f_i = f(y_i^\Delta, y_{i-N}^\Delta)$ and $g_i = g(y_i^\Delta, y_{i-N}^\Delta)$ for short. It follows from (3.56), (3.57) and (H7) that

$$\mathbb{E}\left[|\hat{y}_{i+1}^\Delta|^2 | F_i \right] = |y_i^\Delta|^2 + 2(y_i^\Delta, f_i) \Delta + |g_i|^2 \Delta + |f_i|^2 \Delta^2$$

$$\leq |y_i^\Delta|^2 - (\tilde{K}_6 - 2\hat{K}^2 \Delta^{1-2\mu}) |y_i^\Delta|^2 \Delta + (K_6 + 2\hat{K}^2 \Delta^{1-2\mu}) |y_{i-N}^\Delta|^2 \Delta$$

$$- \tilde{K}_7 V_2(y_i^\Delta) \Delta + K_7 V_2(y_{i-N}^\Delta) \Delta. \quad (3.59)$$

Employing the Taylor formula derives that for any $\varepsilon \in (0, \gamma)$,

$$e^{(\gamma - \varepsilon) \Delta} - 1 = (\gamma - \varepsilon) \Delta + (\gamma - \varepsilon)^2 \Delta^2 \sum_{j=0}^{\infty} \frac{(\gamma - \varepsilon)^j \Delta^j}{(j + 2)!} \leq (\gamma - \varepsilon) \Delta + \alpha \Delta^2,$$
where $\alpha := e^{(\gamma - \epsilon)\Delta}(\gamma - \epsilon)^2$. This together with (3.59) leads to
\[
e^{(\gamma - \epsilon)\Delta} \mathbb{E}\left[|\hat{y}_{i+1}\Delta|^{2} | F_{i}\right] \\
\leq \left(1 + (\gamma - \epsilon)\Delta + \alpha \Delta^{2}\right)\left(|\hat{y}_{i}\Delta|^{2} - (\tilde{K}_{6} - 2\tilde{K}^{2}\Delta^{1-2\mu})|\hat{y}_{i}\Delta|^{2} \Delta + (K_{6} + 2\tilde{K}^{2}\Delta^{1-2\mu})|\hat{y}_{i-N}\Delta|^{2} \Delta \\
- \tilde{K}_{7}V_{2}(\hat{y}_{i}\Delta) + K_{7}V_{2}(\hat{y}_{i-N}\Delta)\right) \\
\leq |\hat{y}_{i}\Delta|^{2} - \Delta((\tilde{K}_{6} - \gamma) + \epsilon - o_{1}(\Delta))|\hat{y}_{i}\Delta|^{2} + \Delta(K_{6} + o_{2}(\Delta))|\hat{y}_{i-N}\Delta|^{2} \\
- \Delta\tilde{K}_{7}(1 + (\gamma - \epsilon)\Delta + \alpha \Delta^{2})V_{2}(\hat{y}_{i}\Delta) + \Delta K_{7}(1 + (\gamma - \epsilon)\Delta + \alpha \Delta^{2})V_{2}(\hat{y}_{i-N}\Delta), \quad (3.60)
\]

where
\[
o_{1}(\Delta) = 2\tilde{K}^{2}\Delta^{1-2\mu} + 2\tilde{K}^{2}(\gamma - \epsilon)\Delta^{2-2\mu} + \alpha \Delta + 2\tilde{K}^{2}\alpha \Delta^{3-2\mu}, \\
o_{2}(\Delta) = 2\tilde{K}^{2}\Delta^{1-2\mu} + 2\tilde{K}^{2}(\gamma - \epsilon)\Delta^{2-2\mu} + K_{6}(\gamma - \epsilon)\Delta + 2\tilde{K}^{2}\alpha \Delta^{3-2\mu} + K_{6}\alpha \Delta^{2}.
\]

Choose a constant $\tilde{\Delta} \in (0, 1]$ small sufficiently such that
\[
o_{1}(\tilde{\Delta}) \leq \epsilon \quad \text{and} \quad o_{2}(\tilde{\Delta}) \leq K_{6}(e^\gamma - 1).
\]

Then, taking the expectations and timing $e^{(\gamma - \epsilon)t_{i}}$ on both sides of (3.60) derives that for any $\Delta \in (0, \tilde{\Delta})$
\[
e^{(\gamma - \epsilon)t_{i+1}} \mathbb{E}[|\hat{y}_{i+1}\Delta|^{2} - e^{(\gamma - \epsilon)t_{i}} \mathbb{E}[|\hat{y}_{i}\Delta|^{2} \\
\leq e^{(\gamma - \epsilon)t_{i+1}} \mathbb{E}[|\hat{y}_{i+1}\Delta|^{2} - e^{(\gamma - \epsilon)t_{i}} \mathbb{E}[|\hat{y}_{i}\Delta|^{2} \\
\leq -\Delta(\tilde{K}_{6} - \gamma)e^{(\gamma - \epsilon)t_{i}} \mathbb{E}[|\hat{y}_{i}\Delta|^{2}] + \Delta K_{6}e^{\gamma t} e^{(\gamma - \epsilon)t_{i}} \mathbb{E}[|\hat{y}_{i-N}\Delta|] \\
- \Delta\tilde{K}_{7}(1 + (\gamma - \epsilon)\Delta + \alpha \Delta^{2})e^{(\gamma - \epsilon)t_{i}} \mathbb{E}[V_{2}(\hat{y}_{i}\Delta)] \\
+ \Delta K_{7}(1 + (\gamma - \epsilon)\Delta + \alpha \Delta^{2})e^{(\gamma - \epsilon)t_{i}} \mathbb{E}[V_{2}(\hat{y}_{i-N}\Delta)].
\]

Solving the above difference equation and using the fact that $K_{6}e^{\gamma t} + \gamma \leq \tilde{K}_{6}$ and $K_{7}e^{\gamma t} \leq \tilde{K}_{7}$, we yield
\[
e^{(\gamma - \epsilon)t_{i+1}} \mathbb{E}[|\hat{y}_{i+1}\Delta|^{2} \\
\leq \mathbb{E}[\xi(0)]^{2} - \Delta(\tilde{K}_{6} - \gamma) \sum_{k=0}^{i} e^{(\gamma - \epsilon)t_{k}} \mathbb{E}[|\hat{y}_{k}\Delta|^{2}] + \Delta K_{6}e^{\gamma t} \sum_{k=-N}^{i-N} e^{(\gamma - \epsilon)t_{k}} \mathbb{E}[|\hat{y}_{k}\Delta|^{2}] \\
- \Delta\tilde{K}_{7}(1 + (\gamma - \epsilon)\Delta + \alpha \Delta^{2}) \sum_{k=0}^{i} e^{(\gamma - \epsilon)t_{k}} \mathbb{E}[V_{2}(\hat{y}_{k}\Delta)] \\
+ \Delta K_{7}e^{(\gamma - \epsilon)t}(1 + (\gamma - \epsilon)\Delta + \alpha \Delta^{2}) \sum_{k=-N}^{i-N} e^{(\gamma - \epsilon)t_{k}} \mathbb{E}[V_{2}(\hat{y}_{k}\Delta)] \leq C.
\]

Therefore, the desired assertion follows. \hfill \Box

Using the technique of [32, Theorem 3.4], we yield the exponentially almost sure stability of the TEM scheme (3.56) as follows.
Theorem 3.12 Under the conditions of Theorem 3.11, for any $\varepsilon \in (0, \gamma)$, there is $\bar{\Delta} \in (0, 1]$ such that for any $\Delta \in (0, \bar{\Delta}]$
\[
\limsup_{i \to \infty} \frac{1}{i\Delta} \log |y_i^\Delta| \leq -\frac{\gamma - \varepsilon}{2} \text{ a.s.} \quad (3.61)
\]

4 Numerical examples

This section gives two examples to illustrate our results.

Example 1 Let us recall SDDE (1.2) and let $q = 10$. By virtue of [23, p.211, Lemma 4.1] we know
\[
|a + b|^p \leq |a|^p \frac{p}{\delta p - 1} + |b|^p \frac{(1 - \delta)p - 1}{(1 - \delta)p - 1},
\]
where $a, b \in \mathbb{R}$, $p > 1$, $\delta \in (0, 1)$. The above inequality as $\delta = 1/20$ together with the Young inequality implies
\[
(1 + |x|^2)^4 \left(2|x, f(x, y)| + 9|g(x, y)|^2\right) \leq 144000 + 144000(|x|^{10} + |y|^{10}) - 8|x|^{12} + 7|y|^{12}.
\]
Thus, (H2) holds with $V_1(x) = 8|x|^{12}$. By virtue of Theorem 2.1, (1.2) has a unique global solution. Furthermore, for any $s_1, s_2 \in [-1, 0]$,
\[
(\mathbb{E}|\cos(B(s_1)) - \cos(B(s_2))|^{1/2}) \leq (\mathbb{E}|B(s_1) - B(s_2)|^{1/2}) \leq C|s_1 - s_2|^{1/2},
\]
which implies (H4) holds with $\lambda = 1/2$. Let $r = 2$ and $\beta = 2$. By the elementary inequality we have
\[
2(x - \bar{x}, f(x, y) - f(\bar{x}, \bar{y})) + 2|g(x, y) - g(\bar{x}, \bar{y})|^2 \leq -12|x - \bar{x}|^2(x^2 + \bar{x}^2) + 8|y - \bar{y}|^2(y^2 + \bar{y}^2).
\]
This implies that (H6) holds with $\bar{V}(x, \bar{x}) = 12|x - \bar{x}|^2(x^2 + \bar{x}^2)$. Obviously, (H5) holds with $K_4 = 30$ and $\alpha = 2$. By (3.35) we take $\Phi^{-1}(l) = (l/180)^{1/4}$, $\forall l \geq 180$. By (3.36) and $\sup_{1 \leq t \leq 0} |\cos(B(t))| \leq 1$, we have $\mu = 1/2$ and $K = 180$. Hence,
\[
\Gamma_{\Phi, \mu}(x) = (|x| \wedge \Delta^{-\frac{1}{8}})^\frac{1}{2},
\]
By virtue of Theorem 3.8, the TEM scheme (3.5) satisfies that for any $\Delta \in (0, 1]$
\[
(\mathbb{E}|x(T) - z_{\Delta}(T)|^{1/2}) \leq C \Delta^{1/2}, \quad \forall T > 0.
\]

We regard the numerical solution with small stepsize $\Delta = 2^{-20}$ as the exact solution $x(t)$, and carry out numerical experiments to compute the error $(\mathbb{E}|x(20) - z_{\Delta}(20)|^{1/2})$ between the exact solution $x(20)$ and the numerical solution $z_{\Delta}(20)$ of the TEM scheme using MATLAB. In Fig. 1, the red solid line
Error at T=20

The red solid line depicts the error \( (E|x(20)-z(20)|^2)^{1/2} \) between the exact solution \( x(20) \) and the TEM scheme \( z_\Delta(20) \), as the function of \( \Delta \) for 1000 sample points as \( \Delta \in \{2^{-14}, 2^{-12}, 2^{-10}, 2^{-8}, 2^{-6}\} \). The blue solid line plots the reference function \( \Delta^{1/2} \).

**Example 2** Consider the 2-dimensional SDDE

\[
\begin{align*}
\left\{ \begin{array}{l}
dx_1(t) &= \left(-2x_1(t) - x_1^3(t)\right) dt + \left(x_2(t - 1) + x_1^2(t) \right) dW_1(t), \\
dx_2(t) &= \left(-2x_2(t) - x_2^3(t)\right) dt + \left(x_1(t - 1) + x_2^2(t) \right) dW_2(t), 
\end{array} \right. \\
t &> 0,
\end{align*}
\]

with the initial data \((\xi_1(t), \xi_2(t))^T = (\cos(B(t)), \sin(B(t)))^T, \ t \in [-1, 0]\), where \( B(t) \) is a one-dimensional Brownian motion independent of \((W_1(t), W_2(t))^T\). We compute that for any \( x, y, \bar{x}, \bar{y} \in \mathbb{R}^2 \)

\[
|f(x, y) - f(\bar{x}, y)| \leq 2(1 + |x|^2 + |\bar{x}|^2)|x - \bar{x}|, \quad f(0, y) = 0,
\]

\[
|g(x, y) - g(\bar{x}, y)|^2 \leq 2(|x|^2 + |\bar{x}|^2)|x - \bar{x}|^2, \quad |g(0, y)|^2 = |y|^2,
\]

and

\[
\langle 2x, f(x, y) \rangle + |g(x, y)|^2 \leq -4|x|^2 + 2|y|^2.
\]
Then, (H1), (H7), and (H8) hold, where $\bar{K}_6 = 4$, $K_6 = 2$, $\bar{K}_7 = K_7 = 0$. Choose $\gamma = 1/2$. By virtue of Theorem 3.9 and Theorem 3.10, (4.1) is the exponentially stable in mean square and $P - 1$.

By (3.54), we take $\hat{\Phi}(l) = 2(l + l^2)$, where $l \geq 1$. By (3.55) and $||\xi|| = 1$, we have $\hat{K} = 4$. Choose $\mu = 1/100$. Hence,

$$\gamma_{\hat{\Phi}, \mu}(x) = \left( |x| \wedge (2\Delta - \frac{1}{100} - 1)^{\frac{1}{2}} \right) \frac{x}{|x|}, \quad \forall \Delta \in (0, 2^{-7}] .$$

It follows from Theorem 3.11 and Theorem 3.12 that $\forall \Delta \in (0, 2^{-7}]$, $\forall i \geq 0$,

$$\mathbb{E}|y_{i\Delta}|^2 \leq Ce^{-\frac{1}{100}t_i}, \quad \lim_{i \to \infty} \sup_{i\Delta} \frac{1}{i\Delta} \log |y_{i\Delta}| \leq -\frac{1}{20}, \text{ a.s.}$$

Figure 2 depicts the sample mean of the TEM scheme $y_{i\Delta}$ defined by (3.56). Figure 3 depicts sample paths of the EM solution $Y_{i\Delta}$ and the TEM solution $y_{i\Delta}^\Delta$.

5 Conclusions

In this paper a generic explicit numerical scheme is constructed, which numerical solutions are bounded in the $q$th moment and converge to the exact solutions strongly. The $1/2$ order convergence rate is obtained for the TEM scheme. Moreover, a more
The sample path of $\ln Y_i^\Delta$ by the EM scheme and the sample path of $y_i^\Delta$ by the TEM scheme defined by (3.56) with $\Delta = 2^{-7}$

precise TEM scheme is proposed, which numerical solutions keep the exponential stability well for a large kind of nonlinear SDDEs.

**Acknowledgements** The authors thank the associated editor and referee for the helpful comments and suggestions.

**Funding** The research of Junhao Hu was supported by the National Natural Science Foundation of China (No. 61876192). The research of Xiaoyue Li was supported by the National Natural Science Foundation of China (No. 11971096), the Natural Science Foundation of Jilin Province (No. YDZJ202101ZYTS154), the Education Department of Jilin Province (No. JJKH20211272KJ), and the Fundamental Research Funds for the Central Universities.

**References**

1. Arriojas, M., Hu, Y., Mohammed, S.-E., Pap, G.: A delayed black and scholes formula. Stoch. Anal. Appl. 25(2), 471–492 (2007)
2. Baker, C.T.H., Buckwar, E.: Numerical analysis of explicit one-step methods for stochastic delay differential equations. LMS J. Comput. Math. 3, 315–335 (2000)
3. Bao, J., Yin, G., Yuan, C.: Asymptotic analysis for functional stochastic differential equations springer (2016)
4. Buckwar, E.: Introduction to the numerical analysis of stochastic delay differential equations. Numerical analysis 2000, Vol. VI, Ordinary differential equations and integral equations. J. Comput. Appl. Math. 125(1-2), 297–307 (2000)
5. Cong, Y., Zhan, W., Guo, Q.: The partially truncated Euler-Maruyama method for highly nonlinear stochastic delay differential equations with Markovian Switching. International Journal of Computational Methods 17(6), 1950014, 32 (2020)
6. Dareiotis, K., Kumar, C., Sabanis, S.: On tamed Euler approximations of SDEs driven by lévy noise with applications to delay equations. SIAM J. Numer. Anal. 54(3), 1840–1872 (2016)
7. Eurich, C.W., Milton, J.G.: Noise-induced transitions in human postural sway. Phys. Rev. E. 54(6), 6681–6684 (1996)
8. Guo, Q., Mao, X., Yue, R.: The truncated Euler-Maruyama method for stochastic differential delay equations. Numerical Algorithms 78(2), 599–624 (2018)
9. Gyöngy, I., Sabanis, S.: A note on Euler approximations for stochastic differential equations with delay. Appl. Math. Optim. 68(3), 391–412 (2013)
10. Higham, D.J., Mao, X., Stuart, A.M.: Strong convergence of Euler-type methods for nonlinear stochastic differential equations. SIAM J. Numer. Anal. 40(3), 1041–1063 (2002)
11. Huang, C.: Mean square stability and dissipativity of two classes of theta methods for systems of stochastic delay differential equations. J. Comput. Appl. Math. 259(part A), 77–86 (2014)
12. Huang, C., Gan, S., Wang, D.: Delay-dependent stability analysis of numerical methods for stochastic delay differential equations. J. Comput. Appl. Math. 236(14), 3514–3527 (2012)
13. Hutzenthaler, M., Jentzen, A.: Numerical approximations of stochastic differential equations with non-globally Lipschitz continuous coefficients. Memoirs of the American Mathematical Society, 236(1112), v+99 pp. ISBN: 978-1-4704-0984-5 (2015)
14. Hutzenthaler, M., Jentzen, A.: On a perturbation theory and on strong convergence rates for stochastic ordinary and partial differential equations with nonglobally monotone coefficients. The Annals of Probability 48(1), 53–93 (2020)
15. Hutzenthaler, M., Jentzen, A., Kloeden, P.E.: Strong and weak divergence in finite time of Euler’s method for stochastic differential equations with non-globally Lipschitz continuous coefficients. Proceedings of The Royal Society of London. Series A. Mathematical, Physical and Engineering Sciences 467(2130), 1563–1576 (2011)
16. Hutzenthaler, M., Jentzen, A., Kloeden, P.E.: Strong convergence of an explicit numerical method for SDEs with nonglobally Lipschitz continuous coefficients. Ann. Appl. Probab. 22(4), 1611–1641 (2012)
17. Hutzenthaler, M., Jentzen, A., Kloeden, P.E.: Divergence of the multilevel Monte Carlo Euler method for nonlinear stochastic differential equations. Ann. Appl. Probab. 23(5), 1913–1966 (2013)
18. Kloeden, P.E., Platen, E.: Numerical solution of stochastic differential equations Springer-Verlag (1992)
19. Kumar, C., Sabanis, S.: Strong convergence of Euler approximations of stochastic differential equations with delay under local Lipschitz condition. Stoch. Anal. Appl. 32(2), 207–228 (2014)
20. Li, M., Huang, C.: Projected Euler-Maruyama method for stochastic delay differential equations under a global monotonicity condition. Appl. Math. Comput. 366(124733), 12 (2020)
21. Li, X., Mao, X.: The improved LaSalle-type theorems for stochastic differential delay equations. Stoch. Anal. Appl. 30(4), 568–589 (2012)
22. Li, X., Mao, X., Yin, G.: Explicit numerical approximations for stochastic differential equations in finite and infinite horizons: truncation methods, convergence in $p$th moment and stability. IMA J. Numer. Anal. 39(4), 2168 (2019)
23. Mao, X.: Stochastic Differential Equations and Applications. Second edition. Horwood Publishing Limited, Cambridge (2008)
24. Mao, X.: The truncated Euler-Maruyama method for stochastic differential equations. J. Comput. Appl. Math. 290, 370–384 (2015)
25. Mao, X.: Convergence rates of the truncated Euler-Maruyama method for stochastic differential equations. J. Comput. Appl. Math. 296, 362–375 (2016)
26. Mao, X., Rassias, M.J.: Khamsminskii-type theorems for stochastic differential delay equations. Stoch. Anal. Appl. 23(5), 1045–1069 (2005)
27. Mao, X., Sabanis, S.: Numerical solutions of stochastic differential delay equations under local Lipschitz condition. J. Comput. Appl. Math. 151(1), 215–227 (2003)
28. Mao, X., Yuan, C.: Stochastic differential equations with markovian switching imperial college press (2006)
29. Niu, Y., Burrage, K., Zhang, C.: A derivative-free explicit method with order 1.0 for solving stochastic delay differential equations. J. Comput. Appl. Math. 253, 51–65 (2013)
30. Sabanis, S.: Euler approximations with varying coefficients: the case of superlinearly growing diffusion coefficients. Ann. Appl. Probab. 26(4), 2083–2105 (2016)
31. Wang, X., Gan, S.: The improved split-step backward Euler method for stochastic differential delay equations. Int. J. Comput. Math. 88(11), 2359–2378 (2011)
32. Wu, F., Mao, X., Kloeden, P.E.: Discrete Razumikhin-type technique and stability of the Euler-Maruyama method to stochastic functional differential equations. Discrete and Continuous Dynamical Systems 33(2), 885–903 (2013)
33. Wu, F., Mao, X., Szpruch, L.: Almost sure exponential stability of numerical solutions for stochastic delay differential equations. Numer. Math. 115(4), 681–697 (2010)
34. Yang, H., Li, X.: Explicit approximations for nonlinear switching diffusion systems in finite and infinite horizons. Journal of Differential Equations 265(7), 2921–2967 (2018)
35. Zhang, W., Yin, X., Song, M.H., Liu, M.Z.: Convergence rate of the truncated Milstein method of stochastic differential delay equations. Appl. Math. Comput. 357, 263–281 (2019)
36. Zhao, J., Yi, Y., Xu, Y.: Strong convergence and stability of the split-step theta method for highly nonlinear neutral stochastic delay integro differential equation. Appl. Numer. Math. 157, 385–404 (2020)

Publisher's note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.