Stronger Constraints on the Evolution of the $M_{BH} - \sigma_*$ Relation up to $z \sim 0.6$
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Abstract

We revisit the possibility of redshift evolution in the $M_{BH} - \sigma_*$ relation with a sample of 22 Seyfert 1 galaxies with black holes (BHs) in the mass range $10^{6.3} - 10^{8.3} M_\odot$ and redshift range $0.03 < z < 0.57$ with spectra obtained from spatially resolved Keck/Low-resolution Imaging Spectrometer observations. Stellar velocity dispersions were measured directly from the Mg II region, taking into consideration the effect of Fe II contamination, active galactic nucleus (AGN) dilution, and host-galaxy morphology on our measurements. BH masses are estimated using the Hbeta line width, and the luminosity at 5100 Å is estimated from surface brightness decomposition of the AGN from the host galaxy using high-resolution imaging from the Hubble Space Telescope. Additionally, we investigate the use of the $\lambda 5007$ emission line width as a surrogate for stellar velocity dispersion, finding better correlation once corrected for Fe II contamination and any possible blueshifted wing components. Our selection criteria allowed us to probe lower-luminosity AGNs and lower-mass BHs in the non-local universe than those measured in previous single-epoch studies. We find that any offset in the $M_{BH} - \sigma_*$ relation up to $z \sim 0.6$ is consistent with the scatter of local BH masses, and address the sources of biases and uncertainties that contribute to this scatter.
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1. Introduction

Since their initial discovery nearly two decades ago, black hole (BH) scaling relations have motivated extensive study in the role of central supermassive black holes (SMBHs) in the evolution of their host galaxies over cosmic time. Measurements of gas kinematics in inactive galaxies revealed a strong correlation between the mass $M_{BH}$ of the central SMBH and the stellar velocity dispersion $\sigma_*$ of the central spheroid of its host galaxy (Ferrarese & Merritt 2000; Gebhardt et al. 2000a; Tremaine et al. 2002; McConnell & Ma 2013). This fundamental relationship was soon established for local active galaxies as well by exploiting the visible broad-line regions (BLRs) in type 1 active galactic nuclei (AGNs) as a direct probe of virial BH mass (Gebhardt et al. 2000b; Ferrarese et al. 2001; Onken et al. 2004; Greene & Ho 2006a; Woo et al. 2010, 2013, 2015; Bennett et al. 2011a, 2015). Today, the $M_{BH} - \sigma_*$ relation remains the strongest and most fundamental correlation between SMBHs and their host galaxies (see Kormendy & Ho 2013 for a comprehensive review).

There exists an ongoing debate as to whether SMBHs co-evolve in tandem with their host galaxies over time or if the scaling relations we observe today are an evolutionary endpoint, such that host galaxies grow over time to “catch up” to their SMBHs formed at much earlier times. Co-evolution would imply some feedback mechanism powered by the central AGN, which acts to self-regulate the growth of the SMBH and host galaxy (Fabian 2012; King & Pounds 2015). In the latter scenario, scaling relations as the result of an evolutionary endpoint call into question how the seeds of today’s SMBHs grew so rapidly in the early universe (Volonteri 2010; Greene 2012). Alternatively, the emergence of BH scaling relations could be non-causal in nature, and could be explained through the hierarchical assembly of BH and stellar mass via mergers (Jahnke & Macciò 2011). To address the controversy, numerous attempts have been made to measure $M_{BH} - \sigma_*$ in the non-local universe to determine which SMBH evolutionary track may be responsible for local observations.

Early attempts by Woo et al. (2006, 2008) to measure the $M_{BH} - \sigma_*$ relation of broad-line Seyfert 1 galaxies at $z = 0.36$ and $z = 0.57$ resulted in a significant positive offset of 0.43 dex and 0.63 dex in $M_{BH}$, respectively, implying that BHs were “overmassive” relative to their host galaxies at earlier times. If we quantify the required stellar mass assembly as inferred from stellar velocity dispersion (Zahid et al. 2016), the results by Woo et al. imply that host bulges must grow by a factor of $\sim 4$ within $4 \text{ Gyr}$ ($z = 0.36$), and a factor of $\sim 6$ within $5.5 \text{ Gyr}$ ($z = 0.57$), to be consistent with the $M_{BH} - \sigma_*$ relation at $z = 0$. This is problematic since it means that bulges must undergo significant stellar mass assembly in a relatively short amount of time, and the possible mechanisms for doing so without significantly growing their BHs remain largely speculative. Similar studies by Canalizo et al. (2012) using dust-reddened 2MASS quasi-stellar objects (QSOs) at $0.14 < z < 0.37$, and Hiner et al. (2012) using post-starburst QSOs at $z \sim 0.3$, found a similar significant positive offset from the local relation, which further exacerbated the problem.

It is however possible that the observed offset in the $M_{BH} - \sigma_*$ relation at higher redshifts is not of physical origin, but the result of selection bias. Lauer et al. (2007) explained that AGNs selected by a luminosity threshold preferentially selects overmassive BHs relative to their hosts due to a steep drop in the luminosity function of galaxies. In addition to this, Shen & Kelly (2010) suggested that single-epoch (SE) samples can be biased toward high BH masses due to uncorrelated
variations between continuum luminosity and line widths in reverberation mapping studies. These two biases can act independently and in conjunction with one another to create the observed offset from the local $M_\text{BH} - \sigma_*$ relation and give a false indication of host-galaxy evolution. Selecting samples at both low and high redshift using consistent criteria can help to mitigate these biases. In addition to this, since previous non-local studies primarily sampled BHs at the high-mass regime of the $M_\text{BH} - \sigma_*$ relation, it would be ideal to sample the low-mass regime of the $M_\text{BH} - \sigma_*$ relation as a function of redshift. Since selection criteria based on AGN luminosity necessarily bias samples toward the more massive BHs of AGNs, we have historically lacked a sample of lower-mass BHs of comparable galaxy sizes as those previously studied, especially in the non-local universe. 

In this paper we attempt to address the aforementioned biases using a new set of selection criteria based on the broad H$\beta$ emission line width to select lower-mass BHs in the non-local universe. In Section 2 we discuss our sample selection, observations/data acquisition, and reduction procedure. In Section 3 we describe in detail how measurements of $\sigma_*$, line widths, and AGN luminosity are performed to calculate BH mass. We also investigate the use of the [O III] width as a proxy for $\sigma_*$ in the context of BH scaling relations following the precedent of previous studies (Brotherton 1996; McIntosh et al. 1999; Véron-Cetty et al. 2001; Shields et al. 2003; Greene & Ho 2005; Woo et al. 2006; Komossa & Xu 2007; Bennert et al. 2018). In Section 4 we present our results for our sample on the $M_\text{BH} - \sigma_*$ relation and investigate the possible evolution as a function of redshift. We discuss any systematic uncertainties and selection biases which may affect our results in Section 5. Finally, we discuss the implications of our results in Section 6.

Throughout this paper, we assume a standard cosmology of $\Omega_m = 0.27$, $\Omega_\Lambda = 0.73$, and $H_0 = 71$ km s$^{-1}$ Mpc$^{-1}$. We refer to individual objects by their abbreviated object designations (i.e., J000338, etc.).

2. Data Acquisition

2.1. Sample Selection

To construct the sample, objects were selected from the SDSS DR7 (York et al. 2000) database which satisfied the following properties: (1) a redshift within the range $0.0 < z < 0.9$ to ensure that the broad H$\beta$ and MgIb complexes were within the observed spectral range of the SDSS, (2) a broad H$\beta$ FWHM within the range $500$ km s$^{-1} \leq \text{FWHM}_{\text{H}\beta} \leq 2000$ km s$^{-1}$ to select lower BH mass objects, and (3) visible stellar absorption features (typically CaH+K equivalent width $\text{EW}_{\text{CaH+K}} > 0.5$ Å) to ensure that $\sigma_*$ could be accurately measured. The resulting 2539 objects were then cross-referenced with HST archival data to ensure that high-resolution images were available for detailed deconvolution of the AGN point-spread function (PSF) and its respective host galaxy. Relatively deep (1000–2000+s) HST imaging was found for 32 objects, performed using a variety of instruments and filters, and spanning the redshift range $0.03 < z < 0.57$. Observational time constraints allowed for spatially resolved optical spectroscopy of 29 of the 32 objects using the Keck Low-resolution Imaging Spectrometer (LRIS; see Section 2.2). Modeling of the power-law AGN continuum to determine the luminosity at 5100 Å could not be performed on seven objects due to the high fraction of stellar light from the host galaxy, and were omitted from the final sample.

The final sample of 22 objects are listed in Table 1. Of these, eight satisfy the H$\beta$ width criteria for narrow-line Seyfert 1 (NLS1) galaxies ($500$ km s$^{-1} \leq \text{FWHM}_{\text{H}\beta} \leq 2000$ km s$^{-1}$; Goodrich 1989), while the remaining 14 are classified as broad-line Seyfert 1 (BLS1) galaxies ($\text{FWHM}_{\text{H}\beta} > 2000$ km s$^{-1}$). It is possible that more objects in our sample satisfy the broad-line width criterion for NLS1s since these objects tend to exhibit Lorentzian profiles (Véron-Cetty et al. 2001); however, we still require the Gaussian FWHM model to determine BH mass.

We note that the definition of “NLS1” can extend beyond the H$\beta$ line width criteria given above. Previous studies have selected NLS1s based on the flux ratio [O III]/H$\beta_{\text{broad}} < 3$ (Shuder & Osterbrock 1981; Osterbrock & Pogge 1985), which ensures that NLS1s have larger H$\beta$ widths than forbidden lines; however, this criterion does not exclude BLS1s. All 22 objects in our sample satisfy the [O III]/H$\beta_{\text{broad}} < 3$ criterion by virtue of the fact that all of the objects in our sample are Type 1 AGNs. Another commonly cited characteristic of NLS1 galaxies include strong Fe II emission in the presence of weak [O III] emission. However, more recent studies with larger samples of NLS1s have found that correlations of Fe II with other emission line properties are not as unique to NLS1s as previously thought. For instance, Véron-Cetty et al. (2001) found that any anti-correlation between Fe II and [O III] is weak at best, and concluded that all objects with broad H$\beta < 2000$ km s$^{-1}$ are genuine NLS1s. Similarly, Xu et al. (2012) and Valencia-S. et al. (2012) found that the same correlations between Fe II and other emission line properties commonly found in NLS1s are as common among BLS1s, implying that these selection criteria are not unique to NLS1s, but rather that strong Fe II emission is a common property across the arbitrarily chosen line width criteria that distinguish NLS1s and BLS1s. We therefore find that our definition of NLS1 based on solely on line width is justified.

The small fraction of NLS1 objects obtained in the final sample can be traced back to the simplistic algorithm used to perform emission line fits in SDSS DR7, particularly when applied to SDSS-classified QSO spectra. The large (1000 pixel) mean/median filter used for continuum subtraction does not perform well in the presence of a strong and rapidly varying stellar continuum. Additionally, the DR7 algorithm does not simultaneously fit narrow and broad components, and can therefore produce inaccurate results if there is a strong narrow-line emission present atop a broad-line component. The DR7 algorithm performs optimally when fitting SDSS-classified QSOs which exhibit a weaker stellar continuum relative to the AGN continuum and weaker narrow-line emission relative to broad-line emission. This is opposite of what is seen of typical NLS1 galaxies, which have a stronger stellar continuum relative to the AGN continuum, and narrow emission lines of comparable widths to the broad-line emission components. Because the DR7 algorithm is not optimized for the peculiar spectra of NLS1 galaxies, we do not recommend using the DR7 emission-line database (specLine table) to query NLS1 objects.

2.2. Observations

Long slit spectroscopy was performed on 2015 March 24–25 and 2015 December 3–4 using the LRIS (Oke et al. 1995) on the Keck I Telescope atop the summit of Maunakea in Hawai‘i.
### Table 1
Keck/LRIS Observations

| Object                  | R.A. (J2000) | Decl. (J2000) | $\zeta$ | Spatial Scale (kpc pix$^{-1}$) | PA (deg) | Dichroic (Å) | Grating (l mm$^{-1}$) | Cen. Wave. (Å) | Exp. Time (s) | Obs. Date (yyyy mm dd) |
|-------------------------|--------------|--------------|--------|-------------------------------|----------|------------|-------------------|---------------|--------------|----------------------|
| J000338.94+160220.6     | 00:03:38.94  | +16:02:20.65 | 0.11681 | 0.281                         | 22       | 500        | 600/5000          | 6500          | 1200         | 2015 Dec 03         |
| J001340.21+152312.0     | 00:13:40.21  | +15:23:12.04 | 0.1206  | 0.288                         | 113      | 500        | 600/5000          | 6500          | 1200         | 2015 Dec 03         |
| J015516.17−094555.9     | 01:55:16.17  | −09:45:55.94 | 0.56425 | 0.875                         | 166      | 560        | 600/5000          | 6500          | 2400         | 2015 Dec 04         |
| J040210.90−054630.3     | 04:02:10.90  | −05:46:30.35 | 0.27065 | 0.554                         | 109      | 560        | 600/5000          | 6500          | 1200         | 2015 Dec 04         |
| J073505.66+423545.6     | 07:35:05.66  | +42:35:45.68 | 0.08646 | 0.215                         | 110      | 460        | 1200/7500        | 5360          | 1200         | 2015 Mar 24         |
| J092438.88+560746.8     | 09:24:38.88  | +56:07:46.84 | 0.02548 | 0.067                         | 96       | 460        | 1200/7500        | 5360          | 600          | 2015 Mar 24         |
| J093829.38+034826.6     | 09:38:29.38  | +03:48:26.69 | 0.11961 | 0.287                         | 127      | 460        | 1200/7500        | 5360          | 1200         | 2015 Mar 24         |
| J095819.87+022903.5     | 09:58:19.87  | +02:29:03.51 | 0.34643 | 0.657                         | 95       | 560        | 1200/7500        | 6800          | 1200         | 2015 Mar 24         |
| J100234.85+024253.1     | 10:02:34.85  | +02:42:53.17 | 0.19659 | 0.434                         | 101      | 560        | 600/5000          | 7150          | 1200         | 2015 Mar 25         |
| J101527.25+625911.5     | 10:15:27.25  | +62:59:11.59 | 0.35064 | 0.663                         | 94       | 560        | 1200/7500        | 6800          | 2400         | 2015 Mar 24         |
| J113657.68+411318.5     | 11:36:57.68  | +41:13:18.51 | 0.07200 | 0.182                         | 28       | 500        | 600/5000          | 5760          | 2400         | 2015 Mar 24         |
| J114851.61+514528.7     | 11:48:51.61  | +51:45:28.73 | 0.06742 | 0.171                         | 66       | 500        | 1200/7500        | 5760          | 1200         | 2015 Mar 24         |
| J120814.35+640147.5     | 12:08:14.35  | +64:01:47.5  | 0.10555 | 0.257                         | 95       | 560        | 900/5500          | 6640          | 1200         | 2015 Mar 24         |
| J123228.08+141558.7     | 12:32:28.08  | +14:15:58.75 | 0.42692 | 0.750                         | 101      | 560        | 1200/7500        | 7200          | 2400         | 2015 Mar 24         |
| J123349.92+634957.2     | 12:33:49.92  | +63:49:57.23 | 0.13407 | 0.316                         | 92       | 560        | 900/5500          | 6640          | 1200         | 2015 Mar 25         |
| J123455.90+153536.2     | 12:34:55.90  | +15:35:36.28 | 0.04637 | 0.120                         | 141      | 500        | 1200/7500        | 5760          | 600          | 2015 Mar 24         |
| J132504.63+542942.3     | 13:25:04.63  | +54:29:42.38 | 0.14974 | 0.347                         | 145      | 560        | 600/5000          | 7150          | 1200         | 2015 Mar 25         |
| J132943.60+315336.7     | 13:29:43.60  | +31:53:36.76 | 0.09265 | 0.229                         | 131      | 560        | 900/5500          | 6640          | 1200         | 2015 Mar 25         |
| J141234.67−003500.0     | 14:12:34.67  | −00:35:00.06 | 0.12724 | 0.302                         | 94       | 500        | 1200/7500        | 7560          | 1200         | 2015 Mar 24         |
| J142543.20+344952.9     | 14:25:43.20  | +34:49:52.91 | 0.17927 | 0.403                         | 53       | 560        | 600/5000          | 7150          | 1200         | 2015 Mar 24         |
| J145640.99+524727.2     | 14:56:40.99  | +52:47:27.24 | 0.27792 | 0.565                         | 43       | 560        | 600/5000          | 7150          | 2400         | 2015 Mar 25         |
| J160044.99+505213.6     | 16:00:44.99  | +50:52:13.60 | 0.10104 | 0.247                         | 112      | 500        | 1200/7500        | 5760          | 2400         | 2015 Mar 24         |
| J171808.84+593313.3     | 17:18:08.84  | +59:33:13.32 | 0.27356 | 0.558                         | 90       | 560        | 600/5000          | 7150          | 1200         | 2015 Mar 25         |

**Note.** Summary of Keck/LRIS observations. Column 1: object. Column 2: R.A. Column 3: decl. Column 4: redshift. Column 5: spatial scale per pixel. Column 6: position angle of slit during observations measured E of N. Column 7: dichroic cutoff wavelength. Column 8: LRIS-R grating. Column 9: central wavelength of grating. Column 10: exposure time. Column 11: observation date.
Weather conditions for all nights were clear, with subarcsecond seeing ranging between 0.6 and 0.8. A 1″ slit was chosen to spatially resolve both the central region close to the AGN and the host galaxy bulge within the effective (half-light) radius. Figure 1 shows the position angle of the slit, chosen to be aligned with the semimajor axis of the bulge component of the host galaxy. After passing through the slit, the beam is then collimated and split by a dichroic designated by a wavelength cutoff. Wavelengths below the dichroic cutoff are passed through a grism and into the LRIS-B camera, while wavelengths above the cutoff are passed through a grating of a specified blaze angle into the LRIS-R camera. Both the LRIS-B and LRIS-R (Rockosi et al. 2010) CCD detectors have a pixel scale of 0.135 pixel$^{-1}$. Table 1 lists the dichroic, grating, and central wavelength used for each object to ensure that the region around H$\beta$ was captured on the LRIS-R detector. The 1200/7500, 900/5500, and 600/5000 lines mm$^{-1}$ gratings provide logarithmically rebinned (constant velocity) spectral resolutions of $\sim$20, 27, and 40 km s$^{-1}$, respectively. All observations with the LRIS-B detector utilized the 600/4000 lines mm$^{-1}$ grism, which has a spectral resolution of $\sim$32 km s$^{-1}$.

2.3. Data Reduction

Spectroscopic data reduction was performed using standard techniques with a combination of IRAF (Valdes 1984) and Python scripts. Separate reductions were performed for each of the nine LRIS observing configurations in our sample, based on the dichroic, grating, and central wavelength chosen for each object.

Figure 1. HST imaging cutouts of our sample. Each image is aligned with north pointed up. Blue bars represent the Keck/LRIS 1″ slit aperture placed on each object and aligned according to the PA (in degrees N of E) listed in Table 1.
After bias subtraction and flat-fielding, cosmic ray removal was performed using L.A.Cosmic (van Dokkum et al. 2012). Any leftover cosmic ray artifacts were manually removed using the IRAF task imedit. Wavelength calibration was performed using Hg, Cd, and Zn arc lamps on the LRIS-B side, while Ne and Ar arc lamps were used on the LRIS-R side. Sky emission lines were then used to correct for small linear shifts in the wavelength axis due to flexure. Sky emission lines were subsequently removed by fitting the background with a low-order polynomial. The two-dimensional spectra were then rectified in the spatial direction by tracing the signal of each object along the wavelength direction. Flux calibration was performed using spectrophotometric standards from Massey et al. (1988) and Massey & Gronwall (1990). Telluric correction was performed for spectra that exhibited strong contamination from atmospheric absorption. Objects with two exposures were averaged together using the IRAF task imcombine.

The spectra were extracted with an aperture equal to the effective radius $r_{\text{eff}}$ of the bulge component measured from HST imaging using GALFIT (see Section 3.6). The LRIS-B and LRIS-R spectra were then combined into a single spectrum. This was done for two reasons: (1) to maximize wavelength coverage to accurately model the AGN power-law continuum, and (2) to accurately model any Fe II emission between 4400 and 5500 Å that may contaminate the Hβ/Mg II complex. To do this, we convolved the higher-resolution side with a Gaussian to the same resolution as its respective lower-resolution side. We modeled the noise from the lower-resolution spectra to artificially populate the subsequently smoothed higher-resolution side with normally distributed noise of the same standard deviation. The wavelength axis of the higher-resolution side was then interpolated to the same dispersion as the lower-resolution side so they could be combined. Finally, the combined spectrum was logarithmically rebinned to constant velocity scale. For velocity dispersion measurements of the Mg II region we used the uncombined LRIS-R spectra, which in cases where the 1200/7500 or the 900/5500 grating was used, have a higher resolution than the LRIS-B grism (see Section 3.1). Figure 2 shows the final extracted and combined rest-frame spectrum of each object of the final sample. Gaps in spectral coverage between the LRIS-B and LRIS-R sides occur in three spectra, and are caused by the choice of specific LRIS-R configuration used during observations.

2.4. HST Archival Data

Imaging data for each object were obtained via the Hubble Legacy Archive (HLA), which provides enhanced data products that are fully reduced, corrected for artifacts and cosmic rays, drizzled, and combined for all HST instruments. Because our sample includes data from a variety of HST instruments, filters, and depths, it is crucial that the data for each object be reduced in a consistent and optimized manner for each instrument. Furthermore, HLA data products include robust uncertainty estimates for image data, which are necessary for accurate deconvolution of the AGN PSF from the host galaxy using GALFIT (see Section 3.6). Details of the HST imaging used for each object are given in Table 2.

Figure 2. Spectra of our sample from Keck/LRIS observations. Gaps in coverage correspond to the dichroic cutoff wavelength and the grating coverage, which depend on the resolution and central wavelength of the grating chosen for each object.

3. Analysis

In the following sections we discuss the necessary measurements required to analyze our sample on the $M_{\text{BH}}-\sigma_*$ relation. We first discuss quantities obtained from spectral analysis beginning with stellar velocity dispersion, which include the
effects of host-galaxy inclination and Fe II contamination in our spectra. We then discuss in detail our multi-component fitting methods, how we measure broad Hβ widths for calculation of BH masses, as well as investigate the use of [O III] λ5007 as a surrogate for $\sigma_*$ Next we discuss measurements obtained from HST imaging, which include surface brightness decomposition and measurements of the AGN luminosity at 5100 Å. Finally, we derive the equation used to calculate BH masses for our sample.

### 3.1. Stellar Velocity Dispersion

Stellar velocity dispersions were measured using the penalized pixel-fitting (PPXF; Cappellari & Emsellem 2004; Cappellari 2017) technique, which convolves a series of stellar templates with a Gauss–Hermite kernel to fit the line-of-sight velocity distribution (LOSVD) of the integrated spectrum of stellar light from galaxies. To minimize the possibility of template mismatch, a total of 636 stellar templates with minimal gaps in wavelength coverage were chosen from the Indo-US Library of Coudé Feed Stellar Spectra (Valdes et al. 2004), which have a FWHM resolution of $\sim$1 Å and wavelength range between 3465 and 9469 Å. Additionally, we generated 20 narrow Fe II templates of widths ranging from 50 to 1000 km s$^{-1}$ and 91 broad Fe II templates of widths ranging from 1100 to 10,000 km s$^{-1}$ using the template from Véron-Cetty et al. (2004) to account for possible Fe II contamination and included them with the stellar templates. We note that the choice of Fe II template used to remove Fe II contamination can result in differences in the quality of the subtraction. For example, Barth et al. (2013) notes that the Véron-Cetty et al. (2004) Fe II template better accounts for Fe II emission by modeling emission lines with Lorentzian profiles

and includes only Fe II emission features that are commonly found in Seyfert I galaxies, as opposed to other Fe II templates which specifically model the Fe II emission of I Ze 1. We find that the inclusion of low-order additive and multiplicative polynomials has no significant effect on our fits; this can be attributed to the inclusion of broad Fe II templates which can account for broad variations in the stellar continuum. We fit the entire Mg Ib/Fe II region from 5025 to 5800 Å when possible, or as much of this region as our wavelength coverage allows.

The algorithm utilizes a penalty function, controlled by a user-input bias parameter, which acts to bias the fit toward a Gaussian LOSVD. Monte Carlo simulations were performed to determine the behavior of the penalty function and determine the maximum bias parameter at values of $\sigma_* > 3 \times$ (velocity scale) for which the difference between output and input parameters was within the scatter of the simulation. For all of our objects, the optimal bias value was determined to be $\sim$0.1.

Figure 3 shows the best-fit PPXF solution for each object in our sample. The best-fit values of the stellar velocity dispersion for each object are reported in Table 4. Uncertainties are determined using Monte Carlo methods by generating 1000 mock spectra using the noise-added best-fit model and re-fitting using PPXF.

### 3.2. Effect of Host-galaxy Inclination on Stellar Velocity Dispersion Measurements

Given that 15 out of the 22 objects in our sample contain a visible disk morphology in HST imaging (see Section 3.5), we must consider the possible bias in our measurements of $\sigma_*$ due to disk contamination. Kinematically “cold” disk components can contaminate bulge dispersion measurements and act to increase the measured value of $\sigma_*$, especially at intermediate to
Figure 3. Velocity dispersion measurements of the MgIb/Fe II region spanning from 5025 to 5800 Å (coverage permitting). Each spectrum (black) are median normalized to 1 for fitting purposes and overplot with the best-fit (red) to the line-of-sight velocity distribution. Residuals are shown below each fit in gray.
| Object          | Filter | Component | $m_{\text{SERF}}$ (mag) | $\mu_{\text{eS}}$ (mas yr$^{-1}$) | $r_{\text{eS}}$ (arcsec) | $r_{\text{eS}}$ (kpc) | $n$ |
|-----------------|--------|-----------|--------------------------|-------------------------------|-------------------------|------------------------|-----|
| J000338.94+160220.6 | F606W  | PSF       | 19.38                    |                               |                         |                        |     |
|                 |        | Bulge     | 17.47                    | 21.60                         | 1.63 ± 0.02              | 3.39 ± 0.04            | 5.93 |
|                 |        | Other     | 17.95                    | 17.94                         | 8.51 ± 0.23              | 17.69 ± 0.47           | 2.54 |
| J001340.21+152312.0 | F475W  | PSF       | 19.79                    |                               |                         |                        |     |
|                 |        | Bulge     | 17.89                    | 23.45                         | 2.60 ± 0.06              | 5.55 ± 0.13            | 5.31 |
| J015516.17-094555.9 | F110W  | PSF       | 24.36                    |                               |                         |                        |     |
|                 |        | Bulge     | 21.72                    | 22.05                         | 0.31 ± 0.01              | 1.99 ± 0.03            | 4 (fixed) |
|                 |        | Disk      | 22.37                    | 24.57                         | 1.03 ± 0.02              | 6.69 ± 0.12            | 1 (fixed) |
| J040210.90-054630.3 | F606W  | PSF       | 21.68                    |                               |                         |                        |     |
|                 |        | Bulge     | 19.60                    | 23.43                         | 1.46 ± 0.05              | 6.00 ± 0.18            | 4 (fixed) |
|                 |        | Other     | 18.90                    | 22.42                         | 1.51 ± 0.02              | 2.40 ± 0.03            | 0.82 |
| J073505.66+423545.6 | F814W  | PSF       | 20.55                    |                               |                         |                        |     |
|                 |        | Bulge     | 18.70                    | 19.78                         | 0.35 ± 0.02              | 0.56 ± 0.04            | 4 (fixed) |
|                 |        | Other     | 18.97                    | 22.42                         | 1.51 ± 0.02              | 2.40 ± 0.03            | 0.82 |
| J092438.88+560746.8 | F814W  | PSF       | 20.81                    |                               |                         |                        |     |
|                 |        | Bulge     | 14.19                    | 23.32                         | 18.18 ± 0.44             | 9.20 ± 0.22            | 4.86 |
|                 |        | Sp. Arm   | 16.66                    | 21.49                         | 6.48 ± 0.72              | 3.28 ± 0.36            | 0.14 |
|                 |        | Disk      | 19.89                    | 22.16                         | 1.52 ± 0.01              | 7.40 ± 0.03            | 1 (fixed) |
| J093829.38+034826.6 | F814W  | PSF       | 21.19                    |                               |                         |                        |     |
|                 |        | Bulge     | 20.15                    | 20.94                         | 0.33 ± 0.04              | 0.71 ± 0.09            | 4 (fixed) |
|                 |        | Other     | 19.04                    | 21.93                         | 1.25 ± 0.01              | 2.66 ± 0.01            | 0.6  |
| J095819.87+022903.5 | F814W  | PSF       | 20.93                    |                               |                         |                        |     |
|                 |        | Bulge     | 20.94                    | 21.73                         | 0.50 ± 0.04              | 2.45 ± 0.21            | 4 (fixed) |
|                 |        | Disk      | 18.89                    | 22.16                         | 1.52 ± 0.01              | 7.40 ± 0.03            | 1 (fixed) |
| J100234.85+024253.1 | F814W  | PSF       | 22.06                    |                               |                         |                        |     |
|                 |        | Bulge     | 20.59                    | 22.18                         | 0.78 ± 0.04              | 2.52 ± 0.14            | 4 (fixed) |
|                 |        | Disk      | 19.21                    | 24.18                         | 4.54 ± 0.05              | 22.28 ± 0.24           | 1 (fixed) |
| J101527.25+625911.5 | F775W  | PSF       | 20.45                    |                               |                         |                        |     |
|                 |        | Bulge     | 18.55                    | 21.81                         | 1.19 ± 0.01              | 5.85 ± 0.06            | 4 (fixed) |
|                 |        | Disk      | 19.21                    | 24.18                         | 4.54 ± 0.05              | 22.28 ± 0.24           | 1 (fixed) |
| J113657.68+411318.5 | F814W  | PSF       | 20.35                    |                               |                         |                        |     |
|                 |        | Disk      | 18.44                    | 20.67                         | 0.98 ± 0.01              | 1.32 ± 0.01            | 1.38 |
| J120814.35+641047.5 | F814W  | PSF       | 19.52                    |                               |                         |                        |     |
|                 |        | Bulge     | 18.22                    | 23.32                         | 2.29 ± 0.05              | 4.37 ± 0.10            | 4 (fixed) |
|                 |        | Other     | 19.57                    | 21.82                         | 1.24 ± 0.01              | 2.37 ± 0.02            | 0.11 |
| J123228.08+141558.7 | F606W  | PSF       | 20.44                    |                               |                         |                        |     |
|                 |        | Bulge     | 18.85                    | 21.69                         | 0.90 ± 0.03              | 5.02 ± 0.17            | 4 (fixed) |
|                 |        | Disk      | 19.41                    | 22.41                         | 1.31 ± 0.01              | 3.06 ± 0.03            | 0.99 |
| J123349.92+634957.2 | F814W  | PSF       | 20.45                    |                               |                         |                        |     |
|                 |        | Bulge     | 20.80                    | 21.26                         | 0.34 ± 0.04              | 0.79 ± 0.09            | 4 (fixed) |
|                 |        | Disk      | 19.41                    | 22.41                         | 1.31 ± 0.01              | 3.06 ± 0.03            | 0.99 |
| J123455.90+153356.2 | F814W  | PSF       | 18.48                    |                               |                         |                        |     |
|                 |        | Bulge     | 16.11                    | 22.26                         | 4.60 ± 0.14              | 4.09 ± 0.13            | 4 (fixed) |
|                 |        | Other     | 18.41                    | 17.17                         | 0.21 ± 0.00              | 0.19 ± 0.00            | 0.41 |
|                 |        | Other     | 15.39                    | 21.73                         | 6.70 ± 0.01              | 5.95 ± 0.01            | 0.43 |
| J132504.63+542942.3 | F814W  | PSF       | 20.31                    |                               |                         |                        |     |
|                 |        | Bulge     | 20.66                    | 18.21                         | 0.08 ± 0.01              | 0.19 ± 0.02            | 4 (fixed) |
|                 |        | Other     | 18.76                    | 21.57                         | 1.15 ± 0.02              | 2.95 ± 0.04            | 1.85 |
| J132943.60+315336.7 | F814W  | PSF       | 20.28                    |                               |                         |                        |     |
|                 |        | Bulge     | 17.63                    | 18.78                         | 0.43 ± 0.02              | 0.74 ± 0.03            | 4 (fixed) |
|                 |        | Other     | 18.64                    | 21.08                         | 1.55 ± 0.01              | 2.63 ± 0.01            | 0.16 |
|                 |        | Other     | 17.69                    | 22.75                         | 4.31 ± 0.01              | 7.33 ± 0.02            | 0.23 |
edge-on inclinations. Hartmann et al. (2014) found that $\sigma_u$ can be biased by as much as 25% for edge-on systems, and Bellovary et al. (2014) found that considerable scatter in the $M_{BH} - \sigma_u$ relation can be explained by $\sigma_u$ measurements that do not account for disk inclination. In our sample, we observe that objects with strong disk morphologies have systematically higher values of $\sigma_u$ on the $M_{BH} - \sigma_u$ relation than objects with no visible disk morphology. Disk inclinations were measured using GALFIT surface brightness decomposition of HST imaging (see Section 3.5) and using the relation between disk axis ratio ($b/a$) and inclination $i$ from Pizagno et al. (2007), which takes into account a disk of finite thickness (Haynes & Giovanelli 1984). Bellovary et al. (2014) used cosmological N-body simulations of disk galaxies to estimate the effect of inclination on measurements of $\sigma_u$ in bulges that grow naturally over time without making any assumptions on their kinematics, providing an equation to correct for inclination effects as a function of disk rotational velocity $v_{rot}$ and bulge anisotropy $(v/\sigma)_\text{spec}$. Disk luminosities from GALFIT (see Table 3) were corrected for Galactic extinction, as well as intrinsic extinction estimated from measurements of Balmer emission line ratios. We also applied $k$-corrections and filter transformations from each HST filter to SDSS-$r$ using $\text{psynphot}$ (STScI development Team 2013). Finally, we corrected for passive evolution using the online passive evolution calculator from van Dokkum & Franx (2001) by assuming a single stellar population formed at $z \gg 1$. We infer rotational velocities $v_{rot}$ that are typical of disk luminosities in our sample, and assume an anisotropy parameter of $(v/\sigma)_{\text{spec}} = 0.6$ for a fast-rotating, late-type galaxy (Falcon-Barroso et al. 2017). Finally, we obtain a correction for $\sigma_u$ as a function of $i$ using the prescription from Bellovary et al. (2014) with an adopted uncertainty of 10% for this correction. We find that varying the parameters $v_{rot}$ and $(v/\sigma)_{\text{spec}}$ do not considerably change the magnitude of the correction for $\sigma_u$. After correcting for inclination, the affected velocity dispersions decrease by 10% on average, but do not significantly change the scatter of our sample on the $M_{BH} - \sigma_u$ relation. If we did not correct for inclination, the majority of our sample would reside below the relation. Stellar velocity measurements for objects with disk morphologies listed in Table 4 have been corrected for the effects of inclination.

### 3.3. Effect of Fe II Contamination on Stellar Velocity Dispersion Measurements

Contamination from Fe II emission is present to some degree in all objects in our sample. This is especially apparent for objects J123349 and J132504, which both exhibit strong narrow Fe II emission between 4400 and 5500Å (see Figure 2). In such cases, PPXF is prone to mistaking narrow Fe II emission for variations in a stellar continuum at some different systemic velocity than real stellar absorption features and can lead to an overestimate of the stellar velocity dispersion. We find that, while broad Fe II emission can easily be subtracted off prior to stellar template fitting without affecting the fit, narrow Fe II emission can make determination of its relative contribution to the host galaxy nearly impossible. To accurately determine the relative contribution of Fe II emission and its effect on our measurements of the LOSVD, we use PPXF to fit Fe II and stellar templates simultaneously. We find that if the total (broad + narrow) Fe II fraction of the total flux within the Mg II/Fe II region exceeds ~5%, the stellar velocity dispersion can be overestimated by as much as 50%–90%, due mainly to the presence of strong narrow Fe II. For our sample, the average uncertainty due to the presence of broad and narrow Fe II emission is ~8%. We further discuss the possible biases in our stellar velocity dispersion measurements due to Fe II contamination in Section 5.4.

| Object          | Filter | Component | $m_{ST}$ (mag) | $\mu_{eff}$ $(mag/arcsec^2)$ | $r_{eff}$ ($''$) | $r_{eff}$ (kpc) | $n$ |
|-----------------|--------|-----------|----------------|-------------------------------|-----------------|-----------------|-----|
| J141234.67-003500.0 | F814W  | PSF       | 20.63          | 23.87                          | 2.61 ± 0.04     | 5.84 ± 0.09     | 4 (fixed) |
|                 |        | Bulge     | 19.18          |                               |                 |                 |     |
|                 |        | Other     | 18.55          |                               | 2.86 ± 0.00     | 6.40 ± 0.01     | 0.4 |
| J142543.20+344952.9 | F814W  | PSF       | 20.90          | 20.33                          | 0.40 ± 0.01     | 1.20 ± 0.04     | 4 (fixed) |
|                 |        | Bulge     | 19.34          |                               |                 |                 |     |
|                 |        | Other     | 20.16          |                               | 1.28 ± 0.01     | 3.82 ± 0.04     | 0.39 |
| J145640.99+524727.2 | F606W  | PSF       | 20.86          | 19.99                          | 0.51 ± 0.02     | 2.16 ± 0.06     | 4 (fixed) |
|                 |        | Bulge     | 19.22          |                               |                 |                 |     |
|                 |        | Disk      | 18.16          |                               | 1.22 ± 0.01     | 5.11 ± 0.02     | 1 (fixed) |
| J160044.99+505213.6 | F814W  | PSF       | 20.99          | 19.80                          | 0.30 ± 0.02     | 0.55 ± 0.04     | 4 (fixed) |
|                 |        | Bulge     | 19.34          |                               |                 |                 |     |
|                 |        | Other     | 19.08          |                               | 0.85 ± 0.01     | 1.55 ± 0.01     | 0.77 |
| J171806.84+593313.3 | F814W  | PSF       | 21.87          | 22.35                          | 1.15 ± 0.01     | 4.74 ± 0.03     | 3.9 |
|                 |        | Bulge     | 19.05          |                               |                 |                 |     |

**Note.** Results from surface brightness profile measurements using GALFIT. Column 1: object. Column 2: HST filter. Column 3: morphological component type from surface brightness decomposition. Column 4: extinction-corrected and $k$-corrected ST magnitude. Column 5: dust extinction-corrected and $k$-corrected effective surface brightness. Column 6: effective radius in arcseconds. Column 7: effective radius in kiloparsecs. Column 8: morphological component Sérsic index.
### 3.4. Multi-component Spectral Fitting

The variable and complex nature of optical AGN spectra necessitates the use of simultaneous multi-component fitting to accurately constrain the relative contributions of each of the spectral components present. As with velocity dispersion measurements, the contribution from broad and narrow Fe II emission can further affect measurements of broad Hβ and [O III] emission features. Broad Fe II emission between Hβ and [O III]4959 can cause Hβ to appear more broad and asymmetric if unaccounted for. Similarly, narrow Fe II can be present on either side of [O III]5007 and complicate width measurements. In addition to Fe II emission, stellar absorption from the host galaxy can cause significant asymmetries in the line profile of broad Hβ. Finally, the relative strength of the AGN continuum can dilute the strength of stellar continuum, and therefore must be accounted for (Greene & Ho 2005).

To perform simultaneous fitting of all components, the fitting region is chosen to span from rest-frame 4400–5800 Å, large enough such that the relative contribution from Fe II and stellar emission can be adequately constrained from both sides of the Hβ/[O III] region. The stellar continuum across the fitting region is modeled using the same 636 stellar templates used to measure stellar velocity dispersion; however, we constrain the LOSVD solution to that found in the previous step (see Section 3.1) and allow PPXF to determine the best-fit stellar templates to match the spectrum. The Fe II component is modeled using the broad and narrow template from Véron-Cetty et al. (2004). Each Fe II template is parameterized by an amplitude, width, and velocity offset, all of which are free parameters during the fitting process. The AGN continuum is modeled using a simple power law with an amplitude and power-law index as free parameters. The amplitude is modeled using a simple power law with an amplitude and power-law index as free parameters. The amplitude is modeled using a simple power law with an amplitude and power-law index as free parameters. The amplitude is modeled using a simple power law with an amplitude and power-law index as free parameters. The amplitude is modeled using a simple power law with an amplitude and power-law index as free parameters. The amplitude is modeled using a simple power law with an amplitude and power-law index as free parameters. The amplitude is modeled using a simple power law with an amplitude and power-law index as free parameters. The amplitude is modeled using a simple power law with an amplitude and power-law index as free parameters. The amplitude is modeled using a simple power law with an amplitude and power-law index as free parameters. The amplitude is modeled using a simple power law with an amplitude and power-law index as free parameters. The amplitude is modeled using a simple power law with an amplitude and power-law index as free parameters. The amplitude is modeled using a simple power law with an amplitude and power-law index as free parameters. The amplitude is modeled using a simple power law with an amplitude and power-law index as free parameters. The amplitude is modeled using a simple power law with an amplitude and power-law index as free parameters. The amplitude is modeled using a simple power law with an amplitude and power-law index as free parameters. The amplitude is modeled using a simple power law with an amplitude and power-law index as free parameters.
small size of our sample allows us to initialize parameters on an individual object basis to ensure accurate modeling of all components. First, an initial model is constructed for the emission lines, Fe II templates, and power-law continuum using reasonable starting values, and are subsequently subtracted off from the original data. The remaining flux, which is assumed to contain a non-negligible fraction of stellar continuum, is then fit with pPXF (Cappellari & Emsellem 2004; Cappellari 2017) to obtain the best-fit stellar templates. Initial conditions for each parameter are determined using a least-squares numerical optimization routine which maximizes the likelihood function given by

$$\chi^2 = \sum_{i=1}^{N} \left( \frac{y_{\text{data},i} - y_{\text{model},i}}{\sigma_i} \right)^2,$$

where $\sigma_i$ is the 1σ uncertainty for each datum $y_{\text{data},i}$ and $y_{\text{model},i}$ is the value of the model at each datum. Upper and lower limits on parameters, for example minimum and maximum broad-line widths, are also chosen to serve as priors to constrain fitting parameters. Once adequate initial values and bounds have been determined, emcee is used to sample the parameter space of each parameter to determine their posterior distributions, from which the best-fit values and uncertainties are calculated. The number of MCMC iterations performed is ultimately determined by how well individual model components are initially fit, with the most degenerate components requiring longer runtimes. Each object is fit with a minimum of 2500 iterations, but each parameter generally converges on a solution in less than 1000 iterations.

We find that the use of an MCMC algorithm is advantageous over simpler least-squares methods since the high number of free parameters can lead to numerous degeneracies in parameter solutions, thus requiring the algorithm to exhaustively explore each parameter space. Our MCMC implementation allows one to visualize how individual parameters approach or diverge from a solution, or if degeneracies exist. The most common degeneracy observed during the fitting process is that of the width of broad Fe II, which is due to overlapping broad Fe II features; however, we have found that broad Fe II does not strongly affect stellar velocity dispersion measurements because the features are too broad to mimic narrower stellar absorption features. In general, most degeneracies resolve themselves after a sufficient number of MCMC iterations, usually after higher signal-to-noise ratio (S/N) features, such as emission lines, have converged on a stable solution, allowing less constrained features, such as Fe II or stellar emission, to subsequently converge on their respective solutions. Large degeneracies, if present, emerge in the posterior distributions of each affected parameter, and are reflected in our uncertainties.

Figure 4 shows the best-fit model, individual component models, and residuals for each object using our multi-component fitting method. For one object, J145640, the [O III] complex appears to be significantly attenuated, and we therefore mask the [O III] complex during the fitting process. See the Appendix for further discussion on the spectrum and fitting of object J145640.
A number of objects in our sample exhibit asymmetric broad Hβ emission lines. Ordinarily, such an asymmetric profile would require multiple Gaussian components or fitting the dispersion directly from the line profile. However, the inclusion of the stellar continuum and FeII emission, and modeling the line with a single Gaussian, fully accounts for any asymmetries or non-Gaussian shape in the line profile. Prominent examples of this asymmetry are shown in the spectra of J000338, J100234, J145640, and J171806. We find that the multi-component fitting technique is consistent with techniques that do not fit the stellar continuum or FeII emission simultaneously. We find that uncertainties in Hβ line widths decrease by a factor of 2.3 on average for our sample compared to line widths measured conventionally where multi-component fitting is not implemented. This is likely due to the requirement of more complex line models (two or more Gaussian components) needed to fully account for the asymmetric broad Hβ profile. Uncertainties in the fit for broad Hβ widths in our sample range from 1% to 6%, and depend largely on the S/N of the spectrum and how well other components of the model are constrained.

Variability of the line profile of Hβ can also contribute to the random uncertainties of single-epoch width measurements. Woo et al. (2007) found a 7% rms scatter when comparing Lick FWHM measurements to Keck single-epoch measurements, which we adopt in our random uncertainties for measured Hβ FWHM. The total random uncertainty for our Hβ FWHM measurements is ~8%.

3.4.2. [O III]λ5007 as a Surrogate for Stellar Velocity Dispersion

Measurements of stellar velocity dispersion for Type 1 AGNs at z > 0.4 are often complicated by the large light fraction from the AGN coupled with surface brightness dimming of the host galaxy, resulting in stellar absorption features that are difficult or impossible to measure. Previous studies have suggested that the widths of strong narrow-line region (NLR) emission lines, such as [O III]λ5007, may be suitable surrogates for the stellar velocity dispersion if the NLR velocity field is strongly coupled with the gravitational potential of the bulge (Nelson & Whittle 1996). However, non-gravitational kinematic components in ionized-gas emission can be present, manifested as a broad and blueshifted wing component indicative of possible gas outflows (Heckman et al. 1980; Nelson & Whittle 1996). Non-gravitational kinematics can also manifest themselves as a blueshift of the entire [O III] line profile, which comes with a dramatic line profile broadening (Komossa et al. 2008, 2018), again likely indicating strong outflows. Studies with large surveys such as the SDSS show considerable scatter in a linear relation between σ_{O III} and σ∗, even after blue-wing outflow components have been removed (Boroson 2003; Greene & Ho 2005). However, the scatter decreases significantly after removing sources which have their whole [O III] line profile blueshifted (so-called “blue outliers”; Figure 1 of Komossa & Xu 2007). More recently, Woo et al. (2016) investigated [O III]λ5007 kinematics in a sample of ~39,000 Type 2 AGNs at z < 0.3, accounting for outflows in ~44% of their sample. In addition to confirming a broad correlation between σ_{O III} and σ∗, they found that objects with non-gravitational outflow components do not follow a linear correlation, and instead have higher σ_{O III}/σ∗ ratios for higher σ∗. In a subsequent study, Rakshit & Woo (2018) found similar results to Woo et al. (2016) for ~5000 Type 1 AGNs. Bennert et al. (2018) also performed a comprehensive analysis on the use of [O III] as a surrogate for σ∗ on the M_{BH}−σ∗ relation, finding that there is good statistical agreement between relations plotted with σ_{O III} versus σ∗, but only after blueshifted wing components are removed.

Higher-resolution spectra allow us the opportunity to revisit the significance of any correlation between σ_{O III} and σ∗, as well as investigate the influence, and possible bias, outflow components may introduce. In addition to fitting for outflow kinematics in [O III], we attempt to fit for any broad or narrow FeII contamination within the Hβ region which may bias measurements of [O III] to higher widths.
Out of the 22 objects in our sample, 10 objects exhibit line-profile asymmetry in [O III] consistent with a blueshifted wing component. Following Woo et al. (2006), we compare the [O III] \( \lambda 5007 \) dispersion \( \sigma_{\text{O III}} \) as a function of stellar velocity dispersion \( \sigma_\ast \) using three methods: (1) fitting a single-Gaussian model, (2) measuring the flux-weighted dispersion of the full line profile, and (3) fitting a double-Gaussian model. The flux-weighted dispersion is calculated using the same method as Woo et al. (2016), which calculated the second-order Gaussian moment of the sum of the full (core+blue wing) best-fit model to [O III]\( \lambda 5007 \). The double-Gaussian model is a decomposition of the broader blue-wing component from the narrower core component, and the core component is chosen as the proxy for \( \sigma_\ast \). The single-Gaussian fit results in slight disagreement with \( \sigma_\ast \), with a IS \( 0.079 \pm 0.038 \) IS and rms of \( 0.155 \pm 0.031 \) in log10(\( \sigma_{\text{O III}}/\sigma_\ast \)). The flux-weighted measurements result in worse agreement with a mean of 0.17 \pm 0.04 and comparable rms. Flux-weighted measurements produce, on average, higher widths than the single-Gaussian model, due to the inclusion of flux from the blue-wing component. The best agreement with \( \sigma_\ast \) resulted from the double-Gaussian decomposition of the [O III] line profile, with a mean of 0.004 \pm 0.044 and an rms of 0.187 \pm 0.034. Despite the extra consideration in taking into account the stellar and Fe II components, the rms scatter is consistent with respect to \( \sigma_\ast \) for all three fitting methods. In the best case we find that a double-Gaussian decomposition of the [O III] line profile results in a \( \sim 30\% \) difference with respect to \( \sigma_\ast \) on average for our sample. Despite its limited size, our sample covers a wide range in \( \sigma_\ast \), and we find good agreement with Bennett et al. (2018) that there is good statistical agreement on average when using [O III] as a surrogate for \( \sigma_\ast \), provided that blueshifted wing components are removed and Fe II contamination is accounted for. Komossa & Xu (2007) traced back the remaining offsets in NLS1s to the effect of [O III] blue outliers in those NLS1s. Once removed, \( \sigma_{\text{O III}} \) and \( \sigma_\ast \) showed similar scatter. Of the three deviating NLS1s in our sample (rightmost panel of Figure 5), only one shows a significant kinematic shift in [O III] with respect to stellar absorption features. We did not find any other trends with blue outliers in our sample which can further reduce the scatter. We therefore caution the use of the [O III] line as a reliable surrogate for \( \sigma_\ast \), and agree with Bennett et al. (2018) in that it should only be used in a statistical—and not individual—proxy for \( \sigma_\ast \) on the \( M_{\text{BH}}-\sigma_\ast \) relation.

### 3.5. Surface Brightness Decomposition

To obtain a robust measure of the AGN luminosity, archival HST imaging was used for accurate deconvolution of the AGN PSF uncontaminated by the host galaxy. To do this, we used the two-dimensional surface brightness fitting algorithm GALFIT (Peng et al. 2011), which convolves a given PSF with an analytical model (e.g., disk, exponential, Sérsic, etc.) to estimate model parameters, such as flux and effective radius, of the surface brightness profile of a galaxy.

Accurate deconvolution of galaxy surface brightness components requires a PSF that closely matches the signal response particular to each image. Additionally, each image undergoes numerous transformations during the data reduction process or suffers from age-dependent peculiarities (such as degrading charge transfer efficiency). We determine that an empirical PSF is the best suited to match each image. Ideally, the empirical PSF would be obtained from a stellar PSF from the same image data as each galaxy; however, in some cases where the galaxy was imaged with the WFPC2/PC instrument, stellar PSFs were not available. In these cases, we obtain stellar PSFs from an image of the same instrument, camera, filter, exposure time, and observation date. We use sepwpy, a Python wrapper for SExtractor (Bertin & Arnouts 1996) to identify stellar sources within each HLA image. The brightest of these sources are examined by eye to insure each extraction is free of background contamination or saturation, and then stacked to obtain an average empirical PSF of the image. The HLA pipeline also provides a separate image of the 1\( \sigma \) uncertainty for each science image, which is needed as input for GALFIT. Segmentation masks are also created using SExtractor to mask contaminating objects (other galaxies or stars) and fed into GALFIT. Segmentation maps allow us to maximize the size of the usable image for GALFIT to accurately fit the background.

An iterative process was used to determine the number of models used to decompose each object. Each object was initially given a PSF component to model the AGN contribution, a single Sérsic model (Sérsic 1963) for the host galaxy, and a background sky component. Residuals were then
examined to determine if an additional Sérsic component was necessary, such as in the case of a disk component. Initially, we allow the Sérsic index for the host galaxy components to be a free parameter if it converges on a Sérsic index of $2 < n < 6$ for a bulge or $0.9 < n < 2$ for a disk component (Fisher & Drory 2008; Gadotti 2009), and reinforce these using soft constraints. If GALFIT does not freely converge on a reasonable Sérsic index consistent with a bulge component, the object is refit with the Sérsic index held constant to a value of $n = 4$. This behavior occurs when GALFIT cannot reconcile contaminating sky or neighboring flux with the extended profiles of high Sérsic index models. For the majority of cases in our sample, a free Sérsic index reaches the upper boundary of the Sérsic index constraint, which is resolved by holding the Sérsic index constant and/or including additional components. Residuals are visually inspected and additional components are added when necessary. Sérsic components that do not satisfy the aforementioned definitions of a bulge or disk are designated as “other.”

The results of the surface brightness decomposition for each object are listed in Table 3. Reported magnitudes and surface brightness values from GALFIT are corrected for Galactic extinction, intrinsic host galaxy extinction using the Balmer decrement, and $k$-corrected. The uncertainties output by GALFIT unrealistically assume that any residual flux in the image is due purely to Poisson noise, and does not take into account deviations from the Sérsic model which may be due to spiral arms, dust lanes, star formation regions, or neighboring flux. As a result, uncertainties quoted by GALFIT in magnitude measurements are generally low, ${\sim}0.02$ mag on average. Masking was used to mediate any possible contaminating flux near our objects. In general, we find that higher surface brightness components, such as the PSF and bulge, have lower quoted uncertainties than lower surface brightness components, such as disks. With the exception of disturbed systems in our sample, the residuals of the surface brightness decompositions shown in Figure 6 would indicate fluctuations in the residuals are on the order of ${\sim}0.1$ mag, which we include in our uncertainties. Mismatch between the empirical PSF and the intrinsic PSF of the image can be another significant source of uncertainty of our measurements. Following Canalizo et al. (2012), we performed direct subtraction of the PSF to determine the upper and lower bounds of the residual flux and found that the average uncertainty in PSF mismatch to be ${\sim}0.1$ mag, in agreement with Canalizo et al.

### 3.6. Measuring $\lambda L_{5100}$

Surface brightness decomposition of $HST$ imaging using GALFIT was used to obtain an estimate of the optical continuum AGN luminosity at $5100 \, \text{Å}$, uncontaminated by the host galaxy. To do this, the AGN component is modeled using a single PSF component, and other Sérsic components are added to minimize residuals (see Section 3.5). The PSF magnitudes are then corrected for Galactic extinction, intrinsic host-galaxy extinction using the Balmer decrement, and $k$-corrected. To obtain the luminosity at $5100 \, \text{Å}$, we model the full (LRIS-B + LRIS-R) spectrum for each object using the IDL-based multi-component quasar spectrum fitting software QSFIT (Calderone et al. 2017). QSFIT differs from the multi-component fitting method described in Section 3.4 in that it only fits a single galaxy template and uses a least-squares minimization technique, providing a means to fit full spectra with a large number of free parameters in a computationally efficient way. Using QSFIT, we fit each object’s full spectrum (shown in Figure 2) with the default settings, which include a 5 Gyr elliptical galaxy template (Silva et al. 1998; Polletta et al. 2007), Fe II templates from Véron-Cetty et al. (2004), a simple power-law model for the AGN continuum, and all known emission lines from 3500 to 7000 Å. Uncertainties in the power-law slope were estimated using the Monte Carlo resampling option included in QSFIT. The power-law model was then used to scale the AGN luminosity at the observed $HST$ filter wavelength to a luminosity at $5100 \, \text{Å}$. Using this method, we expect uncertainties in $\lambda L_{5100}$ to be smaller if the pivot wavelength of the $HST$ filter is close to $5100 \, \text{Å}$, while filters with pivot wavelengths farther than $5100 \, \text{Å}$ are dependent on how accurately the AGN continuum model can be determined (i.e., the slope of the adopted simple power-law continuum model). The use of a single host galaxy template does not have a significant effect on our measurements since luminosities measured from $HST$ imaging are measured at filter pivot wavelengths close to—but typically at longer wavelengths than—$5100 \, \text{Å}$, where the effects of the power-law slope vary appreciably less than at shorter wavelengths.

Uncertainty in measured luminosities due to variability can be appreciable and vary significantly (5%–30%) from object to object. Detailed analysis on the flux variability of our objects would require detailed reverberation mapping which is currently unavailable. We therefore adopt a median uncertainty of 15% from reverberation-mapped objects from Bentz et al. (2013) as an additional uncertainty due to AGN variability.

We estimated the total uncertainty in our measured luminosities to be ${\sim}30\%$ on average for our sample. Measured values of $\lambda L_{5100}$ are given in Table 4.

#### 3.7. BH Mass

Single-epoch BH masses are estimated using the virial relation commonly used within the context of reverberation studies (see Peterson 2004) given as

$$M_{\text{BH}} = f (\Delta V)^2 R_{\text{BLR}} \overline{G}$$

(2)

where $f$ is the virial coefficient, $\Delta V$ velocity of the BLR gas at radius $R_{\text{BLR}}$, and $G$ is the gravitational constant. The $R_{\text{BLR}}$ is estimated empirically via proxy using the optical luminosity of the AGN (Kaspi et al. 2000, 2005; Bentz et al. 2009, 2013). Following Woo et al. (2015), we adopt the most recent measurements of the $R_{\text{BLR}} - \lambda L_{5100}$ relation from Bentz et al. (2013), given as

$$\log \left( \frac{R_{\text{BLR}}}{1 \, \text{It-day}} \right) = K + \alpha \log \left( \frac{\lambda L_{5100}}{10^{44} \, L_\odot} \right)$$

(3)

where $K = 1.527^{+0.031}_{-0.031}$ is the zero point, and $\alpha = 0.533^{+0.035}_{-0.035}$ is the slope of the log-linear relation. The velocity of the BLR is typically measured via the line dispersion $\sigma_{H\beta}$, however, it is often easier to measure $FWHM_{H\beta}$ in low S/N spectra and covert to $\sigma_{H\beta}$ using a constant factor. It is well known that the $FWHM/\sigma$ ratio is velocity dependent (Peterson 2004; Collin et al. 2006; Kollatschny & Zetzl 2011). To account for any systematic uncertainties in choice of velocity proxy, Woo et al. (2015) derived separate virial coefficients for $\sigma_{H\beta}$ and $FWHM_{H\beta}$. Since our sample consists of spectra with variable
S/N, we measure line widths using a Gaussian FWHM and adopt the appropriate virial coefficient of log $f = 0.05 \pm 0.12$ from Woo et al. (2015). By adopting the aforementioned relations, the BH mass equation becomes

$$M_{\text{BH}} = 10^{6.867^{+0.15}_{-0.16}} \left( \frac{\text{FWHM}_{\text{H}\beta}}{10^3 \text{ km s}^{-1}} \right)^2 \times \left( \frac{\lambda L_{5100}}{10^{44} \text{ erg s}^{-1}} \right)^{0.533^{+0.035}_{-0.030}} M_\odot. \quad (4)$$

Values for calculated BH masses for our sample can be found in Table 4. The uncertainties quoted for BH mass in Table 4 include uncertainties from measurements of FWHM$_{\text{H}\beta}$ and $\lambda L_{5100}$, as well as the uncertainties derived from the virial coefficient $f$ and the $R_{\text{BLR}} - \lambda L_{5100}$ relation. The most significant contribution to the uncertainties in BH mass is derived from the calibration of the virial coefficient $f$.

4. Results

4.1. The $M_{\text{BH}}-\sigma_*$ Relation

We plot the results of our measurements for the $M_{\text{BH}}-\sigma_*$ relation in Figure 7. We include other non-local objects from previous studies of red 2MASS quasars at $0.14 < z < 0.37$ (Canalizo et al. 2012), post-starburst quasars at $z \sim 0.3$ (Hiner et al. 2012), Seyfert 1 galaxies at $z = 0.36$ and $z = 0.57$ (Woo et al. 2006, 2008), as well as local and non-local

Figure 6. Surface brightness decomposition of the AGN from the host galaxy for our sample. The large inset is the surface brightness profile, including each of the modeled components, with residuals plotted in the inset below. The gray shaded region represents the 1$\sigma$ uncertainty. On the right, from top to bottom, the HST image of each object, the model output from GALFIT, and the corresponding residuals.
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and She et al. objects from Shen et al. mapped objects from Woo et al. stellar and gas kinematics. Additionally, we include local reverberation-galaxies from McConnell & Ma with an intrinsic scatter of Figure 7. $M_{\text{BH}}-\sigma_*$ relation for our sample, including objects from selected non-local studies. The black dashed line indicates the local relation we derived using BH masses of local AGNs from Bennett et al. (2011a), local inactive galaxies from McConnell & Ma (2013), and local reverberation-mapped AGNs from Woo et al. (2015), using the most recent BH mass calibration from Woo et al. (2015) (Equation (5)). The black dotted lines and shaded area represent the local scatter. The red dashed line represents the relation from Kormendy & Ho (2013), based on BH masses of local inactive galaxies measured using stellar and gas kinematics. Additionally, we include local reverberation-mapped AGN samples from Woo et al. (2015) and non-local reverberation-mapped objects from Shen et al. (2015) for comparison.

To compare our measurements to the local relation, we recalculate BH masses for all objects with $z < 0.1$ for the combined sample of AGNs from Bennett et al. (2011a), local inactive galaxies from McConnell & Ma (2013), and local reverberation-mapped BH masses from Woo et al. (2015) using the most recent BH mass calibration from Woo et al. (2015), which adopts a virial coefficient of $\log f = 0.05 \pm 0.12$ for H/$beta$ line widths measured using a Gaussian FWHM. The local comparison sample consists of a total of 124 objects ranging in mass from 6.1 to 10.3 in $\log_{10}(M_{\text{BH}})$. We perform linear regression using a maximum-likelihood approach and estimate uncertainties using MCMC. The linear fit to the local $M_{\text{BH}}-\sigma_*$ relation is given by

$$\log_{10}\left(\frac{M_{\text{BH}}}{M_\odot}\right) = (8.323^{+0.046}_{-0.046})$$

$$+ (4.613^{+0.320}_{-0.230})\log_{10}\left(\frac{\sigma_*}{200 \text{ km s}^{-1}}\right)$$

with an intrinsic scatter of $\epsilon_0 = 0.427^{+0.033}_{-0.032}$. The best-fit local relation is plotted as a black dashed line, and the 68% confidence interval is given by the dotted lines and shaded region in Figure 7. Our local relation has a shallower slope than that of McConnell & Ma (2013) ($\beta = 5.64 \pm 0.32$) and is nearly consistent with that of the Woo et al. (2015) updated reverberation-mapped sample ($\beta = 4.97 \pm 0.28$). Additionally, we plot the relation from Kormendy & Ho (2013) (red dashed line), which measured local BH masses in inactive galaxies using stellar and gas kinematics. Since single-epoch BH masses are calibrated using local inactive galaxies, the good agreement between the Kormendy & Ho (2013) relation and our local relation indicates that BH masses for AGNs are well-calibrated.

The 22 objects in our sample span a mass range of two orders of magnitude from 6.1 to 8.3 in $\log_{10}(M_{\text{BH}})$. The mean offset of our sample from the local relation is $-0.18^{+0.17}_{-0.10}$ dex, with a scatter of 0.38$^{+0.09}_{-0.12}$ dex. The scatter in our sample is comparable to that of the 4.3$\pm$0.03 dex found for local reverberation-mapped objects (Woo et al. 2015) as well as the 0.38 dex for objects from stellar dynamical measurements (McConnell & Ma 2013). Overall, the distribution of objects in our sample does not preferentially lie above or below the local relation. NLS1s in our sample span a mass range from 6.3 to 7.1 in $\log_{10}(M_{\text{BH}})$ and, on average, fall on the local relation with comparable scatter to the overall sample. Overall, our sample expands on the non-local relation by occupying the lower to intermediate SMBH mass range with a scatter comparable to the local relation.

4.2. Evolution in the $M_{\text{BH}}-\sigma_*$ Relation

In Figure 8 we plot $\Delta \log_{10}(M_{\text{BH}})$ as a function of redshift. Following Woo et al. (2006, 2008), we investigate the possibility of evolution in the $M_{\text{BH}}-\sigma_*$ relation, by performing linear regression of $\Delta \log_{10}(M_{\text{BH}})$ with respect to to the local $M_{\text{BH}}-\sigma_*$ relation as a function of redshift following the linear model used by Park et al. (2015), given by

$$\Delta \log_{10}(M_{\text{BH}}) = \gamma \log_{10}(z + 1).$$

Since we have defined $\Delta \log_{10}(M_{\text{BH}})$ with respect to the local relation, we exclude an intercept as free parameter. We also avoid binning BH masses by redshift to avoid introducing any biases due to the fact that our objects are not at discrete redshift intervals, unlike the samples of Woo et al. (2006, 2008), which were—by design—selected at discrete intervals of $z = 0.36$ and $z = 0.57$, respectively. We perform maximum-likelihood regression and estimate uncertainties using MCMC, finding the
value in the best-fit slope to be $\gamma = 2.16 \pm 0.62$ with a scatter of $\epsilon_0 = 0.43 \pm 0.03$, which implies a 3.5σ confidence for a non-zero positive slope.

Previous analysis by Woo et al. (2008) compared $z = 0.36$ and $z = 0.57$ Seyfert 1 objects (Woo et al. 2006, 2008) found a slope of $\gamma = 3.1 \pm 1.5$; however, they compared their sample to the local inactive relation fit available at the time by Tremaine et al. (2002), which is a shallower local relation (a slope of $\beta = 4.02 \pm 0.44$), and enhances the apparent offset in $M_{BH}$ by 0.43 dex and 0.63 dex at $z = 0.36$ and $z = 0.57$, respectively. If we perform the same analysis of the non-local objects from Woo et al. (2008) with our revised local relation we find a slope of $\gamma = 1.93 \pm 0.73$ or 2.6σ confidence for a non-zero slope and an offset in $M_{BH}$ of only 0.26 dex and 0.38 dex at $z = 0.36$ and $z = 0.57$, respectively, which is less than the ∼0.4 dex scatter of these data at these redshifts. Including dust-reddened 2MASS QSOs from Canalizo et al. (2012), and post-starburst QSOs from Hiner et al. (2012) enhances the slope further to $\gamma = 2.43 \pm 0.68$ (3.6σ confidence) due to these objects being preferentially above the relation by ∼0.5 dex in Δlog$_{10}(M_{BH})$ at $z \sim 0.3$. With the inclusion of our objects, the significance of a non-zero slope decreases slightly to 3.5σ confidence. If we were to omit higher-luminosity QSOs and consider only Seyfert 1 objects the slope decreases to $\gamma = 1.69 \pm 0.65$ (2.6σ confidence).

From Figure 8, there is ample reason to be skeptical of any underlying trend in Δlog$_{10}(M_{BH})$ as a function of $z$, as it is clear that there remains considerable scatter in Δlog$_{10}(M_{BH})$. We can quantify the strength of a linear correlation for our data in the context of the scatter by computing the nonparametric Spearman’s correlation coefficient, assuming there exists some monotonically increasing relationship in Δlog$_{10}(M_{BH})$ as a function of $z$. We calculate the Spearman’s coefficient and its uncertainty using Monte Carlo methods. Spearman’s correlation coefficient of the non-local sample, including our objects, is $r_s = 0.23 \pm 0.04$, indicating a very weak to weak positive correlation. The weakness of the correlation is due primarily to the consistent scatter of ∼0.4 dex across the entire sampled redshift range. In other words, the scatter we observe locally and at low redshifts is comparable to the scatter we observe at the highest redshifts, which implies there is—at best—a weak dependence of Δlog$_{10}(M_{BH})$ on redshift. If we instead fit a constant model to Δlog$_{10}(M_{BH})$ to all non-local objects we find that the constant offset from the local relation is $C = 0.19 \pm 0.08$ with a scatter of $\epsilon_0 = 0.40 \pm 0.07$. Most importantly, the residual scatter is nearly identical regardless of the model chosen, due solely to the large amount of scatter at all redshifts. Additionally, because the intercept of the linear fit to Δlog$_{10}(M_{BH})$ is held constant to zero (because we are comparing it to the local relation at $z = 0$), any datum at high redshift can have considerable influence on the slope of the linear fit, especially for our small sample. Considering the level of scatter across the sampled redshift range, the weak correlation of Δlog$_{10}(M_{BH})$ with respect to $z$, and the fact that the majority of these data reside well within the local scatter (see Figure 8), we conclude that any evolution in the $M_{BH}$–$\sigma^2$ relation in the past 6 Gyr is very weak at best.

5. Systematics

The following sections outline possible systematic uncertainties and selection effects that may affect our measurements.

5.1. Hβ Width Measurements

Previous studies (Woo et al. 2006, 2008) use the second moment of the Hβ emission line, showing that line measurements from single-epoch spectra are consistent with those of reverberation studies; however, it is often easier to measure FWHM in lower-S/N spectra. One caveat of adopting a FWHM parameterization for the Hβ width is the fact that the relationship between FWHM and $\sigma$ is not necessarily FWHM/$\sigma = 2.355$, and previous studies have attempted to account for the discrepancy (Park et al. 2012). Woo et al. (2015) derived a virial factor that takes into account the systematic uncertainty added to mass estimates derived from calibrations from reverberation studies, given by $f = 0.05 \pm 0.12$, which we adopt here. We found that asymmetries in the broad Hβ line profile are due to underlying stellar absorption, and that when broad Hβ and the stellar continuum are fit simultaneously, a single Gaussian component fully accounts for any line asymmetries. We find that our single-component Gaussian measurements are consistent with measurements using multiple Gaussian components to account for line asymmetries. We also find that the uncertainties in our estimates of the FWHM decrease by a factor of 2.3 when fit simultaneously with the stellar continuum and Fe II emission. Uncertainty due to variability of the FWHM of Hβ with respect to rms line widths from reverberation studies are estimated to be 7% (Woo et al. 2007), which we add to our random uncertainties in quadrature. On average, the total uncertainty in our measurements for broad Hβ FWHM is ∼8%, corresponding to a 0.06 dex uncertainty in $M_{BH}$. One object in our sample, J015516, was observed independently by Woo et al. (2008) to have $\sigma_{H\beta} = 2103$ km s$^{-1}$, which is consistent with our measurement of FWHM$_{H\beta} = 4350$ km s$^{-1}$ if we assume FWHM/$\sigma \sim 2$. We conclude that our estimates for Hβ width measured from the FWHM of the line profile are not a significant source of systematic uncertainty, and do not significantly affect estimates of $M_{BH}$.

5.2. λL$_{5100}$ Measurements

Residuals of surface brightness photometry performed on HST imaging show there is very good agreement of the empirically constructed PSF and the central surface brightness of the AGN for each object. Large residuals in surface brightness profiles are at most Δ$\mu = 0.3$ mag arcsec$^{-2}$ and appear to result from intrinsic properties of each object, such as the presence of dust lanes and spiral arms. On average, the uncertainty due to PSF mismatch is ∼0.1 mag. We do not suspect PSF mismatch to be a significant source of error in our measurements for the AGN luminosity. For comparison, Park et al. (2015) independently fit J073505 from HST/NICMOS/F110W imaging and obtained a $\lambda L_{5100} = 1.02 \times 10^{44}$ erg s$^{-1}$, while we obtained $\lambda L_{5100} = 1.01 \times 10^{44}$ erg s$^{-1}$ with HST/ACS-WFC/F775W imaging.

The simple power-law parameterization used to model the AGN continuum from the full spectrum (LRIS-B + LRIS-R) also contributes an uncertainty of ∼0.1 mag. Uncertainties in various corrections, e.g., extinction, AGN fraction, k-correction, and passive evolution, we conservatively estimate at ∼0.1 mag.

To account for uncertainty due to variability in our measured luminosities, we adopt an additional 15% uncertainty based on
The median uncertainty from reverberation-mapped luminosities from Bentz et al. (2013).

The overall uncertainty in our estimates for $\lambda_{5100}$ is $\sim 30\%$ on average, corresponding to a 0.08 dex uncertainty in $M_{\text{BH}}$, consistent with the uncertainties estimated by Treu et al. (2007). Given that $M_{\text{BH}} \propto \lambda_{5100}^{0.533}$, we do not expect our measurements for $\lambda_{5100}$ to contribute to a significant offset in our estimates for $M_{\text{BH}}$.

Extinction, if left unaccounted for, can also lead to an underestimation of $\lambda_{5100}$ and therefore an underestimate of BH mass. We correct for Galactic extinction, as well as intrinsic extinction estimated from measurements of narrow Balmer line ratios. We do not use broad-line emission ratios to correct for extinction within the BLR. However, given the low dependence of $\lambda_{5100}$ on BH mass, we do not suspect extinction from the BLR to significantly affect our results except in extreme cases. For instance, not accounting for a reddening value of $E(B-V) = 0.1$ corresponds to a 0.06 dex underestimation of BH mass.

5.3. BH Mass Calibration

The derivation of Equation (4) used to calculate single-epoch BH mass is empirically calibrated using local ($z < 0.3$) reverberation-mapped AGNs to obtain the $R_{\text{BLR}} - \lambda_{5100}$ relation. The behavior of the $R_{\text{BLR}} - \lambda_{5100}$ relation at $z > 0.3$, however, is still unknown due to a lack of reverberation-mapping studies at higher redshifts, which may be problematic for the high-$z$ objects in our sample. Furthermore, it is possible that the behavior of the $R_{\text{BLR}} - \lambda_{5100}$ relation may be dependent on accretion rate. Recent reverberation-mapping measurements performed by Du et al. (2016) of super-Eddington accreting massive BHs in AGNs found that $R_{\text{BLR}}$ scales inversely with accretion rate, i.e., higher accretion rates result in smaller $R_{\text{BLR}}$. If not taken into consideration, this dependence could systematically cause us to overestimate the BH mass of NLS1 objects in our sample per given $\lambda_{5100}$, which have higher accretion rates (12% on average) than the BLS1s in our sample (4% on average). However, since the NLS1s in our sample have generally lower accretion rates than those studied by Du et al. (2016), we expect the contribution of accretion rate on the calculation of BH mass for objects in our sample to be negligible.

5.4. $\sigma_*$ Measurements

5.4.1. Template Mismatch

Template fitting performed to measure the LOSVD of the host galaxy is typically performed using a set of template stars observed on the same night as the science targets; however, if the stellar population of the host galaxy is not known, it can result in template mismatch which can bias measurements of $\sigma_*$. To minimize the effects of template mismatch, we instead use a large number ($N = 636$) of template stars of various types from the Indo-US Library of Coudé Feed Stellar Spectra (Valdes et al. 2004). The random uncertainty is estimated via Monte Carlo methods, which sample all possible templates until a stable LOSVD solution is met. Given the large number of stellar templates used in the fit, it is unlikely template mismatch contributes to significant uncertainties in our measurements in $\sigma_*$.

5.4.2. Fitting Region

The choice of fitting region used to measure $\sigma_*$ can also potentially contribute to significant bias. Greene & Ho (2006b) investigated the viability and systematics of measuring $\sigma_*$ in the Ca H+K, Mg ib, and Ca T regions and found that while the Ca T region is the least susceptible to template mismatch and Fe II contamination, it is the region most affected by AGN continuum dilution, which acts to bias measurements of $\sigma_*$ to higher values (decrease line EW). On the other hand, the Ca H +K region is the least affected by continuum dilution, but the most susceptible to template mismatch. Additionally, both the Ca T and Ca H+K regions can be biased by their stellar populations, most notably by the presence of A stars which significantly broaden hydrogen lines. Greene & Ho (2006b) concluded that Mg ib is the most practical region to measure $\sigma_*$ at redshifts 0.05 $< z < 0.76$ under the conditions that the amount of AGN continuum dilution is $\lesssim 85\%$ and Eddington ratios are $\lesssim 0.5$. The average AGN dilution in our sample is 41% and does not exceed 82%, as measured by taking the AGN-to-total flux ratio from surface brightness decomposition of HST imaging. Figure 9(a) shows that our objects have Eddington ratios well below the 50% threshold for accurate measurements of $\sigma_*$, therefore we do not suspect continuum dilution to contribute significant bias. While measurements of $\sigma_*$ in the Mg ib region can be significantly biased by the presence of Fe II emission, this effect can be mitigated by including Fe II templates in our fitting process, as discussed below.

5.4.3. Fe II Contamination

Broad and narrow Fe II emission is present in all objects in our sample to some extent and can have significant effects. To account for this, we include 20 narrow and 91 broad Fe II templates to be fit simultaneously with stellar templates. We avoid subtracting off Fe II emission prior to stellar template fitting due to the presence of strong narrow emission in some objects, which can mimic variations in the stellar continuum and make determination of the relative contribution of narrow Fe II impossible. Narrow emission, if unaccounted for, can bias measurements of $\sigma_*$ to larger values by as much 90%, corresponding to a 0.2–0.3 dex offset in $\log_{10}(\sigma_*)$ on the $M_{\text{BH}} - \sigma_*$ relation. We show the offset of measured values of $\sigma_*$ caused by the presence of Fe II in the fitting region in Figure 9(b). We also show that NLS1s in our sample are the most affected by Fe II contamination, particularly due to the presence of strong narrow Fe II contamination in these objects. There is a well known anti-correlation between the strength of Fe II and other properties of NLS1 galaxies like BH mass and Eddington ratio (e.g., Grupe & Mathur 2004; Komossa 2008; Xu et al. 2012), and we observe the same trend in our sample. One such object, J123349, remains offset in $\log_{10}(\sigma_*)$ by $+0.16$ dex, which could be due to Fe II template mismatch. This highlights the importance of correcting for Fe II emission, especially in samples of high luminosity and NLS1 (high Eddington ratio) where narrow Fe II contamination is most common, as they can significantly bias $\sigma_*$ measurements.

5.4.4. Morphology

The observed scatter in our sample could be attributed to properties such as host galaxy morphology, which can have a significant influence on the measurement of $\sigma_*$. Morphological
biases in $\sigma_*$ may arise if hosts are not elliptical or do not exhibit “classical” bulges. For instance, Graham et al. (2011) showed that barred hosts tend to fall $\sim0.5$ dex below the $M_{\text{BH}}-\sigma_*$ relation compared to non-barred hosts. From our sample, five objects (J095819, J100234, J132943, J141234, and J145640) show clear bar morphologies within their disks; however, we see no such offset of barred hosts compared to non-barred hosts along the $M_{\text{BH}}-\sigma_*$ relation within our sample.

Another more obvious source of potential offset in $\sigma_*$ could be the result of a bulge that is no longer in dynamical equilibrium, such as in the case of a merger event. Previous studies have shown that mergers in progress have been found to have increased scatter on the $M_{\text{BH}}-\sigma_*$ relation and tend to have underneath BHs relative to their hosts, corresponding to a larger velocity dispersion than inferred from the local relation (Kormendy et al. 2011; Kormendy & Bender 2013). More recently, high spatial resolution near-IR integral field spectroscopy performed by Medling et al. (2015) of nuclear disks of late-stage, gas-rich mergers have shown that their BHs are overmassive by a significant amount, suggesting that they grow more quickly than their hosts. One object in our sample, J000338, appears to be in the early stages of a merger in $HST$ imaging and falls above the local relation by a factor of 0.31 dex in BH mass but well within 1$\sigma$ scatter of the local relation. This is most consistent with time-resolved $N$-body simulations used to investigate the evolution of $\sigma_*$ during mergers performed by Stickle & Canalizo (2014), which found that $\sigma_*$ in the bulge component in the early stages of the interaction does not significantly deviate from the value of $\sigma_*$ measured before the interaction. They also found that, while the value of $\sigma_*$ oscillates during the merger process, it is unlikely that the deviation from the equilibrium value will be large. Considering the large separation distance between the two progenitors ($\sim11$ kpc, not considering any projection effects), and that the measured $\sigma_*$ is within 15% of the value of $\sigma_*$ implied by the local relation, we conclude that the $\sigma_*$ measured for J000338 is consistent for a dynamically relaxed bulge and do not omit it from our analyses.

Another object, J101527, appears to show evidence of interaction from $HST$ imaging, and surface brightness decomposition of J101527 also reveals a double nucleus, consisting of an AGN and another low-surface-brightness object. Kim et al. (2017) classified J101527 as a candidate recoiling SMBH resulting from a merger, and the host galaxy is likely a bulge-dominated elliptical in the late stages of a merger (see Kim et al. 2017 for a detailed analysis of J101527). Kim et al. estimated the stellar velocity dispersion from Keck/LRIS spectra using the $[\text{S} II]\lambda 6716$ width following Komossa & Xu (2007), obtaining a value of $\sigma_{[\text{S} II]} = 190 \pm 20$ km s$^{-1}$, which places J101527 very close to our local $M_{\text{BH}}-\sigma_*$ relation. We measure a nearly identical value using the $[\text{O} III]\lambda 5007$ width of $\sigma_{[\text{O} III]} = 197 \pm 3$ km s$^{-1}$ from our Keck/LRIS spectra. Measuring $\sigma_*$ directly from the stellar continuum, we find $\sigma_* = 307 \pm 27$ km s$^{-1}$, a 56% difference from what is measured from the $[\text{O} III]$ width. The large offset in $\sigma_*$ results in a BH mass that is undermassive by $\sim1.0$ dex, making it the largest outlier in our sample. However, this offset may indicate that the stellar component is not yet dynamically relaxed. Numerical simulations indicate that measurements of $\sigma_*$ are enhanced for merging nuclei as separation distance decreases (Stickley & Canalizo 2014). The clear morphological peculiarities of this object, as well as the large uncertainty in measured $\sigma_*$ values, warrant the omission of J101527 from analyses when considering evolution in the $M_{\text{BH}}-\sigma_*$ relation. We however include its measurements in Table 4 as well as flag this object as a merger in our diagrams.

To further investigate possible biases due to morphology, we consider the location of bulges of our sample on the fundamental plane relation (FP; Djorgovski & Davis 1987). Surface brightness measurements are obtained using the sersic2 option in GALFIT and appropriate corrections for extinction, k-correction, surface brightness dimming, filter transformations, and passive evolution are applied. The FP relation for our sample is shown in Figure 10(a). Following Canalizo et al. (2012), we compare our objects to the SDSS-$r$ orthogonal fit to $\sim50,000$ SDSS DR6 of early-type galaxies at $0.0<z<0.35$ from Hyde & Bernardi (2009), given by the solid line in Figure 10(a). We find that the majority of our sample is in good agreement with the FP relation. One object, J123349, falls completely outside the SDSS scatter. This object is classified as an NLS1 and exhibits a high fraction of Fe II contamination in its spectra, which is likely biasing the
Figure 10. (a) Fundamental plane relation for objects in our sample with magnitudes converted to SDSS-r band. Dashed lines enclose 68%, 95%, and 99% of SDSS early-type galaxies from the orthogonal fit to ∼50,000 SDSS DR6 of early-type galaxies in SDSS-r band at 0.0 < z < 0.35 from Hyde & Bernardi (2000). (b) The $M_{\text{BH}}-L_{\text{bulge}}$ relation for objects in our sample compared to local inactive objects from McConnell & Ma (2013). Dashed lines represent the the 68%, 95%, and 99% confidence intervals of the scatter.

measurement of $\sigma_*$ to higher values despite our best efforts to account for it using Fe II templates. The measured stellar velocity dispersion of J123349 also places this object high on the Faber–Jackson relation (Faber & Jackson 1976) relative to its bulge luminosity, indicating that Fe II contamination is likely contributing to its offset on the FP relation.

It is worth noting that the NLS1s in our sample have consistently smaller bulges than the BLS1s. Some previous studies have suggested that NLS1s fall below the $M_{\text{BH}}-\sigma_*$ relation (Mathur et al. 2001; Grupe & Mathur 2004). These were based on $\sigma_{[O\text{III}]}$ as a proxy for $\sigma_*$; however, they did not remove blue outliers, which are completely dominated by outflows (Komossa & Xu 2007). After removing blue outliers, the remaining NLS1 galaxies scatter around the relation like BLS1 galaxies. In a study of 93 local SDSS NLS1 galaxies, Woo et al. (2015) found similar agreement with the local relation when stellar velocity dispersions are measured directly from stellar absorption features.

The use of HST imaging of NLS1s in our sample allows us to further investigate the morphologies of these objects in greater detail. The location of NLS1s on the FP relation in Figure 10(a) would imply that they do indeed have smaller bulges, as we would expect from their location on the $M_{\text{BH}}-\sigma_*$ relation. This also presents a strong case for narrow Hβ emission being indicative of a lower-mass BH, and not due to any peculiar geometry of the BLR (Decarli et al. 2008, 2011). However, one caveat is that the NLS1 sample used by Decarli et al. (2008) (originating from Grupe et al. 1999) was specific in selecting NLS1s with strong Fe II, whereas our sample contains only two (of eight) NLS1s with strong Fe II. Despite this, it is worth noting that, aside from measurements of $\sigma_*$ (which are directly influenced by Fe II contamination), the NLS1s in our sample appear to show similar physical characteristics (lower $M_{\text{BH}}$, higher $L/L_{\text{edd}}$, and $L_{\text{bulge}, V}$) that do not appear to be a function of Fe II strength. However, a larger comparison sample of NLS1 objects of varying Fe II strength is needed to make any conclusive statements on how Fe II strength affects other properties of NLS1s.

As a final test for any morphological bias, we investigate where our sample falls on the $M_{\text{BH}}-L_{\text{bulge}}$ relation. We transform bulge luminosities from each respective HST filter to Johnson-V luminosities, making all the necessary corrections, to compare our sample to the $M_{\text{BH}}-L_{\text{bulge}}$ relation from McConnell & Ma (2013). We plot the $M_{\text{BH}}-L_{\text{bulge}}$ relation of our sample in Figure 10(b) alongside points and best-fit from McConnell & Ma, with the 68%, 95% and 99% confidence intervals of the scatter. We find good agreement with the relation from McConnell & Ma, with our sample having a comparable scatter. One of our objects on the $M_{\text{BH}}-L_{\text{bulge}}$ relation, J092438, is a clear outlier and we discuss possible reasons for its apparent undermassive BH relative to its host bulge luminosity in the Appendix.

5.4.5. Selection Effects

In addition to measurement uncertainties, we investigate any possible uncertainties and biases that may result from selection criteria. The selection criteria used for our sample required a broad Hβ FWHM within the range 500 km s$^{-1} \lesssim $ FWHM$_{\text{H}\beta} \lesssim 2000 $ km s$^{-1}$ to select candidate NLS1 objects, and visible stellar absorption features (typically Ca H+ K equivalent width $\text{EW}_{\text{CaH+K}} > 0.5$ Å) to ensure that $\sigma_*$ could be accurately measured.

In general, the presence of broad-lines may select against host galaxies with higher (edge-on) inclinations, which have systematically higher $\sigma_*$ values relative to host galaxies at lower inclinations due to the presence of contaminating disk stars along the line of sight (Bellovary et al. 2014). We correct $\sigma_*$ for objects in our sample which contain disks to face-on $\sigma_*$ values to account for any $\sigma_*$ values that may be inflated due to the presence of a disk and thus give the appearance of an undermassive BH on the $M_{\text{BH}}-\sigma_*$ relation (see Section 3.1).

The broad Hβ line width requirement, by design, biases our sample toward lower BH masses. Our original intention was to detect lower-mass BHs at high redshift using NLS1 galaxies. Unfortunately, our selection in FWHM$_{\text{H}\beta}$ was not rigorously met due to the nature of the SDSS DR7 line-fitting algorithm, and no NLS1 objects were found at $z > 0.2$. On the other hand, our sample covers a broad range in mass: two orders of magnitude in the range 6.3 < log$10(M_{\text{BH}}) < 8.3$. Finally, the requirement for visible absorption lines to accurately measure $\sigma_*$ in the Mg II region also preferentially selects objects with AGN luminosities lower than or comparable to the host galaxy, therefore requiring lower average AGN luminosities and lower BH masses, assuming the AGN luminosity is due entirely to
BH accretion and a function of BH mass. Indeed, the average AGN-to-total light fraction of our sample (as measured from HST imaging) is 41 ± 12% with no objects exceeding 82%, which ensures we should be able to accurately measure $\sigma_*$ and should not be significantly biased toward higher dispersions due to AGN dilution of stellar absorption features.

However, by selecting objects with visible stellar absorption features with a minimum EW (line strength), we may implicitly introduce some maximum AGN luminosity threshold relative to the host galaxy per given redshift. A requirement for visible stellar absorption features implies that stellar light from the host galaxy is not significantly diluted by the light from the AGN, which implies there is some maximum AGN-to-total light ratio beyond which $\sigma_*$ cannot be measured, and therefore a maximum luminosity threshold for the AGN. Additionally, the S/N requirements for visible absorption features in higher-redshift objects would require more massive, and therefore more luminous, host galaxies, of which there are fewer due to the steep drop in the luminosity function of galaxies. Therefore selection by absorption line visibility at higher redshifts could still be biased to overmassive BHs. We do see that the highest-redshift BHs in our sample tend to be overmassive, which may be the result of our implicitly imposed AGN luminosity threshold.

Lauer et al. (2007) explained that intrinsic scatter in the $M_{\text{BH}}$–bulge scaling relations implies that, for a given $L_{\text{bulge}}$ or $\sigma_*$, there exists a range of BH masses. However, samples selected by some given AGN luminosity threshold (as is typically done for high-redshift samples) results in a distribution of $L_{\text{host}}$ and $\sigma_*$ per $M_{\text{BH}}$, assuming that AGN luminosity is determined solely by BH mass. This, combined with the steep drop in the luminosity function of galaxies, preferentially selects overmassive BHs relative to their hosts, which can thus produce a false signature of evolution in high-redshift studies. Woo et al. (2006, 2008) selected objects with a minimum H/β EW of 5 Å but, using Monte Carlo simulations to model a sharp selection in luminosity, Treu et al. (2007) found that this bias is negligible for the $M_{\text{BH}}$–$\sigma_*$ relation unless the scatter at high redshift increases considerably.

In addition to the Lauer et al. (2007) bias, Shen & Kelly (2010) suggest that luminosity-threshold samples tend to be biased toward high SE virial BH masses by as much as 0.2 to 0.3 dex, due to the uncorrelated variations between continuum luminosity and line widths in reverberation-mapping studies, from which we obtain BH virial mass estimates. Together, it is possible the Lauer et al. (2007) and Shen & Kelly (2010) biases can account for the offset in BH mass at high redshift, with biases becoming worse as a function of $z$ for higher-luminosity thresholds.

We plot $\log_{10}(\lambda L_{3100})$ as a function of $z$ in Figure 11, comparing our and other non-local samples with the local AGN samples from Bennett et al. (2011a, 2015). We also include objects from the Park et al. (2015) sample, which expanded the number of $M_{\text{BH}}$–$L_{\text{bulge}}$ measurements at $z = 0.36$ and $z = 0.57$. There is clear offset in AGN luminosity as a function of redshift for all non-local samples with respect to local AGN luminosities. As Canalizo et al. (2012) pointed out, the AGN luminosities of non-local objects tend to reside at $\log_{10}(L_{3100}/\text{erg s}^{-1}) > 43.6$. Objects in our sample have AGN luminosities consistent with the local AGN sample up to $z \sim 0.3$, at which point $\log_{10}(L_{3100}/\text{erg s}^{-1}) > 43.6$. At $z > 0.3$, three out of the four high-luminosity objects in our sample also lie above the $M_{\text{BH}}$–$\sigma_*$ relation. The same trend was observed by Shen et al. (2015) who, using SDSS virial BH masses to probe the $M_{\text{BH}}$–$\sigma_*$ relation up to $z = 1.0$, found a similar trend with BH mass and AGN luminosity as a function of $z$. They pointed out that the limited dynamic range and higher average AGN luminosities in Woo et al. (2006, 2008) are responsible for the observed offset compared to local objects with considerably lower average luminosities. This trend, which is observed here and in other studies of the non-local $M_{\text{BH}}$–$\sigma_*$ relation (Shen et al. 2008, 2015; Canalizo et al. 2012; Hiner et al. 2012; Park et al. 2015), makes it clear that significant statistical biases are at work in luminosity threshold samples. However, as we have shown here, these biases can be overcome by probing lower luminosities and lower BH masses at higher redshifts. Our selection criteria, which selected objects only by broad-line width and the presence of absorption features, was able to probe lower AGN luminosities than previously observed in SE studies, out to $z \sim 0.3$. The eight NLS1s in our sample also have similar AGN luminosities to the local AGN sample up to $z \sim 0.2$. A larger sample of objects selected with similar criteria is necessary to show if we can further probe similar local luminosities at higher redshifts. We note, however, that our ability to probe similar BH mass regimes at higher redshifts assumes that the shapes of the luminosity and BH mass functions do not significantly change with redshift. Likewise, if the scatter in the $M_{\text{BH}}$–$\sigma_*$ relation changes significantly with redshift, it may indicate the presence of additional statistical biases which must be accounted for.

6. Discussion

We consider the effects of an evolution of the $M_{\text{BH}}$–$\sigma_*$ relation as a function of cosmic time and its physical interpretation, if real. Woo et al. (2008) measured a significant offset in $M_{\text{BH}}$ in non-local BHs, implying a significant evolution in bulge mass over relatively short timescales. Using the scaling relation for central velocity dispersion with stellar mass of SDSS quiescent galaxies from Zahid et al. (2016), we estimate that the offset in $M_{\text{BH}}$ from Woo et al. (2008) implies that bulges must grow by a factor of $\sim 6$ within 5.5 Gyr ($z = 0.57$) to be consistent with the local relation at $z = 0$. Objects from Canalizo et al. (2012) and Hiner et al. (2012),
which also fall significantly above the local relation, further increase the evolution slope and required amount stellar mass assembly. With the inclusion of our objects, we measure an evolution slope of $\gamma = 2.16 \pm 0.62$, which relaxes the amount of bulge growth required to a factor of $\sim 4$ within 5.5 Gyr. Despite the improved constraints in the local relation and increased non-local sample size, the required mass assembly for non-local bulges necessary to be consistent with the local $M_{\text{BH}} - \sigma_*$ relation remains high. The means by which bulges achieve such considerable secular mass assembly are the subject of ongoing debate. It is possible that disruption of stellar disks and/or minor mergers can cause significant bulge growth without significantly growing the SMBH (Croton 2006; Jahnke et al. 2009; Bennert et al. 2011b; Cisternas et al. 2011).

It is certainly possible that the evolutionary trend we measure in the $M_{\text{BH}} - \sigma_*$ relation is not of physical origin, but the confluence of selection effects and large scatter. In Section 5.4.5, we discussed possible biases due to our selection criteria, which may lead to the overmassive BHs we observe at $z > 0.4$ and consequent significant evolution we measure in the $M_{\text{BH}} - \sigma_*$ relation. Figure 11 clearly shows that we are likely still sampling the upper envelope of BH masses at higher redshifts, which could be driving the evolution slope upwards at the high-redshift end. These biases present the greatest challenge in acquiring an unbiased sample at high redshift; however, we have shown that AGN selection by H$\beta$ line width (and not luminosity) allows us to probe lower SE BH masses at higher redshifts than previously measured, assuming strong stellar absorption features are present to accurately measure $\sigma_*$. Furthermore, the 0.44 dex scatter we observe as a function of redshift (see Figure 8) is significant and consistent across the entire redshift range of our sample, indicating that any linear trend—and therefore evolution—in the $M_{\text{BH}} - \sigma_*$ relation as a function of redshift is weak at best ($r_z = 0.23 \pm 0.04$). The fact that we can fit the points in Figure 8 with a constant model (as opposed to a linear model) and achieve nearly identical residual scatter indicates that we lack sufficient evidence for significant evolution in the $M_{\text{BH}} - \sigma_*$ relation up to $z \sim 0.6$, and that any measured offset is being driven by a sampling of higher-luminosity AGNs, and therefore higher-mass BHs, at higher redshifts.

We stress that measurements of $\sigma_*$ are the largest single source of systematic uncertainty for objects on the $M_{\text{BH}} - \sigma_*$ relation due mainly to low S/N at high redshift. Even if $\sigma_*$ can be directly measured from stellar absorption features, biases due to the choice of fitting region, the presence of Fe II contamination, possible AGN dilution, and host galaxy morphology can introduce significant uncertainties which may contribute the scatter in the $M_{\text{BH}} - \sigma_*$ relation. The obvious alternative to measuring faint stellar absorption features at high redshift is to use brighter gas emission features, such as the [O III] $\lambda$5007 width, as a proxy for $\sigma_*$, assuming that the NLR gas traces the stellar LOSVD of bulges. We found that obtaining accurate measurements of the [O III] width is not trivial, as one must correct for both Fe II contamination and the presence of blue-wing features which may indicate the presence of gas outflows (also see, e.g., Komossa et al. 2008; Woo et al. 2016 and Bennert et al. 2018). Still, there remains considerable scatter in the relationship between $\sigma_*$ and [O III] width, and therefore studies of the $M_{\text{BH}} - \sigma_*$ relation using [O III] as a proxy should only be used in statistical samples.

We have shown that, aside from their high Eddington ratios, the host galaxies of NLS1 objects contain BHs that reside on the local $M_{\text{BH}} - \sigma_*$ relation. Furthermore, the NLS1s in our sample are in good agreement with lower-mass bulges on the FP relation, indicating that their observed narrow broad-lines are likely due to having lower BH masses (as the $M_{\text{BH}} - \sigma_*$ relation would imply) and not an observational or geometrical peculiarity of the BLR as previous studies have suggested. However, a larger sample of NLS1s is still required to determine their behavior on the $M_{\text{BH}} - \sigma_*$ relation at higher redshifts.

We conclude that there is insufficient evidence for evolution in the $M_{\text{BH}} - \sigma_*$ relation up to $z \sim 0.6$ due to comparable scatter of objects on the local $M_{\text{BH}} - \sigma_*$ relation and for objects at lower redshifts. The case for no evolution within our sampled redshift range is consistent with the results found by Schramm & Silverman (2013), who found good agreement with the local $M_{\text{BH}} - M_{\text{bulge}}$ relation using a sample of 18 X-ray-selected AGNs at $0.5 < z < 1.2$. It is still possible that there is significant offset at higher redshifts than those sampled here. For instance, using gravitationally lensed quasar hosts, Peng et al. (2006) found that BHs grew significantly faster than their hosts at $z > 1.7$. Bennert et al. (2011b) also found significant offset in the $M_{\text{BH}} - M_{\text{bulge}}$ relation at $z \sim 2$, implying the BH mass growth pre-dates bulge formation. However, current studies of the non-local $M_{\text{BH}} - \sigma_*$ relation still lack statistically representative samples of BHs at the currently sampled redshifts, as we are likely still sampling the upper envelope BH masses due to selection effects. These are the hurdles that must be overcome in order to conclusively determine any evolution in the $M_{\text{BH}} - \sigma_*$ relation, and which we will address in future studies.
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absorption line (LoBAL) QSOs. Zhang et al. (2010) studied a sample of 68 SDSS LoBAL QSOs at $0.4 < z \lesssim 0.8$, some of which show similar Mg II absorption as J145640. No previous studies classify J145640 as a LoBAL, likely due to the fact that at $z = 0.278$, Mg II remains ($\sim 220$ Å) below the wavelength coverage of the SDSS. We plot the full Keck spectrum of J145640 in Figure 12. LoBALs are thought to be associated with high accretion rates and absorption line labeled strong emission features, most notably the characteristic strong broad Fe II emission and attenuated [O III] $\lambda \lambda 4959, 5007$ emission. Absorption in Mg II can be seen blueward of the emission line.

Figure 12. Full Keck/LRIS spectrum of J145640, the features of which are consistent with that of a low-ionization broad absorption line quasi-stellar object. We have labeled strong emission features, most notably the characteristic strong broad Fe II emission and attenuated [O III] $\lambda \lambda 4959, 5007$ emission. Absorption in Mg II can be seen blueward of the emission line.
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