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ABSTRACT. A recent article [LL] considered contraction of convex hypersurfaces by certain nonhomogeneous functions of curvature, showing convergence to points in finite time in certain cases where the speed is a function of a degree-one homogeneous, concave and inverse concave function of the principle curvatures. In this article we extend the result to various other cases that are analogous to those considered in other earlier work, and we show that in all cases, where sufficient pinching conditions are assumed on the initial hypersurface, then under suitable rescaling the final point is asymptotically round and convergence is exponential in the $C^\infty$-topology.

1. INTRODUCTION

The contraction of convex hypersurfaces by their curvature in Euclidean space has been very well studied since Huisken’s seminal work on the mean curvature flow [H1]. For a review of many fully nonlinear contraction flows in Euclidean space and their action on convex initial hypersurfaces we refer the reader to [AMZ] and the references contained therein. A feature all the works here is that the normal flow speeds are homogeneous functions of the principal curvatures. Homogeneity is used in several places in the argument to prove convergence to round points, often in conjunction with Euler’s identity for such functions.

Contraction flows by speeds that are not homogeneous have been much less well-studied. Alessandroni-Sinestrari considered asymptotic behaviour of a flow by a particular function of mean curvature [AS]; this speed was later investigated in the setting of convex hypersurfaces by Espin [E]. Smoczyk considered flow by functions of the mean curvature in [S1]. Chou and Wang considered a kind of logarithmic anisotropic Gauss curvature flow for convex hypersurfaces in [CW]. For expansion flows, Chow and Tsai considered nonhomogeneous Gauss curvature flows in [CT2], proving asymptotic roundness for expansion flows by functions of Gauss curvature with certain properties and some partial results for contraction and bidirectional flows. They considered expansion by more general nonhomogeneous speeds in [CT1].

Some general results for flowing surfaces by nonhomogeneous speeds were obtained in [GK]. Very recently the work of Li and Lv considered contraction of convex hypersurfaces by nonhomogeneous speeds [LL]. Specifically their speeds are a function $\Phi$ of a degree-one homogeneous function of the principal curvatures $F$ where $F$ and $\Phi$ each satisfy some natural properties, in particular, $F$ is concave and inverse concave. The authors showed
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that strictly convex initial hypersurfaces shrink in finite time to points. (In their paper they also obtained other results in space forms including roundness for sufficiently pinched initial hypersurfaces evolving by high powers of $F$ in hyperbolic space.) In this article we extend Li and Lv’s work in Euclidean space to the other previously-considered cases of $F$ for corresponding natural conditions on $\Phi$ and we show with sufficient initial curvature pinching evolving hypersurfaces converge in finite time to points that are asymptotically spherical, where the convergence is exponential in the $C^\infty$-topology.

Let $M_0$ be a compact, strictly convex hypersurface of dimension $n \geq 2$, without boundary, smoothly embedded in $\mathbb{R}^{n+1}$ and represented by some diffeomorphism $X_0 : S^n \to X_0(S^n) = M_0 \subset \mathbb{R}^{n+1}$. We consider the family of maps $X_t = X(\cdot, t)$ evolving according to
\[
\frac{\partial}{\partial t} X(x, t) = -\Phi(F(\mathcal{W}(x, t))) v(x, t), \quad x \in S^n, \quad 0 < t \leq T \leq \infty
\]
where $\mathcal{W}(x, t)$ is the matrix of the Weingarten map of $M_t = X_t(S^n)$ at the point $X_t(x)$ and $v(x, t)$ is the outer unit normal to $M_t$ at $X_t(x)$. Now we describe the properties of the functions $F$ and $\Phi$.

Let $\Gamma_+$ denote the positive cone, $\Gamma_+ = \{ \kappa = (\kappa_1, \ldots, \kappa_n) : \kappa_i > 0 \text{ for all } i = 1, \ldots, n \}$. The function $F$ should have the following properties:

**Conditions 1.1.**

a) $F(\mathcal{W}) = f(\kappa(\mathcal{W}))$ where $\kappa(\mathcal{W})$ gives the eigenvalues of $\mathcal{W}$ and $f$ is a smooth, symmetric function defined on an open, symmetric cone $\Gamma \subseteq \Gamma_+$.

b) $f$ is strictly increasing in each argument: $\frac{\partial f}{\partial \kappa_i} > 0$ for each $i = 1, \ldots, n$ at every point of $\Gamma$.

c) $f$ is homogeneous of degree one: $f(k\kappa) = kf(\kappa)$ for any $k > 0$.

d) $f$ is strictly positive on $\Gamma$ and $f(1, \ldots, 1) = 1$.

e) Either:

i) $n = 2$, or

ii) $f$ is strictly convex in nonradial directions, or

iii) $f$ is strictly concave in nonradial directions and one of the following hold

a) $f$ approaches zero on the boundary of $\Gamma$.

b) $\sup_{M_0} \left( \frac{\mathcal{W}}{k} \right) < \liminf_{x \to \partial \Gamma} \left( \frac{\mathcal{W}}{f(\kappa)} \right)$.

iv) $f$ is inverse concave and either

a) $f_s \to 0$ as $r \to \partial \Gamma$, or

b) $\sup_{\theta \in \mathcal{T}, \theta \neq 0} \frac{r(\theta, \omega) \iota(\theta, 0)}{f_s(r(\theta, 0))} < \liminf_{r \to \partial \Gamma} \frac{\mathcal{W}(r(\theta, 0))}{f(\kappa)}$.

v) $f$ satisfies no second derivative condition but either

a) $M_0$ is axially symmetric, or

b) $M_0$ satisfies a pinching condition of the form

\[
|A^0|^2 \leq \sigma H^2,
\]

where $\sigma$ depends upon $n$ and the second derivative bound on the preserved pinching cone.

In the above statement we have used $H$ to denote the mean curvature of hypersurface $M_t$; $|A^0|^2$ is the norm of the trace-free second fundamental form,
\[
|A^0|^2 = |A|^2 - \frac{1}{n} H^2.
\]
where $|A|^2 = \kappa_1^2 + \ldots + \kappa_n^2$ is the norm of the second fundamental form. We also used $r$ to denote the inverse Weingarten map of $M_t$. We elaborate on further notation in Section 3.

In the case $\Phi(F) = F$, the speeds $F$ satisfying Conditions (1.1) have all been considered before. Specifically, condition e) i) in [A7], condition e) ii), e) iii) a) and e) iii) b) in [A1], e) iv) in [AMZ], e) v) a) in [MMW] and condition e) v) b) in [AM1]. It is not actually necessary to assume $f$ is strictly positive on the positive cone; this follows from property b) above and the Euler identity for homogeneous functions. As $f$ is degree-one homogeneous, its Hessian is degenerate in the radial direction.

**Remark:** We have not included the case of $f$ concave and inverse concave, with no further condition, in part e) above, because the obvious generalisation to the argument in [AS] appears to require opposite conditions on $\Phi$ to handle the gradient term and the zero order term in the relevant evolution equation. Finding an alternative approach to show asymptotic roundness in this case is an open question ([LL] shows convergence to a point).

For our results we will require the function $\Phi : [0, \infty) \to \mathbb{R}$ to be at least twice differentiable but for convenience and higher regularity of solutions to (1) we will assume $\Phi$ is smooth. For our various results we will require an assortment of the following conditions.

**Conditions 1.2.**

a) $\Phi(0) = 0$;

b) $\lim_{s \to \infty} \Phi(s) = \infty$;

c) $\Phi'(s) > 0$ for all $s > 0$;

d) Either

i) $\Phi'(s) - \Phi \geq 0$ for all $s > 0$; or

ii) $\Phi'(s) - \Phi \geq \varepsilon \Phi'(s)$ for some $\varepsilon > 0$; or

iii) $\Phi'(s) - \Phi \leq 0$ for all $s > 0$;

e) $\lim_{s \to 0} \frac{\Phi'(s)^2}{\Phi(s)} = 0$;

f) $\lim_{s \to \infty} \frac{\Phi''(s)}{\Phi(s)} = \infty$;

g) $\Phi''(s) \geq 0$ for all $s > 0$;

h) There exists a constant $c > 0$ such that, for all $s$ we have $s|\Phi''(s)| \leq c \Phi'(s)$;

i) $\Phi''(s)^2 + 2\Phi' \left[ \Phi^2 - (\Phi')^2 \right] > 0$.

In particular, Condition c) is needed for parabolicity of (1); this is an essential requirement. This ensures existence for a short time of a solution to (1) (see [B] for example for a suitable short-time existence result). Condition f) is needed for an upper speed bound via the technique of Chou introduced in [1]. For Condition d), $\Phi'(s) - \Phi \geq 0$ is used here for the cases $n = 2$, for $M_t$ axially symmetric, for $F$ convex and for $F$ concave, while $\Phi'(s) - \Phi \leq 0$ is used for $F$ inverse concave and either of Conditions (1.2 iv) a) or b). Condition g) above is needed for the case $n = 2$ or axially symmetric hypersurfaces; note that Condition g) and a) imply Condition d) i). Condition h) is needed to absorb $\Phi''$ terms by other good gradient terms in the cases of $F$ strictly concave and strong curvature pinching (Conditions (1.1 e) iii) a) and b) and e) v) b). Condition i) is used in the case $F$ inverse concave. It can be checked by calculation that Condition i) is not actually the same as the requirement that $\Phi \circ f$ itself be inverse concave (which we do not require in this article).

Remarks:
Some of the above conditions are similar to those used in [BP, BS, LL] where constrained curvature flows were considered. Some of the conditions are new, but arise naturally when we generalise earlier arguments to the case of flow (1).

The conditions can be slightly weakened if we have other restrictions on our curvature pinching cone of interest; in such cases the conditions for $F$ and for $\Phi$ need only hold on the corresponding domains.

Our main result may now be stated as follows:

**Theorem 1.3.** Let $M_0$ be a smooth, closed, strictly convex, n-dimensional hypersurface without boundary, $n \geq 2$, smoothly embedded in $\mathbb{R}^{n+1}$ by $X_0 : S^n \to \mathbb{R}^{n+1}$. Let $F$ be a function satisfying Conditions (1.1) and let $\Phi$ be a function satisfying Conditions (1.2 a), b), c), e) and f). Suppose $M_0$ is sufficiently pointwise curvature pinched in the sense that for all $i, j$,

$$\kappa_i \geq \varepsilon \kappa_j$$

for some $0 < \varepsilon < 1$ depending on $F$ and on $\Phi$. Then, if (at least) one of the following hold:

- In the cases of Conditions (1.1 e) i) and e) v) a), if $\Phi$ also satisfies Conditions (1.2 g);
- In the cases of Conditions (1.1 e) ii) and e) iii) a) and b), if $\Phi$ also satisfies Conditions (1.2 d) i) and h);
- In the case of Conditions (1.1 e) iv) a) and b), if $\Phi$ also satisfies Conditions (1.2 d) iii) and Conditions (1.2 i);
- In the case of Conditions (1.1 e) v) b), if $\Phi$ also satisfies Conditions (1.2 d) ii) and h);

there exists a family of smooth, strictly convex hypersurfaces $\{M_t = X_t(S^n)\}_{0 < t < T < \infty}$, unique up to reparametrisation, satisfying (1), with initial condition $X(x, 0) = X_0(x)$. The image hypersurfaces $M_t$ contract to a point $p \in \mathbb{R}^{n+1}$ at time $T$. Under appropriate rescaling the image hypersurfaces smoothly converge uniformly and exponentially to spheres as the rescaled time parameter $\tau \to \infty$.

**Remark:** In the case of Conditions (1.1 e) i) above, the curvature pinching requirement may be stated more explicitly as

$$\frac{\kappa_{\text{max}}}{\kappa_{\text{min}}} \leq 1 + \frac{2\Phi'(f(\kappa))}{\Phi''(f(\kappa)) f(\kappa)}$$

while in the case of Conditions (1.1 e) v) a) the requirement is

$$\frac{\kappa_{\text{axial}}}{\kappa_{\text{rotational}}} \leq 1 + \frac{2\Phi'(f(\kappa))}{\Phi''(f(\kappa)) f(\kappa)},$$

where $\kappa_{\text{axial}}$ and $\kappa_{\text{rotational}}$ denote the axial and rotational curvatures respectively of the axially-symmetric hypersurface $M_0$.

We will use similar notation as in [AS, MS, AMZ] and elsewhere. The structure of this article is as follows. In Section 2 we give some example flow speeds satisfying our conditions. In Section 3 we detail some flow independent geometric results that will be needed in the analysis. In Section 4 we list the evolution equations we will need in the subsequent analysis. These are all derived in a straightforward manner as in previous work. In Section 5 we establish the crucial curvature pinching estimate for each of the cases of $F$ from Conditions (1.1) part e) in turn. In Section 6 we discuss regularity and complete the proof of the main theorem.
In a forthcoming article [M6] we will consider the case of hypersurfaces that contract self-similarly under general nonhomogeneous curvature functions. By our approach, to characterise such contracting hypersurfaces as spheres still requires curvature pinching but generally requires fewer structure conditions on $\Phi$ than Conditions 1.2. For particular $F$ and $\Phi$, generally involving the Gauss curvature, improved results that do not require curvature pinching are available.

2. Example speeds

The class of $F$ considered in this article is by now quite well known. Many such $F$ are given for example in [A1, A5, AMZ]. The functions $\Phi$ are less well-known, but some have been considered before in [BS, BP, LL]. Some suitable functions $\Phi$ are:

(1) $\Phi(s) = \sum_{i=1}^{\ell} c_i s^{k_i}$, for some $c_i > 0$, $k_i > 0$. We assume $\ell \in \mathbb{N} \setminus \{1\}$ as the case $\ell = 1$ has been considered elsewhere. Clearly these $\Phi$ satisfy Conditions 1.2 a), b) and c). We have

$$\Phi'(s) = \sum_{i=1}^{\ell} c_i k_i s^{k_i-1},$$

so

$$\Phi'(s) s - \Phi(s) = \sum_{i=1}^{\ell} c_i (k_i - 1) s^{k_i}.$$

Thus for Condition 1.2 d) we will have

- $\Phi'(s) - \Phi \geq 0$ for all $s > 0$ if all $k_i \geq 1$;
- $\Phi'(s) - \Phi \geq \varepsilon \Phi'$ for all $s > 0$ if all $k_i \geq \frac{1}{1-\varepsilon}$;
- $\Phi'(s) - \Phi \leq 0$ for all $s > 0$ if all $k_i$ satisfy $0 < k_i \leq 1$.

Conditions e) and f) are clearly satisfied by these $\Phi$. For Condition 1.2 g), we will have $\Phi''(s) \geq 0$ for all $s > 0$ if $k_i \geq 1$ for all $i$. Condition i) is satisfied by these $\Phi$ for any $c \geq \max_i c_i |k_i - 1|$. Condition h) is satisfied if $k_i > 1$ for all $i$.

(2) $\Phi(s) = \ln(1 + s)$. Clearly $\Phi$ satisfies Conditions 1.2 a), b) and c). For d) we have $\Phi'(s) - \Phi < 0$. Conditions e) and f) are again clearly satisfied. Condition h) is also satisfied for any $c \geq 1$ and Condition i) is also satisfied.

(3) $\Phi(s) = e^s - 1$. Clearly $\Phi$ satisfies Conditions 1.2 a), b) and c). For d) we have $\Phi'(s) - \Phi \geq 0$. Conditions e) and f) are again clearly satisfied while for g) we have $\Phi''(s) > 0$ for all $s$. Neither h) nor i) are satisfied for this $\Phi$.

(4) More $\Phi$ can be built from linear combinations of the above. For example, $\Phi(s) = \ln(1 + s) + s^2$ clearly satisfies Conditions 1.2 a), b), c), d) i), e), f), g) and h).

(5) In applications, other $\Phi$ might be constructed piecewise; of course the regularity of solutions to (1) will be affected (for non-smooth degree-one homogeneous speeds we refer the interested reader to [AHM, AM2] for the cases of convex speeds and $n = 2$ respectively).

3. Notation, time independent facts and geometric estimates

Our notation is the same as that used elsewhere (egs [A7, AMZ, H1]). In particular we write $g = \{g_{ij}\}$, $A = \{h_{ij}\}$ and $\mathcal{W} = \{\mathcal{W}_{ij}\}$ to denote respectively the metric, second
fundamental form and Weingarten map of the evolving $M_t$. The mean curvature of $M_t$ is
\[ H = g^{ij} h_{ij} = h^i_i \]
and the norm of the second fundamental form is
\[ |A|^2 = g^{ij} g^{lm} h_{il} h_{jm} = h^i_j h^j_i \]
where $g^{ij}$ is the $(i, j)$-entry of the inverse of the matrix $(g_{ij})$. As mentioned earlier, the norm of the trace-free component of the second fundamental form,
\[ |A_0|^2 = |A|^2 - \frac{1}{n} H^2 = \frac{1}{n} \sum_{i < j} (\kappa_i - \kappa_j)^2, \]
is identically equal to zero when $M_t$ is a sphere. As in earlier work we will also set
\[ C = \kappa_1^3 + \ldots + \kappa_n^3, \]
where the letter $C$ is chosen simply by convention. Throughout this paper we sum over repeated indices from 1 to $n$ unless otherwise indicated. Raised indices indicate contraction with the metric.

We denote by $(\dot{F}^{kl})$ the matrix of first partial derivatives of $F$ with respect to the components of its argument:
\[ \left. \frac{\partial}{\partial s} F (A + sB) \right|_{s=0} = F^{kl} (A) B_{kl}. \]
Similarly for the second partial derivatives of $F$ we write
\[ \left. \frac{\partial^2}{\partial s^2} F (A + sB) \right|_{s=0} = F^{kl,rs} (A) B_{kl} B_{rs}. \]
Throughout the article unless the argument is explicitly indicated we will always evaluate partial derivatives of $F$ at $\mathcal{W}$ and partial derivatives of $f$ at $\kappa(\mathcal{W})$. We will further use the shortened notation $\dot{f}^i = \frac{\partial f}{\partial \kappa_i}$ and $\ddot{f}^{ij} = \frac{\partial^2 f}{\partial \kappa_i \partial \kappa_j}$ where appropriate.

Let us next review some results for symmetric functions of the eigenvalues of matrices. The first theorem, proofs of which appear in [A4] and in [G], allows us to swap between derivatives of $F$ and derivatives of $f$ at a particular point (see also [A1] equation (2.23)). We denote by $\text{Sym}(n)$ the set of all $n \times n$ real symmetric matrices.

**Theorem 3.1.** Let $f$ be a $C^2$ symmetric function defined on a symmetric region $\Omega$ in $\mathbb{R}^n$. Let $\bar{\Omega} = \{ A \in \text{Sym}(n) : \kappa(A) \in \Omega \}$ and define $F : \bar{\Omega} \rightarrow \mathbb{R}$ by $F (A) = f (\kappa(A))$. Then at any diagonal $A \in \bar{\Omega}$ with distinct eigenvalues, the second derivative of $F$ in direction $B \in \text{Sym}(n)$ is given by
\[ F^{kl,rs} B_{kl} B_{rs} = \sum_{k,l} \ddot{f}^{kl} B_{kl} B_{ll} + 2 \sum_{k<l} \frac{\dot{f}^k - \dot{f}^l}{\kappa_k - \kappa_l} B_{kl}^2. \]

From the above result we have immediately:

**Corollary 3.2.** $F$ is convex (concave) at $\mathcal{W}$ if and only if $f$ is convex (concave) at $\kappa(\mathcal{W})$ and
\[ \frac{\dot{f}^i - \dot{f}^j}{\kappa_i - \kappa_j} \geq (\leq) 0 \text{ for all } i \neq j. \]

We also have the following result which is useful when the convexity or concavity of $F$ is strict in nonradial directions.
Corollary 3.3 (Lemma 7.12, [A1]). If $F$ satisfies Conditions [1.1] and is strictly convex in nonradial directions, then there exists $C > 0$ such that
\[ \dot{F}^{kl,rs}B_{kl}B_{rs} \geq C\frac{\vert \nabla A \vert^2}{\vert A \vert}. \]

On the other hand, if $F$ satisfies Conditions [1.1] and is strictly concave in nonradial directions, then there exists $C > 0$ such that
\[ \dot{F}^{kl,rs}B_{kl}B_{rs} \leq -C\frac{\vert \nabla A \vert^2}{\vert A \vert}. \]

The inequalities of the following Lemma are derived in [U] for concave $F$. The signs are opposite for convex $F$.

Lemma 3.4. For any convex (concave) $F$ satisfying Conditions [1.1] for all $\kappa \in \Gamma$,
\[ i) \ f(\kappa) \geq (\leq) \frac{1}{n}H, \]
\[ ii) \ \sum_k \dot{f}_k = \text{trace} (\dot{F}^{kl}) \leq (\geq) 1. \]

The next fact follows from the structure conditions on $F$. It is shown for example in [U].

Lemma 3.5. For any concave function $F$ satisfying Conditions [1.1] (a) to (d),
\[ \sum_{k=1}^{n} \dot{f}_k = \text{trace} (\dot{F}^{kl}) \geq 1. \]

A proof of the next result appears in [M3].

Corollary 3.6. If $F$ satisfies Conditions [1.1] and $F$ is convex (concave) at $W$, then at this $W$,
\[ i) \ F\vert A \vert^2 - H\dot{F}^{kl}h_{km}h_{ml} \leq (\geq) 0, \]
\[ ii) \ FC - \vert A \vert^2 \dot{F}^{kl}h_{km}h_{ml} \leq (\geq) 0. \]

The next inequalities appear as [H1, Lemma 2.3 (i)], [H2, Lemma 1.4 (iii)] and Lemma [CRS, Lemma 4.1] respectively. The third is attributed to Huisken and is a stronger version of an inequality in [H1]. It is important here because it contains the full $\nabla A$ on the right hand side rather than $\vert \nabla H \vert$.

Lemma 3.7. If $H > 0$ and $h_{ij} \geq \epsilon H g_{ij}$ is valid for some $\epsilon > 0$ then, using coordinates at any particular point that diagonalise the Weingarten map, we have
\[ i) \ HC - \left(\frac{\vert A \vert^2}{2}\right)^2 = \sum_{i<j} \kappa_i \kappa_j (\kappa_i - \kappa_j)^2 \geq n \epsilon^2 H^2 \vert A^0 \vert^2; \]
\[ ii) \ nC - H \vert A \vert^2 = \frac{1}{2} \sum_{i\neq j} (\kappa_i + \kappa_j) (\kappa_i - \kappa_j)^2 \geq 2n \epsilon H \vert A^0 \vert^2; \]
\[ iii) \ H\nabla h_{jk} - h_{jk} \nabla H \vert^2 \geq \frac{n-1}{2} \epsilon^2 H^2 \vert \nabla A \vert^2, \]
where $\vert A \vert^2 = \kappa_1^2 + \ldots + \kappa_n^2$ is the squared norm of the second fundamental form, $\vert A^0 \vert = \vert A \vert^2 - \frac{1}{n}H^2$ is the squared norm of the trace-free second fundamental form and $C = \kappa_1^3 + \ldots + \kappa_n^3$.

We also have from [H1].
Lemma 3.8.

\[ |\nabla A|^2 \geq \frac{3}{n+2} |\nabla H|^2 \]

and equivalently

\[ |\nabla A^0|^2 \geq \frac{2(n-1)}{3n} |\nabla A|^2. \]

The following results, that holds for tight curvature pinching, are \([\text{AM}1, \text{Lemma } 2.2, \text{Lemma } 2.3]\). They will be used in the case of Conditions 1.1 e) v) b). Since \(\Gamma\) is open, there exists \(\sigma \in \left(0, \frac{1}{n(n-1)}\right)\) such that

\[ \Gamma_0 = \{ \kappa(W) : |A^0|^2 \leq \sigma_0 H^2 \} \subset \Gamma. \]

Lemma 3.9. If \(H > 0\) and \(|A^0|^2 = \varepsilon H^2\) at \(p\) with \(\varepsilon < \frac{1}{n(n-1)}\), then the second fundamental form is positive definite at \(p\) and we have

(i) \(\left(1 - \sqrt{n(n-1)\varepsilon} \right) \frac{H}{n} \leq \kappa_2 \leq \left(1 + \sqrt{n(n-1)\varepsilon} \right) \frac{H}{n};\)

(ii) \(nC - (1 + n\varepsilon) H |A|^2 \geq \varepsilon (1 + n\varepsilon) \left(1 - \sqrt{n(n-1)\varepsilon} \right) H^3.\)

Remarks:

(1) As a consequence of Lemma 3.9 (i), the curvatures of \(M\) are pinched at \(p\) in the sense that

\[ \kappa_{\text{min}} \geq \left(1 - \sqrt{n(n-1)\sigma} \right) \kappa_{\text{max}}. \]

(2) For the inequality \(h_{ij} \geq \varepsilon H g_{ij}\) to hold on a convex hypersurface, it follows by taking the trace that \(\varepsilon \leq \frac{1}{n}\). Inequality (i) of Lemma 3.9 says that under the same assumptions, we have

\[ h_{ij} \geq \varepsilon H g_{ij} \quad \text{with} \quad \varepsilon = \frac{1 - \sqrt{n(n-1)\sigma}}{n}. \]

For the case of Conditions 1.1 e) v) b) we will also need the following estimates on \(F\) that follow via integration as in \([\text{AM}1], \text{Section } 4\).

Lemma 3.10. For arbitrary \(\kappa(W) \in \Gamma_0\) and arbitrary symmetric 2-tensors \(P\) and \(Q\), there exists a \(\mu \geq 0\) such that

\[ \left| F^{kl,rs}(W) P_{kl} Q_{rs} \right| \leq \frac{\mu}{H} |P||Q|. \]

Moreover, we have the matrix inequalities

\[ \left(1 - \mu \frac{|A^0|}{H}\right) I \leq F(W) \leq \left(1 + \mu \frac{|A^0|}{H}\right) I \]

and the estimate

\[ |F(W) - H| \leq \frac{\mu}{2} \frac{|A^0|^2}{H}. \]
Remark: The constant $\mu \geq 0$ is determined by the form of $F$. Given $\mu$, with a pinching requirement of the form $|A|^2 \leq \sigma H^2$, if we take $\sqrt{\sigma} < \frac{1}{\mu}$ we can be sure that $F$ is positive definite.

The last result we state in this section will be needed for the case of Conditions (\[ \| H \| \leq \sigma \]) v) a). It is proved as [MMW, Lemma 5.1].

**Lemma 3.11.** Let $G(\mathcal{W}) = g(\kappa(\mathcal{W}))$ be a smooth, symmetric, homogeneous of degree zero function in the principal curvatures of an axially symmetric hypersurface, where the coordinates are chosen such that $x_1$ is the axial direction. At any stationary point of $G$ for which $\dot{G}$ is nondegenerate,

$$\left( G_{ij} F^{\alpha \beta} - F_{ij} G^{\alpha \beta} \right) \nabla_{\alpha} h_{\beta} ^{\alpha \beta} = \frac{2f}{k_2 (k_2 - k_1)} (\nabla_i h_{22})^2.$$

**Note:** By nondegenerate we mean that in coordinates that diagonalise the Weingarten map, the corresponding diagonal matrix of $\dot{G}$ has no zero entries on the diagonal.

### 4. Evolution equations

The following evolution equations may be derived similarly as in previous work (see, for example [H1 A1 L1]). We write $u(x,t) = (X(x,t), v(x,t))$ for the support function of the evolving hypersurface $M_t$. We also set $Z = \frac{\delta}{\alpha - \delta}$ for constant $\delta$ to be chosen, $Z_\sigma = |A|^2 - \sigma H^2$ and denote by $G$ a general degree-$\alpha$ homogeneous symmetric function of the Weingarten map.

**Lemma 4.1.** Under the flow (1) we have the following evolution equations for geometric quantities associated with the evolving hypersurface $M_t$:

a) $\frac{\partial}{\partial t} g_{ij} = -2 \Phi h_{ij}; \frac{\partial}{\partial t} g^{ij} = 2 \Phi h^{ij};$

b) $\frac{\partial}{\partial t} h_{ij} = \Delta_{h} h_{ij} + \Phi f_{i}^{l} f_{j}^{r} \nabla_{h} \nabla_{h} h_{lr} + \Phi f_{i}^{l} h_{j}^{r} h_{pl} h_{lj} - (\Phi ' F + \Phi ) h_{ij} h_{kl};$

c) $\frac{\partial}{\partial t} h^{ij} = \Delta_{h} h^{ij} + \Phi f_{i}^{l} f_{j}^{r} \nabla_{h} \nabla_{h} h_{lr} + \Phi f_{i}^{l} h_{j}^{r} h_{pl} h_{lj} - (\Phi ' F - \Phi ) h^{ij} h_{kl};$

d) $\frac{\partial}{\partial t} G = \Delta_{h} G + (G_{ij} f_{i}^{l} f_{j}^{r} \nabla_{h} h_{lr} + \alpha h_{ij} h_{kl} h_{pl} G)
\n(\Phi ' F - \Phi ) \dot{G}^{ij} h^{ij} h_{kl};$

e) $\frac{\partial}{\partial t} F = \Delta_{h} F + \Phi ' |\nabla F|^2 + \Phi f_{i}^{l} h_{j}^{p} h_{pl} F;$

f) $\frac{\partial}{\partial t} H = \Delta_{h} H + \Phi f_{i}^{l} h_{j}^{p} h_{pl} h_{ij} h_{kl} + \Phi f_{i}^{l} h_{j}^{p} h_{pl} H - (\Phi ' F - \Phi ) |A|^2;$

g) $\frac{\partial}{\partial t} \Phi = \Delta_{h} \Phi + 2 \Phi ' \dot{F} h_{j}^{p} h_{pl} \Phi;$

h) $\frac{\partial}{\partial t} (\frac{\delta}{\alpha - \delta}) = \Delta_{h} (\frac{\delta}{\alpha - \delta}) + \frac{\partial}{\partial t} (\frac{\delta}{\alpha - \delta}) h_{ij} h_{kl} h_{pl} \nabla_{h} h_{l}^{ij} + \frac{\partial}{\partial t} (\frac{\delta}{\alpha - \delta}) H^{\alpha \beta} h_{pl} - F |A|^2;$

i) $\frac{\partial}{\partial t} (\frac{\delta}{\alpha - \delta} \Phi) = \Delta_{h} (\frac{\delta}{\alpha - \delta} \Phi) + \Phi ' \dot{F} h_{j}^{p} h_{pl} \Phi - \Phi f_{i}^{l} h_{j}^{p} h_{pl} \nabla_{h} h_{l}^{ij} + \frac{\partial}{\partial t} (\frac{\delta}{\alpha - \delta} \Phi) H^{\alpha \beta} h_{pl} - F |A|^2;$

j) $\frac{\partial}{\partial t} u = \Delta_{h} u + \Phi f_{i}^{l} h_{j}^{p} h_{pl} u - \Phi ' F - \Phi;$

k) $\frac{\partial}{\partial t} Z = \Delta_{h} Z + \frac{\partial}{\partial t} \Phi f_{i}^{l} h_{j}^{p} h_{pl} Z - \frac{\delta}{\alpha - \delta} \Phi f_{i}^{l} h_{j}^{p} h_{pl} Z + (\Phi ' F - \Phi ) Z_{\sigma}$;

l) $\frac{\partial}{\partial t} Z_{\sigma} = \Delta_{h} Z_{\sigma} + \alpha h_{ij} h_{kl} h_{pl} Z_{\sigma} - 2 \Phi f_{i}^{l} (\nabla_{h} h_{i} \nabla_{h} h_{l} - \frac{\delta}{\alpha - \delta} H \nabla_{h} h_{i} h_{l}) + 2 \sigma (\Phi ' F - \Phi ) \nabla_{h} h_{i} h_{l} h_{pl} Z_{\sigma}$.
\[ + \frac{2}{n} (\Phi - \Phi') [nC - (1 + n\sigma)H|A|^2]. \]

Above we use the notation as in [11]:

\[
\dot{\Phi}^{kl} = \Phi' \dot{F}^{kl}
\]

\[
\ddot{\Phi}^{kl,rs} = \Phi' \ddot{F}^{kl,rs} + \Phi'' \dot{F}^{kl} \dot{F}^{rs}
\]

\[
|T|_F = \dot{F}^{kl} T_k T_l
\]

\[
\Delta_k = \Phi^{kl} \nabla_k \nabla_l
\]

where \( \dot{\cdot} \) denotes derivative of a function of one variable with respect to its argument.

In the case of Conditions 1.1 e) iv), as in earlier work with this condition on \( F \), we instead parametrize the evolving hypersurface using its support function, incorporating a tangential diffeomorphism into (1) such that the parametrisation is preserved. Details of this procedure may be found in [A2, A3, AMZ, U] for examples. Then \( M_t \) has support function

\[
s(x,t) = \langle X(x,t), x \rangle,
\]

where \( x \) is the outer unit normal to \( M_t \) at \( X(x,t) \) for all \( t \in [0,T) \). The matrix of the inverse Weingarten map \( W^{-1} \) has entries given by

\[
r_{ij} = \nabla_i \nabla_j s + s_{ij},
\]

where \( \nabla \) denotes the covariant derivative on \( \mathbb{S}^n \). The eigenvalues of \( W^{-1} \) are the principal radii of curvature of \( M_t \) that we will denote by \( r_1, \ldots, r_n \).

With the appropriate tangential term added to (1) to ensure (3) is preserved, we have the following evolution equations:

**Lemma 4.2.**

a) \( \frac{\partial}{\partial t}s = -\Phi \left( F^{-1}_s(r_{ij}) \right) \);

b) \( \frac{\partial}{\partial t}r_{ij} = \Phi' F^{-2}_s \nabla \nabla q r_{ij} - \Phi' q_{ij} \nabla \dot{F}^{-2}_s \dot{r}_{ij} - \Phi' F^{-2}_s \dot{F}^{-2}_s \dot{F}_s \dot{r}_{ij} + (\Phi' F^{-1}_s - \Phi) s_{ij} \);

c) \( \frac{\partial}{\partial t}\Phi = \Phi' F^{-2}_s \nabla \nabla q \Phi + \Phi' F^{-2}_s \dot{F}_s \Phi \);

d) \( \frac{\partial}{\partial t}F^{-1} = \Phi' F^{-2}_s \nabla \nabla q \Phi - \frac{\partial}{\partial t} \dot{F}^{-1}_s \Phi - \frac{\partial}{\partial t} \dot{F}^{-1}_s \dot{F}^{-1}_s \Phi \).

**5. Pinching Estimates**

Curvature pinching of the type \( \kappa_i \geq \epsilon \kappa_j \) may be established in each of the cases of Conditions 1.1 e) using suitable adjustments of previous work. Natural requirements on \( \Phi \) soon become clear in each case.

Consequences of curvature pinching include bounds on degree-zero homogeneous functions of the principle curvatures: in particular, curvature pinching implies existence of constants \( 0 < C \leq C \) such that \( F \) is uniformly elliptic:

\[
0 < C \leq F \leq C.
\]

Also, as in [A1], curvature pinching implies the ratio of the outer radius to the inradius of \( M_t \) is bounded above.
5.1. **Case of Conditions** \([1.1](e) \text{ i) and } (e) \text{ v) a).** Both these cases can be handled using the degree-zero homogeneous function

\[ G(\psi) = \frac{n|A|^2}{H^2}. \]

For the axially symmetric case, let us denote by \(\kappa_1\) the curvature in the axial direction, and \(\kappa_2\) the rotational curvature. In either case we may write

\[ g(\kappa) = \frac{(n-1)(\kappa_1 - \kappa_2)^2}{[\kappa_1 + (n-1)\kappa_2]^2}. \]

It is important to keep in mind that \(g\) is symmetric in \((\kappa_1, \kappa_2)\) in the \(n = 2\) case, but not in the general axially symmetric case. We have

\[ g_1^2 = \frac{2n(n-1)\kappa_2(\kappa_1 - \kappa_2)}{H^3} \quad \text{and} \quad g_2^2 = \frac{2n\kappa_1(\kappa_2 - \kappa_1)}{H^3}. \]

We wish to show that under the flow \(\dot{\psi}\), the maximum of \(G\) does not increase. Since \(G\) is degree-zero homogeneous, \(\Phi'F - \Phi \geq 0\) and

\[ \dot{G}^{ij}h_i^kh_j = \dot{g}^1\kappa_1^2 + (n-1)g^2\kappa_2^2 = \frac{2n(n-1)\kappa_1\kappa_2}{H^3}(\kappa_1 - \kappa_2)^2 \geq 0, \]

the zero order terms in the evolution equation for \(G\) are nonpositive. It remains to check the gradient term. Since \(F\) is degree-one homogeneous and \(G\) is degree-zero homogeneous, using the condition \(\nabla G = 0\) at a maximum we find using cancellation as in \([A7]\) that in the present setting

\[
\left( g^{ij}\Phi^{kl,rs} - \Phi^{ij}\dot{G}^{kl,rs} \right) \nabla_i h_k \nabla_j h_r \\
= \frac{Fg_1^1}{\kappa_1\kappa_2^2(\kappa_2 - \kappa_1)} \left\{ \left[ \frac{\Phi''F}{\kappa_1} (\kappa_2 - \kappa_1) + 2\Phi'\kappa_1\kappa_2 \right] (\nabla_1 h_{12})^2 \\
+ \left[ - \frac{\Phi''}{\kappa_2} (\kappa_2 - \kappa_1) + 2\Phi'\kappa_1\kappa_2 \right] (\nabla_2 h_{11})^2 \right\} \\
= \frac{-2n(n-1)F}{\kappa_1\kappa_2H^3} \left\{ \kappa_1 \left[ \Phi''F (\kappa_2 - \kappa_1) + 2\Phi'\kappa_2 \right] (\nabla_1 h_{12})^2 \\
+ \kappa_2 \left[ - \frac{\Phi''F}{\kappa_1} (\kappa_2 - \kappa_1) + 2\Phi'\kappa_1 \right] (\nabla_2 h_{11})^2 \right\}.
\]

In view of symmetry, in the case \(n = 2\) we may assume \(\kappa_2 \geq \kappa_1\) and for the above gradient term to be negative we require

\[-2\Phi'\kappa_1 + \Phi''F (\kappa_2 - \kappa_1) \leq 0 \quad \text{and} \quad 2\Phi'\kappa_2 + \Phi''F (\kappa_2 - \kappa_1) \geq 0.\]

If it happens that \(\Phi'' = 0\) at the maximum of \(G\), then these conditions are obviously satisfied. If not, then writing \(r = \frac{\Phi'}{\Phi''F} \geq 1\), the conditions become

\[ r \leq 1 + \frac{2\Phi'}{\Phi''F} \quad \text{and} \quad r \geq \frac{1}{1 + \frac{2\Phi'}{\Phi''F}}. \]

The second if these is obviously true since \(\Phi', \Phi'' > 0\), while the first is a curvature pinching condition. Suppose there is a first time \(t \geq 0\) where equality is achieved in the first condition above \((t\) could be 0, but if the inequality is strict on \(M_0\) then we will have
At this time, the maximum of $G$ is nonincreasing and thus the pinching ratio does not deteriorate. We conclude that

$$r \leq 1 + \frac{2\Phi'}{\Phi''F}$$

continues to hold as long as the solution to (1) exists. That the pinching ratio is strictly decreasing unless $M_t$ is a sphere follows by the strong maximum principle: if there were a time $t_0 > 0$ where a new maximum of $G$ were attained, then $G$ would be identically constant. But any surface has an umbilic point, so there is a point where $G = 0$ and thus $G \equiv 0$. It follows that $M_t$ is a sphere.

In the axially symmetric case, $\nabla^2 h_{11} \equiv 0$ (see, for example, [MMW, Lemma 3.2]) but there is no symmetry in $\kappa_1$ and $\kappa_2$. We require that at the maximum of $G$,

$$2\Phi'\kappa_2 + \Phi''F (\kappa_2 - \kappa_1) \geq 0.$$ 

If it happens that $\Phi'' = 0$ at the maximum of $G$, then the above is clearly satisfied. Otherwise, if $\kappa_2 \geq \kappa_1$ at the maximum of $G$, then the above is always true, reading

$$\frac{\kappa_2}{\kappa_1} \geq \frac{1}{1 + \frac{2\Phi'}{\Phi''F}}.$$ 

If on the other hand $\kappa_1 > \kappa_2$ at the maximum of $G$, then the above reads

$$\frac{\kappa_1}{\kappa_2} \leq \frac{1}{1 + \frac{2\Phi'}{\Phi''F}}.$$ 

The same argument as in the $n = 2$ case gives that with this initial requirement on the pinching ratio, the maximum of $G$ does not deteriorate and thus the pinching ratio does not deteriorate. To see that the pinching ratio is strictly decreasing, we again appeal to the strong maximum principle. If a new maximum of $G$ is attained at some $(x_0, t_0)$ with $t_0 > 0$, then $G$ is identically equal to a positive constant. The evolution equation for $G$ then yields

$$0 \equiv -\frac{2n(n - 1)F}{\kappa_2H^4} \left[ \Phi''F (\kappa_2 - \kappa_1) + 2\Phi'\kappa_2 \right] (\nabla h_{11}^2 - (\Phi'F - \Phi) \frac{2n \kappa_1 \kappa_2 (\kappa_1 - \kappa_2)^2}{H^2}).$$

This is the sum of two nonpositive terms, so each must be identically equal to zero. If the pinching requirement is actually strict, then the first term and axial symmetry imply $|\nabla A| \equiv 0$ and thus $M_t$ is a sphere. Otherwise, from the second term we see that we must have

$$0 \equiv (\Phi'F - \Phi) \frac{2n \kappa_1 \kappa_2 (\kappa_1 - \kappa_2)^2}{H^2} = (\Phi'F - \Phi) \frac{2\kappa_1 \kappa_2}{H} C.$$ 

Since $C > 0$ and $M_t$ is strictly convex, it must be that $M_t$ has

$$\Phi' (F \psi) F (\psi) - \Phi (F \psi) \equiv 0.$$ 

If $M_t$ also has $F (\psi)$ identically constant, then by [EH], $M_t$ is a sphere. If not, then the solution of the above ordinary differential equation is $\Phi (s) = \Phi (1) s$. This particular case of $\Phi$ was covered in [MMW]. We conclude for the $\Phi$ of interest here that it is not possible for $G$ to be constant unless $M_t$ is a sphere, so the pinching ratio is strictly decreasing unless $M_t$ is a sphere. □

**Remark:** The above pinching requirement is easily seen to be equivalent to that in [A7, MMW] for the case $\Phi (F) = F^\alpha$, $\alpha > 1$. For more general $\Phi$ here it becomes a condition on the initial surface $M_0$. 

$r > 0$.

---

[HH]:

[MMW]:

[A7]:

[EH]:
5.2. Case of Conditions 1.1 (e) iii) a) and b). As in [A1], Condition 1.1 (e) iii) a) implies b), so only b) needs to be considered. We use the evolution of the same quantity as in [A1] but in this case a condition on \( \Phi \) is needed. As in Lemma 4.1 h), we have

\[
\frac{\partial}{\partial t} \left( \frac{H}{F} \right) = \Delta_F \left( \frac{H}{F} \right) + \frac{2}{F} \Phi^{kl} \nabla_k F \nabla_l \left( \frac{H}{F} \right) + \Phi' \left( F^{kl} r_s \nabla^l h_{kl} \nabla_r F \right) + \frac{\Phi''}{F^2} \left( F g^{ij} (H F^{ij}) \right) \nabla_l F \nabla_j F + \frac{1}{F^2} (\Phi' F - \Phi) \left( H F^{kl} h_{kl} h_{pr} - F |A|^2 \right).
\]

We wish to show the maximum of \( \frac{H}{F} \) is nonincreasing. The zero order term in (4) is nonpositive in view of Conditions 1.2 d) and Lemma 3.6 i). Using \( s |\Phi''|^2 \leq c \Phi' \) we can show that at a maximum of \( \frac{H}{F} \) the second and third term, considered together, are nonpositive.

The second term is a gradient term and the \( \tilde{H} \) term has the right sign for applying the maximum principle since \( F \) is concave and \( F, \Phi' > 0 \). Moreover, from Corollary 3.3 there is an absolute constant \( \overline{c} > 0 \) such that

\[
\Phi' \left( F^{kl} r_s \nabla^l h_{kl} \nabla_r F \right) \leq -\overline{c} \frac{\Phi' |\nabla A|^2}{F |A|}.
\]

We estimate, using Conditions 1.2 h),

\[
\frac{\Phi''}{F} \left[ g^{ij} - \left( \frac{H}{F} \right) F^{ij} \right] F^{kl} r_s \nabla^l h_{kl} \nabla_j h_{rs} \leq \frac{|\Phi''|}{F} \left| g^{ij} - \left( \frac{H}{F} \right) F^{ij} \right| |F|^2 |\nabla A|^2 \leq c \frac{\Phi'}{F^2} \left| g^{ij} - \left( \frac{H}{F} \right) F^{ij} \right| |F|^2 |\nabla A|^2.
\]

Since \( F \) is concave, we always have \( \frac{H}{F} \geq n \) by Lemma 3.2 i). At an umbilic point \((k, \ldots, k)\) we have \( \frac{H}{F} = n \) and \( g^{ij} - \left( \frac{H}{F} \right) F^{ij} = 0 \), the \( n \times n \) zero matrix. Let \( \overline{c} > n \) be the minimal constant such that

\[
n \leq \frac{H}{F} \leq \overline{c} \implies |A| \leq \overline{c} \frac{F}{F} \left| g^{ij} - \left( \frac{H}{F} \right) F^{ij} \right| |F|^2 \leq \overline{c}.
\]

Then the second and third terms of (4) considered together are nonpositive as required. The weak maximum principle gives that the maximum of \( \frac{H}{F} \) is nonincreasing.

Using the strong maximum principle we can show that in fact the maximum of \( \frac{H}{F} \) is strictly decreasing unless \( M_t \) is a sphere. If a new maximum of \( \frac{H}{F} \) were attained at some \((x_0, t_0)\), \( t_0 > 0 \), then \( \frac{H}{F} \) would be identically constant and we would again have

\[
0 = \Phi' \left( F^{kl} r_s \nabla^l h_{kl} \nabla_r F \right) + \Phi'' \left[ g^{ij} - \left( \frac{H}{F} \right) F^{ij} \right] \nabla_l F \nabla_j F + \frac{1}{F^2} (\Phi' F - \Phi) \left( H F^{kl} h_{kl} h_{pr} - F |A|^2 \right).
\]

This is a sum of three nonpositive terms, so each must be identically equal to zero. Since the concavity of \( F \) is strict in nonradial directions, we see from Corollary 3.3 that \( |\nabla A| = 0 \) and thus \( M_t \) is a sphere. We again conclude the pinching ratio is strictly decreasing unless \( M_t \) is a sphere.
5.3. Case of Conditions 1.1(e) ii). Here we will use an argument similar to Schulze [Sc]; the degree-zero quantity \( \frac{\partial}{\partial r} \) has been used elsewhere for the case where \( F \) is convex (egs Ch, A1, M3). Under the flow (1), \( \frac{\partial}{\partial r} \) evolves according to Lemma 4.1 i). We wish to show the minimum of \( \frac{\partial}{\partial r} \) does not decrease under (1). Using Lemma 3.4 i) and the fact that \( \Phi'F - \Phi \geq 0 \), we observe that the zero order term in the evolution equation is nonnegative. We will also neglect the norm-like term which is nonnegative. For the third term we use that since \( M_t \) is convex, the principal radii of curvature satisfy \( r_i = \frac{1}{k_i} \leq \frac{1}{n} \) and thus \( (h^{-1})^{ij} \geq \frac{1}{n} g^{ij} \), thus we can estimate

\[
\Phi' \frac{K}{F^n} (h^{-1})^{ij} F^{kl,rs} \nabla h_{kl} \nabla h_{rs} \geq \Phi' \frac{K}{F^{n+1}} \frac{1}{H} F^{kl,rs} \nabla h_{kl} \nabla h_{rs} \geq C \frac{\Phi'}{n} \frac{K}{F^{n+1}} \frac{|\nabla A|^2}{|A|},
\]

where the last inequality holds in view of Lemmas 3.4 i) and 3.3. For the fourth \( \Phi'' \) term we estimate

\[
\Phi'' \frac{K}{F^{n+1}} \left[ F (h^{-1})^{ij} - nF^{ij} \right] \nabla_i F \nabla_j F \leq C \frac{\Phi'}{n} \frac{K}{F^{n+1}} |\nabla A|^2,
\]

where we have used Conditions 1.2 h). Therefore we will have

\[
\Phi'' \frac{K}{F^{n+1}} \left[ F (h^{-1})^{ij} - nF^{ij} \right] \nabla_i F \nabla_j F \leq \frac{C}{n} |\nabla A|^2,
\]

provided the following degree-zero homogeneous inequality holds:

\[
\frac{|A|}{F} |F (h^{-1})^{ij} - nF^{ij}| |F| \leq \frac{C}{n}.
\]

Now, the matrix in the above norm is equal to zero on the sphere (on which \( \frac{\partial}{\partial r} \equiv 1 \)) by continuity there will be a minimal constant \( 0 < \hat{C} < 1 \) such that

\[
\frac{K}{F^n} \geq \hat{C} \implies |A| |F (h^{-1})^{ij} - nF^{ij}| |F| \leq \frac{C}{n}.
\]

Thus while the curvatures of \( M_t \) satisfy \( \frac{K}{F^n} \geq \hat{C} \), we have for almost every \( t \)

\[
\frac{d}{dt} \min M_t \frac{K}{F^n} \geq 0
\]

and thus the corresponding curvature pinching is preserved.

To see that in fact the quantity is strictly increasing unless \( M_t \) is a sphere we use the strong maximum principle: if \( \frac{\partial}{\partial r} \) attained a new minimum at some \((x_0, t_0), t_0 > 0 \) then \( M_t \) would have \( \frac{K}{F^n} \) identically constant, and its evolution equation would reduce to the sum of nonnegative terms. In particular, because of the strict convexity of \( F, M_t \) would have to have \( |\nabla A| \equiv 0 \) and thus \( M_t \) would be a sphere. \( \square \)

5.4. Case of Conditions 1.1(e) v) b). As in [AM1], control on the quantity \( Z_{\sigma} = |A|^2 - \sigma H^2 \) provides curvature pinching, via Lemma 3.9 i). We use the evolution equation for \( Z_{\sigma} \) similarly as in [AM1], Section 5. As usual, some differences arise because we have \( \Phi(F) \) in place of \( F^a \).

Suppose \( Z_{\sigma} \leq 0 \) everywhere on \( M_0 \) and there is a first time \( t_0 \geq 0 \) where \( Z_{\sigma} \) at \((x_0, t_0)\) is equal to zero. Of the zero-order terms in the evolution equation for \( Z_{\sigma} \), Lemma 5.1 i), the first is obviously equal to zero while the second is nonpositive in view of Condition 1.2 d) (first option) and Lemma 3.9 ii).
For the $\Phi$ term we estimate using Lemma 3.10 and Condition 1.2 h)

\[
2 \left[ h^{ij} - \left( \frac{1}{n} + \sigma \right) g^{ij} H \right] \Phi^{kl,rs} \nabla_i h_{kl} \nabla_j h_{rs}
\]

\[
= 2 \left( \Phi' F^{kl,rs} + \Phi' F^{kl} F^{rs} \right) \left[ h^{ij} - \left( \frac{1}{n} + \sigma \right) g^{ij} \right] \nabla_i h_{kl} \nabla_j h_{rs}
\]

\[
\leq 2 \left( \Phi' |F| + |\Phi''| |F|^2 \right) \left[ h^{ij} - \left( \frac{1}{n} + \sigma \right) g^{ij} \right] |\nabla A|^2
\]

\[
\leq 2 \left[ \Phi' \mu + |\Phi''| H \left( 1 + \mu \left( \frac{A^0}{H} \right)^2 \right) \right] \sqrt{\sigma (1 + n \sigma)} |\nabla A|^2
\]

\[
\leq 2 \left[ \Phi' \mu + |\Phi''| \frac{2}{2 - \mu \sigma} \left( 1 + |\nabla \sigma| \right)^2 \right] \sqrt{\sigma (1 + n \sigma)} |\nabla A|^2
\]

\[
\leq 2 \Phi' \left[ \mu + \frac{2 \kappa}{2 - \mu \sigma} \left( 1 + |\nabla \sigma| \right)^2 \right] \sqrt{\sigma (1 + n \sigma)} |\nabla A|^2.
\]

Next we estimate

\[
\Phi^{ij} \left( \nabla_i h_{kl} \nabla_j h_{kl} - \frac{1}{n} \nabla_i H \nabla_j h \right)
\]

\[
= \Phi' F^{ij} \left( \nabla_i h_{kl} - \frac{1}{n} g_{kl} \nabla_i H \right) \left( \nabla_j h^{kl} - \frac{1}{n} g^{kl} \nabla_j h \right)
\]

\[
\geq \Phi' \left( 1 - \mu \left( \frac{A^0}{H} \right)^2 \right) |\nabla A|^2
\]

\[
\geq \frac{2(n-1)}{3n} \left( 1 - \mu \left( \frac{A^0}{H} \right)^2 \right) \Phi' |\nabla A|^2
\]

and, using Lemma 3.8

\[
2 \sigma \Phi^{ij} \nabla_i H \nabla_j H = 2 \sigma \Phi' F^{ij} \nabla_i H \nabla_j H
\]

\[
\leq 2 \sigma \left( 1 + |\nabla \sigma| \right) \Phi' |\nabla H|^2 \leq \frac{2(n+2)}{3} \sigma \left( 1 + \mu \left( \frac{A^0}{H} \right)^2 \right) \Phi' |\nabla A|.
\]

Putting these estimates together we see that the gradient terms of the evolution equation for $Z_\sigma$ may be estimated above by

\[
\Phi' \left\{ - \frac{4(n-1)}{3n} \left( 1 - \mu \left( \frac{A^0}{H} \right)^2 \right) + 2 \sqrt{\sigma (1 + n \sigma)} \left[ \mu + \frac{2 \kappa}{2 - \mu \sigma} \left( 1 + \mu \left( \frac{A^0}{H} \right)^2 \right) \right] \right. \\
\left. + \frac{2(n+2)}{3} \sigma \left( 1 + \mu \left( \frac{A^0}{H} \right)^2 \right) \right\} |\nabla A|^2.
\]

Recall that $\sqrt{\sigma} < \frac{1}{n}$ ensures $\tilde{F}$ is positive definite. Taking $\sqrt{\sigma}$ smaller still, the first term in the above bracket is negative and enough to ensure overall the expression is nonpositive for $0 \leq \sigma \leq \sigma_0$ for some $\sigma_0 > 0$ depending on $n$ and $\mu$.

We conclude that provided $0 \leq \sigma \leq \delta_0$, $Z_\sigma$ does not increase, and thus via Lemma 3.9 i) curvature pinching is maintained under the flow (1).

To see that curvature pinching is strictly improving in this case we also follow [AM1].

Set $\tilde{H} = \sup_{M_0} H$ and consider for $\lambda > 0$ to be chosen the evolution of $Z_\lambda = \left| A^0 \right|^2 - \sigma_0 \bar{H}^{\lambda} \left( H^2 - \lambda \right)$. We show that $Z$ cannot attain a new zero maximum at a point with $H \geq \bar{H}$.
concluding that, under \([1]\),

\[
|A^0|^2 \leq \min \{ \sigma_0 H^2, \sigma_0 \tilde{h}^2 H^{2-\lambda} \}.
\]

Setting \(\sigma = \sigma_0 \left( \frac{\lambda}{H} \right) \leq \sigma_0\), using Lemma \([4,1]\) the evolution equation for \(Z_\lambda\) is

\[
\frac{\partial}{\partial t} Z_\lambda = \Delta_\Phi Z_\lambda + 2 \left[ \delta[ij] - \left( \frac{1}{n} + \sigma \right) H \Phi[ij] \right] \Phi[kl,ij] \nabla_k h_{ij} \nabla_nh_{rs} \\
- 2 \Phi[ij] \left( \nabla_i h_{kl} \nabla_j h_{kl} - \frac{1}{n} \nabla_i H \nabla_j H \right) + 2 \sigma \Phi[ij] \nabla_i H \nabla_j H + \lambda \sigma H \Phi[kl,rs] \nabla_k h_{ij} \nabla_i h_{rs} \\
- \lambda (3 - \lambda) \sigma \Phi[ij] \nabla_i H \nabla_j H + 2 \Phi[kl,ij] h_{kl} z_{ij} + \lambda \sigma \Phi[kl,ij] h_{ml} H^2 \\
- \frac{2}{n} (\Phi'[F - \Phi]) \left[ nC - (1 + n\sigma) H |A|^2 + n\frac{\lambda}{2} H |A|^2 \right].
\]

Choosing now \(\lambda \leq 3\) we can discard the above \((3 - \lambda)\) term. Using Condition \([1.2\, d]\), the other zero order terms are bounded by

\[
\lambda \sigma \Phi'[H^3 - \frac{2}{n} (\Phi'[F - \Phi]) \sigma(1 + n\sigma) \left( 1 - \sqrt{n/(n-1)} \right) H^3] \\
\leq \Phi' \left[ \lambda \sigma - \frac{2}{n} \varepsilon \sigma (1 + n\sigma) \left( 1 - \sqrt{n/(n-1)} \right) \right] F H^3,
\]

which is nonpositive for sufficiently small \(\lambda\).

The gradient terms may be estimated as for \([7]\); with the extra gradient term in \([9]\) we now have

\[
\Phi' \left\{ -\frac{4(n-1)}{3n} (1 - \mu \sqrt{\sigma}) + \left( 2\sqrt{\sigma(1 + n\sigma)} + \lambda \sigma \right) \left[ \mu + \frac{2c}{2 - \mu \sigma} (1 + \mu \sqrt{\sigma}) \right] \\
+ \frac{2(n+2)}{3} \sigma (1 + \mu \sqrt{\sigma}) \right\} \|A\|^2.
\]

Taking \(\lambda\) smaller again if needed, we can ensure this term is also negative. We conclude the corresponding \(Z_\lambda\) cannot attain a new zero maximum and thus \([8]\) holds.

\[\square\]

5.5. Case of Conditions \([1.1\, e\, iv]\). Here we will again use Andrews’ generalisation of Hamilton’s tensor maximum principle, but this time with the parametrisation of the evolving hypersurface via its support function. As a generalisation of the tensor used in \([AMZ\, Lemma\ 11]\), where the speed was degree-one homogeneous, here we instead set \(T_{ij} = r_{ij} - C\Phi^{-1} \delta_{ij}\), where we note \(\Phi\) is a function of \(F^{-1}\) and we choose \(C > 0\) such that initially \(T_{ij} \leq 0\). Using the evolution equations from Lemma \([4.2]\) we have

\[
\frac{\partial}{\partial t} T_{ij} = \Phi' F^{-2} F^{pq} \nabla_p \nabla_q T_{ij} + \Phi' F^{-2} F^{pq,r} \nabla_{pq} \nabla_{r} T_{ij} - \left( 2\Phi' + \frac{\Phi''}{F^2} \right) F^{-3} \nabla_i F_s \nabla_j F_s \\
+ \frac{2C\Phi'}{\Phi^3} F^{-2} F^{pq} \nabla_p \nabla_q \Phi [\Phi_0 \delta_{ij}] - \Phi' F^{-2} \nabla_i F_s T_{ij} + (\Phi' F^{-1} - \Phi) \xi_{ij}.
\]

Suppose there is a first \((x_0, t_0)\) where \(T_{ij}\) has a null eigenvector, that is, there exists a nonzero vector \(\xi\) such that \(T_{ij}(x_0, t_0) \xi^i = 0\); equivalently \(r_{ij} \xi^i = C\Phi^{-1} \xi_j\). We may assume all eigenvalues are distinct. Let us choose coordinates such that \((r_{ij}) = \text{diag}(r_1, r_2, \ldots, r_n)\)
where $r_1$ is the largest principal radii of curvature and $\xi = e_1$, the first coordinate direction. Applying the null eigenvector to the zero order terms of (10) at $(x_0, t_0)$, we have

$$(\Phi' F_{s}^{-1} - \Phi) |\xi|^2 \leq 0$$

by the condition on $\Phi$. For the gradient terms, we need to show that for all totally symmetric three-tensors satisfying $(B_{kk} - C\Phi^{-2} \Phi' F_s^{-2} \delta_{ij} \phi_{pp} B_{kk}) \xi^i \xi^j$ we have for some choice of $\Gamma_1^i$ the inequality

$$\left[ \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} - \frac{1}{F_s} \left( 2 + \frac{\Phi''}{\Phi F_s} \right) \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} B_{kk} B_{pp} B_{1k1p} - \frac{1}{F_s} \left( 2 + \frac{\Phi''}{\Phi F_s} \right) \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} B_{kk} B_{1k1p} \right]
\left[ \frac{B_{111}}{C^2 \Phi^{-4} F_s^{-4} (\Phi')^2} \right] + 2 C \Phi^2 \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} \frac{B_{111}^2}{C^2 \Phi^{-4} F_s^{-4} (\Phi')^2} + 2 \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} \sum_{p=1}^{11} \left[ 2 \Gamma^p_k \left( B_{kk} - C\delta_{pp} \phi_{pp} B_{kk} \right) - (\Gamma^p_k)^2 r_p \right] \leq 0.$$

In view of our chosen coordinates, this can be rewritten as

$$j_{s}^k B_{kk} B_{1k1p} + 2 \sum_{k > p} \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{r_k - r_p} B_{1k1p} - \frac{1}{F_s} \left( 2 + \frac{\Phi''}{\Phi F_s} \right) \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} B_{kk} B_{1k1p}$$

$$+ 2 C \Phi^2 \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} \frac{B_{111}^2}{C^2 \Phi^{-4} F_s^{-4} (\Phi')^2} + 2 \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} \sum_{p=1}^{11} \left[ 2 \Gamma^p_k \left( B_{kk} - C\delta_{pp} \phi_{pp} B_{kk} \right) - (\Gamma^p_k)^2 r_p \right] \leq 0.$$

In our coordinates, the condition on $\Gamma$ (coming from the first order derivative condition at the extremum) becomes $B_{kk} = C\Phi^{-2} \phi_{pp} B_{kk}$ for each $k$. Moreover, $T_{ij} = t_i \delta_{ij}$ (where $t_i = r_i - C \Phi^{-1}$), so (11) becomes

$$j_{s}^k B_{kk} B_{1k1p} + 2 \sum_{k > p} \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{r_k - r_p} B_{1k1p} + 2 \sum_{k < p} \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{r_k - r_p} B_{1k1p} - \frac{1}{F_s} \left( 2 + \frac{\Phi''}{\Phi F_s} \right) \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} B_{kk} B_{1k1p}$$

$$+ 2 C \Phi^2 \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} \frac{B_{111}^2}{C^2 \Phi^{-4} F_s^{-4} (\Phi')^2} + 2 \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} \sum_{p=1}^{11} \left[ 2 \Gamma^p_k \left( B_{kk} - C\delta_{pp} \phi_{pp} B_{kk} \right) - (\Gamma^p_k)^2 r_p \right] \leq 0.$$

Choosing now $\Gamma_1^k = 0$ for all $k$ (as in (A5)), the above may be rewritten as

$$j_{s}^k B_{kk} B_{1k1p} + 2 \sum_{k > p} \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{r_k - r_p} B_{1k1p} + 2 \sum_{k < p} \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{r_k - r_p} B_{1k1p} - \frac{1}{F_s} \left( 2 + \frac{\Phi''}{\Phi F_s} \right) \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} B_{kk} B_{1k1p}$$

$$+ 2 \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} B_{111} + 2 \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} \sum_{p=1}^{11} \left[ 2 \Gamma^p_k B_{kk} - (\Gamma^p_k)^2 (r_p - r_1) \right] \leq 0.$$

and as in (A5) the last summation terms may be rewritten to give equivalently

$$j_{s}^k B_{kk} B_{1k1p} + 2 \sum_{k > p} \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{r_k - r_p} B_{1k1p} + 2 \sum_{k < p} \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{r_k - r_p} B_{1k1p} - \frac{1}{F_s} \left( 2 + \frac{\Phi''}{\Phi F_s} \right) \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} B_{kk} B_{1k1p}$$

$$+ 2 \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} B_{111} + 2 \frac{\dot{\epsilon}_{i,j}^{kl, pq}}{F_s} \sum_{p=1}^{11} \left[ \Gamma^p_k B_{kk} - (\Gamma^p_k)^2 \frac{B_{1k1p}}{r_1 - r_p} \right] \leq 0.$$

The optimal choice of $\Gamma^p_k$ for $p > 1$ is clearly $\Gamma^p_k = \frac{B_{1k1p}}{r_1 - r_p}$. Turning our attention now to the other terms above, the $j_s$ term is clearly nonpositive since $j_s$ is concave. The coefficient
of $B_{111}^2$ is
\[
- \frac{1}{F_s} \left( 2 + \frac{\Phi''}{\Phi F_s} \right) \left[ \frac{1}{C^2 \Phi^4 s^{-4}} \right] + \frac{2 \Phi F_s}{C} f_1
\]
\[
= \frac{2 \Phi^2}{C^2} \left[ - \left( \frac{\Phi^2 F_s^2}{(\Phi')^2} + \frac{1}{2} \frac{\Phi'' F_s}{(\Phi')^3} \right) F_s + r_1 f_1 \right]
\]
\[
= \frac{2 \Phi^2}{C^2} \left[ - \left( \frac{\Phi^2 F_s^2}{(\Phi')^2} + \frac{1}{2} \frac{\Phi'' F_s}{(\Phi')^3} \right) F_s + F_s - \sum_{k=2}^n \frac{r_k}{f_k} \right].
\]

A sufficient condition for the above to be nonpositive is
\[
- \left( \frac{\Phi^2 F_s^2}{(\Phi')^2} + \frac{1}{2} \frac{\Phi'' F_s}{(\Phi')^3} \right) + 1 \leq 0,
\]
which is true in view of the second order condition on $\Phi$ in the theorem (Conditions 1.2 i).

That the remaining coefficients of $B_{111}^2$, of $B_{111}^2$, and of $B_{111}^2$, $1 < k < l$ in (12) are each nonpositive follows exactly as in the proof of [AMZ, Lemma 11].

The result follows. Since the inequality of Conditions 1.2 is strict, then the quantity
\[
sup_{v \in T, \|v\|=1} \left( r(v, v)(t, z) F_s \Phi \circ F_s(r_{ij}(t, z)) \right)
\]
is strictly decreasing unless $M_t$ is a totally umbillic sphere, by the same strong maximum principle argument as in [AMZ], using also here the strict monotonicity of $\Phi$.

6. LONG TIME EXISTENCE AND CONVERGENCE TO A POINT

The argument for an upper speed bound under the flow (1) goes back to an idea of Chou [1]. The version used here is essentially as in [11].

**Proposition 6.1.** Under the flow (1), while the inradius of $M_t$ is positive, the speed satisfies
\[
\Phi(F) \leq C
\]
everywhere on $M_t$.

**Idea of the proof:** Curvature pinching of the previous section implies there exists $C > 0$ such that
\[
F^{kl} h^m_k h_{ml} \geq C F^2.
\]
From Lemma 4.1 k) we have, while $u - \delta \geq \frac{\delta}{2}$ say, for small $\delta > 0$,
\[
\frac{\partial}{\partial t} Z \leq \Delta \Phi Z + \frac{2}{u - \delta} (\nabla u, \nabla Z) \Phi + Z^2 + (1 - \delta CF) \frac{Z \Phi F^2}{u - \delta}.
\]
We only need to consider the situation where $F > \frac{2}{\delta u}$ because if $F \leq \frac{2}{\delta u}$ then via monotonicity of $\Phi$ we have
\[
\Phi(F) \leq \Phi \left( \frac{2}{\delta C} \right)
\]
which is bounded, and hence $Z$ is bounded. When $F > \frac{2}{\delta u}$ we have
\[
\frac{\partial}{\partial t} Z \leq \Delta \Phi Z + \frac{2}{u - \delta} (\nabla u, \nabla Z) \Phi + Z^2 - \frac{1}{2} \frac{\delta C}{u - \delta} \frac{Z \Phi F^2}{u - \delta}
\]
\[
= \Delta \Phi Z + \frac{2}{u - \delta} (\nabla u, \nabla Z) \Phi + Z^2 \left( 1 - \frac{C \delta \Phi F^2}{2} \right).
\]
From Conditions 1.2, observe that if $F$ is large enough we will have
\[ 1 - \frac{C\delta}{2} \Phi F^2 \leq -1 \]
say in which case $Z$ does not increase. (Again, if $F$ is not large enough then $\Phi$ is bounded anyway.). The result follows.

The arguments for regularity of solutions to (1) while the inradius is positive are now very similar to those in previous work. Since $F$ is degree-one homogeneous and $\Phi'(F)$ has a positive lower bound, evolution equations for $F$ and first derivatives of the graph height function are each uniformly parabolic, so a result of Krylov and Safonov [KS] gives Hölder continuity of these quantities. Where $F$ is convex or concave, $C^2$ regularity follows from a classical result of Krylov [K], in the cases of $n = 2$ or axial symmetry, this regularity follows instead as in [AM] and [MMW] respectively, using [A6], while in the remaining strong curvature pinching case arguments as in [AM1] apply. Higher regularity then follows by Schauder estimates and a standard contradiction to the maximal time argument using short time existence gives that $|A|^2 \to \infty$ as $T \to \infty$. Curvature pinching implies all curvatures are unbounded as $t \to T$ and convergence to a point follows.

7. CONVERGENCE OF THE RESCALED SOLUTION TO THE UNIT SPHERE

In order to study the asymptotic shape of $M_t$ towards the final time $T$, as in previous work we will rescale by the time-dependent factor determined by the behaviour of shrinking spheres under the flow. Like in [CT2], for general $\Phi$ this factor cannot usually be written down explicitly but for a given $\Phi$ and initial hypersurface $M_0$ we will denote by $\Theta(t)$ the radius of the sphere that shrinks to a point precisely at time $T$, the extinction time for the flow (1) with initial hypersurface $M_0$. We then use the rescaled time parameter $\tau = -\ln \Theta(t)$ and examine the rescaled solution hypersurfaces $\tilde{M}_\tau$ given by
\[ \tilde{X}(x, \tau) = \frac{1}{\Theta(t)} [X(x, t) - p], \]
where $p$ is the extinction point for the solution to (1) with initial data $M_0$. The rescaled hypersurfaces satisfy the evolution equation
\[ \frac{\partial \tilde{X}}{\partial \tau} = -\Phi \left( \frac{1}{\Theta} \right) \Phi(F) \n\tilde{v} + \tilde{X}, \]
where the outer unit normal $\n\tilde{v} = v$ is unchanged under rescaling.

Our argument proceeds as in [A1] Section 7, without writing down $\Theta(t)$ explicitly. As there, curvature pinching implies uniform bounds above and below on the inradius and circumradius of $\tilde{M}_\tau$ for all $\tau$ and via Theorem 6.1 the flow speed of the rescaled hypersurfaces is uniformly bounded above. In most cases the structure of $\Phi$ implies that $\Phi'$ is uniformly bounded below by a positive constant, so, since $F$ is degree-one homogeneous the equation for the rescaled speed is uniformly parabolic with bounded, measurable coefficients and thus the Harnack inequality gives a positive uniform lower bound on the rescaled speed.\footnote{Of the example speeds given in Section 2, those of example (1) have $\Phi'(s) \geq c_1 > 0$ in the natural case that $k_1 = 1$; example (2) has $\Phi'$ bounded below in view of the uniform upper bound on the rescaled speed and example (3) has $\Phi' \geq 1$. If $\Phi'$ is not uniformly bounded below then additional arguments are needed. These follow [AM1] in the case of strong curvature pinching or [MM] for the axially symmetric case.} Regularity of the rescaled solutions now follows by standard arguments similarly as in the unrescaled case, with each of the sets of conditions. The strict improvement of the pinching ratio in each case implies subsequential convergence to the sphere; stronger convergence may then be deduced via a linearisation argument. \hfill \Box
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