Learning to Inference with Early Exit in the Progressive Speech Enhancement
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Abstract—In real scenarios, it is often necessary and significant to control the inference speed of speech enhancement systems under different conditions. To this end, we propose a stage-wise adaptive inference approach with early exit mechanism for progressive speech enhancement. Specifically, in each stage, once the spectral distance between adjacent stages lowers the empirically preset threshold, the inference will terminate and output the estimation, which can effectively accelerate the inference speed. To further improve the performance of existing speech enhancement systems, PL-CRN++ is proposed, which is an improved version over our preliminary work PL-CRN and combines stage recurrent mechanism and complex spectral mapping. Extensive experiments are conducted on the TIMIT corpus, the results demonstrate the superiority of our system over state-of-the-art baselines in terms of PESQ, ESTOI and DNSMOS. Moreover, by adjusting the threshold, we can easily control the inference efficiency while sustaining the system performance.
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I. INTRODUCTION

Speech enhancement (SE) aims to extract the target speech signals from the corrupted noisy mixtures, facilitating the application of speech techniques in real scenarios, like telecommunication systems and hearing assistant devices [1]. Thanks to the development of deep neural networks (DNNs), the performance of SE systems are notably boosted in recent years with the help of complicated network topology, including feed-forward layers [2], convolutional neural networks (CNNs) [3], [4], long-short term memory units (LSTMs) [5], and self-attention mechanism [6].

Motivated by curriculum learning concept [8], progressive learning (PL) based SE algorithms begin to thrive recently [9]–[11], which have been demonstrated to exhibit better performance over the conventional “black-box” DNN framework. Different from the previous works where the whole mapping process is viewed as agnostic, PL explicitly decomposes the original difficult task into several easier sub-problems and the speech can be recovered in a stage-wise manner. Despite the advantages of multi-stage based SE algorithms, they usually suffer from the “heavy run-time delay” problem, which can be elaborated from two perspectives. On the one hand, for real-time devices, the processing delay needs to be considered seriously. However, the number of network depth will linearly grow with the increase of training stages, which usually brings linear-proportional processing delay [10]. On the other hand, as the inference of current stage usually concerns the estimation results from previous stages, the system has to wait until the previous stages are finished, which also heavily limits the parallelism of SE systems.

To mitigate the problem above, an Early Exit Mechanism named EEM has been applied into pretrained language model (PLM) [12] and multi-channel source separation (MSS) [13]. Inspired by this idea, we propose a new EEM method for adaptive inference with more fast and robust speech enhancement performance. Specifically, a pre-defined threshold is set beforehand. During the inference period, the calculation will not be stopped until the estimation gap between the adjacent stages is lower than the threshold. In this way, the model can early exit without passing through all layers. As the algorithm only works in the inference stage, it is simple to operate and can be generalized to various SE systems. The advantages of the proposed EEM can be illustrated as two-fold. Firstly, we can adaptively switch the output result depending on the device requirement. For example, for the devices with strict run-time delay requirement, faster inference time can be achieved by setting suitable threshold values. Secondly, we can also adaptively control the inference time depending on the SNR requirement. For example, in low SNRs, we can pass more stages to generate more clear speech while fewer stages are needed in high SNRs.

Recently, the benefit of phase recovery in improving speech perception especially in low SNRs has been well investigated [14–17]. In our preliminary study [10], the PL-CRN only works for magnitude enhancement. In this paper, we further propose an improved PL-CRN called PL-CRN++. Several strategies are adopted. Firstly, instead of estimating magnitude, both real and imaginary (RI) components of the spectrum are estimated simultaneously [14]. Besides, all the (de)convolution layers in the encoder and decoder modules are replaced by the gated linear unit (GLU) formats [18]. In addition, rather than simply concatenate the outputs from previous stages along the channel dimension as the input
of current stage, we adopt a stage recurrent mechanism to effectively grasp the sequence dependency across different stages [16].

The rest of the paper is organized as follows. In Section II both early exit mechanism and the utilized network are introduced. In Section III the experimental settings are given. Experimental results and analysis are presented in Section IV. Some conclusions are drawn in Section V.

II. PROPOSED APPROACH

A. Progressive Learning for Speech Enhancement

With short-time Fourier transform (STFT), let \( X(k,l) \), \( S(k,l) \), and \( N(k,l) \) denote the complex values of noisy, clean, and noise signals in the T-F domain with the frequency index of \( k \) and time index of \( l \). The problem is formulated as:

\[
X(k,l) = S(k,l) + N(k,l), \quad k \in [1,K], \quad l \in [1,L],
\]

(1)

where \( K \) and \( L \) denote the number of frequency bins and time frames, respectively. For better readability, we will omit the T-F index if no confusion arises. In the progressive learning based speech enhancement approaches, the whole denoising process is split into several stages, and the intermediate targets are defined as the SNR-improved spectra over the noisy version. Let \( Q \) denote the total stage number, then the intermediate targets are defined as \( \{ S^1, S^2, \cdots, S^Q \} \). In the \( q \)th stage, the mapping process can be presented as:

\[
\tilde{S}^q = g_q\left( X, S^1, \cdots, S^{q-1}, \Theta_q \right),
\]

(2)

where \( g_q(\cdot) \) and \( \Theta_q \) denote the mapping function and the parameter set in the \( q \)th stage, respectively. \( \tilde{S}^q \) refers to the estimated complex spectrum in the \( q \)th stage. To enable the network training, we concatenate the real and imaginary components of the spectrum along the channel axis, i.e., \( \{ X, \tilde{S}^1, \cdots, \tilde{S}^Q \} \in \mathbb{R}^{2 \times K \times L} \). Note that in the current stage, the previous outputs together with the noisy complex spectrum are involved as the inputs to mitigate the information loss during the training process [9].

B. Early Exit Mechanism

Early exit mechanism (EEM) is originally proposed in [19] to mitigate the “overthinking” problem during the decision-making process. That is, for many input samples, shallow representation is already adequate for network classification. In this paper, we rethink this problem from another perspective. In real scenarios, the requirement for inference speed varies among different devices. Besides, noise intensity in the real environment usually changes largely. When the SNR is quite low, it is necessary to pass more stages to generate the speech with better quality. However, for high SNR cases, fewer stages are needed to yield the enhanced speech with adequate quality.

Informally, we define \( \tau \) as the threshold, which is manually set beforehand. For \( q \)th stage, the adjacent spectral distance \( \text{Dist}_q \) is defined as:

\[
\text{Dist}_q = \frac{1}{ZLK} \sum_{l=1}^{L} \sum_{k=1}^{K} \| \tilde{S}^q(k,l), \tilde{S}^{q-1}(k,l) \|_2^2,
\]

(3)

The normalization term \( Z \) is set to mitigate the influence of magnitude scale, defined as follows:

\[
Z = \frac{1}{LK} \sum_{l=1}^{L} \sum_{k=1}^{K} \| X(k,l) \|_2^2,
\]

(4)

Note that for \( q = 1 \) case, the distance is calculated between the estimation in the first stage \( \tilde{S}^1 \) and the noisy version, i.e., \( S^0 \equiv X \).

As shown in Figure 1(a), during the runtime, in each stage, the estimation gap needs to be calculated. If \( \text{Dist}_q < \tau \), we will terminate the inference and the estimated spectrum in the current stage will be chosen as the final enhanced result. We argue that the dominant noise components tend to be suppressed in the first several stages, leading to the gradual decrease of the spectral distance in the latter. Therefore, a larger threshold value will result in faster inference termination accordingly, and vice versa. The experiments are conducted in Sec. IV to support the point. As a result, we can dynamically control the inference efficiency by setting different thresholds empirically.

C. PL-CRN++

The proposed framework is presented in Figure 1(a), which is composed of multiple stages. Within each stage, the stage-recurrent neural network (SRNN) is adopted to learn the sequence information across stages [16]. PL-Cell takes a typical “Encoder-LSTM-Decoder” topology [20] and is tasked with mapping to the specific intermediate target. The overall paradigm is similar to PL-CRN [10], except some improvements are provided. Firstly, instead of estimating the spectral magnitude, we take the complex spectral mapping strategy, i.e., RI components serve as the input and target. In this way, magnitude and phase can be recovered simultaneously, which is beneficial to speech quality improvement. Secondly, similar to [14], within each PL-Cell, we replace all the (de)convolution layers in the encoder and decoder with the gated linear unit (GLU) formats [13], where another convolutional branch with a sigmoid activation function is introduced to recalibrate the feature distribution in the major branch. Thirdly, motivated by [16], we adopt the SRNN to establish the sequence dependency across different stages, which is shown in Figure 1(c).

In each stage, the forward calculation process can be formulated as:

\[
\hat{h} = f_{2d_{conv}}\left( \text{Cat}[X_r, X_i, \tilde{S}_r^{q-1}, \tilde{S}_i^{q-1}] \right),
\]

(5)

\[
\hat{h}^{(q)} = f_{\text{convgru}}\left( \hat{h}, \hat{h}^{(q-1)} \right),
\]

(6)

\[
\tilde{S}^q = f_{\text{decoder}}\left( f_{\text{lstm}}\left( f_{\text{encoder}}\left( \hat{h}^{(q)} \right) \right) \right),
\]

(7)

where \( f_{2d_{conv}} \) and \( f_{\text{convgru}} \) denote the functions of two-dimensional (2-D) convolution and Conv-GRU [22] in the SRNN. \( f_{\text{encoder}}, f_{\text{lstm}}, \) and \( f_{\text{decoder}} \) are the functions of the encoder, LSTM and decoder in the PL-Cell, respectively. \( \text{Cat}[\cdot] \) denotes the concatenation operation along the channel axis.

Detailed network parameters are configured below. For all the 2-D convolutions in PL-CRN++, the number of channels
is 64 except the output, where the channel is set to 2 to generate the real and imaginary parts. The kernel size and the stride are (2, 3) and (1, 2) along the time and frequency axis, respectively. To facilitate training convergence, after each 2-D convolution, instance normalization (IN) [21] and Parameter ReLU (PReLU) [23] are followed. For the encoder module, five consecutive convolutional blocks are utilized to compress the feature size while the decoder is the mirror version of the encoder to reconstruct the spectrum. Two LSTM layers with 256 units are utilized as the sequence modeling module. Note that, the parameter weights in each PL-Cell are not shared while SRNN is reused in each stage.

### D. Loss Function

Similar to [13], [19], we take the following weighted loss for network training:

$$\mathcal{L} = \frac{1}{\sum_{q=1}^{Q} \sum_{q=1}^{Q}} \sum_{q=1}^{Q} q \left\| \hat{S}^q - S^q \right\|_2^2.$$  \hspace{1cm} (8)

The behind rationale lies in that with the increase of stage index, a larger loss will be given, corresponding to the relative inference cost of each intermediate stage.

### III. EXPERIMENTAL SETUP

#### A. Dataset

In this study, we conduct the experiments on the TIMIT corpus [24]. 4620, 400, and 150 utterances are utilized for training, validation, and testing, respectively. No utterance overlap exists among the three parts. For noise-robust training, around 20,000 noises are randomly selected from the DNS-Challenge [24] to obtain a 55 hours noise set for training. To create multiple SNR-improved intermediate targets, we fix the total stage number Q as 5. During each mixed process, a random cut is generated to obtain a noise vector, which is subsequently mixed with a randomly chosen clean utterance. The SNR range for training is [-5dB, 30dB] with 2dB interval. After an SNR value is randomly selected, we improve the SNR by 10dB after each stage and the target in the final stage is the clean version. Totally, 100,000 pairs are created for training (around 85 hours).

For model evaluation, four challenging unseen noises are selected, where babble, factory1, white from NOISEX92 [25], and cafeteria noise from the CHIME3 dataset [26]. Four SNR conditions are explored, namely -5dB, 0dB, 5dB, and 10dB. 150 pairs are generated for each case.

#### B. Parameter Configurations

All the utterances are sampled at 16kHz. The window size is 20ms with 50% overlap in adjacent frames. 320-point FFT is utilized to extract 161-D spectral features. As complex spectral mapping strategy is adopted, we concatenate the RI along channel axis, i.e., $Cat[X_r, X_i] \in \mathbb{R}^{2 \times K \times L}$. The model is optimized by Adam [27]. The learning rate is initialized at 1e-3, which will be halved if consecutive 3 loss increases arise. The total epoch number is set to 50 with the batch number being 8.

To analyze the impact of early exit mechanism, we set multiple \( \tau \) candidates, including \{+\infty, 0.6, 0.2, 0.08, 0.04, 0.02, 0.01, 0\}. We also evaluate the performance with another three advanced baseline systems, namely PL-LSTM [9], PL-CRN [10], and GCRN [14]. Both PL-LSTM and PL-CRN belong to the PL family and we also fix the stage number \( Q \) as 5. In [10], the LSTMs within PL-CRN are shared across different stages and we cancel the shared option in this study to boost the overall performance. Note that, all the models are causal-designed for fair comparison.

### IV. RESULTS AND ANALYSIS

Two metrics are utilized to evaluate the objective performance of different systems, namely perceptual evaluation of
speech quality (PESQ) \cite{28} and extended short-time objective intelligibility (ESTOI) \cite{29}. Besides, to evaluate the subjective quality, DNSMOS is also adopted, which is a robust non-intrusive speech quality metric and well suitable for accurate subjective rating \cite{30}.

A. Ablation Study

We investigate the effect of SRNN and gating branch in the GLU, whose results are shown in the middle region of Table \ref{table1}. One can find that both two modules can effectively improve the metric performance. For example, compared with the naive PL-CRN++ (no gate and no SRNN), around 0.08 and 0.01 PESQ improvements are provided if SRNN and gating branch are applied, respectively. For DNSMOS, the similar tendency can be observed. Moreover, when both two modules are applied, the performance of PL-CRN++ can be further improved.

B. Metric Comparison Among Different Systems

We then compare our PL-CRN++ with another three baseline systems, as shown in the top region of Table \ref{table1}. Several observations can be made. Firstly, our PL-CRN++ notably outperforms previous PL based systems, i.e., PL-LSTM and PL-CRN. For example, in terms of PESQ, our system yields around 0.40 and 0.23 improvements over PL-LSTM and PL-CRN. A similar trend is also observed for ESTOI. It indicates that by incorporating the stage recurrent mechanism and complex spectral mapping, we can make further breakthrough over current PL based algorithms. Secondly, compared with GCRN, a state-of-the-art SE system with complex spectral mapping, our system still yields consistent advantages. one can observe that our system achieves around 0.07 and 3.44% improvements in terms of PESQ and ESTOI, respectively, which reveals the superiority of our approach. Thirdly, in terms of subjective quality, our approach sizably surpasses previous systems. For DNSMOS, our approach yields 0.76, 0.60, and 0.28 improvements over PL-LSTM, PL-CRN, and GCRN, respectively. It shows that our system can dramatically improve the subjective quality of enhanced speech, which is quite beneficial to speech perception under noisy conditions.

C. The Effect of Early Exit Mechanism

We adopt the speed-up ratio \cite{31} as the criterion to analyze the effect of early exit mechanism\cite{32} and a larger value indicates faster inference time. From the results in the bottom region of Table \ref{table1}, several interesting observations can be made. Firstly, the decrease of $\tau$ will bring a smaller speed-up ratio, i.e., more inference cost will arise. This is because the inference will terminate as long as the adjacent spectral distance $\text{Dist}_q$ lowers the threshold. Therefore, larger as $\tau$ is, easier for the system to exit, and vice versa. Note that $\tau = +\infty$ and $\tau = 0$ are two special cases, where the inference will terminate at the end of the first stage anyway for the former, and all the stages have to be passed for the latter. Secondly, for a fixed $\tau$, the increase of the input SNR will bring a larger speed-up ratio. We argue that for low SNR cases, noise components usually dominate the spectrum, so the adjacent spectral distance is relatively larger, and more stages are needed to meet the threshold. However, in the high SNRs, fewer noise components exist and can be easily removed at the early stage.

Table I

| Metrics | SNR(dB) | Speed-up ratio | PESQ | ESTOI(%) | DNSMOS |
|---------|---------|----------------|------|----------|--------|
|         | -5      | 0 | 5 | 10 | Avg. | -5 | 0 | 5 | 10 | Avg. | -5 | 0 | 5 | 10 | Avg. |
| Noisy   |         | - | - | - | - | 1.34 | 1.69 | 2.07 | 2.43 | 1.88 | 29.49 | 42.51 | 57.40 | 71.50 | 50.23 |
| PL-LSTM | 38.13M   | - | - | - | - | 1.67 | 2.05 | 2.43 | 2.77 | 2.23 | 36.45 | 51.14 | 65.28 | 75.28 | 57.03 |
| PL-CRN  | 5.55M    | - | - | - | - | 1.82 | 2.21 | 2.61 | 2.98 | 2.40 | 41.54 | 57.04 | 71.81 | 82.27 | 63.17 |
| GCRN    | 18.16M   | - | - | - | - | 1.88 | 2.37 | 2.82 | 3.16 | 2.56 | 51.30 | 68.69 | 81.06 | 88.18 | 72.31 |
| PL-CRN++| 7.18M    | - | - | - | - | 1.81 | 2.30 | 2.77 | 3.19 | 2.52 | 51.38 | 68.68 | 81.34 | 88.76 | 72.54 |
| GLR-CRN | 9.09M    | - | - | - | - | 1.95 | 2.39 | 2.83 | 3.23 | 2.60 | 53.38 | 69.98 | 82.17 | 89.10 | 73.66 |
| GCRN    | 7.52M    | - | - | - | - | 1.83 | 2.31 | 2.78 | 3.19 | 2.53 | 53.80 | 70.06 | 82.71 | 89.54 | 74.13 |
| PL-CRN++| 9.61M    | - | - | - | - | 1.94 | 2.44 | 2.87 | 3.26 | 2.63 | 56.35 | 72.50 | 83.86 | 90.23 | 75.75 |
| Early Exit |         | - | - | - | - | 1.94 | 2.44 | 2.87 | 3.26 | 2.63 | 56.35 | 72.50 | 83.86 | 90.23 | 75.75 |

With each stage, the same forward stream is adopted, leading to the same FLOPs. So speed-up ratio can be approximated as the ratio between the total stage index and the real stage index induced by early exit mechanism.
to smaller $\text{Dist}_q$, which also validates our point that a higher SNR brings faster inference time with early exit mechanism.

V. CONCLUSION

We propose a stage-wise adaptive inference approach with early exit mechanism called EEM for fast and robust progressive speech enhancement. Specifically, a threshold is empirically set beforehand. During the run time, the adjacent spectral distance is calculated at each intermediate stage. Once it lowers the threshold, the procedure will terminate and output the enhanced result with early exit. To improve the performance of existing PL based systems, we propose PL-CRN++, which incorporates stage recurrent mechanism and complex spectral mapping strategy. The experiments on the TIMIT corpus show that PL-CRN++ consistently surpasses state-of-the-art baseline systems in multiple evaluation metrics. Moreover, by suitably selecting the threshold, EEM can adaptively control the inference speed of the model to perform more efficiently in real scenarios.

REFERENCES

[1] P. Loizou, Speech Enhancement: Theory and Practice. Boca Raton, FL: CRC, 2007.
[2] Y. Xu, J. Du, L. Dai, and C. Lee, “A regression approach to speech enhancement based on deep neural networks,” *IEEE/ACM Trans. Audio. Speech, Lang. Process.*, vol. 22, no. 12, pp. 1849-1858, 2014.
[3] D. Wang and J. Chen, “Supervised speech separation based on deep learning: An overview,” *IEEE/ACM Trans. Audio, Speech, Lang. Process.*, vol. 26, no. 1, pp. 1702-1726, 2018.
[4] S.R. Park and J. Lee, “A Fully Convolutional Neural Network for Speech Enhancement,” in *Proc. Interspeech*, pp. 1993-1997, 2017.
[5] Y. Xian, Y. Sun, W. Wang and S.M. Naqui, “Multi-Scale Residual Convolutional Encoder Decoder with Bidirectional Long Short-Term Memory for Single Channel Speech Enhancement,” in *Proc. EUSIPCO*, pp. 431-435, 2020.
[6] J. Chen and D. Wang, “Long short-term memory for speaker generalization in supervised speech separation,” *J. Acoust. Soc. Amer.*, vol. 141, no. 6, pp. 4705-4714, 2017.
[7] Y. Koizumi, K. Yama, M. Delcroix, Y. Maxuxama, and D. Takeuchi, “Speech enhancement using self-adaptation and multi-head self-attention,” in *Proc. ICASSP*, 2020, pp.181-185, IEEE.
[8] Y. Bengio, J. Louradour, R. Collobert, and J. Weston, “Curriculum learning,” in *Proc. ICML*, pp.41-48, 2009.
[9] T. Gao, J. Du, L. Dai, and C. Lee, “Densely connected progressive learning for lstm-based speech enhancement,” in *Proc. ICASSP*, pp.5054-5058, 2018.
[10] A. Li, M. Yuan, C. Zheng and X. Li, “Speech enhancement using progressive learning-based convolutional recurrent neural network,” *Appl. Acoust.*, vol. 166, pp. 2422-2426, 2020.
[11] A. Li, C. Zheng, C. Fan, R. Peng and X. Li, “A Recursive Network with Dynamic Attention for Monaural Speech Enhancement,” in *Proc. Interspeech*, pp.2422-2426, 2020.
[12] W. Zhou, C. Xu, T. Ge, M. McAuley, K. Xu, and F. Wei, “BERT Loses Patience: Fast and Robust Inference with Early Exit,” in *Proc. NeurIPS*, pp.33, 2020.
[13] S. Chen, Y. Wu, Z. Chen, T. Yoshioka, S. Liu, and J. Li, “Don’t shoot butterfly with rifles: Multi-channel Continuous Speech Separation with Early Exit Transformer,” arXiv preprint arXiv:2010.12180, 2020.
[14] K. Tan, and D. Wang, “Learning complex spectral mapping with gated convolutional recurrent networks for monaural speech enhancement,” *IEEE/ACM Trans. Audio. Speech, Lang. Process.*, vol. 28, pp.380-390, 2020.
[15] A. Pandey, and D. Wang, “A new framework for CNN-based speech enhancement in the time domain,” *IEEE/ACM Trans. Audio. Speech, Lang. Process.*, vol. 27, no. 7, pp.1179-1188, 2019.
[16] A. Li, C. Zheng, L. Cheng, R. Peng, and X. Li, “A Time-domain Monaural Speech Enhancement with Feedback Learning,” in *Proc. APSIPA ASC*, pp.769-774, 2020.
[17] D. Yin, C. Luo, Z. Xiong, and W. Zeng, “Phases: A phase- and-harmonics-aware speech enhancement network,” in *Proc. AAAI*, pp.9458-9465, 2020.
[18] Y. Dauphin, A. Fan, M. Auli, and D. Grangier, “Language modeling with gated convolutional networks,” in *Proc. ICLR*, pp.933-941, 2017.
[19] Y. Kayam S. Hong, and T. Dumitrascu, “Shallow-deep networks: Understanding and mitigating network overthinking,” in *Proc. ICML*, pp.3301-3310, 2019.
[20] S. Braun, H. Gamper C. Reddy, and I. Tashev, “Towards efficient models for real-time deep noise suppression,” arXiv preprint arXiv:2101.09249, 2021.
[21] D. Ulyanov, A. Vedaldi, and V. Lempitsky, “Instance normalization: The missing ingredient for fast stylization,” arXiv preprint arXiv:1607.08022, 2016.
[22] N. Ballas, L. Yao, C. Pal, and A. Courville, “Delving deeper into convolutional networks for learning video representations,” arXiv preprint arXiv:1511.06432, 2015.
[23] K. He, X. Zhang, S. Ren, and J. Sun, “Delving deep into rectifiers: Surpassing human-level performance on imagenet classification,” in *Proc. ICCV*, pp.1026-1034, 2015.
[24] J. Garofolo, L. Lamel, W. Fisher, J. Fiscus, and D. Pallett, “DARPA TIMIT acoustic-phonetic continuous speech corpus,” Gaithersburg, MD, USA: National Inst. of Standards and Technology, 1993.
[25] A. Vargam and H. Steeneken, “Assessment for automatic speech recognition: II. NOISEX-92: A database and an experiment to study the effect of additive noise on speech recognition systems,” *Speech Commun.*, vol. 12, no. 3, pp.247-251, 1993.
[26] J. Barker, R. Marxer, E. Vincent, and S. Watanabe, “The third ‘CHiME speech separation and recognition challenge: Dataset, task and baselines,” in *Proc. ASRU*, pp.504-511, 2015.
[27] D. Kingma, and J. Ba, “Adam: A method for stochastic optimization,” arXiv preprint arXiv:1412.6980, 2014.
[28] A. Rix, J. Beerends, M. Hollier, and A. Hekstra, “Perceptual evaluation of speech quality (PESQ)–a new method for speech quality assessment of telephone networks and codecs,” in *Proc. ICASSP*, pp.749-752, 2001.
[29] J. Jensen, and C. Taal, “An algorithm for predicting the intelligibility of speech masked by modulated noise masks,” *IEEE/ACM Trans. Audio, Speech, Lang. Process.*, vol. 24, no. 11, pp.2009-2022, 2016.
[30] C. Reddy, V. Gopal, and R. Cutler, “DNSMOS: A Non-Intrusive Perceptual Objective Speech Quality metric to evaluate Noise Suppressors,” arXiv preprint arXiv:2010.15258, 2020.
[31] W. Liu, P. Zhou, Z. Wang, Z. Zhao, H. Deng, and Q. Ju, 2020, “FastBERT: A Self-distilling BERT with Adaptive Inference Time,” in *Proc. ACL*, pp.6035-6044, 2020.