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Abstract

Stochastic gradient descent (SGD) has become the most attractive optimization method in training large-scale deep neural networks due to its simplicity, low computational cost in each updating step, and good performance. Standard excess risk bounds show that SGD only needs to take one pass over the training data and more passes could not help to improve the performance. Empirically, it has been observed that SGD taking more than one pass over the training data (multi-pass SGD) has much better excess risk bound performance than the SGD only taking one pass over the training data (one-pass SGD). However, it is not very clear that how to explain this phenomenon in theory. In this paper, we provide some theoretical evidences for explaining why multiple passes over the training data can help improve performance under certain circumstance. Specifically, we consider smooth risk minimization problems whose objective function is non-convex least squared loss. Under Polyak-Lojasiewicz (PL) condition, we establish faster convergence rate of excess risk bound for multi-pass SGD than that for one-pass SGD.

1 Introduction

We consider the following stochastic optimization problem in this work:

\[
\min_{w \in \mathbb{R}^d} F_S(w) := \frac{1}{n} \sum_{i=1}^{n} \ell(w; z_i),
\]

where \(w\) is the model parameters, \(S = \{z_1, \ldots, z_n\}\) is a set of training examples sampled from a distribution \(P\) with support on \(Z\), and \(\ell(w; z) : \mathbb{R}^d \times Z \to \mathbb{R}_+\) is a non-negative smooth loss function. Problem (1) arises in most machine learning based optimization problems such as standard empirical risk minimization (ERM) and deep learning.

Although tremendous stochastic algorithms have been proposed to solving problem (1), stochastic gradient descent (SGD) [Robbins and Monro, 1951] is probably the simplest and has emerged as one of the most popular techniques. Specifically, at each training iteration \(t\), SGD randomly samples an example \(z_{i_t}\) and then it updates solutions iteratively by

\[
w_{t+1} = w_t - \eta_t g_t,
\]

where \(g_t := \nabla_w \ell(w_t; z_{i_t})\) is the stochastic gradient of objective function at \(w_t\), \(i_t\) is uniformly sampled from \([n]\), \(\eta_t > 0\) is a learning rate. Theoretical convergences of SGD and its variants from an optimization viewpoint have been extensively studied under different conditions of the objection function [Nemirovski et al., 2009, Ghadimi and Lan, 2013, Karimi et al., 2016, Xu et al., 2017]. In real applications such as training deep neural networks, we are more interested in whether the learned model can generalize well and result in the least excess risk [Vapnik, 2013, Bottou and Bousquet, 2007]? This introduces us another direction of research, which is the generalization of SGD. That is to say, we want to test the performance of the output.
of SGD by solving problem (1) on the following expected risk minimization (a.k.a. population risk minimization)

$$\min_{w \in \mathbb{R}^d} F(w) := E_{z \sim P}[\ell(w; z)].$$

(3)

In this work, we consider the excess risk as the performance measurement

$$F(\tilde{w}) - F(w^*),$$

(4)

where $w^* \in \arg \min_{w \in \mathbb{R}^d} F(w)$ is the optimal solution, $\tilde{w}$ is the output of SGD for solving problem (1). The upper bound of excess risk (4) is known as excess risk bound, which has been extensively studied in the literature. In the seminal paper by Hardt et al. [2016], the authors establish standard excess risk bound $O(1/\sqrt{n})$ under the convex optimization setting, then Zhou et al. [2018] extend the result of excess risk bound $O(1/\sqrt{n})$ to non-convex optimization setting. With different assumptions such as strongly convex, Polyak-Lojasiewicz (PL) [Polyak, 1963] and the quadratic growth (QG) conditions, many works (e.g., [Charles and Papailiopoulos, 2018, Kuzborskij and Lampert, 2018, Yuan et al., 2019, Lei and Ying, 2020, 2021]) achieve fast rate of excess risk bound $O(1/n)$. One interesting observation from the theoretical side is that SGD only needs to take $O(n)$ stochastic gradient evaluations to get this fast rate $O(1/n)$, meaning that one-pass SGD can achieve the fast rate under some assumptions on the objective function. However, in practice like training neural networks [He et al., 2019], continuing running SGD after first epoch can still reduce the testing error, which makes multi-pass SGD more powerful than one-pass SGD. Several works have been studied the generalization of multi-pass SGD and fast rates are established under different conditions [Rosasco and Villa, 2015, Lin et al., 2016, Lin and Rosasco, 2017, Pillaud-Vivien et al., Feldman and Vondrak, 2019, Lei et al., 2021]. In general, existing fast rates are established in the convex optimization setting and they are not better than the rate of $O(1/n)$. It not fully explains the phenomenon observed in practice for deep learning that continuing training SGD for more epochs can still improve the performances on testing data. In this work, we aim to theoretically understand the observation and try to answer the following question:

**Why multiple epochs can help improve the generalization performances?**

To answer this question, we will establish a faster excess risk bound for non-convex SGD. When the objective function is smooth and satisfies PL condition, we will show that SGD can achieve the excess risk bound $O(1/n^2)$ by continuing conducting SGD after the first epoch. This reveals that multi-pass on training data when using SGD for training deep learning would help to improve the performance on testing data. It is worth mentioning that beyond using SGD, many existing works provide faster rates of excess risk bound under different convex settings [Zhang et al., 2017, Liu et al., 2018, Ye et al., 2019]. Their excess risk bounds are constructed for the optimal solution of (1) and they did not consider an efficient optimization algorithm such as SGD for solving their formulation. By contrast, we focus on the excess risk bound for non-convex SGD in this work.

### 2 Preliminaries and Notations

Let the pair of input $x \in \mathcal{X}$ and label $y \in \mathcal{Y}$ follows a distribution $P$: $z = (x, y) \sim P$. Let denote by $f(w; x): \mathbb{R}^d \times \mathcal{X} \rightarrow \mathcal{Y}$ the prediction function parameterized by $w \in \mathbb{R}^d$, and we want it is as close as possible to label $y$. Based on the given data set $S = \{z_1, \ldots, z_n\}$ that is sampled from the distribution $P$, we are interested in solving the empirical risk minimization problem (1). Following by [Allen-Zhu et al., 2019], we consider non-convex squared loss in this work, whose function is given by

$$\ell(w; z) := \frac{1}{2}(f(w; x) - y)^2.$$  

(5)

Since the non-convexity of $f(w; x)$, the loss function $\ell(w; z)$ is non-convex.
Let denote by $\nabla F(w)$ the gradient of a function $F(w)$. We use $\|\cdot\|$ to denote the Euclidean norm and use $(\cdot,\cdot)$ to denote the inner product. Let $E_z[\cdot]$ be the expectation taking over random variable $z$.

Next, we present some assumptions that will be used in the convergence analysis in this work. Specifically, we make the following assumptions for the loss function.

**Assumption 1.** Assume the following conditions hold:

(i) The stochastic gradient of $F(w)$ is unbiased, i.e., $E_z[\nabla \ell(w; z)] = \nabla F(w)$, and the variance of stochastic gradient is bounded. Specifically, there exists two constants $B > 0$ and $G > 0$, such that

$$\|y + f(w; x)\| \leq B, \quad \|\nabla f(w; x)\| \leq G.$$ 

(ii) $F(w)$ is smooth with an $L$-Lipschitz continuous gradient, i.e., it is differentiable and there exists a constant $L > 0$ such that

$$\|\nabla F(w) - \nabla F(u)\| \leq L\|w - u\|, \forall w, u \in \mathbb{R}^d.$$ 

Assumption 1 (i) and (ii) are commonly used assumptions in the literature [Ghadimi and Lan, 2013, Rosasco and Villa, 2015, Lin et al., 2016, Lin and Rosasco, 2017, Pillaud-Vivien et al., Yuan et al., 2019]. Assumption 1 (i) assures that the stochastic gradient is bounded, i.e., $\|\nabla \ell(w; z)\| \leq GB$. Thus, by Jensen’s inequality we have $E_z[\|\nabla \ell(w; z) - \nabla F(w)\|^2] \leq \sigma^2$, where $\sigma^2 := 4G^2B^2$. Assumption 1 (ii) says the objective function is $L$-smooth, and it has an equivalent expression [Nesterov, 2004] which is

$$F(w) - F(u) \leq \langle \nabla F(u), w - u \rangle + \frac{L}{2}\|w - u\|^2, \forall w, u \in \mathbb{R}^d.$$ 

We then introduce two functional properties as follows.

**Definition 1** (Strongly convex). We say $F(w)$ is strongly convex, if there exists a constant $\gamma > 0$ such that $F(w) - F(u) \geq \langle \nabla F(u), w - u \rangle + \frac{\gamma}{2}\|w - u\|^2, \forall w, u \in \mathbb{R}^d$.

**Definition 2** (Polyak-Łojasiewicz (PL) condition). There exists a constant $\mu > 0$ such that $2\mu(F(w) - F_* \leq \|\nabla F(w)\|^2, \forall w \in \mathbb{R}^d$, where $F_* = \min_{w \in \mathbb{R}^d} F(w)$ is the optimal value.

The PL condition has been theoretically and empirically observed in training deep neural networks [Allen-Zhu et al., 2019, Yuan et al., 2019]. This condition is widely used to establish convergence in the literature of non-convex optimization, please see [Yuan et al., 2019, Karimi et al., 2016, Li and Li, 2018, Charles and Papailiopoulos, 2018] and references therein.

## 3 Main Results

We will present the main theoretical results in this section. The analyses contain two parts. First, we focus on the optimization of the first epoch. Note that in the first epoch, it satisfies the condition of statistical independence and therefore we can apply the standard analysis of stochastic gradient descent. Second, we consider the updates after the first epoch. In our analysis, we set $F(w_*) = 0$ without loss of generality, a common property observed in training deep neural networks [Zhang et al., 2016, Allen-Zhu et al., 2019, Du et al., 2018, 2019, Arora et al., 2019, Chizat et al., 2019, Hastie et al., 2019, Yun et al., 2019, Zou et al., 2020].

First, we will show that under the PL-condition in Definition 2, if we use a uniformly sampling without replacement, one-pass SGD has the excess risk bound of $O(1/n)$. We present the results in the following theorem.
Theorem 1 (First Epoch). Suppose the objective function $F$ satisfies Assumption 1 and the PL-condition in Definition 2, if the learning rate is set to be $\eta = \frac{1}{\mu} \log \left( \frac{\mu^2 F(w_0)}{\sigma^2 L} \right)$ in SGD, then we have

$$E[F(w_n)] \leq O \left( \frac{\sigma^2 L \log(n)}{\mu^2 n} \right).$$

Next, let’s examine the late stage of the optimization beyond the first epoch, in which we do not have the statistical independence between the model to be updated and the training data. As a result, our objective function “becomes” $F_S(w)$. For any iteration $t$ after first epoch (we denote by $w_1$ the solution obtained from the first epoch), define

$$\Omega(\tilde{r}_t, s) = \left\{ w : \frac{1}{n} \sum_{i=1}^{n} (f(w; x_i) - y_i)^2 \leq \tilde{r}_t^2, \quad \frac{1}{n} \sum_{i=1}^{n} |f(w; x_i) - y_i| \leq \sqrt{s_t} \right\}$$

where

$$\tilde{r}_t^2 := \frac{1}{n} \sum_{i=1}^{n} (f(w_t; x_i) - y_i)^2, \quad \sqrt{s_t} := \sqrt{s \tilde{r}_t}.$$  

We assume that $s \ll n$, implying that vector $(f(w_t; x_1) - y_1, \ldots, f(w_t; x_n) - y_n)$ is a sparse vector. This sparse assumption can be relaxed when the objective function has an additional property – strongly convex. In such setting, strongly convex can be considered as a special case of PL condition (see the Proof of Theorem 4 in Appendix). For completeness, we include the analysis and convergence results for strongly convex case in Appendix.

We give the following results of bounding the variances of the stochastic gradients, which is the key to the analyses.

Theorem 2. Under the assumption $n \geq 64B^2 \log(2/\delta)$, we have, with a probability $1 - 3\delta$,

$$\max_{w \in \Omega(\tilde{r}_t, s)} \| \nabla F(w) - \nabla F_S(w) \| \leq C \left( \frac{GB \log(1/\delta)}{n} + G^2 \left[ \sqrt{\frac{\log(1/\delta)}{n}} + \sqrt{\frac{s}{n} \log \frac{2m}{s} (1 + \log n)} \right] \right),$$

where $C$ is a universal constant.

Now, we are ready to give the main convergence result for the epochs after the first one.

Theorem 3 (After First Epoch). Suppose the objective function $F$ satisfies Assumption 1 and the PL-condition in Definition 2, if $n \geq \frac{6C^2G^2}{\mu} \left[ \log(1/\delta) + s \log \left( \frac{2n}{s} \right) (1 + \log n)^2 \right]$, by setting $t = \frac{2}{\eta} \log \left( \frac{\mu F(w_1)}{G^2 B^2 L} \right)$ and $\eta = \min \left( \frac{1}{\sqrt{n}}, \frac{1}{B} \right)$, then with probability at least $1 - \delta$ we have

$$F(w_{t+n}) \leq \frac{3C^2G^2 B^2 \log^2 \left( \frac{2}{n^2 \mu} \log \left( \frac{\mu F(w_1)}{G^2 B^2 L} \right) \right) + \frac{2n G^2 B^2 L}{\mu}}{n^2} \leq \tilde{O} \left( \frac{1}{n^2} \right).$$

Remark. Based on Theorem 3, we know the excess risk bound is $\tilde{O}(1/n^2)$ if SGD takes $n$ passes over the training data whose sample size is $n$. In particular, the excess risk bound is in the order of $\tilde{O} \left( \frac{1}{n^2} + \eta \right)$ when $t = \tilde{O}(1/\eta)$, that is, if SGD continues running $\tilde{O}(1/\eta) \leq n^2$ iterations, the excess risk bound is $\tilde{O}(\eta)$. However, after $O(n^2)$ iterations ($O(n)$ epochs), the excess risk bound can not be further improved even SGD runs more epochs.

4 Proofs

In this section, we provide the proofs of theorems in Section 3.
4.1 Proof of Theorem 1

We first focus on the optimization of the first epoch. Note that in the first epoch, it satisfies the condition of statistical independence and therefore we can apply the standard analysis of stochastic gradient descent. Then, for each iteration $t$, we have

$$E[F(w_{t+1}) - F(w_t)]$$

\[ \leq E[\langle \nabla F(w_t), w_{t+1} - w_t \rangle] + \frac{L}{2} E[\|w_{t+1} - u_t\|^2] \]

\[ \leq -\eta \left( 1 - \frac{\eta L}{2} \right) E[\|\nabla F(w_t)\|^2] + \frac{\eta^2 \sigma^2 L}{2} \]

\[ \leq -\eta \mu E[F(w_t) - F_*] + \frac{\eta^2 \sigma^2 L}{2}, \]  

(11)

where (a) uses the smoothness of $F(w)$ in Assumption 1 (ii); (b) uses $w_{t+1} = w_t - \eta g_t$, and $E[g_t] = \nabla F(w_t)$ by the unbiased property of $\nabla f(w; z)$ in Assumption 1 (i), and $E[\|F(w_t) - g_t\|^2] \leq \sigma^2$ in Assumption 1 (ii); (c) uses $\eta \mu \leq 1$ and the PL-condition in Definition 2. Therefore, we have

$$E[F(w_\infty) - F_*] \leq \exp(-\eta \mu n) F(0) + \frac{\eta \sigma^2 L}{2 \mu} \leq O \left( \frac{\sigma^2 L \log(n)}{\mu^2 n} \right),$$  

(12)

where the last inequality is due to the setting of $\eta = \frac{1}{\mu n} \log \left( \frac{\eta n^2 F(0)}{\sigma^2 L} \right)$. We complete the proof by using the fact that $F_* = 0$.

4.2 Proof of Theorem 2

In this proof, we consider the case of iteration $t + 1$ conditional on iteration $t$, then for simplicity, we omit the subscript $t$. Since we have

$$\max_{w \in \Omega(F,s)} \|\nabla F(w) - \nabla F_s(w)\| = \max_{w \in \Omega(F,s)} \left\| \frac{1}{n} \sum_{i=1}^{n} (f(w; x_i) - y_i) \nabla f(w; x_i) - \nabla F(w) \right\|,$$

using the Bousquet inequality [Koltchinskii, 2011], with appropriate definition of the function space, we have, with a probability $1 - \delta$

$$\max_{w \in \Omega(F,s)} \left\| \frac{1}{nG} \sum_{i=1}^{n} (f(w; x_i) - y_i) \nabla f(w; x_i) - \nabla F(w) \right\|$$

\[ \leq 2E \left[ \max_{w \in \Omega(F,s)} \left\| \frac{1}{nG} \sum_{i=1}^{n} (f(w; x_i) - y_i) \nabla_k f(w; x_i) - \nabla_k F(w) \right\| + \frac{4B \log(1/\delta)}{3n} + \sqrt{\frac{2 \sigma^2}{n} \log \frac{1}{\delta}} \right] \]

where $\sigma^2 \leq \frac{1}{3} \max_{w \in \Omega(F,s)} E[ (f(w; x_i) - y_i)^2 \| \nabla f(w; x_i) \|^2] \leq \sqrt{\frac{2 \sigma^2}{n} \log \frac{1}{\delta}}$ with the Assumption 1 that $\|\nabla f(w; x)\| \leq G$. Using the Berstein inequality, we have, with a probability $1 - \delta$,

$$r^2 \geq r^2 - \frac{2B^2}{3n} \log \frac{2}{\delta} - 2B \sqrt{\frac{r^2}{n} \log \frac{2}{\delta}}$$

Using the assumption that $m \geq 64B^2 \log(2/\delta)$, we have, with a probability $1 - \delta$

$$r^2 \leq 2r^2 + \frac{4B^2}{3n} \log \frac{2}{\delta},$$
and therefore
\[ \sigma^2_p \leq 2\tilde{r}^2 + \frac{4B^2}{3n}\log \frac{2}{\delta}. \]

As a result, with a probability \(1 - 2\delta\), we have
\[
\max_{w \in \Omega(\tilde{r}, s)} \left\| \frac{1}{nG} \sum_{i=1}^{n} (f(w; x_i) - y_i) \nabla f(w; x_i) - \nabla F(w) \right\| 
\leq 2E \left[ \max_{w \in \Omega(\tilde{r}, s)} \left\| \frac{1}{nG} \sum_{i=1}^{n} (f(w; x_i) - y_i) \nabla f(w; x_i) \right\|^2 \right] + \frac{3B}{n} \log \frac{1}{\delta} + 2\tilde{r} \sqrt{\frac{2\log(1/\delta)}{n}}
\]
\[
\leq 4\mathbb{E}_{x, \sigma} \left[ \max_{w \in \Omega(\tilde{r}, s)} \left\| \frac{1}{nG} \sum_{i=1}^{n} \sigma_i(f(w; x_i) - y_i) \nabla f(w; x_i) \right\|^2 \right] + \frac{4B\log(1/\delta)}{n} + 2\tilde{r} \sqrt{\frac{2\log(1/\delta)}{n}}.
\]

We then bound \(\mathbb{E}_{x, \sigma}[\cdot]\). Using Klei-Rio bound [Koltchinskii, 2011], with a probability \(1 - 2\delta\), we have
\[
\mathbb{E}_{x, \sigma} \left[ \max_{w \in \Omega(\tilde{r}, s)} \left\| \frac{1}{n} \sum_{i=1}^{n} \sigma_i(f(w; x_i) - y_i) \nabla f(w; x_i) \right\|^2 \right] \leq 2\mathbb{E}_{\sigma} \left[ \max_{w \in \Omega(\tilde{r}, s), h \in S_d} \left\| \frac{1}{nGB} \sum_{i=1}^{n} \sigma_i(f(w; x_i) - y_i)(\nabla f(w; x_i), h) \right\|^2 \right] + 2\tilde{r} \sqrt{\frac{\log(1/\delta)}{n}} + \frac{9B}{n} \log \frac{1}{\delta}
\]

We can bound the expectation term using Dudley entropy bound (Lemma A.5 of [Bartlett et al., 2017]), i.e.
\[
\mathbb{E}_{\sigma} \left[ \max_{w \in \Omega(\tilde{r}, s)} \left\| \frac{1}{nGB} \sum_{i=1}^{n} \sigma_i(f(w; x_i) - y_i) \nabla f(w; x_i) \right\|^2 \right] \leq \inf_{\alpha} \left( \frac{4\alpha}{\sqrt{n}} + \frac{12}{n} \int_{\alpha}^{\sqrt{n\tilde{r}}/B} \sqrt{\log \mathcal{N}(\mathcal{G}(\tilde{r}, s); \epsilon)} \, d\epsilon \right)
\]

(13)
where \(\mathcal{N}(\mathcal{G}(\tilde{r}, s); \epsilon)\) is the covering number of proper \(\epsilon\)-net over \(\mathcal{G}(\tilde{r}, s)\) and \(S_d\) is a simplex set. Here \(\mathcal{G}(\tilde{r}, s)\) is defined as
\[
\mathcal{G}(\tilde{r}, s) = \left\{ v \in \mathbb{R}^n : \|v\|_1 \leq \frac{\sqrt{n\tilde{r}}}{B}, \|v\| \leq \frac{\sqrt{n\tilde{r}}}{B} \right\}
\]

Using the covering number result for sparse vectors (Lemma 3.4 of [Plan and Vershynin, 2013]), we have
\[
\log \mathcal{N} \left( \mathcal{G}(\tilde{r}, s); \frac{\sqrt{n\tilde{r}}}{B} \right) \leq Cs \log \frac{2n}{s}
\]
and therefore
\[
\log \mathcal{N} \left( \mathcal{G}(\tilde{r}, s); \epsilon \right) \leq \frac{Cn^{2s}S}{B^2\epsilon^2} \log \frac{2n}{s}
\]

Plugging into the Dudley entropy bound, we have
\[
\mathbb{E}_{\sigma} \left[ \max_{w \in \Omega(\tilde{r}, s)} \left\| \frac{1}{nB} \sum_{i=1}^{n} \sigma_i(f(w; x_i) - y_i) \right\|^2 \right] \leq \inf_{\alpha} \left( \frac{4\alpha}{\sqrt{n}} + \frac{12\tilde{r}}{B} \sqrt{\frac{Cs}{\alpha} \log \frac{2n}{s} \log \frac{\sqrt{n}}{\alpha}} \right)
\]

By choosing \(\alpha\) as
\[
\alpha = \frac{3\tilde{r}}{B} \sqrt{Cs \log \frac{2n}{s}}
\]
we have
\[
\mathbb{E}_\sigma \left[ \max_{w \in \Omega(\tilde{r}, s)} \left\| \frac{1}{n} \sum_{i=1}^{n} \sigma_i (f(w; x_i) - y_i) \right\| \right] \leq 12\tilde{r} \sqrt{\frac{Cs}{n} \log \frac{2n}{s}} \left( 1 + \frac{1}{2} \log \left( \frac{n}{9\sqrt{Cs \log(2n/s)}} \right) \right)
\]
Combining the above results together, with a probability \(1 - 3\delta\), we prove the inequality (9).

4.3 Proof of Theorem 3

In this proof, we consider the updates after first epoch, i.e., \(t \geq n\).

\[
F(w_{t+1}) - F(w_t)
\]
\[
\leq \langle \nabla F(w_t), w_{t+1} - w_t \rangle + \frac{L}{2} \| w_{t+1} - w_t \|^2
\]
\[
= -\eta \langle \nabla F(w_t), \nabla \ell(w_t; z_{i_t}) \rangle + \frac{\eta^2 L}{2} \| \nabla \ell(w_t; z_{i_t}) \|^2
\]
\[
\leq -\eta \langle \nabla F(w_t), \nabla \ell(w_t; z_{i_t}) \rangle + \frac{\eta^2 LG^2B^2}{2},
\]
where (a) uses the smoothness of \(F(w)\) in Assumption 1 (ii); (b) uses \(w_{t+1} = w_t - \eta g_t\); (c) uses Assumption 1 (i) that \(\| g_t \| \leq GB\). By summing the above inequalities across \(i_t = 1, \ldots, n\) and dividing by \(n\), we get

\[
F(w_{t+1}) - F(w_t)
\]
\[
\leq -\eta \langle \nabla F(w_t), \nabla F_S(w_t) \rangle + \frac{\eta^2 LG^2B^2}{2},
\]
\[
\leq \frac{\eta}{2} \| \nabla F(w_t) - \nabla F_S(w_t) \|^2 - \frac{\eta}{2} \| \nabla F(w_t) \|^2 + \frac{\eta^2 LG^2B^2}{2}
\]
\[
\leq \eta M_t - \eta \mu F(w_t) + \frac{\eta^2 LG^2B^2}{2},
\]
where the last inequality uses PL-condition and Theorem 2 with

\[
M_t := C^2 \left( \frac{GB \log(1/\delta)}{n} + \tilde{G}_{\ell t} \left[ \sqrt{\frac{\log(1/\delta)}{n}} + \sqrt{\frac{s \log \left( \frac{2n}{s} \right)}{n}} \left( 1 + \log n \right) \right] \right)^2
\]

By assuming that \(n\) is large such that \(n \geq \frac{5C^2C^2}{\max(A, B)} \left[ \log(1/\delta) + s \log \left( \frac{2n}{s} \right) \left( 1 + \log n \right) \right]^2\),

\[
M_t \leq \frac{3C^2G^2B^2 \log^2(1/\delta)}{n^2} + 3C^2G^2 \tilde{G}_{\ell t} \left[ \frac{\log(1/\delta)}{n} + \frac{s \log \left( \frac{2n}{s} \right)}{n} \left( 1 + \log n \right)^2 \right]
\]
\[
\leq \frac{3C^2G^2B^2 \log^2(1/\delta)}{n^2} + \frac{\mu \eta^2}{2}
\]
Therefore, with probability at least \(1 - 3\delta\) we have

\[
F(w_{t+1}) - F(w_t) \leq \frac{3\eta C^2G^2B^2 \log^2(1/\delta)}{2n^2} + \frac{\eta \mu}{2} \frac{1}{\tilde{r}} - \eta \mu F(w_t) + \frac{\eta^2 G^2B^2L}{2}
\]
\[
\leq \frac{3\eta C^2G^2B^2 \log^2(1/\delta)}{2n^2} - \frac{\eta \mu}{2} F(w_t) + \frac{\eta^2 G^2B^2L}{2},
\]
which implies that with probability at least \(1 - 3t\delta\),

\[
F(w_{t+1}) \leq \left( 1 - \frac{\eta \mu}{2} \right) F(w_1) + \frac{3C^2G^2B^2 \log^2(1/\delta)}{n^2\mu} + \frac{\eta G^2B^2L}{\mu}
\]
\[
\leq \exp \left( -\frac{\eta \mu t}{2} \right) F(w_1) + \frac{3C^2G^2B^2 \log^2(1/\delta)}{n^2\mu} + \frac{\eta G^2B^2L}{\mu}.
\]
By setting $t = \frac{2}{\eta \mu} \log \left( \frac{nF(w_1)}{\eta G^2 B^2 L} \right)$ and $\eta = \min \left( \frac{1}{n^2}, \frac{1}{L} \right)$, then with probability at least $1 - \delta$ we have

$$F(w_{i+1}) \leq \frac{3C^2 G^2 B^2 \log^2 \left( \frac{2}{\eta \mu} \log \left( \frac{nF(w_1)}{\eta G^2 B^2 L} \right) \right)}{n^2 \mu} + \frac{2 \eta G^2 B^2 L}{\mu} \leq \tilde{O} \left( \frac{1}{n^2} \right).$$

5 Conclusions

In this work, we analyze the convergence of multi-pass SGD for solving non-convex smooth risk minimization problem. Under the Polyak-Łojasiewicz condition, we establish faster rate of excess risk bound for multi-pass SGD than one-pass SGD. This result reveals that multiple epochs in training deep neural networks can help improve the generalization performance. However, multi-pass SGD can not always improve the performance after it takes $n$ passed over the training data, where $n$ is the sample size of training data.
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A Results for Strongly Convex

In this section, we will show the results under the strongly convex assumption in Definition 1. First, if we use a uniformly sampling without replacement, SGD can have the generalization bound of $\tilde{O}(1/n)$ by passing training data only once. We present the results in the following theorem.

**Theorem 4 (First Epoch).** Suppose the objective function $F$ satisfies Assumption 1 and the strongly convex assumption in Definition 1, if the learning rate is set to be $\eta = \frac{4L}{\gamma n} \log \left( \frac{n^2 F(w_0)}{4\sigma^2 L^2} \right)$ in SGD, then we have

$$
E[F(w_n)] \leq O\left( \frac{\sigma^2 L^3 \log(n)}{\gamma^4 n} \right). 
$$

Next, let’s examine the late stage of the optimization beyond the first epoch, in which we do not have the statistical independence between the model to be updated and the training data. As a result, our objective function “becomes” $F_S(w)$. For any iteration $t$ after first epoch (we denote by $w_1$ the solution obtained from the first epoch), define

$$
\Omega_t = \{ w : \|w - w_*\| \leq r_t \}
$$

where

$$
r_t := \|w_t - w_*\|. 
$$

We assume that our model is powerful in fitting the data and therefore $\nu$ will be a small value. Specifically, we assume $\nu := \max_{(x,y)} \|\nabla f(w_*; x)(f(w_*; x) - y)\| \leq Gr$.

We give the following results of bounding the variances of the stochastic gradients, which is the key to the analyses.

**Theorem 5.** Under the assumption $\nu := \max_{(x,y)} \|\nabla f(w_*; x)(f(w_*; x) - y)\| \leq Gr$ and $\nu < 1$, we have, with a probability $1 - 3\delta$,

$$
\max_{w \in \Omega_t} \|\nabla F(w) - \nabla F_S(w)\| \leq C \left( \frac{Gr}{n} + Gr \sqrt{\frac{\log(1/\delta) + d \log(n)}{n}} \right),
$$

where $C$ is a universal constant.

Now, we are ready to give the convergence result for the epochs after the first one.

**Theorem 6 (After First Epoch).** Suppose the objective function $F$ satisfies Assumption 1 and the $\gamma$-strongly convex in Definition 1, if $n \geq \frac{4C^2 G^2 (\log(1/\delta) + d \log(n))}{\gamma^2}$, by setting $t = \frac{2}{\eta \gamma} \log \left( \frac{n^2 F(w_1)}{2C^2 G^2 B^2} \right)$ and $\eta = \min \left( \frac{1}{n}, \frac{1}{\gamma} \right)$, then with probability at least $1 - \delta$ we have

$$
F(w_{t+1}) \leq \frac{4C^2 G^2 B^2}{\gamma n^2} + \frac{\eta^2 G^2 B^2 L}{\gamma} \leq O \left( \frac{1}{n^2} \right).
$$

### A.1 Proof of Theorem 4

We first focus on the optimization of the first epoch. Note that in the first epoch, it satisfies the condition of statistical independence and therefore we can apply the standard analysis of stochastic gradient descent. Then, for each iteration $t$, we have

$$
E[F(w_{t+1}) - F(w_t)] 
$$

\[\overset{(a)}{=} E[\langle \nabla F(w_t), w_{t+1} - w_t \rangle] + \frac{L}{2} E[\|w_{t+1} - w_t\|^2] \]

\[\overset{(b)}{=} - \eta \left( 1 - \frac{\eta L}{2} \right) E[\|\nabla F(w_t)\|^2] + \frac{\eta^2 \sigma^2 L}{2} \]

\[\overset{(c)}{=} - \eta \gamma E[F(w_t) - F_*] + \frac{\eta^2 \sigma^2 L}{2}, \quad (21)\]
where (a) uses the smoothness of $F(w)$ in Assumption 1 (ii); (b) uses $w_{t+1} = w_t - \eta g_t$, and $E[g_t] = \nabla F(w_t)$ by the unbiased property of $\nabla f(w; z)$ in Assumption 1 (i), and $E[\|F(w_t) - g_t\|^2] \leq \sigma^2$ in Assumption 1 (ii); (c) uses $\eta L \leq 1$ and the $\gamma$-strongly convex in Definition 1, and $\|F(w) - F(v)\| \leq \langle \nabla F(v), w - v \rangle + \frac{\gamma}{2}\|w - v\|^2$. Let $v = w_*$, then

$$F(w) - F_* \leq \frac{L}{2}\|w - w_*\|^2.$$  \hfill (22)

On the other hand, by the strong convexity of $F$, we get $F(v) - F(w) \geq \langle \nabla F(w), v - w \rangle + \frac{\gamma}{2}\|w - v\|^2$. Let $v = w_*$, then

$$\|\nabla F(w)\|\|w - w_*\| \geq \langle \nabla F(w), w - w_* \rangle \geq F(w) - F_* + \frac{\gamma}{2}\|w - w_*\|^2 \geq \frac{\gamma}{2}\|w - w_*\|^2,$$

which implies

$$\|\nabla F(w)\|^2 \geq \frac{\gamma^2}{4}\|w - w_*\|^2 \geq \frac{\gamma^2}{4}\frac{2(F(w) - F_*)}{L} = \frac{\gamma^2}{2L}(F(w) - F_*).$$ \hfill (23)

Therefore, by (21) we have

$$E[F(w_n) - F_*] \leq \exp(-\eta n)(F(w_0) - F_*) + \frac{\eta\sigma^2L}{2\gamma} \leq O\left(\frac{\sigma^2L\log(n)}{\gamma^2n}\right),$$ \hfill (24)

where the last inequality is due to the setting of $\eta = \frac{1}{\gamma n}\log\left(\frac{\eta\sigma^2L}{\gamma^2n}\right)$. We complete the proof by using $F_* = 0$ in (24).

**A.2 Proof of Theorem 5**

In this proof, we consider the case of iteration $t + 1$ conditional on iteration $t$, then for simplicity, we omit the subscript $t$. To bound $\|\nabla F(w) - \nabla F_S(w)\|$, we first have

$$\|\nabla F(w) - \nabla F_S(w)\| \leq \|\nabla F(w) - \nabla F(w_*) + \nabla F_S(w_*) - \nabla F_S(w)\| + \|\nabla F(w_*) - \nabla F_S(w_*)\|.$$ \hfill (25)

Using the standard concentration inequality, with a probability $1 - \delta$, we have

$$\|\nabla F(w_*) - \nabla F_S(w_*)\| \leq C\left(\frac{\nu}{n} + \nu\sqrt{\frac{\log(1/\delta)}{n}}\right),$$ \hfill (26)

where $\nu = \max_{(x, y)}\|\nabla f(w_*: x)(f(w_*: x) - y)\|.$

To bound $\|\nabla F(w) - \nabla F(w_*) + \nabla F_S(w_*) - \nabla F_S(w)\|$, for any $w \in \Omega(r)$, we denote by $\mathcal{N}(\Omega(r), \epsilon)$ the covering number of the proper $\epsilon$-net of $\Omega(r)$. It is easy to verify that with a probability at least $1 - \delta$,

$$\|\nabla F(w) - \nabla F(w_*) + \nabla F_S(w_*) - \nabla F_S(w)\| \leq C\left(\frac{Gr}{n} + Gr\sqrt{\frac{\log(1/\delta) + d\log(r/\epsilon)}{n}} + G\epsilon\right),$$ \hfill (27)

where we used the fact that $\mathcal{N}(\Omega(r), \epsilon) = O((r/\epsilon)^d)$. Combining above three inequalities, we have, with a probability at least $1 - 2\delta$

$$\|\nabla F(w) - \nabla F_S(w)\| \leq C\left(\frac{\nu}{n} + \nu\sqrt{\frac{\log(1/\delta)}{n}} + \frac{Gr}{n} + \frac{Gr}{\sqrt{n}}\sqrt{\frac{\log(1/\delta) + d\log(n)2 + 1}{n}}\right),$$ \hfill (28)

where we choose $\epsilon = r/\sqrt{n}$. Since $\nu \leq Gr$, we have, with a probability at least $1 - 3\delta$

$$\|\nabla F(w) - \nabla F_S(w)\| \leq O\left(Gr\frac{\log(1/\delta) + d\log(n)}{n}\right).$$ \hfill (29)
A.3 Proof of Theorem 6

In this proof, we consider the updates after first epoch, i.e., $t \geq n$. Following the similar analysis of Theorem 3, we have

$$F(w_{t+1}) - F(w_t) \leq \eta \left( \frac{\eta M_t}{2} - \eta \gamma F(w_t) + \frac{\eta^2 G^2 B^2 L}{2} \right),$$

where the last inequality uses $\gamma$-strongly convexity and Theorem 5 with

$$M_t := C^2 \left( \frac{Gr_t}{n} + Gr_t \sqrt{\frac{\log(1/\delta) + d \log(n)}{n}} \right)^2.$$  

Therefore, with probability at least $1 - 3\delta$ we have

$$F(w_{t+1}) - F(w_t) \leq \eta C^2 \left( \frac{G^2 B}{n^2} + G^2 \gamma \frac{log(1/\delta) + d \log(n)}{n} \right) - \eta \gamma F(w_t) + \frac{\eta^2 G^2 B^2 L}{2}.$$ 

By the strong convexity and $F_* = 0$ we know

$$\gamma^2 \leq \frac{2(F(w_t))}{\gamma}.$$

Thus

$$F(w_{t+1}) - F(w_t) \leq \frac{\eta C^2 G^2 B^2}{n^2} + F(w_t) \frac{2\eta C^2 G^2 (\log(1/\delta) + d \log(n))}{\gamma n} - \eta \gamma F(w_t) + \frac{\eta^2 G^2 B^2 L}{2}$$

$$\leq \frac{\eta C^2 G^2 B^2}{n^2} - \frac{\eta \gamma F(w_t)}{2} + \frac{\eta^2 G^2 B^2 L}{2},$$

where the last inequality is due to $n \geq \frac{4C^2 G^2 (\log(1/\delta) + d \log(n))}{\gamma^2}$. Then, with probability at least $1 - 3t\delta$,

$$F(w_{t+1}) \leq \left(1 - \frac{\eta \gamma t}{2}\right) F(w_1) + \frac{2C^2 G^2 B^2}{\gamma n^2} + \frac{\eta G^2 B^2 L}{\gamma}$$

$$\leq \exp \left( -\frac{\eta \gamma t}{2} \right) F(w_1) + \frac{2C^2 G^2 B^2}{\gamma n^2} + \frac{\eta G^2 B^2 L}{\gamma}.$$ 

By setting $t = \frac{1}{\eta \gamma} \log \left( \frac{2n^2 F(w_1)}{2C^2 G^2 B^2} \right)$ and $\eta = \min \left( \frac{1}{n^2}, \frac{1}{L} \right)$, then with probability at least $1 - \delta$ we have

$$F(w_{t+1}) \leq \frac{AC^2 G^2 B^2}{\gamma n^2} + \frac{\eta G^2 B^2 L}{\gamma} \leq O \left( \frac{1}{n^2} \right).$$