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Abstract

Contemporary software documentation is as complicated as the software itself. During its lifecycle, the documentation accumulates a lot of “near duplicate” fragments, i.e. chunks of text that were copied from a single source and were later modified in different ways. Such near duplicates decrease documentation quality and thus hamper its further utilization. At the same time, they are hard to detect manually due to their fuzzy nature. In this paper we give a formal definition of near duplicates and present an algorithm for their detection in software documents. This algorithm is based on the exact software clone detection approach: the software clone detection tool Clone Miner was adapted to detect exact duplicates in documents. Then, our algorithm uses these exact duplicates to construct near ones. We evaluate the proposed algorithm using the documentation of 19 open source and commercial projects. Our evaluation is very comprehensive — it covers various documentation types: design and requirement specifications, programming guides and API documentation, user manuals. Overall, the evaluation shows that all kinds of software documentation contain a significant number of both exact and near duplicates. Next, we report on the performed manual analysis of the detected near duplicates for the Linux Kernel Documentation. We present both quantitative and qualitative results of this analysis, demonstrate algorithm strengths and weaknesses, and discuss the benefits of duplicate management in software documents.
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1 Introduction

Every year software is becoming increasingly more complex and extensive, and so does software documentation. During the software life cycle documentation tends to accumulate a lot of duplicates due to the copy and paste pattern. At first, some text fragment is copied several times, then each copy is modified, possibly in its own way. Thus, different copies of initially similar fragments become “near duplicates”. Depending on the document type [1], duplicates can be either desired or not, but in any case duplicates increase documentation complexity and thus, maintenance and authoring costs [2].

Textual duplicates in software documentation, both exact and near ones, are extensively studied [2, 3, 4, 5]. However, there are no methods for detection of near duplicates, only for exact ones and mainly using software clone detection techniques [2, 3, 6]. At the same time Juergens et al. [2] indicates the importance of near duplicates and recommends to “pay par-
ticular attention to subtle differences in duplicated text”. However, there are studies which addressed near duplicates, for example in [7] the authors developed a duplicate specification tool for JavaDoc documentation. This tool allows user to specify near duplicates and manipulate them. Their approach was based on an informal definition of near duplicates and the problem of duplicate detection was not addressed. In our previous studies [8, 9] we presented a near duplicate detection approach. Its core idea is to uncover near duplicates and then to apply the reuse techniques described in our earlier studies [4, 5]. Clone detection tool Clone Miner [10] was adapted for detection of exact duplicates in documents, then near duplicates were extracted as combinations of exact duplicates. However, only near duplicates with one variation point were considered. In other words, the approach can detect only near duplicates that consist of two exact duplicates with a single chunk of variable text between them: $\text{exact}_1 \text{variable}_1 \text{exact}_2$.

In this paper we give the formal definition of near duplicates with an arbitrary number of variation points, exhibiting the following pattern: $\text{exact}_1 \text{variable}_1 \text{exact}_2 \text{variable}_2 \text{exact}_3 \ldots \text{variable}_{n-1} \text{exact}_n$. Our definition is the formalized version of the definition given in the reference [11]. We also present a generalization of the algorithm described in [8, 9]. The algorithm is implemented in the Documentation Refactoring Toolkit [12], which is a part of the DocLine project [4]. In this paper, an evaluation of the proposed algorithm is also presented. The documentation of 19 open source and commercial projects is used. The results of the detailed manual analysis of the detected near duplicates for the Linux Kernel Documentation [13] are reported.

The paper is structured as follows. Section 1 provides a survey of duplicate management for software documentation and gives a brief overview of near duplicate detection methods in information retrieval, theoretical computer science, and software clone detection areas. Section 2 describes the context of this study by examining our previous work to underline the contribution of the current paper. In Section 3 the formal definition of the near duplicate is given and the near duplicate detection algorithm is presented. Also, the algorithm correctness theorem is formulated. Finally, Section 4 presents evaluation results.

### 2 Related work

Let us consider how near duplicates are employed in documentation-oriented software engineering research. Horie et al. [14] consider the problem of text fragment duplicates in Java API documentation. The authors introduce a notion of crosscutting concern, which is essentially a textual duplicate appearing in documentation. The authors present a tool named CommentWeaver, which provides several mechanisms for modularization of the API documentation. It is implemented as an extension of Javadoc tool, and provides new tags for controlling reusable text fragments. However, near duplicates are not considered, facilities for duplicate detection are not provided.

Nosál and Porubán [7] extend the approach from [14] by introducing near duplicates. In this study the notion of documentation phrase is used to denote the near duplicate. Parametrization is used to define variable parts of duplicates, similarly to our approach [4, 5]. However, the authors left the problem of near duplicate detection untouched.

In [3] Nosál and Porubán present the results of a case study in which they searched for exact duplicates in internal documentation (source code comments) of an open source project set. They used a modified copy/paste detection tool, which was originally developed for code analysis and found considerable number of text duplicates. However, near duplicates were not considered in this paper.

Wingkvist et al. adapted a clone detection tool to measure the document uniqueness in a collection [6]. The authors used found duplicates for documentation quality estimation. However, they did not address near duplicate detection.

The work of Juergens et al. [2] is the closest one to our research and presents a case study
for analyzing redundancy in requirement specifications. The authors analyze 28 industrial documents. At the first step, they found duplicates using a clone detection tool. Then, the authors filtered the found duplicates by manually removing false positives and performed a classification of the results. They report that the average duplicate coverage of documents they analyzed is 13.6%: some documents have a low coverage (0.9%, 0.7% and even 0%), but there are ones that have a high coverage (35%, 51.1%, 71.6%). Next, the authors discuss how to use discovered duplicates and how to detect related duplicates in the source code. The impact of duplicates on the document reading process is also studied. Furthermore, the authors propose a classification of meaningful duplicates and false positive duplicates. However, it should be noted that they consider only requirement specifications and ignore other kinds of software documentation. Also, they do not use near duplicates.

Rago et al. [15] apply natural language processing and machine learning techniques to the problem of searching duplicate functionality in requirement specifications. These documents are considered as a set of textual use cases; the approach extracts sequence chain (usage scenarios) for every use case and compares the pairs of chains to find duplicate subchains. The authors evaluate their approach using several industrial requirement specifications. It should be noted that this study considers a very special type of requirement specifications, which are not widely used in industry. Near duplicates are also not considered.

Algorithms for duplicate detection in textual content have been developed in several other areas. Firstly, the information retrieval community considered several near-duplicate detection problems: document similarity search [16, 17], (local) text reuse detection [18, 19], template detection in web document collections [20, 21]. Secondly, the plagiarism detection community also extensively studied the detection of similarity between documents [22, 23]. Thus, there are a number of efficient solutions. However, the majority of them are focused on document-level similarity, with the goal of attaining high performance on the large collections of documents. More importantly, these studies differ from ours by ignoring duplicate meaningfulness. Nonetheless, adapting these methods for the near-duplicate search in software documentation could improve the quality metrics of the search. It is a promising avenue for further studies.

The theoretical computer science community also addressed the duplicate detection problem. However, the primary focus of this community was the development of (an approximate) string matching algorithms. For example, in order to match two text fragments of an equal length, the Hamming distance was used [24]. The Levenshtein distance [25] is employed to account not only for symbol modification, but also for symbol insertion and removal. For this metric it is possible to handle all the three editing operations at the cost of performance [26]. Significant performance optimizations to string pattern matching using the Levenshtein distance were applied in the fuzzy Bitap algorithm [27] which was later optimized to handle longer patterns efficiently [28]. Similarity preserving signatures like MinHash [29] can be used to speed up pattern matching for approximate matching problem. Another indexing approach is proposed in [30], with an algorithm for the fast detection of documents that share a common sliding window with the query pattern but differ by at most \( \tau \) tokens. While being useful for our goals in general, these studies do not relate to this paper directly. All of these studies are focused on the performance improvement of simple string matching tasks. Achieving high performance is undoubtedly an important aspect, but these algorithms become less necessary when employed for documents of 3–4 MBs of plain text — a common size of a large industrial documentation file.

Various techniques have been employed to detect near duplicate clones in a source code. SourcererCC [31] detects near duplicates of code blocks using a static bag-of-tokens strategy that is resilient to minor differences between code blocks. Clone candidates of a code block are queried from a partial inverted index for better scalability. DECKARD [32] com-
putes certain characteristic vectors of code to approximate the structure of Abstract Syntax Trees in Euclidean space. Locality sensitive hashing (LSH) [33] is used to group similar vectors with the Euclidean distance metric, forming clones. NICAD [34] is a text-based near duplicate detection tool that also uses tree-based structural analysis with a lightweight parsing of the source code to implement flexible pretty-printing, code normalization, source transformation and code filtering for better results. However, these techniques are not directly capable of detecting duplicates in text documents as they involve some degree of parsing of the underlying source code for duplicate detection. Suitable customization for this purpose can be explored in the future.

3 Background

3.1 Exact duplicate detection and Clone Miner

Not only documentation, but also software itself is often developed with a lot of copy/pasted information. To cope with duplicates in the source code, software clone detection methods are used. This area is quite mature; a systematic review of clone detection methods and tools can be found in [35]. In this paper, the Clone Miner [10] software clone detection tool is used to detect exact duplicates in software documentation. Clone Miner is a token-based source code clone detector. A token in the context of text documents is a single word separated from other words by some separator: ‘.’, ‘(’, ‘)’, etc. For example, the following text fragment consists of 2 tokens: “FM registers”. Clone Miner considers input text as an ordered collection of lexical tokens and applies suffix array-based string matching algorithms [36] to retrieve the repeated parts (clones). In this study we use the Clone Miner tool. We have selected it for its simplicity and its ability to be easily integrated with other tools using a command line interface.

3.2 Basic near duplicate detection and refactoring

We have already demonstrated in Section 1 that near duplicate detection in software documentation is an important research avenue. In our previous studies [8, 9], we presented an approach that offers a partial solution for this problem. At first, similarly to Juergens et al. [2], Wingkvist et al. [6], we applied software clone detection techniques to exact duplicate detection [37]. Then, in [8, 9] we proposed an approach to near duplicate detection. It is essentially as follows: having exact duplicates found by Clone Miner, we extract sets of duplicate groups where clones are located close to each other. For example, suppose that the following phrase can be found in the text 5 times with different variations (various port numbers): “inet daemon can listen on ... port and then transfer the connection to appropriate handler”. In this case we have two duplicate groups with 5 clones in each group: one group includes the text “inet daemon can listen on”, while the other includes “port and then transfer the connection to appropriate handler”. We combine these duplicate groups into a group of near duplicates: every member of this group has one variation to capture different port numbers. In these studies we developed this approach only for one variation, i.e. we “glued” only pairs of exact duplicate groups.

Then it is possible to apply the adaptive reuse technique [38, 39] to near duplicates and to perform automatic refactoring of documentation. Our toolkit [12] allows to create reusable text fragment definition templates for the selected near duplicate group. Then it is possible to substitute all the occurrences of the group’s members with parameterized references to definition. The overall scheme of the process is shown in Fig. 1.

The experiments with the described approach showed a considerable number of interesting near duplicates. Thus, we decided to generalize the algorithm from [8, 9] in order to allow an arbitrary number of exact near-duplicates combinations. This will allow to have several variation parts in the resulting
4 Near duplicate detection algorithm

4.1 Definitions

Let us define the terms necessary for describing the proposed algorithm. We consider document $D$ as a sequence of symbols. Any symbol of $D$ has a coordinate corresponding to its offset from the beginning of the document, and this coordinate is a number belonging to $[1, \text{length}(D)]$ interval, where length$(D)$ is the number of symbols in $D$.

**Definition 1.** For $D$ we define a text fragment as an occurrence of some text substring in $D$. Hence, each text fragment has a corresponding integer interval $[b, e]$, where $b$ is the coordinate of its first symbol and $e$ is the coordinate of its last symbol. For text fragment $g$ of document $D$, we say that $g \in D$.

Let us introduce the following sets: $D^*$ is a set of all text fragments of $D$, $I^D$ is a set of all integer intervals within interval $[1, \text{length}(D)]$, $S^D$ is a set of all strings of $D$.

Also, let us introduce the following notations:

- $[g] : D^* \to I^D$ is a function that takes text fragment $g$ and returns its interval.
- $\text{str}(g) : D^* \to S^D$ is a function that takes text fragment $g$ and returns its text.
- $I : I^D \to D^*$ is a function that takes interval $I$ and returns corresponding text fragment.
- $[[b, e]] : I^D \to [0, \text{length}(D)]$ is a function that takes interval $[g] = [b, e]$ and returns its length as $||g|| = e - b + 1$. For simplicity, we will use $|g|$ notion instead of $||g||$.
- For any $g^1, g^2 \in D$ we consider their intersection $g^1 \cap g^2$ as intersection of corresponding intervals $[g^1'] \cap [g^2']$, and $g^1 \subset g^2$ implies $[g^1] \subset [g^2]$.
- We define the binary predicate $\text{Before}$ on $D^* \times D^*$, which is true for text fragments $g^1, g^2 \in D$, iff $e^1 < b^2$, when $[g^1] = [b^1, e^1], [g^2] = [b^2, e^2]$.

**Definition 2.** Let us consider a set $G$ of text fragments of $D$ such that $\forall g^1, g^2 \in G \ (\text{str}(g^1) = \text{str}(g^2)) \land (g^1 \cap g^2 = \emptyset)$. We name those fragments as exact duplicates and $G$ as exact duplicate group or exact group. We also denote number of elements in $G$ as $\#G$.

**Definition 3.** For ordered set of exact duplicate groups $G_1, \ldots, G_N$, we say that it forms variational group $(G_1, \ldots, G_N)$ when the following conditions are satisfied:

1. $\#G_1 = \ldots = \#G_N$.
2. Text fragments having similar positions in different groups, occur in the same order in document text: $\forall g^1_k \in G_1, \forall g^2_j \in G_j ((i < j) \Rightarrow \text{Before}(g^1_k, g^2_j))$, and $\forall k \in \{1, \ldots, N - 1\} \text{Before}(g^1_N, g^1_{k+1})$.

We also say that for any $G_k$ of this set $G_k \in VG$.

**Note 1.** According to condition 2 of definition 3, $\forall g^1_k \in G_1, \forall g^2_j \in G_j (i \neq j \Rightarrow g^1_k \cap g^2_j = \emptyset)$.

**Note 2.** When $VG = (G_1, \ldots, G_N)$ and $VG' = (G'_1, \ldots, G'_M)$, are variational groups, $(VG, VG') = (G_1, \ldots, G_N, G'_1, \ldots, G'_M)$ is also a variational group in case when is satisfies definition 3.

For example, suppose that we have $VG = (G_1, G_2, G_3)$ and each of $G_i$ consists of three clones $g^i_k$, $i \in \{1, 2, 3\}$. Then, these clones appear in the text in the following order: $g^1_1 \ldots g^1_3 \ldots g^2_1 \ldots g^2_3 \ldots g^3_1 \ldots g^3_3$. Next, it should be possible to compute the distance between variations or exact duplicate groups. This is required to support group merging inside our algorithm which
selects several closest groups to form a new one. Thus, a distance function should be defined.

**Definition 4.** Distance between text fragments for any \( g^1, g^2 \in D \) is defined as follows:

\[
ds(g^1, g^2) = \begin{cases} 
0, & g^1 \cap g^2 \neq \emptyset, \\
|b^2 - e^1 + 1|, & \text{Before}(g^1, g^2), \\
|b^1 - e^2 + 1|, & \text{Before}(g^2, g^1),
\end{cases}
\]

where \([g^1] = [b^1, e^1]\) and \([g^2] = [b^2, e^2]\).

**Definition 5.** Distance between exact groups \( G_1 \) and \( G_2 \), having \( \#G_1 = \#G_2 \), is defined as follows:

\[
ds(G_1, G_2) = \max_{k \in \{1, \ldots, \#G_1\}} \ndist(g^k_1, g^k_2)
\]

**Definition 6.** Distance between variational groups \( VG_1 \) and \( VG_2 \), when there are \( G_1 \in VG_1, G_2 \in VG_2 : \#G_1 = \#G_2 \), is defined as follows:

\[
ds(VG_1, VG_2) = \max_{G_1 \in VG_1, G_2 \in VG_2} \ndist(G_1, G_2)
\]

**Definition 7.** Length of exact group \( G \) is defined as follows: \( \text{length}(G) = \sum_{k=1}^{\#G} (e^k - b^k + 1) \), where \( g^k \in G, [g^k] = [b^k, e^k] \).

**Definition 8.** Length of variational group \( VG = \langle G_1, \ldots, G_N \rangle \) is defined as follows:

\[
\text{length}(VG) = \sum_{i=1}^{N} \text{length}(G_i)
\]

**Definition 9.** Near duplicate group is such a variational group \( \langle G_1, \ldots, G_N \rangle \) that satisfies following condition for \( \forall k \in \{1, \ldots, \#G_1\} \):

\[
\sum_{i=1}^{N-1} \ndist(g^k_i, g^k_{i+1}) \leq 0.15 \cdot \sum_{i=1}^{N} |g^k_i|.
\]

This definition is constructed according to the near duplicate concept from [38]: variational part of near duplicates with similar information (delta) should not exceed 15% of their exact duplicate (archetype) part.

**Note 3.** An exact group \( G \) can be considered as a variational one formed by itself: \( \langle G \rangle \).

**Definition 10.** Consider near duplicate group \( \langle G_1, G_2 \rangle \), where \( G_1 \) and \( G_2 \) are exact groups. We assume that this group contains a single extension point, and the text fragments contained in positions \([e^k_1 + 1, b^k_2 - 1]\) are called extension point values. In the general case, a near duplicate group \( \langle G_1, \ldots, G_N \rangle \) has \( N - 1 \) extension points.

**Definition 11.** Consider two near duplicate groups \( G = \langle G_1, \ldots, G_n \rangle \) and \( G' = \langle G_1', \ldots, G'_m \rangle \). Suppose that they form a variational group \( \langle G_1, \ldots, G_n, G_1', \ldots, G'_m \rangle \) or \( \langle G_1, \ldots, G_n, G_1', \ldots, G'_m \rangle \), which in turn is also a near duplicate group. In this case, we call \( G \) and \( G' \) nearby groups.

**Definition 12.** Nearby duplicates are duplicates belonging to nearby groups.

**Note 4.** Due to remark 3, definition 12 is applicable to both near and exact duplicates.

### 4.2 Algorithm description

The algorithm that constructs the set of near duplicate groups (\( \text{Set}VG \)) is presented below. Its input is the set of exact duplicate groups (\( \text{Set}G \)) belonging to document \( D \). It employs an interval tree—a data structure whose purpose is to quickly locate intervals that intersect with a given interval. Initially, the \( \text{Set}G \) set is constructed using the Clone Miner tool. The core idea of our algorithm is to repeatedly find and merge nearby exact groups from \( \text{Set}G \). At each step, the resulting near duplicate groups are added to \( \text{Set}VG \). Let us consider this algorithm in detail.

The initial interval tree for \( \text{Set}G \) is constructed using the \text{Initiate}() function (line 2). The core part of the algorithm is a loop in which new near duplicate groups are constructed (lines 3–18). This loop repeats until we can construct at least one near duplicate group, i.e., the set of newly constructed near duplicate groups (\( \text{Set}New \)) is not empty (line 18). Inside of this loop, the algorithm cycles through all groups of \( \text{Set}G \cup \text{Set}VG \). For each
Let us describe the functions employed in this algorithm.

The `Initiate()` function builds the interval tree. The idea of this data structure is the following.

Suppose we have \( n \) natural number intervals, where \( b_1 \) is the minimum and \( e_n \) is the maximum value of all interval endpoints, and \( m \) is the midpoint of \([b_1, e_n]\). The intervals are divided into three groups: fully located to the left of \( m \), fully located to the right of \( m \), and intervals containing \( m \). The current node of the interval tree stores the last interval group and references to its left and right child nodes containing the intervals to the left and to the right of \( m \) respectively. This procedure is repeated for each child node. Further details regarding the construction of an interval tree can be found in [40, 41].

In this study, we build our interval tree from the extended intervals that correspond to the exact duplicates found by CloneMiner. These extended intervals are obtained as follows: original intervals belonging to exact duplicates are enlarged by 15\%. For example, if \([b, e]\) is the initial interval, then an extended one is \([b - 0.15 \times (e - b + 1), e + 0.15 \times (e - b + 1)]\). We will denote the extended interval that corresponds to the exact duplicate group.

The `Remove` function removes groups from sets and their intervals from the interval tree. The interval deletion algorithm is described in references [40, 41].

The `Join` function, in addition to the operations described above, adds intervals of the newly created near duplicate group \( G = \langle G_1, \ldots, G_N \rangle \) to the interval tree. The standard insertion algorithm described in references [40, 41] is used. Extended intervals added to the tree of each near duplicate \( g_k = (g^k_1, \ldots, g^k_N) \), where \( k \in \{1, \ldots, \#G_1\} \), have the form of \([b^k_1 - x^k, e^k_N + x^k]\), where \( x^k = 0.15 \times \sum_{i=1}^{N} |g^k_i| - \sum_{i=1}^{N-1} dist(g^k_i, g^k_{i+1}) \). We will denote this extended interval of \( g^k \) (now, a near duplicate) as \( \downarrow g^k \) as well.

| Algorithm 1: Near Duplicate Groups Construction |
|-----------------------------------------------|
| **Input data:** Set\( \mathcal{G} \)          |
| **Result:** Set\( \mathcal{VG} \)            |
| 1 Set\( \mathcal{VG} \leftarrow \emptyset \) |
| 2 Initiate()                                 |
| 3 repeat                                    |
| 4   Set\( \mathcal{New} \leftarrow \emptyset \) |
| 5   foreach \( G \in \text{Set}\( \mathcal{G} \) \cup \text{Set}\( \mathcal{VG} \) \) do |
| 6     Set\( \mathcal{Cand} \leftarrow \text{NearBy}(G) \) |
| 7     if Set\( \mathcal{Cand} \neq \emptyset \) then |
| 8         \( G' \leftarrow \text{GetClosest}(G, \text{Set}\( \mathcal{Cand} \)) \) |
| 9         \text{Remove}(G,G') |
| 10     \text{Before}(G,G') then |
| 11         \( \text{Set}\( \mathcal{New} \) \leftarrow \text{Set}\( \mathcal{New} \) \cup \{\langle G, G' \rangle \} \) |
| 12     else |
| 13         \( \text{Set}\( \mathcal{New} \) \leftarrow \text{Set}\( \mathcal{New} \) \cup \{\langle G', \mathcal{G} \rangle \} \) |
| 14     \text{end if} |
| 15 \text{end if} |
| 16 \text{end foreach} |
| 17 Join(Set\( \mathcal{VG} \), Set\( \mathcal{New} \)) |
| 18 until Set\( \mathcal{New} \) = \emptyset |
| 19 Set\( \mathcal{VG} \) \leftarrow Set\( \mathcal{VG} \) \cup \text{Set}\( \mathcal{G} \) |

of them, the `NearBy` function returns the set of nearby groups \( \text{Set}\( \mathcal{Cand} \) \) (lines 5, 6), which is then used for constructing near duplicate groups. Later, we will discuss this function in more detail and prove its correctness, i.e. that it actually returns groups that are close to \( G \).

Next, the closest group to \( G \), denoted \( G' \), is selected from \( \text{Set}\( \mathcal{Cand} \) \) (line 8) and a variational group \( \langle G, G' \rangle \) or \( \langle G', G \rangle \) is created. This group is added into \( \text{Set}\( \mathcal{New} \) \) (lines 10–14). Since \( G \) and \( G' \) are merged and therefore cease to exist as independent entities, they are deleted from \( \text{Set}\( \mathcal{G} \) \) and \( \text{Set}\( \mathcal{VG} \) \) by the `Remove` function (line 9). Next, the `Join` function adds \( \text{Set}\( \mathcal{New} \) \) to \( \text{Set}\( \mathcal{VG} \) \) (line 17). It is essential to note that the `Remove` and `Join` functions perform some auxiliary actions described below.

In the end of the algorithm \( \text{Set}\( \mathcal{G} \) \) is added to \( \text{Set}\( \mathcal{VG} \) \). The result — \( \text{Set}\( \mathcal{VG} \) \) — is presented as the algorithm’s output. This step is required in order for the output to contain not only near duplicate groups, but also exact duplicate groups which have not been used for creation of near duplicate ones (line 19).
The NearBy function selects nearby groups for some group \( G \) (its parameter). To do this, for each text fragment from \( G \) a collection of intervals that intersect with its interval is extracted. Text fragments that correspond to these intervals turn out to be neighboring to the initial fragment, i.e., for them, condition (5) is satisfied. The retrieval is done using the interval tree search algorithm [40, 41]. We construct the \( GL_1 \) set, which contains groups that are expected to be nearby to \( G \):

\[
GL_1(G) = \{G' \mid (G' \in SetG \cup SetVG) \land \exists g \in G, g' \in G' : \uparrow g \cap \downarrow g' \neq \emptyset \}.
\]  (6)

That is, the \( GL_1 \) set consists of groups that contain at least one duplicate that is close to at least one duplicate from \( G \). Then, only the groups that can form a variational group with \( G \) are selected and placed into the \( GL_2 \) set:

\[
GL_2(G) = \{G' \mid G' \in GL_1 \land ((G, G') \text{or} (G', G) \text{is variational group})\}.
\]  (7)

Finally, the \( GL_3 \) set (the NearBy function’s output) is created. The only groups placed in this set are those from \( GL_2 \) whose all elements are close to corresponding elements of \( G \):

\[
GL_3(G) = \{G' \mid G' \in GL_2 \land \forall k \in \{1, \ldots, \#G\} : \uparrow g^k \cap \downarrow g^k \neq \emptyset \}.
\]  (8)

**Theorem 1.** Suggested algorithm detects near duplicate groups that conform to definition 9.

It is easy to show by construction of NearBy that for some group \( G \) it returns the set of its nearby groups (see definition 11). That is, each of these groups can be used to form a near duplicate group with \( G \). Then for the set the algorithm selects the group closest to \( G \) and constructs a new near duplicate group. The correctness of all intermediate sets and other used functions is immediate from their construction methods.

## 5 Evaluation

The proposed algorithm was implemented in the Duplicate Finder Toolkit [12]. Our prototype uses the intervaltree library [42] as an implementation of the interval tree data structure.

We have evaluated 19 industrial documents belonging to various types: requirement specification, programming guides, API documentation, user manuals, etc. (see Table 1). The size of the evaluated documents is up to 3 Mb.

Our evaluation produced the following results. The majority of the duplicate groups detected are exact duplicates (88.3–96.5%). Groups having one variation point amount to 3.3–12.5%, two variation points – to 0–1.7%, and three variation points – to less 1%, etc. A few near duplicates with 11, 12, 13, and 16 variation points also were detected. We performed a manual analysis of the automatically detected near duplicates for Linux Kernel Documentation (programming guide, document 1 in the Table 1) [13]. We found 70 meaningful text groups (5.4%), 30 meaningful groups for the code example (2.3%), and 1191 false positive groups (92.3%). We found 21 near duplicate groups, i.e., 21% of the meaningful duplicate groups. Therefore, the share of near duplicates significantly increases after discarding false positives.

Having analyzed the evaluation results, we can make the following conclusions:

1. During our experiments we did not manage to find any near duplicates in considered documents that were not detected by our algorithm. However, we should note that the claim of the algorithm’s high recall needs a more detailed justification.

2. Analyzing the Linux Kernel Documentation, we have concluded that it does not have any cohesive style: it was created sporadically by different authors. Virtually all its duplicates are situated locally, i.e., close to each other. For example, some author created a description of some driver’s functionality using copy/paste for its similar features. At the same time, another driver was described by a different author who did not use the first driver’s description at all. Consequently, there are practically no duplicates that are found throughout the
Table 1: Near-duplicate groups detected

| Document | Size, Kb | Total near dup groups | Exact duplicates groups, % | 1-variation groups, % | 2-variation groups, % | 3-variation groups, % |
|----------|----------|------------------------|---------------------------|----------------------|----------------------|----------------------|
| 1        | 892      | 1291                   | 93.9                      | 5.1                  | 0.9                  | 0.2                  |
| 2        | 2924     | 6506                   | 93.3                      | 5.3                  | 0.9                  | 0.2                  |
| 3        | 1810     | 4220                   | 95.9                      | 3.4                  | 0.5                  | 0.2                  |
| 4        | 686      | 1500                   | 96.5                      | 3.3                  | 0.2                  | 0.1                  |
| 5        | 1311     | 4688                   | 95.9                      | 3.3                  | 0.5                  | 0.0                  |
| 6        | 3136     | 6587                   | 93.9                      | 5.1                  | 0.7                  | 0.2                  |
| 7        | 1491     | 4537                   | 92.0                      | 6.0                  | 1.2                  | 0.4                  |
| 8        | 3160     | 7804                   | 95.6                      | 3.5                  | 0.5                  | 0.2                  |
| 9        | 1104     | 152                    | 93.4                      | 5.3                  | 0.7                  | 0.7                  |
| 10       | 1800     | 4685                   | 92.7                      | 5.8                  | 0.9                  | 0.3                  |
| 11       | 1056     | 2436                   | 91.5                      | 6.7                  | 1.1                  | 0.3                  |
| 12       | 36       | 59                     | 83.1                      | 11.9                 | 1.7                  | 0.0                  |
| 13       | 166      | 392                    | 89.5                      | 9.7                  | 0.5                  | 0.3                  |
| 14       | 103      | 208                    | 91.3                      | 7.7                  | 0.5                  | 0.0                  |
| 15       | 98       | 117                    | 94.0                      | 4.3                  | 0.9                  | 0.9                  |
| 16       | 241      | 394                    | 88.8                      | 9.1                  | 0.8                  | 0.3                  |
| 17       | 43       | 16                     | 81.3                      | 12.5                 | 6.3                  | 0.0                  |
| 18       | 50       | 77                     | 88.3                      | 11.7                 | 0.0                  | 0.0                  |
| 19       | 167      | 145                    | 88.3                      | 9.7                  | 0.7                  | 1.4                  |

whole text. Examples, warnings, notes, and other documentation elements that are preceded by different introductory sentences are not styled cohesively as well. Thus, our algorithm can be used for analyzing the degree of documentation uniformity.

3. The algorithm performs well on two-element groups, finding near duplicate groups with a different number of extension points. It appears that, in general, there are way fewer near duplicate groups with more than two elements.

4. Many detected duplicate groups consist of figure and table captions, page headers, parts of the table of contents and so on — that is, they are not of any interest to us. Also, many found duplicates are scattered across different elements of document structure, for example, a duplicate can be a part of a header and a small fragment of text right after it. These kinds of duplicates are not desired since they are not very useful for document writers. However, they are detected because currently document structure is not taken into account during the search.

5. The 0.15 value used in detecting near duplicate groups does not allow to find some significant groups (mainly small ones, 10–20 tokens in size). It is possible that it would be more effective to use some function instead of a constant, which could depend, for example, on the length of the near duplicate.

6. Moreover, often the detected duplicate does not contain variational information that is situated either in its end or in its beginning. Sometimes it could be beneficial to include it in order to ensure semantic completeness. To solve this problem, a clarification and a formal definition of semantic completeness of a text fragment is required. Our experiments show that this can be done in various ways (the simplest one is ensuring sentence-level granularity, i.e. including all text until the start/end of sentence).
6 Conclusion

In this paper the formal definition of near duplicates in software documentation is given and the algorithm for near duplicate detection is presented. An evaluation of the algorithm using a large number of both commercial and open source documents is performed.

The evaluation shows that various types of software documentation contain a significant number of exact and near duplicates. A near duplicate detection tool could improve the quality of documentation, while a duplicate management technique would simplify documentation maintenance.

Although the proposed algorithm provides ample evidence on text duplicates in industrial documents, it still requires improvements before it can be applied to real-life tasks. The main issues to be resolved are the quality of the near duplicates detected and a large number of false positives. Also, a detailed analysis of near duplicate types in various sorts of software documents should be performed.
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