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Abstract

We study variants of the Erdős distance problem and the dot products problem in the setting of the integers modulo $q$, where $q = p^l$ is a power of an odd prime.
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1 Introduction

1.1 Distance sets

The classical Erdős distance problem asks for the minimal number of distinct distances determined by a finite point set in $\mathbb{R}^d$, $d \geq 2$. The continuous analog of this problem, called the Falconer distance problem, asks for the optimal threshold $s_0 > 0$ such that if the Hausdorff dimension of a compact subset of $\mathbb{R}^d$, $d \geq 2$, is greater than $s_0$, then the set of
distances determined by the subset has positive Lebesgue measure. It is conjectured that a set of $N$ points in $\mathbb{R}^d$, $d \geq 2$, determines $\geq N^{\frac{2}{d}}$ distances and, similarly, that a subset of $\mathbb{R}^d$, $d \geq 2$, of Hausdorff dimension greater than $\frac{d}{2}$ determines a set of distances of positive Lebesgue measure. Here, and throughout, $X \lesssim Y$ means that for every $\epsilon > 0$ there exists $C_\epsilon > 0$ such that $X \leq C_\epsilon N^{\epsilon} Y$. Similarly, $X \ll Y$ (or equivalently, $Y \ll X$) means that $Y = o(X)$.

The Erdős distance problem in the Euclidean plane has recently been solved by Guth and Katz ([11]) in two dimensions. They show that a set of $N$ points in $\mathbb{R}^2$ has at least $c N \log N$ distinct distances. For the latest developments on the Erdős distance problem in higher dimensions, see [19], [21], and the references contained therein. See [6] and the references contained therein for the best known exponents for the Falconer distance problem.

In vector spaces over finite fields, one may define for $E \subset \mathbb{F}_q^d$,

$$\Delta(E) = \{||x - y|| : x, y \in E\},$$

where

$$||x - y|| = (x_1 - y_1)^2 + \cdots + (x_d - y_d)^2,$$

and one may again ask for the smallest possible size of $\Delta(E)$ in terms of the size of $E$. While $|| \cdot ||$ is not a distance in the sense of metric spaces, it is still a rigid invariant in the sense that if $||x - y|| = ||x' - y'||$, there exists $\tau \in \mathbb{F}_q^d$ and $O \in O_d(\mathbb{F}_q)$, the group of orthogonal matrices, such that $x' = Ox + \tau$ and $y' = Oy + \tau$.

There are several issues to contend with here. First, $E$ may be the whole vector space, which would result in the rather small size for the distance set:

$$|\Delta(E)| = |E|^\frac{1}{2}.$$

Another compelling consideration is that if $q$ is a prime congruent to 1 (mod 4), then there exists $i \in \mathbb{F}_q$ such that $i^2 = -1$. This allows us to construct a set in $\mathbb{F}_q^2$,

$$Z = \{(t, it) : t \in \mathbb{F}_q\}$$

and one can readily check that

$$\Delta(Z) = \{0\}.$$

The first non-trivial result on the Erdős-Falconer distance problem in vector spaces over finite fields is proved by Bourgain, Katz and Tao in [3]. The authors get around the first mentioned obstruction by assuming that $|E| \lesssim q^{2-\epsilon}$ for some $\epsilon > 0$. They get around the second mentioned obstruction by mandating that $q$ is a prime $\equiv 3 \pmod{4}$. As a result they prove that

$$|\Delta(E)| \gtrsim |E|^\frac{1}{2} + \delta,$$

where $\delta$ is a function of $\epsilon$. 
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In [15] the second listed author along with M. Rudnev went after a distance set result for general fields in arbitrary dimension with explicit exponents. In order to deal with the obstructions outlined above, they reformulated the question in analogy with the Falconer distance problem: how large does $E \subset \mathbb{F}_q^d$, $d \geq 2$, need to be to ensure that $\Delta(E)$ contains a positive proportion of the elements of $\mathbb{F}_q$. They proved that if $|E| \geq 2q^{d+1} + 1$, then $\Delta(E) = \mathbb{F}_q$ directly in line with Falconer’s result ([7]) in the Euclidean setting that for a set $E$ with Hausdorff dimension greater than $\frac{d+1}{2}$ the distance set is of positive measure. At first, it seemed reasonable that the exponent $\frac{d+1}{2}$ may be improvable, in line with the Falconer distance conjecture described above. In [14], it was shown that the exponent $\frac{d+1}{2}$ is best possible in odd dimensions, at least for general finite fields. In even dimensions it is still possible that the correct exponent is $\frac{d}{2}$, in analogy with the Euclidean case. In [5], the authors take a first step in this direction by showing that if $|E| \geq q^{4/3}$, then $|\Delta(E)| \geq cq$. This is in line with Wolff’s result for the Falconer conjecture in the plane which says that the Lebesgue measure of the set of distances determined by a subset of the plane of Hausdorff dimension greater than $\frac{4}{3}$ is positive.

1.2 Sums and Products

Let $\mathbb{F}_q$ denote a finite field with $q$ elements, where $q$, a power of an odd prime, is viewed as an asymptotic parameter. In a special case when $q = p$ is a prime, we use the notation $\mathbb{Z}_p$. Let $\mathbb{F}_q^*$ denote the multiplicative group of $\mathbb{F}_q$. How large does $A \subset \mathbb{F}_q$ need to be to make sure that

$$dA^2 = A^2 + \cdots + A^2 \supseteq \mathbb{F}_q^*?$$

Here,

$$A^2 = A \cdot A = \{a \cdot a' : a, a' \in A\} \quad \text{and} \quad 2A = A + A = \{a + a' : a, a' \in A\}.$$

It was proved in [1] that if $d = 3$ and $q$ is prime, this conclusion holds if the number of elements $|A| \geq Cq^{3/7}$, with a sufficiently large constant $C > 0$. It is reasonable to conjecture that if $|A| \geq Cq^{d+\epsilon}$, then $2A^2 \supseteq \mathbb{F}_q^*$. This result cannot hold, especially in the setting of general finite fields if $|A| = \sqrt{q}$ because $A$ may in fact be a subfield. See also [2], [4], [9], [8], [13], [18], [22], [23] and the references contained therein on recent progress related to this problem and its analogs. For example, Glibichuk, [9], proved that

$$8A \cdot B = \mathbb{Z}_p,$$

$p$ prime, provided that $|A||B| > p$ and either $A = -A$ or $A \cap (-A) = \emptyset$. Glibichuk and Konyagin, [10], proved that if $A$ is subgroup of $\mathbb{Z}_p^*$, and $|A| > p^\delta$, $\delta > 0$, then

$$NA = \mathbb{Z}_p.$$
with
\[ N \geq Cq^{4 \frac{1}{2}}. \]

The above-mentioned results were achieved by methods of arithmetic combinatorics.

In [12] and [14], the authors developed a geometric approach to this problem. Instead of studying the set \( dA^2 \) directly, they investigated the dot-product set \( \Pi(E) = \{ x \cdot y : x, y \in E \} \), where \( E \subset F_q^d \). They proceeded to show that if this set is sufficiently large, then so is the dot product set \( \Pi(E) \), with results for \( dA^2 \) following as an immediate corollary. The result thus obtained can be summarized as follows.

**Theorem 1.2.1.** Let \( E \subset F_q^d \) and define the incidence function
\[
\nu(t) = \{ (x, y) \in E \times E : x \cdot y = t \}.
\]

Then
\[
\sum_{t \in F_q} \nu^2(t) \leq |E|^4 q^{-1} + |E|^q^{2d-1} \sum_{k \neq (0, \ldots, 0)} |E \cap l_k||\widetilde{E}(k)|^2 + (q - 1)q^{-1}|E|^2 E(0, \ldots, 0),
\]

where
\[
l_k = \{ tk : t \in F_q^* \}.
\]

Moreover,
\[
\nu(t) = |E|^2 q^{-1} + R(t),
\]

with
\[
\left\{ \begin{array}{l}
|R(t)| \leq |E|q^{d+1}, & \text{for } t \neq 0, \\
|R(0)| \leq |E|q^{d},
\end{array} \right.
\]

**Corollary 1.2.2.** Let \( E \subset F_q^d \) such that \( |E| > q^{d+1} \). Then
\[
F_q^* \subset \Pi(E).
\]

This result cannot in general be improved in the following sense:

i. Whenever \( F_q \) is a quadratic extension, for any \( \epsilon > 0 \) there exists \( E \subset F_q^d \) of size \( \approx q^{d+1-\epsilon} \), such that \( |\Pi(E)| = o(q) \). In particular, the set of dot products does not contain a positive proportion of the elements of \( F_q^* \).

ii. For \( d = 4m + 3 \), \( m \geq 0 \), for any \( q \gg 1 \) and any \( t \in F_q^* \), there exists \( E \) of cardinality \( \approx q^{d+1} \), such that \( t \notin \Pi(E) \).

In the Euclidean setting, one can ask, in analogy with the Erdős distance problem, how many distinct dot products does a finite subset \( \mathbb{R}^d, d \geq 2 \) determine? The lattice example suggests, as it does in the case of the distance problem, that \( N \) points in \( \mathbb{R}^d \) determine at least \( N^{d+1} \) distinct dot products, up to logarithmic factors. In two dimensions this problem was recently resolved by the second listed author, Oliver Roche-Newton and Misha Rudnev ([16]).
1.3 The focus of this article

In this paper, we extend the considerations above to the setting of finite cyclic rings \( \mathbb{Z}_{p^l} = \mathbb{Z}/p^l\mathbb{Z} \) where \( p \) is a fixed odd prime. New difficulties arise as these rings have many non-units and in fact zero divisors. For example, unique factorization fails in the polynomial ring \( \mathbb{Z}_{p^l}[x] \) as \((x - p)^2 = x(x - 2p)\). One reason for considering this situation is if one is interested in answering questions about sets \( E \subset \mathbb{Q}^d \) of rational points, one can ask questions about dot product sets and distance sets for such sets and how they compare to the answers in \( \mathbb{R}^d \). Note by scale invariance of these questions, the problem of obtaining sharp bounds for the relationship of \(|\Delta(E)|\) and \(|E|\) for subsets \( E \) of \( \mathbb{Q}^d \) would be the same as for subsets of \( \mathbb{Z}^d \) as we can scale the rational points to clear their denominators without changing \(|\Delta(E)|\) or \(|E|\). Then for any fixed prime \( p \), for a high enough prime power \( p^l \) the set \( E \subset \mathbb{Z}^d \) will reduce injectively to a subset \( \bar{E} \) of \( \mathbb{Z}_{p^l}^d \) with same size "distance set" i.e., \(|\Delta(E)| = |\Delta(\bar{E})|\) where \( \Delta(\bar{E}) \) is defined as in the finite field case. Thus bounds between sizes of sets and the sizes of their distance sets obtained over \( \mathbb{Z}_{p^l}^d \) translate to information for sets of rational or integer points and their distance sets. Thus information on distance sets obtained over \( \mathbb{R} \) and \( \mathbb{Z}_{p^l}^d \) for large \( l \) (or equivalently over the \( p \)-adic integers) both give apriori information for questions framed for rational or integer points. This is an example of the Hasse principle where facts about rational or integer points can be obtained by using the arithmetic completions of \( \mathbb{Q} \): the real numbers and the \( p \)-adic numbers for all prime numbers \( p \).

In this paper we concentrate on the \( p \)-local analysis over \( \mathbb{Z}_{p^l}^d \), leaving questions of assembling the local to global picture for a later time. We provide nearly sharp bounds for the dot-product and distance problems in this setting.

Throughout, unless otherwise noted, \( p \) will denote an odd but otherwise arbitrary prime, and \( q = p^\ell \) will be an \( \ell \)-th power of an odd prime. For a ring \( R \), we let \( R^\times \) denote the set of units in \( R \).

For \( x \in \mathbb{Z}_{q^l}^d \), we put \( \|x\| = x_1^2 + \cdots + x_d^2 \). Also, given \( E \subset \mathbb{Z}_{q^l}^d \), we define the distance set as \( \Delta(E) = \{\|x - y\| : x, y \in E\} \).

**Theorem 1.3.1.** Let \( E \subset \mathbb{Z}_{q^l}^d \), where \( q = p^\ell \). Suppose \( |E| \gg \ell(q^{2\ell - 1}d + 1)^{\frac{1}{2\ell}} \). Then,

\[ \Delta(E) \supset \mathbb{Z}_{q^l}^\times. \]

Given \( E \subset \mathbb{Z}_{q^l}^d \), we define the dot-product set \( \prod(E) = \{x \cdot y : x, y \in E\} \), where \( x \cdot y = x_1y_1 + \cdots + x_dy_d \) is the usual dot product.

**Theorem 1.3.2.** Let \( E \subset \mathbb{Z}_{q^l}^d \), where \( q = p^\ell \). Suppose \( |E| \gg \ell(q^{2\ell - 1}d + 1)^{\frac{1}{2\ell}} \). Then,

\[ \prod(E) \supset \mathbb{Z}_{q^l}^\times. \]
Corollary 1.3.3. Let $A \subseteq \mathbb{F}_q$, where $q = p^\ell$. Suppose $|A| > q^{\frac{2\ell-1}{2\ell}}$. Then,
\[ Z_q^\times \subseteq dA^2 = A \cdot A + \cdots + A \cdot A. \]

Corollary 1.3.3 follows easily from Theorem 1.3.2 by setting $E = A \times \cdots \times A$. Theorem 1.3.2 shows that there exists a constant $B = B(p, \ell) > 0$ so that $|E| > Bq^{(\frac{2\ell-1}{2\ell})d}$ implies $\Pi(E) \supset Z_q^\times$. To contrast this result, we prove the following:

Theorem 1.3.4. For $d \geq 3$, there exists sets $E \subseteq \mathbb{Z}_q^d$ of size $|E| = bq^{\left(\frac{2\ell-1}{2\ell}\right)\ell}$, where
\[ b = \begin{cases} 
1 & \text{if } d \text{ is even} \\
\frac{1}{\sqrt{p}} & \text{if } d \text{ is odd}
\end{cases} \]
and yet $|\Delta(E)| = |\Pi(E)| = o(p^\ell)$. In fact $\Pi(E)$ and $\Delta(E)$ contain no units of $\mathbb{Z}_q$.

Remark 1.3.5. Since $|Z_q^\times| = p^\ell - p^{\ell-1} \neq o(p^\ell)$, Theorem 1.3.4 shows that Theorem 1.3.1 and Theorem 1.3.2 are best possible up to the factor of $\frac{1}{2\ell}$. In particular, if we fix $p$ and $\ell$ and let $d \to \infty$, then our results are sharp asymptotically.

1.3.1 Fourier Analysis in $\mathbb{Z}_q^d$

For a function $f : \mathbb{Z}_q^d \to \mathbb{C}$, we define the Fourier transform of $f$ as
\[ \hat{f}(m) = q^{-d} \sum_{x \in \mathbb{Z}_q^d} f(x) \chi(-x \cdot m) \]
where $\chi(x) = \exp(2\pi ix/q)$. We note that
\[ \text{Avg}(f) = \hat{f}(0, \ldots, 0) = q^{-d} \sum_{x} f(x) \]
is the average value of $f(x)$. Also, we have the following useful orthogonality property.

Lemma 1.3.6. Let $\chi(x) = \exp(2\pi ix/q)$. Then,
\[ q^{-d} \sum_{x \in \mathbb{Z}_q^d} \chi(x \cdot m) = \begin{cases} 
1 & m = (0, \ldots, 0) \\
0 & \text{otherwise}
\end{cases} \]

In turn, Lemma 1.3.6 has the following consequences:

Proposition 1.3.7. Let $f, g : \mathbb{Z}_q^d \to \mathbb{C}$. Then:
\[ f(x) = \sum_{m \in \mathbb{Z}_q^d} \chi(x \cdot m) \hat{f}(m) \tag{1.6} \]
\[ q^{-d} \sum_{x \in \mathbb{Z}_q^d} f(x)g(x) = \sum_{m \in \mathbb{Z}_q^d} \hat{f}(m)\overline{g(m)} \tag{1.7} \]
2 Proof of Distance Results (Theorem 1.3.1)

Before we proceed, we comment about the methods used throughout the paper. Considering projections from $\mathbb{Z}_{p^\ell} \rightarrow \mathbb{F}_p$ and using finite field results can often give bounds that ensure that all nonzero elements of $\mathbb{F}_p \setminus \{0\}$ are achieved as distances or dot-products. However, this translates only to knowing that representatives of units in every mod $p$ equivalence class of $\mathbb{Z}_{p^\ell}$ are achieved as corresponding distances or dot-products in the corresponding sets in $\mathbb{Z}_{p^\ell}$. To ensure that all units are achieved as dot-products or distances, we rely on establishing fundamental Fourier estimates directly for $\mathbb{Z}_{p^\ell}$ throughout the paper.

We will need the following additional Lemmas, whose proofs we delay until Section 4.

**Lemma 2.0.8.** Let $d \geq 2$ and $j \in \mathbb{Z}_q^\times$, where $q$ is odd. As before, set $\|x\| = x_1^2 + \cdots + x_d^2$, and denote by $S_j = \{x \in \mathbb{Z}_q^d : \|x\| = j\}$ the sphere of radius $j$. Then,

$$|S_j| = q^{d-1}(1 + o(1)).$$

**Lemma 2.0.9.** Identify $S_j$ with its indicator function. For $j \in \mathbb{Z}_q^\times$ with $q = p^\ell$, we have

$$\sup_{m \neq 0} |\hat{S}_j(m)| \leq \ell(\ell + 1)q^{-d+2\ell-1}.\quad (2.0.9)$$

With these Lemmas in tow, we are ready to proceed with the proof of Theorem 1.3.1. For $E \subset \mathbb{Z}_q^d$, we define the incidence function $\lambda_j = |\{(x, y) \in E \times E : \|x - y\| = j\}|$. When $j \in \mathbb{Z}_q^\times$, we utilize Proposition 1.3.7 and write

$$\lambda_j = \sum_{x,y \in \mathbb{Z}_q^d} E(x)E(y)S_j(x - y) = \sum_{x,y,m} E(x)E(y)\hat{S}_j(m)\chi(m \cdot (x - y)) = q^{2d} \sum_{m} |\hat{E}(m)|^2 \hat{S}_j(m) = q^{2d} |\hat{E}(0)|^2 \hat{S}_j(0) + q^{2d} \sum_{m \neq 0} |\hat{E}(m)|^2 \hat{S}_j(m) = q^{-d}|E|^2|S_j| + R_j.$$

Lemma 2.0.8 immediately implies that

$$\lambda_j = \frac{|E|^2}{q}(1 + o(1)) + R_j.$$
By Lemma 2.0.9, we have
\[
|R_j| \leq q^{2d} \ell (\ell + 1)q^{-\frac{d+2\ell-1}{2\ell}} \sum_m |\hat{E}(m)|^2
\]
\[
= \ell (\ell + 1)|E|q^{d-\frac{d+2\ell-1}{2\ell}}
\]
\[
= \ell (\ell + 1)|E|q^{\frac{(d-1)(2\ell-1)}{2\ell}}.
\]
Combining these estimates, we see that
\[
\lambda_j = \frac{|E|^2}{q}(1 + o(1)) + O \left( \ell (\ell + 1)|E|q^{\frac{(d-1)(2\ell-1)}{2\ell}} \right)
\]
which is positive whenever \(|E| \gg \ell (\ell + 1)q^{d(2\ell-1)+1}\), as claimed.

3 Proof of Dot-Products Results (Theorem 1.3.2)
Let \(\chi(x) = \exp(2\pi ix/q)\) as before. Suppose \(0 \leq n < m \leq \log p(q)\). We will repeatedly rely on the following observation:
\[
\sum_{z \in \mathbb{Z} \times p^m} \chi(p^n z) = \sum_{z \in \mathbb{Z} \times p^m} \chi(p^n z) - \sum_{z \in p\mathbb{Z} \times p^m} \chi(p^n z) = I + II
\]
Now, the sum \(I\) is zero by orthogonality as \(\chi(p^n\cdot)\) is a nontrivial character on \(\mathbb{Z} \times p^m\) as \(n < m\). The sum \(II\) is either zero or negative, depending on whether \(n + 1 = m\) or not. Either way, we will use the fact that the sum
\[
\sum_{z \in \mathbb{Z} \times p^m} \chi(p^n z)
\]
is nonpositive when \(n < m\). In words, summing a nontrivial additive character of the type we consider over the group of multiplicative units always yields a nonpositive result.
For \(E \subset \mathbb{Z}_q^d\), we define the incidence function \(\nu(t) = \{(x, y) \in E \times E : x \cdot y = t\}\), and we show that \(\nu(t) > 0\) for each unit \(t \in \mathbb{Z}_q^\times\). We write
\[
\nu(t) = q^{-1} \sum_{s \in \mathbb{Z}_q} \sum_{x,y \in E} \chi(s(x \cdot y)) \chi(-st)
\]
\[
= \nu_{\infty}(t) + \nu_0(t) + \nu_1(t) + \ldots + \nu_{\ell-1}(t),
\]
where
\[
\nu_i(t) = q^{-1} \sum_{s \in \mathbb{Z}_q} \sum_{x,y \in E} \chi((s(x \cdot y)) \chi(-st).
\]
Recall that $val_p(x) = i$ if $p^i | x$, but $p^{i+1} \not| x$, and $val_p(0) = \infty$. It is then plain to see that $\nu_\infty(t) = \frac{|E|^2}{q}$. For the other values $i = 0, \ldots, \ell - 1$, note $s$ can be written in the form $s = p^i \overline{s}$, where $\overline{s}$ a uniquely determined unit in $\mathbb{Z}^\times_{p^{\ell-i}}$. Also, viewing the term $\nu_i(t)$ as a sum in the $x$-variable, applying Cauchy-Schwarz, and extending the sum over $x \in E$ to the sum over $x \in \mathbb{Z}_q^d$, we see that

$$|\nu_i(t)|^2 \leq |E| q^{-2} \sum_{x \in \mathbb{Z}_q^d} \sum_{y, y' \in E} \sum_{s, s' \in \mathbb{Z}_q^\times} \chi(p^i(sy - s'y')x) \chi(p^it(s' - s))$$

$$\leq |E| q^{d-2} \sum_{y, y' \in E \atop p^i(sy - s'y') = 0} \chi(p^it(s' - s))$$

We split the last sum into parts, $I$ and $II$, where $I$ corresponds to the sum over the terms where $s = s'$, and $II$ is over the set $(s, s')$, where $s \neq s'$. We claim that term $II$ is a nonpositive quantity. Accepting this for a moment, we see that

$$I = |E| q^{d-2} \sum_{s \in \mathbb{Z}_q^\times_{p^{\ell-i}}} E(y) E(y')$$

$$= |E| q^{d-2} p^{\ell-i} \left( 1 - \frac{1}{p} \right) \sum_{p^iy = p^iy'} E(y) E(y')$$

$$\leq |E| q^{d-2} p^{\ell-i} \sum_{\alpha \in \mathbb{Z}_p^{\ell-i}} |R_E(\alpha)|^2,$$

where $R_E(\alpha) = \{ y \in E : y \equiv \alpha \ (mod \ p^{\ell-i}) \}$. Since the Kernel $K$ of the map

$$K : \mathbb{Z}_q^d \to \mathbb{Z}_{p^{\ell-i}}^d$$

has size $p^{id}$, it follows that

$$\sum_{\alpha \in \mathbb{Z}_p^{\ell-i}} |R_E(\alpha)|^2 \leq p^{id} \sum_{\alpha \in \mathbb{Z}_p^{\ell-i}} R_E(\alpha) = |E| p^{id}.$$

Putting everything together, since the term $II$ is nonpositive, it follows that

$$|\nu_i(t)|^2 \leq I \leq |E| q^{d-2} p^{\ell-i} \cdot |E| p^{id}$$

from which it immediately follows that

$$|\nu_i(t)| \leq |E| q^{\frac{d-1}{2}(1+\frac{i}{\ell})}.$$
Therefore, for each \( t \in \mathbb{Z}_q^\times \), we have
\[
\nu(t) = \frac{|E|^2}{q} + \nu_0(t) + \ldots + \nu_{\ell-1}(t),
\]
where \(|R(t)| \leq \ell|E|q^{d-1} \left( \frac{1}{2} \right) \). Therefore, \( \nu(t) > 0 \) (and hence \( t \in \prod(E) \)) whenever we have \(|E| \gg \ell q \left( \frac{d-1}{2} \right) d + \frac{3}{2} \), as claimed. It remains, however, to show that the term \( II \) appearing in the bound for \( |\nu_i(t)|^2 \) is nonpositive. Recall that
\[
II = |E|q^{d-2} \sum_{y,y' \in E} \sum_{s,s' \in \mathbb{Z}_{p^{\ell-i}}^\times} \chi(p^i t(s' - s))
\]
where \( p^i t(s' - s) \) is a nonpositive real quantity as the inner sum over \( b \) is the sum of a nontrivial additive character over the group of multiplicative units. Also, note that if \( a \in \mathbb{Z}_{p^{\ell-i}}^\times \), but \( 1 - a \notin \mathbb{Z}_{p^{\ell-i}}^\times \), then \( 1 - a = p^js \), for some \( 0 < j < \ell - i \), where \( s \in \mathbb{Z}_{p^{\ell-i-j}}^\times \). Thus, we can write
\[ II_B = |E|q^{d-2} \sum_{y, y' \in E} \sum_{j=1}^{\ell-i-1} L_j, \]

where we put

\[ L_j := \sum_{s \in \mathbb{Z}^\times_{p^{\ell-i-j}}} \chi(p^{i+j}tbs). \]

Applying orthogonality and summing in the variable \( s \) (noting \( tb \) is a unit), we see that \( L_j \) is either \(-1\) or \(0\), depending on whether \( \ell - i - j = 1 \) or not. Therefore, \( II_B \) is a nonpositive term, and the claim, hence the proof, follows.

### 3.1 Sharpness results (Proof of Theorem 1.3.4)

In this section we provide examples to prove theorem 1.3.4 which shows that the dot product results stated in theorem 1.3.2 are sharp.

**Definition 3.1.1.** Let \( \hat{v} \cdot \hat{w} = \sum_{i=1}^{d} v_i w_i \) for \( \hat{v}, \hat{w} \in \mathbb{F}_p^d \).

A subspace \( \mathcal{L} \subseteq \mathbb{F}_p^d \) is Lagrangian if \( \hat{v} \cdot \hat{w} = 0 \) for all \( \hat{v}, \hat{w} \in \mathcal{L} \).

It was shown in [13] that for \( d \geq 3 \) odd, \( \mathbb{F}_p^d \) possesses a Lagrangian subspace of dimension \( \frac{d-1}{2} \) while for \( d \geq 4 \) even, \( \mathbb{F}_p^d \) possesses a Lagrangian subspace of dimension \( \frac{d}{2} \).

Under the projection homomorphism \( \pi : \mathbb{Z}^\times_{p^\ell} \to \mathbb{F}_p^d \) for \( d \geq 3 \), let \( E = \pi^{-1}(\mathcal{L}) \), i.e., the full lift of a Lagrangian subspace of \( \mathbb{F}_p^d \) to \( \mathbb{Z}_q^d \) where \( q = p^\ell \).

Now note

\[ \|E\| = p^{(\ell-1)d}|\mathcal{L}| = \left\{ \begin{array}{ll} q^{\frac{(2\ell-1)d}{2\ell}} & \text{if } d \geq 3 \text{ is odd} \\ q^{\frac{(2\ell-1)d}{2\ell}} & \text{if } d \geq 4 \text{ is even} \end{array} \right. \]

However, \( \prod(E) = \{ \hat{v} \cdot \hat{w} : \hat{v}, \hat{w} \in E \} \) projects under \( \pi \) to 0 in \( \mathbb{F}_p \) as \( \mathcal{L} = \pi(E) \) is Lagrangian. Thus \( \prod(E) \subseteq p\mathbb{Z}_{p^\ell} = \text{nonunits of } \mathbb{Z}_q \). In particular, \( |\prod(E)| \leq p^{\ell-1} = o(p^\ell) \).

Furthermore since \( \|x - y\| = x \cdot x + y \cdot y - 2x \cdot y \) for all \( x, y \in \mathbb{Z}_q^d \), we see that \( \Delta(E) \subseteq p\mathbb{Z}_{p^\ell} \) also and so \( \Delta(E) \) also is a subset of the nonunits of \( \mathbb{Z}_q \).

Thus if we set \( b = 1 \) when \( d \) even and \( b = b(p) = p^{-\frac{1}{2}} \) when \( d \) odd we have proven Theorem 1.3.4 and hence shown the sharpness of the dot product and distance bounds as desired.
4 Proofs of Preliminary Results

4.1 Gauss Sums and Related Results

We need the following well known results.

Definition 4.1.1 (Quadratic Gauss sums). For positive integers $a, b, n$, we denote by $G(a, b, n)$ the following sum

$$G(a, b, n) := \sum_{x \in \mathbb{Z}_n} \chi(ax^2 + bx).$$

where $\chi(x) = e^{2\pi ix/n}$. For convenience, we denote the sum $G(a, 0, n)$ by $G(a, n)$.

Proposition 4.1.2 ([17]). Let $\chi(x) = e^{2\pi ix/n}$. For $a \in \mathbb{Z}_n$ with $(a, n) = 1$, we have

$$G(a, n) = \sum_{x \in \mathbb{Z}_n} \chi(ax^2) = \begin{cases} \varepsilon_n \left( \frac{a}{n} \right) \sqrt{n} & n \equiv 1 \mod 2 \\ 0 & n \equiv 2 \mod 4 \\ (1+i)\varepsilon_a^{-1} \left( \frac{a}{n} \right) \sqrt{n} & n \equiv 0 \mod 4 \land a \equiv 1 \mod 2 \end{cases}$$

where $\left( \frac{\cdot}{n} \right)$ denotes the Jacobi symbol and

$$\varepsilon_n = \begin{cases} 1 & n \equiv 1 \mod 4 \\ i & n \equiv 3 \mod 4 \end{cases}$$

Furthermore, for general values of $a \in \mathbb{Z}_n$, we have

$$G(a, b, n) = \begin{cases} (a, n)G \left( \frac{a}{(a,n)}, \frac{b}{(a,n)}, \frac{n}{(a,n)} \right) & (a, n) | b \\ 0 & \text{otherwise} \end{cases}$$

Proposition 4.1.3. Suppose that $a \in \mathbb{Z}_n^\times$, where $n$ is odd. Then,

$$G(a, b, n) = G(a, n) \chi(-b^2/4a).$$

Proof. Since $a$ is a unit, we have

$$G(a, b, n) = \sum_{x \in \mathbb{Z}_n} \chi(a(x^2 + ba^{-1}x)) = \sum_{x \in \mathbb{Z}_n} \chi \left( a(x^2 + ba^{-1}x + b^2/4a^2) \right) \chi(-b^2/4a)$$

$$= \sum_{x \in \mathbb{Z}_n} \chi(ax^2) \chi(-b^2/4a),$$

by the change of variables $x \mapsto x - b(2a)^{-1}$. \qed
Definition 4.1.4 (Generalized Gauss Sum). Let $\psi$ denote a Dirichlet (multiplicative and extended by zero on nonunits) character mod $n$ and $\chi_a(x) = e^{2\pi i ax/n}$, an additive character mod $n$. Then, we set
\[
\tau(\psi, \chi_a) = \sum_{x \in \mathbb{Z}_n} \psi(x) \chi_a(x).
\]
When $a = 1$, we simply write $\tau(\psi, \chi_1) = \tau(\psi)$.

Proposition 4.1.5. Suppose $\psi$ is a Dirichlet mod $q$ and $(a, q) = 1$. Then,
\[
\tau(\psi, \chi_a) = \psi(a) \tau(\psi).
\]
Proof. Since $\psi(a \overline{\psi(a)} = 1$, when $(a, q) = 1$, we have
\[
\tau(\psi, \chi_a) = \psi(a) \sum_{x \in \mathbb{Z}_q} \psi(ax) \chi_1(ax) = \psi(a) \sum_{y \in \mathbb{Z}_q} \psi(y) \chi_1(y) = \psi(a) \tau(\psi).
\]

Proposition 4.1.6 ([17]). Let $\psi$ denote a Dirichlet character mod $n$ which is induced by a primitive character $\psi^*$ modulo $n^*$. Then,
\[
\tau(\psi) = \mu\left(\frac{n}{n^*}\right) \psi^*\left(\frac{n}{n^*}\right) \tau(\psi^*).
\]
Here, $\mu$ is the Möbius function:
\[
\mu(n) = \begin{cases} 
1 & n = 1 \\
0 & n \text{ is not squarefree} \\
(-1)^k & n = p_1 \cdots p_k
\end{cases}
\]
Furthermore, if $\psi$ is a primitive Dirichlet character modulo $n$, then,
\[
|\tau(\psi)| \leq \sqrt{n} \tag{4.2}
\]

Corollary 4.1.7. Given any Dirichlet character $\psi$, and $\chi_a(x) = e^{2\pi i ax/n}$, we have
\[
|\tau(\psi, \chi_a)| \leq \sqrt{n}.
\]

4.2 Proof of Lemma 2.0.8

By the Chinese Remainder Theorem, it is enough to show Lemma 2.0.8 holds for any prime power $q = p^\ell$. Assuming as much, we let $\chi(x) = e^{2\pi i x/q}$ and $j$ a fixed unit in $\mathbb{Z}_q$. Then,
\[
|S_j| = \sum_{x \in \mathbb{Z}_q^d} S_j(x) = q^{-1} \sum_{s \in \mathbb{Z}_q} \sum_{x \in \mathbb{Z}_q^d} \chi(sx_1^2) \cdots \chi(sx_d^2) \chi(-sj) = q^{-1} (T_\infty + T_0 + \cdots + T_{\ell-1}),
\]
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where

\begin{align*}
T_i &= \sum_{s \in \mathbb{Z}_q} \sum_{x \in \mathbb{Z}_q / \text{val}_p(s)} \chi(sx^2) \ldots \chi(sx^2) \chi(-sj) \\
    &= \sum_{s \in \mathbb{Z}_q} \left( \sum_{x \in \mathbb{Z}_q} \chi(sx^2) \right)^d \chi(-sj). \\
    &= \sum_{s \in \mathbb{Z}_q} (G(s, q))^d \chi(-sj)
\end{align*}

It is clear that $T_\infty = q^d = p^d$. For $i = 0, \ldots, \ell - 1$, note that if $\text{val}_p(s) = i$, then $s$ can be written in the form $s = p^i s'$, where $s'$ is a uniquely determined unit mod $\mathbb{Z}_{p^\ell - i}$. Using this fact, along with Proposition 4.1.2, we see that

\begin{align*}
T_i &= p^i \sum_{s \in \mathbb{Z}_{p^\ell - i}^\times} (G(s, p^{\ell - i}))^d \chi(-sj) \\
    &= p^i \varepsilon_{p^{\ell - i}} (p^{\ell - i})^{\frac{d}{2}} \sum_{s \in \mathbb{Z}_{p^\ell - i}^\times} \eta(s)^{d(\ell - i)} \chi(-sj)
\end{align*}

where $\eta(s) = \left( \frac{s}{p} \right)$ is the Legendre symbol. If $d(\ell - i)$ is even, we see that

\begin{align*}
T_i &= p^{\frac{(\ell + i)d}{2}} \varepsilon_{p^{\ell - i}} \sum_{s \in \mathbb{Z}_{p^\ell - i}^\times} \chi(-sj) \\
    &= -p^{\frac{(\ell + i)d}{2}} \varepsilon_{p^{\ell - i}} \sum_{s \in \mathbb{Z}_{p^\ell - i}^\times} \chi(-sj),
\end{align*}

and hence $|T_i| \leq p^{\frac{(\ell + i)d}{2}} (p^{\ell - i - 1}) = p^{\frac{(d + 2)(\ell - i)}{2} - 1}$. If $d(\ell - i)$ is odd, then,

\begin{align*}
T_i &= p^{\frac{(\ell + i)d}{2}} \varepsilon_{p^{\ell - i}} \sum_{s \in \mathbb{Z}_{p^\ell - i}^\times} \eta(s) \chi(-sj) \\
    &= p^{\frac{(\ell + i)d}{2}} \varepsilon_{p^{\ell - i}} \left( \sum_{s \in \mathbb{Z}_{p^\ell - i}} \eta(s) \chi(-sj) - \sum_{s \in \mathbb{Z}_{p^\ell - i}} \eta(s) \chi(-sj) \right).
\end{align*}
By Corollary 4.1.7, \(|\tau(\eta, \chi_s)| \leq \sqrt{p^{\ell-i}}\). Using a crude bound for \(|R|\), we see that

\[
|T_i| \leq p^{(\ell+i)\frac{d}{2}} \left( p^{(\ell-i)\frac{d}{2}} + p^{\ell-i-1} \right).
\]

Noting that \(\frac{\ell-i}{2} \leq \ell - i - 1\) for \(i \leq \ell - 2\), we have shown that \(|T_i| \leq 2p^{\ell-d+1}\). Altogether, our estimates show:

\[
|T_i| \leq |T_{\ell-1}| \leq \begin{cases} 
2p^{\ell-d+1} & \text{if } d(\ell - 1) \text{ is even} \\
2p^{\ell-d+1} & \text{if } d(\ell - 1) \text{ is odd}
\end{cases}
\]  

Thus, we have \(|S_j| = q^{d-1} + q^{-1}(T_0 + \cdots + T_{\ell-1})\), where

\[
|T_0 + \cdots + T_{\ell-1}| \leq \sum_{i=0}^{\ell-1} |T_i| \leq \begin{cases} 
\ell p^{\frac{\ell-d}{2}} & \text{if } d(\ell - 1) \text{ is even} \\
2p^{\frac{\ell-d}{2}} & \text{if } d(\ell - 1) \text{ is odd}
\end{cases}
\]

Putting everything together, and recalling that we set \(q = p^\ell\), we have that

\[
|S_j| = p^{\ell(d-1)} + O\left( q^{-1} \sum_{i=0}^{\ell-1} |T_i| \right)
\]

\[
= q^{d-1} + O\left( \begin{cases} 
\ell p^{\frac{\ell(d-1)-d}{2}} & \text{if } d(\ell - 1) \text{ is even} \\
2p^{\frac{\ell(d-1)-d}{2}} & \text{if } d(\ell - 1) \text{ is odd}
\end{cases} \right)
\]

\[
= p^{\ell(d-1)}(1 + o(1)).
\]

The general case follows from the Chinese Remainder Theorem. Recall that if \(q = p_1^{t_1} \cdots p_k^{t_k}\), then

\[
\mathbb{Z}_q \cong \mathbb{Z}_{p_1^{t_1}} \times \cdots \times \mathbb{Z}_{p_k^{t_k}}
\]

\[
\mathbb{Z}_q^\times \cong \mathbb{Z}_{p_1^{t_1}}^\times \times \cdots \times \mathbb{Z}_{p_k^{t_k}}^\times
\]

Write \(t \in \mathbb{Z}_q^\times\) as \(t = (t_1, \ldots, t_k)\), where \(t_i \in \mathbb{Z}_{p_i^{t_i}}^\times\). To find the solutions to \(\|x\| = t\) in \(\mathbb{Z}_q\), one must solve the equation \(\|x\| = t_i\) in each component \(\mathbb{Z}_{p_i^{t_i}}\). The number of solutions in \(\mathbb{Z}_q\) is then the product of the number of solutions in \(\mathbb{Z}_{p_i^{t_i}}\). Hence:

\[
|S_t| = \prod_{i=1}^{k} |S_{t_i}| = q^{d-1}(1 + o(1)).
\]
4.3 Proof of Lemma 2.0.9

Recall that here we require $q = p^\ell$. For $m \neq \bar{0}$, we have

$$
\hat{S}_j(m) = q^{-d} \sum_{x \in \mathbb{Z}_q^d} S_j(x) \chi(-x \cdot m)
$$

$$
= q^{-d-1} \sum_{x \in \mathbb{Z}_q^d} \sum_{t \in \mathbb{Z}_q \setminus \{0\}} \chi((x_1^2 + \cdots + x_d^2 - j)t) \chi(-m \cdot x)
$$

$$
= q^{-d-1} \sum_{t \neq 0} \chi(-jt) \prod_{i=1}^{d} \left( \sum_{x_i \in \mathbb{Z}_q} \chi(x_i^2 t - m_i x_i) \right)
$$

$$
= q^{-d-1} \sum_{t \neq 0} \chi(-jt) \prod_{i=1}^{d} G(t, -m_i, q)
$$

By Proposition 4.1.2, $G(t, -m_i, q) = 0$, unless $m_i \equiv 0 \pmod{\gcd(t, q)}$. Note also that $\nu_p(t) = \nu$ implies that $\gcd(t, q) = p^\nu$. Now,

$$
\hat{S}_j^{\nu}(m) := \hat{S}_j(m) \bigg|_{\nu_p(t) = \nu} = q^{-d-1} \sum_{\nu_p(t) = \nu} \chi(-jt) p^{\nu d} \prod_{i=1}^{d} G \left( \frac{t}{p^\nu}, \frac{-m_i}{p^\nu}, p^{\ell - \nu} \right).
$$

For convenience, we put $u = t/p^\nu$ and $\mu_i = m_i/p^\nu$. We note that $u$ is a unit and $\mu_i$ are integers, since $m_i \equiv 0 \pmod{p^\nu}$ (as otherwise the quadratic Gauss sum vanishes). Again, we write $\mu = (\mu_1, \ldots, \mu_d)$ and $||\mu|| = \sum_{i=1}^{d} \frac{m_i^2}{p^{2\nu}}$, and $\left( \frac{\cdot}{p^\nu} \right)$ denotes the Jacobi symbol. Hence,

$$
\hat{S}_j^{\nu}(m) = q^{-d-1} \sum_{\nu_p(t) = \nu} \chi(-ju) p^{\nu d} \cdot \left( \sqrt{p^{\ell - \nu}} \right)^d \varepsilon_{p^{\ell - \nu}} \cdot \chi \left( -\frac{||\mu||}{4u} \right) \cdot \left( \frac{u}{p^{\ell - \nu}} \right)^d.
$$

Proposition 4.1.3 yields that

$$
\hat{S}_j(m) = q^{-d-1} \sum_{\nu=0}^{\ell-1} \sum_{u \in \mathbb{Z}_{p^{\ell - \nu}}} \chi(-ju) p^{d(\ell + \nu)} \varepsilon_{p^{\ell - \nu}} d \chi \left( -\frac{||\mu||}{4u} \right) \left( \frac{u}{p} \right)^{(\ell - \nu) d}
$$

$$
= q^{-d-1} \sum_{\nu=0}^{\ell-1} \sum_{u \in \mathbb{Z}_{p^{\ell - \nu}}} \chi \left( -\frac{||\mu||}{4u} - ju \right) \left( \frac{u}{p} \right)^{(\ell - \nu) d}.
$$

To finish the argument, we claim that we have the bound
$$\left| \sum_{u \in \mathbb{Z}^{\mathbb{Z}^p}} \chi (au^{-1} + bu) \left( \frac{u}{p} \right)^{\beta d} \right| \leq (\beta + 1)p^{d/2}, \quad (4.6)$$

where $a \in \mathbb{Z}_p\beta$ is arbitrary, $b \in \mathbb{Z}_p\beta$ is a unit, and $\beta$ is a positive integer. Accepting the claim for the moment, we see that

$$\left| \widetilde{S}_j(m) \right| \leq q^{-d-1} \sum_{\nu=0}^{\ell-1} (\ell - \nu + 1)p^{d(\ell+\nu)} p^{-\nu}$$

$$\leq (\ell + 1)q^{-d-1} p^{\frac{d+1}{2}} \sum_{\nu=0}^{\ell-1} p^{\frac{d+1}{2}\nu}$$

$$\leq (\ell + 1)q^{-d-1} q\frac{\ellq^{\frac{d-1}{2}}((\ell-1))}{2\ell}$$

from which the result follows. It remains to justify (4.6). For convenience, we define the Salié sum (or twisted Kloosterman sum) as

$$S(a, b, q) = \sum_{x \in \mathbb{Z}_q^\times} \chi(ax^{-1} + bx) \left( \frac{x}{q} \right),$$

and we define the Kloosterman sum as

$$K(a, b, q) = \sum_{x \in \mathbb{Z}_q^\times} \chi(ax^{-1} + bx).$$

H. Salié ([20]) gave the bound $|S(a, b, p)| \leq 2\sqrt{p}$ for $\gcd(a, b, p) = 1$ and $p$ an odd prime. Note that when $q = p^\beta$ and $\beta$ is even, we have $S(a, b, q) = K(a, b, q)$. A. Weil ([24]) provided the well-known bound $|K(a, b, q)| \leq f(q) \gcd(a, b, q)^{1/2}q^{1/2}$, where $f(q)$ denotes the number of divisors of $q$. If $\beta d$ is even, then the sum in (4.6) is reduced to the Kloosterman sum $K(a, b, q)$ which has size $|K(a, b, q)| \leq (\beta + 1)p^{\beta/2}$, since $\gcd(a, b, q) = 1$ because $b$ is a unit (mod $q$). Henceforth, we may assume that $\beta$ and $d$ are odd. We now aim to bound

$$\sum_{x \in \mathbb{Z}_p\beta} \chi(ax^{-1} + bx) \left( \frac{x}{p} \right)$$

where $\beta$ is odd. We will make use of the following result.
**Lemma 4.3.1** ([17]). Let \( \chi(x) = \exp(2\pi ix / q) \) and let \( \left( \frac{z}{q} \right) \) denote the Jacobi symbol. If \( \gcd(2b, q) = 1 \), then
\[
S(a, b; q) = \varepsilon_q q^{\frac{1}{2}} \left( \frac{b}{q} \right) \sum_{v^2 \equiv ab \pmod{q}} \chi(2v).
\]

If \( \gcd(2ab, q) = 1 \), then \( S(a, b, q) = 0 \) unless \( ab \) is a quadratic residue \( \pmod{q} \).

We will apply the result with \( a = -\frac{\|\mu\|}{4}, b = u \), and \( q = p^\beta \). We consider three cases in the proof of (4.6). First, suppose that \( ab \) is not a quadratic residue \( \pmod{p} \). Since this forces \( \gcd(q, 2ab) = 1 \), Lemma 4.3.1 implies that \( S(a, b, q) = 0 \). Next, if \( ab \) is a nonzero quadratic residue \( \pmod{p} \), then the equation \( x^2 = ab \pmod{p} \) has exactly two solutions, which by Hensel’s Lemma implies that \( x^2 = ab \pmod{q} \) also has two solutions. Therefore,
\[
\left| \sum_{x^2 \equiv ab \pmod{q}} \chi(2x) \right| \leq \sum_{x^2 \equiv ab \pmod{q}} 1 = 2.
\]

Lemma 4.3.1 then implies that \( |S(a, b; q)| \leq 2\sqrt{q} \). Finally, we consider the case when \( ab \equiv 0 \pmod{p} \). We recall that \( b \) is a unit, so the condition \( ab \equiv 0 \pmod{p} \) immediately implies that \( a \equiv 0 \pmod{p} \). Hence, \( \text{val}_p(b) = 0 \), but \( \text{val}_p(a) > 0 \). Consider the function given by \( h(x) = a/x + bx \) which is defined only for units \( x \in \mathbb{Z}_q^\times \). A direct calculation shows that \( h(x) - h(y) = (x - y)(b - a/xy) \). Since \( b - a/xy \) is nonzero in \( \mathbb{Z}_p \), it is a unit in \( \mathbb{Z}_q \), and it follows that \( \text{val}_p(h(x) - h(y)) = \text{val}_p(x - y) \), and hence \( h : \mathbb{Z}_q^\times \rightarrow \mathbb{Z}_q^\times \) is a bijective map. Let \( g \) denote the inverse map of \( h \). Then, \( h(x) = y \) implies \( a/x + bx = y \) or \( bx^2 - yx + a = 0 \). Since \( a \equiv 0 \pmod{p} \), it follows that \( x = 0 \) and \( x = y/b \) are the two solutions to \( h(x) = y \pmod{p} \). As \( g(y) = x \) is the solution which lies in \( \mathbb{Z}_q^\times \) it must project to the nonzero solution \( \pmod{p} \), thus \( g(y) = \frac{y}{b} \pmod{p} \). Hence, \( g(y) = y/b + \theta(y) \), where \( \theta(y) \equiv 0 \pmod{p} \) for all \( y \in \mathbb{Z}_q^\times \). Note that we aim to bound the sum
\[
S(a, b, q) = \sum_{x \in \mathbb{Z}_q^\times} \chi(h(x)) \left( \frac{x}{p} \right)
\]
where \( q = p^\beta \) and \( \beta \) is odd. Applying the change of variables \( y = h(x) \), and using that \( h(x) \) is a bijection, we see that
\[
S(a, b; q) = \sum_{y \in \mathbb{Z}_q^\times} \left( \frac{g(y)}{p} \right) \chi(y) = \sum_{y \in \mathbb{Z}_q^\times} \left( \frac{y/b + \theta(y)}{p} \right) \chi(y).
\]
As \( \left( \frac{z}{p} \right) \) is determined by the value \( z \pmod{p} \), and since \( \theta(y) = 0 \pmod{p} \), it follows that
\[
S(a, b; q) = \sum_{y \in \mathbb{Z}_q^\times} \left( \frac{y/b}{p} \right) \chi(y).
\]
Finally, applying the change of variables $x = y/b$, we see that

$$S(a, b; q) = \sum_{x \in \mathbb{Z}_q^\times} \left(\frac{x}{p}\right) \chi(bx) = \tau(\psi, \chi_b),$$

where $\tau(\psi, \chi_b)$ is the generalized gauss sum defined in Definition 4.1.4. It follows by Corollary 4.1.7 that $|S(a, b, q)| = |\tau(\psi, \chi_b)| \leq \sqrt{q}$. After considering all cases, the claim (4.6) follows.
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