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1. INTRODUCTION

The study stability methods based on the divergence of a vector field are alternative to the method of Lyapunov functions. The first fundamental results based on divergent stability conditions were proposed in Zaremba (1954); Fronteau (1965); Brauchli (1968). The important results for investigation of system stability were proposed by A. Rantzer, A.A. Shestakov, A.N. Stepanov and V.P. Zhukov. In Jukov (1978) the instability problem of nonlinear systems using the divergence of a vector field is considered. In Shestakov and Stepanov (1978); Jukov (1979) a necessary condition for the stability of nonlinear systems in the form of non-positivity of the vector field divergence is proposed. First, an auxiliary scalar function is introduced in Shestakov and Stepanov (1978); Jukov (1990) to study the instability of nonlinear systems. However, the similar scalar function is considered in Krasnoselsky et al. (1963) for stability and instability study of dynamical systems, but using the method of Lyapunov functions. In Shestakov and Stepanov (1978); Jukov (1999) stability conditions for second-order systems are obtained. Then in Rantzer and Parrilo (2000); Rantzer (2001) the convergence of almost all solutions of arbitrary order nonlinear dynamical systems is considered. As in Shestakov and Stepanov (1978); Jukov (1990, 1999) the auxiliary scalar function (density function) is used for the stability study of dynamical models. Additionally, in Rantzer and Parrilo (2000); Rantzer (2001) the synthesis of the control law based on divergence conditions is proposed. The auxiliary functions in Shestakov and Stepanov (1978); Jukov (1999); Rantzer and Parrilo (2000); Rantzer (2001) are similar except their properties at the equilibrium point. Currently, method from Rantzer and Parrilo (2000); Rantzer (2001) has been extended to various systems, see i.e. Monzon (2003); Loizou and Jadbabaie (2008); Castaneda and Robledo (2015); Karabacak at al. (2018).

However, the necessary condition is sufficiently rough in Shestakov and Stepanov (1978); Jukov (1999). The sufficient condition stability is proposed only for second-order systems in Jukov (1999). Theorem 1 in Rantzer (2001) guarantees the convergence of almost all solutions, but not all solutions. Proposition 2 in Rantzer (2001) allows to study the asymptotic stability, but proposition conditions have sufficient restriction.

In the present paper, we propose a new method for the stability study of dynamical systems using the flow and divergence of the vector field. New necessary and sufficient conditions are obtained. The relation between the method of Lyapunov functions and the proposed method is established. Numerical examples illustrate the applicability of the proposed method and the methods from Shestakov and Stepanov (1978); Jukov (1999); Rantzer and Parrilo (2000); Rantzer (2001).

The paper is organized as follows. Section 2 contains new necessary and sufficient conditions, as well as, the numerical examples and comparisons with the methods from Shestakov and Stepanov (1978); Jukov (1999); Rantzer and Parrilo (2000); Rantzer (2001). Finally, Section 3 collects some conclusions.

Notations. In the paper the following notation are used: \( \text{grad}\{W(x)\} = \left[ \frac{\partial W}{\partial x_1}, ..., \frac{\partial W}{\partial x_n} \right]^T \) is the gradient of the scalar function \( W(x) \), \( \text{div}\{h(x)\} = \frac{\partial h_1}{\partial x_1} + ... + \frac{\partial h_n}{\partial x_n} \) is the divergence of the vector field \( h(x) = [h_1(x), ..., h(x)_n]^T \), \( \cdot \) is the Euclidean norm of the corresponding vector. We mean that the zero equilibrium point is stable if it is Lyapunov stable ( Khalil (2002)).
2. MAUN RESULTS

Consider a dynamical system in the form
\[ \dot{x} = f(x), \]
where \( x = [x_1, ..., x_n]^T \) is the state vector, \( f = [f_1, ..., f_n]^T : D \rightarrow \mathbb{R}^n \) is the continuously differentiable function in \( D \subset \mathbb{R}^n \). The set \( D \) contains the origin and \( f(0) = 0 \). For simplicity, we assume that the domain of attraction \( D_A \) of the point \( x = 0 \) coincides with the domain \( D \). However, all obtained results is valid if \( D_A \subset D \) or \( D_A = \mathbb{R}^n \). Denote by \( D \) a boundary of the domain \( D \).

Let us formulate the necessary stability condition for system (1).

\textit{Theorem 1.} Let \( x = 0 \) be an asymptotically stable equilibrium point of (1). There exists a positive definite continuously differentiable function \( S(x) \) such that \( S(x) \rightarrow \infty \) for \( x \rightarrow \bar{D} \), \( \|\text{grad}\{S(x)\}\| \neq 0 \) for any \( x \in D \setminus \{0\} \) and at least one of the following conditions holds:

1) the function \( \text{div}\{\|\text{grad}\{S(x)\}\|f(x)\} \) is integrable in the domain \( V = \{x \in D : S(x) \leq C\} \subset D \) and \( \int_V \text{div}\{\|\text{grad}\{S(x)\}\|f(x)\}dV < 0 \) for all \( C > 0 \);
2) the function \( \text{div}\{\|\text{grad}\{S^{-1}(x)\}\|f(x)\} \) is integrable in the domain \( V_{inv} = \{x \in D : S^{-1}(x) \geq C\} \subset D \) and \( \int_{V_{inv}} \text{div}\{\|\text{grad}\{S^{-1}(x)\}\|f(x)\}dV_{inv} > 0 \) for all \( C > 0 \).

Before the proof of Theorem 1 consider the geometrical interpretation of two cases depending on the function \( S(x) \) or \( S^{-1}(x) \). Denote by \( F_1 \) the flow of the vector field \( \|\text{grad}\{S(x)\}\|f(x) \) through the surface \( \Gamma = \{x \in D : S(x) = C\} \) with the unit normal vector \( \frac{1}{\|\text{grad}\{S(x)\}\|}\text{grad}\{S(x)\} \), as well as, denote by \( F_2 \) the flow of the vector field \( \|\text{grad}\{S^{-1}(x)\}\|f(x) \) through the surface \( \Gamma_{inv} = \{x \in D : S^{-1}(x) = C\} \) with the unit normal vector \( \frac{1}{\|\text{grad}\{S^{-1}(x)\}\|}\text{grad}\{S^{-1}(x)\} \).

Fig. 1 illustrates the geometrical interpretation of both cases for \( x \in \mathbb{R}^2 \), where the functions \( S(x) \) and \( S^{-1}(x) \) (see Fig. 1. a and Fig. 1. b on the left) and the flows \( F_1 \) and \( F_2 \) of the vector fields \( \|\text{grad}\{S(x)\}\|f(x) \) and \( \|\text{grad}\{S^{-1}(x)\}\|f(x) \) through the corresponding level surfaces of \( \Gamma \) and \( \Gamma_{inv} \) (see Fig. 1. a and Fig. 1. b on the right) are given. If system (1) is stable, then the flow of the vector field \( F_1 \) (\( F_2 \)) through the surface \( \Gamma \) (\( \Gamma_{inv} \)) takes a negative (positive) value.

\textit{Proof 1.} According to (Khalil, 2002, Theorem 4.17) if \( x = 0 \) is an asymptotically stable equilibrium point of system (1), then there exists a continuously differentiable positive definite function \( S(x) \) such that \( S(x) \rightarrow \infty \) for \( x \rightarrow \bar{D} \), \( \frac{\|\text{grad}\{S(x)\}\|\text{grad}\{S(x)\}f(x)\}}{\|\text{grad}\{S(x)\}\|} \bigg|_{x=0} = 0 \). If \( D = \mathbb{R}^n \), then the function \( S(x) \) is radially unbounded. Next, we consider two cases separately which correspond to the functions \( S(x) \) and \( S^{-1}(x) \).

1. If \( \|\text{grad}\{S(x)\}\|f(x) \) then \( \frac{1}{\|\text{grad}\{S(x)\}\|}\text{grad}\{S(x)\}\} = 0 \). Therefore, the following expression holds

\[ F_1 = \int_{\Gamma} \frac{1}{\|\text{grad}\{S(x)\}\|}\text{grad}\{S(x)\}\}f(x)d\Gamma < 0. \]

2. If \( \|\text{grad}\{S^{-1}(x)\}\|f(x) \) then \( \frac{1}{\|\text{grad}\{S^{-1}(x)\}\|}\text{grad}\{S^{-1}(x)\}\}f(x)d\Gamma_{inv} > 0. \)

According to Divergence theorem, we get

\[ F_2 = \int_{V_{inv}} \text{div}\{\|\text{grad}\{S^{-1}(x)\}\|f(x)\}dV_{inv} > 0. \]

Theorem 1 is proved.

The integrals in Theorem 1 explicitly depend on the function \( S(x) \) that depends on the integration surface. Let us formulate a corollary that weakens this requirement.

\textit{Corollary 1.} Let \( x = 0 \) be the asymptotically stable equilibrium point of system (1). Then there exist positive definite continuously differentiable functions \( \phi(x) \) and \( S(x) \) such that \( \phi(x) \rightarrow \infty \) and \( S(x) \rightarrow \infty \) for \( x \rightarrow \bar{D} \), \( \|\text{grad}\{S(x)\}\| \neq 0 \) for any \( x \in D \setminus \{0\} \) and at least one of the following conditions holds:

Fig. 1. The geometrical interpretation of two cases depending on the function \( S(x) \).
1) the function $\text{div}\{\rho(x)f(x)\}$ is integrable in the domain $V = \{x \in D : S(x) \leq C\} \subset D$ and $\int_V \text{div}\{\rho(x)f(x)\}dV < 0$ for all $C > 0$, where $\rho(x) = \phi(x)|\text{grad}(S(x))|$;

2) the function $\text{div}\{\rho^{-1}(x)f(x)\}$ is integrable in the domain $V_{\text{int}} = \{x \in D : S^{-1}(x) \geq C\} \subset D$ and $\int_{V_{\text{int}}} \text{div}\{\rho^{-1}(x)f(x)\}dV_{\text{int}} > 0$ for all $C > 0$, where $\rho^{-1}(x) = \phi^{-1}(x)|\text{grad}(S^{-1}(x))|$. 

**Proof 2.** Following the proof of Theorem 1, consider two cases.

1. If $\text{grad}(S(x))^Tf(x) < 0$, then $\phi(x)|\text{grad}(S(x))|f(x) < 0$. Therefore, the further proof is similar to the proof of Theorem 1, but taking into account the flow of the vector field $\phi(x)|\text{grad}(S(x))|f(x)$ through the surface $\Gamma_{\text{int}}$.

2. If $\text{grad}(S(x))^Tf(x) < 0$, then $\phi^{-1}(x)|\text{grad}(S(x))|f(x) < 0$. Therefore, the further proof is similar to the proof of Theorem 1, but taking into account the flow of the vector field $\phi^{-1}(x)|\text{grad}(S^{-1}(x))|f(x)$ through the surface $\Gamma_{\text{int}}$.

**Remark 1.** If the function $\rho(x)$ is chosen such that $\text{div}\{\rho(x)f(x)\}$ and $\text{div}\{\rho^{-1}(x)f(x)\}$ are integrable, as well as, $\text{div}\{\rho(x)f(x)\} < 0$ and $\text{div}\{\rho^{-1}(x)f(x)\} > 0$ for any $x \in D \setminus \{0\}$, then the corresponding conditions $\int_V \text{div}\{\rho(x)f(x)\}dV < 0$ and $\int_{V_{\text{int}}} \text{div}\{\rho^{-1}(x)f(x)\}dV_{\text{int}} > 0$ in Corollary 1 are satisfied. In Rantzer (2001) the integrability of $\text{div}\{\rho^{-1}(x)f(x)\}$ and the condition $\text{div}\{\rho^{-1}(x)f(x)\} > 0$ are required only for convergence of almost all solutions of (1). Thus, the results of Rantzer (2001) are special case in Corollary 1.

Now let us formulate a sufficient condition for stability of (1).

**Theorem 2.** Let $\rho(x)$ be a positive definite continuously differentiable function in $D$. Then $x = 0$ is stable (is asymptotically stable) if at least one of the following conditions holds:

1. $\text{div}\{\rho(x)f(x)\} \leq \rho(x)|\text{grad}(f(x))|\text{div}\{\rho(x)f(x)\}$ for any $x \in D \setminus \{0\}$ and $\text{div}\{\rho(x)f(x)\}|_{x=0} = 0$;

2. $\text{div}\{\rho^{-1}(x)f(x)\} \geq 0$ (d$\text{iv}\{\rho^{-1}(x)f(x)\} > 0$) and $\text{div}\{f(x)\} \leq 0$ for any $x \in D \setminus \{0\}$ and $\lim_{|x| \to 0} [\rho(x)|\text{grad}(\rho^{-1}(x)f(x))|] = 0$;

3. $\text{div}\{\rho(x)f(x)\} \leq \beta(x)\rho(x)|\text{grad}(\rho^{-1}(x)f(x))|$

$\left(\text{div}\{\rho(x)f(x)\} < \beta(x)\rho(x)|\text{grad}(\rho^{-1}(x)f(x))|\right)$, where $\beta(x)$ is $> 1$ and $\text{div}\{f(x)\} \leq 0$ or only $\beta(x)=1$ for any $x \in D \setminus \{0\}$, as well as, $\text{div}\{\rho(x)f(x)\}|_{x=0} = 0$ and $\lim_{|x| \to 0} [\rho(x)|\text{grad}(\rho^{-1}(x)f(x))|] = 0$.

**Proof 3.** Consider the proof for each case separately. The proof of asymptotic stability is omitted because it is similar to the proof of stability, but taking into account the sign of a strict inequality.

1. From the relation $\text{div}\{\rho(x)f(x)\} = \text{grad}(\rho(x))^Tf(x) + \text{div}(f(x))\rho(x)$ implies that if $\text{div}(f(x))\rho(x) \leq \text{div}(f(x))\rho(x)$, then $\text{grad}(\rho(x))f(x) \leq 0$ in the domain $D \setminus \{0\}$. Consider the condition $\rho(0) = 0$. If $\text{div}(\rho(x)f(x))|_{x=0} = 0$, then $\text{grad}(\rho(x))f(x)|_{x=0} = 0$. Therefore, according to Lyapunov theorem (Khalil (2002)), system (1) is stable.

2. From the expression $\text{div}\{\rho^{-1}(x)f(x)\} = \text{grad}(\rho^{-1}(x))^Tf(x) + \text{div}(f(x))\rho^{-1}(x)$ it follows that $\text{grad}(\rho(x))^Tf(x) = \rho(x)|\text{grad}(f(x))| - \rho^2(x)|\text{grad}(\rho^{-1}(x)f(x))|$. If $\text{div}\{\rho^{-1}(x)f(x)\} \geq 0$ and $\text{div}(f(x)) \leq 0$, then $\text{grad}(\rho(x))^Tf(x) \leq 0$ in $D \setminus \{0\}$.

If $\lim_{|x| \to 0} [\rho^2(x)|\text{grad}(\rho^{-1}(x)f(x))|] = 0$, then $\lim_{|x| \to 0} [\text{grad}(\rho(x))f(x)] = 0$. Therefore, system (1) is stable.

3. Condition 3 is a combination of conditions 1 and 2. Summing $\beta(x)|\text{grad}(\rho(x))^Tf(x) = \beta(x)|\text{grad}(f(x))| - \beta(x)|\text{grad}(\rho^{-1}(x)f(x))|$ and $\text{grad}(\rho(x))^Tf(x) = \text{div}(\rho(x)f(x)) - \text{div}(f(x))\rho(x)$, we get $(1 + \beta(x))(|\text{grad}(\rho(x))^Tf(x) = \text{div}(\rho(x)f(x)) - \beta(x)|\text{grad}(\rho^{-1}(x)f(x))| + (\beta(x) - 1)\rho(x)|\text{grad}(f(x))|)$.

If $\text{div}(\rho(x)f(x)) \leq \beta(x)|\rho(x)|\text{grad}(\rho^{-1}(x)f(x))$ for $\beta(x) = 1$ or $\beta(x) > 1$ and $\text{div}(f(x)) \leq 0$, then $\text{grad}(\rho(x))^Tf(x) \leq 0$ in the region $D \setminus \{0\}$. If $\text{div}(\rho(x)f(x))|_{x=0} = 0$ and $\lim_{|x| \to 0} [\rho^2(x)|\text{grad}(\rho^{-1}(x)f(x))|] = 0$, then $\lim_{|x| \to 0} [\text{grad}(\rho(x))f(x)] = 0$. Therefore, system (1) is stable. Theorem 2 is proved.

It is noted in Introduction that the result of Sheshtakov and Stepanov (1978); Jukov (1999) is applicable only to second-order systems. Next, we consider an illustration of the proposed results for third-order systems and compare the results with ones from Rantzer (2001).

**Example.** Consider the system

\[
\begin{align*}
x_1 &= -4x_1x_2^2 - x_1^3, \\
x_2 &= 4x_1^2x_2 - x_2^3 - 8x_2x_3^2, \\
x_3 &= -x_3^3 + 8x_2x_3 
\end{align*}
\]

with equilibrium point $(0,0,0)$. The phase trajectories of (2) are shown in Fig. 2 for various initial conditions.

![Fig. 2. Phase trajectories of system (2).](image-url)
We get \( \int_V \text{div} \{ \rho(x)f(x) \} dV < 0 \) for any \( C \) and \( \alpha \). For \( \text{div} \{ \rho^{-1}(x)f(x) \} = |x|^{-2\alpha-2}[(2\alpha+1)x_1^2+(2\alpha+1)x_2^2+(2\alpha-1)x_1^2+2x_1x_2^2-10x_1^2x_2^2-10x_1^2x_3^2 \) the condition \( \int_{V_{\text{inv}}} \text{div} \{ \rho^{-1}(x)f(x) \} dV_{\text{inv}} > 0 \) holds for any \( C \) and \( \alpha \geq 3 \). Consequently, the conditions of Corollary 1 are satisfied (the conditions of Theorem 1 in Rantzer (2001) are satisfied only for \( \alpha \geq 8 \)).

Verify the conditions of Theorem 2. The relation
\[
\text{div}(\rho(x)f(x)) - \rho(x)\text{div}f(x) = -2\alpha|x|^{-2\alpha-2}(x_1^2 + x_2^2 + x_3^2) < 0 \text{ holds for any } \alpha \text{ and } x \neq 0.
\]
The function \( \text{div}f(x) = x_1^2 + x_2^2 - 11x_3^2 \) is not positive definite. Thus, Proposition 2 in Rantzer (2001) and the second case of Theorem 2 cannot be satisfied. Condition \( \text{div} \{ \rho(x)f(x) \} - \beta \rho^2(x)\text{div}\{\rho^{-1}(x)f(x)\} < 0 \) in Theorem 2 holds for \( \beta = 1 \) and \( x \neq 0 \).

As a result, the conditions of Corollary 1 and Theorem 2 are satisfied for system (2). Thus, \( (0,0,0) \) is an asymptotically stable equilibrium point. According to Rantzer (2001), we can only conclude that almost all solutions of (2) converge to \( (0,0,0) \), because the conditions of Proposition 2 in Rantzer (2001) are not satisfied and only the conditions of Theorem 1 in Rantzer (2001) hold.

3. CONCLUSION

A method for stability study of dynamical systems using the properties of the flow and divergence of the vector field is proposed. To study the stability, it is required the existence of a certain type of integration surface or the existence of an auxiliary scalar function. Necessary and sufficient stability conditions are proposed. All results in the present paper were proposed by I. Furtat, P. Gushchin and A. Nekhoroshikh have been participated in writing the present paper.
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