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Abstract
The vector-balancing problem is a fundamental problem in discrepancy theory: given $T$ vectors in $[-1, 1]^n$, find a signing $\sigma(a) \in \{\pm 1\}$ of each vector $a$ to minimize the discrepancy $\|\sum a \sigma(a) \cdot a\|_{\infty}$. This problem has been extensively studied in the static/online setting. In this paper we initiate its study in the fully-dynamic setting with recourse: the algorithm sees a stream of $T$ insertions and deletions of vectors, and at each time must maintain a low-discrepancy signing, while also minimizing the amortized recourse (the number of times any vector changes its sign) per update.

For general vectors, we show algorithms which almost match Spencer’s $O(\sqrt{n})$ offline discrepancy bound, with $O(n \text{polylog } T)$ amortized recourse per update. The crucial idea behind our algorithm is to compute a basic feasible solution to the linear relaxation in a distributed and recursive manner, which helps find a low-discrepancy signing. We bound the recourse using the distributed computation of the basic solution, and argue that only a small part of the instance needs to be re-computed at each update.

Since vector balancing has also been greatly studied for sparse vectors, we then give algorithms for low-discrepancy edge orientation, where we dynamically maintain signings for 2-sparse vectors in an $n$-dimensional space. Alternatively, this can be seen as orienting a dynamic set of edges of an $n$-vertex graph to minimize the discrepancy, i.e., the absolute difference between in- and out-degrees at any vertex. We present a deterministic algorithm with $O(\text{polylog } n)$ discrepancy and $O(\text{polylog } n)$ amortized recourse. The core ideas are to dynamically maintain an expander-decomposition with low recourse (using a very simple approach), and then to show that, as the expanders change over time, a natural local-search algorithm converges quickly (i.e., with low recourse) to a low-discrepancy solution. We also give strong lower bounds (with some matching upper bounds) for local-search discrepancy minimization algorithms for vector balancing and edge orientation.

1 Introduction

In the Online Vector Balancing problem introduced by Spencer [Spe77], vectors $a_1, a_2, \ldots, a_T \in [-1, 1]^n$ arrive online, and the algorithm irrevocably assigns a sign $\sigma(a_t)$ immediately upon seeing $a_t$, with the goal of minimizing the discrepancy of the signed sum, i.e., $\|\sum_t \sigma(a_t) \cdot a_t\|_{\infty}$. Following a sequence of works [BS20, BJSS20, BJM+21], the state-of-the-art bounds for this problem is an elegant randomized algorithm that maintains a discrepancy of $O(\sqrt{n \log (nT)})$ [ALS21]. Their result assumes an oblivious adversary, so that the choice of arriving vectors does not depend on the internal state of the algorithm. Indeed, if we allow adaptive adversaries then every online algorithm incurs $\Omega(\sqrt{T})$ discrepancy [Spe77]. We think of $T \gg n$, so $\Omega(\sqrt{T})$ is much larger than $O(\sqrt{n \log (nT)})$.

We initiate the study of Fully-Dynamic Vector Balancing, where vectors can both arrive or depart at each time step, and the algorithm must always maintain a low-discrepancy signing of the vectors present in the
system at all times. Since it is easy to construct examples where no algorithm can guarantee non-trivial discrepancy bounds if it is forced to commit to the sign of a vector upon arrival, we study the problem where the algorithm can re-sign the vectors from time to time. Indeed, many real-world applications that motivate such discrepancy-based methods (such as in fair allocations, sparsification routines, etc.) have a fully-dynamic flavor to them, with the corresponding inputs being dynamic in nature due to both insertions and deletions.

**Problem (Fully-Dynamic Vector Balancing).** We start with an empty collection of active vectors \( A(0) \). At each time/update \( t \in [T] \), an adaptive adversary either inserts a new vector \( a_t \in [-1, 1]^n \), i.e., \( A(t) = A(t-1) \cup \{a_t\} \), or removes an existing vector \( a \in A(t-1) \), i.e., \( A(t) = A(t-1) \setminus \{a\} \). The goal is to maintain signings \( \sigma_t : A(t) \rightarrow \{\pm 1\} \) to minimize the norm \( \|\sum_{a \in A(t)} \sigma_t(a) \cdot a\|_\infty \). The algorithm can reassign the sign of a vector \( a \) (i.e., set \( \sigma_t(a) \neq \sigma_{t-1}(a) \)), and the total recourse is the sum total of the reassignments.

Two trivial solutions exist: (a) recomputing low-discrepancy signings on the active set of vectors after every update operation incurs optimal offline discrepancy guarantees with a recourse of \( \Theta(T) \) per update, and (b) an independent and uniformly random signing of every new vector maintains at any time \( t \) a signing of discrepancy \( \Theta(\sqrt{T \log n}) \) w.h.p., while performing no recourse whatsoever. Since \( T \gg n \), this is much larger than the optimal offline discrepancy bounds of \( O(\sqrt{n}) \) for any collection of \( T \) vectors in \([-1, 1]^n \) [Spe85, Ban10, LM15]. We ask: can we get near-optimal\(^1\) discrepancy bounds with a small amount of recourse?

1. **Our Results and Techniques**

   **Fully-Dynamic Vector Balancing.** Our first main contribution is the design of an algorithm which maintains low-discrepancy signings for the fully-dynamic problem that nearly matches the offline discrepancy bounds while giving an amortized recourse that is only logarithmic in the sequence length \( T \).

   **Theorem 1.1 (Fully-Dynamic: General Vector Balancing).** There is an efficient algorithm for Fully-Dynamic Vector Balancing with update vectors in \([-1, 1]^n \) which maintains signings \( \sigma_t(\cdot) \) with discrepancy \( O(\sqrt{n}) \) and an amortized recourse of \( O(n \log T) \) per update, even against adaptive adversaries. For Komlos’ setting, i.e., if all the updates vectors have \( \ell_2 \) length at most 1 (instead of \( \ell_\infty \) length), the algorithm achieves discrepancy \( O(\sqrt{\log(n)}) \) with an amortized recourse of \( O(n \log T) \) per update.

Since in this theorem we are competitive against adaptive adversaries, it illustrates the power of recourse: in the absence of recourse, we get \( \Omega(\sqrt{T}) \) lower bounds on the discrepancy even for arrival-only sequences of 2-dimensional vectors. This is because the adversary can always make the next vector to be orthogonal to the current signed sum.

At a very high level, our algorithm divides the instance into many parts of size \( O(n) \), obtains a good partial signing for each part (such that all but \( n \) vectors are signed), and recurses on the residual instance. The algorithm imposes a tree-like hierarchy on these parts, so that it can easily adapt to inserts or deletes with bounded recourse by only re-running the computations on the part suffering the insertion/deletion, and on any internal node on the corresponding root-leaf path from that part to the root. If we are not careful, the discrepancy of the overall vector can be proportional to the number of parts, since we could accrue error in each part. However, we use linear algebraic ideas inspired by [BG81] to couple all the parts, thereby always ensuring that the sum of the partial signings across all nodes of the tree (except the root) is zero.

**Fully-Dynamic Edge Orientation/Carpooling and Local Search.** Given the general result above, next we focus on the special case of orienting edges of a graph to minimize the maximum imbalance between the in- and out-degrees. Fagin and Williams [FW83] posed the carpooling problem, which corresponds to vector balancing with vectors of the form \((0, \ldots, 0, 1, 0, \ldots, 0, -1, 0, \ldots) \in \mathbb{R}^n \), and the graph discrepancy objective is precisely the \( \|\cdot\|_\infty \) of the signed sum of vectors. [FW83, AAN+98] use this problem to model fairness in scheduling, where edges represent shared commitments (such as carpools), orientations give primary

\(^1\)In this paper, we use “near-optimal” to mean optimal up to poly-logarithmic factors.
and secondary partners of the commitment (e.g., driver and co-driver), and hence the discrepancy measures fairness for individuals, in terms of how many commitments he/she is the primary partner for, relative to the total number of commitments he/she is a part of.

Somewhat surprisingly, [AAN+98] showed that any algorithm must suffer $\Omega(n)$ discrepancy on some worst-case adaptive sequence of edge arrivals. On the other hand, for an oblivious sequence of edge arrivals, it is easy to maintain orientations with $O(\sqrt{n \log n})$ discrepancy by simply orienting edges randomly (while always orienting repeated parallel edges $u, v$ oppositely). To mitigate such strong lower bounds, [AAN+98] and recently Gupta et al. [GKKS20] study a stochastic version of the problem where the arriving edges are sampled from a known distribution: they design algorithms to maintain polylog$(n, T)$-discrepancy. The recent algorithm of Alweiss et al. [ALS21] also extends to this special case giving $O(\log(nT))$ discrepancy bounds for any oblivious sequence of edge arrivals, not just stochastic ones. None of these prior algorithms extend to a fully-dynamic input consisting of both insertions and deletions. Moreover, Theorem 1.1 guarantees near-optimal discrepancy only with $O(n \log T)$ amortized recourse. In this paper, we give deterministic near-optimal discrepancy algorithms with near-optimal amortized recourse.

**Theorem 1.2** (Fully-Dynamic Edge Orientation). There is an efficient deterministic algorithm that maintains an orientation of polylog $n$ discrepancy while performing an amortized recourse of polylog $n$ per update.

Since this algorithm is deterministic, the guarantees also hold against adaptive adversaries: there are $\Omega(n)$ discrepancy bounds for no-recourse algorithms against such adversaries, even for the setting of only arrivals.

At a high level, our algorithm can be seen as a composition of two modules. Firstly, we consider a simple local-search procedure, which flips an edge from $u \rightarrow v$ to $v \rightarrow u$ if the current discrepancy of $v$ exceeds that of $u$ by more than 2. Clearly, this reduces the discrepancy of the maximum of these two vertices. Our crucial observation is that this process always maintains low-discrepancy signings when the graph is an expander. We find this interesting, since we can show that there are bad local optima with poly$(n)$ discrepancy for general graphs. Secondly, we show how to dynamically maintain a partitioning of the edge set of an arbitrary graph $G$ into a disjoint collection of expanders $G_1, G_2, \ldots, G_t$ with each vertex appearing in at most polylog $n$ many expanders, such that the amortized number of changes to $G_1, G_2, \ldots, G_t$, per update to $G$ is bounded. (This expander decomposition can be viewed as a “preconditioning” step.) We build on ideas recently developed for dynamic graph algorithms [SW19, BvdBG*20]: our challenge is to show that dynamic expander decomposition can be done along with local search on the individual expanders, and specifically to control the potential functions that guide our proofs.

Indeed, using the above two modules to obtain Theorem 1.2 requires new ideas. When an update (insertion or deletion) occurs to $G$, we first modify our expander decomposition, and re-run local search starting from the prior local optima in each expander. While this ensures good discrepancy bounds, it could lead to many local search moves. In order to bound the latter quantity, our idea is to use a potential function in each expander to bound the recourse, such that each step of local search always decreases the potential by at least a constant. This is somewhat delicate: a single update in $G$ can change any particular expander $G_i$ by a lot (even though the amortized recourse is bounded), and hence the single-step potential change can be huge. We show how to maintain some Lipschitzness properties for our potential function under inserts and deletes, which gives us the final bounds of polylog $n$ on both the discrepancy and the recourse.

Along the way, we also develop a better understanding of the strengths and limitations of local search as a technique for discrepancy minimization problems, both for graphs and for general vectors.

**Theorem 1.3** (Informal: Discrepancy of Local Optima). For edge orientation in expanders, any locally optimal solution for local search using the simple potential $\Phi = \sum_{v \in V} \text{disc}(v)^2$ has discrepancy $O(\log n)$. For arbitrary graphs, however, the discrepancy can be as bad as $\Omega(n^{1/3})$. For general vectors in $\{\pm 1\}^n$ (and in $[-1, 1]^n$), the local search bound using the simple potential $\Phi = \sum_{i \in [n]} \left( \sum_{t} \sigma(a_t) \cdot a_t(i) \right)^2$ deteriorates to $\Omega(2^n)$ (and to $\Omega(\sqrt{T})$).
Signing $s$-Sparse Vectors for Online Arrivals. Finally, we consider the problem with $s$-sparse vectors, which interpolates between the graphical case of $s = 2$ and the general case. In the offline setting, the classical linear-algebraic algorithm of Beck and Fiala [BF81] constructs a signing with discrepancy $2s - 1$ (independent of $n$ and $T$). Subsequent works by Banaszczyk [Ban98] and Bansal, Dadush, and Garg [BDG16] develop techniques to get discrepancy $O(\sqrt{s}\log n)$, and a long-standing question in discrepancy theory is to improve this bound to $O(\sqrt{s})$. Here we study the ONLINE VECTOR BALANCING problem only with arrivals. In this setting, the algorithm of [ALS21] maintains signings of discrepancy $O(\sqrt{s}\log(nT))$ without recourse, but against an oblivious adversary. In Section 6 we give a generic reduction that can maintain near-optimal discrepancy for ONLINE VECTOR BALANCING against adaptive adversaries, with small recourse.

**Theorem 1.4** (Arrivals Only: Online Vector Balancing with Recourse). There is an efficient algorithm for ONLINE VECTOR BALANCING with $s$-sparse vectors that achieves $O(\sqrt{s}\log n\log T)$ discrepancy and $O(\log T)$ amortized recourse per update against an adaptive adversary.

1.2 Further Related Work

Discrepancy theory is a rich and vibrant area of research [Cha01, Mat09]. While some initial works [Spe77, BÁ79] focused on the online discrepancy problem, the majority of research dealt with the offline setting, where the $T$ vectors are given upfront. Near-optimal results are known for settings such as discrete set systems [Spe85, Ban10, LM15] (i.e., vectors in $\{0, 1\}^n$), sparse set systems [BF81] ($s$-sparse binary vectors), and general vectors in the unit ball [Ban98, Bec81, Gia97, Rot14, BDGL19].

There has been a renewed interest in the online discrepancy setting, where many of the techniques developed for the offline setting no longer extend. Most of the results for online vector discrepancy deal with stochastic settings of the problem where the arriving vectors satisfy some distributional assumptions [AAN*98, BS20, BJM*21]. A recent breakthrough work [ALS21] gives a very elegant randomized algorithm with near-optimal discrepancy for general vectors arriving online. However, to the best of our knowledge, none of these ideas easily extend to the fully-dynamic setting where vectors can also depart—which is the focus of this paper. In fact, we do not know how to adapt existing ideas to establish non-trivial results for even the simple deletions-only setting: starting with $T$ vectors, a uniformly random subset of $T/2$ of these vectors are deleted one-by-one. Can we always maintain a low-discrepancy signing of the remaining vectors with small recourse?

The study of dynamic algorithms also has a rich history, both in the recourse model, which measures the number of updates made the algorithm per update, and the update-time model, which measures the running time of the algorithm per update. Apart from graph problems, these models have been studied in a variety of settings such network design [IW91, GK14, GGK16, LOP+15], clustering [GKLX20, CAHP+19], matching [GKKV95, CDKL09, BLSZ14], and scheduling [PW93, Wes00, AGZ99, SSS09, SV10, EL14, GKS14], and set cover [BHI18, BCH17, BK19, AAG719, BHN19, BHNW20, GKKP17].

A different version of edge-orientation, commonly known as graph balancing, involves minimizing just the maximum in-degree (see, e.g., [BF99, Kow07, KKP14]): the techniques used for that version seem quite different from those needed here.

**Paper Outline.** We present the results for FULLY-DYNAMIC VECTOR BALANCING and specifically Theorem 1.1 in §2. The results for graph balancing appear in §3. Other results for local-search algorithms appear in §4 and §5. We close with an insertion-only algorithm for sparse vectors, and conclusions and open problems in §6.

2 Fully-Dynamic Vector Balancing

In this section, we prove Theorem 1.1. Given a set of vectors $a_1, a_2, \ldots, a_T \in [-1, 1]^n$, the Bárány-Grinberg algorithm signs them such that the discrepancy of the signed sum is at most $2n$. However, this signing is highly sensitive to insert or delete operations. We address this issue by recursively dividing the input sequence such
that we lose only $O(n)$ discrepancy at each level of this recursion tree—we call this the distributed Bárány-Grinberg algorithm. We then show how it can easily handle insert and delete operations with low recourse.

The main idea underlying the Bárány-Grinberg algorithm [BG81] is the following linear algebraic lemma.

**Lemma 2.1** (Rounding Lemma [BG81]). Let $a_1, a_2, \ldots, a_T \in [-1, 1]^n$ be the columns of matrix $A \in [-1, 1]^{n \times T}$. For any initial fractional signing $x \in [-1, 1]^T$, there exists a (near-integral) signing $y$ with all but $n$ variables being $\pm 1$ such that $Ay = Ax$.

The signing $y$ is obtained by moving to a basic feasible solution (BFS) of the following set of linear constraints \( \{ Ay = Ax, \ y \in [-1, 1]^T \} \), where $x$ is treated as being fixed. Based on Lemma 2.1, Bárány and Grinberg [BG81] gave the following offline algorithm: starting with the all-zeros vector as the fractional signing (i.e., $x = 0$), let $y$ be the almost-integral vector satisfying $Ay = 0$. Now randomly rounding the fractional variables (with bias given by the $y_i$ values) and using concentration bounds shows a discrepancy of $O(\sqrt{n \log n})$, or using sophisticated rounding schemes can give the tight $O(\sqrt{n})$ discrepancy [Spe85, Ban10, LM15].

### 2.1 An Equivalent, Recursive Viewpoint

A natural question is: can we extend the above Bárány-Grinberg algorithm to the dynamic case? Naively using the rounding lemma does not work, since the rounded solutions $y$ and $y'$ for matrices $A$ and $A'$ differing in one column could be very different. Our idea is to simulate the Bárány-Grinberg algorithm in a distributed and recursive manner. We divide the sequence \( \{1, \ldots, T\} \) into sub-sequences of length $2n$ each, which gives us a set of $m := T/2n$ sub-sequences (assuming w.l.o.g., e.g., by padding, that $T/2n$ is a power of 2). Let $P_1, \ldots, P_m$ denote these sub-sequences ordered from left to right. We build a binary tree $T$ of height $\log_2 m$ on $m$ leaves, where leaf $j$ corresponds to the sub-sequence $P_j$. Similarly, for an internal node $v$, define $P_o$ as the sub-sequence formed by taking the union of $P_j$ over all leaves $j$ below $v$.

The signing algorithm DBG($v$), where $v$ is a node of $T$ is shown in Algorithm 1. It assigns values $y_i^v \in [-1, 1]$ to the vectors $a_i$ for $i \in P_o$ such that the following two conditions are satisfied:

1. $\sum_{i \in P_o} y_i^v a_i = 0$, and
2. all but at most $n$ variables $y_i^v$, $i \in P_o$ are either $+1$ or $-1$.

Applying this property to the root node yields Lemma 2.1. While the end result is identical to the one-shot Bárány-Grinberg algorithm, this yields some crucial advantages in the dynamic setting. Indeed, when a vector is inserted/deleted, only a single leaf's sub-sequence changes. We will show that this leads to making changes in the signing assigned by the ancestors of just this leaf, giving a total recourse of $O(n)$ per update!

For a subset $I$ of indices, let $A_I$ denote the submatrix of $A$ given by the columns corresponding to $I$. Similarly, for a vector $z$ indexed by $P_o$ and a subset $F$ of $P_o$, define $z|_F$ as the restriction of $z$ to $F$. The algorithm DBG($v$) begins by recursively assigning values to the two sub-sequences corresponding to its two children. Since these assignments, satisfy the two invariant conditions above, combining the two solutions into a new solution $x$ (in line 4) leads to at most $2n$ fractional variables. Using Lemma 2.1, we reduce the number of fractional variables to $n$. Finally, we can maintain a (integral) signing $\sigma$ by randomly assigning signs to the fractional variables $F_r$ at the root $r$ and retaining the values $y_i^r$ for rest of the vectors. We now show by induction that the two invariant properties are satisfied, the proof is deferred to Appendix A.

**Lemma 2.2.** The variables $y_i^v$, $i \in P_o$ satisfy the invariant properties (1) and (2) at the end of DBG($v$).

### 2.2 Dealing with Update Operations

Before describing the insert/delete operations, we describe a useful subroutine UPDATEVECTOR, which given an assignment $y^{old}$ to $a_1, \ldots, a_T$, updates it to a new assignment $y^{new}$ when one of the vectors $a_j$ in the
We next consider the case of dynamically orienting edges in a graph to maintain bounded discrepancy. In this problem, at each time/update an adaptive adversary either inserts a new edge \( e_t = (u, v) \) or removes an existing edge \( e \) from a graph \( G(t) \). Assigning an orientation to each edge \((u, v)\) as \( u \to v \) or \( v \to u \), the discrepancy of a vertex \( v \) is \( \text{disc}(v) = | |\delta_{\text{in}}(v)| - |\delta_{\text{out}}(v)| | \), where \( \delta_{\text{in}}(v) \) and \( \delta_{\text{out}}(v) \) are the sets of in- and out-edges incident at \( v \). Our goal is to minimize \( \max_{v \in V} \text{disc}(v) \). The algorithm is allowed to re-orient any edge \( e \), and the amortized recourse is the average number of re-orientations per edge insertion/deletion. We now present the first fully-dynamic algorithms with \( \text{polylog}(n) \) discrepancy and recourse.

### 3 Fully-Dynamic Edge Orientation

We next consider the case of dynamically orienting edges in a graph to maintain bounded discrepancy. In this problem, at each time/update an adaptive adversary either inserts a new edge \( e_t = (u, v) \) or removes an existing edge \( e \) from a graph \( G(t) \). Assigning an orientation to each edge \((u, v)\) as \( u \to v \) or \( v \to u \), the discrepancy of a vertex \( v \) is \( \text{disc}(v) = | |\delta_{\text{in}}(v)| - |\delta_{\text{out}}(v)| | \), where \( \delta_{\text{in}}(v) \) and \( \delta_{\text{out}}(v) \) are the sets of in- and out-edges incident at \( v \). Our goal is to minimize \( \max_{v \in V} \text{disc}(v) \). The algorithm is allowed to re-orient any edge \( e \), and the amortized recourse is the average number of re-orientations per edge insertion/deletion. We now present the first fully-dynamic algorithms with \( \text{polylog}(n) \) discrepancy and recourse.

**Algorithm 1** Distributed-Bárany-Grinberg: DBG(\( v \))

**Input:** A node \( v \) of \( T \).

**Output:** \((y_t^u, F_u)\): an assignment \( y_t^u \in [-1, 1] \) for each \( u \in P_v \), and \( F_v \subseteq P_v \) is the index set of “fractionally” signed vectors, i.e., indices \( i \) such that \( -1 < y_t^u < 1 \).

1. **if** \( v \) is not a leaf **then**
   2. Let \( v_L \) and \( v_R \) be the left and the right children of \( v \) respectively.
   3. \((y_t^{v_L}, F_{v_L}) \leftarrow \text{DBG}(v_L), (y_t^{v_R}, F_{v_R}) \leftarrow \text{DBG}(v_R)\).
   4. Define \( F := F_{v_L} \cup F_{v_R}, x_i := y_t^{v_L} \) for all \( i \in P_{v_L}, x_i := y_t^{v_R} \) for all \( i \in P_{v_R}, \) \( F \).
   5. **else**
   6. Define \( F := P_v, x_j = 0 \) for all \( i \in P_v \).
7. Using Lemma 2.1 find a vector \( y' \in [-1, 1]^{|F|} \) such that (i) \( A_F \cdot y' = A_F \cdot x_F \), and (ii) there are at most \( n \) indices (denoted by the set \( F_v \subseteq F \)) having \( -1 < y'_j < 1 \).
8. Define \( y_t^u = x_i \) for \( i \in P_v \setminus F \) and \( y_t^u = y'_j \) for \( i \in F \).
9. Return \((y_t^u, F_v)\).

sequence changes. The algorithm is very similar to Algorithm 1, but it needs to recurse on only one child of \( v \), the one containing the index \( j \). As a result, the vectors \( y^{\text{old}} \) and \( y^{\text{new}} \) differ in at most \( O(n \log T) \) coordinates. Details are deferred to Appendix A.

**Dynamic Insert and Delete.** We now discuss the algorithm when an insert or delete operation happens.

The algorithm works in phases: a new phase starts when the number of vectors becomes \( 2^\ell \) for some \( \ell \), and ends when this quantity reaches \( 2^{\ell-1} \) or \( 2^{\ell+1} \). Whenever a new phase starts, we run DBG algorithm to find an assignment \( y \). During a phase, we always maintain exactly \( 2^{\ell+1} \) vectors – this can be ensured at the beginning of this phase by padding with \( 2^{\ell} \) zero vectors. This ensures that the tree \( T \) does not change during a phase.

When a delete operation happens, we call DBGUPDATE, where the deleted vector gets updated to the zero vector. Similarly, when an insert operation happens, we update one of the zero vectors to the inserted vector. Thus, we get the following result:

**Lemma 2.3.** The amortized recourse of this fully-dynamic algorithm is \( O(n \log N) \) per update operation, where \( N \) is the maximum number of active vectors at any point in time.

**Proof.** The work done at the beginning of a phase can be charged to the length of the input sequence at this time. This results in \( O(1) \) amortized recourse. We show in Corollary A.2 that the amortized recourse after each update during a phase is \( O(n \log N) \). This proves the overall amortized recourse bound. \( \square \)

Finally, since there are only \( n \) fractional variables at the root, we can use any state-of-the-art offline discrepancy minimization algorithm to sign these vectors, e.g., to get \( O(\sqrt{n}) \) discrepancy for vectors with unit \( \ell_\infty \)-norm \([\text{Spe85, Ban10, LM15}]\), or to get \( O(\sqrt{\log n}) \) discrepancy for vectors with unit \( \ell_2 \)-norm \([\text{BDG16, BDGL19}]\). This proves Theorem 1.1.
Useful Notation. For an undirected graph \( G \) and any set \( S \subseteq V \), define \( E(S) \) as the set of edges whose endpoints are both in \( S \); for sets \( S, T \), define \( E(S, T) = \{ e \in E \mid e \cap S = e \cap T = 1 \} \). Define the volume of a set \( S \) to be \( \text{vol}(S) = \sum_{v \in S} \deg(v) \).

Definition 3.1 (\( \phi \)-Expander). A graph \( G \) is a \( \phi \)-expander if for all subsets \( S \subseteq V \),
\[
|E(S, V - S)| \geq \phi \cdot \min(\text{vol}(S), \text{vol}(V - S))
\]
In this case, we also say the graph \( G \) has conductance at least \( \phi \).

Definition 3.2 (\( \gamma \)-Weak-Regularity). For \( \gamma \in [0, 1] \), an undirected graph \( G \) is \( \gamma \)-weakly-regular if the minimum degree of any vertex is at least \( \gamma \) times the average degree \( 2m/n \).

3.1 High Level Overview

We now provide a detailed overview of our algorithm, and then delve into the individual components. A natural algorithm for the edge orientation problem is a local search procedure: while there exists an edge \((u, v)\) currently oriented \( u \to v \) such that \( \text{disc}(v) > \text{disc}(u) + 2 \), flip its orientation to \( v \to u \). Although locally optimal orientations could have discrepancy \( \Omega(n^{1/3}) \) for general graphs (see an example in Section 4.3), our first crucial result is that they always have low discrepancy on expanders.

Theorem 3.3. Let \( G(V, E) \) be a \( \gamma \)-weakly-regular \( \phi \)-expander. Then the discrepancy of any solution produced by Local-Search is \( O\left(\frac{\log m}{\phi \gamma}\right) \).

The proof of this theorem appears in Section 3.2. In order to apply our local search algorithm to arbitrary graphs, our plan is to use the powerful idea of expander decompositions (see, e.g., [ST04, SW19, BvdBG 20]). At a high level, such schemes decompose any graph \( G \) into a disjoint union of expanders with each vertex appearing in a small number of them. For concreteness, we use the following result from [GKKS20, Theorem 19]2.

Theorem 3.4 (Decomposition into Weakly-Regular Expanders). Any graph \( G = (V, E) \) can be decomposed into an edge-disjoint union of smaller graphs \( G_1, G_2, \ldots, G_k \) such that: (a) each vertex appears in at most \( O(\log^2 n) \) many smaller graphs, and (b) each of the smaller subgraphs \( G_i \) is a \( \phi/4 \)-weakly-regular \( \phi \)-expander, where \( \phi = \Theta(1/\log n) \).

In order to make this into a dynamic decomposition, our algorithm follows a natural idea of maintaining \( \log m \) levels/scales, and placing each edge of the current graph \( G \) at one of these levels. We use \( G_i \) to denote the subgraph formed by the level-\( i \) edges; crucially, we ensure that \( G_i \) has at most \( 2^i \) edges. For each level \( i \), we maintain the expander decomposition of \( G_i \) into \( \bigcup_j G_{i,j} \) where \( G_{i,j} \) represents the \( j \)th expander in this decomposition. Since each vertex appears in at most \( \log^2 n \) expanders at every level, overall any vertex will appear in \( O(\log^3 n) \) expanders. Hence, our goal is to maintain a low-discrepancy signing for each expander, with bounded number of re-orientations as the expander changes due to updates. Next we discuss how insertions are easier to handle, but deletions require several new ideas.

Insertions. When edges are inserted into \( G \), we insert it into \( G_1 \) (the lowest scale) and orient it arbitrarily. Whenever a level \( i \) becomes full, i.e., \( |G_i| > 2^i \), we remove all edges and add them to the higher level \( i + 1 \), and recompute the expander decomposition using Theorem 3.4 from scratch for the graph consisting of all edges in this level. We also recompute an optimal offline low-discrepancy discrepancy orientation for each expander3.

\(^2\)For ease of exposition, we use a result that runs in exponential time; using approximate low-conductance cuts gives a polynomial runtime with additional logarithmic factors.

\(^3\)It is easy to optimally orient any graph in the offline setting: we consistently orient the edges of all cycles, to be left with a forest. We can then again orient all the maximal paths between pairs of leaves in a consistent manner, to end up with an orientation where every vertex has discrepancy in \([-1, 0, 1]\).
Of course, we may need to cascade to higher levels if the next level also overflows. However, the total cost of all these edge reorientations can be easily charged to the recent arrivals that caused the overflow.

**Deletions.** Our insertion procedure guarantees that an expander \( G_{i,j} \) only observes deletions in its lifetime (before the expander decomposition at its level is recomputed). So when the adversary deletes an edge from \( G \) (called a primary deletion), we can remove it from the corresponding expander \( G_{i,j} \) it belongs to, and simply re-run local search from the current orientation if it continues to have expansion at least, say \( \phi/6 \). We can then bound the recourse by tracking the changes to the associated \( \epsilon_2 \) potential \( \Phi \) for this graph. However, what do we do when \( G_{i,j} \) ceases to be an expander? Our idea is to simply identify a cut of sparsity < \( \phi/6 \) and remove the smaller side \( \Delta P \) from the graph \( G_{i,j} \), and repeat if necessary. This is called the prune procedure and we formally describe it in Section 3.3. The edges which are incident to \( \Delta P \) are re-inserted into the system using the insertion algorithm. In Theorem 3.5, we bound the number of pruned edges (also called secondary deletions) in terms of the number of actual adversarial edge deletions which caused the drop in expansion, and so we are able to amortize the recourse of re-inserting these pruned edges back into our algorithm.

**Theorem 3.5.** Let \( G_0 = (V_0, E_0) \) be a \( \phi \)-expander with \( m \) edges, \( n \) vertices, and minimum degree \( \delta \). For a subset \( S \subseteq V_0 \), let \( \text{vol}_0(S) \) denote its initial volume in \( G_0 \). There is an algorithm called prune (described in Section 3.3), which for every adversarial deletion of any edge in \( G_0 \), outputs a (possibly empty) set of vertices \( \Delta P \) to be pruned/removed which satisfies the following properties.

Let \( P_t \) denote the aggregate set of vertices pruned over a sequence of \( t \) adversarial deletions inside \( G_0 \), i.e., \( V_t := V_0 \setminus P_t \) and \( G_t \) is the graph with the undeleted edges of \( E_0 \) that are induced on \( V_t \). Then, for each \( 1 \leq t \leq \phi^2 m/20 \):

1. \( P_t \subseteq P_{t+1} \).
2. \( G_t \) is a \( \phi/6 \)-"strong expander", i.e., for any subset \( A \subseteq V_t \),

\[
|E_t(A, V_t \setminus A)| \geq (\phi/6) \cdot \min \left( \text{vol}_0(A), \text{vol}_0(V_t \setminus A) \right).
\]

Hence the minimum degree of a vertex in \( V_t \) is at least \( \phi \delta / 6 \).

3. \( \text{vol}_0(P_t) \leq 6t/(5\phi) \).

Similar ideas have recently been used for dynamic graph algorithms, e.g. in [SW19, BvdBG+20], but our algorithms and analyses are more direct since we are concerned only with the amortized recourse rather than the update time. However, new challenges appear due to our discrepancy minimization setting.

**A ‘Potential’ Problem.** While the above procedure identifies the set of edges to prune, so that the residual graph remains an expander, we still need to maintain a low-discrepancy orientation on the expander as it undergoes deletions and prunings. Indeed, the above ideas essentially allow us to cleanly reduce the fully dynamic problem to the follow special case of only handling deletions on expanders: let \( G = (V, E) \) be a \( \phi/6 \)-expander, currently oriented according to local search. Then, suppose \( e \) is an adversarial deletion, and suppose \( \Delta P \) is the set of vertices to be removed as computed by the prune procedure. Then, how many flips would we need to end-up at a locally-optimal orientation on \( G[V \setminus \Delta P] \), which we know has bounded discrepancy since \( G[V \setminus \Delta P] \) is an expander? If we can bound this in terms of the number of edges incident to \( \Delta P \), then we would be done, since these are precisely the number of secondary deletions, which are in turn bounded in terms of adversarial deletions.

A natural attempt is to simply re-run local search on \( G[V \setminus \Delta P] \) starting from the current orientation. While this will converge to a low-discrepancy solution because \( G[V \setminus \Delta P] \) is an expander, our recourse analysis proceeds by tracking a quadratic potential function, and this could increase a lot if we suddenly remove all edges incident to \( \Delta P \) en masse. Removing the edges one by one is also also an issue as the intermediate graphs won’t satisfy the desired expansion to argue both discrepancy as well as recourse (which indirectly depends on having good discrepancy bounds to control the potential). To resolve this issue, we craft a collection of “fake” intermediate graphs that interpolate between the graphs \( G \) and \( G[V \setminus \Delta P] \) which ensure that (i) all of
them have good expansion properties, and (ii) the potential change in moving from one to another is bounded. Our overall algorithm is to then repeatedly re-run local search after moving to each intermediate graph, until we end up with the final orientation on \( G[V \setminus \Delta P] \).

We now formalize this in the following theorem, which bounds the recourse needed to move from a locally optimal orientation in \( G[V] \) to one in \( G[V \setminus \Delta P] \). Let \( H \) denote any graph with a current orientation represented by \( \tilde{H} \). We then define the following potential

\[
\Phi(\tilde{H}) := \sum_{v \in V(\tilde{H})} \text{disc}(v)^2.
\]

**Theorem 3.6.** Let \( G_{t-1} = (V_{t-1}, E_{t-1}) \) be a \( \phi/6 \)-expander as maintained by our algorithm, and suppose the adversary deletes an edge \( e_t \in E_{t-1} \). Moreover, suppose an associated set of vertices \( \Delta P \subseteq V_{t-1} \) are pruned by \textsc{Prune} to obtain the graph \( G_t = (V_t, E_t) \) which is a \( \phi/6 \)-expander, where \( V_t = V_{t-1} \setminus \Delta P \) and \( E_t \) is the subset of \( E_{t-1} \setminus \{e_t\} \) induced on \( V_t \).

Then, starting from a locally optimal orientation \( \tilde{G}_{t-1} \) we can compute a locally optimal orientation \( \tilde{G}_t \) by performing at most \( L_t \) flips satisfying

\[
L_t \leq \left( \frac{\log m}{\phi^2 \gamma} + \frac{\text{vol}_0(\Delta P) \log m}{\phi^2 \gamma} \right) + \Phi(\tilde{G}_{t-1}) - \Phi(\tilde{G}_t).
\]

With this our algorithm description is complete. For the discrepancy analysis, note that our algorithm at all times maintains a locally optimal orientation in each expander at each level, and every vertex appears in at most \( \log(n) \) expanders from Theorem 3.4, giving us an overall discrepancy of \( \text{polylog}(n) \) by combining with Theorem 3.3. For the recourse analysis, any time the insertion algorithm overflows and a rebuild happens in the higher level, we can charge the recourse to the adversarial insertions as well as re-insertions of the edges removed by \textsc{Prune}. The latter is in turn bounded in terms of the adversarial deletions by Theorem 3.5. Finally, we bound the total recourse within an expander, as parts of it are pruned out, for which we appeal to Theorem 3.6. Since Theorem 3.5(iii) ensures that the total volume of all the sets which are pruned can be bounded in terms of \( O(1/\phi) \) times the number of adversarial deletions, we get that the total number of flips done over a sequence of adversarial deletions in any expander is at most \( \frac{\log m}{\phi^3 \gamma} \) times the number of adversarial deletions plus the potential \( \Phi(\tilde{G}_0) \) of the initial expander, which is small since we start with an optimal orientation where each vertex has discrepancy at most 1 when the expander is formed.

### 3.2 Local-Search for Weakly-Regular Expanders

In this section we prove Theorem 3.3 that local search ensures low discrepancy on any weakly-regular expander. Recall that the local search flips an edge \((u, v)\) oriented from \(u\) to \(v\) whenever \(\text{disc}(v) > \text{disc}(u) + 2\).

**Algorithm 2** Local-Search

**Input:** Graph \( G = (V, E) \) and an initial partial orientation.

**Output:** Revised orientation which is a local optimum.

1. Arbitrarily direct any undirected edges in \( G \).
2. While there exists a directed edge \((u, v)\) such that flipping it decreases \( \Phi := \sum_u \text{disc}(u)^2 \), flip it.

**Proof of Theorem 3.3.** Let \( \tilde{G} = (V, \tilde{E}) \) be the directed graph corresponding to a local optimum. Consider the node \( v \) with largest discrepancy \( k \); without loss of generality, assume \( k \geq 0 \). We perform a breadth-first-search (BFS) in \( \tilde{G} \) starting from \( v \), but only following the incoming edges at each step. Let \( L_i \) be the vertices at level \( i \) during this BFS, i.e., \( L_i \) is the set of vertices \( w \) for which the shortest path in \( \tilde{G} \) to \( v \) contains \( i \) edges. Let \( S_i \) denote the set of vertices up to level \( i \), i.e., \( S_i := \bigcup_{\ell=0}^{i} L_{\ell} \). The fact that \( \tilde{G} \) is a local optimum means there are
no improving flips, and hence the discrepancy of any vertex in $L_i$ is at least $k - 2i$. In turn, this implies that there are at least $k/2$ layers, and the discrepancy of any vertex in $S_{k/4}$ is at least $k/2$. We now show that the volume of $S_{k/4}$’s complement is large.

**Claim 3.7.** $\text{vol}(V \setminus S_{k/4}) \geq 2\gamma m/3$.

**Proof.** Each node in $S_{k/4}$ has discrepancy at least $k/2$, and each node in $V \setminus S_{k/4}$ has discrepancy at least $-k$. Since the total discrepancy of all the vertices in $V$ is 0, it follows that

$$0 = \sum_{v \in V} \text{disc}(v) \geq |S_{k/4}| \cdot k/2 - |V \setminus S_{k/4}| \cdot k.$$ 

This implies that $|V \setminus S_{k/4}| \geq n/3$. Now $\gamma$-weak-regularity implies each vertex in $G$ has degree at least $\gamma \cdot 2m/n$, and hence the sum of the degrees of the vertices in $V \setminus S_{k/4}$ is at least $2m\gamma/3$. \qed

We now show that the size of the edge set $E(S_i)$ increases geometrically.

**Claim 3.8.** For any $i \leq k/4$, $|E(S_{i+1})| \geq (1 + \phi \gamma/3)|E(S_i)|$.

**Proof.** Given a directed graph $\overrightarrow{G}$ and a subset $X$ of vertices, let $\delta^{-}(X)$ and $\delta^{+}(X)$ denote the set of incoming edges into $X$ (from $V \setminus X$), and the set of outgoing edges from $X$ (to $V \setminus X$) respectively. Since the discrepancy of each vertex in $S_i$ is positive,

$$0 \leq \sum_{w \in S_i} \text{disc}(w) = \sum_{w \in S_i} |\delta^{-}(w)| - |\delta^{+}(w)| = |\delta^{-}(S_i)| - |\delta^{+}(S_i)|.$$ 

The expansion property now implies that

$$|\delta^{-}(S_i)| \geq \frac{1}{2}|\delta(S_i)| \geq \frac{\phi}{2} \cdot \min\{\text{vol}(S_i), \text{vol}(V - S_i)\}.$$ 

(1)

Since all edges in $\delta^{+}(S_i)$ are directed from $L_{i+1}$ to $L_i$,

$$|E(S_{i+1})| \geq |E(S_i)| + |\delta^{-}(S_i)| \geq |E(S_i)| + \frac{\phi}{2} \cdot \min\{|E(S_i)|, 2\gamma m/3\},$$ 

where we used $\text{vol}(S_i) \geq |E(S_i)|$ and Claim 3.7 for the two terms of the last inequality. Since $m \geq |E(S_i)|$ and $\gamma \leq 1$, the RHS above is at least $|E(S_i)| \cdot (1 + \phi \gamma/3)$.

Finally the fact that $S_0 = \{v\}$ implies that $|E(S_1)| \geq |\delta^{-}(S_0)| \geq k$, and using Claim 3.8 we get

$$|E(S_{k/4})| \geq k \cdot (1 + \phi \gamma/3)^{k/4-1}.$$ 

Since $|E(S_{k/4})| \leq m$, we get $k = O\left(\frac{\log m}{\phi \gamma}\right)$.

The weak-regularity property was used only in Claim 3.7 above; it is easy to alter the proof to show that $\text{vol}(V \setminus S_{k/4}) \geq \gamma m/4$ even if all but $n/7$ vertices in $G$ satisfy the weak-regularity property. This proves Theorem 3.3.

**Corollary 3.9.** Let $G$ be a $\phi$-expander, such that degree of every vertex, except perhaps a subset of at most $n/7$ vertices, is at least $2\gamma m/n$. Then the discrepancy of LOCAL-SEARCH is $O\left(\frac{\log m}{\phi \gamma}\right)$.

The expansion plays a crucial role here: in Section 4 we show that locally-optimum solutions of LOCAL-SEARCH can have large discrepancy for general graphs.
3.3 Dynamic Expander Pruning

In this section we prove Theorem 3.5. We first recall the setup. Suppose we start with a $\phi$-expander $G_0 = (V_0, E_0)$, and at each step $t$ some edge $e_t$ is deleted by the adversary (call these *primary deletions*). The goal is to remove a small portion of the graph so that the remaining portion continues to be, say, a $\phi/6$-expander. Since the graph may may violate the expansion requirement due to deletions, we perform additional *secondary deletions* at each step to maintain a slightly smaller subgraph $G_t = (V_t, E_t)$ which is $\phi/6$-expanding, such that $\{e_1, \ldots, e_t\} \cap E_t = \emptyset$. Crucially, the number of secondary deletions is only a factor $1/\phi$ more than the number of primary deletions until that point. The idea of this greedy expander pruning algorithm is simple: whenever the edge deletion $e_t$ creates a sparse cut in $G_{t-1}$, we iteratively remove the smaller side of such a sparse cut from the current graph until we regain expansion. (See Algorithm 3 for the formal definition. Again we assume we can find low-conductance cuts; using an approximation algorithm would lose logarithmic factors.)

![Figure 1: local-search for expanders.](image)

**Algorithm 3 Prune($G_{t-1}, e_t$)**

**Input:** Graph $G_{t-1} = (V_{t-1}, E_{t-1})$ and an edge $e_t \in E_{t-1}$ which gets deleted at this step.

**Output:** A set of vertices $\Delta P$ that have to be pruned from $G_{t-1}$ to get $G_t$.

1. Define $G_t$ with edges $E_t \leftarrow E_{t-1} \setminus e_t$ and vertices $V_t \leftarrow V_{t-1}$.
2. $\Delta P \leftarrow \emptyset$.
3. while there is a subset $A \subseteq V_t$ with $|E_t(A, V_t \setminus A)| < (\phi/6) \cdot \text{vol}_0(A)$ do
4. Assume that $A$ is the smaller side of the cut
5. Remove $A$ from $G_t$, i.e., $V_t \leftarrow V_t \setminus A$, $E_t \leftarrow G_t[V_t \setminus A]$, and $\Delta P \leftarrow \Delta P \cup A$.
6. Return $\Delta P$

For a subset $S \subseteq V_0$, let $\text{vol}_0(S)$ denote its initial volume in $G_0$. Observe that the expansion in line 3 above is measured with respect to $\text{vol}_0(A)$, the volume of the set $A$ in $G_0$, which is a stronger condition than comparing to the volume in the current graph. Define $P_t$ to be the set of vertices pruned in the first $t$ iterations, i.e., $P_t = V_0 \setminus V_t$, so that $P_0 = \emptyset$. We now show that this algorithm maintains a “strong expansion” property at all times (i.e., the expansion property holds with respect to the initial volume $\text{vol}_0$).

**Proof of Theorem 3.5.** The first property uses that $P_t$ is the set of vertices removed in the first $t$ steps. The second property uses the stopping condition of the algorithm, and the fact that $\text{vol}_0(\{v\}) \geq \delta$ for all vertices.

To prove the final property, let the subsets pruned by the algorithm be $A^1, A^2, \ldots, A^t$ in the order they are pruned. For an index $t$, let $B^t := \cup_{i=1}^t A^i$. Let $E'_t := E_0 \setminus \{e_1, \ldots, e_t\}$. The following claim bounds the number of edges leaving $B^t$.

**Claim 3.10.** If set $A^t$ is pruned in iteration $t$, then $|E'_t(B^t, V_0 \setminus B^t)| \leq \frac{\phi}{6} \text{vol}_0(B^t)$. Also, $\text{vol}_0(B^t) \leq \text{vol}_0(V_0 \setminus B^t)$.

Before we prove this claim, we use it to prove the third property: note that $|E_0(B^t, V_0 \setminus B^t)| \geq \phi \cdot \text{vol}_0(B^t)$ because $G_0$ is a $\phi$-expander, and moreover $\text{vol}_0(B^t) \leq \text{vol}_0(V_0 \setminus B^t)$ by the second part of Claim 3.10. Moreover,
the first part of the claim implies that $|E'_t(B', V_0 \setminus B')| \leq \frac{\phi}{6} \text{vol}_0(B')$. Since $E'_t$ changes by at most one edge per deletion, it follows that

$$t \geq |E'_0(B', V_0 \setminus B')| - |E'_t(B', V_0 \setminus B')| \geq \phi \cdot \text{vol}_0(B') - \frac{\phi}{6} \cdot \text{vol}_0(B') = \frac{5\phi}{6} \text{vol}_0(B'). \quad (2)$$

Since $P_t$ is the same as $B'$ for some $t$, this completes the proof. \hfill \Box

**Proof of Claim 3.10.** We proceed by induction on $t$. When $t = 0$ this is trivial since $B' = \emptyset$. Suppose the claim holds for $B'^{-1}$, and we need to prove it for $B' = B'^{-1} \cup A'$. For sake of brevity, we denote $B' = B'^{-1} \cup A'$. We assume that $A = A'$ (see Figure 2). Any edge in $E'_t(B, V_0 \setminus B)$ either lies in $E'_t(B', V_0 \setminus B) \subseteq E'_t(B', V_0 \setminus B')$ or in $E'_t(A, V_0 \setminus B)$. By the induction hypothesis, the former is at most $\frac{\phi}{6} \text{vol}_0(B')$. The latter, by the condition in line 3, is at most $(\phi/6) \cdot \text{vol}_0(A)$. Summing the two, we get $|E'_t(B, V_0 \setminus B)| \leq (\phi/6) \text{vol}_0(B') + (\phi/6) \text{vol}_0(A)$, which proves the first part of the claim.

To prove second part of the claim, it suffices to show $\text{vol}_0(B) \leq m$. By the induction hypothesis, $\text{vol}_0(B') \leq m$. Further, by (2) we have $\text{vol}_0(B') \leq \frac{6L}{5\phi}$. Now two cases arise:

1. $\text{vol}_0(B') \geq \frac{\phi}{6} \text{vol}_0(A)$: In this case,

$$t \geq \frac{5\phi}{6} \text{vol}_0(B') \geq \frac{5\phi}{12} \text{vol}_0(B') + \frac{5\phi^2}{72} \text{vol}_0(A) \geq \frac{5\phi^2}{72} \text{vol}_0(B' + A) = \frac{5\phi^2}{72} \text{vol}_0(B).$$

Since $t \leq \phi^2 n/20$, it follows that $\text{vol}_0(B) \leq m$.

2. $\text{vol}_0(B') < \frac{\phi}{6} \text{vol}_0(A)$: Consider the cut $(A, V_0 \setminus B)$. Now,

$$|E'_0(A, V_0 \setminus B)| = |E'_0(A, V_0 \setminus A)| - |E'_0(A, B')| \geq \phi \cdot \text{vol}_0(A) - \text{vol}_0(B') \geq \frac{\phi}{6} \cdot \text{vol}_0(A).$$

On the other hand, $A$ is pruned by our algorithm because it is a sparse cut, i.e., $|E'_t(A, V_0 \setminus B)| < \frac{\phi}{6} \text{vol}_0(A)$. Therefore, the total number of deletions $t$ is at least $\frac{5\phi}{6} \text{vol}_0(A) - \frac{\phi}{6} \text{vol}_0(A) = \frac{4\phi}{6} \text{vol}_0(A)$. Now we argue as in the first case. We get

$$t > \frac{3\phi}{6} \text{vol}_0(A) + \frac{\phi}{6} \text{vol}_0(A) > \frac{3\phi}{6} \text{vol}_0(A) + \text{vol}_0(B') \geq \frac{3\phi}{6} \text{vol}_0(B' + A) = \frac{\phi}{2} \text{vol}_0(B).$$

Since $t \leq \phi^2 n/20$, we again get $\text{vol}_0(B) \leq m$. \hfill \Box

### 3.4 Dynamic Local-Search on Expanders with Deletions

In this section we show how to dynamically maintain a locally-optimal orientation of an expander, as parts of it are pruned out over time, thereby proving Theorem 3.6. The algorithm appears as Algorithm 4. We assume that the expander $G_{t-1}$ is maintained by dynamic pruning procedure PRUNE and satisfies the expansion properties of Theorem 3.5. We also assume that we have a locally optimal orientation $\tilde{G}_{t-1}$ inductively maintained by Algorithm 4. Then, when the adversary deletes an edge $e_t$ and PRUNE computes a set $\Delta P$ of vertices to
remove from \( G_{t-1} \) to obtain a graph \( G_t \), we show how to compute a locally optimal orientation \( \tilde{G}_t \) with a bounded number of flips.

Recall that we do this via a potential function argument. For any graph \( H \) and current orientation \( \tilde{H} \), the potential of this orientation is \( \Phi(\tilde{H}) := \sum_{v \in V(H)} \text{disc}(v)^2 \). Indeed, the main issue is that there could be some vertices in \( V_{t-1} \setminus \Delta P \) which are incident to many edges from \( \Delta P \). Hence, if we remove \( \Delta P \) in one shot, the potential of the residual graph could increase a lot. To resolve this, we replace \( V \) vertices in \( \overline{V} \® F \) with an equal number of fake vertices as well as their volume is substantially smaller than that of the “real” vertices \( V \) is an expander. This idea is that the pruned set \( \Delta \) has \( \tilde{G}_{t-1} \), and replace all the edges between \( V_t := V_{t-1} \setminus \Delta P \) and \( \Delta P \) with edges between \( V_t \) and \( F \) in a balanced round-robin manner to preserve the discrepancy of every vertex of \( V_t \) w.r.t. its discrepancy in \( \tilde{G}_{t-1} \). Due to this balanced way of distributing the edges, we can show that the potential of the fake graph over \( V_t \cup F \) is no more than that of \( \tilde{G}_{t-1} \), and moreover, even after deleting a subset \( F' \subseteq F \) of fake vertices, \( G_t \cup (F \setminus F') \) is an expander. These properties motivate running the following algorithm: transition from \( G_t \cup F \) to \( G_t \) by removing the fake vertices (and its incident edges) one-by-one, and re-running local search after each deletion.

**Algorithm 4 Prune-and-Reorient(\( \tilde{G}_{t-1}, e_t, \Delta P \))**

**Input:** Graph \( G_{t-1} = (V_{t-1}, E_{t-1}) \) with orientation \( \tilde{G}_{t-1} \), deleted edge \( e_t \), and pruned set \( \Delta P \subseteq V_{t-1} \).

**Output:** A low-discrepancy orientation \( \tilde{G}_t \) for \( G_t = (V_t, E_t) \) where \( V_t := V_{t-1} \setminus \Delta P \) and \( E_t \) is the subset of \( E_{t-1} \setminus \{e_t\} \) induced on \( V_t \).

1. Create fake vertices \( F := \{f_1, \ldots, f_N\} \), where \( N = |\Delta P| \), and define \( H_t := (V_t \cup F, E_t) \).
2. Let \( E^+ \) be edges in \( E_{t-1}(V_t, \Delta P) \setminus \{e_t\} \) oriented from \( V_t \) to \( \Delta P \). Denote \( E^+ = \{e_1, \ldots, e_r\} \), such that all edges incident to a vertex in \( V_t \) appear consecutively.
3. For \( i = 1, \ldots, r \) do
   4. For edge \( e_i = (v_i, p_i) \in E^+ \), add edge \( (v_i, f_{(i \mod N)+1}) \) into \( H_t \) oriented from \( v_i \) to \( f_{(i \mod N)+1} \).
5. Repeat above loop for edges \( E^- \) in \( E_{t-1}(V_t, \Delta P) \setminus \{e_t\} \) oriented into \( V_t \); adds more edges to \( H_t \).
6. Run Local-Search on \( H_t \).
7. For each \( 1 \leq j \leq N \) do
   8. Remove vertex \( f_j \) and incident edges from \( H_t \).
9. Run Local-Search on (the current graph) \( H_t \).
10. Define the final orientation \( \tilde{G}_t \) to be the final orientation \( \tilde{H}_t \) of \( H_t \) (there are no fake vertices).

**Proof of Theorem 3.6.** Let \( H^j_t \) denote the graph \( H_t \) after the removal of the fake vertices \( f_1, \ldots, f_j \), so that \( H^j_t = H_t \). Since \( t \) is fixed, we suppress the subscript \( t \) for the rest of this discussion.

We begin with some useful claims towards bounding the total number of flips \( L_t \). Firstly, we show that each of the intermediate graphs is a reasonable expander. The idea is that the pruned set \( \Delta P \) is small compared to \( V_t \), because when it becomes sufficiently large, the dynamic expander decomposition algorithm rebuilds the expander and we can charge the recourse to the adversarial deletions. As a result, both the number of fake vertices as well as their volume is substantially smaller than that of the “real” vertices \( V_t \), and so the expansion properties of \( V_t \) are approximately retained in each of the intermediate graphs \( H^j \).

**Lemma 3.11.** For each \( j \in \{0, \ldots, N\} \), the graph \( H^j \) is a \( \phi/36 \)-expander.

**Proof.** Let \( F^j := \{f_{j+1}, \ldots, f_N\} \) be a suffix of the fake vertices. The vertex set of \( H^j \) is \( W^j := V_t \cup F^j \). Let \( E^j \) denote the set of edges in \( H^j \)—these are the union of edges between \( V_t \), i.e., \( E_{t-1}(V_t) \), and those going between \( F^j \) and \( V_t \). Let \( S \) be a subset of vertices in \( H^j \); we need to show that

\[
|E^j(S, W^j \setminus S)| \geq \frac{\phi}{36} \min(\text{vol}^j(S), \text{vol}^j(W^j \setminus S)),
\] (3)
Lemma 3.13. For every $j \in \{0, \ldots, N\}$, the discrepancy of $H_j$ at a local optimum is $O\left(\frac{\log m}{\phi^j} \right)$.
Proof. We apply Corollary 3.9 to $H^j$. Lemma 3.11 implies that $H^j$ is $\phi/36$-expander, so it suffices to show that a large fraction of the vertices of $H^j$ have large degree.

First of all, since we allow at most $D = \phi m/20$ deletions, $v_0(P_t) \leq \frac{6}{5\phi} \cdot \frac{\phi m}{20} = \frac{3\phi m}{50}$ by Theorem 3.5(iii). Using $\gamma$-weak-regularity of $G_0$ and $\gamma = \phi/4$ (Theorem 3.4), this implies $|P_t| \leq \frac{n}{2m\gamma} \cdot \frac{3\phi m}{50} = \frac{3n}{25}$. So $H^j$ has at least $22n/25$ vertices. It follows that $|P_t| \leq 3n'/22 \leq n'/7$, where $n'$ denotes the number of vertices in $H^j$. Now, Theorem 3.5(ii) implies that the degree of any vertex belonging to set $V_t$ in the graph $G_t$ is at least $\phi \delta/6$, where $\delta \geq 2\gamma m/n$. (This uses that $G_0$ is $\gamma$-weakly-regular). Thus, the degree of any vertex in $V_t$ in the intermediate graph $H^j$ is also at least
\[
\frac{\phi \delta}{6} = \frac{2\gamma \phi m'}{6n} \geq \frac{2\gamma \phi m'}{75n'} = \left(\frac{11\gamma \phi}{75}\right) \cdot \frac{2m'}{n'},
\]
where $m', n'$ denote the number of edges and vertices in $H^j$ respectively (since $m' \leq m$ and $n' \geq 22n/25$ as shown above). The desired result now follows from Corollary 3.9. \hfill \Box

We are now ready to conduct the potential-based analysis for bounding the number of flips. We bound the recourse by studying the $\ell_2$-potential $\Phi(H^j) := \sum_{w \in V(H^j)} \text{disc}(w)^2$ as we transition from $G_{t-1}$ to $G_t$. Indeed, note that a flip made by local search decreases the potential by at least 1, so the recourse is at most the total increase in the potential. This increase happens during Algorithm 4 when we replace $\Delta P$ by $F$ to get the graph $H_t$ (with its resulting orientation), and when we remove the fake vertex $f_j$ from $H_{t-1}'$ to get $H_t'$ (in line 8). We bound the potential increase during each of these steps.

We give some notation first. Let $\tilde{G}_{t-1}, \tilde{G}_t, \tilde{H}_{t-1}$ be the subgraphs $G_{t-1}, G_t, H_{t-1}$ oriented after running Local-Search respectively. Let $\tilde{G}_{t-1}'$ denote $\tilde{G}_{t-1} \setminus \{e_t\}$. Recall that $E^+, E^-$ (and therefore $H_t$) are defined using edges of $\tilde{G}_{t-1}'$. Let $\tilde{H}_t$ be the orientation of $H_t$ just after we replace $\Delta P$ by $F$ in $\tilde{G}_{t-1}'$ (i.e., before line 6). Similarly let $H^j$ (we again suppress the subscript $t$ for ease of notation) be the orientation of $H^j$ just after we remove $f_j$ but before we run Local-Search on it (in line 9). Since edges are added in a round-robin manner between $V_t$ and $\Delta P$ in $H_t$, there are no parallel edges.

Claim 3.14. $\Phi(\tilde{G}_{t-1}') - \Phi(\tilde{G}_{t-1})$ is at most $O(\frac{\log m}{\sqrt{\phi} \gamma})$.

Proof. Recall that $\tilde{G}_{t-1}'$ is obtained by removing $e_t$ from $\tilde{G}_{t-1}$. Let $d$ be the maximum discrepancy of a vertex in $\tilde{G}_{t-1}$. Theorem 3.5 implies that $G_{t-1}$ is an $\Omega(\phi \gamma)$-weakly-regular $\Omega(\phi)$-expander, so Theorem 3.3 implies that the discrepancy $d$ is $O(\frac{\log m}{\sqrt{\phi} \gamma})$. Hence the removal of $e_t$ from $\tilde{G}_{t-1}$ can increase the potential by at most $2((d + 1)^2 - d^2) = 2(2d + 1) = O(\frac{\log m}{\sqrt{\phi} \gamma})$, thus proving the claim. \hfill \Box

Next, we show that the potential cannot increase while going from $\tilde{G}_{t-1}'$ to $\tilde{H}_t$. This uses the fact that we essentially re-distributed all the edges in $E^+$ and $E^-$ in a balanced round-robin manner.

Claim 3.15. $\Phi(\tilde{H}_t) - \Phi(\tilde{G}_{t-1}') \leq 0$.

Proof. For a given sum $s$ and variables satisfying $\sum_{i=1}^{N} x_i = s$, the optimal (w.r.t. $\ell_2$ norm) integer assignment of variables has $x_i \in \{\lfloor \frac{a_i - a_-}{N} \rfloor, \lfloor \frac{a_i - a_+}{N} \rfloor + 1\}$ for all $i$ and is unique up to permutations. For our problem, $s = a_+ - a_-$ and the $x_i$’s denote the discrepancies of the fake vertices. So it suffices to prove the following:

Claim 3.16. For each addition of an edge $(v, f) \in (E^+ \cup E^-)$ in Algorithm 4, $\exists d'$ such that just after the addition, $\{\text{disc}(f') | f' \in F\} \subseteq \{d', d' + 1\}$. In particular, after the addition of all edges, $\{\text{disc}(f') | f' \in F\} \subseteq \{\lfloor \frac{a_i - a_-}{N} \rfloor, \lfloor \frac{a_i - a_+}{N} \rfloor + 1\}$.

Proof. Recall that we first add the edges in $E^+$. Since they are added in round robin fashion, the claim is trivially true up to this point. At this point, there will be some prefix of vertices $F' \subseteq F$ with discrepancy $d' + 1$ and the rest have discrepancy $d'$. Now consider the addition of edges in $E^-$. If $|E^-| \leq |F'|$, then nodes
in $F \setminus F'$ remain unchanged and the discrepancy of some nodes in $F'$ will become $d'$, thus still satisfying the desired property. If $|E^-| > |F'|$, then after $|F'|$ insertions, all nodes will have discrepancy $d'$, and after this point, discrepancies decrease by 1 in a round-robin fashion, thus maintaining the desired property. In particular, after the insertion of all edges, we have $d' = \lceil \frac{a - a_0}{N} \rceil$. This is because if $\frac{a - a_0}{N}$ is integral, then all vertices in $F$ will have discrepancy $\frac{a - a_0}{N}$ and if $\frac{a - a_0}{N}$ is non-integral, since it is the average discrepancy, it is a convex combination of $d'$ and $d' + 1$, implying $d' = \lceil \frac{a - a_0}{N} \rceil$. □

As explained in the beginning of the proof, the claim immediately implies that $\Phi(\tilde{H}_t) \leq \Phi(\tilde{G}_{t-1})$. □

Claim 3.17. For any $j \in \{1, \ldots, N\}$, if $\delta(f_j)$ is the degree of $f_j$ in $H_t$, the potential change is

$$
\Phi(\tilde{H}^j) - \Phi(\tilde{H}^{j-1}) \leq O \left( \frac{\delta(f_j) \log m}{\phi^2 Y} \right).
$$

Proof. Let $d$ be the maximum discrepancy of a vertex in $\tilde{H}^{j-1}$. When we remove the fake vertex $f_j$ from $\tilde{H}^{j-1}$, the discrepancy of the neighbors of $f_j$ changes by 1, and so the potential increases by at most $2d\delta(f_j)$. Lemma 3.13 shows that $d$ is $O(\log \frac{m}{\phi^2 Y})$.

Claims 3.14, 3.15 and 3.17 show that the total increase in the potential due to deletion of $e_t$, creation of $H_t$ and deletion of a fake vertices is at most $\log \frac{m}{\phi^2 Y} + \frac{\text{vol}(\Delta P) \log m}{\phi^2 Y}$. If $L_t$ denotes the number of flips performed by LOCAL-SEARCH during PRUNE-AND-RECOLOR($G_{t-1}, e_t$), then

$$
\Phi(\tilde{G}_t) - \Phi(\tilde{G}_{t-1}) \leq \left( \log \frac{m}{\phi^2 Y} + \frac{\text{vol}(\Delta P) \log m}{\phi^2 Y} \right) - L_t.
$$

This completes the proof of Theorem 3.6. □

We end this section by using Theorem 3.6 in an aggregate sense, over a sequence of $t$ adversarial deletions.

Theorem 3.18. Let $G_0 = (V_0, E_0)$ be a $\gamma$-weakly-regular $\phi$-expander with $m$ edges and $n$ vertices. Suppose at most $D = \phi^m/20$ edges are deleted adversarially. Then for any $t \leq D$, the total number of edge flips performed by Algorithm 4 during the first $t$ deletions is at most $O(\log \frac{m}{\phi^2 Y} \cdot t + m)$.

Proof. The proof is to simply combine Theorems 3.5 and 3.6 over the sequence of adversarial deletions. Indeed, we can use the facts that the total volume of the pruned set is at most $\text{vol}(P_t) \leq 6t/(5\phi)$ along with $\Phi(\tilde{G}_0) \leq m$ (optimal offline orientation of $G_0$ has discrepancy at most $n \leq m$), and $\Phi(\tilde{G}_t) \geq 0$ to complete the proof. □

3.5 Putting Everything Together

We now formally describe our overall algorithms and analyses. To keep track of the internal states of the algorithms, we maintain an internal clock which is initialized at moment $\tau = 0$ (but eventually $\tau$ will exceed time $t$). At any moment $\tau$, we maintain a decomposition of the current graph $G_{\text{curr}}(\tau)$ into several subgraphs $\{G_i(\tau)\}_{i \geq 0}$, where $G_i(\tau)$ is the level-$i$ subgraph of $G_{\text{curr}}(\tau)$. These subgraphs maintain the following invariants:

(I1) For each moment $\tau$ and level $i$, the graph $G_i(\tau)$ has at most $2^i$ edges.

(I2) For every $\tau$ and $i$, subgraph $G_i(\tau)$ has a creation moment $\tau_0$ which is at most $\tau$. Graph $G_i(\tau)$ is a subgraph of $G_i(\tau_0)$, i.e., we only delete edges from this level between $\tau_0$ and $\tau$.

(I3) For each $\tau$ and $i$, we maintain a decomposition of $G_i(\tau)$ into subgraphs $G_{i,j}(\tau)$ for $j \geq 1$, such that any vertex appears in at most $\log^2 n$ of these subgraphs. Moreover, if $\tau_0$ is the creation moment of $G_i(\tau)$, then $G_{i,j}(\tau_0)$ is $\gamma$-weakly-regular $\phi$-expander for all $j$, and $G_{i,j}(\tau)$ is a subgraph of $G_{i,j}(\tau_0)$ for all $j$. 
Although not mentioned explicitly in the invariants, the subgraph $G_{i,j}(\tau)$ also has expansion and the weak-regularity properties given by Theorem 3.5: in the notation of this theorem, $G_{i,j}(\tau) = G_{i}$, where $G_{0}$ is the corresponding subgraph at the creation moment $\tau_{0}$ of $G_{i}(\tau)$.

**Edge Insertions.** We first consider the (easier) case of adversarial edge insertions. The algorithm appears in Algorithm 5. We first insert the edge $e$ into level-1. Whenever a level-$j$ subgraph overflows (i.e., has more than $2^{j}$ edges), we empty this level and move all the edges to the subsequent level. If this process stops at level $j$, we build a new expander decomposition of the graph at this level using Theorem 3.4, and also recompute an optimal offline low-discrepancy discrepancy orientation for each expander. As mentioned before, it is easy to optimally orient any graph in the offline setting: we consistently orient the edges of all cycles, to be left with a forest. We can then again orient all the maximal paths between pairs of leaves in a consistent manner, to end up with an orientation where every vertex has discrepancy in $\{-1, 0, 1\}$. Note that since it is the optimal discrepancy solution, it is also a locally optimal orientation.

**Algorithm 5 Insert$(e, \tau)$**

**Input:** Edge $e$ to be inserted in $G_{\text{curr}}(\tau)$.

**Output:** Graph $G_{\text{curr}}(\tau + 1)$ with decomposition into levels.

1. Find the smallest $i$ such that $\{e\} \cup G_{1}(\tau) \cup \cdots \cup G_{i}(\tau)$ has at most $2^{i}$ edges.
2. Set $G_{i'}(\tau + 1) = \emptyset$ for $i' = 1, \ldots, i - 1$.
3. Set $G_{i'}(\tau + 1) \leftarrow G_{i'}(\tau)$, for all $i' > i$ and $G_{i}(\tau + 1) \leftarrow \{e\} \cup G_{i}(\tau) \cup \cdots \cup G_{i}(\tau)$.
4. Let the expander decomposition of $G_{i}(\tau + 1)$ (using Theorem 3.4) return subgraphs $G_{i,j}(\tau + 1)$, $j \geq 1$; define their creation moment to be $\tau + 1$.
5. Find a discrepancy-at-most-1 orientation for each $G_{i,j}(\tau + 1)$, $j \geq 1$.
6. $\tau \leftarrow \tau + 1$

**Edge Deletions.** For the case of adversarial edge deletions, when an edge $e$ is deleted from subgraph $G_{i,j}(\tau)$, we first check if $\frac{\delta_{\text{exp}} m_{i,j}}{20}$ edges have been deleted from $G_{i,j}(\tau_{0})$, where $\tau_{0}$ is the creation moment of $G_{i}(\tau)$ and $m_{i,j}$ was the number of edges in $G_{i,j}(\tau_{0})$. If so, we remove the subgraph $G_{i,j}(\tau)$ and re-insert these edges (these are called internal inserts). Otherwise, we run Algorithm 3 on $G_{i,j}(\tau)$ and edge $e$ to get subset $\Delta P$, and then call Algorithm 4 which removes $\Delta P$ (via secondary deletes) and reorients edges of $G_{i,j}(\tau)$. Finally, the edges of $\Delta P$ are re-inserted (causing more internal inserts). The algorithm is shown formally in Algorithm 6.

**Algorithm 6 Delete$(e, \tau)$**

**Input:** Edge $e$ to be deleted from $G_{\text{curr}}(\tau)$.

**Output:** Graph after deletion of edge $e$.

1. Find the level $i$ and index $j$ such that $e$ belongs to $G_{i,j}(\tau)$.
2. Let $\tau_{0} \leftarrow$ creation moment of $G_{i}(\tau)$, and $m_{i,j} \leftarrow$ number of edges in $G_{i,j}(\tau_{0})$.
3. Let $T_{i,j}$ be the set of $\tau' \in [\tau_{0}, \tau]$ at which an adversarial edge deletion happened in $G_{i,j}(\tau')$.
4. **if** $|T_{i,j}| \geq \frac{\delta_{\text{exp}} m_{i,j}}{20}$ **then**
5. Remove all edges in $G_{i,j}(\tau)$, re-insert all except $e$ one-by-one using Algorithm 5 while incrementing $\tau$.
6. **else**
7. $\Delta P \leftarrow$ Prune($G_{i,j}(\tau), e$) (see Algorithm 3, where $t = |T_{i,j}|$, and $G_{t-1} = G_{i,j}(\tau)$).
8. $G_{i,j}(\tau + 1) \leftarrow$ Prune-and-Reorient($G_{i,j}(\tau), e, \Delta P$) (see Algorithm 4) and $\tau \leftarrow \tau + 1$.
9. Reinsert edges of $\Delta P$ except $e$ one-by-one while incrementing $\tau$ using Algorithm 5.

We are now ready to analyze the discrepancy of $G_{\text{curr}}(\tau)$ for all $\tau$, as well as the amortized recourse. We will prove the following quantitative version of Theorem 1.2.
Theorem 3.19 (Main Theorem: Graph Orientation). Suppose we start with the empty graph on $n$ vertices and it undergoes adversarial edge insertions and deletions. There is an algorithm that maintains discrepancy of $O(\log^3 n)$ with an amortized recourse of $O(\log^3 n)$ per update.

Proof. Firstly, we can assume w.l.o.g. that we never have parallel edges, as we can handle repetitions in the following black-box manner. Let $E$ denote the set of active edges and let $E'$ denote the set of active edges in the no-repetitions black-box. For the copies of an edge $e$ in $E$ (call it $T_e$), we will maintain the following invariants: (a) if $|T_e|$ is even, then $e \notin E'$ and half of them are signed $+1$ and, (b) if $|T_e|$ is odd, then $e \in E'$ and the $1$'s and $-1$'s in $T_e$ differ by at most one such that overall the signs add up to $\sigma'(e)$. These invariants ensure that the discrepancy for $E$ is equal to that for $E'$. To maintain these invariants:

1. If $|T_e|$ is even and $e$ is added/deleted in $E$, then call insert procedure with $e$ into $E'$ and for each edge $e'$ whose orientation changes in $E'$, you have to flip exactly one copy in $T_{e'}$ to satisfy the invariant.
2. If $|T_e|$ is odd and $e$ is added/deleted in $E$, then you have to re-orient at most one of edge in $T_e$ to ensure that $+1$'s and $-1$'s are equal in $T_e$. Then call delete procedure on $e$ from $E'$. Again, for each edge $e'$ flipped in $E'$, you have to flip exactly one copy in $T_{e'}$ to satisfy the invariant.

For the rest of the proof we assume that there are no parallel edges. We first bound the recourse of the algorithm. There are two sources of recourse:

(a) While performing a discrepancy-at-most-1 orientation in Line 5 of INSERT (Algorithm 5): this could happen due to adversarial insert or internal inserts, i.e., due to lines 5 or 9 in Algorithm 6.

(b) During LOCAL-SEARCH performed inside procedure PRUNE-AND-REORIENT, called in line 8 of Algorithm 6.

We first bound the number of calls to the INSERT procedure. Let $T$ denote the total number of adversarial inserts and deletes.

Claim 3.20. The total number of calls to INSERT procedure is at most $\frac{2T}{\phi^3 Y}$.

Proof. Clearly, the number of adversarial inserts is at most $T$. First consider the internal inserts caused by line 5 of Algorithm 6. These can be charged to the $\phi^2 \gamma m_{ij}$ adversarial deletes in the set $T_{i,j}$. Therefore, the number of such calls to INSERT procedure is at most $\frac{T}{\phi^3 Y}$. Similarly, the number of inserts in line 9 of Algorithm 6 is at most $\text{vol}_0(\Delta P)$, the total number of such internal inserts corresponding to a fixed expander graph which undergoes $D' \leq D$ adversarial edge deletions is at most $\frac{\delta D}{\phi^3}$ (by Theorem 3.5). Summing over all expanders, this quantity is at most $\frac{\delta T}{\phi^3}$. Thus, the overall number of calls to INSERT is at most $\frac{2T}{\phi^3 Y}$. \qed

We now bound the recourse caused by rebuilding of levels due to insertions.

Claim 3.21. The total re-orientations due to Line 5 of INSERT is at most $\frac{4T \log m}{\phi^3 Y}$.

Proof. For a fixed level $i^*$, let $T'$ be the set of $\tau$ when we call INSERT and the index $i$ selected in line 1 in Algorithm 5 happens to be $i^*$. For any such moment $\tau$, the total number of edges added to $G_i(\tau + 1)$ is at most $2^{\tau}$ and at least $2^{\tau-1}$. It follows that the number of re-orientations due to Line 5 of INSERT at this moment is also at most $2^{\tau-1}$. Note that we empty the levels $1, \ldots, i^* - 1$ at this moment. Therefore, between any two consecutive moments in $T'$, we must have inserted at least $2^{\tau-1}$ edges (these could be either adversarial or internal inserts). Thus, the total number of re-orientations due to Line 5 of INSERT for all moments in $T'$ is at most twice the total number of calls to INSERT, which is at most $\frac{4T}{\phi^3 Y}$ (by Claim 3.20).

Since there are at most $\log m$ levels, the desired result follows. \qed

We will next bound the recourse due to local-search steps in the PRUNE-AND-REORIENT procedure.

Claim 3.22. The total number of re-orientations due to LOCAL-SEARCH called in line 6 of Algorithm 4 is $O\left(\frac{T \log n}{\gamma \phi^3 Y}\right)$. 
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\textbf{Proof.} Consider any particular expander graph $G_{i,j}(\tau_0)$ created at moment $\tau_0$. Consider the calls to the \textsc{Prune-and-Reorient} procedure where the deleted edge belongs to $G_{i,j}(\tau')$ for some $\tau' \geq \tau_0$. We know that $D' \leq D$, this inequality could be strict because we may remove all the level $i$ edges at some moment because of line 2 in Algorithm 5. Theorem 3.18 shows that the total number of re-orientations due to \textsc{Local-Search} called in line 6 of \textsc{Prune-and-Reorient} procedure during these $D'$ moments is at most (a constant factor of) $D' \log m \frac{\gamma}{\varphi \phi} + m_{i,j}$, where $m_{i,j}$ is the number of edges in $G_{i,j}(\tau)$. When we add the above for all expanders, the first term is at most $\frac{T \log m}{\gamma \varphi \phi}$. The second term is the sum over all expanders that get created during the algorithm of the number of edges in the expander. Expanders are created in line 4 of Algorithm 5, and so their total size can be bounded in the same manner as the argument used in the proof of Claim 3.21. Hence this quantity is at most $\frac{4T \log m}{\varphi \phi}$. 

Since we use $\phi, \gamma = \Theta(1/\log n)$, the above results show that the amortized recourse is at most $O \left( \gamma^{-1} \phi^{-3} \log n \right) = O \left( \log n \cdot \log^3 n \cdot \log n \right) = O(\log^3 n)$. We now bound the discrepancy of any vertex.

\textbf{Claim 3.23.} The discrepancy of any vertex is bounded by $O(\log^7 n)$ at all times.

\textbf{Proof.} From Lemma 3.13, discrepancy of a vertex in any expander is $O(\phi^{-2} \gamma^{-1} \log m)$, which is $O(\log^4 n)$ since we use $\gamma, \phi = \Theta(1/\log n)$. Since each vertex appears in at most $O(\log^3 n)$ expanders, we get that the discrepancy is bounded by $O(\log^7 n)$ at all times. 

This completes the proof of Theorem 3.19.

\section{4 Lower Bounds for Local Search}

In this section, we will show that for general vectors and general graphs, typical $\ell_2$-potential local search procedures do not guarantee low discrepancy.

\subsection{4.1 The $\ell_2$-Potential for General Vectors}

The $\ell_2$-potential for a signing $\{\varepsilon_i\}$ for vectors $\varepsilon_i$ is $\sum_j (\sum_i \varepsilon_i a_{ij})^2 = \|S\|^2$, where $S := \sum_i \varepsilon_i a_i$. Hence we are at a local optimum if for each $i$, the potential change $\|S - 2\varepsilon_i a_i\|_2 - \|S\|_2$ due to flipping $a_i$ is non-negative. We will show that there exist locally optimal solutions on $T$ vectors with discrepancy $\Omega(\sqrt{T})$.

Consider the following set of vectors in 2 dimensions: $T/2$ vectors of the form $(1, 1/\sqrt{T})$ and $T/2$ vectors of the form $(-1, 1/\sqrt{T})$ with signing $\varepsilon = 1$. Adding these vectors, we get $S = (0, \sqrt{T})$. Now, for any vector $a$ (w.l.o.g. $a = (1, 1/\sqrt{T})$) in the collection,

$$||S - 2a||_2^2 - ||S||_2^2 = ||(-2, \sqrt{T} - \frac{2}{\sqrt{T}})||_2^2 - ||(0, \sqrt{T})||_2^2 = 4 + \left(\sqrt{T} - \frac{2}{\sqrt{T}}\right)^2 - T = \frac{4}{T} > 0.$$ 

Hence, this is indeed a local optimum and has discrepancy $\sqrt{T}$.

\subsection{4.2 The $\ell_2$-Potential for $\{\pm 1\}$-Vectors}

The $\ell_2$-potential for a signing $\{\varepsilon_i\}$ for $\pm 1$-vectors $\varepsilon_i$ is $\sum_j (\sum_i \varepsilon_i a_{ij})^2 = \|S\|^2$, where $S := \sum_i \varepsilon_i a_i$. Hence we are at a local optimum if for each $i$, the potential change $\|S - 2\varepsilon_i a_i\|_2 - \|S\|_2$ due to flipping $a_i$ is non-negative. Since $\|a_i\|_2^2 = n$, the above condition is equivalent to showing

$$S^T (\varepsilon_i a_i) \leq n \quad \text{(4)}$$ 

for all $i$. We can show an $\Omega(2^{n/2})$ locality gap in this case.

\textbf{Lemma 4.1.} There is a family of instances of $\{\pm 1\}$ vectors, one for each $n$ that is a multiple of 8, having local optima with discrepancy $\Omega(2^{n/2})$ but global optima having zero discrepancy.
Proof. We construct a \( \{\pm 1\} \) matrix \( M \) with \( n \) columns and \( 2 \cdot \sum_{i=1}^{n/2} r_i \) rows, where \( r_i \) is set later. We prove that giving signs \( \varepsilon = 1 \) to the rows of this matrix is a local optimum with large discrepancy. Let \( S \) denote the sum of the rows of \( M \). Our construction consists of repeating units, where the \( i \)th repeating unit (for \( i = 1, \ldots, n/2 \)) is the following \( 2 \times n \) sub-matrix:

\[
\begin{bmatrix}
-1 & -1 \\
-1 & -1
\end{bmatrix}
\text{ repeated } i - 1 \text{ times, }
\begin{bmatrix}
1 & 1 \\
1 & 1
\end{bmatrix},
\begin{bmatrix}
1 & -1 \\
-1 & 1
\end{bmatrix}
\text{ repeated } \frac{n}{2} - i \text{ times}
\]

\( 2 \times n \).

This unit is repeated \( r_i \) times. We will later set \( r_i \) to an even number, implying that any vector appears an even number of times. Therefore, by signing these even number of copies in an alternating fashion, we get that the global optimum has discrepancy 0. By construction, \( S = (s_1, s_1, s_2, s_2, \ldots, s_{n/2}, s_{n/2}) \) for some integers \( s_j \). Define \( \vec{s} := (s_1, s_2, \ldots, s_{n/2}) \).

Claim 4.2. Let \( B \) be the \( \frac{n}{2} \times \frac{n}{2} \) lower-triangular matrix with 1s on the diagonal and -1s in the lower triangle. Then using \( \vec{r} := (r_1, \ldots, r_{n/2})^T = \frac{\rho}{4} (B^{-1})^T B^{-1} \vec{1} \) results in \( M \) whose row-sum \( S = (s_1, s_1, s_2, s_2, \ldots, s_{n/2}, s_{n/2}) \) satisfies \( \vec{s} := (s_1, s_2, \ldots, s_{n/2})^T = 2B^T \vec{r} \). Moreover, \( \varepsilon_i = 1 \) for all \( i \) is a local optimum.

Proof. The row sum \( (s_1, s_1, s_2, s_2, \ldots, s_{n/2}, s_{n/2}) \) satisfies:

\[
2r_1 - \ldots - 2r_{n/2-1} - 2r_{n/2} = s_1 \\
\vdots \\
2r_{n/2-1} - 2r_{n/2} = s_{n/2-1} \\
2r_{n/2} = s_{n/2}
\]

which implies \( \vec{s} = 2B^T \vec{r} \). Next, we check the condition (4) for local optimality: for any vector \( a \) in the \( i \)th repeating unit,

\[
\langle S, a \rangle = -2s_1 - 2s_2 - \ldots - 2s_{i-1} + 2s_i = 2(B\vec{s})_i = 2(B \cdot 2B^T \vec{r})_i = n.
\]

Putting the facts from Claim 4.2 together, the discrepancy vector \( \vec{s} = 2B^T \vec{r} = \frac{\rho}{2} B^{-1} \vec{1} \). We explicitly write down the inverse of the lower-triangular matrix as follows:

\[
\begin{bmatrix}
1 & \cdot & \cdot & \cdot \\
-1 & 1 & \cdot & \cdot \\
\vdots & \vdots & \ddots & \cdot \\
-1 & \cdot & \cdot & 1
\end{bmatrix}_{k \times k}^{-1} =
\begin{bmatrix}
1 & \cdot & \cdot & \cdot \\
1 & 2 & \cdot & \cdot \\
\vdots & \vdots & \ddots & \cdot \\
2^{k-2} & \cdot & \cdot & 1
\end{bmatrix}.
\]

Using this, we get that \( \vec{s} \) has entries of value \( \Omega(2^{n/2}) \), which proves Lemma 4.1.

Remark 4.3. Since our example has repetitions, we could try to use this structure to assign opposite signs to these multiple copies, and thereby get low discrepancy. However, it is easy to extend this to avoid repetitions. Since \( (r_1, \ldots, r_{n/2}) = \frac{\rho}{4} (B^{-1})^T B^{-1} \vec{1} \), the total number of rows \( R = \sum r_i \) in our original example is even and at most \( 2^{4n} \). Take the original matrix \( M \), append \( 2^{4n} - R \) rows of \((1, -1, 1, -1, \ldots) \) and \((-1, 1, -1, 1, \ldots) \) in alternation to obtain a \( 2^{4n} \times n \) matrix \( M' \). Moreover, append a \( 2^{4n} \times 4n \) matrix of all possible \( \{\pm 1\}^{4n} \) vectors to the right of \( M' \) to get the final \( 2^{4n} \times 5n \) matrix \( M'' \). The row sum is now \( S'' = (S, 0^{4n}) \), and any vector in the first \( R \) rows continues to satisfy \( \langle S'', a \rangle = n \) \( \leq 5n \) by construction. For any vector after that, \( \langle S'', a \rangle = 0 \leq 5n \), because \( \langle (s_1, s_1, \ldots, s_{n/2}, s_{n/2}), (1, -1, 1, -1, \ldots) \rangle = 0 \). So \( M'' \) has rows in \( \{\pm 1\}^{5n} \), and it is a local optimum with discrepancy \( \Omega(2^{n/2}) \).
4.3 The $\ell_2$-Potential for General Graphs

We saw that the local search with the $\ell_2$ potential was effective on expanders: however, it fails for general graphs. We now show instances with $n$ vertices and local optima having discrepancy $\Omega(n^{1/3})$.

**Lemma 4.4.** There is an infinite family of graph instances with local optima for the $\ell_2$-potential having discrepancy $\Omega(n^{1/3})$.

![Diagram of Layered Digraph](image)

Figure 4: Lower bound of $\Omega(n^{1/3})$ discrepancy for local search on graphs.

**Proof.** For even integer $k = \Omega(n^{1/3})$, construct a layered digraph with $k$ layers (see Figure 4). Denote the vertices in layer $i$ by $L_i$. For every $u \in L_i$ and $v \in L_{i+1}$, add a directed edge from $v$ to $u$. The number of vertices $n_i$ in layer $L_i$ is chosen so that the root has discrepancy $k$ and each node in $L_i$ has discrepancy $k - 2i$. Since a node $u \in L_i$ has incoming and outgoing edges to every node $v \in L_{i+1}$ and $v' \in L_{i-1}$, it suffices to have $n_{i+1} = n_{i-1} = \text{disc}(u) = k - 2i$. The base cases are $n_0 = 1$, $n_1 = k$. Since $k$ is even, this recurrence results in a symmetric instance with a zero-discrepancy layer at the center. There are $k$ layers, and increase in size from $n_{i-1}$ to $n_{i+1}$ is at most $k$. So the total number of nodes (up to constant factors) is at most $k + 2k + \ldots + (k)k = (1 + 2 + \ldots + k)k = O(k^3).

Finally, each node in $L_i$ has discrepancy equal to $k - 2i$ by construction. Since all edges (in the directed graph) are of the form $u \rightarrow v$ with $u \in L_j$, $v \in L_{i-1}$ for some $j$, we have that $\text{disc}(v) - \text{disc}(u) = (k - 2(j - 1)) - (k - 2j) = 2$, and hence the orientation is indeed a local optimum.

5 Upper-Bounds for Local Search on Unstructured Graphs and Vectors

In Section 3 we saw how local search with the $\ell_2$-potential on expander graphs results in small discrepancy; and Section 4 gave strong lower bounds for general graphs, and general collections of vectors. In this section we give an upper bound for general graphs that matches the lower bounds; for vectors, we get an exponential-in-$n$ (but quantitatively weaker) upper bound.

5.1 Local Search Upper Bound of $n^{O(n)}$ for \{±1\} vectors

Let us consider a locally optimal configuration. Without loss of generality, $\epsilon = 1$. For each participating vector $a$, using the fact that $\|a\|_2^2 = n$, we can rewrite the condition $\|S - 2a\|_2 \geq \|S\|_2$ as $S^T a \leq n$. So for the worst case we are interested in the following program.

$$\max_{a_1, \ldots, a_T \in \{±1\}^n, S = \sum_i a_i} \|S\|_\infty$$

s.t. $\langle S, a_i \rangle \leq n \; \forall i \in [T]$.

We can show that for \{±1\} vectors, discrepancy at a local optimum is bounded by a function of $n$, independent of $T$. Without loss of generality, $S$ has all positive coordinates. For any vector $u \geq 1$,

$$\|S\|_\infty \leq \langle S, u \rangle$$
Suppose there is such a \( u \) of the form \( \sum x_i a_i \) with \( x_i \geq 0 \), then we will get \( \| S \|_\infty \leq n \cdot (\sum x_i) \) since \( \langle S, a_i \rangle \leq n \). Clearly \( x_i = 1 \) is a feasible solution, but instead let us optimize it as follows.

\[
\min \sum_{i=1}^T x_i \\
x_i \geq 0 \quad \text{for } i = 1, \ldots, T \ (T \text{ constraints}) \\
\sum_{i=1}^T x_i a_i \geq 1 \quad \text{(n constraints)}
\]

Let \( x^* \) be a corner in the feasible region. By definition of a corner, we will have \( T \) linearly independent tight constraints at \( x^* \). Let \( n' \leq n \) of them be of the second kind and \( T - n' \) of the first kind. That is, there are \( n' \) non-zero \( x_i^* \)'s. Then we will have \( \sum_{i:x_i^*=0} x_i^* a_i' = 1 \), where \( a_i' \) is obtained from \( a_i \) by retaining only the \( n' \) coordinates corresponding to tight constraints. Arranging these \( n' \)-dimensional vectors as columns of a matrix, we get a \( n' \times n' \) matrix \( V \) with \( V \beta = 1 \), where \( \beta \) is a \( n' \) dimensional vector containing the non-zero \( x_i^* \)'s. \( V \) is full rank since if the rows had a non-trivial linear combination giving zero, then using those coefficients \( n' \)-dimensional vectors will give a vector that is non-zero only at positions \( i \) where \( x_i^* = 0 \). So it is a linear combination of the \( T - n' \) type 1 tight constraints of the form \( x_i = 0 \). This contradicts the linear independence of the tight constraints at a vertex. Hence \( V \) is full rank, which implies \( \beta = V^{-1} \).

**Claim 5.1.** The entries of \( \beta \) are bounded by \( n^{O(n)} \).

**Proof.** For a \( k \times k \) matrix \( M \), \( \det(A) = \sum_{\pi \in S_k \text{ sign(}\pi)m_{\pi(1)}m_{\pi(2)}\ldots m_{\pi(k)} \) since there are at most \( k^k \) permutations, any \( k \times k \) matrix with \( \pm 1 \) entries has determinant at most \( k^k \). We know that \( V^{-1} = \frac{\text{adj}(V)}{\det(V)} \) and each entry of \( \text{adj}(V) \) is the determinant of a \((n'-1) \times (n'-1)\) submatrix of \( V \) (i.e., by removing a row and column). Also since \( V \) is an invertible \( \pm 1 \) matrix, \( |\det(V)| \geq 1 \). Hence we have that entries of \( V^{-1} \) are bounded by \( (n'-1)^{n'-1} = O(n^n) \), and since \( \beta = V^{-1} \), the entries of \( \beta \) are also bounded by \( n^{O(n)} \). \( \Box \)

Now recall that \( \| S \|_\infty \leq n \cdot (\sum_{i=1}^T a_i) = n \cdot (\sum_{i=1}^{n'} \beta_i) \) since \( \beta \) is a \( n' \) dimensional vector containing the non-zero \( x_i^* \)’s. Claim 5.1 implies that this quantity is at most \( n \cdot (\sum_{i=1}^{n'} n^{O(n)}) \leq n \cdot (n' \cdot n^{O(n)}) = n^{O(n)} \).

### 5.2 Local Search for General Graphs: Upper Bounds

In this section, we will show upper bounds for a simple variant of Local-Search involving flips along directed paths instead of single edges. We will refer to it by Path-Local-Search with parameter \( L \) (Algorithm 7). This is simpler than the method involving expander decompositions (Theorem 3.19), but does not guarantee logarithmic bounds. (In the next section, we show our analysis is tight.)

**Algorithm 7 Path-Local-Search**

**Input:** Graph \( G = (V, E) \) and an initial partial coloring, Parameter \( L \).  
**Output:** Revised orientation which is a local optimum.

1. Arbitrarily direct any undirected edges in \( G \).
2. While there exists a directed path \( (u_0, \ldots, u_l) \) with \( l \leq L \) such that \( \text{disc}(u_l) > \text{disc}(u_0) + 2 \), flip all the edges in the directed path.

**Theorem 5.2.** Suppose we start with the empty graph on \( n \) vertices and it undergoes adversarial edge insertions and deletions such that at any point, the graph does not have multiple edges. Then there is a deterministic algorithm that achieves \( O(D) \) discrepancy with \( O(\sqrt{n/D}) \) amortized recourse for any \( \Omega(1) \leq D \leq O(n) \).

**Proof.** Recall that Path-Local-Search uses the following rule: if there is a directed path \( a \rightarrow b \) of length \( \leq L \) such that \( \text{disc}(b) > \text{disc}(a) + 2 \), then flip all the edges in the path. Let us bound the discrepancy at a local optimum. Let \( \tilde{G} = (V, \tilde{E}) \) be the directed graph corresponding to a local optimum. Consider the node \( v \) with largest discrepancy \( k \); without loss of generality, assume \( k \geq 0 \). We perform BFS in \( \tilde{G} \) starting from
Let $\ell_i$ be the vertices at level $i$ during this BFS, i.e., $\ell_i$ is the set of vertices $v$ for which the shortest path in $\tilde{G}$ to $v$ contains $i$ edges. Let $S_i$ denote the set of vertices in the first $i$ layers, i.e., $S_i := \bigcup_{j=0}^{i} \ell_j'$. The fact that $\tilde{G}$ is a local optimum means there are no improving flips, and hence the discrepancy of any vertex in $\ell_i$ is at least $k-2 (\lfloor \frac{i-1}{2} \rfloor + 1)$ (see Figure 5). In turn, this implies that there are at least $kL/2$ layers, and the discrepancy of any vertex in $S_{kL/4}$ is at least $k/2$.

We now prove the following claim about the rate at which the number of nodes grows.

**Claim 5.3.** Let $n_i$ be the number of nodes in layer $i$ for $0 \leq i \leq kL/4$, then $\sum_{j=0}^{i} n_j \geq \frac{i^2k}{8}$.

**Proof.** By induction. Base case: Trivial since $|S_0| = 1$. Induction step: Given a directed graph $\tilde{G}$ and a subset $X$ of vertices, let $\delta^-(X)$ denote the set of incoming edges into $X$ (from $V \setminus X$). Since there are no repeated edges and all edges in $\delta^-(S_i)$ are directed from $\ell_{i+1}$ to $\ell_i$, we have $|\delta^-(S_i)| \leq n_i n_{i+1}$. Since all vertices in $S_i$ have discrepancy at least $k/2$, the number of incoming edges $|\delta^-(S_i)|$ must be at least $\frac{k}{2} \cdot |S_i|$. Combining the two inequalities, we have $n_i n_{i+1} \geq \frac{k}{2} \cdot |S_i|$. Now using this this with the definition of $S_{i+1}$,

$$|S_{i+1}| = |S_{i-1}| + n_i + n_{i+1} \geq \frac{(i-1)^2k}{8} + 2\sqrt{n_i n_{i+1}} = \frac{(i-1)^2k}{8} + 2\sqrt{n_i n_{i+1}} \geq \frac{(i-1)^2k}{8} + 2\sqrt{\frac{k}{2} |S_i|} \geq \frac{(i-1)^2k}{8} + 2\sqrt{\frac{k}{2} \cdot \frac{i^2k}{8}} \geq \frac{(i-1)^2k}{8} + \frac{ik}{2} = \frac{(i+1)^2k}{8},$$

which completes the proof of Claim 5.3.

Now, Claim 5.3 implies $|S_{kL/4}| \geq \frac{(kL/4)^2k}{8} = \frac{k^3L^2}{128}$. Since we also have $|S_{kL/4}| \leq n$, we get $k \leq O(n^{1/3}/L^{2/3})$. To get the amortized recourse, let us track the $L_2$ potential $\Phi = \sum_{u} \text{disc}(u)^2$, which is initially zero. Before each insertion/deletion, we are at a local optimum, which has a discrepancy of at most $n^{1/3}/L^{2/3}$. So $\Phi$ can change by at most $O(n^{1/3}/L^{2/3})$ when you insert/delete. In each step of local search, $\Phi$ decreases by at least 1. Since $\Phi \geq 0$, the total number of local search steps is at most $T \cdot \frac{n^{1/3}}{L^{2/3}}$. Since a local search step flips at most $L$ edges, the total recourse is at most $L$ times the number of local search steps. This implies that the amortized recourse is at most $\frac{n^{1/3}}{L^{2/3}} \cdot L = n^{1/3}L^{1/3}$. This proves Theorem 5.2 in the range $\Omega(1) \leq D \leq O(n^{1/3})$.

For the range $\Omega(n^{1/3}) \leq D \leq n$, we use the following lemma.

**Lemma 5.4.** Perform local search with $L = 1$ but perform a step when $\text{disc}(v) - \text{disc}(u) > \delta$. Then a local optimum has discrepancy at most $n^{1/3}S^{2/3}$.
Layer  \\
\[k \rightarrow \cdots \rightarrow i-1 \rightarrow i \rightarrow i+1 \rightarrow \cdots \rightarrow -k\]

Discrepancy  \\
\[k-2 \text{ for } L \text{ layers} \]

\[k-2 \left(\left\lfloor \frac{i-1}{L} \right\rfloor + 1\right)\]

Figure 6: Example showing discrepancy bound at a local optimum of PATH-LOCAL-SEARCH in Section 5.2 is tight.

Proof. Very similar to the previous analysis. There will now be \(k/2\delta\) layers, which will imply that total number of vertices is at least \((k/2\delta)^2k/8 = \Omega(k^3/\delta^2)\). Since this must be at most \(n\), this implies that the discrepancy \(k = O(n^{1/3}\delta^{2/3})\). The potential drops by at least \(\delta\) in each local search step, so amortized recourse will be at most \(O(n^{1/3}\delta^{2/3}/\delta) = O(n^{1/3}/\delta^{1/3})\).

This completes the proof of Theorem 5.2.

As an aside, setting \(L = 1\) and \(\delta = 2\) in Lemma 5.4 shows the local search in Section 3 achieves \(O(n^{1/3})\) discrepancy when performed on general graphs instead of on expanders; this matches the lower bound in Lemma 4.4.

5.3 Tightness of discrepancy bound of PATH-LOCAL-SEARCH

We now provide a family of instances to show that the discrepancy bound for PATH-LOCAL-SEARCH given in Section 5.2 is tight. Note that PATH-LOCAL-SEARCH with \(L = 1\) is the same as LOCAL-SEARCH, and so using \(L = 1\) in the lemma below reproduces the \(\Omega(n^{1/3})\) lower bound of Lemma 4.4.

Lemma 5.5. For PATH-LOCAL-SEARCH with parameter \(L\), there is a family of instances of increasing size that are each a local optima and have discrepancy \(k\) and number of nodes \(O(k^3L^2)\).

Proof. We will construct a layered directed graph with \(O(kL)\) layers (see Figure 6). The instance will be symmetric and we will use even \(k\) and odd \(L\). Let us denote layer \(i\) by \(L_i\). For every \(u \in L_i, v \in L_{i+1}\), there is a directed edge from \(v\) to \(u\). We will set up the number of vertices \(n_i\) in each layer so that the root has discrepancy \(k\) and each node in \(L_1\) has discrepancy \(k - 2\left(\left\lfloor \frac{i-1}{L} \right\rfloor + 1\right)\). Let us look at a node \(u \in L_i\). It has incoming edges from every \(v \in L_{i+1}\) and has outgoing edges to every \(v' \in L_{i-1}\). So it suffices to have \(n_{i+1} - n_{i-1} = \text{disc}(u) = k - 2\left(\left\lfloor \frac{i-1}{L} \right\rfloor + 1\right)\). The base cases are \(n_0 = 1, n_1 = k\). It is not hard to see that since \(k\) is even and \(L\) is odd, this recurrence will result in a symmetric instance with an odd number of zero discrepancy layers in the center. There are \(O(kL)\) layers and from \(n_{i-1}\) to \(n_{i+1}\), the increase is at most \(k\). So the total number of nodes (up to constant factors) is at most \(k + 2k + \ldots + (kL)k = (1 + 2 + \ldots + kL)k = O(k^3L^2)\).

One can get tightness for the other side of the tradeoff (Lemma 5.4) by the same idea.

5.4 Local Search for Forests

If we are promised that at each time \(t\) the underlying graph is a forest (in the undirected sense), then we can obtain constant discrepancy with logarithmic recourse using the variant of local search that flips along directed paths.

Lemma 5.6. For forests, performing PATH-LOCAL-SEARCH with \(L = \log n\) gives \(O(1)\) discrepancy and \(O(\log n)\) amortized recourse.

Proof. First, we bound the discrepancy at a local optimum by 3. For this, suppose for contradiction, the discrepancy (wlog it is positive) is at least 4. Consider the node with discrepancy at least 4 (see Figure 7). It will have at least 4 incoming edges. Due to local optimum condition with \(L = \log n\), each of these children will have discrepancy at least 2, and therefore will have at least 2 children. Since \(L = \log n\) and forests do
not have cycles, we can continue this binary-tree like growth argument till \( \log n \) layers. Now the number of nodes will be at least \( 2^{\log n + 1} - 1 = 2n - 1 \), which is a contradiction. So we get \( O(1) \) discrepancy and by the potential based argument as in previous proofs (e.g., Theorem 5.2), we get \( O(\log n) \) amortized recourse.

\[ \geq 4 \]
\[ \geq 2 \]
\[ \geq 2 \]

\[ L = \log n \text{ levels} \]

\[ L = \log n \]
\[ \geq 4 \]
\[ \geq 2 \]
\[ \geq 2 \]

\[ \cdots \]

**Figure 7: Discrepancy of a local optimum in the forest case**

6 Conclusions and Insert-Only Algorithms

In this paper we initiate the study of fully dynamic discrepancy problems, where vectors/edges can both arrive or depart at each time step, and the algorithm must always maintain a low-discrepancy signing. Prior algorithms for online discrepancy could only handle arrivals, and that too only for an oblivious adversary. We obtain near-optimal discrepancy bounds for both the edge-orientation and the vector balancing cases. We achieve the former in near-optimal \( \tilde{O}(1) \) amortized recourse, and the latter in \( O(n) \) amortized recourse (which is exponentially better in \( T \) than the naive algorithm which recolors after each update).

The main open question left by our work is whether we can achieve near-optimal discrepancy for vector balancing in \( \tilde{O}(1) \) amortized recourse per update. If true, this would imply our edge-orientation results as a special case.

**Open Problem 6.1.** For fully-dynamic vector balancing with vectors of \( \ell_2 \) length at most 1 arriving or departing, can we achieve polylog\((nT)\) discrepancy in polylog\((nT)\) amortized recourse per update?

Currently, we don’t know how to achieve near-optimal discrepancy even using \( o(n) \) amortized recourse. However, in the case of insertions only (i.e., no departures), we can answer the above question affirmatively using the following DYADIC RESIGNING algorithm. Note that prior works, e.g. [ALS21, LSS21], could only achieve this against an oblivious adversary.

The DYADIC RESIGNING algorithm is simple: when the \( t^{th} \) vector arrives, let \( \ell \) be the largest power of 2 that divides \( t \). Use any offline algorithm \( \mathcal{A} \) to construct a fresh signing of the most recently arrived \( 2^\ell \) vectors.

**Theorem 6.2.** For any sequence of \( T \) adaptive inserts, suppose that an offline algorithm \( \mathcal{A} \) can produce a signing of discrepancy at most \( D \) when given any subset of these vectors. Then the DYADIC RESIGNING algorithm achieves at each timestep \( t \leq T \) discrepancy at most \( D[\log_2 t] \). Moreover, each vector is assigned a new sign at most \( \log_2 T \) times.

**Proof.** Let \( t = 2^{a_1} + 2^{a_2} + \ldots + 2^{a_s}, \) where \( a_1 > a_2 > \ldots > a_s \geq 0 \). Let \( \tau_1 = \sum_{j \leq s} 2^{a_j} \). To prove the discrepancy bound, the main observation is that at each timestep \( t \), the current signing consists of the output of \( \mathcal{A} \) on \( [\log_2 t] \) different subintervals of the input sequence: \( \{v_1, \ldots, v_{\tau_1}\}, \{v_{\tau_1+1}, \ldots, v_{2\tau_1}\}, \ldots, \{v_{2^{a_s-1}+1}, \ldots, v_t\} \). (This can be proved using an inductive argument.) The discrepancy for each of these logarithmically-many is at most \( D \), by our assumption on the algorithm \( \mathcal{A} \), which proves the first claim. The second claim uses that each time a vector is given a new sign, it belongs to an subinterval of twice the length; this can happen only \( O(\log T) \) times.

Using the algorithm of [Ban98, BDG16] gives us the following result.
Corollary 6.3. There is an algorithm for the insert-only setting that ensures a discrepancy of $O(\sqrt{\log n \log T})$ for any sequence of vectors of $\ell_2$ length at most 1 (and hence discrepancy of $O(\sqrt{s \log n \log T})$ for any sequence of $s$-sparse vectors with entries in $[-1, 1]$) in $O(\log T)$ amortized recourse per update.

Another interesting future direction is to get near-optimal discrepancy for small worst-case recourse per update (instead of amortized recourse). E.g., in the setting of Open Problem 6.1, can we achieve $\tilde{O}(1)$ discrepancy in $\tilde{O}(1)$ worst-case recourse per update? It will also be interesting to improve Corollary 6.3 to get $O(1)$ amortized recourse per update, or to even get $O(1)$ worst-case recourse per update.

A Missing Details of Section 2

We first prove Lemma 2.2, which is restated below.

Lemma 2.2. The variables $y_i$, $i \in P_o$, satisfy the invariant properties (I1) and (I2) at the end of DBG($v$).

Proof. The proof is by induction on the height of $v$: we also add to the induction hypothesis the statement that all the indices $i \in P_o$ such that $-1 < y_i < 1$, belong to $F_0$. For a leaf node, the set $F = P_j$, and so using line 7, we see that $\sum_{i \in P_j} y_i a_i = 0$. Since $y_i = y_i'$ for all $i \in P_j$, the invariant (I1) follows. Invariant (I2) holds because of Lemma 2.1.

Now suppose $v$ is an internal node and assume that the induction hypothesis holds for its children $v_L$ and $v_R$. Since the assignment $x$ just combines $y^{p_L}$ and $y^{p_R}$ (line 5), it follows from induction hypothesis that $\sum_{i \in P_o} x_i a_i = 0$. We ensure in line 5 that $\sum_{i \in F} y_i a_i = \sum_{i \in F} a_i x_i$. Therefore,

$$\sum_{i \in P_o} y_i a_i = \sum_{i \in F} y_i a_i + \sum_{i \in P_o \setminus F} x_i a_i = \sum_{i \in P_o} x_i a_i = 0.$$

This proves that (I1) is satisfied for $y'$. For property (I2), first observe that if $i \notin F$, then $x_i \in \{-1, +1\}$ by induction hypothesis, and so $y_i = x_i \in \{-1, +1\}$ as well. For the indices $i \in F$, at most $n$ of these satisfy $y_i' \in (-1, +1)$ (by Lemma 2.1) and so all the variables $y_i', i \notin F_o$ are either $+1$ or $-1$.

We now give details of the procedure DBGUPDATE in Algorithm 8. When a vector $a_h$ changes to $a_h^{new}$, we only run the algorithm in Lemma 2.1 for the ancestors of the leaf $j$ in $T$ for which $h \in P_j$. We now show that this procedure has the desired properties:

Claim A.1. Suppose the assignment $y^{old}$ satisfies the following properties for every node $v$: (i) $\sum_{i \in P_v} y_i^{old} a_i = 0$, and (ii) there are at most $n$ indices $i \in P_v$ for which $-1 < y_i^{old} < +1$. Then the assignment $y'$, where $r$ is the root node, returned by DBGUPDATE($r, y^{old}, h, a_h^{new}$) also satisfies these properties for every node $v$ (with $a_h$ replaced by $a_h^{new}$). Further $y'$ and $y^{old}$ differ in at most $O(n \log T)$ coordinates.

Proof. Let the index $h$ belong to $P_j$, where $j$ is a leaf node in $T$. Let $w_0 = j, w_1, w_2, \ldots, w_H = r$, be the path from $j$ to the root $r$ of $T$. We prove the following by induction on $\ell$. The assignment $(y^{w_\ell}, F_{w_\ell})$ returned by DBGUPDATE($w_\ell, y^{old}, h, a_h^{new}$) has the following properties: (i) $\sum_{i \in P_{w_\ell}} y_i^{w_\ell} a_i = 0$, (ii) if $-1 < y_i < +1$ for some $i \in P_{w_\ell}$, then $i \in F_{w_\ell}$, (iii) $y_i^{old}|_{P_{w_\ell}}$ and $y_i^{w_\ell}$ differ in at most $2n(\ell + 1)$ coordinates.

The base case when $\ell = 0$ follows easily because of line 8 and Lemma 2.1. Now suppose the induction hypothesis is true for $\ell - 1$. Assume wlog that $w_{\ell-1}$ is the left child of $w_\ell$ and $w'$ be the right child of $w_\ell$. By induction hypothesis and property of $y^{old}$, we see that (here $x$ is the assignment defined during DBGUPDATE for $w_\ell$):

$$\sum_{i \in P_{w_\ell}} x_i a_i = \sum_{i \in P_{w_{\ell-1}}} y_i^{w_{\ell-1}} a_i + \sum_{i \in P_{w'}} y_i^{old} a_i = 0.$$

This proves property (i). Property (ii) can be shown similarly. Again, it follows from induction hypothesis and the property of $y^{old}$ that $|F| \leq 2n$, and so (i) $x$ and $y^{w_\ell}$ differ in at most $2n$ coordinates, and (ii) $y^{old}|_{P_{w_\ell}}$ and $x$ differ in at most $2n\ell$ coordinates. This implies property (iii).
Algorithm 8 Distributed-Bárány-Grinberg Update: DBGUPDATE(\(v, y^{old}, h, a_h^{new}\))

**Input:** A node \(v\) of \(\mathcal{T}\), assignment \(y^{old}\) satisfying (I1) and (I2), an index \(j \in P_v\) where the corresponding vector \(a_j\) changes to \(a_j^{new}\).

**Output:** \((y^v, F_v)\): an assignment \(y^v_i \in [-1, 1]\) for each \(i \in P_v\), and \(F_v \subseteq P_v\) is the index set of “fractionally” signed vectors, i.e., indices \(i\) such that \(-1 < y^v_i < 1\).

1. **if** \(v\) is not a leaf **then**
2.  
3.  
4.  
5.  
6. **else**
7.  
8.  
9. Define \(y^v_i = x_i\) for \(i \in P_v\) and \(F_v\) for \(y^v_i = y^v_i\) for \(i \in F_v\).
10. Return \((y^v, F_v)\).

**Corollary A.2.** The amortized recourse during a phase of the DBGUPDATE algorithm is \(O(n \log N)\).

**Proof.** When a phase begins, we run Algorithm 1 to ensure that the assignment \(y\) satisfies the conditions stated in Claim A.1 (for the assignment \(y^{old}\)). Using this result, we see that after each update operation, these conditions continue to be satisfied. Therefore, Claim A.1 shows that the recourse encountered after each update operation is \(O(n \log N)\).
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