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Imbalance in hyperspectral images creates a crisis in its analysis and classification operation. Resampling techniques are utilized to minimize the data imbalance. Although only a limited number of resampling methods were explored in the previous research, a small quantity of work has been done. In this study, we propose a novel illustrative study of the performance of the existing resampling techniques, viz. oversampling, undersampling, and hybrid sampling, for removing the imbalance from the minor samples of the hyperspectral dataset. The balanced dataset is classified in the next step, using the tree-based ensemble classifiers by including the spectral and spatial features. Finally, the comparative study is performed based on the statistical analysis of the outcome obtained from those classifiers that are discussed in the results section. In addition, we applied a new ensemble hybrid classifier named random rotation forest to our dataset. Three benchmark hyperspectral datasets: Indian Pines, Salinas Valley, and Pavia University, are applied for performing the experiments. We have taken precision, recall, F score, Cohen kappa, and overall accuracy as assessment metrics to evaluate our model. The obtained result shows that SMOTE, Tomek Links, and their combinations stand out to be the more optimized resampling strategies. Moreover, the ensemble classifiers such as rotation forest and random rotation ensemble provide more accuracy than others of their kind.

1. Introduction

In recent times, images have been one of the prime data sources. Hyperspectral images (HSIs) are currently in trend due to the enormous amount of information it captures in an earth surface scene. HS data are one type of data that can be used in various ways to develop human technology [1]. HSI refers to spectral imaging data acquired by satellites equipped with airborne spectrometers. The photographs take over specific earth surfaces, referred to as the scene, containing various land cover classes such as flora, concrete, and water bodies. Because each related land cover occupies a varied surface area, the number of pixels representing each class varies. However, HS data have various difficulties, including noise, quality and quantity of labeled data, dimensionality, and categorical sample imbalance [2]. Additionally, analyzing and interpreting HS data necessitate several processes, including denoising, lowering hyper-dimensionality, spectral unmixing, and, most critically, identifying land cover [3]. The classification of the imaging scene has been a preoccupation of professionals from the inception of hyperspectral data. Initially, they used statistics-based classifiers in conjunction with some preprocessing techniques. The categorization problem became easier to handle with breakthroughs in ML.
Imbalanced data refer to classification challenges in which the classes are not equally represented; the major class is the most common, while the minor class is the rarest. Information security, medical imagery, bioinformatics, network intrusion, and fraud detection are just a few examples of real-world datasets that suffer from imbalanced classification. The HSI dataset is also skewed since insufficient data instances belong to either of the class labels due to their different land area coverage. The sample distribution per class can range from a little imbalance to a severe imbalance, with few samples in the minor class and hundreds in the major class. Two basic criteria can also be used to demonstrate the HSI imbalance: (1) the minor class shortage of knowledge and (2) the imbalance ratio (ImbR), i.e., the ratio between the minor and major classes. The mathematical formula is given as follows:

\[
\text{ImbR} = \frac{\text{Number of class samples belonging to minor class}}{\text{Number of class samples belonging to major class}}
\]

Due to its complicated data structure, HSI eventually confronts an imbalanced classification challenge. Unbalanced classifications complicate predictive modeling because most machine learning algorithms for classification were created with an equal number of samples per class in mind. As a result, models with lower prediction accuracy arise, particularly for the minor class, posing a problem because the minor class is frequently more significant than the major class. As a result, categorization errors are more probable to occur in the minor class than in the major class [8]. Because of the dataset’s inherent complexity, learning from it demands new views, approaches, concepts, and methods for changing data. The most effective way to address the data imbalance is to resample the data instances to roughly equal proportions. The three types of sampling procedures employed are oversampling, undersampling, and hybrid sampling. Oversampling entails taking identical random data samples from the minor class, leading to overfitting. In contrast, undersampling entails removing random knowledge from the major class, resulting in information loss. There are also hybrid balancing strategies that use a collaborative effort between an oversampler and an undersampler to balance samples from each class in the same dataset [9]. The hybrid sampling method combines an oversampler and an undersampler that balances the dataset. After correcting the imbalance, a suitable model must be used to train the dataset. Logistic regression (LR), naive Bayes (NB), support vector machine (SVM), and tree-based classifiers are examples of benchmark machine learning algorithms suitable for moderately balanced datasets [10]. Ensemble learning methods have become increasingly prominent in the latest years. The primary objective of those systems is to increase performance by aggregating the findings of multiple weak classifiers. These systems employ a voting technique amongst all the weak classifiers to obtain the ultimate classification result [11]. A decision tree (DT) [12] is considered to be the most preliminary bagging technique. DT for each subset of the original dataset has been created individually. Finally, a voting mechanism was used to determine the final result among those DTs. Random forest (RF) [13] is the most widely utilized tree-based ensemble classifier based on the bagging approach for both classification and regression. The insensitivity of RF to spectral bands and its ability to handle missing and imbalanced data are two of its most enticing characteristics. It can also be used on noisy samples because it does not overfit the data easily [14]. The extra trees (ET) or extremely randomized trees [15] approach works by producing many unpruned decision trees from the training dataset. In contrast to classification, predictions are created for regression by taking averages of the prediction formed by the subordinate DTs, whereas for classification, the rule of majority voting is applied. Unlike RF and bagging, which build each DT using a bootstrap sample of the training dataset, ET fits each DT to the whole training dataset. Rotation forest (RoF) [16] algorithms outperform bagging on noise-free and imbalanced data. Compared with bagging and RF, RoF can achieve similar or more excellent results with fewer trees. Blaser and Fryzlewicz [17] proposed an ensemble of random and rotation forests in the name of random rotation ensemble forest (RREF). The random rotation efficiently creates a new coordinate system belonging to each base learner, increasing ensemble variety without sacrificing accuracy. Moreover, one significant distinction between the random rotation and the random projection is that rotations are reversible, meaning no information loss.

The premise that motivated us to pursue our research work is a broad analytical study of the prevailing resampling techniques and their impacts on the hyperspectral images, viz. oversampling, undersampling, and hybrid sampling. For oversampling, four useful techniques are selected, namely random oversampling (ROS) [18], synthetic minority oversampling technique (SMOTE) [19], borderline SMOTE (B-SMOTE) [20], and adaptive synthetic minority oversampling technique (ADASYN) [21]. Furthermore, four popular undersampling methods are studied, namely random undersampling (RUS) [22], Tomek Links (TLs) [23], neighborhood cleaning rule (NCL) [24], and edited nearest neighbor (ENN) [25]. Finally, two-hybrid sampling techniques are considered: SMOTE-Tomek [26], a combination of SMOTE and TL, and SMOTEENN [27], a combination of SMOTE and ENN. These strategies are used to balance the dataset that will be learned through training. These balanced datasets are then passed to the classifiers as train inputs for categorizing the land covers in the HS scenes. In this work, we have used the eminent tree-based ensemble classifiers that are demonstrated for their compatibility with synthetically balanced, huge-dimensioned HSI datasets. The ensemble classifiers employed here are DT, ET, RF, RoF, and RREF. They are utilized to construct the entire comparison study where each of these classifiers is assessed using all the resampling techniques for individual datasets. The quality and performance of the model are evaluated over testing data using various metrics such as precision score, recall score, F score, overall accuracy, and Cohen kappa score.
Our work provides the following contributions:

(a) A comprehensive adaptation of conventional resampling algorithms to correct the hyperspectral datasets’ substantial imbalance.

(b) A novel approach to classify hyperspectral images using efficient tree-based ensemble learning methods, i.e., the traditional tree-based techniques and the hybridized and modified forest methods to structure the classification model.

(c) An advanced comparative investigation of various oversampling, undersampling, and hybrid sampling strategies applied to hyperspectral datasets shows that they positively influence rectifying the major-minor sample imbalance.

(d) The innovative, thorough comparison of the applications of the included tree-based ensemble classifiers in categorizing the surface covers is captured in the HSI in terms of different performance assessment metrics. In addition, these classifiers are capable of learning joint spectral-spatial features of the balanced datasets.

(e) The comparative case study with all the resampling techniques used for HSI datasets can be carried forward to the other computational intelligence and monitoring applications with several types of datasets, especially in the area of medical imagery.

(f) The study provides more excellent knowledge for the researchers who deal with big data and voluminous imagery data that suffer due to imbalanced samples. The comparison depicted here benefits choosing the more appropriate strategy to work with different datasets and provides a better view of improvising those strategies.

The remaining paper is divided into the following categories: Section 2 describes previous work in the area of resampling for various imbalanced datasets, Section 3 depicts our research work’s methodology, Section 4 illustrates the model evaluation and test results, and Section 5 provides the conclusion and also deliberates the research work’s limitations and future scope.

2. Previous Works

Unbalanced data have produced numerous problems in the classification of hyperspectral images. Researchers have employed preprocessing techniques to deal with the issue of class imbalance in several application fields. Preprocessing approaches for the imbalanced class problem include data-driven methodologies, such as sampling. Oversampling, undersampling, and hybrid sampling are the three types of sampling. The suitable sampling technique to be chosen is determined by the dataset, the sample size of each class, and their ratio of imbalance (IR). Figure 1 depicts the overall changes in the major and minor class samples in a dataset using three different sampling procedures. One class, i.e., the major class, is dominant over another class considered minor in the original dataset. In oversampling, the minor class samples are overpopulated to match the number of major class samples by creating new synthetic instances in the neighborhood of existing samples. On the other hand, undersampling techniques remove the linked and redundant major class samples to bring balance. However, hybrid sampling incorporates both strategies to eliminate the imbalance in the dataset.

Oversampling, also known as upsampling, is a sampling technique that helps to balance a dataset by duplicating minor class examples. This procedure has the advantage of causing little or no data loss. This approach has the problem of causing overfitting and adding to the computational load. The two types of oversampling are ROS and informative oversampling. ROS is a technique for balancing the distribution of minor classes by randomly repeating minor class examples. The informative oversampling technique [28] synthesizes minor class samples depending on a predefined criterion. Several applications of oversampling have been deployed for various types of datasets in recent years. A linear SVM was used in conjunction with a few SMOTE variations to detect malware in [29]. The model synthesizes dangerous occurrences based on the signature from the standpoint of the nominal properties. The malicious traffic dataset is first clustered using a single-linkage hierarchical technique to enrich the malicious class dataset, and then, signatures produced by every harmful traffic cluster are used. The resulting balanced datasets are then applied to train a semantic malware detection model for mobile devices. Random forest was used as the classifier with SMOTE to overcome the massive data imbalance problem. With a constrained hyperparameter set and nondynamic oversampling rate, SMOTE is used to eliminate imbalance after binarizing the original dataset [30]. This work fails for multiclass scenarios. In [31, 32], the same combination was used to detect insurance fraud claims and predict depression in women due to the modern lifestyle. B-SMOTE and SVM with kernel sigmoid were employed for data augmentation on P300 users with poor BCI performance [33]. For the DEAP dataset, the 1D-CNN model was utilized for classifications of two emotional dimensions: valence and arousal. B-SMOTE was employed to acquire a more homogeneous set of features of EEG signals [34]. For classifying HSIs, rotation forest has been combined with dynamic SMOTE [35], where SMOTE is applied to the imbalanced classes before each rotation tree is constructed. The procedure was discovered to take a long time. This work is expanded upon in [36], where the SMOTE technique is employed to create balanced datasets by incorporating spatial information from surrounding pixels of samples. These datasets are loaded into the weighted rotation forest model, which combines the RoF and multilevel cascaded RF. The cascade forest receives the rotation feature vectors generated by the rotation forest. In addition, the output likelihood of every level and the original data forms a stack. Furthermore, the sample weights need to be adjusted on a regular basis using the dynamic weight function generated from the classification scores at each level. According to [37], the adaptive synthetic sampling is another excellent strategy for oversampling when combined with a convolutional neural network to detect intrusion in a
wireless network. ADASYN prevents the model from being sensitive to large samples but insensitive to small samples, which can help in small sample recognition and learning. The model considerably improves multiclassification jobs. However, a simpler residual network is still needed to increase small sample identification accuracy and execution performance. Another attempt at intrusion detection is made in [38], where ADASYN is applied to oversample the training dataset to enhance the number of infiltration and heartbleed attack behavior data samples. Classification and regression trees (CARTs) were used to create the DTs for the RF approach with a Gini coefficient. Even though this method delivers more incredible prediction performance, efficacy, and resilience, the parameters of ADASYN were adjusted artificially. All the above works that include oversampling suffer from a replicated voluminous data problem that is sometimes redundant, which leads to a common issue of high storage, calculation, and time complexity.

Undersampling, also known as downsampling, is a proper data balancing technique. The classifier obtains training using a major class subset in this method. When we undersample, some samples are deleted from the major class. Random sampling and informative undersampling are the two types of undersampling algorithms. The principle of random undersampling is simple: samples from the major class are randomly removed until the dataset is balanced. The informative undersampling technique selects only the necessary major class instances based on a prespecified selection criterion to balance the dataset [28]. Random undersampling [39] has the most relevance in huge data settings since it aids the random forest in making more accurate classifications in less time. In [40], the same methodologies are used for extensive specialized data for bioinformatics, where feature selection (FS) is used in conjunction with RUS, and the relationship between the two is investigated. The random forest learner is used in the FS component to compute feature importance, and encoding is used to transform categorical features into duplicate variables. RUS has a speedier runtime and a lower computing burden than random oversampling; however, the classification technique requires to be appropriate. Tomek connections have been demonstrated in [41], where TLs are used to eliminate outliers, noisy, and redundant samples from the major class of 10 real-world datasets. The removal of potentially ineffective examples causes the decision boundary to shift towards the minority region, providing a favorable environment for learning on various classifiers, including SVM. To create an application-oriented multiclass real-life application, the model must be supplemented with multiple schemes/techniques to eliminate the majority of instances with minimal data loss and faster processing. For the overpopulated bacterial data, in the preparation phase, the TL algorithm is used to clean data and reduce noise and produce a better result than oversamplers [42]. In addition, Tomek linkages are utilized to correct the imbalance in some medical datasets [43], where balanced data are put into the stacking ensemble after downsampling. It works on two levels. At level 0, there are many different classifiers, such as NB and SVM. The level 0 output is given to
the level classifier for the final forecast. Base classifiers such as LR, k-NN, and NB are applied to apply datasets that are not more accurate and specific than contemporary research. The works discussed above used limited datasets and basic classifiers. On the one hand, undersampling might reduce the computational burden, but on the other hand, it may also remove significant information that might produce a better outcome.
Hybrid sampling is an appropriate combination of oversampling and undersampling procedures that correctly balance the training data. The oversampling strategy is used to create fresh samples by randomly sampling the current training data with replacement. Because the minor class is oversampled, a new balanced training dataset is created. The undersampling method is then used to reduce unwanted overlap between classes, lowering the number of classes. As a result, until a more assertive threshold for classifier conclusions could be created, the majority of data was eliminated [26]. Despite the small numbers, there is a significant study in this sector. Intrusion detection is carried out in [44] utilizing a mix of synthetic minority sampling and a neighborhood cleaning rule. For the learning process to be unaffected by data distribution, SMOTE generates a small number of datasets. Furthermore, the explored dataset revealed that border and noisy data have an impact on classification performance. As a result, NCL rules remove noisy and boundary data from the oversampled data. C4.5 and SVM are used as classifiers, but the model is not robust. The same hybrid resampling technique is used in conjunction with logistic regression [45]. This model is proven to be the most effective for binary categorized datasets. Another hybrid strategy combines synthetic oversampling with Tomek linkages, which have been used to detect fake credit cards [47] and medical disease datasets [46]. Overall, hybrid techniques are more prone to data loss and consume additional time.

Both works are based on a comparison of results from various classifiers. The student sadness data are distributed across universities using a combination of random oversampling, Tomek connections, and random forest. Only binary and less noisy datasets are adequate for this model [48]. A hybrid of SMOTE and ENN is used to process the KDDCup99 dataset and tackle the difficulties of data imbalance and sample overlapping with the classifier RF [49]. The same combination but with classifier XGBoost is carried forward to build a prediction model that efficiently determines the category of a person, whether healthy or possessing Parkinson’s syndrome [50]. RRE pruning is used for HSI classification that prunes the constituent classifiers with poor complementarity, and subsequently, the leftover constituent classifiers with higher complementarity are joined to produce an ensemble classifier. These strategies ensure that the component classifiers used to build the ensemble classifier are precise but diversified, which enhances the ensemble classifier’s performance [51].

3. Methodology

Figure 2 displays the framework of our suggested approach for improving hyperspectral image categorization by coping with sample imbalance. The following are the steps that are included in structuring our study.

3.1. Data Preprocessing

3.1.1. Dataset. For our experiment, we collected three mostly explored hyperspectral datasets that are available in the public domain [52] and stored in the memory of our system. A brief elaboration of the datasets is as follows, along with Figure 3.

(a) AVIRIS Indian Pines (IP): this dataset was captured by Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor on June 12, 1992. The scene captured here was the Indian Pines test site in northwestern Indiana, USA. It contains an agricultural area exemplified by its crops of common geometry and some irregular forest zones. It consists of 145 * 145 pixels with a spectral resolution of 10 nm and spatial resolution of 20ppm and 224 spectral reflectance bands in the wavelength range of 0.4–2.5 μm, of which 24 noisy bans are removed due to low signal-to-noise ratio. In addition, the scene contains 16 different classes of land covers. The IP dataset acquires ImbR = 73.6.

(b) Salinas Valley (SV): this scene was obtained by AVIRIS sensor over various agricultural fields of Salinas Valley, California, USA, in 1998. The scene is characterized by a high spatial resolution of 3.7ppm and spectral resolution of 10 nm. The area is covered by 512 * 217 spectral samples with a wavelength range of 0.4–2.5 μm. Of 224 reflector bands, 20 noisy bands are discarded due to water absorption coverage. The scene comprises 16 different land classes. The SV dataset acquires ImbR = 12.51.

(c) Pavia University (PU): this scene was captured by a Reflective Optics System Imaging Spectrometer (ROSIS-03) sensor during a flight campaign over the University of Pavia in 2001. It possesses 115 spectral bands, of which only 103 are useable. Its spectral coverage is 0.43–0.86 μm, with spectral resolution of 4 nm and spatial resolution of 1.3ppm defined by 610 * 340 pixels. The scene contains 9 classes with urban environmental constructions. The PU dataset acquires ImbR = 19.83.

3.1.2. Loading the Dataset and Splitting. The datasets are imported as hypercubes and converted into a processable three-dimensional format. Then, the 3D images are reshaped into a machine-readable 2D format. The dataset is further broken up into training and testing datasets in a ratio of 3 : 2; i.e., we have used 60% of the original individual datasets for training our model, and the residual 40% is set aside for testing the model’s performance. The training set is processed from the next step onwards, while the testing dataset remains intact. The training and testing samples for each dataset are depicted in Table 1.

3.2. Data Balancing by Resampling

3.2.1. Oversampling Techniques

(1) Random Oversampling (ROS). ROS [18] involves selecting random examples from the minority class with replacements and augmenting the training data with numerous copies of the particular instances so that a specific
instance could be chosen many times. Overfitting has been shown to be more likely when ROS is applied.

(2) Synthetic Minority Oversampling Technique (SMOTE). Chawla et al. [19] presented SMOTE as an oversampling strategy to avoid the overfitting problem. This method is considered cutting edge and is effective in a wide range of applications, including the HSIs. This approach generates synthetic data based on feature space resemblances between prevailing minority occurrences. Making an artificial instance determines each minority instance’s k-NN, chooses one at random, and then uses linear interpolation to create a new minor instance in the neighborhood. The detailed algorithm of SMOTE is as follows:

Step 1: $k$-nearest neighbors are calculated with minor class samples following Euclidean distance for each minority instance $x_i$.

Step 2: a neighbor $x_j$ is picked in a random manner from the $k$-nearest neighbors of $x_i$.

Step 3: new samples $x_{\text{new}}$ are produced in between $x_j$ and $x_i$:

$$x_{\text{new}} = x_j + \beta |x_i - x_j|,$$

where $\beta$ is the random number between 0 and 1.

(3) Borderline SMOTE (B-SMOTE). B-SMOTE [20] creates a synthetic sample dividing minor and major groups. This method also aids in the division of the minor and major groups. The minor class observations are first classified using this approach. If all of the neighbors are in the major class, it identifies any minor observation as noise and ignores it while synthesizing synthetic data. Furthermore, it resamples completely from a few border locations that include major and minor classes as neighborhoods.

(4) Adaptive Synthetic Minority Oversampling Technique (ADASYN). Haibo He et al. [21], inspired by SMOTE, present ADASYN technique, which has received considerable attention. ADASYN generates minor class samples based on their density distributions. Compared with minority class samples that are simpler to learn, more artificial data are produced for minor class samples that are challenging to learn. It computes each minor instance’s k-NN and then uses the class ratio of the minor and major examples to produce fresh samples. It adaptively alters the decision boundary to concentrate on those samples that are challenging to learn by repeating this process. ADASYN enhances learning of data distribution in two ways: (1) minimizing the bias created by the class imbalance and (2) adjusting the classification decision boundary in the direction of the complicated examples.

Figure 3: Composite color images (CCIs) of the hyperspectral datasets such as (a) IP, (b) SV, (c) PU and the ground truth images (GTIs), (d) IP, (e) SV, and (f) PU.
Training dataset DTR is presumed with \( n \) samples \( \{x_i, y_i\}, j = 1, \ldots, n \), where \( x_i \) is an example belonging to the \( n \)-dimensional feature space \( X \) and \( y_i \in Y = \{1, -1\} \) defines the class label coupled with \( x_i \), and \( n_i \) and \( n_r \) denote the number of minority and major class examples, respectively. Thus, \( n_r \leq n_i \) and \( n_r + n_i = n \). Based on these notations, the following steps are to be followed:

**Step 1:** compute the degree of class imbalance: \( i = n_r/n_i \), range of \( i \in (0, 1] \).

**Step 2:** compute the quantity of synthetic data samples that the minor class needs to produce:

\[
R = \left( n_i - n_r \right) \times \beta, \tag{3}
\]

where \( \beta \in [0, 1] \) is the constraint for specifying the required balance level after the synthetic data creation.

**Step 3:** for every sample \( x_j \in \) minor class, find \( k \)-nearest neighbors found on the basis of Euclidean distance in \( n \)-dimensional space, and compute the ratio \( r_i \) described as follows:

\[
P_j = \frac{\Delta_i}{k}, \quad j = 1, \ldots, n_i, \tag{4}
\]

where \( \Delta_i \) denotes the amount of samples in the \( k \)-nearest neighbors of \( x_i \) that belong to the major class; thus, \( P_j \in [0, 1] \).

**Step 4:** standardize \( P_j \) according to \( \tilde{P}_j = P_j / \sum_{j=1}^{n_i} P_j \) so that \( \tilde{P}_j \) denotes a density distribution \( \left( \sum_{j=1}^{n_i} \tilde{P}_j = 1 \right) \).

**Step 5:** calculate the exact number of synthetic data samples that need to be produced for every minority sample \( x_j \):

\[
r_i = \tilde{P}_j \times R, \tag{5}
\]

where \( R \) is the overall figure of synthetic data instances that needs to be produced for the minor class.

**Step 6:** for every minor class data instance \( x_j \), produce \( r_i \) synthetic data samples by choosing one minor data example in a random way, \( x_{zj} \), from the \( k \)-nearest neighbors for data \( x_j \):

\[
s_j = x_j + (x_{zj} - x_j) \times \alpha, \tag{6}
\]

where \( (x_{zj} - x_j) \) is the contrast vector in the \( n \)-dimensional space, and \( \alpha \) is an arbitrary number: \( \lambda \in [0, 1] \).
3.2.2. Undersampling Techniques

(1) Random Undersampling (RUS). The inverse of ROS is RUS [22]. This approach aims to choose and eliminate samples from the major class at random, diminishing the number of examples in the modified data from the major class. However, RUS has the significant disadvantage of discarding useful information.

(2) Tomek Links (TLs). TL is a variant of Tomek’s condensed nearest neighbor (CNN) undersampling algorithm [23]. Unlike the CNN technique, which selects samples with their k-NNs from the major class that has to be deleted at random, the TL method employs a rule to select pairs of observations (suppose A and B) that meet the following criteria: (1) the observation B is A’s closest neighbor; (2) the observation A is B’s closest neighbor; and (3) observations A and B are from distinct classes; i.e., A and B are members of the minor and major classes, respectively, or vice versa.

(3) Neighborhood Cleaning Rule (NCL). NCL [24] is an undersampling strategy that reduces data based on cleaning to overcome the imbalanced class distribution. One of the benefits of NCL is that it examines the data quality to be destroyed rather than focusing solely on the reduction in data. The data cleansing procedure is intended for samples from major and minor classes. Essentially, NCL is built on the notion of one-sided selection (OSS), a technique to reduce data based on incidences to decrease classes carefully. On NCL, the cleaning data process is conducted independently of the major and minor samples.

(4) Edited Nearest Neighbor (ENN). The ENN approach, which was developed by Wilson [25], works by first determining the k-NN of every observation and then determining whether the major class from the observation’s k-NN is the same as the observational class or not. If the observation’s k-NN’s major class differs from the observation’s class, the observation and its k-NN when the observation’s class and the major class from the observation’s k-NN are different, rather than simply the observation and its 1-nearest neighbor. As a result, ENN is likely to provide more thorough data cleaning than TL.

3.2.3. Hybrid Sampling Techniques

(1) SMOTE-Tomek. This method, first proposed by Batista et al. [26], blends the SMOTE’s ability to create synthetic data for the minor class with the TL’s ability to eradicate data from the major class that is identified as TL, i.e., samples of data from the major class that is nearest to the minor class data.

(2) SMOTEENN. This method, established by Batista et al. [27], merges the ability of SMOTE to generate synthetic examples for minor classes with the ability of ENN to delete some observations from both classes. Those observations are identified as having different classes between the observation’s class and its k-NN major class.

3.3. Tree-Based Ensemble Classifiers

(1) Decision Tree (DT). The most widely used supervised data mining approaches is the DT algorithm [12]. DT uses a divide-and-conquer approach. The operating method is to find a feature possessing the best ability to classify and split data into many subsets in a recursive manner until a stopping criterion is fulfilled. The class is predicted using decision rules derived from the data input. Determining attribute selection parameters such as information gain or Gini index, the root represents the best feature. It can work with both numerical and categorical data. Furthermore, outliers and the missing values have a negligible impact on the model’s results. However, DT uses a greedy technique, which might lead to overfitting [53]. The DT algorithm can be applied as a feature selection strategy in addition to a classification method [54]. The features used to construct splitting rules at internal tree nodes are DT feature selection results. DT is a filter strategy because it measures features rather than classification accuracy.

(2) Random Forest. (RF) RF is a well-known ensemble ML approach that stems from DT [13]. While building a model, it can manage the overfitting branch of DT. As a result, many classification models are created, each constructed using a feature selector such as the information gain, Gini index, and gain ratio.

These models realize and create an impact on the prediction in a discrete manner [53]. Random sample selection and random feature selection are the essential concepts. All trees in RF are independent of one another, allowing for parallel training and testing. Consider the dataset Sn, which contains n samples (U, V), with U ∈ R^k. To begin with, m instances are randomly chosen with replacements from the original dataset Sn. The current decision tree is built using these examples. Second, from the initial S features, p features (p < S) are picked at random. CARTs are produced using the Gini impurity or mean-squared error criterion. Finally, using the majority vote criterion, the categorization result is produced [36].

(3) Extra Trees. (ET) ET [15] is an ensemble learning operating mechanism like RF. ET creates classification and regression by combining the results of a large number of uncorrelated trees. The first of two key differences between ET and RF is that ET samples do not require replenishment. The second is that it chooses random attributes to split the tree nodes rather than the best [53]. Furthermore, ET is preferable to RF in the sense that it is faster and allows for very little noise data.

(4) Rotation Forest. (RoF) Rodriguez proposed a rotation forest in 2006 [16], based on the random forest concept. Feature transformation being the basic idea behind this algorithm, it aims to enhance the difference and accuracy of the underlying classifier. The following steps are used to create a T-size rotation forest model.

Step 1: The feature space denoted as F is segregated into N disjoint sets of features, and every subset contains features of K (=F/N) number.
Step 2: A new train set is attained by utilizing a bootstrap algorithm to select 75% of the training data randomly.

Step 3: the coefficient $A_{vh} (h \leq H, v \leq V)$ is achieved using the principal component analysis on every sub-feature space $F_{vh} (h \leq H, v \leq V)$, and the coefficients belonging to each subspace are arranged in a sparse rotation matrix $R_v$. (v \leq V).

Step 4: The columns of $R_v$ are rearranged by duplicating the order of initial features $F$ to produce the rotation matrix $R_v'$. The new train set $Y_t' = [B, R_v', Y]$ is produced for training a specific classifier.

Step 5: The process mentioned above is repeated on all different train sets and a sequence of specific classifiers is produced. The majority voting rule achieves the final result.

(5) Random Rotation Ensemble Forest. (RREF) The idea of RREF was proposed by Blaser and Fryzlewicz [17] in 2016. Regardless of utilizing the identical sequence of the random numbers in the RF algorithm’s tree induction phase, similar bootstrap samples and associated feature subset selections at every decision branch for both the trees are made. The random feature rotation has a considerable influence on the resultant data partition. The subsequent tree is not simply a rotated form of the unrotated tree; it has an entirely different orientation and data division. Samples are consistently distributed throughout all possible rotations to execute a random rotation. For $n > 2$, where $n$ denotes the number of independent normal variates, rotating every angle in spherical coordinates at random does not result in a consistent distribution over all the rotations, implying that some rotations are more common than others.

Let us consider $x$ as the unit vector directing towards the $n$-spherical space at an arbitrary point. The classification trees $T$ split the predictor space into $D_i$ disjoint regions, with $1 \leq i \leq I$, where $I$ denotes the total count of the terminal nodes of $T$. The random and optimization parameters are denoted by $\alpha = \{G, w\}$ and $\beta = \{D_i, v_i\}_1^I$, respectively, where $G$ is the random rotation coupled with $T$, $w$ is the arbitrary tree induction sample pairs, and every randomly rotated input $G(x)$ performs a mapping to a constant $v_i$, which depends on the belonging of the input to a particular region of $D_i$. Thus, the tree with an indicator function $J(.)$ formulates as follows:

$$T(x; \alpha, \beta) = \sum_{i=1}^{I} v_i J(G(x) \in D_i).$$

3.4. Model Simulation. A classification model is built using each of the 10 resampling techniques taken one at a time. The balanced data are then classified using each of the 5 tree-based ensemble classifiers separately, as shown in Figure 2. Therefore, our comparative experiments consist of a total of 50 training models for each dataset. Every model construction requires a suitable hyperparameter setting. For oversampling, we have mostly chosen the minor classes to create a similar number of samples as the major classes; thus, the sampling strategy is “minority.” Correspondingly, the sampling strategy for undersampling techniques is chosen “majority,” where the redundant major class samples are removed to match up with the minor class samples. We first set the base oversampler and undersampler with previously stated parameters and then set the sampling strategy as “all” to the hybrid sampler for the hybrid sampling. Also, for SMOTE and ADASYN, we have taken 5 $k$-nearest neighbors, whereas for NCL and ENN we chose 3 $k$-nearest neighbors. The hyperparameters that are set for the classifiers are shown in Table 2.

4. Experimental Outcomes

4.1. Experimental Setup. All program codes are implemented using Python language with its latest versions of embedded packages, such as Keras, TensorFlow, and scikit. The hardware specifications are Intel® Core™ i5-10300H Processor, 2.5 GHz, 8 GB DDR4 2933 MHz RAM, and 4 GB NVIDIA GeForce GTX 1650 Ti. After splitting the original dataset into train and test sets, we (1) apply the resampling techniques, viz. 4 oversampling, 4 undersampling, and 2 hybrid sampling strategies to our datasets individually; (2) train each of the tree-based ensemble classifier models with each resampling method; (3) obtain the classification performance using the assessment metrics; and (4) present a detailed comparative analysis based on the obtained metric statistics. We have uniformly overpopulated the selected minor class samples and removed neighborly linked major class samples to balance the individual dataset. The same strategy is used in combination for the hybrid sampling. The hyperparameter setting for the classifiers is as follows:

(1) For DT, ET, RF, and RREF, we have used the Gini criterion with a maximum tree depth of 100 and the number of estimators as 1000, keeping the other hyperparameters as default.

(2) For RoF, we have taken 1000 number of trees and a total of 20 features, keeping the rest as default.

| Tree-based classifiers | Number of trees | Criterion for split quality | Maximum depth of tree | Maximum number of features for best split |
|------------------------|----------------|-----------------------------|-----------------------|------------------------------------------|
| DT                     | —              | Entropy                     | 50                    | 20                                       |
| ET                     | 500            | Entropy                     | 50                    | 20                                       |
| RF                     | 500            | Gini                        | 100                   | 50                                       |
| RoF                    | 1000           | Gini                        | 100                   | 50                                       |
| RREF                   | 1000           | Gini                        | 200                   | 100                                      |

**Table 2: Hyperparameter setting for the different tree-based ensemble classifiers.**
Table 3: Performance comparison between the oversampling techniques associated with different tree-based ensemble classifiers in terms of the percentages of precision, recall, *F* score, kappa, and OA and TE calculated in seconds for the IP dataset.

|       | Prec_score | Rec_score | *F* score | Kappa_score | OA      | TE (in secs) |
|-------|------------|-----------|-----------|-------------|---------|--------------|
| **DT** |            |           |           |             |         |              |
| ROS   | 68.41 ± 1.8| 67.13 ± 2.18| 67.47 ± 2.61| 44.62 ± 1.47| 67.06 ± 1.74| 3.516         |
| SMOTE | 69.5 ± 2.49| 68.77 ± 2.87| 68.84 ± 2.95| 45.92 ± 1.4 | 68.68 ± 1.93| 4.629         |
| B-SMOTE | 68.37 ± 1.6| 67.51 ± 2.09| 68.14 ± 2.19| 45.89 ± 2.21| 68.42 ± 1.83| 6.495         |
| ADASYN | 68.48 ± 2.65| 67.74 ± 1.56| 68.19 ± 2.35| 45.41 ± 2.46| 68.53 ± 1.38| 7.895         |
| **ET** |            |           |           |             |         |              |
| ROS   | 79.25 ± 2.12| 80.61 ± 1.26| 79.56 ± 1.39| 60.43 ± 1.14| 80.57 ± 1.24| 6.439         |
| SMOTE | 79.98 ± 2.68| 81.25 ± 2.85| 80.24 ± 2.13| 62.3 ± 1.08 | 82.28 ± 1.76| 7.887         |
| B-SMOTE | 79.57 ± 1.58| 81.16 ± 2.61| 79.95 ± 3.02| 60.76 ± 2.19| 81.99 ± 1.25| 9.137         |
| ADASYN | 79.89 ± 2.28| 80.93 ± 2.94| 80.18 ± 1.44| 62.21 ± 2.31| 82.08 ± 1.09| 9.248         |
| **RF** |            |           |           |             |         |              |
| ROS   | 80.13 ± 1.12| 81.15 ± 2.55| 80.54 ± 1.28| 71.8 ± 2.27 | 83.54 ± 1.89| 6.256         |
| SMOTE | 88.96 ± 1.12| 81.72 ± 1.79| 80.95 ± 1.15| 72.98 ± 1.32| 84.72 ± 1.12| 8.282         |
| B-SMOTE | 89.35 ± 1.76| 80.91 ± 1.7 | 79.82 ± 2.51| 61.86 ± 1.37| 83.07 ± 1.2  | 10.056        |
| ADASYN | 89.87 ± 1.63| 81.33 ± 1.67| 80.26 ± 2.34| 72.05 ± 2.74| 83.87 ± 1.78| 10.01         |
| **RoF** |         |           |           |             |         |              |
| ROS   | 84.32 ± 1.12| 84.45 ± 1.11| 84.5 ± 1.37 | 77.28 ± 1.87| 85.15 ± 1.07| 3274.945      |
| SMOTE | 89.5 ± 2.07 | 89.53 ± 1.01| 89.37 ± 1.06| 81.34 ± 2.25| 88.99 ± 1.85| 3645.765      |
| B-SMOTE | 88.16 ± 1.65| 86.67 ± 2.73| 7.39 ± 1.42 | 79.84 ± 2.4 | 87.65 ± 1.73| 3958.983      |
| ADASYN | 88.93 ± 2.61| 88.56 ± 2.95| 89.11 ± 2.47| 80.37 ± 2.95| 88.46 ± 1.68| 3979.156      |
| **RREF** |         |           |           |             |         |              |
| ROS   | 86.36 ± 1.31| 87.92 ± 1.26| 85.75 ± 2.57| 79.84 ± 2.1 | 84.94 ± 1.09| 43.875        |
| SMOTE | 89.71 ± 2.46| 90.15 ± 2.76| 91.21 ± 1.1 | 83.48 ± 1.73| 89.49 ± 1.32| 56.953        |
| B-SMOTE | 88.73 ± 2.92| 88.94 ± 2.94| 79.8 ± 1.78 | 88.47 ± 1.94| 55.326       |
| ADASYN | 89.56 ± 2.2 | 89.85 ± 2.72| 90.37 ± 1.02| 80.36 ± 2.32| 89.08 ± 1.53| 61.578        |
4.2. Performance Evaluation Metrics (PEM). In this work, we have adopted five prime metrics to assess our model’s performance: precision, recall, F score, Cohen kappa, overall accuracy, and the time elapsed to execute the entire process. These are described as follows.

Let us denote \( Y \) the total number of class labels in the dataset, \( b_{i} \) true prediction of ith class, \( b_{ij} = \) false prediction of ith class, and \( b_{ij} \) false prediction of ith class into jth class.

(1) Precision Score. Precision is used to assess each class classification accuracy in the imbalanced data. The precision score is expected to be high for a better classifier. The precision score \( \text{Prec_score} \% \) measures the testing prediction rate of all samples and is defined in the following equation:

\[
\text{Prec_Score}\% = \frac{1}{Y} \sum_{i=1}^{Y} \frac{b_{ii}}{b_{ij}} \times 100. 
\]  

(2) Recall Score. Recall or true-positive rate is the percentage of correctly classified events. The recall is especially well suited to assessing classification systems dealing with many skewed data classes. The large recall value indicates the better performance of a classifier. The \( \text{Rec_score}\% \) is given by the following equation:

\[
\text{Rec_Score}\% = \frac{1}{Y} \sum_{i=1}^{Y} \frac{b_{ii}}{b_{ij}} \times 100. 
\]  

(3) F_Score. In the classification of imbalanced data, the F-measure, an assessment index derived by combining precision and recall, has been widely employed. The introduction of F-measure combines the two, and the greater
| Transformer | Prec_score | Rec_score | F_score | Kappa_score | OA | TE (in secs) |
|------------|------------|-----------|---------|-------------|----|--------------|
| **DT**     | ROS        | 88.51 ± 2.86 | 89.54 ± 2.75 | 89.59 ± 2.46 | 42.17 ± 2.57 | 88.78 ± 1.74 | 27.487 |
|            | SMOTE      | 89.48 ± 1.38 | 89.49 ± 1.87 | 90.91 ± 2.56 | 46.63 ± 2.17 | 89.36 ± 1.19 | 32.258 |
|            | B-SMOTE    | 89.47 ± 2.45 | 89.39 ± 1.95 | 89.47 ± 2.75 | 46.22 ± 2.11 | 89.05 ± 1.35 | 37.898 |
|            | ADASYN     | 89.64 ± 2.43 | 89.62 ± 1.84 | 89.67 ± 1.3  | 48.3 ± 2.06  | 89.59 ± 1.63 | 39.618 |
| **ET**     | ROS        | 93.36 ± 2.71 | 93.33 ± 2.31 | 93.32 ± 2.22 | 60.78 ± 2.02 | 92.05 ± 1.84 | 51.385 |
|            | SMOTE      | 93.35 ± 2.82 | 93.29 ± 2.2  | 93.24 ± 2.1  | 62.69 ± 2.72 | 93.11 ± 1.22 | 52.384 |
|            | B-SMOTE    | 93.36 ± 1.41 | 93.32 ± 1.86 | 93.34 ± 2.45 | 61.88 ± 1.57 | 92.67 ± 1.47 | 64.989 |
|            | ADASYN     | 93.46 ± 2.86 | 93.35 ± 2.13 | 93.48 ± 2.86 | 62.92 ± 2.25 | 93.3 ± 1.13  | 65.096 |
| **RF**     | ROS        | 93.31 ± 2.29 | 92.26 ± 2.9  | 93.29 ± 1.11 | 59.76 ± 2.78 | 92.26 ± 1.23 | 67.545 |
|            | SMOTE      | 93.36 ± 1.15 | 93.32 ± 1.47 | 93.26 ± 2.09 | 61.84 ± 1.86 | 92.27 ± 1.7  | 68.773 |
|            | B-SMOTE    | 93.11 ± 2.21 | 93.26 ± 2.02 | 93.33 ± 1.96 | 60.44 ± 2.31 | 93.04 ± 1.41 | 68.56 |
|            | ADASYN     | 93.48 ± 1.37 | 93.32 ± 1.58 | 93.31 ± 2.99 | 62.88 ± 2.05 | 94.64 ± 1.36 | 68.796 |
| **RoF**    | ROS        | 94.47 ± 1.04 | 94.55 ± 1.78 | 94.52 ± 1.83 | 71.79 ± 2.77 | 94.85 ± 1.23 | 464.89 |
|            | SMOTE      | 95.43 ± 1.72 | 95.56 ± 2.75 | 95.27 ± 1.35 | 72.36 ± 1.68 | 95.48 ± 1.27 | 4889.134 |
|            | B-SMOTE    | 95.48 ± 2.59 | 95.59 ± 2.46 | 95.25 ± 1.31 | 72.51 ± 1.51 | 95.18 ± 1.36 | 4755.675 |
|            | ADASYN     | 95.6 ± 1.8  | 95.87 ± 1.57 | 95.75 ± 2.84 | 72.68 ± 2.89 | 95.7 ± 1.86  | 5023.45 |
| **RREF**   | ROS        | 94.23 ± 2.27 | 90.07 ± 2.63 | 94.59 ± 2.94 | 81.86 ± 1.41 | 93.27 ± 1.42 | 75.543 |
|            | SMOTE      | 94.25 ± 1.16 | 93.97 ± 2.59 | 94.3 ± 2.78  | 81.12 ± 1.4  | 95.17 ± 1.18 | 87.642 |
|            | B-SMOTE    | 94.47 ± 2.18 | 94.25 ± 2.32 | 94.21 ± 1.79 | 80.12 ± 2.07 | 94.25 ± 1.13 | 89.654 |
|            | ADASYN     | 95.43 ± 1.45 | 94.83 ± 1.85 | 94.82 ± 2.7 | 82.94 ± 2.05 | 95.84 ± 1.33 | 95.437 |

The F-measure, the better the classifier’s performance. The computation of $F\text{-score}$% is given as follows:

$$F\text{-score}\% = \frac{2 \times \sum_{i=1}^{Y} R_i \cdot \sum_{i=1}^{Y} P_i}{\sum_{i=1}^{Y} R_i + \sum_{i=1}^{Y} P_i} \times 100,$$

where $R_i$ and $P_i$ denote the precision and recall of class $i$, respectively.

(4) Cohen Kappa Score. Cohen kappa is a statistic that evaluates the predictability of the findings and determines whether the consistency is genuinely random. The greater the Cohen kappa, the better the classifier’s performance. Kappa score % is equated as follows:

$$\text{Kappa Score}\% = \frac{\text{Overall Accuracy} - \sum_{i=1}^{Y} q_i \cdot q_i'}{1 - \sum_{i=1}^{Y} q_i \cdot q_i'} \times 100,$$

where $q_i$ and $q_i'$ denote the true and predicted values of class $i$, respectively.
where \( q_i \) and \( q'_i \) denote the original and predicted sample sizes of class \( i \), respectively.

(5) **Overall Accuracy.** Overall accuracy, being a performance-metric, assigns the similar weight to every of the data types, regardless of their number of instances. The definition of OA is given as follows:

\[
\text{OA}\% = \frac{1}{Y} \sum_{i=1}^{Y} \frac{b_{ii}}{\sum_{j=1}^{Y} (b_{ii} + b_{ij})} \times 100. 
\]  

(6) **Time Elapsed.** Time complexity is a factor in real-time computation. Lesser the time complexity, the higher the quality of the classifier. Time elapsed for execution is defined as follows:

\[
\text{TE (in secs)} = \text{End time of execution} - \text{Start time of execution}. 
\]

### 4.3. Comparative Performance Analysis of the Model

#### 4.3.1. For Indian Pines Dataset

(1) **Effect of Oversampling.** Table 3 describes the comparison between the tree-based classifier model performances due to the oversampling of the data. It is evident that SMOTE achieves better results in all performance metrics for all classifiers. RREF attains the highest accuracy of 89.49%, with an approximation of 1.32, slightly higher than RoF. Also, the total time consumed is maximum for ADASYN for all the classifiers, especially for RoF.
Table 10: Performance comparison between the undersampling techniques associated with different tree-based ensemble classifiers in terms of the percentages of precision, recall, F score, kappa, and OA and TE calculated in seconds for the PU dataset.

|        | Prec_score | Rec_score | F_score | Kappa_score | OA | TE (in secs) |
|--------|------------|-----------|---------|-------------|----|--------------|
| DT     | RUS        | 78.92 ± 1.16 | 43.2 ± 1.55 | 48.35 ± 2.9 | 15.29 ± 1.57 | 42.96 ± 1.85 | 0.818 |
|        | Tomek      | 78.76 ± 2.81 | 79.17 ± 1.14 | 78.99 ± 2.88 | 36.7 ± 1.26 | 79.13 ± 1.79 | 3.185 |
|        | NCL        | 79.82 ± 1.46 | 81.79 ± 2.49 | 80.36 ± 1.77 | 39.89 ± 1.86 | 82.51 ± 2.35 | 2.588 |
|        | ENN        | 79.38 ± 2.85 | 81.53 ± 1.71 | 79.78 ± 2.13 | 39.82 ± 2.86 | 81.69 ± 1.91 | 2.566 |
| ET     | RUS        | 83.24 ± 2.33 | 44.17 ± 2.06 | 48.14 ± 2.15 | 17.74 ± 1.15 | 44.06 ± 2.5 | 11.806 |
|        | Tomek      | 84.4 ± 2.39  | 85.53 ± 2.64 | 83.22 ± 2.91 | 42.91 ± 2.15 | 85.49 ± 1.84 | 14.223 |
|        | NCL        | 83.87 ± 1.59 | 84.96 ± 1.93 | 82.57 ± 1.28 | 42.25 ± 2.88 | 84.92 ± 2.2 | 13.34 |
|        | ENN        | 82.83 ± 1.8  | 84.11 ± 1.91 | 81.36 ± 2.98 | 37.48 ± 1.49 | 84.13 ± 1.81 | 13.806 |
| RF     | RUS        | 83.36 ± 2.52 | 43.2 ± 1.51  | 47.17 ± 1.63 | 17.16 ± 1.79 | 43.16 ± 2.71 | 23.161 |
|        | Tomek      | 84.19 ± 1.31 | 85.33 ± 1.05 | 83.12 ± 1.17 | 43.17 ± 1.82 | 85.29 ± 2.17 | 28.126 |
|        | NCL        | 83.75 ± 1.55 | 84.91 ± 2.43 | 82.7 ± 2.23  | 42.84 ± 2.25 | 84.97 ± 2.67 | 27.781 |
|        | ENN        | 82.81 ± 2.1  | 84.12 ± 1.68 | 81.43 ± 1.75 | 38.27 ± 1.56 | 84.1 ± 2.17  | 27.765 |
| RoF    | RUS        | 85.3 ± 1.38  | 47.71 ± 2.68 | 49.28 ± 2.9  | 18.85 ± 1.96 | 46.85 ± 1.16 | 17.298 |
|        | Tomek      | 85.33 ± 1.22 | 85.95 ± 1.64 | 85.81 ± 2.47 | 46.24 ± 1.09 | 89.92 ± 2.11 | 23.064 |
|        | NCL        | 84.02 ± 1.8  | 85.49 ± 1.29 | 83.69 ± 2.27 | 45.87 ± 2.26 | 87.81 ± 2.32 | 21.873 |
|        | ENN        | 82.91 ± 1.57 | 84.8 ± 2.38  | 82.24 ± 1.6  | 39.97 ± 2.78 | 87.03 ± 1.84 | 20.09 |

(2) Effect of Undersampling. Table 4 describes the comparison between the tree-based classifier model performances due to the oversampling of the data. It is imperative that TL achieves better results in all performance metrics for all classifiers, except for DT, where NCL attains the highest OA. RREF attains the highest accuracy of 95.84%, with an approximation of 1.33, slightly higher than RoF. Also, the total time consumed is maximum for TL for all the classifiers, especially for RoF.

(3) Effect of Hybrid Sampling. Table 5 compares the tree-based classifier model performances due to the hybrid sampling of the data. It can be inferred that SMOTE overcomes the limitations of Tomek, achieving better results in all performance metrics for all classifiers. RoF attains the highest accuracy of 82.74%, with an approximation of 2.16, slightly higher than RoF. Also, the total time consumed is maximum for SMOTE over Tomek for all the classifiers, especially for RoF.

4.3.2. For Salinas Valley Dataset

(1) Effect of Oversampling. Table 6 compares the tree-based classifier model performances due to the oversampling of the data. ADASYN achieves better results in all performance metrics for all classifiers. RREF attains the highest accuracy of 95.84%, with an approximation of 1.33, slightly higher than RoF. Also, the total time consumed is maximum for ADASYN for all the classifiers, especially for RoF.

(2) Effect of Undersampling. Table 7 describes the comparison between the tree-based classifier model performances due to the undersampling of the data. It is imperative that TL achieves better results in all performance metrics for all classifiers. RREF attains the highest accuracy of 95.41%, with an approximation of 1.5, which is slightly higher than RREF. Also, the total time consumed is maximum for TL for all the classifiers, especially for RoF.
Table 8 describes the comparison between the tree-based classifier model performances due to the hybrid sampling of the data. It can be inferred that SMOTE-Tomek achieves better results in all performance metrics for all classifiers. RoF attains the highest accuracy of 94.89%, with an approximation of 2.24, which is slightly higher than RoF. Also, the total time consumed is maximum for SMOTE-Tomek for all the classifiers, especially for RoF.

**Figure 4**: OA% comparison between SMOTE and ADASYN associated with the tree-based ensemble classifiers for IP, SV, and PU datasets.

**Figure 5**: OA% comparison between TL and NCL associated with the tree-based ensemble classifiers for IP, SV, and PU datasets.
4.3.3. For Pavia University Dataset

(1) Effect of Oversampling. Table 9 depicts the comparison between the tree-based classifier model performances due to the oversampling of the data. It is evident that SMOTE achieves better results in all performance metrics for all classifiers. RoF attains the highest accuracy of 91.89%, with an approximation of 1.45, which is slightly higher than RoF. Also, the total time consumed is maximum for ADASYN for all the classifiers, especially for RoF.

(2) Effect of Undersampling. Table 10 describes the comparison between the tree-based classifier model performances due to the oversampling of the data. It is imperative that TL achieves better results in all performance metrics for all classifiers, except for DT, where ENN attains the highest OA. RoF attains the highest accuracy of 89.91%, with an approximation of 1.34, which is slightly higher than RREF. Also, the total time consumed is maximum for TL for all the classifiers, especially for RoF.

(3) Effect of Hybrid Sampling. Table 11 describes the comparison between the tree-based classifier model performances due to the hybrid sampling of the data. It can be inferred that SMOTETomek achieves better results in all performance metrics for all classifiers. RREF attains the highest accuracy of 85.83%, with an approximation of 2.32, which is slightly higher than RoF. Also, the total time consumed is maximum for SMOTETomek for all the classifiers, especially for RoF.

4.3.4. Comprehensive Discussion. The total number of land cover pixels in each band of the IP, SV, and PU datasets is 10249, 54129, and 42776, respectively. Also, SV represents a valley scene, whereas the others represent urban sites. From the tables above, certain inferences can be drawn. As an oversampling technique, SMOTE stands out to be best for IP and PU datasets, but for SV, ADASYN produces the best result throughout all classifiers. SMOTE and ADASYN achieve better outcomes for all the datasets than other
oversampling methods. Figure 4 depicts the graphical comparison of the performances of SMOTE and ADASYN in terms of OA%. TL is the best technique for achieving good results for the HS datasets for the undersampling approach. The statistics for NCL have been closer to the outcomes of TL, although it has outperformed TL with DT classifier for all the datasets. Figure 5 represents the performance comparison between TL and NCL based on OA%. SMOTETomek has surpassed SMOTEENN in all aspects of performance for all the datasets.

Figures 6–8 represent all EM data plotted in graphs to understand better the effects of resampling techniques on the HS datasets, viz. IP, SV, and PU. The blue, red, and green curves represent the oversampling, undersampling, and hybrid sampling technique that produces a better result than other resampling techniques. We can infer the more appropriate strategy for further research from these graphical illustrations. Figures 6(a)–6(e) show that the PEMs, viz. precision, recall, F-score, kappa, and OA of the oversampling techniques with the classifier RREF, are the highest for the IP dataset, whereas DT is the least impactful. For hybrid sampling, RoF achieves the best overall PEM scores. The SV dataset obtains the best outcome in oversampling and RREF, whereas there is only a little difference between the performance measures, statistically, that dwells between RoF and RREF. The same scenario applies to the PU dataset in terms of PEMs, as shown in Figures 7(a)–7(e). For the IP dataset, represented by Figures 8(a)–8(e), with the lowest dimension containing less spectral resolutions, RREF performs best for oversampling and undersampling, but RoF stands out in hybrid sampling. The other two datasets, SV and PU, have higher dimensions enriched with more differentiative spectral features. When they undergo undersampling or hybrid sampling, RoF makes the most corrective decisions. These figures conclude that DT, a simple and basic tree-based ensemble classifier, produces the least accuracy for all datasets. However, RREF is an ensemble of two efficient and state-of-art tree-based ensemble classifiers. It generates maximum OA for all datasets associated with the oversampling techniques, SMOTE and ADASYN, and the undersampling technique, TL. However, hybrid sampling is found to be more compatible with RoF.

![Graphical Comparison](image_url)
The calculation and comparison of elapsed time for executing the entire training system, i.e., the time complexity, also play a vital role. This comparison is graphically illustrated in Figure 9 as a 3D bar chart. The figure shows that hybrid sampling is the amalgamation of an oversampler, and an undersampler holds a more complex structure and takes the highest time to build the model. Finally, the order is followed by undersampling strategies whose elapsed time is least due to the deletion of linked neighborhood data samples. This order is thoroughly followed irrespective of the type of the applied tree-based ensemble classifier.

The comparison between the elapsed time with units in seconds is also inevitable for the different ensemble tree-based classifiers we used in our work. The order of increment in time of execution for those classifier models is consistent: DT < ET < RF < RREF << RoF. According to the previous discussion, RREF and RoF provide the best outcomes for all the resampling strategies. The time taken by RoF is at most 136.85 times (undersampling in IP) and at least 32.12 times (hybrid sampling in PU) higher than RREF. The other TE (in secs) ratios for RREF and RoF, as shown in Figure 9, lie within the said range.

The entire study summarizes that oversampling strategies are more compatible with hyperspectral images as they are more consistent than undersampling and hybrid sampling strategies. Oversampling provides the creation of new synthetic instances that inevitably regenerate the existing dataset and bring in a balance between the samples of major and minor classes. Due to the overpopulation of the samples, the dataset does not suffer from the lack of labeled data, and no feature or information is lost, which is an issue in undersampling. The fully balanced dataset is then fed to the tree-based ensemble classifier models as input. The decision trees are made in equilibrium with the balanced samples and produce elementary decisions. Those decision outcomes are passed into forests, and the averaged classification result is ultimately obtained. However, from Tables 2, 5, and 8, we found that SMOTE is mostly better than ADASYN when the ratio of class imbalance is high. This is due to the SMOTE-augmented minority class overall anticipated value being the same as the original minority class expected value, but its variance is lower. As a result, SMOTE has little effect on classifiers that use mean values and total variances to
determine categorization rules. ADASYN is also helpful in reducing the learning bias caused by the data distribution of the original imbalanced dataset. The disadvantage of ADASYN over SMOTE is that the procedure is more complex and time-consuming due to its adaptive nature. Additionally, the contrasts are found to be minor between the PEMs derived by RREF and RoF as tree-based ensemble classifier models with each of the oversampling, undersampling, and hybrid sampling procedures. Finally, we can say that the classifier RREF, in combination with the oversampling algorithms such as SMOTE and ADASYN, is capable of producing outstanding classification results for balanced hyperspectral datasets.

5. Conclusion

Data imbalance has been a delicate issue in big data scenarios with enormous and high-dimensional data. Due to imbalance, classifiers suffer from low accuracy and quality. In our work, we have offered a brilliant study of comparison between the effects of oversampling, undersampling, and hybrid sampling on three highly imbalanced hyperspectral datasets. Furthermore, we rely on the fact presented by previous researchers that the tree-based ensemble classifiers are more useful when the data samples belonging to different classes are nearly balanced. As an effect, we have incorporated a handful of eminent ensemble tree strategies that have achieved remarkable outcomes. For building our models for each resampling strategy and the individual classifier, we executed 50 models for each dataset. For all HS datasets, our findings revealed that in oversampling, SMOTE and ADASYN, while in undersampling, Tomek Links, and in hybrid sampling, SMOTETomek techniques are more compatible with RoF and RREF. Practically and experimentally, oversamplers achieve higher performance statistics than other resampling techniques as they sustain and sometimes add further features for better classification. On the other hand, in undersampling and hybrid sampling, there is a provision for removing redundant data from major classes, which sometimes may lead to loss of information, which affects the classification performance abruptly. Furthermore, there is enough scope to improve all the sampling strategies to become compatible with voluminous real-life datasets for robust applicabilities.

As a limitation to our present work, we can list specific points: (1) the classifiers used need to be cross-validated to produce more optimized outcomes; (2) a limited number of resampling techniques are used with limited hyperparameters; and (3) the computation and time complexity are high. In the future, we plan to incorporate recently developed variants of SMOTE and ADASYN along with more efficient forest ensembles. Also, we will try to explore the TL and its possibility of being optimized to achieve a more accurate outcome.
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HS: Hyperspectral
HSI: Hyperspectral image
References

[1] M. J. Khan, H. S. Khan, A. Yousaf, K. Khurshid, and A. Abbas, “Modern trends in hyperspectral image analysis: a review,” IEEE Access, vol. 6, pp. 14118–14129, 2018.

[2] M. E. Paoletti, J. M. Haut, J. Plaza, and A. Plaza, “Deep learning classifiers for hyperspectral imaging: a review,” ISPRS Journal of Photogrammetry and Remote Sensing, vol. 158, pp. 279–317, 2019.

[3] P. Ghamisi, N. Yokoya, J. Li et al., “Advances in hyperspectral image and signal processing: a comprehensive Overview of the state of the art,” IEEE Geoscience and Remote Sensing Magazine, vol. 5, no. 4, pp. 37–78, 2017.

[4] A. Signoroni, M. Savardi, A. Baronio, and S. Benini, “Deep learning meets hyperspectral image analysis: a Multidisciplinary review,” Journal of Imaging, vol. 5, no. 5, p. 52, 2019.

[5] Y. Li, H. Guo, L. Xiao, L. Yanan, and L. Jinling, “Adapted ensemble classification algorithm based on multiple classifier system and feature selection for classifying multiclass imbalanced data,” Knowledge-Based Systems, vol. 94, pp. 88–104, 2016.

[6] H. Kaur, H. S. Pannu, and A. K. Malhi, “A Systematic review on imbalanced data challenges in machine learning,” ACM Computing Surveys, vol. 52, no. 4, pp. 1–36, 2020.

[7] H. Ali, M. N. Mohd Salleh, R. Saedadin, K. Hussain, and M. F. Musthag, “Imbalance class problems in data mining: a review,” Indonesian Journal of Electrical Engineering and Computer Science, vol. 14, no. 3, p. 1552, 2019.

[8] K. Madasamy and M. Ramaswami, “Data imbalance and classifiers: impact and Solutions from a big data Perspective,” International Journal of Computational Intelligence Research, vol. 13, pp. 2267–2281, 2017.

[9] G. Haixiang, L. Yijing, J. Shang, G. Mingyun, H. Yuan Yue, and G. Bing, “Learning from class-imbalanced data: review of methods and applications,” Expert Systems with Applications, vol. 73, pp. 220–239, 2017.

[10] K. Pradeep, B. Roheet, G. Kuntal, and B. Anurag, “Classification of imbalanced data: review of methods and applications,” IOP Conference Series: Materials Science and Engineering, vol. 1099, Article ID 012077, 2021.

[11] D. K. Pathak, S. Kumar Kalita, and D. K. Bhattacharya, “Classification of hyperspectral image using ensemble learning methods: A comparative study,” in Proceedings of the 2020 IEEE 17th India Council International Conference (INDICON), pp. 1–6, New Delhi, India, December 2020.

[12] J. R. Quinlan, “Induction of decision trees,” Machine Learning, vol. 1, no. 1, pp. 81–106, 1986.

[13] T. K. Ho, ”Random decision forests (PDF),” in Proceedings of the 3rd International Conference on Document Analysis and Recognition, pp. 278– 282, Montreal, Canada, August 1995.

[14] J. Ham, Y. Yangchi Chen, M. M. Crawford, and J. Ghosh, “Investigation of the random forest framework for classification of hyperspectral data,” IEEE Transactions on Geoscience and Remote Sensing, vol. 43, no. 3, pp. 492–501, 2005.

[15] P. Geurts, D. Ernst, and L. Wehenkel, “Extremely randomized trees,” Machine Learning, vol. 63, no. 1, pp. 3–42, 2006.

[16] J. J. Rodriguez, L. I. Kuncheva, and C. J. Alonso, “Rotation forest: a new classifier ensemble method,” Journal of Machine Learning Research, vol. 17, no. 1, pp. 1619–1630, 2016.

[17] R. Blaser and P. Fryzkiewicz, “Random rotation ensembles,” Journal of Machine Learning Research, vol. 17, no. 1, pp. 126–151, 2016.

[18] G. Menardi and N. Torelli, “Training and assessing classification rules with imbalanced data,” Data Mining and Knowledge Discovery, vol. 28, no. 1, pp. 92–122, 2014.

[19] N. V. Chawla, K. W. Bowyer, L. O. Hall, and W. P. Kegelmeyer, “Smote: synthetic minority over-sampling technique,” Journal of Artificial Intelligence Research, vol. 16, no. 1, pp. 321–357, 2002.

[20] H. Han, W.-Y. Wang, and B.-H. Mao, “Borderline-SMOTE: A new over-sampling method in imbalanced data sets learning,” Lecture Notes in Computer Science, vol. 3644, pp. 878–887, 2005.

[21] H. Haibo He, B. Yang Bai, E. A. Garcia, and S. Shukao Li, “ADASYN: adaptive synthetic sampling approach for imbalanced learning,” in Proceedings of the 2008 IEEE International Joint Conference on Neural Networks (IEEE World Congress on Computational Intelligence), pp. 1322–1328, Hong Kong, China, June 2008.

Data Availability

Publicly available data are used in this study.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

Jana Shafi would like to thank the Deanship of Scientific Research, Prince Sattam bin Abdul Aziz University, for supporting this work. This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korean Government (MSIT) (No. 2022R1C1C1004590).
[22] J. Prusa, T. M. Khoshgoftaar, D. J. Dittman, and A. Napolitano, "Using random undersampling to Alleviate class imbalance on Tweet Sentiment data," in *Proceedings of the 2015 IEEE International Conference on Information Reuse and Integration*, pp. 197–202, San Francisco, CA, USA, August 2015.

[23] I. Tomek, "Two modifications of CNN," *IEEE Transactions on Systems, Man, and Cybernetics*, vol. 6, pp. 769–772, 1976.

[24] J. Laurikka, "Improving identification of difficult small classes by balancing class distribution," in *Proceedings of the 8th Conference on AI in Medicine in Europe: Artificial Intelligence Medicine*, pp. 63–66, Springer, Cascais, Portugal, July 2001.

[25] D. L. Wilson, "Asymptotic Properties of nearest neighbor classification," *IEEE Transactions on Systems, Man, and Cybernetics*, vol. SMC-2, no. 3, pp. 408–421, 1972.

[26] G. Batista, B. Bazzan, and M. Monard, "Balancing training data for Automated Annotation of Keywords: a case study," in *Proceedings of the II Brazilian Workshop on Bioinformatics*, Macaé, Brazil, December 2003.

[27] G. E. A. P. A. Batista, R. C. Prati, and M. C. Monard, "A study of the behavior of several methods for balancing machine learning training data," *ACM Sigkd Indianapolis Newsletter*, vol. 6, no. 1, pp. 20–29, 2004.

[28] A. Sonak and R. A. Patankar, "A Survey on methods to handle imbalance dataset," *International Journal of Computer Science and Mobile Computing*, vol. 4, no. 11, pp. 338–343, 2015.

[29] Y. Pang, Z. Chen, L. Peng, C. Zhao, and K. Ji, "A signature-based Assistant random oversampling method for intelligent system class imbalance," in *Proceedings of the 2019 18th IEEE International Conference On Trust, Security And Privacy In Computing And Communications 13th IEEE International Conference On Big Data Science And Engineering (BigCom BigDataSE)*, pp. 256–263, Rotorua, New Zealand, August 2019.

[30] R. C. Bhagat and S. S. Patil, "Enhanced SMOTE algorithm for classification of imbalanced big-data using Random Forest," in *Proceedings of the 2015 IEEE International Advance Computing Conference (IAACC)*, pp. 403–408, Bangalore, India, June 2015.

[31] S. Harjai, S. K. Khatri, and G. Singh, "Detecting Fraudulent insurance claims using random forests and synthetic minority oversampling technique," in *Proceedings of the 2019 4th International Conference on Information Systems and Computer Networks (ISCON)*, pp. 123–128, Mathura, India, November 2019.

[32] L. K. Xin and N. b. A. Rashid, "Prediction of depression among women using random oversampling and random forest," in *Proceedings of the 2021 International Conference of Women in Data Science at Taiff University* (WiDSTaiff), pp. 1–5, 2021.

[33] T. Lee, M. Kim, and S.-P. Kim, "Data augmentation effects using borderline-SMOTE on classification of a P300-based BCI," in *Proceedings of the 2020 8th International Winter Conference on Brain-Computer Interface (BCI)*, pp. 1–4, Taif, Saudi Arabia, March 2020.

[34] Y. Chen, R. Chang, and J. Guo, "Effects of data augmentation method borderline-SMOTE on emotion recognition of EEG signals based on convolutional neural network," *IEEE Access*, vol. 9, pp. 47491–47502, 2021.

[35] W. Feng, G. Dauphin, W. Huang et al., “Dynamic synthetic minority over-sampling technique-based rotation forest for the classification of imbalanced hyperspectral data,” *Ieee Journal of Selected Topics in Applied Earth Observations and Remote Sensing*, vol. 12, no. 7, pp. 2139–2169, 2019.

[36] Y. Quan, X. Zhong, W. Feng, J. C.-W. Chan, Q. Li, and M. Xing, "SMOTE-based weighted Deep rotation forest for the imbalanced hyperspectral data classification," *Remote Sensing*, vol. 13, no. 3, p. 464, 2021.

[37] Z. Hu, L. Wang, L. Qi, Y. Li, and W. Yang, "A novel wireless network intrusion detection method based on adaptive synthetic sampling and an improved convolutional neural network," *IEEE Access*, vol. 8, pp. 195741–195751, 2020.

[38] Z. Chen, L. Zhou, and W. Yu, "ADASYN-random forest based intrusion detection model," 2021, https://arxiv.org/abs/2105.04301.

[39] T. Hasanin and T. Khoshgoftaar, "The effects of random undersampling with Simulated class imbalance for big data," in *Proceedings of the 2018 IEEE International Conference on Information Reuse and Integration (IRI)*, pp. 70–79, Salt Lake City, UT, USA, July 2018.

[40] T. Hasanin, T. M. Khoshgoftaar, J. Leevy, and N. Seliya, "Investigating random undersampling and feature selection on bioinformatics big data," in *Proceedings of the 2019 IEEE Fifth International Conference on Big Data Computing Service and Applications (BigDataService)*, pp. 346–356, Newark, CA, USA, April 2019.

[41] D. Devi, S. K. Biswas, and B. Purkayastha, "Reducancy-driven modified Tomek-link based undersampling: a solution to class imbalance," *Pattern Recognition Letters*, vol. 93, pp. 3–12, 2017.

[42] A. T. Elhassan, M. Aljourf, F. Al-Mohanna, and M. Shoukri, "Classification of imbalance data using Tomek link (T-Link) combined with random Under-sampling (RUS) as a data reduction method," *Global Journal of Technology and Optimization*, vol. 01, no. S1, 2016.

[43] M. Kamaladevi, V. Venkataraman, and K. R. Sekar, "Tomek link undersampling with stacked ensemble classifier for imbalanced data classification," *Annals of the Romanian Society for Cell Biology*, vol. 25, no. 4, 2021, https://www.annalsoforscb.ro/index.php/journal/article/view/2751.

[44] Y. Feng Liu and F. Liu, "SMOTE-NCL: a re-sampling method with filter for network intrusion detection," in *Proceedings of the 2016 2nd IEEE International Conference on Computer and Communications (ICCC)*, pp. 1157–1161, Chengdu, China, October 2016.

[45] P. Gulati, Hybrid Resampling Technique to Tackle the Imbalanced Classification Problem, Research Square, Durham, North Carolina, 2020.

[46] M. Zeng, B. Zou, F. Wei, X. Liu, and L. Wang, "Effective prediction of three common diseases by combining SMOTE with Tomek links technique for imbalanced medical data," in *Proceedings of the 2016 IEEE International Conference of Online Analysis and Computing Science (ICOACS)*, pp. 225–228, Chongqing, China, May 2016.

[47] M. S. A. b. Alias, N. B. Ibrahim, and Z. B. M. Zin, "Improved sampling data Workflow using Smtmk to increase the classification accuracy of imbalanced dataset," *European Journal of Molecular & Clinical Medicine*, vol. 8, no. 2, pp. 91–99, 2021.

[48] S. Sawangarereak and P. Thanathameth, "Random forest with sampling techniques for handling imbalanced prediction of university student depression," *Information*, vol. 11, no. 11, p. 519, 2020.

[49] T. Lu, Y. Huang, W. Zhao, and J. Zhang, "The Metering AID System based intrusion detection using random forest classifier with SMOTE+ENN," in *Proceedings of the 2019 IEEE 7th International Conference on Computer Science*.
[50] A. Keller and A. Pandey, “SMOTE and ENN based XGBoost prediction model for Parkinson’s disease detection,” in Proceedings of the 2021 2nd International Conference on Smart Electronics and Communication (ICOSEC), pp. 839–846, Trichy, India, October 2021.

[51] Y. Zhang, G. Cao, and X. Li, “Multiview-based random rotation ensemble pruning for hyperspectral image classification,” IEEE Transactions on Instrumentation and Measurement, vol. 70, pp. 1–14, 2021.

[52] EHU, “Hyperspectral Remote sensing scenes,” 2020, http://www.ehu.eus/ccwintco/index.php?title=Hyperspectral_Remote_Sensing_Scenes.

[53] A. I. Champa, M. F. Rabbi, S. M. Mahedy Hasan, A. Zaman, and M. H. Kabir, “Tree-based classifier for hyperspectral image classification via hybrid technique of feature reduction,” in Proceedings of the 2021 International Conference on Information and Communication Technology for Sustainable Development (ICICT4SD), pp. 115–119, Dhaka, Bangladesh, February 2021.

[54] S. Piramuthu and M. J. Shaw, “On using decision tree as feature selector for feedforward neural networks,” in Proceedings of the International Symposium on Integrating Knowledge and Neural Heuristics, pp. 67–74, Pensacola, Florida, May 1994.