The Strongly Coupled Electron Liquid: \textit{ab initio} Path Integral Monte Carlo Simulations and Dielectric Theories
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The strongly coupled electron liquid provides a unique opportunity to study the complex interplay of strong coupling with quantum degeneracy effects and thermal excitations. To this end, we carry out extensive \textit{ab initio} path integral Monte Carlo (PIMC) simulations to compute the static structure factor, interaction energy, density response function, and the corresponding static local field correction in the range of $20 \leq r_s \leq 100$ and $0.5 \leq \theta \leq 4$. We subsequently compare these data to several dielectric approximations, and find that different schemes are capable to reproduce different features of the PIMC results at certain parameters. Moreover, we provide a comprehensive data table of interaction energies and compare those to two recent parametrizations of the exchange-correlation free energy, where they are available. Finally, we briefly touch upon the possibility of a charge-density wave. The present study is complementary to previous investigations of the uniform electron gas in the warm dense matter regime and, thus, further completes our current picture of this fundamental model system at finite temperature. All PIMC data are available online.

I. INTRODUCTION

The uniform electron gas (UEG), often denoted as jellium or quantum one-component plasma, is one of the most important and fundamental model systems in physics and beyond \cite{1,2}. For example, the UEG has facilitated key insights such as Fermi liquid theory \cite{3}, the quasi-particle picture of collective excitations \cite{4}, and the currently prevailing theory of superconductivity \cite{5}. In addition, it offers a plethora of remarkably rich physical effects, such as the emergence of a charge-density wave (CDW) \cite{6-8} or spin-density wave \cite{9}, Wigner crystallization at low density \cite{10-14}, and an incipient excitonic mode \cite{15-18}.

Moreover, it was only the availability of accurate parametrizations of the zero-temperature properties of the UEG \cite{19-24} based on quantum Monte Carlo (QMC) simulations \cite{11,25-28}, which allowed for the possibly unrivaled success of density functional theory (DFT) regarding the description of real materials \cite{29,30}.

While most of these studies have been limited to the ground state, the recent interest in matter under extreme conditions has led to a spark of activity towards the description of the UEG at finite temperature \cite{31-37}. Of particular importance is the so-called warm dense matter (WDM) regime, which is defined in terms of two characteristic parameters that are both of the order of one \cite{38,39}: i) the density parameter (also denoted as quantum coupling parameter or Wigner-Seitz radius) $r_s = \tau/a_B$, with $\tau$ and $a_B$ being the average interparticle distance and first Bohr radius, and ii) the degeneracy temperature $\theta = k_B T/E_F$, where $E_F$ denotes the usual Fermi energy \cite{3}. These conditions occur in astrophysical objects like giant planets and brown dwarfs \cite{40-43} and are relevant for inertial confinement fusion \cite{44} applications. Moreover, WDM is nowadays routinely realized in experiments using different techniques, see Ref. \cite{45} for a topical review article.

Naturally, the extension of many-body simulation methods like DFT to WDM conditions relies on an accurate description of the UEG in this regime, which was achieved only recently \cite{34} on the basis of a combination of novel path integral Monte Carlo (PIMC) methods \cite{32,33,46-50}. While being an important milestone towards a complete description of the UEG, these studies focused on moderate coupling, i.e., $0 \leq r_s \leq 20$.

On the other hand, it is well known that the UEG forms an electron liquid with decreasing density. Despite being unaccessible to current experiments, this regime allows for a theoretical study of the intriguingly intricate interplay of quantum effects such as delocalization with strong Coulomb coupling and thermal excitations. This combination is predicted to give rise to complex phenomena such as an excitonic low-frequency mode \cite{15,16} and a CDW instability. In addition, the availability of accurate data for these conditions would provide a challenging benchmark for many-body approximations like dielectric theory.

To this end, we carry out extensive \textit{ab initio} path integral Monte Carlo simulations of the strongly coupled electron liquid for $20 \leq r_s \leq 100$ and $0.5 \leq \theta \leq 4$. In particular, we stress that the PIMC approach is capable to treat the complex interplay of all aforementioned effects without any approximations, and therefore constitutes the method of choice. This allows us to present the first unbiased data for the interaction energy $v$ for these parameters, which are complementary to previous studies \cite{34,51} and can be used to further complete our current picture of the UEG at finite temperature \cite{2,52}.

The second key objective of this paper is the study
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of the response of the electron liquid to an external harmonic perturbation. This question is typically investigated within the purview of dielectric theories, which give an approximate description of the local field correction and, thus, the density response function. More specifically, we consider the finite-temperature versions [53, 54] of the methods by Singwi-Tosi-Land-Sjölander (STLS) [55] and Vashista and Singwi (VS) [56], and a recently introduced improved approach by Tanaka [57]. These data are then compared to our new PIMC results, which allows us to unambiguously characterize the strengths and weaknesses of the different dielectric approximations for different quantities.

Finally, we discuss the possibility of a CDW instability, which, however, does not occur under the present conditions.

The paper is organized as follows: In Sec. II, we introduce the relevant theoretical background, starting with the PIMC method and its application to fermions (II A). In Sec. II B, we give an overview of linear response theory and introduce the relevant concepts and quantities, explain the three dielectric approximations studied in this work, and explain how the density response can be studied using PIMC. Sec. III is devoted to our simulation results, beginning with a discussion of PIMC data for different quantities (III A) and the extrapolation to the thermodynamic limit (TDL). We then compare our PIMC results to dielectric approximations regarding the static structure factor (III B), the interaction energy (III C), and the density response (III D). Finally, we investigate the possibility of a charge-density wave (III E) and introduce the relevant concepts and quantities, expected to dielectric approximations for different quantities.

II. THEORY

A. Path Integral Monte Carlo

Let us consider a system of \(N\) electrons in a cubic box with volume \(V = L^3\) at an inverse temperature \(\beta = 1/T\), i.e., in thermodynamic equilibrium. Note that we restrict ourselves to the unpolarized case (i.e., an equal number of spin-up and -down electrons, \(N/2 = N_\uparrow = N_\downarrow\)), and we assume Hartree atomic units throughout this work. All thermodynamic expectation values of such a system are fully defined by the canonical partition function [2]

\[
Z = \frac{1}{N_\uparrow!N_\downarrow!} \sum_{\sigma_\uparrow \in S_{N_\uparrow}} \sum_{\sigma_\downarrow \in S_{N_\downarrow}} \text{sgn}^f(\sigma_\uparrow, \sigma_\downarrow) \int d\mathbf{R} \langle e^{-\beta \hat{H}} | \hat{\pi}_{\sigma_\uparrow} \hat{\pi}_{\sigma_\downarrow} \mathbf{R} \rangle ,
\]

where the double sum is carried out over all possible permutations \(\sigma_k\) from the respective permutation group \(S_{N_k}\), and \(\hat{\pi}_{\sigma_k}\) being the corresponding permutation operators. Of particular importance is the sign function \(\text{sgn}^f(\sigma_\uparrow, \sigma_\downarrow)\), which is positive (negative) for an even (odd) number of pair permutations of both spin-up and -down electrons. It is well known that the matrix elements of the density operator \(\hat{\rho} = e^{-\beta \hat{H}}\) are not suitable for a straightforward evaluation as the operators for the potential and kinetic energies, \(\hat{V}\) and \(\hat{K}\), do not commute,

\[
e^{-\beta \hat{H}} = e^{-\beta \hat{K}} e^{-\beta \hat{V}} + \mathcal{O}(\beta^2) .
\]

To overcome this obstacle, one can exploit a semi-group property of the density operator,

\[
e^{-\beta \hat{H}} = \prod_{\alpha=0}^{P-1} e^{-\epsilon \hat{H}} ,
\]

with \(\epsilon = \beta/P\), which allows us to transform Eq. (1) into the sum over \(P\) sets of particle coordinates, but at \(P\) times the temperature,

\[
Z = \frac{1}{N_\uparrow!N_\downarrow!} \sum_{\sigma_\uparrow \in S_{N_\uparrow}} \sum_{\sigma_\downarrow \in S_{N_\downarrow}} \text{sgn}^f(\sigma_\uparrow, \sigma_\downarrow) \int d\mathbf{R}_0 \cdots d\mathbf{R}_{P-1} \prod_{\alpha=0}^{P-1} \langle \mathbf{R}_\alpha \rangle e^{-\epsilon \hat{H}} | \hat{\pi}_P \mathbf{R}_{P+1} \rangle .
\]

Note that \(\hat{\pi}_P\) combines \(\hat{\pi}_{\sigma_\uparrow}\) and \(\hat{\pi}_{\sigma_\downarrow}\), and only acts on the final set of coordinates \(\mathbf{R}_P\). The crucial advantage of Eq. (4) is that the factorization error from Eq. (2) can be made arbitrarily small by increasing \(P\), and the partition function can finally be written as

\[
Z = \int d\mathbf{X} W(\mathbf{X}) ,
\]

with the meta-variable \(\mathbf{X} = (\mathbf{R}_0, \ldots, \mathbf{R}_{P-1})^T\) denoting a so-called configuration, and \(W(\mathbf{X})\) being the corresponding configuration weight, which is a function that can be readily evaluated.

This is illustrated in Fig. 1, where we show a configuration of \(N = 3\) particles in the \(x-y\)-plane for \(P = 6\). First and foremost, we note that each particle is now represented by an entire path of \(P\) particle coordinates in the imaginary time \(\tau \in [0, \beta]\), with \(\epsilon\) being the time-step. Moreover, the paths are closed, i.e., \(\mathbf{R}_0 = \mathbf{R}_P\), which reflects the definition of \(Z\) as the sum over diagonal elements. Finally, we mention the presence of a single pair permutation in this example, which results in a path comprised of two particles, and the sign function is negative, \(W(\mathbf{X}) < 0\).

The basic idea of the path integral Monte Carlo method [2, 59–62] is to randomly generate a Markov chain of configurations \(\mathbf{X}\) distributed according to \(P(\mathbf{X}) = W(\mathbf{X})/Z\) by using the celebrated Metropolis algorithm [63]. Unfortunately, this is not directly possible in the case of fermions, as a probability must not be negative. To circumvent this issue, we switch to the modified configuration space

\[
Z' = \int d\mathbf{X} |W(\mathbf{X})| ,
\]
where the paths are generated proportionally to the absolute value of the weight function. The exact fermionic expectation value of an arbitrary observable $A$ can then be obtained from

$$\langle \hat{A} \rangle = \frac{\langle \hat{A} \hat{S} \rangle}{\langle \hat{S} \rangle} ,$$

with $\hat{S} = W(\mathbf{X})/|W(\mathbf{X})|$ being the corresponding sign function.

The partial cancellation of positive and negative terms in Eq. (7) is the origin of the notorious fermion sign problem [64, 65] (FSP), which results in an exponential scaling with increasing system size $N$ and inverse temperature $\beta$, see Ref. [66] for an extensive topical discussion. More specifically, the denominator in Eq. (7), which is typically referred to simply as the average sign $S$, constitutes a direct measure for the degree of severity of the FSP, and simulations become unfeasible when $S \sim 10^{-3}$.

Regarding physical parameters, fermionic PIMC simulations break down when quantum degeneracy effects start to dominate, i.e., towards high density and low temperature. Consequently, there have recently appeared a number of new approaches to mitigate this issue, see Refs. [32–34, 36, 46–49, 67] for details, and Refs. [2, 37] for topical overviews and comparisons.

Since the present work is devoted to the study of the strongly correlated electron liquid, the standard PIMC method as introduced above is fully sufficient to obtain accurate results down to half the Fermi temperature. Still, even here we observe the exponential scaling of computation time, and we find average signs between $S = 0.01$ ($N = 34$, $r_s = 20$, and $\theta = 0.5$) and $S \approx 1$ at $r_s = 100$ and $\theta = 4$.

For completeness, we mention that all PIMC results have been obtained using a canonical adaption [68] of the worm algorithm introduced by Boninsegni et al. [69, 70].

B. Linear Response Theory

The basic idea of linear response theory is to apply a harmonic perturbation to the UEG and subsequently measure its response, i.e., the deviation to the unperturbed case. In particular, the perturbation amplitude $A$ must be sufficiently small such that all terms beyond a linear treatment in $A$ can be neglected. Since detailed and accessible introductions to LRT have been presented elsewhere [2, 3, 18], here will only repeat the most important relations.

1. Density response and structure factors

The central quantity of LRT is the density response function

$$\tilde{\chi}(q, \tilde{t}) = -i \langle [\hat{\rho}(q, t), \hat{\rho}(-q, t')] \rangle ,$$

with $\tilde{t} = t - t'$, which fully describes the effects of an, in general, dynamic perturbation on the total density of the system. Note that $\hat{\rho}(q, t)$ denotes the effects of an, in general, dynamic perturbation on the total density evaluated at a time $t$, and the expectation value in Eq. (8) has to be computed with respect to the unperturbed system. In addition, we mention that the density response only depends on the modulus on the wave vector, $q = |q|$ due to the homogeneity of the UEG. It is typically more convenient to work in frequency space, which leads to [3]

$$\chi(q, \omega) = \lim_{\eta \rightarrow 0} \int_{-\infty}^{\infty} d\tilde{t} e^{i(\omega - \eta)\tilde{t}} \tilde{\chi}(q, \tilde{t}) .$$

It is important to note that the static density response function $\chi(q)$ is defined as the static limit of Eq. (9),

$$\chi(q) = \lim_{\omega \rightarrow 0} \chi(q, \omega) ,$$

and, thus, describes the response to a time-independent perturbation, which is in contrast to the static structure factor $S(q)$, see Eq. (14) below.

Remarkably, $\chi(q, \omega)$ provides the complete information about all thermodynamic properties of the unperturbed system of interest. This can be seen from the well-known fluctuation–dissipation theorem,

$$S(q, \omega) = -\frac{\text{Im} \chi(q, \omega)}{\pi n (1 - e^{-\beta \omega})} .$$

which gives a straightforward relation to the dynamic structure factor $S(q, \omega)$. The latter is defined as the Fourier transform of the intermediate scattering function.
with \( z_l = 2\pi ilT \) being the so-called Matsubara frequencies, see Ref. [2] for a derivation.

The basic idea of the dielectric approximations is to express the unknown LFC as a functional of the static structure factor \( S(q) \), i.e., \( G(q) = G[S(q)] \). This results in a closed set of equation, which can be solved iteratively in the following way:

1. Compute the ideal response function \( \tilde{\chi}_0(q, z_l) \) for sufficiently large \( l \).
2. Compute \( \tilde{\chi}(q, z_l) \) via Eq. (17), use \( G(q) = 0 \) for the first iteration.
3. Compute \( S(q) \) via Eq. (19).
4. Use the new \( S(q) \) to compute the next iteration of \( G[S(q)] \).

These steps are then repeated until convergence is reached.

A particularly successful scheme was introduced by Singwi, Tosi, Land, and Sjölander (STLS) [55] by approximating the classical dynamic two-particle distribution function by a product ansatz of the form

\[
f_2(r_1, r_1, r_2, p_2) \approx f_1(r_1, p_1, t) f_1(r_2, p_2, t) g_{eq}(r_1 - r_2)
\]

with \( g_{eq}(r) \) being the pair distribution function in thermodynamic equilibrium, and \( r_k \) (\( p_k \)) denoting particle coordinates (momenta). This idea has subsequently been extended to finite temperature by Tanaka and co-workers [53, 74], and one finds the following expression for the LFC:

\[
G_{\rm STLS}(q) = -\frac{1}{n} \int_0^\infty \frac{dk}{(2\pi)^2} k^2 \left[ S(k) - 1 \right] 
\frac{[q^2 - k^2]}{4q} \log \left( \frac{(q + k)^2}{(q - k)^2} \right) + 1 \right] .
\]

Note that Eq. (21) [like Eqs. (23) and (24) below] does not depend on \( \omega \) and, thus, constitutes a static approximation, which is a direct consequence of the classical ansatz for \( f_2 \) in Eq. (20). A somewhat more sophisticated quantum mechanical derivation gives the quantum version of STLS (qSTLS) explored in Refs. [6, 7, 75–77].

The STLS approximation has been successfully applied both in the ground state and at finite temperature and is known to give remarkably accurate results for the interaction energy \( v \) [2]. On the other hand, it strongly violates the compressibility sum-rule [54], which gives an exact relation between the long-wavelength limit of \( G(q, 0) \) and the partial derivative of \( f_{\rm sc} \) with respect to the density \( n \),

\[
\lim_{q \to 0} G(q, 0) = -\frac{q^2}{4\pi n} \frac{\partial^2}{\partial n^2} (n f_{\rm sc}) .
\]

More specifically, the l.h.s. of Eq. (22) as obtained from Eq. (21) does not agree with the r.h.s. computed via the adiabatic connection formula Eq. (16).
To overcome this shortcoming, Vashista and Singwi (VS) [56] proposed a modified expression for $G(q, 0)$,

$$G_{VS}(q, 0) = \left(1 + a_n \frac{\partial}{\partial n}\right) G_{STLS}(q, 0) \quad ,$$

where the free parameter $a$ is chosen such that Eq. (22) is exactly satisfied. This idea was later extended to finite temperature by Stolzmann and Rösl [78] and, more rigorously, by Sjostrom and Dufty [54], who found that the free parameter must depend both on density and temperature, i.e., $a = a(r_s, \theta)$. Interestingly, it was found that the incorporation of the exact physical relation Eq. (22) leads to an overall decreased accuracy in other thermodynamic properties like the static structure factor, pair distribution function, or interaction energy in the warm dense matter regime [2].

The last dielectric approximation to be considered in this work is the recent scheme by Tanaka [57], which was derived from the hypernetted-chain (HNC) equations. More specifically, the HNC method is well known to accurately reproduce exact molecular dynamics results even for strongly coupled classical systems [79]. Therefore, this new relation for the LFC,

$$G_{HNC}(q, 0) = G_{STLS}(q, 0) + \frac{1}{n} \int \frac{dk}{(2\pi)^3} \frac{k \cdot q}{k^2}$$

$$\left[S(q - k) - 1\right] \left[G(k, 0) - 1\right] \left[S(k) - 1\right] \quad ,$$

is expected to constitute a significant improvement over STLS in particular in the electron liquid regime that is considered in the present work.

3. PIMC approach to the static density response

The first quantum Monte Carlo results for the static density response function and local field correction in the ground state have been obtained by simulating a harmonically perturbed, inhomogeneous electron gas and subsequently measuring the effect of the perturbation on an observable like the total energy [25, 80–82]. This idea was recently extended by Dornheim, Groth, and co-workers to the finite-temperature permutation blocking PIMC [83] and configuration PIMC [84] methods, which has allowed for the first reliable benchmarks of the static LFC in the warm dense matter regime. While being in principle exact, this approach is computationally very involved as one has to carry out multiple simulations with different perturbation amplitudes $A$ for each single wave number $q$.

In contrast, the standard PIMC method introduced above allows to obtain the entire $q$-dependence of both $\chi(q)$ and $G(q)$ from a single simulation of the unperturbed electron gas when the sign problem is not too severe. In this context, the key quantity is given by imaginary-time density–density correlation function

$$F(q, \tau) = \frac{1}{N} \langle \rho(q, \tau) \rho(-q, 0) \rangle \quad ,$$

which corresponds to the intermediate scattering function Eq. (12) evaluated at an argument $\tau \in [0, \beta]$. Eq. (25) can be straightforwardly evaluated within a PIMC simulation [85, 86] and is of high importance for different applications. For example, it is directly connected to the dynamic structure factor $S(q, \omega)$ via a Laplace transform,

$$F(q, \tau) = \int_{-\infty}^{\infty} d\omega \ S(q, \omega)e^{-\tau\omega} \quad ,$$

which can be used as the starting point for a so-called analytic continuation. While being notoriously difficult [87], such a reconstruction of a dynamic property based on PIMC data obtained in the thermodynamic equilibrium constitutes a valuable alternative to a direct propagation in real time, which typically rely on an uncontrolled, perturbative treatment of exchange-correlation effects. In particular, the numerical inversion of Eq. (26) has recently allowed to obtain the first accurate data for $S(q, \omega)$ for the UEG in the warm dense matter regime [17, 18].

For the present purposes, we use Eq. (25) as input for the imaginary-time version of the fluctuation–dissipation theorem [80],

$$\chi(q) = -n \int_0^\beta d\tau \ F(q, \tau) \quad ,$$

which states that the density response of the perturbed system can be obtained as a simple one-dimensional integral over the correlation function computed for the unperturbed case. The corresponding PIMC results for the static LFC are subsequently computed by solving Eq. (17) for $G$, i.e.,

$$G(q) = 1 - \frac{q^2}{4\pi} \left(\frac{1}{\chi(0)} - \frac{1}{\chi(q)}\right) \quad .$$

III. RESULTS

A. PIMC data and finite-size effects

In the following section, we give some practical remarks regarding our PIMC simulations of the electron liquid, with a particular focus on the finite system size. A more detailed discussion of the physical properties is postponed until Secs. III B–III E.

The PIMC method as introduced in Sec. II A is formulated in the canonical ensemble and, consequently, allows for simulations with a finite system size $N$. For realistic applications, however, we are interested in the properties of the electron gas in the thermodynamic equilibrium limit, i.e., for the limit of an infinite number of electrons, but at a constant density $\rho_s$. For example, the corresponding TDL of the interaction energy is defined as

$$v = \lim_{N \to \infty} \left. \frac{V_N}{N} \right|_{r_s} \quad ,$$

where
with $V_N$ being the total interaction energy obtained from a PIMC simulation, and the deviation between $v$ and $V_N/N$ is commonly known as the finite-size error \cite{33, 88–91}. This issue is investigated in Fig. 2 at the Fermi temperature for $r_s = 20$ (top), $r_s = 50$ (center), and $r_s = 100$ (bottom). At $r_s = 20$, the raw PIMC data (blue squares) exhibit finite-size errors of the order of $\Delta V/V \sim 10^{-3}$, and $V_N/N$ is exactly reproduced by a linear fit (solid black line). The reason for this behavior was first reported by Chiesa et al. \cite{89} in the context of ground-state QMC simulations, and recently studied for the finite temperature case as well \cite{31, 33}: for a finite number of particles $N$, the continuous integral in Eq. (15) has to be replaced by a discrete sum over reciprocal lattice vectors. Since the static structure factor $S_N(q)$ is known to only weakly depend on $N$ (cf. Fig. 3), the finite-size error can be viewed as a simple discretization error, and the dominant contribution comes from the $q = 0$ term, which is completely omitted for finite $N$. Since the exact $q \rightarrow 0$ limit is known exactly from the perfect screening sum-rule \cite{92},

$$S_0(q) = \frac{g^2}{2\omega_p} \coth \left( \frac{\beta\omega_p}{2} \right), \quad (30)$$

one can derive a corresponding finite-size correction as \cite{31}

$$\Delta V(N) = \frac{\omega_p}{4N} \coth \left( \frac{\beta\omega_p}{2} \right). \quad (31)$$

Indeed, Eq. (31) does predict a linear dependence of $V_N/N$ on $1/N$, and adding the correction to our PIMC data (red crosses) completely removes the finite-size errors, and the resulting data points are perfectly reproduced by a constant fit (dashed grey line). To further verify the validity of the theory behind Eq. (31), we investigate the system-size dependence of $S_N(q)$ in Fig. 3. The top panel again shows results for $r_s = 20$ for $N = 14$ (blue squares), $N = 34$ (green diamonds), and $N = 66$ (red crosses) unpolarized electrons. While the PIMC data are available on different $q$-points, which is due to the momentum quantization in a finite simulation cell, $S_N(q)$ itself is already converged within the given statistical uncertainty even for the smallest considered system size. In addition, the solid black line shows the exact parabolic long-wave length expansion of $S$ from Eq. (30), which smoothly connects to the smallest wave number $q_{\text{min}} = 2\pi/L$ where our PIMC data are available. In summary, these findings do indeed confirm the validity of Eq. (31), which then holds both in theory and in practice for $r_s = 20$ and $\theta = 1$.

Let us next consider the center (bottom) panel of Fig. 2, where we analyze the system size dependence for $r_s = 50$ ($r_s = 100$). In both cases, we again find finite-size errors of the order of $\Delta V/V \sim 10^{-3}$, which are, overall, somewhat smaller than for $r_s = 20$, but less regular. More specifically, our $V_N/N$ data cannot be exactly reproduced by a linear fit, and the $N = 14$ result at $r_s = 100$ seems to constitute an outlier. Consequently, Eq. (31) does not cover the entire finite-size error, and the corrected points fluctuate around the constant fit (excluding the aforementioned outlier at $r_s = 100$). To understand this nontrivial behaviour, we might again consider our PIMC data for $S(q)$, which are shown in the bottom panel of Fig. 3 for $r_s = 100$. First and foremost, we note that the long-wave length expansion from Eq. (30) again perfectly connects to our PIMC data, which means that the finite-size correction from Eq. (31) should indeed fully correct the previously discussed contribution for $q = 0$. The reason for the remaining $N$-dependence in the red crosses in Fig. 2 is the functional form of $S_N(q)$ itself, which exhibits some unsmooth fluctuations (cf. the inset) that are particularly

FIG. 2. System-size dependence of the interaction energy per particle $v$ of the UEG at $\theta = 1$ for $r_s = 20$ (top), $r_s = 50$ (center), and $r_s = 100$ (bottom). The blue squares and solid black lines depict the raw PIMC data and a corresponding linear fit. The red squares have been obtained by adding to the PIMC data the finite-size correction from Eq. (31), and the dashed grey lines depict the corresponding average values. Finally, the green diamonds show our extrapolated result for $v$ in the thermodynamic limit, which is computed as the mean of the dashed grey and solid black line at $N^{-1} = 0$, and the errorbar takes into account all remaining uncertainties. All extrapolated results for $v(r_s, \theta)$ are given in Tab. 1.

| $r_s$ | $V/N$ | $V/N$ |
|------|-------|-------|
| 20   | -0.03755 | -0.0377 |
| 50   | -0.01594 | -0.01597 |
| 100  | -0.00822 | -0.00824 |
pronounced for small particle number. More specifically, this somewhat peculiar behaviour is a commensurability effect: with increasing coupling strength, the electron liquid starts to exhibit a long-range order in coordinate space, and adding or subtracting a few particles can significantly shape the dominant packing structure.

To remove the residual system-size dependence in $V_N/N$, we average over the constant fits to the corrected data and the linear fits to the raw PIMC results. Our thus determined final results for $v$ are shown as the green diamonds in all three panels. In addition, we obtain a reliable measure for the remaining uncertainty taking into account both the statistical (Monte Carlo) errors of all data points and the respective fitting errors from the linear and constant fits. All extrapolated PIMC results listed in Tab. I have been obtained in this way.

Another important goal of the present paper is the comparison of the static density response of the electron liquid computed within different dielectric methods to the exact results from PIMC. For this purpose, we compute the imaginary-time density–density correlation function $F(q, \tau)$ [cf. Eq. (25)] of the UEG at $\theta = 1$ for $N = 66$ and $r_s = 20$ (panel a) and $N = 100$ and $r_s = 100$ (panel b). $F(q, \tau)$ is symmetric in $\tau$ with respect to $\tau = \beta/2$ and approaches the static structure factor $S(q)$ [cf. Eq. (14)] for $\tau \to 0$ (red crosses).
we find a single distinct maximum in $F$ around twice the Fermi wave number $q_F$, which somewhat decreases in magnitude with increasing $\tau$ and is significantly more pronounced for $r_s = 100$. In fact, there appears a second maximum around $q/q_F \approx 5$ in the latter case, which is of the order of $10^{-3}$.

The main utility of $F(q, \tau)$ in the context of the present work is Eq. (27), which implies that the static density response function $\chi(q)$ can be obtained from a simple one-dimensional integration along the $\tau$-axis. The results from this procedure are shown in the top panel of Fig. 5 for $r_s = 20$ and $\theta = 1$. Let us first consider our PIMC data for the interacting UEG, which are depicted by the blue squares (red crosses) for $N = 14$ ($N = 66$).

Similarly as for the static structure factor, no system-size dependence in $\chi_N$ can be resolved within the given statistical uncertainty. Further, the bottom panel shows the same information for strong coupling, $r_s = 100$, and we find similar commensurability effects as in $S_N(q)$.

Finally, Fig. 6 shows the corresponding PIMC results for the static local field correction $G_N(q)$ as obtained from Eq. (28) for the same conditions. Unsurprisingly, here, too, no finite-size effects can clearly be resolved for $r_s = 20$ (top), whereas the $N = 14$ data at $r_s = 100$ (bottom) exhibit pronounced fluctuations and systematically lower values than the $N = 66$ points for large $q$. It is well known that the system-size dependence in $G_N(q)$ can often be effectively removed by replacing in Eq. (28) the ideal response function $\chi_0(q)$ by its finite-size pendant $\chi_0^N(q)$, which can be obtained using the configuration PIMC (CPIMC) method [84, 93]. The thus corrected data are shown as the black dots in Fig. 6 for
both $N$- and $r_s$-values. Interestingly, they do not remove the $N$-dependence in our data and can hardly be distinguished from the raw PIMC values. To understand this behaviour, we must return to the static density response function $\chi(q)$ shown in Fig. 5. In particular, the solid black line shows $\chi_0(q)$ in the TDL, and the green dots (black crosses) correspond to the CPIMC data for $N = 14$ ($N = 66$). Evidently, the ideal response function exhibits almost no system-size dependence for both densities, which is in stark contrast to the warm dense matter regime studied in Refs. [84, 93]. Therefore, the finite-size effects in the interacting response function and local field correction are not due to finite-size effects in $\chi_0(q)$, but are intrinsic to the local field correction $G_N(q)$ itself. Still, it should be noted that these effects do hardly diminish the value of the PIMC data as a benchmark for dielectric theory, as the system-size dependence is much smaller compared to the systematic errors of these approximations, cf. Sec. III D.

### B. Static structure factor

Let us start our discussion of the physics of the unpolaredized electron liquid by examining the static structure factor $S(q)$, which is shown in Fig. 7 for nine different $r_s$-\(\theta\)-combinations. The red crosses correspond to our new PIMC results and have been obtained for $N = 66$ electrons, except for $r_s = 20$ and $\theta = 0.5$, where we are restricted to $N = 20$ due to the fermion sign problem. In particular, $S(q)$ provides the complete wave-number resolved information about coupling effects in the system, and is equivalent to the pair-correlation function $g(r)$.

The top row shows results for the highest considered density in this work, $r_s = 20$, and three values of the temperature parameter, namely $\theta = 0.5$ (left), $\theta = 1$ (center), and $\theta = 4$ (right). At the lowest two temperatures, we observe a significant maximum in $S(q)$ around $q_{\text{max}} \approx 2.3q_F$, which is an indication of an incipient short-range order. Consequently, this feature decreases with increasing $\theta$ and vanishes for $\theta = 4$.

The middle row shows results for $S(q)$ for stronger coupling, $r_s = 50$, and the same three values of the temperature parameter. Naturally, the system becomes more ordered, which manifests in a larger amplitude of the main peak, which even persists at $\theta = 4$. Moreover, this feature is followed by a significant minimum around $q \approx 3q_F$ both for $\theta = 0.5$ and $\theta = 1$, see also the insets showing a magnified segment.

In the bottom row, we show results for $r_s = 100$, which is the largest value of the coupling parameter considered in this work. Under these extreme conditions, the electrons exhibit a more pronounced liquid behavior, with the first peak exceeding (almost reaching) $S(q_{\text{max}}) = 1.5$ at $\theta = 0.5$ ($\theta = 1$). In addition, we can clearly resolve a small second peak around $q = 4q_F$ in both cases.

Let us next consider the results for $S(q)$ from dielectric theory (cf. Sec. II B 2), which are depicted as the dashed blue (STLS), solid green (VS), and dash-dotted black (HNC) lines. First and foremost, we note that all dielectric results exactly reproduce the exact parabolic long wave-length limit of $S(q)$ given by Eq. (30) for all density-temperature combinations by design, approach unity for large $q$, and deviate in between.

At $r_s = 20$ and $\theta = 0.5, 1$, both STLS and the HNC-based scheme do not qualitatively reproduce the peak in our PIMC data, although HNC does constitute an improvement over STLS over the entire $q$-range. In contrast, the VS approach is in spectacular agreement to the red crosses and reproduces the maximum in $S(q)$ regarding position, width, and height. Interestingly, this behavior changes significantly for $\theta = 4$, where STLS (VS) is significantly too high (low) for $q \lesssim 2$, whereas the HNC approach is in good agreement to the PIMC data everywhere.

Upon increasing the coupling strength to $r_s = 50$, no dielectric approach is capable to reproduce all qualitative aspects of the PIMC results for $\theta = 0.5, 1$: The HNC scheme constitutes the most accurate approximation for $q \lesssim q_{\text{max}}$ and correctly predicts the position of the first peak, but considerably underestimates the height. In contrast, the VS curve is superior regarding peak height, but gives the wrong position. Lastly, the STLS approach combines the shortcomings of both and gives a too low peak at the wrong position. In addition, we note that no dielectric method is capable to resolve the shallow minimum in $S(q)$ around $q \approx 3q_F$, cf. the insets showing a magnified segment around this feature. At $\theta = 4$, the respective accuracy of the dielectric methods somewhat changes and HNC and VS provide a similarly accurate description of $S(q)$.

Let us conclude this section with an assessment of dielectric theory at strong coupling, $r_s = 100$. While there appear significant deviations between the former and the PIMC data for the entire relevant $q$-range, the HNC-scheme still constitutes a remarkable improvement over STLS everywhere. More specifically, HNC gives the correct peak position, though again with an underestimated height, and even predicts a subsequent minimum in $S(q)$, see the inset. Furthermore, VS provides the most accurate description of the peak height, but at a too small $q$.

### C. Interaction energy

In Fig. 8, we show extensive comparisons of the interaction energy per particle $v$ in the thermodynamic limit between different methods and data sets. More specifically, we show the $\theta$-dependence of $v$ for four different values of the density parameter $r_s$ covering the entire relevant electron liquid regime.

Let us start this investigation by considering the top left panel corresponding to $r_s = 20$. The red crosses depict our new PIMC data, which have been extrapolated to the TDL as discussed in Sec. III A, cf. Fig. 2. Further,
FIG. 7. Comparison of the static structure factor of the unpolarized electron liquid. Shown are PIMC data (red crosses, $N = 66$ electrons, except for $r_s = 20$ and $\theta = 0.5$ where we show $N = 20$) and the results from various dielectric approximations, in particular STLS (dashed blue), VS (solid green), and HNC (dash-dotted black). All PIMC data are available online [94].

The blue squares, green diamonds, and black circles show dielectric results within STLS, VS, and HNC, which have been obtained by numerically integrating over $S(q)$ via Eq. (14). First and foremost, we note that the interaction energy increases towards high temperature, as it is expected. Somewhat surprisingly, we find that STLS overall constitutes the least accurate dielectric theory, which is in contrast to previous findings in the warm dense matter regime [2]. Furthermore, we find that VS and HNC are almost indistinguishable for the three lowest considered temperatures. In this context, it is important to note that VS does give an accurate description of $S(q)$ at these parameters, whereas the high accuracy of HNC is due to a fortunate cancellation of errors under the integral in Eq. (14). Interestingly, VS provides the least accurate results for $\theta = 2$ and $\theta = 4$, with a systematic deviation of $\Delta v/v \sim 3\%$, and only the HNC scheme gives reliable results over the entire $\theta$-range. In addition to dielectric theory, we also show the interaction energy computed from two recent parametrizations of the exchange–correlation free energy $f_{xc}$ via

$$v(r_s, \theta) = 2f_{xc}(r_s, \theta) + r_s \frac{\partial f_{xc}(r_s, \theta)}{\partial r_s} \bigg|_{\theta}. \quad (32)$$

The dash-dotted yellow line depicts the results from Eq. (32) using the parametrization by Groth et al. [34].
TABLE I. Interaction energy of the unpolarized electron liquid. Shown are finite-size corrected PIMC data and the corresponding extrapolation error (ΔPIMC) as discussed in Sec. IIIA, as well as dielectric results within STLS [53, 54], VS [54], and HNC [57] computed from the static structure factor S(q) via Eq. (15). All data points are shown in Fig. 8.

| rs   | θ  | PIMC   | ΔPIMC | STLS   | VS     | HNC   |
|------|----|--------|-------|--------|--------|-------|
| 20   | 0.5| -0.037812 | 3.6 \cdot 10^{-5} | -0.0368208 | -0.0377608 | -0.0379232 |
|      | 0.75| -0.037723 | 1.8 \cdot 10^{-5} | -0.0368128 | -0.0378456 | -0.0379253 |
|      | 1   | -0.0375304 | 1.9 \cdot 10^{-6} | -0.0366796 | -0.0378388 | -0.0377905 |
|      | 2   | -0.0363461 | 6.1 \cdot 10^{-6} | -0.0356344 | -0.0374242 | -0.0366536 |
|      | 4   | -0.0338924 | 4.2 \cdot 10^{-6} | -0.033573 | -0.035110 | -0.034162 |
| 30   | 0.5| -0.0259156 | 6.3 \cdot 10^{-6} | -0.025017 | -0.025534 | -0.025868 |
|      | 0.75| -0.0258671 | 4.7 \cdot 10^{-6} | -0.0250256 | -0.025567 | -0.0258855 |
|      | 1   | -0.0257792 | 2.0 \cdot 10^{-6} | -0.024979 | -0.025605 | -0.0258388 |
|      | 2   | -0.0252204 | 2.3 \cdot 10^{-6} | -0.0245047 | -0.0255615 | -0.0253119 |
|      | 4   | -0.0239008 | 2.5 \cdot 10^{-6} | -0.0233338 | -0.0250387 | -0.0239991 |
| 50   | 0.5| -0.016007 | 1.4 \cdot 10^{-6} | -0.0152889 | -0.0154739 | -0.0158967 |
|      | 0.75| -0.0159838 | 7.4 \cdot 10^{-6} | -0.0152991 | -0.015485 | -0.0159106 |
|      | 1   | -0.0159485 | 7.6 \cdot 10^{-6} | -0.0152884 | -0.0155096 | -0.015902 |
|      | 2   | -0.0157336 | 5.6 \cdot 10^{-6} | -0.0151287 | -0.0154601 | -0.0157178 |
|      | 4   | -0.0151703 | 1.3 \cdot 10^{-6} | -0.0146535 | -0.0151513 | -0.0151599 |
| 100  | 0.5| -0.008255 | 1.2 \cdot 10^{-7} | -0.00778221 | -0.00782947 | -0.00815748 |
|      | 0.75| -0.0082457 | 7.5 \cdot 10^{-6} | -0.00778623 | -0.00783455 | -0.0081637 |
|      | 1   | -0.0082349 | 2.6 \cdot 10^{-6} | -0.00778611 | -0.00783633 | -0.00816496 |
|      | 2   | -0.0081765 | 2.9 \cdot 10^{-6} | -0.00775669 | -0.0078318 | -0.00812802 |
|      | 4   | -0.0080623 | 8.4 \cdot 10^{-7} | -0.00763381 | -0.00777045 | -0.00796771 |

FIG. 8. Comparison of interaction energies of the unpolarized electron liquid for rs = 20 (top left), rs = 30 (top right), rs = 50 (bottom left), and rs = 100 (bottom right). Shown are finite-size corrected PIMC data (red crosses), dielectric results within STLS (blue squares), VS (green diamonds), and HNC (black circles). In addition, we show interaction energies computed from two recent parametrizations of the exchange–correlation free energy f_{xc} via Eq. (32), namely by Groth et al. [34] (GDSMFB, dash-dotted yellow) for rs = 20 and Karasiev et al. [51] (KSDT, black dashed) for rs ≤ 30.
(GDSMFB) that is valid for \(0 \leq r_s \leq 20\) and based on a combination of different new PIMC methods. More specifically, it uses as input finite-size corrected \([33]\) interaction energies from the permutation blocking PIMC approach, which relies on a small number of fourth-order factorizations of the thermal density matrix, see Refs. \([46, 47, 95]\) for extensive discussions. Yet, we find perfect agreement to our new, independent PIMC data over the entire \(\theta\)-range. Finally, the dashed dark grey curve has been computed by evaluating Eq. \((32)\) using the parametrization of \(f_{xc}\) by Karasiev et al. \([51]\) (KSDT), which is based on the restricted PIMC data from Ref. \([31]\). Although the input data have been shown to be somewhat unreliable due to i) the uncontrolled fixed node approximation (see Ref. \([32]\) for the first systematic quantification of the corresponding nodal errors, and Ref. \([2]\) for an overview) and ii) an insufficient treatment of finite-size effects \([33]\), the KSDT curve is in good qualitative agreement to our PIMC data and is, overall, more accurate than VS and STLS. For completeness, we mention that such discrepancies in the parametrization of \(f_{xc}\) in the low density regime are not expected to impact a density functional theory calculation in the warm dense matter regime and, thus, are primarily of academic interest, see Ref. \([52]\) for a recent discussion of this point.

Upon increasing the coupling parameter \(r_s\), we observe the following major trends: i) VS becomes significantly less accurate, even though it correctly captures the increase in the peak height of \(S(q)\), cf. Fig. \(7\); ii) STLS does constitute the least reliable dielectric method for almost all depicted \(r_s\)-\(\theta\)-combinations with a systematic deviation of \(\Delta v/v \approx 6\%\) at \(r_s = 100\) and \(\theta = 0.5\); iii) HNC provides the most accurate interaction energies for nearly all parameter combinations, although the accuracy somewhat decreases for large \(r_s\) and small \(\theta\). Still, even at \(r_s = 100\) and \(\theta = 0.5\), we find \(\Delta v/v \approx 1\%\).

Note that the parametrization by KSDT is available at \(r_s = 30\) (it was constructed for \(0 \leq r_s \leq 40\)), which is beyond the range of validity of GDSMFB. Again, we find that the dashed grey curve is in good qualitative agreement with the new PIMC data, and is more accurate than STLS and VS, though not HNC.

Finally, we mention that all extrapolated PIMC data and dielectric results are listed in Tab. \(1\).

D. Density response and local field correction

In the following section, we turn our attention to the original raison d’être of the dielectric formalism as introduced in Sec. \(1.1B\), which is the description of the response of the electron liquid to an external (static) perturbation. To this end, we show an extensive comparison of the static density response function \(\chi(q)\) between our PIMC data and the dielectric methods in Fig. \(9\). Firstly, we mention that both the curves and the crosses exhibit the exact parabolic behavior at small \(q\),

\[
\lim_{q \to 0} \chi(q) = -\frac{q^2}{4\pi},
\]

which is an immediate consequence of screening effects in the electron gas \([92]\). Furthermore, we observe a qualitatively similar behavior of \(\chi(q)\) for all depicted cases, i.e., a monotonic increase, followed by a pronounced maximum around \(q_{\text{max}} \approx 2q_p\), and a subsequent monotonic decay with increasing \(q\), where it converges towards the ideal function \(\chi_0(q)\) and eventually decays to zero. Interestingly, the position of the peak does not coincide with the peak in \(S(q)\) (or in \(G(q)\), see Fig. \(10\) below), but occurs for somewhat smaller wave numbers. A further pronounced trend that is manifest in our results for \(\chi(q)\) concerns the peak width, which becomes increasingly sharp both towards low temperature and large \(r_s\). This trend is connected to the possible emergence of a change-density wave instability \([6–8]\), which is discussed in more detail in Sec. \(11.1E\).

Let us next examine in detail the accuracy of the different dielectric methods regarding the description of the density response. At \(r_s = 20\) (top row), VS gives an almost exact description of the peak position, and constitutes also the most accurate approximation for the peak height. This is in contrast to the previously discussed static structure factor \(S(q)\), where the peak position was more accurately estimated by HNC, whereas VS was systematically too small. Moreover, we note that HNC provides the best description for small to intermediate wave numbers, \(0 \leq q \lesssim 1.5q_p\), and that STLS is the least accurate method for all temperatures. Finally, we note that all dielectric methods become more accurate in the description of \(\chi(q)\) with increasing \(\theta\), as the impact of the approximate local field correction vanishes.

Upon increasing the coupling strength to \(r_s = 50\) (center row) and \(r_s = 100\) (bottom row), all dielectric methods become significantly less accurate, as it is expected. At \(r_s = 50\), the VS method gives the best qualitative description of the static density response, as the peak height is predicted with remarkable accuracy even for \(\theta = 0.5\) and \(\theta = 1\), whereas it is significantly underestimated both by STLS, and even more so by HNC. Interestingly, the latter approach almost exactly predicts the right peak position at \(r_s = 100\), although here, too, the peak height is captured better by VS. A further detail of interest concerns the large-\(q\) behavior of \(\chi(q)\) at \(\theta = 0.5, 1\), where the PIMC data exhibit significant deviations to all dielectric theories. This has some interesting consequences for the local field correction, which are discussed below.

In a nutshell, we again find a trade-off regarding the description of peak height and position between VS and HNC, whereas STLS consistently provides the worst description of \(\chi(q)\) both qualitatively and quantitatively.

The second key quantity regarding the description of the density response of the electron liquid is the (static) local field correction \(G(q)\), which is shown in Fig. \(10\) for the same conditions as in Fig. \(9\). For completeness, we
note that the PIMC data for $G(q)$ have been finite-size corrected by using CPIMC data [84] for $\chi_0^N(q)$ as described in Sec. III A, although the effect can hardly be seen with the naked eye. In contrast to the previously shown comparisons for the static structure factor $S(q)$ (Fig. 7) and density response function $\chi(q)$ (Fig. 9), the dielectric theories give a distinctly different qualitative behavior of $G$ than the exact PIMC results, as we will discuss in detail below.

Let us first focus on the PIMC data, which are, as usual, given by the red crosses. Firstly, we note that $G(q)$ exhibits a quadratic behavior for small $q$, which is given by the exact compressibility sum-rule Eq. (22). Moreover, $G$ exceeds unity for some wave numbers for all shown cases, which indicates an attractive electron-hole interaction in the description of screening effects [8]. Moreover, this feature is a necessary, though not sufficient condition for a CDW, which is discussed in detail in Sec. III E. At the Fermi temperature (middle column), $G(q)$ exhibits a pronounced maximum around $q \approx 2.5q_F$ for all $r_s$-values, which is followed by a minimum at $q \approx 3.2q_F$, and a subsequent increase in $G$ for large $q$. Interestingly, this structure becomes less pronounced both with increasing and decreasing $\theta$, and is absent in our
PIMC data at $r_s = 20$ for both $\theta = 0.5$ and $\theta = 4$. To understand the increase of $G(q)$ towards large wave numbers, we might recall the corresponding expansion by Holas [96],

$$
\lim_{q \to \infty} G(q) = B(r_s) + C(r_s)q^2 ,
$$

which states that, in the ground state, the static local field correction does not become constant, but instead approaches a parabola in this limit. More specifically, both constants are known from theory, and the pre-factor $C(r_s)$ is directly proportional to the change in the kinetic energy $K$ due to interaction effects, $K_{xc}$. While we again stress that Eq. (34) does not hold at finite temperature [93], it still qualitatively explains the observed increase in $G(q)$ as $K_{xc}$ is strictly positive under the present conditions [97]. A similar behavior was reported recently in Ref. [93] in the warm dense matter regime. Moreover, we note that $K_{xc}$ vanishes in the classical limit, and it is well known that $G(q)$ approaches unity for large $q$ in this regime [100].

Let us next discuss the quality of the dielectric methods. In general, we find that VS constitutes the most accurate approximation for small $q$ (the only exception is $r_s = 20$ and $\theta = 4$, where HNC is superior). This is consistent with previous findings [2, 18] and is most likely
a direct consequence of the incorporation of the compressibility sum-rule Eq. (22) into the formalism. Still, it is important to note that fulfilling Eq. (22) does not guarantee the correct small-$q$ behavior, as the exchange-correlation free energy $f_{xc}$ as computed via VS is not equal to the exact quantity. Furthermore, we find that VS provides a surprisingly good description of the correlation free energy $f_{\text{xc}}$. Guaranteeing the correct small-pressibility sum-rule Eq. (22) into the formalism. Still, a direct consequence of the incorporation of the correlation approximation at strong coupling, where it again correctly predicts the position of the peak around $q_{\text{max}} \approx 2.3q_F$. Finally, we mention that STLS provides the least accurate description of $G(q)$, which is consistent with our previous findings for $S(q)$ and $\chi(q)$.

Let us conclude this section with a discussion of the large-$q$ limit of the dielectric methods, which are all approaching a constant value in this limit. First and foremost, we note that all three schemes constitute static approximations, i.e., they treat the dynamic local field correction as frequency independent for all $\omega$, $G_{\text{static}}(q, \omega) = G(q)$. Therefore, the static local field correction from those theories should be interpreted as some kind of "frequency average", but cannot reproduce the exact behavior in the static limit by design [101]. While the PIMC data, too, are only available for $\omega \rightarrow 0$, they nevertheless have been obtained from a full "dynamic theory". More specifically, the full frequency-dependence is incorporated into the PIMC formalism via a propagation in the imaginary time $\tau$ corresponding to the exact description of the thermodynamic equilibrium.

In fact, it is well known from the electronic cusp condition [102] that neglecting the frequency dependence in $G(q, \omega)$ leads to a constant value for large $q$,

$$\lim_{q \rightarrow \infty} G(q) = 1 - g(0) \quad ,$$

with $g(0)$ being the pair-correlation function at zero distance. Indeed, Eq. (35) is fulfilled by all dielectric theories, which explains the observation in Fig. 10, see also Ref. [53] for a more extensive discussion.

E. Charge-density wave instability

It has long been speculated [6–8] that the electron liquid might become unstable to an infinitesimal density perturbation for some specific wave number at strong coupling. Such a charge-density wave is defined by a divergence of the static density response function,

$$\lim_{q \rightarrow q_{\text{CDW}}} \chi(q) \rightarrow \infty \quad ,$$

which can be re-formulated in terms of the local field correction as

$$G_{\text{CDW}}(q) = 1 - \frac{q^2}{4\pi\chi_0(q)} \quad .$$

For the corresponding condition $G(q) = G_{\text{CDW}}(q)$ to hold, the local field correction must be larger than one, since the denominator in Eq. (37) is strictly negative.

In Fig. 11, we investigate this condition for the unpolarized electron liquid by comparing the above condition to our PIMC data. The top panel corresponds to $r_s = 20$, and we plot $G(q)$ for three different temperatures. Firstly, we note that $G(q)$ only weakly depends on temperature for small to intermediate wave numbers, whereas they substantially deviate for large $q$. At $\theta = 4$, Eq. (37) is rapidly increasing with $q$ and does not come close to our PIMC data for any $q$. With decreasing temperature, the maximum in $G(q)$ slightly increases, and $G_{\text{CDW}}(q)$ approaches the data points around twice the Fermi wave number. Still, the two curves do not intersect at the present conditions, which means that a CDW
is not present in this regime. This is consistent with previous findings from Schweng and Böhm [7], who predicted the formation of a CDW at \( r_s = 142 \) and \( \theta = 0.5 \) based on the dynamic version of the STLS approximation. Moreover, we mention that the trend observed in the top panel of Fig. 11 does not conclusively point to the formation of a CDW at \( r_s = 100 \) with decreasing temperature, as both the exact static LFC and Eq. (37) are not expected to drastically change for \( \theta < 0.5 \) in the relevant \( q \)-range.

In the bottom panel, we show the same investigation for \( \theta = 0.75 \) and three different values of the density parameter \( r_s \). The most noticeable trend in our PIMC data is the increase in the maximum of \( G(q) \) with increasing the density, and the simultaneous decrease in the slope for large \( q \). Regarding the possibility of a CDW, we find that Eq. (37) approaches the exact LFC for large \( r_s \), as it is expected. Still, we cannot conclude that a CDW will actually occur upon further increasing \( r_s \) based on this trend: while \( G_{CDW}(q) \) will indeed get further shifted to the right for increasing \( r_s \), the magnitude of \( G(q) \) in the relevant \( q \)-range decreases, and the two might potentially not intersect even then. On the other hand, it is imaginable that the CDW might occur at large \( r_s \) for wave numbers not around the maximum, but the increasing large-\( q \) tail. This, too, however, cannot be inferred from our PIMC data, as the electron liquid will eventually crystallize, which might significantly change the density response, and renders an extrapolation of the observed trends highly dubious.

### IV. SUMMARY AND DISCUSSION

In summary, we have studied the uniform electron gas in the strongly coupled electron liquid regime. First and foremost, we have carried out extensive PIMC simulations for 20 different density–temperature combinations and, to mitigate finite-size effects, different particle numbers \( N \). We expect these data to be very valuable in themselves, as they substantially extend our current picture of the UEG beyond the WDM regime. In addition, we have applied dielectric theory within the STLS, VS, and HNC approximations, and have found that different schemes reproduce different features of the exact results, see Tab. II for a juxtaposition. More specifically, our key findings are that (i) VS is remarkably accurate for \( r_s = 20 \) and almost exactly reproduces the exact data for \( S(q) \). This is in contrast to previous findings in the WDM regime [2]; (ii) the recent HNC scheme provides the most accurate interaction energies, which is the result of a fortunate error cancellation in the integration of \( S(q) \); (iii) our new PIMC data for \( v \) are in good agreement with parametrizations of \( f_{sc} \), where they are available; and (iv) no dielectric method provides an accurate description of \( G(q) \) [and, to a lesser extend, \( \chi(q) \)], in particular towards large \( q \). Moreover, we have investigated the possibility of a charge-density wave, which, however, does not manifest at the present conditions.

We expect our new results to be useful to extend parametrizations of the UEG [2, 34, 51, 52] towards the low-density regime, and to provide a challenging benchmark for new approximations [103]. In addition, the comparison to dielectric theory has revealed partly substantial shortcomings of the latter, which can be used as the starting point for the further development of dielectric approximations. Possible future projects include the investigation of the dynamic structure factor (see Refs. [17, 18]) and the corresponding incipient excitonic mode [15, 16], and PIMC simulations at even stronger coupling to study the onset of Wigner crystallization at finite temperature [104].

All PIMC data are available online [94].
ACKNOWLEDGMENTS

We wish to thank Simon Groth for providing the CPIMC data for the ideal density response function $\chi_0^N(q)$ used for the finite-size correction of $G(q)$.

This work was partly funded by the Center of Advanced Systems Understanding (CASUS) which is financed by Germany’s Federal Ministry of Education and Research (BMBF) and by the Saxon Ministry for Science and Art (SMWK) with tax funds on the basis of the budget approved by the Saxon State Parliament.

All PIMC calculations were carried out on the clusters hypnos and hemera at Helmholtz-Zentrum Dresden-Rossendorf (HZDR), and at the Norddeutscher Verbund für Hoch- und Höchstleistungsrechnen (HLRN) under grant shp00015.

REFERENCES

[1] P.-F. Loos and P.M.W. Gill, The uniform electron gas, *Comput. Mol. Sci.* **6**, 410-429 (2016)
[2] T. Dornheim, S. Groth, and M. Bonitz, The uniform electron gas at warm dense matter conditions, *Phys. Reports* **744**, 1–86 (2018)
[3] G. Giuliani and G. Vignale, Quantum Theory of the Electron Liquid, Cambridge University Press (2008)
[4] D. Bohm and D. Pines, A Collective Description of Electron Interactions: II. Collective vs Individual Particle Aspects of the Interactions, *Phys. Rev.* **85**, 338 (1952)
[5] J. Bardeen, L.N. Cooper, and J.R. Schrieffer, Theory of superconductivity *Phys. Rev.* **108**, 1175 (1957)
[6] A. Holas and S. Rahman, Dynamic local-field factor of an electron liquid in the quantum versions of the Singwi-Tosi-Land-Sjölander and Vashishta-Singwi theories, *Phys. Rev. B* **35**, 2720 (1987)
[7] H.K. Schweng and H.M. Böhm, Finite-temperature electron correlations in the framework of a dynamic local-field correction, *Phys. Rev. B* **48**, 2037 (1993)
[8] H. Iyetomi, K. Utsumi, and S. Ichimaru, Dielectric formulation of strongly coupled electron liquids at metallic densities. V. Possibility of a charge-density-wave instability, *Phys. Rev. B* **24**, 3226 (1981)
[9] A.W. Overhauser, Spin Density Waves in an Electron Gas, *Phys. Rev.* **128**, 1437 (1962)
[10] E. Wigner, On the interaction of electrons in metals, *Phys. Rev.* **46**, 1002 (1934)
[11] D.M. Ceperley and B.J. Alder, Ground State of the Electron Gas by a Stochastic Method, *Phys. Rev. Lett.* **45**, 566 (1980)
[12] N.D. Drummond, Z. Radnai, J.R. Trail, M.D. Towler, and R.J. Needs, Diffusion quantum Monte Carlo study of three-dimensional Wigner crystals, *Phys. Rev. B* **69**, 085116 (2004)
[13] K. Utsumi and S. Ichimaru, Dielectric formulation of strongly coupled electron liquids at metallic densities. IV. Static properties in the low-density domain and the Wigner crystallization, *Phys. Rev. B* **24**, 3220 (1981)
[14] J.R. Trail, M.D. Towler, and R.J. Needs, *Phys. Rev. B* **68**, 045107 (2003)
[15] Y. Takada, Emergence of an excitonic collective mode in the dilute electron gas, *Phys. Rev. B* **94**, 245106 (2016)
[16] M. Higuchi and H. Yasuura, Kleinman’s Dielectric Function and Interband Optical Absorption Strength of Simple Metals, *J. Phys. Soc. Jpn.* **69**, 2099-2106 (2000)
[17] T. Dornheim, S. Groth, J. Vorberger, and M. Bonitz, *Ab initio* Path Integral Monte Carlo Results for the Dynamic Structure Factor of Correlated Electrons: From the Electron Liquid to Warm Dense Matter, *Phys. Rev. Lett.* **121**, 255001 (2018)
[18] S. Groth, T. Dornheim, and J. Vorberger, *Ab Initio* Path Integral Monte Carlo Approach to the Static and Dynamic Density Response of the Uniform Electron Gas, *Phys. Rev. B* **99**, 235122 (2019)
[19] S.H. Vosko, L. Wilk, and M. Nusair, Accurate Spin-Dependent Electron Liquid Correlation Energies for Local Spin Density Calculations: A Critical Analysis, *Can. J. Phys.* **58**, 1200 (1980)
[20] J.P. Perdew and A. Zunger, Self-interaction correction to density-functional approximations for many-electron systems, *Phys. Rev. B* **23**, 5048 (1981)
[21] J.P. Perdew and Y. Wang, Pair-distribution function and its coupling-constant average for the spin-polarized electron gas, *Phys. Rev. B* **46**, 12947 (1992)
[22] P. Gori-Giorgi, F. Sacchetti, and G.B. Bachelet, Analytic static structure factors and pair-correlation functions for the unpolarized homogeneous electron gas, *Phys. Rev. B* **61**, 7353 (2000)
[23] P. Gori-Giorgi and J.P. Perdew, Pair distribution function of the spin-polarized electron gas: A first-principles analytic model for all uniform densities, *Phys. Rev. B* **66**, 165118 (2002)
[24] T. Chachiyo, Communication: Simple and accurate uniform electron gas correlation energy for the full range of densities, *J. Chem. Phys.* **145**, 021101 (2016)
[25] S. Moroni, D.M. Ceperley, and G. Senatore, Static Response and Local Field Factor of the Electron Gas, *Phys. Rev. Lett.* **75**, 689 (1995)
[26] G.G. Spink, R.J. Needs, and N.D. Drummond, Quantum Monte Carlo study of the three-dimensional spin-polarized homogeneous electron gas, *Phys. Rev. B* **88**, 085121 (2013)
[27] G. Ortiz and P. Ballone, Correlation energy, structure factor, radial distribution function, and momentum distribution of the spin-polarized uniform electron gas, *Phys. Rev. B* **50**, 1391 (1994)
[28] G. Ortiz, M. Harris, and P. Ballone, Zero Temperature Phases of the Electron Gas, *Phys. Rev. Lett.* **82**, 5317 (1999)
[29] R.O. Jones, Density functional theory: Its origins, rise to prominence, and future, *Rev. Mod. Phys.* **87**, 897 (2015)
[30] K. Burke, Perspective on density functional theory, *J. Chem. Phys.* **136**, 150901 (2012)
[31] E.W. Brown, B.K. Clark, J.L. DuBois, and D.M. Ceperley, Path-Integral Monte Carlo Simulation of the Warm Dense Homogeneous Electron Gas, Phys. Rev. Lett. 110, 146405 (2013)
[32] T. Schoof, S. Groth, J. Vorberger, and M. Bonitz, Ab Initio Thermodynamic Results for the Degenerate Electron Gas at Finite Temperature, Phys. Rev. Lett. 115, 130402 (2015)
[33] T. Dornheim, S. Groth, T. Sjostrom, F.D. Malone, W.M.C. Foulkes, and M. Bonitz, Ab Initio Quantum Monte Carlo Simulation of the Warm Dense Electron Gas in the Thermodynamic Limit, Phys. Rev. Lett. 117, 156403 (2016)
[34] S. Groth, T. Dornheim, T. Sjostrom, F.D. Malone, W.M.C. Foulkes, and M. Bonitz, Ab initio Exchange–Correlation Free Energy of the Uniform Electron Gas at Warm Dense Matter Conditions, Phys. Rev. Lett. 119, 135001 (2017)
[35] S. Groth, T. Dornheim, and M. Bonitz, Free energy of the uniform electron gas: Testing analytical models against first-principles results, Contrib. Plasma Phys. 57, 137-146 (2017)
[36] F.D. Malone, N.S. Blunt, E.W. Brown, D.K.K. Lee, J.S. Spencer, W.M.C. Foulkes, and J.J. Shepherd, Accurate Exchange-Correlation Energies for the Warm Dense Electron Gas, Phys. Rev. Lett. 117, 115701 (2016)
[37] T. Dornheim, S. Groth, F.D. Malone, T. Schoof, T. Sjostrom, W.M.C. Foulkes, and M. Bonitz, Ab Initio Quantum Monte Carlo Simulation of the Warm Dense Electron Gas, Phys. Plasmas 24, 056303 (2017)
[38] F. Graziani, M.P. Desjarlais, R. Redmer, and S.B. Trickey (eds.), Frontiers and Challenges in Warm Dense Matter, Springer International Publishing (2014)
[39] T. Ott, H. Thomsen, J.W. Abraham, T. Dornheim, and M. Bonitz, Recent progress in the theory and simulation of strongly correlated plasmas: phase transitions, transport, quantum, and magnetic field effects, Eur. Phys. J. D 72, 84 (2018)
[40] J. Vorberger, I. Tamblyn, B. Militzer, and S.A. Bonev, Hydrogen-helium mixtures in the interiors of giant planets, Phys. Rev. B 75, 024206 (2007)
[41] M. Schöttler and R. Redmer, Ab Initio Calculation of the Miscibility Diagram for Hydrogen-Helium Mixtures, Phys. Rev. Lett. 120, 115703 (2018)
[42] D. Saumon, W.B. Hubbard, G. Chabrier, and H.M. von Horn, The role of the molecular-metallic transition of hydrogen in the evolution of Jupiter, Saturn, and brown dwarfs, Astrophys. J. 391, 827-831 (1992)
[43] A. Becker, W. Lorenzen, J.J. Fortney, N. Nettelmann, M. Schöttler, and R. Redmer, Ab initio equations of state for hydrogen (H-REOS.3) and helium (He-REOS.3) and their implications for the interior of brown dwarfs, Astrophys. J. Suppl. Ser. 215, 21 (2014)
[44] S.X. Hu, B. Militzer, V.N. Goncharov, and S. Skupsky, Phys. Rev. B 84, 224109 (2011)
[45] K. Falk, Experimental methods for warm dense matter research, High Power Laser Sci. Eng. 6, e59 (2018)
[46] T. Dornheim, S. Groth, A. Filinov and M. Bonitz, Permutation blocking path integral Monte Carlo: a highly efficient approach to the simulation of strongly degenerate non-ideal fermions, New J. Phys. 17, 073017 (2015)
[47] T. Dornheim, T. Schoof, S. Groth, A. Filinov, and M. Bonitz, Permutation Blocking Path Integral Monte Carlo Approach to the Uniform Electron Gas at Finite Temperature, J. Chem. Phys. 143, 204101 (2015)
[48] S. Groth, T. Schoof, T. Dornheim, and M. Bonitz, Ab Initio Quantum Monte Carlo Simulations of the Uniform Electron Gas without Fixed Nodes, Phys. Rev. B 93, 085102 (2016)
[49] T. Dornheim, S. Groth, T. Schoof, C. Hann, and M. Bonitz, Ab initio quantum Monte Carlo simulations of the Uniform electron gas without fixed nodes: The unpolarized case, Phys. Rev. B 93, 205134 (2016)
[50] T. Dornheim, S. Groth, and M. Bonitz, Ab initio results for the Static Structure Factor of the Warm Dense Electron Gas, Contrib. Plasma Phys. 57, 468-478 (2017)
[51] V.V. Karasiev, T. Sjostrom, J.W. Dufty, and S.B. Trickey, Accurate Homogeneous Electron Gas Exchange-Correlation Free Energy for Local Spin-Density Calculations, Phys. Rev. Lett. 112, 076403 (2014)
[52] V.V. Karasiev, S.B. Trickey, and J.W. Dufty, Status of free-energy representations for the homogeneous electron gas, Phys. Rev. B 99, 195134 (2019)
[53] S. Tanaka and S. Ichimaru, Thermodynamics and Correlational Properties of Finite-Temperature Electron Liquids in the Singwi-Tosi-Land-Sjölander Approximation, J. Phys. Soc. Jpn. 55, 2278-2289 (1986)
[54] T. Sjostrom, and J. Dufty, Uniform Electron Gas at Finite Temperatures, Phys. Rev. B 88, 115123 (2013)
[55] K.S. Singwi, M.P. Tosi, R.H. Land, and A. Sjölander, Electron Correlations at Metallic Densities, Phys. Rev. 176, 589 (1968)
[56] P. Vashishta, and K.S. Singwi, Electron Correlations at Metallic Densities, V, Phys. Rev. B 6, 875 (1972)
[57] S. Tanaka, Correlational and thermodynamic properties of finite-temperature electron liquids in the hypernetted-chain approximation, J. Chem. Phys. 145, 214104 (2016)
[58] T. Dornheim, S. Groth, A. Filinov, and M. Bonitz, Path Integral Monte Carlo Simulation of Degenerate Electrons: Permutation-Cycle Properties, J. Chem. Phys. 151, 014108 (2019)
[59] M.F. Herman, E.J. Bruskin, and B.J. Berne, On path integral Monte Carlo simulations, J. Chem. Phys. 76, 5150 (1982)
[60] M. Takahashi and M. Imada, Monte Carlo Calculation of Quantum Systems, J. Phys. Soc. Jpn. 53, 963 (1984)
[61] E.L. Pollock and D.M. Ceperley, Simulation of quantum many-body systems by path-integral methods, Phys. Rev. B 30, 2555 (1984)
[62] D.M. Ceperley, Path integrals in the theory of condensed helium, Rev. Mod. Phys. 67, 279-355 (1995)
[63] N. Metropolis, A.W. Rosenbluth, M.N. Rosenbluth, A.H. Teller, and E. Teller, Equation of State Calculations by Fast Computing Machines, J. Chem. Phys. 21, 1087 (1953)
[64] E.Y. Loh, J.E. Gubernatis, R.T. Scalettar, S.R. White, D.J. Scalapino and R.L. Sugar, Sign problem in the numerical simulation of many-electron systems, Phys. Rev. B 41, 9301-9307 (1990)
[65] M. Troyer and U.J. Wiese, Computational Complexity and Fundamental Limitations to Fermionic Quantum Monte Carlo Simulations, Phys. Rev. Lett. 94, 170201 (2005)
[66] T. Dornheim, Fermion sign problem in path integral Monte Carlo simulations: Quantum dots, ultracold atoms, and warm dense matter, Phys. Rev. E 100,
023307 (2019)

[67] F.D. Malone, N.S. Blunt, J.J. Shepherd, D.K.K. Lee, J.S. Spencer, and W.M.C. Foulkes, Interaction picture density matrix quantum Monte Carlo, *J. Chem. Phys.* **143**, 044116 (2015)

[68] F. Mezzacapo and M. Boninsegni, Structure, superfluidity, and quantum melting of hydrogen clusters, *Phys. Rev. A* **75**, 033201 (2007)

[69] M. Boninsegni, N.V. Prokofev, and B.V. Svistunov, Worm algorithm and diagrammatic Monte Carlo: A new approach to continuous-space path integral Monte Carlo simulations, *Phys. Rev. E* **74**, 036701 (2006)

[70] M. Boninsegni, N.V. Prokofev, and B.V. Svistunov, Worm Algorithm for Continuous-Space Path Integral Monte Carlo Simulations, *Phys. Rev. Lett.* **96**, 070601 (2006)

[71] S.H. Glenzer and R. Redmer, X-ray Thomson scattering in high energy density plasmas, *Rev. Mod. Phys.* **81**, 1625 (2009)

[72] A.A. Kugler, Theory of the Local Field Correction in an Electron Gas, *J. Stat. Phys.* **12**, 35 (1975)

[73] G. Stefanucci and R. van Leeuwen, Nonequilibrium Many-Body Theory of Quantum Systems: A Modern Introduction, Cambridge University Press, Cambridge, United Kingdom, 2013

[74] S. Tanaka, S. Mitake, and S. Ichimaru, Parametrized equation of state for electron liquids in the Singwi-Tosi-Land-Sjolander approximation, *Phys. Rev. A* **32**, 1896 (1985)

[75] T. Hasegawa and M. Shimizu, Electron correlations at metallic densities, II. Quantum mechanical expression of dielectric function with Wigner distribution function, *J. Phys. Soc. Jpn.* **38**, 965 (1975)

[76] R.K. Moudgil, P.K. Ahluwalia, and K.N. Pathak, Static and dynamic correlation functions of a two-dimensional quantum electron fluid, *Phys. Rev. B* **52**, 11945 (1995)

[77] P. Arora, K. Kumar, and R.K. Moudgil, Spin-resolved correlations in the warm-dense homogeneous electron gas, *Eur. Phys. J. B* **90**, 76 (2017)

[78] W. Stolzmann and M. Rössler, Static Local-Field Corrected Dielectric and Thermodynamic Functions, *Contrib. Plasma Phys.* **41**, 203 (2001)

[79] Z. A. Moldabekov, S. Groth, T. Dornheim, H. Kählert, M. Bonitz, and T.S. Ramazanov, Structural characteristics of strongly coupled ions in a dense quantum plasma, *Phys. Rev. E* **98**, 023207 (2018)

[80] G. Sugiyama, C. Bowen, and B.J. Alder, Static dielectric response of charged bosons, *Phys. Rev. B* **46**, 13042 (1992)

[81] S. Moroni, D.M. Ceperley, and G. Senatore, Static response from quantum Monte Carlo calculations, *Phys. Rev. Lett.* **69**, 1837 (1992)

[82] C. Bowen, G. Sugiyama, and B.J. Alder, Static Dielectric Response of the Electron Gas, *Phys. Rev. B* **50**, 14838 (1994)

[83] T. Dornheim, S. Groth, J. Vorberger, and M. Bonitz, Permutation Blocking Path Integral Monte Carlo approach to the Static Density Response of the Warm Dense Electron Gas, *Phys. Rev. E* **96**, 023203 (2017)

[84] S. Groth, T. Dornheim, and M. Bonitz, Configuration Path Integral Monte Carlo approach to the Static Density Response of the Warm Dense Electron Gas, *J. Chem. Phys.* **147**, 164108 (2017)

[85] D. Thirumalai and B.J. Berne, On the calculation of time correlation functions in quantum systems: Path integral techniques, *J. Chem. Phys.* **79**, 5029 (1983)

[86] E. Gallicchio and B.J. Berne, The absorption spectrum of the solvated electron in fluid helium by maximum entropy inversion of imaginary time correlation functions from path integral Monte Carlo simulations, *J. Chem. Phys.* **101**, 9909 (1994)

[87] M. Jarrell and J.E. Gubernatis, Bayesian inference and the analytic continuation of imaginary-time quantum Monte Carlo data, *Phys. Reports* **269**, 133-195 (1996)

[88] L.M. Fraser, W.M.C. Foulkes, G. Rajagopal, R.J. Needs, S.D. Kenny, and A.J. Williamson, Finite-size effects and Coulomb interactions in quantum Monte Carlo calculations for homogeneous systems with periodic boundary conditions, *Phys. Rev. B* **53**, 1814 (1996)

[89] S. Chiesa, D.M. Ceperley, R.M. Martin, and M. Holzmann, Finite-Size Error in Many-Body Simulations with Long-Range Interactions, *Phys. Rev. Lett.* **97**, 076404 (2006)

[90] N.D. Drummond, R.J. Needs, A. Sorouri, and W.M.C. Foulkes, Finite-size errors in continuum quantum Monte Carlo calculations, *Phys. Rev. B* **78**, 125106 (2008)

[91] M. Holzmann, R.C. Clay III, M.A. Morales, N.M. Tubman, D.M. Ceperley, and C. Pierleoni, *Phys. Rev. B* **94**, 035126 (2016)

[92] A.A. Kugler, Bounds for Some Equilibrium Properties of an Electron Gas, *Phys. Rev. A* **1**, 1688 (1970)

[93] T. Dornheim, J. Vorberger, S. Groth, N. Hoffmann, Zh.A. Moldabekov, and M. Bonitz, The Static Local Field Correction of the Warm Dense Electron Gas: An ab Initio Path Integral Monte Carlo Study and Machine Learning Representation, *J. Chem. Phys.* (in press), arxiv:1907.08473

[94] A link to a GitHub repository containing the PIMC data will be made available upon publication.

[95] T. Dornheim, S. Groth, and M. Bonitz, Permutation Blocking Path Integral Monte Carlo Simulations of Degenerate Electrons at Finite Temperature, *Con trib. Plasma Phys.* **59**, e201800157 (2019)

[96] A. Holas, Exact asymptotic expression for the static dielectric function of a uniform electron liquid at large wave vector, in Strongly Coupled Plasma Physics, edited by F.J. Rogers and H.E. DeWitt (Plenum,NewYork,1987), p.46

[97] It is well known [53, 98, 99] that $K_{xc}$ becomes negative for weak coupling above a certain temperature. Indeed, the negative large-$q$ asymptote of $G(q)$ predicted by Eq. (34) has recently been reported in this regime, see Ref. [93].

[98] B. Militzer and E.L. Pollock, Lowering of the Kinetic Energy in Interacting Quantum Systems, *Phys. Rev. Lett.* **89**, 280401 (2002)

[99] W.D. Kraeft, M. Schlages, J. Vorberger, and H.E. DeWitt, Kinetic and correlation energies and distribution functions of dense plasmas, *Phys. Rev. E* **66**, 046405 (2002)

[100] S. Ichimaru, H. Iyetomi, and S. Tanaka, Statistical physics of dense plasmas: thermodynamics, transport coefficients and dynamic correlations, *Phys. Reports* **149**, 91-205 (1987)

[101] B. Farid, V. Heine, G.E. Engel, and I.J. Robertson, Extremal Properties of the Harris-Foulkes Functional
and an Improved Screening Calculation for the Electron Gas, *Phys. Rev. B* **48**, 11602 (1993)

[102] J.C. Kimball, Short-Range Correlations and Electron-Gas Response Functions, *Phys. Rev. A* **7**, 1648 (1973)

[103] M. Panholzer, R. Hobbiger, and H. Böhm, Optimized correlations inspired by perturbation theory, *Phys. Rev. B* **99**, 195156 (2019)

[104] B.K. Clark, M. Casula, and D.M. Ceperley, Hexatic and Mesoscopic Phases in a 2D Quantum Coulomb System, *Phys. Rev. Lett.* **103**, 055701 (2009)