Optimal parameter for the SOR-like iteration method on solving the system of absolute value equations
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Abstract: The SOR-like iteration method for solving the absolute value equations (AVE) of finding a vector \( x \) such that \( Ax - |x| - b = 0 \) with \( \nu = \|A^{-1}\|_2 < 1 \) is investigated. The convergence conditions of the SOR-like iteration method proposed by Ke and Ma ([Appl. Math. Comput., 311:195–202, 2017]) are revisited and a new proof is given, which exhibits some insights in determining the convergent region and the optimal iteration parameter. Along this line, the optimal parameter which minimizes \( \|T_\nu(\omega)\|_2 \) with

\[
T_\nu(\omega) = \begin{pmatrix}
|1 - \omega| & \omega^2 \nu \\
|1 - \omega| & |1 - \omega| + \omega^2 \nu
\end{pmatrix}
\]

and the approximate optimal parameter which minimizes \( \eta_\nu(\omega) = \max\{|1-\omega|, \nu \omega^2\} \) are explored. The optimal and approximate optimal parameters are iteration-independent and the bigger value of \( \nu \) is, the smaller convergent region of the iteration parameter \( \omega \) is. Numerical results are presented to demonstrate that the SOR-like iteration method with the optimal parameter is superior to that with the approximate optimal parameter proposed by Guo, Wu and Li ([Appl. Math. Lett., 97:107–113, 2019]). In some situations, the SOR-like iteration method with the optimal parameter performs better, in terms of CPU time, than the generalized Newton method (Mangasarian, [Optim. Lett., 3:101–108, 2009]) for solving the AVE.
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1 Introduction

In this paper, we consider the solution of the system of absolute value equations (AVE)

\[ Ax - |x| - b = 0, \tag{1.1} \]

where \( A \in \mathbb{R}^{n \times n}, b \in \mathbb{R}^n \), and \(|x| \in \mathbb{R}^n\) denotes the component-wise absolute value of the vector \( x \in \mathbb{R}^n \). The AVE (1.1) can be regarded as a special case of the more general AVE \( Ax + B|x| - b = 0 \) with \( B \in \mathbb{R}^{n \times n} \), which was introduced in [26] and further investigated in [11,17,25,28,31]; just list a few. The AVE is equivalent to linear complementarity problem and mixed integer programming [12,17,20,25], and it recently receives much attention in the optimization community.

It was known that determining the existence of a solution to the AVE is NP-hard [17] and if solvable, the problem of checking whether the AVE has unique or multiple solutions is NP-complete [25]. In addition, one sufficient condition for the AVE (1.1) being uniquely solvable for any \( b \) is described in the following proposition.

**Proposition 1.1** ([20]). Assume that \( A \in \mathbb{R}^{n \times n} \) is nonsingular. If \( \|A^{-1}\|_2 < 1 \), then the AVE (1.1) has a unique solution \( x^* \) for any \( b \in \mathbb{R}^n \).

Hereafter, we assume that \( A \in \mathbb{R}^{n \times n} \) and \( \|A^{-1}\|_2 < 1 \).

Recently, there has been a surge of interest in solving the AVE (1.1) with \( \|A^{-1}\|_2 < 1 \) and a large number of numerical iteration methods have been proposed, including the generalized Newton method [16,19], the smoothing Newton method [3], the Levenberg-Marquardt method [13], the SOR-like iteration method [10,15], the generalization of the Gauss-Seidel iteration method [7] and others; see [1,4,14,18,21–24,27,29,32] and references therein.

Our work here is inspired by recent studies on the SOR-like iteration method for solving the AVE (1.1) [10,15]. The SOR-like iteration method is one-parameter-dependent and thus it is an important problem to determine the optimal iteration parameter. By an optimal iteration parameter, we mean it is the iteration parameter such that the SOR-like iteration method gets the fastest convergence rate. Usually, it seems not to be an easy task to find the optimal value of the involved iteration parameter; while it remains significance to find a somewhat optimal one. Recently, Guo, Wu and Li [10] obtained an optimal iteration parameter that minimizes the spectral radius of the iteration matrix. However, it is associated with the spectral radius \( \rho(D(x^{(k+1)})A^{-1}) \) and thus it is iteration-dependent (that is, it varies with the iteration sequence \( \{x^{(k)}\} \)). To compute the optimal parameter in every iterative step is expensive, especially when the dimension of \( A \) is large, thus an approximate one is used in the numerical experiments of [10].

The goal of this paper is twofold: to revisit the convergence conditions of the SOR-like iteration method on solving the AVE (1.1) and to explore respectively an optimal iteration parameter and an approximate optimal iteration parameter for the the SOR-like iteration method. It is important that our optimal and approximate optimal parameters are iteration-independent. Numerical results demonstrate that the SOR-like iteration method with our optimal iteration parameter is superior to that with the approximate one proposed in [10] for solving the AVE (1.1). The SOR-like iteration method with our approximate optimal iteration parameter is better than that with the approximate one proposed in [10] for solving the AVE (1.1) in some cases. In addition, the SOR-like iteration method with the optimal parameter sometimes performs better, in terms of CPU time, than the generalized Newton method [19].
The rest of this paper is organized as follows. In Section 2 we revisit the convergence conditions of the SOR-like iteration method for solving the AVE (1.1). Section 3 characterizes the optimal and approximate optimal iteration parameters for the SOR-like iteration method. In Section 4, some numerical examples are given to demonstrate our claims made in the previous sections. Finally, some concluding remarks are given in Section 5.

Notations. \( \mathbb{R}^{n \times n} \) is the set of all \( n \times n \) real matrices and \( \mathbb{R}^n = \mathbb{R}^{n \times 1} \). \( I \) is the identity matrix with suitable dimension. For \( x \in \mathbb{R}^n \), \( x_i \) refers to its \( i \)th entry, \( |x| \) is in \( \mathbb{R}^n \) with its \( i \)th entry \( |x_i| \), and \( | \cdot | \) denotes absolute value. \( \text{sgn}(x) \) denotes a vector with components equal to \(-1, 0\) or \(1\) depending on whether the corresponding component of the vector \( x \) is negative, zero or positive, respectively. For \( x \in \mathbb{R}^n \), \( \text{diag}(x) \) represents a diagonal matrix with \( x_i \) as its diagonal entries for every \( i = 1, 2, \cdots, n \). \( \text{tridiag}(a, b, c) \) denotes a tridiagonal matrix that has \( a, b, c \) as the subdiagonal, main diagonal and superdiagonal entries in the matrix, respectively; \( \text{Tridiag}(A, B, C) \) denotes a block tridiagonal matrix that has \( A, B, C \) as the subdiagonal, main diagonal and superdiagonal block entries in the matrix, respectively. \( \|A\|_2 \) denotes the spectral norm of \( A \) and is defined by the formula \( \|A\|_2 = \max \{\|Ax\|_2 : x \in \mathbb{R}^n, \|x\|_2 = 1\} \), where \( \|x\|_2 \) is the 2-norm of vector \( x \in \mathbb{R}^n \). When \( X \) is a square matrix, we denote by \( \rho(X) \), \( \lambda_{\text{max}}(X) \) and \( \lambda_{\text{min}}(X) \) its spectral radius, largest eigenvalue and smallest eigenvalue, respectively. For a function \( f, f' \) denotes its first derivative, \( \lim_{x \to x_0^+} f(x) \) and \( \lim_{x \to x_0^-} f(x) \) denote the right and left limits of a function \( f(x) \) at a point \( x_0 \), respectively. \( 1_n \) denotes the \( n \)-vector of all ones.

2 Revisit the convergence conditions of the SOR-like iteration method

The SOR-like iteration method for solving the AVE (1.1) is firstly proposed by Ke and Ma [15]. After that, in a different perspective, Guo, Wu and Li in [10] present some new convergence conditions of the SOR-like iteration method. In this section, along the lines in [15], we will further study the convergence conditions of the SOR-like iteration method for solving the AVE (1.1). For this purpose, we first briefly review the SOR-like iteration method for solving the AVE (1.1).

The AVE (1.1) is equivalent to

\[
\begin{align*}
Ax - y &= b, \\
y - |x| &= 0,
\end{align*}
\]

that is,

\[
Az \triangleq \begin{pmatrix} A & -I \\ -D(x) & I \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} b \\ 0 \end{pmatrix} \triangleq b,
\]

where \( D(x) \triangleq \text{diag}(\text{sgn}(x)) \). By splitting the coefficient matrix \( A = D - L - U \) with

\[
D = \begin{pmatrix} A & 0 \\ 0 & I \end{pmatrix}, \quad L = \begin{pmatrix} 0 & 0 \\ D(x) & 0 \end{pmatrix}, \quad U = \begin{pmatrix} 0 & I \\ 0 & 0 \end{pmatrix},
\]

one can obtain that the iteration scheme of the SOR-like iteration method is

\[
\begin{pmatrix} x^{(k+1)} \\ y^{(k+1)} \end{pmatrix} = M_\omega \begin{pmatrix} x^{(k)} \\ y^{(k)} \end{pmatrix} + \omega(D - \omega L)^{-1} \begin{pmatrix} b \\ 0 \end{pmatrix},
\]

where \( M_\omega = (D - \omega L)^{-1} [(1 - \omega)D + \omega U] \), and \( \omega > 0 \) is the iteration parameter. Specifically, the SOR-like iteration method is described in the following Algorithm 2.1.
Algorithm 2.1 ([15]). (SOR-like iteration method for solving the AVE (1.1)) Let \( A \in \mathbb{R}^{n \times n} \) be a nonsingular matrix and \( b \in \mathbb{R}^n \). Given initial vectors \( x^{(0)} \in \mathbb{R}^n \) and \( y^{(0)} \in \mathbb{R}^n \), for \( k = 0, 1, 2, \ldots \) until the iteration sequence \( \{(x^{(k)}, y^{(k)})\}_{k=0}^\infty \) is convergent, compute

\[
\begin{align*}
  x^{(k+1)} &= (1 - \omega)x^{(k)} + \omega A^{-1}(y^{(k)} + b), \\
  y^{(k+1)} &= (1 - \omega)y^{(k)} + \omega|x^{(k+1)}|,
\end{align*}
\]  

(2.2)

where the iteration parameter \( \omega \) is a positive constant.

Now we are in position to explore the convergence of the SOR-like iteration method for solving the AVE (1.1). Let \((x^*, y^*)\) be the solution pair of the nonlinear equation (2.1) and denote \( e_k^x = x^* - x^{(k)} \) and \( e_k^y = y^* - y^{(k)} \), where \((x^{(k)}, y^{(k)})\) is generated by Algorithm 2.1. Then, for the SOR-like iteration method, the following results are known.

Theorem 2.1 ([15]). Assume that \( A \in \mathbb{R}^{n \times n} \) is a nonsingular matrix and \( b \in \mathbb{R}^n \). Denote

\[
\nu = \|A^{-1}\|_2, \quad a = |1 - \omega| \quad \text{and} \quad c = \omega^2 \nu.
\]

If

\[
0 < \omega < 2 \quad \text{and} \quad a^4 - 3a^2 - 2ac - 2c^2 + 1 > 0,
\]

then the following inequality

\[
\|(e_{k+1}^x, e_{k+1}^y)\|_\omega < \|(e_k^x, e_k^y)\|_\omega
\]

(2.3)

holds for \( k = 0, 1, 2, \ldots \). Here the norm \( \| \cdot \|_\omega \) is defined by

\[
\|(e_k^x, e_k^y)\|_\omega := \sqrt{\|e_k^x\|^2_2 + \omega^{-2}\|e_k^y\|^2_2}.
\]

Corollary 2.1 ([15]). Let \( A \in \mathbb{R}^{n \times n} \) be a nonsingular matrix, \( b \in \mathbb{R}^n \) and \( \nu = \|A^{-1}\|_2 \). If

\[
\nu < 1 \quad \text{and} \quad 1 - \tau < \omega < \min \left\{ 1 + \tau, \sqrt{\frac{2}{\nu}} \right\},
\]

(2.4)

where \( \tau = \frac{2}{3 + \sqrt{3}} \). Then the following inequality

\[
\|(e_{k+1}^x, e_{k+1}^y)\|_\omega < \|(e_k^x, e_k^y)\|_\omega
\]

holds for \( k = 0, 1, 2, \ldots \).

The proofs of Theorem 2.1 and Corollary 2.1 are given in [15]. However, we will present the following proof of Theorem 2.1 because the expression of the eigenvalue (2.6) is needed later for discussing the optimal iteration parameter. The former part of the proof is known in [15] and the later part seems new.

The proof of the Theorem 2.1:

Proof. It follows from the proof of Theorem 3.1 in [15] that

\[
\begin{pmatrix}
  \|e_{k+1}^x\|_2 \\
  \|e_{k+1}^y\|_2
\end{pmatrix} \leq \begin{pmatrix}
  |1 - \omega| & \omega^2 \nu \\
  |1 - \omega| & |1 - \omega| + \omega^2 \nu
\end{pmatrix} \begin{pmatrix}
  \|e_k^x\|_2 \\
  \|e_k^y\|_2
\end{pmatrix}
\]

\[
\omega^{-1}\|e_{k+1}^x\|_2 \leq \begin{pmatrix}
  |1 - \omega| & \omega^2 \nu \\
  |1 - \omega| & |1 - \omega| + \omega^2 \nu
\end{pmatrix} \begin{pmatrix}
  \|e_k^x\|_2 \\
  \|e_k^y\|_2
\end{pmatrix},
\]
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that is,
\[ \| (e^x_{k+1}, e^y_{k+1})\|_\omega \leq \| T_\nu(\omega) \|_2 \cdot \| (e^x_k, e^y_k)\|_\omega \]
with
\[ T_\nu(\omega) = \begin{pmatrix} a & c \\ a & a + c \end{pmatrix}. \]

In order to prove the inequality (2.4), we turn to consider the choice of the parameter \( \omega \) such that \( \| T_\nu(\omega) \|_2 < 1 \).

Since 
\[ H_\nu(\omega) = T_\nu(\omega)^T T_\nu(\omega) = \begin{pmatrix} 2a^2 & a^2 + 2ac \\ a^2 + 2ac & a^2 + 2c^2 + 2ac \end{pmatrix} \]
is a symmetric positive semi-definite matrix, we have
\[ \| T_\nu(\omega) \|^2_2 = \rho \left( T_\nu(\omega)^T T_\nu(\omega) \right) = \lambda_{\max}(H_\nu(\omega)). \]
Assume that \( \lambda \) is an eigenvalue of \( H_\nu(\omega) \). Then
\[ (\lambda - 2a^2)[\lambda - (a^2 + 2c^2 + 2ac)] - (a^2 + 2ac)^2 = 0, \]
namely,
\[ \lambda^2 - (3a^2 + 2c^2 + 2ac)\lambda + a^4 = 0, \]
from which we obtain
\[ \lambda = \frac{3a^2 + 2c^2 + 2ac \pm \sqrt{(3a^2 + 2c^2 + 2ac)^2 - 4a^4}}{2}. \]
Consequently,
\[ \lambda_{\max}(H_\nu(\omega)) = \frac{3a^2 + 2c^2 + 2ac + \sqrt{(3a^2 + 2c^2 + 2ac)^2 - 4a^4}}{2}. \]
(2.6)

In particular,
\[ \lambda_{\max}(H_\nu(\omega)) < 1 \iff 3a^2 + 2c^2 + 2ac + \sqrt{(3a^2 + 2c^2 + 2ac)^2 - 4a^4} < 2 \]
\[ \iff \sqrt{(3a^2 + 2c^2 + 2ac)^2 - 4a^4} < 2 - (3a^2 + 2c^2 + 2ac). \]

Hence, a sufficient condition for the convergence is
\[ \begin{cases} 3a^2 + 2c^2 + 2ac < 2, \\ 3a^2 + 2c^2 + 2ac < 1 + a^4. \end{cases} \]
(2.7)

From (2.7), we have \( \lambda_{\max}(H_\nu(\omega)) < 1 \) provided that \( 1 + a^4 < 2 \) and \( 3a^2 + 2c^2 + 2ac < 1 + a^4 \).
It is easy to check that \( 1 + a^4 < 2 \) is equivalent to \( 0 < \omega < 2 \), which completes the proof. \( \square \)

The conditions in (2.3) guarantee the convergence of the SOR-like iteration method for solving the AVE (1.1). However, when comparing them with the conditions in (2.5), the second inequality in (2.3) seems harder to be checked at first glance. Thus, we will go ahead and talk something more about it.

Let
\[ f_\nu(\omega) = 3a^2 + 2c^2 + 2ac - a^4 - 1 \]
\[ = 3(\omega - 1)^2 + 2\nu^2\omega^4 + 2\nu\omega^2|\omega - 1| - (\omega - 1)^4 - 1. \]
(2.8)
According to Proposition 1.1 and Theorem 2.1, the problem to find $\omega \in (0, 2)$ such that
$f_{\omega}(\nu) < 0$ with $0 < \nu < 1$ is of interest. For this purpose, by using the computerized algebra
system Maple, we first compute the real zeros of the function $f_{\nu}$ defined as in (2.8) with respect
to $\omega$ ($\nu$ is seen as a parameter). The roots of $f_{\omega}(\nu) = 0$ which locate in (0, 2) for $\nu \in (0, 1)$ are
(some functions of $\nu$):

If $0 < \nu < \frac{\sqrt{2}}{2}$ : 
\[
\begin{align*}
\omega_1(\nu) &= -\frac{\alpha}{2} + \frac{\xi}{2\beta} - \frac{\sqrt{-(8\nu^2-16\nu^2+4\nu^2-1)-(8\nu^2-2\nu)^2}}{2\beta}, \\
\omega_2(\nu) &= -\frac{\xi}{2\beta} + \frac{\sqrt{-(8\nu^2-16\nu^2+4\nu^2+1)+(8\nu^2+2\nu)^2}}{2\beta},
\end{align*}
\]

If $\frac{\sqrt{2}}{2} < \nu < 1$ : 
\[
\begin{align*}
\omega_3(\nu) &= -\frac{\alpha}{2} + \frac{\xi}{2\beta} + \frac{\sqrt{-(8\nu^2-16\nu^2+4\nu^2-1)-(8\nu^2-2\nu)^2}}{2\beta}, \\
\omega_4(\nu) &= -\frac{\xi}{2\beta} + \frac{\sqrt{-(8\nu^2-16\nu^2+4\nu^2+1)+(8\nu^2+2\nu)^2}}{2\beta},
\end{align*}
\]

If $\nu = \frac{\sqrt{2}}{2}$ : 
\[
\begin{align*}
\omega_5 &= -\frac{1}{5} - \frac{\sqrt{27}}{28} + \frac{242+64\sqrt{2}}{28} \approx 0.4579, \\
\omega_6 &= 1
\end{align*}
\]

where
\[
\begin{align*}
\alpha &= 4 - 2\nu > 0, & \beta &= 2\nu^2 - 1, & \xi &= 4 + 2\nu > 0, \\
\gamma &= \sqrt{-(\nu - 1)(\nu + 5)} > 0, & \zeta &= \sqrt{-(\nu + 1)(\nu - 5)} > 0.
\end{align*}
\]

Apparently, we have $0 < \omega_5 < \omega_6 < 2$. In Appendix A, we prove that $\omega_i(\nu)$ ($i = 1, 2, 3, 4$)
are real functions (with respect to $\nu$) in their domains, respectively. In addition, the curves
of the derivatives of $\omega_1$, $\omega_2$ in $\nu \in (0, \frac{\sqrt{2}}{2})$ and $\omega_3$, $\omega_4$ in $\nu \in (\frac{\sqrt{2}}{2}, 1)$ are shown in Figure 1,
from which we can find that $\omega_1$ and $\omega_3$ are strictly monotonously increasing in $\nu \in (0, \frac{\sqrt{2}}{2})$ and
in $\nu \in (\frac{\sqrt{2}}{2}, 1)$, respectively, while $\omega_2$ and $\omega_4$ are strictly monotonously decreasing in $\nu \in (0, \frac{\sqrt{2}}{2})$
and in $\nu \in (\frac{\sqrt{2}}{2}, 1)$, respectively. Furthermore, by using the L’Hospital’s rule once or twice if
needed, we have
\[
\begin{align*}
\lim_{\nu \to 0^+} \omega_1(\nu) &= \frac{3 - \sqrt{5}}{2}, & \lim_{\nu \to \frac{\sqrt{2}}{2}^-} \omega_1(\nu) &= \omega_5, & \lim_{\nu \to 0^+} \omega_2(\nu) &= \frac{\sqrt{5} + 1}{2}, & \lim_{\nu \to \frac{\sqrt{2}}{2}^-} \omega_2(\nu) &= 1, \\
\lim_{\nu \to \frac{\sqrt{2}}{2}^+} \omega_3(\nu) &= \omega_5, & \lim_{\nu \to \frac{\sqrt{2}}{2}^-} \omega_3(\nu) &= \frac{\sqrt{5} - 1}{2}, & \lim_{\nu \to \frac{\sqrt{2}}{2}^+} \omega_4(\nu) &= \omega_4(\nu) = 1, & \lim_{\nu \to \frac{\sqrt{2}}{2}^-} \omega_4(\nu) &= \frac{\sqrt{5} - 1}{2}.
\end{align*}
\]
Figure 1: Curves for derivatives of \( \omega_i(\nu) \) with \( i = 1, 2, 3, 4 \).

Then it again can be concluded from (2.9), (2.10) and the the strictly monotonous properties of \( \omega_i(\nu) \) \( i = 1, 2, 3, 4 \) that the bigger value of \( \nu \) is, the smaller the range of \( \omega \) will be. In addition, since \( \lim_{\nu \to 1^-} \omega_3(\nu) = \lim_{\nu \to 1^-} \omega_4(\nu) = \frac{\sqrt{5} - 1}{2} \), the value of \( \omega \) satisfied conditions (2.3) must close to \( \frac{\sqrt{5} - 1}{2} \) as \( \nu \to 1^- \). Figure 2 plots the curves of function \( f_\nu \) for some values of \( \nu \) and the range of the iteration parameter \( \omega \), from which our claims are intuitively shown.

Finally, according to the discussion above, we will rewrite Theorem 2.1 as follows, i.e., Theorem 2.2, which exhibits more information than the original one.

**Theorem 2.2.** Assume that \( A \in \mathbb{R}^{n \times n} \) is a nonsingular matrix and \( b \in \mathbb{R}^n \). If one of the conditions (2.11)-(2.13) holds, then the following inequality

\[
\| (e_{x}^{k+1}, e_{y}^{k+1}) \|_\omega \leq \| T_\nu(\omega) \|_2 \cdot \| (e_{x}^{k}, e_{y}^{k}) \|_\omega \quad \text{with} \quad \| T_\nu(\omega) \|_2 < 1
\]  

holds for \( k = 0, 1, 2, \ldots \), and (2.14) implies that the sequence \( \{x^{(k)}\} \) generated by the SOR-like iteration scheme (2.2) converges to the unique solution of the AVE (1.1). Here \( \| (e_{x}^{k}, e_{y}^{k}) \|_\omega \) is defined as in Theorem 2.1.
3 Optimal iteration parameter for the SOR-like iteration method

As is known, the SOR-like iteration method involves one parameter and to determine the somewhat optimal iteration parameter is an important problem. From (2.14), one can obtain that

\[ 0 \leq \| e_{k+1}^x, e_{k+1}^y \| \omega \leq \| T_\nu(\omega) \|_2 \cdot \| (e_k^x, e_k^y) \| \omega \leq \cdots \leq \| T_\nu(\omega) \|_2^{k+1} \cdot \| (e_0^x, e_0^y) \| \omega. \] (3.1)

If the conditions of Theorem 2.2 hold, then we have \( \| T_\nu(\omega) \|_2 < 1 \) and \( \lim_{k \to \infty} \| (e_k^x, e_k^y) \| \omega = 0 \), that is, the sequence \( \{ x^{(k)} \} \) generated by the SOR-like iteration scheme (2.2) converges to the unique solution of the AVE (1.1). In addition, from (3.1), the smaller value of \( \| T_\nu(\omega) \|_2 \) is, the faster the SOR-like iteration method will converge later on. The question is for what \( \omega \in (0, 2) \), \( \| T_\nu(\omega) \|_2 \) is minimized with some given \( \nu \in (0, 1) \). According to the proof of Theorem 2.1, it is equivalent to determining the optimal parameter \( \omega \in (0, 2) \) that minimizes the eigenvalue \( \lambda_{\text{max}}(H_\nu(\omega)) \) defined as in (2.6) for a given \( \nu \in (0, 1) \).
From (2.6), let
\[ g_\nu(\omega) = 3a^2 + 2c^2 + 2ac + \sqrt{(3a^2 + 2c^2 + 2ac)^2 - 4a^4} \]
\[ = 3(\omega - 1)^2 + 2\nu^2\omega^4 + 2\nu\omega^2|\omega - 1| + \sqrt{[3(\omega - 1)^2 + 2\nu^2\omega^4 + 2\nu\omega^2|\omega - 1|]^2 - 4(\omega - 1)^4}, \]
then minimization of \( \lambda_{\text{max}}(H_\nu(\omega)) \) is equivalent to minimize \( g_\nu(\omega) \). Notice that, the function \( g_\nu \) in (3.2) is continuous but non-smooth with \( 0 < \nu < 1 \) due to the non-differentiability of the absolute value function. Indeed, it is just not differentiable at \( \omega = 1 \). In addition, by simple calculation, we have
\[
g'_\nu(\omega) = \left\{ \begin{array}{ll}
s_\nu(\omega) + \frac{r_\nu(\omega)s_\nu(\omega) - 8(\omega - 1)^3}{\sqrt{[r_\nu(\omega)]^2 - 4(\omega - 1)^4}} & \text{if} \quad 0 < \omega < 1, \\
t_\nu(\omega) + \frac{3[3(\omega - 1)^2 + 2\nu^2\omega^4 + 2\nu\omega^2|\omega - 1|]t_\nu(\omega) - 8(\omega - 1)^3}{\sqrt{[3(\omega - 1)^2 + 2\nu^2\omega^4 + 2\nu\omega^2|\omega - 1|]^2 - 4(\omega - 1)^4}} & \text{if} \quad 1 < \omega < 2,
\end{array} \right. \tag{3.3}
\]
where
\[ r_\nu(\omega) = 3(\omega - 1)^2 + 2\nu^2\omega^4 + 2\nu\omega^2(1 - \omega), \]
\[ s_\nu(\omega) = 6(\omega - 1) + 8\nu^2\omega^3 + 2\nu(2\omega - 3\omega^2), \]
\[ t_\nu(\omega) = 6(\omega - 1) + 8\nu^2\omega^3 + 2\nu(3\omega^2 - 2\omega). \]

It is easy to check that \( g^2_\nu(\omega) > 0 \) for \( 1 < \omega < 2 \) and \( 0 < \nu < 1 \). Thus, for any \( 0 < \nu < 1 \), \( g_\nu(\omega) \) is strictly monotonously increasing when \( 1 < \omega < 2 \). For any \( 0 < \nu < 1 \), now we turn to consider \( g'_\nu(\omega) \) in (3.3) with \( 0 < \omega < 1 \). By direct computation, we have
\[ g'_\nu(0) = -6 - \frac{5\sqrt{2}}{2} < 0, \tag{3.4} \]
\[ g'_\nu(1) = 4\nu(4\nu - 1). \tag{3.5} \]

It follows from (3.5) that
\[ g'_\nu(1) \leq 0, \quad \text{if} \quad 0 < \nu \leq \frac{1}{4}, \tag{3.6} \]
\[ g'_\nu(1) > 0, \quad \text{if} \quad \frac{1}{4} < \nu < 1. \tag{3.7} \]

In addition, we have
\[
(g'_\nu)^2(\omega) = s'_\nu(\omega) + \frac{g'_{1\nu}(\omega)}{g'_\nu(\omega)} - \frac{g'_{2\nu}(\omega)}{[g'_\nu(\omega)]^3}, \tag{3.8}
\]
where
\[ g'_{1\nu}(\omega) = [s_\nu(\omega)]^2 + s'_\nu(\omega)r_\nu(\omega) - 24(\omega - 1)^2, \]
\[ g'_{1\nu}(\omega) = \sqrt{[r_\nu(\omega)]^2 - 4(\omega - 1)^4}, \]
\[ g'_{2\nu}(\omega) = [r_\nu(\omega)s_\nu(\omega) - 8(\omega - 1)^3]^2. \]

Numerically, we have always found that \( (g'_\nu)^2(\omega) > 0 \) for \( \omega \in (0,1) \) and \( \nu \in (0,1) \). In fact, we turn to consider the following constrained optimization problem
\[
\min_{\omega,\nu} \quad (g'_\nu)^2(\omega) \\
\text{s.t.} \quad \begin{cases} 
0 < \omega < 1, \\
0 < \nu < 1. 
\end{cases} \tag{3.9}
\]
shows some curves of \( g^1_\nu(\omega) \) following discussion. Combining it (which means that \( g^1_\nu(\omega) \) is strictly monotonously increasing in \( (1, 2) \) and strictly monotonously decreasing in \( (0, \omega_{\text{opt}}) \) and \( \omega = \max\{1 - \omega\} \) with \( \omega_{\text{opt}}(\omega) \) with \( \omega \in (0, 2) \). This \( \eta_\nu(\omega) \) appears in the proof of Corollary 3.1 in [15] and satisfies \( \|T_\nu(\omega)\|_2 \leq \frac{\eta_\nu(\omega)}{2} \). That is, \( \frac{\eta_\nu(\omega)}{2} \) is an upper bound of \( \|T_\nu(\omega)\|_2 \) with \( \omega \in (0, 2) \), which is the reason that we call \( \omega_{\text{opt}}^* \) the approximate optimal iteration parameter.

For the constrained optimization (3.9), we simply use MATLAB’s routine \texttt{fminsearch} with initial value \([0.3, 0.4]\) to find the solution \( [\omega, \nu] \approx [0.8163, 0.1951] \) with minimum approximately equaling to 9.0129. In Figure 3, we plot the surface and contour for \( (g^1_\nu)'(\omega) \) with \( \nu = [0.001 : 0.001 : 0.999] \) and \( \omega = [0.001 : 0.001 : 0.999] \) (The red star-dots on the surface and the contour are \( (\nu, \omega, (g^1_\nu)'(\omega)) = (0.1951, 0.8163, 9.0129) \) and \( (\nu, \omega) = (0.1951, 0.8163) \), respectively).

Based on this observation, we assume that \( (g^1_\nu)'(\omega) > 0 \) for \( \omega \in (0, 1) \) and \( \nu \in (0, 1) \) in the following discussion. Combining it (which means that \( g^1_\nu(\omega) \) is strictly monotonously increasing in \( \omega \in (0, 1) \) with (3.4), (3.6) and (3.7), we can conclude that \( g^1_\nu(\omega) \) has at most one root when \( 0 < \omega < 1 \). If the root exists (when \( \frac{1}{4} < \nu < 1 \)), which is denoted by \( \omega_{\text{opt}} \), then \( g_\nu \) is strictly monotonously decreasing in \( (0, \omega_{\text{opt}}) \) and strictly monotonously increasing in \( (\omega_{\text{opt}}, 2) \) and the optimal iteration parameter which minimizes \( \|T_\nu(\omega)\|_2 \) is \( \omega_{\text{opt}}^* = \omega_{\text{opt}} \). Otherwise, if \( 0 < \nu \leq \frac{1}{4} \), then \( g_\nu \) is strictly monotonously decreasing in \( (0, 1) \) and strictly monotonously increasing in \( (1, 2) \) and the optimal iteration parameter which minimizes \( \|T_\nu(\omega)\|_2 \) is \( \omega_{\text{opt}}^* = 1 \). In conclusion, the optimal iteration parameter is

\[
\omega_{\text{opt}}^* = \begin{cases} 
\omega_{\text{opt}}, & \text{if } \frac{1}{4} < \nu < 1, \\
1, & \text{if } 0 < \nu \leq \frac{1}{4}.
\end{cases}
\]

The root of \( g^1_\nu(\omega) \) located in \( (0, 1) \), \( \omega_{\text{opt}} \), can be efficiently numerically calculated by the classical bisection method and the elapsed CPU time (the average of ten tests) is shown in Figure 4 (the left plot), from which we find that the root can be obtained within \( 1.5 \times 10^{-4} \) seconds provided that \( \nu \) is known. Figure 5 shows some curves of \( \lambda_{\max}(H_\nu(\omega)) \) which visually demonstrates our claims mentioned above.

Now we devote to discussing the approximate optimal iteration parameter \( \omega_{\text{opt}}^* \) which will minimize \( \eta_\nu(\omega) = \max\{1 - \omega\} \) with \( \omega \in (0, 2) \). This \( \eta_\nu(\omega) \) appears in the proof of Corollary 3.1 in [15] and satisfies \( \|T_\nu(\omega)\|_2 \leq \frac{\eta_\nu(\omega)}{2} \). That is, \( \frac{\eta_\nu(\omega)}{2} \) is an upper bound of \( \|T_\nu(\omega)\|_2 \) with \( \omega \in (0, 2) \), which is the reason that we call \( \omega_{\text{opt}}^* \) the approximate optimal iteration parameter. Since \( h(\omega) \) is strictly monotonously decreasing in \( (0, 1) \) and strictly monotonously increasing in \( (1, 2) \) and \( h_\nu(\omega) \) is strictly monotonously increasing in
Figure 4: Left: the elapsed CPU time for computing the root of $g_1^\nu(\omega)$ in $(0, 1)$ by using bisection method (the initial ends of the interval is $b_1 = 0$ and $b_2 = 1$ and the termination criterion is $|g_1^\nu(\omega)| \leq 10^{-12}$ or the updated ends of the interval $b_2 - b_1 \leq 10^{-12}$); Right: the elapsed CPU time for computing $\nu = \|A^{-1}\|_2$ with matrices in Example 4.2 (see Section 4 for detail).

Figure 5: Curves of $\lambda_{\text{max}}(H_\nu(\omega))$.

$(0, 2)$ with $\nu \in (0, 1)$, $\omega_{\text{opt}}^*$ must satisfy $1 - \omega = \nu\omega^2 (0 < \omega < 2)$, that is

$$\omega_{\text{opt}}^*(\nu) = \frac{\sqrt{4\nu + 1} - 1}{2\nu}. \quad (3.11)$$

Figure 6 intuitively confirms this result. Furthermore, from (3.11), the approximate optimal iteration parameter $\omega_{\text{opt}}^*(\nu)$ is strictly monotonously decreasing with respect to $\nu \in (0, 1)$ and it approaches to 1 (the optimal one when $0 < \nu \leq \frac{1}{4}$) as $\nu \to 0^+$ and closes to $\frac{\sqrt{5} - 1}{2}$ as $\nu \to 1^-$. Thus, $\omega_{\text{opt}}^*(\nu)$ must located in the range of $\omega$ determined by conditions (2.11)-(2.13) for $\nu \in (0, 1)$. On the other hand, since the optimal iteration parameter $\omega_{\text{opt}}^*$ must satisfy the conditions (2.3), it also must located in the range of $\omega$ determined by conditions (2.11)-(2.13) and it closes to $\frac{\sqrt{5} - 1}{2}$ as $\nu \to 1^-$. Furthermore, from the definition of the approximate optimal iteration parameter, the value of $\sqrt{\lambda_{\text{max}}(H_\nu(\omega))}$ is no larger than that of $\frac{\eta_\nu(\omega)}{\tau}$ and thus $\sqrt{\lambda_{\text{max}}(H_\nu(\omega_{\text{opt}}^*))} \leq \frac{\eta_\nu(\omega_{\text{opt}}^*)}{\tau}$, which implies that the SOR-like iteration method with optimal
Figure 6: Curves of $\eta_\nu(\omega)$.

iteration parameter (3.10) will converge no slower than that with the approximate optimal iteration parameter (3.11). Indeed, when $\nu \in (0, \frac{1}{4}]$, we have $\omega^*_\text{opt} < 1 = \omega^*_\text{opt}$, combining this with the strictly monotonous properties of $\frac{\eta_\nu(\omega)}{\tau}$ and $\sqrt{\lambda_{\text{max}}(H_\nu(\omega))}$, we can conclude that $\sqrt{\lambda_{\text{max}}(H_\nu(\omega^*_\text{opt}))} < \frac{\eta_\nu(\omega^*_\text{opt})}{\tau}$. When $\nu \in (\frac{1}{4}, 1)$, the analytical formulation of $\omega^*_\text{opt}$ is unknown, and, numerically, we also find that $\omega^*_\text{opt} < \omega^*_\text{opt}$ whenever $\omega^*_\text{opt}$ is obtained. Thus, $\sqrt{\lambda_{\text{max}}(H_\nu(\omega^*_\text{opt}))} < \frac{\eta_\nu(\omega^*_\text{opt})}{\tau}$ for $\nu \in (0, 1)$, which means that the SOR-like iteration method with optimal iteration parameter (3.10) converges faster than that with the approximate optimal iteration parameter (3.11). Figure 7 intuitively clarifies most of our arguments here. Moreover, our numerical results in the next section will further demonstrate these arguments.

Remark 3.1. In [10], the authors give some convergence conditions from the involved iteration matrix of the SOR-like iteration method for solving the AVE (1.1), which are different from the results of [15]. In addition, if all the eigenvalues of $D(x^{(k+1)})A^{-1}$ are positive, then the optimal iteration parameter which minimizes the spectral radius of the iteration matrix is $\omega^* = \frac{2}{1 + \sqrt{\rho}}$ with $\rho = \rho(D(x^{(k+1)})A^{-1})$ [10]. Apparently, the optimal iteration parameter is iteration-dependent and it will be expensive to compute it in every iterative step, and the authors use the approximate optimal one $\omega_o = \frac{2}{1 + \sqrt{\rho}}$ with $\tilde{\rho} = \rho(A^{-1})$ in their numerical experiments. Though the approximate optimal parameter is iteration-independent, however, as it will be shown in the next section, $\omega_o$ will be out of the range of $\omega$ determined by (2.11)-(2.13), which means that the SOR-like method with this $\omega_o$ will be divergent. Finally, we want to point out that the SOR-like iteration method may not be a stationary iterative method (it will be if all the iteration $x^{(k)}$ possess the same sign for $k = 1, 2, \cdots$). Thus, the spectral radius of the iteration matrix less than 1 will not guarantee the convergence, a counterexample can be found in [9, Pages 6–7].

Remark 3.2. From our analysis above, $\omega^*_\text{opt}$ is the optimal iteration parameter which minimizes $\|T_\nu(\omega)\|_2$, an upper bound of the linear convergence factor for the SOR-like iteration method in the metric $\|\cdot\|_\omega$ of $(e^x_k, e^y_k)$ (see (2.14)). However, it may not be the really optimal one since the upper bound may not be tight; see the numerical results of Example 4.3 for an instance.
The range of the iteration parameter $\omega$.
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$\nu = 0.25$  

$\nu = 0.8$

Figure 7: Curves of optimal (top left: black solid line) and approximate optimal (top left: red dots line) iteration parameters and the comparisons of minimal points and minimums (others).

4 Numerical experiments

In this section, we will present four numerical examples to illustrate the superior performance of the SOR-like iteration method with our optimal iteration parameter for solving several AVEs (1.1). Five algorithms will be tested.

1. SORLo: the SOR-like iteration method with the approximate optimal iteration parameter $\omega_o = \frac{2}{1 + \sqrt{1 - \tilde{\rho}}}$ proposed in [10]. Here, $\tilde{\rho} = \rho(A^{-1})$.

2. SORLaopt: the SOR-like iteration method with the approximate optimal iteration parameter $\omega_{\text{aopt}}$ defined as in (3.11).

3. SORLopt: the SOR-like iteration method with the optimal iteration parameter $\omega_{\text{opt}}$ defined as in (3.10).

4. SORLno: the SOR-like iteration method with the numerically optimal iteration parameter $\omega_{\nu_{\text{no}}}$, which is selected from $\omega = [0.001 : 0.001 : 1.999]$ and is the first one to reach the minimal number of iteration of the method. Practically, determining optimal iteration
parameter in this way is unwise because of that it is always very time consuming, especially for large scale problems (see the following numerical results for detail). However, it is still necessary to be tested here in order to demonstrate the claim in Remark 3.2.

5. NT: the generalized Newton method [19]. Given an initial guess \( x^{(0)} \in \mathbb{R}^n \), the iteration sequence \( \{x^{(k)}\} \) is generated by

\[
\begin{bmatrix} A - D(x^{(k)}) \end{bmatrix} x^{(k+1)} = b
\]

for \( k = 0, 1, \ldots \) until convergence.

Note that in all these algorithms, the main task per iteration is solving a system of linear equations. The main difference between NT and SOR-like algorithms is that the coefficient matrices: In NT, the matrix is \( A - D(x^{(k)}) \), which is varying along with the iteration; while in the SOR-like methods, the matrix is \( A \), a fixed one. Solving systems \( Ax = d^k \) for different \( k \) only requires that \( A \) be factored once, at a cost of \( O(n^3) \) flops for the worst case (\( A \) is dense); while per iteration, its cost reduces to \( O(n^2) \) flops (matrix-vector products). Hence, if there are \( K \) iteration steps, the cost is \( O(n^3) + KO(n^2) \). However, for the NT, the cost will be \( KO(n^2) \) for the worst case. Thus, if \( n \) is large and \( K \) is far smaller than \( n \), the SOR-like methods will be competitive in terms of CPU time. In this paper, the tested methods are implemented in conjunction with Cholesky factorization (for the former three examples) or LU factorization (for the last example). Specifically, we use \( dA = \text{decomposition}(A, \text{’chol'}) \) or \( dA = \text{decomposition}(A, \text{’lu'}) \) to generate the Cholesky or LU decomposition of \( A \), where \( \text{decomposition} \) is the routine in MATLAB, which returns the corresponding decomposition of a matrix \( A \) that can be used to solve the linear system \( Ax = b \) efficiently. The call \( x = dA \backslash b \) returns the same vector as \( A \backslash b \), but is typically faster.

We also should note that the SOR-like method is one parameter-dependent and computing the optimal or approximate optimal parameters involved \( \|A^{-1}\|_2 \) or \( \rho(A^{-1}) \), and thus it may be time consuming, especially for large sparse problems. For symmetric positive definite matrix \( A \), we have \( \nu = \tilde{\nu} = \frac{1}{\lambda_{\min}(A)} \). In the literature, inverse power method is available for computing \( \lambda_{\min}(A) \); see [8] for instance. The right plot in Figure 4 compares the time performance of the inverse power method (the initial point is \( 1_n \), the tolerance is \( 10^{-8} \) and the maximal iteration number is 2000) and the MATLAB’s routine \( \text{eigs}(A, 1, \text{’SA'}) \) for computing \( \|A^{-1}\|_2 \) or \( \rho(A^{-1}) \) of the symmetric positive matrices in the following Example 4.2, from which we find that the elapsed CPU time is increasing as \( n \) becoming larger and, in terms of CPU time, \( \text{eigs} \) is better than the inverse power method for this example, especially when \( n \) is large. However, sometimes \( \text{eigs} \) can’t work (for instance, for Example 4.1) and, in this case, we use the inverse power method in our tests.

In the numerical results, we will report “IT” (the number of iteration), “CPU” (the elapsed CPU time in seconds) and “RES” (the residual error). RES is defined by

\[
\text{RES} = \|Ax^{(k)} - |x^{(k)}| - b\|
\]

All tests are started from the initial zero vector (except Example 4.4) and terminated if the current iteration satisfies \( \text{RES} \leq 10^{-8} \) (except the last problem in Example 4.3 and Example 4.4) or the number of prescribed maximal iteration steps \( k_{\max} = 100 \) is exceeded (denoted by “–”). In order to obtain more accurate CPU time, we run all test problems in each method five times and take the average. All computations are done in MATLAB R2017b with a machine precision \( 2.22 \times 10^{-16} \) on a personal computer with 2.60GHz central processing unit (Intel Core i7), 16GB memory and MacOS operating system.
Example 4.1 ([10]). Consider the AVE (1.1) with

\[ A = \text{tridiag}(-1, 8, -1) = \begin{bmatrix}
8 & -1 & 0 & \cdots & 0 & 0 \\
-1 & 8 & -1 & \cdots & 0 & 0 \\
0 & -1 & 8 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 8 & -1 \\
0 & 0 & 0 & \cdots & -1 & 8 \\
\end{bmatrix} \in \mathbb{R}^{n \times n} \text{ and } b = Ax^* - |x^*|,
\]

where \( x^* = [-1, -1, 1, \cdots, -1, 1]^T \in \mathbb{R}^n \).

For this example, we always have \( n = 1000 < 25, \omega_o = 1.0455, \omega_{opt} = 0.8730, \omega_{opt} = 1 \)
and \( \omega_{no} = (0.994, 0.997, 0.983, 0.984, 0.985) \) for \( n = (1000, 2000, 3000, 4000, 5000) \), respectively.

Obviously, \( \omega_{opt} < \omega_{opt} \) and

\[
0.2357 = \sqrt{\lambda_{max}(H_o(\omega_{opt}))} < 0.3326 = \frac{\eta(\omega_{opt})}{\tau} < 1. \text{ In addition, the range of the iteration parameter } \omega \text{ is } \Omega_1 = (0.3938, 1.4184) \text{ and } \omega_o, \omega_{no}, \omega_{opt}, \omega_{opt} \in \Omega_1.
\]

Table 1 reports the numerical results for Example 4.1, from which we clearly find that SORLopt converges faster than both SORLaopt and SORLo. SORLopt and SORLo take the same number of iteration for this example, but SORLopt is better than SORLo in terms of CPU time and the reason is that determining the numerically optimal iteration parameter needs more CPU than computing the optimal iteration parameter. SORLo is better than SORLopt with respect to IT and CPU. In regard to IT, CPU and RES, NT is the best one among the tested methods for this example.

| Method  | \( 1000 \) | \( 2000 \) | \( 3000 \) | \( 4000 \) | \( 5000 \) |
|---------|------------|------------|------------|------------|------------|
| SORLo   | 16         | 16         | 17         | 17         | 17         |
| CPU     | 0.0465     | 0.0733     | 0.1070     | 0.1522     | 0.1942     |
| RES     | 6.7263 \times 10^{-9} | 9.5154 \times 10^{-9} | 2.5980 \times 10^{-9} | 3.0001 \times 10^{-9} | 3.3543 \times 10^{-9} |
| SORLaopt| 20         | 20         | 20         | 20         | 20         |
| CPU     | 0.0467     | 0.0737     | 0.1084     | 0.1576     | 0.1985     |
| RES     | 4.1299 \times 10^{-9} | 5.8421 \times 10^{-9} | 7.1557 \times 10^{-9} | 8.2630 \times 10^{-9} | 9.2385 \times 10^{-9} |
| SORLopt | 12         | 12         | 13         | 13         | 13         |
| CPU     | 0.0446     | 0.0729     | 0.1062     | 0.1490     | 0.1921     |
| RES     | 6.8073 \times 10^{-9} | 9.6301 \times 10^{-9} | 1.1900 \times 10^{-9} | 1.3741 \times 10^{-9} | 1.5364 \times 10^{-9} |
| SORLo   | 12         | 12         | 13         | 13         | 13         |
| CPU     | 4.1239     | 6.9784     | 9.8242     | 12.6611    | 16.5506    |
| RES     | 9.3737 \times 10^{-9} | 9.8598 \times 10^{-9} | 9.6529 \times 10^{-9} | 9.8334 \times 10^{-9} | 9.6793 \times 10^{-9} |
| NT      | 2          | 2          | 2          | 2          | 2          |
| CPU     | 0.0011     | 0.0016     | 0.0020     | 0.0025     | 0.0030     |
| RES     | 4.6998 \times 10^{-15} | 4.6998 \times 10^{-15} | 4.6998 \times 10^{-15} | 4.6998 \times 10^{-15} | 4.6998 \times 10^{-15} |

Example 4.2 ([10]). Consider the AVE (1.1) with

\[ A = \text{Triadiag}(-I_m, S_m, -I_m) = \begin{bmatrix}
S_m & -I_m & 0 & \cdots & 0 & 0 \\
-I_m & S_m & -I_m & \cdots & 0 & 0 \\
0 & -I_m & S_m & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & S_m & -I_m \\
0 & 0 & 0 & \cdots & -I_m & S_m \\
\end{bmatrix} \in \mathbb{R}^{n \times n}, \]
\[ S_m = \text{tridiag}(-1, 8, -1) = \begin{bmatrix} 8 & -1 & 0 & \cdots & 0 & 0 \\ -1 & 8 & -1 & \cdots & 0 & 0 \\ 0 & -1 & 8 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 8 & -1 \\ 0 & 0 & 0 & \cdots & -1 & 8 \end{bmatrix} \in \mathbb{R}^{m \times m} \]

and \( b = Ax^* - |x^*| \), where \( x^* = [-1, 1, -1, 1, \ldots, -1, 1]^T \in \mathbb{R}^n \). Here, we have \( n = m^2 \).

The parameters for this example are displayed in Table 2. From Table 2, we find that \( \omega^*_{\text{aopt}}, \omega^*_{\text{no}}, \omega^*_{\text{aopt}}, \omega^*_{\text{opt}} \in \Omega_1 \) and the larger the range of \( \omega \) is, the smaller the range of \( \nu \) is. Meanwhile, \( \sqrt{\lambda_{\text{max}}(H_\nu(\omega^*_{\text{opt}}))} < \frac{\eta(\omega^*_{\text{opt}})}{\tau} < 1 \), which implies that SORLopt will converge faster than SORLaopt.

Numerical results for this example are reported in Table 3. From Table 3, we find that SORLopt always performs better than SORLo and SORLaopt in terms of IT and CPU. SORLopt and SORLo also take the same number of iteration, but SORLopt is superior to SORLo with respect to CPU. In addition, SORLo is better than SORLaopt in terms of IT and CPU. According to IT, CPU and RES, NT is also the best one among the tested methods for this example.

Table 2: Parameters for Example 4.2.

| \( m \) | \( \nu \) | \( \omega_0 \) | \( \omega_{\text{no}} \) | \( \omega^*_{\text{aopt}} \) | \( \omega^*_{\text{opt}} \) | \( \sqrt{\lambda_{\text{max}}(H_\nu(\omega^*_{\text{opt}}))} \) | \( \eta(\omega^*_{\text{opt}})/\tau \) | \( \Omega_1 \) |
|------|--------|--------|--------|----------------|----------------|-----------------|----------------|--------|
| 8    | 0.2358 | 1.0671 | 0.991  | 0.8354         | 1              | 0.3335          | 0.4309         | (0.3994, 1.3447) |
| 16   | 0.2458 | 1.0704 | 0.984  | 0.8305         | 1              | 0.3476          | 0.4438         | (0.4003, 1.3347) |
| 32   | 0.2489 | 1.0714 | 0.992  | 0.8290         | 1              | 0.3520          | 0.4478         | (0.4005, 1.3316) |
| 64   | 0.2497 | 1.0717 | 0.983  | 0.8286         | 1              | 0.3531          | 0.4488         | (0.4006, 1.3308) |

Table 3: Numerical results for Example 4.2.

| Method | \( m \) | 8 | 16 | 32 | 64 |
|--------|--------|---|----|----|----|
| SORLo  | IT     | 20 | 21 | 22 | 22 |
|        | CPU    | 0.0027 | 0.0049 | 0.0136 | 0.0518 |
|        | RES    | 3.1565 \times 10^{-9} | 4.0382 \times 10^{-9} | 3.3876 \times 10^{-9} | 7.4133 \times 10^{-9} |
| SORLaopt| IT    | 23 | 24 | 25 | 26 |
|        | CPU    | 0.0034 | 0.0054 | 0.0135 | 0.0534 |
|        | RES    | 4.2462 \times 10^{-9} | 5.3287 \times 10^{-9} | 4.9212 \times 10^{-9} | 4.00809 \times 10^{-9} |
| SORLopt| IT    | 13 | 14 | 14 | 15 |
|        | CPU    | 0.0022 | 0.0044 | 0.0118 | 0.0507 |
|        | RES    | 4.9340 \times 10^{-9} | 3.0140 \times 10^{-9} | 6.7716 \times 10^{-9} | 9.7421 \times 10^{-9} |
| SORLo  | IT    | 13 | 14 | 15 | 15 |
|        | CPU    | 1.4552 | 2.1608 | 5.2270 | 20.0681 |
|        | RES    | 9.0770 \times 10^{-9} | 9.4222 \times 10^{-9} | 9.2093 \times 10^{-9} | 9.7421 \times 10^{-9} |
| NT     | IT    | 2 | 2 | 2 | 2 |
|        | CPU    | 0.0005 | 0.0009 | 0.0024 | 0.0097 |
|        | RES    | 1.7015 \times 10^{-14} | 3.6599 \times 10^{-14} | 7.4887 \times 10^{-14} | 1.66687 \times 10^{-13} |
Example 4.3 ([6, 15]). Consider the AVE (1.1) with the matrix $A \in \mathbb{R}^{n \times n}$ arises from six different test problems listed in Table 4. These matrices are sparse and symmetric positive definite and $\|A^{-1}\| < 1$. In addition, let $b = Ax^* - [x^*]$ with $x^* = [-1, 1, -1, 1, \cdots , -1, 1]^T \in \mathbb{R}^n$.

Table 5 displays the parameters for Example 4.3. It follows from Table 5 that $\omega_{aopt}^* < \omega_{opt}^*$, $\sqrt{\lambda_{\text{max}}(H_\nu(\omega_{aopt}^*))} < n(\omega_{aopt}^*)/\tau < 1$ and the range of $\omega$ becomes smaller as the value of $\nu$ becomes larger. Furthermore, all values of $\omega_{no}$, $\omega_{aopt}^*$ and $\omega_{opt}^*$ belong to $\Omega_1$ or $\Omega_2$ while $\omega_o$ does not belong to $\Omega_1$ or $\Omega_2$ for the former three test problems and it belongs to $\Omega_1$ for the later three test problems.

Table 6 reports the numerical results for Example 4.3. From Table 6, for the former three test problems, SORLo is divergent and the reason is that $\omega_o$ does not belong to $\Omega_1$ or $\Omega_2$ in these cases. For the test problems Trefethen_20b and Trefethen_200b, all methods converge within 100 numbers of iteration. For the Trefethen_20000b problem, RES of all methods do not reach about $O(10^{-5})$ within 100 numbers of iteration (Indeed, it is still the case if we set the maximal iteration number to 2000 or more).

In conclusion, for the former five test problems in this example, we find that SORLo is always better than SORLo and SORLaopt in terms of IT and CPU; SORLno is better than SORLo with respect to IT (see the possible reason in Remark 3.2) but behaves worst in terms of CPU; SORLaopt is better than SORLo in terms of IT and CPU and NT is the best one among the tested methods in terms of IT and CPU and RES.

However, for the test problem Trefethen_20000b, if we set RES $\leq 10^{-6}$ as the new stopping criterion, then SORLo, SORLaopt, SORLo, SORLno and NT converge at iterative steps 52, 22, 14, 12 and 2, respectively, and the elapsed CPU time are 12.4365, 9.4597, 8.6735, 13575.4682 and 9.5410 seconds, respectively. The RES for SORLo, SORLaopt, SORLo, SORLno and NT are $7.8509 \times 10^{-7}$, 6.7046 $\times 10^{-7}$, 4.7848 $\times 10^{-7}$, 9.6870 $\times 10^{-7}$ and $3.4955 \times 10^{-8}$, respectively. Particularly, in this case, SORLo is superior to NT in terms of CPU.

Table 4: Test problems for Example 4.3.

| Problem      | $n$ | Problem      | $n$ |
|--------------|-----|--------------|-----|
| mesh1e1      | 48  | Trefethen_20b| 19  |
| mesh1em1     | 48  | Trefethen_20b| 199 |
| mesh2e1      | 306 | Trefethen_20000b| 19999 |

Table 5: Parameters for Example 4.3.

| Problem      | $\nu$ | $\omega_o$ | $\omega_{no}$ | $\omega_{aopt}^*$ | $\omega_{opt}^*$ | $\sqrt{\lambda_{\text{max}}(H_\nu(\omega_{aopt}^*))}$ | $n(\omega_{aopt}^*)/\tau$ | Range          |
|--------------|------|------------|--------------|-------------------|-----------------|-----------------------------------------------|---------------------------|---------------|
| mesh1e1      | 0.5747 | 1.2105   | 0.946       | 0.7102             | 0.8218           | 0.7301                            | 0.7588                    | $\Omega_1 = (0.4361, 1.0753)$ |
| mesh1em1     | 0.6397 | 1.2498   | 0.921       | 0.6929             | 0.7848           | 0.7845                            | 0.8040                    | $\Omega_1 = (0.4460, 1.0367)$ |
| mesh2e1      | 0.7615 | 1.3438   | 0.944       | 0.6641             | 0.7210           | 0.8717                            | 0.8703                    | $\Omega_2 = (0.4692, 0.9413)$ |
| Trefethen_20b| 0.4244 | 1.1372   | 0.939       | 0.7569             | 0.9114           | 0.5783                            | 0.6365                    | $\Omega_1 = (0.4175, 1.1785)$ |
| Trefethen_200b| 0.4265 | 1.1381   | 0.940       | 0.7561             | 0.9102           | 0.5807                            | 0.6384                    | $\Omega_1 = (0.4177, 1.1769)$ |
| Trefethen_20000b| 0.4268| 1.1382   | 0.943       | 0.7561             | 0.9101           | 0.5810                            | 0.6387                    | $\Omega_1 = (0.4177, 1.1767)$ |

As stated in the former three examples, NT performs very well and it is better than all SOR-like methods in most cases, except only for the CPU in the test problem Trefethen_20000b. In
addition, SORLo, SORLaopt and SORLno always perform no better than SORLopt in all our
tests in terms of CPU. For this reason, in the last example, we will omit reporting numerical
results by SORLo, SORLaopt and SORLno. The next example is about the case that \( \nu \)
is known, thus it is easy to obtain the optimal iteration parameter for SORLopt.

**Example 4.4.** The data of the AVE (1.1) is randomly generated according to [4] and the code
is free available in http://orizon.mat.ufg.br/admin/pages/11432-codes. In this example, we run the command (MATLAB expression and the data.m is download from the above website)

\[
[A, b, \sim, xini, \sim, \sim, normAinv, \sim, \sim, \sim] = data(n,density,cond)
\]

to generate relatively well-conditioned matrices \( A \) with \( \text{cond} = 10 \). Since \( \nu = \text{normAinv} \)

is known, the optimal iteration parameter for SORLopt is easy to obtain for this example.

“density” represents the approximate density of matrix \( A \). A detailed description of the data
can be found in [4] or annotations in their codes. In order to avoid the case that both methods
are hard to achieve the accuracy of \( \text{RES} \leq 10^{-8} \) within 100 numbers of iteration (like problem
\( \text{Trefethen}20000b \) in Example 4.3), we set \( \text{RES} \leq 10^{-6} \) as the stopping criterion for this
example. In addition, we set \( y^{(0)} = x^{(0)} = xini \) for SORLopt. For each set of \( (n, \text{density}, \text{cond}) \),
we test ten problems and the averages of IT, CPU and RES are reported in Table 7 (“dens”
is short for “density”). From Table 7, we find that NT always needs less IT than SORLopt.
However, SORLopt elapses less CPU than NT, especially for the large sparse AVEs.

The numerical results of this section allow us to conclude that SORLopt is better than
SORLo and SORLaopt in terms of IT and CPU. SORLopt is superior to SORLno in terms of
CPU. However, SORLno is no worse than SORLopt in terms of IT, which demonstrates that
our optimal iteration parameter is not exactly the optimal one, it is optimal in the sense that it
minimizes \( \| T_\nu(\omega) \|_2 \), an upper bound of the linear convergence factor of the SOR-like iteration

### Table 6: Numerical results for Example 4.3 (\( \text{RES} \leq 10^{-8} \)).

| Problem       | Method | IT  | CPU  | RES                  |
|---------------|--------|-----|------|----------------------|
| mesh1e1       | SORLo  | 42  | 0.0047 | 9.5347 \times 10^{-9} |
|               | SORLaopt | 32  | 0.0039 | 9.5398 \times 10^{-9} |
|               | SORLopt | 23  | 1.6561 | 9.7580 \times 10^{-15} |
|               | SORLno  | 2   | 0.0006 |                       |
| mesh1em1      | SORLo  | 43  | 0.0064 | 8.5392 \times 10^{-9} |
|               | SORLaopt | 35  | 0.0057 | 9.7687 \times 10^{-9} |
|               | SORLopt | 24  | 1.6590 | 1.7826 \times 10^{-14} |
|               | SORLno  | 2   | 0.0006 |                       |
| mesh2e1       | SORLo  | 68  | 0.0252 | 7.1097 \times 10^{-9} |
|               | SORLaopt | 53  | 0.0250 | 9.9663 \times 10^{-9} |
|               | SORLopt | 46  | 3.0330 | 1.2027 \times 10^{-13} |
|               | SORLno  | 26  | 0.0014 |                       |
| Trefethen20b  | SORLo  | 69  | 0.0036 | 7.9973 \times 10^{-9} |
|               | SORLaopt | 27  | 0.0028 | 8.2040 \times 10^{-9} |
|               | SORLopt | 18  | 0.0013 | 9.5390 \times 10^{-9} |
|               | SORLno  | 16  | 1.3719 | 4.2074 \times 10^{-14} |
| Trefethen200b | SORLo  | 69  | 0.0141 | 9.2407 \times 10^{-9} |
|               | SORLaopt | 27  | 0.0114 | 8.6263 \times 10^{-9} |
|               | SORLopt | 18  | 0.0102 | 6.1932 \times 10^{-9} |
|               | SORLno  | 16  | 3.8434 | 6.2035 \times 10^{-12} |
| Trefethen20000b | SORLo | -   | -    | -                   |
|               | SORLaopt | -   | -    | -                   |
|               | SORLopt | -   | -    | -                   |
|               | SORLno  | -   | -    | -                   |
Table 7: Numerical results for Example 4.4.

| Method       | $\alpha$ | $n$          | 1500($dens = 1$) | 1500($dens = 0.8$) | 3000($dens = 0.4$) | 3000($dens = 0.1$) | 10000($dens = 0.003$) |
|--------------|----------|--------------|------------------|---------------------|-------------------|----------------------|-------------------------|
| NT           | IT       | 2.9          | 3.0              | 3.4                 | 3.0               | 3.3                  |                         |
|              | CPU      | 0.8996       | 0.9948           | 8.7809              | 2.3885            | 15.0571              |                         |
|              | RES      | $2.7825 \times 10^{-9}$ | $9.6605 \times 10^{-9}$ | $5.5251 \times 10^{-10}$ | $1.3907 \times 10^{-9}$ | $2.2440 \times 10^{-10}$ |                         |
| SORLopt      | IT       | 7.6          | 6.7              | 8.6                 | 7.5               | 8.4                  |                         |
|              | CPU      | 0.6876       | 0.8100           | 3.1738              | 1.0463            | 3.9178               |                         |
|              | RES      | $2.3802 \times 10^{-7}$ | $2.3404 \times 10^{-7}$ | $2.9646 \times 10^{-7}$ | $1.9205 \times 10^{-7}$ | $1.5401 \times 10^{-7}$ |                         |

method in the metric $\| \cdot \|_\omega$ for $(\epsilon_k^x, \epsilon_k^y)$. Nevertheless, SORLopt has performed pretty good. In addition, SORLaopt is better than SORLo in some situations. NT is parameter-independent and it is of high efficiency in terms of iteration number. However, in terms of CPU, it will not always be so competitive and sometimes SORLopt is better than it for solving small to middle scale dense or large sparse AVEs. In practice, if $\nu$ is known or can be computed efficiently, SORLopt is a good alternative for solving AVEs. However, in general, even though there exists effective algorithms for computing $\|A^{-1}\|_2$, we cannot necessarily achieve it for large scale problems in an amount of time acceptable to the readers. Thus, the advantages of SORLopt will be weakened or even vanish if the optimal iteration parameter can not be available efficiently. For more detail about the solution of algebraic eigenvalue problems, the reader is referred to [2, 5, 30] and references therein.

5 Conclusions

In this paper, by revisiting the convergence conditions of the SOR-like iteration method proposed in [15] for solving the AVE (1.1), the convergent range of the iteration parameter is given and optimal and approximate optimal iteration parameters for the SOR-like iteration method are determined. Our analysis is from the view of the iteration error, which is different from that of iteration matrix [10]. Furthermore, our optimal and approximate optimal iteration parameters are iteration-independent. Several numerical examples are provided to illustrate that the SOR-like iteration method with our optimal iteration parameter converges faster than that with the approximate optimal parameter proposed in [10] on solving the AVE (1.1) with $\|A^{-1}\|_2 < 1$. In addition, our approximate optimal parameter behaves better than that of [10] in some situations.

Comparing with the generalized Newton method [19], the coefficient matrix during the SOR-like iteration is fixed while that of the generalized Newton method is varying. This special intrinsic property allows us to deal with the most expensive implementation, the inverse computation, in a ‘once-for-all’ manner. Hence, the cost per iteration reduces to the matrix-vector productions, which is much lower than the inverse computation. Numerical results show that, in terms of CPU time, the SOR-like iteration method with our optimal iteration parameter sometimes performs better than the generalized Newton method for solving small to middle scale dense or large sparse AVEs.

However, computing the optimal or approximate optimal parameters involved $\|A^{-1}\|_2$, which may be time consuming, especially for large scale problems. In conclusion, if $\|A^{-1}\|_2$ is known or can be efficiently computed, the SOR-like iteration method with our optimal iteration parameter is a good alternative for solving AVE (1.1) with $\|A^{-1}\|_2 < 1$. 
Appendix A. The proofs of $\omega_i(\nu)(i = 1, 2, 3, 4)$ being real functions with respect to $\nu$

In this section, we prove that $\omega_1(\nu)$ and $\omega_2(\nu)$ are real functions for $\nu \in (0, \frac{\sqrt{7}}{2})$ and $\omega_3(\nu)$ and $\omega_4(\nu)$ are real functions for $\nu \in (\frac{\sqrt{7}}{2}, 1)$, respectively. The proofs are separated in two cases.

**Proof.** Let

$$
\Delta_1(\nu) = - (8\nu^3 - 16\nu^2 + 4\nu - 1) + \frac{\nu}{\gamma}(8\nu^3 + 30\nu^2 - 48\nu + 10),
$$

$$
\Delta_2(\nu) = (8\nu^3 + 16\nu^2 + 4\nu + 1) - \frac{\nu}{\zeta}(8\nu^3 - 30\nu^2 - 48\nu - 10),
$$

$$
\Delta_3(\nu) = -(8\nu^3 - 16\nu^2 + 4\nu - 1) - \frac{\nu}{\gamma}(8\nu^3 + 30\nu^2 - 48\nu + 10),
$$

where

$$
\gamma = \sqrt{-(\nu - 1)(\nu + 5)},
$$

$$
\zeta = \sqrt{-(\nu + 1)(\nu - 5)}.
$$

- **Case 1:** when $0 < \nu < \frac{\sqrt{7}}{2}$. Then $\gamma = \sqrt{-(\nu - 1)(\nu + 5)} > 0$ and $\zeta = \sqrt{-(\nu + 1)(\nu - 5)} > 0$. Thus, $\omega_1(\nu)$ and $\omega_2(\nu)$ are real functions with respect to $\nu$ if $\Delta_1(\nu) > 0$ and $\Delta_2(\nu) > 0$, respectively.

$\Delta_1(\nu) > 0$ is equivalent to

$$
p_1(\nu) = 8\nu^4 + 30\nu^3 - 48\nu^2 + 10\nu > (8\nu^3 - 16\nu^2 + 4\nu - 1)\gamma = p_2(\nu)\gamma
$$

(5.1)

Since $p_2'(\nu) = 4(6\nu^2 - 8\nu + 1) > 0$ in $(0, \frac{4\sqrt{3}}{6})$ and $p_2'(\nu) < 0$ in $(\frac{4\sqrt{3}}{6}, \frac{\sqrt{7}}{2})$, $p_2$ is strictly monotonously increasing in $(0, \frac{4\sqrt{3}}{6})$ and strictly monotonously decreasing in $(\frac{4\sqrt{3}}{6}, \frac{\sqrt{7}}{2})$. Thus $p_2(\nu) \leq p_2(\frac{4\sqrt{3}}{6}) = \frac{-83 + 20\sqrt{3}}{27} < 0$. On the other hand, $p_1(\nu) = \nu(4\nu - 1)(2\nu + 10)(\nu - 1) > 0$ when $0 < \nu \leq \frac{1}{4}$ and $p_1(\nu) < 0$ when $\frac{1}{4} < \nu < \frac{\sqrt{7}}{2}$. Thus, from (5.1), we have $\Delta_1 > 0$ when $0 < \nu \leq \frac{1}{4}$. Now we turn to $\frac{1}{4} < \nu < \frac{\sqrt{7}}{2}$; then (5.1) is equivalent to

$$(8\nu^3 - 16\nu^2 + 4\nu - 1)^2\gamma^2 > (8\nu^4 + 30\nu^3 - 48\nu^2 + 10\nu)^2,$$

that is

$$p_3(\nu) = (2\nu^2 - 1)^2(\nu + 1)(-32\nu^2 + 8\nu - 1)$$

$$= (2\nu^2 - 1)^2(\nu + 1)p_4(\nu) > 0.$$

Since $p_4(\nu)$ is strictly monotonously decreasing in $(\frac{1}{4}, \frac{\sqrt{7}}{2})$, $p_4(\nu) < p_4(\frac{1}{4}) = -1 < 0$. Then we have $p_3(\nu) > 0$. Therefore, if $0 < \nu < \frac{\sqrt{7}}{2}$, it holds that $\Delta_1 > 0$.

$\Delta_2 > 0$ is equivalent to

$$q_1(\nu) = 8\nu^4 - 30\nu^3 - 48\nu^2 - 10\nu < (8\nu^3 + 16\nu^2 + 4\nu + 1)\zeta \doteq q_2(\nu)\zeta.
$$

(5.2)

Since $q_1(\nu) = \nu(\nu - 5)(\nu + 1)(8\nu + 2)$, $q_1(\nu) < 0$. On the other hand, $q_2(\nu) > 0$. Thus (5.2) holds.
\begin{itemize}
\item **Case 2:** when $\frac{\sqrt{7}}{2} < \nu < 1$. Then $\gamma = \sqrt{-(\nu - 1)(\nu + 5)} > 0$. Thus, $\omega_3(\nu)$ and $\omega_4(\nu)$ are real functions with respect to $\nu$ if $\Delta_1(\nu) > 0$ and $\Delta_3(\nu) > 0$, respectively.

$\Delta_1 > 0$ is equivalent to

$$g_1(\nu) \gamma = (8\nu^3 - 16\nu^2 + 4\nu - 1)\gamma < (8\nu^4 + 30\nu^3 - 48\nu^2 + 10\nu) \doteq g_2(\nu). \quad (5.3)$$

Since $g'_1(\nu) = 4(6\nu^2 - 8\nu + 1) < 0$ in $(\frac{\sqrt{7}}{2}, 1)$, $g_1(\nu)$ is strictly monotonously decreasing in $(\frac{\sqrt{7}}{2}, 1)$.
Thus $g_1(\nu) < g_1(\frac{\sqrt{7}}{2}) = 4\sqrt{2} - 9 < 0$. On the other hand, $g_2(\nu) = \nu(4\nu - 1)(2\nu + 10)(\nu - 1)$ implies that $g_2(\nu) < 0$ whenever $\nu \in (\frac{\sqrt{7}}{2}, 1)$. Thus, (5.3) is equivalent to

$$g_3(\nu) \doteq -128\nu^8 - 480\nu^7 + 892\nu^6 + 304\nu^5 - 776\nu^4 + 56\nu^3 + 171\nu^2 - 44\nu + 5 > 0.$$

Since

$$g_3(\nu) = (2\nu^2 - 1)^2(\nu + 5)(\nu - 1)(-38\nu^2 + 8\nu - 1)$$

$$\doteq (2\nu^2 - 1)^2(\nu + 5)(\nu - 1)g_4(\nu),$$

$2\nu^2 - 1 > 0$, $\nu + 5 > 0$, and $\nu - 1 < 0$, it is sufficient to prove $g_4(\nu) < 0$. Indeed,

$$g'_3(\nu) = -76\nu + 8 < 0$$ implies that $g_4(\nu) < g_4(\frac{\sqrt{7}}{2}) = -20 + 4\sqrt{2} < 0.$

$\Delta_3 > 0$ is equivalent to

$$g_5(\nu) \doteq (8\nu^3 - 16\nu^2 + 4\nu - 1)\gamma < -(8\nu^4 + 30\nu^3 - 48\nu^2 + 10\nu) \doteq g_6(\nu). \quad (5.4)$$

Earlier, we have proved that $g_5(\nu) = g_1(\nu) < 0$. On the other hand, $g_6(\nu) = -\nu(4\nu - 1)(2\nu + 10)(\nu - 1) > 0$. Thus, (5.4) holds.

$\square$
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