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Abstract
Communicating with customers through live chat interfaces has become an increasingly popular means to provide real-time customer service in many e-commerce settings. Today, human chat service agents are frequently replaced by conversational software agents or chatbots, which are systems designed to communicate with human users by means of natural language often based on artificial intelligence (AI). Though cost- and time-saving opportunities triggered a widespread implementation of AI-based chatbots, they still frequently fail to meet customer expectations, potentially resulting in users being less inclined to comply with requests made by the chatbot. Drawing on social response and commitment-consistency theory, we empirically examine through a randomized online experiment how verbal anthropomorphic design cues and the foot-in-the-door technique affect user request compliance. Our results demonstrate that both anthropomorphism as well as the need to stay consistent significantly increase the likelihood that users comply with a chatbot’s request for service feedback. Moreover, the results show that social presence mediates the effect of anthropomorphic design cues on user compliance.
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Introduction
Communicating with customers through live chat interfaces has become an increasingly popular means to provide real-time customer service in e-commerce settings. Customers use these chat services to obtain information (e.g., product details) or assistance (e.g., solving technical problems). The real-time nature of chat services has transformed customer service into a two-way communication with significant effects on trust, satisfaction, and repurchase as well as WOM intentions (Mero 2018). Over the last decade, chat services have become the preferred option to obtain customer support (Charlton 2013). More recently, and fueled by technological advances in artificial intelligence (AI), human chat service agents are frequently replaced by conversational software agents (CAs) such as chatbots, which are systems such as chatbots designed to communicate with human users by means of natural language (e.g., Gnewuch et al. 2017; Pavlikova et al. 2003; Pfeuffer et al. 2019a). Though rudimentary CAs emerged as early as the 1960s (Weizenbaum 1966), the “second wave of artificial intelligence” (Launchbury 2018) has renewed the interest and strengthened the commitment to this technology, because it has paved the way for systems that are capable of more human-like interactions (e.g., Gnewuch et al. 2017; Maedche et al. 2019; Pfeuffer et al. 2019b). However, despite the technical advances, customers continue to have unsatisfactory encounters with CAs that are based on AI. CAs may, for instance, provide unsuitable responses to the user requests, leading to a gap between the user’s expectation and the system’s performance (Luger and Sellen 2016; Orlowski 2017). With AI-based CAs displacing human chat service agents, the question arises whether live chat services will continue to be effective, as skepticism and resistance...
against the technology might obstruct task completion and inhibit successful service encounters. Interactions with these systems might thus trigger unwanted behaviors in customers such as a noncompliance that can negatively affect both the service providers as well as users (Bowman et al. 2004). However, if customers choose not to conform with or adapt to the recommendations and requests given by the CAs this calls into question the raison d’être of this self-service technology (Cialdini and Goldstein 2004).

To address this challenge, we employ an experimental design based on an AI-based chatbot (hereafter simply “chatbot”), which is a particular type of CAs that is designed for turn-by-turn conversations with human users based on textual input. More specifically, we explore what characteristics of the chatbot increase the likelihood that users comply with a chatbot’s request for service feedback through a customer service survey. We have chosen this scenario to test the user’s compliance because a customer’s assessment of service quality is important and a universally applicable predictor for customer retention (Gustafsson et al. 2005).

Prior research suggests that CAs should be designed anthropomorphically (i.e., human-like) and create a sense of social presence (e.g., Rafaeli and Noy 2005; Zhang et al. 2012) by adopting characteristics of human-human communication (e.g., Derrick et al. 2011; Elkins et al. 2012). Most of this research focused on anthropomorphic design cues and their impact on human behavior with regard to perceptions and adoptions (e.g., Adam et al. 2019; Hess et al. 2009; Qi and Benbasat 2009). This work offers valuable contributions to research and practice but has been focused primarily on embodied CAs that have a virtual body or face and are thus able to use nonverbal anthropomorphic design cues (i.e., physical appearance or facial expressions). Chatbots, however, are disembodied CAs that predominantly use verbal cues in their interactions with users (Araujo 2018; Feine et al. 2019). While some prior work exists that investigates verbal anthropomorphic design cues, such as self-disclosure, excuse, and thanking (Feine et al. 2019), due to limited capabilities of previous generations of CAs, these cues have often been rather static and insensitive to the user’s input. As such, users might develop an aversion against such a system, because of its inability to realistically mimic a human-human communication.  

Today, conversational computing platforms (e.g., IBM Watson Assistant) allow sophisticated chatbot solutions that delicately comprehend user input based on narrow AI. Chatbots built on these systems have a comprehension that is closer to that of humans and that allows for more flexible as well as empathetic responses to the user’s input compared to the rather static responses of their rule-based predecessors (Reeves and Nass 1996). These systems thus allow new anthropomorphic design cues such as exhibiting empathy through conducting small talk. Besides a few exceptions (e.g., Araujo 2018; Derrick et al. 2011), the implications of more advanced anthropomorphic design cues remain underexplored.

Furthermore, as chatbots continue to displace human service agents, the question arises whether compliance and persuasion techniques, which are intended to influence users to comply with or adapt to a specific request, are equally applicable in these new technology-based self-service settings. The continued-question procedure as a form of the foot-in-the-door compliance technique is particularly relevant as it is not only abundantly used in practice but its success has been shown to be heavily dependent on the kind of requester (Burger 1999). The effectiveness of this compliance technique may thus differ when applied by CAs rather than human service agents. Although the application of CAs as artificial social actors or agents seem to be a promising new field for research on compliance and persuasion techniques, it has been hitherto neglected.

Against this backdrop, we investigate how verbal anthropomorphic design cues and the foot-in-the-door compliance tactic influence user compliance with a chatbot’s feedback request in a self-service interaction. Our research is guided by the following research questions:

**RQ1:** How do verbal anthropomorphic design cues affect user request compliance when interacting with an AI-based chatbot in customer self-service?

**RQ2:** How does the foot-in-the-door technique affect user request compliance when interacting with an AI-based chatbot in customer self-service?

We conducted an online experiment with 153 participants and show that both verbal anthropomorphic design cues and the foot-in-the-door technique increase user compliance with a chatbot’s request for service feedback. We thus demonstrate how anthropomorphism and the need to stay consistent can be used to influence user behavior in the interaction with a chatbot as a self-service technology.

Our empirical results provide contributions for both research and practice. First, this study extends prior research by showing that the computers-are-social-actors (CASA) paradigm extends to disembodied CAs that predominantly use verbal cues in their interactions with users. Second, we show that humans acknowledge CAs as a source of persuasive messages and that the degree to which humans comply with the artificial social agents depends on the techniques applied during the human-chatbot communication. For platform providers and online marketers, especially for those who consider employing AI-based CAs in customer self-service, we offer two recommendations. First, during CAs interactions, it is not

---

1 Referred to as “Uncanny Valley” in settings that involve embodied CAs such as avatars (Mori 1970; Seymour et al. 2019).
2 Narrow or weak artificial intelligence refers to systems capable of carrying out a narrow set of tasks that require a specific human capability such as visual perception or natural language processing. However, the system is incapable of applying intelligence to any problem, which requires strong AI.
necessary for providers to attempt to fool users into thinking they are interacting with a human. Rather, the focus should be on employing strategies to achieve greater human likeness through anthropomorphism, which we have shown to have a positive effect on user compliance. Second, providers should design CA dialogs as carefully as they design the user interface. Our results highlight that the dialog design can be a decisive factor for user compliance with a chatbot’s request.

**Theoretical background**

**The role of conversational agents in service systems**

A key challenge for customer service providers is to balance service efficiency and service quality: Both researchers and practitioners emphasize the potential advantages of customer self-service, including increased time-efficiency, reduced costs, and enhanced customer experience (e.g., Meuter et al. 2005; Scherer et al. 2015). CAs, as a self-service technology, offer a number of cost-saving opportunities (e.g., Gnewuch et al. 2017; Pavlíková et al. 2003), but also promise to increase service quality and improve provider-customer encounters. Studies estimate that CAs can reduce current global business costs of $1.3 trillion related to 265 billion customer service inquiries per year by 30% through decreasing response time, freeing up agents for different work, and dealing with up to 80% of routine questions (Reddy 2017b; Techlabs 2017). Chatbots alone are expected to help business save more than $8 billion per year by 2022 in customer-supporting costs, a tremendous increase from the $20 million in estimated savings for 2017 (Reddy 2017a). CAs thus promise to be fast, convenient, and cost-effective solutions in form of 24/7 electronic channels to support customers (e.g., Hopkins and Silverman 2016; Meuter et al. 2005).

Customers usually not only appreciate easily accessible and flexible self-service channels, but also value personalized attention. Thus, firms should not shift towards customer self-service channels completely, especially not at the beginning of a relationship with a customer (Scherer et al. 2015), as the absence of a personal social actor in online transactions can translate into loss of sales (Raymond 2001). However, by mimicking social actors, CAs have the potential to actively influence service encounters and to become surrogates for service employees by completing assignments that used to be done by human service staff (e.g., Larivière et al. 2017; Verhagen et al. 2014). For instance, instead of calling a call center or writing an e-mail to ask a question or to file a complaint, customers can turn to CAs that are available 24/7. This self-service channel will become progressively relevant as the interface between companies and consumers is “gradually evolving to become technology dominant (i.e., intelligent assistants acting as a service interface) rather than human-driven (i.e., service employee acting as service interface)” (Larivière et al. 2017, p. 239). Moreover, recent AI-based CAs have the option to signal human characteristics such as friendliness, which are considered crucial for handling service encounters (Verhagen et al. 2014). Consequently, in comparison to former online service encounters, CAs can reduce the former lack of interpersonal interaction by evoking perceptions of social presence and personalization.

Today, CAs, and chatbots in particular, have already become a reality in electronic markets and customer service on many websites, social media platforms, and in messaging apps. For instance, the number of chatbots on Facebook Messenger soared from 11,000 to 300,000 between June 2016 and April 2019 (Facebook 2019). Although these technological artefacts are on the rise, previous studies indicated that chatbots still suffer from problems linked to their infancy, resulting in high failure rates and user skepticism when it comes to the application of AI-based chatbots (e.g., Orlowski 2017). Moreover, previous research has revealed that, while human language skills transfer easily to human-chatbot communication, there are notable differences in the content and quality of such conversations. For instance, users communicate with chatbots for a longer duration and with less rich vocabulary as well as greater profanity (Hill et al. 2015). Thus, if users treat chatbots differently, their compliance as a response to recommendations and requests made by the chatbot may be affected. This may thus call into question the promised benefits of the self-service technology. Therefore, it is important to understand how the design of chatbots impacts user compliance.

**Social response theory and anthropomorphic design cues**

The well-established social response theory (Nass et al. 1994) has paved the way for various studies providing evidence on how humans apply social rules to anthropomorphically designed computers. Consistent with previous research in digital contexts, we define anthropomorphism as the attribution of human-like characteristics, behaviors, and emotions to nonhuman agents (Epley et al. 2007). The phenomenon can be understood as a natural human tendency to ease the comprehension of unknown actors by applying anthropocentric knowledge (e.g., Epley et al. 2007; Pfeuffer et al. 2019a).

According to social response theory (Nass and Moon 2000; Nass et al. 1994), human-computer interactions (HCIs) are fundamentally social: Individuals are biased towards automatically as well as unconsciously perceiving computers as social actors, even when they know that machines do not hold feelings or intentions. The identified psychological effect underlying the computers-are-social-actors (CASA) paradigm is the evolutionary biased social orientation of human beings (Nass and Moon 2000; Reeves and Nass 1996). Consequently,
through interacting with an anthropomorphized computer system, a user may perceive a sense of social presence (i.e., a “degree of salience of the other person in the interaction” (Short et al. 1976, p. 65)), which was originally a concept to assess users’ perceptions of human contact (i.e., warmth, empathy, sociability) in technology-mediated interactions with other users (Qiu and Benbasat 2009). Therefore, the term “agent”, for example, which referred to a human being who offers guidance, has developed into an established term for anthropomorphically designed computer-based interfaces (Benlian et al. 2019; Qiu and Benbasat 2009).

In HCI contexts, when presented with a technology possessing cues that are normally associated with human behavior (e.g., language, turn-taking, interactivity), individuals respond by exhibiting social behavior and making anthropomorphic attributions (Eppey et al. 2007; Moon and Nass 1996; Nass et al. 1995). Thus, individuals apply the same social norms to computers as they do to humans: In interactions with computers, even few anthropomorphic design cues (ADCs) can trigger social orientation and perceptions of social presence in an individual and, thus, responses in line with socially desirable behavior. As a result, social dynamics and rules guiding human-human interaction similarly apply to HCI. For instance, CASA studies have shown that politeness norms (Nass et al. 1999), gender and ethnicity stereotypes (Nass and Moon 2000; Nass et al. 1997), personality response (Nass et al. 1995), and flattery effects (Fogg and Nass 1997) are also present in HCI.

Whereas nonverbal ADCs, such as physical appearance or embodiment, aim to improve the social connection by implementing motoric and static human characteristics (Eyssel et al. 2010), verbal ADCs, such as the ability to chat, rather intend to establish the perception of intelligence in a non-human technological agent (Araujo 2018). As such, static and motoric anthropomorphic embodiments through avatars in marketing contexts have been found predominantly useful to influence trust and social bonding with virtual agents (e.g., Qiu and Benbasat 2009) and particularly important for service encounters and online sales, for example on company websites (e.g., Etemad-Sajadi 2016; Holzwarth et al. 2006), in virtual worlds (e.g., Jin 2009; Jin and Sung 2010), and even in physical interactions with robots in stores (Bertacchini et al. 2017). Yet, chatbots are rather disembodied CAs, as they mainly interact with customers via messaging-based interfaces through verbal (e.g., language style) and nonverbal cues (e.g., blinking dots), allowing a real-time dialogue through primarily text input but omitting physical and dynamic representations, except for the typically static profile picture. Besides two exceptions that focused on verbal ADCs (Araujo 2018; Go and Sundar 2019), to the best of our knowledge, no other studies have directly targeted verbal ADCs to extend past research on embodied agents.

**Compliance, foot-in-the-door technique and commitment-consistency theory**

The term compliance refers to “a particular kind of response — acquiescence—to a particular kind of communication — a request” (Cialdini and Goldstein 2004, p. 592). The request can be either explicit, such as asking for a charitable donation in a door-to-door campaign, or implicit, such as in a political advertisement that endorses a candidate without directly urging a vote. Nevertheless, in all situations, the targeted individual realizes that he or she is addressed and prompted to respond in a desired way. Compliance research has devoted its efforts on various compliance techniques, such as the that’s-not-all technique (Burger 1986), the disrupt-then-reframe technique (Davis and Knowles 1999; Knowles and Linn 2004), door-in-the-face technique (Cialdini et al. 1975), and foot-in-the-door (FITD) (Burger 1999). In this study, we focus on FITD, one of the most researched and applied compliance techniques, as the technique’s naturally sequential and conversational character seems specifically well suited for chatbot interactions.

The FITD compliance technique (e.g., Burger 1999; Freedman and Fraser 1966) builds upon the effect of small commitments to influence individuals to comply. The first experimental demonstration of the FITD dates back to Freedman and Fraser (1966), in which a team of psychologists called housewives to ask if the women would answer a few questions about the household products they used. Three days later, the psychologists called again, this time asking if they could send researchers to the house to go through cupboards as part of a 2-h enumeration of household products. The researchers found these women twice as likely to comply than a group of housewives who were asked only the large request. Nowadays, online marketing and sales abundantly exploit this compliance technique to make customers agree to larger commitments. For example, websites often ask users for small commitments (e.g., providing an e-mail address, clicking a link, or sharing on social media), only to follow with a conversion-focused larger request (e.g., asking for sale, software download, or credit-card information).

Individuals in compliance situations bear the burden of correctly comprehending, evaluating, and responding to a request in a short time (Cialdini 2009), thus they lack time to make a fully elaborated rational decision and, therefore, use heuristics (i.e., rules of thumb) (Simon 1990) to judge the available options. In contrast to large requests, small requests are more successful in convincing subjects to agree with the requester as individuals spend less mental effort on small commitments. Once the individuals accept the commitment, they are more likely to agree with a next bigger commitment to stay consistent with their initial behavior. The FITD technique thus
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3 Sometimes also referred to as “social cues” or “social features”.

---
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exploits the natural tendency of individuals to justify the initial agreement to the small request to themselves and others.

The human need for being consistent with their behavior is based on various underlying psychological processes (Burger 1999), of which most draw on self-perception theory (Bem 1972) and commitment-consistency theory (Cialdini 2001). These theories constitute that individuals have only weak inherent attitudes and rather form their attitudes by self-observations. Consequently, if individuals comply with an initial request, a bias arises and the individuals will conclude that they must have considered the request acceptable and, thus, are more likely to agree to a related future request of the same kind or from the same cause (Kressmann et al. 2006). In fact, previous research in marketing has empirically demonstrated that consumer’s need for self-consistency encourages purchase behavior (e.g., Ericksen and Sirgy 1989).

Moreover, research has demonstrated that consistency is an important factor in social exchange. To cultivate relationships, individuals respond rather affirmatively to a request and are more likely to comply the better the relationship is developed (Cialdini and Trost 1998). In fact, simply being exposed to a person for a brief period without any interaction significantly increases compliance with the person’s request, which is even stronger when the request is made face-to-face and unexpectedly (Burger et al. 2001). In private situations, individuals even decide to comply to a request simply to reduce feelings of guilt and pity (Whatley et al. 1999) and to gain social approval from others to improve their self-esteem (Deutsch and Gerard 1955). Consequently, individuals also have external reasons to comply, so that social biases may lead to non-rational decisions (e.g., Chaiken 1980; Wessel et al. 2019; Wilkinson and Klaes 2012). Previous studies on FITD have demonstrated that compliance is heavily dependent on the dialogue design of the verbal interactions and on the kind of requester (Burger 1999). However, in user-system interactions with chatbots, the requester (i.e., the chatbot) may lack crucial characteristics for the success of the FITD, such as perceptions of social presence and social consequences that arise by not being consistent. Consequently, it is important to investigate whether FITD and other compliance techniques can also be applied to written information exchanges with a chatbot and what unique differences might arise by replacing a human with a computational requestor.

**Hypotheses development and research model**

Effect of anthropomorphic design cues on user compliance via social presence.

According to the CASA paradigm (Nass et al. 1994), users tend to treat computers as social actors. Earlier research demonstrated that social reactions to computers in general (Nass and Moon 2000) and to embodied conversational agents in particular (e.g., Astrid et al. 2010) depend on the kind and number of ADCs: Usually, the more cues a CA displays, the more socially present the CA will appear to users and the more users will apply and transfer knowledge and behavior that they have learned from their human-human-interactions to the HCI. Applied to our piece of research, we focus on only verbal ADCs, thus avoiding potential confounding nonverbal cues through chatbot embodiments. As previous research has shown that few cues are sufficient for users to identify with computer agents (Xu and Lombard 2017) and virtual service agents (Verhagen et al. 2014), we hypothesize that even verbal ADCs, which are not as directly and easily observable as nonverbal cues like embodiments, can influence perceived anthropomorphism and thus user compliance.

**H1a:** Users are more likely to comply with a chatbot’s request for service feedback when it exhibits more verbal anthropomorphic design cues.

Previous research (e.g., Qiu and Benbasat 2009; Xu and Lombard 2017) investigated the concept of social presence and found that the construct reflects to some degree the emotional notions of anthropomorphism. These studies found that an increase in social presence usually improves desirable business-oriented variables in various contexts. For instance, social presence was found to significantly affect both bidding behavior and market outcomes (Rafaeli and Noy 2005) as well as purchase behavior in electronic markets (Zhang et al. 2012). Similarly, social presence is considered a critical construct to make customers perceive a technology as a social actor rather than a technological artefact. For example, Qiu and Benbasat (2009) revealed in their study how an anthropomorphic recommendation agent had a direct influence on social presence, which in turn increased trusting beliefs and ultimately the intention to use the recommendation agent. Thus, we argue that a chatbot with ADCs will increase consumers’ perceptions of social presence, which in turn makes consumers more likely to comply to a request expressed by a chatbot.

**H1b:** Social presence will mediate the effect of verbal anthropomorphic design cues on user compliance.

**Effect of the foot-in-the-door technique on user compliance**

Humans are prone to psychological effects and compliance is a powerful behavioral response in many social exchange contexts to improve relationships. When there is a conflict between an individual’s behavior and social norms, the potential threat of social exclusion often sways towards the latter, allowing for the emergence of social bias and, thus, nonrational decisions for the individual. For example, free samples often present effective marketing tools, as accepting a gift can function as a powerful, often nonrational commitment to return the favor at some point (Cialdini 2001).
Compliance techniques in computer-mediated contexts have proven successful in influencing user behavior in early stages of user journeys (Aggarwal et al. 2007). Providers use small initial requests and follow up with larger commitments to exploit users’ self-perceptions (Bem 1972) and attempt to trigger consistent behavior when users decide whether to fulfill a larger, more obliging request, which the users would otherwise not. Thus, users act first and then form their beliefs and attitudes based on their actions, favoring the original cause and affecting future behavior towards that cause positively. The underlying rationale is users’ intrinsic motivation to be consistent with attitudes and actions of past behavior (e.g., Weiner 1985). In these situations, users are more likely to agree to actions and statements in support of a particular goal as consequences of making a mistake are not devastating. Moreover, in contexts without external causes the individual cannot blame another person or circumstances for the initial agreement, so that having a positive attitude toward the cause seems to be one of the few reasons for having complied with the initial request. Since we are interested in investigating a customer service situation that focuses on performing a simple, routine task with no obligations or large investments from the user’s part and no external pressure to confirm, we expect that a user’s involvement in the request is rather low such that he or she is more likely to be influenced by the foot-in-the-door technique.

\textbf{H2: Users are more likely to comply with a chatbot’s request for service feedback when they agreed to and fulfilled a smaller request first (i.e., foot-in-the-door effect).}

\textbf{Moderating effect of social presence on the effect of the foot-in-the-door technique}

Besides self-consistency as a major motivation to behave consistently, research has demonstrated that consistency is also an important factor in social interactions. Highly consistent individuals are normally considered personally and intellectually strong (Cialdini and Garde 1987). While in the condition with few anthropomorphic design cues, the users majorly try to be consistent to serve personal needs, this may change once more social presence is felt. In the higher social presence condition, individuals may also perceive external, social reasons to comply and appear consistent in their behavior. This is consistent with prior research that studied moderating effects in electronic markets (e.g., Zhang et al. 2012). Thus, we hypothesize that the foot-in-the-door effect will be larger when the user perceives more social presence.

\textbf{H3: Social presence will moderate the foot-in-the-door effect so that higher social presence will enhance the foot-in-the-door effect on user compliance.}

\textbf{Research framework}

As depicted in Fig. 1, our research framework examines the direct effects of Anthropomorphic Design Cues (ADCs) and the Foot-in-the-Door (FITD) technique on User Compliance. Moreover, we also examine the role of Social Presence in mediating the effect of ADCs on User Compliance as well as in moderating the effect of FITD on User Compliance.

\textbf{Research methodology}

\textbf{Experimental design}

We employed a 2 (ADCs: low vs. high) × 2 (FITD: small request absent vs. present) between-subject, full-factorial design to conduct both relative and absolute treatment comparisons and to isolate individual and interactive effects on user compliance (e.g., Klumpe et al. 2019; Schneider et al. 2020; Zhang et al. 2012). The hypotheses were tested by means of a randomized online experiment in the context of a customer-service chatbot for online banking that provides customers with answers to frequently asked questions. We selected this context, as banking has been a common context in previous IS research on, for example, automation and recommendation systems (e.g., Kim et al. 2018). Moreover, the context will play an increasingly important role for future applications of CAs, as many service requests are based on routine tasks (e.g., checking account balances and blocking credit cards), which CAs promise to conveniently and cost-effectively solve in form of 24/7 service channels (e.g., Jung et al. 2018a, b).

In our online experiment, the chatbot was self-developed and replicated the design of many contemporary chat interfaces. The user could easily interact with the chatbot by typing in the message and pressing enter or by clicking on “Send”. In contrast to former operationalizations of rule-based systems in experiments and practice, the IBM Watson Assistant cloud service provided us with the required AI-based functional capabilities for natural language processing, understanding as well as dialogue management (Shevat 2017; Watson 2017). As such, participants could freely enter their information in the chat interface, while the AI in the IBM cloud processed, understood and answered the user input in the same natural manner and with the same capabilities as other contemporary AI applications, like Amazon’s Alexa or Apple’s Siri – just in written form. At the same time, these functionalities represent...
the necessary narrow AI that is especially important in customer self-service contexts to raise customer satisfaction (Gnewuch et al. 2017). For example, by means of the IBM Watson Assistant, it is possible to extract intentions and emotions from natural language in user statements (Ferrucci et al. 2010). Once the user input has been processed, an answer option is automatically chosen and displayed to the user.

**Manipulation of independent variables**

Regarding the ADCs manipulation, all participants received the same task and dialogue. Yet, consistent with prior research on anthropomorphism that employed verbal ADCs in chatbots (e.g., Araujo 2018), participants in the high ADCs manipulation experienced differences in form of presence or absence of the following characteristics, which are common in human-to-human interactions but have so far not been scientifically considered in chatbot interactions before: identity, small talk and empathy:

(1) **Identity**: User perception is influenced by the way the chatbot articulates its messages. For example, previous research has demonstrated that when a CA used first-person singular pronouns and thus signaled an identity, the CA was positively associated with likeability (Pickard et al. 2014). Since the use of first-person singular pronouns is a characteristic unique to human beings, we argue that when a chatbot indicates an identity through using first-person singular pronouns and even a name, it not only increases its likeability but also anthropomorphic perceptions by the user.

(2) **Smalltalk**: A relationship between individuals does not emerge immediately and requires time as well as effort from all involved parties. Smalltalk can be proactively used to develop a relationship and reduce the emotional distance between parties (Cassell and Bickmore 2003).

The speaker initially articulates a statement as well as signals to the listener to understand the statement. The listener can then respond by signaling that he or she understood the statement, so that the speaker can assume that the listener has understood the statement (Svennevig 2000). By means of small talk, the actors can develop a common ground for the conversation (Bickmore and Picard 2005; Cassell and Bickmore 2003). Consequently, a CA participating in small talk is expected to be perceived as more human and, thus, anthropomorphized.

(3) **Empathy**: A good conversation is highly dependent on being able to address the statements of the counterpart appropriately. Empathy describes the process of noticing, comprehending, and adequately reacting to the emotional expressions of others. Affective empathy in this sense describes the capability to emotionally react to the emotion of the conversational counterpart (Lisetti et al. 2013). Advances in artificial intelligence have recently allowed computers to gain the ability to express empathy by analyzing and reacting to user expressions. For example, Lisetti et al. (2013) developed a module based on which a computer can analyze a picture of a human being, allocate the visualized emotional expression of the human being, and trigger an empathic response based on the expression and the question asked in the situation. Therefore, a CA displaying empathy is expected to be characterized as more life-like.

Since we are interested in the overall effect of verbal anthropomorphic design cues on user compliance, the study intended to examine the effects of different levels of anthropomorphic CAs when a good design is implemented and potential confounds are sufficiently controlled. Consequently, consistent with previous research on anthropomorphism (e.g., Adam et al. 2019; Qiu and Benbasat 2009, 2010), we
The chatbot signaled a personality by introducing itself and said goodbye to the user. Greetings and farewells are considered adequate means to encourage social responses by users (e.g., Simmons et al. 2011).

(2) The chatbot signaled empathy by processing the user's answers to the questions about well-being and previous chatbot experience and, subsequently, providing responses that fit to the user's input. This is in accordance with Lisetti et al. (2013) who argue that a CA displaying empathy is expected to be characterized as more life-like.

(3) The chatbot engaged in small talk by asking for the well-being of the user as well as whether the user interacted with a chatbot before. Small talk has been shown to be useful to develop a relationship and reduce the emotional and social distance between parties, making a CA appear more human-like (Cassell and Bickmore 2003).

(4) The chatbot posed the target request (i.e., dependent variable) by asking whether the user is willing to answer some questions about the perception of the chatbot interaction to increase the quality of the chatbot. As soon as the participant finished this task by providing a star-rating from 1 to 5, the same requester (i.e., the chatbot) immediately asks the target request, namely, whether the user is willing to fill out a questionnaire on the same topic that will take 5 to 7 min to complete. Participants in the FITD absent condition did not receive the small request and were only asked the target request.

Procedure

The participants were set in a customer service scenario in which they were supposed to ask a chatbot whether they could use their debit card abroad in the U.S. (see Appendix for the detailed dialogue flows and instant messenger interface). The experimental procedure consisted of 6 steps (Fig. 2):

1. A short introduction of the experiment was presented to the participants including their instruction to introduce themselves to a chatbot and ask for the desired information.

2. In the anthropomorphism conditions with ADCs, the participants were welcomed by the chatbot. Moreover, the chatbot engaged in small talk by asking for the well-being of the user (i.e., “How are you?”) and whether the user has used a chatbot before (i.e., “Have you used a chatbot before?”). Dependent on the user’s answer and the chatbot’s AI-enabled natural language processing and understanding, the chatbot prompted a response and signaled comprehension and empathy.

3. The chatbot asked how it may help the user. The user then provided the question that he or she was instructed to: Whether the user can use his or her debit card in the U.S. If the user just asked a general usage of the debit card, the chatbot would ask in which country the user wants to use the debit card. The chatbot subsequently provided an answer to the question and asked if the user still has more questions. In case the user indicated that he or her had more, he or she would be recommended to visit the official website for more detailed explanations via phone through the service team. Otherwise, the chatbot would just thank the user for being used.

4. In the FITD condition, the user was asked to shortly provide feedback to the chatbot. The user then expresses his or her feedback by using a star-rating system.

5. The chatbot posed the target request (i.e., dependent variable) by asking whether the user is willing to answer some questions, which will take several minutes and help the chatbot to improve itself. The user then selected an option.

6. After the user’s selection, the chatbot instructed the user to wait until the next page is loaded. At this point, the conversation stopped, irrespective of the user’s choice. The participants then answered a post-experimental questionnaire about their chatbot experience and other questions (e.g., demographics).

Dependent variables, validation checks, and control variables

We measured User Compliance as a binary dependent variable, defined as a point estimator P based on

\[
P \text{(user compliance)} = \frac{\sum_{k=1}^{n} x_k}{n}
\]
where \( n \) denotes the total number of unique participants in the respective condition who finished the interaction (i.e., answering the chatbot’s target request for voluntarily providing service feedback by selecting either “Yes” or “No”). \( x_k \) is a binary variable that equals 1 when the participant complied to the target request (i.e., selecting “Yes”) and 0 when they denied the request (i.e., selecting “No”).

Moreover, in addition to our dependent variable, we also tested demographic factors (age and gender) and the following other control variables that have been identified as relevant in extant literature. The items for Social Presence (SP) and Trusting Disposition were adapted from Gefen and Straub (2003), Personal Innovativeness from Agarwal and Prasad (1998), and Product Involvement from Zaichkowsky (1985). All items were measured on a 7-Point Likert-type scale with anchors majorly ranging from strongly disagree to strongly agree. Moreover, we measured Conversational Agents Usage on a 5-point-scale ranging from never to daily. All scales exhibited satisfying levels of reliability (\( \alpha > 0.7 \)) (Nunnally and Bernstein 1994). A confirmatory factor analysis also showed that all analyzed scales exhibited satisfying convergent validity. Furthermore, the results revealed that all discriminant validity requirements (Fornell and Larcker 1981) were met, since each scale’s average variance extracted exceeded multiple squared correlations. Since the scales demonstrated sufficient internal consistency, we used the averages of all latent variables to form composite scores for subsequent statistical analysis. Lastly, two checks were included in the experiment. We used the checks to ascertain that our manipulations were noticeable and successful. Moreover, we assessed participants’ Perceived Degree of Realism on a 7-point Likert-type scale with anchors ranging from strongly disagree to strongly agree (see Appendix (Tables 1, 2, 3, 4 and 6) (Figures 3, 4, 5, 6 and 7) purposes with its instant messengers. We incentivized participation by conducting a raffle of three Euro 20 vouchers for Amazon. Participation in the raffle was voluntary and inquired at the end of the survey. 308 participants started the experiment. Of those, we removed 32 (10%) participants who did not finish the experiment and 97 (31%) participants more, as they failed at least one of the checks (see Table 5 in Appendix). There were no noticeable technical issues in the interaction with the chatbot, which would have required us to remove further participants. Out of the remaining 179 participants, consistent with previous research on the FITD technique to avoid any counteracting effects (e.g., Snyder and Cunningham 1975), we removed 22 participants who declined the small request. Moreover, we excluded four participants who expressed that they found the experiment unrealistic. The final data set included 153 German participants with an average age of 31.58 years. Moreover, participants indicated that they had moderately high Personal Innovativeness regarding new technology (\( \bar{x} = 4.95, \sigma = 1.29 \)), moderately high Product Involvement in bank product (\( \bar{x} = 5.10, \sigma = 1.24 \)), and moderately low Conversational Agent Usage experience (\( \bar{x} = 2.25, \sigma = 1.51 \)). Table 1 summarizes the descriptive statistics of the used data.

### Analysis and results

#### Sample description

Participants were recruited via groups on Facebook as the social network provides many chatbots for customer service...
To check for external validity, we assessed the remaining participants’ Perceived Degree of Realism of the experiment. Perceived Degree of Realism reached high levels (x̄ = 5.58, σ = 1.11), thus we concluded that the experiment was considered realistic. Lastly, we tested for possible common method bias by applying the Harman one-factor extraction test (Podsakoff et al. 2003). Using a principal component analysis for all items of the latent variables measured, we found two factors with eigenvalues greater than 1, accounting for 46.92% of the total variance. As the first factor accounted for only 16.61% of the total variance, less than 50% of the total variance, the Harman one-factor extraction test suggests that common method bias is not a major concern in this study (Figure 3).

| Table 2 Binary logistic regression on User Compliance |
|---------------------------------|
|                                | Block 1 |        | Block 2 |        |
|                                | Coefficient | S.E. | Exp(b) | Coefficient | S.E. | Exp(b) |
| Intercept                      |          |      |        |          |      |        |
| Constant                       | 0.898    | 1.759 | 2.454  | −0.281    | 1.868 | 0.755  |
| Manipulations                  |          |      |        |          |      |        |
| ADCs                           | 1.380**  | 0.493 | 3.975  | 0.916*   | 0.465 | 2.499  |
| FITD                           | 0.916*   | 0.465 | 2.499  |          |      |        |
| Controls                       |          |      |        |          |      |        |
| Gender                         | −1.179*  | 0.462 | 0.308  | −1.251*  | 0.504 | 0.286  |
| Age                            | 0.003    | 0.023 | 1.003  | −0.008    | 0.024 | 1.009  |
| TD                             | 0.292    | 0.172 | 1.339  | 0.354     | 0.186 | 1.425  |
| Perlnn                         | 0.210    | 0.177 | 1.234  | 0.159     | 0.186 | 1.173  |
| Prolnv                         | −0.068   | 0.177 | 0.935  | −0.025    | 0.186 | 0.976  |
| CA Usage                       | 0.037    | 0.151 | 1.038  | 0.050     | 0.158 | 1.051  |
| 2 Log Likelihood               | 148.621  |      |        | 135.186   |      |        |
| Nagelkerke’s R²                | 0.106    |      |        | 0.227     |      |        |
| Omnibus Model χ²               | 10.926   |      |        | 24.360**  |      |        |

Notes: * p < 0.05; ** p < 0.01; N = 153

Main effect analysis

To test the main effect hypotheses, we first performed a two-stage hierarchical binary regression analysis on the dependent variable User Compliance (see Table 2). We first entered all controls (Block 1), and then added the manipulations ADCs and FITD (Block 2). Both manipulations demonstrated a statistically significant direct effect on user compliance (p < 0.05). Participants in the FITD condition were more than twice as likely to agree to the target request (b = 0.916, p < 0.05, odds ratio = 2.499), while participants in the ADCs conditions were almost four times as likely to comply (b = 1.380, p < 0.01, odds ratio = 3.975). Therefore, our findings show that participants confronted with the FITD technique or an
anthropomorphically designed chatbot are significantly more inclined to follow a request by the chatbot.

**Mediation effect analysis**

For our mediation hypothesis, we argued that ADCs would affect User Compliance via increased Social Presence. Thus, we hypothesized that in the presence of ADCs, social presence increases and, hence, the user is more likely to comply with a request. Therefore, in a mediation model using bootstrapping with 5000 sampled and 95% bias-corrected confidence interval, we analyzed the indirect effect of our ADCs on User Compliance and selection through Social Presence. We conducted the mediation test by applying the bootstrap mediation technique (Hayes 2017 model 4). We included both manipulations (i.e., ADCs and FITD) and all control variables in the analysis.

To analyze the process driving the effect of ADCs on User Compliance, we entered Social Presence as our potential mediator between ADCs and User Compliance. For our dependent variable User Compliance, the indirect effect of ADCs was statistically significant, thus Social Presence mediated the relationship between ADCs and User Compliance: indirect effect = 0.6485, standard error = 0.3252, 95% bias-corrected confidence interval (CI) = [0.1552, 1.2887]. Moreover, ADCs were positively related with Social Presence (b = 1.2553, p < 0.01), whereas the direct effect of our ADCs became insignificant (b = 0.8123, p > 0.05) after adding our mediator Social Presence to the model. Therefore, our results demonstrate that Social Presence significantly mediated the impact of ADCs on User Compliance: ADCs increased Social Presence and, thus, increased User Compliance (Figure 4).

**Moderation effect analysis**

We suggest in H3 that Social Presence will moderate the effect of FITD on User Compliance. To test the hypothesis, we conducted a bootstrap moderation analysis with 5000 samples and a 95% bias-corrected confidence interval (Hayes 2017, model 1). The results of our moderation analysis showed that the effect of FITD on User Compliance is not moderated by Social Presence such that there was no significant interaction effect of Social Presence and FITD on User Compliance (b = 0.2305; p > 0.1). Consequently, our findings do not support H3.

**Discussion**

This study sheds light on how the use of ADCs (i.e., identity, small talk, and empathy) and the FITD, as a common compliance technique, affect user compliance with a request for service feedback in a chatbot interaction. Our results demonstrate that both anthropomorphism as well as the need to stay consistent have a distinct positive effect on the likelihood that users comply with the CA’s request. These effects demonstrate that even though the interface between companies and consumers is gradually evolving to become technology dominant through technologies such as CAs (Larivière et al. 2017), humans tend to also attribute human-like characteristics, behaviors, and emotions to the nonhuman agents. These results thus indicate that companies implementing CAs can mitigate potential drawbacks of the lack of interpersonal interaction by evoking perceptions of social presence. This finding is further supported by the fact that social presence mediates the effect of ADCs on user compliance in our study. Thus, when CAs can meet such needs with more human-like qualities, users may generally be more willing (consciously or unconsciously) to conform with or adapt to the recommendations and requests given by the CAs. However, we did not find support that social presence moderates the effect of FITD on user compliance. This indicates that effectiveness of the FITD can be attributed to the user’s desire for self-consistency and is not directly affected by the user’s perception of social presence. This finding is particularly interesting because prior studies have suggested that the technique’s effectiveness heavily depends on the kind of requester, which could indicate that the perceived social presence of the requester is equally important (Burger 1999). Overall, these findings have a number of theoretical contributions and practical implications that we discuss in the following.
Contributions

Our study offers two main contributions to research by providing a novel perspective on the nascent area of AI-based CAs in customer service contexts.

First, our findings provide further evidence for the CASA paradigm (Nass et al. 1994). Despite the fact that participants knew they were interacting with a CA rather than a human, they seem to have applied the same social rules. This study thus extends prior research that has been focused primarily on embodied CAs (Hess et al. 2009; Qiu and Benbasat 2009) by showing that the CASA paradigm extends to disembodied CAs that predominantly use verbal cues in their interactions with users. We show that these cues are effective in evoking social presence and user compliance without the precondition of nonverbal ADCs, such as embodiment (Holtgraves et al. 2007). With few exceptions (e.g., Araujo 2018), potentials to shape customer-provider relationships by means of disembodied CAs have remained largely unexplored.

A second core contribution of this research is that humans acknowledge CAs as a source of persuasive messages. This is not to say that CAs are more or less persuasive compared to humans, but rather that the degree to which humans comply with the artificial social agents depends on the techniques applied during the human-chatbot communication (Edwards et al. 2016). We argue that the techniques we applied are successful because they appeal to fundamental social needs of individuals even though users are aware of the fact that they are interacting with a CA. This finding is important because it potentially opens up a variety of avenues for research to apply strategies from interpersonal communication in this context.

Implications for practice

Besides the theoretical contributions, our research also has noteworthy practical implications for platform providers and online marketers, especially for those who consider employing AI-based CAs in customer self-service (e.g., Gnewuch et al. 2017). Our first recommendation is to disclose to customers that they are interacting with a non-human interlocutor. By showing that CAs can be the source of persuasive messages, we provide evidence that attempting to fool customers into believing they are interacting with a human might not be necessary nor desirable. Rather, the focus should be on employing strategies to achieve greater human likeness through anthropomorphism by indicating, for instance, identity, small-talk, and empathy, which we have shown to have a positive effect on user compliance. Prior research has also indicated that the attempt of a CAs to provide a human-like behavior is impressive for most users, helping to lower user expectations and leading to more satisfactory interactions with CAs (Go and Sundar 2019).

Second, our results provide evidence that subtle changes in the dialog design through ADCs and the FITD technique can increase user compliance. Thus, when employing CAs, and chatbots in particular, providers should design dialogs as carefully as they design the user interface. Besides focusing on dialogs that are as close as possible to human-human communications, providers can employ and test a variety of other strategies and techniques that appeal to, for instance, the user’s need to stay consistent such as in the FITD technique.

Limitations and future research

This paper provides several avenues for future research focusing on the design of anthropomorphic information agents and may help in improving the interaction of AI-based CAs through user compliance and feedback. For example, we demonstrate the importance of anthropomorphism and the perception of social presence to trigger social bias as well as the need to stay consistent to increase user compliance. Moreover, with the rise of AI and other technological advances, intelligent CAs will become even more important in the future and will further influence user experiences in, for example, decision-makings, onboarding journeys, and technology adoptions.

The conducted study is an initial empirical investigation into the realm of CAs in customer support contexts and, thus, needs to be understood with respect to some noteworthy limitations. Since the study was conducted in an experimental setting with a simplified version of an instant messaging application, future research needs to confirm and refine the results in a more realistic setting, such as in a field study. In particular, future studies can examine a number of context specific compliance requests (e.g., to operate a website or product in a specific way, to sign up for or purchase a specific service or product). Future research should also examine how to influence users who start the chatbot interaction but who just simply end the questionnaire after their inquiry has been solved, a common user behavior in service contexts that does not even allow for the emergence of survey requests. Furthermore, our sample consisted of only German participants, so that future researchers may want to test the investigated effects in other cultural contexts (e.g., Cialdini et al. 1999).

We revealed the effects only based on the operationalized manipulations, but other forms of verbal ADCs and FITD may be interesting for further investigations in the
digital context of AI-based CAs and customer self-service. For instance, other forms of anthropomorphic design cues (e.g., the number of presented agents) as well as other compliance techniques (e.g., reciprocity) may be fathomed, maybe even finding interacting observations between the manipulations. For instance, empathy may be investigated on a continuous level with several conditions rather than dichotomously, and the FITD technique may be examined with different kinds and effort levels of small and target requests. Researchers and service providers need to evaluate which small requests are optimal for the specific contexts and whether users actually fulfill the agreed large commitment.

Further, a longitudinal design approach can be used to measure the influence when individuals get more accustomed to chatbots over time, as nascent customer relationships might be harmed by a sole focus on customers self-service channels (Scherer et al. 2015). Researchers and practitioners should cautiously apply our results, as the phenomenon of chatbots is relatively new in practice. Chatbots have only recently sparked great interest among businesses and many more chatbots can be expected to be implemented in the near future. Users might get used to the presented cues and will respond differently over time, once they are acquainted to the new technology and the influences attached to it.

### Conclusion

AI-based CAs have become increasingly popular in various settings and potentially offer a number of time- and cost-saving opportunities. However, many users still experience unsatisfactory encounters with chatbots (e.g., high failure rates), which might result in skepticism and resistance against the technology, potentially inhibiting that users comply with recommendations and requests made by the chatbot. In this study, we conducted an online experiment to show that both verbal anthropomorphic design cues and the foot-in-the-door technique increase user compliance with a chatbot’s request for service feedback. Our study is thus an initial step towards better understanding how AI-based CAs may improve user compliance by leveraging the effects of anthropomorphism and the need to stay consistent in the context of electronic markets and customer service. Consequently, this piece of research extends prior knowledge of CAs as anthropomorphic information agents in customer-service. We hope that our study provides impetus for future research on compliance mechanisms in CAs and improving AI-based abilities in and beyond electronic markets and customer self-service contexts.
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**Appendix**

**Table 3 Measurement scales (translated)**

| Construct              | Item                                                                 |
|------------------------|----------------------------------------------------------------------|
| Social Presence        | 1. There is a sense of human contact in the interaction with the chatbot |
| Gefen and Straub (2003)| 2. There is a sense of personalness in the interaction with the chatbot |
| (α = 0.943, CR = 0.952, AVE = 0.798) | 3. There is a sense of sociability in the interaction with the chatbot |
|                       | 4. There is a sense of human warmth in the interaction with the chatbot |
|                       | 5. There is a sense of human sensitivity in the interaction with the chatbot |
| Product Involvement    | 1. I am interested in the functions of my bank products               |
| Zaichkowsky (1985)     | 2. Among my peers, I am usually the first to try out new information technologies. |
| Personal Innovativeness| 3. In general, I am hesitant to try out new information technologies (reversed) |
| Agarwal and Prasad (1998) | 4. I like to experiment with new information technologies            |
| (α = 0.868, CR = 0.908, AVE = 0.711) | 1. I generally trust other people                                     |
|                       | 2. I generally have faith in humanity                                |
| Trusting Disposition   | 3. I feel that people are generally well meaning                      |
| Gefen and Straub (2003)| 4. I feel that people are generally trustworthy                       |
| (α = 0.919, CR = 0.938, AVE = 0.791) | 1. If I heard about a new information technology, I would look for ways to experiment with it |
|                       | 2. Among my peers, I am usually the first to try out new information technologies. |
|                       | 3. In general, I am hesitant to try out new information technologies (reversed) |
|                       | 4. I like to experiment with new information technologies            |
|                       | 1. I generally trust other people                                     |
|                       | 2. I generally have faith in humanity                                |
|                       | 3. I feel that people are generally well meaning                      |
|                       | 4. I feel that people are generally trustworthy                       |

Note: Measurement scales based on a 7-Point Likert-type scale with anchors ranging from “strongly disagree” to “strongly agree”.
Table 4  Self-developed measurement scale (translated)

| Construct                  | Item                                                                 |
|----------------------------|----------------------------------------------------------------------|
| Conversational Agent Usage | How often do you use digital assistants, such as Siri (Apple), Google Assistant (Google), or Alexa (Amazon)? |

Note: 1 = Never; 5 = Daily

Table 5  Checks (translated)

| Check                        | Item                                                                 |
|------------------------------|----------------------------------------------------------------------|
| Anthropomorphic Design Cues  | Did the digital assistant provide its name and/or asked how you are doing? |
| Foot-in-the-Door Technique   | Did the digital assistant ask you twice for your evaluation: First to provide feedback based on a single question and then to take part in an interview? |

Note: 1 = Yes; 2 = No

Table 6  Construct correlation matrix of selected core variables

| Variable                  | 1. | 2. | 3. |
|---------------------------|----|----|----|
| 1. Social Presence        | 0.894 |    |    |
| 2. Personal Innovativeness| 0.056 | 0.843 |    |
| 3. Trusting Disposition   | 0.211** | −0.083 | 0.889 |

Note: Bolded diagonal elements are the square root of AVE. These values exceed inter-construct correlations (off-diagonal elements) and, thus, demonstrate adequate discriminant validity; N = 153; ** p < 0.01

Fig. 5  Exemplary and untranslated original screenshot of the chatbot interaction
Fig. 6 Dialogue graph of an exemplary conversation of the ADC's present conditions
Fig. 7  Dialogue graph for an exemplary conversation of the ADCs absent conditions
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