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Abstract

As neural networks become more able to generate realistic artificial images, they have the potential to improve movies, music, video games and make the internet an even more creative and inspiring place. Yet, at the same time, the latest technology potentially enables new digital ways to lie. In response, the need for a diverse and reliable toolbox arises to identify artificial images and other content. Previous work primarily relies on pixel-space convolutional neural networks or the Fourier transform. To the best of our knowledge, wavelet-based generative adversarial neural network (GAN) analysis and detection methods have been absent thus far. This paper aims to fill this gap and describes a wavelet-based approach to GAN-generated image analysis and detection. We evaluate our method on FFHQ [19], CelebA [22], and LSUN [40] source identification problems and find improved or competitive performance.

1 Introduction

While GANs can improve traffic prediction [1], extract useful representations from data [30], translate textual descriptions into images [42], transfer scene and style information between images [44], and generate original art [33], they can also enable abusive actors to quickly and easily generate potentially damaging, highly realistic fake images, colloquially called deepfakes [27, 12]. As the internet becomes a more prominent virtual public space for political discourse and social media outlet [2], deepfakes present a looming threat to its integrity that must be met with techniques for differentiating the real and trustworthy from the fake.

Previous algorithmic techniques for separating real from computer-hallucinated images of people have relied on identifying fingerprints in either the spatial [41, 25] or frequency [12, 11] domain. However, to the best of our knowledge, no techniques have jointly considered the two domains. Here, we study the joint spatio-frequency distribution of wavelet-packet coefficients on real and computer-hallucinated images and find significant differences, especially at the image edges.

We believe our virtual public spaces and social media outlets will benefit from a growing, diverse toolbox of techniques enabling automatic detection of GAN-generated content. In this paper, we aim to make the following contributions:

Preprint. Under review.
A principled wavelet-based analysis of GAN-generated images. Compared to existing work in the frequency domain, we examine the spatio-frequency properties of GAN-generated content for the first time. We find significant differences in both the wavelet-packet mean and standard deviation, especially at the edges.

As a result of the aforementioned wavelet-based analysis, we build classifiers to identify image sources. We work with fixed seed values for reproducibility and report mean and standard deviations over five runs whenever possible. Our systematic analysis shows slightly improved or competitive performance.

To aid the reproduction and extension of the research project our source code is available at https://github.com/gan-police/frequency-forensics.

2 Related work

2.1 Generative adversarial nets

The advent of GANs [15] heralded several successful image generation projects. For a recent review on GAN theory, architecture, algorithms, and applications, we refer the reader to [16]. We highlight the contribution of progressive growth technique, in which a small network is trained on smaller images then gradually increased in complexity/number of weights and image size, on the ability of optimization to converge at high resolutions of $1024 \times 1024$ pixels [18]. As a supplement, style transfer methods [14] have been integrated into new style-based generators. The resulting style-GANs have increased the statistical variation of the hallucinated faces [19, 20]. Finally, regularization (e.g., using spectral methods), has increased the stability of the optimization process [26]. The recent advances have allowed large-scale training [5], which in turn improves the quality further.

2.2 Wavelets

Originally developed within applied mathematics [24, 8], wavelets are a long-established part of the image analysis and processing toolbox [34, 32, 17]. In the world of traditional image coding, wavelet-based codes have been developed to replace techniques based on the discrete cosine transform (DCT) [34]. Early applications of wavelets in machine learning studied the integration of wavelets into neural networks for function learning [43]. Within this line of work, wavelets have previously served as input features [6], or as early layers of scatter nets [23, 7]. Deeper inside neural networks, wavelets have appeared within pooling layers using static Haar [37, 38] or adaptive wavelets [39].

Within the subfield of generative networks, ongoing concurrent research [13] is exploring the use of wavelets to improve GAN generated image content.

2.3 Deepfake detection

Previous work on deepfake image detection broadly falls into two categories. The first group works in the frequency domain. Projects include the study of natural and deep network generated images in the frequency space created by the DCT, as well as detectors based on Fourier features [11, 12, 10, 9]. In particular, [12] visualizes the DCT transformed images and identifies artifacts created by different upsampling methods. We learn that the transformed images are efficient classification features, which allow significant parameter reductions in GAN identification classifiers. Instead of relying on the DCT, [11] studied the distribution of Fourier coefficients for real and GAN-generated images. After noting significant deviations of the mean frequencies for GAN generated- and real-images, classifiers are trained. Finally, [11] spoofed the newly trained Fourier-classifiers by manually adapting the coefficients in Fourier-space.

The second group of classifiers works in the spatial or pixel domain, among others, [41] and [36] train convolutional neural networks directly on the raw images to identify various GAN architectures. According to [41], the classifier features in the final layers constitute the fingerprint for each GAN and are interesting to visualize. Instead of relying on deep-learning, [25] proposed GAN-fingerprints working exclusively with denoising-filter and mean operations.
To the best of our knowledge, we are the first to combine both schools of thought by proposing to work with wavelet packets. As we demonstrate in the next section, wavelet packets allow visualization of frequency information while, at the same time, preserving local information to some degree.

3 Methods

“Wavelets are localized waves, instead of oscillating forever, they drop to zero.” This observation, in the words of [32], leads to the first motivation for using wavelet transforms. In contrast to the periodic sine and cosine waves in the Fourier-basis, wavelets are local and end eventually.

Images often contain sharp borders, where pixel values change rapidly. Such short pulses cause many slowly decaying Fourier coefficients, which fill up the spectrum. Reconstruction of the original pulse depends on the cancellation of most coefficients. The locality of wavelets makes it easier to deal with pulses. If the basis functions end eventually, no cancellation is required.

While previous approaches based on the fast Fourier transform (FFT) [11] and DCT [12] provide abundant frequency space information, the global nature of these bases means all spatial relations are missing. The desire to extend our knowledge by conserving spatial information to some degree is our second reason to work with wavelets. Before discussing the mechanics of the fast wavelet transform (FWT) and its packet variant, we present a proof of concept experiment. We compare the 3° Haar wavelet packets of 5K 1024 × 1024 pixel images from Flickr Faces High Quality (FFHQ) [19] to 5K 1024 × 1024 pixel images generated by StyleGAN. We re-scale the absolute values of the packet representation using the natural logarithm \( \log_e \) for better visibility. This example has previously been studied in [12]. Following [11], we expect to find differences in the coefficient distributions in the frequency domain. Figure 1 shows a sample image from both FFHQ and a StyleGAN generated one, as well as the mean wavelet packets and their standard deviation over 5K samples each. For example, we find that the mean wavelet packets of GAN-generated images are significantly brighter and therefore larger in many filter packets, especially in the third and fourth rows. We confirm the differences previously observed by [11] in Fourier space. Additionally, however, we now have an intuition regarding the local origin of the differences. Figure 2 plots the absolute differences of the
mean absolute packet difference

Figure 2: Absolute distance between the FFHQ and StyleGAN log_e-scaled wavelet packet coefficients mean (and standard deviation), shown on the left and right side, respectively. Especially the third and fourth rows are different. Differences in the facial areas at the center exist but are significantly more pronounced at the edges. The labels for each packet appear in Figure 3 on the right.

mean- and standard deviation images. Face-like shapes appear, suggesting differences there, but the image edges stand out, indicating the most significant differences in this area. We note that Haar wavelet packets do not use padding and conclude that the differences stem from GAN generation. For the standard deviations, the picture is reversed. Now the FFHQ images appear brighter. The StyleGAN packets do not deviate as much as the data in the original dataset. The observation suggests that the GAN did not capture the complete variance in the dataset. Our evidence indicates that GAN-generated backgrounds are of particular monotony.

In the next section, we discuss how the fast wavelet transform (FWT) and wavelet packets in Figure 1 are usually computed.

### 3.1 Fast wavelet transform

Similar to CNNs, the FWT [24, 32, 17] utilizes convolutions to decompose an input signal into its frequency components. The 2D transformation requires the input \( x_q \) as well as a filter quadruple \( f_k \) for \( k \in \{ll, lh, hl, hh\} \) and is computed by

\[
 x_q * f_k = k_{q+1}, 
\]  

(1)

where \(*\) denotes stride two convolution. We denote the representation level by \( q \). The input image is at level zero, i.e. \( x_0 = I \). For later composition stages the low pass result is used as input. Even though 2D wavelets such as the Mexican hat wavelet exist, one dimensional wavelet pairs are often transformed to 2D quadruples using the outer products [35]:

\[
 f_{ll} = f_l f_l^T, \quad f_{lh} = f_l f_h^T, \quad f_{hl} = f_h f_l^T, \quad f_{hh} = f_h f_h^T. 
\]  

(2)

In the equations above, the subscripts \( l \) denote the low-pass and \( h \) the high pass filter, respectively. The wavelet transform is invertible. The forward or analysis transform relies on the analysis filters often denoted as \( H_k \) [32]. The inverse or synthesis transform filters are typically written as \( F_k \). The down- \( \downarrow_2 \) and up- \( \uparrow_2 \) arrow symbols describe the sampling operations in what is known as stride two convolution and transposed convolution in today’s machine learning literature.

In order to make the transform invertible and plots interpretable, not just any filter will do. The perfect reconstruction and anti-aliasing conditions must hold. We refer the interested reader to [32] and [17] for an excellent further discussion of these conditions. For transform to preserve all information and be invertible, higher-order wavelets require padding or special boundary-filters [32]. In a process analogous to CNNs, for higher-order wavelets, the boundary values must be extended with zeros or reflected versions of the boundary values. That way, the wavelets touch every pixel during the convolution and produce invertible filters. To avoid padding-related boundary artifacts, we rely on first-degree-Haar wavelets in this project.
We show a schematic drawing of the process on the left of Figure 3. The upper half shows the analysis which allows inversion for completeness. Finally, for the correct interpretation of Figures 1 and 2 the wavelet packets. For a wavelet packet representation, one recursively continues to filter the low- and high-pass results. Each recursion leads to a new level of filter coefficients, starting with an input image $I \in \mathbb{R}^{h \times w}$, and using $n_{0,0} = I$. A node $n_{q,j}$ at position $j$ of level $q$, is convolved with all filters $f_k$, $k \in [l, lh, hl, hh]$: 

$$n_{q,j} * f_k = n_{q+1,k}.$$  

Figure 3: Visualization of the 2D wavelet packet transform analysis and synthesis packet transform (left). The analysis filters are written as $H_k$ synthesis filters as $F_k$. We show all first level coefficients $a, h, v, d$, as well as some second level coefficients $aa, ah, av, ad$. The dotted lines indicate omission of further possible analysis and synthesis steps. The transform is invertible in principle, $\hat{I}$ denotes the reconstructed original input. The right shows the labels for the $3^q$ transforms we showed previously. In the right plot, $a$ denotes the low-low (LL) coefficients, $h$ denotes the low-high (LH) coefficients, $v$ denotes high-low (HL) coefficients, and $d$ denotes the high-high (HH) coefficients. On the right, boxes highlight the first level pattern of the filter arrangement. Sub-boxes appear for the second and third levels as well but are not highlighted for better visibility.

### 3.2 Wavelet packets

Presuming to find the most essential information in the lower frequencies, standard wavelet transformations decompose only the low-pass or $ll$ coefficients further. The $lh$, $hl$, and $hh$ coefficients are left untouched. While this is often a reasonable assumption [32], previous work [11] found the higher frequencies equally relevant for deepfake detection. Our analysis, therefore, relies on wavelet packets. For a wavelet packet representation, one recursively continues to filter the low- and high-pass results. Each recursion leads to a new level of filter coefficients, starting with an input image $I \in \mathbb{R}^{h \times w}$, and using $n_{0,0} = I$. A node $n_{q,j}$ at position $j$ of level $q$, is convolved with all filters $f_k$, $k \in [l, lh, hl, hh]$: 

$$n_{q,j} * f_k = n_{q+1,k}.$$  

Therefore every node at level $q$ will spawn four nodes at the next level $q + 1$. The result at the final level $Q$, assuming Haar or boundary wavelets without padding, will be a $4^Q \times \frac{h}{2^Q} \times \frac{w}{2^Q}$ tensor, i.e. the number of coefficients is the same as before, and is denoted by $Q^2$. Thereby wavelet packets provide filtering of the input into progressively finer equal-width blocks, with no redundancy. Note that for multi-channel color images, we transform each color separately and consider only single channels here for simplicity. For excellent presentations of the one-dimensional case we again refer to [32] and [17].

Instead of numbering the nodes, we record the chain of filters that where used to produce each set of coefficients. To save space, $a$ denotes the low-low (LL) coefficients, $h$ denotes the low-high (LH) coefficients, $v$ denotes high-low (HL) coefficients, and $d$ denotes the high-high (HH) coefficients.

We show a schematic drawing of the process on the left of Figure 3. The upper half shows the analysis transform, which leads to the coefficients we are after. The lower half shows the synthesis transform, which allows inversion for completeness. Finally, for the correct interpretation of Figures 1 and 2 the right of Figure 3 lists the filter combinations for all previously shown plots.

### 4 Image Source Separation Experiments

In a first experiment, we will attempt to separate FFHQ from StyleGAN generated images using a linear classifier. We work with 126K images per class for training, keep 4K for validation, and 10K for testing. All images have a $128 \times 128$ pixel resolution. In Figure 2 the absolute differences of the
Figure 4: The mean 3° Haar wavelet packet coefficient values for 63K 128 × 128 pixel FFHQ (blue) and StyleGAN (orange) images are shown on the left. The shaded area indicates a single standard deviation σ. We find higher mean coefficient values for the StyleGAN samples across the board, with the exception of the approximation packet labeled aaa, shown on the very left. The right side plots the source identification validation accuracy for two linear regression networks during training and testing. The blue line shows the pixel and the orange line the training accuracy using loge-scaled absolute wavelet packet coefficients. For both lines, shaded areas indicate a single standard deviation over five runs with differently seeded Mersenne-twister initializations. We find that working with loge-scaled absolute packets allowed linear separation and significantly increased the convergence speed in this case.

mean wavelets coefficients and their standard deviations appeared significantly different. We saw differences in the row, starting with the avv filter packet. To put the differences in relation to each other, we remove the spatial dimensions by averaging over these as well. The result is and visualized in Figure 4 on the left. We observe mean differences across the board with the exception of the aaa approximation coefficients. In comparison to the FFHQ standard deviation, the variance produced by the StyleGAN, shown in red, appears smaller.

4.1 FFHQ

Encouraged by the differences in mean values and standard deviations across the board, we attempt to linearly separate the loge-scaled 3° Haar wavelet packets by training a linear regression model. We plot the mean validation and test accuracy over 5 runs with identical seeds of 0, 1, 2, 3, 4 in Figure 4 on the right. The shaded areas indicate a single σ-deviation. Using mean and standard deviations computed on the train set both coefficients and raw pixels are normalized by mean subtraction and division by σ. On both normalized-features, we train identical networks using the Adam optimizer [21] with a step size of 0.001 in PyTorch [28]. On the test set we observe a mean accuracy of 99.77 ± 0.07% for the loge-scaled packets and 81.93 ± 1.02 for the raw pixels. We conclude that the packet coefficient allowed us to separate both classes linearly in this case.

4.2 Large-scale Celeb Faces Attributes and Large-scale Scene UNDERstanding

In the previous experiment, only two image sources, authentic FFHQ and StyleGAN generated had to be identified. In this section, we will study an upscaled problem with more image sources. In other words, we evaluate the ability of a multi-label classifier to differentiate between images from a source dataset and images generated from one of several GANs. We work with the experimental setup as described by [12] and cite their DCT-results for comparison. Additionally, we benchmark against the photoresponse non-uniformity (PRNU) [25] approach, as well as the eigenfaces [31], and straightforward regression as baselines. As we are interested in comparing our results to [12], each of our experiments use four GANs: CramerGAN [3], MMDGAN [4], ProGAN [18], and SN-DCGAN [26].
Table 1: Eigenface [31], linear-regression, PRNU, and CNN source identification results on the LSUN and CelebA datasets. We report the test set accuracy. Whenever possible we report the mean test set accuracy and the standard deviation is given for 5 runs. All convolutional networks have 10961 parameters.

| Method                              | Accuracy | LSUN         |
|-------------------------------------|----------|--------------|
|                                      | CelebA   | max  | µ ± σ | max  | µ ± σ |
| Eigenfaces (ours)                   | 68.56 %  | -    |      | 62.24 % | -    |
| Eigenfaces-DCT [12]                 | 88.39 %  | -    | 94.31 % | -    |
| Eigenfaces-Wavelets (ours)          | 68.54 %  | -    | 62.26 % | -    |
| Eigenfaces-log_e-Wavelets (ours)    | 92.67 %  | -    | 87.91 % | -    |
| PRNU (ours)                         | 83.13 %  | -    | 66.10 % | -    |
| Regression-Pixel (ours)             | 97.30 %  | 95.60 ± 1.62 % | 80.50 % | 77.31 ± 2.65 % |
| Regression-Wavelets (ours)          | 99.20 %  | 99.03 ± 0.20 % | 86.66 % | 82.63 ± 2.15 % |
| Regression-log_e-Wavelets (ours)    | 95.44 %  | 94.91 ± 0.53 % | 91.50 % | 91.20 ± 0.18 % |
| CNN-Pixel [12]                      | 97.80 %  | -    | 98.95 % | -    |
| CNN-DCT [12]                        | 99.07 %  | -    | 99.64 % | -    |
| CNN-Pixel (ours)                    | 98.87 %  | 98.74 ± 0.14 % | 97.06 % | 95.02 ± 1.14 % |
| CNN-Wavelets (ours)                 | 99.35 %  | 99.11 ± 0.18 % | 93.61 % | 92.34 ± 1.49 % |
| CNN-log_e-Wavelets (ours)           | 97.09 %  | 96.79 ± 0.29 % | 97.14 % | 96.89 ± 0.19 % |

150K images were randomly selected from the Large-scale Celeb Faces Attributes (CelebA) [22] and Large-scale Scene Understanding (LSUN) [40] datasets. Our pre-processing is identical for both datasets. The real-images are cropped and resized to 128 × 128 pixels each. With each of the four GANs an additional 150K images are generated at the same resolution. The 750K total images are split into 500K training, 100K validation, and 150K test images. To ensure stratified sampling, we draw the same amount of samples from each generator or the original dataset. As a result, the train, validation, and test sets contain equally many images from each source. As discussed previously, we compute the 3° Haar wavelet packet for each image. For a fair comparison, we normalize both the raw pixels and the wavelet coefficients. Normalization is always the last step before the models. We normalize by subtracting the training-set color-channel mean and dividing each color channel by its standard deviation. The log_e-scaled coefficients are normalized after the rescaling. We attempt to separate the wavelet packet coefficients for each class linearly by regression, eigenfaces, as well as non-linearly using a CNN. Our wavelet packet transform, regression, and convolutional models are implemented using PyTorch [29]. We use Adam [21] to optimize the regression and convolutional models. The batch size is set to 512 and the learning rate to 0.001. For reference, see the supplementary material for convergence plots and the exact network layouts. Table 1 lists the results for comparison. We find that the wavelet representations is descriptive enough to deliver competitive results. Simpler methods, in particular, tend to benefit more from the representation.

Results on the CelebA identification problem appear in the left column of Table 1. In this case, the eigenface approach, in particular, was able to classify 24.11% more images correctly when run on log_e-scaled wavelet packages instead of pixels. A simple regression on unscaled packets was able to outperform the more complex CNN on other features. We note that log_e-scaling was not always beneficial. We elaborate on this point further in Section 6. The CNN outperforms the DCT-based version proposed in [12] with the same amount of parameters on CelebA.

The rightmost column in Table 1 lists our results on the LSUN data-set. While we see gains over the raw pixel representation for log_e-scaled wavelets in the eigenface- and regression-cases, these gains are less pronounced that in the DCT-setting described in [12]. In particular, the CNN did not profit from the unscaled packet representation. The log_e-scaled mean, however, was consistently higher in comparison to the pixel-based CNN trained in our setting. The wavelet packet approach does not perform as well for LSUN as it does for CelebA. We speculate this may be due to the more unstructured and diverse images from scene understanding. The face images are typically
Table 2: Confusion matrix for our best CNN using wavelet features on CelebA. The confusion matrix shows classification errors for the original data-set as well as the CramerGAN [3], MMDGAN [4], ProGAN [18], and SN-DCGAN [26] architectures. The test set contains 30,000 entries per label. Of the GAN-architectures we considered in this experiment the ProGan was the hardest to detect.

| Predicted label | True label | CelebA | CramerGAN | MMDGAN | ProGAN | SN-DCGAN |
|----------------|------------|--------|-----------|--------|--------|----------|
| CelebA         | 29,609     | 8      | 9         | 358    | 16     |          |
| CramerGAN      | 0          | 29,810 | 189       | 1      | 0      |          |
| MMDGAN         | 0          | 193    | 29,804    | 3      | 0      |          |
| ProGAN         | 147        | 1      | 1         | 29,851 | 0      |          |
| SN-DCGAN       | 44         | 0      | 1         | 1      | 29,954 |          |

Table 3: CNN GAN detection results on the LSUN dataset. The CNN was trained on the real data-samples as well as the CramerGAN [3], MMDGAN [4] and ProGAN [18] architectures to differentiate real and generated images. The SN-DCGAN [26] was only added to the test set, which contains 10,000 entries per label. We report the accuracy on the whole test set as well as its subsets with known and unknown labels respectively. The mean test set accuracy and the standard deviation is given for 5 runs.

| CNN-input | LSUN classification test set accuracy |
|-----------|---------------------------------------|
|           | on unknown GAN | on known labels | overall |
|           | max | μ ± σ | max | μ ± σ | max | μ ± σ |
| Pixel     | 61.7 % | 46.5 ± 12.1 % | 95.1 % | 91.9 ± 2.1 % | 87.1 % | 82.8 ± 3.9 % |
| log_e-Wavelets | **81.7 %** | **78.8 ± 1.8 %** | **98.6 %** | **98.4 ± 0.1 %** | **95.2 %** | **94.5 ± 0.4 %** |

centered and foreground and background are more easily distinguished. A comparison of Figure 1 and supplementary Figure 6 illustrates this intuition.

We show the confusion matrix for our best performing network on CelebA in Table 2. Among the GANs we considered the ProGAN-architecture was the hardest to identify, followed by the SN-DCGAN-architecture. Images drawn from both architectures were almost exclusively misclassified as original data and rarely attributed to another GAN. The CramerGAN and MMDGAN generated images were often misattributed to each other, but rarely confused with the original dataset.

5 Detection of images from an unknown generator

To simulate an unknown GAN, we remove the SN-DCGAN generated images from our LSUN training and validation sets. SN-DCGAN images now appear exclusively in the test set, where they never influence the gradients. The training hyperparameters are identical to those discussed in the previous section 4.2. We re-balance the data to contain equally many real and gan-generated images. The task now is to produce a real or fake label in the presence of fake images which were not present during the optimization process. We show the test results in Table 3. We find that our approach does allow detection of the SN-DCGAN samples on LSUN-bedrooms, without their presence in the training set. Please note, that the data re-balancing shifts the naïve baseline accuracy achieved by simply producing the same label all the time from 20 % to 50 %.

We study the confusion matrix in Table 4. Of the 10K test-images from the unknown generator, 8,172 are recognized correctly. In comparison to Table 2, we observe a miss-classification increase for the unseen SN-DCGAN, but also for the other architectures. This is probably because the data re-balancing causes the network to see fewer gan generated images overall, but could also hint that including additional generators increases classification accuracy across the board.
Table 4: Confusion matrix for our best GAN detection CNN using log<sub>e</sub>-scaled wavelet features on LSUN. The CNN was trained on the original data-set as well as the CramerGAN [3], MMDGAN [4], and ProGAN [18] architectures to differentiate real and generated images. The SN-DCGAN [26] was only added to the test set, which contains 10K entries per label.

| True label     | Predicted label | Real | Generated |
|----------------|-----------------|------|-----------|
| LSUN (real)    | 9,814           | 186  |           |
| CramerGAN      | 53              | 9,947|           |
| MMDGAN         | 36              | 9,964|           |
| ProGAN         | 324             | 9,676|           |
| SN-DCGAN (unseen) | 1,828         | 8,172|           |

6 Limitations of the wavelet packet-approach

Unlike DCT-transformed images, the concatenated packets cannot directly be used as input to off-the-shelf CNN-architectures. Figure 1 for example shows mean-packet-representations concatenated into images with dimensions equal to the time domain representation. Running a convolutional network directly on the concatenated packets does not work well. This is a direct consequence of the fast wavelet transforms’ downsampling operations. The packet representation adds additional channels. This change prevents us from using highly tuned, perhaps even pre-trained CNN-architectures. It is possible to use CNN on top of the packets, as we show in Table 1, but the smaller high-channel-inputs require new CNN designs.

Absolute log<sub>e</sub>-scaled coefficients break invertibility and should therefore be used with caution. In our experiments, the re-scaling lead to improvements, especially for smaller networks, in terms of convergence early in the training process, and for the unknown generator classification experiment, we presented in section 5. But taking the absolute value cannot be undone, and the information carried by the sign is lost. On CelebA, for example, log<sub>e</sub>-scaling did not help the linear-regression and CNN models. We, therefore, recommend pixel or raw wavelet control experiments for verification when working with log<sub>e</sub> scaled wavelets. Only the raw wavelet packets are invertible and therefore guaranteed to contain all information that was present in the original images.

7 Conclusion

This paper presented a wavelet packet-based approach for deepfake analysis and detection. We considered the FFHQ-StyleGAN pair consisting of real and artificial face-centered images for our initial analysis. We saw in Figure 1 that wavelet-packets allow the visualization of frequency domain differences while preserving some spatial information. Enough variance existed in the central areas to make out faces. At the same time, the bulk of the standard deviation differences were at the edges and within the background portions of the images. This observation suggests that while contemporary GAN architectures have become quite good at modeling faces, they still fail to capture the surroundings in full detail. The proposed wavelet packet representations allowed linear separation of the FFHQ-StyleGAN source identification problem. Further analysis of the packet representation revealed improved or competitive performance in comparison to the DCT approach. Furthermore, we found our wavelet-CNN classifier able to recognize previously unseen SN-DCGAN images in the LSUN setting. Even though releasing our detection code will allow potential bad actors to test against it, we hope our approach will complement the publicly available deepfake identification toolkit. We plan to investigate the resilience of multi-classifier ensembles in future work.
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Figure 5: Comparison of CelebA (left) and LSUN (right) and CramerGAN wavelet mean and std log_{e}-scaled wavelet coefficients over 200K images.

8 Supplementary

In this supplementary, we show the full architectures for all networks. In terms of training convergence, we give the validation accuracy mean and standard deviation during training. Furthermore, we show additional visualizations of the wavelet packets.

Acronyms

CelebA  Large-scale Celeb Faces Attributes
CNN  convolutional neural network
DCT  discrete cosine transform
FFHQ  Flickr Faces High Quality
FFT  fast Fourier transform
FWT  fast wavelet transform
GAN  generative adversarial neural network
LSUN  Large-scale Scene UNderstanding
PRNU  photoresponse non-uniformity
Figure 6: The mean wavelet packet coefficients for the LSUN-data set, as well as cramerGAN generated images are shown in the two plots in the leftmost column. The center column shows their standard deviation. Mean and standard deviations are computed using 200k images each. The rightmost column plots differences for both mean coefficients and their standard deviations.

Figure 7: Regression results on the LSUN (left) and the CelebA (right) datasets. All plots show mean accuracy and standard deviation over 5 runs.
Figure 8: CNN results on the LSUN (left) and the CelebA (right) datasets. All plots show mean accuracy and standard deviation over 5 runs.

8.1 Network Architectures

| Pixel-CNN                  | Wavelet-Packt-CNN          |
|---------------------------|---------------------------|
| Convolution (3x8x3x3), ReLU, | Convolution (192x24x3x3), ReLU, |
| Convolution (8x8x3), ReLU,  | Convolution (24x24x6x6), ReLU, |
| Pool (2, 2),              | Convolution (24x24x9), ReLU, |
| Convolution (8x16x3x3), ReLU, | Linear (24, classes)       |
| Pool (2, 2),              |                           |
| Convolution (16x32x3x3), ReLU, |                           |
| Linear (32*28*28, classes) |                           |

Table 5: The CNN architectures we used in our experiments. We show the convolution and pooling kernel, as well as matrix sizes in brackets. As the packet representation generates additional channels we are forced to adapt the CNN architecture. The parameter counts vary depending on the number of classes, but has been approximately 100k for all experiments.

Unless explicitly stated otherwise, we train with a batch size of 512 and a learning rate of 0.001 using Adam [21]. For the 5 repetitions we report the seed values are set to 0,1,2,3,4.