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Users are able to access millions of songs through music streaming services like Spotify, Pandora, and Deezer. Access to such large catalogs, created a need for relevant song recommendations. However, user preferences are highly subjective in nature and change according to context (e.g., music that is suitable in the morning is not as suitable in the evening). Moreover, the music one user may prefer in a given context may be different from what another user prefers in the same context (i.e., what is considered good morning music differs across users). Accurately representing these preferences is essential to creating accurate and effective song recommendations. User preferences for songs can be based on high level audio features, such as tempo and valence. In this paper, we therefore propose a contextual re-ranking algorithm, based on audio feature representations of user preferences in specific contextual conditions. We evaluate the performance of our re-ranking algorithm using the #NowPlaying-RS dataset, which exists of user listening events crawled from Twitter and is enriched with song audio features. We compare a global (context for all users) and personalized (context for each user) model based on these audio features. The global model creates an audio feature representation of each contextual condition based on the preferences of all users. Unlike the global model, the personalized model creates user-specific audio feature representations of contextual conditions, and is measured across 333 distinct users. We show that the personalized model outperforms the global model when evaluated using the precision and mean average precision metrics.
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1 INTRODUCTION

Users can utilize streaming services like Spotify, Pandora and Deezer to access tens of millions of songs from all around the world.1 Music recommender systems assist users in finding and discovering songs by filtering the most relevant ones. To create accurate recommendations, contextual information of the users is important, because of its influence on people’s short term music preferences [16]. However, music preferences of users change through influences from the physical environment, such as activities or geo-location [13]. People prefer different music when working out in a gym compared to reading a book on the couch, for example. One way to improve personalization is to incorporate this contextual data of the user [1]. This led to an emerging interest in context-aware music recommender systems [6].

We use two definitions to describe context. The first are contextual dimensions, which are categories of contexts, e.g. time of day, activity etc. The second are contextual conditions. A contextual dimension is made up of multiple contextual conditions, e.g. morning and afternoon within time of day.

1https://www.businessofapps.com/data/spotify-statistics/#4, retrieved July 2020
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Recommendation systems that use contextual information can be divided into 3 categories, namely contextual pre-filtering, contextual post-filtering, and contextual modeling [2]. Contextual modeling is the most powerful method of the three [27]. These techniques have been applied to capture the relation between contexts and user preferences. However, these models are often hard to understand, which makes it hard to explain the recommendations to users [26]. Both filtering methods have the benefit over contextual modeling that no additional changes are required to the existing recommender system. For pre-filtering, only the input is adjusted, while for post-filtering the resulting recommendation is altered [24]. Pre-filtering methods have been well developed, but post-filtering research efforts have been limited [27].

In this paper, we propose a post-filtering approach: a contextual re-ranking algorithm, which ranks higher songs that are more suitable to a user’s current contextual condition. It can be applied to any existing music recommender’s output, is easily understandable and explainable, and works with any contextual dimension. Users like or dislike songs based on the characteristics of their audio features [25]. Significant correlations exist between music preferences expressed in audio features and personality traits [15]. Therefore, we use audio features to model user preferences for specific contextual conditions. To the best of our knowledge, our approach is novel, since it uses audio features to models users’ context specific preferences when re-ranking songs. Music preference is also highly subjective; while one person may experience two songs as dissimilar, a second one may feel a high resemblance [22]. What is suitable in a given context may therefore also differ from person to person. That is why we compare a global preference model with personalized user preference models for the re-ranking algorithm. Whereas the personalized model is based on individual preferences in different contextual conditions, the global model is based on context preferences of all users.

Our work addresses the following research questions:

- **RQ1**: How are contextual conditions of different contextual dimensions related to audio features?
- **RQ2**: How does re-ranking, based on audio feature representations of user preferences in different contextual conditions, affect music recommendation accuracy?
- **RQ3**: How do global audio feature representations of user preferences in different contextual conditions affect the re-ranking results compared to personalized audio feature representations of user preferences in the same contextual condition (time of day)?

The rest of this paper is organized as follows. First, a description of the related work is given. The analysis of the relation between audio features and context is described in Section 3, and it aims to answer RQ1. Section 4 elaborates on the proposed re-ranking algorithm and the two user preference models that are created to address RQ2 and RQ3. The implementation, evaluation, and results of the re-ranking algorithm are given in Section 5 before concluding in Section 6.

2 RELATED WORK

This section begins with a summary of work on context-aware recommender systems with a focus on post-filtering techniques. The second section discusses music recommender systems where audio features have been used. We conclude with outlining the novelty of our approach relative to the state-of-the-art.

### 2.1 Context-Aware Recommender Systems

Context-aware recommender systems extend traditional recommender systems by taking information of users’ contextual situation into account. Here, context is defined as any information that can be used to characterize the situation of
users (e.g., location, activity, weather, mood etc.) that are considered relevant to the interaction between a user and an application. Adomavicius et al. were one of the first to use such information in recommender systems [1]. Quality of recommendations has shown to be improved through using contextual information by multiple researchers [24].

Contextual post-filtering approaches apply context-dependent factors to the list of recommendations, which are given by a traditional recommender algorithm (e.g., matrix factorization). The order of the songs in the given recommendation list are adjusted to the given context [12]. This allows usage of traditional recommender algorithms, without the need to change them. Panniello et al. proposed two contextual post-filtering approaches, which they call Weight PoF and Filter PoF [17]. Filter PoF removes items that are least relevant to the given context, while Weight PoF reorders items based on the rating probability of relevance in the given context. The probabilities are created based on the behavior of most similar users in the same context. Cremonesi et al. use association rules mining between item characteristics and contextual knowledge to find correlations [9]. A subset of items is selected based on their correlation from the initial recommendation list and the top-N within this subset is recommended. Lamche et al. use their own distance metric to calculate the similarity between the user’s current context and an item’s representative context [14].

2.2 Audio Features in Recommender Systems

Cheng and Shen created Just-for-me which uses a unified probabilistic generative model to model audio features and context in a latent space [8]. Songs are represented by 3 different acoustic features, which are measured using 0.5s frame sequences. Chen et al. analyzed the relation between emotions, through user-generated text, and music through factorization machines [7]. They embedded audio features, including loudness, mode, tempo, and danceability that were extracted using the EchoNest API. Schedl et al. combined music context and music content in a hybrid model [23]. The audio features they used include onset patterns and coefficients, timbral features, and two custom descriptors for attackness and harmonicness. Song similarities were estimated using these features and used to generate recommendations.

Novelty. Our work belongs to the group of contextual post-filtering approaches. Similarly to previous approaches, our approach uses a similar weighing function as Weight PoF [17]. However, instead of using a rating probability of relevance based on similar users, we use context specific audio feature representations to measure similarity. Where Lamche et al. [14] create context models around items, we do the opposite by creating audio feature models around contexts. Furthermore, unlike [7, 8], our representation does not use any matrix factorization techniques or create any other latent spaces. Instead, we use a simple vector representation which allows for straightforward distance measurements when comparing songs to contexts. Our novel approach gives an interesting performance comparison to the more complex latent models.

3 CONTEXT-AUDIO FEATURE ANALYSIS

In this section, we discuss the analysis we carried out to answer RQ1. The results give us an idea of how valuable audio features are in representing user preferences in different contextual conditions.

---

3The code and all results can be found at https://github.com/boninggong/ContextAudioFeaturesAnalysis
3.1 Audio Features

Through the Spotify API, developers can retrieve a variety of audio features for any given song that is available on Spotify, the music streaming platform. This audio features endpoint provides high-level acoustic attributes based on the audio of a given song. Some features, like tempo, are well-known, while others, like danceability, are more specialized.

All audio features are precise for a given song and have values between 0 and 1, except for loudness and tempo. We normalize tempo, whose values range from 0 to 220, by dividing the values by 220 and loudness, whose values range from -40 to 0, by adding 40 before dividing by 40. Each audio feature has its own distribution, which might affect its distinctiveness and correlation with contextual conditions. We use them as is, to keep all audio features as close as possible to their original values. A total of 11 audio features are obtainable of which we include the following in our analysis: acousticness (how acoustic a song is), danceability (how suitable a song is for dancing), energy (representing the activity and intensity of a song), instrumentalness (including vocals or not), liveness (whether the song has been recorded in a live setting), loudness (physical strength/amplitude of a song), speechiness (presence of spoken words), valence (how much positivity a song contains), and tempo (beats per minute, indicating the speed or pace of a song). Key and mode are represented by a limited number of non-continuous values, which makes them unsuitable for our analysis.

3.2 Contextual Dimensions and Conditions

We use the contextual dimensions of activity (running, walking, sleeping and focusing), time of day (morning, afternoon, evening and night), and mood (happy and sad). The reasons for using these dimensions are threefold. First, previous research has shown that they affect user preferences [3, 4, 11]. Second, the conditions within these dimensions are straightforward and there are many playlists on Spotify representing these conditions with thousands of followers. Third, these dimensions are also present in available contextual music datasets, which we will use later-on, so the results are directly relevant to us.

3.3 Analysis

We gather representative songs for each contextual condition through public playlists on Spotify. Pichl et al. showed that public playlists on Spotify represent different user preferences that are dependent on the intended use or mood [18]. Furthermore, Cunningham et al. showed that people create and use playlists for specific contextual conditions [10]. For each condition, at least 500 songs, from at least 4 different playlists created specific for that condition (e.g. “Songs for sleeping”), were gathered. Each playlist that has been used has at least 1000 followers to make sure that multiple users agree on the quality of the playlist. For each song, we extract the audio features through the Spotify API. We average the values of these audio features for each condition and visualize them.

For each possible pair of conditions within a dimension and each audio feature, we carry out independent t-tests. The results of these tests tell us whether the differences might have happened by chance or whether they are significantly different. Two resulting values are especially important, the t-score and p-value. A t-score of 0 indicates two identical groups. The higher this score, the more different the two groups are. The p-value represents the probability of the results happening by chance and is always between 0 and 1. We apply Bonferroni correction, since we apply many independent t-tests.

---

4https://developer.spotify.com/documentation/web-api/, retrieved June 2020
5https://developer.spotify.com/community/news/2016/03/29/audio-features-recommendations-user-taste/, retrieved July 2020
6The distributions be found at https://developer.spotify.com/documentation/web-api/reference/tracks/get-audio-features/, retrieved June 2020.
7There are a total of 117 tests, so we divide the usual p-value significance threshold of 0.05 by 117, resulting in a p-value threshold of 0.000427.
3.4 Results

A selection of the t-test results, is shown in Tables 1 (afternoon–night), 2 (running–relaxing), and 3 (happy–sad). The complete results can be found in an external appendix. Looking across all results, Liveness, generally, is the weakest audio feature, but still reasonable in some comparisons. The other audio features are potentially good descriptors.

The degree to which they correlate is both dimension and condition dependent. The resulting t-values tell us that some correlations are strongly positive, while others are negative. A majority of p-values, highlighted in bold, are below our Bonferroni corrected threshold, which means those are significant and have a very small chance of happening by chance. We thus conclude that certain audio features make strong descriptors to distinguish contextual conditions. In the next section we describe how we use audio features to represent conditions and use this in the re-ranking algorithm.

Visualization of each condition in all 3 dimensions using radar and line plots can be found in the external appendix.

Table 1. T-test results comparing the afternoon-night conditions.

| Feature   | t       | p       |
|-----------|---------|---------|
| acousticness | -3.47   | 0.0005  |
| danceability | 6.05    | 0.0000  |
| energy     | 5.24    | 0.0000  |
| instrumentalness | -24.94 | 0.0000  |
| liveness   | 0.53    | 0.5986  |
| loudness   | 13.04   | 0.0000  |
| speechiness| 6.00    | 0.0001  |
| tempo      | 1.96    | 0.0507  |
| valence    | 14.12   | 0.0000  |

Table 2. T-test results comparing the running-relaxing conditions.

| Feature   | t       | p       |
|-----------|---------|---------|
| acousticness | -45.53  | 0.0000  |
| danceability | 24.24   | 0.0000  |
| energy     | 49.48   | 0.0000  |
| instrumentalness | -17.03 | 0.0000  |
| liveness   | 9.13    | 0.0000  |
| loudness   | 28.69   | 0.0000  |
| speechiness| 12.03   | 0.0000  |
| tempo      | 10.40   | 0.0000  |
| valence    | 23.95   | 0.0000  |

Table 3. T-test results comparing the happy-sad conditions.

| Feature   | t       | p       |
|-----------|---------|---------|
| acousticness | -25.56  | 0.0000  |
| danceability | 14.76   | 0.0000  |
| energy     | 26.92   | 0.0000  |
| instrumentalness | -1.28  | 0.2026  |
| liveness   | 6.04    | 0.0000  |
| loudness   | 18.52   | 0.0000  |
| speechiness| 7.14    | 0.0000  |
| tempo      | 0.71    | 0.4784  |
| valence    | 22.37   | 0.2531  |

4 PROPOSED RE-RANKING ALGORITHM

In this section, first, we present a global and personalized model to model user preferences in contextual conditions using audio features. Thereafter, we elaborate on the re-ranking score calculation and briefly on an opposite variation based on this calculation.

By way of notation, let $U$ be the set of all users and $S$ be the set of all songs. Let $c = \{c_1, c_2, \ldots, c_m\}$ be the set of contextual conditions. Let also $\vec{s} = [a_1, a_2, \ldots, a_n]$ be the audio feature vector of a song $s \in S$, where $a_n$ is the value of the audio feature $n$ for song $s$.

4.1 Global model

The global model represents context specific user preferences through a vector of audio feature values, which are collected from all users, $U$. It uses all available positive user interactions in a given dataset to represent user preferences for different contextual conditions. The average of all audio feature values of the positively interacted songs will then form the representation. Thus, the global model can be represented as follows:

$$G\hat{\mu}_{ck} = [a_1, a_2, \ldots, a_n] = \frac{1}{|S_{c_k}|} \sum_{s_j \in S_{c_k}} s_j,$$

where $G\hat{\mu}_{ck}$ is a vector representing the global model for contextual condition $c_k$, and computed by using the songs from set $S_{c_k}$ that contains all $|S_{c_k}|$ positively interacted songs in condition $c_k$. $G\hat{\mu}_{ck}$ is simply the centroid of the
vectors of all songs \( s \in S_{c_k} \). If, for example, the 3 audio features of energy, tempo and acousticness are used to model user preferences, we could have \( G\tilde{M}_{c_1} = \text{morning} = [0.32, 0.44, 0.82] \) and \( G\tilde{M}_{c_2} = \text{evening} = [0.78, 0.66, 0.21] \). These example models tell us that users generally prefer low energy and tempo songs and high acoustic songs in the morning compared to higher energy and tempo, but lower acousticness in the evening.

### 4.2 Personalized model

The personalized model is broadly comparable to the global model. Also here, audio features are used to represent user preferences for specific contextual conditions. The personalized model, however, separately creates preference models for each user instead of creating a global model based on all positive user interactions. It is represented as follows:

\[
PM_{c_k, u} = [a_1, a_2, \ldots, a_n] = \frac{1}{|S_{c_k, u}|} \sum_{s_j \in S_{c_k, u}} s_j
\]

where \( PM_{c_k, u} \) is a vector representing the personalized model for contextual condition \( c_k \) and user \( u \in U \), and computed by using the songs from set \( S_{c_k, u} \) that contains all \( |S_{c_k, u}| \) positively interacted songs in condition \( c_k \) by user \( u \). As an example we use the 3 audio features of energy, tempo and acousticness again for user 1 and user 2. User 1 prefers to listen to calm piano music during breakfast, while user 2 likes to use energetic dance music to get more awake in the morning. Possible personalized models would be \( PM_{c_1, u_1} = \text{morning, user 1} = [0.1, 0.16, 0.98] \) and \( PM_{c_1, u_2} = \text{morning, user 2} = [0.88, 0.76, 0.18] \).

The personalized model is a more fine grained and computationally expensive approach than the global model. For each unique user and contextual condition, a specific preference model is created. These models can be seen as user profiles, representing user specific music preferences using audio features. The idea is that various conditions have different influences on the preferences of different users. Each model specifically represents this preference for a given user, in contrast to the global model, which assumes a general preference across all users.

### 4.3 Re-Ranking Score Calculation

The next step is re-ranking songs in a given recommendation list (generated by an initial recommendation algorithm) based on the similarity between their audio features vector and the audio features vector of the given contextual condition. The idea is to re-rank songs that are similar to what users like in a specific condition to higher positions in the recommendation list. In the same way, songs that are less similar will be given a lower position. The resulting scoring function applied to each song is as follows:

\[
\text{new score} = \lambda \times Sim(s_j, GM_{c_k}) + (1 - \lambda) \times \text{Rec}(u, s_j, c_k)'
\]

where \( \lambda \) is a balancing parameter, ranging from 0 to 1, that let us control the weight of the contextual similarity score relative to the weight of the initial recommendation score, \( Sim(s_j, GM_{c_k}) \) is the similarity between the audio features vector of song \( j \), \( s_j \), and the audio feature vector, which can be either the global or personalized model representation, \( (G\tilde{M}_{c_k} \text{ or } PM_{c_k, u}) \), of contextual condition \( c_k \) and \( \text{Rec}(u, s_j, c_k)' \) is the unity-based normalized recommendation score for user \( u \) generated by an initial recommender, song \( s_j \) and condition \( c_k \) if a context-aware recommender is used.

Since the audio feature representations are basically multidimensional vectors, we can use the unity-based normalized Euclidean distance (\( d' \)) as part of the similarity measurement. It is defined as follows:

\[
d(s_j, GM_{c_k})' = \sqrt{\sum_{i=1}^{n} (a_i, s_j - GM_{c_k, a_i})^2},
\]
where $a_{i,j}$ represents audio feature $a_i$ for song $s_j$ and $GM_{c_k}a_i$ is the average audio feature $a_i$ within the global (or personalized) model for contextual condition $c_k$, as calculated by either Equation 1 or 2. This gives us the distance between the song and condition, so in order to obtain a similarity value between 0 and 1 we use:

$$Sim(s_j, GM_{c_k}) = 1 - d(s_j, GM_{c_k})'. \quad (5)$$

This gives us the freedom to replace $d'$ with any other distance metric. In addition to the regular re-ranking score calculation, we define an opposite re-ranking score calculation. It uses the same equation as Equation 3, except that the similarity is replaced by the unity-based normalized Euclidean distance. This results in:

$$\text{opposite\_score} = \lambda \cdot d(s_j, GM_{c_k})' + (1 - \lambda) \cdot Rec(u, s_j, c_k)', \quad (6)$$

where all variables are the same as described above. This opposite algorithm gives higher ranks to songs that are more different from the given context measured over the audio feature vectors. We include this to evaluate the value of re-ranking independent of the audio features vector similarity measurement. A decrease in recommendation accuracy shows a correlation between our proposed re-ranking and final recommendation quality.

5 EXPERIMENT

We describe the implementation and evaluation of the re-ranking algorithm in this section. First, an elaboration on the used dataset is given followed by a discussion on the initial recommendation algorithms. Thereafter, we discuss our re-ranking implementation and the obtained results. The full pipeline of the experiment is shown in Figure 1.

5.1 Datasets

For our experiment we use the #NowPlaying-RS [19] and InCarMusic [5] datasets. However, initial results for the InCarMusic dataset are strongly inconsistent due to its sparsity. For this reason we decide to continue only with the #NowPlaying-RS dataset. The partial InCarMusic results can be found in the re-ranking system GitHub repository.

#NowPlaying-RS is a comprehensive implicit feedback dataset consisting of user-song interactions crawled from Twitter and enhanced with audio features from Spotify. We assume that users listening to and tweeting about songs represent positive interactions. This dataset is rich in interactions, but limited in contextual dimensions. Only the time of day dimension is consistently represented in the dataset. So in our experiment we only evaluate this dimension, despite the model being context agnostic. To create a manageable subset, we remove all user who have less than 3000 interactions and songs that are listened to less than 200 times. This results in a subset of 7304 songs, 333 users.
and 108,202 listening events. Furthermore, we categorize each interaction to the morning, afternoon, evening, or night condition based on the user’s local interaction time.

5.2 Initial Recommendation Algorithms

To apply the re-ranking algorithm, an initial recommendation list is needed as input. We use the CARSKit by Zheng et al. [28] to create such recommendation lists by using training sets. We modified the system to our own needs. Next to this, we use a simple 5-fold cross validation, where 80% of the interactions are used as training set and the 20% of the interactions used as test set, to reduce variance and bias in the results. The cross validation outputs various training and test sets, where the songs of user-condition-song interactions are considered as relevant songs. We use the following recommendation algorithms to generate initial recommendation lists:

- **Bayesian Probability Ranking (BPR)**: A simple ranking algorithm based on Bayesian probabilities [20].
- **UserSplitting-BPR (US-BPR)**: A contextual pre-filter algorithm that splits users in sub profiles based on contextual conditions before running the BPR algorithm [21].
- **Context-Aware Matrix Factorization - Independent Context Similarity (CAMF_ICS)**: A specific type of ranking based matrix factorization that takes context into account based on underlying similarities of conditions within the same dimension [29].

We use ranking based recommendation algorithms here, because of the implicit nature of the #NowPlaying-RS dataset. Next to this, we have a mix of traditional and context-aware recommender algorithms. The reason to also re-rank recommendations that are created using contextual information is to evaluate the impact of audio features based contextual re-ranking. For each output recommendation list (initial recommendation lists generated by one of the BPR, US-BPR and CAMF_ICS), we take the top 200, 100, 50 and 25 songs as input for the re-ranking algorithm. Due to the page limit we only show results for the top 50 songs in this paper.

Our implementation and an overview of all results can be found in our external appendix.  

5.3 Re-Ranking Procedure

All steps in our re-ranking implementation are depicted in Figure 2. The recommendation lists, training data sets and audio features of songs are used as input. The system proceeds to build both global and personalized models, according to Eqs. 1 and 2 respectively. Based on these models, it goes through each song for each recommendation list to calculate the similarity to the given contextual condition. This score is combined with the original recommendation score through the balancing factor $\lambda$. We test all $\lambda$ values between 0 and 1 with steps of 0.1. Songs are then re-ranked in a descending order based on their new scores. Lastly, the re-ranked recommendation list for both global and personalized models are evaluated against the initial recommendation lists by using the test sets.

5.4 Evaluation Metrics

We compare both global and personalized model based re-ranked recommendation lists to each other and the initial recommendation list. Since we try to give relevant songs a higher rank, we use ranking based accuracy metrics to evaluate the results. For the evaluation, we use precision at position $k$ (Prec@$k$) and mean average precision at position $k$ (MAP@$k$). We only show the results of the MAP@$k$ metric in this paper, because of the page limit. The results for the

---

10 The modified version of CARSKit is accessible at https://github.com/boninggong/CARSKitModified
11 https://github.com/boninggong/Re-rankSystem
straightforward and widely used Prec@k metric can be found in our Re-rankSystem GitHub repository. Before defining MAP@k, we need to define average precision at k (AP@k) first, which is defined as follows:

$$\text{AP}@k(L) = \frac{\sum_{k=1}^{m} \frac{\text{#rel songs in top } k}{k} \cdot b_k}{\text{#rel songs}},$$

(7)

where \(m\) represents the total amount of items for a given recommendation list \(L\) and \(b_k\) is a binary value for whether the item is relevant (1) or not (0). MAP@k can then be defined as the mean value of all average precision values measured over the top \(k\) items over all recommendation lists.

5.5 Results

Figure 3 visualizes the selected results for the MAP@10 metric for all three initial recommendation algorithms (BPR, US-BPR and CAMF_IC), comparing the global and personalized models. The first observation is that BPR and US-BPR both significantly outperform CAMF_ICS. Another observation is that the recommendation accuracy of the re-ranked personalized model generally outperforms the accuracy of the initial (original rank) recommendations, especially for the CAMF_ICS algorithm. The personalized model, furthermore, consistently outperforms the global model, which varies widely for each initial recommender algorithm.
To investigate the benefit of re-ranking, independent of the audio features vector similarity measurement, we measure MAP@10 for the re-ranking results using inverse ranking, as shown in Figure 4. We observe that the personalized model greatly decreases accuracy compared to the initial recommendation. This strengthens the value of the re-ranking approach used. The global model decreases accuracy for the BPR and US-BPR algorithms compared to the initial recommendation, but, surprisingly, increases for CAMF_ICS. One possible reason is that CAMF_ICS (in comparison to the two others) recommends fewer relevant songs overall, as well as fewer relevant songs in the top 10.

![Fig. 4. Line plot of the MAP@10 evaluation for opposite re-ranking the top 50 songs on the #NowPlaying-RS dataset.](image)

There is no single $\lambda$ value that consistently gives the best re-ranking results, even for the well performing personalized model based re-ranking results. The optimal value differs per underlying recommendation algorithm. This means that if this re-ranking algorithm would be implemented in practice, $\lambda$ should be optimized in relation to the underlying recommender algorithm. The complete results are available in the Re-rankSystem repository.

6 CONCLUSIONS AND FUTURE WORK

In this paper, first, we showed that there exists a significant correlation between audio features and contextual conditions. Thus, audio features can be used to distinguish between different conditions when listening to music. From this, we proposed a contextual re-ranking algorithm that utilizes audio feature representations of user preferences for specific contextual conditions to re-rank any given recommendation list. Two user preference representations were presented, a global and a personalized contextual model. We evaluated the re-ranking using the two models on several recommendation algorithms’ output. This was done using the #NowPlaying-RS dataset and accuracy has been measured using the Prec@k and MAP@k metrics. Initial results on the contextual dimension time of day show there is merit in applying our re-ranking algorithm. Especially the personalized model shows promising results and consistently outperforms the global model (which in turn improves the non-contextual initial recommendations).

In future work we plan to further improve the two user preference models and re-ranking scoring. This can be done by weighing the audio features or only using a selection of them or through different similarity measurements. Furthermore, we plan to develop the audio feature representation of user preferences to include multiple contextual conditions and evaluate the resulting impact. Moreover, next to the offline evaluation, carrying out an online evaluation with actual users will provide valuable insights.
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