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ABSTRACT

This paper applies the dual-signal transformation LSTM network (DTLN) to the task of real-time acoustic echo cancellation (AEC). The DTLN combines a short-time Fourier transformation and a learned feature representation in a stacked network approach, which enables robust information processing in the time-frequency and in the time domain, which also includes phase information. The model is only trained on 60 h of real and synthetic echo scenarios. The training setup includes multi-lingual speech, data augmentation, additional noise and reverberation to create a model that should generalize well to a large variety of real-world conditions. The DTLN approach produces state-of-the-art performance on clean and noisy echo conditions reducing acoustic echo and additional noise robustly. The method outperforms the AEC-Challenge baseline by 0.30 in terms of Mean Opinion Score (MOS).

Index Terms— AEC, real-time, deep learning, audio, voice-communication

1. INTRODUCTION

Acoustic echoes can occur in audio/video calls if a speaker’s voice is played back by the near-end speaker and picked up by the near-end microphone. The resulting effect of hearing an echo of your own voice can be extremely annoying, increase the listening effort and is a pressing topic in speech research - especially with the growing importance of reliable communication solutions for remote scenarios. A standard approach for cancelling the echo is to estimate the impulse response from the loudspeaker to the microphone by an adaptive filter such as normalized least mean squares (NLMS) [3] and filter the far-end signal with the estimated impulse response. This estimated signal is subtracted from the near-end microphone signal. This approach works best when only a far-end signal is present and no near-end speech is recorded by the microphone. In the case of far-end and near-end speech, also called double talk scenario, the filter will not correctly adapt or diverge [3]. In this case, double talk detectors are often used to pause the adaptation.

Recently, deep learning and neural networks have been applied to acoustic echo cancellation with convincing results [3, 4, 5, 6]. Several approaches combine neural networks and adaptive filters in a hybrid system [4, 5, 6]. From the deep-learning perspective, the AEC task can be seen as a speech or audio source separation problem [3]. The field of speech separation quickly progressed in recent years [7, 8, 9]. However, the models for speaker separation are often concentrating on sequence processing and not on causal real-time processing. Because high delays are not desirable and can increase the effort in voice communication, systems that are capable of real-time processing on a frame basis are required. Recurrent neural networks (RNN) such as gated recurrent units (GRU) [10] or long short term memory (LSTM) [11] networks are often used for models with real-time capability. Because of their cell structure with gates and states, LSTMs and GRUs can model time sequences on a frame basis as required for speech signals. RNNs were already applied to the AEC problem in [3, 5, 8]. The deep noise suppression challenge of Interspeech 2020 [12] has shown that various architectures can be applied to real-time signal enhancement [13, 14, 15]. To address AEC as a topic of similar relevance, the AEC Challenge was proposed [16] which has the aim of providing a common set of training data and objective evaluation based on an ITU P.808 framework [17] to compare various approaches.

In this paper, the dual-signal transformation LSTM network [13] is adapted for real-time echo cancellation (DTLN-aec). The original DTLN model was shown to be beneficial and robust for reducing noise in a real-time scenario [15] on anechoic, reverberant and real-live test sets. It combines the short-time Fourier transformation (STFT) with a learned feature representation based on 1D-Conv layer in a stacked network approach. The model is based on ratio masking in the time-frequency (TF) domain and in the learned feature domain. Due to this design choice, it can leverage information from the STFT magnitude as well as from the learned feature representation. Since it is unclear if this approach is beneficial for AEC, we apply the model in this context with the aim of building a straight-forward RNN based end-to-end AEC system which can be easily integrated in common signal processing chains. For this new application, the original model is extended by feeding the far-end signal as additional information to each model block. This extension is similar to the procedure pursued in [3] with the important difference that we use a causal LSTM instead of an acausal BLSTM. Recent publications have shown that a well-chosen training setup and data augmentation [18, 19] are crucial for achieving high speech quality for speech enhancement. The second goal pursued in this study is therefore to increase AEC robustness by extensive data augmentation to cover reverberation and multilingual speech.

2. METHODS

2.1. Problem formulation

For an acoustic echo cancellation system two input signals are usually available, the microphone signal $y(n)$ and far-end microphone signal $x(n)$. The near-end microphone signal can be described as a combination of signals as following:

$$y(n) = s(n) + v(n) + d(n)$$ (1)
where $s(n)$ is the near-end speech signal, $v(n)$ is a possible near-end noise signal and $d(n)$ corresponds to the echo signal, which is a convolution of the far-end microphone signal $x(n)$ with the impulse response of the transmission path $h(n)$. The transmission path is a combination of a system delay created by buffering of the audio response of the transmission path $h_d$, the near-end noise signal $n$ and the near-end microphone. The acoustic echo scenario is illustrated in Figure 1. The desired signal is the near-end speech signal $s(n)$, while all other signal parts should be removed. This task is an audio source separation task. If only far-end and noise signals are present, the desired signal is silence.

### 2.2. DTLN model adapted for AEC

In the context of the DNS-Challenge at Interspeech 2020 [12], the Dual Signal Transformation LSTM network (DTLN) [15] was developed to reduce the noise in noisy speech mixtures. The DTLN approach was adapted to the AEC task (DTLN-aec)[1] and is described in the following.

The network consists of two separation cores. Each separation core has two LSTM layers and a fully-connected layer with sigmoid activation to predict masks. The first separation core is fed by concatenated normalized log power spectra of the near-end and far-end microphone signal. Each microphone signal is individually normalized by instant layer normalization (iLN) to account for level variations. Instant layer normalization is similar to standard layer normalization [20], where each frame is normalized individually but without accumulating statistics over time. This concept was introduced as channel-wise layer normalization in [21]. The first core predicts a time frequency mask which is applied to the unnormalized magnitude STFT of the near-end microphone signal. The estimated magnitude is transformed back to the time domain with an inverse FFT using the phase of the original near-end microphone signal.

The second core uses a learned feature representation created with a 1D-Conv layer. This approach is inspired by [22]. The core is fed with the normalized feature representation of the previously predicted signal and the normalized feature representation of the far-end microphone signal. For transforming both signals to the time domain, the same weights are applied but the normalization with iLN is performed individually to enable a separate scaling and bias for each representation. The predicted mask of the second core is multiplied with the unnormalized feature representation of the output of the first core. This estimated feature representation is transformed back to the time domain with a 1D-Conv layer. For reconstructing the continuous time signal an overlap-add procedure is used. The model architecture is visualized in Figure 2.

For the task of echo cancellation, a frame length of 32 ms and a frame shift of 8 ms was chosen. The FFT size is 512 and the size of the learned feature representation is also 512. Since the removal of speech and noise from speech can be quite challenging, 512 LSTM units per layer were chosen compared to the rather small model in [15]. This results in a total of 10.3M parameters for the current model. Additionally, models with 128 and 256 units per layer were trained to explore how model performance scales with size.

### 2.3. Datasets and dataset preparation

Two training datasets are provided through the challenge, one with synthesized data and one with real recordings. The synthetic dataset was derived from the dataset created for [12]. The dataset includes 10,000 examples containing single-talk, double-talk, near-end noise, far-end noisy and various nonlinear distortion situations, where each example contains far-end speech, echo signal, near-end speech, and the near-end microphone signal. The first 500 examples contain data from speakers whose data is not contained in any other test dataset. This dataset will be used for instrumental evaluation and is referred to as "double-talk test set". For more details, see the paper describing the AEC-Challenge [16]. For training, only the far-end signals and the echo signals were used and cut into chunks of 4 s. The real dataset consists of different real environments with human speakers and signals captured with varying different devices. Detailed information on this data is provided in [15]. As before, only the far-end signal and the echo signal are used in chunks of 4 s from this dataset. For the evaluation with the P. 808 framework, a blind test set was provided by the challenge organizers. The blind test set consist of approximately 800 recordings divided into a clean and noisy subset.

Clean speech from the multilingual data gathered for [23] were chosen as near-end signals. The dataset contains French, German, Italian, Mandarin, English, Russian and Spanish speech. The various sources of the original data are described in [23]. The German data was excluded because of its poor quality. The speech signals were segmented into samples with a duration of 4 s. Samples with an RMS smaller or equal to zero are discarded. An RMS smaller than zero can result from rounding errors. As an additional mechanism to exclude noisy signals, each file was processed by the speech enhancement model proposed in [15] to estimate a speech and a noise signal by subtracting the estimated speech signal from the noisy signal. The speech file is discarded if the SNR is lower than 5 dB. Finally, 20 h from each language are taken to create a dataset of 120 h of multilingual speech.

To cover noise types with a high variance in the echo scenario, we used the noise corpus provided by [24]. As before, the noise files were cut into 4 second samples, and each sample with an RMS smaller or equal to zero was discarded. Additionally, instrumental music from the MUSAN corpus [24] was added (again, after a 4 s segmentation). This results in approximately 140 h of noise.

Finally, to build realistic echo scenarios that reflect the influence of divers amounts of reverberation, the impulse responses (IR) dataset gathered for [25] were used. The dataset contains real impulse responses from various sources such as [26, 27, 28] and simulated ones based on the image method [29]. For each impulse response, the beginning of the direct path was identified and set to position 0 as proposed in [19].

### 2.4. Training and data augmentation

All training samples are created online during training without using fixed combinations of near-end speech, far-end speech, noise...
and IRs. In total, 60 h of echo scenarios are used, 48 h for training and the remaining 12 h for training validation. For training, all far-end and echo signals provided by the challenge organizers are used (approximately 32 h of data). To create additional echo data, 28 h of speech are used from the previously created multilingual dataset. Each speech file is convolved with a randomly chosen IR, and each IR is divided by the absolute value of the first sample. In the next step, all samples except for the first sample are multiplied by a gain randomly taken from a uniform distribution between -25 and 0 to augment the IRs. This procedure is again inspired by [19].

In 50% of the cases, a noise sample is added with an SNR randomly taken from a normal distribution with a mean 5 dB and standard deviation 10 dB to account for a noisy far-end signal. Creating the echo signal, the previously created far-end signal is delayed by a random value between 10 and 100 ms to simulate a processing and transmission delay. The delayed signal is filtered by a band-pass signal with a random lower cut-off frequency between 100 and 400 Hz and a higher cut-off frequency between 6000 and 7500 Hz. This step introduces additional variance and models the often poor acoustic transmission characteristics of in-device loudspeakers especially in the low-frequency region. The echo signal is finally convolved with same IR as the near-end signal. Additional non-linearities are not included since the original challenge data set already covers this aspect.

For the near-end signals, 60 h from the multilingual data set are used. Each speech file is convolved by randomly selected IR, which is randomly scaled as explained for the synthetic far-end signals. Random spectral shaping as suggested by [18] for noise reduction is applied to the speech signal to increase robustness and model various transmission effects.

In 70% of the cases, noise is added to the near-end speech with an SNR taken from a normal distribution with mean 5 and standard deviation 10 to shift the focus to the more challenging noisy near-end condition. Random spectral shaping is also applied to the noise signal independently.

In 5% of the cases, a near-end speech segment of random duration is discarded to account for far-end-only scenarios. In 90% of the cases, the echo signal is added to the near-end speech with a speech-to-echo ratio taken from a normal distribution with a 0 dB mean and standard deviation of 10 dB. The echo signal as well as the far-end speech signal is applied with random spectral shaping. If no echo is applied, the far-end signal is set to zero or to low-level noise in the range between -70 and -120 dB RMS with random spectral shaping. All signals used as input to the model are subject to a random gain chosen from a uniform distribution ranging from -25 to 0 dB relative to the clipping point.

The SNR-loss in time domain as first proposed in [30] was chosen as cost function. The SNR-loss is scale-dependent, which is desirable for real-time applications and implicitly integrates phase information because it is calculated in time domain. The model is trained with the Adam optimizer [31] for 100 epochs with an initial learning rate of 2e-4 for 512 LSTM units, 5e-4 for 256 units and 1e-3 for 128 units. The learning rate is multiplied by 0.98 every two epochs. Gradient norm clipping with a value of 3 was applied. The batch size was set to 16 and the sample length to 4 s. Between consecutive LSTM layers, 25% of dropout was introduced to reduce overfitting. The model was evaluated every epoch using the validation set. The model with the best performance on the validation set was used for testing.

2.5. Baseline systems

The challenge organizers also provide a baseline which is based on [32]. The baseline consist of two GRU layers and a fully-connected network with sigmoid activation to predict a time-frequency mask. The model is fed with the concatenated short-time log-power-spectra of the microphone and the loop-back signal and predicts a spectral suppression mask which is applied to the STFT magnitude of the microphone signal. The predicted magnitude spectra are transformed back to the time domain with an inverse STFT using the phase of the microphone signal. Since the baseline model was not accessible within the challenge, an additional baseline system was trained to quantify the performance of a stacked network compared to a model with consecutive LSTM layers using time-frequency masking. The model has four consecutive LSTM layers with 512 units each, followed by a fully-connected part with sigmoid activation to predict the TF-mask. The input to the model equals the first separation core of the DTLN-aec model. The mask is multiplied with the unnormalized magnitude of the near-end microphone signal and transformed back to the time domain. This configuration results in a model with 8.5M parameters. The model is trained with the same setup as the DTLN-aec model.

2.6. Objective and subjective evaluation

The widely used PESQ [33] and ERLE [34] measures for evaluating AEC systems are often not correlating well with subjective ratings [16]. Nevertheless objective measures can be an indication if models are performing as intended. Because the dataset used for instrumental evaluation contains only double talk scenarios and because the AEC problem is seen as a source-separation problem the SI-SDR [35] is used to evaluate the separation performance. Additionally PESQ is used for an indication of speech quality. The measures

---

**Fig. 2.** Illustration of the proposed DTLN-aec model architecture. The processing chain on the left shows the first separation core using the STFT signal transformation (split in segmentation and FFT for both near-end and far-end microphone signal), while the building blocks on the right represent the second core with learned feature transformations based on 1D-Conv layers applied to the output of the first core and the segmented far-end microphone signal.
Table 1. Results in terms of PESQ [MOS] and SI-SDR [dB] on the clean, noisy far-end signal, noisy near-end signal and noisy far- and near-end signal subsets of the double-talk test set.

| Method      | clean # Params/Units | clean PESQ | clean SI-SDR | far-end noisy PESQ | far-end noisy SI-SDR | near-end noisy PESQ | near-end noisy SI-SDR | both noisy PESQ | both noisy SI-SDR |
|-------------|----------------------|------------|---------------|---------------------|----------------------|---------------------|----------------------|----------------|-----------------|
| Baseline    | 8.5M / 512           | 2.66       | 13.02         | 2.55                | 12.20                | 2.34                | 11.01                | 2.31           | 10.29           |
| DTLN-aec    | 1.8M / 128           | 2.57       | 12.00         | 2.49                | 11.66                | 2.29                | 10.81                | 2.27           | 10.09           |
| DTLN-aec    | 3.9M / 256           | 2.68       | 13.34         | 2.60                | 12.65                | 2.38                | 11.69                | 2.34           | 11.01           |
| DTLN-aec    | 10.4M / 512          | 2.81       | 14.15         | 2.75                | 13.59                | 2.53                | 12.59                | 2.46           | 11.83           |

Table 2. Subjective ratings in terms of MOS for the blind test set of the AEC-Challenge. The confidence interval is 0.02 for the clean and noisy subset (ST = single talk, DT = double talk, NE = near-end, FE = far-end).

| Method  | ST-NE  | ST-FE  | DT-Echo | DT-other |
|---------|--------|--------|---------|----------|
| Baseline| 3.99   | 3.58   | 4.09    | 3.58     |
| DTLN-aec| 3.98   | 3.68   | 4.46    | 3.83     |

are used to compare the additional baseline and the differently sized DTLN-aec models on double-talk test set.

To get a better impression on the real AEC performance the challenge organizers conducted a study based on the ITU P.808 crowd-sourcing framework [17] on the Amazon Mechanical Turk platform. There are in total four scenarios evaluated: single-talk near-end (P.808), single-talk far-end (P.831 [36]), double-talk echo (P.831) and double-talk other disturbances (P.831). For more details on the rating process see [16].

3. RESULTS

The results of the objective and subjective evaluations are shown in Table 1 and Table 2, respectively.

Objective results: For all conditions all models are showing an improvement over the unprocessed condition. The largest improvement is observed for the DTLN-aec with 512 units and the lowest for the DTLN-aec with 128 units. The baseline is outperformed by the models with 256 and 512 units. The improvement relative to the unprocessed condition in terms of PESQ and SI-SDR are relatively stable over all noise conditions for all models. The mean SI-SDR improvement for the model with 512 units over all conditions is 14.24 dB and the mean PESQ improvement is 0.78 MOS.

Subjective results: In all conditions, except for the clean single-talk near-end condition, the DTLN-aec model outperforms the AEC-Challenge baseline. The mean improvement in terms of MOS is 0.34 and 0.26 for the clean and noisy subset, respectively.

Results on execution time: To comply with the rules of the AEC-Challenge, the execution time for one audio frame must be less than the frame-shift, in our case 8 ms. The execution time was measured on two CPUs with a TensorFlow lite model of the DTLN-aec with 512 LSTM units per layer. We measured execution times of 3.06 ms (using dual-core I5-3320M at 2.6 GHz CPU) and 0.97 ms (with an I5-6600K quad-core CPU clocked at 3.5 GHz), both of which comply with AEC-Challenge rules.

4. DISCUSSION

When comparing the models in different sizes, the DTLN-aec model seems to scale well with respect to the number of parameters. The small model with 128 already reaches a good improvement over the noisy condition, the model with 256 units outperforms the baseline with less than half its parameters. This also shows the advantage of using a stacked model compared to models with four consecutive LSTM layers. For the AEC task it can be an advantage to use a model with higher modeling capacity since it is not only separating speech from noise, but separating speech from speech, which can be a more challenging task - especially when voices have similar characteristics. For applications tailored to specific hardware, the size of the model could be chosen depending on constraints such as computational resources and power consumption.

All models including the four-layer baseline are showing a constant improvement over the unprocessed signals for the double-talk test set. This suggests that the training setup is able to represent the variance of the four tested double-talk conditions. The same conclusion is supported by the results on the blind test set. The model shows an improvement over the AEC-challenge baseline in all conditions containing an echo signal or/and noise. The training set only contains English speech samples, so the generalization over multiple languages was not evaluated in our study, which should be addressed in the future. The result on the clean ST-NE condition only shows that the baseline and the DTLN-aec model have similar impact on clean near-end speech without noise and echo, and their detrimental effect on the optimal signals is very limited. Nevertheless, when listening to the processed signals, some residual noise is still audible in some conditions. In a future improvement of the DTLN-aec model, an additional noise reduction to further increase the speech quality could be added. To reduce residual noise in far-end only conditions, a voice activity detection could be added for detecting near-end speech and gating the signal in the absence of near-end speech.

5. CONCLUSION

This study has shown that the dual-signal transformation LSTM network (DTLN-aec) can successfully be applied to real-time acoustic echo cancellation. DTLN-aec produced state-of-the-art performance on the blind test-set of the AEC-Challenge and synthetic double-talk test set and is among the top five models in the AEC-Challenge. The model was trained with extensive data augmentation on publicly available data, which results in a reproducible and robust model for real-world applications.
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