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ABSTRACT

Audio-based music classification and tagging is typically based on categorical supervised learning with a fixed set of labels. This intrinsically cannot handle unseen labels such as newly added music genres or semantic words that users arbitrarily choose for music retrieval. Zero-shot learning can address this problem by leveraging an additional semantic space of labels where side information about the labels is used to unveil the relationship between each other. In this work, we investigate the zero-shot learning in the music domain and organize two different setups of side information. One is using human-labeled attribute information based on Free Music Archive and OpenMIC-2018 datasets. The other is using general word semantic information based on Million Song Dataset and Last.fm tag annotations. Considering a music track is usually multi-labeled in music classification and tagging datasets, we also propose a data split scheme and associated evaluation settings for the multi-label zero-shot learning. Finally, we report experimental results and discuss the effectiveness and new possibilities of zero-shot learning in the music domain.

1. INTRODUCTION

Audio-based music classification and tagging is a task that predicts musical categories or attributes such as genre, mood, instruments and other song quality from music tracks. Current state-of-the-arts algorithms are based on supervised learning of deep convolutional neural networks that directly predict the labels in the output layer [13]. That is, the neural networks are trained to minimize the prediction errors with regards to the labels. The prediction results can be used to automatically annotate music tracks or retrieve music tracks using the labels as a query word [32]. By the nature of the setting in the supervised learning, however, the approach allows only a fixed set of word labels in the annotation and retrieval.

Zero-shot learning is a learning paradigm that can overcome this limitation and enables the trained model to predict unseen labels [12, 20]. For example, it allows the model to predict newly added music genres after the training or retrieve songs using a query word that users arbitrarily choose. This is possible by utilizing side information that derives a separate semantic space from labels. For example, the side information can be musical instrument annotation vectors of music genres or word embedding learned from sentences. The zero-shot learning approach conducts supervised learning between the semantic space and audio feature space. Once the mapping between two embedding spaces is learned, the model can predict unseen labels. Figure 1 illustrates the concept of zero-shot learning applied to music classification and tagging.

The zero-shot learning approach was previously applied to music data [28]. However, they focused on evaluating a specific semantic embedding method that works for general multimedia data rather than delving into zero-shot learning in the music domain. In this work, we carefully investigate how the concept of zero-shot learning can be properly applied to audio-based music classification and tagging. Specifically, we designed two settings of side information. One is using human-labeled attribute information and the other is using general word semantic information. Also, considering a music track is usually multi-labeled in music classification and tagging datasets, we propose a data split scheme that yields a comprehensive list of combinations for seen or unseen audio and labels, and evaluate them in the various settings. Through the experiments, we show the effectiveness and new possibilities of zero-shot learning in the music domain.

2. BACKGROUND: ZERO-SHOT LEARNING

Zero-shot learning has been studied mainly for object recognition in the field of computer vision [34]. They have attempted to build a model that can recognize novel visual categories without any associated training samples by employing a joint embedding space of both images and their class labels [34]. It was originally inspired by human’s ability to recognize objects without seeing training examples or even create new categories dynamically based on semantic analysis [9]. What enables this semantic exploitation of unseen images is “information transfer” that
applies the knowledge learned in an auxiliary domain to the main targeted task. Thus, it aims to explore how seen and unseen images are semantically related based on the side information.

The types of side information can be largely divided into two categories \cite{9,34,37}. One is human-annotated attributes of the labels. In the computer vision community, there are publicly available human-annotated attribute datasets such as AWA (Animals With Attributes) \cite{12} and CUB (Caltech-UCSD Birds-200) \cite{35}. For example, AWA offers images of 50 animals annotated on 85 attributes associated with animals characteristics such as “furry” or “has tail”. These examples may be equivalent to music genre classification where corresponding attributes are musical instruments. These attributes can be used as binary output to train a classifier and infer unseen class based on similarity measure \cite{2,12} or to learn their relative strength \cite{21,30}. When such explicit attributes data are not available, the semantic attributes can be learned with hierarchy of classes or other relationships \cite{14,25,27}. In general, this attribute-based approach has advantages in interpretability but requires well-defined attributes and annotation data.

The other type of side information is a general word semantic space learned from different resources. A commonly used choice is neural language models such as Word2Vec \cite{1,8,15,16,19,36} and GloVe \cite{1,23,36}. Another choice is learning relational semantic embeddings using pre-defined lexical hierarchy such as WordNet \cite{17,27}. These general semantic spaces have an advantage in that they have a large set of words in the vocabulary to predict unseen labels. However, if the target labels have a specific context, the general semantic space may fail to capture it \cite{28}.

3. DATA SPLIT SCHEME FOR MULTI-LABEL ZERO-SHOT LEARNING

Many of music classification and tagging datasets have multiple labels to annotate music tracks. However, zero-shot learning in the image domain has been treated primarily as a single-label problem, although a few studies have attempted to address it in multi-label classification \cite{10,14}. An important difference between single-label and multi-label zero-shot learning is data split scheme for training and test. In general, in zero-shot learning, both data and labels are split into seen and unseen sets. In the single-label setup, the label split can automatically divide the dataset into training and test sets (Figure 2 (a)). In the multi-label setup, however, specifying reasonable instance or label splits is not straightforward.

3.1 Previous Approaches

Most of previous works on multi-label zero-shot learning are conducted the instance-first split \cite{26}. They first split instances into train and test, and only used seen labels for training as shown in the left of Figure 2 (b). In this case, some of the instances in the train set can have positive annotations for unseen labels. As an alternative, the label-first split was proposed in \cite{33}. They first split labels into seen and unseen groups, and select training instances to have no positive annotation for unseen labels and select test instances to have at least positive annotation on unseen labels as shown in the right of Figure 2 (b). However, in this case, due to the nature of multi-label data, too many instances can be assigned to the test set.

Meanwhile, it is an important issue to determine which split in instance (train and test) or label (seen and unseen) should be evaluated in measuring zero-shot learning performance. A generalized zero-shot learning evaluation setting is proposed in \cite{37}. It includes both seen and unseen labels at test time to examine more natural annotation performance compared to use only unseen labels at test time. In multi-label zero-shot learning, however, the data split and evaluation settings are still not clear and there is no agreed consensus yet.

3.2 Proposed Data Split Scheme

We propose a data split scheme and evaluation settings for multi-label zero-shot learning to measure the performance in more refined and various settings. The proposed data split is shown in Figure 2 (c). We first divide labels into seen (X) and unseen (Y) groups and then split instances into three groups. The first subset (A) of instances are labeled with at least one from seen labels and not labeled with any of unseen labels. The second subset (B) of in-
Instances are labeled with at least one from each of seen and unseen labels. Lastly, the third subset (C) of instances are only labeled with at least one from unseen labels. Then we create the three setups (including train setup, test setup for annotation task, and test setup for retrieval task) with a combination of instance subsets (A, B, and C) and label subsets (X and Y) as described in Figure 2(c).

In this configuration, the label-first split can be obtained when the training set is A-X (a subset where instances are from A and labels are from X) and the test set is (B+C)-Y (a subset where instances are from (B+C) and labels are from Y). Also, the generalized zero-shot learning evaluation setting can be expressed to include not only the Y area but also the (X+Y) area at test time. We therefore extend the split and evaluation settings more comprehensively, allowing for many aspects of multi-label zero-shot learning to be considered.

We take the train setup from A-X, B-X, and (A+B)-X. The instances in A-X only contain annotations on seen labels and the instances in B-X contain annotations on both seen and unseen labels. By distinguishing these two areas, we expect to see the difference in model learning by using instances with and without annotations in the unseen labels in multi-label zero-shot learning.

The test setup for the annotation task is made up of combinations of B, C, or (B+C) with Y. In addition, combinations of B, C, or (B+C) with (X+Y) can be also considered to measure generalized zero-shot learning performance on the annotation task as explained in the Section 4.1. The test setup for retrieval task is composed of (B+C)-Y and (A+B+C)-Y. We can regard (A+B+C)-Y as a case of generalized zero-shot learning evaluation setting because the retrieval is performed not only on the instances of unseen labels ((B+C) split) but also on instances of seen labels (A split). The C-Y area cannot be formed in the retrieval evaluation. The reason for this is that once we split labels into seen and unseen and then assign overlapping instances to the B area, we may not guarantee that all the unseen labels have at least one positive activation on the instances in the C area.

### 4. MODEL

#### 4.1 Deep Embedding Model

Zero-shot learning is primarily performed by a compatibility function that maps multimedia embedding and semantic embedding. The joint embedding methods can be categorized into learning linear compatibility, nonlinear compatibility, intermediate attribute classifier, and their hybrid [37]. In this work, we focus on learning nonlinear compatibility. The model takes audio mel-spectrogram as input rather than audio embedding extracted from pre-trained model. A convolutional neural network (CNN) module for audio is learned directly with semantic embedding from ground truth annotations. Figure 3 illustrates the model architecture. The model takes audio from one module and randomly selected a positive word and a negative word from the ground truth annotations of the audio via the semantic vector lookup table. Following the previous works [8, 22], the loss function is chosen as a max-margin hinge loss as below:

\[
L(A, W) = \max \left[ 0, \Delta - Rel(A, W^+) + Rel(A, W^-) \right]
\]

where \(\Delta\) is the margin, \(W^+\) denotes the label with positive annotation for the audio input, and \(W^-\) denotes the label with negative annotation. The cosine similarity of the last hidden layer of the audio module and semantic module is used as a relevance score [22]:

\[
Rel(A, W) = \text{Similarity}_{\text{cosine}}(y_A, y_W) = \frac{y_A^T y_W}{|y_A||y_W|}
\]

where \(y_A\) and \(y_W\) denote the output of the last hidden layer for the audio module and the semantic module, respectively.

The mel-spectrogram based audio CNN module is constructed with four 1D convolutional layers with a 2D filter [7,13,24]. Each layer is followed by a rectified linear unit (ReLU) activation and a max pooling layer. We added a convolutional layer and an average pooling layer on top of them to construct a fixed-size audio embedding vector compatible to the semantic module. The semantic module is constructed by adding a fully connected layer over a semantic embedding (the output of semantic vector lookup table). In this case, the semantic embedding (or semantic vector lookup table) can be composed with both human-annotated attributes data or general word semantic space.
We optimized the model using stochastic gradient descent with 0.9 Nesterov momentum, 0.001 learning rate, and learning rate decay for all models and datasets.

The exact value of 0.5 means that it’s unannotated. The annotations on 20 different instruments in the OpenMIC-2018 dataset are labeled as a likelihood measured from crowd-sourced annotations. They are regarded as positive if the likelihood value of an instrument annotation is larger than 0.5 and, otherwise, negative. The exact value of 0.5 means that it’s unannotated. So, we treated positive and negative information independently and created 40 dimensional instrument vectors.

In the test phase, we took the average of the fixed-size audio embedding vectors over a single music track to obtain a track-level embedding, and made the predictions by the distance between track-level audio embedding and tag embedding.

5. EXPERIMENTAL SETTINGS

We apply the proposed data split scheme and the deep embedding model to publicly available music classification and tagging datasets. We experiment with this in two settings of side information that we discussed in Section 2.

For all the splits, we reserve 10% instances of train set as a validation set randomly.

5.1 Experiment 1: Genre with Instrument Attributes

Musical instrument is one of the most important elements that determine music genre. Thus, recognizing instruments in a music track can be a strong cue to predict an unseen (or unheard) genre (assuming that the predictor learned the genre from some literature). For this experiment, we use Free Music Archive (FMA) and OpenMIC-2018 datasets. FMA contains audio files and genre annotations. OpenMIC-2018, which was originally designed for multiple instrument recognition, has 20 different instrument annotations to the audio files in FMA. We filtered the audio files to have both genre and instrument annotations.

As a result, 19,466 audio with 157 genre labels and 20 instrument annotations to the audio files in FMA. We filtered the audio files to have both genre and instrument annotations. As a result, 19,466 audio with 157 genre labels and 20 instrument annotations are left. Following the proposed data split scheme, we randomly split 157 labels into 125 seen and 32 unseen ones. Then, three groups of audio instances (A, B, C) are created naturally. The statistics of audio and labels is described in Table 1.

The annotations on 20 different instruments in the OpenMIC-2018 dataset are labeled as a likelihood measure summarized from crowd-sourced annotations. They are regarded as positive if the likelihood value of an instrument annotation is larger than 0.5 and, otherwise, negative. The exact value of 0.5 means that it’s unannotated. So, we treated positive and negative information independently and created 40 dimensional instrument vectors that can represent both positive and negative information.

The genre to instrument attribute relationship is then constructed by accumulating 40 dimensional instrument vectors of the songs according to the genre labels. Finally, we standardized the instrument vectors to have zero mean and unit variance. This was used as the semantic vector lookup table in the learning model.

Table 1. Data split statistics.

| Dataset | X (seen) | Y (unseen) | Total | A | B | C | Total |
|---------|----------|------------|-------|---|---|---|-------|
| FMA     | 125      | 32         | 157   | 11606 | 6935 | 925 | 19466 |
| MSD     | 900      | 226        | 1126  | 199385 | 188967 | 18057 | 406409 |

The source code is available at kunimi00/ZSL_music_tagging.

1 The source code is available at kunimi00/ZSL_music_tagging. 2 All the data splits are available along with the source code.
5.2 Experiment 2: General Word Semantic Space

The other type of side information is word embedding learned from a large-scale text dataset separately from music datasets. It can represent words as vectors in a semantic space. We adopted GloVe as a word embedding model [23]. Instead training it from scratch, we used a publicly available pre-trained GloVe model [3]. It consists of 300-dimensional vectors of 19 million vocabularies trained from documents in Common Crawl data. Since this can cover a large vocabulary of words, we used a music dataset with rich annotations, which is Million Song Dataset (MSD) with the Last.fm tag annotations [3]. From the full set of 498,035 tags in the Last.fm annotations, we filtered the tags that correspond to 2,000 genre/sub-genre classes contained in Tagtraum genre ontology [29]. We filtered the result (1800 tags) again into 1,126 tags after eliminating missing words in the dictionary of the pre-trained GloVe model. We used 406,409 audio instances annotated with the refined 1,126 tags. Following the proposed data split scheme, we randomly split 1,126 tags into 900 seen and 226 unseen ones, and organized three groups of audio instances (A, B and C). They are summarized in Table 1.

5.3 Evaluation Metrics

We used the area under the ROC curve averaged over instance (AUC-i), mean average precision over instance (MAP-i), and precision at K (P@K) as evaluation metrics for the annotation task. The retrieval task is evaluated using the area under the ROC curve averaged over label (AUC-l) and mean average precision over label (MAP-l).

6. RESULTS

6.1 Multi-label Zero-Shot Annotation

We compare the results of the combination of the proposed multi-label zero-shot learning split in the annotation task.

Table 2. Zero-Shot learning results for annotation task.

| Data Split | FMA | MSD |
|------------|-----|-----|
| Train | Test | AUC-i | MAP-i | P@1 | P@5 | P@10 | AUC-l | MAP-l | P@1 | P@5 | P@10 |
| A-X | B-Y | 0.8736 | 0.5118 | 0.3465 | 0.4810 | 0.5008 | 0.8559 | 0.3391 | 0.3895 | 0.2944 | 0.3109 |
| | C-Y | 0.7917 | 0.3887 | 0.1563 | 0.0813 | 0.0643 | 0.8956 | 0.4536 | 0.3867 | 0.4278 | 0.4403 |
| (B+C)-Y | 0.8640 | 0.4973 | 0.3333 | 0.4648 | 0.4855 | 0.8593 | 0.3491 | 0.3893 | 0.3060 | 0.3221 |
| B-(X+Y) | 0.8834 | 0.3524 | 0.3725 | 0.2604 | 0.3056 | 0.9107 | 0.2664 | 0.4653 | 0.2735 | 0.2265 |
| C-(X+Y) | 0.7958 | 0.1316 | 0.0162 | 0.0841 | 0.1089 | 0.9019 | 0.1594 | 0.0522 | 0.1292 | 0.1449 |
| (C+X)-(Y+Y) | 0.9207 | 0.4264 | 0.4018 | 0.3540 | 0.3932 | 0.9351 | 0.2842 | 0.3762 | 0.2645 | 0.2504 |

5.2 Experiment 2: General Word Semantic Space

From Table 2 we can find that training with (A+B) or B instance set shows better performance than that with A in general. This indicates that the instances in B give better supervision over the entire tag set. In the case of test on C-(X+Y), the MAP-i and P@K scores are very low. This is because the case is generalized zero-shot learning evaluation setting [37] which makes predictions of unseen label even when the ground truth of seen labels have only negatives.

We also see that some results have different trends between the two datasets. For example, test on B gives better results than C on FMA, but the results are opposite to those on MSD. We suspect that this may be due to difference in label cardinality, the average number of labels per instance [31], which can significantly affect performance in multi-label classification [4]. Specifically, FMA tracks have cardinality of 1.18 for B-Y and 1.15 for C-Y, whereas MSD tracks have cardinality of 2.04 in B-Y and only 1.11 in C-Y. This lower cardinality may cause better performance in C-Y than B-Y for MSD. However, we need further investigation considering differences in datasets and side information.

6.2 Multi-label Zero-Shot Retrieval

The results of the retrieval task are reported in Table 3. As in the annotation task, the overall performance is high when training with (A+B)-X. Also, the test results on
Table 4. Results on retrieval task that compares deep embedding model to classification model. The detail of classification model is described in Section 4.2.

| Query | Top 5 Retrieved Tracks | Original Last.fm Annotation |
|-------|------------------------|-----------------------------|
| guitar | Iron Acton / psychedelic, experimental, | Beak krautrock, english, bass |
|       | Drink Whiskey And Shut up / rock | Brian Setzer |
|       | That She Blows / party, surf, | The Halibuts surfrock |
|       | All Quiet On 34th Street / rock, rocknroll, hardrock, Eric Burdon And The New Animals screamo, 00s |
|       | Gimme Some Lovin’ / 60s, british, | Traffic classicrock, rock |
| lovely | Eddie My Love / 50s, doowop, oldies, | The Chordettes pop, vocal |
|       | Vaya Con Dios / 50s, jazz, | Les Paul & Mary Ford oldies |
|       | (I Can’t Help You) I’m Falling Too / country, | Skeeter Davis oldies |
|       | Mr. Blue / oldies, 50s, pop, | The Fleetwoods doowop, ballad |
|       | I’m Blue Again / blue, | Patsy Cline country |

Table 5. Top 5 retrieved tracks for a query word from unseen tag subset (‘guitar’) and an arbitrary word (‘lovely’).

(A+B+C)-Y are lower than that on (B+C)-Y. We can regard the test on (A+B+C)-Y as a generalized zero-shot learning evaluation setting for the retrieval task. This means that even for instances that do not have a positive annotation on unseen label according to the split (instances that were denoted as A), the evaluation is performed including these instances so to consider whether the model actually make a negative prediction on them. Thus, this is a more strict evaluation setting.

6.3 Deep Embedding Model vs. Classification Model

We also conducted an additional experiment to verify the performance of the deep embedding model in the conventional multi-label classification and tagging task. Table 4 shows results in the retrieval scenario following previous work [5,7,13,24]. We can see that the deep embedding model outperforms the classification model on both datasets. This indicates that associating audio with labels via the side information is a powerful approach even in the conventional multi-label classification and tagging task.

Table 6. Top 10 auto-tagging results for examples of well-known songs including unseen tags during training.

| Query | General Semantic Space | Zero-shot Embedding Space |
|-------|------------------------|---------------------------|
| guitar | bass, acoustic, piano, vocals, | instrumental, minimal, rock, |
|       | violin, percussion, strings, | acidrock, progressiverock, |
|       | vocal, music, jazz | alternative, psychedelic, |
| lovely | awesome, love, cool, romantic, | relaxing, relax, lovesongs, |
|       | relaxing, summer, christmas, | easylistening, baby, country, |
|       | holiday, vintage, soft | romantic, easy, americana, |
|       | | ballad |

Table 7. Comparison of top 10 nearest word vectors (out of 1,126 tags) on general semantic space and the trained zero-shot embedding space.

6.4 Case Study

We conducted case studies to better understand the performance of the zero-shot learning model. Table 6 shows the results of annotation on several famous music tracks. They show that the predictions are reasonable for both seen or unseen tags. We can see that the results are reasonable even if we did not use seen tags. Furthermore, we compared the general semantic space of GloVe model to our trained deep embedding space in Table 7. The examples show the deep embedding space learns the relationships between words in a more musically meaningful way.

7. CONCLUSIONS

In this paper, we showed that zero-shot learning is capable of associating music audio with unseen labels using side information. This allow to use a rich vocabulary of words to describe music, thereby enhancing the experience of music retrieval or recommendation in a more human-friendly way. There is a large room to explore for future work. For example, lyrics can be used as side information which can be obtained without manual human annotation. The neural language models can be also trained to contain more musical context, for example, using text descriptions of playlists or music articles.
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