Robust Classification of Digitally Modulated Signals Using Capsule Networks and Cyclic Cumulant Features
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Abstract—The paper studies the problem of robust classification of digitally modulated signals using capsule networks and cyclic cumulant (CC) features extracted by cyclostationary signal processing (CSP). Two distinct datasets that contain similar classes of digitally modulated signals but that have been generated independently are used in the study, which reveals that capsule networks trained using CCs achieve high classification accuracy while also outperforming other deep learning-based approaches in terms of classification accuracy as well as generalization abilities.
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I. INTRODUCTION

Blind classification of digitally modulated signals is a challenging problem that occurs in both military and commercial applications such as spectrum monitoring, signal intelligence, or electronic warfare [1]. Conventional approaches to modulation classification use signal processing techniques that include likelihood-based methods [2], [3] or CSP-based techniques [4]. In recent years, machine learning (ML) techniques have also been explored for classifying digitally modulated signals, and in this direction we note the work in [5]–[8], which uses the I/Q signal components for training and signal recognition/classification, or the alternative approaches in [9]–[13], in which the amplitude/phase or frequency domain representations are used.

The ML-based approaches to blind modulation classification employ neural networks (NNs) and require extensive training to be able to distinguish different classes of digitally modulated signals. Their classification performance depends on the characteristics of the training dataset, and the robustness of the ML-based classifiers can be affected by factors such as under- or over-fitting the training data [14] or lack of generalization [15]. As noted in [5], [6], NNs using the I/Q signal data for digital modulation classification have difficulty maintaining good performance when tested on signals coming from datasets that were not used in the training process. This is an important aspect in wireless communication systems, where many parameters can affect the I/Q components of the wireless signals and ensuring robustness of the ML-based NN classifier by creating an exhaustive dataset that accounts for all possibilities is impractical to achieve.

Motivated by the lack of robustness of ML-based classifiers using I/Q signal components, we present a new approach to ML-based classification of digitally modulated signals. This involves the use of capsule NNs, which outperform other types of NNs in the classification of digitally modulated signals [5], in conjunction with CC features obtained by CSP [16], which are known for their robustness to co-channel signals [17] or variations in noise models [18]. We note the related approach in [19], which uses a convolutional NN and the spectral correlation function (SCF) in the context of spectrum sensing to classify wireless signals based on standards such as GSM, UMTS, and LTE.

To assess the robustness and generalization abilities of the proposed ML-based digital modulation classifier we use two distinct datasets that are publicly available from [20] and include signals with similar digital modulation schemes but which have been generated independently using distinct parameters, such that data from the testing dataset is not used in the training dataset.

The remainder of this paper is organized as follows: we provide related background information on CSP and ML for digital modulation classification in Section II, followed by presentation of the proposed NNs in Section III. In Section IV we provide details on the datasets used for training and testing the NNs, and provide numerical performance results in Section V. We conclude the paper with discussion and final remarks in Section VI.

II. CSP AND ML BACKGROUND FOR DIGITAL MODULATION CLASSIFICATION

CSP provides a set of analytical tools for estimating distinct features that are present in digital modulation schemes and that can be used to perform classification of digitally modulated signals in various scenarios involving stationary noise and/or cochannel interference. These tools include higher-order CC estimators [16], [17] and SCF estimators [21], [22] that can be compared to a set of theoretical CCs or SCFs for classifying the digital modulation scheme embedded in a noisy signal.

ML-based classification of digitally modulated signals has received increased attention lately as a promising alternative to the conventional CSP-based methods. In this direction, we note the ML-based approaches using convolutional NNs (CNNs) and residual NNs (RESNETs) in [6], [7] as well as capsule NNs [5], which have been shown to achieve high performance at the task of digital modulation classification but with low robustness and generalization performance. These approaches use I/Q signal data for classification, which is affected by the propagation channel or other effects with
underlying random variables whose probability distributions widely vary in practice. To name a few of these variables:

- The symbol interval, $T_0$, and symbol rate, $1/T_0$;
- The carrier-frequency offset (CFO), $f_0$;
- The excess bandwidth implied by the square-root raised-cosine (SRRC) roll-off parameter, $\beta$;
- The signal power level, which directly impacts the in-band signal-to-noise (SNR) ratio.

While some of these parameters may have limited practical ranges (such as $\beta$ for example, typically in the $[0.2, 0.5]$ range), others possess an infinite number of valid practical choices (such as $T_0$ or $f_0$, for example).

Since ML-based approaches use NN models that learn by observing training examples and signal generation parameters range over an infinite set of possibilities, it is necessary to ensure a trained NN can not only classify modulated signals when the signal generation parameters conform to its training examples, but that it can also correctly identify modulation types when the signal generation parameters fall outside the distribution of the training examples. In this direction, our proposed approach uses CC features for classification of digitally modulated signals, which are obtained through blind estimation methods from the I/Q data using a combination of traditional and cyclostationary signal processing.

A. CC Feature Extraction

The CSP-based approach employed for feature extraction prior to NN training is based on [17], where CC values are blindly estimated for each example. We note that CCs are not a form of higher-order statistics (HOS) that produce time-invariant higher-order moments and time-invariant higher-order cumulants; but rather come from higher-order cyclostationarity (HOCS) where the signal models assume cyclostationarity rather than stationarity and so are mathematically different from traditional HOS signal models. HOCS involves time-varying higher-order moments and time-varying higher-order cumulants, from which cyclic moments and CCs are obtained through a Fourier series.

Given a generic data model:

$$x(t) = \sum_{b=0}^{M-1} a_b s_b(t-t_b) e^{i2\pi f_b t+i\phi_b} + w(t)$$

(1)

each component signal $s_b(\cdot)$ is the complex envelope of a corresponding radio frequency (RF) signal, and $w(t)$ is AWGN. The $n^{th}$-order moment function is defined by

$$R_x(t, \tau; n, m) = \mathbb{E}^{(\beta)} \left\{ \prod_{j=1}^{n} x^{(*)}(t + \tau_j) \right\}$$

(2)

where $m$ of the factors are conjugated, $(*)$ represents an optional conjugation, and $\mathbb{E}^{(\beta)}$ is the sine wave extraction operator:

$$\mathbb{E}^{(\beta)} \{ g(t) \} = \sum_{\beta} g_{\beta} e^{i2\pi \beta t}$$

(3)

The corresponding $n^{th}$-order cumulant function is given by:

$$C_x(t, \tau; n, m) = \sum_{p_m} \left[ h(p) \prod_{j=1}^{p} R_{x_{\nu_j}}(t, \tau_{\nu_j}; n_j, m_j) \right]$$

(5)

where the sum is over all distinct partitions $\nu_j = (1, 2, \ldots, n)$ and $h(p) = (-1)^{p-1}(p-1)!$. Since the $n^{th}$-order moment functions are polyperiodic functions of time, so too are the $n^{th}$-order cumulant functions, and we can represent the latter as a Fourier series. The coefficients of this Fourier series are given by

$$C_x^\alpha(\tau; n, m) = \langle C_x(t, \tau; n, m) e^{-i2\pi \alpha t} \rangle$$

(6)

where $C_x^\alpha(\tau; n, m)$ is called a cyclic cumulant (CC) and $\alpha$ is an $n^{th}$-order cycle frequency (CF).

B. Capsule Networks for Digital Modulation Classification

Capsule networks perform classification based on the hierarchical features present in the input data by means of capsules which focus on activating for class-specific features present in the input data [23]. For digital modulation classification, the capsule network will activate on the presence of features (and not necessarily the order of occurrence of said features) in the input data which correspond to the likelihood that a specific class is present in the input data, and in this paper, we consider the capsule network with topology illustrated in Fig. 1, which is similar to the one used in [5] for classifying eight digital modulation schemes of interest: BPSK, QPSK, 8-PSK, 4-DQPSK, MSK, 16-QAM, 64-QAM, and 256-QAM.

A CNN with structure similar to the one in [6] will also be adapted for modulation classification using CC features and will be trained and tested on the same data as the capsule network. The classification performance and robustness of the capsule network will be compared to that of the CNN, as well

![Capsule Network Topology](image)

Fig. 1. Capsule network topology with eight branches for classifying the eight digital modulation schemes of interest.
CNNs use I/Q signal data for signal classification [5], [6], as with that of alternative approaches where capsule NNs and the strip spectral correlation analyzer (SSCA) [24], or the time- and frequency-smoothing methods [21], [22]. Additional parameter estimates such as the excess bandwidth and in-band SNR further refine the CC estimates and can be obtained using band-of-interest detectors that do not require any CSP [25].

To reduce computations for our estimates of the CC (6) we use the following parameters:

- The delay vector $\tau = 0$;
- The orders of CC features are limited to $n = \{2, 4, 6\}$.
- For each $(n, m)$ pair, the CFs where CCs are non-zero are related to the CFO ($f_0$) and symbol rate ($1/T_0$) by

$$\alpha = (n - 2m)f_0 \pm k/T_0,$$

where $k$ is the set of non-negative integers restrained to a maximum value of $k = 5$.

These settings imply a total of 11 CFs for each of the 15 $(n, m)$ pairs, or 165 CC estimates for each signal example, matching the dimension of the input layers for NNs considered.

We note that higher-order CCs generally have larger magnitudes than lower-order CCs and that the CCs also scale with signal power. Because of these effects, the CC estimates $\hat{C}_{x} (\tau; n, m)$ are further processed prior to use with NN training, as follows:

- The CC estimates are first warped [4], [17] by their order using $\hat{C}_{x} (\tau; n, m)^{(2/n)}$.
- The warped CC estimates are subsequently scaled to a signal power of unity, using a blind estimate of the signal power\(^3\).

After the additional processing, the capsule network and the CNN can be trained using the warped and scaled CC estimates. IV. DATASETS USED FOR NN TRAINING AND TESTING

To both design and assess the robustness and generalization abilities of the proposed NNs, we use two publicly available datasets that both contain signals corresponding to the eight digital modulation schemes of interest (BPSK, QPSK, 8-PSK, $\pi/4$-DQPSK, MSK, 16-QAM, 64-QAM, and 256-QAM). The two datasets are available from [20] as CSPB.ML.2018 and CSPB.ML.2022, respectively, and the signal generation parameters for both datasets are listed in Table V.

as with that of alternative approaches where capsule NNs and CNNs use I/Q signal data for signal classification [5], [6].

### III. DETAILS OF THE NNs AND CC FEATURE ESTIMATION

The specific characteristics of the capsule network parameters we designed for classifying digitally modulated signals using CC features are outlined in Table I, while those of the alternative CNN developed for comparison purposes are given in Tables II, III, and IV.

To obtain accurate estimates of the CC features used for training and signal classification, knowledge of signal parameters such as the symbol rate and CFO are necessary because they define the cycle frequencies needed for CC computations. These signal parameters can be obtained using second-order cyclostationarity techniques that estimate the SCF such as the strip spectral correlation analyzer (SSCA) [24], or the

| TABLE I | CC-TRAINED CAPSULE NETWORK LAYOUT |
| --- | --- |
| Layer | (# Filters)[Filter Size] | Stride | Activations |
| Input | 11 x 15 x 1 |
| Conv | (56)[6 x 4 x 1] | [1 x 2] | 11 x 8 x 56 |
| Batch Norm | - |
| Tanh Conv-1-(i) | (56)[4 x 4 x 56] | [1 x 2] | 11 x 4 x 56 |
| Batch Norm-1-(i) | - |
| Tanh Conv-2-(i) | (72)[4 x 6 x 56] | [1 x 2] | 11 x 2 x 72 |
| Batch Norm-2-(i) | - |
| Tanh | 7 |
| ReLu-1-(i) | 1 |
| Point Conv | 8 |
| SoftMax | - |

| TABLE II | CC-TRAINED CNN LAYOUT |
| --- | --- |
| Layer | (# Filters)[Filter Size] | Activations |
| Input | 165 x 1 |
| ConvMaxPool | (16)[23 x 1] | 82 x 16 |
| ConvMaxPool | (24)[23 x 16] | 41 x 24 |
| ConvMaxPool | (32)[23 x 24] | 20 x 32 |
| ConvMaxPool | (48)[23 x 32] | 10 x 48 |
| ConvMaxPool | (64)[23 x 48] | 5 x 64 |
| ConvAvgPool | (96)[23 x 64] | 96 |
| FC/SofMax | - |

| TABLE III | CONVMAXPOOL LAYER |
| --- | --- |
| Layer | (# Filters)[Filter Size] | Stride | Activations |
| Input | A x B x C | X x Y |
| Conv | A x B x C | [1 x 1] | X x (Y / A)^n |
| Batch Norm | A x B x C | X x (Y / A)^n |
| ReLU | A x B x C | X x (Y / A)^n |
| Max Pool | (1) [1 x 2] | [1 x 2] | (X / 2) x (Y / A)^n |

| TABLE IV | CONVAVGPPOOL LAYER |
| --- | --- |
| Layer | (# Filters)[Filter Size] | Stride | Activations |
| Input | A x B x C | X x Y |
| Conv | A x B x C | [1 x 1] | X x (Y / A)^n |
| Batch Norm | A x B x C | X x (Y / A)^n |
| ReLU | A x B x C | X x (Y / A)^n |
| Avg Pool | (1) [1 x X] | [1 x 1] | 1 x (Y / A)^n |

| TABLE V | DATASET SIGNAL GENERATION PARAMETERS |
| --- | --- |
| Parameter | CSPB.ML.2018 | CSPB.ML.2022 |
| Sampling Frequency, $f_s$ | 1 Hz | 1 Hz |
| CFO, $f_0$ | U(-0.001, 0.001) | Omitted |
| Symbol Period, $T_0$, Range | [1, 23] | [1, 29] |
| Excess Bandwidth, $\beta$, Range | [0.1, 1] | [0.1, 1] |
| In-Band SNR Range (dB) | [0, 12] | [0, 12] |
| SNR Center of Mass | 9 dB | 12 dB |

The omission of the CSPB.ML.2022 CFO is intentional because of how easy it would be to generate new training samples by frequency shifting signals in CSPB.ML.2018 to

\(^1\)The number of conjugation choices is constrained by the order to $n + 1$.
\(^2\)This provides consistent values for the neural network to train on and prevents varying signal powers from causing erroneous classification results through saturation of neurons - a common issue with input data that does not go through some normalization process.
the CFO range of CSPB.ML.2022 and then train a NN on signals from CSPB.ML.2018 plus frequency-shifted signals from CSPB.ML.2018. This would result in a trained NN that would display apparent generalization ability when classifying signals from CSPB.ML.2022.

We note, however, that the CFO range corresponding to the signals in the CSPB.ML.2022 dataset is non-intersecting with that corresponding to signals in the CSPB.ML.2018 dataset, which allows us to assess a trained NN’s ability to generalize what it has learned from dataset CSPB.ML.2018 when it attempts to classify modulated signals from dataset CSPB.ML.2022. If a NN is trained on a large portion of CSPB.ML.2018 and its performance when classifying a remaining subset of CSPB.ML.2018 is high, but its performance when classifying CSPB.ML.2022 is low, then that NN’s robustness and ability to generalize is low. Likewise, if the classification performance on both CSPB.ML.2018 and CSPB.ML.2022 is high, then its generalization ability is also high.

V. NETWORK TRAINING AND NUMERICAL RESULTS

The proposed capsule network (CAP) and the alternative CNN have been implemented in MATLAB and trained on a high-performance computing cluster with 18 NVidia V100 graphical processing unit (GPU) nodes available, with each node having 128 GB of memory. We note that while the NN training process is computationally intensive, if the available computing resources are leveraged appropriately such that the entire training dataset is loaded into the available memory, training can be completed in several minutes.

Each capsule and convolutional neural network was trained and tested two separate times as follows:

- In the first training instance, dataset CSPB.ML.2018 was used, splitting the available signals into 70% for training, 5% for validation, and 25% for testing. The probability of correct classification for the test results obtained using the 25% test portion of signals in CSPB.ML.2018 is shown in Fig. 2.
- The NNs trained on CSPB.ML.2018 are then tested on dataset CSPB.ML.2022 to assess the generalization abilities of the trained NN when classifying all signals available in CSPB.ML.2022. The probability of correct classification for this test is shown in Fig. 3.
- In the second training instance, the NN was reset and trained anew using signals in dataset CSPB.ML.2022, with a similar split of 70% signals used for training, 5% for validation, and 25% for testing. The probability of correct classification for the test results obtained using the 25% test portion of signals in CSPB.ML.2022 is shown in Fig. 4.
- The NNs trained on CSPB.ML.2022 are then tested on dataset CSPB.ML.2018 to assess the generalization abilities of the trained NN when classifying all signals available in CSPB.ML.2018. The probability of correct classification for this test is shown in Fig. 5.

We have also included in Figs. 2-5 the probability of correct classification corresponding to capsule networks (CAP) and CNNs using the I/Q data for signal classification, which is presented in our related work [5], [6].

From the plots shown in Fig. 2 and Fig. 4, we note that all NNs exhibit high classification performance when trained and tested with signals taken from the same dataset, and that capsule networks (CAPs) outperform CNNs.

From the plots shown in Fig. 3 and Fig. 5, we note that NNs using CC features have robust classification performance and good generalization ability, displaying high classification performance when trained with signals taken from one dataset and tested on signals in the other dataset. Furthermore, capsule networks continue to outperform CNNs when CC features are used for signal classification.

By contrast, as already reported in [5], [6], NNs using the I/Q data for classification of digitally modulated signals do
The overall probability of correct classification ($P_{CC}$) for all experiments performed is summarized in Table VI, providing an alternative perspective on the robustness and generalization performance of NNs that use CC features for classifying digitally modulated signals, confirming that capsule networks outperform CNNs.

The reason that the CNN and CAP networks generalize so well for the CC input is that the effect of the carrier-frequency offset is nullified by the blind feature extraction step. That is, the CC features for $x(t) = s(t)\cos(2\pi f_1 t + \phi_1) + w(t)$ and $y(t) = s(t)\cos(2\pi f_2 t + \phi_2) + w(t)$ are identical to within measurement error. So the disjoint probability density functions for the offsets in the two datasets have little effect on performance.

It is much less clear why the networks that are trained on IQ data do not generalize, or if such networks or their training can be modified to induce both good performance and good generalization.

VI. CONCLUSIONS

This paper presents a novel ML-based classifier for digitally modulated signals, which uses capsule networks and blindly estimated CC features. The proposed classifier is robust with good generalization abilities and displays high classification accuracy when tested with signals coming from datasets that are different from the training dataset. Future research will include a comparison between the performance of the presented classifier and that of a conventional CSP-based blind classifier.

A key research question suggested by the present work will also be a prime focus: Why do trained convolutional neural networks (CNNs) that use time-domain signal samples (IQ data) as input fail to produce good performance and generalization relative to CNNs trained on fundamental probabilistic features such as cyclic cumulants? What is preventing the CNN from extracting these very features, which we have shown to provide excellent classification performance, thereby resulting in lower error than the features actually extracted by the CNN for IQ data? The CNNs are clearly not minimizing the error, since the CNNs that use cyclic cumulants as input produce smaller classification error. We suspect that the typical layers used in networks for modulation recognition rely too heavily on layers borrowed from image-processing applications, and we will seek to modify the structure of the networks to better match the signal-processing problem at hand. Obtained insights into this question for CNNs may carry over to the IQ-trained capsule networks, which are better-performing but have even lower generalization than the CNNs.
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