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Abstract

This paper presents the study of sentiment analysis for Amharic social media texts. As the number of social media users is ever-increasing, social media platforms would like to understand the latent meaning and sentiments of a text to enhance decision-making procedures. However, low-resource languages such as Amharic have received less attention due to several reasons such as lack of well-annotated datasets, unavailability of computing resources, and fewer or no expert researchers in the area. This research addresses three main research questions. We first explore the suitability of existing tools for the sentiment analysis task. Annotation tools are scarce to support large-scale annotation tasks in Amharic. Also, the existing crowdsourcing platforms do not support Amharic text annotation. Hence, we build a social-network-friendly annotation tool called ‘ASAB’ using the Telegram bot. We collect 9.4k tweets, where each tweet is annotated by three Telegram users. Moreover, we explore the suitability of machine learning approaches for Amharic sentiment analysis. The FLAIR deep learning text classifier, based on network embeddings that are computed from a distributional thesaurus, outperforms other supervised classifiers. We further investigate the challenges in building a sentiment analysis system for Amharic and we found that the widespread usage of sarcasm and figurative speech are the main issues in dealing with the problem. To advance the sentiment analysis research in Amharic and other related low-resource languages, we release the dataset, the annotation tool, source code, and models publicly under a permissive.

1 Introduction

Sentiment analysis is the task of detecting the orientation of someone’s opinion and analyzing the emotions, feelings, and attitudes of a speaker or a writer in a piece of information concerning a certain situation, object, or event (Pandey and Govilkar, 2015). The most widely adopted approach in sentiment analysis to explore opinions is by employing very large datasets that target products and services, political, economical, social, and cultural feelings (Kauffmann et al., 2019; Caetano et al., 2018; Lennox et al., 2020). Understanding the sentiment of text content helps governments, organizations, and institutions to make correct, timely, and economical decisions (De Souza Bermejo et al., 2019).

Sentiment analysis has been researched intensively for resource-rich languages such as English and German (Liu, 2012; Feldman, 2013; Tymann et al., 2019; Akhtar et al., 2016; D’Andrea et al., 2015; Wojatzki et al., 2017). However, existing models and approaches for most resource-rich languages cannot easily be adapted to Amharic due to context variations in language, culture, and technology, especially for social media communication (Gangula and Mamidi, 2018). The works by Gezmu et al. (2018) and Abate and Assabie (2014) indicate that natural language processing (NLP) components, such as part of speech tagging (POS), named entity recognition (NER), and sentiment analysis are nontrivial due to the morphological, syntactic, and semantic complexity of the language. The absence of well-annotated corpora and NLP resources like parsers and taggers make Amharic sentiment analysis still challenging (Gezmu et al., 2018; Pandey and Govilkar, 2015).
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In addition to resource scarcity and morphological challenges for Amharic, the nature and structure of social media texts is also another bottleneck by itself (Nakov et al., 2013). On one hand, the statements in social media are noisy and do not usually follow proper rules, contain spelling errors, mixed scripts, and non-standard abbreviations (Badaro et al., 2019). On the other hand, punctuation marks, emoticons, emojis, and even other special symbols are very crucial to portray sentiment orientation in context. These issues make social media texts challenging for sentiment analysis tasks (Virmani et al., 2017; Badaro et al., 2019).

In general, sentiment analysis research for low-resource languages is under-researched. For Amharic, the first attempt of sentiment analysis is described by Philemon and Mulugeta (2014), who focused on the prediction of sentiment polarity. They have used a Naïve Bayes classifier based on unigram and bigram features on 600 tweets. While the datasets they have used are very small in size, it is not also publicly available for further investigation. Considering the importance of sentiment analysis tasks for several applications, it is essential to properly explore the challenges, develop readily usable models, and describe future challenges.

The main motivation of this work is to address sentiments analysis issues of Amharic comments, which become widely available on Facebook and Twitter. Another motivation stems from annotation tool challenges, where one of the major problems is the limited bandwidth in Ethiopia. Also, people favor smartphones over desktop applications. Hence classical web-based annotation tools will not be suitable. Moreover, the majority of crowdsourcing platforms, for example, MTurk, do not support workers and task requesters from Ethiopia.

The main foci of this work are, 1) to explore different annotation strategies and tools for low-resource languages, 2) to collect a large dataset, and 3) to build different machine learning models for Amharic sentiment analysis. We will also publicly release the collected datasets, annotation tools, pre-trained models, and the associated source codes to advance the sentiment analysis research in Amharic. In this work, we will address the following research questions: RQ1) How to identify appropriate data annotation tools and collect large-scale sentiment analysis corpus for Amharic? RQ2) Which machine learning model is most appropriate for Amharic sentiment analysis? RQ3) What are the main challenges in Amharic sentiment analysis?

The remainder of the paper is organized as follows. In Section 2, we will discuss the data acquisition, annotation strategy, annotation tools, and characteristics of the annotated data. In Section 3, the main approaches in the development of sentiment analysis tasks and related works in Amharic are presented. In Section 4, we have discussed the different experimental setups that are used to build different models. While Section 5 discusses the experimental results and analyses the different errors associated with the proposed models, Section 6 briefly summarises the main findings of the study.

2 Data Collection and Analysis

In this section, we will briefly describe the data collection and sampling strategies we have followed to annotate the dataset. Furthermore, we discuss the limitations of the existing annotation tools and proposed a novel annotation tool that is appropriate for low-resource language data collection.

2.1 Data Acquisition and Dataset Characteristics

The data source for this study is the Ethiopic Twitter Dataset for Amharic (ETD-AM) that we have collected using the Twitter API and previously introduced in Yimam et al. (2019). The collection spans two months of data (December 2019 and January 2020) that are selected purposefully due to specific political and social events happening in Ethiopia. During those months: 1) The current Ethiopian Prime Minister Dr. Abiy Ahmed has received the 100th Nobel peace prize. 2) Around 17 university students were kidnapped. 3) The ruling party EPRDF was resolved and transformed itself to 'prosperity party', and 4) many other socio-political changes such as religious conflicts were aggravated and were intensely discussed in mainstream and social media platforms. In total, we have collected more than 300k tweets.

Because of resource limitations for annotating 300k tweets, we have selected tweets based on an extended sentiment lexicon (435 positive and 660 negative lexicon entries) generated by Gebremeskel
| Amharic Lexicon | English Translation | Amharic Lexicon | English Translation |
|----------------|--------------------|----------------|--------------------|
| እመርታ          | success            | ይካት           | boring             |
| ምሶት            | happiness          | እባር           | chatterbox          |
| ምራኪ           | attractive         | ቈታኝ           | challenging        |
| ወሬኛ            | amazing            | እስጨናቂ        | anxiety            |
| ዢስፋ           | hope               | ጥማኝ          |                    |

Table 1: Positive and negative examples from the constructed sentiment lexicon.

(2010). Table 1 shows sample positive and negative examples with their English translation from the Amharic sentiment lexicon. For the final dataset annotation, we have considered tweets that contain at least one sentiment lexicon entry. Our final dataset is comprised of 9.4k tweets, where each tweet is annotated by three different users.

2.2 Annotation Strategy

Annotation is one of the most laborious and complex tasks in the process of developing machine learning components (Wang et al., 2013; Finlayson and Erjavec, 2017). In countries where technology is not fully exploited, people usually conduct surveys or annotations using manual labor, for instance, by answering to a printed version of questionnaires (Dickinson et al., 2019; Lupu and Michelitch, 2018). For the machine learning approach, this entails that the questionnaire should be transformed into a digital format that takes a lot of effort and could even introduce errors during encoding (Lupu and Michelitch, 2018).

To annotate a large number of datasets with minimum compensation, one has to use crowdsourcing platforms (Wang et al., 2013; Sabou et al., 2014). However, most of the crowdsourcing platforms require a complicated registration process, especially to incorporate transaction of payments for workers. For example, Amazon Mechanical Turk (MTurk) does not allow registration of task requesters from Ethiopia. Moreover, we cannot conduct our annotation using MTurk for Amharic sentiment analysis as there are no adequate online payment methods in Ethiopia and a lack of Amharic speakers on MTurk.

Hence, our first possible approach was to label our dataset using a spreadsheet application where we distribute our data in a tabular format (see Figure 1a). The users found that annotating the data using a spreadsheet is time-consuming, error-prone, and difficult to interact with. Therefore, we build a specific web-based annotation tool that can facilitate the annotation process. Figure 1b shows the annotation tool with the annotation instructions, the tweets to annotate, and the annotation types (sentiment classes). While this approach was more attractive and easy to use, the main challenge was that a lot of users in Ethiopia do not use desktop computers. Besides, most users have no experience in using web browsers with their mobile phones, as only 10% of smartphone users spent time in web browsers, and the rest 90% mostly spent time only in applications (Wurmser, 2018). This is a critical limitation to collect large-scale datasets from users with various backgrounds.

As the number of mobile device users is tremendously increasing (Sabou et al., 2014), social media-based annotation tools for the data collection could be an option. We choose chatbots as a great candidate (Fadhil and Villafiorita, 2017) to perform sentiment analysis annotations and extract emotional context from a text corpus. A lot of users adopt Telegram Messenger to channel and share data for their followers. We opt to build a Telegram Bot-based chatbot for our work due to its applicability for the task, availability of active users, and simplicity of use.

2.3 Design of the Annotation Tool: Amharic Sentiment Annotator Bot (ASAB)

Telegram Bot\(^2\) supports a client-server architecture, where it enables users with Telegram accounts to directly communicate with ‘Telegram Server’. We have implemented an application server that can communicate with the ‘Telegram Server’ using different endpoints. The ‘/start’ endpoint initiates the communication with our application server while the ‘/instruction’ endpoint displays the annotation in-

---

1. [https://blog.mturk.com/mturk-is-now-available-to-requesters-from-43-countries-77d16e6a164e](https://blog.mturk.com/mturk-is-now-available-to-requesters-from-43-countries-77d16e6a164e)
2. [https://core.telegram.org/bots/api](https://core.telegram.org/bots/api)
structions. The ‘/update’ and ‘/end’ endpoints enable us to receive responses (annotations) from the users and quit the communication with our server respectively. The user interface of ASAB as it can be seen on the user’s mobile device is depicted in Figure 1c.

ASAB is designed to support rewards (in the form of mobile card vouchers) as soon as the user successfully annotated enough tweets. After conducting a pilot study, the number of tweets to annotate and get a reward was set at 50. When the worker completes the task, the voucher will be displayed instantly to the user.

In general, controlling the quality of the annotated data by blocking bad workers or spammers is crucial on crowdsourcing platforms (Stenetorp et al., 2012; Hovy and Lavid, 2010). The chatbot-based annotation is much more restrictive, mainly designed with built-in control mechanisms to assure annotation quality. ASAB integrates a controlling strategy in the form of control questions. For every 6 tweets, we have included one control question with a known answer. Users who have made 3 consecutive mistakes will receive a warning message. If the user still keeps on randomly annotating the tweets, he/she will be blocked after the fourth attempt.

Another challenge in the crowdsourcing annotation framework is the preparation of concise annotation instructions that users can read and understand it instantly. However, it is very tough to display long instructions and annotation examples that can fit mobile devices. To mitigate this issue, we have published a separate web page that shows detailed instructions and annotation examples3. We have also prepared a YouTube video demonstrating the annotation steps4. Even if such elaborated instructions exist, users are tempted to start the annotation task immediately. We partly address this limitation by presenting minimal instructions and examples every time a user restarts the annotation task, before displaying the first tweet. Besides, since the texts are collected from Twitter and as we do not have direct control of the content, some of the tweets might not be appropriate for users. Thus, users are warned about such texts and they have to agree before proceeding to the main annotation task.

2.4 Analysis of Annotated Data

We have collected 9.4k tweets, a total of 143,848 words (total tokens), and 45,525 types (unique tokens) that are annotated by employing ASAB where each tweet is annotated by three users. In total, 92 Telegram users have visited ASAB while 53 users (58% of the total users) completed at least 50 tweets (rewarded one mobile card voucher). Furthermore, the system blocked 4 users who have made consecutive mistakes while annotating the control questions.

ASAB is the first of its kind to conduct surveys based on a specific reward scheme, which is mobile card vouchers. In the beginning, it was challenging to convince annotators regarding the reward. We have advertised the task on several social media networks such as Facebook and Twitter. We have also created a Telegram channel group to announce the release of new tasks and to answer questions raised by the annotators. Once the annotators obtain their first mobile card voucher as a reward, we have observed that the popularity of ASAB has increased and users rely on our system. We have conducted the annotation in batches. In the first batch, it took more than two days to complete the annotation. Whereas, in the second and third iterations, the annotation was completed in less than 6 hours for each iteration.

From the annotated dataset, we have observed that 2 or more annotators agreed on the 7,317 tweets

3https://annotation-wq.github.io/
4Annotation instruction of ASAB in the Amharic language is available here: https://annotation-wq.github.io/
(78%) while all the three annotators disagree on the remaining 2,072 tweets (22%). As an indicator of annotation quality, Fleiss’ Kappa measurement metrics are used to evaluate the inter-annotator agreement (IAA) of the sentiment corpus. Fleiss’ Kappa is chosen for its suitability to compute the inter-annotator agreement for multi-rater annotators (number of annotators larger than two) (Pustejovsky and Stubbs, 2012). A substantial level of inter-annotator agreement (0.785) is achieved on the four sentiment labels. This inter-annotator agreement value is relatively higher (very close to an almost perfect agreement, which spans from 0.81-1.00). The score indicates that human annotators can associate meanings and sentiments to texts despite the lack of background contexts for the tweets and the complex properties of social media texts such as incomplete phrases and sentences, mixed script, figurative and sarcastic speeches, and spelling and grammar errors. Even though the ASAB tool and the rewarding scheme are completely new to the annotators, the high IAA result indicates that ASAB is appropriate for sentiment analysis annotation tasks, which addresses our research question 1 (RQ1).

| Types          | Example tweets | Literal Translations                               |
|----------------|----------------|---------------------------------------------------|
| Sarcasm        | ብናብ ትንታ የሚር የሚ ሆና... | oh what happens to the butter again...             |
| Sarcasm        | እንኳን ደህና መጣህ! ከኤልፓ በፊት ማን ይቀበልህ ተድያ?? | Welcome! who should welcome you before EEPC??     |
| Sarcasm        | ?????? የአመራመር የገባት ከአመራመር ከማት ከማት?? | ??????? It is better than throwing a stone ??????? |
| Figurative     | እንወ እንወ ከማት ከማት?? | why the leg while ramp is there                   |
| Figurative     | ከአሩ እንባ መሆኑ ነው???: ድንቅ ነው | is it crocodile’s tears?? it is amusing            |
| Mixed-Script   | ቀ ለ ከም ለጊር ከም ለጊር ከም | It is “use-and-throw.”                           |
| Mixed-Script   | ከም ለጊር ከም ለጊር ከም | it is amusing                                    |
| Incomplete     | እንወ እንወ ... | Oh rebels ...                                    |
| Incomplete     | ከም ለጊር ከም | already full already full                        |

Table 2: Difficult tweets on which all the three annotators disagree on the labels.

We tried to analyze some of the tweets on which the three annotators fail to agree as can be seen in Table 2. For example, the tweets of the ‘Sarcasm’ group are difficult to interpret as they need extensive background knowledge. For instance, the first example might have a different interpretation depending on what ”butter” refers to. Figurative speech is also very common in the Amharic language that is also present in abundance in the Twitter dataset. ‘Mixed-Script’ and ‘Incomplete’ tweets also need more background information as well as knowledge of other languages. For instance, in Table 2, the first ‘Mixed-Script’ example represents a tweet, which is an English sentence transliterated in ‘Fidel’ script.

3 Related Works

According to Liu (2012), opinion mining is a field of study that analyzes people’s opinions, sentiments, evaluations, attitudes, and emotions from written language. It can be asserted that the expansion of digital technology and the volume of data made available by such technologies affects trends of sentiment analysis task. The work by Feldman (2013) differentiates sentiment analysis into four levels. **Document-Level Sentiment Analysis:** This is the simplest form of sentiment analysis and it is assumed that the document contains an opinion on one main object expressed by the author of the document. **Sentence-Level Sentiment Analysis:** A single document may contain multiple opinions even about the same entities. When we want to have a more generalized view of the different opinions expressed in the document about the entities, we must move to the sentence level. **Aspect-Based Sentiment Analysis:** The above methods work when whether the whole document or each sentence is discussing a single concept. However, in many cases, people talk about entities that have many aspects (attributes) and they have a different opinion about each of the aspects. **Comparative Sentiment Analysis:** Usually, people do not give opinions about a product directly instead they give comparable opinions. Sentiment analysis systems for such kind of situation identify sentences that contain the comparative opinion and extract the preferred entity(-ies) in each opinion.

3.1 Sentiment Classification Approaches

The work by Anitha et al. (2013) defines sentiment classification as a task of categorizing sentimental text in a specific document into ‘positive’ or ‘negative’ classes. This approach completely ignores the
Figure 2: Annotation statistics and confusion matrices using the ‘NearestCentroid’ and ‘role2Vec’ models. In the confusion matrices, 1, 2, 3, and 4 represents Neutral, Negative, Positive, and Mixed resp.

‘neutral’ classes from the categories. However, other researchers argue that learning from negative and positive examples alone will not permit accurate classification of neutral examples (Koppel and Schler, 2005). Moreover, the use of neutral training examples in the machine learning approach favors a better distinction between positive and negative instances. Furthermore, the work by De Souza Bermejo et al. (2019) incorporates another class called ‘mixed’ that can help to capture opinions expressed with both positive and negative sentiment.

We adopt the sentiment classes defined by De Souza Bermejo et al. (2019) to explore, which classes mostly fit the tweets in the Amharic language. However, as depicted in Figure 2a, the number of mixed examples is much lower than the rest. The type of tweets labeled as mixed by the annotators and their significance during the model evaluation will be discussed in Section 5.2.

3.2 Sentiment Analysis for Amharic

The task of sentiment analysis for low-resource languages like Amharic remains challenging due to the lack of publicly available datasets and the unavailability of required NLP tools. Moreover, there are no attempts of analyzing the complexities of sentiment analysis on social media texts (e.g. Twitter dataset), as the intended meaning is highly context-dependent and influenced by the user experience (Gangula and Mamidi, 2018). Some of the existing works in Amharic either targeted the generation of sentiment lexicon or limited to the manual analysis of very small social media texts.

The work of Alemneh et al. (2019) focuses on the generation of Amharic sentiment lexicon using the English sentiment lexicon. The English lexicon is translated to Amharic using a bilingual English-Amharic dictionary. The work proposed by Gebremeskel (2010) describes a rule-based sentiment polarity classification system. Using movie reviews, 955 sentiment lexicon entries are generated. The system then tries to detect the presence and absence of the positive and negative terms from the lexicon to classify the polarity of the document. We have extended this sentiment lexicon (to a total of 1194 entries) to select tweets for further annotation. We have found that even filtering tweets with the sentiment lexicon, the majority of the tweets are annotated as ‘neutral’. This indicates that the sole use of sentiment lexicon is not enough to build a proper sentiment classification model.

4 Experimental Setup

For the sentiment classification task, we follow the document classification approach as it is mainly addressed in the literature (Prabowo and Thelwall, 2009). Our tweets mainly constitute of one or two sentences, which are limited to the maximum length of texts allowed by Twitter. We explore both classical supervised machine learning and deep learning approaches for the classification task. Instead of manually crafted features, we have used automatic text representation techniques such as Term-Frequency Inverse Document Frequency (TF-IDF) and word representations (embeddings). The TF-IDF document representation is produced using the scikit-learn (Pedregosa et al., 2011) CountVectorizer and TF-IDFTransformer built-in methods. For the TF-IDF computation, each tweet is considered as a document. To build word2vec-based word representations, we have collected around 15 Million sentences from dif-
ferent sources, such as a News dataset using the Scrapy Python API\textsuperscript{5}, YouTube comments using the YouTube Data API\textsuperscript{6}, and a Twitter dataset using the Twitter API\textsuperscript{7}. We collect the datasets every day and store relevant metadata such as the date, title, and language of the dataset.

As we have discussed in Section 2 and Section 3.1, each tweet is annotated with ‘Positive’, ‘Negative’, ‘Neutral’, and ‘Mixed’ sentiment classes. The 9.4k annotated tweets are further split into training, development, and test instances using an 80:10:10 split. We have used the development dataset to optimize the learning algorithms. All the results reported in the remaining sections are based on the test dataset instances.

After error analysis, we found out that tweets annotated with the 'Mixed' class are noises, which can be regarded as 'Positive', 'Negative', or 'Neutral'. Hence, we further cleanse the dataset and exclude tweets labeled as 'Mixed', which leads to a final dataset of size 8.6k tweets. We follow the same split and report the results accordingly (see column 'Cleaned' in Table 3).

4.1 Baseline Methods

We build the baseline models using the scikit-learn Python machine learning framework. The ‘DummyClassifier’ includes the following strategies to build the baseline models: 1) **Stratified**: Generates predictions by respecting the training set’s class distribution. 2) **Uniform**: Generates predictions uniformly at random. 3) **Most frequent**: Always predicts the most frequent label in the training set.

4.2 Supervised Approach

In this work, we do not consider handcrafted features, such as N-gram features, lexical and syntactic features, word frequencies, and sentiment lexicon entries to train a supervised machine learning model. Instead, we rely on word representations that are obtained using different approaches. For the supervised machine learning approach, we have used TF-IDF and word embeddings. We have used the following machine learning algorithms from scikit-learn based on the TF-IDF feature vectors.

**Support Vector Machine (SVM)**: It is a machine learning algorithm for two-group classification problems. The ‘SGDClassifier’ in sci-kit learn supports multiclass probability estimation, which is derived from the binary ‘one-versus-rest’ estimates by simpler normalization (Cortes and Vapnik, 1995; Zadrozny and Elkan, 2002). The hyperparameters used for final model include (loss='modified_huber',penalty='l2',alpha=1e-3, and max_iter=100).

**K-Nearest Neighbor (KNN)**: KNN works by determining the nearest neighbors to a given query and use those classes to predict the right class of the query (Cunningham and Delany, 2020). We use n_neighbors=10 and weights='distance' as a hyperparameter to build the model.

**Logistic Regression**: It is a common supervised learning technique that classifies a text into two or more classes. This technique employs a discriminative classification approach (Jurafsky and Martin, 2019). The model is tunned with the following parameters: solver='newton-cg', multi_class='multinomial', and max_iter=100.

**NearestCentroid**: It is a simple machine learning approach that achieves classification by assuming the locally constant class conditional probability. It calculates the mean of a given observation and assigns it to the class with the nearest centroid (Pedregosa et al., 2011). The default parameter settings are used to build the final model.

4.3 Deep Learning Approach

Over the previous couple of years, many NLP applications start employing deep learning approaches for their automation components (Young et al., 2018). Unlike the approaches in classical supervised machine learning, the use of deep learning methods avoids the unnecessary hand-crafted feature engineering pre-process steps (Minaee et al., 2020). The effectiveness of deep learning models is improving over time as newer algorithms, better hardware infrastructure, and above all, a substantially large amount of free texts are being generated (Torfi et al., 2020). Unlike high-resource languages such as English
and German, the impacts, limitations, and perspectives of using deep learning models in sentiment analysis for low-resource languages, particularly for Amharic, is not yet exploited. In this work, three types of embeddings, namely static (Mikolov et al., 2013), contextualized (Devlin et al., 2019), and network (Hamilton et al., 2017) embeddings are considered to build different deep learning models for the sentiment classification.

**Word2Vec:** Word2vec helps to learn word representations (word embeddings) that employ a two-layer neural network architecture (Mikolov et al., 2013). Embeddings can be computed using a large set of texts as an input to the neural network architecture. We have used the Gensim Python Library (Rehůřek and Sojka, 2011) to train the embeddings using the default parameters.

**Network embeddings:** Network embeddings allow representing nodes in a graph in the form of low dimensional representation (embeddings) to maintain the relationship of nodes (Hamilton et al., 2017; Sevgili et al., 2019; Cai et al., 2018). In this paper, we first compute the network-based distributional thesaurus (DT) (Ruppert et al., 2015) and later convert the DT to a network embeddings following the approach by Jana and Goyal (2018).

**Contextual embeddings:** With the release of Google’s Bidirectional Encoder Representations from Transformer (BERT) (Devlin et al., 2019), word representation strategies have shifted from the traditional static embeddings to a contextualized embedding representation. BERT-like models have an advantage over static embeddings as they can accommodate different embedding representation for the same word based on its context. In this task, we have used RoBERTa (A Robustly Optimized BERT Pre-training Approach), which is a replication of BERT developed by Facebook (Liu et al., 2019). Unlike BERT, RoBERTa removed the ‘next sentence prediction’ functionality, allowing training on longer sequences, and dynamically changing the masking patterns. We also train and fine-tune contextual embedding models using the FLAIR framework (Akbik et al., 2018; Akbik et al., 2019)

**Document Embedding:** Unlike word embeddings, document embeddings provide a single embedding for the entire text (sentence, paragraph, or the entire document). The FLAIR framework has document embeddings implementations, such as ‘DocumentPoolEmbeddings, which produces document embeddings from pooled word embeddings, and ‘DocumentLSTMEmbeddings, which provides document embeddings from LSTM based on word embeddings (Akbik et al., 2019).

5 Results and Discussions

Table 3 shows the experimental results based on the baseline, supervised, and deep learning models. As we can see in the table, both the supervised and deep learning approaches outperform the three baseline systems. We have followed the suggestions by De Souza Bermejo et al. (2019) to categorize sentiment classes into ‘positive’, ‘negative’, ‘neutral’, and ‘mixed’. However, we have observed that the number of tweets annotated as ‘mixed’ are substantially smaller than the other classes, see Figure 2a. Due to this reason, we have conducted two variant experiments, 1) with the whole dataset (‘All’ column in Table 3) and 2) removing all the ‘mixed’ instances from the training (‘Cleaned’ column). For both datasets (‘All’ and ‘Cleaned’), the models based on the deep learning approach (models with prefix F-) performs better than the supervised machine learning approaches. Moreover, the models perform better when the ‘mixed’ sentiment classes are removed from the dataset, hence, ‘mixed’ sentiment classes can be considered as noise for the model.

5.1 Discussion

Concerning the dataset, we have observed that with proper control questions integration and concise and clear instructions, the Telegram bot-based annotation strategy is viable for low-resource language data collection. The reward technique in ASAB can be enhanced with a more general vouchers system such as incorporating Amazon vouchers or even direct monetary rewards that will be more attractive. The significant contributions of the tool are 1) ASAB, a Telegram bot-based annotation tool does not require installation of extra applications. 2) Verification and authentication of users will be managed directly by the Telegram server. 3) It is very convenient to directly communicate with the users in case errors or problems. 4) The annotation can be conducted even with a very slow internet connection.
| Model                          | All | Cleaned | All | Cleaned |
|-------------------------------|-----|---------|-----|---------|
|                              | Accuracy | Precision | Recall | F1 | Accuracy | Precision | Recall | F1 |
| TF-IDF representation         | 53.04 | 34.76   | 39.99 | 37.19 | 58.42 | 46.80     | 60.88 | 52.92 |
| Logistic-Regression           | 50.48 | 33.97   | 37.75 | 35.76 | 54.36 | 44.59     | 52.17 | 48.09 |
| Random-Forest                 | 46.75 | 34.99   | 33.53 | 34.25 | 51.68 | 49.85     | 50.22 | 50.03 |
| K-Nearest-Neighbor            | 42.07 | 35.96   | 37.61 | 36.77 | 51.92 | 47.36     | 49.20 | 48.26 |
| NearestCentroid              | 52.40 | 33.54   | 41.81 | 37.22 | 53.19 | 35.44     | 46.42 | 40.20 |
| Support-vector-machine       |       |         |       |       |       |           |       |     |
| Word Embeddings               |       |         |       |       |       |           |       |     |
| fastText                      | 49.63 | 36.26   | 35.08 | 35.66 | 54.12 | 48.35     | 51.33 | 49.79 |
| F-Word2Vec                    | 53.57 | 41.76   | 43.01 | 42.38 | 55.40 | 55.54     | 54.91 | 55.22 |
| F-fastText                    | 51.22 | 31.96   | 51.80 | 39.53 | 56.68 | 43.50     | 67.81 | 53.00 |
| Contextual Embeddings         |       |         |       |       |       |           |       |     |
| F-AmharicFlair               | 53.04 | 38.66   | 45.85 | 41.95 | 58.65 | 53.24     | 59.25 | 56.09 |
| F-Multi-flair                 | 53.67 | 36.41   | 41.89 | 38.96 | 55.75 | 46.96     | 55.05 | 50.68 |
| F-Multi-flair-Finetuned       | 54.42 | 38.10   | 45.87 | 41.63 | 59.81 | 54.49     | 59.58 | 56.92 |
| Amharic-Roberta              | 53.89 | 40.05   | 39.71 | 39.88 | 56.33 | 46.62     | 56.39 | 51.04 |
| Graph Embeddings              |       |         |       |       |       |           |       |     |
| F-DeepWalk                    | 54.53 | 38.49   | 41.08 | 39.74 | 58.65 | 55.89     | 57.71 | 56.78 |
| F-Role2Vec                    | 52.40 | 39.45   | 41.16 | 40.29 | 60.51 | 56.26     | 60.89 | 58.48 |
| Baselines                     |       |         |       |       |       |           |       |     |
| Stratified                    | 34.72 | 26.59   | 26.71 | 26.65 | 39.02 | 33.79     | 33.80 | 33.80 |
| Uniform                       | 23.54 | 24.19   | 23.69 | 23.94 | 30.89 | 29.72     | 30.96 | 30.30 |
| Mostfrequent                  | 47.60 | 25.00   | 11.90 | 16.13 | 51.92 | 33.33     | 17.31 | 22.78 |

Table 3: Experimental results using the test set. The ‘All’ column shows performance on the four sentiment classes and the ‘Cleaned’ column shows the performance on three classes (‘mixed’ class removed).

Regarding the developed classifier models, we have observed that: 1) Deep learning models generally outperform the classical supervised models. 2) Fine-tuning pre-trained models perform very well (compare the results of ‘F-Multi-flair’ and ‘F-Multi-Flair-Finetuned’ models). 3) Most interesting, models based on network embeddings perform better than Word2Vec embeddings (see ‘F-DeepWalk’ and ‘F-Role2Vec’ models). Hence, using network embeddings in a deep learning setup works better for the Amharic sentiment analysis task, which addresses our research question 2 (RQ2).

As it can be seen from Figure 2b and Figure 2c, the supervised machine learning model based on ‘NearestCentroid’ predict more ‘mixed’ sentiment classes than the deep learning model based on ‘role2Vec’ document embeddings. However, ‘NearestCentroid’ fails to correctly classify the ‘neutral’ and ‘positive’ sentiment classes. Hence, we suggest that it is better to use ensemble methods based on supervised and deep learning models to improve classification performance.

5.2 Error Analysis

We have randomly selected tweets where the model prediction (using the ‘role2Vec’ model) and the user annotations differ. As can be seen from Table 4, for the errors under ‘a)’, the machine was able to correctly classify these tweets while the users wrongly annotate them to different classes. We suppose that such annotation errors by the users occur due to 1) users press the wrong button by mistake, 2) some users might not understand the tweet, or 3) due to slow internet connection, some users reported that there was a delay between the first and the second tweet. At this interval, it is possible to click the button for the second tweet even before the actual tweet is displayed to the user. The tweets under ‘b)’ are wrong predictions of the model. These tweets are mostly figurative speech, for example, the first tweet in the category contains the phrase እርስ ይፍሽ - with a literal meaning of each word as “abdomen” and "burn” while the correct meaning is "Let it go, I can’t say anything”. The model seems to consider the
| Tweets | Annotator | Model prediction |
|--------|-----------|------------------|
| In short, strangling someone who did not know his ethnic origin by region is an injustice. | Neutral | Negative |
| Besides Seifu’s ignorance of humor and the fact that he likes to make fun of everyone, we need to appreciate his humanitarian activities instead of belittling him. | Negative | Mixed |
| Where did he study math, Dedebit | Neutral | Mixed |
| hm. Let’s not mention the misery we faced during his time | Negative | Positive |
| I already suspect, she is quasi impetuous. | Negative | Neutral |
| You think you had a professional. Antelope | Negative | Neutral |

Table 4: Error Analysis: Difference of class labels between the annotators and the model predictions.

6 Conclusion and Future Directions

In this paper, we have presented the first work of sentiment analysis for the Amharic language based on the Twitter dataset. The source dataset is collected using the Twitter API for two months, targeting only tweets written in the ‘Fidel’ or ‘Ethiopic’ script. Non-Amharic texts in languages such as Geez and Tigryinga are removed. Using extended sentiment lexicon, a total of 9.4k tweets are processed for sentiment class annotation. As there is no well-established annotation framework to conduct an annotation task for the Amharic sentiment classification, we developed a mobile and social network-based annotation tool called ASAB using the Telegram bot chatbot framework. ASAB incorporated the following: 1) Support of parallel annotation for a large number of users. 2) Integrate controlling mechanisms to block spammers or users with repetitive wrong annotations. 3) Employ an automatic rewarding scheme in the form of mobile card vouchers, which can be extended for various vouchering systems. 4) Allow seamless communication between the users and the annotation task managers in the form of Telegram and email messages. ASAB demonstrated a success story for tackling low-resource language data annotation problems, which resembles the existing crowdsourcing annotation platforms.

We further developed different classical supervised machine learning and deep learning models that are trained on the collected dataset. While the supervised models performed significantly better than the baseline systems, the deep learning models demonstrated superior performance over the classical supervised approaches. The dataset, the extended sentiment lexicon, the best performing models, and associated source codes are released under a permissive license.

In the future, we plan to integrate different rewarding mechanisms to the ASAB tool to increase its usability. ASAB can also be extended for different annotation problems such as named entity recognition, relation extraction, machine translation, and so on. Moreover, we will improve the classification models by employing an ensemble approach using batteries of supervised and deep learning models, to lift automatic sentiment labels to a usable level in applications.
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