A Hybrid End-to-End Approach Integrating Conditional Random Fields into CNNs for Prostate Cancer Detection on MRI
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Featured Application: Integration of Conditional Random Fields into Convolutional Neural Networks as a hybrid end-to-end approach for prostate cancer detection on non-contrast-enhanced Magnetic Resonance Imaging.

Abstract: Prostate Cancer (PCa) is the most common oncological disease in Western men. Even though a growing effort has been carried out by the scientific community in recent years, accurate and reliable automated PCa detection methods on multiparametric Magnetic Resonance Imaging (mpMRI) are still a compelling issue. In this work, a Deep Neural Network architecture is developed for the task of classifying clinically significant PCa on non-contrast-enhanced MR images. In particular, we propose the use of Conditional Random Fields as a Recurrent Neural Network (CRF-RNN) to enhance the classification performance of XmasNet, a Convolutional Neural Network (CNN) architecture specifically tailored to the PROSTATEx17 Challenge. The devised approach builds a hybrid end-to-end trainable network, CRF-XmasNet, composed of an initial CNN component performing feature extraction and a CRF-based probabilistic graphical model component for structured prediction, without the need for two separate training procedures. Experimental results show the suitability of this method in terms of classification accuracy and training time, even though the high-variability of the observed results must be reduced before transferring the resulting architecture to a clinical environment. Interestingly, the use of CRFs as a separate postprocessing method achieves significantly lower performance with respect to the proposed hybrid end-to-end approach. The proposed hybrid end-to-end CRF-RNN approach yields excellent peak performance for all the CNN architectures taken into account, but it shows a high-variability, thus requiring future investigation on the integration of CRFs into a CNN.
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1. Introduction

According to the American Cancer Society, Prostate Cancer (PCa) is the most common type of cancer in Western men [1]; in 2018, approximately 1.3 million new cases were diagnosed and 359,000 related deaths occurred worldwide [2]. Despite its incidence and societal impact, the current diagnostic
techniques—i.e., Digital Rectal Exam, Prostate-Specific Antigen (PSA) [3]—may be subjective and error-prone [4]. Furthermore, intra-tumor heterogeneity is observed in PCa, contributing to disease progression [5].

Currently, high-resolution multiparametric Magnetic Resonance Imaging (mpMRI) for Computer-Aided Diagnosis (CAD) is gaining clinical and scientific interest [6] by enabling quantitative measurements for intra- and inter-tumoral heterogeneity based on radiomics studies [7]. Additional and often complementary information can be acquired by means of different MRI sequences: anatomical information can be obtained using T2-weighted (T2w), T1-weighted (T1w) and Proton Density (PDw) protocols [4,8,9]. Further information is conveyed by functional imaging [10], allowing for better depiction of multiple aspects of the tumor structure: its micro-environment by estimating the water molecule movement using Diffusion-Weighted Imaging (DWI) and the derived Apparent Diffusion Coefficient (ADC) maps [11], as well as the vascular structure of the tumor with Dynamic Contrast-Enhanced (DCE) MRI [12]. Unfortunately, multi-focal tumors in the prostate occur commonly, posing additional challenges for accurate prognoses on MRI [13]; thus, devising and exploiting advanced Machine Learning methods [14,15] for prostate cancer detection and differentiation is clinically relevant [16].

Therefore, the tasks of PCa classification can benefit from the combination of several modalities, each conveying clinically useful information [8,17]. Clinical consensus for PCa diagnosis typically considers mpMRI by combining T2w with at least two functional imaging protocols [18]. In this work, T2w, PDw and ADC MRI sequences were chosen as inputs for the models. T2w conveys relevant information about the prostate zonal anatomy [15] as well as tumor location and extent [19]: PCa has low signal intensity, which can be suitably detected from the healthy hyper-intense peripheral zone tissue (harboring approximately 70% of PCa cases [20]), but it is more difficult to differentiate in the central and transitional zones due to their normal low signal intensity [4,8].

PDw, by quantifying the amount of water protons contributing to each voxel [9], provides a good distinction between fat and fluid [21]. ADC yields a quantitative map of the water diffusion characteristics of the prostatic tissue: PCa typically has packed and dense regions with intra- and inter-cellular membranes that influence water motion [4,8]. Lastly, DCE sequences depict the patient’s vascular system in detail, since tumors exhibit a highly vascularized micro-environment, by exploiting a Gadolinium-based contrast medium [22].

In Deep Learning applications to medical image analysis, some challenges are still present [23]; namely, (i) the lack of large training data sets, (ii) the absence of reliable ground truth data, and (iii) the difficulty in training large models [24]. Nonetheless, some factors are consistently present in successful models [25]: expert knowledge, novel data preprocessing or augmentation techniques, and the application of task-specific architectures.

Despite the growing interest in developing novel models for the task of PCa, little effort has been devoted to the addition of new types of layers. Recently, the Semantic Learning Machine (SLM) [26–28] neuroevolution algorithm was successfully employed to replace the backpropagation algorithm commonly used in the Fully-Connected (FC) layers of Convolutional Neural Networks (CNNs) [29,30]. When compared with backpropagation, SLM achieved higher classification accuracy in PCa detection as well as a training speed-up of one order of magnitude. A CNN architecture developed for the classification task is typically composed of regular layers, which perform convolutions, dot products, batch normalization, or pooling operations. This work integrates a Conditional Random Field (CRF) model as a Recurrent Neural Network (RNN) [31], generally exploited in segmentation, to the PCa classification problem. In accord with the latest clinical trends aiming at decreasing contrast medium usage [4], we analyzed only the non-contrast-enhanced mpMRI sequences to assess also the feasibility of our methodology from a patient safety and health economics perspective [32].

Research Questions.

We specifically address two questions:
Can the CRF-CNN be integrated into a state-of-the-art CNN as an end-to-end approach?
Can the smoothing effect of CRFs increase the classification performance of CNNs in PCa detection?

Contributions.

Our main contributions are the following:

• A hybrid end-to-end trainable network that combines CRF-RNN [31] and a state-of-the-art CNN, namely XmasNet [33], without requiring a two-phase training procedure.
• The proposed CRF-XmasNet architecture generally outperforms the baseline architecture XmasNet [33] in terms of PCa classification on mpMRI.
• The proposed end-to-end integration of CRF-RNN provides better generalization ability when compared to a two-phase implementation, using a CRF as a postprocessing step.

In particular, the proposed approach aimed at outperforming XmasNet, a network specifically created for dealing with prostate cancer MRI data. This network is the most state-of-the-art for this kind of application. Thus, outperforming it would be a valuable contribution in the medical field, as it shows how the integration of CRFs in XmasNet could improve the performance of the commonly used XmasNet architecture.

The manuscript is organized as follows. Section 2 introduces the theoretical foundations of CRFs and the Deep Neural Network (DNN) architectures underlying the devised method. Section 3 presents the characteristics of the analyzed prostate mpMRI dataset, as well as the proposed method. Section 4 shows and critically analyzes the achieved experimental results. Finally, Section 5 concludes the paper and suggests future research avenues.

2. Theoretical Background

This section introduces the basic concepts necessary to fully understand the rationale and the functioning of the devised DNN for PCa detection.

2.1. Convolutional Neural Networks

CNNs have become one of the most common supervised learning techniques [34]. They can learn complex patterns from unstructured data (i.e., text or images) with limited domain knowledge. By leveraging the convolution operation, CNNs can perform their task on two- or higher-dimensional inputs. They can consider the neighboring region around a pixel, making them well-suited for image applications [35].

They have found success in Medical Image Analysis (MIA) applications, namely in cancer-related problems [25]. In the prostate region, deep CNNs achieved better performance when compared with non-deep CNNs [36] for PCa classification tasks. For this task, CNNs have also been used to extract discriminative features from T1w and DCE sequences [37], from 3D features extracted either from MRI sequences [38] or Gleason Score (GS) prediction based on Transrectal Ultrasound (TRUS)-guided biopsy results [39,40]. CNNs have also been used with U-Net inspired architectures [41,42] for PCa segmentation.

At the most general level, CNNs have been used in almost every anatomic area of the human body (e.g., brain, eyes, torso, knees) for various tasks (disease location, tissue segmentation or survival probability calculation) with a high degree of success [25].

For instance, XmasNet was developed by Liu et al. [33] specifically for the PROSTATEX Challenge 2017 [43], inspired by the Visual Geometry Group (VGG) net [44]. Despite its relative simplicity, it achieved state-of-the-art results, outperforming 69 methods of 33 groups and having the second highest Area Under the Receiver Operating Characteristics Curve (AUROC) on the unseen test set. XmasNet is a relatively traditional architecture: four convolutional layers and two FC layers.
The architecture also makes use of Batch Normalization, Rectified Linear Unit (ReLU) activation functions, and Max Pooling.

Other architectures were compared in this work, namely AlexNet [34], VGG16 [44] and ResNet [45]. AlexNet was the winner of the ImageNet Large Scale Visual Recognition Challenge 2012 (ILSVRC2012) [46], and its success revived the interest in CNNs in Computer Vision and brought about several novel implementations: ReLU non-linear activation functions, multiple GPU training, Local Response Normalization, and Overlapping Pooling, that are still used in current architectures. VGG16 is based on AlexNet and was the first truly deep CNN with 16 convolutional layers, made possible by the use of small convolutional filters and ReLU activation functions whenever possible [34]. It achieved first and second place in ILSVRC 2014 and serves as the inspiration of XmasNet. Lastly, ResNet, can be considered the deepest network among the architectures investigated in this study, with 50 layers. Its complexity is enabled by the use of residual connections between layers, which learn a reference residual mapping, making the training of arbitrarily deep CNNs theoretically possible.

2.2. Conditional Random Fields as Recurrent Neural Networks

CRFs achieved state-of-the-art results in the image segmentation tasks, both in the traditional benchmark [47], as well as in application to medical image analysis, such as in PCa segmentation [48], weakly supervised segmentation of PCa [49], GS grading [50] or PCa detection [51].

CRF functioning is based on the notion of energy $E(\cdot)$, i.e., the cost of assigning a label to a given pixel. A CRF is composed of two types of energy—namely, unary and pairwise—which must agree and can be described as:

$$E(x) = \sum_i \Psi_u(x_i) + \sum_p \Psi_p(x_i, x_j).$$

(1)

The unary energy $\Psi_u(x_i)$ is the probability of a pixel $i$ belonging to a given label $x_i$ in this case extracted by a CNN. Conversely, $\Psi_p(x_i, x_j)$ corresponds to the pairwise energy. It measures the cost of assigning the labels $x_i$ and $x_j$ to pixels $i$ and $j$ simultaneously. It ensures image smoothness and consistency; pixels with similar properties should have similar labels. Thus, CRFs promote regions of homogeneous predictions. The pairwise energy is defined according to [52]:

$$\Psi_p(x_i, x_j) = \mu(x_i, x_j)K(f_i, f_j),$$

(2)

where $\mu(x_i, x_j)$ is a label compatibility function and the Gaussian kernel $K(\cdot, \cdot)$ applied on the feature vectors $f_i$ and $f_j$, with $w^{(m)}$ being linear combination weights:

$$K(f_i, f_j) = \sum_{m=1}^{k} w^{(m)}K^{(m)}(f_i, f_j).$$

(3)

In our case, the features consider the positions $p_i$ and $p_j$ as well as the intensity values $I_i$ and $I_j$ of the pixels in the image:

$$k(f_i, f_j) = w^{(1)}\exp\left(-\frac{|p_i - p_j|^2}{2\theta_\alpha^2} - \frac{|I_i - I_j|^2}{2\theta_\beta^2}\right) + w^{(2)}\exp\left(-\frac{|p_i - p_j|^2}{2\theta_\gamma^2}\right),$$

(4)

with $\theta_\alpha$, $\theta_\beta$ and $\theta_\gamma$ being hyper-parameters controlling the importance of the hyper-voxel distance in the feature space (i.e., the appearance kernel promotes pixels with similar intensity values to be in the same class, while the smoothness kernel removes small isolated regions [52])—a stronger penalty is given if nearby pixels have different labels. In this version, the Potts model is used, i.e., $\mu(x_i, x_j) = [x_i \neq x_j]$ [31,52].
The training time for a CRF grows exponentially with respect to the number of input pixels \( N \), even when considering approximate training methods, like Markov Chain Monte Carlo (MCMC), pseudo-likelihood or junction trees \([31,53]\). To solve this shortcoming, the Mean Field approximation (MFA) can be used \([52]\). MFA consists in approximating the distribution \( P(X) \), where \( X \) is the vector of the random variables \( X_1, X_2, \ldots, X_N \) denoting the \( N \) pixels composing the image—by a simpler distribution \( Q(X) \), which can be written as the product of independent marginal distributions: \( Q(X) = \prod_i Q_i(X_i) \), subject to: \( \sum_{x_i} Q_i(x_i) = 1 \).

The function \( Q_i(x_i) \) can be defined such that is updated iteratively \([52]\). Bearing this in mind, an MFA-trained CRF still cannot be trained by means of the backpropagation, making its end-to-end integration with CNN infeasible, as the CNN and CRF need to be trained separately. Further refining MFA, the authors of \([31]\) formalized the CRFs as Recurrent Neural Networks (CRF-RNN). This work redefines the MFA as a series of convolutional and recurrent layers. The convolutional layers perform the Gaussian operations on the features via learnable filters, while the recurrent layers behave as several iterations of the MFA method. This joint approach, by unrolling the CRF MFA inference steps, builds an end-to-end trainable feed-forward network composed of an initial CNN component performing feature extraction and a CRF-based probabilistic graphical model component for structured prediction, without the need for two separate training procedures. Since the two components can learn in the same environment, they can cooperate to achieve the best performance \([31]\). Thereby, with this implementation, a CRF-RNN network is limited to a batch size of 1 due to GPU memory constraints \([31]\).

FC CRFs achieved outstanding performance in semantic segmentation \([52,54]\) and remote sensing \([55]\) when used as a postprocessing strategy. Interestingly, the results in \([31]\) showed an evident competitive advantage of the joint end-to-end framework with respect to the offline application of CRFs as postprocessing method (disconnected from the CNN training). This might be attributed to the fact that during the backpropagation-enabled joint training, the CNN and CRF components cooperate to yield an optimized output by iteratively incorporating the CRF contribution. Relying on these experimental findings, we devised a hybrid end-to-end trainable model by introducing the CRF-RNN into XmasNet, along with three skip connections to merge the information from multiple layers. It is worth noting that we chose XmasNet as baseline since it was specifically designed for the PROSTATEx17 Challenge and is not a particularly deep architecture; therefore, it can serve as a suitable case study for evaluating the effective benefits achieved by the integration of the CRF-RNN module into CNNs.

3. Materials and Methods

This section presents the analyzed prostate MRI datasets, as well as the proposed end-to-end deep learning framework combining CRF-RNN and XmasNet.

3.1. Experimental Dataset: The PROSTATEx17 Dataset

This work considers the MRI dataset provided by the PROSTATEx Challenge 2017 \([43]\) as part of the 2017 SPIE Medical Imaging Symposium \([56]\), organized by the Society of Photographic Instrumentation Engineers (SPIE) and supported by the American Association of Physicists in Medicine (AAPM) and the National Cancer Institute (NCI). The aim of the PROSTATEx Challenge 2017 is to develop a quantitative diagnostic classification method of prostate lesions. This dataset was previously collected and curated by the Radboud University Medical Centre (Nijmegen, the Netherlands) in the Prostate MR Reference Center under the supervision of Prof. Jelle Barentsz \([18]\).

The dataset contains mpMRI studies of 344 subjects. All studies include T2w, PDw, DCE, and DWI MRI sequences, acquired using the MAGNETOM Trio and Skyra 3T MRI scanner models from Siemens (Siemens Healthineers, Erlangen, Germany), without employing an endorectal coil. For more details on image acquisition, please refer to \([43]\). Although DCE imaging conveys relevant functional information, it carries the drawback of needing an external agent, typically via the injection of a Gadolinium-based...
The contrast may cause discomfort to the patient, with an increase in the risk of residual deposition in the human body [58] and without proof of an improvement in cancer detection quality [32]. In this study, we used non-contrast-enhanced MRI sequences only, since DWI—and especially ADC maps [59]—showed promising applications in the clinic. In a very recent study [60], similar cancer detection rates from biparametric MRI (bpMRI)—focusing on T2w and DWI—and contrast-enhanced mpMRI, particularly for Clinically Significant (CS) cases of PCa, were achieved. Examples of input T2w, PDw and ADC MR images are shown in Figures 1a, 1b and 1c, respectively.

Each MRI study was evaluated under the supervision of an expert radiologist that identified areas of suspicion. If an area was marked as likely for cancer, a biopsy was performed and then graded by a pathologist. If the biopsy results had a GS higher than 7, it was considered CS [18]. The ultimate goal of the PROSTATEX Challenge 2017 is to predict the clinical significance of a patient’s lesion based on his MRI studies.

The whole cohort was divided into two sub-sets; each lesion’s CS information was available in the training set (204 subjects) but not in the test set (140 subjects). Therefore, only the training set was considered in this study.

3.2. The Proposed End-to-End Solution Integrating CRF-RNN with CNNs for PCa Detection

The processing phases of the proposed end-to-end method are described in this section.

3.2.1. Data Preprocessing

Considering that the images were collected in different conditions (e.g., different scanners and acquisition configurations), an intermediate data preprocessing step was deemed necessary to ensure reliable data properties. The available images were characterized by having a different resolution in the 3D space (i.e., anisotropic voxels). Therefore, isotropic cubic interpolation was used on every image to achieve a resolution of 1.0 mm$^3$.

An image registration procedure was also necessary because several factors can contribute to making the individual studies not comparable (i.e., patient movement, different machine configurations) [61]. In image registration, a set of transformations $\tau$ is applied on one image (i.e., the moving image) so that its landmarks/features or pixel intensities overlap onto another reference (i.e., the fixed image), maximizing the matching of the pair. Only affine transformations (i.e., rotation, translation, and shearing) were considered. Mutual Information Criteria [62] were used to measure the quality of the registration. T2w was set as the fixed image, while PDw and ADC were used as moving images. The image interpolation and registration were performed by using the Diffusion Imaging Python (DIPy) package [63].

To extract the lesion information, a 64 × 64-pixel Region of Interest (RoI) was centered on the PCa coordinates. Z-score normalization was then employed to transform all the pixel values of each MRI slice to a common scale with zero mean and unitary standard deviation. The normalized RoI patches extracted from the T2w, ADC, and PDw MRI sequences were concatenated as a 64 × 64 × 3 image to serve as the model inputs, as illustrated in Figure 1.

At the end of this procedure, considering the 204 subjects with CS annotations, 335 lesions were collected, corresponding to 20.5% of the lesions analyzed.
Figure 1. Example MR images from Patient #005: (a) T2w, (b) PDw, and (c) ADC sequences. The PCa lesions are highlighted (with red crosses) in the coordinates (95, 92), (103, 113), and (78, 109), with slice index $z = 30$, after the registration against the T2w MRI sequence. The three lesions are separately displayed on the T2w slice in (d-f). In particular, these ROIs are centered and cropped on each lesion.

3.2.2. The CRF-XmasNet Architecture

We started from the XmasNet [33] architecture as baseline in our case study on the PROSTATEx17 dataset [43], since it achieved the second highest AUC in the PROSTATEx17 challenge despite its simplicity. Indeed, XmasNet can be seen as a parameter-efficient version of the VGG net [44] (i.e., XmasNet is less deep than VGG16) tailored to PCa detection in order to show the potential of deep learning in oncological imaging [33]. It is worth noting that the XmasNet model in the original paper exploited the ensemble of 20 individual XmasNet instances (which maximize the validation AUC on different combinations of the input MRI sequences) by using the weighted average of the predictions via a greedy bagging algorithm [33]. In our work, to keep full control of the CRF-RNN [31] introduction and to avoid the stochastic effect due to the network ensemble, we used only one XmasNet model to obtain the lesion’s classification. In this manner, we can effectively assess the benefits provided by the end-to-end training of the proposed hybrid CRF-CNN approach.

Figure 2 schematizes the proposed CRF-XmasNet architecture. The network can be divided into three main components: (i) downsampling, based on convolution, Batch Normalization (BN), ReLU and Max Pooling operators; (ii) upsampling, using one-dimensional convolution and deconvolution operators; (iii) classification involving flatten and FC layers, along with ReLU and sigmoid activation functions. The details about these three components are provided in Tables 1–3, respectively. Importantly, a CRF-RNN [31] layer was integrated into the XmasNet architecture, utilizing and merging the features extracted by the convolutional portions as inputs (see Figure 2). The merging operation is performed via skip connections from multiple layers and summing-up the feature maps.

Additional modifications were proposed, aimed at improving the network effectiveness:
• three skip connections and two convolutional layers were added, as shown in Figure 2;
• dropout [64] was introduced between the FC layers and the sigmoid (with a dropout rate of 0.5);
• the number of parameters in the first and second FC layers was changed, from 1024 to 128 and 1024 to 256, respectively, because of performance constraints of the available computing power.

Skip connections were added as they allow for: (i) a simple method of merging information coming from several layers into the CRF; (ii) processing the input of higher-level features not present in the CRF layer output into the classifier component of the network; (iii) improving the training process [45], particularly during the early epochs, since in the backpropagation procedure some errors might be directly presented to the downsampling component.

Figure 2. The proposed CRF-XmasNet architecture integrating CRFs [31] into the baseline XmasNet [33] as an end-to-end approach. This hybrid network, allowing for joint training via backpropagation, analyzes three non-contrast-enhanced mpMRI sequences (namely, T2w, T1w and ADC) and yields a prediction probability for each CS PCa case. More specifically, the whole architecture can be divided into three components: (i) downsampling, (ii) upsampling, and (iii) classification. In order to effectively merge the information from multiple layers into the CRF, three skip connections were added. The legend box shows the symbol notation and color semantics. The digits above the layers outputs represent the depth.

Table 1. Downsampling component network parameters.

| Layer          | Conv1 | Conv2 | MaxPool1 | Conv3 | Conv4 | MaxPool2 |
|----------------|-------|-------|----------|-------|-------|----------|
| Patch size/stride | 3 × 3/1 | 3 × 3/1 | 2 × 2/2  | 3 × 3/1 | 3 × 3/1 | 2 × 2/2  |
| Output size     | 64 × 64 × 32 | 64 × 64 × 32 | 32 × 32 × 32 | 32 × 32 × 32 | 32 × 32 × 32 | 32 × 32 × 32 |

Table 2. Upsampling component network parameters.

| Layer          | 1d_Conv1 | 1d_Conv2 | 1d_Conv3 | Deconv1 | Deconv2 |
|----------------|----------|----------|----------|---------|---------|
| Input Layer    | Conv2    | Conv4    | MaxPool2 | Out_1d_Conv2 | Out_1d_Conv3 |
| Patch size/stride | 1 × 1/1  | 1 × 1/1  | 1 × 1/1  | 2 × 2/2  | 2 × 2/4  |
| Output size    | 64 × 64 × 64 | 32 × 32 × 1 | 16 × 16 × 1 | 64 × 64 × 1 | 64 × 64 × 1 |

Table 3. Classification component network parameters.

| Layer          | FC1 | FC2 | FC3 |
|----------------|-----|-----|-----|
| Output size    | 128 × 1 | 256 × 1 | 1 × 1 |

To evaluate the performance of the proposed CRF-XmasNet architecture, we also compared its performance against the XmasNet architecture in which a CRF is used as a postprocessing phase. More specifically, the traditional XmasNet architecture is trained and, subsequently, CRFs are used...
to possibly improve the classification performance of the XmasNet architecture. While the work of Zheng et al. [31] showed that the use of CRFs as a postprocessing method (i.e., independent from the CNN training) results in poor performance when compared with the joint end-to-end framework, we believe that this analysis is important to strengthen the suitability of the proposed CRF-XmasNet architecture. In the remainder of the paper, we denote the XmasNet architecture, which uses CRFs as a postprocessing step, as XmasNet-CRF-postprocessing (XmasNet-CRFpp).

Along with the integration of CRFs into XmasNet, the proposed hybrid end-to-end approach was applied also to VGG16 and AlexNet with the aim of showing its suitability. In practice, CRF-RNNs can be integrated into any CNN: the downsampling component of the CRF-XmasNet, illustrated in Figure 2, can be substituted by the feature extraction sub-network of any architecture (i.e., the layers, before the FC layers that perform the classification, responsible for extracting features). In particular, the VGG16 and AlexNet architectures were transformed into their respective CRF-VGG16 and CRF-AlexNet versions by defining the downsampling component as the layers preceding the flattening operation of their original architectures. Indeed, VGG16 and AlexNet are overall more complex than the baseline XmasNet, which remains our benchmark since it was specifically designed for the PROSTATEx17 challenge [43].

3.2.3. Experimental Setup and Implementation Details

CNN performance might be particularly susceptible to two problems: (i) hyper-parameter settings and (ii) sensitivity to initialization values. Aiming at ensuring reliable and repeatable results, we tested several configurations and then trained multiple times.

First, three partitions were created: training, validation, and testing, with 60%, 20% and 20% of the original dataset, respectively. For each architecture, twenty hyper-parameter configurations were randomly created; every configuration was repeatedly trained 30 times for 350 epochs or until the loss score (Binary Cross Entropy, BCE) did not improve over $1 \times 10^{-4}$ in the last 15 epochs. After the training, the model was evaluated with the test set. The configuration with the highest average AUROC value was considered the best of each given architecture. More specifically, the XmasNet-CRFpp architecture was trained through a two-step procedure: first, the XmasNet was trained; subsequently, using the weights of the best model, the mpMRI features were extracted to form an intermediary dataset. The CRF-RNN model was trained on this dataset, thus employing CRFs for postprocessing.

The training was performed with a batch size of 6 for the state-of-the-art CNN architectures and of 1 for the hybrid CRF-RNN/CNN approach. In more detail, for the CNN architectures that do not integrate CRFs, a batch size of 6 was used, as it is the batch size value that showed a suitable trade-off between training time and performance. On the other hand, the hybrid CRF-XmasNet and XmasNet-CRFpp architectures, where the CRF was integrated within the CNN (as an end-to-end and as a postprocessing, respectively), used a batch size of 1, which was selected to avoid reaching the memory limits of the GPU (as also suggested in [31]).

We employed a random sample algorithm, selecting one of several possible values for each hyper-parameter, as described in Table 4. Only high values for momentum $m$ were considered in the grid search, based on good empirical results during prototyping when compared to lower values (e.g., $m < 0.9$), as well as with the support of the literature [65].
Table 4. List of the hyper-parameters considered in the grid search.

| Parameter                     | Values                                      |
|-------------------------------|---------------------------------------------|
| Optimizer                     | {SGD, Adam, RMSPROP}                        |
| Learning rate \((l_r)\)       | \{1 \times 10^{-1}, 1 \times 10^{-2}, 1 \times 10^{-3}, 1 \times 10^{-4}, 1 \times 10^{-5}, 1 \times 10^{-6}, 1 \times 10^{-7}\} |
| Momentum \((m)\)               | \{0.0, 0.9, 0.99, 0.999\}                  |
| Decay \((d)\)                 | \{0.0, 0.1, 0.01, 0.001\}                  |
| Nesterov \((n)\)              | \{0, 1\}                                   |
| Amsgrad \((a)\)               | \{0, 1\}                                   |
| CRF \(\theta_\alpha\)        | \{0.5, 1, 2, 3\}                           |
| CRF \(\theta_\beta\)         | \{0.5, 1, 2, 3\}                           |
| CRF \(\theta_\gamma\)        | \{0.5, 1, 2, 3\}                           |

The proposed framework was developed in Keras [66] with TensorFlow backend [67]. Two computational platforms were used: the prototyping was conducted with a laptop equipped with 8 GB of RAM, an Nvidia 840M GPU and an Intel i7-4510U 2.00 GHz CPU; the training was performed on a remote server with 8 GB of RAM, an Nvidia 1080ti GPU and an Intel i7-4790K 4.00 GHz CPU.

4. Results

This section presents and discusses the achieved experimental results. The best performing configuration of each architecture is shown in Table 5. These results suggest that the choice of the parameters is strictly related to the considered architecture, and it is something that must be taken into account before tackling the PCa classification problem. Table 6 reports the average values of loss and AUROC on the training and test sets, allowing for a comparative analysis of the different architectures considered in this study.

Table 5. Best performing configuration of each architecture. NA denotes Not Applicable.

| Architecture     | Optimizer | \(l_r\) | \(m\) | \(d\) | \(n\) | \(a\) | \(\theta_\alpha\) | \(\theta_\beta\) | \(\theta_\gamma\) |
|------------------|-----------|--------|------|------|------|------|----------------|----------------|----------------|
| XmasNet          | RMSPROP   | \(1 \times 10^{-5}\) | NA   | NA   | NA   | NA   | NA             | NA             | NA             |
| AlexNet          | RMSPROP   | \(1 \times 10^{-5}\) | NA   | NA   | NA   | NA   | NA             | NA             | NA             |
| VGG16            | Adam      | \(1 \times 10^{-4}\) | 0.999 | 0    | 0    | 0    | NA             | NA             | NA             |
| ResNet           | Adam      | \(1 \times 10^{-5}\) | 0.99 | 0    | 0    | 0    | NA             | NA             | NA             |
| XmasNet-CRFpp    | RMSPROP   | \(1 \times 10^{-5}\) | NA   | NA   | NA   | 1    | 1              | 0.5            | NA             |
| CRF-XmasNet      | RMSPROP   | \(1 \times 10^{-4}\) | 0.99 | 0.1  | NA   | 1    | 1              | 0.5            | NA             |
| CRF-AlexNet      | RMSPROP   | \(1 \times 10^{-3}\) | 0.99 | 0.01 | NA   | 2    | 3              | 2              | NA             |
| CRF-VGG16        | RMSPROP   | \(1 \times 10^{-4}\) | 0    | 0    | NA   | 2    | 2              | 3              | NA             |

Table 6. Loss and AUROC values for each architecture. The average value (with standard deviation in parenthesis), obtained over 30 independent runs is shown.

| Architecture     | Loss Train | Loss Test | AUROC Train | AUROC Test |
|------------------|------------|-----------|-------------|------------|
| XmasNet          | 0.500 ± (0.023) | 0.540 ± (0.043) | 0.622 ± (0.054) | 0.517 ± (0.101) |
| AlexNet          | 0.096 ± (0.032) | 0.537 ± (0.023) | 1.000 ± (0.000) | 0.588 ± (0.051) |
| VGG16            | 0.474 ± (0.021) | 0.481 ± (0.018) | 0.729 ± (0.047) | 0.707 ± (0.050) |
| ResNet           | 0.496 ± (0.020) | 0.528 ± (0.023) | 0.658 ± (0.065) | 0.520 ± (0.100) |
| XmasNet-CRFpp    | 0.433 ± (0.082) | 0.730 ± (0.242) | 0.796 ± (0.069) | 0.388 ± (0.303) |
| CRF-XmasNet      | 0.507 ± (0.077) | 0.566 ± (0.097) | 0.695 ± (0.126) | 0.573 ± (0.191) |
| CRF-AlexNet      | 1.150 ± (0.366) | 1.260 ± (0.392) | 0.536 ± (0.191) | 0.598 ± (0.169) |
| CRF-VGG16        | 0.644 ± (0.267) | 0.732 ± (0.206) | 0.796 ± (0.209) | 0.615 ± (0.147) |

According to these results, AlexNet is the best architecture when considering the values of the loss function on the training instances, but it severely overfits the training data, as shown when considering the test set. On the training set, the second-best performer is XmasNet-CRFpp, but also for this architecture a severe amount of overfitting can be noticed when one focuses on the loss function on
the test set. Still considering the training set, the third-best performer is VGG16, which also produces
the lowest (i.e., the best) average loss function value on the test set. When comparing XmasNet and
CRF-Xmasnet, it is worth noting that the two architectures produce similar values for the loss function
on the training set, and they are the worst performers when compared against the other investigated
architectures. When considering the values of the loss function produced by the networks that integrate
CRFs into their basic architecture, one can notice that this combination achieves the worst (i.e., highest)
values on the training set, but it allows us to reduce the amount of overfitting produced by some of the
basic architectures. This is particularly evident when AlexNet and CRF-AlexNet are compared. In this
case, CRF is actually working as a global regularizer.

More interesting experimental findings can be extracted when focusing on the AUROC values.
In particular, AlexNet outperforms the remaining architectures on the training set, but due to
the overfitting that affects the resulting model, its performance on the test set are significantly
lower. More in detail, when considering the test set, VGG16 outperforms the other networks in
terms of AUROC. When comparing the AUROC values obtained by XmasNet and CRF-XmasNet,
the architecture with CRFs outperforms XmasNet on both the training and test instances. Additionally,
the XmasNet-CRFpp architecture outperforms CRF-XmasNet and XmasNet on the training set, but its
performance are the poorest on the test set. This behavior is aligned with the analysis performed
by Zheng et al. [31], in which the use of CRFs as a postprocessing step was compared against an
end-to-end approach. With regard to CRF-AlexNet and CRF-VGG16, different behaviors can be
noticed. While the use of CRFs with AlexNet is beneficial for reducing overfitting, as well as for
obtaining a model with an AUROC on the test set that is higher compared to the baseline architecture
(i.e., AlexNet), the effect on VGG16 is different. In particular, the use of CRFs within VGG16 causes
moderate overfitting, thus producing a final model that is not able to outperform VGG16 on the test
set. All in all, considering the architectures that use CRFs, it is possible to observe that they, on average,
perform comparably on the test set. This could be explained with the regularization effect obtained by
using CRFs, and it is an aspect that deserves future investigation to better understand the outstanding
peak performance, along with the high-variability of the results, obtained via CRFs. While the analysis
of the average values does not show a particular advantage in considering CRFs for solving the
task at hand, a more in-depth analysis shows an interesting phenomenon. In particular, Figure 3
displays the boxplots of the AUROC on the test set for the proposed CRF-XmasNet, and the other
considered architectures. According to these figures, it is interesting to note that the best performing
model was obtained by using CRFs in the end-to-end approach. Additionally, all the architectures
that integrate CRFs yielded the best peak performance (i.e., the highest AUROC values). Nonetheless,
CRF-RNN presents a considerably higher variability in terms of both AUROC and BCE when compared
against the other architectures. Thus, an additional systematic investigation must be dedicated to
a better understanding of this experimental evidence. Being able to identify the reasons that lead
to this high-variability may allow us to modify the training process to prevent this behavior and
guide the training process towards the identification of a model with performance that cannot be
achieved by the existing network architectures. We hypothesize that the batch size of 1 might cause
the high-variability of the CNNs’ performance embedding CRF-RNNs. Unfortunately, due to the
hardware limitations, we were not able to investigate the effect of this parameter on the performance
of the network: the literature suggests that a small batch size value can result in a poor convergence
of the model towards the global optima [68]. Focusing on the differences between XmasNet-CRFpp
and CRF-RNN, one can notice that the former architecture presents an even greater variability and,
moreover, it produces worse performance when compared with the proposed CRF-RNN architecture.
This fact highlights the importance of using CRFs in the end-to-end model, thus exploiting CRFs’
capabilities in leveraging feature relationships during the training process of the RNN.
From the analysis of the results, it is possible to draw some conclusions: focusing on the base architectures (i.e., without embedding the CRF-RNN), the very deep networks (i.e., VGG16 and AlexNet) are the best performers (both in terms of BCE and AUROC) when compared against the other state-of-the-art architectures (i.e., ResNet and XmasNet). The poor performance of ResNet may be justified by the reduced number of training images available for such a complex network. Lastly, there is an improvement between the CRF-XmasNet and XmasNet, as shown in the test sets (AUROC = 0.572 vs. 0.517, respectively). Considering the CRF-RNN component, CRF-XmasNet is characterized by a high-variability of AUROC and BCE, but it showed superior performance compared to XmasNet and XmasNet-CRFpp. CRF-AlexNet provides comparable performance with respect to the baseline AlexNet architecture, while embedding the CRF-RNN component into VGG16 results in poorer performance (in terms of test AUROC) than the baseline VGG16 architecture. The high-variability of CRF-XmasNet (approximately 1.89 × and 3.82 × higher than those of XmasNet and VGG16, respectively) deserves an in-depth investigation. We might argue that this variability causes the performance differences to not be statistically significant, as shown in Table 7, where the p-values of the Wilcoxon test on paired data (with a significance level \( \alpha = 0.05 \)) from the test AUROC metrics are provided. On the other hand, being able to understand the source of this variability could help in guiding the search process towards highly-performing models that are characterized by AUROC values that cannot be achieved by relying on the other state-of-the-art architectures. The same investigation regards CRF-AlexNet and CRF-VGG16 that also present high-variability in terms of performance. While several alternatives were tested to reduce this high-variability (i.e., batch normalization, different weight initialization or hyperparameters), no significant improvement was achieved without affecting the performance of the resulting network. However, despite this drawback, we believe that the use of CRF has potential. In particular, focusing on CRF-XmasNet, even with the introduction of an early stopping criterion that limits the training epochs to 50, the performance improved while the training time was naturally reduced. More specifically, CRF-XmasNet required (on average) a training time of 249.8 s (with a standard deviation of 0.3 s), while XmasNet required 417.9 s (with a standard deviation of 32.7 s). A Wilcoxon test (with a significance level \( \alpha = 0.05 \)) was executed to statistically assess these results. A p-value of \( 2.1 \times 10^{-9} \) suggests that the difference (in terms of running time) between the two architectures is statistically significant.
Table 7. \(P\)-values obtained from the statistical validation procedure. The Wilcoxon rank-sum test for pairwise data comparison was used with the alternative hypothesis that the samples do not have equal medians of AUROC (test set values). A significance level of \(\alpha = 0.05\) with a correction for multiple comparisons was used. **Boldface** indicates that the null hypothesis can be rejected.

|        | ResNet | CRF-XmasNet | CRF-AlexNet | CRF-VGG16 | XmasNet-CRFpp | XmasNet | AlexNet |
|--------|--------|-------------|-------------|-----------|---------------|---------|---------|
| CRF-XmasNet | 5.65 \(\times 10^{-1}\) | 9.12 \(\times 10^{-1}\) | 1.61 \(\times 10^{-2}\) | 9.12 \(\times 10^{-1}\) | 9.12 \(\times 10^{-1}\) | 4.35 \(\times 10^{-1}\) | 3.32 \(\times 10^{-2}\) |
| CRF-AlexNet | 1.24 \(\times 10^{-2}\) | 7.78 \(\times 10^{-3}\) | 9.12 \(\times 10^{-1}\) | 4.35 \(\times 10^{-1}\) | 9.12 \(\times 10^{-1}\) | 3.32 \(\times 10^{-2}\) |
| CRF-VGG16 | 9.88 \(\times 10^{-3}\) | 4.35 \(\times 10^{-1}\) | 4.35 \(\times 10^{-1}\) | 3.32 \(\times 10^{-2}\) | 4.35 \(\times 10^{-1}\) | 3.32 \(\times 10^{-2}\) |
| XmasNet-CRFpp | 3.85 \(\times 10^{-2}\) | 7.78 \(\times 10^{-3}\) | 4.35 \(\times 10^{-1}\) | 3.32 \(\times 10^{-2}\) | 4.35 \(\times 10^{-1}\) | 3.32 \(\times 10^{-2}\) |
| XmasNet | 9.05 \(\times 10^{-1}\) | 1.68 \(\times 10^{-3}\) | 9.12 \(\times 10^{-1}\) | 3.32 \(\times 10^{-2}\) | 3.32 \(\times 10^{-2}\) | 2.6 \(\times 10^{-4}\) | 2.46 \(\times 10^{-1}\) |
| AlexNet | 1.66 \(\times 10^{-2}\) | 2.46 \(\times 10^{-1}\) | 2.6 \(\times 10^{-4}\) | 5.55 \(\times 10^{-9}\) | 5.55 \(\times 10^{-9}\) | 2.04 \(\times 10^{-8}\) |
| VGG16 | 1.45 \(\times 10^{-8}\) | 2.46 \(\times 10^{-1}\) | 2.6 \(\times 10^{-4}\) | 5.55 \(\times 10^{-9}\) | 5.55 \(\times 10^{-9}\) | 2.04 \(\times 10^{-8}\) |

Lastly, Figure 4 shows that, although CRF-XmasNet reveals unstable performance, it also achieved top-of-the-class performance when compared against the best competitor, VGG16. In particular:

- in 8 out of 30 runs, the test AUROC of the CRF-XmasNet was higher than the best obtained with XmasNet;
- the top 6 best performing runs, considering CRF-XmasNet and XmasNet, were achieved by CRF-XmasNet;
- 19 of the 30 CRF-XmasNet runs obtained a performance higher than their average value;
- 22 of the CRF-XmasNet runs outperformed the XmasNet average value.

![Figure 4](image-url) **Figure 4.** Bar graph with 10 groups that represent the occurrences of the test AUROC regarding XmasNet, CRF-XmasNet, and VGG16 architectures observed over 30 runs. The blue, light gray, and dark gray bars refer to the CRF-XmasNet, XmasNet and VGG16 architectures, respectively. The star markers of the same color lie on the average ROC values for the three architectures.

Overall, the proposed approach provides satisfactory performance when compared against XmasNet, a state-of-the-art CNN architecture specifically designed for dealing with PCa mpMRI data. These results suggest the suitability of integrating CRF-RNN within XmasNet. While experimental results showed very good performance achieved by VGG16 and AlexNet, these results could be related to the reduced size of the PROSTATEx17 dataset [69]. That is, considering a dataset with thousands of MRI studies, XmasNet might outperform the other competitors because it is specifically designed...
for extracting salient features from MRI data. Therefore, we believe that CRF-XmasNet provides an important contribution for practitioners in the medical imaging field, as it shows how the integration of CRFs into XmasNet outperforms the baseline XmasNet architecture.

5. Discussion and Conclusions

In this work, the potential of integrating the CRF-RNN mechanism into a CNN architecture is presented, not only for MIA applications but also for the Image Classification field in general-purpose Computer Vision. This joint approach is built upon previous work that has shown that the combination of CRFs and CNNs in a hybrid end-to-end model can achieve promising performance across several benchmark datasets in image segmentation tasks [31,47,49,51,52,70]. The proposed CRF-XmasNet architecture leads to an interesting improvement over its baseline architecture (XmasNet [33]), and its best performance is comparable with the one obtained with deeper neural architectures, namely: AlexNet [34], VGG16 [44], and ResNet [45]. Additionally, our work showed that the use of CRFs as a postprocessing method is not suitable for the classification problem taken into account. This result corroborates the analysis reported in [31]. CRF-RNN can achieve competitive performance by also reducing the training time when compared against the baseline architecture. Despite these advantages, the integration of CRFs produces results characterized by a higher variability when compared against the other considered architectures. This phenomenon was observed also when the CRF-RNN component was integrated into AlexNet and VGG16. In this case, the two resulting architectures (i.e., CRF-AlexNet and CRF-VGG16) were characterized by high-variability of performance on both training and test sets.

The amount of homogeneous and well-prepared datasets represents an important challenge in biomedical imaging [24]. As a matter of fact, Deep Learning research has been recently focusing on issues related to medical imaging datasets with limited sample size, achieving promising performance by means of weakly-/semi-supervised schemes [49,71] as well as Generative Adversarial Network (GAN)-based data augmentation [72,73]. Moreover, methods tailored to each particular clinical application should be devised, such as for improving the model generalization abilities even in the case of small datasets collected from multiple institutions [15].

Given the common ground that the Machine Learning and Image Classification fields share, more promising and robust performance may be achieved by the further integration of CRFs into CNNs. For instance, CNN architecture tuning [74] might reduce the variability encountered in the experiments involving CRF-XmasNet and the other CNNs embedding CRFs. This contribution can open additional research directions aimed at investigating the performance variability of the CRF-RNNs when integrated into CNNs as an end-to-end approach, thus allowing for their use in a clinical environment.

In conclusion, the proposed end-to-end PCa detection approach might be used as a CAD, before the conventional mpMRI interpretation by experienced radiologists, aiming at increasing sensitivity and reducing operator dependence upon multiple readers [6]. To improve CS PCa classification performance, the combination with metabolic imaging might provide complementary clinical insights into tumor responses to oncological therapies [75]. Novel nuclear medicine tracers for Positron Emission Tomography (PET) [76] and hyperpolarized carbon-13 (13C) and sodium (23Na) MRI [77] can considerably improve the specificity for evaluating PCa with respect to conventional imaging, by understanding the pyruvate conversion to lactate for estimating the cancer grade [78]. From a computational perspective, novel solutions must be devised to combine multi-modal imaging data [79]. In the case of DNNs, a topology explicitly designed for information exchange—between sub-networks processing the data from a single modality—through cross-connections, such as in the case of cross-modal CNNs (X-CNNs) [80], might be suitable for combining multi-modal imaging data.
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