An Improved Location Model for Pedestrian Detection
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Abstract. Pedestrian detection in complex scenes has always been a research difficulty in computer vision. The performance of current methods was seriously degraded when the pedestrian is occluded or the size of pedestrians are too small, etc. In this paper, we propose a novel approach based on location model for the detection of multiple pedestrians, which aims to improve the efficiency of algorithms in complex scenarios. In the model, a fully convolutional neural networks for the classification of pedestrian and non-pedestrian are trained to learn pedestrian features first. Then trained model are used to search for pedestrian regions, and the regions where pedestrian may be present will be activated and marked with boxes. Finally, we fine tune the boxes to overlap them with the ground truth more precisely. Compared with the current methods on two pedestrian datasets, experimental results demonstrate the comparable performance of our approach in term of miss rates.
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1. Introduction

Pedestrian detection as the most popular and challenging problems in computer vision attracts lots of researchers. In the past ten years, a lot of good pedestrian detection algorithms \cite{1,2,3,4,5,6,7} have emerged. However, for CNN-based methods \cite{8,9,10,11,12}, such as Faster R-CNN, due to complexity of the scene, the performance of pedestrian detection is not very well. When the pedestrian is occluded or the size of the pedestrian is small, fully connected neural network are difficult to recognize these features so that the detector will neglect them. But in reality, these situations often occur. Thus, fast and accurate pedestrian detection in complex scenes is urgently needed.

In this paper, we propose a location based model for pedestrian detection. In order to obtain more efficient pedestrian detection, we improve the CAM \cite{13} to locate pedestrians. After pedestrian location, the image is separated into some regions, and a threshold can be set up to exclude some regions if their probabilities are lower than a certain threshold. The rest of region will be selected and marked with a box. To locate objects for convolutional neural networks more precisely, by replacing full-connected layers, we use full convolutional layers to be our training model.

The most related work to our algorithm is CAM \cite{13} and Faster-RCNN \cite{11}. CAM proposed by Zhou et.al, is a Channel-Wise Attention Mechanism, which is used to mine high-dimensional feature information of objects. Faster-RCNN as a generic object detector, contains RPN and Fast RCNN, in which RPN network was designed to generate a set of proposed regions instead of Selective Search and made use of Fast-RCNN for object recognition. In this paper, the advantages of both are exploited to construct pedestrian detection model.

The main contributions of this paper are listed as follows:(1) We propose an location based model...
using effective pedestrian region selection and improved pedestrian proposals. (2) The object location capability of CAM is improved by replacing full-connected layers. A full convolutional neural network is trained for object location. (3) Massive experimental results on two datasets demonstrate that the proposed algorithm significantly improves the detection rate pedestrian in complex scene.

2. The Proposal Model
In this section, we present the detailed implementation of our approach which includes three steps: pedestrian feature learning, region proposal and post processing. Firstly, we train a full convolutional neural network on the datasets that only include positive samples and negative samples (see Figure 1(a)), single pedestrian images and non-pedestrian images (see Figure 2). Secondly, the convolution kernels of trained convolutional neural network are transferred to the detection CNN for locating pedestrians. Then, the model will generate a pedestrian mask which displays the location of people. According to the pedestrian mask, we can use bounding boxes to mark the general position of pedestrians(see Figure 1(b)). At last, we fine tune the size and location of bounding boxes to make them more accurate and employ non-maximum suppression algorithm (NMS) [14] to delete redundant bounding boxes(see Figure 1(c)).

2.1. Pedestrian Feature Learning
To keep convolution nerve units learn pedestrian feature better, we should train a CNN-based network with two classifications. A CNN based on VGG [15] model is selected as our backbone network, and in the last convolutional layer, the network will produce 512 features maps.

After CNN network extracts features, the global average pooling is performed on the feature maps.
Then, the average result from global average pooling is used to indicate whether an input is pedestrian images (see Figure 1(a)). All parameters in network can be learned by minimizing the function:

\[ L = \frac{1}{n} \sum_{i=1}^{n} (-y_i \log(F(x_i)) - (1 - y_i) \log(1 - F(x_i))), \]

(1)

The datasets for training just include single pedestrian images and background images.

2.2. Region Proposal

In the previous section, we have completed the training of CNN-based network for classification. Then the convolution kernels will be transferred from classification network to detection network for pedestrian locating. An \( N \times M \) pixels image is input to the detection network to obtain deep convolutional features. the network will obtain 512 feature maps with the size of \( 1/16 \) of the input size. An average of all feature maps from the last convolutional layer will be computed to obtain the pedestrian mask (see Figure 1(b)). The pedestrian mask is with \( \frac{N}{16} \times \frac{M}{16} \) pixels, which respect to \( \frac{N}{16} \times \frac{M}{16} \) locations. Each element in the pedestrian mask indicates the probabilities of pedestrians appearing.

After the pedestrian mask are obtained, a threshold can be set up to exclude some locations if their probabilities are lower than a certain threshold. The rest of the regions are proposed. Then we map these proposed regions from these pedestrian masks to original image. Due to the proportion of pedestrian’s height and width is 2:1 generally, the proposed region is a bounding box whose ratio of height and weight is 2:1 approximately. Then a set of bounding boxes indicating position of pedestrians can be obtained.

2.3. Post Processing

To handle the variations of size and location of bounding boxes, we propose a multi-task regression model referring to RPN network. The multi-task regression model shares the convolutional features of proposed regions with detection model. We slide a small network over these convolutional features, which usually takes a 3*3 spatial window as the input of convolutional feature map. Each sliding window is mapped into lower-dimensional space. The features in low-dimensional space are fed into two sibling fully-connected layers: a box-adjustment layer and a box-score layer. The special model structure is shown in Fig 1(c).

In the box-adjustment layer, we use the parameterizations of four coordinates for bounding box fine-tuning, which are the same as the results in RPN. In the box-score layer, the IOU between predict box and ground truth is used to represent the score of bounding box, which is different from RPN. Therefore, the multi-task loss function is defined as following:

\[ L(p_i, t_i) = \frac{1}{n} \sum_{i=1}^{n} (l(p_i, p^*_i) + l(t_i, t^*_i)), \]

(2)

where Function \( l(x, y) \) is Smooth L1 Loss which is described in Fast-RCNN [10].

As training two regression networks, the parameters of the shared convolutional layer is fixed and only the parameters of the multi-task regression model is updated.

3. Experiment

To validate the effectiveness of the proposed method, extensive experiments on the INRIA person dataset [4] and the TUD-pedestrian dataset are conducted. The experimental results show that our method achieves the better performance by comparing with the generic detector (Faster RCNN) in terms of efficiency and accuracy. The MR(miss rate)-FPPI(false positive per image) and precision-recall (PR) are used as the evaluation metric.
Firstly, we compare the performance of the proposed algorithm and CAM on object location. Figure 3 shows a partial class activation maps obtained by CAM and our algorithm respectively. Obviously, our algorithm has better ability of occluded pedestrian location and small instance location than CAM.

From left to right, sub-figures in Figure 4 show the variation of miss rates of different methods [4, 10,11,12,16,17,18,19,20,21,22] on the two datasets. From this figure, we can see that our method obtains relatively good results among all methods in term of miss rate and precision. Figure 5 shows the results of pedestrian detection our method in the case of FPPI = 0.1 on INRIA person dataset and TUD-pedestrian dataset. The blue, green and red bounding boxes represent missing positives, false positives and true positives respectively.

![Figure 3: Some pedestrian activation maps obtained by CAM and our method respectively.](image)

![Figure 4: The variations of MR-FPPI of different methods on the INRIA and TUD-pedestrian dataset.](image)

![Figure 5: Some pedestrian detection results obtained our method on the INRIA person dataset and TUD-pedestrian dataset.](image)

### 4. Conclusions

In this paper, we propose an activation based region proposal model for pedestrian detection in complex scene. The model improves the structure of CAM by removing the full connected layer, which significantly improves the accuracy of pedestrian detection in complex scenes. Extensive experiments on two pedestrian datasets demonstrate the efficiency of the proposed model. As a future work, it is necessary to improve the regression model to make the bounding box more accurate.
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