Abstract. This paper defines a novel Bayesian inverse problem to infer an infinite-dimensional uncertain operator appearing in a differential equation, whose action on an observable state variable affects its dynamics. Inference is made tractable by parametrizing the operator using its eigendecomposition. The plausibility of operator inference in the sparse data regime is explored in terms of an uncertain, generalized diffusion operator appearing in an evolution equation for a contaminant’s transport through a heterogeneous porous medium. Sparse data are augmented with prior information through the imposition of deterministic constraints on the eigendecomposition and the use of qualitative information about the system in the definition of the prior distribution. Limited observations of the state variable’s evolution are used as data for inference, and the dependence on the solution of the inverse problem is studied as a function of the frequency of observations, as well as on whether or not the data is collected as a spatial or time series.
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1. Introduction. In the past decade, a greater understanding of infinite-dimensional Bayesian inference has developed, but it has largely been in the context of inferring functions [7, 24]. On other fronts, Bayesian inference of operators has been considered in several contexts, but the problem is either finite-dimensional or can be recast as a field inversion problem. For instance, in [11], the kernel of a convolution operator was inferred along with an image in a blind deconvolution problem, converting operator inference to field inversion. Much work has focused on inference of the covariance matrix of a multivariate Gaussian distribution, for example to quantify uncertain measurement errors [4, 8]. These matrices are finite-dimensional and do not directly affect the dynamics of the state, only their presumed measurement error. Furthermore, in both of these examples, the operator is not affecting the dynamics of the problem. In [13], an operator affecting the state dynamics was inferred, but the operator was finite-dimensional.

Non-Bayesian methods for inferring an operator affecting state dynamics from observations of the state variable have recently been developed. For instance, in [17] the operators in a reduced-order model are inferred deterministically using data generated from a higher-fidelity model’s output, taken at a variety of times, locations and model parameter values. The types of operators in question appear in dynamical systems and are often discretizations of differential operators, but the inference is in a deterministic setting. In large part, the operator inference problems mentioned here focus on inferring the elements of a finite-dimensional operator’s matrix representation directly.

In contrast, in this work prior knowledge of invariance in the modeled system (specifically, translation invariance) is exploited to determine the eigendecomposition of an unknown linear operator, and the inference problem is cast in terms of the operator’s eigenvalues. A Bayesian inverse problem is defined to infer the infinite-dimensional differential operator’s spectrum using observations of the state variable whose dynamics it affects. A favorable property of this approach is that the dimension of the inverse problem does not depend on the discretization of the problem, as is...
the case when inferring the matrix representation of the discretized operator. Instead the dimension of the inverse problem is determined by the spectral content of the solution to the inverse problem; that is, how many eigenvalues are informed by the observational data as determined by a global sensitivity analysis. In [16, 25] an operator inference is formulated in terms of a differential operator, parametrizing its symbol in Fourier space using a neural network, and deterministic constraints based on physical properties are placed on the Fourier symbol. The problem formulations of [17, 16, 25] are most similar to the Bayesian inverse problem posed here, however all methods use the full space- and time-varying evolution of the state variable(s), possibly for multiple initial conditions and/or model parameterizations, to infer the unknown operator.

This work instead focuses on the case of limited data, where either a snapshot in time of the spatially-varying state, or a time-series observation of the state at a specific location is observed. Data sparsity is a common issue in realistic physical applications. This work is a first step in investigating the feasibility of inferring uncertain or unknown dynamics governing physical phenomena with limited observations. To mitigate the effect of sparse data, physical constraints are imposed deterministically on the operator’s formulation. Additionally, qualitative information about the behavior of the system is imposed through the prior distributions defined on the operator parameterization. How the solution to the Bayesian inverse problem depends on the type of data (whether observations are a spatial series or a time series) and on the frequency of observations is explored. With limited data to constrain the operator, the need to encode prior information into its formulation is especially important. How prior information about physical realizability can be encoded in the operator’s form is demonstrated here.

The Bayesian inverse problem is focused on inferring an uncertain differential operator representing dispersion in a field-scale model of contaminant transport. Development of closure models for this phenomenon is an ongoing effort, so this work also has potential applications as a novel method of deriving such closures. While both practical and theoretical aspects of Bayesian inference of an infinite-dimensional operator must be explored, this work focuses on the practicalities of the problem. Conditions under which it is possible to parametrize the inference problem and challenges that arose during the process will be discussed.

2. Application problem description. When modeling a physical phenomenon, the first step is to bring reliable theory such as conservation laws to bear. Conservation laws generally contain unclosed terms for which models must be introduced to close the equations. Often the correct form for such closure models is unknown, given the information available to the modeler. This paper recasts the closure problem as a Bayesian inverse problem, where the closure model is represented as an uncertain operator acting on the state variable.

The application problem studied for this work is field-scale transport of a contaminant through a heterogeneous porous medium. For the purposes of this discussion, the 2D advection-diffusion equation is considered an accurate representation of the relevant physics, with the velocity governed by Darcy’s law and assumed incompressible in a medium with uniform porosity. For \( \mathbf{x} \equiv (x, y) \in [0, L_x] \times [0, L_y] \equiv \Omega \), let

\[
\frac{\partial c(x, t)}{\partial t} + \nabla \cdot (u(x)c(x, t)) = \nu_p \nabla^2 c(x, t),
\]

\[
\nabla \cdot (u(x)) = 0,
\]

\[
\mathbf{u}(x) = -\kappa(x)\nabla p(x),
\]

where \( c \in C^\infty(\Omega) \) is the concentration field of the contaminant; \( \mathbf{u} \in C^1(\Omega) \) is the velocity; \( \nu_p \) represents pore-scale diffusivity; \( \kappa(x) \) represents permeability, a measure of how easily fluid travels through the medium; and \( p \) is the pressure field. All fields are assumed periodic in \( x \), and \( c \)
and $\mathbf{u}$ are assumed to satisfy zero-Neumann boundary conditions in $y$. The initial condition and all parameters are assumed known, except for $\kappa$. Because the velocity depends on $\kappa$ through Darcy’s law, the permeability indirectly determines the transport of the contaminant. If $\kappa$ were known throughout the entire computational domain, the transport of the contaminant would be completely predictable.

In realistic problems, the structure of a permeability field is not available over the entire span of the domain due to limitations in sensing technology. Instead, it is possible to collect samples of the porous medium and study small sections of the domain in a laboratory. Viewing the permeability as a random field, the samples may be used to determine a mean and correlation structure. Assuming $\kappa$ is statistically homogeneous—that is, that its statistics do not depend on absolute location—the statistics determined in the lab are representative of its statistics over the whole domain. Thus, although the detailed behavior of the permeability field is not known, its statistics, and those of the velocity and other quantities that depend on it, can still be predictable.

It is common practice to make such assumptions and perform statistical averaging to derive an equation for the transport of the mean contaminant concentration field [1], and this approach is taken here. Additionally, depthwise ($y$-direction) averaging is performed for two reasons. First, although the evolution of the contaminant is assumed to occur in 2D, observations of the contaminant are limited to a depthwise average due to mixing that occurs when drawing fluid from a well for measurement. Second, the depthwise variation of the contaminant’s concentration is not generally the relevant quantity of interest; of more concern is when the average depthwise concentration of the contaminant exceeds a safe threshold downstream of some contaminant source.

To obtain a set of equations for the statistically- and spatially-averaged concentration, let

$$\langle f(x, y) \rangle \equiv \frac{1}{L_y} \int_0^{L_y} \mathbb{E}_\kappa [f(x, y)] \, dy$$

for a random field $f$, where $\mathbb{E}_\kappa$ signifies an expectation over the probability space of $\kappa$. The random field $f$ can thus be written as the sum of its mean and its deviation from that mean:

$$f = \langle f \rangle + f'.$$

Substituting this decomposition of $c$ and $\mathbf{u} = [u, v]$ into the high-fidelity equations (2.1) and (2.2) and applying the averaging operator to the equations gives

$$\frac{\partial \langle c \rangle (x, t)}{\partial t} + \langle u \rangle \frac{\partial \langle c \rangle (x, t)}{\partial x} + \frac{\partial \langle u'c' \rangle (x, t)}{\partial x} = \nu_p \frac{\partial^2 \langle c \rangle (x, t)}{\partial x^2},$$

$$\langle c \rangle (0, t) = \langle c \rangle(L_x, t),$$

$$\langle c \rangle (x, 0) = c_0(x).$$

Note that $\langle c \rangle$ is assumed periodic with period $L_x$, which enables the computationally-efficient solution of (2.4) using a Fourier-series expansion. The periodicity assumption is valid provided the velocity fluctuations are homogeneous with correlation lengths small compared to the period (in this work correlation lengths did not exceed 10% of $L_x$), and the contaminant is confined to a region that is small compared to the period (in this work simulations were stopped before the contaminant pulse reached the edges of the domain). Furthermore, $\langle u \rangle$ is constant, since by continuity

$$0 = \frac{\partial \langle u \rangle}{\partial x} + \frac{\partial \langle v \rangle}{\partial y} = \frac{\partial \langle u \rangle}{\partial x}.$$

This system of equations is exact but unclosed because of the second-order fluctuating term $\langle u'c' \rangle$. This term is often called the dispersive flux, and $\partial \langle u'c' \rangle / \partial x$ is herein called dispersion. A typical
closure model for $\langle u'c' \rangle$ is gradient diffusion [1]. However, it is well known that gradient diffusion can be an inadequate model for field-scale transport through heterogeneous media when dispersion dominates pore-scale diffusion and strong heterogeneities induce anomalous diffusion [12, 26, 14]. This work investigates the possibility of deriving a more general closure model for dispersion in scenarios where anomalous diffusion is significant. This is done by defining the problem so that it is in a high-Péclet number regime, to ensure dispersion dominates pore-scale diffusion in (2.1). In all cases herein the Péclet number is $Pe \equiv \langle u \rangle L_y / \nu_p = (1)(1)/(0.01) = 100$. Additionally, $\kappa$ are specified with sufficient heterogeneity that anomalous diffusion is observed. Further details on how the problem was defined to produce anomalous diffusion are provided in [18].

2.1. Uncertain operator as closure model. As an alternative to gradient diffusion, here we pursue the Bayesian inference of an uncertain operator acting on $\langle c \rangle$ to represent dispersion, defined such that

$$L \langle c \rangle = -\frac{\partial \langle u'c' \rangle}{\partial x}.$$

Because $L$ acts on $\langle c \rangle$ and appears in its evolution equation, it affects the dynamics of the mean evolution. The aim of this work is to assess the feasibility of inferring $L$ using only observations of $\langle c \rangle$ at varying locations and times.

To enable inference and to encode prior information in the operator’s form, $L$ is parametrized by its eigendecomposition, and relevant physical constraints are enforced on its eigenfunctions and eigenvalues in Section 3. Remaining uncertainties in the operator’s parametrization are represented using prior distributions, discussed in Section 4. In Section 5, Bayesian inference is performed using data generated from a model for which the operator’s form is known a priori to assess the feasibility of inferring the operator from data. Based on the findings of Section 5, in Section 6 the operator is inferred using sample statistics of $\langle c \rangle$ computed from solutions of the detailed model (2.1)-(2.3). The validity of the inferred operator as a closure model for $\partial \langle u'c' \rangle / \partial x$ is also assessed. Finally, conclusions and future work are discussed in Section 7.

3. Uncertain operator formulation. First, deterministic constraints on the operator’s form are imposed to encode prior information and to enable inference via the operator’s parametrization. These constraints are based on physical and mathematical characteristics of the problem that should not be violated by the introduction of the uncertain operator. For instance, the mean advection-diffusion equation is linear in $\langle c \rangle$. It is also shift-invariant because of the statistical homogeneity of the underlying medium. Finally, it is an expression of conservation of mass. The deterministic formulation of $L$ must be defined to respect these constraints.

To respect linearity in $\langle c \rangle$, $L$ is defined to be a linear operator. Substituting (2.5) into the mean evolution equation for $\langle c \rangle$ yields the system

$$\frac{\partial \langle c \rangle (x,t)}{\partial t} + \langle u \rangle \frac{\partial \langle c \rangle (x,t)}{\partial x} = \nu_p \frac{\partial^2 \langle c \rangle (x,t)}{\partial x^2} + L \langle c \rangle (x,t), \quad x \in (0,L_x),$$

$$\langle c \rangle (0,t) = \langle c \rangle (L_x,t),$$

$$\langle c \rangle (x,0) = c_0(x).$$

Because $L$ is linear and defined on a finite domain, it can be specified by its eigenvalues and eigenfunctions, $\lambda_k$ and $f_k$, $k \in \mathbb{Z}$. Assuming its eigenfunctions form a basis for the solution space of (3.1), its action on $\langle c \rangle$ can be expressed as

$$L \langle c \rangle (x,t) = \sum_{k=-\infty}^{\infty} \lambda_k c_k(t)f_k(x),$$

$$\langle c \rangle (0,t) = \langle c \rangle (L_x,t),$$

$$\langle c \rangle (x,0) = c_0(x).$$

Because $L$ is linear and defined on a finite domain, it can be specified by its eigenvalues and eigenfunctions, $\lambda_k$ and $f_k$, $k \in \mathbb{Z}$. Assuming its eigenfunctions form a basis for the solution space of (3.1), its action on $\langle c \rangle$ can be expressed as

$$L \langle c \rangle (x,t) = \sum_{k=-\infty}^{\infty} \lambda_k c_k(t)f_k(x),$$

$$\langle c \rangle (0,t) = \langle c \rangle (L_x,t),$$

$$\langle c \rangle (x,0) = c_0(x).$$
where \( c_k \) are the expansion coefficients of \( \langle c \rangle \). This parametrization enables further constraints to be applied to \( \mathcal{L} \) via \( \lambda_k \) and \( f_k \).

The second constraint is shift invariance, which means \( \mathcal{L} \) must commute with the spatial shift operator \( S_{x'} f(x) = f(x + x') \) for all \( x' \). The solution space of (3.1) is the set of continuously-differentiable periodic functions on the bounded domain \([0, L_x]\). On this domain the shift operator’s eigenfunctions are the Fourier modes, \( \exp \left( i a_k x \right) \), where \( a_k = 2 \pi k / L_x, \ k \in \mathbb{Z} \). This implies that the Fourier modes are the eigenfunctions of \( \mathcal{L} \) as well, since operators that commute share eigenfunctions. Let the Fourier coefficients of \( \langle c \rangle \) be denoted \( \langle \hat{c}_k \rangle \) (note that the averaging operator is applied to the coefficients because it commutes with the Fourier transform). Then the action of \( \mathcal{L} \) on \( \langle c \rangle \) can be expressed in a Fourier series as

\[
\mathcal{L} \langle c \rangle (x, t) = \sum_{k=-\infty}^{\infty} \lambda_k \langle \hat{c}_k \rangle (t) \exp (i a_k x), \quad a_k = \frac{2 \pi k}{L_x}.
\]

Since the eigenfunctions of \( \mathcal{L} \) are known, only its eigenvalues \( \lambda_k \) are uncertain and are constrained further. The advection-diffusion equation is a statement of mass conservation, so \( \lambda_k \) must be defined so that \( \mathcal{L} \)'s action does not add mass to the system. Then

\[
0 = \frac{d}{dt} \int_0^{L_x} \langle c \rangle (x, t) dx = \int_0^{L_x} \frac{\partial \langle c \rangle (x, t)}{\partial t} dx
\]

\[
= \int_0^{L_x} \nu_p \frac{\partial^2 \langle c \rangle (x, t)}{\partial x^2} + \mathcal{L} \langle c \rangle (x, t) - \langle u \rangle \frac{\partial \langle c \rangle (x, t)}{\partial x} dx
\]

\[
= \sum_{k=-\infty}^{\infty} \int_0^{L_x} (-\nu_p a_k^2 + \lambda_k - \langle u \rangle i a_k) \langle \hat{c}_k \rangle (t) e^{i a_k x} dx
\]

\[
= \lambda_0 \langle \hat{c}_0 \rangle,
\]

where all integrals in the sum are zero besides \( k = 0 \) because of periodicity. Thus it is sufficient to require \( \lambda_0 = 0 \) to conserve mass.

Additional constraints based on expected physical behavior can also be imposed. For instance, solutions of this physical system are known to decay spatially with time to a uniform \( \langle c \rangle \equiv \langle \hat{c}_0 \rangle \) as the contaminant is diffused throughout the domain. To ensure this behavior it is sufficient to require \( |\langle \hat{c}_k \rangle| \) decay with time \( \forall k \neq 0 \). The Fourier coefficients of the solution \( \langle c \rangle \) to (3.1) are

\[
\langle \hat{c}_k \rangle (t) = \langle \hat{c}_k \rangle (0) \exp \left( (-\nu_p a_k^2 + \lambda_k - \langle u \rangle i a_k) t \right), \quad k \in \mathbb{Z}.
\]

Separating this into its real and imaginary parts yields

\[
\langle \hat{c}_k \rangle (t) = \langle \hat{c}_k \rangle (0) \exp \left( (-\nu_p a_k^2 + \Re \{ \lambda_k \}) t + i (\Im \{ \lambda_k \} - \langle u \rangle a_k) t \right), \quad k \in \mathbb{Z}.
\]

Only the real part of the argument in the exponential affects the coefficients’ magnitude, so

\[
|\langle \hat{c}_k \rangle (t)| = |\langle \hat{c}_k \rangle (0)| \ \exp \left( (-\nu_p a_k^2 + \Re \{ \lambda_k \}) t \right).
\]

Then it is sufficient to require that

\[
(3.3) \quad -\nu_p a_k^2 + \Re \{ \lambda_k \} \leq 0
\]
to guarantee the solution fluctuations will not grow with time.

An additional property of this system is that the mean concentration should be propagated downstream. The imaginary part of the operator affects the advection of $\langle c \rangle$, which can be seen by rearranging the evolution equation of $\langle \hat{c}_k \rangle$:

$$\frac{d \langle \hat{c}_k \rangle}{dt} + i \left( \langle u \rangle a_k - \Im[\lambda_k] \right) \langle \hat{c}_k \rangle = \left( -\nu_p a_k^2 + \Re[\lambda_k] \right) \langle \hat{c}_k \rangle.$$ 

The velocity at which Fourier mode $k$ propagates is $\langle u \rangle - \Im[\lambda_k]/a_k$, so to guarantee downstream propagation for all wavenumbers it is sufficient to require

$$\langle u \rangle a_k - \Im[\lambda_k] > 0.$$ 

(3.4)

To this point the physical constraints placed on the operator resulted in simple constraints on its structure that were easy to impose. A further constraint on $L$ is that $\langle c \rangle$ must remain positive. Determining a constructive constraint to enforce this property is challenging. The typical approach of reformulating the problem in terms of the log $\langle c \rangle$ makes the governing equations nonlinear, which precludes the use of the eigenfunction expansion of $\langle c \rangle$ to parametrize the action of $L$. Conditions on the Fourier expansion of a function to guarantee positivity, a likely means of deriving such constraints for $L$, are an open area of inquiry. Due to these challenges a positivity constraint was not enforced here.

Note that $L$ should exactly represent the effects of dispersion on the evolution of $\langle c \rangle$, since, by definition,

$$L \langle c \rangle (x,t) = -\frac{\partial \langle u' c' \rangle (x,t) }{\partial x}.$$ 

In terms of the Fourier series solution of $\langle c \rangle$, this equates to $\lambda_k \langle \hat{c}_k \rangle (t) = -(i a_k) \langle (u' c')_k \rangle (t)$. Solving for $\lambda_k$ yields

$$\lambda_k = \frac{-(i a_k) \langle (u' c')_k \rangle (t) }{\langle \hat{c}_k \rangle (t)}.$$ 

This highlights that, unless $\langle (u' c')_k \rangle (t)/\langle \hat{c}_k \rangle (t)$ is a constant proportion as a function of time, an exact representation would in general require time dependence in $\lambda_k$. This time dependence cannot be recovered directly, however, because $\langle u' c' \rangle$ cannot be observed. For this initial study, $\lambda_k$ are assumed constant in time for simplicity. It should be noted that this assumption induces inadequacy in the formulation, which will limit its ability to successfully extrapolate in time. This completes the deterministic formulation of $L$ used in this work.

**4. Bayesian inference problem specification.** In Section 3, the uncertain operator $L$ was parametrized by its eigenvalues and eigenfunctions, and its eigenfunctions were determined to be the Fourier modes. The only remaining uncertainty in $L$ is in its eigenvalues $\lambda_k$, for which a Bayesian inverse problem will be defined. Observations of the mean concentration $\langle c \rangle$ at different times and locations constitute the data for the inverse problem. How many eigenvalues can be inferred, and how precisely, is assessed as a function of the frequency of observation and as a function of whether observations are collected in a time series or across the spatial domain. Samples of the posterior distribution are generated using Markov Chain Monte Carlo (MCMC).

Let the right-hand side of (3.1) be denoted $D$ so that

$$D \langle c \rangle \equiv \left( \nu_p \frac{\partial^2}{\partial x^2} + L \right) \langle c \rangle.$$

(4.1)
The uncertainty of $\mathcal{L}$ induces uncertainty in $D$, whose eigenvalues are denoted $\mu_k$. As discussed in Section 3, the eigenfunctions of $D$ are the Fourier modes because of the shift invariance of $L$ and the second derivative. The eigenvalues of $D$ are therefore given by

$$
\mu_k = -\nu p a_k^2 + \lambda_k,
$$

so that inference of $\mu_k$ is equivalent to inference of $\lambda_k$.

Inference will be formulated in terms of $\mu_k$ for two reasons. First, it is simpler to enforce the constraint $\Re[\mu_k] \leq 0$ to guarantee that $|\langle \hat{c}_k \rangle|$ decay with time, as discussed in Section 3. Second, it will allow for direct comparison with another popular model of contaminant transport through heterogeneous media, the fractional advection-diffusion equation (FRADE) [2, 21]. Given the parametrization of the uncertain operator using its eigendecomposition (3.2), the goal is to infer the uncertain eigenvalues of $D$, which forms the right-hand side of a generalized diffusion equation:

$$
\frac{\partial \langle c \rangle (x,t)}{\partial t} + \langle u \rangle \frac{\partial \langle c \rangle (x,t)}{\partial x} = D \langle c \rangle (x,t),
$$

$$
\langle c \rangle (0,t) = \langle c \rangle (L_x,t),
$$

$$
\langle c \rangle (x,0) = c_0(x).
$$

4.1. Prior specification. Prior distributions are defined on the real and imaginary parts of $\mu_k$, and their posterior distributions are inferred using observations of $\langle c \rangle$ in a Bayesian inverse problem. Because $\langle c \rangle$ is real, its Fourier coefficients are conjugate symmetric; that is, $\langle \hat{c}_{-k} \rangle = \overline{\langle \hat{c}_k \rangle}$, where $\overline{\cdot}$ represents the complex conjugate. As a result, the action of $D$ on $\langle c \rangle$ can be expressed using just the eigenvalues associated with positive wavenumbers:

$$
D \langle c \rangle (x,t) = 2 \Re \left[ \sum_{k=1}^{\infty} \langle \hat{c}_k \rangle (t) \mu_k \exp(ia_kx) \right],
$$

where the series is indexed from 1 because $\mu_0 = 0$ to conserve mass. An upper bound on the number of eigenvalues to be inferred is $N_k$, the number of terms in a similar Fourier expansion needed to resolve the initial condition $c_0(x)$. This is because the Fourier coefficients of $\langle c \rangle$ decay with increasing $k$ and time, so the number of terms needed to resolve $\langle c \rangle$ will never exceed those required to resolve $c_0$. It should be noted that for problems that exhibit this property, the dimensionality of the inverse problem for the operator is determined by the spectral content of the solution, not by the discretization of the problem, as it would be if the discretized values of the operator were inferred directly.

The prior distributions for the real and imaginary parts of the eigenvalues of $D$ are defined using the deterministic constraints discussed in Section 3 and considerations of what values they would plausibly take. For the real part of the eigenvalues, recall that $\Re[\mu_k] \leq 0$ to ensure $|\langle \hat{c}_k \rangle|$ decay with time. This is a hard upper bound for the real parts that cannot be violated. A plausible lower bound for the real parts is determined by observing that the value of an eigenvalue cannot be inferred from the data if the corresponding Fourier mode is too rapidly damped. The plausible lower bound is therefore set as the eigenvalues of a diffusion operator with diffusion coefficient $\nu_{\max}$ that ensures that at least the lowest wavenumber Fourier coefficient does not decay by more than some factor $A$ in magnitude while propagating the length of the domain $L_x$ at the velocity $\langle u \rangle$. In this case, the value of $\nu_{\max}$ is given by

$$
\nu_{\max} = \frac{L_x \langle u \rangle \ln A}{4\pi^2}.
$$
For the values of $L_x$ and $\langle u \rangle$ used in Sections 5 and 6 ($L_x = 4$, $\langle u \rangle = 1$) and $A = 10^{10}$ one obtains $\nu_{\text{max}} \approx 2.5$, which is used to define the priors below. The posteriors determined in Sections 5 and 6 are dominated by the likelihood, so the plausible lower bounds defined here have no impact on the inference.

The imaginary parts of $\mu_k$ are identical to those of $\lambda_k$, so they must satisfy the same condition to guarantee downstream propagation for this problem:

$$\langle u \rangle a_k - \Re[\mu_k] > 0 \implies \Im[\mu_k] < \langle u \rangle a_k.$$  

This is a hard upper bound on the imaginary parts of the eigenvalues. A plausible lower bound of $\Im[\mu_k] \geq -\langle u \rangle a_k$ is imposed. This bound implies the contribution to transport from dispersion will be less than or equal to the contribution from advection, which is expected in practice. As with the plausible bound for the real parts of the eigenvalues, the prior is dominated by the likelihood in the posterior, so this specification was determined not to have an effect on the results.

Let $\Re[\mu_k] \equiv R_k$. The bounds on $R_k$ are $-\nu_{\text{max}}a_k^2 \lesssim R_k < 0$, where the $\lesssim$ denotes the plausible bound. The negative real parts $-R_k$ are then represented using the exponential distribution:

$$p(-R_k) = \exp\left(-(-R_k)/\beta_k\right)/\beta_k.$$  

The scaling coefficients $\beta_k$ are defined so that 95% of the probability mass for each $-R_k$ falls between 0 and $\nu_{\text{max}}a_k^2$. This is done using the CDF of $-R_k$, $P(-R_k) = 1 - \exp\left(-(-R_k)/\beta_k\right)$:

$$0.95 = P\left(-\nu_{\text{max}}a_k^2\right) = 1 - \exp\left(-\frac{\nu_{\text{max}}a_k^2}{\beta_k}\right)$$

$$\Downarrow$$

$$\beta_k = -\frac{\nu_{\text{max}}a_k^2}{\ln 0.05}.$$  

The negative real parts are bounded from below by zero. This can harm mixing for MCMC algorithms that employ Gaussian proposal distributions, which can generate many samples outside the parameter domain. To avoid the bound, the transformed variables $r_k = \log(-R_k)$ were inferred instead. Their prior distributions can be computed analytically using a variable transformation and are defined as

$$r_k = \log(-R_k),$$

$$p(r_k) = \frac{\exp\left(-e^{r_k}/\beta_k + r_k\right)}{\beta_k},$$

where $\beta_k$ are the same as for the distributions of $R_k$. This prior distribution and the distribution of $-R_1$ is shown in Figure 1 for reference.

Let $\Im[\mu_k] \equiv I_k$. The bounds on $I_k$ are $-\langle u \rangle a_k \lesssim I_k < \langle u \rangle a_k$, where again $\lesssim$ denotes the plausible bound. To derive a variable that is consistent with the exponential distribution, let $U_k = \langle u \rangle a_k - I_k$. Then $0 < U_k \leq 2 \langle u \rangle a_k$, and the scaling coefficients of the exponential distribution
are defined so that 95% of the probability mass falls between these bounds as was done for $-R_k$. To avoid the hard lower bound on $U_k$ the transformed variables $u_k = \log(U_k)$ were inferred instead.

Inference of the parameters $\Theta \equiv [r_1, r_2, \cdots, u_1, u_2, \cdots]$ is performed. The real and imaginary parts of the eigenvalues are then recovered using the transformations

$$
R_k = -e^{r_k}, \\
I_k = \langle u \rangle a_k - e^{u_k}.
$$

(4.6)

All parameters are assumed independent, so the infinite-dimensional prior density is defined as

$$
p(\Theta) \equiv \prod_{k=1}^{\infty} p(r_k)p(u_k).
$$

Recall, however, that the number of inferred eigenvalues is limited to at most $N_k$, where $N_k$ is the number of Fourier modes required to resolve the Fourier expansion of the initial condition. The truncated version of the prior is thus defined as

$$
p(\Theta) \equiv \prod_{k=1}^{K} p(r_k)p(u_k),
$$

(4.7)

where $K \leq N_k$. $K$ is determined by a global sensitivity analysis, described in Subsection 4.3.

4.2. Likelihood specification. Several data sets will be considered, but in all cases an additive, normally-distributed measurement error is assumed. The data model is denoted

$$
d_i = \langle c \rangle (x_i, t_i; \Theta) + \epsilon_i, \quad i = 1, \cdots, N_{\text{obs}}, \quad \epsilon_i \sim \mathcal{N}(0, \Sigma),
$$

where $\Sigma$ is the measurement error covariance matrix. Then the likelihood is defined as

$$
p(d|\Theta) = \exp \left( -\frac{1}{2} \| d - \langle c \rangle \|_{\Sigma^{-1/2}}^2 \right) / (2\pi)^{N_{\text{obs}}/2} |\Sigma|^{-1/2}.
$$

(4.8)
4.3. **Inference implementation.** Before inference a global variance-based sensitivity analysis is performed to determine to which eigenvalues \(\langle c \rangle\) is most sensitive [23, 19, 20]. The sensitivity is assessed by computing the Sobol’ total-effect index, a measure of the contribution to variance in \(\langle c \rangle\) from varying an eigenvalue alone as well as from its variation along with other eigenvalues. Any eigenvalues whose Sobol total-effect indices exceed a heuristic threshold are included in the inference, and the rest are fixed at a reasonable value as described below. This heuristic threshold was determined by studying mixing of Markov chains at different threshold values and selecting the value that produced the best mixing. The sensitivity analysis is performed using the Python software package SALib [6].

To generate samples of the posterior distributions of the eigenvalues using Markov Chain Monte Carlo (MCMC), the Delayed Rejection Adaptive Metropolis (DRAM) algorithm [5], implemented in Version 1 of the MIT UQ Library (MUQ1) [15], is used. The starting point of the Markov chain is determined by performing two deterministic optimizations, also using MUQ. The first optimization is performed with the assumption that \(D = \nu \partial^{\alpha} \alpha \partial x\alpha\), and \(\nu, \alpha\) are optimized to maximize the likelihood density. The second optimization is initialized at the solution of the first optimization and relaxes the assumption on the form of \(D\), optimizing over \(r_k\) and \(u_k\) to maximize the posterior. Only the eigenvalues to which \(\langle c \rangle\) is sensitive are optimized and included in the Bayesian inference. To ensure the uninferred eigenvalues are set at reasonable values, they are fixed at the solution of the first optimization. By fixing the insensitive eigenvalues at those of the fractional derivative, the Bayesian inference can be interpreted as finding a correction to the fractional derivative for the sensitive eigenvalues.

4.4. **Analysis of MCMC results.** Chains of length \(3 \times 10^5\) were run, and the first \(1 \times 10^5\) samples were discarded as burn-in for each of the cases discussed. The Kullback-Leibler divergence (DKL or KL divergence) is a natural measure of how much information was gained through inference [10], since it is a measure of how different two probability distributions are from each other. Of interest for this work is the KL divergence between the marginal prior and posterior for each parameter, since this will provide an assessment of how much information is gained about the eigenvalues as a function of \(k\). The DKL between prior and posterior for a single parameter \(\Theta_k\) is defined as

\[
D \left( p(\Theta_k | d) \bigg| p(\Theta_k) \right) = \int \ln \left( \frac{p(\Theta_k | d)}{p(\Theta_k)} \right) p(\Theta_k | d) d\Theta_k.
\]

Larger values of KL divergence indicate greater information gain between posterior and prior.

If an analytical expression for the marginal posterior were available, this integral could be approximated using Monte Carlo integration by

\[
D \left( p(\Theta_k | d) \bigg| p(\Theta_k) \right) \approx \frac{1}{N_s} \sum_{i} \ln \left[ p \left( \Theta_k^{(i)} | d \right) \right] - \ln \left[ p \left( \Theta_k^{(i)} \right) \right], \Theta_k^{(i)} \sim p(\Theta_k | d),
\]

where \(N_s\) is the number of samples used in the sample mean. Because an analytical expression is unavailable, an approximation of the posterior distribution must be provided. It is common to approximate the posterior using a Kernel-Density Estimate (KDE) approximation [22], built using samples from the posterior generated using MCMC. However, in this case, MCMC samples of the posterior indicate a nearly-Gaussian posterior so a Gaussian approximation was used. The KL
divergence between a single parameter $\Theta_i$’s marginal posterior and prior is thus approximated by
\begin{equation}
D\left(p(\Theta_k|d) \bigg| \bigg. \bigg. p(\Theta_i)\right) \approx \frac{1}{N_s} \sum_{i=1}^{N_s} \ln \left[p_{GA}\left(\Theta^{(i)}_k | d\right)\right] - \ln \left[p\left(\Theta^{(i)}_k\right)\right], \quad \Theta^{(i)}_k \sim p(\Theta_k|d),
\end{equation}
where $p_{GA}$ denotes a Gaussian approximation.

5. Case 1: Data from Fractional Advection-Diffusion Equation. To study how successful Bayesian inference can be in the case where $D$ could exactly represent the underlying operator, data was generated using a 1D fractional advection-diffusion equation (FRADE), defined as
\begin{equation}
\frac{\partial \langle c \rangle (x,t)}{\partial t} + \langle u \rangle \frac{\partial \langle c \rangle (x,t)}{\partial x} = \nu \frac{\partial^\alpha \langle c \rangle (x,t)}{\partial x^\alpha}, \quad x \in (0,4), \quad \alpha \in [1,2]
\end{equation}

\begin{align*}
\langle c \rangle (0,t) &= \langle c \rangle (4,t), \\
\langle c \rangle (x,0) &= \exp \left(-\frac{(1-x)^2}{2\beta^2}\right) \quad \text{with } \beta = 0.1.
\end{align*}

The data used for inference in this section was generated with $\langle u \rangle = 1$, $\alpha = 1.5$, and $\nu = 0.05$ and taken at times $(x_i, t_i)$ from a Fourier series solution of (5.1) on a 512-point regular spatial grid, with Fourier coefficients defined as
\begin{equation}
\langle \hat{c}_k \rangle (t_i) = \langle \hat{c}_k \rangle (0) \exp \left(\nu (ia_k)^\alpha - \langle u \rangle (ia_k) t_i\right).
\end{equation}

Fractional PDEs can be seen as limiting forms to solutions of continuous-time-random-walk models, which are popular representations of anomalous diffusion in heterogeneous porous media [2]. An example of the time evolution of the concentration field generated from this model is shown in Figure 2. In this case it is known a priori that the true eigenvalues of $D$ are $\mu_k = \nu (ia_k)^\alpha$, making it possible to study if the true values are recovered in different data scenarios.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{The evolution of a Gaussian initial condition with the FRADE at $t = 1$ and $t = 2$, or $1/4$ and $1/2$ of a flowthrough time, respectively.}
\end{figure}
Table 1: The number of sensitive eigenvalues for different data scenarios, with data drawn from solutions of the FRADE (5.1) with $\alpha = 1.5$ and $\nu = 0.05$. Observations are equally spaced in space or time, over the whole spatial domain or over $t \in [0, 4]$.

| Spatial series | Observation time | # sensitive eigenvalues | Time series | Observation location | # sensitive eigenvalues |
|----------------|------------------|-------------------------|-------------|----------------------|------------------------|
|                | 0.5              | 10                      | 2.0         | 5                    |
|                | 1.0              | 8                       | 3.0         | 5                    |
|                | 2.0              | 7                       | 4.0         | 5                    |

5.1. Likelihood. Data was generated by sampling the FRADE solution over a range of times and locations. Random noise distributed according to $\mathcal{N}(0, \sigma^2)$ was added to the model evaluations to simulate measurement error. The measurement standard deviation of $\sigma = 0.005$ corresponding to a 1% standard error in the maximum concentration $\langle c \rangle = 1$ was used, making the form of the likelihood

$$p(d|\Theta) = \frac{1}{(2\pi\sigma^2)^{N/2}}\exp\left(-\frac{1}{2\sigma^2} \| d - \langle c \rangle \|_2^2 \right), \quad \sigma = 0.005.$$  

5.2. Results. The eigenvalues of $D$ were inferred using spatial- and time-series data with 32, 64, or 512 observations, taken at regular intervals across the entire spatial domain, or in time from $t = 0$ to 4, which is the time required to advect the length of the domain at velocity $\langle u \rangle = 1$. In both cases, the entirety of the pulse and its tails was observed.

Global variance-based sensitivity analysis was performed to determine how many eigenvalues to infer for each data scenario. The number of eigenvalues whose Sobol indices exceeded the tolerance of $10^{-4}$ for each scenario are reported in Table 1. The number of sensitive eigenvalues did not depend on the number of observations taken over the range investigated (from 32 to 512), so only the observation location or time for time-series or spatial-series data is reported. The decay of higher wavenumber coefficients in the Fourier series solution of $\langle c \rangle$ as a function of time mean that an upper bound on the number of possibly sensitive eigenvalues is set by the number of modes initially excited in the initial condition. For the initial condition specified in Equation (5.1), the first 47 modes were excited, based on a threshold of $10^{-13}$ for the modulus of the coefficient. Additionally, the decay of coefficients with time means that the number of modes that remain excited and thus the eigenvalues to which $\langle c \rangle$ is sensitive will decay accordingly. This is demonstrated by the spatial-data cases, where the number of sensitive eigenvalues decreased with increasing time. Cases with spatial data observed at a single time were sensitive to more eigenvalues than cases with time-series data observed at a single location. The maximum number of eigenvalues that were informed over all the cases considered was 10, significantly fewer than the number of initially excited modes in the initial condition.

KL divergences of the posterior relative to the prior for inference using spatial-series data are presented in Figure 3 and Figure 4. In the case of Figure 3, the frequency of observation was varied. In the case of Figure 4, the time at which the data was collected was varied. As shown in Figure 3, increased frequency of observation in the spatial domain led to higher information gain in the eigenvalues that were informed by the data, as indicated by a higher KL divergence. The number of eigenvalues that were informed by the data depended on the time at which the spatial observations were made, as seen in Figure 4. For successively later times, the solution was sensitive to fewer and fewer eigenvalues. It is interesting to note that the information gain for the lowest-frequency eigenvalues increases with later observation times, but that the decay in the KL
divergence as a function of $k$ was more rapid for later observations. The more rapid decay for later observations is not surprising, since the timescales on which the Fourier modes are dampened varies inversely with their wavenumber. The more rapid damping of high wavenumber modes makes them more difficult to observe at later times. Conversely, the lowest wavenumbers evolve slowly, which makes their evolution more difficult to observe at early times. This is presumably why the KL divergence for the lowest wavenumber modes increases with observation time.

![Spatial series, $t_{obs} = 1.00$](image)

**Figure 3:** KL divergences of posteriors relative to priors for Bayesian inference from spatial-series data with varying number of observation $N_{obs}$ evenly spaced through the spatial domain of the solution of (5.1).

![Spatial series, $N_{obs} = 512$](image)

**Figure 4:** KL divergences of posteriors relative to priors for Bayesian inference from spatial-series data with varying observation time $t_{obs}$ of the solution of (5.1).

It is infeasible in realistic applications to have abundant spatial observations of the concentration field, since obtaining data from each location would require the creation of a different well. Instead it is more likely that one would have access to time-series observations of concentration at a limited number of locations. To reflect this, time-series data at one location was also used in the Bayesian inference of the eigenvalues.

Each time series of $\langle c \rangle$ observations was sensitive to only the first 5 eigenvalues of $\mathcal{D}$. The time-series data may be sensitive to fewer eigenvalues than the spatial-series data because higher
wavenumber modes are more rapidly damped, so that only data from the early times in the time series are sensitive to them. Once again, increased frequency of observation increased information gain for the informed eigenvalues, as shown in Figure 5. The information gain was less sensitive to the location at which the time-series data was collected than it was to the time at which spatial-series data was collected, as shown in Figure 6. This may be due to the observation locations not being far enough apart to significantly change the information available from the time series. While fewer eigenvalues were informed by time-series data than by spatial-series data, the information gain in those that were informed is similar. Both for time-series and spatial-series data, the posterior

![Figure 5](https://via.placeholder.com/150)

**Figure 5:** KL divergences of posteriors relative to priors for Bayesian inference from time series data of varying number of observations $N_{\text{obs}}$ of the solution of (5.1) evenly spaced in the time period $[0, 4]$.

![Figure 6](https://via.placeholder.com/150)

**Figure 6:** KL divergences of posteriors relative to priors for Bayesian inference from time-series data from varying observation locations $x_{\text{obs}}$ of the solution of (5.1).

distributions for cases with abundant ($N_{\text{obs}}=512$) data contained the true value of the eigenvalues in their high-probability regions (see, e.g. Figure 7). Note that the support of the posterior is so concentrated relative to the prior distribution that the prior appears flat at the scale of the posterior. Furthermore, statistics of $\langle c \rangle$ evaluated using posterior samples of $D$ and evolved outside the regime of the inference data were consistent with the true evolution, as shown in Figure 8. For
the sparsest data ($N_{obs} = 32$), the posterior marginal distributions also largely contained the true value of the eigenvalues in their high-probability regions (see, e.g. Figure 9). However, statistics of $\langle c \rangle$ evaluated using posterior samples of $D$ and evolved outside the regime of the inference data can yield nonphysical oscillations in the tails of $\langle c \rangle$ and negative concentrations, as shown in Figure 10.

The likelihood can only penalize oscillations that induce large misfits with the data. Sparse observations allow for oscillations to occur between the data points. Time-series data is especially ill equipped to penalize oscillations, since they can occur anywhere in the spatial domain, as long as they are not evident when the solution crosses the observation point. This can be seen, for instance, in Figure 10, where oscillations in the tails are present downstream of the observation point at $x = 2.0$. This result highlights the need to impose as many constraints as possible in data-sparse situations, especially when the available data cannot penalize a particular nonphysical behavior. The MLE FRADE solutions from the first-pass optimization used to seed the MCMC chains were observed to be positive in all data scenarios, so the oscillatory behavior and negative concentrations are induced when the set of sensitive eigenvalues are calibrated separate from the rest of the spectrum. The positivity of the PDE solution depends on the spectrum as a whole, so it is postulated that a correlation relationship between the eigenvalues could be imposed which would guarantee positivity; however, such a relationship was not determined as part of this work. Correlation matrices computed using posterior samples for the inference using 512 spatial-series observations at time 0.5 and for the inference using 32 time-series observations at $x = 2.0$ are presented for the interested reader in Figure 16a and Figure 16b, respectively.

**Figure 7:** The posterior and prior marginal probabilities for the real and imaginary parts of the first two eigenvalues, inferred from 512 spatial observations of the solution of (5.1) equally spaced over the spatial domain, taken at time $t = 0.5$. 
Figure 8: Statistics of $\langle c \rangle$ evolved using posterior samples from inference with 512 equally-spaced spatial observations of the solution of (5.1) collected at $t = 0.5$. 
Figure 9: The posterior and prior marginal probability densities for the real and imaginary parts of the first two eigenvalues of $\mathcal{D}$, inferred using 32 time-series observations of the solution of (5.1) taken at $x = 2.0$ and uniformly spaced over $[0, 4]$ in time.
Figure 10: Statistics of $\langle c \rangle$ evolved using posterior samples from inference using 32 time-series observations of the solution of (5.1) taken at $x = 2.0$ and uniformly spaced over $[0, 4]$ in time.
6. Case 2: Data from the direct numerical computation of $\langle c \rangle$. The study in Section 5 indicates that it is possible to infer the eigenvalues to which $\langle c \rangle$ is sensitive, at least when the true operator lies in the probability space of the operator being inferred. Based on this positive result, the same procedure is used in this section to infer the uncertain eigenvalues using data generated from the detailed evolution equations for $c$, (2.1)-(2.3). The full specification and implementation of this high-fidelity model is detailed in Appendices A, B, and C of [18]. Observations of $\langle c \rangle$ are produced by averaging over an ensemble of evolutions of $c$, generated by solving the high-fidelity model defined in (2.1)-(2.3) for an ensemble of independent, identically-distributed samples of the permeability field $\kappa$. The goal of this study is to examine the spectrum of the uncertain linear differential operator inferred using data exhibiting anomalous diffusion, and compare its spectrum to that of the operators typically used as models of the phenomenon. Whether the inferred spectrum is valid for times not included in the inference is also considered.

6.1. Data and measurement error. The data used for the inference was collected as an ensemble average of depthwise-averaged solutions of the high-fidelity model defined in (2.1)-(2.3) with initial condition

$$c_0(x, y) = \exp \left( -\frac{(1-x)^2}{2\beta^2} \right) \quad \text{with } \beta = 0.1$$
on the domain $[0, 4] \times [0, 1]$. The ensemble average was computed over the space of permeability fields distributed according to

$$\ln \kappa \sim \mathcal{N}(0, C(x, x')), \quad C(x, x') \equiv \sigma^2 \exp \left( -\frac{(x-x')^2}{2\ell_x^2} - \frac{(y-y')^2}{2\ell_y^2} \right).$$

An ensemble of 576 evolutions of $c$ was generated by sampling $\kappa$ and solving (2.1)-(2.3). These 2D evolutions were averaged in $y$, and the sample mean of these depth-averaged solutions $\langle c \rangle_y$ was computed and used as data for inference, denoted here $\langle c \rangle_N$, $N = 576$. Observations were taken at all 512 points on the grid in the streamwise direction at time $t = 0.4$, or $1/10$ of a flowthrough time ($L_x/\langle u \rangle = 4$).

6.2. Likelihood. The sampling error in the sample mean $\langle c \rangle_N$ was assumed to be consistent with the multidimensional Central Limit Theorem:

$$d = \langle c \rangle_N + \epsilon, \quad \epsilon \sim \mathcal{N} \left( 0, \frac{\Sigma}{N} \right),$$

where $\Sigma$ is the covariance matrix of the distribution of $\langle c \rangle$, which was estimated using the sample covariance matrix $S_N$. In the tails of the ensemble-averaged concentration field, far from the mode of the pulse, the sample variance approached zero. To avoid numerical issues in inverting the covariance matrix for the likelihood computation a minimum variance of $10^{-6}$ was imposed, yielding the likelihood

$$p(d|\Theta) = \exp \left( -\frac{1}{2} \| (\langle c \rangle(\Theta) - d \|_{S^{-1/2}} \right),$$

$$S_{ij} = \begin{cases} \max \left( \frac{(S_N)_{ij}}{N}, 10^{-6} \right), & i = j, \\ (S_N)_{ij}/N, & i \neq j. \end{cases}$$
6.3. Results. The eigenvalues of $D$ were inferred using abundant spatial data to replicate the most successful conditions for inference from Section 5. This abundance of spatial observations penalizes nonphysical oscillations in $\langle c \rangle$ through the likelihood, since the operator is not constrained against this behavior directly. As with Section 5, it is expected that if sparse time-series data were used, the same oscillatory behavior could arise. However, the data in this case is smoother than in Section 5, which was corrupted with uncorrelated noise; with sparse data the likelihood in Section 5 would be minimized for evolutions of $\langle c \rangle$ that had small fluctuations that fit the noise in the data, while such oscillations in the data do not occur in this case. Because of this it is possible that in this case the oscillations in $\langle c \rangle$ would be much less significant relative to Section 5, though this possibility was not explored here. The solution $\langle c \rangle$ from the generalized ADE was sensitive to the first 11 eigenvalues, using the same sensitivity analysis procedure as Section 5. The KL divergences for the informed eigenvalues are shown in Figure 11. The KL divergences are lower than in Section 5, presumably because the correlation in the data makes it less informative. The correlation matrix computed using posterior samples is presented for the interested reader in Figure 16c. The resulting evolutions of $\langle c \rangle$ evaluated using posterior samples indicate good agreement with the data used in the inference, as shown in Figure 12. However, the solution for $\langle c \rangle$ at later times, as in Figure 13, makes it clear that the inferred eigenvalues for $D$ do not capture the evolution of $\langle c \rangle$. To reproduce the evolution of $\langle c \rangle$ the eigenvalues of $D$ must be time dependent. Since $D \equiv \nu_p \partial^2 / \partial x^2 + \mathcal{L}$, the only possible source of this time dependence is $\mathcal{L}$. As discussed in Section 3, the eigenvalues of the deterministic operator $\mathcal{L}$ that would reproduce the effects of dispersion on the mean are time dependent, so this does not come as a surprise.

![Spatial series data, $N_{obs} = 512, t = 0.4$](image)

**Figure 11:** KL divergence of posteriors relative to priors for Bayesian inference from spatial-series data generated from the high-fidelity model.

Though it cannot successfully extrapolate in time, the operator was general enough that its posterior was consistent with the data used to infer its eigenvalues. In comparison, the fractional derivative that maximized the likelihood (the FRADE MLE) was not consistent with the data, as shown in Figure 14. As shown in Figure 15, the mean of the inferred spectrum of $D$ exhibits a more complex dependence on wavenumber than would be captured with a fractional derivative. While the magnitude of the fractional derivative eigenvalues grows as a fixed power of $k$, this is not true for the inferred eigenvalues. Additionally, the rate of growth as a function of $k$ is different between the real and imaginary parts of the eigenvalues. Finally, note that the imaginary parts of the inferred eigenvalues are the same order of magnitude as the real part, in contrast to a gradient-
diffusion model of dispersion which predicts real eigenvalues. These findings indicate that more complex wavenumber dependence, as well as time dependence, are important to the development of an adequate closure model for anomalous diffusion.
Figure 14: FRADE solution $\langle c \rangle$, using the maximum likelihood estimator values of $\nu$ and $\alpha$ for the fractional derivative, compared to the calibration data from the high-fidelity model.

Figure 15: The real and imaginary parts of $\mu_k$, computed using the posterior mean values of $r_k$ and $u_k$, compared to the eigenvalues of the fractional derivative with maximum likelihood estimator values of $\nu$ and $\alpha$. 
7. Conclusions. In this paper a Bayesian inverse problem was posed to infer the spectrum of an infinite-dimensional differential operator appearing as a closure term in a model for mean contaminant transport through a heterogeneous porous medium. Observations of the state variable on which the operator acts were used as inference data. The operator was parametrized using its eigendecomposition, and physics-based constraints were mathematically imposed on its eigenfunctions and eigenvalues. In this case the operator’s eigenfunctions were known to be the Fourier modes. Remaining uncertainties in its eigenvalues were represented as probability distributions, which were updated using Bayes’s theorem.

The parameterization of the operator using its eigendecomposition provided a useful insight into its action on the state variable. Most of the relevant physical constraints in the problem translated into straightforward constraints on the eigendecomposition. However, a simple, constructive method to enforce positivity preservation on the operator was not available. This is presumably because of the nonpositivity of the Fourier mode eigenfunctions, rather than because of the infinite-dimensional operator formulation itself. As shown in Section 5, with enough spatial data to penalize nonphysical behavior, the lack of this constraint can be overcome to infer an operator that produces physical evolutions. However, for data that does not penalize nonphysical behavior, such as sparse time-series data, the constraint would be necessary. This demonstrates the importance of enforcing as much prior information as possible in scenarios with limited data.

In the case where the uncertain operator could exactly represent the underlying dynamics of the model, as in Section 5, the inferred eigenvalues converged to their true values with increasing frequency of observations in time or space. The inherent dimension of the Bayesian inverse problem is limited by the spectral content of the state, as was illustrated through the global sensitivity analysis performed in the different data scenarios. This dimension is independent of the discretization of the problem. Because of this, although the operator is defined to be infinite dimensional, the effective dimensionality of the problem in all cases was relatively small, not exceeding 10 eigenvalues in any of the data scenarios studied.

In Section 6, the operator’s eigenvalues were inferred using data generated from a high-fidelity model that exhibits anomalous diffusion. The operator’s eigenvalues were inferred using observations of the state variable at a single time and at every point in the computational domain. Though the model evaluations using samples from the posterior of the inferred operator were consistent with the calibration data, they were not consistent with observations of the state at later times. This is not surprising since, as discussed in Section 3, the operator’s eigenvalues would need to be time dependent to fully capture the time-dependent relationship between \( \langle c \rangle \) and \( \langle u'c' \rangle \). The operator formulation posed here is more general than the fractional-derivative and gradient-diffusion models which are common closures for dispersion, since it does not require the eigenvalues grow according to fixed power of \( k \). However, even this more general operator could not successfully extrapolate in time. This suggests that a successful closure representation of anomalous diffusion must account for the time dependence of the process, perhaps through use of a richer state description e.g. modeling the evolution of the variance of \( c \).

This work is an initial step in assessing the feasibility of inferring an uncertain operator appearing in a PDE-based physical model using limited data. It does not address the well-posedness of the infinite-dimensional inference problem, however the generalization of existing theory for infinite-dimensional Bayesian inverse problems to operators is an interesting future research direction. The inverse problem was cast in terms of its eigendecomposition, which enabled physical constraints to be encoded deterministically and in a straightforward manner. Additionally, qualitative physical information was encoded through the prior distribution used in the inference. The eigendecomposition formulation of the inverse problem exposed the inherent dimensionality of the problem, based on the number of eigenvalues which were informed by the data, which is independent of
discretization. Given the generality of the operator’s form, the importance of enforcing any known physical constraints in cases of sparse data is essential to achieving physically meaningful results. Nevertheless, the success in inferring the operator’s spectrum in Section 5 suggests this approach is promising.

There are several potential extensions to this formulation. First, a straightforward extension to a three-dimensional high-fidelity model with two homogeneous directions would be possible using the presented eigendecomposition parameterization. The eigendecomposition approach is not limited to stochastically-upscaled models; it can be applied to any model in which an invariance to a continuous transformation exists and can be exploited to determine the eigendecomposition of the operator. In this case translation invariance was exploited to identify the Fourier modes as the eigenfunctions of the operator, but systems with rotational invariance would admit an eigendecomposition in terms of spherical harmonics. More generally, the approach of augmenting limited data with qualitative physical information through the prior distribution of a tractably-parametrized uncertain operator is applicable in the case of nonlinear problems as well, including nonlinear uncertain operators. For weakly nonlinear problems it may be possible to employ the given formulation on the linearized system along with a low-dimensional parametrization of a nonlinear correction. For strongly nonlinear problems, methods to transform nonlinear equations into more tractable forms using variable transformations and introductions of auxiliary variables, as in [3] and [9], could yield tractable nonlinear operators that are amenable to imposing prior physical constraints. For example, prior constraints were placed on a low-dimensional nonlinear operator in [13], although the operator was finite-dimensional rather than infinite-dimensional as was considered here.
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Appendix A. Posterior correlation matrices. Posterior correlation matrices for the three cases discussed in detail in Sections 5 and 6 are presented in Figure 16. Interestingly, the structure of the correlation matrices is quite different between the three cases. The correlation matrices for all spatial-series cases resemble Figure 16a, regardless of observation frequency or time of observation. Similarly, the correlation matrices for all time-series cases resemble Figure 16b regardless of observation frequency or location of observation. The posterior correlation matrix for the inference performed in Section 6 using ensemble-averaged observations of the high-fidelity model (2.1)-(2.3) also exhibits strong positive and negative correlations between the eigenvalues, even though spatial-series observations were used in this case. The causes and interpretation of the differences in the posterior correlations across these cases are left for future study.
(a) Correlation matrix of posterior samples from inference with 512 spatial observations of the solution to (5.1) equally spaced over the spatial domain, taken at time $t = 0.5$.

(b) Correlation matrix of posterior samples from inference using 32 time-series observations of the solution of (5.1) taken at $x = 2.0$ and uniformly spaced over $[0, 4]$ in time.

(c) Correlation matrix of posterior samples from the inference defined in Section 6.

**Figure 16:** Correlation matrices computed using posterior samples from the three inference scenarios discussed in detail in Sections 5 and 6. The upper-left quadrant of the correlation matrix contains correlations between the real parts of the eigenvalues, the bottom-left quadrant contains the correlations between the imaginary parts, and the top-right and bottom-left quadrants contain the correlations between the real and imaginary parts.
