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Abstract
Navigation, path generation and obstacle avoidance are considered as the key challenges in the area of autonomous mobile robots. In this article, a new meta-heuristic optimization technique called Dragonfly Algorithm (DA) is employed for the navigation of autonomous mobile robot in an unknown cluttered environment filled with several static obstacles. This new meta-heuristic Dragonfly algorithm is inspired from the static and dynamic swarming behaviours of dragonflies in nature. Two objective functions, target seeking and obstacle avoidance are formulated based on the distance between the robot, target and the obstacles and is optimized using the proposed DA for obtaining optimal path. After every iteration, based on the objective function values the robot proceeds towards the globally best agent in the swarm in a sequence of permutation which finally leads to the target. A variety of static environment is modelled and the algorithm is tested both through simulation and experimentally. The proposed algorithm shows that the robot reaches the target without colliding any obstacles while generating a smooth optimal trajectory.
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1. INTRODUCTION

In the recent era, autonomous mobile robots have found a wide variety of applications covering the areas from military surveillance, space explorations, agriculture to material transportation in logistics. Several warehouses equipped with automated guided vehicles may be soon replaced with autonomous robots, due to its autonomous nature and improvements in the fields of artificial intelligence. Path generation and obstacle avoidance form the key challenges for an autonomous mobile robot.

In recent years, many researchers have implemented many nature / bio-inspired metaheuristic optimization methods for solving mobile robot navigation problems. Nature/bio-inspired algorithms such as Genetic Algorithm (GA) [1, 2], Ant Colony Optimization (ACO) [3], Cuckoo Search (CS) [4], Invasive Weed Optimization (IWO) [5], Particle Swarm Optimization (PSO) [6], Bacteria Foraging Algorithm (BFA)[7], Bats Algorithm [8], Simulated Annealing (SA) [9], Grey Wolf Optimizer [10], Bees Colony [11], Cockroach Swarm Algorithm [12], Frog Leaping Algorithm [13], Firefly Algorithm [14], Fruit Fly Algorithm [15] and many other algorithms have been implemented for solving navigational strategies in autonomous mobile robots. Few vision based solutions have also been proposed to solve the path planning problems [16-18]. All the above-mentioned algorithms have their own advantages and disadvantages.

Genetic algorithm is one of the most famous optimization algorithm based on the evolution methods of natural selection, crossover and mutation. GA is widely used by many researchers for solving the navigation problem. But GA suffers from problems like poor convergence rate, no guarantee of the optimal solution, and time-consuming procedures for choosing mutation rate and population size [19]. ACO is one of the most common probabilistic technique for solving computational intelligence problems inspired by food searching technique for ants. Many researchers have successfully implemented ACO for
solving path planning problems. Dynamic Convergence property of ACO is way more efficient than the GA [19]. PSO is one of the most widely used metaheuristic optimization algorithm inspired by the social behaviour of the flock of birds. PSO is one of the most used bio-inspired methods for solving mobile robot navigation problems. The only drawback in PSO is that there might be premature convergence and local minima trapping when the environment is complex. All the above-mentioned algorithms are also hybridized using methods like Fuzzy Inference systems and Neural Networks [20] to improve the efficiency of the system [21]. Dragonfly algorithm is one such new meta-heuristic algorithm based on the swarming behaviour of dragonflies. It is clearly evident that DA outperforms PSO and GA in several unimodal test functions [22].

1.1 Novelty of the proposed work

In this paper, a systematic effort is taken for solving navigational problems of the autonomous mobile robot by employing Dragonfly algorithm. But to the author's knowledge, the Dragonfly Algorithm is not yet applied for solving path planning problems of autonomous mobile robots. Finally, some simulation and experimental studies are performed to validate the feasibility of the proposed algorithm in the area of mobile robot navigation.

1.2 Dragonfly algorithm

In 2015, Seyedali Mirjalili proposed the concept of Dragonfly algorithm for solving multi-objective optimization problems [22]. Dragonfly algorithm is based on the exceptional and intelligent swarming behaviour of dragonflies which forms the key characteristics of hunting and migration [22]. Static swarming or hunting is regarded as the formation of a small group of dragonflies, rapidly shifting the steps for food. Dynamic swarm or migratory swarm is regarded as the very large number of dragonflies flying over long distances for migration [22, 23]. Static Swarm represents the exploitation phase of the dragonfly algorithm while dynamic swarms represent the exploration capabilities of DA. The swarming behaviours of dragonfly follow the ideas of separation, alignment, cohesion, attraction towards the food and distraction from the enemies as suggested by Reynolds in 1987. Each dragonfly in the swarm corresponds to the solution in the search space and all the above-mentioned parameters directly influence the positioning of dragonflies in the group of the swarm. The fitness function is assessed based on the velocities and positions of the dragonflies.

2. MATHEMATICAL MODELLING OF ARTIFICIAL DRAGONFLIES

2.1 Population size N

Let N be the size of the dragonflies (number of individuals), the position of \( i^{th} \) dragonfly is defined as,

\[
X_i = (x_i^1, x_i^2, ..., x_i^N)
\]  

where \( i = 1, 2, 3, ..., N \), \( x_i^d \) refers to the position of the \( i^{th} \) dragonfly in \( d^{th} \) dimension of the search space and \( N \) is the number of search agents.

2.2 Separation \( S_{(i,t)} \)

Internal collision avoidance of individuals in the neighbourhood:

\[
S_{(i,t)} = -\sum_{j=1}^{N} X_{(i,t)} - X_{(j,t)}
\]  
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where $S_{i,t}$ is the separation motion for an $i^{th}$ individual at the $t^{th}$ iteration; $X_{i,t}$ is the position of the current individual $i$ at the $t^{th}$ iteration; $X_{j,t}$ is the position of the neighboring individual $j$ at the $t^{th}$ iteration.

2.3 Alignment $A_{i,t}$

Velocity matching of individuals among the neighbourhood:

$$A_{i,t} = \frac{\sum_{j=1}^{N} V_{j,t}}{N}$$

where $A_{i,t}$ is the alignment motion of the current individual $i$ at the $t^{th}$ iteration; $V_{j,t}$ is the velocity of the neighboring individual $j$ at the $t^{th}$ iteration.

2.4 Cohesion $C_{i,t}$

The tendency of individuals towards the centre of the mass of the neighbourhood:

$$C_{i,t} = \frac{\sum_{j=1}^{N} X_{j,t}}{N} - X_{i,t}$$

where $C_{i,t}$ is the cohesion motion of the current individual $i$ at the $t^{th}$ iteration.

2.5 Attraction $F_{i,t}$

The motion of attraction towards a food source:

$$F_{i,t} = X_{\text{food},t} - X_{i,t}$$

where $X_{\text{food},t}$ is the food source position at the $t^{th}$ iteration; $F_{i,t}$ is the food attraction motion of the current individual $i$ at the $t^{th}$ iteration. Individual dragonfly with best objective function up to the current iteration will be considered as food.

2.6 Distraction $E_{i,t}$

The motion of distraction outwards an enemy:

$$E_{i,t} = X_{\text{enemy},t} + X_{i,t}$$

where $X_{\text{enemy},t}$ is the enemy position at the $t^{th}$ iteration; $E_{i,t}$ is the enemy distraction motion of the current individual $i$ at the $t^{th}$ iteration. Individual dragonfly with worst objective function up to the current iteration will be considered as an enemy.

2.7 Step vector and position vector

The position updating features of the artificial dragonfly individuals are analogous to step vector updating feature of the Particle Swarm Optimization (PSO) technique. Step vector ($\Delta X_{i,t}$) and position vector ($X_{i,t}$) are controlled to update the position of artificial dragonflies in a search space and control their movements. The step vector gives the direction of movement of the dragonflies, while the position vector provides the position of the individual dragonflies in the search space. The step vector can be calculated as given below:

$$\Delta X_{i,t+1} = (s * S_{i,t} + a * A_{i,t} + c * C_{i,t} + f * F_{i,t} + e * E_{i,t}) + w * \Delta X_{i,t}$$

where $s$ indicates separation weight; $a$ indicates alignment weight; $c$ is cohesion weight; $f$ shows food factor; $e$ indicates enemy factor; $w$ indicates inertia weight. Initially suitable weights are assigned randomly to each operator and they are adaptively tuned to guarantee the convergence of dragonflies towards a best possible solution. After computing the step vector, position vectors can be computed using:

$$X_{i,t+1} = X_{i,t} + \Delta X_{i,t}$$
The neighbouring radius of the dragonfly also increases accordingly as the optimization progresses. If the dragonfly has at least one neighbourhood, then $\Delta X_{i(t+1)}$ and $X_{i(t+1)}$ are used to update its position and velocity. If there are no dragonflies in the neighbourhood then levy flight technique will be implemented to update the position and velocity of the dragonflies. Employment of Levy flight also enhances the randomness, chaotic behaviour and greatly improves the global search capabilities.

$$X_{i(t+1)} = X_{i(t)} + \text{Levy}(d) \times X_{i(t)}$$  \hspace{1cm} (9)

where $d$ is the number of decision variables; $\text{Levy}(d)$ is the Levy flight function.

3. OBJECTIVE FUNCTION FORMULATION USING DRAGONFLY ALGORITHM

The prime objective considered in this paper is to navigate an autonomous mobile robot in a cluttered environment with various static obstacles. The mobile robot should sense the environment for obstacles and perform effective obstacle avoidance while reaching the target in an optimized smooth trajectory.

The path planning problem is transformed into a minimization problem and accordingly, two suitable objective functions are formulated based on the distances between the robot, obstacles and the target. The first objective function should enable the robot to traverse the environment while efficiently missing the obstacles. The second objective function should traverse the robot to the target in the shortest possible path. Consider the below Fig. 1 as a robot environment in which the robot starting point and the robot goal point are clearly depicted.

The black line is the preferred route for the robot to reach the goal with optimal path length. While moving in the environment, when the robot reaches near an obstacle, its sensors detect the obstacles and sense its range. Then the dragonfly algorithm is initialized to avoid the obstacles in its path. The dragonfly algorithm will find the best next position (based on the objective function value) for the robot to move to avoid collision with the obstacles while
travelling towards the goal. In the dragonfly algorithm, the food source is chosen from the best solution that the whole swarm is found. Therefore the quality of the food source is directly proportional to the optimized path length of the robot. Each step to be moved by the robot is based on the distance between the position of the food source to the goal and the obstacles present in its environment. Two important behaviours are considered here for effective path planning of mobile robot.

### 3.1 Obstacle avoidance behaviour

The obstacle avoidance character is modelled to avoid the collision of the robot with the obstacles present in the environment. The position of the food source (global best position) should be maintained at a maximum safe distance from the nearest obstacle. The objective function is derived as the Euclidean distance between the global best (food source) and the nearest obstacle in the environment.

$$\text{(Dist.)}_{F-OB} = \sqrt{(x_{OB} - x_{Fi})^2 + (y_{OB} - y_{Fi})^2}$$  \hspace{1cm} (10)

where $x_{Fi}$ and $y_{Fi}$ are the global best (food source) positions; $x_{OB}$ and $y_{OB}$ are the nearest obstacle positions; $(\text{Dist.})_{F-OB}$ is the Euclidean distance from the global best (food source) to the nearest obstacle. The nearest obstacle to the robot can be calculated using:

$$\text{(Dist.)}_{R-OB} = \sqrt{(x_{OB_n} - x_R)^2 + (y_{OB_n} - y_R)^2}$$  \hspace{1cm} (11)

### 3.2 Target seeking behaviour

The position of the food source (global best position) should be maintained at a minimum distance from the goal. The objective function is termed as the Euclidean distance between the global best (food source) position and the goal in the environment.

$$\text{(Dist.)}_{F-G} = \sqrt{(x_{G} - x_{Fi})^2 + (y_{G} - y_{Fi})^2}$$  \hspace{1cm} (13)

where $x_{G}$ and $y_{G}$ are the goal positions. $(\text{Dist.})_{F-G}$ is the minimum Euclidean distance from the food source position to the robot.

Combining the above two behaviours, the objective function of the path optimization problem can be expressed as follows:

$$\text{Objective function}(f_1) = C_1 \frac{1}{\text{min}_{OB_j \in OB_d} \text{Dist}_{F-OB_d}} + C_2 \cdot \| \text{Dist}_{F-G} \|$$  \hspace{1cm} (14)

Whenever the robot moves in the environment, the robot may encounter several obstacles in the environment and are represented as $OB_d \in \{OB_1, OB_2, ..., OB_n\}$. It is evident from the objective function that when $F_i$ is nearer to the goal, the objective function value of $\| \text{Dist}_{F-G} \|$ will be reduced and when $F_i$ is away from the obstacles, the objective function value of $\text{min}_{OB_j \in OB_d} \text{Dist}_{F-OB_d}$ will be large. From this, it is evident that the path planning problem is a minimization problem. $C_1$ and $C_2$ found in the objective function are called as fitting/controlling parameters and it is clear that these parameters have a direct control over the trajectory of the robot. If $C_1$ is large, the robot will be far away from the obstacles or if $C_1$ is too small, then the robot might easily collide with the obstacle present in the environment. Similarly, if $C_2$ is large then the robot has higher the chances of travelling towards the goal in a short/optimal path, else it will result in larger paths. These control parameters will result in faster convergence property of objective function and elimination of local minima. In this work, the control parameters are chosen by trial and error methods.
3.3 Dragonfly algorithm for mobile robot navigation

1. Initialize the start and goal position of the robot.
2. The robot directly moves towards the goal until it is encountered by an obstacle.
3. When the robot senses an obstacle in its periphery, implement dragonfly algorithm.
4. Initialize the dragonflies’ population and initialize step vectors.
5. Calculate the fitness functions of all dragonflies and accordingly the best of the dragonfly with highest fitness function is found.
6. Update $w$, $s$, $a$, $c$, $f$, and $e$ and then calculate $S$, $A$, $C$, $F$, and $E$.
7. Update neighbouring radius, velocity vector, and a position vector.
8. The robot will proceed towards the global best position.
9. Repeat the steps 2-8 until the robot avoids all the obstacles and reaches its goal.

Note: Here the term velocity defines the distance travelled by the robot per iteration.

4. DEMONSTRATIONS OF THE PROPOSED PATH PLANNING ALGORITHM

The DA path planning algorithm has been validated using both simulations and experimental scenarios with partially or totally unknown environments. All the simulations are verified in the MATLAB environment. A laptop with Intel Core i3-2330M processor 2.20 GHz with 4 GB memory and running Windows 7 Home Basic (64-bit) is used for simulation of the experiments. An experimental arrangement containing static obstacles is set up in the laboratory, to evaluate the effectiveness of the proposed algorithm. Finally, the experimental results are compared with the simulated results to verify the efficacy of the proposed path planning algorithm.

4.1 Simulation results

A series of simulation tests have been conducted with the MATLAB software to validate the effectiveness and the robustness of the above algorithm. The modelled workspace with the source, target and obstacles are shown in Figs. 2, 3, 4 and 5. The experiment verifies that the robot travels to the target by avoiding the obstacles in a smooth trajectory while covering optimal path length. The parameters for the Dragonfly algorithm, used in the simulation are listed in Table I. The path lengths traced by the mobile robot in different environments are depicted in Table II.

![Figure 2: Simulation results of Scene 1.](image1)

![Figure 3: Simulation results of Scene 2.](image2)
Figure 4: Simulation results of Scene 3.

Figure 5: Simulation results of Scene 4.

Table I: Assumed values for the parameters.

| Symbol | Description                  | Value       |
|--------|------------------------------|-------------|
| $N$    | Dragonflies population size  | 30          |
| $t$    | Iteration count              | 350         |
| $s$    | Separation weight            | 0.1         |
| $a$    | Alignment weight             | 0.1         |
| $c$    | Cohesion weight              | 0.7         |
| $f$    | Food factor                  | 1           |
| $e$    | Enemy factor                 | 1           |
| $w$    | Inertia weight               | 0.9-0.4     |
| $r_1$, $r_2$ | Random values             | [0, 1]     |
| $\xi$  | Constant                     | 1.5         |
| $C_1$  | Controlling parameter 1      | 1           |
| $C_2$  | Controlling parameter 2      | $1 \times 10^{-6}$ |

4.2 Experimental results

A mobile robot has been designed and fabricated to test the above path planning algorithm. The robot has 5 IR sharp sensors and 8 IR proximity sensors to sense the information about the arena in which the mobile robot navigates. An IR array is placed at the bottom of the robot to detect the source and destination in the environment. Two DC motors with inbuilt quadrature encoders are used to drive the differential drive robot. Figs. 6, 7, 8 and 9 show the efficacy of the proposed path planning algorithm. The autonomous mobile robot navigates in the environment in a smooth trajectory while covering an optimal path in the given environment. The experiments prove that the robot path traced by the robot is very similar and close to that of the simulation results.
Figure 6: Experimental results for Scene 1.

Figure 7: Experimental results for Scene 2.
Figure 8: Experimental results for Scene 3.

Figure 9: Experimental results for Scene 4.
Table II: Analysis and comparison of simulated and experimental results.

| Scenario | Simulated result | Experimental result | Average error deviation (%) |
|----------|------------------|----------------------|----------------------------|
|          | Average path length after 10 runs (cm) | Average path length after 10 runs (cm) | Path length | Time taken |
|          | Average time taken after 10 runs (sec) | Average time taken after 10 runs (sec) |      |          |
| Scene 1  | 205              | 197                  | 3.9             | 4.05       |
| Scene 2  | 185              | 176                  | 4.8             | 3.98       |
| Scene 3  | 216              | 206                  | 4.62            | 4.7        |
| Scene 4  | 181              | 172                  | 4.97            | 3.88       |

5. CONCLUSIONS AND FUTURE WORK

In this proposed work, a new meta-heuristic algorithm based on the swarming behaviour of Dragonfly is introduced for solving navigational problems in the areas of autonomous mobile robotics. After every iteration, the global best position is found, and the robot moves accordingly towards the global best position until the target location is reached. Hence, the trajectory is generated using the above global best positions of every iteration. Several experiments are carried out to fine tune the controlling parameters which are directly proportional to the smoothness of the trajectory formed. Using the proposed algorithm, the robot is capable of reaching the target by avoiding the obstacles, escaping the traps while achieving a smooth trajectory and achieved a much-optimized path.

The capability of the proposed algorithm is validated both through experimentation and simulation. Both the experimental results and simulated results are compared in terms of path length and time. Both simulation and experimental results match with each other with an average mean error of less than 5%. Though the proposed algorithm proved to be versatile and very robust for local path planning, still an implementation of reinforcement learning will lead to better results. Further, in this proposed work, only path planning of the single mobile robot with static obstacles is taken into consideration and the capabilities of the algorithm are evaluated. In the future, the work will be extended with multiple mobile robots and dynamic obstacles (moving obstacles).
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