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Abstract

Entropy is a measure of uncertainty in a random variable which quantifies the expected value of the information contained in that random variable. This article estimates the Shannon entropy of the inverse Weibull distribution in case of multiple censored data. The maximum likelihood estimator and the approximate confidence interval are derived. Simulation studies are performed to investigate the performance of the estimates at different sample sizes. Real data are analysed for illustration purposes. In general, based on the outcomes of study we reveal that the mean square errors values decrease as the sample size increases. The maximum likelihood of entropy estimates approaches the true value as the censoring level decreases. The intervals of the entropy estimates appear to be narrow as the sample size increases with high probability.

1. Introduction

It is logically expected that smaller samples include less information as compared with larger samples; however, few attempts have been made to quantify the information loss due to the use of sub-samples rather than complete samples. Measuring of entropy is an important concept in many areas such as statistics, economics, physical, chemical and biological phenomenon. More entropy is referred to less information that found in sample.

Every probability distribution has some kind of uncertainty associated with it and entropy is used to measure this uncertainty. The concept of entropy was introduced by Shannon in 1948 as a measure of information, which provides a quantitative measure of the uncertainty.

Let $X$ be a random variable with a cumulative distribution function (CDF) $F(x)$ and probability density function (PDF) $f(x)$. The Shannon entropy, denoted by $H(x)$, of the random variable was defined (see Cover and Thomas [1]) by:

$$H(x) = - \int_{-\infty}^{\infty} f(x) \log f(x) dx.$$  (1)

Many researchers discussed the entropy in case of ordered data. Wong and Chan [2] showed that the amount of entropy is reduced when the sample is ordered. Morabbi and Razmkhah [3] studied entropy in hybrid censoring data. Abo-Eleneen [4] studied the entropy and the optimal scheme in progressive censoring of Type-II. Cho et al. [5] provided the Bayesian estimators of entropy of Type-II hybrid censoring data. Cho et al. [6] provided the Bayesian estimators of entropy of a Weibull distribution based

Nomenclature

$x$ the lifetime of items
$x_i$ observed lifetime of item $i$ tested
$n$ sample size (total number of test items)
$n_f$ number of failed items
$n_c$ number of censored items
CL censoring level
PDF probability density function
CDF cumulative distribution function
$IW$ inverse Weibull
$\alpha, \beta$ shape and scale parameters $0, (\alpha > 0, \beta > 0)$.
ML maximum likelihood
$\varepsilon_{i_f}$ indicator function (indicate that, the unit $i$ is failure)
$\varepsilon_{i_c}$ indicator function (indicate that, the unit $i$ is censored)
$\gamma$ Euler’s constant
$\nu$ the confidence level
$\sigma^2$ the standard normal percentile
$L_H$ lower confidence limits for entropy
$U_H$ upper confidence limits for entropy
MSE mean square error
Rbias relative bias
AL average length
CP coverage probability
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on generalized progressive hybrid censoring scheme. Lee [7] considered the maximum likelihood and Bayesian estimators of the entropy of an inverse Weibull distribution under generalized progressive hybrid censoring scheme. Bader [8] provided an exact expression for entropy information contained in both types of progressively hybrid censored data and applied it in exponential distribution. Estimation of entropy for generalized exponential distribution via record values was studied by Manoj and Asha [9].

Many applications of Shannon entropy can be found in the literature. Lee et al. [10] discussed the entropy in prices of agriculture product for various situations so that the stability of farmers’ income can be increased (as known, the price of agriculture products have a great variability as they are affected by various unpredictable factors such as weather conditions, this is the reason why it is difficult for the farmers to maintain their stable income through agricultural production and marketing). An entropy model was developed which can quantify the uncertainties of price changes using the probability distribution of price changes. Chang et al. [11] applied an entropy theory to determine the optimal locations for water pressure monitoring. The entropy is defined as the amount of information was calculated from the pressure change due to the variation of demand reflected the abnormal conditions at nodes. They found that, the entropy theory provide general guideline to select the locations of pressure sensors installation for optimal design and monitoring of the water distribution systems. Rass and König [12] discussed different concepts of entropy to measure the quality of password choice process by applying multi-objective game theory to the password security problem. More applications for entropy in physics and other fields can be found in [13–19].

In the most life testing experiments, it is usually to terminate the test before the failure of all items. This is due to the lack of funds and/or time constrains. Observations that result from that situation are called censored samples. There are several censoring schemes, such as: Type I censoring in which the test is terminated when a prefixed censoring time arrives or Type II censoring in which the test is terminated at a predetermined number of failures. However, Type I and Type II censoring schemes don’t allow units to be removed from the test during the life testing duration. Progressive censoring allows for units to be removed only under control conditions. However, multiple censoring allows for units to be removed from the test at any time during the life test duration. So, multiple censored is an interval censored where the time of censored not equal. According to Tobias and Trindade [20], multiple censoring may also occur when some units on test are damaged, removed prematurely, or failed due to more than one failure mode.

This study estimates the entropy of the inverse Weibull (IW) distribution when a sample is available from the multiple censored samples. Maximum likelihood (ML) estimators and approximate confidence interval of entropy are obtained. Application to real data and simulation issues is implemented. This paper can be organized as follows. Section 2 defines entropy for IW distribution. Section 3 provides point and approximate confidence interval of entropy for IW distribution under multiple censored data. Simulation issues and application to real data are given in Section 4. The paper ends with some concluding remarks.

2. Inverse Weibull distribution

The inverse Weibull distribution is one of the most popular models that can used to analyse the life time data with some monotone failure rates. It can be applied in a wide range of situations including applications in medicine, reliability and ecology. Keller et al. [21] obtained the IW model by investigating failures of mechanical components subject to degradation. The IW with shape parameter $\alpha$, and scale parameter $\beta$ has the following PDF and CDF.

$$f(x; \alpha, \beta) = \alpha \beta x^{-(\alpha+1)} e^{-\beta x^{-\alpha}}, \quad x, \alpha, \beta > 0;$$

and,

$$F(x; \alpha, \beta) = e^{-\beta x^{-\alpha}}.$$

Many applications of the IW distribution can be found in the literature. Calabria and Pulcini [22] dealt with parameter estimation of the IW distribution. Jiang et al. [23] obtained some useful measures for the IW distribution. Sultan [24] derived the Bayesian estimators of parameters, reliability and hazard rate functions using lower record values. Bayes estimators under a squared error loss function in case of Type-II censored data have been discussed by Kundu and Howlader [25]. Hassan and Al-Thobety [26] considered optimum simple failure step stress partial accelerated life test (PALT) for the population parameters and acceleration factor for IW model. Hassan et al. [27] discussed the constant stress-PALT for IW model based on multiple censored data.

The Shannon entropy of IW distribution can be obtained by substituting (2) in (1) as follows

$$H(x) = - \int_0^{\infty} \alpha \beta x^{-(\alpha+1)} e^{-\beta x^{-\alpha}} \times \log(\alpha \beta x^{-(\alpha+1)} e^{-\beta x^{-\alpha}}) \, dx.$$  \hspace{1cm} (4)

The integral (4) can be written as follows

$$H(x) = - \log(\alpha \beta) \int_0^{\infty} \alpha \beta x^{-(\alpha+1)} e^{-\beta x^{-\alpha}} \, dx$$
To obtain the lifetime likelihood function of the observed values of the total X, let also, $u = \beta x^{-\alpha}$, then $du = -\alpha \beta x^{-(\alpha + 1)} dx$ and

$$I = \frac{1}{\alpha} \log \left( \frac{u}{\beta} \right),$$

so $l_2$ will be

$$l_2 = - (\alpha + 1) \int_0^\infty \frac{1}{\alpha} u^{-\alpha} \log \left( \frac{u}{\beta} \right) du. \tag{7}$$

To obtain $l_3$, let also, $u = \beta x^{-\alpha}$, then we have

$$l_3 = \int_0^\infty u e^{-u} du = 1. \tag{9}$$

Hence the Shannon entropy of IW model takes the following form

$$H(x) = -\log(\alpha \beta) + \frac{(\alpha + 1)}{\alpha} (\gamma + \log \beta) + 1. \tag{10}$$

This is the required expression of entropy of IW distribution which can be seen as a function of parameters $\alpha$ and $\beta$.

### 3. Entropy estimation

Let $n$ components are put on life-testing experiment at time zero. $X_1$ hours later, all the components are examined and failures are removed. Let’s $r_1$ failure are found, then $n-r_1$ components go back on test. At time $X_2$, after $X_2-X_1$ more hours of test, $r_2$ failures are found and $n-r_1-r_2$ units go back on test. The process is continued at time $X_3, X_4$, and so on, to the end of the experiment. The likelihood function of the observed values of the total lifetime $X_1 < \ldots < X_n$ under multiple censored data (see Tobias and Trindade [20]) is given by.

$$L = K \prod_{i=1}^n [f(x_i)]^{\xi_i} [1 - F(x_i)]^{\xi_i c}, \tag{11}$$

where, $\xi_i f = \begin{cases} 1 & \text{the failed unit} \\ 0 & \text{otherwise} \end{cases}$ and $\xi_i c = \begin{cases} 1 & \text{the censored unit} \\ 0 & \text{otherwise} \end{cases}$

that $\sum_{i=1}^n \xi_i f = n_f$ and $\sum_{i=1}^n \xi_i c = n_c$, where, $n_f$ and $n_c$ are the number of failed and censored units, respectively, and $K$ is constant.

The likelihood function of IW distribution, based on multiple censored sample, is obtained by inserting (2) and (3) in (11), as follows.

$$L = K \prod_{i=1}^n \left[ \alpha \beta x_i^{-(\alpha + 1)} e^{-\beta x_i^{-\alpha}} \right]^{\xi_i f} \left[ 1 - e^{-\beta x_i^{-\alpha}} \right]^{\xi_i c}. \tag{12}$$

It is usually easier to maximize the natural logarithm of the likelihood function rather than the likelihood function itself. Therefore, the logarithm of likelihood function is

$$\ln L = \ln K + n_f \ln (\alpha \beta) - (\alpha + 1) \sum_{i=1}^n \xi_i f \ln x_i - \beta \sum_{i=1}^n \xi_i f \ln (1 - e^{-\beta x_i^{-\alpha}}). \tag{13}$$

The partial derivatives of the log-likelihood function with respect to $\alpha$ and $\beta$, are obtained as follows

$$\frac{\partial \ln L}{\partial \alpha} = \frac{n_f}{\alpha} - \sum_{i=1}^n \xi_i f \ln x_i + \beta \sum_{i=1}^n \xi_i f \ln x_i - \beta \sum_{i=1}^n \xi_i c \left( e^{\beta x_i^{-\alpha}} - 1 \right), \tag{14}$$

and,

$$\frac{\partial \ln L}{\partial \beta} = \frac{n_f}{\beta} + \sum_{i=1}^n x_i^{-\alpha} \left[ -\xi_i f + \frac{\xi_i c}{(e^{\beta x_i^{-\alpha}} - 1)} \right]. \tag{15}$$

The ML estimators of the model parameters are determined by setting $\partial \ln L/\partial \alpha$ and $\partial \ln L/\partial \beta$ to zeroes and solving the equations simultaneously. Further, the resulting equations cannot be solved analytically, so numerical technique must be applied to solve these equations simultaneously to obtain $\hat{\alpha}$ and $\hat{\beta}$. Hence, by using the invariance property of ML estimation, then ML estimator of $H(x)$, denoted by $\hat{H}(x)$, becomes

$$\hat{H}(x) = -\log(\hat{\alpha} \hat{\beta}) + \frac{(\hat{\alpha} + 1)}{\hat{\alpha}} (\gamma + \log \hat{\beta}) + 1. \tag{16}$$

Furthermore, a confidence interval of entropy is the probability that a real value of entropy will fall between an upper and lower bounds of a probability distribution. For large sample size, the ML estimators, under appropriate regularity conditions, are consistent and asymptotically normally distributed. Therefore, the two-sided approximate confidence limits for $\hat{H}(x)$ can be constructed, such that

$$\Pr \left[ -z_2 \leq \frac{\hat{H}(x) - H(x)}{\sigma(\hat{H}(x))} \leq z_2 \right] = 1 - \nu,$$  

where $z_2$ is $100(1-\nu/2)$ the standard normal percentile, and $\nu$ is the significant level. Therefore, an
approximate confidence limits for entropy can be obtained, such that

$$P\left(\hat{H}(x) - z_{\alpha/2} \sigma(\hat{H}(x)) \leq H(x) \leq \hat{H}(x) + z_{\alpha/2} \sigma(\hat{H}(x))\right) \cong 1 - v,$$

where \(L_H = \hat{H}(x) - z_{\alpha/2} \sigma(\hat{H}(x)), U_H = \hat{H}(x) + z_{\alpha/2} \sigma(\hat{H}(x))\) are the lower and upper confidence limits for \(H(x)\) and \(\sigma\) is the standard deviation. The two-sided approximate confidence limits for entropy will be constructed with confidence level 95%.

4. Application

This section assesses the performance of the estimators and provides an example to illustrate the theoretical results.

4.1. Numerical study

A simulation study is carried out to investigate the performance of the entropy estimators for IW distribution in terms of their relative bias (Rbias), mean square error (MSE), average length (AL) and coverage probability (CP) based on multiple censored samples. Simulated procedures can be described as follows:

- 1000 random samples of sizes \(n = 30, 50, 70, 100\) and 150 are generated from IW distribution based on multiple censored sample.
- The values of parameters are selected as \(\alpha = 1.5, 8\) and \(\beta = 0.2, 2\). The exact values of entropy are \(H(x) = 0.659, 1.32, 1.987\). The test is terminated after predetermined number of failure at censoring level; say CL = 0.5 and CL = 0.7.
- The ML estimates of \(\alpha\) and \(\beta\) are obtained from (14) and (15), then the ML estimate of \(H(x)\) is obtained by substituting \(\hat{\alpha}\) and \(\hat{\beta}\) in (16). The approximate confidence interval of \(H(x)\) using (18) are constructed with confidence level at \(v = 0.05\).

- Compute the average estimates of \(\hat{H}(x)\), Rbias, MSE, CP, and AL.

4.2. Numerical results

Here, some observations can be detected about the performance of the entropy estimators according to Tables 1, 2, and Figures 1–4.

Figures 1 and 2 describe the ML estimates of \(H(x)\). The following conclusions can be observed:

- The ML estimates of \(H(x)\) decrease as the value of scale parameter \(\beta\) increases for fixed value of shape parameter \(\alpha\).
- The ML estimates of \(H(x)\) decrease as the parameter \(\alpha\) increases for fixed value of parameter \(\beta\).
- The ML estimates of \(H(x)\) for \(\alpha = 8, \beta = 0.2\) have the smallest value compared with the corresponding estimates of the other sets of parameters.
- The ML estimates of \(H(x)\) at CL = 0.5 approaches the true value than the ML estimates of \(H(x)\) at CL = 0.7.

Figures 3 and 4 describe the MSE of ML estimates for \(H(x)\). The following conclusions can be observed in the properties of the ML estimates for \(H(x)\) as follows:

- The MSE of ML estimates for \(H(x)\) decreases as the sample size increases.
- For fixed value of scale parameter \(\beta\), the MSE of \(\hat{H}(x)\) decreases as the value of parameter \(\alpha\) increases.
- For fixed value of shape parameter \(\alpha\), the MSE of \(\hat{H}(x)\) decreases as the value of parameter \(\beta\) increases.
- The MSE of ML estimates of \(\hat{H}(x)\) at \(\alpha = 8, \beta = 0.2\) has the smallest value compared to the MSE of ML estimates for the corresponding other sets of parameters.

### Table 1. Rbias, MSE, AL and CP of Entropy estimates at CL = 0.5.

| \(n\) | \(\alpha = 8, \beta = 0.2\) | \(\alpha = 1.5, \beta = 0.2\) | \(\alpha = 1.5, \beta = 2\) |
|------|----------------------------|----------------------------|----------------------------|
|      | Exact value Estimate       |   Rbias   | MSE | AL | CP   | Exact value Estimate       |   Rbias   | MSE | AL | CP   | Exact value Estimate       |   Rbias   | MSE | AL | CP   |
| 30   | 0.622 0.056 0.195 0.689 0.059 | 1.845 | 0.398 | 0.505 | 1.324 | 0.92 | 1.528 0.231 0.215 0.21 | 0.935 |
| 50   | 0.809 0.228 0.139 0.639 0.951 | 1.815 | 0.375 | 0.482 | 1.264 | 0.922 | 1.535 0.227 0.208 0.155 | 0.93 |
| 70   | 0.659 0.085 0.109 0.638 0.979 | 1.32  | 0.348 | 0.474 | 0.656 | 0.98 | 1.987 1.538 0.226 0.204 0.131 | 0.951 |
| 100  | 0.72 0.093 0.1 0.634 0.976 | 1.695 | 0.284 | 0.463 | 0.607 | 0.985 | 1.543 0.223 0.199 0.088 0.945 |
| 150  | 0.686 0.04 0.1 0.617 0.968 | 1.629 | 0.234 | 0.457 | 0.553 | 0.99 1.548 0.221 0.193 0.059 0.947 |

### Table 2. Rbias, MSE, AL and CP of Entropy estimates at CL = 0.7.

| \(N\) | \(\alpha = 8, \beta = 0.2\) | \(\alpha = 1.5, \beta = 0.2\) | \(\alpha = 1.5, \beta = 2\) |
|------|----------------------------|----------------------------|----------------------------|
|      | Exact value Estimate       |   Rbias   | MSE | AL | CP   | Exact value Estimate       |   Rbias   | MSE | AL | CP   | Exact value Estimate       |   Rbias   | MSE | AL | CP   |
| 30   | 0.949 0.44 0.275 0.392 0.0972 | 2.32  | 0.345 | 0.793 | 0.543 | 0.982 | 1.387 0.302 0.381 0.143 0.945 |
| 50   | 0.633 0.039 0.253 0.318 0.981 | 2.18  | 0.222 | 0.741 | 0.369 | 0.985 | 1.372 0.304 0.378 0.130 0.94 |
| 70   | 0.737 0.119 0.225 0.378 0.986 | 2.175 | 0.648 | 0.692 | 0.333 | 0.99 1.987 1.375 0.308 0.375 0.097 0.952 |
| 100  | 0.848 0.286 0.224 0.169 0.974 | 1.922 | 0.456 | 0.653 | 0.273 | 0.99 1.376 0.307 0.373 0.084 0.948 |
| 150  | 0.546 0.172 0.189 0.167 0.982 | 1.468 | 0.112 | 0.549 | 0.151 | 0.99 1.379 0.306 0.37 0.049 0.953 |
Figure 1. $\hat{H}(x)$ at different values of parameters for different sample size at $CL = 0.5$.

Figure 2. $\hat{H}(x)$ at different values of parameters for different sample size at $CL = 0.7$.

Figure 3. MSE of $\hat{H}(x)$ at different values of parameters for different sample size at $CL = 0.5$.

Figure 4. MSE of $\hat{H}(x)$ at different values of parameters for different sample size at $CL = 0.7$.

- The MSE of $\hat{H}(x)$ at $CL = 0.5$ is smaller than the MSE of $\hat{H}(x)$ at $CL = 0.7$.

Generally as seen from above tables that the coverage probabilities is very close to their corresponding nominal levels in approximately most cases. The maximum likelihood of entropy estimates decreases as the scale parameter of distribution decreases.

4.3. Real life data

The real-life data are a failure time of aircraft windshields that given by Blischke and Murthy [28]. They prove that the IW distribution fits this data. The failure time of aircraft windshields that measured in 1000 h are listed as follows (Table 3).

Using this data to estimate the entropy at $CL = 0.7$, $0.5$ and complete sample (i.e. $CL = 0$). We find that
Table 3. Failure time of aircraft windshields (1000 h).

| Time (h) | 0.301 | 0.309 | 0.557 | 0.943 | 1.07 | 1.124 | 1.248 | 1.281 | 1.281 | 1.303 |
|---------|-------|-------|-------|-------|------|-------|-------|-------|-------|-------|
|          | 1.432 | 1.866 | 1.876 | 1.505 | 1.568 | 1.615 | 1.619 | 1.652 | 1.652 | 1.757 |
|          | 1.795 | 2.089 | 2.097 | 1.899 | 1.911 | 1.912 | 1.914 | 1.981 | 2.01  | 2.038 |
|          | 2.085 | 2.324 | 2.349 | 2.385 | 2.154 | 2.19  | 2.194 | 2.223 | 2.224 | 2.229 |
|          | 2.3   | 2.823 | 2.89  | 2.902 | 2.934 | 2.962 | 2.964 | 2.962 | 2.964 | 2.661 |
|          | 3.117 | 3.166 | 3.344 | 3.376 | 3.385 | 3.443 | 3.467 | 3.478 | 3.578 | 3.595 |
|          | 3.699 | 3.779 | 3.924 | 4.035 | 4.121 | 4.167 | 4.24  | 4.255 | 4.278 | 4.305 |

\[ \hat{H}(x) = 3.95 \text{ at } CL = 0.7, \hat{H}(x) = 3.185 \text{ at } CL = 0.5 \text{ and } \hat{H}(x) = 2.513 \text{ in case of complete sample.} \]

5. Conclusion

This paper provides an estimation of Shannon entropy for inverse Weibull distribution using multiple censored data. The maximum likelihood estimators and approximate two-sided confidence limits of entropy are obtained. The performance of the entropy estimators for IW distribution is investigated in terms of their relative bias, mean square error, average length and coverage probability. Application to real data and simulation issues are provided.

From simulation results we conclude that, as the sample size increases, the mean square error of estimated entropy decreases. Regarding the average length of estimators, it can be observed that, as a sample size increases the length of the interval of ML estimate of entropy decreases and coverage probability increases. As censoring level increases, the mean square error of entropy estimate increases.
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