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In this thesis we develop the notion of \( \mathcal{L}A \)-Courant algebroids, the infinitesimal analogue of multiplicative Courant algebroids. Specific applications include the integration of q-Poisson \((\mathfrak{d}, \mathfrak{g})\)-structures, and the reduction of Courant algebroids. We also introduce the notion of pseudo-Dirac structures, (possibly non-Lagrangian) subbundles \( W \subseteq E \) of a Courant algebroid such that the Courant bracket endows \( W \) naturally with the structure of a Lie algebroid. Specific examples of pseudo-Dirac structures arise in the theory of q-Poisson \((\mathfrak{d}, \mathfrak{g})\)-structures.
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Chapter 1

Introduction

1.0.1 A brief history

Courant algebroids and Dirac structures were first introduced by Courant \[28,30\] as a geometric framework for Dirac’s theory of Hamiltonian systems with constraints \[34\]. Courant’s original setup was generalized in \[69\], as a means of constructing doubles for Lie bialgebroids. Courant algebroids have now found many uses, from the theory of moment maps \[2,14,16,17,129\] to generalized complex geometry \[46,50\].

The Dirac bracket

We shall go into some more detail. In Hamiltonian mechanics, the phase space - the space of all possible states of a physical system - is described by a smooth manifold \(M\). Smooth functions \(f \in C^\infty(M)\) on the phase space describe various quantities one might wish to measure, such as energy, position, or momentum. Additionally, \(M\) carries a Poisson structure: a bivector field \(\pi \in \mathfrak{X}^2(M)\), such that the bracket

\[
\{f, g\} := \pi(df, dg), \quad f, g \in C^\infty(M)
\]

endows the vector space \(C^\infty(M)\) with the structure of a Lie algebra.

Noether’s first theorem - that conserved quantities correspond to symmetries - arises as follows: the Poisson structure associates to any function \(f \in C^\infty(M)\) (a conserved quantity) the vector field

\[
X_f := (g \mapsto \{f, g\}) \in \mathfrak{X}(M)
\]

(describing the corresponding symmetry of phase space).

Introducing constraints on this system corresponds to describing a submanifold \(S \subseteq M\). Ideally, one would like the Poisson bracket \(\{\cdot, \cdot\}\) on \(C^\infty(M)\) to descend to a bracket \(\{\cdot, \cdot\}_S\) on \(C^\infty(S)\) so that the restriction of functions to \(S\) is a morphism of Lie algebras, i.e.

\[
\{i^*f, i^*g\}_S = i^*\{f, g\}, \quad f, g \in C^\infty(M),
\]

where \(i : S \to M\) is the inclusion. Unfortunately, this is impossible in general, since the vanishing ideal \(Z(S) \subseteq C^\infty(M)\) of \(S \subseteq M\) might not be a Lie algebra ideal. Equivalently, for an arbitrary function \(c \in Z(S)\), the vector field

\[
X_c := \{c, \cdot\} \in \mathfrak{X}(M)
\]
For functions $c, c' \in Z(S)$ vanishing on the submanifold $S \subseteq M$, the Hamiltonian vector fields $X_c|_S$ and $X_{c'}|_S$ may not be tangent to $S$. $D \subseteq TM$ is the distribution spanned by the restriction of all such vector fields to $S$.

Figure 1.1 – For functions $c, c' \in Z(S)$ vanishing on the submanifold $S \subseteq M$, the Hamiltonian vector fields $X_c|_S$ and $X_{c'}|_S$ may not be tangent to $S$. $D \subseteq TM$ is the distribution spanned by the restriction of all such vector fields to $S$.

might not vanish when restricted to $S$ (nor even be tangent to $S$).

Let $D \subseteq TM|_S$ be the distribution spanned by the vector fields $X_c|_S$ for $c \in Z(S)$ (see Fig. 1.1). A function $f \in C^\infty(S)$ is called admissible if

$$v \cdot f = 0$$

for any vector $v \in D \cap TS$. Similarly, a function $\tilde{f} \in C^\infty(M)$ is called an admissible extension of $f$ if

$$i^* \tilde{f} = f$$

and

$$v \cdot \tilde{f} = 0$$

for any vector $v \in D$. Dirac showed that there exists a Lie bracket $\{\cdot, \cdot\}_{DB}$ (called the Dirac bracket) on the subspace $C^\infty_{adm}(S)$ of admissible functions such that

$$\{f, g\}_{DB} = \{i^* \tilde{f}, i^* \tilde{g}\}_{DB} = i^* \{\tilde{f}, \tilde{g}\}$$

for any admissible extensions $\tilde{f}, \tilde{g} \in C^\infty(M)$ of $f, g \in C^\infty_{adm}(S)$.

Remark 1.0.1. One may interpret the distribution $D \cap TS$ as describing some gauge transformations of the physical system: When $D \cap TS$ is of constant rank, then it is involutive, and thus, by Frobenius’s theorem, defines a foliation. The admissible functions can then be interpreted as the algebra of functions on the leaf space.

Courant algebroids

In 1986 Courant [28, 30] described a geometric framework for Dirac’s theory of constrained Hamiltonian mechanics, which we shall briefly summarize. The Pontryagin
Courant’s insight was to consider Lagrangian subbundles of the Pontryagin bundle (i.e. $L \subseteq \mathbb{T}M$ such that $L^\perp = L$), replacing the Poisson bivector field $\pi \in \mathfrak{X}^2(M)$ with its graph
\[
\text{gr}(\pi^\sharp) := \{ (X, \alpha) \in TM \oplus T^*M \mid X = \pi(\alpha, \cdot) \}.
\]
He described a bracket, which is usually referred to as the Courant bracket in the literature\footnote{Irene Dorfman introduced this bracket in the context of two-dimensional variational problems \cite{Dorfman1995}. Courant worked with its skew symmetrization instead.}
\[
[(X, \alpha), (Y, \beta)] = ([X, Y], L_X \beta - \iota_Y d\alpha)
\] (1.0.2)
on the space of sections $\Gamma(\mathbb{T}M)$, and showed that this bracket restricts to a Lie bracket on $\Gamma(\text{gr}(\pi^\sharp))$. A Dirac structure is defined to be an arbitrary Lagrangian subbundle $L \subseteq \mathbb{T}M$ which is involutive with respect the Courant bracket. A function $f \in C^\infty(M)$ is called admissible (with respect to $L$) if
\[
\left. df \right|_{L \cap TM} = 0.
\]
Courant showed that the space $C^\infty_{\text{adm}}(M)$ of admissible functions carries a well defined Lie bracket,
\[
\{ f, g \}_L := X_f \cdot g
\] (1.0.3)
where $X \in \mathfrak{X}(M)$ is any vector field such that
\[
(X_f, df) \in \Gamma(L).
\]
One of the key aspects of Courant’s framework is the ability to impose constraints on a Dirac structure. More precisely, he described a procedure to restrict\footnote{Courant calls this procedure reduction in \cite{Courant1990}. We refer to it as restriction (as is also done in \cite{Morandi2001}, for instance) or pull-back (as is done in \cite{Roytenberg2002}, for instance) to distinguish it from more general reduction procedures.} a Dirac structure $L \subseteq \mathbb{T}M$ to a submanifold $S \subseteq M$,
\[
(L \subseteq \mathbb{T}M) \rightarrow (L_S \subseteq TS),
\] (1.0.4)
where $L_S \subseteq TS$ is computed by the formula
\[
L_S := \frac{L \cap TS \oplus T^*M|_S}{L \cap \text{ann}(TS)} \subseteq TS.
\] (1.0.5)
Courant showed that Eq. (1.0.5) describes a Dirac structure (under some cleanness assumptions). In particular, when $L = \text{gr}(\pi^\sharp)$ arises from a Poisson structure, then Courant’s bracket between admissible functions, defined by Eq. (1.0.3) for the Dirac structure
\[
\text{gr}(\pi^\sharp)_S := \frac{\text{gr}(\pi^\sharp) \cap TS \oplus T^*M|_S}{\text{gr}(\pi^\sharp) \cap \text{ann}(TS)} \subseteq TS;
\]
coincides with Dirac’s bracket \([1.0.1]\).

Courant’s setup was generalized by Liu, Weinstein and Xu \([69]\), who defined abstract Courant algebroids as a vector bundle \(E \to M\) (replacing the Pontryagin bundle \(TM\)) carrying a fibrewise metric,

\[
\langle \cdot , \cdot \rangle : E \otimes E \to \mathbb{R} \times M,
\]

together with a bilinear bracket called the \textit{Courant bracket},

\[
[ [ \cdot , \cdot ] ] : \Gamma(E) \times \Gamma(E) \to \Gamma(E),
\]

satisfying certain axioms. Dirac structures are defined to be Lagrangian subbundles \(E \subseteq E\) which are involutive with respect to the Courant bracket.

As in Courant’s original setup, there is a restriction procedure: Given a submanifold \(S \subseteq M\), one may \textit{restrict} both Courant algebroids \(E \to M\),

\[
\begin{pmatrix}
E \\
\downarrow \\
M
\end{pmatrix}
\quad \longrightarrow \quad 
\begin{pmatrix}
E_S \\
\downarrow \\
S
\end{pmatrix}
\]

and their Dirac structures \(E \subseteq E\),

\((E \subseteq E) \to (E_S \subseteq E_S)\),

generalizing Courant’s original restriction procedure \([1.0.4]\) \((see \ [64\; Section\; 2.4.2]\) for details).

Even more generally, restriction to a submanifold can be seen as a special case of composing a Dirac structure \(E \subseteq E\) with certain linear relations \(R : E \to \mathcal{F}\) between two Courant algebroids, called \textit{Courant relations}. (Important examples of composing Dirac structures with Courant relations are called \textit{forward} and \textit{backward Dirac maps} \([2,16–19]\). We shall review all this in more detail in Chapter 2.)

1.0.2 Multiplicative Courant algebroids, and their infinitesimal versions \(\mathcal{L}A\)-Courant algebroids

In the early 80’s Drinfel’d developed the theory of Lie groups carrying compatible Poisson structures \([36]\), and showed that these \textit{Poisson Lie groups} integrate Lie bialgebras. Shortly thereafter, it was noticed independently by Karasev and Weinstein \([59,123]\) that Lie groupoids can carry non-degenerate Poisson structures (symplectic structures), and that these \textit{symplectic groupoids} integrate Poisson manifolds. Since then, many further examples of multiplicative Hamiltonian structures on Lie groupoids have appeared, such as Poisson groupoids, twisted symplectic groupoids, quasi-symplectic groupoids etc. \([16,22,53,66,124,129]\). These have found applications to quantization \([23,24,47,123]\), reduction and symmetries of Hamiltonian systems \([71,89,107,129]\), and Morita equivalence \([20,120,127,129]\), among others.

Since Dirac structures provide a unified framework for these various Hamiltonian structures, it was natural to investigate multiplicative Dirac structures and Courant
algebroids on Lie groupoids, as was first done in [16, 53, 129] (though general definitions did not appear until [66, 87, 93]). In this thesis, we develop LA-Courant algebroids, the infinitesimal version of multiplicative Courant algebroids. (Note that infinitesimal versions of multiplicative Courant algebroids and Dirac structures were already studied in [66, 86, 93], but always using the language of supergeometry).

In more detail, an LA-Courant algebroid consists of a Courant algebroid $A \rightarrow A$ such that $A$ also has the structure of a Lie algebroid $A \rightarrow V$ over a different base space $V$. The Lie algebroid and Courant algebroid structures must be compatible in an appropriate sense. In particular $A$ is the total space of a double vector bundle

$$
\begin{array}{ccc}
A & \rightarrow & V \\
\downarrow & & \downarrow \\
A & \rightarrow & M
\end{array}
$$

(a concept due to Pradines [97]). Dirac structures $L \subseteq A$ which are also subbundles of the vector bundle $A \rightarrow V$ are called VB-Dirac structures. They are called LA-Dirac structures if they are also Lie subalgebroids of $A \rightarrow V$.

As a first example, if $E$ is any Courant algebroid, then its tangent bundle

$$
\begin{array}{ccc}
TE & \rightarrow & E \\
\downarrow & & \downarrow \\
TM & \rightarrow & M
\end{array}
$$

is canonically an LA-Courant algebroid, called the *tangent prolongation* of $E$. This example was first studied by Courant [29] for the special case where $E = TM$. Later, it was studied in full generality by Boumaiza and Zaalani [11].

LA-Courant algebroids have a variety of applications, and we describe two main applications in this thesis: reduction, and integration. We shall summarize these applications later in the introduction, after first describing pseudo-Dirac structures.

### 1.0.3 pseudo-Dirac structures

In general, the Courant bracket (1.0.2) does not define a Lie bracket on the sections of $TM$, since it fails to be skew symmetric. In order to obtain a Lie bracket from the Courant bracket, Courant restricted the bracket to sections of Lagrangian subbundles $L \subseteq TM$, which ensures skew symmetry of the bracket. In this thesis, we will take a different approach to obtain a Lie bracket from the Courant bracket: we modify the Courant bracket itself.

In Chapter [4] we introduce the notion of a *pseudo-Dirac structure* in the Courant algebroid $TM$: a subbundle

$$W \subseteq TM$$
together with a map
\[ \nabla : \Omega^0(M, W) \to \Omega^1(M, W^*) \]
satisfying certain axioms, including
\[
\begin{align*}
\nabla f \sigma &= f \nabla \sigma + df \otimes \langle \sigma, \cdot \rangle, \\
d \langle \sigma, \tau \rangle &= \langle \nabla \sigma, \tau \rangle + \langle \sigma, \nabla \tau \rangle,
\end{align*}
\]
Equations (1.0.6a, 1.0.6b) reduce to the definition of a metric connection when \( \langle \cdot, \cdot \rangle|_W \) is non-degenerate, we call \( \nabla \) a pseudo-connection. Equation (1.0.6b) guarantees that the modification to the Courant bracket, given by
\[ [\sigma, \tau] := [\sigma, \tau] - a^* \langle \nabla \sigma, \tau \rangle, \]
is skew symmetric. More importantly, in Theorem 4.1.1 we prove that Eq. (1.0.7) endows \( W \) with the structure of a Lie algebroid (a concept due to Pradines [95]). In particular, the sections of \( W \) form a Lie algebra.

Proposition 4.1.1 states that subbundles of \( T_M \) endowed with a pseudo-connection are in one-to-one correspondence with Lagrangian double vector subbundles of the LA-Courant algebroid
\[
\begin{array}{ccc}
\mathbb{T}T M & \to & TM \\
\downarrow & & \downarrow \\
TM & \to & M
\end{array}
\]
Thus it is quite natural to study them. Similarly, pseudo-Dirac structures in \( T_M \) are in one-to-one correspondence with \( VB \)-Dirac structures in \( TTM \).

As a consequence, it is easy to impose constraints on a pseudo-Dirac structure in \( T_M \): Suppose that \( S \subseteq M \) is the constraint submanifold. Courant’s restriction procedure (1.0.4) allows us to restrict \( VB \)-Dirac structures of \( TTM \) to \( VB \)-Dirac structure of \( TT_S \):
\[
\begin{array}{ccc}
\text{VB-Dirac structures in } TTM & \xrightarrow{\text{Courant’s restriction procedure (1.0.4)}} & \text{VB-Dirac structures in } TT_S \\
\end{array}
\]
Composing this restriction procedure with the equivalence between \( VB \)-Dirac structures in \( TTM \) and pseudo-Dirac structures in \( T_M \) allows us to impose constraints on pseudo-Dirac structures in \( T_M \):
Finally, there are many examples of pseudo-Dirac structures, to list a few:

- Dirac structures,
- Lie algebroid structures on $T^*M$,
- Lie subalgebras of a quadratic Lie algebra,
- action Courant algebroids, as introduced by Meinrenken and the author [64],
- quasi-Poisson structures on $M$, in the sense of Alekseev and Kosmann-Schwarzbach [3],
- etc.

In particular, the concept of pseudo-Dirac structures allows us to unify the treatment of Poisson and q-Poisson structures on a manifold $M$: Both correspond to a pseudo-Dirac structure whose underlying bundle is $W = \text{gr}(a) \subseteq TM$ where $a : T^*M \to TM$ is the anchor map for a Lie algebroid structure on $T^*M$.

### 1.0.4 Applications

**Reduction of Courant algebroids**

Roughly speaking, reduction is the process of reducing the dimensions of a physical system (a Poisson structure, a Courant algebroid, etc.) through a combination of imposing constraints and quotienting out symmetries. In Section 6.1 we will present a novel approach to reducing Courant algebroids in terms of $\mathcal{LA}$-Dirac and $\mathcal{VB}$-Dirac structures. Our framework is quite general, encompassing many known reduction procedures. However, to provide the reader with some context, we shall first summarize Marsden and Ratiu’s reduction procedure for Poisson structures [83], before summarizing our approach to the reduction of Courant algebroids.

**Remark 1.0.2.** There are many interesting reduction procedures for both Poisson structures (see [25, 26, 40, 70, 77, 83, 89, 124], and the references therein) and Courant algebroids (see [12, 13, 21, 41, 51, 52, 56, 58, 84, 88, 114, 117, 130], and the references therein). Regrettably, we will not have space to discuss all these treatments here.

Let $M$ be a Poisson manifold. Constraints are described by a submanifold $S \subseteq M$, while symmetries are described by a collection of vector fields on $S$ which are closed under the Lie bracket and which (we assume to) span a subbundle $F \subseteq TS \subseteq TM|_S$.

Equivalently, $F \subseteq TM$ is a sub Lie algebroid. By Frobenius’s theorem, $F$ arises from a foliation of $S$ by maximal integral submanifolds, as pictured in Fig. 1.2.

Suppose that $N$ is the leaf space of the foliation, that is there is a surjective submersion $\phi : S \to N$, such that $F = \ker(d\phi)$. A function $\tilde{f} \in C^\infty(M)$ is said to extend a function $f \in C^\infty(N)$ if

$$\phi^* f = i^* \tilde{f},$$
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(a) A foliation of the submanifold $S \subseteq M$. $F \subseteq TS$ is the subbundle tangent to the foliation.

(b) $N$ is the leaf space of the foliation and $\phi : S \to N$ the natural projection.

Figure 1.2 – The submanifold $S \subseteq M$ describes constraints on the physical system, while vector fields tangent to the foliation describe symmetries.

where $i : S \to N$ is the inclusion. If there exists a Poisson structure on $N$ such that

$$\phi^*\{f, g\} = i^*\{\tilde{f}, \tilde{g}\}$$

for any functions $f, g \in C^\infty(N)$ and extensions $\tilde{f}, \tilde{g} \in C^\infty(M)$, then the Poisson structure on $M$ is said to reduce to a Poisson structure on $N$.

As explained by Courant and Sanchez de Alvarez [29, 103], the Poisson structure on $M$ induces a Poisson structure on $TM$ for which the equation

$$\{df, dg\} = d\{f, g\}$$

is satisfied for any functions $f, g \in C^\infty(M)$ (where we interpret 1-forms on $M$ as linear functions on $TM$). This tangent prolongation of the Poisson structure is very relevant to reduction. Indeed, [40, Remark 2.2] implies the following theorem:

**Theorem** (Coisotropic Reduction\(^3\)). Let $M$ be a Poisson manifold, $S \subseteq M$ a submanifold, and $F \subseteq TS$ a regular foliation with leaf space $N$. The Poisson structure on $M$ reduces to a Poisson structure on $N$ if and only if $F \subseteq TM$ is coisotropic\(^4\).

We will refer this reduction procedure as coisotropic reduction, since Eq. (1.0.8) holds if and only if the composition $R : M \leftrightarrow S \to N$ of relations is coisotropic [124, Proposition (2.3.3)]. As explained by Weinstein [124], coisotropic reduction fits snugly within the framework of coisotropic calculus. Unfortunately, it is not broad enough to encompass certain important examples of reduction. For instance, if the Poisson structure on $M$ is non-degenerate and $S \subseteq M$ is a symplectic submanifold, then $S$ inherits a Poisson structure via the Dirac bracket. The definition of the Dirac bracket (1.0.1) is structurally

---

\(^3\)This is a special case of results found in [40, 69, 124].

\(^4\)As defined by Weinstein [124], a submanifold $C \subseteq M$ of a Poisson manifold is called coisotropic if the ideal $Z(C) \subseteq C^\infty(M)$ of functions vanishing on $C$ is closed under the Poisson bracket.
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Figure 1.3 – The subbundle $D \subseteq TM|_S$ of the ambient tangent space controls how functions on $S$ are extended to $M$.

the same as that of the reduced Poisson bracket (1.0.8) described above (with $\phi : S \to S$ the identity map), except that it must be calculated via admissible extensions of the functions $f, g \in C^\infty(S)$, rather than arbitrary extensions.

To incorporate examples such as this, Marsden and Ratiu considered a subbundle $D \subseteq TM|_S$, as in Fig. 1.3, whose role is to prescribe how one extends functions on $S$ to all of $M$. They assume $F = D \cap TS$ is a constant rank involutive subbundle arising from a regular foliation. Let $N$ denote the corresponding leaf space, and $\phi : S \to N$ the quotient map. A function $\tilde{f} \in C^\infty(M)$ is called an admissible extension of $f \in C^\infty(N)$ if

$$\phi^* f = i^* \tilde{f}.$$  

If there is a Poisson structure on $N$ so that

$$\phi^* \{f, g\} = i^* \{\tilde{f}, \tilde{g}\}$$ (1.0.9)

for any functions $f, g \in C^\infty(N)$ and any admissible extensions $\tilde{f}, \tilde{g} \in C^\infty(M)$, then the triple $(M, N, D)$ is said to be reducible [83]. Assuming $D \neq 0$, [40, Remark 2.2] allows us to rephrase Marsden and Ratiu’s reduction theorem [83] as follows:

**Theorem** (Marsden-Ratiu Reduction). Let $M$ be a Poisson manifold, $S \subseteq M$ a submanifold, and $D \subseteq TM|_S$ a non trivial subbundle such that $F = D \cap TS$ is a regular foliation with leaf space $N$. The triple $(M, N, D)$ is reducible if and only if $D \subseteq TM$ is coisotropic.

Summarizing, we have the following table:

---

5Marsden and Ratiu’s reduction procedure [83] predates coisotropic reduction [124].
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Reduction Procedure | Reduction Data | Reduction Requirements
--- | --- | ---
Coisotropic Reduction | A Lie subalgebroid $F \subseteq TM$ | $F \subseteq TM$ is coisotropic
Marsden-Ratiu Reduction | A subbundle $D \subseteq TM|_S$ such that $D \cap TS \subseteq TS$ is a Lie subalgebroid | $D \subseteq TM$ is coisotropic

Having described the reduction procedures for Poisson structures, we now summarize the main features of our reduction procedure for Courant algebroids. More details will be given in Section 6.1. Our reduction procedure for a Courant algebroid $E$ is formulated in terms of double vector subbundles of the tangent prolongation of $E$:

$$
\begin{array}{ccc}
L \hookrightarrow & W & \hookrightarrow T_E \hookrightarrow E \\
\downarrow & \downarrow \subseteq & \downarrow \subseteq \\
D \hookrightarrow & S & \hookrightarrow TM \hookrightarrow M
\end{array}
$$

We give sufficient conditions on $L$ for the quotient vector bundle

$$
\begin{array}{c}
F := W/(L \cap TW) \\
\downarrow \\
N := S/(D \cap TS)
\end{array}
$$

to inherit the structure of a Courant algebroid, which we summarize in the following table:

| Reduction Procedure | Reduction Data | Reduction Requirements |
| --- | --- | --- |
| Coisotropic-type Reduction | A double vector subbundle $L \subseteq T_E$ which is also a Lie subalgebroid | $L \subseteq T_E$ is a Dirac structure (with support) |
| Marsden-Ratiu-type Reduction | A double vector subbundle $L \subseteq T_E$ such that $L \cap TW \subseteq TW$ is a Lie subalgebroid | $L \subseteq T_E$ is a Dirac structure (with support) |

Remark 1.0.3. There is a clear similarity between the two tables above which summarize the reduction procedures for Poisson manifolds and Courant algebroids, respectively. In fact, one could obtain the second table from the first by using Ševera’s dictionary to translate between Poisson manifolds and Courant algebroids [110]:

Poisson manifold $\leftrightarrow$ Courant algebroid

Coisotropic submanifold $\leftrightarrow$ Dirac structure (with support)
Integration of q-Poisson structures

Roughly speaking, *integration* is the process of concatenating an infinite string of infinitesimal symmetries to yield a definite symmetry: for example, passing from a Lie algebra to the corresponding simply connected Lie group.

One of the earliest examples of a Lie algebra is the ring of functions $C^\infty(M)$ on a Poisson manifold $M$. Unfortunately, $C^\infty(M)$ is generally infinite dimensional, complicating integration. Nevertheless, Karasev and Weinstein [59, 123] independently discovered that there are finite dimensional objects, called symplectic groupoids, which integrate Poisson structures in an appropriate sense:

Let $M$ be a Poisson manifold and $\pi \in \mathfrak{X}^2(M)$ the corresponding bivector field. The space of 1-forms, $\Omega^1(M)$, carries the Lie bracket

$$[\alpha, \beta] = d\pi(\alpha, \beta) + \iota_{\pi\sharp}d\beta - \iota_{\pi\sharp}d\alpha, \quad \alpha, \beta \in \Omega^1(M)$$

called the Koszul bracket [62]. With this bracket on its sections, the cotangent bundle $T^*M$ becomes a Lie algebroid. Lie algebroids are a concept due to Pradines, who proved that they integrate to local Lie groupoids [94–96]. Suppose that $K$ is a (local) Lie groupoid integrating $T^*M$. The canonical symplectic structure on $T^*M$ is compatible with the Lie algebroid structure. Using this fact, Mackenzie and Xu showed it induces a symplectic structure on $K$, which is compatible with the multiplication [82,123].

$q$-Poisson structures were introduced by Alekseev and Kosmann-Schwarzbach [3], as a generalization of Poisson structures which could describe new examples of Lie group valued moment maps [4,5]. Let $\mathfrak{d}$ be a quadratic Lie algebra and $\mathfrak{g} \subseteq \mathfrak{d}$ a Lie subalgebra which is equal to its orthogonal complement, $\mathfrak{g} = \mathfrak{g}^\perp$. A $q$-Poisson $(\mathfrak{d}, \mathfrak{g})$ structure on a manifold $M$ consists of

- an action of $\mathfrak{g}$ on $M$, determined by a map $\rho : \mathfrak{g} \times M \to TM$, and
- a bivector field $\pi \in \mathfrak{X}^2(M)$

satisfying certain axioms.

Consider the bracket

$$\{f, g\} = \pi(df, dg), \quad f, g \in C^\infty(M), \quad (1.0.10)$$

which does not generally satisfy the Jacobi identity. One says that a function $f \in C^\infty(M)$ is *admissible* if it is $\mathfrak{g}$-invariant. Alekseev and Kosmann-Schwarzbach [3] prove that (1.0.10) defines a Lie bracket on the space $C^\infty_{adm}(M)$ of admissible functions.

$q$-Poisson $(\mathfrak{d}, \mathfrak{g})$-structures are most interesting when there exists a Lie subalgebra $\mathfrak{h} \subseteq \mathfrak{d}$ such that $\mathfrak{d} = \mathfrak{g} \oplus \mathfrak{h}$ as a vector space. Two special cases are when $\mathfrak{h} \subseteq \mathfrak{d}$ is Lagrangian (i.e. $\mathfrak{h} = \mathfrak{h}^\perp$), or when $\mathfrak{h} \subseteq \mathfrak{d}$ is a quadratic ideal (i.e. $\mathfrak{h} \cap \mathfrak{h}^\perp = 0$). In both cases, interesting things happen:
\( h \subseteq \mathfrak{d} \) is Lagrangian.

The triple \((\mathfrak{d}, \mathfrak{g}, h)\) is a Manin triple \([37]\), and \( \mathfrak{g} \) is a Lie bialgebra.

\( \mathfrak{h} \subseteq \mathfrak{d} \) is a quadratic ideal.

\( \mathfrak{h} \cong \mathfrak{g} \) and \( \mathfrak{d} = \mathfrak{g} \oplus \mathfrak{g} \), with \( \mathfrak{g} \) embedded diagonally and \( \mathfrak{h} \) embedded as the second factor.

Eq. (1.0.10) defines a Poisson structure on \( M \).

While \( \pi \in \mathfrak{X}^2(M) \) is not \( \mathfrak{g} \)-invariant, the action of \( \mathfrak{g} \) on \( M \) is an infinitesimal Poisson action \([71, 72]\).

\( \pi \in \mathfrak{X}^2(M) \) is \( \mathfrak{g} \)-invariant.

Moreover, when \( \mathfrak{h} \subseteq \mathfrak{d} \) is Lagrangian, there is a known integration procedure due to Xu \([128]\). Meanwhile when \( \mathfrak{h} \subseteq \mathfrak{d} \) is an ideal and \( \mathfrak{h} \cap \mathfrak{h}^\perp = 0 \), there is a known integration procedure due to \( \check{S} \)evera and the author \([66]\). As a first step, both integration procedures take advantage of a Lie algebroid morphism \( \mu : T^* M \to \mathfrak{h} \), constructed as follows:

The dual of the action map \( \rho : \mathfrak{g} \times M \to TM \) is a map \( T^* M \to \mathfrak{g}^* \times M \). Composing this with the projection to the first factor defines a map \( T^* M \to \mathfrak{g}^* \). After identifying \( \mathfrak{g}^* \cong \mathfrak{h} \) via the quadratic form on \( \mathfrak{d} \), we obtain the map

\[ \mu : T^* M \to \mathfrak{h}. \]

We outline the properties of \( \mu \) in the table below.

\( h \subseteq \mathfrak{d} \) is Lagrangian.

\( T^* M \) is a Lie bialgebroid \([81]\).

\( \mu : T^* M \to \mathfrak{h} \) is a morphism of Lie bialgebroids \([128]\).

\( h \subseteq \mathfrak{d} \) is a quadratic ideal.

\( T^* M \) is a Lie algebroid \([66]\).

\( \mu : T^* M \to \mathfrak{h} \) is a morphism of Lie algebroids \([66]\).

Suppose \( K \) is the source simply connected groupoid integrating \( T^* M \) (or use a local integration instead), and \( H \) is the simply connected Lie group integrating \( \mathfrak{h} \). Let \( \mu : K \to H \) denote the morphism of Lie groupoids integrating \( \mu : T^* M \to \mathfrak{h} \). We outline the main features of the relevant integration procedures in the table below.

\( h \subseteq \mathfrak{d} \) is Lagrangian.

\( H \) is a Poisson Lie group \([36]\).

The Poisson structure on \( M \) determines a compatible symplectic structure on \( K \) \([59, 123]\).

\( \mu : K \to H \) is a moment map for the natural action of \( \mathfrak{g} \) on \( K \) \([128]\).

\( h \subseteq \mathfrak{d} \) is a quadratic ideal.

\( H \) carries a multiplicative Dirac structure, the Cartan Dirac structure \([16, 112]\).

The q-Poisson structure on \( M \) determines a compatible quasi-symplectic structure on \( K \) \([66]\).

\( \mu : K \to H \) is a moment map for the natural action of \( \mathfrak{g} \) on \( K \) \([66]\).

In Chapter 6, we will describe an integration procedure for general q-Poisson \((\mathfrak{d}, \mathfrak{g})\)-spaces, which unifies both of the procedures outlined above. Before summarizing our result, we make the following general remark: Extrapolating from the two special cases

\[^6\]This was already shown by Bursztyn and Crainic in the presence of a moment map for the q-Poisson structure \([14]\).
such an integration procedure should result in a moment map $\mu : K \to H$ where
$K$ is a Lie groupoid, and $H$ is some Lie group. Moreover, one expects that $H$ will carry a
multiplicative Dirac structure. In \cite{65, 66} multiplicative Dirac structures over a simply
connected Lie group $H$ were classified in terms of triples $(\mathfrak{d}, \mathfrak{g}; \mathfrak{h})$ of Lie algebras where:

- $\mathfrak{d}$ is a quadratic Lie algebra,
- $\mathfrak{g} \subseteq \mathfrak{d}$ is a Lagrangian Lie subalgebra,
- $\mathfrak{h} \subseteq \mathfrak{d}$ is a Lie subalgebra which integrates to $H$, and
- $\mathfrak{d} = \mathfrak{g} \oplus \mathfrak{h}$ as a vector space.

Our main result in Chapter \cite{3} is the following: Given a q-Poisson $(\mathfrak{d}, \mathfrak{g})$-structure on
$M$, together with a Lie subalgebra $\mathfrak{h} \subseteq \mathfrak{d}$ which is a vector space complement to $\mathfrak{g}$,

1. there exists a Lie algebroid structure on $T^*M$, and
2. the map $\mu : T^*M \to \mathfrak{h}$ is a morphism of Lie algebroids.

Let $K$ denote the source simply connected Lie groupoid integrating $T^*M$ (or use a local
integration instead), then

3. $K$ carries a q-Poisson $(\mathfrak{d}, \mathfrak{g})$-structure, and
4. $\mu : K \to H$ is a moment map,

where the simply connected Lie group $H$ carries the multiplicative Dirac structure de-
termined by the triple $(\mathfrak{d}, \mathfrak{g}, \mathfrak{h})$.

The theory of pseudo-Dirac structures, which we will introduce in Chapter \cite{4} play
an important role in determining the Lie algebroid structure on $T^*M$. As explained
by Iglesias Ponte-Xu \cite{54} and Bursztyn-Iglesias Ponte-Severa \cite{17}, the q-Poisson $(\mathfrak{d}, \mathfrak{g})$
structure on $M$ defines a Courant morphism

$$ R : T^*M \to \mathfrak{d}. $$

As we shall prove in Section \cite{4.1.2}, since $\mathfrak{h}$ is a pseudo-Dirac structure in the Courant
algebroid $\mathfrak{d}$, the composition

$$ L := \mathfrak{h} \circ R \subseteq T^*M $$

is a pseudo-Dirac structure in $T^*M$. $L$ is canonically isomorphic to $T^*M$, so this defines
a Lie algebroid structure on $T^*M$. In general $L \subseteq T^*M$ will not be a Dirac structure.
However, in the special case where $\mathfrak{h} \subseteq \mathfrak{d}$ is Lagrangian, $L \subseteq T^*M$ is the graph of the
Poisson structure on $M$.\footnote{For this classification result, the authors assume that multiplication is a strong forward Dirac mor-
phism, a desirable property in our context. See \cite{1, 55, 92} for a slightly different concept of Dirac Lie
groups.}
Remark 1.0.4. Suppose $D$ is a Lie group with Lie algebra $\mathfrak{d}$ and $G \subseteq D$ is a closed Lie subgroup integrating the inclusion $\mathfrak{g} \subseteq \mathfrak{d}$. An equivariant map $\phi : M \to D/G$ satisfying certain compatibility conditions with the $q$-Poisson structure is called a moment map.

The peculiar feature of the bracket (1.0.10) - that it is only well behaved on the subalgebra of admissible functions - is reminiscent of the Dirac bracket, discussed in Section 1.0.1 above. Since Dirac structures form the geometric framework for the Dirac bracket, it is reasonable to try to incorporate $q$-Poisson geometry into Dirac geometry. There has been a substantial body of work in this direction. Some key papers include [14, 15, 17, 54]. To summarize the relevant results: In the presence of a moment map $\phi : M \to D/G$, they construct a Dirac structure

$$L \subseteq \mathbb{E},$$

in some exact Courant algebroid $\mathbb{E}$, encoding the $q$-Poisson structure\footnote{This was first explained by Bursztyn and Crainic in [14] for the special case where $\mathfrak{d} = \mathfrak{g} \oplus \bar{\mathfrak{g}}$, and in full generality in [17].}. Integrating this Dirac structure via the techniques described in [16, 53], one obtains a (local) Lie groupoid $G$ which carries a compatible (non-degenerate) $q$-Poisson structure. In the special case where $\mathfrak{d}$ is trivial, this procedure specializes to the integration of Poisson structures to symplectic groupoids.
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Preliminaries

2.1 Linear relations

We recall some background on linear relations.

A (linear) relation $R: V_1 \rightarrow V_2$ between vector spaces $V_1$, $V_2$ is a subspace $R \subseteq V_2 \times V_1$. Write $v_1 \sim_R v_2$ if $(v_2, v_1) \in R$. The graph of any linear map $A: V_1 \rightarrow V_2$ defines a relation $\text{gr}(A)$. In particular, the identity map of $V$ defines the diagonal relation $\text{gr}(\text{id}_V) = \Delta_V \subseteq V \times V$.

The transpose relation $R^T: V_2 \rightarrow V_1$ consists of all $(v_1, v_2)$ such that $(v_2, v_1) \in R$.

We define $\text{ker}(R) = \{v_1 \in V_1 | v_1 \sim 0\}$, $\text{ran}(R) = \{v_2 \in V_2 | \exists v_1 \in V_1 : (v_2, v_1) \in R\}$.

Given another relation $R': V_2 \rightarrow V_3$, the composition $R' \circ R: V_1 \rightarrow V_3$ consists of all $(v_3, v_1)$ such that $v_1 \sim_R v_2$ and $v_2 \sim_{R'} v_3$ for some $v_2 \in V_2$.

We let $\text{ann}(R): V_1^* \rightarrow V_2^*$ be the relation such that $\mu_1 \sim_{\text{ann}(R)} \mu_2$ if $\langle \mu_1, v_1 \rangle = \langle \mu_2, v_2 \rangle$ whenever $v_1 \sim_R v_2$. Thus $(\mu_2, \mu_1) \in \text{ann}(R) \iff (\mu_2, -\mu_1) \in \text{ann}(R)$. Note $\text{ann}(V_\Delta) = (V^*)_\Delta$, and more generally

$$\text{ann}(\text{gr}(A)) = \text{gr}(A^*)^T \quad (2.1.1)$$

for linear maps $A: V_1 \rightarrow V_2$.

We will frequently find the following Lemma useful.

**Lemma 2.1.1.** For any relations $R: V_1 \rightarrow V_2$ and $R': V_2 \rightarrow V_3$, one has $\text{ann}(R' \circ R) = \text{ann}(R') \circ \text{ann}(R)$.

More generally, a smooth relation $S: M_1 \rightarrow M_2$ between manifolds is an immersed submanifold $S \subseteq M_2 \times M_1$. We will write

$$m_1 \sim_S m_2,$$

if $(m_2, m_1) \in S \subseteq M_2 \times M_1$, and for functions $f_i \in C^\infty(M_i)$, we will write

$$f_1 \sim_S f_2$$
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if $f_2 \oplus (-f_1)$ vanishes on $S$. Given smooth relations $S: M_1 \rightarrowtail M_2$ and $S': M_2 \rightarrowtail M_3$, the set-theoretic composition $S' \circ S$ is the image of

$$S' \circ S = (S' \times S) \cap (M_3 \times (M_2)_\Delta \times M_1)$$

(2.1.2)

under projection to $M_3 \times M_1$. Here $(M_2)_\Delta \subset M_2 \times M_2$ denotes the diagonal.

If $V_1, V_2$ are two vector bundles over $M_1$ and $M_2$ respectively, then a $\mathcal{VB}$-relation $R : V_1 \rightarrowtail V_2$ is a subbundle $R \subseteq V_2 \times V_1$ along a submanifold $S \subset M_2 \times M_1$.

We define $\ker(R) \subseteq p^*_M V_1$, $\ran(R) \subseteq p^*_M V_2$ to be the kernel and range of the bundle map $R : p^*_M V_2 \rightarrowtail (v_2, v_1) \mapsto v_2$ (where $p_M : S \rightarrow M_i$, $(m_2, m_1) \mapsto m_i$). Finally, we define the $\mathcal{VB}$-relation $\ann(R) : V_1^* \rightarrowtail V_2^*$ by

$$\ann(R) = \{(\mu_2, -\mu_1) \mid (\mu_2, \mu_1) \in \ann(R)\} \subseteq V_2^* \times V_1^*.$$

If $V_i \rightarrow M_i$ are vector bundles, $R : V_1 \rightarrowtail V_2$ is a $\mathcal{VB}$-relation over $S$, and $\sigma_i \in \Gamma(V_i)$, then we write

$$\sigma_1 \sim_R \sigma_2$$

whenever $(\sigma_2, \sigma_1)|_S \in \Gamma(R)$.

**Example 2.1.1.** Let $p : V \rightarrowtail M$ be a vector bundle. Then the $\mathcal{VB}$-relation

$$\gr(+) : V \times V \rightarrowtail V$$

defined by

$$(v_1, v_2) \sim_{\gr(+)} v_1 + v_2,$$

whenever $p(v_1) = p(v_2)$ is called the graph of addition. A (fibrewise) linear function $f \in C^\infty(V)$ satisfies

$$f \oplus f \sim_{\gr(+)} f$$

while a fibrewise constant function satisfies

$$f \oplus 0 \sim_{\gr(+)} f.$$

2.2 Lie algebroids and Courant algebroids

2.2.1 Poisson manifolds

Poisson geometry is both a useful tool in the theory of Lie algebroids and Courant algebroids, and a source of important examples. For the reader’s convenience, we summarize the basic concepts here.

A manifold $M$ is called a **Poisson manifold** if the space of functions $C^\infty(M)$ is equipped with a Lie bracket

$$\{\cdot, \cdot\} : C^\infty(M) \times C^\infty(M) \rightarrow C^\infty(M)$$

satisfying the Leibniz rule,

$$\{f, gh\} = \{f, g\} h + g\{f, h\}, \quad f, g, h \in C^\infty(M).$$
Consequently, for any function $f \in C^\infty(M)$, the operator $\{f, \cdot\} : C^\infty(M) \to C^\infty(M)$ is a derivation, and so it defines a vector field $X_f = \{f, \cdot\}$ on $M$ called the Hamiltonian vector field associated to $f$. By skew symmetry the Poisson bracket is also a derivation in the first variable.

**Remark 2.2.1 (Multivector fields).** We let $\mathfrak{X}(M) := \Gamma(TM)$ denote the space of vector fields, and $\mathfrak{X}^k(M) = \Gamma(\wedge^k TM)$ the space of $k$-vector fields (note $\mathfrak{X}^0(M) = C^\infty(M)$). The space

$$\mathfrak{X}^\bullet(M) := \bigoplus_k \mathfrak{X}^k(M)$$

of multivector fields is a $\mathbb{Z}$-graded algebra with respect to the wedge product, and carries a unique bilinear operation, called the Schouten bracket \cite{91, 105}, which extends the Lie bracket for vector fields and satisfies

- $[X, Y] = -(-1)^{(k-1)(l-1)}[Y, X]$
- $[X, Y \wedge Z] = [X, Y] \wedge Z + (-1)^{(k-1)l}Y \wedge [X, Z]$ (derivation)
- $[X, [Y, Z]] = [[X, Y], Z] + (-1)^{(k-1)(l-1)}[Y, [X, Z]]$ (graded Jacobi identity)

for $X \in \mathfrak{X}^k(M)$, $Y \in \mathfrak{X}^l(M)$, and $Z \in \mathfrak{X}^\bullet(M)$.

Since $\{f, g\}$ depends only on the differentials $df$ and $dg$, there exists a bivector field $\pi \in \mathfrak{X}^2(M)$ such that

$$\{f, g\} = \pi(df, dg). \quad (2.2.1)$$

We let $\pi^\sharp : T^* M \to TM$ be the associated skew-symmetric map, that is $\pi^\sharp(df) = X_f$. It is known \cite{67} that the bracket $(2.2.1)$ satisfies the Jacobi identity if and only if the Schouten bracket of $\pi$ with itself vanishes

$$[\pi, \pi] = 0.$$

A map between Poisson manifolds $\phi : M \to N$ is said to be a Poisson morphism if the associated map $\phi^* : C^\infty(N) \to C^\infty(M)$ is a map of Lie algebras.

Let $C \subset M$ be a submanifold, and let $\text{ann}(TC) = \{\alpha \in T^* M|_C \text{ such that } \alpha|_{TC} = 0\}$ denote its conormal bundle. Then $C \subset M$ is said to be a coisotropic submanifold if $\pi^\sharp(\text{ann}(TC)) \subset TC$ \cite{124}.

If $M$ is any Poisson manifold with Poisson bracket $\{\cdot, \cdot\}_M$, then we let $\bar{M}$ denote the manifold $M$ with Poisson bracket $\{\cdot, \cdot\}_M = -\{\cdot, \cdot\}_M$.

**Example 2.2.1.** Suppose $\phi : M \to N$ is a smooth map between Poisson manifolds, and let $\text{gr}(\phi) \subset N \times \bar{M}$ denote its graph. Then $\phi$ is a morphism of Poisson manifolds if and only if $\text{gr}(\phi) \subset N \times \bar{M}$ is a coisotropic submanifold \cite{124}.

Generalizing this example, a coisotropic relation $R : M \rightrightarrows N$ between Poisson manifolds is a relation such that $R \subseteq N \times \bar{M}$ is a coisotropic submanifold \cite{124}. This implies that

$$f_1 \sim_R g_1, \quad f_2 \sim_R g_2 \Rightarrow \{f_1, f_2\} \sim_R \{g_1, g_2\} \quad (2.2.2)$$

for any $f_i \in C^\infty(M)$ and $g_i \in C^\infty(N)$. 

---
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Example 2.2.2 (Lie algebras). If \( g \) is a finite dimensional Lie algebra, then \( g^* \) carries the Kirillov Poisson structure [60]. We may identify \( g \) with the subspace of linear functions on \( g^* \), and the Poisson bracket restricts to the Lie bracket for \( g \) on this subspace. This property is enough to define the bivector field \( \pi \), which in turn defines the Poisson bracket of two arbitrary functions by the formula (2.2.1).

If \( h \) is a second Lie algebra, then a linear map \( \psi : g \to h \) is a Lie algebra morphism if and only if \( \phi = \psi^* : h^* \to g^* \) is a morphism of Poisson manifolds.

In this way, there is a one-to-one correspondence between finite-dimensional Lie algebras and linear Poisson structures on vector spaces.

As a slight generalization of Example 2.2.2, we have the following.

Definition 2.2.1 (Linear Poisson structures). Let \( V \) be a vector bundle. A Poisson structure on \( V \) is called linear if the graph of addition

\[
gr(+) : V \times V \longrightarrow V
\]  

(2.2.3)

is a coisotropic relation.

Remark 2.2.2. If \( f, g \in C^\infty(V) \) satisfy

\[f \oplus f \sim_{gr(+)} f,\]

and

\[g \oplus g \sim_{gr(+)} g\]

then Eqs. (2.2.2) and (2.2.3) imply that

\[\{f, g\} \oplus \{f, g\} \sim_{gr(+)} \{f, g\}.\]

In other words, \( \{f, g\} \) is a linear function whenever \( f, g \in C^\infty(V) \) are linear. Similarly, \( \{f, g\} \) is a fibrewise constant function whenever \( f \in C^\infty(V) \) is linear and \( g \in C^\infty(V) \) is fibrewise constant (or vice versa), and \( \{f, g\} = 0 \) whenever \( f, g \in C^\infty(V) \) are both fibrewise constant. In particular, the bundle projection \( V \to M \) is a Poisson morphism to the zero Poisson structure.

Since the Poisson bracket satisfies the Leibniz rule, linear Poisson structures are entirely determined by the Poisson brackets of linear functions. For instance the Poisson bracket between a linear function \( f \) and a constant function \( g \) is determined by the Leibniz rule,

\[\{f, g\} h = \{f, gh\} - g\{f, h\},\]

where \( h \) is some arbitrarily chosen linear function.

A Poisson manifold \( M \) is said to be symplectic whenever \( \pi^2 : T^* M \to TM \) is an isomorphism.

Example 2.2.3 (The cotangent bundle). If \( N \) is any manifold, then the cotangent bundle, \( T^* N \), is a symplectic manifold. Let \( p : T^* N \to N \) denote the bundle projection. For
a vector field $X \in \mathfrak{X}(N)$, let $\langle X, \cdot \rangle$ denote the corresponding linear function on $T^*N$. The linear Poisson bracket on $T^*N$ is defined by the equation

$$\{\langle X, \cdot \rangle, \langle Y, \cdot \rangle\} = \langle [X,Y], \cdot \rangle$$

for $X,Y \in \mathfrak{X}(N)$. Note that for $f,g \in C^\infty(N)$, one has

$$\{\langle X, \cdot \rangle, p^*f\} = p^*(X \cdot f),$$
$$\{p^*f, p^*g\} = 0.$$

### 2.2.2 Lie algebroids

Lie algebroids, which are a common generalization of Lie algebras and the tangent bundle, will be an important concept in this paper. We recall their definition and basic properties, and refer the reader to [80,90] for more comprehensive expositions.

**Definition 2.2.2.** A Lie algebroid is a vector bundle $A \to M$ together with a Lie bracket $[\cdot,\cdot]$ on its space of sections $\Gamma(A)$ and a bundle map $a : A \to TM$ called the anchor map such that the following Leibniz identity is satisfied:

$$[\sigma, f\tau] = (a(\sigma) \cdot f)\tau + f[\sigma, \tau], \quad \sigma, \tau \in \Gamma(A), f \in C^\infty(M).$$

**Remark 2.2.3.** Note that the anchor map is determined by the Lie bracket. Indeed

$$(a(\sigma) \cdot f)\sigma = [\sigma, f\sigma], \quad \sigma \in \Gamma(A), f \in C^\infty(M).$$

Additionally, the anchor map intertwines the Lie brackets:

$$a[\sigma, \tau] = [a(\sigma), a(\tau)].$$

**Example 2.2.4** (The tangent bundle and the Lie algebroid of a foliation.). The tangent bundle $A = TM \to M$ is a Lie algebroid, where the bracket on $\Gamma(TM) = \mathfrak{X}(M)$ is the Lie bracket of vector fields, and the anchor map $a : TM \to TM$ is the identity map.

Lie algebroids with injective anchor map are precisely the integrable distributions $F \subset TM$, i.e. sub-bundles for which $\Gamma(F)$ is a Lie subalgebra of $\Gamma(TM)$.

**Example 2.2.5** (Lie algebras and action Lie algebroids). Any Lie algebra $\mathfrak{g}$, regarded as a vector bundle over the point, is a Lie algebroid.

More generally, if $\mathfrak{g}$ acts on a manifold $M$ via the Lie algebra morphism $\rho : \mathfrak{g} \to \mathfrak{X}(M)$, then $\mathfrak{g} \times M$ is a Lie algebroid with bracket

$$[\xi_1, \xi_2]_{\mathfrak{g} \times M} = [\xi_1, \xi_2]_{\mathfrak{g}} + L_{\rho(\xi_1)}\xi_2 - L_{\rho(\xi_2)}\xi_1, \quad \xi_1, \xi_1 \in \Gamma(\mathfrak{g} \times M) \cong C^\infty(M, \mathfrak{g}). \quad (2.2.4)$$

The anchor map $a : \mathfrak{g} \times M \to TM$ is defined to extend the map $\rho : \mathfrak{g} \to \mathfrak{X}(M)$ on constant sections. With this structure, $\mathfrak{g} \times M$ is called the action Lie algebroid for the action of $\mathfrak{g}$ on $M$. 
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Example 2.2.6 (Cotangent Lie algebroid of a Poisson manifold). If $M$ is a Poisson manifold, with bivector field $\pi$, then $T^*M \to M$ is a Lie algebroid. The anchor map is $\pi^*: T^*M \to TM$, and the Lie algebroid bracket is the Koszul bracket

$$[\alpha, \beta]_\pi = d\pi(\alpha, \beta) + \iota_{\pi^*\alpha}d\beta - \iota_{\pi^*\beta}d\alpha. \quad (2.2.5)$$

Example 2.2.7 (Atiyah Lie algebroid). Let $G$ be a Lie group, and $P \to M$ a principal $G$ bundle. Then $TP/G \to M$ is a Lie algebroid, with the Lie bracket induced by the embedding

$$\Gamma(TP/G) \approx \Gamma(TP)^G \subset \mathfrak{X}(P)$$

of sections of $TP/G$ as $G$-invariant vector fields on $P$.

An observation of Courant [28, Theorem 2.1.4] provides an alternative characterization of Lie algebroids in Poisson geometrical terms which generalizes Example 2.2.2. We will find this alternative characterization useful in several places, but most notably to define Lie subalgebroids and morphisms of Lie algebroids. For the reader’s convenience, we restate it here.

Theorem 2.2.1 ([28 Theorem 2.1.4]). Let $A \to M$ be a vector bundle and $A^* \to M$ the dual vector bundle. There is a one-to-one correspondence between Lie algebroid structures on $A$ and linear Poisson structures on $A^*$.

Recall that any section $\sigma \in \Gamma(A)$ defines a linear function $\langle \sigma, \cdot \rangle$ on $A^*$. The Lie bracket on $\Gamma(A)$ is related to the linear Poisson structure on $A^*$ by the formula

$$\langle [\sigma, \tau], \cdot \rangle = \{\langle \sigma, \cdot \rangle, \langle \tau, \cdot \rangle\}, \quad \sigma, \tau \in \Gamma(A).$$

Example 2.2.8. The correspondence described in Theorem 2.2.1 relates the canonical Lie algebroid structure on the tangent bundle (i.e. Example 2.2.4) to the canonical linear symplectic structure on the cotangent bundle (i.e. Example 2.2.3).

Example 2.2.9 (Tangent lift of a Poisson structure). Suppose that $M$ is a Poisson manifold, then Example 2.2.6 shows that $T^*M \to M$ is a Lie algebroid. By Theorem 2.2.1, $TM$ carries a linear Poisson structure, called the tangent prolongation (or tangent lift) of the Poisson structure on $M$. In fact, the tangent lift is a functor from the category of Poisson manifolds to the category of linear Poisson structures on vector bundles. This construction is originally due to Courant [29], and independently to Sánchez de Alvarez [103]. See also Grabowski [43].

Next we recall the notion of a Lie subalgebroid of a Lie algebroid, originally due to Higgins and Mackenzie [45], though we use the formulation due to Mackenzie and Xu [81].

Definition 2.2.3. Let $A \to M$ be a Lie algebroid. A subbundle $B \subseteq A$ over a submanifold $N \subseteq M$ is called a Lie subalgebroid if its annihilator

$$\text{ann}(B) \subseteq A^*|_N$$

is a coisotropic submanifold of $A^*$ (with respect to the linear Poisson structure on $A^*$).
Definition 2.2.4. Suppose that $A_1 \to M_1$ and $A_2 \to M_2$ are two Lie algebroids.

- A morphism of vector bundles $\Phi : A_1 \to A_2$ is called a Lie algebroid morphism if its graph $\text{gr}(\Phi) \subseteq A_2 \times A_1$ is a Lie subalgebroid.

- Suppose $\Psi : \psi^* A_2 \to A_1$ is a base-preserving map of vector bundles, where $\psi^* A_2$ is the pullback of $A_2$ along a map $\psi : M_1 \to M_2$. If $\text{gr}(\Psi) \subseteq A_2 \times A_1$ is a Lie subalgebroid, then the vector bundle relation $\text{gr}(\Psi) : A_1 \to A_2$ is said to be a comorphism of Lie algebroids.

- More generally, a relation $R : A_1 \to A_2$ is called an $\mathcal{LA}$ relation if $R \subseteq A_2 \times A_1$ is a Lie subalgebroid.

Remark 2.2.4. The definition of base preserving morphisms of Lie algebroids in terms of coisotropic calculus is due to Courant [28], following the work of Kirillov for Lie algebras [60].

- The general definition of a morphism of Lie algebroids is originally due to Higgins and Mackenzie [48], the definition above is due to Mackenzie and Xu [81].

- The concept of a comorphism between Lie algebroids is due to Higgins and Mackenzie [49]. Note that comorphisms can be described more naturally as Poisson morphisms $A_1^* \to A_2^*$ between the corresponding linear Poisson structures.

- If $R : A_1 \to A_2$ is an $\mathcal{LA}$-relation, then for any $\sigma_i, \tau_i \in \Gamma(A_i)$ satisfying $\sigma_1 \sim_R \sigma_2$ and $\tau_1 \sim_R \tau_2$, we have $[\sigma_1, \tau_1] \sim_R [\sigma_2, \tau_2]$.

Remark 2.2.5 (Supergeometric definition of a Lie algebroid). There is an elegant definition of Lie algebroids in terms of supergeometry, due to Vaĭntrob [116]. Recall that an $N$-manifold is a supermanifold carrying an action of the multiplicative semigroup $\mathbb{R}$ such that $-1$ acts as the parity operator [110]. The degree of a function (or vector field etc.) is the weight of this action, i.e. $t \cdot f = t^{\deg(f)} f$, $t \in \mathbb{R}$. An $N$-manifold is said to be of degree $k$ if the highest degree of a coordinate function is $k$.

If $X$ is an $N$-manifold, then $0 \cdot X$ is a regular smooth manifold called the base of $X$. We may consider the sheaf of functions on $0 \cdot X$ generated by elements of $C^\infty(X)$ of degree no greater than $k$. This sheaf of functions describes an $N$-manifold called the $k$th truncation of $X$. For example, the $0$th truncation is $0 \cdot X$.

Finally, a homological vector field is a degree 1 self-commuting vector field, usually denoted $Q$. Since

$$2Q^2 = [Q, Q] = 0,$$

the operator $Q$ defines a differential of degree 1 on $C^\infty(X)$ which is also a derivation with respect to the multiplication (i.e. $C^\infty(X)$ is a differential graded algebra). Supermanifolds (resp. $N$-manifolds) carrying a homological vector field are referred to as $Q$-manifolds (resp. $NQ$-manifolds) [7, 106].

If $A \to M$ is a vector bundle, then the supermanifold $A[1]$ whose sheaf of functions is $C^\infty(A[1]) := \Gamma(\wedge^\bullet A^*)$, is a degree 1 $N$-manifold (where $\mathbb{R}$ acts on the fibres by scalar multiplication).
As shown by Vaintrob [116], a Lie algebroid structure on $A$ is equivalent to a homological vector field, $Q$, on the supermanifold $A[1]$ (i.e. $\Gamma(\wedge^\bullet A^*)$ is a differential graded algebra).

If $\sigma \in \Gamma(A)$, then contraction with $\sigma$ defines a degree -1 derivation, $\iota_\sigma$, of $C^\infty(A[1]) := \Gamma(\wedge^\bullet A^*)$. In this way, degree -1 vector fields on $A[1]$ are in one-to-one correspondence with sections of $A$. The Lie bracket of two sections $\sigma, \tau \in \Gamma(A)$ is given by the so-called derived bracket construction

$$\iota_{[\sigma,\tau]} = [[\iota_\sigma, Q], \iota_\tau].$$

If $A \to M$ and $B \to N$ are two Lie algebroids, then a map $\phi : A[1] \to B[1]$ which intertwines the homological vector fields is equivalent to a morphism $A \to B$ of Lie algebroids.

### 2.2.3 Courant algebroids

Dirac structures were introduced by T. Courant [28] as a unified framework from which to study constrained mechanical systems. Liu-Weinstein-Xu [69] generalized Courant’s original set-up, replacing $TM$ with a more general notion of a Courant algebroid $E \to M$. We recall the basic theory, and refer the reader to [17, 35, 99, 100, 108, 110, 115].

**Definition 2.2.5.** A Courant algebroid over a manifold $M$ is a vector bundle $E \to M$, together with a bundle map $a : E \to TM$ called the anchor, a bundle metric $\langle \cdot, \cdot \rangle$, and a bilinear bracket $[\cdot, \cdot]$ on its space of sections $\Gamma(E)$. These are required to satisfy the following axioms, for all sections $\sigma_1, \sigma_2, \sigma_3 \in \Gamma(E)$:

1. $[\sigma_1, [\sigma_2, \sigma_3]] = [[\sigma_1, \sigma_2], \sigma_3] + [\sigma_2, [\sigma_1, \sigma_3]]$,
2. $a(\sigma_1)\langle \sigma_2, \sigma_3 \rangle = \langle [\sigma_1, \sigma_2], \sigma_3 \rangle + \langle \sigma_2, [\sigma_1, \sigma_3] \rangle$,
3. $[\sigma_1, \sigma_2] + [\sigma_2, \sigma_1] = a^*(d\langle \sigma_1, \sigma_2 \rangle)$.

Here $a^* : T^*M \to E^* \cong E$ is the dual map to $a$. The axioms (1)-(3) imply various other properties, in particular

4. $[\sigma_1, f\sigma_2] = f[\sigma_1, \sigma_2] + a(\sigma_1)(f)\sigma_2$,
5. $[f\sigma_1, \sigma_2] = f[\sigma_1, \sigma_2] - a(\sigma_2)(f)\sigma_1 + \langle \sigma_1, \sigma_2 \rangle a^*(df)$,
6. $a([\sigma_1, \sigma_2]) = [a(\sigma_1), a(\sigma_2)]$,

for sections $\sigma_i \in \Gamma(E)$ and functions $f \in C^\infty(M)$. We will refer to the bracket $[\cdot, \cdot]$ as the Courant bracket (some authors refer to $[\cdot, \cdot]$ as the Dorfman bracket (after Dorfman [35], who introduced it) and its skew-symmetric part as the Courant bracket).

For any Courant algebroid $E$, we denote by $\overline{E}$ the Courant algebroid with the same bracket and anchor, but with the bundle metric, $\langle \cdot, \cdot \rangle$, negated.

---

1. In this thesis, we take ‘metric’ to mean a non-degenerate symmetric bilinear form.
2. To see that axiom (3) holds for $\overline{E}$, it can be useful to rewrite it as
   $$\langle [\sigma_1, \sigma_2] + [\sigma_2, \sigma_1], \sigma_3 \rangle = a(\sigma_3) \cdot \langle \sigma_1, \sigma_2 \rangle,$$
A subbundle $E \subseteq \mathcal{E}$ along a submanifold $S \subseteq M$ is called \textit{involutive} if it has the property
\[
\sigma_1|_S, \sigma_2|_S \in \Gamma(E) \Rightarrow [\sigma_1, \sigma_2]|_S \in \Gamma(E),
\]
for any $\sigma_1, \sigma_2 \in \Gamma(E)$. It is important to note that this does not define a bracket on sections of $E$, in general.

We let $L^\perp \subseteq \mathcal{E}$ denote the orthogonal complement of $L$ with respect to the fibre metric. A subbundle $L \subseteq \mathcal{E}$ is called \textit{Lagrangian} if $L^\perp = L$, and coisotropic if $L^\perp \subseteq L$.

An involutive Lagrangian subbundle $E \subseteq \mathcal{E}$ along $S \subseteq M$ is called a \textit{Dirac structure} along $S$.

A Dirac structure, $E$, along $S = M$ is simply called a Dirac structure, and the pair $(\mathcal{E}, E)$ is called a \textit{Manin pair} \cite{17, 54}. In this case, the restriction of the Courant bracket and the anchor map endows $E$ with the structure of a Lie algebroid \cite{28, 69}. Dirac structures were introduced by Courant \cite{28} and Liu-Weinstein-Xu \cite{69}. The notion of a Dirac structure along a submanifold goes back to ˇSevera \cite{108} and was developed in \cite{6, 17, 54}.

\textbf{Example 2.2.10 (The standard Courant algebroid).} The standard Courant algebroid over $M$ is $\mathcal{T}M = TM \oplus T^*M$ with anchor map the projection to the first factor and bilinear form $\langle (X, \alpha), (Y, \beta) \rangle = \langle \beta, X \rangle + \langle \alpha, Y \rangle$. The Courant bracket reads
\[
[[ (X, \alpha), (Y, \beta) ]] = ([X, Y], L_X \beta - \iota_Y d\alpha),
\]
for vector fields $X, Y \in \mathfrak{X}(M)$ and 1-forms $\alpha, \beta \in \Omega^1(M)$.

Both $TM$ and $T^*M$ are Dirac structures in $\mathcal{T}M$. More generally, if $\pi \in \mathfrak{X}^2(M)$ is a bivector field, then the graph $\text{gr}(\pi^\sharp) \subseteq \mathcal{T}M$ of the associated skew symmetric map $\pi^\sharp : T^*M \to TM$ is a Dirac structure if and only if $\pi$ is Poisson. If $\omega \in \Omega^2(TM)$ is a 2-form, then the graph $\text{gr}(\omega^\flat) \subseteq \mathcal{T}M$ of the associated skew symmetric map $\omega^\flat : TM \to T^*M$ is a Dirac structure if and only if $\omega$ is closed.

The standard Courant algebroid was introduced by Courant \cite{28}.

\textbf{Example 2.2.11 (Exact Courant algebroids).} The theory of \textit{exact Courant algebroids} was developed by ˇSevera \cite{112}. A Courant algebroid $\mathcal{E} \to M$ is called \textit{exact}, if the sequence
\[
0 \to T^*M \xrightarrow{\alpha^*} \mathcal{E} \xrightarrow{a^*} TM \to 0
\]
is exact. In this case, any Lagrangian splitting $s : TM \to \mathcal{E}$ of this sequence defines a closed 3-form $\gamma \in \Omega^3(M)$ by the formula
\[
\gamma(X, Y, Z) = \langle [[s(X), s(Y)], s(Z)], X, Y, Z \in \Gamma(TM)
\]
Additionally, the splitting defines a trivialization
\[
(a \times s^*) : \mathcal{E} \to TM \times T^*M,
\]
an equation whose validity is manifestly preserved when the bundle metric is negated. Note that we abused notion when writing the original equation, denoting the composition $T^*M \xrightarrow{\alpha^*} \mathcal{E} \xrightarrow{\iota} \mathcal{E}$ simply by $a^*$. 
which intertwines the bundle metric on \( E \) with the natural pairing on \( TM \oplus T^*M \).

Under this identification, the Courant bracket becomes

\[
[(X, \alpha), (Y, \beta)]_\gamma = ([X, Y], \mathcal{L}_X \beta - \iota_Y d\alpha + \iota_X \iota_Y \gamma),
\]

for vector fields \( X, Y \in \mathfrak{X}(M) \) and 1-forms \( \alpha, \beta \in \Omega^1(M) \).

Up to isomorphism, exact Courant algebroids are classified by the de Rham cohomology class \([\gamma] \in H^3_{dR}(M)\), often referred to as the \( \check{\text{Severa class}} \) of the Courant algebroid.

**Example 2.2.12 (Quadratic Lie algebras).** A Lie algebra together with an invariant metric is called a quadratic Lie algebra. Courant algebroids over a point correspond to quadratic Lie algebras.

Suppose \( \mathfrak{d} \) is a quadratic Lie algebra, acting on a manifold \( M \). Let \( \rho: \mathfrak{d} \times M \to TM \) be the action map. Let \( \mathcal{E} = \mathfrak{d} \times M \) with anchor map \( a = \rho \) and with the bundle metric coming from the metric on \( \mathfrak{d} \). As shown in [64], the Lie bracket on constant sections \( \mathfrak{d} \subseteq C^\infty(M, \mathfrak{d}) = \Gamma(\mathcal{E}) \) extends to a Courant bracket if and only if the action has coisotropic stabilizers \( \ker(\rho_m) \subseteq \mathfrak{d} \). Explicitly, for \( \sigma_1, \sigma_2 \in \Gamma(\mathcal{E}) = C^\infty(M, \mathfrak{d}) \) the Courant bracket reads (see [64, § 4])

\[
[(\sigma_1, \sigma_2)] = [\sigma_1, \sigma_2] + \mathcal{L}_{\rho(\sigma_1)} \sigma_2 - \mathcal{L}_{\rho(\sigma_2)} \sigma_1 + \rho^* \langle d\sigma_1, \sigma_2 \rangle, \tag{2.2.7}
\]

Here \( \rho^*: T^*M \to \mathfrak{d} \times M \) is the dual map to the action map, using the metric to identify \( \mathfrak{d}^* \cong \mathfrak{d} \). Note that the first three terms give the Lie algebroid bracket (2.2.4) for the action Lie algebroid \( \mathfrak{d} \times M \). The correction term

\[
\rho^* \langle d\sigma_1, \sigma_2 \rangle \tag{2.2.8}
\]

turns the Lie algebroid bracket into a Courant bracket. We refer to \( \mathfrak{d} \times M \) with bracket (2.2.7) as an action Courant algebroid.

**Remark 2.2.6 (Supergeometric perspective).** We recall the one-to-one correspondence, due to Roytenberg [100], between vector bundles carrying a bundle metric, and \( N \)-manifolds carrying a symplectic form of degree 2 (this fact was discovered independently by \( \check{\text{Severa}} \) [108,110]).

Suppose that \( V \to M \) is a vector bundle. Then a bundle metric \( \langle \cdot, \cdot \rangle \) on \( V \) defines a degree \(-2\) Poisson structure on \( V[1] \), as follows. Any degree 1 function on \( V[1] \) is equal to \( \langle \sigma, \cdot \rangle \) for some section \( \sigma \in \Gamma(V) \). The Poisson bracket of two such functions is defined to be

\[
\{\langle \sigma, \cdot \rangle, \langle \tau, \cdot \rangle\} = \langle \sigma, \tau \rangle, \quad \sigma, \tau \in \Gamma(V),
\]

and it extends to functions of arbitrary degree via the Leibniz rule. Let \( X \) be the fibred product defined by the following diagram

\[
\begin{array}{ccc}
X & \longrightarrow & T^*[2]V[1] \\
\downarrow & & \downarrow p \\
V[1] & \overset{i} \longrightarrow & (V \oplus V^*)[1]
\end{array}
\]
where $p$ is the canonical projection and $i$ is the embedding given by

$$i : v \rightarrow v \oplus \frac{1}{2} \langle v, \cdot \rangle, \quad v \in V.$$ 

Then $X$ is a symplectic submanifold of $T^* V[1]$, and is the minimal symplectic realization of $V[1]$.

Next, we recall that this correspondence extends to a one-to-one correspondence between Lagrangian subbundles $W \subseteq V$ and Lagrangian sub $N$-manifolds $L \subseteq X$, as observed by Ševera [108,110]. Let $W \subseteq V$ be a Lagrangian subbundle over $S \subseteq M$, then $\operatorname{ann}[2](TW[1]) \subseteq T^* V[1]$ is a Lagrangian submanifold. The corresponding Lagrangian submanifold $L \subseteq X$ is the intersection $L := X \cap \operatorname{ann}[2](TW[1])$.

It was discovered independently by Roytenberg and Ševera [100,108,110] that Courant brackets on $V \rightarrow M$ are in one-to-one correspondence with homological vector fields on $X$ which preserve the symplectic structure, in which case $X$ is called a degree 2 symplectic $NQ$-manifold. Moreover, as described by Ševera [108, 110], Dirac structures along a submanifold are in one-to-one correspondence with Lagrangian submanifolds of $X$ which are tangent to the homological vector field.

Courant relations, and morphisms of Manin pairs

**Definition 2.2.6** (Courant morphisms and relations). Let $E_1, E_2$ be two Courant algebroids over $M_1$ and $M_2$, respectively. A **Courant relation** $R : E_1 \to E_2$ is a Dirac structure $R \subseteq E_2 \times E_1$ along a submanifold $S \subseteq M_2 \times M_1$. If $S$ is the graph of a map $M_1 \to M_2$, then $R$ is called a **Courant morphism**.

As a consequence of the definition, if $\sigma_i \in \Gamma(E_i)$ and $\tau_i \in \Gamma(E_i)$ satisfy $\sigma_1 \sim_R \sigma_2$, and $\tau_1 \sim_R \tau_2$, then

$$[[\sigma_1, \tau_1]] \sim_R [[\sigma_2, \tau_2]],$$

$$\langle \sigma_1, \tau_1 \rangle \sim_R \langle \sigma_2, \tau_2 \rangle.$$ 

If two Courant relations $R_1 : E_1 \to E_2$ and $R_2 : E_2 \to \mathbb{R}$ compose cleanly, then their composition $R_2 \circ R_1 : E_1 \to \mathbb{R}$ is a Courant relation (see [65, Proposition 1.4]). In particular, since Dirac structures $E_i \subseteq E_i$ define Courant relations (to or from the trivial Courant algebroid), if the compositions $R_1 \circ E_1 \subseteq E_2$ and $E_2 \circ R_1 \subseteq E_1$ are clean, they define Dirac structures (with support).

**Example 2.2.13.** Suppose $E$ is a Courant algebroid over $M$. Then the diagonal $E_\Delta \subseteq E \times E$ is a Dirac structure with support along the diagonal $M_\Delta \subseteq M \times M$. The corresponding Courant relation,

$$E_\Delta : E \to E$$

is just the identity map.

**Definition 2.2.7** (Morphisms of Manin pairs). Suppose $E_1 \subseteq E_1$ and $E_2 \subseteq E_2$ are two Dirac structures. A **morphism of Manin pairs**

$$R : (E_1, E_1) \to (E_2, E_2)$$

is a Courant morphism $R : E_1 \to E_2$ such that
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m1) $E_1 \cap \ker(R) = 0$,
m2) $R \circ E_1 \subseteq E_2$.

Courant morphisms were introduced by Alekseev and Xu in [6] while morphisms of Manin pairs were introduced by Bursztyn, Iglesias Ponte and Ševera in [17]. We recall from [17] some of the important properties of morphisms of Manin pairs. Let

$$R : (E_1, E_1) \to (E_2, E_2)$$

be a morphism of Manin pairs over the map $\phi : M_1 \to M_2$. Then Definition 2.2.7 implies that

$$R/((E_2 \times E_1) \cap R) \subseteq (E_2/E_2) \times (E_1/E_1)$$

is the graph of a morphism $E_1/E_1 \to E_2/E_2$, which we can identify with a map

$$\Phi_R : E_1^* \to E_2^*.$$ 

In fact $\text{ann}^\natural(\Phi_R) \subseteq E_2 \times E_1$ is the graph of a comorphism $\phi^*E_2 \to E_1$ of Lie algebroids.

Next, if $F_2 \subset E_2$ is a Dirac structure which is transverse to $E_2$ (i.e. $F_2 \oplus E_2 = E_2$), then $F_1 := F_2 \circ R \subset E_1$ is a Dirac structure transverse to $E_1$ [17, Remark 2.12] (see also [65, Proposition 1.4]). Under the identification $F_i \cong E_i^*$ given by the pairing in $E_i$, the map $\Phi_R : E_1^* \to E_2^*$ can be identified with a map

$$F_1 \to F_2.$$ 

By [17, Remark 2.12], this latter map is a morphism of Lie algebroids.

Remark 2.2.7. Another way to see this fact is as follows. Since $R$ is involutive, $\text{gr}(\Phi_R) \cong R \cap (F_2 \times F_1)$ is a Lie subalgebroid. Thus, by Definition 2.2.4, $\Phi_R : F_1 \to F_2$ is a morphism of Lie algebroids.

As described in [17], the composition of morphisms of Manin pairs is defined to be the composition of the underlying relation, which is guaranteed to be clean by Definition 2.2.7.

Example 2.2.14 (Standard lift of a relation). Let $S \subset M$ be an embedded submanifold. Then $TS \oplus N^0(S) \subseteq TM$ is a Dirac structure along $S$. Moreover, if $S : M_1 \to M_2$ is a relation, then $R_S := TS \oplus \text{ann}^\natural(TS) \subseteq TM_2 \times TM_1$ defines a Courant relation

$$R_S : TM_1 \to TM_2.$$ 

Example 2.2.15 (q-Poisson structures). Let $\mathfrak{d}$ be a quadratic Lie algebra and $\mathfrak{g} \subset \mathfrak{d}$ a Lagrangian subalgebra. We will refer to a morphism of Manin pairs

$$R : (TM, TM) \to (\mathfrak{d}, \mathfrak{g})$$

as a $q$-Poisson $(\mathfrak{d}, \mathfrak{g})$ structure on $M$.

It was shown in [17, § 3.2] that once a Lagrangian complement $\mathfrak{p} \subset \mathfrak{d}$ to $\mathfrak{g}$ has been chosen, a $q$-Poisson $(\mathfrak{d}, \mathfrak{g})$-structure on $M$ defines a $q$-Poisson structure on $M$ in the sense of [3], for the Manin quasi-triple $(\mathfrak{d}, \mathfrak{g}, \mathfrak{p})$. 
If \( \mathfrak{p} \subset \mathfrak{d} \) is a Dirac structure (i.e. a Lagrangian Lie subalgebra), then \( F = \mathfrak{p} \circ R \subset \mathbb{T}M \) is a Dirac structure. Since \( F \) is transverse to \( TM \), it is isomorphic to \( T^*M \) as a vector bundle. In this way, any choice of Lagrangian Lie subalgebra \( \mathfrak{p} \subset \mathfrak{d} \) endows \( T^*M \) with the structure of a Lie algebroid (cf. Example 4.1.7).

**Example 2.2.16** ([65, Example 1.6]). For any Manin pair \((\mathbb{E}, E)\) over \( M \), there is a morphism of Manin pairs

\[
J_\mathbb{E} : (\mathbb{T}M, TM) \longrightarrow (\mathbb{E}, E)
\]

where \( v + \mu \sim_R x \) if and only if \( v = a(x) \) and \( x - a^*(\mu) \in E \), where \( v \in TM \), \( \mu \in T^*M \) and \( x \in \mathbb{E} \).

**Remark 2.2.8** (Supergeometric perspective). We now describe an interpretation, due to \( \check{\text{Severa}} \) [109], of Manin pairs in terms of supergeometry (see also [17,108]).

Recall that a degree \( k \) Poisson structure on a supermanifold \( Y \) corresponds to a quadratic function \( \pi \) of total degree \( 2 - k \) on \( T^*[1 - k]Y \). The function \( \pi \) is called the *Poisson bivector field*. Let \( \{\cdot, \cdot\} \) denote the canonical Poisson bracket on \( T^*[1 - k]Y \), as described in Example 2.2.3 and \( p : T^*[1 - k]Y \to Y \) the bundle projection. Then for \( f, g \in C^\infty(Y) \), the Poisson bracket \( \{f, g\}_\pi \) defined by \( \pi \) is defined by the *derived bracket construction*

\[
p^*\{\{f, g\}_\pi\} = \{\{p^*f, p^*\pi\}, p^*g\}.
\]

The bracket \( \{\cdot, \cdot\}_\pi \) satisfies the Jacobi identity if and only if \( \{\pi, \pi\} = 0 \).

As described in [109], Manin pairs \((\mathbb{E}, E)\) are in one-to-one correspondence with principal \( \mathbb{R}[2] \) bundles \( \mathbb{P} \to E^*[1] \) carrying an \( \mathbb{R}[2] \) invariant Poisson structure of degree -1. To describe the correspondence, suppose \( \mathbb{P} \to E^*[1] \) is such a bundle and let \( \pi \) denote the degree 3 function on \( T^*[2]\mathbb{P} \) corresponding to the Poisson bivector field. The cotangent lift of the \( \mathbb{R}[2] \) action is Hamiltonian, with moment map \( \mu : T^*[2]\mathbb{P} \to \mathbb{R} \). Let \( X = \mu^{-1}(1)/\mathbb{R}[2] \) be the Marsden-Weinstein quotient taken at moment level 1. Since \( \pi \) is an \( \mathbb{R}[2] \) invariant function satisfying \( \{\pi, \pi\} = 0 \), it reduces to a degree 3 function \( \Phi \in C^\infty(X) \) on the symplectic quotient satisfying \( \{\Phi, \Phi\} = 0 \). Let \( Q = \{\Phi, \cdot\} \) be the homological vector field corresponding to \( \Phi \). Since \( X \) is an \( N\mathbb{Q} \)-manifold carrying a symplectic form of degree 2, it corresponds to a Courant algebroid \( \mathbb{E} \) (see [100,108] or Remark 2.2.6 for details).

The zero set of the ideal of functions of positive degree on \( \mathbb{P} \) is precisely the base \( M \) of the supermanifold. Since the Poisson structure on \( \mathbb{P} \) is of degree -1, it follows that \( M \) is a coisotropic submanifold of \( \mathbb{P} \). Hence \( \text{ann}[2](\mathbb{T}M) \subset T^*[2]\mathbb{P} \) is a Lagrangian submanifold on which \( \pi \) vanishes. Hence it reduces to define a Lagrangian submanifold \( L \subset X \) tangent to the homological vector field \( Q \). As explained in [108,110] or Remark 2.2.6 this defines a Dirac structure in \( \mathbb{E} \), which is canonically isomorphic to \( E \) as a vector bundle. In this way, one associates a Manin pair \((\mathbb{E}, E)\) to the Poisson principal \( \mathbb{R}[2] \) bundle \( \mathbb{P} \to E^*[1] \).

\( \check{\text{Severa}} \) observed [17,109,111] that trivializations

\[
P \to \mathbb{R}[2] \times E^*[1]
\]

of the \( \mathbb{R}[2] \) bundle are in one-to-one correspondence with Lagrangian complements to \( E \subset \mathbb{E} \). Indeed, let \( t : \mathbb{P} \to \mathbb{R}[2] \) be such a trivialization. The graph of \( dt \) is a Lagrangian
submanifold of \( T^*|2|P \). Hence it reduces to a Lagrangian submanifold \( L' \) of \( X \) which, as explained in Remark 2.2.6, corresponds to a Lagrangian complement \( F \subset E \) to \( E \). Moreover, if \( \{t,t\}_\pi = 0 \), then \( \pi \) vanishes on the graph of \( dt \), and therefore \( L' \subset X \) is tangent to the homological vector field, so \( F \subset E \) is a Dirac structure [109,111].

Suppose \((E_1, E_1)\) and \((E_2, E_2)\) are two Manin pairs corresponding to the Poisson principal \( \mathbb{R}[2] \) bundles \( P_1 \rightarrow E_1^*[1] \) and \( P_2 \rightarrow E_2^*[1] \). Then, as explained by Ševera [17, Remark 2.12], there is a one-to-one correspondence between morphisms of Manin pairs

\[ K : (E_1, E_1) \rightarrow (E_2, E_2) \]

and \( \mathbb{R}[2] \) equivariant Poisson morphisms \( \phi : P_1 \rightarrow P_2 \). If \( t : P_2 \rightarrow \mathbb{R}[2] \) is a trivialization of the \( \mathbb{R}[2] \) bundle corresponding to a Lagrangian complement \( F_2 \subset E_2 \) to \( E_2 \), then \( \phi^*(t) : P_1 \rightarrow \mathbb{R}[2] \) is a trivialization corresponding to the Lagrangian complement \( F_1 = F_2 \circ K \).

Since \( \{\phi^*t, \phi^*t\}_\pi = \phi^*\{t, t\}_\pi \), \( F_1 := F_2 \circ K \) is a Dirac structure whenever \( F_2 \) is.

### Coisotropic reduction and Pull-backs of Courant algebroids

Reduction of exact Courant algebroids was developed in [13,130] (see also [52,68,84,114,117]). Some aspects of this construction were extended to arbitrary Courant algebroids in [64, Sections 2.1 and 2.2], as we recall now.

**Proposition 2.2.1** ([64, Proposition 2.1]). Let \( S \subset M \) be a submanifold, and \( C \subset E|S \) an involutive coisotropic subbundle such that

\[ \mathfrak{a}(C) \subset TS, \quad \mathfrak{a}(C^\perp) = 0. \]

Then the anchor map, bracket and inner product on \( C \) descend to \( E_C = C/C^\perp \), and make \( E_C \) into a Courant algebroid over \( S \). The inclusion \( \phi : S \hookrightarrow M \) lifts to a Courant morphism

\[ R_\phi : E_C \rightarrow E, \quad y \sim_{R_\phi} x \Leftrightarrow x \in C, \; y = p(x) \]

where \( p : C \rightarrow E_C \) is the quotient map.

As a special case of the coisotropic reduction procedure, we can define the pull back of a Courant algebroid along a map.

**Definition 2.2.8.** Suppose \( \phi : S \rightarrow M \) is a smooth map whose differential \( d\phi : TS \rightarrow TM \) is transverse to \( \mathfrak{a} : E \rightarrow TM \). We define the pull-back Courant algebroid \( \phi^!E \rightarrow S \) as

\[ \phi^!E = C/C^\perp, \]

where

\[ C = \{(x; v, \mu) \in E \times TS \mid (d\phi)(v) = \mathfrak{a}(x)\} \]

is an involutive coisotropic subbundle of \( E \times TS \) over \( \text{gr}(\phi) \subset M \times S \). (The shriek notation is used to distinguish \( \phi^!A \) from the pull-back as a vector bundle.) One has \( \text{rk}(\phi^!E) = \text{rk}(E) - 2(\dim M - \dim S) \).
There is a canonical Courant morphism

\[ P_\phi : \phi^*E \rightarrow E \]  

(2.2.10)

lifting \( \phi : S \rightarrow M \). Explicitly,

\[ y \sim_{P_\phi} x \Leftrightarrow \exists v \in TS : a(x) = d\phi(v), \ (x; v, 0) \in C \text{ maps to } y. \]  

(2.2.11)

Note that as a space, \( P_\phi \) is the fibred product of \( E \) and \( TS \) over \( TM \). It is a smooth vector bundle over \( S \cong \text{gr}(\phi) \) since \( a \) is transverse to \( d\phi \) by assumption.

For exact Courant algebroids, the pull-back can be computed quite simply using the following proposition.

**Proposition 2.2.2** ([64, Proposition 2.9]). For any smooth map \( \phi : S \rightarrow M \), one has a canonical isomorphism

\[ \phi^!T_\eta M = T_{\phi^*\eta} S. \]

### 2.3 Multiplicative Courant algebroids, and multiplicative Manin pairs

For any groupoid \( G \Rightarrow G^{(0)} \) we let \( s, t : G \rightarrow G^{(0)} \) and \( 1 : G^{(0)} \rightarrow G \) denote the source, target and unit maps. Let

\[ \text{gr}(\text{Mult}_G) = \{(g_1 \circ g_2, g_1, g_2) \mid s(g_1) = t(g_2)\} \subseteq G^3 \]

denote the graph of multiplication, which we regard as a relation

\[ \text{gr}(\text{Mult}_G) : G \times G \rightarrow G. \]

**Definition 2.3.1.** Let \( G \Rightarrow G^{(0)} \) be a Lie groupoid.

- A \( VB \)-groupoid over \( G \) is a Lie groupoid \( V \Rightarrow V^{(0)} \) such that \( V \rightarrow G \) is a vector bundle and \( \text{gr}(\text{Mult}_V) : V \times V \rightarrow V \) is a \( VB \)-relation over \( \text{gr}(\text{Mult}_G) \).

- An \( LA \)-groupoid over \( G \) is a Lie groupoid \( A \Rightarrow A^{(0)} \) such that \( A \rightarrow G \) is a Lie algebroid and \( \text{gr}(\text{Mult}_A) : A \times A \rightarrow A \) is an \( LA \)-relation over \( \text{gr}(\text{Mult}_G) \).

- A \( CA \)-groupoid (or multiplicative Courant algebroid) over \( G \) is a Lie groupoid \( G \Rightarrow G^{(0)} \) such that \( G \rightarrow G \) is a Courant algebroid and \( \text{gr}(\text{Mult}_G) : G \times G \rightarrow G \) is a Courant relation over \( \text{gr}(\text{Mult}_G) \).

- A Manin pair \((G, E)\) is called **multiplicative** if \( G \) is a \( CA \)-groupoid, and \( E \subset G \) is a \( VB \)-subgroupoid. In this case, \( E \) is called a multiplicative Dirac structure.

- A Courant morphism (or relation) \( R : G_1 \rightarrow G_2 \) between \( CA \)-groupoids is called **multiplicative** if \( R \subset G_2 \times G_1 \) is a \( VB \)-subgroupoid.
Remark 2.3.1. $\mathcal{VB}$ and $\mathcal{LA}$-groupoids were first defined by Pradines [98] and Mackenzie [73,78], respectively. The definitions above [65] are equivalent, but somewhat shorter.

The concepts of multiplicative Courant algebroids and multiplicative Dirac structures were suggested in terms of supergeometry by Mehta [87, Example 3.8] and Ortiz [93, § 7.2], respectively. More precisely, they suggest that a $\mathcal{CA}$-groupoid should be a degree 2 symplectic $\mathcal{NQ}$-groupoid, and a multiplicative Dirac structure should be a Lagrangian $\mathcal{NQ}$-subgroupoid. The above definitions are restatements of this without the use of supergeometry.

Example 2.3.1 (Standard $\mathcal{CA}$-groupoid). If $G \rightrightarrows G^{(0)}$ is a Lie groupoid, then applying the tangent functor to the structure maps endows $TG \rightrightarrows TG^{(0)}$ with the structure of an $\mathcal{LA}$-groupoid, with

$$\text{gr}(\text{Mult}_{TG}) = T \text{gr}(\text{Mult}_G) : TG \times TG \longrightarrow TG.$$ 

As observed by Weinstein [123], $T^*G \rightrightarrows \text{ann}(TG^{(0)})$ also inherits the structure of a Lie groupoid over the conormal bundle of $G^{(0)} \subset G$, with

$$\text{gr}(\text{Mult}_{T^*G}) = \text{ann}^\circ(\text{gr}(\text{Mult}_{TG})) : T^*G \times T^*G \longrightarrow T^*G.$$ 

Therefore $TG$ is naturally a Lie groupoid. The graph of multiplication is given explicitly as

$$\text{gr}(\text{Mult}_{TG}) := T \text{gr}(\text{Mult}_G) \oplus \text{ann}^\circ(T \text{gr}(\text{Mult}_G)).$$

By Example 2.2.14 it defines a Courant relation

$$\text{gr}(\text{Mult}_{TG}) : TG \times TG \longrightarrow TG$$

over $\text{gr}(\text{Mult}_G)$, so $TG$ is a $\mathcal{CA}$-groupoid. This fact was first explicitly observed by Mehta [87, Example 3.8], though it was used implicitly by Bursztyn, Crainic, Weinstein and Zhu in [16].

Suppose $\pi$ is the bivector field of a Poisson structure on $G$. As explained by Ortiz [93], following Mackenzie and Xu [82], $\text{gr}(\pi^\sharp) \subset TG$ is a multiplicative Dirac structure if and only if $\pi$ is a multiplicative bivector field on $G$, i.e. $\pi^\sharp : T^*G \rightarrow TG$ is a morphism of Lie groupoids. Similarly, if $\omega \in \Omega^2(G)$ is a closed 2-form on $G$, then $\text{gr}(\omega^\flat) \subset TG$ is a multiplicative Dirac structure if and only if $\omega$ is a multiplicative 2-form, i.e. $\omega^\flat : TG \rightarrow T^*G$ is a morphism of Lie groupoids.

Example 2.3.2 (Cartan Dirac Structure). Let $\mathfrak{d}$ be a quadratic Lie algebra, and $D$ any Lie group with Lie algebra $\mathfrak{d}$ which preserves the quadratic form. Then $\mathfrak{d} \oplus \overline{\mathfrak{d}}$ acts on $D$ by

$$\rho : (\xi_1, \xi_2) \rightarrow -\xi_1^R + \xi_2^L, \quad \xi_i \in \mathfrak{d}$$

where $\xi^L, \xi^R$ are the left-,right- invariant vector fields on $D$ which are equal to $\xi \in \mathfrak{d}$ at the unit. At the unit, the stabilizer for this action is the diagonal subalgebra $\mathfrak{d}_{\Delta} \subset \mathfrak{d} \oplus \overline{\mathfrak{d}}$, which is Lagrangian. Since the stabilizer at any other point in $D$ is conjugate to $\mathfrak{d}_{\Delta}$, it follows that this action has coisotropic stabilizers. Hence we may form the ‘action Courant algebroid’

$$(\mathfrak{d} \oplus \overline{\mathfrak{d}}) \times D,$$
as in Example 2.2.12.

The Courant algebroid \((\mathfrak{d} \oplus \bar{\mathfrak{d}}) \times D\) is actually a \(\mathcal{C}\mathcal{A}\)-groupoid. As a groupoid, it is the cross product of the Lie group \(D\) and the pair groupoid \(\mathfrak{d} \oplus \bar{\mathfrak{d}}\). See \([2,64,66]\) for details.

The diagonal \(\mathfrak{d}_\Delta \subset \mathfrak{d} \oplus \bar{\mathfrak{d}}\) is a Lagrangian subalgebra, so \(\mathfrak{d}_\Delta \times D\) is a Dirac structure. Since it is also a subgroupoid, it defines a multiplicative Dirac structure. This Dirac structure, known as the Cartan-Dirac structure, was introduced independently by Alekseev, Ševera and Strobl \([2,63,112]\).

### 2.4 Double structures

In this section, we recall the concepts of a double vector bundle and an \(\mathcal{L}\mathcal{A}\)-vector bundle, and we define a \(\mathcal{C}\mathcal{A}\)-vector bundle. Each of these definitions is quite similar, and we give them here to highlight the relationships. In subsequent sections, we shall describe them in more detail.

**Definition 2.4.1.** Suppose that \(D \to A\) and \(B \to M\) are vector bundles, and

\[
\begin{array}{ccc}
D & \longrightarrow & B \\
\downarrow & & \downarrow \\
A & \longrightarrow & M
\end{array}
\]

(2.4.1)

is a morphism of vector bundles. We let \(\text{gr}(+_{D/A}) \subseteq D \times D \times D\) denote the graph of addition for \(D \to A\), as in Example 2.1.1

- \(D\) is called a **double vector bundle** if \(D\) is a vector bundle over \(B\) and \(\text{gr}(+_{D/A})\) is a vector subbundle of \(D^3 \to B^3\).

- \(D\) is called an **\(\mathcal{L}\mathcal{A}\)-vector bundle** if \(D\) is a Lie algebroid over \(B\) and \(\text{gr}(+_{D/A}) \subseteq D^3\) is Lie subalgebroid.

- \(D\) is called an **\(\mathcal{C}\mathcal{A}\)-vector bundle** if \(D\) is a Courant algebroid over \(B\) and \(\text{gr}(+_{D/A}) \subseteq D \times D \times D\) is a Dirac structure with support.

**Remark 2.4.1.** Notice the similarity between Definitions 2.3.1 and 2.4.1. Indeed double vector bundles, \(\mathcal{L}\mathcal{A}\)-vector bundles and \(\mathcal{C}\mathcal{A}\)-vector bundles are special cases of \(\mathcal{V}\mathcal{B}\)-groupoids, \(\mathcal{L}\mathcal{A}\)-groupoids, and \(\mathcal{C}\mathcal{A}\)-groupoids.

During the rest of this chapter, we shall recall some of the basic theory of double vector bundles and \(\mathcal{L}\mathcal{A}\)-vector bundles. While none of the results in this chapter are new, the use of relations in some of the exposition and proofs is novel.

### 2.5 Double vector bundles

Double vector bundles will be a frequent concept in this thesis, so we begin by describing some basic examples, and recalling their definition and basic properties. In essence,
double vector bundles are vector bundles in the category of vector bundles. They were first introduced by Pradines [97] and further studied in [42, 61, 79].

**Example 2.5.1.** Suppose that $A$, $B$ and $C$ are all vector bundles over the manifold $M$. Then $A \times_M B \times_M C$ is the total space of a vector bundle over $A$ and of a vector bundle over $B$ with the respective additions given by

$$(a, b_1, c_1) +_{D/A} (a, b_2, c_2) = (a, b_1 + b_2, c_1 + c_2),$$

and

$$(a_1, b, c_1) +_{D/B} (a_2, b, c_2) = (a_1 + a_2, b, c_1 + c_2),$$

where $a, a_1, a_2 \in A$, $b, b_1, b_2 \in B$ and $c, c_1, c_2 \in C$ all lie over the same point in $M$. With these vector bundle structures,

$$\begin{array}{ccc}
A \times_M B \times_M C & \longrightarrow & B \\
\downarrow & & \downarrow \\
A & \longrightarrow & M
\end{array}$$

is a double vector bundle.

**Example 2.5.2** (Tangent bundle of a vector bundle). The following example, which will be of central importance to this thesis, is due to Pradines [97]. Suppose that $B \to M$ is a vector bundle, then

$$\begin{array}{ccc}
TB & \longrightarrow & B \\
\downarrow & & \downarrow \\
TM & \longrightarrow & M
\end{array}$$

(2.5.1)

is a double vector bundle. The graph of the addition in the vector bundle $TB \to TM$ is obtained by applying the tangent functor

$$\text{gr}(+_{TB/TM}) = T\text{gr}(+_{B/M})$$

to the graph of the addition in the vector bundle $B \to M$. We will revisit this example in more detail in Examples 2.5.4 and 2.7.1 below.

It would appear from Definition 2.4.1 that there is an asymmetry between the two vector bundle structures on $D$. This is not the case, as the following proposition shows.

**Proposition 2.5.1.** Let $D$ be a manifold which is canonically identified with the total space of two vector bundles over manifolds $A \subseteq D$ and $B \subseteq D$, respectively. We let

$$\text{gr}(+_{D/A}) : D \times D \to D,$$

$$\text{gr}(+_{D/B}) : D \times D \to D$$
denote the graph of the two additions. Let \( s_{(1324)} : D^4 \to D^4 \) denote the permutation
\[
s_{(1324)}(d_1, d_2, d_3, d_4) = (d_1, d_3, d_2, d_4),
\]
and \( M = A \cap B \). Then the following are equivalent.

E1) The following diagram of relations commutes
\[
\begin{array}{ccc}
D^4 & \xrightarrow{\text{gr}(+_{D/A})^2} & D^2 \\
\downarrow & & \downarrow \\
\text{gr}(s_{(1324)}) & \xrightarrow{\text{gr}(+_{D/B})} & D \\
\downarrow & & \downarrow \\
D^4 & \xrightarrow{\text{gr}(+_{D/A})^2} & D^2
\end{array}
\]

E2) The following diagram is a double vector bundle
\[
\begin{array}{ccc}
D & \xrightarrow{q_{D/B}} & B \\
\downarrow q_{D/A} & & \downarrow q_{B/M} \\
A & \xrightarrow{q_{A/M}} & M
\end{array}
\]

where \( q_{B/M} := (q_{D/A})|_B \) and \( q_{A/M} := (q_{D/B})|_A \).

E3) The following diagram (the ‘diagonal flip’ of (2.5.3)) is a double vector bundle
\[
\begin{array}{ccc}
D & \xrightarrow{q_{D/A}} & A \\
\downarrow q_{D/B} & & \downarrow q_{A/M} \\
B & \xrightarrow{q_{B/M}} & M
\end{array}
\]

where \( q_{B/M} := (q_{D/A})|_B \) and \( q_{A/M} := (q_{D/B})|_A \).

Although the proof of this proposition is not complicated, we have placed it in Appendix B for the sake of brevity.

As an immediate consequence of Proposition 2.5.1 if (2.4.1) is a double vector bundle, both \( A \to M \) and \( B \to M \) are vector bundles, which we call the horizontal and vertical side bundles, respectively.

Let \( \cdot_{D/A} \) and \( \cdot_{D/B} \) denote the scalar multiplication operations on \( D \), viewed as a vector bundle over \( A \) and \( B \), respectively. Moreover, we let \( 0_{D/M} : M \to D \) be the composition of \( 0_{D/B} : B \to D \) with the zero section \( M \to B \).
We let $D^{flip}$ denote the reflection of (2.4.1) across the diagonal,

\[ D \xrightarrow{q_{D/A}} A \\
q_{D/B} \downarrow \quad \downarrow q_{A/M} \\
B \xrightarrow{q_{B/M}} M \]

which, as a consequence of Proposition 2.5.1, is also a double vector bundle.

As an immediate consequence of Proposition 2.5.1 and [45, Proposition 2.1], we get the following corollary.

**Corollary 2.5.1.** $D$ is a double vector bundle if and only if (2.4.1) is a commutative diagram where all four sides are vector bundles and the following equations hold

\[(d_1 +_{D/B} d_2) +_{D/A} (d_3 +_{D/B} d_4) = (d_1 +_{D/A} d_3) +_{D/B} (d_2 +_{D/A} d_4), \quad (2.5.5)\]
\[t \cdot_{D/A} (d_1 +_{D/B} d_2) = t \cdot_{D/A} d_1 +_{D/B} t \cdot_{D/A} d_2, \quad (2.5.6)\]
\[t \cdot_{D/B} (d_1 +_{D/A} d_3) = t \cdot_{D/B} d_1 +_{D/A} t \cdot_{D/B} d_3, \quad (2.5.7)\]

for any $d_1, d_2, d_3, d_4 \in D$ satisfying $(d_1, d_2) \in D \times_B D$, $(d_3, d_4) \in D \times_B D$, and $(d_1, d_3) \in D \times_A D$, $(d_2, d_4) \in D \times_A D$.

**Remark 2.5.1.** The alternative definition of a double vector bundle given by Corollary 2.5.1 is the standard one found in [79, 80, 97]. Also, note that Eq. (2.5.5) is equivalent to the commutativity of (2.5.2).

**Remark 2.5.2 (Euler vector fields).** One may also define a double vector bundle in terms of Euler vector fields, as is done by Grabowski and Rotkiewicz [42]. Suppose $D$ is a manifold which is the total space of two different vector bundles $D \to A$ and $D \to B$. Let $\epsilon_{D/A}$ and $\epsilon_{D/B}$ the respective Euler vector fields. Then $D$ is a double vector bundle if and only if $[\epsilon_{D/A}, \epsilon_{D/B}] = 0$.

One major advantage of this definition is that it extends easily to $n$-vector bundles. An $n$-vector bundle $D$ is manifold with $n$ vector bundle structures $D \to M_i$ (for $i = 1, \ldots n$) such that the respective Euler vector fields commute pairwise.

### 2.5.1 The core

Consider the submanifold $C := \ker(q_{D/A}) \cap \ker(q_{D/B})$. If in Eq. (2.5.5), we let $d_1, d_4 \in C$ and $d_2, d_3 = 0_{D/M}$, then we get

\[ d_1 +_{D/A} d_4 = (d_1 +_{D/B} 0_{D/M}) +_{D/A} (0_{D/M} +_{D/B} d_4) \]
\[= (d_1 +_{D/A} 0_{D/M}) +_{D/B} (0_{D/M} +_{D/A} d_4) \]
\[= d_1 +_{D/B} d_4. \]

So both $+_{D/A}$ and $+_{D/B}$ define the same additive structure on $C$. Similarly both $\cdot_{D/A}$ and $\cdot_{D/B}$ restrict to the same scalar multiplication on $C$. Therefore, with either choice of addition and scalar multiplication, $C$ is a vector bundle over $M$, called the **core** of $D$. 
We may occasionally display the core explicitly in a double vector bundle diagram, as follows:

\[ \begin{array}{c}
D \\ \downarrow \\
C \\
A \\ \downarrow \\
M \\
\end{array} \]

**Example 2.5.3.** Suppose \( A, B \) and \( C \) are vector bundles over \( M \). The core in the double vector bundle

\[ \begin{array}{c}
A \times_M B \times_M C \\ \downarrow \\
A \\ \downarrow \\
D \\
\end{array} \]

(c.f Example 2.5.1) is the subbundle \( C \subseteq A \times_M B \times_M C \).

Note that the abelian groupoid \( C \) acts on \( D \), via the formula

\[
d + c := (d + D/A 0_{D/A}) + D/B (c + D/A 0_{D/B}) = (d + D/B 0_{D/B}) + D/A (c + D/B 0_{D/A}).
\]

(2.5.8)

for any \((d, c) \in D \times_M C\).

We let \( i : C \to D \) denote the inclusion and \( i_A : q_{A/M}^* C \to D \) denote the composition

\[ \begin{array}{c}
A \times_M C \\ \downarrow 0_{D/A} \times i \\
D \times_B D \\ \downarrow +_{D/B} \\
D
\end{array} \]

The exact sequence of vector bundles

\[ \begin{array}{c}
q_{A/M}^* C \\ \downarrow id \\
A \\
\end{array} \longrightarrow \begin{array}{c}
i_A \\
\downarrow id \\
A
\end{array} \longrightarrow \begin{array}{c}
D \\
\downarrow \longrightarrow \\
q_{A/M}^* B \\
\end{array} \]

(2.5.9)

is called the **core sequence**.

Among the sections \( \Gamma(D, A) \), there are two subspaces of sections: the core sections \( \Gamma_C(D, A) \), and the linear sections \( \Gamma_l(D, A) \). For any section \( \sigma \in \Gamma(C) \), we let the section \( \sigma_{c_A} : A \to D \) be given by

\[ \begin{array}{c}
A \\
\longrightarrow q_{A/M}^* \sigma \\
\longrightarrow q_{A/M}^* C \\
\longrightarrow i_A D
\end{array} \]

The map \( \sigma \to \sigma_{c_A} \) embeds \( \Gamma(C) \) into \( \Gamma(D, A) \), as the space \( \Gamma_C(D, A) \) of core sections.
Meanwhile a section $\sigma \in \Gamma(D,A)$ is called linear, if there is a section $\sigma_0 \in \Gamma(B)$ such that the horizontal map

\[
\begin{array}{ccc}
A & \overset{\sigma}{\longrightarrow} & D \\
\downarrow & & \downarrow \\
M & \overset{\sigma_0}{\longrightarrow} & B
\end{array}
\]

is a morphism of vector bundles (in this case, $\sigma_0$ is unique). The subspace of linear sections is denoted by $\Gamma_l(D,A) \subset \Gamma(D,A)$, and the map $\sigma \to \sigma_0$ defines a linear surjection $\Gamma_l(D,A) \to \Gamma(B)$.

It is clear that there are analogous notions with the roles of $A$ and $B$ replaced. \hfill \text{Remark 2.5.3.}

Let $\epsilon_{D/A}$ and $\epsilon_{D/B}$ denote the Euler vector fields on the vector bundles $D \to A$ and $D \to B$, as in \text{Remark 2.5.2}.

Any section $\sigma \in \Gamma(D,A)$ defines a vertical vector field $\iota_\sigma$ on $D$ by fibrewise translation, i.e.,

\[(\iota_\sigma f)(d) = \partial_t f(d +_{D/A} t \cdot_{D/A} \sigma)|_{t=0},\]

such that $[\epsilon_{D/A}, \iota_\sigma] = -\iota_\sigma$. Indeed there is a one to one correspondence between vector fields $X \in \mathfrak{X}(D)$ such that $[\epsilon_{D/A}, X] = -X$ and sections $\sigma \in \Gamma(D,A)$ given by the condition $X = \iota_\sigma$. The core sections $\Gamma_C(D,A)$ are precisely the sections $\sigma \in \Gamma(D,A)$ such that $[\epsilon_{D/B}, \iota_\sigma] = -\iota_\sigma$, while the linear sections $\Gamma_l(D,A)$ are precisely those sections $\sigma \in \Gamma(D,A)$ such that $[\epsilon_{D/B}, \iota_\sigma] = 0$.

\textbf{Example 2.5.4 (Tangent bundle of a vector bundle (cont.).)} Suppose that $B \to M$ is a vector bundle, then as explained in Example 2.5.2

\[
\begin{array}{ccc}
TB & \longrightarrow & B \\
\downarrow & & \downarrow q_{B/M} \\
TM & \overset{q_{TM/M}}{\longrightarrow} & M
\end{array}
\] (2.5.10)

is a double vector bundle. For a point $x \in M$, the core fibre over $x$ consists of vectors based at $x$ which are tangent to the fibre, $q_{B/M}^{-1}(x)$, of $B$ over $x$ (see Fig. 2.1). So the core is canonically isomorphic to $B$:

\[
\begin{array}{ccc}
TB & \longrightarrow & B \\
\downarrow & & \downarrow \\
TM & \longrightarrow & M \\
B & \leftarrow & B
\end{array}
\]

If $\sigma \in \Gamma(B)$ is a section of $B$, then we have $\sigma \circ_B = \iota_\sigma$, so we may denote $\sigma \circ_{TM}$ by $\sigma_C$ to simplify notation.

\[\text{We use the notation } \iota_\sigma \text{ since it acts by contraction with } \sigma \text{ for fibrewise linear functions.}\]
Figure 2.1 – The vector $\xi \in T_xB$ is tangent to the fibre $q_{B/M}^{-1}(x)$, and therefore defines a core element of $TB$ at $x \in M$. If $\sigma \in \Gamma(B)$ is such that $\xi = \sigma(x)$, then for any $X \in TM$, $\sigma_C(X) = X +_{TB/B} \xi$, (here the addition takes place in the vector space $T_xB$).

Meanwhile, the differential $d\sigma : TM \to TB$ is a linear section of $TB$ over $TM$ canonically associated to the section $\sigma : M \to B$, which we call the tangent lift $\sigma_T$ of $\sigma$ (see Fig. 2.2). Note that, while the tangent lift of any section is a linear section, the converse does not hold.

For $f \in C^\infty(M)$, we introduce the notation $f_C := q_{TM/M}^* f \in C^\infty(TM)$ and $f_T := df \in C^\infty(TM)$. Then we have the following rules

\begin{align}
(f \cdot \sigma)_C &= f_C \cdot \sigma_C, \\
(f \cdot \sigma)_T &= f_T \cdot \sigma_C + f_C \cdot \sigma_T.
\end{align}

(2.5.11a) (2.5.11b)

Finally, we point out that if $\{\sigma^i\} \subset \Gamma(B)$ is a local basis of sections of $B$, then $\{\sigma_C^i, \sigma_T^i\} \subset \Gamma(TB, TM)$ is a local basis of sections of $TB$.

### 2.5.2 Duals of double vector bundles

A double vector bundle

\[
\begin{array}{ccc}
D & \rightarrow & B \\
\downarrow & & \downarrow \\
C & \rightarrow & M \\
\end{array}
\]

(2.5.12)

is the total space for two ordinary vector bundles:

\[
D \rightarrow B \quad \text{and} \quad \begin{array}{ccc}
D & \rightarrow & B \\
\downarrow & & \downarrow \\
A & \rightarrow & M
\end{array}
\]

\footnote{Here, we understand the 1-form, $df \in \Omega^1(M)$, as defining a function on $TM$.}
Figure 2.2 – For any section $\sigma \in \Gamma(B)$, the tangent lift $\sigma_T \in \Gamma(TB, TM)$ of $\sigma$ takes $X \in TM$ to $d\sigma(X) \in TB$.

We denote the duals of these two ordinary vector bundles by

$$D^\ast_x \to B \quad \text{and} \quad D^\ast_y \to A$$

The notation $*_x$ and $*_y$, which we have adapted from $\cite{44}$, identifies the arrow along which we dualize with the appropriate axis:

$$x \quad \quad \quad \quad y \quad \quad \quad \quad x$$

We call $D^\ast_y$ the vertical dual or dual over $A$, and $D^\ast_x$ the horizontal dual or dual over $B$.

Pradines $\cite{98}$, and later Koneiczna-Urbański $\cite{61}$, Mackenzie $\cite{76,79}$ and Grabowski-Rotkiewicz $\cite{42}$, studied the duals $D^\ast_x$ and $D^\ast_y$, proving that they form the total space for double vector bundles themselves. We now explain this fact in terms of relations.

Note that the following relations are all $\mathcal{VB}$-relations, where $D$ is viewed as a vector bundle over $A$.

- $\text{gr}(+_{D/B}) : D \times D \to D$ (addition)
- $B : * \to D$ (the unit, $* \sim_B 0_{D/B}(b)$ for any $b \in B$)
- $\text{gr}(t \cdot_{D/B}) : D \to D$ (scalar multiplication by $t \in \mathbb{R}$)
- $D_\Delta : D \to D$ (the identity map, $d \sim_{\Delta_D} d$)
- $\text{gr}(\text{Swap}) : D \times D \to D \times D$ ($((d_1, d_2) \sim_{\text{gr(Swap)}} (d_2, d_1))$)

$\text{Gracia-Saz and Mackenzie denote} \ast_x \text{ and } \ast_y \text{ by } X \text{ and } Y, \text{ respectively.}$
The defining axioms for $D$ to be a vector bundle over $B$ can be written entirely in terms of these relations. That is,

\[
\text{gr}(\Delta) \circ (\text{gr}(\Delta) \times \Delta) = \text{gr}(\Delta) \circ (\Delta \times \text{gr}(\Delta)) \quad \text{(associativity of addition)}
\]

\[
\text{gr}(\Delta) \circ \text{gr}(\text{Swap}) = \text{gr}(\Delta) \quad \text{(commutativity of addition)}
\]

\[
\text{gr}(\Delta) \circ (\Delta \times B) = \Delta \quad \text{(identity element of addition)}
\]

\[
\text{gr}(\Delta) \circ (\text{gr}(t \cdot \Delta) \times \text{gr}(t \cdot \Delta)) = \text{gr}(t \cdot \Delta) \circ \text{gr}(\Delta) \quad \text{(distributivity)}
\]

etc.

Since $D \to A$ decomposes as $C \oplus B$ along $M \subset A$ (embedded as the zero section), we have $C^* \cong \text{ann}(B) \subset D^*$. We define

\[
\text{gr}(\Delta) := \text{ann}^\times(\text{gr}(\Delta)) : D^* \to D^*
\]

\[
\text{gr}(t \cdot \Delta) := \text{ann}^\times(\text{gr}(t \cdot \Delta)) : D^* \to D^*
\]

An application of Lemma 2.1.1 then shows that $D^*$ also satisfies the axioms to be a vector bundle over $C^*$, that is

\[
\text{gr}(\Delta) \circ (\text{gr}(\Delta) \times \Delta) = \text{gr}(\Delta) \circ (\Delta \times \text{gr}(\Delta))
\]

\[
\text{gr}(\Delta) \circ \text{gr}(\text{Swap}) = \text{gr}(\Delta)
\]

\[
\text{gr}(\Delta) \circ (\Delta \times C^*) = \Delta
\]

\[
\text{gr}(\Delta) \circ (\text{gr}(t \cdot \Delta) \times \text{gr}(t \cdot \Delta)) = \text{gr}(t \cdot \Delta) \circ \text{gr}(\Delta)
\]

etc.

Since, by definition, $\text{gr}(\Delta)$ is a vector subbundle of $(D^*)^3 \to A^3$, it follows from Definition 2.4.1 that

\[
\begin{array}{ccc}
D^* & \longrightarrow & C^* \\
\downarrow & & \downarrow \\
B^* & \longrightarrow & M \\
\end{array}
\]

(2.5.15)

is a double vector bundle (see [42, 79] for details). The core of $D^*$ is $B^*$, and the core sequence is the dual of (2.5.9).

A similar discussion applies for the dual $D^* \to B$.

**Example 2.5.5** (Cotangent bundle of a vector bundle). Taking the dual of the tangent double vector bundle (2.5.10) over $B$, and using the identification $(TB)^* \cong T^*B$, we get the cotangent double vector bundle

\[
\begin{array}{ccc}
T^*B & \longrightarrow & B \\
\downarrow & & \downarrow \\
T^*M & \longrightarrow & M \\
\end{array}
\]

(2.5.16)
Example 2.5.6. If we take the dual of the tangent double vector bundle (2.5.10) over $TM$ instead, the result is canonically isomorphic to

$$
\begin{array}{ccc}
TB^* & \longrightarrow & B^* \\
\downarrow & & \downarrow \\
TM & \longrightarrow & M
\end{array}
$$

2.5.3 Total kernels and quotients of double vector bundles

Suppose that the map

$$
\begin{array}{ccc}
D & \longrightarrow & B \\
\downarrow & & \downarrow \\
A & \longrightarrow & M
\end{array}
\quad
\begin{array}{ccc}
Q & \longrightarrow & M \\
\downarrow & & \downarrow \text{id} \\
M & \longrightarrow & M
\end{array}
\quad
\begin{array}{ccc}
C & \longrightarrow & C' \\
\downarrow & & \downarrow \\
A & \longrightarrow & M
\end{array}

(2.5.17)

is a morphism of double vector bundles such that the restriction of $q$ to the core $C$ of $D$ is a surjection. Since $Q$ has a common zero section over both side bundles, it makes sense to define the total kernel

$$
\ker(q) := \{ x \in D \mid q(x) = 0 \},
$$

a double vector subbundle of $D$.

On the other hand, suppose we have a double vector subbundle of $D$,

$$
\begin{array}{ccc}
D' & \longrightarrow & B \\
\downarrow & & \downarrow \\
A & \longrightarrow & M
\end{array}
\quad
\begin{array}{ccc}
D & \longrightarrow & B \\
\downarrow & & \downarrow \\
A & \longrightarrow & M
\end{array}
\quad
\begin{array}{ccc}
C' & \subseteq & C \\
\downarrow & & \downarrow \\
A & \longrightarrow & M
\end{array}

(2.5.18)

containing both side bundles $A$ and $B$. Recall that the core $C$ acts on $D$ via Eq. (2.5.8). Consequently, we have a well defined map $q : D \to C/C'$, given by the condition

$$
q(d) = \tilde{c} \Leftrightarrow d + c \in D',
$$

where $c \in C$ is any lift of $\tilde{c}$. The map $q : D \to C/C'$ is called the total quotient of $D$ by $D'$.

It is clear that these two constructions invert each other, yielding the following proposition.

Proposition 2.5.2. The operations of taking the total kernel or the total quotient define a one-to-one correspondence between surjective morphisms of double vector bundles of the form (2.5.17) and inclusions of the form (2.5.18).
2.6 Triple vector bundles

In this section we briefly summarize the theory of \textit{triple vector bundles}, first studied by Mackenzie [79]. The following definition is an abbreviated version of the one found in [79].

\textbf{Definition 2.6.1.} A triple vector bundle is a cube with edges oriented as follows,

\begin{center}
\begin{tikzpicture}
  \node (E) at (0,0) {$E$};
  \node (D1) at (1,0) {$D_1$};
  \node (D2) at (0,-1) {$D_2$};
  \node (V3) at (1,-1) {$V_3$};
  \node (D3) at (0,-2) {$D_3$};
  \node (V2) at (1,-2) {$V_2$};
  \node (V1) at (0,-3) {$V_1$};
  \node (M) at (1,-3) {$M$};

  \draw[->] (E) -- (D1);
  \draw[->] (D2) -- (V3);
  \draw[->] (V3) -- (V2);
  \draw[->] (V2) -- (M);
  \draw[->] (D3) -- (V2);
  \draw[->] (V1) -- (M);
end{tikzpicture}
\end{center}

such that

- each edge is a vector bundle, and
- each face is a double vector bundle.

\textbf{Example 2.6.1} ([79]). Suppose that

\begin{center}
\begin{tikzpicture}
  \node (D) at (0,0) {$D$};
  \node (B) at (1,0) {$B$};
  \node (A) at (0,-1) {$A$};
  \node (M) at (1,-1) {$M$};

  \draw[->] (D) -- (B);
  \draw[->] (A) -- (M);
end{tikzpicture}
\end{center}

is a double vector bundle. Then the tangent bundle $TD$ is naturally a triple vector bundle,

\begin{center}
\begin{tikzpicture}
  \node (TD) at (0,0) {$TD$};
  \node (TB) at (1,0) {$TB$};
  \node (D) at (0,-1) {$D$};
  \node (B) at (1,-1) {$B$};
  \node (TA) at (0,-2) {$TA$};
  \node (TM) at (1,-2) {$TM$};
  \node (A) at (0,-3) {$A$};
  \node (M) at (1,-3) {$M$};

  \draw[->] (TD) -- (TB);
  \draw[->] (D) -- (B);
  \draw[->] (TA) -- (TM);
  \draw[->] (A) -- (M);
end{tikzpicture}
\end{center}

called the \textit{tangent triple vector bundle} of $D$.

---

\textsuperscript{6}The abbreviations are due to the work of Grabowski and Rotkiewicz [42]: Suppose $E$ is the total space for $n$ vector bundles $E \to V_1, \ldots, E \to V_n$. They show that $E$ is an $n$-vector bundle if and only if the $n$ Euler vector fields commute pairwise. As a consequence, an $n$-dimensional cube whose arrows (with correct orientations) are vector bundles is an $n$-vector bundle if each face is a double vector bundle.
Example 2.6.2 ([?]). Suppose that

\[
\begin{array}{c}
D \\
\downarrow \quad \downarrow \\
A \\
\end{array} \rightarrow \begin{array}{c}
B \\
\downarrow \quad \downarrow \\
M \\
\end{array}
\]

is a double vector bundle. The three double vector bundles \(D, D^\ast y\) and \(D^\ast x\) form faces of the triple vector bundle \(T^\ast D\),

\[
\begin{array}{c}
T^\ast D \\
\downarrow \quad \downarrow \\
D \\
\downarrow \\
D^\ast y \\
\downarrow \\
A \\
\end{array} \rightarrow \begin{array}{c}
D^\ast x \\
\downarrow \quad \downarrow \\
B \\
\downarrow \quad \downarrow \\
C^\ast \\
\downarrow \quad \downarrow \\
M \\
\end{array}
\]

called the cotangent triple vector bundle of \(D\). Here the left, top and back faces are cotangent double vector bundles, as in Example 2.5.5.

### 2.6.1 Duality

Since a triple vector bundle

\[
\begin{array}{c}
E \\
\downarrow \\
D_{1,3} \\
\downarrow \\
V_1 \\
\end{array} \rightarrow \begin{array}{c}
D_{2,3} \\
\downarrow \\
V_3 \\
\end{array} \rightarrow \begin{array}{c}
D_{1,2} \\
\downarrow \\
V_2 \\
\end{array} \rightarrow \begin{array}{c}
M \\
\end{array}
\]

carries three vector bundle structures, one can dualize \(E\) in three different ways: along the \(x\), \(y\) and \(z\) axis depicted above. Each of these duals is a triple vector bundle, which we denote by \(E^\ast x\), \(E^\ast y\) and \(E^\ast z\), respectively (adapting Gracia-Saz and Mackenzie’s notation).

\[\text{However, the back face can be viewed as a cotangent double vector bundle in two different ways: as } T^\ast(D^\ast y) \text{ or } T^\ast(D^\ast x). \text{ There is a canonical isomorphism } T^\ast(D^\ast y) \cong T^\ast(D^\ast x), \text{ which restricts to the identity map on both } D^\ast y \text{ and } D^\ast x, \text{ and to minus the identity on the core } T^\ast C^\ast.\]
Example 2.6.3. Suppose

\[
\begin{array}{c}
D \\ \downarrow \\
C \\ \downarrow \\
A \\ \downarrow \\
B \\ \downarrow \\
M
\end{array}
\]

is a double vector bundle. Consider the tangent triple vector bundle

\[
\begin{array}{c}
TD \\ \downarrow \\
D \\ \downarrow \\
A \\ \downarrow \\
B \\ \downarrow \\
TA \\ \downarrow \\
TM \\ \downarrow \\
M
\end{array}
\]

described in Example 2.6.1. Dualizing along the z-axis yields the cotangent triple vector bundle described in Example 2.6.2, i.e. \((TD)^* = T^*D\). On the other hand, dualizing \(TD\) along the x-axis yields the triple vector bundle

\[
\begin{array}{c}
TD^* \\ \downarrow \\
D^* \\ \downarrow \\
A \\ \downarrow \\
B \\ \downarrow \\
TC^* \\ \downarrow \\
TM \\ \downarrow \\
M
\end{array}
\]

That is \((TD)^* = T(D^*)\).

As a final example, dualizing the cotangent triple vector bundle \(T^*D\) along the x-axis yields \(T^*D^{**} = TD^{***}\):

\[
\begin{array}{c}
TD^{**} \\ \downarrow \\
D^{**} \\ \downarrow \\
TB \\ \downarrow \\
B \\ \downarrow \\
TC^* \\ \downarrow \\
C^* \\ \downarrow \\
TM \\ \downarrow \\
M
\end{array}
\]
2.7 $\mathcal{L}A$-vector bundles and double linear Poisson vector bundles

2.7.1 $\mathcal{L}A$-vector bundles

$\mathcal{L}A$-vector bundles are a concept due to Mackenzie \[74,75\] which encode the notion of a vector bundle in the category of Lie algebroids, or equivalently a Lie algebroid in the category of vector bundles. In \[45\] it was shown that $\mathcal{L}A$-vector bundles are the correct context from which to study 2-term representations of Lie algebroids ‘up to homotopy’ (note that \[45\] also provides a very nice summary of $\mathcal{L}A$-vector bundle theory).

Suppose that

\[
\begin{array}{ccc}
D & \longrightarrow & B \\
\downarrow^{q_D^A} & & \downarrow \\
A & \longrightarrow & M
\end{array}
\]  

(2.7.1)

is an $\mathcal{L}A$-vector bundle. That is, $D \to A$ and $B \to M$ are vector bundles, $\mathcal{L}A$-vector bundle (2.7.1) is a morphism of vector bundles, $D \to B$ is a Lie algebroid, and $\text{gr}^+D/A \subset D^3$ is a Lie subalgebroid.

**Proposition 2.7.1.** There is a unique Lie algebroid structure on $A \to M$ such that the inclusion $0_{D/A} : A \to D$ and the projection $q_{D/A} : D \to A$ are both morphisms of Lie algebroids.

**Proof.** We let $\text{gr}(-D/A) : D \times D \dashrightarrow D$ be the relation defined by $(d_1, d_2) \sim_{\text{gr}(-D/A)} d$ if and only if $d +_{D/A} d_2 = d_1$. Since $\text{gr}(-D/A) = \{(d; d_1, d_2) \mid d +_{D/A} d_2 = d_1\} \subseteq D \times D \times D$ is obtained from $\text{gr}^+(D/A)$ by permutating factors, it is a Lie subalgebroid of $D^3 \to B^3$. Moreover, the diagonal $D_\Delta \subset D \times D$ is Lie subalgebroid of $D^2 \to B^2$. Therefore, the composition $\text{gr}(-D/A) \circ D_\Delta$ is a Lie subalgebroid of $D \to B$. Since $0_{D/A} : A \to D$ embeds $A$ as $\text{gr}(-D/A) \circ D_\Delta$, there exists a unique Lie algebroid structure on $A$ such that $0_{D/A} : A \to D$ is a morphism of Lie algebroids.

Moreover, since diagonal embedding $\Delta_D : D \to D \times D$, given by $d \to (d,d)$ is a morphism of Lie algebroids from $D \to B$ to $D^2 \to B^2$, the composition of relations $\text{gr}(-D/A) \circ \text{gr}(\Delta_D) : D \dashrightarrow D$ is a $\mathcal{L}A$-relation. However $\text{gr}(-D/A) \circ \text{gr}(\Delta_D) = \text{gr}(0_{D/A} \circ q_{D/A})$, which shows that $q_{D/A} : D \to A$ is a morphism of Lie algebroids.

**Remark 2.7.1.** Proposition [2.7.1] shows that the Lie algebroid structure on $A$ is completely determined by the Lie algebroid structure on $D$. Indeed, if $\sigma_D, \tau_D \in \Gamma(D, B)$ and $\sigma_A, \tau_A \in \Gamma(A)$ are such that $\sigma_A = q_{D/A}(\sigma_D)$ and $\tau_A = q_{D/A}(\tau_D)$, then

\[
[\sigma_A, \tau_A] = q_{D/A}[\sigma_D, \tau_D].
\]

**Example 2.7.1** (Tangent prolongation). If $B$ is any vector bundle then writing the structural equations for $B$ as diagrams and applying the tangent functor we get corresponding diagrams in the category of Lie algebroids. For example, applying the tangent
functor to the addition relation \( \text{gr}(+_{B/M}) : B \times B \rightarrow B \) yields addition for \( T_B \rightarrow T_M \),

\( \text{gr}(+_{TB/TM}) := T \text{gr}(+_{B/M}) : T_B \times T_M T_B \rightarrow T_B \). Since \( T \text{gr}(+_{B/M}) \subset (T_B)^3 \) is a sub-

algebroid, it follows directly from Definition 2.4.1 that then the tangent double vector

bundle (2.5.10), \( T_B \) is a LA-vector bundle.

Meanwhile, if \( A \rightarrow M \) is a Lie algebroid, then the flip, \((TA)^{\text{flip}}\), of the tangent
double vector bundle is naturally an LA-vector bundle, called the tangent prolongation

(or tangent lift) of \( A \).

\[
\begin{array}{ccc}
TA & \rightarrow & TM \\
\downarrow & & \downarrow \\
A & \rightarrow & M
\end{array}
\]

The Lie bracket on \( \Gamma(TA, TM) \) can be defined as follows. For \( \sigma, \tau \in \Gamma(A) \) we define

\[
\begin{align*}
[\sigma_T, \tau_T] &= [\sigma, \tau]_T, & (2.7.2a) \\
[\sigma_T, \tau_C] &= [\sigma, \tau]_C, & (2.7.2b) \\
[\sigma_C, \tau_C] &= 0. & (2.7.2c)
\end{align*}
\]

The bracket of arbitrary sections is defined by means of the Leibniz rule.

As an example, when \( A = g \) is a Lie algebra, then \((TA)^{\text{flip}} = g \ltimes g\), as a Lie algebra.

2.7.2 Double linear Poisson vector bundles

We recall the theory of double linear Poisson vector bundles, as introduced in [45]. Suppose that (2.7.1) is a double vector bundle, and \( D \rightarrow B \) is a Lie algebroid. Taking the horizontal dual, we obtain

\[
\begin{array}{ccc}
D^* & \rightarrow & B \\
\downarrow & & \downarrow \\
C^* & \rightarrow & M
\end{array}
\]

Since \( D \rightarrow B \) was a Lie algebroid, we recall from Theorem 2.2.1 that \( D^* \) carries a linear
Poisson structure. That is,

\[ \text{gr}(+_{D^*/B}) : D^* \times D^* \rightarrow D^* \]

is a coisotropic relation.

Now \( D \) is a LA-vector bundle if and only if \( \text{gr}(+_{D/A}) : D \times D \rightarrow D \) is an LA-relation, which is equivalent to

\[ \text{gr}(+_{D^*/C^*}) = \text{ann}^2(\text{gr}(+_{D/A})) : D^* \times D^* \rightarrow D^* \]

being a coisotropic relation. In other words, \( D \) is a LA-vector bundle if and only if the
induced Poisson structure on \( D^* \) is linear with respect to both vector bundle structures.
Double vector bundles equipped with such a Poisson structure are called *double linear Poisson vector bundles*.

It is clear that the definition of double linear Poisson vector bundles is symmetric with respect to the two vector bundle structures on the total space. More precisely, if $D^*$ is a double linear Poisson vector bundle, then so is $(D^*)^{flip}$. Taking the horizontal dual of $(D^*)^{flip}$, we get a second $\mathcal{LA}$-vector bundle. Using the canonical isomorphism $((D^*)^v)^{flip} \cong D^v$, we see that

$$
\begin{array}{ccc}
D^v & \longrightarrow & C^v \\
\downarrow & & \downarrow \\
A & \longrightarrow & M
\end{array}
$$

is canonically an $\mathcal{LA}$-vector bundle, called the dual $\mathcal{LA}$-vector bundle to $D$.

**Example 2.7.2.** Suppose $A \to M$ is a Lie algebroid, then Example 2.7.1 shows that the tangent prolongation, $TA^{flip}$, is an $\mathcal{LA}$-vector bundle. Taking the horizontal dual, we get

$$
\begin{array}{ccc}
TA^* & \longrightarrow & A^* \\
\downarrow & & \downarrow \\
TM & \longrightarrow & M
\end{array}
$$

whose double linear Poisson structure is the tangent prolongation (i.e. Example 2.7.1) of the linear Poisson structure on $A^*$ (see Theorem 2.2.1 for details).

On the other hand, the vertical dual of $TA^{flip}$ is

$$
\begin{array}{ccc}
T^*A & \longrightarrow & A^* \\
\downarrow & & \downarrow \\
A & \longrightarrow & M
\end{array}
$$

which, as explained above is naturally an $\mathcal{LA}$-vector bundle. Indeed, under the isomorphism $T^*A \cong T^*A^*$, it is just the cotangent Lie algebroid for the linear Poisson structure on $A^*$.

Notice that the canonical symplectic structure on $T^*A$ is a double linear Poisson structure. The two duals of $T^*A$ are the tangent Lie algebroids $TA \to A$ and $TA^* \to A^*$. 
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$\mathcal{VB}$-Courant algebroids

3.1 $\mathcal{VB}$-Courant algebroids

For the reader’s convenience we recall the definition of a $\mathcal{CA}$-vector bundle, and its diagonal reflection, a $\mathcal{VB}$-Courant algebroid.

Definition 3.1.1. A $\mathcal{VB}$-Courant algebroid is a double vector bundle

\[
\begin{array}{ccc}
\mathbb{E} & \longrightarrow & V \\
\downarrow & & \downarrow \\
\mathbb{E} & \longrightarrow & M \\
\end{array}
\]

(3.1.1)

such that $\mathbb{E} \to E$ is a Courant algebroid and

\[
\text{gr}(+_{E/V}) : \mathbb{E} \times \mathbb{E} \longrightarrow \mathbb{E}
\]

(3.1.2)

is a Courant relation. The diagonal reflection, $\mathbb{E}^{\text{flip}}$ is called a $\mathcal{CA}$-vector bundle.

Example 3.1.1. Suppose $\mathbb{E} \to M$ is a Courant algebroid. In [11] Boumaiza and Zaalani showed that $T\mathbb{E} \to TM$ is naturally a Courant algebroid. With this structure, the double vector bundle

\[
\begin{array}{ccc}
T\mathbb{E} & \longrightarrow & \mathbb{E} \\
\downarrow & & \downarrow \\
TM & \longrightarrow & M \\
\end{array}
\]

is a $\mathcal{VB}$-Courant algebroid, as we shall show in Chapter 4.

Example 3.1.2. Suppose $\mathbb{E} \to M$ is a Courant algebroid, then the (trivial) double vector
is a $\mathcal{VB}$-Courant algebroid.

**Example 3.1.3.** Let $\mathfrak{g}$ be a Lie algebra. Then

\[
\begin{array}{c}
\mathfrak{g} \ltimes \mathfrak{g}^* \longrightarrow \mathfrak{g} \\
\downarrow \quad \downarrow \\
* \longrightarrow *
\end{array}
\]

is a $\mathcal{VB}$-Courant algebroid, where $\mathfrak{g} \ltimes \mathfrak{g}^*$ carries the quadratic form induced by the natural pairing and the double vector bundle structure is as in Example 2.5.1.

**Proposition 3.1.1.** Suppose that

\[
\begin{array}{c}
\mathbb{E} \longrightarrow V \\
\downarrow \quad \downarrow \\
\mathbb{E} \longrightarrow M
\end{array}
\]

(3.1.3)

is a $\mathcal{VB}$-Courant algebroid. Then the following facts hold.

1. The pairing on $\mathbb{E}$ is linear. That is, the map

\[
\begin{array}{c}
\mathbb{E} \longrightarrow V \\
\downarrow \quad \downarrow \\
\mathbb{E} \longrightarrow M
\end{array}
\]

(3.1.4)

\[
\begin{array}{c}
\mathbb{E}^\ast \longrightarrow C^* \\
\downarrow \quad \downarrow \\
\mathbb{E} \longrightarrow M
\end{array}
\]

\[
\begin{array}{c}
\mathbb{E}^\ast \longrightarrow V^* \\
\downarrow \quad \downarrow \\
\mathbb{E} \longrightarrow M
\end{array}
\]

defined by the pairing $\langle \cdot, \cdot \rangle$ is an isomorphism of double vector bundles, where $C \to M$ is the core of $\mathbb{E}$.

In particular, the core $C \to M$ of $\mathbb{E}$ is canonically isomorphic to $V^* \to M$.

2. The anchor map is linear. That is,

\[
\begin{array}{c}
\mathbb{E} \longrightarrow V \\
\downarrow \quad \downarrow \\
\mathbb{E} \longrightarrow M
\end{array}
\]

(3.1.5)

\[
\begin{array}{c}
TE \longrightarrow TM \\
\downarrow \quad \downarrow \\
\mathbb{E} \longrightarrow M
\end{array}
\]
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is a morphism of double vector bundles.

3. The Courant bracket is linear. That is

$$\left[ \Gamma_l(E, E), \Gamma_l(E, E) \right] \subseteq \Gamma_l(E, E),$$

(3.1.6a)

$$\left[ \Gamma_l(E, E), \Gamma_C(E, E) \right] \subseteq \Gamma_C(E, E),$$

(3.1.6b)

$$\left[ \Gamma_C(E, E), \Gamma_C(E, E) \right] = 0.$$  

(3.1.6c)

Conversely, if (3.1.3) is any double vector bundle such that $E$ is a Courant algebroid such that Eqs. 3.1.6 holds and Eqs. (3.1.4) and (3.1.5) are morphisms of double vector bundles, then $E$ is a $\mathcal{VB}$-Courant algebroid.

Proof. 1. First we show that the pairing is linear. This is equivalent to showing that the map $\phi_{\langle\cdot,\cdot\rangle} : E \to E^\ast$ defined by the pairing satisfies

$$\phi^3_{\langle\cdot,\cdot\rangle}(\text{gr}(+_{E/V})) \subseteq \text{gr}(+_{E^\ast/C^\ast}),$$

(3.1.7)

where $C$ is the core of $E$. Since $E$ is a $\mathcal{VB}$-Courant algebroid, the relation

$$\text{gr}(+_{E/V}) : E \times E \to E$$

(3.1.8)

is a Courant relation, in particular, it is isotropic. Hence

$$\phi^3_{\langle\cdot,\cdot\rangle}(\text{gr}(+_{E/V})) \subseteq \text{ann}^\perp(\text{gr}(+_{E/V})).$$

But $\text{gr}(+_{E^\ast/C^\ast}) = \text{ann}^\perp(\text{gr}(+_{E/V}))$, by definition, which implies Eq. (3.1.7).

Since the pairing identifies $E$ with its dual double vector bundle $E^\ast$, it identifies the core of $E$ with the core $V^* \to M$ of $E^\ast$. In particular, this implies that

$$\langle x, c +_{E/V} 0_{E/E} \rangle = \langle q_{E/V}(x), c \rangle$$

(3.1.9)

for any $x \in E$ and $c \in C$.

2. Next, we show that the anchor map is linear. Let

$$\text{gr}(+_{E/M}) : E \times E \to E$$

denote the graph of addition for $E$, and

$$\text{gr}(+_{TE/TM}) := T(\text{gr}(+_{E/M})) : TE \times TE \to TE$$

denote the graph of addition for $TE$, viewed as a vector bundle over $TM$. Since (3.1.8) is a Courant relation supported on the submanifold $\text{gr}(+_{E/M}) \subseteq E^3$, it follows that

$$a(\text{gr}(+_{E/V})) \subseteq T(\text{gr}(+_{E/M})) = \text{gr}(+_{TE/TM}),$$

which in turn shows that $a : E \to TE$ is a morphism of double vector bundles.
3. Finally, we show that the Courant bracket is linear. A section \( \sigma \in \Gamma(\mathbb{E}, \mathbb{E}) \) is linear if and only if
\[
\sigma \oplus \sigma \sim_{\text{gr}(+_{\mathbb{E}/\mathbb{V}})} \sigma. \tag{3.1.10a}
\]
Since \( \text{gr}(+_{\mathbb{E}/\mathbb{V}}) \) is a Courant relation, the Courant bracket of two sections satisfying Eq. \( (3.1.10a) \) also satisfies Eq. \( (3.1.10a) \), which implies Eq. \( (3.1.6a) \). Meanwhile, a section \( \tau \in \Gamma(\mathbb{E}, \mathbb{E}) \) is a core section if and only if
\[
\tau \oplus 0_{\mathbb{E}/\mathbb{E}} \sim_{\text{gr}(+_{\mathbb{E}/\mathbb{V}})} \tau. \tag{3.1.10b}
\]
Taking the Courant bracket of \( (3.1.10a) \) and \( (3.1.10b) \), we see that
\[
[\sigma, \tau] \oplus 0_{\mathbb{E}/\mathbb{E}} \sim_{\text{gr}(+_{\mathbb{E}/\mathbb{V}})} [\sigma, \tau].
\]
Hence \([\sigma, \tau]\) is a core section, which proves Eq. \( (3.1.6b) \). Finally, from Eq. \( (3.1.10b) \) and the commutativity of addition, we see that a second core section \( \tau' \in \Gamma_C(\mathbb{E}, \mathbb{E}) \) satisfies
\[
0_{\mathbb{E}/\mathbb{E}} \oplus \tau' \sim_{\text{gr}(+_{\mathbb{E}/\mathbb{V}})} \tau. \tag{3.1.10c}
\]
Taking the Courant bracket of this expression with \( (3.1.10b) \), we see that
\[
0_{\mathbb{E}/\mathbb{E}} \oplus 0_{\mathbb{E}/\mathbb{E}} \sim_{\text{gr}(+_{\mathbb{E}/\mathbb{V}})} [\tau, \tau'].
\]
In other words, \([\tau, \tau'] = 0_{\mathbb{E}/\mathbb{E}}, \) which implies Eq. \( (3.1.6c) \).

Now we prove the converse. Suppose \( (3.1.3) \) is a double vector bundle and \( \mathbb{E} \to \mathbb{E} \) is a Courant algebroid. Suppose further that Eqs. \( (3.1.6) \) holds and Eqs. \( (3.1.4) \) and \( (3.1.5) \) are morphisms of double vector bundles. We must show that \( \text{gr}(+_{\mathbb{E}/\mathbb{V}}) \subseteq \mathbb{E} \times \mathbb{E} \times \mathbb{E} \) is a Dirac structure with support on \( \text{gr}(+_{\mathbb{E}/\mathbb{M}}) \).

As explained above, Eq. \( (3.1.4) \) is a morphism of double vector bundles if and only if
\[
\phi^3_{(\cdot, \cdot)}(\text{gr}(+_{\mathbb{E}/\mathbb{V}})) \subseteq \text{gr}(+_{\mathbb{E}/\mathbb{C}/\mathbb{C}}) := \text{ann}^2(\text{gr}(+_{\mathbb{E}/\mathbb{V}})), \tag{3.1.11}
\]
holds where \( \phi_{(\cdot, \cdot)} : \mathbb{E} \to \mathbb{E}^* \) is the map defined by the pairing. Since the pairing is non-degenerate Eq. \( (3.1.11) \) must be an equality (rather than a strict inclusion). In particular,
\[
\text{gr}(+_{\mathbb{E}/\mathbb{V}}) \subseteq \mathbb{E} \times \mathbb{E} \times \mathbb{E}
\]
is Lagrangian.

Now \( \Gamma(\mathbb{E}, \mathbb{E}) \) is spanned by the linear and core sections, while \( \text{gr}(+_{\mathbb{E}/\mathbb{V}}) \) is spanned by linear and core sections of the forms found in Eqs. \( (3.1.10) \). Hence Eqs. \( (3.1.6) \) show that sections of the form \( (3.1.10) \) are closed under the Courant bracket. Since the anchor map is linear, we have
\[
a(\text{gr}(+_{\mathbb{E}/\mathbb{V}})) \subseteq T\text{gr}(+_{\mathbb{E}/\mathbb{M}}),
\]
which shows that the \( C^\infty \)-linear span of sections of the form \( (3.1.10) \) is also closed under the Courant bracket. Therefore \( \text{gr}(+_{\mathbb{E}/\mathbb{V}}) \) is involutive with respect to the Courant bracket. \( \square \)
Remark 3.1.1. Gracia-Saz and Mehta showed that morphisms of double vector bundles can be characterized in terms of linear and core sections (see \cite[Lemma 2.8]{45}). Thus Eq. (3.1.4) is a morphism of double vector bundles if and only if

\[
\langle \Gamma_l(E, E), \Gamma_l(E, E) \rangle \subseteq C^\infty_l(E), \tag{3.1.12a}
\]

\[
\langle \Gamma_l(E, E), \Gamma_C(E, E) \rangle \subseteq C^\infty_C(E), \tag{3.1.12b}
\]

\[
\langle \Gamma_C(E, E), \Gamma_C(E, E) \rangle = 0, \tag{3.1.12c}
\]

where \( C^\infty_l(E) := \Gamma_l(\mathbb{R} \times E, E) \cong \Gamma(E^*) \) denotes the set of linear functions on \( E \), and \( C^\infty_C(E) := \Gamma_C(\mathbb{R} \times E, E) = q^*_E M C^\infty(M) \) the set of fibrewise constant functions. Here \( q_{E/M} : E \to M \) is the bundle projection.

Similarly, Eq. (3.1.5) is a morphism of double vector bundles if and only if

\[
a(\Gamma_l(E, E)) \subseteq \Gamma_l(TE, E), \tag{3.1.13a}
\]

\[
a(\Gamma_C(E, E)) \subseteq \Gamma_C(TE, E). \tag{3.1.13b}
\]

Definition 3.1.2. Suppose that

\[
\begin{array}{c}
L \\
\downarrow
\end{array}
\quad \begin{array}{c}
W \\
\subseteq
\end{array}
\begin{array}{c}
E \\
\downarrow
\end{array}
\quad \begin{array}{c}
V \\
\downarrow
\end{array}
\begin{array}{c}
S \\
\downarrow
\end{array}
\quad \begin{array}{c}
N \\
\downarrow
\end{array}
\begin{array}{c}
E \\
\downarrow
\end{array}
\quad \begin{array}{c}
M
\end{array}
\]

is a double vector subbundle of a \( \mathcal{V}\mathcal{B} \)-Courant algebroid. If \( L \subseteq E \) is also a Dirac structure with support on \( S \), we call it a \( \mathcal{V}\mathcal{B} \)-Dirac structure with support on \( S \). When \( S = E \), we simply call it a \( \mathcal{V}\mathcal{B} \)-Dirac structure.

Every \( \mathcal{V}\mathcal{B} \)-Courant algebroid has two distinguished \( \mathcal{V}\mathcal{B} \)-Dirac structures (with support):

Proposition 3.1.2. Suppose that

\[
\begin{array}{c}
E \\
\downarrow
\end{array}
\quad \begin{array}{c}
q_{E/V}
\end{array}
\begin{array}{c}
V \\
\downarrow
\end{array}
\begin{array}{c}
E \\
\downarrow
\end{array}
\quad \begin{array}{c}
M
\end{array}
\]

is a \( \mathcal{V}\mathcal{B} \)-Courant algebroid. Then

1. \( E_C := \ker(q_{E/V}) \) is a Dirac structure. Moreover, for any \( \sigma \in \Gamma_l(E, E) \) and \( \tau \in \Gamma_l(E_C, E) \), we have

\[
[\sigma, \tau] \in \Gamma_l(E_C, E). \tag{3.1.14}
\]

2. The subbundle \( V \subseteq E \) is a Dirac structure with support on \( M \subseteq E \).
Proof. 1. Since $E_C \subseteq E$ is spanned by the core sections, the fact that it is a Dirac structure follows immediately from Eqs. (3.1.6c) and (3.1.12c).

Given $\sigma \in \Gamma_l(\mathbb{E}, E)$ and $\tau \in \Gamma_l(E_C, E)$, choose a decomposition

$$\tau = \sum_i f_i \tau_i,$$

where each $f_i$ is a linear function on $E$ and each $\tau_i \in \Gamma_C(\mathbb{E}, E)$ is a core section. Then

$$[[\sigma, \tau]] = \sum_i (f_i [[\sigma, \tau_i]] + (a(\sigma)f_i)\tau_i).$$

Since $\tau_i$ is a core section, the second term on the right hand side certainly lies in $\Gamma_l(E_C, E)$. Moreover, since Eq. (3.1.6b) implies that $[[\sigma, \tau]]$ is a core section, we also have $f_i [[\sigma, \tau_i]] \in \Gamma_C(\mathbb{E}, E)$.

2. Let $\text{gr}(\mathbb{E}/V) = \{(x, x_1, x_2) \mid x +_{\mathbb{E}/V} x_1 = x_2\}$ be the graph of subtraction in $\mathbb{E} \to V$. Since it is just a permutation of $\text{gr}(+_\mathbb{E}/V)$, it defines a Courant morphism

$$\text{gr}(\mathbb{E}/V) : \mathbb{E} \times \mathbb{E} \longrightarrow \mathbb{E}.$$

Let $E_{\Delta} \subset \mathbb{E} \times \mathbb{E}$ denote the diagonal, viewed as a Courant relation from the trivial Courant algebroid to $\mathbb{E} \times \mathbb{E}$. Since $V = \text{gr}(\mathbb{E}/V) \circ E_{\Delta}$ is a clean composition of Courant relations, its graph $V \subset \mathbb{E}$ is a Dirac structure with support.

Example 3.1.4. Let $g$ be a Lie algebra and $h \subseteq g$ a subalgebra. Then

$$h \times \text{ann}(h) \longrightarrow h \quad \subseteq \quad g \times g^* \longrightarrow g$$

is a $\mathcal{VB}$-Dirac structure of the $\mathcal{VB}$-Courant algebroid described in Example 3.1.3.

$\mathcal{VB}$-Dirac structures have some important properties, which we collect in the following proposition.

Proposition 3.1.3. Suppose that

$$L \longrightarrow W \quad \subseteq \quad \mathbb{E} \longrightarrow V$$

$$E \longrightarrow M$$

is a $\mathcal{VB}$-Dirac structure. Then
1. \( L^{\text{flip}} \) is an LA-vector bundle. In particular, \( L \to E \) and \( W \to M \) are Lie algebroids, and \( L \to W \) is a Lie algebroid morphism.

2. the core of \( L \) is \( \text{ann}(W) \subseteq V^* \).

Proof. 1. Since \( E \) is a VB-Courant algebroid,

\[
\text{gr}(+_{E/V}) : E \times E \longrightarrow E
\]

is a Courant morphism. It follows that

\[
\text{gr}(+_{L/W}) = \text{gr}(+_{E/V}) \cap L^3 : L \times L \to L
\]

is an involutive subbundle of \( L \), and hence a Lie algebroid relation. Hence \( L^{\text{flip}} \) is an LA-vector subbundle.

2. Let \( C_L \) denote the core of \( L \). Dualizing the inclusion

\[
\begin{array}{ccc}
L & \to & W \\
\downarrow & & \downarrow \subseteq \\
E & \to & M \\
\end{array}
\]

\[
\begin{array}{ccc}
E & \to & V \\
\downarrow & & \downarrow \\
E & \to & M \\
\end{array}
\]

we get the projection

\[
\begin{array}{ccc}
E & \to & V \\
\downarrow & & \downarrow \subseteq \\
E & \to & M \\
\end{array}
\]

\[
\begin{array}{ccc}
L^* & \to & C^*_L \\
\downarrow & & \downarrow \subseteq \\
E & \to & M \\
\end{array}
\]

\[
\begin{array}{ccc}
E & \to & V \\
\downarrow & & \downarrow \\
E & \to & M \\
\end{array}
\]

whose kernel is \( L \). Restricting to the cores yields the map \( V^* \to W^* \), whose kernel is \( \text{ann}(W) \), the core of \( L \).

\[\square\]

Remark 3.1.2. Suppose

\[
\begin{array}{ccc}
L & \to & W \\
\downarrow & & \downarrow \subseteq \\
E & \to & M \\
\end{array}
\]

\[
\begin{array}{ccc}
E & \to & V \\
\downarrow & & \downarrow \\
E & \to & M \\
\end{array}
\]

is a VB-Dirac structure. While the restriction of the Courant bracket to \( L \) projects to a bracket on \( W \), the Courant bracket on \( E \) does not (in general) project to a bracket on
V. Indeed, let \( a' : V^* \to E \) be the restriction of the anchor map

\[
\begin{array}{ccc}
E & \longrightarrow & V \\
\downarrow V^* & & \downarrow \text{a} \\
E & \longrightarrow & M
\end{array}
\quad \begin{array}{ccc}
TE & \longrightarrow & TM \\
\downarrow E & & \downarrow E \\
E & \longrightarrow & M
\end{array}
\]

to the core. Then for any \( \gamma \in \Gamma(E^*) \), \( q_{E/V}(a^*d(\langle \gamma, \cdot \rangle)) = a'^*\gamma \). Hence, if \( \sigma \in \Gamma_1(E, E) \), and \( \tau \in \Gamma_C(E, E) \), then

\[
q_{E/V}(\langle \gamma, \cdot \rangle \tau) = 0,
\]

but

\[
q_{E/V}([\sigma, \langle \gamma, \cdot \rangle \tau] + [\langle \gamma, \cdot \rangle \tau, \sigma]) = \langle \sigma, \tau \rangle a'^*\gamma.
\]

In fact, the Courant bracket on \( E \) projects to a bracket on \( V \) if and only if \( a' : V^* \to E \) is trivial (as is the case, for instance, in Example 3.1.3).

It is well known that Courant algebroids over a point are just quadratic Lie algebras. \( \mathcal{VB} \)-Courant algebroids over a point are characterized similarly.

**Proposition 3.1.4.** The only \( \mathcal{VB} \)-Courant algebroids

\[
\begin{array}{ccc}
E & \longrightarrow & V \\
\downarrow & & \downarrow \\
E & \longrightarrow & M
\end{array}
\]

such that \( E = * \) is a single point are of the form given in Example 3.1.3. In this case, the only \( \mathcal{VB} \)-Dirac structures in \( E \) are of the form given in Example 3.1.4.

**Proof.** Since \( E = * \), the Courant algebroid \( E \) must be a quadratic Lie algebra. Moreover, the core sequence (2.5.9) becomes the short exact sequence of vector spaces

\[
V^* \to E \to V,
\]

which is split by the inclusion \( V \to E \) of the zero section. Thus \( E = V \oplus V^* \) as a vector space. Proposition 3.1.2 then show that \( V \) and \( V^* \) are transverse Lagrangian Lie subalgebras. It follows that the quadratic form on \( V \oplus V^* \) is given by the canonical pairing. Moreover, Eqs. 3.1.12 show that \( V^* \) is an abelian ideal. Therefore

\[
E \cong g \ltimes g^*
\]

for some Lie algebra \( g \). Hence there is a one-to-one correspondence between Lie algebras and \( \mathcal{VB} \)-Courant algebroids over a point.

Suppose

\[
\begin{array}{ccc}
L & \longrightarrow & W \\
\downarrow & & \downarrow \subseteq \\
* & \longrightarrow & *
\end{array}
\quad \begin{array}{ccc}
g \ltimes g^* & \longrightarrow & g \\
\downarrow & \quad \downarrow \\
* & \longrightarrow & *
\end{array}
\]
is a \( \mathcal{VB} \)-Dirac structure. Then \( W = L \cap \mathfrak{g} \) is identified with a subalgebra \( \mathfrak{h} \subseteq \mathfrak{g} \). Since the core of \( L \) is \( \text{ann}(W) = \text{ann}(\mathfrak{h}) \), we must have \( L = \mathfrak{h} \times \text{ann}(\mathfrak{h}) \). So \( \mathcal{VB} \)-Dirac structures of \( \mathfrak{g} \times \mathfrak{g}^* \) are in one-to-one correspondence with subalgebras of \( \mathfrak{g} \). \( \square \)

The above example shows that \( \mathcal{VB} \)-Dirac structures of \( \mathcal{VB} \)-Courant algebroids have a surprisingly simple structure when \( E = * \) is a point. In general, they can be more complicated, but we still have the following proposition.

**Proposition 3.1.5.** Suppose that \( E \) is a \( \mathcal{VB} \)-Courant algebroid and

\[
\begin{align*}
L & \to W & E & \xrightarrow{q_E/V} V \\
\downarrow & & \downarrow \subset & & \downarrow \\
E & \to M & E & \to M
\end{align*}
\]  

(3.1.15)

is a Lagrangian double vector subbundle. Let \( E|_W := q_E^{-1}(W) \) denote the restriction of \( E \) to \( W \). The total quotient of \( E|_W \) by \( L \) defines a morphism of double vector bundles

\[
\begin{align*}
E|_W & \xrightarrow{q_E/V} W & W^* & \to M \\
\downarrow V^* & & \downarrow q & & \downarrow W^* & & \downarrow \text{id} \\
E & \to M & M & \to M
\end{align*}
\]  

(3.1.16)

such that

(i) the restriction \( q|_{V^*} : V^* \to W^* \) of \( q \) to the core of \( E|_W \) is dual to the inclusion \( W \to V \), and

(ii) for any \( x, y \in E|_W \), we have

\[
\langle x, y \rangle = \langle q(x), q_{E/V}(y) \rangle + \langle q(y), q_{E/V}(x) \rangle.
\]  

(3.1.17)

In this way, there is a one-to-one correspondence between Lagrangian double vector subbundles of the form (3.1.15), and surjective morphisms of the form (3.1.16) which satisfy Eq. (3.1.17).

**Proof.** Proposition 2.5.2 states that there is a one-to-one correspondence between double vector subbundles \( L \subseteq E \) with side bundle \( W \subseteq V \), and surjective morphisms (3.1.16). We need only show that this correspondence relates Lagrangian \( L \) to morphisms (3.1.16) such that (i) and (ii) hold.

Now \( E|_W^\perp = \text{ann}(W) \subseteq V^* \). Let \( F = E|_W/\text{ann}(W) \), and let \( Q : F \longrightarrow E \) be the canonical reduction relation, namely

\[
y \sim_Q x \iff x \in E|_W, \ y \in F, \text{ and } y \equiv x \mod \text{ann}(W).
\]
Let $\mathcal{F}$ be the set of double vector subbundles $L' \subseteq \mathcal{F}$ with side bundles $E$ and $W$, and $\mathcal{E}$ be the set of double vector subbundles $L \subseteq \mathcal{E}$ with side bundles $E$ and $W$ satisfying $\text{ann}(W) \subseteq L$. The map

$$ (L' \to Q \circ L') : \mathcal{F} \to \mathcal{E} \quad (3.1.18) $$

is a bijection. Moreover, since $Q \subseteq \mathcal{E} \times \mathcal{F}$ is a Lagrangian relation, (3.1.18) identifies the Lagrangian double vector subbundles.

The double vector subbundle $L' := \ker(q)/\text{ann}(W)$ is Lagrangian if and only if (ii) holds. In this case $L$ is Lagrangian, and Proposition 3.1.3 implies that the core of $L$ is $\text{ann}(W)$. Therefore the kernel of $q_{V^*}$, the restriction of $q$ to the core of $\mathcal{E}|_W$, is $\text{ann}(W)$. This implies that (i) holds as well, establishing the desired correspondence.

By Proposition 3.1.3, if $L \subseteq \mathcal{E}$ is a $\mathcal{VB}$-Dirac structure (3.1.15), then the side bundle $W$ carries a Lie algebroid structure. The following proposition describes the Lie algebroid bracket on $W$ in terms of the Courant bracket on $\mathcal{E}$ and the map $q : \mathcal{E}|_W \to W^*$ described in Proposition 3.1.5.

**Proposition 3.1.6.** Suppose that

$$
\begin{array}{ccc}
L & \subseteq & \mathcal{E} \\
\downarrow & & \downarrow \\
E & \to & \mathcal{E}
\end{array}
\begin{array}{ccc}
W & \subseteq & V \\
\downarrow & & \downarrow \\
M & \to & \mathcal{E}
\end{array}
\begin{array}{ccc}
E & \to & M \\
\downarrow & & \downarrow \\
E & \to & M
\end{array}
$$

is a $\mathcal{VB}$-Dirac structure, and let $q : \mathcal{E}|_W \to W^*$ be the morphism (3.1.16) described in Proposition 3.1.5.

Suppose that $\sigma, \tau \in \Gamma(W)$ are two sections, and $\tilde{\sigma}, \tilde{\tau} \in \Gamma_L(\mathcal{E}, E)$ are lifts, i.e. the following diagrams commute:

$$
\begin{array}{ccc}
\mathcal{E}|_W & \xrightarrow{q_{E/V}} & W \\
\downarrow & & \downarrow \\
E & \xrightarrow{q_{E/M}} & M
\end{array}
\begin{array}{ccc}
\mathcal{E}|_W & \xrightarrow{q_{E/V}} & W \\
\downarrow & & \downarrow \\
E & \xrightarrow{q_{E/M}} & M
\end{array}
\begin{array}{ccc}
\mathcal{E}|_W & \xrightarrow{q_{E/V}} & W \\
\downarrow & & \downarrow \\
E & \xrightarrow{q_{E/M}} & M
\end{array}
$$

Then

$$ [\sigma, \tau] = q_{E/V}[[\tilde{\sigma}, \tilde{\tau}]] - a'^*\langle q(\tilde{\sigma}), \tau \rangle, $$

where $a' : V^* \to E$ denotes the restriction of the anchor map

$$
\begin{array}{cccc}
\mathcal{E} & \xrightarrow{V^*} & V \\
\downarrow & & \downarrow & a \\
E & \to & M & \uparrow E
\end{array}
\begin{array}{cccc}
TE & \xrightarrow{TM} & TM \\
\downarrow & & \downarrow \\
E & \to & M
\end{array}
$$

to the core.
Proof. Recall the $\mathcal{VB}$-Dirac structure $\mathbb{E}_C := \ker(q_{E/V})$ described in Proposition 3.1.2. Let $\sigma', \tau' \in \Gamma_t(\mathbb{E}_C, E)$ be chosen so that $q(\sigma') = q(\tilde{\sigma})$ and $q(\tau') = q(\tilde{\tau})$. Thus $\tilde{\sigma} - \sigma' \in \Gamma_t(L, E)$ and $\tilde{\tau} - \tau' \in \Gamma_t(L, E)$. Hence, we have

$$[\sigma, \tau] = q_{E/V}[[\tilde{\sigma} - \sigma', \tilde{\tau} - \tau']]$$

$$= q_{E/V}([\tilde{\sigma}, \tilde{\tau}] - [\tilde{\sigma}, \tau'] + [\tilde{\tau}, \sigma'] + [\sigma', \tau'] - a^*(d(\sigma', \tilde{\tau}))$$

$$= q_{E/V}([\tilde{\sigma}, \tilde{\tau}] - a^*d(\sigma', \tilde{\tau})),$$

where the last line follows from Eq. (3.1.14). Dualizing the anchor map,

$$T^*E \xrightarrow{\sim} E^* \quad \xrightarrow{a^*} \quad E \rightarrow M$$

$$V \xrightarrow{\sim} V^* \quad \xrightarrow{a^*} \quad E \rightarrow M$$

we see that $a^* : E^* \rightarrow V$ is the restriction of $a^* : T^*E \rightarrow \mathbb{E}$ to the vertical side bundle. Thus $q_{E/V} \circ a^* = a^* \circ q_{T^*E/E^*}$, which yields the equation

$$[\sigma, \tau] = q_{E/V}[[\tilde{\sigma}, \tilde{\tau}] - a^*q_{T^*E/E^*}d(\sigma', \tilde{\tau}).$$

By Eq. (3.1.12a), we see that $\langle \sigma', \tilde{\tau} \rangle$ is a linear function on $E$, and

$$q_{T^*E/E^*}d(\sigma', \tilde{\tau}) \in \Gamma(E^*)$$

is its partial derivative along the fibres of $E$. Therefore, after identifying linear functions on $E$ with sections of $E^*$,

$$q_{T^*E/E^*}d(\sigma', \tilde{\tau}) = \langle \sigma', \tilde{\tau} \rangle.$$

It follows that

$$[\sigma, \tau] = q_{E/V}[[\tilde{\sigma}, \tilde{\tau}] - a^*(\sigma', \tilde{\tau})$$

$$= q_{E/V}[[\tilde{\sigma}, \tilde{\tau}] - a^*(q(\sigma'), q_{E/V}\tilde{\tau})$$

$$= q_{E/V}[[\tilde{\sigma}, \tilde{\tau}] - a^*(q(\tilde{\sigma}), \tau),$$

where the second line follows from Eq. (3.1.17). $\square$

### 3.2 Lie 2-algebroids

In this section, we briefly discuss the supergeometric interpretation of $\mathcal{VB}$-Courant algebroids.

**Definition 3.2.1** (Ševera [110]). A Lie 2-algebroid is a degree 2 $NQ$ manifold.
Remark 3.2.1. Lie 2-algebroids are a generalization of 2-term $L_\infty$-algebras, which first appeared in the work of Schlessinger and Stasheff [104] on pertubations of rational homotopy types. Roytenberg showed that Courant algebroids are a special case of Lie 2-algebroids [99,100,102].

Proposition 3.2.1. There is a one-to-one correspondence between Lie 2-algebroids and $\mathcal{VB}$-Courant algebroids. There is a one-to-one correspondence between wide Lie subalgebroids of a Lie 2-algebroid and $\mathcal{VB}$-Dirac structures in the corresponding $\mathcal{VB}$-Courant algebroid.

Proof. Let $X$ be a degree 2 $NQ$ manifold, then $T^*[2]X$ is a degree 2 symplectic $NQ$-manifold, which by the results of Roytenberg and Ševera [100,108,110] corresponds to a Courant algebroid $E$ (see Remark 2.2.6 for a short summary of this correspondence). Now consider the graph of addition in the cotangent fibres

$$\text{gr}(+) : T^*[2]X \times T^*[2]X \rightarrow T^*[2]X.$$

Since $\text{gr}(+) \subseteq T^*[2]X \times T^*[2]X \times T^*[2]X$ is a Lagrangian $NQ$-submanifold, it corresponds to a Courant relation

$$\text{gr}(+') : E \times E \rightarrow E$$

defining a second vector bundle structure on $E$. Therefore, by Definition 3.1.1 $E$ is a $\mathcal{VB}$-Courant algebroid, fitting into the diagram

$$\begin{array}{ccc}
E & \longrightarrow & V \\
\downarrow & & \downarrow \\
E & \longrightarrow & M
\end{array}$$

where $E$ is the base of $T^*[2]X$, $V[1]$ is the 1-truncation of $X$, and $M$ is the base of $X$.

Next, recall that a wide Lie subalgebroid of $X$ is a degree 1 $NQ$ submanifold $A[1] \subseteq X$ over the base $M$ (wide refers to the fact that $A[1]$ has the same base space as $X$). Then the conormal bundle $\text{ann}[2](TA[1]) \subseteq T^*[2]X$ is a Lagrangian $NQ$-submanifold with base $E$. Hence, by the results of Roytenberg and Ševera [100,108,110] (also see Remark 2.2.6), it corresponds to a Dirac structure $L \subseteq E$. Moreover, since $\text{ann}[2](TA[1])$ is a subbundle of $T^*[2]X$, $L$ is a subbundle of $E \rightarrow V$, and hence a $\mathcal{VB}$-Dirac structure.

The converse is proved by reversing the above construction.

\footnote{Roytenberg [99,102] first showed this for the Courant algebroid $TM$. For the general case, Ševera realized the correspondence independently [108,110].}
### 3.3 Further examples

**Example 3.3.1** (String Lie 2-algebra). Suppose \( \mathfrak{g} \) is a Lie algebra. Let \((S^2 \mathfrak{g}^*)^0\) denote the space of invariant symmetric bilinear forms on \( \mathfrak{g} \). Then

\[
egin{array}{ccc}
(g \times g^*) \times (S^2 g^*)^0 & \longrightarrow & g \\
\downarrow & & \downarrow \\
(S^2 g^*)^0 & \longrightarrow & *
\end{array}
\]

is a \( VB \)-Courant algebroid. The left vertical arrow is a bundle of quadratic Lie algebras, where the quadratic form is just the natural pairing between \( g \) and \( g^* \), and the bracket at \( g \in (S^2 g^*)^0 \) is defined by

\[
[(\xi, \mu), (\eta, \nu)] = ([\xi, \eta], \text{ad}^*_\xi \nu - \text{ad}^*_\eta \mu + g^\flat [\xi, \eta]),
\]

where \( \xi, \eta \in g \), \( \mu, \nu \in g^* \), \( \text{ad}^*_\cdot \) denotes the contragredient of the adjoint representation, and \( g^\flat : g \rightarrow g^* \) is the map

\[
g^\flat(\xi)(\eta) = g(\xi, \eta).
\]

Given a quadratic Lie algebra \((\mathfrak{d}, \langle \cdot, \cdot \rangle)\), Baez and Crans [8, 33] constructed a 1-parameter family of Lie 2-algebras, which is often called the string Lie 2-algebra in the literature. Let \( \phi : \mathbb{R} \rightarrow (S^2 \mathfrak{d}^*)^0 \) be given by \( \phi(t) = t \langle \cdot, \cdot \rangle \). The \( VB \)-Courant algebroid corresponding to the string Lie 2-algebra via Proposition 3.2.1 is the pull-back Courant algebroid \( \phi^!(\mathfrak{d} \times \mathfrak{d}^*) \times (S^2 \mathfrak{d}^*)^0) \),

\[
egin{array}{ccc}
(\mathfrak{d} \oplus \mathfrak{d}^*) \times \mathbb{R} & \longrightarrow & \mathfrak{d} \\
\downarrow & & \downarrow \\
\mathbb{R} & \longrightarrow & *
\end{array}
\]

That is the bundle of quadratic Lie algebras over \( \mathbb{R} \) whose bracket at \( t \in \mathbb{R} \) is

\[
[(\xi, \mu), (\eta, \nu)] = ([\xi, \eta] + [\mu, \eta] + t[\xi, \eta]),
\]

for \( \xi, \eta \in \mathfrak{d} \), \( \mu, \nu \in \mathfrak{d}^* \), and we have used the quadratic form to identify \( \mathfrak{d} \) with \( \mathfrak{d}^* \). The quadratic form on \((\mathfrak{d} \oplus \mathfrak{d}^*)\) is given by the natural pairing.

**Example 3.3.2** (Crossed modules of Lie algebras). A crossed module of Lie algebras consists of

- a pair of Lie algebras \((\mathfrak{g}, \mathfrak{h})\),
- an action of \( \mathfrak{g} \) on \( \mathfrak{h} \), and
- a \( \mathfrak{g} \)-equivariant Lie algebra morphism \( \delta : \mathfrak{h} \rightarrow \mathfrak{g} \),
satisfying the Peiffer identity
\[ \delta(\xi) \cdot \eta = [\xi, \eta], \quad \xi, \eta \in \mathfrak{h}. \]

The abelian Lie algebra \( \mathfrak{g}^* \) acts by translations on the affine space \( \mathfrak{h}^* \) via the map \( \delta^*: \mathfrak{g}^* \to \mathfrak{h}^* \). Since \( \delta: \mathfrak{h} \to \mathfrak{g} \) is equivariant, this action is compatible with the contragredient action of \( \mathfrak{g} \) on \( \mathfrak{h}^* \). Hence, the quadratic Lie algebra \( \mathfrak{d} := \mathfrak{g} \ltimes \mathfrak{g}^* \) acts on \( \mathfrak{h}^* \). Since \( a(\zeta, \alpha) = \zeta \cdot \mu + \delta^* \alpha, \quad \mu \in \mathfrak{h}^*, \zeta \in \mathfrak{g}, \alpha \in \mathfrak{g}^* \),

we see that
\[ \langle a^*_\mu(\xi), a^*_\mu(\eta) \rangle = \mu(\delta(\eta) \cdot \xi - \delta(\xi) \cdot \eta), \quad \xi, \eta \in \mathfrak{h}. \]

Therefore, the Peiffer identity implies that the stabilizers are coisotropic. Let \( E = (\mathfrak{g} \ltimes \mathfrak{g}^*) \ltimes \mathfrak{h}^* \) be the corresponding action Courant algebroid.

As described in Example 2.5.1, \( E \) is naturally a double vector bundle

\[
\begin{array}{ccc}
\mathbb{E} & \longrightarrow & \mathfrak{g} \\
\downarrow & & \downarrow \\
\mathfrak{h}^* & \longrightarrow & * 
\end{array}
\]

and it is clear that the pairing and the Courant bracket satisfy the conditions of Proposition 3.1.1, so \( \mathbb{E} \) is a \( \mathcal{VB} \)-Courant algebroid.

**Example 3.3.3.** Let \( A \to M \) be a Lie algebroid. Then \( A \oplus A^* \) is a Courant algebroid over \( M \), with bracket given by
\[
[[a_1, \mu_1), (a_2, \mu_2)] = ([a_1, a_2], \mathcal{L}_{a_1} \mu_2 - \iota_{a_2} d_A \mu_1),
\]

for \( a_i \in \Gamma(A) \) and \( \mu_i \in \Gamma(A^*) \). Here \( d_A : \Gamma(\wedge^* A^*) \to \Gamma(\wedge^{*+1} A^*) \) is the Lie algebroid differential, \( \mathcal{L}_a = [\iota_a, d_A] \), and for any \( a \in \Gamma(A) \), \( \iota_a : \Gamma(\wedge^* A^*) \to \Gamma(\wedge^{*+1} A^*) \) is the derivation extending the pairing between \( A \) and \( A^* \).

Viewed as a double vector bundle, \( A \oplus A^* \) becomes a \( \mathcal{VB} \)-Courant algebroid,

\[
\begin{array}{ccc}
A \oplus A^* & \longrightarrow & A \\
\downarrow & & \downarrow \\
M & \longrightarrow & M 
\end{array}
\]

**Example 3.3.4** (Standard Courant algebroid over a vector bundle). Suppose \( E \to M \) is a vector bundle. Consider the double vector bundle

\[
\begin{array}{ccc}
\mathcal{T}E & \longrightarrow & TM \oplus E^* \\
\downarrow & & \downarrow \\
E & \longrightarrow & M 
\end{array}
\]
Chapter 3. $\mathcal{VB}$-Courant algebroids

constructed as the direct sum of the tangent and cotangent double vector bundles, $(TE)^{\text{flip}}$ and $(T^*E)^{\text{flip}}$, described in Examples 2.5.2 and 2.5.5 respectively. The standard lift, described in Example 2.2.14 of the relation

$\text{gr}(+_{E/M}) : E \times E \to E$

is naturally identified with

$\text{gr}(+_{TE/TM \oplus E^*}) : TE \times TE \to TE$.

Hence the latter is a Courant relation. Therefore $TE$ is a $\mathcal{VB}$-Courant algebroid.

The double vector subbundles $TE^{\text{flip}}$:

$$
\begin{array}{c}
\begin{array}{ccc}
TE & \longrightarrow & TM \\
\downarrow & & \downarrow \\
E & \longrightarrow & M
\end{array}
\end{array}
\subset
\begin{array}{c}
\begin{array}{ccc}
TE & \longrightarrow & TM \oplus E^* \\
\downarrow & & \downarrow \\
E & \longrightarrow & M
\end{array}
\end{array}
$$

and $T^*E^{\text{flip}}$:

$$
\begin{array}{c}
\begin{array}{ccc}
T^*E & \longrightarrow & E^* \\
\downarrow & & \downarrow \\
E & \longrightarrow & M
\end{array}
\subset
\begin{array}{c}
\begin{array}{ccc}
TE & \longrightarrow & TM \oplus E^* \\
\downarrow & & \downarrow \\
E & \longrightarrow & M
\end{array}
\end{array}
$$

are both $\mathcal{VB}$-Dirac structures (cf. Examples 2.2.10, 2.5.2 and 2.5.5).

3.4 Tangent prolongation of a Courant algebroid

Let $E$ be a Courant algebroid over $M$. In [11] Boumaiza and Zaalani showed that $TE \to TM$ carries a canonical Courant algebroid structure. In this section we recall this so-called tangent prolongation of Courant algebroids in the context of $\mathcal{VB}$-Dirac structures.

Recall from Example 2.5.4 that any section $\sigma \in \Gamma(E, M)$, defines two sections $\sigma_C, \sigma_T \in \Gamma(TE, TM)$ called the core and tangent lift of $\sigma$, respectively. Note also that $\{\sigma_C^i, \sigma_T^i\}$ is a local basis for $TE \to TM$ whenever $\{\sigma^i\}$ is a local basis for $E \to M$.

**Proposition 3.4.1.** The tangent bundle $TE$ of a Courant algebroid $E \to M$,

$$
\begin{array}{c}
\begin{array}{ccc}
TE & \longrightarrow & E \\
\downarrow & & \downarrow \\
TM & \longrightarrow & M
\end{array}
\end{array}
$$
carries a unique Courant algebroid structure over $TM$ such that the pairing and bracket satisfy

\[
\langle \sigma_T, \tau_T \rangle = \langle \sigma, \tau \rangle_T \quad \langle \sigma_T, \tau_C \rangle = \langle \sigma_C, \tau \rangle \quad \langle \sigma_C, \tau_T \rangle = \langle \sigma, \tau \rangle_C \quad \langle \sigma_C, \tau_C \rangle = 0 \quad (3.4.1a)
\]

\[
[\sigma_T, \tau_T] = [\sigma, \tau]_T \quad [\sigma_T, \tau_C] = [\sigma, \tau]_C \quad [\sigma_C, \tau_T] = [\sigma, \tau]_C \quad [\sigma_C, \tau_C] = 0 \quad (3.4.1b)
\]

and the anchor map satisfies

\[
a(\sigma_T) = a(\sigma)_T \quad a(\sigma_C) = a(\sigma)_C,
\]

for any sections $\sigma, \tau \in \Gamma(E, M)$. With this structure, $TE$ is a $\mathcal{VB}$-Courant algebroid.

**Proof.** The fact that $TE \to TM$ is a Courant algebroid follows from Proposition A.0.3 in the Appendix. The fact that $TE$ is a $\mathcal{VB}$-Courant algebroid follows from Proposition 3.1.1. \hfill \Box

**Remark 3.4.1.** Let $X$ be the degree 2 symplectic $NQ$ manifold corresponding to the Courant algebroid $E$ via the equivalence described in [100, 110] (the correspondence is also summarized in Remark 2.2.6). The symplectic structure on $X$ defines a bundle isomorphism $TX \cong T^*[2]X$. Since $T^*[2]X$ carries a canonical symplectic structure, this isomorphism endows $TX$ with a symplectic structure [29]. Moreover, the tangent lift of the $Q$ structure to $TX$ is compatible with this symplectic structure, so $TX$ is a degree 2 symplectic $NQ$ manifold. Under the equivalence described in [100, 110], it corresponds to the Courant algebroid $TE$.

**Remark 3.4.2.** One may define the pairing and anchor map without reference to core and tangent lift sections. If

\[
\begin{array}{ccc}
E & \xrightarrow{a} & TM \\
\downarrow & & \downarrow \\
M & & M
\end{array}
\]

is the anchor map for $E \to M$, the anchor map for $TE \to TM$ is obtained by applying the tangent functor,

\[
\begin{array}{ccc}
TE & \xrightarrow{da} & E \\
\downarrow & & \downarrow \\
TM & & M
\end{array} \quad \begin{array}{ccc}
T^2M & \xrightarrow{a} & TM \\
\downarrow & & \downarrow \\
TM & & M
\end{array} \quad \begin{array}{ccc}
T^2E & \xrightarrow{a_{TE}} & TE \\
\downarrow & & \downarrow \\
TM & & M
\end{array}
\]

Meanwhile, as reviewed in Example 2.5.6, $(TE)^* \cong T(E^*)$. The fibre metric on $E$ defines an isomorphism $Q_{\langle \cdot, \cdot \rangle} : E \to E^*$, which lifts to an isomorphism of double vector bundles

\[
dQ_{\langle \cdot, \cdot \rangle} : TE \to T(E^*) \cong (TE)^*
\]
via the tangent functor. This latter isomorphism defines the metric on the fibres of $T\mathcal{E} \to TM$.

**Example 3.4.1.** Suppose that $\mathcal{E} = \mathfrak{d}$ is a quadratic Lie algebra. Then $T\mathcal{E} = T\mathfrak{d} := \mathfrak{d} \ltimes \mathfrak{d}$, where the bracket and pairing are given by

\[
[(\xi, \xi'), (\eta, \eta')]_{\mathfrak{d} \ltimes \mathfrak{d}} = ([\xi, \eta],_{\mathfrak{d}} [\xi, \eta']_{\mathfrak{d}} + [\xi', \eta]_{\mathfrak{d}})
\]

\[
\langle (\xi, \xi'), (\eta, \eta') \rangle_{\mathfrak{d} \ltimes \mathfrak{d}} = \langle \xi, \eta' \rangle + \langle \xi', \eta \rangle
\]

for $\xi, \xi', \eta, \eta' \in \mathfrak{d}$.

**Example 3.4.2 (Tangent Lift of a Dirac structure (with support)).** Suppose that $R \subseteq \mathcal{E}$ is a Dirac structure with support on a submanifold $S \subset M$, then it follows immediately from Eqs. (3.4.1a) and (3.4.1b) that $TR \subseteq T\mathcal{E}$ is a $\mathcal{VB}$-Dirac structure with support on $TS \subseteq TM$.

**Example 3.4.3.** Bursztyn, Cavalcanti and Gualtieri [13] described a reduction procedure for an exact Courant algebroid $\mathcal{E} \to M$. One may interpret part of their construction as defining a $\mathcal{VB}$-Dirac structure $L \subseteq T\mathcal{E}$ (with support), as we shall now explain.

Let $\mathfrak{g}$ be the Lie algebra of a Lie group $G$ acting on $M$. Suppose there is a given vector space $\mathfrak{a}$ carrying a bilinear bracket $[\cdot, \cdot] : \mathfrak{a} \times \mathfrak{a} \to \mathfrak{a}$, together with a surjective map $\mathfrak{a} : \mathfrak{a} \to \mathfrak{g}$ satisfying

- $[a_1, [a_2, a_3]] = [[a_1, a_2], a_3] + [a_2, [a_1, a_3]]$, for $a_1, a_2, a_3 \in \mathfrak{a}$
- $\mathfrak{a}([a_1, a_2]) = [\mathfrak{a}(a_1), \mathfrak{a}(a_2)]$, for $a_1, a_2 \in \mathfrak{a}$, and
- $[a_1, a_2] = 0$, for $a_1, a_2 \in \ker(\mathfrak{a})$.

The pair $(\mathfrak{a}, [\cdot, \cdot])$ is called an exact Courant algebra over $\mathfrak{g}$ in [13]. We denote the abelian Lie algebra $\ker(\mathfrak{a}) \subseteq \mathfrak{a}$ by $\mathfrak{h}$, and note that $\mathfrak{g} \cong \mathfrak{a}/\mathfrak{h}$ acts naturally on $\mathfrak{h}$. Suppose further that there are given maps $\tilde{\rho} : \mathfrak{a} \to \Gamma(\mathcal{E})$ and $\nu : \mathfrak{h} \to \Omega^1(M)$ such that the following diagram commutes

\[
\begin{array}{ccc}
0 & \longrightarrow & \mathfrak{h} \\
\downarrow \nu & & \downarrow \tilde{\rho} \\
0 & \longrightarrow & \Omega^1(M) \\
\end{array}
\begin{array}{ccc}
\mathfrak{a} & \longrightarrow & \mathfrak{g} \\
\downarrow \rho & & \downarrow \rho \\
\Gamma(\mathcal{E}) & \longrightarrow & \mathfrak{X}^1(M) \\
\end{array}
\]

(3.4.2)

where $\rho : \mathfrak{g} \to \mathfrak{X}^1(M)$ is defined by the $G$ action, and $\tilde{\rho} : \mathfrak{a} \to \Gamma(\mathcal{E})$ intertwines the brackets.

As explained in [13], axioms c1) and c2) for the Courant bracket (Definition 2.2.5) imply that sections $\sigma \in \Gamma(\mathcal{E})$ act on $\mathcal{E}$ via the ‘adjoint action’:

$$\sigma \to [\sigma, \cdot].$$
Thus (3.4.2) defines an action of the Courant algebra $\mathfrak{a}$ on $E$. Suppose that $\mathfrak{h}$ acts trivially, that is

$$[[\nu(\xi), \cdot]] = 0$$

for all $\xi \in \mathfrak{h}$ (or equivalently $\nu$ takes values in closed forms, i.e. $\nu(\mathfrak{h}) \subseteq \Omega^1(M)$), and the induced action of the Lie algebra $\mathfrak{g} = \mathfrak{a}/\mathfrak{h}$ on $E$ integrates to an action of $G$. In [13], such data is called an extension of the action of $\mathfrak{g}$ on $M$ to $E$.

Let $K \subset E$ be the distribution spanned by $\tilde{\rho}(\mathfrak{a})$, and $K^\perp$ its orthogonal. For simplicity we shall assume that $K$ and $K^\perp$ are both of constant rank. Suppose $P$ is a leaf of the distribution $\mathfrak{a}(K + K^\perp) \subseteq TM$ on which $G$ acts freely and properly, and suppose that $\nu(\mathfrak{h})$ has constant rank along $P$.

Let $F \subseteq TP$ be the integrable distribution spanned by $\rho(\mathfrak{g})$. Let

$$\xymatrix{ L & K^\perp \ar[l] \ar[d] \subseteq \ar[r] & T\!\!E \ar[d] \ar[r] & E \ar[d] \ar[l] \ar[r] & \ar[l] \ar[r] & \ar[l] & \ar[r] & \ar[l] \ar[r] & \ar[l] \ar[r] \ar[l] & \ar[r] \ar[l] & \ar[r] & \ar[l] & \ar[r] & \ar[l] }$$

be the double vector subbundle which is spanned by the $G$-invariant linear sections

$$\{\sigma_T \mid \sigma \in \Gamma(K^\perp|_P)^G\}$$

and the core sections

$$\{\tau_C \mid \tau \in \Gamma(K)\}.$$ 

Since $K^\perp|_P$ is a $G$-invariant bundle of constant rank, it follows that

$$\text{rank}(L, F) = \text{rank}(K) + \text{rank}(K^\perp) = \text{rank}(E) = \frac{1}{2} \text{rank}(T\!\!E, TM)$$

where $\text{rank}(L, F)$ and $\text{rank}(T\!\!E, TM)$ denote the rank of the vector bundles $L \to F$ and $T\!\!E \to TM$. As we shall explain, the proof of [13, Theorem 3.3] shows that $L$ is a $\mathcal{VB}$-Dirac structure with support on $F \subseteq TP \subseteq TM$.

First of all, $L$ is isotropic: it is clear that

$$\langle \sigma_T, \tau_C \rangle = \langle \sigma, \tau \rangle_C = 0$$

for any $\sigma \in \Gamma(K^\perp|_P)^G$ and $\tau \in \Gamma(K)$. Moreover, if $\xi \in \mathfrak{g}$, $x \in P$ and $\sigma, \sigma' \in \Gamma(K^\perp|_P)^G$ then

$$\langle \sigma_T, \sigma'_T \rangle(\rho(\xi)|_x) = \rho(\xi) \cdot \langle \sigma, \sigma' \rangle|_x = 0,$$

by $G$-invariance. Since $F$ is spanned by $\rho(\mathfrak{g})$ and $L \to F$ is a half-rank subbundle of $T\!\!E \to TM$, it follows that $L$ is Lagrangian.

Next, we show that $L$ is involutive. Suppose that $\xi \in \mathfrak{a}$ and $\tilde{\sigma}, \tilde{\sigma'} \in \Gamma(E)$ extend $G$-invariant sections of $K^\perp|_P$. Then

$$\langle \tilde{\rho}(\xi), [\tilde{\sigma}, \tilde{\sigma}'] \rangle = -\langle[[\tilde{\sigma}, \tilde{\rho}(\xi)]], \tilde{\sigma}' \rangle + \mathfrak{a}(\tilde{\sigma})\langle \tilde{\rho}(\xi), \tilde{\sigma}' \rangle$$

$$= \langle[[\tilde{\rho}(\xi), \tilde{\sigma}]], \tilde{\sigma}' \rangle + \mathfrak{a}(\tilde{\sigma}')\langle \tilde{\rho}(\xi), \tilde{\sigma} \rangle + \mathfrak{a}(\tilde{\sigma})\langle \tilde{\rho}(\xi), \tilde{\sigma}' \rangle$$
which vanishes along $P$ since $\tilde{\sigma}|_P$ is $G$ invariant and $\langle \tilde{\rho}(\xi), \sigma \rangle|_P = \langle \tilde{\rho}(\xi), \sigma' \rangle|_P = 0$ (as explained in [13]). Hence $[\sigma, \sigma']|_P$ is again a $G$-invariant section of $K^\perp$. It follows that $[\sigma_T, \sigma'_T]|_F = [\sigma, \sigma']_T|_F$
is a section of $L$. Moreover, since $\tilde{\sigma}|_P$ is $G$-invariant,

$$[[\tilde{\rho}(\xi)_C, \tilde{\sigma}_T]]|_F = [[\rho(\xi), \tilde{\sigma}]]_C|_F = 0.$$ But $\Gamma(K|_P)$ is spanned by the sections $\tilde{\rho}(\xi)|_P$ for $\xi \in a$. It follows that $L$ is involutive.

Bursztyn, Cavalcanti and Gualtieri prove [13, Theorem 3.3] that $L \cap TK^\perp$ defines a foliation of $K^\perp$, and that the leaf space naturally carries the structure of a Courant algebroid. This suggests that $\mathcal{VB}$-Dirac structures are closely related to the reduction of Courant algebroids. We shall explore this in more detail in Section 6.1.
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pseudo-Dirac structures

4.1 pseudo-Dirac structures

In this section, we relate $\mathcal{VB}$-Dirac structures in $T\mathcal{E}$ to structures in $\mathcal{E}$ itself, which we call pseudo-Dirac structures.

Let

$$L \rightarrow W \quad \text{and} \quad T\mathcal{E} \rightarrow \mathcal{E}$$

be a Lagrangian double vector subbundle of $T\mathcal{E}$, and denote by $q : T\mathcal{E}|_W \rightarrow W^*$ the morphism of double vector bundles defined in Proposition 3.1.5. Define the map

$$\nabla : \Omega^0(M,W) \rightarrow \Omega^1(M,W^*)$$

by

$$\nabla \sigma = q(\sigma_T), \quad \sigma \in \Gamma(W).$$

Proposition 4.1.1. The construction above defines a one-to-one correspondence between Lagrangian double vector subbundles (4.1.1) and pairs $(W,\nabla)$ consisting of a subbundle $W \subseteq \mathcal{E}$ together with a map

$$\nabla : \Omega^0(M,W) \rightarrow \Omega^1(M,W^*)$$

satisfying

$$\nabla(f\sigma) = f\nabla\sigma + df \otimes \langle \sigma, \cdot \rangle,$$

$$d\langle \sigma, \tau \rangle = \langle \nabla\sigma, \tau \rangle + \langle \sigma, \nabla\tau \rangle,$$

for any $\sigma, \tau \in \Gamma(W)$ and $f \in C^\infty(M)$. 
Proof. Suppose that \( \nabla \) is defined by Eq. (4.1.2), and \( \sigma \in \Gamma(W) \). Then

\[
\nabla(f\sigma) = q((f\sigma)_T)
= q(fC\sigma_T + f_T\sigma_C)
= qf(\sigma_T) + df q(\sigma_C)
= f\nabla\sigma + df \langle \sigma, \cdot \rangle
\]

(4.1.4a)

where (4.1.4a) follows from Eq. (2.5.11), and the equality in (4.1.4b) holds since the restriction of \( q \) to the core, \( q|_E : E \to W^* \) is dual to the inclusion \( W \subseteq E \).

Next, suppose that \( \sigma, \tau \in \Gamma(W) \). Then by Eq. (3.1.17), we have

\[
d\langle \sigma, \tau \rangle = \langle \nabla \sigma, \tau \rangle + \langle \sigma, \nabla \tau \rangle
\]

(4.1.5b)

where (4.1.5a) follows from Eq. (3.4.1a), while (4.1.5b) follows from Eq. (3.1.17). Thus, we have shown that Eqs. 4.1.3 holds.

Conversely, suppose that \( \nabla : \Omega^0(M,W) \to \Omega^1(M,W^*) \) satisfies Eqs. 4.1.3. We will apply Proposition 3.1.5 to construct the Lagrangian subbundle \( L \subseteq T\mathcal{E} \):

Since Eq. (4.1.3a) holds, the calculation (4.1.4) shows we can extend the core map \( E \to W^* \) (dual to the inclusion \( W \subseteq \mathcal{E}^* \)) uniquely to a map \( q : T\mathcal{E}|_W \to W^* \) via Eq. (4.1.2).

Next we, show that Eq. (3.1.17) holds. The calculation (4.1.5) shows that Eq. (3.1.17) holds when \( x = \sigma_T \) and \( y = \tau_T \). Next, the fact that \( q \) extends the core map

\[
E \xrightarrow{x \mapsto \langle x, \cdot \rangle} W^*
\]

implies that Eq. (3.1.17) holds when \( x = \sigma_T \) and \( y = \tau_C \). Finally, Eq. (3.1.17) holds trivially when \( x = \sigma_C \) and \( y = \tau_C \).

Thus the assumptions of Proposition 3.1.5 are satisfied, so there exists a unique Lagrangian subbundle \( L \subseteq T\mathcal{E} \) corresponding to the map of double vector bundles \( q : T\mathcal{E}|_W \to W^* \). Moreover, by construction, \( \nabla \) satisfies Eq. (4.1.2) for the map \( q : T\mathcal{E}|_W \to W^* \) corresponding to this \( L \).

Definition 4.1.1. Suppose \( \mathcal{E} \to M \) is a vector bundle with a bundle metric \( \langle \cdot, \cdot \rangle \), and \( W \subseteq \mathcal{E} \) is a subbundle. A map \( \nabla : \Omega^0(M,W) \to \Omega^1(M,W^*) \) satisfying

\[
\nabla(f\sigma) = f\nabla\sigma + df \otimes \langle \sigma, \cdot \rangle
\]

(4.1.6a)

\[
d\langle \sigma, \tau \rangle = \langle \nabla\sigma, \tau \rangle + \langle \sigma, \nabla\tau \rangle
\]

(4.1.6b)

is called a pseudo-connection for \( W \).

Given a smooth map \( \phi : N \to M \), the pull-back pseudo-connection \( \phi^*\nabla \) for \( \phi^*W \subseteq \phi^*\mathcal{E} \) is defined by

\[
(\phi^*\nabla)_X\phi^*\sigma = \phi^*(\nabla_{d\phi(X)}\sigma),
\]

where \( \sigma \in \Gamma(W) \) and \( X \in TN \).
Remark 4.1.1. Let $E \to M$ be a fibre bundle. The idea of interpreting connections on $E$ as subbundles of $TE$ goes back to Ehresmann [39]. In the special case where $E \to M$ is a vector bundle, Pradines [97] (Ehresmann’s student) noted that there was a second vector bundle structure on $TE$, and studied certain double vector subbundles of it (providing applications to the study of jets). Later, Konieczna and Urbański [61] interpreted certain double vector subbundles of $TE$ as linear connections on $E \to M$, and explored the compatibility of the connection with a metric on $E \to M$.

For a subbundle $W \subseteq \mathcal{E}$ of a Courant algebroid, modifying the Courant bracket using a pseudo-connection,

$$\{\sigma, \tau\} := \{\{\sigma, \tau\}\} - a^* \langle \nabla \sigma, \tau \rangle - a^* \langle \nabla \tau, \sigma \rangle, \quad \sigma, \tau \in \Gamma(W),$$  \hspace{1cm} (4.1.7)

defines a $\Gamma(\mathcal{E})$-valued bracket on sections of $W$.

Lemma 4.1.1. Suppose that $\mathcal{E} \to M$ is a Courant algebroid and $\nabla$ is a pseudo-connection for the subbundle $W \subseteq \mathcal{E}$. Then the modified bracket (4.1.7) is skew symmetric.

Proof. Axioms (c3) for the Courant bracket (see Definition 2.2.5) implies that, for any $\sigma, \tau \in \Gamma(W)$, we have

$$\{\sigma, \tau\} + \{\tau, \sigma\} = \{\{\sigma, \tau\}\} + \{\{\tau, \sigma\}\} - a^* \langle \nabla \sigma, \tau \rangle - a^* \langle \nabla \tau, \sigma \rangle$$

$$= a^* \langle \sigma, \tau \rangle - a^* \langle \nabla \sigma, \tau \rangle - a^* \langle \nabla \tau, \sigma \rangle$$

$$= 0.$$  \hspace{1cm} (4.1.6b)

Here the final equality follows from Eq. (4.1.6b). \hfill \square

Using the modified bracket, we define a ‘torsion’ tensor for the pseudo-connection,

$$T(\sigma, \tau, \upsilon) = \langle \nabla_{a(\sigma)} \tau - \nabla_{a(\tau)} \sigma - [\sigma, \tau], \upsilon \rangle, \quad \sigma, \tau, \upsilon \in \Gamma(W).$$ \hspace{1cm} (4.1.8)

Proposition 4.1.2. Equation (4.1.8) defines a skew symmetric tensor. That is, $T \in \Gamma(\wedge^3 W^*)$.

Proof. First we show that $T$ is cyclic in its arguments. Combining Eqs. (4.1.7) and (4.1.8) yields

$$T(\sigma, \tau, \upsilon) = \langle \nabla_{a(\sigma)} \tau - \nabla_{a(\tau)} \sigma - [\sigma, \tau], \upsilon \rangle$$

$$= \langle \nabla_{a(\sigma)} \tau - \nabla_{a(\tau)} \sigma - [\sigma, \tau] + a^* \langle \nabla \sigma, \tau \rangle, \upsilon \rangle$$

$$= \langle \nabla_{a(\sigma)} \tau - \nabla_{a(\tau)} \sigma + a^* \langle \nabla \sigma, \tau \rangle, \upsilon \rangle - a(\sigma) \langle \tau, \upsilon \rangle + \langle \tau, [\sigma, \upsilon] \rangle,$n

where we used axiom (c2) for the Courant bracket in the last line. Hence

$$T(\sigma, \tau, \upsilon) = \langle \nabla_{a(\sigma)} \tau - \nabla_{a(\tau)} \sigma, \upsilon \rangle + \langle \nabla_{a(\upsilon)} \sigma, \tau \rangle - a(\sigma) \langle \tau, \upsilon \rangle + \langle \tau, [\sigma, \upsilon] \rangle$$

$$= \langle \nabla_{a(\upsilon)} \sigma - \nabla_{a(\sigma)} \upsilon + [\sigma, \upsilon], \tau \rangle - \langle \nabla_{a(\tau)} \sigma, \upsilon \rangle,$n

where we used axiom (c2) for the Courant bracket in the last line. Hence
where we used Eq. (4.1.6b) in the second line. Finally, using Eq. (4.1.7) again, we get

\[
T(\sigma, \tau, \upsilon) = \langle \nabla_{a(\upsilon)} \sigma - \nabla_{a(\sigma)} \upsilon + [\sigma, \upsilon], \tau \rangle
\]

\[
= \langle \nabla_{a(\upsilon)} \sigma - \nabla_{a(\sigma)} \upsilon - [\upsilon, \sigma], \tau \rangle
\]

\[
= T(\upsilon, \sigma, \tau),
\]

where we used Lemma 4.1.1 to obtain the second equality.

Lemma 4.1.1 implies that \( T \) is skew symmetric in the first two arguments, and since it is also cyclic, it must be totally skew symmetric. Moreover, it is manifestly tensorial in the last argument, and hence tensorial in all its arguments.

**Lemma 4.1.2.** Suppose that \( E \to M \) is a Courant algebroid and \( \nabla \) is a pseudo-connection for the subbundle \( W \subseteq E \). Let \( L \subseteq T^*E \) be the Lagrangian double vector subbundle corresponding to \((W, \nabla)\) via Proposition 4.1.1. The modified bracket (4.1.7) takes values in \( \Gamma(W) \) if and only if

\[
[\Gamma_L(L, E), \Gamma_C(L, E)] \subseteq \Gamma(L, E).
\]

**Proof.** Given \( \sigma, \tau \in \Gamma(W) \), suppose \( \tilde{\sigma} \in \Gamma_L(L, E) \) is \( q_{L/W} \)-related to \( \sigma \). Since the core of \( L \) is \( W^\perp \), any core section of \( L \to E \) is of the form \( \gamma_C \in \Gamma_C(L, E) \) for \( \gamma \in \Gamma(W^\perp) \). Note that \( [\tilde{\sigma}, \gamma_C] \in \Gamma(L, E) \) if and only if \( \langle [\tilde{\sigma}, \gamma_C], \tau \rangle = 0 \). But

\[
\langle [\tilde{\sigma}, \gamma_C], \tau \rangle = \langle q([\tilde{\sigma}, \gamma_C]), \tau \rangle \tag{4.1.9a}
\]

\[
= \langle q([\sigma, \gamma] + [\tilde{\sigma} - \sigma_T, \gamma_C]), \tau \rangle
\]

\[
= \langle [\sigma, \gamma] + \mathcal{L}_{a(\gamma)} q(\sigma_T - \tilde{\sigma}), \tau \rangle
\]

\[
= \langle [\sigma, \gamma] + \nabla_{a(\gamma)} \sigma, \tau \rangle \tag{4.1.9b}
\]

\[
= \langle \gamma, -[\sigma, \tau] + a^* (\nabla \sigma, \tau) \rangle
\]

\[
= -\langle \gamma, [\sigma, \tau] \rangle
\]

where (4.1.9a) follows from Eqs. (3.1.12b) and (3.1.17), and the equality (4.1.9b) holds since \( \tilde{\sigma} \in \Gamma_L(L, E) \). So \( [\Gamma_L(L, E), \Gamma_C(L, E)] \subseteq \Gamma(L, E) \) if and only if (4.1.7) is a well defined bracket on \( \Gamma(W) \). \qed

**Proposition 4.1.3.** Suppose that \( \nabla \) is a pseudo-connection for the subbundle \( W \subseteq E \), and that the modified bracket (4.1.7) takes values in \( \Gamma(W) \). Let \( L \subseteq T^*E \) be the Lagrangian double vector subbundle corresponding to \((W, \nabla)\) via Proposition 4.1.1.

- The following expression:

\[
\Psi(\sigma, \tau, \upsilon) = \langle [\sigma, \tau], \nabla \upsilon \rangle + \langle [\upsilon, \sigma], \nabla \tau \rangle + \langle [\tau, \upsilon], \nabla \sigma \rangle
\]

\[
+ \iota_{a(\sigma)} d(\nabla \tau, \upsilon) + \iota_{a(\upsilon)} d(\nabla \sigma, \tau) + \iota_{a(\tau)} d(\nabla \upsilon, \sigma)
\]

\[
+ dT(\sigma, \tau, \upsilon),
\]

for \( \sigma, \tau, \upsilon \in \Gamma(W) \), defines a skew symmetric tensor on \( W \). That is,

\[
\Psi \in \Omega^1(M, \wedge^3 W^*)..
\]
\* L is a Dirac structure if and only if \( \Psi = 0 \).

**Proof.** Let \( L_C = T^*E \cap L \), where \( T^*E \) is the vertical subbundle of \( T^*E \to TM \), as defined in Proposition 3.1.2. Then Lemma 4.1.2 implies that \([\Gamma_l(L, E), \Gamma_C(L, E)] \subseteq \Gamma_l(L_C, E) \), and hence \([\Gamma_l(L, E), \Gamma_l(L, E)] \subseteq \Gamma_l(L_C, E) \). Since \( L \) is Lagrangian, we also have \([\Gamma_l(L_C, E), \Gamma_l(L, E)] \subseteq \Gamma_l(L_C, E) \). Therefore, for \( \tilde{\sigma}, \tilde{\tau} \in \Gamma_l(L, E) \), the expression \( q_{L/W}[\tilde{\sigma}, \tilde{\tau}] \) only depends on \( q_{L/W} \circ \sigma \) and \( q_{L/W} \circ \tau \). Consequently, if \( \hat{\sigma}, \hat{\tau}, \tilde{\nu} \in \Gamma_l(L, E) \) are \( q_{L/W} \) related to \( \sigma, \tau, \nu \in \Gamma(W) \), the expression

\[
- \langle [\tilde{\sigma}, \tilde{\tau}], \tilde{\nu} \rangle \in \Gamma_l(TM \times \mathbb{R}, TM) \cong \Omega^1(M) \tag{4.1.10}
\]

only depends on \( \sigma, \tau, \nu \in \Gamma(W) \). Hence (4.1.10) defines a tensor \( \Psi \in \Omega^1(M, \Lambda^3 W^*) \) measuring the involutivity of \( L \), which we shall now calculate directly. To simplify notation, we let \( \sigma' = \sigma - \sigma_T, \tau' = \tau - \tau_T \) and \( \nu' = \nu - \nu_T \), and remark that \( \sigma', \tau', \nu' \in \Gamma_l(L_C, E) \). Moreover, since \( q(\sigma) = q(\tau) = q(\nu) = 0 \), by Eq. (4.1.2) we have

\[
q(\sigma') = -\nabla(\sigma), \quad q(\tau') = -\nabla(\tau), \quad q(\nu') = -\nabla(\nu) \tag{4.1.11}
\]

Plugging these into \( \Psi \), we get

\[
-\Psi(\sigma, \tau, \nu) = ([\tilde{\sigma}, \tilde{\tau}], \nu' + \nu_T) = -\langle [\sigma, \tau], \nabla \nu \rangle + \langle [\sigma, \tau], \nu_T \rangle + \langle [\sigma_T, \tau'], \nu_T \rangle + \langle [\sigma, \nu_T], \tau' \rangle - \langle [\sigma, \nu_T], \tau' \rangle + \langle [\tau, \nu_T], \sigma' \rangle + \langle \sigma_T, \nu' \rangle - \langle \sigma_T, \nu' \rangle + \langle \nu_T, \sigma' \rangle \tag{4.1.12}
\]

To obtain the last line we rearranged terms using axioms (c2) and (c3) for a Courant algebroid (see Definition 2.2.5). Using (c2) and (c3) again, we notice that \( \langle [\sigma', \tau'], \nu_T \rangle = \langle a^*(d(\tau', \nu_T), \sigma') - \langle a^*(d(\sigma', \nu_T), \tau') + (\nu_T, [\nu_T, \sigma']) \rangle \), and the third term vanishes since \( [\nu_T, \sigma'] \in \Gamma(T^*E) \). Next, using Eqs. (3.1.17) and (4.1.11) notice that \( \langle \sigma', \nu_T \rangle = \langle \nabla \sigma, \nu \rangle \) and hence \( a^*d(\sigma', \nu_T) = a^*(d(\nabla \sigma, \nu)_T) \). Substituting the corresponding expressions for various permutations of \( \sigma, \tau \) and \( \nu \) into Eq. (4.1.12), we get

\[
-\Psi(\sigma, \tau, \nu) = -\langle [\sigma, \tau], \nabla \nu \rangle + \langle [\sigma, \tau], \nu_T \rangle - \langle [\sigma, \nu_T], \tau' \rangle + \langle [\tau, \nu_T], \sigma' \rangle + a(\sigma_T)(\nabla \sigma, \nu) - a(\tau_T)(\nabla \sigma, \tau_T) - \langle a^*(\nabla \nu), \sigma' \rangle + \langle a^*(\nabla \nu), \tau' \rangle. \tag{4.1.13}
\]

Using the definition (4.1.7) of the bracket, we get

\[
-\Psi(\sigma, \tau, \nu) = -\langle [\sigma, \tau], \nabla \nu \rangle + \langle [\sigma, \tau], \nabla \sigma \rangle + \langle [\tau, \nu_T], \nabla \sigma \rangle + d(\langle [\sigma, \tau], \nu \rangle + d\langle a(\nu) \sigma, \tau \rangle - a(\sigma_T)(\nabla \sigma, \nu) + a(\tau_T)(\nabla \sigma, \nu) - a(\nu_T)(\nabla \sigma, \tau) \tag{4.1.14}
\]

Now \( a(\sigma_T)(\nabla \tau, \nu) = L_{a(\sigma)}(\nabla \tau, \nu) = d(\nabla_{a(\sigma)} \tau, \nu) + \iota_{a(\tau)} d(\nabla \tau, \nu) \). Substituting the corresponding expression for various permutations of \( \sigma, \tau \) and \( \nu \) into Eq. (4.1.13), we get

\[
\Psi(\sigma, \tau, \nu) = \langle [\sigma, \tau], \nabla \nu \rangle + \langle [\sigma, \tau], \nabla \sigma \rangle + \langle [\tau, \nu_T], \nabla \sigma \rangle + dT(\sigma, \tau, \nu) \tag{4.1.15}
\]

\[\square\]
Remark 4.1.2. If \( W \subseteq \mathcal{E} \) is quadratic, then a pseudo-connection is simply a metric connection on \( W \). Using the identity
\[
d(\langle \nabla \tau, \upsilon \rangle) = \langle R \tau, \upsilon \rangle - \langle \nabla \tau \wedge \nabla \upsilon \rangle,
\]
where \( R \in \Omega^2(M, \mathfrak{o}(W)) \) is the curvature tensor, one may rewrite Eq. (4.1.14) as
\[
\Psi(\sigma, \tau, \upsilon) = \iota_{a(\sigma)}\langle R \tau, \upsilon \rangle + \iota_{a(\upsilon)}\langle R \sigma, \tau \rangle + \iota_{a(\tau)}\langle R \upsilon, \sigma \rangle + (\nabla T)(\sigma, \tau, \upsilon).
\]
(4.1.15)

So, in this case, \( \Psi \in \Omega^1(M, \wedge^3 W^\ast) \) can be expressed entirely in terms of the curvature and torsion of the connection.

Remark 4.1.3. Suppose that \( W \subseteq \mathcal{E} \) is a subbundle carrying a pseudo-connection such that the modified bracket (4.1.7) takes values in \( \Gamma(W) \). The tensor \( \Psi \) can be understood as an obstruction to the modified bracket (4.1.7) satisfying the Jacobi identity. Indeed, for \( \sigma, \tau, \upsilon \in \Gamma(W) \), we have
\[
[\sigma, [\tau, \upsilon]] + [\tau, [\upsilon, \sigma]] + [\upsilon, [\sigma, \tau]] = -a^*\Psi(\sigma, \tau, \upsilon).
\]

Definition 4.1.2. Suppose \( E \to M \) is a Courant algebroid. A pair, \( (W, \nabla) \), consisting of a subbundle \( W \subseteq E \) together with pseudo-connection \( \nabla \) for \( W \subseteq E \) (cf. Definition 4.1.1) is called a pseudo-Dirac structure in \( E \) if
- the modified bracket (4.1.7) takes values in \( \Gamma(W) \), and
- the tensor \( \Psi \in \Omega^1(M, \wedge^3 W^\ast) \) defined by
  \[
  \Psi(\sigma, \tau, \upsilon) = \langle [\sigma, \tau], \nabla \upsilon \rangle + \langle [\upsilon, \sigma], \nabla \tau \rangle + \langle [\tau, \upsilon], \nabla \sigma \rangle + \iota_{a(\sigma)}d\langle \nabla \tau, \upsilon \rangle + \iota_{a(\upsilon)}d\langle \nabla \sigma, \tau \rangle + \iota_{a(\tau)}d\langle \nabla \upsilon, \sigma \rangle + dT(\sigma, \tau, \upsilon),
  \]
  (4.1.16)
for \( \sigma, \tau, \upsilon \in \Gamma(W) \) vanishes.

The terminology in Definition 4.1.2 will be justified by the following theorem, which summarizes many of the results above.

Theorem 4.1.1. Suppose \( \mathcal{E} \to M \) is a Courant algebroid.
- If \( (W, \nabla) \) is a pseudo-Dirac structure for \( \mathcal{E} \), then
  \[
  [\sigma, \tau] := [[\sigma, \tau]] - a^*\langle \nabla \sigma, \tau \rangle, \quad \sigma, \tau \in \Gamma(W),
  \]
defines a Lie algebroid bracket on \( W \).
- There is a one-to-one correspondence between \( VB \)-Dirac structures
  \[
  \begin{array}{ccc}
  L & q_{L/W} & W \\
  \downarrow & & \downarrow \\
  TM & \subseteq & M
  \end{array}
  \quad
  \begin{array}{ccc}
  TE & \to & \mathcal{E} \\
  \downarrow & & \downarrow \\
  TM & \to & M
  \end{array}
  \]
  (4.1.17)
and pseudo-Dirac structures in \( \mathcal{E} \). Under this correspondence, the map \( q_{L/W} : L \to W \) is a Lie algebroid morphism.
Proof. Propositions 4.1.1 and 4.1.3 establish a one-to-one correspondence between $\mathcal{VB}$-Dirac structures of the form (4.1.17), and pseudo-Dirac structures $(W, \nabla)$ in $\mathcal{E}$.

Now, suppose that $L \subseteq T\mathcal{E}$ is a $\mathcal{VB}$-Dirac structure. Proposition 3.1.3 implies that $L$ is a $\mathcal{VB}$-Lie algebroid, and that there exists a unique Lie algebroid structure on $W \to M$ such that the map $q_{L/W} : L \to W$ is a Lie algebroid morphism. Let

$$[,] : \Gamma(W) \times \Gamma(W) \to \Gamma(W)$$

denote the corresponding Lie bracket on sections of $W$. For any sections $\sigma, \tau \in \Gamma(W)$, the sections $\sigma_T, \tau_T \in \Gamma(TE)$ are $q_{L/W}$-related to $\sigma$ and $\tau$, respectively. Thus, by Proposition 3.1.6

$$[\sigma, \tau] = q_{L/W}[\sigma_T, \tau_T] - a^*\langle q\sigma_T, \tau_T \rangle$$
$$= q_{L/W}[\sigma, \tau]_T - a^*\langle \nabla\sigma, \tau \rangle$$
$$= [\sigma, \tau] - a^*\langle \nabla\sigma, \tau \rangle,$$

where $q : L \to W^*$ is the map (3.1.16) defined by Proposition 3.1.5 and $\nabla$ is the pseudo-connection defined by Eq. (4.1.2). Therefore Eq. (4.1.7) defines a Lie algebroid structure on $W$, and $q_{L/W} : L \to W$ is a Lie algebroid morphism. $\square$

Remark 4.1.4. Suppose $A$ is a Lie algebroid (with bracket $[,]$ and anchor $a$), $\langle \cdot, \cdot \rangle$ is a metric on the fibres of $A$, and $\nabla$ is a metric connection on $A$. Then

$$[\sigma, \tau] := [\sigma, \tau] + a^*\langle \nabla\sigma, \tau \rangle, \quad \sigma, \tau \in \Gamma(A),$$

defines a Courant bracket on $A$ if and only if

1. $a \circ a^* = 0$ ($A$ acts with coisotropic stabilizers),
2. the ‘torsion’ tensor (4.1.8) is skew symmetric, and
3. $a^*\Psi = 0$, (where $\Psi$ is defined in terms of the curvature and torsion by Eq. (4.1.15)).

Indeed axiom (c3) for a Courant bracket (see Definition 2.2.5) holds since $\nabla$ is a metric connection, axiom (c2) holds if and only if the ‘torsion’ tensor is skew symmetric, and axiom (c1) holds if and only if $a \circ a^* = 0$ and $a^*\Psi = 0$.

It is perhaps more natural to require that $\Psi = 0$, in which case $(A, \nabla)$ is embedded as a pseudo-Dirac structure in the corresponding Courant algebroid.

Proposition 4.1.4. Suppose that $(W, \nabla)$ is a pseudo-Dirac structure in the Courant algebroid $\mathcal{E}$. If $\sigma, \tau \in \Gamma(W)$ satisfy $\nabla\sigma = \nabla\tau = 0$ then

1. $\nabla[\sigma, \tau] = 0$, and
2. $[\sigma, \tau] = [\sigma, \tau]$.

That is, the ‘flat’ sections of $W$ form a Lie algebra with respect to the Courant bracket.

Proof. First, if $\nabla\sigma = 0$, then $[\sigma, \tau] := [\sigma, \tau] - a^*\langle \nabla\sigma, \tau \rangle = [\sigma, \tau]$.

Next, let $L \subseteq T\mathcal{E}$ be the $\mathcal{VB}$-Dirac structure corresponding to $(W, \nabla)$. By Eq. (4.1.2), we see that $\nabla\sigma = 0$ if and only if $\sigma_T \in \Gamma(L,E)$. Therefore, $\sigma_T, \tau_T \in \Gamma(L,E)$, and thus $[\sigma_T, \tau_T] = [\sigma, \tau]_T \in \Gamma(L,E)$. In turn, this shows that $\nabla[\sigma, \tau] = 0$. $\square$
4.1.1 Examples

**Example 4.1.1.** If \( W \subseteq E \) is a Dirac structure, then after endowing \( W \) with the trivial pseudo-connection, \((W, 0)\) is a pseudo-Dirac structure corresponding to the VB-Dirac structure \( L = TW \subseteq TE \) (see Example 3.4.2).

**Example 4.1.2.** If \((W, \nabla)\) is a pseudo-Dirac structure for the Courant algebroid \( E \), then \((W, -\nabla)\) is a pseudo-Dirac structure for \( E \).

**Example 4.1.3.** If \( \mathfrak{d} \) is a quadratic Lie algebra, then any Lie subalgebra \( g \subset \mathfrak{d} \) is a pseudo-Dirac structure.

**Example 4.1.4 (Action Courant algebroids).** Suppose \( \mathfrak{d} \) is a quadratic Lie algebra which acts on a manifold \( M \) with coisotropic stabilizers. In this case, as explained by Meinrenken and the author in [64], the bundle \( \mathfrak{d} \times M \) is naturally a Courant algebroid (see Example 2.2.12 for details). If \( \mathfrak{h} \subseteq \mathfrak{d} \) is any subalgebra, then \((\mathfrak{h} \times M, d)\) is a pseudo-Dirac structure in \( \mathfrak{d} \times M \), where \( d \) is the standard connection on the trivial bundle \( \mathfrak{d} \times M \). As a Lie algebroid, \((\mathfrak{h} \times M, d)\) is isomorphic to the action Lie algebroid, as can be seen by comparing (4.1.7) with (2.2.7).

The following is a special case of the last example.

**Example 4.1.5 (Dirac Lie groups).** Dirac Lie groups for which multiplication is a morphism of Manin pairs were classified in [65,66] (see also [55,92] for a different setting). There it was shown that the underlying Courant algebroid can be canonically trivialized as an action Courant algebroid \( A = q \times H \) (see Example 2.2.12), and the Dirac structure is a constant subbundle \( E = g \times H \) under this trivialization.

As such, \( \mathfrak{d} \times H \) and \( g \times H \) both define pseudo-Dirac structures in \( A \). Moreover, if \( \mathfrak{r} \subset q \) is the Lie subalgebra transverse to \( g \) described in [65, Section 3.2], then \( \mathfrak{r} \times H \) describes a pseudo-Dirac structure which does not correspond to any Dirac structure in \( A \).

**Example 4.1.6 (Cotangent Lie algebroids).** Suppose that \( T^*M \) carries the structure of a Lie algebroid with anchor map \( a' : T^*M \to TM \). Then \( W = \text{gr}(a') \subset T^*M \) is a pseudo-Dirac structure, where the pseudo-connection is defined by Eq. (4.1.7). That is

\[
\langle \nabla \alpha, \beta \rangle = L_{a'(\alpha)}\beta - \iota_{a'(\beta)}d\alpha - [\alpha, \beta].
\]

Since \( T^*M \) is a Lie algebroid, \( T^*M \) carries a linear Poisson structure with a bivector field \( \pi \in \mathfrak{X}^2(TM) \). The graph of \( \pi^* : T^*TM \to TTM \),

\[
L = \text{gr}(\pi^*) \in TTM \cong TTTM
\]

is the VB-Dirac structure corresponding to the pseudo-Dirac structure \((T^*M, \nabla)\).

This example arises in q-Poisson geometry. Severa and the author [66] showed that given any q-Poisson \((\mathfrak{g} \oplus \tilde{\mathfrak{g}}, \mathfrak{g}_\Delta)\)-structure on a manifold \( M \) (see Example 2.2.15 for details), \( T^*M \) carries the structure of a Lie algebroid. Of significance is that \( T^*M \) cannot generally be identified with a Dirac structure in any exact Courant algebroid, which contrasts the case of a Poisson structure on \( M \). However, both Poisson and q-Poisson structures on \( M \) endow \( T^*M \) with the structure of pseudo-Dirac structure, as we shall soon explain in more detail in Example 4.1.7.
4.1.2  Forward and backward images of pseudo-Dirac structures

The properties of Dirac structures which allow you to compose them with Courant relations extend to pseudo-Dirac structures, as we shall explain in this section. Indeed, morally, any procedure for Dirac structures carries over to the more general pseudo-Dirac structures, since the latter are in fact just Dirac structures in the tangent prolongation of the Courant algebroid. Special cases of composing with Courant relations include forward and backward Dirac maps, or restricting a Dirac structure to a submanifold.

Recall from [65] (or Remark 2.2.6) that a Courant relation \( R : E \to F \) between two Courant algebroids \( E \to M \) and \( F \to N \) is a Dirac structure \( R \subseteq F \times \overline{E} \) with support along a submanifold. In particular, a Dirac structure \( L \subseteq E \) is a Courant relation \( L : * \to \overline{E} \), where * is the trivial Courant algebroid.

If two Courant relations \( R_1 : E_1 \to E_2 \) and \( R_2 : E_2 \to \mathbb{R} \) compose cleanly, then their composition \( R_2 \circ R_1 : E_1 \to \mathbb{R} \) is a Courant relation (see [65, Proposition 1.4]). Furthermore:

**Proposition 4.1.5** ([65, Proposition 1.4]). **Suppose that** \( E \to M \) and \( F \to N \) are Courant algebroids and \( R : E \to F \) is a Courant relation. **Then:**

- If \( E \subseteq E \) is a Dirac structure which composes cleanly with \( R \) and the subbundle \( F \subseteq F \) supported on all of \( N \) satisfies \( F = R \circ E \), then \( F \subseteq F \) is a Dirac structure.

- If \( F \subseteq F \) is a Dirac structure which composes cleanly with \( R \) and the subbundle \( E \subseteq E \) supported on all of \( M \) satisfies \( E = F \circ R \), then \( E \subseteq E \) is a Dirac structure.

Suppose now that \((W, \nabla)\) is a pseudo-Dirac structure in the Courant algebroid \( E \), and \( R : E \to F \) is a Courant relation with support on \( S : M \to N \). Let \( L \subseteq T\overline{E} \) be the \( VB\)-Dirac structure corresponding to \((W, \nabla)\) (c.f. Theorem 4.1.1). From Example 3.4.2 we see that \( TR : T\overline{E} \to TF \) is a \( VB\)-Dirac structure with support on \( TS : TM \to TN \).

**Definition 4.1.3.** We say that \( R : E \to F \) composes cleanly with the pseudo-Dirac structure \((W, \nabla)\) if \( TR : T\overline{E} \to TF \) composes cleanly with \( L \).

Assume that the composition \( TR \circ L \) is clean, and equal to a subbundle \( L' \subseteq TF \) supported on all of \( TN \). Then the Proposition above shows that \( L' \) is a \( VB\)-Dirac structure, which in turn corresponds to a pseudo-Dirac structure \((W', \nabla')\) in \( F \) (c.f. Theorem 4.1.1). In this case, we write

\[
(W', \nabla') = R \circ (W, \nabla),
\]

and call it the **forward image** along \( R : E \to F \).

Conversely, suppose we instead start with a pseudo-Dirac structure \((W', \nabla')\) in \( E \) corresponding to a \( VB\)-Dirac structure \( L' \subseteq TF \) (c.f. Theorem 4.1.1).

**Definition 4.1.4.** We say that \( R : E \to F \) composes cleanly with the pseudo-Dirac structure \((W', \nabla')\) if \( TR : T\overline{E} \to TF \) composes cleanly with \( L' \).
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Assume that the composition \( L' \circ TR \) is clean, and equal to a subbundle \( L \subseteq T\mathcal{E} \) supported on all of \( TM \). Then the Proposition above shows that \( L \) is a \( VB \)-Dirac structure, which in turn corresponds to a pseudo-Dirac structure \( (W, \nabla) \) in \( \mathcal{E} \) (c.f. Theorem 4.1.1). In this case, we write

\[
(W, \nabla) = (W', \nabla') \circ R,
\]

and call it the *backward image* along \( R : \mathcal{E} \to \mathcal{F} \).

The following proposition describes a useful equation satisfied by the pseudo-connections associated to forward and backward images of a pseudo-Dirac structure along a Courant relation.

**Proposition 4.1.6.** Suppose \((W, \nabla)\) and \((W', \nabla')\) are pseudo-Dirac structures in the Courant algebroids \( \mathcal{E} \to M \) and \( \mathcal{F} \to N \), respectively. Let \( L \subseteq T\mathcal{E} \) and \( L' \subseteq T\mathcal{F} \) be the respective \( VB \)-Dirac structures corresponding to \((W, \nabla)\) and \((W', \nabla')\) (c.f. Theorem 4.1.1). Suppose \( R : \mathcal{E} \to \mathcal{F} \) is a Courant relation over \( S : M \to N \), and that the intersection

\[
(L' \times L) \cap TR
\]

is clean. Then for any section \((\sigma', \sigma) \in \Gamma(W' \times W)\) satisfying

\[
(\sigma', \sigma)|_S \in \Gamma((W' \times W) \cap R),
\]

and any element

\[
(X; (\lambda', \lambda)) \in TS \times_M ((W' \times W) \cap R),
\]

the following equation holds:

\[
\langle (p_M^* \nabla')_X \sigma', \lambda' \rangle = \langle (p_N^* \nabla)_X \sigma, \lambda \rangle.
\]

(4.1.18)

Here \( p_N^* \nabla \) and \( p_M^* \nabla' \) are the pull-backs of the respective pseudo-connections along the natural projections \( p_N : N \times M \to N \) and \( p_M : N \times M \to M \) (c.f. Definition 4.1.1).

**Proof.** Let

\[
q : T(\mathcal{F} \times \mathcal{E})|_{W' \times W} \to (W' \times W)^*
\]

be the map defined in Proposition 3.1.5 corresponding to the Lagrangian double vector subbundle \( L' \times L \subseteq T(\mathcal{F} \times \mathcal{E}) \). Now the \( VB \)-Dirac structure \( L' \times L \) corresponds to the pseudo-Dirac structure \((W' \times W, (\nabla') \oplus \nabla)\) (c.f. Theorem 4.1.1 and Example 4.1.2). Thus, by Eq. (4.1.2), for any section \((\sigma', \sigma) \in \Gamma(W' \times W)\) and any \( X \in T(N \times M) \), we have

\[
q(\sigma'_T, \sigma_T)|_X = ((\nabla') \oplus \nabla)_X (\sigma', \sigma) = (- (p_N^* \nabla')_X \sigma', (p_M^* \nabla)_X \sigma).
\]

(4.1.19)

Next, by the clean intersection assumption,

\[
\begin{array}{ccc}
(L' \times L) \cap TR & \to & (W' \times W) \cap R \\
\downarrow & & \downarrow \\
TS & \to & S
\end{array}
\]
is a double vector subbundle of $T(F \times E)$. Thus for any

$$(X; (\lambda', \lambda)) \in TS \times_M ((W' \times W) \cap R),$$

there exists a pair $(\tilde{\lambda}', \tilde{\lambda}) \in (L' \times L) \cap TR$ which is simultaneously mapped to both $X$ and $(\lambda', \lambda)$ by the respective bundle maps, as pictured in the following diagram:

$$\begin{array}{ccc}
(\tilde{\lambda}', \tilde{\lambda}) & \longrightarrow & (\lambda', \lambda) \\
\downarrow & & \downarrow \\
X & \in & TS \\
\end{array}$$

Additionally, for any $(\sigma', \sigma) \in \Gamma(W' \times W)$ satisfying $(\sigma', \sigma)|_S \in \Gamma((W' \times W) \cap R),$

$$(\sigma'_T, \sigma_T)|_S \in \Gamma(TR, TS).$$

Consequently, since $TR$ is Lagrangian,

$$\langle (\sigma'_T, \sigma_T), (\tilde{\lambda}', \tilde{\lambda}) \rangle = 0. \quad (4.1.20)$$

Since $(\tilde{\lambda}', \tilde{\lambda}) \in (L' \times L)$, we have $q(\tilde{\lambda}', \tilde{\lambda}) = 0$. Hence, Eqs. (3.1.17) and (4.1.20) imply that

$$\langle q(\sigma'_T, \sigma_T), (\lambda', \lambda) \rangle = 0.$$

Combining this equality with Eq. (4.1.19) yields

$$\langle (- (p_N^*\nabla')_X \sigma', (p_M^*\nabla)_X \sigma), (\lambda', \lambda) \rangle = 0,$$

which proves the proposition. \hfill \square

Now we specialize to the case where $R : E \to F$ is a Courant morphism supported on the graph of a map $\phi : M \to N$. Suppose that $(W', \nabla')$ is a pseudo-Dirac structure in $F$ which composes cleanly with $R : E \to F$, and $\text{ran}(R) + \phi^*W'^\perp = \phi^*F$.

Since $(W', \nabla')$ composes cleanly with $R$, the intersection $\phi^*W' \cap \text{ran}(R) \subseteq \phi^*F$ is a smooth subbundle. Since $R$ is supported on the graph of a map $\phi : M \to N$, the subbundle

$$W := W' \circ R \subseteq E$$

is well defined with support on all of $M$.

**Lemma 4.1.3.** There is a bundle map $\Psi : W \to \phi^*W'$, uniquely determined by the equation

$$(\Psi(\lambda), \lambda) \in R(\phi(x), x),$$

for every $\lambda \in W_x$. 

Proof. The proof is entirely analogous to that of [16, Lemma 7.2] for Dirac realizations. Consider the relation $R' : W \rightarrow W'$, supported on the graph of $\phi : M \rightarrow N$, defined by

$$R' := R \cap (\phi^* W' \times W).$$

We will show that $R'$ is the graph of a bundle map $\Psi : W \rightarrow \phi^* W'$, i.e. the natural projection $R' \rightarrow W$ is an isomorphism.

First, we establish surjectivity: let $\lambda \in W$. Since $W := W' \circ R$, there exists some $\lambda' \in W'_{\phi(x)}$ such that the pair $(\lambda', \lambda) \in R(\phi(x), x)$. Then $(\lambda' - \lambda', 0) \in R \cap (\phi^* W' \times 0)$. However,

$$\left( R \cap (\phi^* W' \times 0) \right)^\perp = (\text{ran}(R) + \phi^* W'^\perp) \times E = F \times E.$$

Hence $R \cap (\phi^* W' \times 0) = 0$ and $\lambda'' = \lambda'$.

In this case, Eq. (4.1.18) specializes to

$$\nabla = \Psi^* \circ (\phi^* \nabla') \circ \Psi.$$

Let $L \subseteq T\mathbb{E}$ and $L' \subseteq T\mathbb{F}$ be the VB-Dirac structures corresponding to the pseudo-Dirac structures $(W, \nabla)$ and $(W', \nabla')$. As an intersection of involutive subbundles, it is clear that

$$TR \cap (L' \times L) = \text{gr}(T\Psi)$$

is a Lie subalgebroid of $L' \times L$. In particular, the intersection $\text{gr}(\Psi) = \text{gr}(T\Psi) \cap (W' \times W)$ is a Lie subalgebroid of $W' \times W$. Thus

$$\Psi : W \rightarrow W'$$

is a morphism of Lie algebroids.

Example 4.1.7 (q-Poisson structures and Cotangent Lie algebroids). Suppose that $\mathfrak{o}$ is a quadratic Lie algebra, $\mathfrak{g} \subset \mathfrak{o}$ is a Lagrangian Lie subalgebra, and

$$R : (\mathbb{T}M, TM) \rightarrow (\mathfrak{o}, \mathfrak{g})$$

is a morphism of Manin pairs. That is to say, $R$ defines a q-Poisson $(\mathfrak{o}, \mathfrak{g})$-structure on $M$, as in Example [2.2.15]. In particular, $R$ defines an action $\rho : \mathfrak{g} \times M \rightarrow TM$ of $\mathfrak{g}$ on $M$.

If $\mathfrak{h} \subset \mathfrak{o}$ is any subalgebra transverse to $\mathfrak{g}$, then $\text{ran}(R) + \mathfrak{h}^\perp = \mathfrak{o}$, so $F = \mathfrak{h} \circ R \subseteq \mathbb{T}M$ is a subbundle transverse to $TM$. Moreover, $(F, \nabla)$ is a pseudo-Dirac structure, where

$$\nabla \sigma = \rho d\rho^* \sigma, \quad \sigma \in \Gamma(F),$$

and we have used the metric to identify $\mathfrak{h} \cong \mathfrak{g}^*$. Thus, any choice of Lie subalgebra $\mathfrak{h} \subset \mathfrak{o}$ transverse to $\mathfrak{g}$ endows $T^*M \cong F$ with the structure of a Lie algebroid so that both

$$\rho^* : T^*M \rightarrow \mathfrak{h},$$

$$\rho : \mathfrak{g} \times M \rightarrow TM$$
are morphisms of Lie algebroids.

This extends [128, Proposition 6.1] (see also [17]) for the case where \( h \) is Lagrangian. Notice that, if \( h \) is Lagrangian, then \( \nabla = 0 \) and \( F \) is Lagrangian, so \( F \) is a Dirac structure. Moreover, since \( F \) is transverse to \( TM \), \( F = \text{gr}(\pi^\#) \) for a Poisson bivector field \( \pi \in \mathfrak{X}^2(M) \). In addition to this, \((\mathfrak{d}, \mathfrak{g}, \mathfrak{h})\) forms a Manin triple, whence we see that \( \mathfrak{g} \) is a Lie-bialgebra. In fact, since \( \mathfrak{g} \) is transverse to \( TM \), \( \mathfrak{g} = \text{gr}(\pi^\#) \) for a Poisson bivector field \( \pi \in \mathfrak{X}^2(M) \). In addition to this, \((d, g, h)\) forms a Manin triple, as shown in [17].

This also extends [66, Theorem 1], where \( \mathfrak{k} \) is a quadratic Lie algebra, \( d = k \oplus k \), \( g = k \Delta \) is the diagonal subalgebra, and \( h = 0 \oplus \mathfrak{k} \).

**Remark 4.1.5 (Supergeometric Interpretation).** Recall from [17, 109] that the category of Manin pairs is equivalent to the category of Poisson principal \( \mathbb{R}[2] \) bundles, \( P \rightarrow E^*[1] \), over degree 1 \( N \)-manifolds (see Remark 2.2.8 for a short summary).

The following table lists some one-to-one correspondences between structures associated with a Manin pair \((E, E)\) and the corresponding Poisson principal \( \mathbb{R}[2] \) bundle \( P \rightarrow E^*[1] \).

| Manin pair: \((E, E)\) | Poisson principal \( \mathbb{R}[2] \) bundle: \( P \rightarrow E^* \) |
|--------------------------|---------------------------------|
| Lagrangian subbundles \( F \subseteq E \) transverse to \( E \). | Flat connections on \( P \). |
| Dirac subbundles \( F \subseteq E \) transverse to \( E \). | Flat connections on \( P \) such that the connection one-form \( \theta \in \Omega^1(P, \mathbb{R}[2]) \) satisfies \([\theta, \theta] = 0\), (where the bracket is the graded Koszul bracket Eq. (2.2.5)). |
| Pseudo-Dirac structures \((F, \nabla) \subseteq E\) transverse to \( E \). | Connections on \( P \) such that the connection one-form \( \theta \in \Omega^1(P, \mathbb{R}[2]) \) satisfies \([\theta, \theta] = 0\). |

The first two correspondences are explained in [17, 109]. For the third correspondence, suppose that the section \( \theta : P \rightarrow T^*[2]P \) is a connection one-form. Then \([\theta, \theta] = 0\) if and only if the image of the section

\[
\tilde{F} := \theta(P) \subseteq T^*[2]P
\]

is \( Q \)-invariant. In this case, the reduced submanifold

\[
F[1] := \tilde{F}/\mathbb{R}[2] \subseteq T^*[2]P/\mathbb{R}[2]
\]

is \( Q \)-invariant, i.e. \( F[1] \) corresponds to a pseudo-Dirac structure via Proposition 3.2.1. It is transverse to \( E \) since \( F[1] \) is the graph of a map \( E^*[1] \rightarrow T^*[2]P/\mathbb{R}[2] \).

Conversely, suppose \( \theta_0 : E^*[1] \rightarrow T^*[2]P/\mathbb{R}[2] \) is a section whose image is \( Q \)-invariant. Let \( \theta : P \rightarrow T^*[2]P \) be the unique lift to an \( \mathbb{R}[2] \) invariant section at moment
level 1. It is clear that the image of \( \theta \) is \( Q \) invariant, so it defines a connection satisfying \([\theta, \theta] = 0\).

Suppose that \( \theta \) is a connection one-form on \( P \to E^*[1] \) satisfying \([\theta, \theta] = 0\). Then the corresponding Hamiltonian vector field \( X_\theta \) is an \( \mathbb{R}[2] \) invariant homological vector field. The induced \( Q \) structure on \( E^*[1] \) corresponds to the Lie algebroid structure on \( F \cong E^* \).

Meanwhile, the curvature \( d\theta \in \Omega^2(E^*[1], \mathbb{R}[2]) \) defines a metric on the fibres of \( E^* \) via

\[
\langle \sigma, \tau \rangle = \iota_\sigma \iota_\tau d\theta, \quad \sigma, \tau \in \Gamma(E^*),
\]

where \( \iota_\sigma \in \mathcal{X}(E^*[1]) \) is the vector field defined in Remark 2.2.5. This is precisely the restriction of the fibre metric on \( E \) to \( F \cong E^* \).

Finally, the pseudo-connection \( \nabla : \Omega^0(M, E^*) \to \Omega^1(M, E) \) is given by the formula

\[
\langle \nabla \sigma, \tau \rangle = \iota_\tau dt_\sigma d\theta.
\]

Suppose that

\[
P \xrightarrow{\Phi} P' \\
E^*[1] \xrightarrow{\Phi} E'^*[1]
\]

is a morphism of Poisson principal \( \mathbb{R}[2] \) bundles corresponding to the morphism of Manin pairs

\[
R : (\mathbb{E}, E) \to (\mathbb{E}', E').
\]

Additionally, suppose that \( \theta' \in \Omega^1(P', \mathbb{R}[2]) \) is a connection one-form satisfying

\[
[\theta', \theta'] = 0,
\]

corresponding to a pseudo-Dirac structure \((W', \nabla')\) in \( \mathbb{E}' \) transverse to \( E' \).

Then \( \theta := \Phi^* \theta \) is a connection one-form on \( P \) satisfying \([\theta, \theta] = 0\). It corresponds to the pseudo-Dirac structure \((F, \nabla) := (F', \nabla') \circ R\).

Remark 4.1.6. Recall that pseudo-Dirac structures of a Courant algebroid define \( \mathcal{VB} \)-Dirac structures in the tangent prolongation. This is analogous to the fact that if \( \theta \) is a connection one-form on \( P \to E^*[1] \), then \( \theta \) defines a degree 2 function \( t \) on \( TP \) (a flat connection on \( TP \)). Moreover \([\theta, \theta] = 0\) if and only if \([dt, dt] = 0\), i.e. the Lagrangian subbundle of \( T\mathbb{E} \) corresponding to the function \( t \) is involutive.
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5.1 \(\mathcal{L}A\)-Courant algebroids

Suppose that \(E\) is a Courant algebroid and consider the tangent prolongation \(TE\) of \(E\). From Example 2.7.1 we see that \(TE\) is an \(\mathcal{L}A\)-vector bundle. In this section, we explore \(\mathcal{VB}\)-Courant algebroids which abstract this property.

Suppose that

\[
\begin{array}{ccc}
A & \longrightarrow & V \\
\downarrow & & \downarrow \\
A & \longrightarrow & M
\end{array}
\] (5.1.1)

is both a \(\mathcal{VB}\)-Courant algebroid and an \(\mathcal{L}A\)-vector bundle. Since it is an \(\mathcal{L}A\)-vector bundle, dualizing \(A\) over \(V\) yields a double linear Poisson structure on

\[
\begin{array}{ccc}
A^* & \longrightarrow & V \\
\downarrow & & \downarrow \\
V & \longrightarrow & M
\end{array}
\] (5.1.2)

Since the Poisson structure is double linear, the anchor map

\[
\pi^*: T^*(A^*) = TA^* \longrightarrow TA^*
\] (5.1.3)
defines the morphism of triple vector bundles

\[
\begin{array}{c}
\text{\(TA^*\)} \quad \text{\(TV\)} \\
\downarrow \quad \downarrow \\
\text{\(A\)} \quad \text{\(TM\)}
\end{array}
\]

Dualizing the two triple vector bundles, \(TA^*\) and \(TV\) (pictured in (5.1.4)), along the \(x\)-axis yields \(TA^*\times V\) and \(TV\), respectively (cf. Example 2.6.3):

\[
\begin{array}{c}
\text{\(TA\)} \quad \text{\(A\)} \\
\downarrow \quad \downarrow \\
\text{\(TA\)} \quad \text{\(TM\)}
\end{array}
\]

Meanwhile, by considering the annihilator, \(\Pi_A := \text{ann}^\sharp (\text{gr}(\pi^\sharp))\), of the morphism (5.1.3) (pictured in (5.1.4)), one obtains the relation of triple vector bundles

\[
\Pi_A : TA^* \times V \rightarrow TA.
\]

**Definition 5.1.1 (\(\mathcal{L}A\)-Courant algebroids).** The \(\mathcal{VB}\)-Courant algebroid \(A\) pictured in (5.1.1) is called an \(\mathcal{L}A\)-Courant algebroid if the relation of triple vector bundles

\[
\Pi_A : TA^* \times V \rightarrow TA
\]

pictured in (5.1.5) is a Courant relation, where \(TA\) is the tangent prolongation of \(A\) (cf. Example 2.6.1).

A \(\mathcal{VB}\)-Dirac structure \(L \subseteq A\) (with support) is called an \(\mathcal{L}A\)-Dirac structure (with support) if it is also a Lie subalgebroid of the Lie algebroid \(A\). A Courant relation

\[
R : A_1 \rightarrow A_2
\]

between two \(\mathcal{L}A\)-Courant algebroids is called an \(\mathcal{L}A\)-Courant relation if \(R \subseteq A_2 \times \overline{A_1}\) is an \(\mathcal{L}A\)-Dirac structure with support.

If \(L\) has support on all of \(A\), the pair \((A, L)\) is called an \(\mathcal{L}A\)-Manin pair. A morphism

\[
R : (A_1, L_1) \rightarrow (A_2, L_2)
\]

of Manin pairs is called a morphism of \(\mathcal{L}A\)-Manin pairs if \((A_i, L_i)\) are \(\mathcal{L}A\)-Manin pairs and \(R\) is an \(\mathcal{L}A\)-Courant relation. In particular, \(R\) is supported on the graph of a Lie algebroid morphism.
Remark 5.1.1. The compatibility condition between the Lie algebroid and Courant algebroid structures in the definition above is based quite closely on the compatibility condition for Lie bialgebroids described in [82, Theorem 6.3].

**Proposition 5.1.1.** Suppose that $\mathbb{A}$ is an $\mathcal{LA}$-Courant algebroid. Then the map $\mathbb{A} \to \mathbb{A}_A^*$ induced by the fibre metric is a morphism of Lie algebroids.

**Proof.** The proof, which makes use of the duality functors defined by Gracia-Saz and Mackenzie [44], is found in Appendix C.

5.1.1 Examples

**Example 5.1.1** (Tangent Prolongation of a Courant algebroid). Suppose that $\mathbb{E}$ is a Courant algebroid over $M$, then the tangent prolongation $\mathbb{A} = T\mathbb{E}$ is a $\mathcal{LA}$-Courant algebroid.

Indeed this amounts to showing that the canonical isomorphism $S : TTE \to (TTE)^{flip}$ which identifies the double vector bundle

$$
\begin{array}{ccc}
TTE & \longrightarrow & T\mathbb{E} \\
\downarrow & & \downarrow \\
T\mathbb{E} & \longrightarrow & \mathbb{E}
\end{array}
$$

with its diagonal reflection, is an automorphism of the Courant algebroid $TTE \to TT M$.

For any $\sigma \in \Gamma(\mathbb{E})$, $S$ preserves the sections $\sigma_{TT}, \sigma_{CC} \in \Gamma(TTE, TT M)$ and interchanges the sections $\sigma_{TC}$ with $\sigma_{CT}$. By Proposition [3.4.1], these sections determine the Courant algebroid structure for the double tangent prolongation $TTE \to TT M$. Consequently, Eq. (3.4.1b) implies that $S$ preserves the Courant bracket on $TTE \to TT M$; while Eq. (3.4.1a) implies that $S$ is an isomorphism of quadratic vector bundles. It follows that $S$ is an automorphism of the Courant algebroid $TTE \to TT M$.

If $L \subseteq \mathbb{E}$ is a Dirac structure with support on $S \subseteq M$, then

$$
\begin{array}{ccc}
TL & \longrightarrow & L \\
\downarrow & & \downarrow & \subseteq \\
TS & \longrightarrow & S \\
\downarrow & \downarrow & \downarrow \\
TM & \longrightarrow & M
\end{array}
$$

is a $VB$-Dirac structure with support on $TS \subseteq TM$ (cf. Example [3.4.2]). Since $TL \subseteq T\mathbb{E}$ is also a Lie subalgebroid, it follows that $TL$ is a $\mathcal{LA}$-Dirac structure (with support).

**Example 5.1.2.** Suppose a Lie group $G$ acts freely and properly by automorphisms on a Courant algebroid $\mathbb{E}$. Then $G$ acts freely and properly by automorphisms on the
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\[
\begin{array}{ccc}
TE & \longrightarrow & E \\
\downarrow & & \downarrow \\
TM & \longrightarrow & M
\end{array}
\]

So the quotient,

\[
\begin{array}{ccc}
TE/G & \longrightarrow & E/G \\
\downarrow & & \downarrow \\
TM/G & \longrightarrow & M/G
\end{array}
\]

is an \textit{L.A}-Courant algebroid. Here \(TE/G \rightarrow E/G\) and \(TM/G \rightarrow M/G\) are the Atiyah Lie algebroids corresponding to the principal \(G\) bundles \(E\) and \(M\) (cf. Example 2.2.7).

\textbf{Example 5.1.3.} Suppose that

\[
\begin{array}{ccc}
\mathbb{A} & \xrightarrow{q_{\mathbb{A}/V}} & V \\
\downarrow & & \downarrow \\
A & \longrightarrow & M
\end{array}
\]

is a \textit{L.A}-Courant algebroid. Proposition 3.1.2 shows that \(V \subseteq \mathbb{A}\) is a \(\mathcal{VB}\)-Dirac structure. Since it is also (trivially) a Lie subalgebroid, \(V \subseteq \mathbb{A}\) is an \textit{L.A}-Dirac structure.

Proposition 3.1.2 also shows that \(A_C := \ker(q_{\mathbb{A}/V})\) is a \(\mathcal{VB}\)-Dirac structure. However, in general, \(A_C \subseteq \mathbb{A}\) is not a Lie subalgebroid, so it is not an \textit{L.A}-Dirac structure.

\textbf{Example 5.1.4 (\textit{L.A}-Courant algebroids over a point).} Suppose \(g\) is a Lie algebra and \(\beta \in S^2(g)^g\) is an invariant symmetric bilinear form on \(g^*\). Let

\[
\begin{array}{ccc}
g \times g^* & \longrightarrow & g \\
\downarrow & & \downarrow \\
* & \longrightarrow & *
\end{array}
\]

be the \(\mathcal{VB}\)-Courant algebroid from Example 3.1.3. The vector space \(g^*\) acts on the affine space \(g\) via the map

\[
\beta^g : g^* \rightarrow g
\]

defined by

\[
\beta^g(\mu) := \beta(\mu, \cdot), \quad \mu \in g^*.
\]

Thus \(g \times g^* \rightarrow g\) carries the structure of an action Lie algebroid. With these structures, (5.1.6) is a \textit{L.A}-Courant algebroid.
Suppose $\mathfrak{h} \subseteq \mathfrak{g}$ is a Lie subalgebra, and

\[
\begin{array}{ccc}
\mathfrak{h} \ltimes \text{ann}(\mathfrak{h}) & \longrightarrow & \mathfrak{h} \\
\downarrow & & \downarrow \\
* & \longrightarrow & *
\end{array}
\quad \quad \quad
\begin{array}{ccc}
\mathfrak{g} \ltimes \mathfrak{g}^* & \longrightarrow & \mathfrak{g} \\
\downarrow & & \downarrow \\
* & \longrightarrow & *
\end{array}
\]

is the $\mathcal{VB}$-Dirac structure described in Example 3.1.4. The Lie subalgebra $\mathfrak{h}$ is said to be $\beta$-coisotropic if

$$\beta^2(\text{ann}(\mathfrak{h})) \subseteq \mathfrak{h}.$$ 

In this case,

$$\mathfrak{h} \ltimes \text{ann}(\mathfrak{h}) \to \mathfrak{h}$$

is a Lie subalgebroid of the action Lie algebroid $\mathfrak{g} \ltimes \mathfrak{g}^* \to \mathfrak{g}$; and (5.1.7) is an $\mathcal{LA}$-Dirac structure.

**Remark 5.1.2.** An invariant symmetric element $\beta \in S^2(\mathfrak{g})^0$ is called a quasi-triangular structure for $\mathfrak{g}$ and the pair $(\mathfrak{g}, \beta)$ is called a quasi-triangular Lie algebra. Drinfel’d showed that quasi-triangular Lie algebras are in one-to-one correspondence with Manin pairs $(\mathfrak{d}, \mathfrak{g})$ together with a Lie algebra ideal $\mathfrak{h} \subseteq \mathfrak{d}$ complementary to $\mathfrak{g}$ (i.e. $\mathfrak{d} = \mathfrak{g} \oplus \mathfrak{h}$ as a vector space).

**Proposition 5.1.2. $\mathcal{LA}$-Courant algebroids**

\[
\begin{array}{ccc}
A & \longrightarrow & V \\
\downarrow & & \downarrow \\
* & \longrightarrow & *
\end{array}
\]

over a point are all of the form described in Example 5.1.4. Thus there is a one-to-one correspondence between $\mathcal{LA}$-Courant algebroids over a point and quasi-triangular Lie algebras $(\mathfrak{g}, \beta)$.

Similarly, any $\mathcal{LA}$-Dirac structure

\[
\begin{array}{ccc}
L & \longrightarrow & W \\
\downarrow & & \downarrow \\
* & \longrightarrow & *
\end{array}
\quad \quad \quad
\begin{array}{ccc}
\mathfrak{g} \ltimes \mathfrak{g}^* & \longrightarrow & \mathfrak{g} \\
\downarrow & & \downarrow \\
* & \longrightarrow & *
\end{array}
\]

is of the form described in Example 5.1.4 for a $\beta$-coisotropic Lie subalgebra $\mathfrak{h} \subseteq \mathfrak{g}$.

The proof can be found in Appendix C.
Example 5.1.5 (Standard Courant algebroid over a Lie algebroid). Let $A$ be a Lie algebroid. Consider the $\mathcal{VB}$-Courant algebroid $A := TA$ described in Example 3.3.4. From Examples 2.7.1 and 2.7.2 we see that both $TA^{flip}$ and $(T^*A)^{flip}$ are $\mathcal{LA}$-vector bundles, so their direct sum,

$$
\begin{array}{ccc}
TA & \rightarrow & TM \oplus A^* \\
\downarrow & & \downarrow \\
A & \rightarrow & M \\
\end{array}
$$

is naturally both an $\mathcal{LA}$-vector bundle and a $\mathcal{VB}$-Courant algebroid.

Since $A$ is a Lie algebroid, $A^*$ carries a linear Poisson structure. Let

$$
\begin{array}{ccc}
T^*A^* & \rightarrow & A \\
\downarrow & & \downarrow \pi^z \\
A^* & \rightarrow & M \\
\end{array}
\quad
\begin{array}{ccc}
TA^* & \rightarrow & TM \\
\downarrow & & \downarrow \\
A^* & \rightarrow & M \\
\end{array}
$$

denote the anchor map for the corresponding cotangent Lie algebroid (cf. Example 2.2.6). Taking the horizontal dual yields the relation

$$
\begin{array}{ccc}
TA & \rightarrow & A \\
\downarrow & & \downarrow \Pi_0 \\
TM & \rightarrow & M \\
\end{array}
\quad
\begin{array}{ccc}
TA & \rightarrow & TM \\
\downarrow & & \downarrow \\
A & \rightarrow & M \\
\end{array}
$$

Finally, taking $\Pi_{TA} := R_{\Pi_0}$ to be the standard lift of $\Pi_0$ (cf. Example 2.2.14) defines the Courant relation (5.1.5)

$$
\begin{array}{ccc}
TTA & \rightarrow & T(TM \oplus A^*) \\
\downarrow & & \downarrow \\
TM \oplus A^* & \rightarrow & TM \oplus A^* \\
\end{array}
\quad
\begin{array}{ccc}
TTA & \rightarrow & T(TM \oplus A^*) \\
\downarrow & & \downarrow \\
TM & \rightarrow & TM \\
\end{array}
$$

Thus the relation (5.1.5) (for $A = TA$) is a Courant relation, which shows that $TA$ is an $\mathcal{LA}$-Courant algebroid.

The double vector subbundles $TA^{flip}$:

$$
\begin{array}{ccc}
TA & \rightarrow & TM \\
\downarrow & & \downarrow \\
A & \rightarrow & M \\
\end{array}
\quad
\begin{array}{ccc}
TA & \rightarrow & TM \oplus A^* \\
\downarrow & & \downarrow \\
A & \rightarrow & M \\
\end{array}
$$
and $T^*A^\text{flip}$:

\[
\begin{array}{ccc}
T^*A & \longrightarrow & A^* \\
\downarrow & & \downarrow \\
A & \longrightarrow & M
\end{array}
\quad \subseteq 
\quad \begin{array}{ccc}
TA & \longrightarrow & TM \oplus A^* \\
\downarrow & & \downarrow \\
A & \longrightarrow & M
\end{array}
\]

are both $\mathcal{L}A$-Dirac structures (cf. Examples 2.7.1, 2.7.2 and 3.3.4).

**Example 5.1.6.** Suppose that $(\mathfrak{d}, \beta)$ is a quasi-triangular Lie algebra and $\mathfrak{g} \subseteq \mathfrak{d}$ is a $\beta$-coisotropic Lie subalgebra. As explained by Meinrenken and the author in [65, Section 3.2], there exists a unique Manin pair $(\mathfrak{q}, \mathfrak{g})$ together with a morphism of Lie algebras $f : \mathfrak{q} \rightarrow \mathfrak{d}$ such that $f$ restricts to the identity map on $\mathfrak{g} \subseteq \mathfrak{q}$, and

\[
f(\gamma) = \beta, \quad (5.1.8)
\]

where $\gamma \in S^2(\mathfrak{q})^\dagger$ is the dual metric on $\mathfrak{q}^\ast$.

We now describe a $\mathcal{L}A$-Courant algebroid structure on

\[
\begin{array}{ccc}
T\mathfrak{q} \times \mathfrak{d} & \longrightarrow & \mathfrak{q} \\
\downarrow & & \downarrow \\
\mathfrak{d} & \longrightarrow & *
\end{array}
\]

for which

\[
\begin{array}{ccc}
T\mathfrak{q} \times \mathfrak{d} & \longrightarrow & \mathfrak{g} \\
\downarrow & & \downarrow \\
\mathfrak{d} & \longrightarrow & *
\end{array}
\quad \subseteq 
\quad \begin{array}{ccc}
T\mathfrak{q} \times \mathfrak{d} & \longrightarrow & \mathfrak{q} \\
\downarrow & & \downarrow \\
\mathfrak{d} & \longrightarrow & *
\end{array}
\]

is an $\mathcal{L}A$-Dirac structure.

First we describe the $\mathcal{V}\mathcal{B}$-Courant algebroid structure on (5.1.9). The tangent lifts, $\beta_T \in S^2(T\mathfrak{d})^{T\mathfrak{d}}$ and $\gamma_T \in S^2(T\mathfrak{q})^{T\mathfrak{q}}$, of $\beta$ and $\gamma$, are determined by the equations

\[
\beta_T^2 = d\beta^2 : T\mathfrak{d}^* \rightarrow T\mathfrak{d}, \quad \gamma_T^2 = d\gamma^2 : T\mathfrak{q}^* \rightarrow T\mathfrak{q}, \quad (5.1.10)
\]

They satisfy

\[
df(\gamma_T) = \beta_T. \quad (5.1.11)
\]

Let $D$ be the simply connected Lie group with Lie algebra $\mathfrak{d}$. The stabilizer of the natural $T\mathfrak{d}$ action on $\mathfrak{d} \cong TD/D$ at the origin is $\mathfrak{d} \subset T\mathfrak{d}$. Equation (5.1.10) implies that

\[
\beta_T^2(\text{ann}(\mathfrak{d})) \subseteq \mathfrak{d},
\]

so the stabilizer at the origin is $\beta_T$-coisotropic. Since all the stabilizers are conjugate, they are all $\beta_T$-coisotropic. As a result, Eq. (5.1.11) implies that the induced action of $T\mathfrak{q}$ on $\mathfrak{d} \cong TD/D$ via the map $df : T\mathfrak{q} \rightarrow T\mathfrak{d}$ has coisotropic stabilizers. In conclusion, (5.1.9) is naturally an action Courant algebroid (cf. Example 2.2.12), whose anchor map we denote by $a$. 


Next we describe the compatible $\mathcal{L}\mathcal{A}$-vector bundle structure on (5.1.9): both $Tq \rightarrow q$
\[\begin{array}{ccc}
\downarrow & \downarrow \\
* & \rightarrow *
\end{array}\]

(cf. Example 5.1.4) and the trivial $\mathcal{VB}$-Courant algebroid over the vector space $\mathfrak{d}$,
\[\begin{array}{ccc}
\mathfrak{d} \rightarrow * \\
\downarrow & \downarrow \\
\mathfrak{d} \rightarrow *
\end{array}\]

are $\mathcal{L}\mathcal{A}$-Courant algebroids. Thus their direct product, (5.1.9), carries a natural $\mathcal{L}\mathcal{A}$-vector bundle structure. Moreover, the action of $Tq$ on $\mathfrak{d}$ is compatible with this $\mathcal{L}\mathcal{A}$-vector bundle structure, that is $(a \times a)(\Pi_{Tq}) \subseteq T(\Pi_{\mathfrak{d}})$.

**Example 5.1.7** ($\mathcal{L}\mathcal{A}$-Courant algebroids associated to Dirac Manin triples). A Dirac Manin triple $[65,66]$ is a triple $(\mathfrak{d},\mathfrak{g};\mathfrak{h})_\beta$ of Lie algebras together with a symmetric invariant element $\beta \in S^2(\mathfrak{d})^\mathfrak{d}$ such that

- $\mathfrak{g}$ is $\beta$-coisotropic, (i.e. $\beta^i(\text{ann}(\mathfrak{g})) \subseteq \mathfrak{g}$), and
- $\mathfrak{g}, \mathfrak{h} \subset \mathfrak{d}$ are complementary Lie subalgebras (i.e. $\mathfrak{d} = \mathfrak{g} \oplus \mathfrak{h}$ as a vector space).

Let $(\mathfrak{q},\mathfrak{g})$ be the Manin pair and $f : \mathfrak{q} \rightarrow \mathfrak{d}$ be the morphism of Lie algebras discussed in Example 5.1.6 and described in $[65$ Section 3.2]. As explained in Example 5.1.6, $Tq \times \mathfrak{d}$ is naturally an $\mathcal{L}\mathcal{A}$-Courant algebroid, and

\[\begin{array}{ccc}
Tq \times \mathfrak{d} \rightarrow \mathfrak{g} \\
\downarrow & \downarrow \\
\mathfrak{d} \rightarrow *
\end{array}\]

is an $\mathcal{L}\mathcal{A}$-Dirac structure.

We now construct an $\mathcal{L}\mathcal{A}$-Courant algebroid over $\mathfrak{h}$, using the pull-back construction from Section 2.2.3. Let $i : \mathfrak{h} \rightarrow \mathfrak{d}$ be the inclusion, and let

\[A_{(\mathfrak{d},\mathfrak{g};\mathfrak{h})_\beta} := i^!(Tq \times \mathfrak{d}), \quad E_{(\mathfrak{d},\mathfrak{g};\mathfrak{h})_\beta} := (Tq \times \mathfrak{d}) \circ P_i\]

be the pull-back to $\mathfrak{h}$, where

\[P_i : i^!(Tq \times \mathfrak{d}) \rightarrow Tq \times \mathfrak{d}\]

is the canonically associated Courant relation.

In summary, we have associated to the Dirac Manin triple $(\mathfrak{d},\mathfrak{g};\mathfrak{h})_\beta$ the $\mathcal{L}\mathcal{A}$-Manin pair

\[(A_{(\mathfrak{d},\mathfrak{g};\mathfrak{h})_\beta}, E_{(\mathfrak{d},\mathfrak{g};\mathfrak{h})_\beta})\]
Chapter 5. \(\mathcal{L}A\)-Courant algebroids

over the Lie algebra \(\mathfrak{h}\). When \(\beta\) is non-degenerate, this \(\mathcal{L}A\)-Manin pair will be central to our integration procedure for \(q\)-Poisson \((\mathfrak{d}, \mathfrak{g})\)-structures. More generally, as we shall explain in Example 5.2.2, this \(\mathcal{L}A\)-Manin pair is the infinitesimal version of the Dirac Lie groups associated to \((\mathfrak{d}, \mathfrak{g}; \mathfrak{h})_\beta\), described in \([65, 66]\).

**Proposition 5.1.3.** Let \(E\) be a Courant algebroid. \(\mathcal{L}A\)-Dirac structures \(L \subseteq TE\) are in one-to-one correspondence with pseudo-Dirac structures \((W, \nabla)\) in \(E\) such that \(W\) is coisotropic (i.e. \(W^\perp \subseteq W\)) and \(\nabla\) restricts to a flat connection on \(W/W^\perp\).

**Proof.** Suppose first that a \(VB\)-Dirac structure \(L \subseteq TW\) and \(L\) is an involutive distribution. Since the core of \(L\) is \(W^\perp\) and the core of \(TW\) is \(W\), we must have \(W^\perp \subseteq W\). Moreover, since \(L\) is involutive, \(TW^\perp \subseteq L\). Hence for any \(\sigma \in \Gamma(W^\perp)\), \(\sigma_T \in \Gamma(L)\), and therefore \(\nabla(\sigma) = 0\). If \(\tau \in \Gamma(W)\) then

\[
\langle \nabla \tau, \sigma \rangle = \langle \nabla \tau, \sigma \rangle + \langle \tau, \nabla \sigma \rangle = d\langle \tau, \sigma \rangle = 0,
\]

so \(\nabla \tau \in \Omega(M, W/W^\perp)\). Therefore \(\nabla\) descends to a connection on \(W/W^\perp\). Finally, since \(L \subset TW\) is involutive, the connection must be flat. This proves one direction.

Conversely, suppose that \((W, \nabla)\) is a pseudo-Dirac structure, that \(W\) is coisotropic, and that the restriction of \(\nabla\) to \(W/W^\perp\) is flat. Let \(H \subseteq T(W/W^\perp)\) be the horizontal distribution. Then \(L\) must be the preimage of \(H\) along the map \(TW \to T(W/W^\perp)\). As such, it defines an involutive distribution in \(TW\), which implies that \(L \subset TE\) is an \(\mathcal{L}A\)-Dirac structure.

**Remark 5.1.3.** From Proposition 4.1.4, we see that, if \(M\) is simply connected, the flat sections of \(W/W^\perp\) form a quadratic Lie algebra. That is to say, \((W, \nabla)\) enables us to reduce the Courant algebroid \(E\) to a Courant algebroid over a point. More generally, in Section 6.1 we will see that \(\mathcal{L}A\)-Dirac structures in \(TE\) (with support provide (infinitesimal) reduction data for \(E\).
5.2 Poisson Lie 2-algebroids and multiplicative Courant algebroids

In this section, we briefly discuss the supergeometric interpretation of $\mathcal{L}_A$-Courant algebroids.

**Definition 5.2.1.** A Poisson Lie 2-algebroid is a degree 2 $NQ$ manifold carrying a compatible Poisson structure of degree -2. (Compatibility means the flow of the homological vector field, $Q$, preserves the Poisson structure).

**Proposition 5.2.1.** There is a one-to-one correspondence between Poisson Lie 2-algebroids and $\mathcal{L}_A$-Courant algebroids; and a one-to-one correspondence between coisotropic $NQ$ submanifolds of a Poisson Lie 2-algebroid and $\mathcal{L}_A$-Dirac structures with support in the corresponding $\mathcal{L}_A$-Courant algebroid. Moreover, the coisotropic $NQ$-submanifold is a wide Lie subalgebroid if and only if the corresponding $\mathcal{L}_A$-Dirac structure has full support.

**Proof.** Suppose first that

\[
\begin{array}{c}
A \\ \downarrow \\ A[1, 1] \\
\end{array}
\begin{array}{c}
V \\ \downarrow \\ V[0, 1] \\
\end{array}
\begin{array}{c}
A \\ \downarrow \\ A[1, 0] \\
\end{array}
\begin{array}{c}
M \\
\end{array}
\]

is an $\mathcal{L}_A$-Courant algebroid. Let

\[
\begin{array}{c}
A[1, 1] \\ \downarrow \\ A[1, 0] \\
\end{array}
\begin{array}{c}
V[0, 1] \\ \downarrow \\ M \\
\end{array}
\]

denote the double vector bundle whose horizontal and vertical fibre degrees are shifted by $(1, 0)$ and $(0, 1)$ respectively (see [42, 85] for details). (Note that the degree of the core fibres is shifted by $(1, 1)$). As explained in Remark 2.2.6, the metric on the fibres of $A 	o A$ defines a degree $(-1, -2)$ Poisson structure on $A[1, 1]$.

Since $A$ is a $\mathcal{VB}$-Courant algebroid it corresponds to a degree $(0, 2)$ $NQ$-manifold $X$, by Proposition 3.2.1. By construction, the Courant algebroid $A$ corresponds to the degree $(0, 2)$ symplectic $NQ$-manifold $T^*[0, 2]X$, and $T^*[0, 2] \to A[0, 1]$ is a minimal symplectic realization (see [100, 110] or Remark 2.2.6 for details). Taking the degree shift into consideration, we see that the map $T^*[1, 2]X \to A[1, 1]$ is a minimal symplectic realization.

Now, the Lie algebroid structure on $A$ induces a degree $(1, 0)$ homological vector field, $Q_\pi$, on $A[1, 1]$ (see [7, 116] or Remark 2.2.5 for details). Now, by Proposition 5.1.1 the Lie algebroid structure on $A 	o V$ is compatible with the metric on the fibres of $A 	o A$, that is $Q_\pi$ preserves the Poisson structure on $A[1, 1]$. Since the correspondence between the symplectic manifold $T^*[1, 2]X$ and $A$ is natural, this implies that $Q_\pi$ lifts canonically to a degree $(1, 0)$ homological vector field on $T^*[1, 2]X$, compatible with the symplectic
structure. The corresponding Hamiltonian $\pi \in C^\infty(T^*[1, 2])$ is a degree $(2, 2)$ function satisfying

$$\{\pi, \pi\} = 0,$$

namely it defines a degree $-2$ Poisson structure on $X$.

It remains to show that the Poisson structure on $X$ is compatible with the homological vector field on $X$. To keep track of the gradings, we view $X$ as a degree $(0, 2, 0)$ NQ-manifold. We need to show that the anchor map for the cotangent Lie algebroid

$$\pi^\sharp : T^*[0, 2, 1]X \to T[0, 0, 1]X$$

is an NQ-map, with respect to the canonical lifts of the $Q$ structure on $X$. Equivalently

the relation

$$\pi_R := \text{ann} (\text{gr}(\pi^\sharp)) \subseteq (T^*[1, 2, 1]T[0, 0, 1]X) \times (T^*[1, 2, 1]T^*[0, 2, 1]X)$$

is an NQ-submanifold (with respect to the canonical lifts of the $Q$ structure). However, $T^*[1, 2, 1]T^*[0, 2, 1]X \cong T[1, 0, 0]T^*[0, 2, 1]X$ while $T^*[1, 2, 1]T[0, 0, 1]X \cong T[0, 0, 1]T^*[1, 2, 0]X$. Visualizing the first, second, and third gradings as the $x$, $y$ and $z$ axis, we have

Where $Y_{(i,j,k)}$ denotes the truncation of $Y$ to an $(i, j, k)$ degree manifold. The identifications

$$A[1, 1, 0] \cong (T^*[1, 2, 0]X)_{(1,1,0)} \quad V[0, 1, 0] \cong X_{(0,1,0)}$$

$$A[1, 0, 0] \cong (T^*[1, 2, 0]X)_{(1,0,0)} \quad M \cong X_{(0,0,0)}$$
and
\[
\begin{align*}
A[0, 1, 1] &\cong (T^*[0, 2, 1]X)_{(0,1,1)} & V[0, 1, 0] &\cong X_{(0,1,0)} \\
A[0, 0, 1] &\cong (T^*[0, 2, 1]X)_{(0,0,1)} & M &\cong X_{(0,0,0)}
\end{align*}
\]

identify \(\pi_R\) with the relation \(\Pi_A\) shown in (5.1.5) under the correspondence described in [110] (and summarized in Remark 2.2.6). In particular, \(\pi_R\) is a Lagrangian \(NQ\) submanifold if and only if \(\Pi_A\) is a Courant relation. This proves the first direction.

On the other hand, suppose \(X\) is a Poisson \(NQ\)-manifold, and let \(A\) be the \(VB\)-Courant algebroid which the equivalence described in Proposition 3.2.1 associates to it. The cotangent Lie algebroid \(T^*[2]X\) is a graded Lie algebroid. Thus \(A[1] = (T^*[2]X)_{(1)}\) is a graded Lie subalgebroid over \(V[1]\). Equivalently, \(A\) is a \(LA\)-vector bundle. The compatibility between the Lie algebroid and Courant algebroid structures on \(A\) follows from the same argument as above.

Next, suppose that
\[
\begin{array}{ccc}
L & \to & W \\
\downarrow & & \downarrow \\
A' & \to & N
\end{array}
\]
is a \(VB\)-Dirac structure in \(A\) with support on \(A' \subseteq A\). As explained in [110] (see also Remark 2.2.6), \(L\) corresponds to a Lagrangian \(NQ\) submanifold \(\tilde{Y} \subseteq T^*[2]X\). Since \(L \subseteq A\) is a double vector subbundle, \(\tilde{Y} \subseteq T^*[2]X\) must be a subbundle, which implies that it is the conormal bundle
\[
\tilde{Y} = \text{ann}[2](TY) \subseteq T^*[2]X
\]
for some \(NQ\)-submanifold \(Y \subseteq X\). Now, \(L\) is a Lie subalgebroid of the Lie algebroid \(A \to V\) if and only if \(\text{ann}[2](TY) \subseteq T^*[2]X\) is a Lie subalgebroid of the cotangent Lie algebroid. Equivalently, \(Y \subseteq X\) is coisotropic.

Finally, the last statement follows from Proposition 3.2.1.

\[\square\]

**Corollary 5.2.1.** There is a one-to-one correspondence between integrable \(LA\)-Courant algebroids and source-simply-connected multiplicative Courant algebroids; and a one-to-one correspondence between \(LA\)-Dirac structures (with support) and multiplicative Dirac structures (with support) in the corresponding multiplicative Courant algebroid. Moreover, morphisms of \(LA\)-Manin pairs integrate to morphisms of multiplicative Manin pairs via this correspondence.

**Proof.** As described in [93], this follows directly from Proposition 5.2.1 and the general integration theory for Poisson manifolds. In more detail, suppose \(X\) is an integrable Poisson Lie-2-algebroid. The source simply connected groupoid \(\mathcal{G}\) integrating \(X\) is a degree 2 symplectic manifold. Since the flow of the homological vector field on \(X\) preserves the Poisson structure, it integrates to a symplectic \(\mathbb{R}[-1]\) action on \(\mathcal{G}\) by groupoid automorphisms, namely a compatible \(Q\) structure. By the correspondence described in [100, 110]...
between degree 2 symplectic $NQ$ manifolds and Courant algebroids, $\mathcal{G}$ corresponds to a multiplicative Courant algebroid (see [66, Section 5.1] for details).

Similarly, the general integration theory for Poisson manifolds shows that coisotropic $NQ$-submanifolds of $X$ integrate to Lagrangian $NQ$-subgroupoids of $\mathcal{G}$, i.e. multiplicative Dirac structures.

Finally, the proof of the last statement is found in [66, Proposition 11].

**Definition 5.2.2.** In this case, we say that the corresponding multiplicative Courant algebroid $\mathcal{G}$ integrates the $\mathcal{LA}$-Courant algebroid $\mathcal{A}$, or $\mathcal{G}$ differentiates to $\mathcal{A}$. Similarly terminology is used for corresponding $\mathcal{LA}$-Dirac structures and multiplicative Dirac structures.

**Example 5.2.1 (Standard Courant algebroids).** Let $G \rightarrow M$ be a (source simply connected) Lie groupoid, and $A \rightarrow M$ the corresponding Lie algebroid. Then the multiplicative Courant algebroid $\mathcal{T}G$ from Example 2.3.1 integrates the $\mathcal{LA}$-Courant algebroid $\mathcal{T}A$ from Example 5.1.5.

**Example 5.2.2 (Dirac Lie groups).** Let $(\mathfrak{d}, \mathfrak{g}; \mathfrak{h})$ be a Dirac Manin triple, and $(\mathcal{A}_{(\mathfrak{d}, \mathfrak{g}; \mathfrak{h})_\beta}, E_{(\mathfrak{d}, \mathfrak{g}; \mathfrak{h})_\beta})$ the $\mathcal{LA}$-Manin pair from Example 5.1.7. Then $(\mathcal{A}_{(\mathfrak{d}, \mathfrak{g}; \mathfrak{h})_\beta}, E_{(\mathfrak{d}, \mathfrak{g}; \mathfrak{h})_\beta})$ integrates to the simply connected Dirac Lie group described in [65] corresponding to $(\mathfrak{d}, \mathfrak{g}; \mathfrak{h})_\beta$.

In more detail, the $\mathcal{LA}$-Courant algebroid (5.1.9)

$$T\mathfrak{q} \times \mathfrak{d} \rightarrow \mathfrak{q}$$

integrates to the action Courant algebroid $(\mathfrak{q} \oplus \overline{\mathfrak{q}}) \times D$ where $D$ is the simply connected Lie groupoid integrating $\mathfrak{d}$ and $(\mathfrak{q} \oplus \overline{\mathfrak{q}})$ is the pair groupoid. $(\mathfrak{q} \oplus \overline{\mathfrak{q}})$ acts on $D$ via

$$(\xi, \eta) \rightarrow f(\eta)^L - f(\xi)^R, \quad \xi, \eta \in \mathfrak{q}$$

where $f(\xi)^L$ and $f(\xi)^R$ are the left and right invariant vector fields on $D$ with values $f(\xi)$ at the identity.

Meanwhile, the $\mathcal{LA}$-Dirac structure $T\mathfrak{g} \times \mathfrak{d}$ integrates to the multiplicative Dirac structure

$$(\mathfrak{g} \oplus \mathfrak{g}) \times D \subseteq (\mathfrak{q} \oplus \overline{\mathfrak{q}}) \times D.$$
Example 5.2.3 (Tangent prolongation of a Courant algebroid). The tangent prolongation $T\mathcal{E}$ of a Courant algebroid $\mathcal{E}$ integrates to the multiplicative Courant algebroid $\mathcal{E} \times \mathcal{E}$, endowed with the pair groupoid structure (or, more precisely, to the ‘fundamental groupoid’, the source simply connected cover of $\mathcal{E} \times \mathcal{E}$).

Suppose

$$L \rightarrow W$$

$$TM \rightarrow M$$

is an $\mathcal{L} \mathcal{A}$-Dirac structure in $T\mathcal{E}$ such that $L \subseteq TW$ is the foliation associated to a surjective submersion $W \to W_0$. Let $R := W \times_{W_0} W$ be the equivalence relation. Then $R \subseteq \mathcal{E} \times \mathcal{E}$ is the multiplicative Dirac structure integrating $L$.

Example 5.2.4. Suppose that a Lie group $G$ acts freely and properly on the Courant algebroid $\mathcal{E}$, by automorphisms. Then the Courant algebroid $$(\mathcal{E} \times \mathcal{E})/G,$$ where $G$ acts diagonally, is a multiplicative Courant algebroid over $\mathcal{E}/G$. Here the multiplication is

$$[e_1, e_2] \cdot [e_2, e_3] = [e_1, e_3]$$

for any $(e_1, e_2), (e_2, e_3) \in \mathcal{E} \times \mathcal{E}$, where $[e_1, e_2] \in (\mathcal{E} \times \mathcal{E})/G$ and $[e_2, e_3] \in (\mathcal{E} \times \mathcal{E})/G$ denote the respective equivalence classes.

The corresponding $\mathcal{L} \mathcal{A}$-Courant algebroid is $T\mathcal{E}/G$, as described in Example 5.1.2.

Remark 5.2.1 (A second supergeometric perspective). $\mathcal{L} \mathcal{A}$-Manin pairs are also equivalent to MP-algebroids, as introduced in [66]. We recall their definition here.

Definition 5.2.3 (MP-algebroid). An MP-algebroid is a graded Lie algebroid $P$, such that $P$ is also an MP-manifold, and

MPA-1 the Poisson structure on $P$ is linear, defining a Lie algebroid structure on $P^*$ (see [116]),

MPA-2 the Lie algebroid structures on $P$ and $P^*$ are compatible, so that $P$ is a Lie bialgebroid (see [81,119,121]), and

MPA-3 the action map $P \times \mathbb{R}[2] \to P$ is a Lie algebroid morphism, where $\mathbb{R}[2]$ is viewed as a trivial Lie algebra.

Morphisms of MP-algebroids are morphisms of Lie algebroids which are also morphisms of MP-manifolds.
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Outlook

6.1 Reduction of Courant algebroids

In this section, we apply the theory of $\mathcal{L}A$-Dirac structures and $\mathcal{V}B$-Dirac structures to the reduction of Courant algebroids. Reduction of Courant algebroids was first studied in \[13, 52, 68, 84, 114, 117, 130\], and further studied in \[9, 21, 41, 57, 58, 118\].

Recently, a very general and novel approach to reduction in terms of supergeometry has emerged in the work of Bursztyn, Cattaneo, Mehta, and Zambon \[12, 25, 26, 88\]. From such a supergeometric perspective, in Section 6.1.1 we reduce by coisotropic $NQ$-submanifolds of the degree 2-symplectic $NQ$-manifold corresponding to the Courant algebroid, while in Section 6.1.2 we reduce by presymplectic $NQ$-submanifolds.

6.1.1 Reduction via $\mathcal{L}A$-Dirac structures in $T\mathcal{E}$

Reduction is a process which lowers the dimensions of a given system through a combination of imposing constraints and quotienting out by symmetries. For a Courant algebroid $\mathcal{E}$, constraints correspond to specifying a subbundle $W \subseteq \mathcal{E}$, while symmetries correspond to specifying a linear foliation of $W$: that is, an $\mathcal{L}A$-subbundle $L$.

\[
\begin{array}{ccc}
L & \rightarrow & W \\
\downarrow & \downarrow & \subseteq \\
F & \rightarrow & S \\
\end{array}
\]

\[
\begin{array}{ccc}
T\mathcal{E} & \rightarrow & \mathcal{E} \\
\downarrow & \downarrow & \downarrow \\
TM & \rightarrow & M \\
\end{array}
\]

(Here $L \subseteq T\mathcal{E}|_W$ is the subbundle tangent to the leaves of the foliation). We say that $L$ is regular if the leaf space, $\mathcal{F}$, is a manifold and the quotient map, $p : W \rightarrow \mathcal{F}$, is a surjective submersion. In this section, we show that when $L$ is an $\mathcal{L}A$-Dirac structure (with support on $F$), $\mathcal{F}$ is naturally a Courant algebroid. Moreover, the composition

\[
gr(p) \circ gr(i)^\top : \mathcal{E} \rightarrow \mathcal{F}
\]

(6.1.1)

is a Courant relation, where $i : W \rightarrow \mathcal{E}$ denotes the inclusion and $gr(i)^\top : \mathcal{E} \rightarrow W$ is the transpose relation (cf. Section 2.1).

\[1\]By the Frobenius theorem.
Before proceeding, we make the following definition, abstracting the properties of the Courant relation \((6.1.1)\).

**Definition 6.1.1.** Suppose \(E\) and \(F\) are Courant algebroids, and let \(p_E : F \times E \to E\) and \(p_F : F \times F \to F\) denote the two projections. A Courant relation

\[
Q : E \longrightarrow F
\]

is called a *Courant reduction relation* if \(p_F|_Q : Q \to F\) is a surjective submersion, while \(p_E|_Q : Q \to E\) is an embedding.

We say that \(Q\) has *connected fibres* if the fibres of \(p_F|_Q : Q \to F\) are connected.

**Remark 6.1.1.** If two Courant reduction relations \(Q_1 : E_1 \longrightarrow E_2\) and \(Q_2 : E_2 \longrightarrow E_3\) compose cleanly, then their composition

\[
Q_2 \circ Q_1 : E_1 \longrightarrow E_2
\]

is a Courant reduction relation.

**Proposition 6.1.1.** Suppose

\[
\begin{array}{ccc}
L & \to & W \\
\downarrow & & \downarrow \\
F & \to & S
\end{array}
\quad
\begin{array}{ccc}
TE & \to & E \\
\downarrow & & \downarrow \\
TM & \to & M
\end{array}
\]

is a regular \(\mathcal{L}A\)-Dirac structure (with support). Let \(F\) denote the leaf space, and \(i : W \to E\) and \(p : W \to F\) denote the inclusion and the quotient map, respectively. Then there is a unique Courant algebroid structure on \(F\) such that

\[
Q_L := \text{gr}(p) \circ \text{gr}(i) : E \longrightarrow F
\]

(6.1.2)

is a Courant reduction relation with connected fibres. This defines a one-to-one correspondence between regular \(\mathcal{L}A\)-Dirac structures (with support) and Courant reduction relations with connected fibres.

**Lemma 6.1.1.** Suppose that \(Q : E \longrightarrow F\) is a Courant reduction relation. Then the Courant algebroid structure on \(F\) is uniquely determined by the Courant algebroid structure on \(E\) and the underlying vector bundle relation \(Q : E \longrightarrow F\).

**Proof.** By definition, the restriction of \(p_E\) to \(Q\) defines an isomorphism

\[
j := p_E|_Q : Q \to W_Q
\]

where the subbundle \(W_Q \subseteq E\) is the image of \(Q\) under \(p_E\). Similarly, the restriction of \(p_F\) to \(Q\) defines a surjective submersion

\[
p := p_F|_Q \circ j^{-1} : W_Q \to F.
\]
Suppose that $\sigma, \tau \in \Gamma(F)$ are any two sections, and let $\tilde{\sigma}, \tilde{\tau} \in \Gamma(E)$ be any extensions of $p^*\sigma, p^*\tau \in \Gamma(W_Q/W_Q^\perp)$ to all of $E$ i.e.

$$\tilde{\sigma} \sim_Q \sigma, \quad \tilde{\tau} \sim_Q \tau.$$ 

Since $Q$ is a Courant relation,

$$[[\tilde{\sigma}, \tilde{\tau}]] \sim_Q [[\sigma, \tau]],$$

$$\langle \tilde{\sigma}, \tilde{\tau} \rangle \sim_Q \langle \sigma, \tau \rangle,$$

which shows that the Courant bracket and metric on $F$ are uniquely determined by the corresponding structures on $E$.

Proof of Proposition 6.1.1. $\Rightarrow$ In light of Lemma 6.1.1, it suffices to show that there exists a Courant algebroid structure on $F$ such that (6.1.2) is a Courant reduction relation. We prove this fact in Proposition 6.1.2. However, here we offer an alternative proof which takes advantage of the theory presented in Section 5.2:

Let $N$ denote the base of the vector bundle $\mathbb{F} \to N$. $L$ integrates to the multiplicative Dirac structure $R = W \times_p W \subseteq E \times E$ with support on $S \times_N S \subseteq M \times M$.

Let $\sigma, \tau \in \Gamma(\mathbb{F})$ be any two sections, and suppose that $\tilde{\sigma}_1, \tilde{\sigma}_2, \tilde{\tau}_1, \tilde{\tau}_2 \in \Gamma(E)$ are such that their restrictions to $S$ are $p : W \to \mathbb{F}$ related to $\sigma$ and $\tau$, respectively, i.e.

$$\tilde{\sigma}_i \sim_{Q_L} \sigma, \quad \tilde{\tau}_i \sim_{Q_L} \tau, \quad (i = 1, 2).$$

Then $(\tilde{\sigma}_1, \tilde{\sigma}_2)|_{S \times_N S} \in \Gamma(R)$ and $(\tilde{\tau}_1, \tilde{\tau}_2)|_{S \times_N S} \in \Gamma(R)$. Hence

$$[[\tilde{\sigma}_1, \tilde{\tau}_1]], [[\tilde{\sigma}_2, \tilde{\tau}_2]]|_{S \times_N S} \in \Gamma(R)$$

namely, $[[\tilde{\sigma}_1, \tilde{\tau}_1]]|_S$ and $[[\tilde{\sigma}_2, \tilde{\tau}_2]]|_S$ are both $p : W \to \mathbb{F}$ related to the same section, which we denote by $[[\sigma, \tau]] \in \Gamma(\mathbb{F})$. In particular, $[[\sigma, \tau]]$ doesn’t depend on the extensions of $\sigma, \tau \in \Gamma(\mathbb{F})$ to sections of $E$.

Similarly,

$$\langle (\tilde{\sigma}_1, \tilde{\sigma}_2), (\tilde{\tau}_1, \tilde{\tau}_2) \rangle|_{S \times_N S} = 0,$$

so there exists a unique function, which we denote by $\langle \sigma, \tau \rangle \in C^\infty(N)$, such that

$$\langle \tilde{\sigma}_i, \tilde{\tau}_i \rangle|_S = p^*\langle \sigma, \tau \rangle$$

for $i = 1, 2$. In particular, $\langle \sigma, \tau \rangle$ doesn’t depend on the extensions of $\sigma, \tau \in \Gamma(\mathbb{F})$ to sections of $E$.

Since $E$ satisfies the axioms of a Courant algebroid, it follows directly that $\mathbb{F}$ endowed with this Courant bracket and fibre metric does too. Moreover, by construction, (6.1.2) is a Courant reduction relation.

$\Leftarrow$ Suppose next that

$$Q : E \to \mathbb{F}$$
is a Courant reduction relation with connected fibres. Let $p : W_Q \to \mathbb{F}$ be the surjective submersion described in the proof of Lemma 6.1.1.

Taking the tangent lift of $Q$ yields the $\mathcal{L}A$-Courant relation $TQ : T\mathcal{E} \to TF$ (cf. Example 5.1.1). The zero section $F \subseteq TF$ is an $\mathcal{L}A$-Dirac structure with support (cf. Example 5.1.3). Thus the composition $L_Q := F \circ TQ$ defines an $\mathcal{L}A$-Dirac structure with support,

$$
\begin{array}{ccc}
L_Q & \rightarrow & W_Q \\
\downarrow & & \downarrow \\
F_Q & \rightarrow & S_Q \\
\end{array}
\quad \subseteq \quad
\begin{array}{ccc}
T\mathcal{E} & \rightarrow & \mathcal{E} \\
\downarrow & & \downarrow \\
TM & \rightarrow & M \\
\end{array}
$$

Since $L_Q$ is defined as the composition of $TQ$ with the zero section of $TF \to \mathbb{F}$, we have

$$L_Q = \ker(dp) \subseteq TW_Q.$$

Namely, $L_Q$ is the subbundle tangent to the fibres of the surjective submersion

$$p : W_Q \to \mathbb{F}.$$ 

By assumption, this submersion has connected fibres, so $\mathbb{F}$ is canonically identified with the leaf space of $L_Q \subseteq TW_Q$.

By construction, the $\mathcal{L}A$-vector subbundle $L \subseteq T\mathcal{E}$ entirely determines the vector bundle relation $Q_L : \mathcal{E} \to \mathbb{F}$, and vice versa. Thus Lemma 6.1.1 shows that the constructions above invert each other, establishing the one-to-one correspondence.

\[\square\]

**Example 6.1.1.** Suppose $L \subseteq T\mathcal{E}$ is supported on all of $TM$, and let $(W, \nabla)$ be the corresponding pseudo-Dirac structure in $\mathcal{E}$ (cf. Theorem 4.1.1). Proposition 5.1.3 shows that $\nabla$ defines a flat connection on the pseudo-euclidean vector bundle $W/W^\perp$. Moreover if $\nabla$ defines a trivialization of $W/W^\perp$ with typical fibre $\mathfrak{d}$, then

$$W/W^\perp \cong \mathfrak{d} \times M$$

is isomorphic to an action Courant algebroid (cf. Example 2.2.12) for some quadratic Lie algebra structure on $\mathfrak{d}$.

In particular, the corresponding reduction of $\mathcal{E}$ is the quadratic Lie algebra $\mathfrak{d}$.

The following example is originally due to Courant [28], but was extended to arbitrary Courant algebroids in [18, 64].

**Example 6.1.2.** Suppose $\mathcal{E} \to M$ is a Courant algebroid, and $N \subseteq M$ is an embedded submanifold transverse to the anchor map. Then $C = a^{-1}(TN) \subseteq \mathcal{E}$ is a well defined subbundle. Let $i : N \to M$ denote the embedding, and consider the Courant morphism

$$P_i : i^\ast \mathcal{E} \to \mathcal{E},$$

canonically associated to the pull-back Courant algebroid $i^\ast \mathcal{E} \cong C/C^\perp$ [64] (cf. Definition 2.2.8).
The transpose relation
\[ P_i^\top : E \rightarrow i^!E \] (6.1.3)
is a Courant reduction relation.

The corresponding LA-Dirac structure is
\[
\begin{array}{ccc}
L & \rightarrow & C \\
\downarrow & & \downarrow & & \downarrow \underbrace{\cdots}_{\mathbb{C}} \\
N & \rightarrow & N \\
\end{array}
\quad 
\begin{array}{ccc}
TE & \rightarrow & E \\
\downarrow & & \downarrow \\
TM & \rightarrow & M \\
\end{array}
\]
\[ C^\perp \subseteq E \]

where \( L \) is the tangent bundle to the fibres of the quotient map \( C \rightarrow C/C^\perp \).

**Example 6.1.3.** Suppose that a Lie group \( G \) acts freely and properly by automorphisms on the Courant algebroid \( E \rightarrow M \). Let \( \mathbb{F} = E/G \) denote the quotient space. Then the quotient map
\[ p : E \rightarrow \mathbb{F} \]
is a Courant reduction relation. The corresponding LA-Dirac structure,
\[
\begin{array}{ccc}
L & \rightarrow & E \\
\downarrow & & \downarrow \\
F & \rightarrow & M \\
\end{array}
\quad 
\begin{array}{ccc}
TE & \rightarrow & E \\
\downarrow & & \downarrow \\
TM & \rightarrow & M \\
\end{array}
\]
\[ \subseteq \]

is the tangent bundle of the \( G \)-orbits.

The following example is due to Stienon and Xu [114] in the context of reducing generalized complex structures.

**Example 6.1.4.** Suppose that \( G \) is a Lie group acting on a manifold \( M \), and \( M_0 \subseteq M \) is an embedded submanifold on which \( G \) acts freely and properly. Let \( N := M_0/G \) denote the quotient space. Let
\[ R_i : TM_0 \rightarrow TM \]
and
\[ R_p : TM_0 \rightarrow TN \]
denote the standard lifts of the embedding and the quotient maps, \( i : M_0 \rightarrow M \) and \( p : M_0 \rightarrow N \) (cf. Example 2.2.14). Then their composition,
\[ R_p \circ R_i^\top : TM \rightarrow TN, \]
is a Courant reduction relation.
6.1.2 Reduction via $\mathcal{ VB}$-Dirac structures in $\mathcal{T}\mathcal{E}$

In the last section we considered a reduction procedure for a Courant algebroid $\mathcal{E}$ based on looking at a $\mathcal{LA}$-subbundle $L \subset \mathcal{T}\mathcal{E}$, and described a sufficient condition which guaranteed that the leaf space inherit the structure of a Courant algebroid. However, this set up is not general enough for certain applications. For example, the reduction procedure described by Bursztyn, Cavalcanti and Gualtieri [13] does not fit into this framework.

In this section we will describe a slightly more general framework, the analogue of Marsden-Ratiu reduction [83] for Poisson structures. Consider a double vector subbundle $L \subseteq \mathcal{T}\mathcal{E}$:

$$
\begin{array}{ccc}
L & \longrightarrow & W \\
\downarrow & \quad & \downarrow \\
E & \longrightarrow & S
\end{array}
\quad
\begin{array}{ccc}
\mathcal{T}\mathcal{E} & \longrightarrow & \mathcal{E} \\
\downarrow & \quad & \downarrow \\
TM & \longrightarrow & M
\end{array}
$$

(6.1.4)

Unlike in the previous section, we will no longer assume that $L$ is a Lie subalgebroid (i.e. describes a foliation of $W$). Instead we will assume that $L \cap \mathcal{T}W$ is a constant rank involutive subbundle, and the corresponding leaf space, $\mathcal{F}$, is a smooth vector bundle with base $N$. We let $p : W \to \mathcal{F}$ and $p_0 : S \to N$ denote the quotient maps. As we shall show, if $L$ is a $\mathcal{ VB}$-Dirac structure, then $\mathcal{F}$ naturally inherits the structure of a Courant algebroid.

**Proposition 6.1.2.** Let $\sigma, \tau \in \Gamma(\mathcal{F})$ and suppose $\tilde{\sigma}, \tilde{\tau} \in \Gamma(\mathcal{E})$ are extensions of $p^*\sigma$ and $p^*\tau$ respectively, which are tangent to $L \subset \mathcal{E}$ i.e.

$$
p \circ \tilde{\sigma}|_S = \sigma \circ p_0, \quad p \circ \tilde{\tau}|_S = \tau \circ p_0,
$$

(6.1.5a)

and

$$
\tilde{\sigma}_T|_E, \tilde{\tau}_T|_E \in \Gamma(L, E).
$$

(6.1.5b)

If $\mathcal{L}$ is a $\mathcal{ VB}$-Dirac structure, then there exists a unique section $[\sigma, \tau] \in \Gamma(\mathcal{F})$ and a unique function $\langle \sigma, \tau \rangle \in C^\infty(N)$ such that

$$
p \circ [\tilde{\sigma}, \tilde{\tau}]|_S = [\sigma, \tau] \circ p_0
$$

(6.1.6a)

and

$$
p \circ \langle \tilde{\sigma}, \tilde{\tau} \rangle = \langle \sigma, \tau \rangle \circ p_0.
$$

(6.1.6b)

Moreover, neither $[\sigma, \tau]$ nor $\langle \sigma, \tau \rangle$ depend on the choice of the extensions $\tilde{\sigma}, \tilde{\tau} \in \Gamma(\mathcal{E})$. Finally, the resulting bracket and pairing on $\Gamma(\mathcal{F})$ endow $\mathcal{F}$ with the structure of a Courant algebroid.

In this reduction procedure, the double vector subbundle $L \cap \mathcal{T}W \subseteq \mathcal{E}$ serves to define the foliation whose leaf space, $\mathcal{F}$, interests us. The purpose of the larger double vector subbundle $L \subseteq \mathcal{E}$ is to control how one extends sections of $\mathcal{F}$ to sections of $\mathcal{E}$.

The following proof of Proposition 6.1.2 is an adaptation of the proof of [13, Theorem 3.3].
Proof. We call any section $\tilde{\sigma} \in \Gamma(E)$ an $L$-controlled extension of $\sigma \in \Gamma(F)$ if Eqs. 6.1.5 hold.

First, we show that a section $[\sigma, \tau] \in \Gamma(F)$ satisfying Eq. (6.1.6a) exists. The sections $\tilde{\sigma}, \tilde{\tau} \in \Gamma(E)$ are tangent to $L$ if and only if their respective tangent lifts are sections of $L \to E$, i.e. Eq. (6.1.5b) holds. Consequently, since $L$ is a VB-Dirac structure, Eq. (6.1.5b) implies

$$[\tilde{\sigma}, \tilde{\tau}]|_{E} := [\tilde{\sigma}_{T}, \tilde{\tau}_{T}]|_{E} \in \Gamma(L, E).$$

Since $[\tilde{\sigma}, \tilde{\tau}]$ is tangent to $L$ (and thus also to $L \cap TW$), it follows that there exists a unique section $[\sigma, \tau] \in \Gamma(F)$ satisfying Eq. (6.1.6a).

Similarly, since $L$ is Lagrangian, Eq. (6.1.5b) implies

$$<\tilde{\sigma}, \tilde{\tau}>_T := <\tilde{\sigma}_{T}, \tilde{\tau}_{T}>|_{E} = 0.$$

In particular, $d<\tilde{\sigma}, \tilde{\tau}> = <\tilde{\sigma}, \tilde{\tau}>_T$ vanishes on $E \cap TS$, so there exists a unique function $<\sigma, \tau> \in C^\infty(N)$ satisfying Eq. (6.1.6b).

Next, we need to show that $[\sigma, \tau]$ and $<\sigma, \tau>$ do not depend on the choice of $L$-controlled extensions $\tilde{\sigma}, \tilde{\tau} \in \Gamma(E)$. Suppose that $\tilde{\tau}' \in \Gamma(E)$ satisfies Eqs. 6.1.5. Since $L$ is Lagrangian, Proposition 3.1.3 shows its core must be $W \perp$:

$${\begin{array}{c}
L \xrightarrow{W} W \xrightarrow{TE} E
\end{array}}$$

Meanwhile the core of $TW$ is $W$, the subbundle of vertical vectors along $S \subseteq W$ (cf. Example 2.5.4 and Fig. 2.1):

$${\begin{array}{c}
TW \xrightarrow{W} W \xrightarrow{TE} E
\end{array}}$$

Thus the core of $L \cap TW$ is $W \cap W \perp$. It follows that $p_*F \cong W/(W \cap W \perp)$. Hence $\hat{\tau} := \tilde{\tau} - \tilde{\tau}'$ satisfies $\hat{\tau}|_S \in \Gamma(W \cap W \perp)$ and $\hat{\tau}_T \in \Gamma(L, E)$. Let $v \in \Gamma(E)$ be any section such that $v|_S \in \Gamma(W)$ and $v_T \in \Gamma(L, E)$. Then

$$<[\tilde{\sigma}, \hat{\tau}], v>|_S = a(\tilde{\sigma})<\hat{\tau}, v>|_S - <\hat{\tau}, [\tilde{\sigma}, v]>|_S. \quad (6.1.7)$$

Now $a(W) \subseteq TS$ and $<\hat{\tau}, v>|_S = 0$, so the first term on the right hand side of Eq. (6.1.7) vanishes. Furthermore, since $[\tilde{\sigma}, v]|_T := [\tilde{\sigma}_T, v_T]|_E \in \Gamma(L, E)$, it follows that $[\hat{\sigma}, v]|_S \in \Gamma(W)$, thus the last term in Eq. (6.1.7) vanishes. Since the right hand side of Eq. (6.1.7) vanishes, we see that

$$[\tilde{\sigma}, \hat{\tau}]|_S \in \Gamma(W \perp \cap W).$$
Since the map \( p : W \to \mathbb{F} \) factors through the map \( W \to W/(W \cap W^\perp) \), we conclude that
\[
p \circ [\tilde{\sigma}, \tilde{\tau}]|_S = p \circ [\tilde{\sigma}', \tilde{\tau}']|_S.
\]
This shows that \([\sigma, \tau]\) doesn’t depend on the choice of \(L\)-controlled extension \(\tilde{\tau}\).

To show that \([\sigma, \tau]\) doesn’t depend on the choice \(\tilde{\sigma}\), suppose that \(\tilde{\sigma}' \in \Gamma(\mathbb{E})\) satisfies Eqs. 6.1.5 Let \(\hat{\sigma} = \tilde{\sigma} - \tilde{\sigma}'\), so that \(\hat{\sigma}|_S \in \Gamma(W^\perp \cap W)\). Then
\[
\langle v, a^* d\langle \tilde{\tau}, \hat{\sigma}\rangle \rangle|_S = a(v)\langle \tilde{\tau}, \hat{\sigma}\rangle|_S = 0
\]
for any section \(v \in \Gamma(\mathbb{E})\) satisfying \(v|_S \in \Gamma(W)\). This shows that \(a^* d\langle \tilde{\tau}, \hat{\sigma}\rangle|_S \in \Gamma(W^\perp)\). Now the left hand side of
\[
[\hat{\sigma}, \tilde{\tau}]|_S = -[\tilde{\tau}, \hat{\sigma}]|_S + a^* d\langle \tilde{\tau}, \hat{\sigma}\rangle|_S
\]
lies in \(\Gamma(W)\) while both terms on the right hand side lie in \(\Gamma(W^\perp)\), so
\[
[\hat{\sigma}, \tilde{\tau}]|_S \in \Gamma(W \cap W^\perp).
\]
We conclude that
\[
p \circ [\tilde{\sigma}, \tilde{\tau}]|_S = p \circ [\tilde{\sigma}', \tilde{\tau}']|_S.
\]
This shows that \([\sigma, \tau]\) doesn’t depend on the choice of \(L\)-controlled extension \(\tilde{\sigma}\) or \(\tilde{\tau}\).

We have shown that \(\Gamma(\mathbb{F})\) carries both a well defined bracket and a well defined pairing. It remains to show that these structures endow \(\mathbb{F}\) with the structure of a Courant algebroid. Since \(p^* \mathbb{F} \cong W/(W \cap W^\perp)\), the bundle metric on \(\mathbb{F}\) is non-degenerate. To show that the bracket on \(\mathbb{F}\) satisfies (c1) of Definition 2.2.5 (the Jacobi identity), note that for any \(L\)-controlled extensions \(\tilde{\sigma}\) and \(\tilde{\tau}\) of \(\sigma \in \Gamma(\mathbb{E})\) and \(\tau \in \Gamma(\mathbb{F})\), respectively,
\[
[\hat{\sigma}, \tilde{\tau}]|_E = [\tilde{\sigma}_T, \tilde{\tau}_T]|_E \in \Gamma(L, E)
\]
so that \([\hat{\sigma}, \tilde{\tau}]\) is an \(L\)-controlled extension of \([\sigma, \tau]\). Since the Jacobi identity holds for sections of \(\mathbb{E}\), it holds (in particular) for \(L\)-controlled extensions of sections of \(\mathbb{F}\). In turn, since it holds for their \(L\)-controlled extensions, the Jacobi identity must hold for sections of \(\mathbb{F}\). Similar arguments establish (c2) and (c3) of Definition 2.2.5.

**Remark 6.1.2 (Supergeometric perspective on Proposition 6.1.2).** VB-Dirac structures in \(T\mathbb{E}\) are in one-to-one correspondence with \(NQ\)-submanifolds of the degree 2 symplectic \(NQ\)-manifold \(X\) corresponding to \(\mathbb{E}\) (see Proposition 5.2.1 for details). An analogous argument to the one Cattaneo and Zambon developed for degree 1 symplectic \(NQ\)-manifolds should show that presymplectic \(NQ\)-submanifolds of \(X\) are in one-to-one correspondence with VB-Dirac structures of the form Eq. (6.1.4) such that \(L \cap TW\) is an involutive subbundle. Thus the reduction procedure described in this section can be interpreted as presymplectic reduction of supermanifolds, as is done in [25, 26] for the reduction of Poisson structures.

The supergeometric perspective on the reduction of Courant algebroids is developed in great generality by Bursztyn, Cattaneo, Mehta and Zambon [12].
Example 6.1.5. Recall from Example 3.4.3 that Bursztyn, Cavalcanti and Gualtieri’s reduction procedure \cite{13} for an exact Courant algebroid \( E \) defines a \( \mathcal{VB} \)-Dirac structure \( L \subseteq T \mathcal{E} \). Proposition 6.1.2 shows that the resulting quotient,

\[
(K^\perp/(K \cap K^\perp))/G,
\]

inherits the structure of a Courant algebroid. (In fact, as mentioned above, the proof of Proposition 6.1.2 is just an adaptation of their proof of \cite[Theorem 3.3]{13}).

6.2 Integration of q-Poisson \((\mathfrak{d}, g)\)-structures

There is a one-to-one correspondence between integrable Poisson structures and source-simply-connected symplectic groupoids \cite{27,31,32,82,123}. q-Poisson \((\mathfrak{d}, g)\)-structures (see Example 2.2.15) are a slight generalization of Poisson structures, and it is natural to ask if they integrate to some generalization of a symplectic groupoid. For the special case of q-Poisson \((\mathfrak{d} \oplus \mathfrak{d}, \mathfrak{d})\)-structures, this was accomplished in \cite{66}. In this section, we will treat the general case, but first we develop some background.

6.2.1 A canonical morphism

Suppose \((\mathcal{E}, A)\) is a Manin pair. There are two \( \mathcal{LA} \)-Manin pairs canonically associated to it, \((T \mathcal{A}, T \mathcal{A}^{flip})\) (cf. Example 5.1.5):

\[
\begin{array}{ccc}
TA & \rightarrow & TM \\
\downarrow & & \downarrow \\
A & \rightarrow & M
\end{array}
\quad \begin{array}{ccc}
TA & \rightarrow & TM \oplus A^* \\
\downarrow & & \downarrow \\
A & \rightarrow & M
\end{array}
\quad \begin{array}{ccc}
TA & \rightarrow & TM \oplus A^* \\
\downarrow & & \downarrow \\
A & \rightarrow & M
\end{array}
\]

and \((T \mathcal{E}, T \mathcal{A})\) (cf. Example 5.1.1):

\[
\begin{array}{ccc}
TA & \rightarrow & T \mathcal{A} \\
\downarrow & & \downarrow \\
TM & \rightarrow & M
\end{array}
\quad \begin{array}{ccc}
T \mathcal{E} & \rightarrow & \mathcal{E} \\
\downarrow & & \downarrow \\
TM & \rightarrow & M
\end{array}
\]

Lemma 6.2.1. For any Manin pair \((\mathcal{E}, A)\), there is a canonical \( \mathcal{LA} \)-Courant morphism

\[
\begin{array}{ccc}
TA & \rightarrow & TM \oplus A^* \\
\downarrow & & \downarrow \\
A & \rightarrow & M
\end{array}
\quad \begin{array}{ccc}
T \mathcal{E} & \rightarrow & \mathcal{E} \\
\downarrow & & \downarrow \\
TM & \rightarrow & M
\end{array}
\]

over the restriction of the anchor map \( a : \mathcal{E} \rightarrow TM \) to \( A \), such that

\[
K : (T \mathcal{A}, T \mathcal{A}^{flip}) \rightarrow (T \mathcal{E}, T \mathcal{A}), \quad (6.2.1)
\]

is a morphism of \( \mathcal{LA} \)-Manin pairs.
Proof. Let $P$ be the Poisson principal $\mathbb{R}[2]$ bundle corresponding to the Manin pair $(\mathcal{E}, A)$, as described in [17,109] (or see Remark 2.2.8).

The Poisson structure $\pi_P$ on $P$ defines an $\mathbb{R}[0,2]$-equivariant morphism of Lie bialgebroids $\pi^*_P : T^*[1,1]P \rightarrow T[1,0]P$. Therefore,

$$\pi^*_P : T^*[1,1]P/\mathbb{R}[0,2] \rightarrow T[1,0]P/\mathbb{R}[0,2]$$

is a morphism of Lie bialgebroids. But

$$T^*[1,1]P/\mathbb{R}[0,2] \cong T^*[1,1]A[1,0]$$

by the Legendre transform. Therefore, (6.2.2) is is equivalent to a morphism of $\mathcal{LA}$-Manin pairs

$$(\mathbb{T}A, TA^{flip}) \rightarrow (\mathbb{E}, A)$$

as described in Remark 6.2.1.

Remark 6.2.1. The global version of Lemma 6.2.1 is explained in [17, § 4.2], following [16,53]. Namely, if the Lie algebroid $A$ integrates to a source simply connected groupoid $G$, then there is a morphism of multiplicative Manin pairs

$$(\mathbb{T}G, TG) \rightarrow (\mathbb{E}, A) \times (\mathbb{E}, A)$$

over $(t, s) : G \rightarrow M \times M$, where $s$ and $t$ are the source and target maps respectively.

It will be useful to describe this morphism of $\mathcal{LA}$-Manin pairs in classical terms, which we shall do in Proposition 6.2.1 after introducing some new notation in the next section.

Some vector fields

For any $f \in C^\infty(M)$, $\tau \in \Gamma(\mathcal{E})$, the functions $q_{\mathcal{E}/M}^*f$ and $\langle \tau, \cdot \rangle$ are respectively constant and linear along the fibres of $\mathcal{E}$. Any section $\sigma \in \Gamma(\mathcal{E})$ defines two infinitesimal flows $\text{Drf}_\sigma, \text{Trl}_\sigma \in \mathfrak{X}(\mathbb{E})$ on $\mathcal{E}$ [100][113] (see also [13][51][52][114]), by

$$\text{Drf}_\sigma \cdot q_{\mathcal{E}/M}^*f = q_{\mathcal{E}/M}^*(a(\sigma) \cdot f), \quad \text{Drf}_\sigma \cdot \langle \tau, \cdot \rangle = \langle [\sigma, \tau], \cdot \rangle,$$

$$\text{Trl}_\sigma \cdot q_{\mathcal{E}/M}^*f = 0, \quad \text{and} \quad \text{Trl}_\sigma \cdot \langle \tau, \cdot \rangle = q_{\mathcal{E}/M}^*\langle \sigma, \tau \rangle. \quad (6.2.4)$$

(The notation Drf refers to the Dorfman bracket [35] and Trl refers to fibrewise translation). For $f \in C^\infty(M)$, we have

$$\text{Trl}_{f\sigma} = q_{\mathcal{E}/M}^*f \text{Trl}_\sigma, \quad \text{and} \quad \text{Drf}_{f\sigma} = q_{\mathcal{E}/M}^*f \text{Drf}_\sigma + \langle a^*df, \cdot \rangle \text{Trl}_\sigma - \langle \sigma, \cdot \rangle \text{Trl}_{a^*df}, \quad (6.2.5)$$

as can be checked from Definition 2.2.5 and Eqs. 6.2.4.

Lemma 6.2.2. The vector fields $\text{Drf}_\tau$ and $\text{Trl}_\tau$ satisfy the following commutation relations

$$[\text{Drf}_\sigma, \text{Drf}_\tau] = \text{Drf}_{[\sigma, \tau]}, \quad [\text{Drf}_\sigma, \text{Trl}_\tau] = \text{Trl}_{[\sigma, \tau]}, \quad (6.2.6)$$

$$[\text{Trl}_\sigma, \text{Drf}_\tau] = \text{Trl}_{(\langle a^*d(\sigma, \tau) \rangle - [\sigma, \tau])}, \quad [\text{Trl}_\sigma, \text{Trl}_\tau] = 0 \quad (6.2.7)$$

for any $\sigma, \tau \in \Gamma(\mathcal{E})$.  

Proof. Let \( f \in C^\infty(M) \) and \( v \in \Gamma(E) \).

\[
[Drf_\sigma, Drf_\tau](\langle v, \cdot \rangle + q^*_E/M f) = \langle \sigma\tau, v \rangle - \langle \sigma, \tau \rangle f + g^*_E/M[a(\sigma), a(\tau)] f
\]

\[
= \langle \sigma\tau, v \rangle + q^*_E/M[a(\sigma), a(\tau)] f
\]

\[
= Drf_{[\sigma, \tau]}(\langle v, \cdot \rangle + q^*_E/M f)
\]

\[
[Drf_\sigma, Trl_\tau](\langle v, \cdot \rangle + q^*_E/M f) = q^*_E/M(a(\sigma)\langle v, \tau \rangle - \langle \sigma, \tau \rangle) + q^*_E/M(a(\sigma)\langle v, \cdot \rangle) = Trl_{[\sigma, \tau]}(\langle v, \cdot \rangle + q^*_E/M f)
\]

From this it follows that

\[
[Trl_\sigma, Drf_\tau] = Trl_{-[\tau, \sigma]} = Trl_{[\sigma, \tau] - a^*d(\sigma, \tau)}.
\]

And the fact that \([Trl_\sigma, Trl_\tau] = 0\) is immediate from Eqs. 6.2.4.

The morphism of Manin pairs \((TA, TA^{flip}) \to (TE, TA)\)

Proposition 6.2.1. The morphism of Manin pairs

\[
K: (TA, TA^{flip}) \to (TE, TA),
\]

\[\text{described in Lemma 6.2.1 is given explicitly by a Dirac structure } K \subset TE \times T^\ast A \text{ with support on } \text{gr}_{a|A}, \text{ the graph of the anchor map } a|A : A \to TM. \text{ For any } a \in A, \text{ the fibre of } K \text{ at the point } (a(a), a) \text{ is spanned by the elements}
\]

\[
(a^*\alpha_C; (0, \alpha)), \text{ and } (\sigma_T + \tau_C; (Drf_\sigma + Trl_\tau, d(\sigma, \cdot)|_A) |_{(a(a), a)}
\]

subject to the requirement \((Drf_\sigma + Trl_\tau)|_a \in T_a A. \text{ Here } \alpha \in T^\ast_{a(a)} M, \text{ and } \sigma, \tau \in \Gamma(E)\).

Proof. Let \( K' \) denote the Dirac structure with support on \( \text{gr}(a) \) defined in Lemma 6.2.1. Once a Lagrangian subbundle \( B \subset E \) transverse to \( A \) has been chosen, the morphisms of Manin pairs (6.2.1) and (6.2.8) are both determined by a comorphism of Lie algebroids

\[TA^{flip} \to TA\]

together with the respective Lagrangian subbundles

\[TB \circ K' \subset TA \text{ and } TB \circ K \subset TA\]

transverse to \( TA^{flip} \).

We first show that \( K' \) determines the same comorphism (6.2.10) as \( K \). Let \( \sigma \in \Gamma(A) \). For the sake of brevity, we identify \( \sigma \) with the degree \((0, 1)\) function \( \langle \sigma, \cdot \rangle \) on \( P \to A^*\{0, 1\} \). Let \( p : T[1, 0]P \to P \) and \( p' : T^*\{1, 1\} P \to P \) denote the canonical projections. Then the pull back of \( p^*\sigma \) under (6.2.2) is just

\[
(\pi_p^2)^*p^*\sigma = p'^*\sigma,
\]
which is identified with the vector field $\text{Trl}_\sigma$ by the Legendre transform (6.2.3). Meanwhile, the degree $(0,1)$ function $p^*\sigma$ is identified with $\sigma_C \in \Gamma_C(TE, TM)$. So, we have

$$(\text{Trl}_\sigma, 0) \sim_{K'} \sigma_C.$$  

(6.2.12)

On the other hand, the pull back under (6.2.2) of the degree $(1,1)$ function $d\sigma$ is the Hamiltonian vector field

$$\{\sigma, \cdot\}_{\pi_P} := (\pi_P^\sharp)^*d\sigma,$$

which under the Legendre transform (6.2.3) is identified with the vector field $\text{Drf}_\sigma$. Meanwhile the degree $(1,1)$ function $d\sigma$ is identified with $\sigma_T \in \Gamma_l(TM)$, so we have

$$(\text{Drf}_\sigma, 0) \sim_{K'} \sigma_T.$$  

(6.2.13)

It follows from Eqs. (6.2.9), (6.2.12) and (6.2.13) that $K$ and $K'$ both define the same comorphism of Lie algebroids $TA$. It follows from Eqs. (6.2.9), (6.2.12) and (6.2.13) that $K$ and $K'$ both define the same comorphism of Lie algebroids $TA$.

Next we show that $TB \circ K' = TB \circ K$. Choosing the Lagrangian complement $B \subset E$ endows $A$ with the structure of a Lie quasi-bialgebroid. This determines the following data:

- A trivialization $\text{triv} : P \to \mathbb{R}[0,2] \times A^*[0,1]$ (cf. [17, 109] or Remark 4.1.5). If $t$ is the standard coordinate on $\mathbb{R}[0,2]$, let $s := \text{triv}^*t$ be the corresponding degree $(0,2)$ function on $P$.

- The degree $(0,1)$ vector field $Q := \{s, \cdot\}_{\pi_P}$ on $A^*[0,1]$ (see [17,109]).

- A bivector field $\Pi_B$ on $A$, which is identified with $Q$ under the Legendre transform (6.2.3). Hence

$$\Pi_B(d\langle \sigma, \cdot, d\langle \tau, \cdot \rangle \rangle) = \langle [\sigma, \tau], \cdot \rangle, \quad \sigma, \tau \in \Gamma(B)$$
$$\Pi_B(df, d\sigma, \cdot) = -\mathbf{a}(\sigma) \cdot f, \quad f \in C^\infty(M), \sigma \in \Gamma(B)$$
$$\Pi_B(df, dg) = 0 \quad f, g \in C^\infty(M).$$

(See Roytenberg’s original paper on quasi-Lie bialgebroids [101], or [17 Section 3.2])

The function $ds : T[1,0]P/\mathbb{R}[0,2] \to \mathbb{R}[1,2]$ trivializes the MP-algebroid $T[1,0]P/\mathbb{R}[0,2]$ and pulls back to

$$(\pi_P^\sharp)^*ds = \{s, \cdot\} = Q,$$

which is identified with $\Pi_B$ under the Legendre transform (6.2.3). Therefore

$$TB \circ K' = \text{gr}_{\Pi_B} := \{(\Pi_B^\sharp(\alpha), \alpha) \mid \alpha \in T^*A\} \subset TA.$$  

(6.2.15)

We must calculate $TB \circ K$ to compare the two. Let $\text{pr}_A : E \to A$ and $\text{pr}_B : E \to B$ denote the two projections along $B$ and $A$ respectively. Then from Eq. (6.2.9) we see that for any $f \in C^\infty(M)$,

$$(-\text{Trl}_{\text{pr}_A(a^*df)}, df) \sim_K \text{pr}_B(a^*df)_C.$$  

(6.2.16a)

To proceed further, we need the following Lemma.
Lemma 6.2.3. For any $\sigma \in \Gamma(E)$, and any extension of $a \in A$ to a section $\tilde{a} \in \Gamma(A)$, the vector field $Drf_\sigma + Trl_{[\sigma, \tilde{a}]}$ is tangent to $A$ at $a$.

Proof. To show this, let $\tau \in \Gamma(A)$, then
\[
(Drf_\sigma + Trl_{[\sigma, \tilde{a}]})\langle \tau, \cdot \rangle|_a = \langle [\sigma, \tau], a \rangle + \langle \tau, [\sigma, \tilde{a}] \rangle = a(\sigma)\langle \tau, \tilde{a} \rangle = 0
\]
In the last line we used the fact that $A$ is a Lagrangian subbundle of $E$. Since the ideal of functions vanishing on $A \subset E$ is generated by the functions $\langle \tau, \cdot \rangle$ for $\tau \in \Gamma(A)$, the claim follows.

It follows from Lemma 6.2.3 and (6.2.9) that for any $\sigma \in \Gamma(B)$
\[
(Drf_\sigma + Trl_{pr_B[\sigma, \tilde{a}]})\langle d\langle \cdot, \cdot \rangle, df \rangle, \text{ and } (Drf_\sigma + Trl_{pr_B[\sigma, \tilde{a}]})\langle d\langle \cdot, \cdot \rangle \rangle.
\]
Since the right hand side of Eqs. (6.2.16a) and (6.2.16b) are in $TB$, we may deduce that $(TB \circ K)_a$ is spanned by elements of the form
\[
(\text{Tr}_{pr_A}(a^*df), df), \text{ and } (Drf_\sigma + Trl_{pr_B[\sigma, \tilde{a}]})\langle d\langle \cdot, \cdot \rangle \rangle.
\]
This shows that $B \circ K$ is the graph of a bivector $\Pi_K$ satisfying
\[
\Pi_K(d\langle \cdot, \cdot \rangle, d\langle \tau, \cdot \rangle) := (Drf_\sigma + Trl_{pr_B[\sigma, \tilde{a}]})\langle \tau, \cdot \rangle|_a = \langle [\sigma, \tau], a \rangle, \sigma, \tau \in \Gamma(B)
\]
\[
\Pi_K(df, d\langle \cdot, \cdot \rangle) := -Trl_{pr_A(a^*df)}\langle \sigma, \cdot \rangle|_a = -a(\sigma) \cdot f, \quad f \in C^\infty(M), \sigma \in \Gamma(B)
\]
\[
\Pi_K(df, dg) := -Trl_{pr_A(a^*df)}dg|_a = 0, \quad f, g \in C^\infty(M).
\]
Comparison with Eqs. 6.2.14 shows that $\Pi_K = \Pi_B$ and thus $B \circ K = B \circ K'$, which concludes the proof. \hfill \Box

6.2.2 Transfer of data

Let $F \rightarrow N$ be a Courant algebroid. The Manin pair $(\mathbb{T}M, TM)$ is canonically associated to the manifold $M$. Consequently, in a morphism of Manin pairs
\[
K : (\mathbb{T}M, TM) \longrightarrow (F, A)
\]
over the map $\phi : M \rightarrow N$, all the interesting information is stored in the morphism $K$ itself. However, we can reorganize the information stored in (6.2.17), and replace it with
\[
P_\phi : (\phi^*F, K|_{gr(\phi)}) \longrightarrow (F, A).
\]
The advantage of (6.2.18) is that the morphism $P_\phi$ is canonically associated to the map $\phi$ and the Courant algebroid $F$ (see Section 2.2.3 for details). Therefore, in (6.2.18), all the interesting information is stored in the Manin pair $(\phi^*F, K|_{gr(\phi)})$. 


In more detail, assume that \( d\phi : TM \to TN \) is transverse to the anchor map \( a : F \to TN \). Let \( \phi^!F \) denote the pull-back of \( F \) along \( \phi \) (cf. Definition 2.2.8), and
\[
P_{\phi} : \phi^!F \to F
\]
denote the canonically associated Courant morphism over the graph of \( \phi \) (cf. Remark 2.2.8).

Recall from Remark 2.2.8 that \( \phi^!F := C/C^\perp \), where
\[
C = a^{-1}(T \operatorname{gr}(\phi)) \subseteq E \times \overline{TM}.
\]
(6.2.19)

Since \( K \) has support on the graph of \( \phi \),
\[
K|_{\operatorname{gr}(\phi)} := K/C^\perp \subseteq \phi^!F
\]
is a Dirac structure [65, Proposition 1.4].

**Lemma 6.2.4.**
\[
P_{\phi} : (\phi^!F, K|_{\operatorname{gr}(\phi)}) \to (F, F)
\]
is a morphism of Manin pairs.

**Proof.** Note, that both conditions m1) and m2) in Definition 2.2.7 make sense for arbitrary quadratic vector bundles. Thus, we make the following provisional definition: Suppose that \( E_1 \) and \( E_2 \) are two quadratic vector bundles over \( M_1 \) and \( M_2 \), respectively, \( E_1 \subset E_1 \) and \( E_2 \subset E_2 \) are two Lagrangian subbundles. A weak morphism of Manin pairs
\[
R : (E_1, E_1) \to (E_2, E_2)
\]
is a vector bundle relation \( R : E_1 \to E_2 \), supported on the graph of a map \( M_1 \to M_2 \), such that

wm1) \( E_1 \cap \ker(R) = 0 \),

wm2) \( R \circ E_1 \subseteq E_2 \).

Consider the direct product
\[
\tilde{I} := F_\Delta \times TM \subseteq F \times F \times TM,
\]
of the diagonal Dirac structure (with support) \( F_\Delta \subseteq F \times F \) and the Dirac structure \( TM \subseteq TM \) (cf. Examples 2.2.10 and 2.2.13). It defines a Courant morphism
\[
\tilde{I} : F \times \overline{TM} \to F
\]
over the projection \( N \times M \to N \).

Let \( I := |\tilde{I}|_{N \times \operatorname{gr}(\phi)} \) and \( B = (F \times \overline{TM})|_{\operatorname{gr}(\phi)} \).

**Claim 1.** \( I : (B, K) \to (F, F) \) is a weak morphism of Manin pairs
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First we show that (wm1) holds:

\[
(\{0\} \times K) \cap I = (\{0\} \times K) \cap (F_\Delta \times TM) = \{0\} \times (K \cap (\{0\} \times TM)).
\]

Since \( K : (TM, TM) \rightarrow (F, F) \) is a morphism of Manin pairs, \( K \cap (\{0\} \times TM) = \{0\} \), and therefore \( (\{0\} \times K) \cap I = \{0\} \). This shows that (wm1) holds.

Next we show that (wm2) holds:

\[
I \circ K = F_\Delta \circ K \circ TM = K \circ TM.
\]

Since \( K : (TM, TM) \rightarrow (F, F) \) is a morphism of Manin pairs, \( K \circ TM \subseteq F \). Hence

\[
I \circ K \subseteq F,
\]

which shows that (wm2) holds.

Let \( Q : B \rightarrow \phi^!F \) be the Lagrangian relation defined by the quotient map \( C \rightarrow C/C^\perp =: \phi^!F \), where \( C \subseteq F \times TM \) is given in Eq. (6.2.19).

Claim 2. \( Q^\top : (\phi^!F, K|_{gr(\phi)}) \rightarrow (B, K) \) is a weak morphism of Manin pairs.

Since \( K \) is supported on the graph of \( \phi : M \rightarrow N \), \( K \subseteq C \), and hence \( C^\perp \subseteq K \). It follows that

\[
Q^\top \circ K|_{gr(\phi)} = K,
\]

so (wm2) holds. Moreover, \( \ker(Q^\top) = 0 \), so (wm1) holds.

From Remark 2.2.8 we have \( P_\phi = I \circ Q^\top \). Therefore,

\[
P_\phi : (\phi^!F, K|_{gr(\phi)}) \rightarrow (F, F)
\]

is a weak morphism of Manin pairs. Since \( P_\phi \subseteq F \times \phi^!F \) is also a Dirac structure (with support), Eq. (6.2.21) is a morphism of Manin pairs.

\[
\square
\]

Remark 6.2.2. In the special case where \( F \) is exact, Lemma 6.2.4 was proven in [17, Theorem 3.7].

If one wishes to recover the (6.2.17) from (6.2.18), one may use the following lemma:

**Lemma 6.2.5.** Let \((F, F)\) be a Manin pair over the manifold \(N\), and let \(K : (TM, TM) \rightarrow (F, F)\) be a morphism of Manin pairs over \(\phi : M \rightarrow N\). Then \(K = P_\phi \circ J\), where \(P_\phi\) is as Section 2.2.3 and \(J := J_{K|_{gr(\phi)}}\) is described in Example 2.2.16.

**Proof.** Let \(C = \{(x; v, \mu) \in F \times TM \mid (d\phi)(v) = a_F(x)\}\), where \(a_F : F \rightarrow TN\) is the anchor map.

Suppose that

\[
(v, \mu) \sim_K x
\]
for $x \in \mathbb{F}$ and $(v, \mu) \in \mathbb{T}M$. Suppose that $(x; v, \mu) \in K \subset C$ maps to

$$(x; v, \mu) \in K|_{\text{gr}({\phi})} \subset \phi^i \mathbb{F} = C/C^\perp,$$

while $(x; v, 0), (0; 0, \mu) \in C$ map to the elements $(x; v, 0), (0; 0, \mu) \in \phi^i \mathbb{F}$. By \([2.2.11]\), we have

$$(x; v, 0) \sim_{P_{\phi}} x.$$  \hspace{1cm} (6.2.22)

Furthermore,

$$(x; v, \mu) = (x; v, 0) + (0; 0, \mu).$$

But $(0; 0, \mu) = -a^*_\phi \mathbb{F} \mu$ (where the minus sign comes from the fact that we are considering $\mathbb{F} \times \mathbb{T}M$ and not $\mathbb{F} \times \mathbb{T}M$). This gives us

$$(x; v, 0) = (x, v, \mu) + a^*_\phi \mathbb{F} \mu, \text{ with } (x, v, \mu) \in K|_{\text{gr}({\phi})}$$

Since $a^*_\phi \mathbb{F}((x, v, \mu)) = v$, by the definition of $J := J_{K|_{\text{gr}({\phi})}}$ (described in Example \([2.2.16]\)), we have

$$(v, \mu) \sim J (x; v, 0).$$

Combining this with \([6.2.22]\), we get

$$(v, \mu) \sim_{P_{\phi} \circ J} x.$$  

Therefore $K \subset P_{\phi} \circ J$, which concludes the proof. \hfill \square

### 6.2.3 The morphism of Manin pairs $(\mathbb{T}L, T\mathbb{L}^{\text{flip}}) \rightarrow (\mathfrak{d} \times T\mathfrak{d}, \mathfrak{d} \times T\mathfrak{g})$

Let

$$L : (\mathbb{T}M, \mathbb{T}M) \rightarrow (\mathfrak{d}, \mathfrak{g})$$

be a morphism of Manin pairs defined by a Dirac structure $L \subset \mathfrak{d} \times \mathbb{T}M$. Then the projection $\mathfrak{d} \times \mathbb{T}M \rightarrow \mathfrak{d}$ restricts to $L$ to define a morphism of Lie algebroids

$$\mu : L \rightarrow \mathfrak{d}.$$

**Proposition 6.2.2.** Let

$$L : (\mathbb{T}M, \mathbb{T}M) \rightarrow (\mathfrak{d}, \mathfrak{g})$$

be a morphism of Manin pairs defined by a Dirac structure $L \subset \mathfrak{d} \times \mathbb{T}M$. Then there is a morphism of $\mathcal{L}A$-Manin pairs

$$R : (\mathbb{T}L, T\mathbb{L}^{\text{flip}}) \rightarrow (T\mathfrak{d} \times \mathfrak{d}, T\mathfrak{g} \times \mathfrak{d}),$$  \hspace{1cm} (6.2.23)

over the Lie algebroid morphism $\mu : L \rightarrow \mathfrak{d}$, where $T\mathfrak{d} \times \mathfrak{d}$ is the $\mathcal{L}A$-Courant algebroid described in Eq. \([5.1.9]\).
Proof. Let $P_* : \mathfrak{d} \times \mathbb{T}M \to \mathfrak{d}$ be the Courant morphism over the trivial map $M \to \ast$, defined by Eq. (2.2.11). By Lemma 6.2.4

$$P_* : (\mathfrak{d} \times \mathbb{T}M, L) \to (\mathfrak{d}, \mathfrak{g})$$

is a morphism of Manin pairs. Taking the tangent prolongation yields a morphism of $L\mathcal{A}$-Manin pairs (cf. Example 5.1.1),

$$TP_* : (T(\mathfrak{d} \times \mathbb{T}M), TL) \to (T\mathfrak{d}, T\mathfrak{g}).$$

Let

$$R_1 : (\mathcal{T}L, TL^{flip}) \to (T(\mathfrak{d} \times \mathbb{T}M), TL)$$

denote the morphism of $L\mathcal{A}$-Manin pairs defined in Lemma 6.2.1.

We will be interested in the morphism of $L\mathcal{A}$-Manin pairs

$$R := TP_* \circ R_1 : (\mathcal{T}L, TL^{flip}) \to (T\mathfrak{d}, T\mathfrak{g}).$$

(6.2.24)

Recall the $L\mathcal{A}$-Courant algebroid $T\mathfrak{d} \times \mathfrak{d}$ associated to the quadratic Lie algebra $\mathfrak{d}$ in Example 5.1.6. $T\mathfrak{d} \times \mathfrak{d}$ is defined as an action Courant algebroid. Therefore if we can show that $R$ and $\mu$ are compatible with this action, then

$$R \times \mu : (\mathcal{T}L, TL^{flip}) \to (T\mathfrak{d} \times \mathfrak{d}, T\mathfrak{g} \times \mathfrak{d})$$

(6.2.25)

will be a morphism of Manin pairs.

More precisely, if $(X, \alpha) \sim_R y$ for sections $(X, \alpha) \in \Gamma(\mathcal{T}L)$ and $y \in T\mathfrak{d}$, then we need to show that

$$\mu_* X = \rho(y).$$

(6.2.26)

Here $\rho : T\mathfrak{d} \to \mathfrak{X}(\mathfrak{d})$ is the Lie algebra morphism associated with the natural action of $T\mathfrak{d}$ on the homogeneous space $TD/D \cong \mathfrak{d}$ (where $D$ is any Lie group integrating $\mathfrak{d}$, cf. Example 5.1.6). Thus

$$\rho(\xi_T + \eta_C) = Drf_\xi + Trl_\eta.$$

Recall from Eq. (2.2.11) that the relation $TP_*$, is given by

$$(\xi_T + \eta_C; (X, 0)_T + (Y, 0)_C) \sim_{TP_*} \xi_T + \eta_C$$

for $\xi, \eta \in \mathfrak{d}$ and $X, Y \in \mathcal{X}(M)$. Meanwhile, by Proposition 6.2.1 $R_1$ describes the relation

$$(Drf_{(\xi;(X,\alpha))} + Trl_{(\eta;(Y,\beta))}, d\langle(\xi; (X, \alpha)), \cdot \rangle + \gamma) \sim_{R_1} (\xi_T + \eta_C; (X, \alpha)_T + (Y, \beta)_C + (0, \gamma)_C),$$

for $\xi, \eta \in \mathfrak{d}$, $X, Y \in \mathcal{X}(M)$ and $\alpha, \beta, \gamma \in \Omega^1(M)$.

Therefore, $R$ describes the relation

$$(Drf_{(\xi;(X,0))} + Trl_{(\eta;(Y,\beta))}, d\langle(\xi; (X, 0)), \cdot \rangle - \beta) \sim_R (\xi_T + \eta_C).$$

Now, on the one hand, $\rho(\xi_T + \eta_C) = Drf_\xi + Trl_\eta$. On the other hand,

$$\mu_*(Drf_{(\xi;(X,0))} + Trl_{(\eta;(Y,\beta))}) = Drf_{\mu(\xi;(X,0))} + Trl_{\mu(\eta;(Y,\beta))} = Drf_\xi + Trl_\eta,$$
where \( \mu : \mathfrak{d} \times T\mathcal{M} \rightarrow \mathfrak{d} \) is the natural projection. Hence Eq. \((6.2.26)\) holds. If follows that \((6.2.25)\) is a morphism of Manin pairs.

Next, we recall that as a Lie algebroid, \(T\mathfrak{d} \times \mathfrak{d}\) is just the cross product of the tangent bundle Lie algebroid \(T\mathfrak{d} := T\mathfrak{d}\) with the Lie algebra \(\mathfrak{d}\). Since the map \(\mu : L \rightarrow \mathfrak{d}\) is a morphism of Lie algebroids, and \(R\) is a morphism of \(\mathcal{L}\mathcal{A}\)-Manin pairs, the cross product \(R\) is automatically a morphism of \(\mathcal{L}\mathcal{A}\)-Manin pairs.

### 6.2.4 Integration corollaries

From Proposition 6.2.2, we immediately get the following set of Corollaries.

**Corollary 6.2.1.** Let \(L \subset \mathfrak{d} \times T\mathcal{M}\) be the Dirac structure corresponding to a morphism of Manin pairs

\[
(\mathcal{M}, \mathcal{G}) \rightarrow (\mathfrak{d}, \mathfrak{g}),
\]

and \(\mu : L \rightarrow \mathfrak{d}\) the natural projection. If \(L\) integrates to a source simply connected groupoid \(\Gamma\), then there exists a morphism of Manin pairs \(K : (\mathcal{T}_\Gamma, \mathcal{G}_\Gamma) \rightarrow ((\mathfrak{d} \oplus \bar{\mathfrak{d}}) \times D, (\mathfrak{g} \oplus \bar{\mathfrak{g}}) \times D)\), \(6.2.27\), where the latter multiplicative Manin pair is described in Example 5.2.2.

**Proof.** \(6.2.27\) follows from Corollary 5.2.1 by integrating the morphism of \(\mathcal{L}\mathcal{A}\)-Manin pairs \(6.2.23\) defined in Proposition 6.2.2.

**Corollary 6.2.2.** Let \(\mathfrak{h} \subset \mathfrak{d}\) be a Lie subalgebra transverse to \(\mathfrak{g}\), and assume that \(\mathfrak{h}\) integrates to a closed subgroup \(H \subset D\) transverse to \(\mu : \Gamma \rightarrow D\). Let \(\Gamma_H := \mu^{-1}(H)\), then the restriction of \(6.2.27\) to \(\Gamma_H\) defines a morphism of multiplicative Manin pairs

\[
K \mid_{\Gamma_H} : (\mathcal{T}_{\Gamma_H}, \mathcal{G}_{\Gamma_H}) \rightarrow ((\mathfrak{h} \oplus \bar{\mathfrak{h}}), F(\mathfrak{d}, \mathfrak{g}; \mathfrak{h})),
\]

where \((\mathfrak{h} \oplus \bar{\mathfrak{h}}), F(\mathfrak{d}, \mathfrak{g}; \mathfrak{h})\) is the Dirac Lie group described in Example 5.2.2.

**Remark 6.2.3.** In the special case where \(\mathfrak{h} \subset \mathfrak{d}\) is a Lagrangian Lie subalgebra, \((\mathfrak{h} \oplus \bar{\mathfrak{h}}), F(\mathfrak{d}, \mathfrak{g}; \mathfrak{h})\) is a Poisson Lie group corresponding to the Manin triple \((\mathfrak{d}, \mathfrak{g}, \mathfrak{h})\). Moreover, \(K \mid_{H \times \Gamma_H}\) describes a multiplicative Hamiltonian action of the Lie bialgebra, \(\mathfrak{g}\). In particular, one recovers [128, Theorem 6.2].

On the other hand, if \(\mathfrak{h} \subset \mathfrak{d}\) is a quadratic ideal, then \(\mathfrak{d} \cong \mathfrak{h} \oplus \bar{\mathfrak{h}}, \mathfrak{g} \cong \mathfrak{h} \Delta\) is the diagonal subalgebra, and \(\mathfrak{h} \cong \mathfrak{h} \oplus 0\). So \((\mathfrak{h} \oplus \bar{\mathfrak{h}}), F(\mathfrak{d}, \mathfrak{g}; \mathfrak{h})\) is the Cartan Dirac structure (see Example 2.3.2). Thus, \(K \mid_{H \times \Gamma_H}\) describes a multiplicative quasi-Hamiltonian \(\mathfrak{h}\)-structure on \(\Gamma\) [25,10,14,16,129]. Thus we recover a result found in [66].

**Corollary 6.2.3.** Suppose that \(\mathfrak{g} \subset \mathfrak{d}\) integrates to a closed subgroup \(G\) of \(D\), and the right action of \(G\) on \(\Gamma\) is free and proper. Then the quotient of \(6.2.27\) by the right action of \(G\) defines a morphism of Manin pairs

\[
(\mathcal{T}(\Gamma/G), \mathcal{G}(\Gamma/G)) \rightarrow (\mathfrak{d} \times (D/G), \mathfrak{g} \times (D/G)),
\]

where \(\mathfrak{d} \times (D/G)\) is the natural action Courant algebroid.
Remark 6.2.4. The Manin pair \((\mathfrak{d} \times (D/G), \mathfrak{g} \times (D/G))\) was first introduced in \([6, 108]\). In \([15, 17]\) morphisms of Manin pairs taking values in \((\mathfrak{d} \times (D/G), \mathfrak{g} \times (D/G))\) were studied, and shown to be equivalent to the Hamiltonian spaces described in \([3]\). Thus, this result can be interpreted as the analogue of \([128, \text{Theorem 6.2}]\) for the case where one has a Manin pair rather than a Manin triple.
Appendix A

Technical proof for Courant algebroids

We have the following Proposition, which we will use on occasion to define Courant algebroids.

Proposition A.0.3. Let $E \to M$ be a vector bundle, $a: E \to TM$ be a bundle map, $\langle \cdot, \cdot \rangle$ a bundle metric on $E$, and let $W \subseteq \Gamma(E)$ be a subspace of sections which generates $\Gamma(E)$ as a $C^\infty(M)$ module. Suppose that $[\cdot, \cdot]: W \to W$ is a bracket which satisfies

\begin{align*}
\text{c1)} \quad & [\sigma_1, [\sigma_2, \sigma_3]] = [[\sigma_1, \sigma_2], \sigma_3] + [\sigma_2, [[\sigma_1, \sigma_3]]], \\
\text{c2)} \quad & a(\sigma_1)(\sigma_2, \sigma_3) = \langle [\sigma_1, \sigma_2], \sigma_3 \rangle + \langle \sigma_2, [\sigma_1, \sigma_3] \rangle, \\
\text{c3)} \quad & [\sigma_1, \sigma_2] + [\sigma_2, \sigma_1] = a^*(d\langle \sigma_1, \sigma_2 \rangle), \\
\text{c6)} \quad & a(\sigma_1, \sigma_2) = [a(\sigma_1), a(\sigma_2)],
\end{align*}

for any $\sigma_i \in W$, and that $a \circ a^* = 0$. Then there is a unique extension of $[\cdot, \cdot]$ to a Courant bracket on all of $\Gamma(E)$.

Lemma A.0.6. Suppose the assumptions of Proposition A.0.3 are satisfied, and for some $f_i \in C^\infty(M)$, $\sigma_i \in W$, the section $f_i \sigma_i \in W$ (where we use Einstein’s summation convention). Then for any $\sigma \in W$, we have

\begin{align*}
\text{A.0.1)} \quad & [\sigma, f_i \sigma_i] = f_i [\sigma, \sigma_i] + (a(\sigma)f_i) \sigma_i, \quad \text{and} \\
\text{A.0.2)} \quad & [f_i \sigma_i, \sigma] = f_i [\sigma_i, \sigma] - (a(\sigma)f_i) \sigma_i + \langle \sigma_i, \sigma \rangle a^* df_i.
\end{align*}

In other words, $[\cdot, \cdot]$ extends to a unique bilinear map from $\Gamma(E) \times \Gamma(E)$ to $\Gamma(E)$ satisfying conditions

\begin{align*}
\text{c4)} \quad & [\sigma_1, f \sigma_2] = f [\sigma_1, \sigma_2] + a(\sigma_1)(f) \sigma_2, \quad \text{and} \\
\text{c5)} \quad & [f \sigma_1, \sigma_2] = f [\sigma_1, \sigma_2] - a(\sigma_2)(f) \sigma_1 + \langle \sigma_1, \sigma_2 \rangle a^*(df)
\end{align*}

from Definition 2.2.3.
Proof. Let \( \tau \) be an arbitrary element of \( W \). Then, by (c2), we have
\[
\sigma(a(\sigma) f^i \sigma_i, \tau) = \langle [\sigma, f^i \sigma_i], \tau \rangle + \langle f^i \sigma_i, [\sigma, \tau] \rangle.
\]
Applying the Leibniz rule and then (c2) to the left hand side, we get
\[
\sigma(a(\sigma) f^i \sigma_i, \tau) = \langle (a(\sigma) f^i) \sigma_i, \tau \rangle + f^i \sigma(a(\sigma) \sigma_i, \tau) \\
= \langle (a(\sigma) f^i) \sigma_i, \tau \rangle + f_i [\sigma, \sigma_i], \tau \rangle + f_i [\sigma, \sigma], \tau \rangle).
\]
Taking the difference of these two equations and rearranging, we obtain
\[
\langle [\sigma, f^i \sigma_i], \tau \rangle = \langle f_i [\sigma, \sigma_i] + (a(\sigma) f^i) \sigma_i, \tau \rangle.
\]
And (A.0.1) follows since \( \tau \in W \) was arbitrary. Finally, (A.0.2) follows from (A.0.1) and (c3).

Proof of Proposition. Uniqueness follows from Lemma A.0.6. It remains to prove that (c2) is satisfied for arbitrary sections of \( E \). Let \( f \in C^\infty(M) \), and \( \sigma_i \in W \). Then
\[
\langle [f \sigma_1, \sigma_2], \sigma_3 \rangle + \langle \sigma_2, [f \sigma_1, \sigma_3] \rangle \\
= \langle f [\sigma_1, \sigma_2], \sigma_3 \rangle - \langle a(\sigma) f \sigma_1, \sigma_2 \rangle + \langle \sigma_1, \sigma_2 \rangle a^* df, \sigma_3 \rangle \tag{A.0.3a}
\]
\[
\quad + \langle \sigma_2, f [\sigma_1, \sigma_3] \rangle - \langle a(\sigma) f \sigma_1, \sigma_3 \rangle + \langle \sigma_1, \sigma_3 \rangle a^* df \rangle \\
= \langle f [\sigma_1, \sigma_2], \sigma_3 \rangle + \langle \sigma_2, f [\sigma_1, \sigma_3] \rangle \\
= f a(\sigma_1) \langle \sigma_2, \sigma_3 \rangle \tag{A.0.3b}
\]
where (A.0.3a) follows by (c5) and (A.0.3b) follows since (c2) holds for elements of \( W \).

With similar manipulations, one shows that
\[
\sigma(a(\sigma) f \sigma_2, \sigma_3) = \langle [\sigma_1, f \sigma_2], \sigma_3 \rangle + \langle f \sigma_2, [\sigma_1, \sigma_3] \rangle.
\]
Therefore, (c2) holds for arbitrary sections of \( E \). Let \( f \in C^\infty(M) \), and \( \sigma_i \in W \). Then,
\[
[f \sigma_1, \sigma_2] + [\sigma_2, f \sigma_1] = f [\sigma_1, \sigma_2] - \langle a(\sigma) f \sigma_1, \sigma_2 \rangle + \langle \sigma_1, \sigma_2 \rangle a^* df, \sigma_3 \rangle + \langle \sigma_2, f [\sigma_1, \sigma_3] \rangle \\
= f a^* d(\sigma_1, \sigma_2) + \langle \sigma_1, \sigma_2 \rangle a^* df \tag{A.0.4b}
\]
where (A.0.4a) follows from (c4) and (c5), and (A.0.4b) follows since (c3) holds for elements of \( W \).

Finally, we show that (c1) holds for arbitrary sections. As before, let \( f \in C^\infty(M) \), and \( \sigma_i \in W \). Then (c4) implies that
\[
[\sigma_i, [\sigma_j, f \sigma_k]] = f [\sigma_i, [\sigma_j, \sigma_k]] + \langle a(\sigma_i) f \sigma_j, \sigma_k \rangle + \langle a(\sigma_j) f \sigma_i, \sigma_k \rangle + \langle a(\sigma_i) a(\sigma_j) f \sigma_i, \sigma_k \rangle.
\]
Meanwhile, (c4) and (c6) imply
\[
[[\sigma_1, \sigma_2], f\sigma_3] = f[[[\sigma_1, \sigma_2], \sigma_3]] + ([a(\sigma_1), a(\sigma_2)]f)\sigma_3.
\]
Combining these equations, we get
\[
[[\sigma_1, [\sigma_2, f\sigma_3]], \sigma_3] = f[[[\sigma_1, [\sigma_2, f\sigma_3]], \sigma_3]] + ([a(\sigma_1), a(\sigma_2)]f)[\sigma_1, \sigma_3] + ([a(\sigma_1)a(\sigma_2)f]f)\sigma_3
\]
\[
- f[[[\sigma_1, [\sigma_2, f\sigma_3]], \sigma_3]] - (a(\sigma_1) - a(\sigma_2)]f)[\sigma_1, \sigma_3] - (a(\sigma_2)a(\sigma_1)f)\sigma_3
\]
\[
= f[[[\sigma_1, [\sigma_2, f\sigma_3]], \sigma_3]] - f[[[\sigma_1, [\sigma_2, \sigma_3]], \sigma_3]] - f[\sigma_2, [\sigma_1, \sigma_3]]
\]
\[
= 0
\]

Where the last line follows since (c1) holds for sections of W.

Next, suppose \(\sigma_i \in W\) and \(f \in C^\infty(M)\). By assumption, we have \([a(\sigma_1), a(\sigma_2)]f = (\sigma_1, a^* df)\). Since (c2) holds for arbitrary sections of \(E\), we have
\[
[a(\sigma_1), a(\sigma_2)]f = a(\sigma_1)(\sigma_2, a^* df) - (\sigma_2, [\sigma_1, a^* df]).
\]
Thus
\[
\langle \sigma_2, [\sigma_1, a^* df]\rangle = a(\sigma_1)a(\sigma_2)f - [a(\sigma_1), a\sigma_2]f = \langle \sigma_2, a^* d(a(\sigma_1)f)\rangle.
\]
Since \(\sigma_2 \in W\) was arbitrary, we have
\[
[[\sigma_1, a^* df]] = a^*d(a(\sigma_1)f).
\]

Next we see that
\[
[[\sigma_1, f\sigma_2, \sigma_3]] - [[[\sigma_1, f\sigma_2], \sigma_3]] - [[f\sigma_2, [\sigma_1, \sigma_3]]]
\]
\[
= -[[\sigma_1, [\sigma_2, f\sigma_3]], \sigma_3] + [\sigma_3, [\sigma_1, f\sigma_2]] + [[[\sigma_1, \sigma_3]], f\sigma_2]
\]
\[
+ a^*d(a(\sigma_1)\langle f\sigma_2, \sigma_3\rangle - \langle [\sigma_1, f\sigma_2], \sigma_3\rangle - \langle f\sigma_2, [\sigma_1, \sigma_3]\rangle)
\]
\[
= 0
\]

Here the first equality follows by applying (c3) three times, and the first term on line \(\text{(A.0.7a)}\) follows from \(\text{(A.0.6)}\). The second equality follows from \(\text{(A.0.5)}\) and (c2).

Finally, a similar calculation shows that
\[
[[\sigma_1, f\sigma_2, \sigma_3]] - [[[\sigma_1, f\sigma_2], \sigma_3]] - [[f\sigma_2, [\sigma_1, \sigma_3]]] = 0,
\]
which concludes the proof.
Appendix B

Technical proof for double vector bundles

This appendix is devoted to the proof of the following.

**Proposition B.0.4.** Let $D$ be a manifold which is canonically identified with the total space of two vector bundles over manifolds $A \subseteq D$ and $B \subseteq D$, respectively. We let

\[
\text{gr}(+_{D/A}) : D \times D \rightarrow D, \\
\text{gr}(+_{D/B}) : D \times D \rightarrow D
\]
denote the graph of the two additions. Let $s_{(1324)} : D^4 \rightarrow D^4$ denote the permutation

\[
s_{(1324)}(d_1, d_2, d_3, d_4) = (d_1, d_3, d_2, d_4),
\]
and $M = A \cap B$. Then the following are equivalent.

**E1)** The following diagram of relations commutes

\[
\begin{array}{ccc}
D^4 & \xrightarrow{\text{gr}(+_{D/B})^2} & D^2 \\
\downarrow{\text{gr}(s_{(1324)})} & & \downarrow{\text{gr}(+_{D/A})} \\
D^4 & \xrightarrow{\text{gr}(+_{D/A})^2} & D^2 \\
\end{array}
\]

\[\text{(B.0.1)}\]

**E2)** The following diagram is a double vector bundle

\[
\begin{array}{ccc}
D & \xrightarrow{q_{D/B}} & B \\
\downarrow{q_{D/A}} & & \downarrow{q_{B/M}} \\
A & \xrightarrow{q_{A/M}} & M
\end{array}
\]

\[\text{(B.0.2)}\]
where \(q_{B/M} := (q_{D/A})|_{B}\) and \(q_{A/M} := (q_{D/B})|_{A}\).

E3) The following diagram (the ‘diagonal flip’ of (B.0.2)) is a double vector bundle

\[
\begin{array}{ccc}
D & \xrightarrow{q_{D/A}} & A \\
\downarrow{q_{D/B}} & & \downarrow{q_{A/M}} \\
B & \xrightarrow{q_{B/M}} & M
\end{array}
\]

where \(q_{B/M} := (q_{D/A})|_{B}\) and \(q_{A/M} := (q_{D/B})|_{A}\).

Lemma B.0.7. The following are equivalent.

\(e1)\) The diagram (B.0.1) of relations commutes.

\(e2)\) \(\text{gr}(+_{D/A}) \subseteq D^3\) is a vector subbundle of \(D^3 \to B^3\).

\(e3)\) \(\text{gr}(+_{D/B}) \subseteq D^3\) is a vector subbundle of \(D^3 \to A^3\).

Proof. Note that \(e1)\) can also be written as the point-set equality Eq. (2.5.5). Also, since the diagram (B.0.1) is symmetric with respect to the interchange of \(A\) and \(B\), it is sufficient to prove that \(e1)\) and \(e2)\) are equivalent.

\(e1)\Rightarrow e2)\) Without loss of generality, we assume that \(D\) is connected. Since \(e1)\) holds, it follows that \(\text{gr}(+_{D/A}) \subseteq D^3\) is a subset of the vector bundle \(D^3 \to B^3\), which is closed under both addition and subtraction. Since it is also topologically closed and connected, it must be a vector subbundle.

\(e1)\Leftrightarrow e2)\) Since \(\text{gr}(+_{D/A}) \subseteq D^3\) is a vector subbundle of \(D^3 \to B^3\), the two additions \(+_{D/A}\) and \(+_{D/B}\) commute, and hence \(e1)\) holds.

\(\square\)

Proof of Proposition B.0.4. Since the diagram (B.0.1) is symmetric with respect to the interchange of \(A\) and \(B\), it is sufficient to show that \(E1)\Leftrightarrow E2)\).

\(E1)\Rightarrow E2)\) If (B.0.1) commutes, then by Lemma B.0.7, \(\text{gr}(+_{D/B}) \subseteq D^3\) is a vector subbundle of \(D^3 \to A^3\). Since

\[
\text{gr}(-_{D/B}) = \{(d; d_1, d_2) \mid d +_{D/B} d_2 = d_1\} \subseteq D^3
\]

is obtained from \(\text{gr}(+_{D/A})\) by permuting factors, it is a vector subbundle of \(D^3 \to A^3\). Moreover, the diagonal \(D_\Delta \subset D \times D\) is vector subbundle of \(D^2 \to A^2\). Therefore, the composition

\[
\text{gr}(-_{D/B}) \circ D_\Delta
\]

is a vector subbundle of \(D \to A\). But we have the equality

\[
\text{gr}(-_{D/B}) \circ D_\Delta = \{d \in D \mid d = (d' -_{D/B} d') \text{ for some } d' \in D\} = B,
\]
which shows that $B$ is a vector subbundle of $D \to A$. It is clear that the base space of $B$ is just $M = A \cap B$, the intersection of $B$ with the base space of $D \to A$.

Next, since the diagonal embedding $\Delta_D : D \to D \times D$, given by $d \to (d, d)$ is a morphism of vector bundles from $D \to A$ to $D^2 \to A^2$, the composition of relations

$$\text{gr}(-_{D/B}) \circ \text{gr}(\Delta_D) : D \to D$$

is a $\mathcal{VB}$-relation. However

$$\text{gr}(-_{D/B}) \circ \text{gr}(\Delta_D) = \text{gr}(0_{D/B} \circ q_{D/B}).$$

which shows that $q_{D/B} : D \to B$ is a morphism of vector bundles. This concludes the proof that (B.0.2) is a double vector bundle.

E1) $\iff$ E2) This follows directly from Definition 2.4.1 and Lemma B.0.7.

\qed
Appendix C

Technical proofs for $\mathcal{L}A$-Courant algebroids

**Proposition C.0.5.** Suppose that $A$ is an $\mathcal{L}A$-Courant algebroid. Then the map $A \to A^\ast_y$ induced by the fibre metric is a morphism of Lie algebroids.

**Proof.** Following [44], we consider the Wehrheim-Woodward category whose objects are triple vector bundles, and whose morphisms are relations of triple vector bundles [122, 125].

Suppose that $\begin{tikzcd}
T & A \\
C & D \\
E & M
downarrow & \\
B & F
\end{tikzcd}$

is a relation of triple vector bundles. Take the horizontal duals of both $T$ and $T'$, and consider the relation $R^\ast : T^\ast_x \to T'^\ast_x$ between them, defined by

$$R^\ast := \text{ann}^\ast(R) = \{ (\beta, \alpha) \in T'^{\ast x} \times T^\ast x \text{ such that } \langle \beta, y \rangle = \langle \alpha, x \rangle \text{ for all } (y, x) \in R \},$$

as in Section [2.1]. Thus, as explained by Gracia-Saz and Mackenzie [44], dualizing along the $x$-axis defines an endofunctor $\ast_x$ on our category. Similarly dualizing along the $y$ and $z$-axes defines endofunctors $\ast_y$ and $\ast_z$, respectively [44].

The fibrewise metric on $A \to A$ defines an isomorphism $Q : A \to A^\ast_y$, which we shall prove to be a morphism of Lie algebroids. Applying the functor $\ast_x$, we get an isomorphism $Q^\ast_x : A^\ast_x \to A^\ast_y \cong (A^\ast_x)^{\ast_y \ast_z}$. Let $\pi$ be the bivector field for the double linear Poisson structure on $A^\ast_x$. As explained in Section [2.7.2], $\pi$ also defines the Lie algebroid structure

\[\text{Ann}^\ast(R) = \{(\beta, \alpha) \in T'^{\ast x} \times T^\ast x \text{ such that } \langle \beta, y \rangle = \langle \alpha, x \rangle \text{ for all } (y, x) \in R\},\]

1i.e. if $T$ and $T'$ are triple vector bundles, a morphism $R : T \to T'$ is a sub-triple vector bundle $R \subset T' \times T$. 
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on $A^\ast$ under the canonical isomorphism $A^\ast \cong (A^\ast)^{flip}$. So $Q$ is a morphism of Lie algebroids if and only if the following diagram commutes,

\[
\begin{array}{ccc}
TA_{x^y} & \xrightarrow{TQ^{'x,y}} & ((TA_{x^y})_{x^y x^y})_{x^y} \\
\downarrow \pi^{'x} & & \downarrow (\pi^{'x})_{x^y x^y} \\
TA_{x^y} & \xrightarrow{TQ^{'y}} & (TA_{x^y})_{x^y x^y}
\end{array}
\]

(C.0.1)

where $TA$ is the triple vector bundle

Applying $\ast_x$ to (C.0.1) we get

\[
\begin{array}{ccc}
TA & \xrightarrow{TQ^{'x,y,z}} & (TA_{x^y x^z})_{x^y x^z} \\
\downarrow \pi^{'x} & & \downarrow (\pi^{'x})_{x^y x^z} \\
TA^y & \xrightarrow{TQ^{'y}} & TTA^y
\end{array}
\]

(C.0.2)

However, by definition $(\pi^{'x})_{x^y} = \Pi_{A^y}$, and $TQ : TA \to TTA^y$ is the isomorphism defined by the fibrewise metric $TA \to TA$ (see Remark 3.4.2). Meanwhile

\[((\pi^{'x})_{x^y})_{x^y} = \text{ann}^\sharp(\Pi_{A^y}) = \Pi_{A^y}^\perp \subseteq (TA \times TTA^y)_{x^y x^y} \]

So (C.0.2) commutes if and only if

\[\Pi_{A^y}^\perp = \Pi_{A^y},\]

namely $\Pi_{A^y} \subseteq TA \times TTA^y$ is Lagrangian.

\[\square\]

**Proposition C.0.6.** $\mathcal{L}A$-Courant algebroids

\[
\begin{array}{ccc}
A & \xrightarrow{\ast} & V \\
\downarrow & & \downarrow \\
\ast & \xrightarrow{\ast} & \ast
\end{array}
\]
over a point are all of the form described in Example 5.1.4. Thus they are in one-to-one correspondence with pairs \((g, \beta)\) consisting of a Lie algebra \(g\) together with an invariant symmetric bilinear form, \(\beta \in S^2(g)^g\), on \(g^*\).

Similarly, any \(\mathcal{L}A\)-Dirac structure

\[
\begin{array}{c}
L \\
\downarrow \\
* \\
\end{array}
\quad \begin{array}{c}
W \\
\downarrow \\
* \\
\end{array}
\quad \begin{array}{c}
g \times g^* \\
\downarrow \\
* \\
\end{array}
\subseteq
\begin{array}{c}
g \\
\downarrow \\
* \\
\end{array}
\]

is of the form described in Example 5.1.4 for a \(\beta\)-coisotropic Lie subalgebra \(h \subseteq g\).

Proof. Suppose that

\[
\begin{array}{c}
A \\
\downarrow \\
* \\
\end{array}
\quad \begin{array}{c}
V \\
\downarrow \\
* \\
\end{array}
\]

is an \(\mathcal{L}A\)-Courant algebroid over a point. Then by Proposition 3.1.4, we see that \(V \cong g\) for some Lie algebra \(g\) and \(A \cong g^* \times g\), where \(g^*\) is the core of \(A\). Since \(g^* \times g\) is a linear Lie algebroid over \(g\), it must be an action Lie algebroid for an affine action of \(g^*\) on \(g\) given by a linear map \(\beta^g : g^* \rightarrow g\).

Let \(\beta \in g \otimes g\) be the element defined by \(\nu(\beta^g(\mu)) = \beta(\mu, \nu)\). Let \(\rho : g \rightarrow \mathfrak{X}(g)\) be the map which takes an element of \(g\) to the corresponding constant vector field. Then

\[
\pi := (\rho \otimes \rho)(\beta) \in \mathfrak{X}(g) \otimes \mathfrak{X}(g) \subseteq \mathfrak{X}^2(g \times g)
\]

is the bivector field defining the double linear Poisson structure on \(A^*_+ = g \times g\).

In this case, the map \(\pi^\sharp : T^* g \times T^* g \rightarrow T_g \times T_g\) shown in (5.1.4) becomes

\[
\begin{array}{c}
((\mu; \xi), (\nu; \eta)) \\
\downarrow \\
\xi \\
\end{array}
\quad \begin{array}{c}
(\nu; \eta) \\
\downarrow \\
\eta \\
\end{array}
\quad \begin{array}{c}
\pi^\sharp \\
\downarrow \\
\xi \\
\end{array}
\quad \begin{array}{c}
((\beta^g)^\mu; \xi), ((\beta^g)^\nu; \eta) \\
\downarrow \\
(\beta^g)^\nu; \eta \\
\end{array}
\]

for \(\xi, \eta \in g\) and \(\mu, \nu \in g^*\). Hence the relation \(\Pi : Tg^* \times Tg \rightarrow Tg^* \times Tg\) depicted in
(5.1.5) is given by

for $\eta \in \mathfrak{g}$ and $\mu, \nu, v \in \mathfrak{g}^*$. Where the pairing is the tangent lift of the canonical pairing between $\mathfrak{g}$ and $\mathfrak{g}^*$. Thus, $\Pi$ is compatible with the pairing if and only if, for any $\mu, \nu \in \mathfrak{g}^*$,

$$\langle ((0, \mu); (\beta^* \nu, 0)), ((0, 0); (0, 0)) \rangle = \langle ((0, \mu); (0, 0)), ((0, 0); (\beta^* \nu, 0)) \rangle.$$ 

That is, $\langle \beta^* \mu, \nu \rangle = \langle \mu, \beta^* \nu \rangle$. Namely, $\beta \in \mathfrak{g} \otimes \mathfrak{g}$ is symmetric.

Similarly, the relation $\Pi$ is compatible with the Courant bracket if and only if for any $\eta \in \mathfrak{g}$ and $\nu \in \mathfrak{g}^*$, the Lie bracket

$$((0, [\eta, \nu]); (0, 0))$$

of $((0, 0); (0, \eta))$ with $((0, \nu); (0, 0))$ is $\Pi$ related to the Lie bracket

$$((0, 0); ([\eta, \beta^* \nu], 0))$$

of $((0, 0); (0, \eta))$ with $((0, 0); (\beta^* \nu, 0))$. Equivalently, $\beta^*[\eta, \nu] = [\eta, \beta^* \nu]$, or $\beta$ is $\mathfrak{g}$ invariant. In conclusion, $\Pi$ defines a Courant relation if and only if $\beta$ is symmetric and $\mathfrak{g}$ invariant.

Thus there is a one-to-one correspondence between $\mathcal{L}A$-Courant algebroids over a point and Lie algebras $\mathfrak{g}$ together with a symmetric invariant element $\beta \in (\mathfrak{g} \otimes \mathfrak{g})$.

Recall from Proposition 3.1.4 that any $\mathcal{V}B$-Dirac structure

must be of the form $L = \mathfrak{h} \ltimes \text{ann}(\mathfrak{h})$ for some Lie subalgebra $\mathfrak{h} \subset \mathfrak{g}$. However, $\mathfrak{h} \ltimes \text{ann}(\mathfrak{h}) \to \mathfrak{h}$ is a Lie subalgebroid of the action Lie algebroid $\mathfrak{g} \ltimes \mathfrak{g}^* \to \mathfrak{g}$ if and only if $\beta^*(\text{ann}(\mathfrak{h})) \subseteq \mathfrak{h}$. Thus $\mathcal{L}A$-Dirac structures in $A$ are in one-to-one correspondence with $\beta$-coisotropic Lie subalgebras $\mathfrak{h} \subset \mathfrak{g}$. □
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