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Abstract—This paper aims to address distributed optimization problems over directed, time-varying, and unbalanced networks, where the global objective function consists of a sum of locally accessible convex objective functions subject to a feasible set constraint and coupled inequality constraints whose information is only partially accessible to each agent. For this problem, a distributed proximal-based algorithm, called distributed proximal primal-dual (DPPD) algorithm, is proposed based on the celebrated centralized proximal point algorithm. It is shown that the proposed algorithm can lead to the global optimal solution with a general stepsize, which is diminishing and non-summable, but not necessarily square-summable, and the saddle-point running evaluation error vanishes proportionally to $O(1/\sqrt{k})$, where $k > 0$ is the iteration number. Finally, a simulation example is presented to corroborate the effectiveness of the proposed algorithm.
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I. INTRODUCTION

Distributed optimization has become an active research topic in recent years, mostly inspired by its numerous applications in machine learning, sensor networks, energy systems, and resource allocation [1]. Until now, a large number of algorithms have been developed, which, in general, can be classified into two categories: consensus-based algorithms and dual-decomposition-based algorithms. Generally speaking, a consensus-based algorithm is to directly integrate consensus theory into an optimization algorithm which only involves primal decision variables, and the distributed algorithms along this line subsume distributed subgradient [2], distributed primal-dual subgradient algorithms [3], distributed quasi-monotone subgradient algorithm [4], asynchronous distributed gradient [5], Newton-Raphson consensus [6], dual averaging [7], diffusion adaptation strategy [8], fast distributed gradient [9], and stochastic mirror descent [10]. On the other hand, the dual-decomposition-based algorithms aim at handling the alignment of all local decision variables by equality constraints, through introducing corresponding dual variables, and typical algorithms include alternating direction method of multipliers (ADMM) [11], augmented Lagrangian method [12], distributed dual proximal gradient [13], EXTRA [13], and distributed forward-backward Bregman splitting [13].

It is well known that the proximal point algorithm (PPA) is one of important approaches capable of increasing the convergence rate to as fast as $O(1/k)$ for general convex functions [16], where $k$ is the iteration number. This thus inspires researchers to generalize PPA to distributed optimization problems. Proximal minimization is to add a penalty quadratic term to the original objective function, and can be viewed as an alternative to subgradient approaches. As pointed out in [17], this is intriguing itself, because it establishes the relationship between proximal algorithms and gradient methods in the multi-agent scenario, which has been well developed for the case of a single agent [18]. Furthermore, in contrast to incremental algorithms, proximal minimization usually results in numerically more stable algorithms than their gradient-based counterparts [19]. Along this line, proximal minimization was incorporated into the ADMM algorithm to update local decision variables in [20], where distributed composite convex optimization is studied under the assumption that the communication graph among agents is fixed and undirected. It was shown that the two proposed algorithms, i.e., deterministic and stochastic distributed proximal gradient algorithms, converge with rates $O(1/k)$ and $O(1/\sqrt{k})$, respectively. Proximal minimization was also employed in [21] for distributed optimization with feasible constraint sets in uncertain networks, where the convergence to some minimizer was established, but without providing results on the convergence speed. Distributed proximal gradient algorithms were also developed for tackling composite objective functions in [22].

It should be noted that the aforementioned literature deals with distributed optimization problems under balanced communication graphs. For unbalanced interaction graphs, several approaches have been brought forward in the literature, including push-sum method [23]–[25], weight balancing method [26], “surplus”-based method [27], row-stochastic matrix method [28], [29], and epigraph method [30]. Note that the studied problem in [23] (resp. [24]) is for convex functions (resp. strongly convex functions with Lipschitz gradients) with rate $O(\ln(k/\sqrt{k})$ (resp. $O((\ln k)/k)$ under time-varying graphs and without constraints, and [25] addressed the case of restricted strongly convex functions and achieves a linear convergence rate under fixed graphs and without constraints. Among these methods, the essence of push-sum and weight balancing strategies is to introduce a scalar variable for each agent to counteract the imbalance of graphs; the “surplus”-based idea is to introduce an additional column-stochastic matrix and a surplus variable for each agent to conquer the imbalance; the row-stochastic matrix approach generates a network-size variable for each agent to account for the imbalance; and the epigraph method aims to transform the original optimization problem into the epigraph form by introducing a network-size variable for each agent. However, all these methods have their shortcomings. To be specific, each agent needs to know its out-degree for the push-sum and weight-balancing methods; some sort of global information on eigenvalues of the communication graph is required in the “surplus”-based method; and a network-size variable, which has extremely high dimension for large-scale networks, is stored, transmitted, and updated by each agent when using those methods in [23]–[29].

Inspired by the above observations, this paper investigates distributed convex optimization problems with a feasible set constraint and coupled inequality constraints under time-varying unbalanced interaction graphs, where all involved functions are only assumed to be convex. For this problem, a distributed proximal-based algorithm is proposed, and the convergence analysis of the algorithm is also provided. The contributions of this paper can be summarized in the following aspects.

1) A distributed algorithm, named distributed proximal primal-dual (DPPD) algorithm, is developed for the concerned problem...
and proved to be convergent to the optimizer set.

2) The convergence rate is analyzed in the context of the saddle-point running evaluation error, which is shown to decrease at the rate of $O(1/\sqrt{k})$, where $k > 0$ is the iteration number.

3) Unbalanced communication graphs are addressed in this paper, only building upon row-stochastic matrices with column sum being no greater than 1. It is also worthwhile to note that the stepsize here is not necessarily to be square-summable as usually required in the literature (exceptions include [31–33]) by using the idea in [31], where a different algorithm is considered without inequality constraints.

The remainder of this paper is organized as follows. Preliminaries as well as problem statement are provided in Section II. Section III provides the main results of this paper, and a simulation example is presented for validating the proposed algorithm in Section IV. Finally, the conclusion is drawn in Section V.

Notations: Denote by $\mathbb{R}^n_+$ the set of $n$-dimensional vectors with nonnegative components, and $[N] := \{1, 2, \ldots, N\}$ the index set for an integer $N > 0$. Let $\text{col}(z_1, \ldots, z_k)$ be the stacked column vector of $z_i \in \mathbb{R}^n, i \in [k]$. Let $\| \cdot \|_1, \| \cdot \|_2, \| x \|$ stand for the standard Euclidean norm, $F_1$-norm, the transpose of a vector $x$ and the standard inner product of $x, y \in \mathbb{R}^n$, respectively. Denote by $P_{x}(z)$ the projection of a point $z \in \mathbb{R}^n$ onto the set $X \subset \mathbb{R}^n$, i.e., $P_{x}(z) := \text{arg min}_{x \in X} \| z - x \|$. Let $[z]_+$ be the component-wise projection of a vector $z \in \mathbb{R}^n$ onto $\mathbb{R}_+^n$. In addition, let $I$ be the identity matrix of compatible dimension, and $\otimes$ be the Kronecker product. And define $\| y \|_X$ to be the distance from a point $y$ to the set $X$, i.e., $\| y \|_X := \inf_{x \in X} \| y - x \|$. Let $\lfloor c \rfloor$ be the largest integer less than or equal to a real number $c$.

II. PRELIMINARIES AND PROBLEM STATEMENT

A. Convex Optimization

Given a function $h : \mathbb{R}^n \to \mathbb{R}$, the proximal operator $\text{prox}_h : \mathbb{R}^n \to \mathbb{R}^n$ of $h$ is defined as

$$\text{prox}_h(v) = \arg \min_{x \in \mathbb{R}^n} \{h(x) + \frac{1}{2} \| x - v \|^2\},$$

which is assumed to be efficiently computable whenever employed throughout this paper. For example, $\text{prox}_h(v) = (I + P)^{-1}(v - q)$ for the quadratic function $h(x) = x^T P x/2 + q^T x + r$ with $P$ being positive semi-definite and $\text{prox}_h(v) = \left( v + (\sqrt{v^T v + 4}/2) \right) / 2$ for logarithmic barrier $h(x) = -\sum_{i=1}^n \log x_i$, where $\text{prox}_h(v)$ means the $i$-th component of $\text{prox}_h(v)$.

We call a function $L : X \times \Lambda \to \mathbb{R}$ convex-concave if $L(\cdot, \lambda) : X \to \mathbb{R}$ is convex for each $\lambda \in \Lambda$ and meanwhile $L(x, \cdot) : \Lambda \to \mathbb{R}$ is concave for each $x \in X$, where $X \subset \mathbb{R}^n, \Lambda \subset \mathbb{R}^m$. A saddle point of the convex-concave function $L$ over $X \times \Lambda$ is defined to be a pair $(x^*, \lambda^*)$ such that

$$L(x^*, \lambda) \leq L(x, \lambda^*) \leq L(x^*, \lambda), \quad \forall x \in X, \lambda \in \Lambda.$$

To seek the saddle point of the convex-concave function $L$ is usually called the saddle-point problem, minimax problem or minimax problem. Given the function $L(x, \lambda)$ for $x \in \mathbb{R}^n$ and $\lambda \in \mathbb{R}^m$, let $\partial_x L$ and $\partial_\lambda L$ be the subgradients with respect to $x$ and $\lambda$, respectively. For more details, please refer to [34].

B. Problem Statement

In this paper, we consider a network consisting of $N$ agents, which cooperatively solve the following minimization problem, i.e.,

$$\min_{x \in X_0} f(x) := \sum_{i=1}^N f_i(x), \quad \text{s.t.} \sum_{i=1}^N g_i(x) \leq 0,$$

where $f : \mathbb{R}^n \to \mathbb{R} \cup \{\pm \infty\}$ is the global objective function, $f_i : \mathbb{R}^n \to \mathbb{R} \cup \{\pm \infty\}$ is the local objective function that is only accessible to agent $i$, and $x \in X_0 \subset \mathbb{R}^n$ is the global decision variable. Also, $g_i : \mathbb{R}^n \to \mathbb{R}^m \cup \{\pm \infty\}$ is only accessible to agent $i$, meaning that each agent has only access to partial information of the global inequality constraints. Note that all inequalities are understood componentwise throughout this paper.

Remark 1. Coupled inequality constraints in (3) are encountered in a wide range of applications in such as power systems optimization and plug-in electric vehicles charging problems, to name a few, and have been investigated intensively in recent years, see [33–38].

In order to model the communications among agents, a digraph is introduced as $\mathcal{G}_k = (\mathcal{V}, \mathcal{E}_k)$ at time instant $k$, with $\mathcal{V} = \{1, \ldots, N\}$ and $\mathcal{E}_k \subset \mathcal{V} \times \mathcal{V}$ being the node and edge sets at time step $k$, respectively. Let $(j, i)$ denote an edge in $\mathcal{E}_k$, meaning that node $i$ can receive information from node $j$ at time $k$, and in this case, we call $j \in (i)$ an in-neighbor (resp. out-neighbor) of $i$ (resp. $j$). The in-neighbor and out-neighbor sets of node $i$ at time $k$, respectively, are denoted by $N_i^{\text{in}} = \{j : (j, i) \in \mathcal{E}_k\}$ and $N_i^{\text{out}} = \{j : (i, j) \in \mathcal{E}_k\}$. It is assumed in this paper that $i \in N_i^{\text{in}}$ and $i \in N_i^{\text{out}}$ for all $i \in [N]$ and all $k \geq 0$, that is, each agent is always contained in its in- and out-neighbor sets. We call a graph balanced at time $k$ if $|N_i^{\text{in}}| = |N_i^{\text{out}}|$, where $| \cdot |$ represents a set’s cardinality, and balanced if it is balanced at all times. Let $d_i^{\text{in}} = |N_i^{\text{in}}|$ and $d_i^{\text{out}} = |N_i^{\text{out}}|$ be the in-degree and out-degree of node $i$ at time $k$, respectively. A graph is called strongly connected if any node can be connected to any other node by a directed path, where a directed path means a sequence of directed adjacent edges. Define the adjacency matrix $A_k = (a_{i,j,k}) \in \mathbb{R}^{N \times N}$ at time $k$ with $a_{i,j,k} > 0$ if $(j, i) \in \mathcal{E}_k$, and $a_{i,j,k} = 0$ otherwise.

To proceed further, several assumptions on the distributed optimization problem (3) are imposed as follows.

Assumption 1 (Communication and Connectivity). For all $k \geq 0$,

1) $a_{i,j,k} \geq a$ if $a_{i,j,k} > 0$, where $a$ is a constant in $(0, 1]$;
2) The matrix $A_k$ is row-stochastic, i.e., $\sum_{j=1}^N a_{i,j,k} = 1$ for all $i \in [N]$, and furthermore, $\sum_{i=1}^N a_{i,j,k} \leq 1$ for all $j \in [N]$;
3) A constant $Q > 0$ exists such that the union graph $\cup_{k=0}^\infty \mathcal{G}_k$ is strongly connected.

It is noteworthy that in Assumption 1 the matrix $A_k$ is assumed to be unbalanced, which includes the balanced graph (i.e., doubly stochastic matrix) as a special case.

Assumption 2 (Convexity and Compactness).

1) The functions $f_i$ and $g_i$ are proper and convex for all $i \in [N]$.
2) The set $X_0$ is closed, convex and compact.

From Assumption 2 one can apparently see that all functions are not required to be differentiable. In the meantime, in light of the compactness of $X_0$, which is of interest to many practical problems since variables in reality are always bounded, there must exist constants $D, E, S > 0$ such that for all $x \in X_0$ and all $i \in [N]$

$$\| x \| \leq D, \quad (4)$$
$$\| f_i(x) \| \leq E, \quad \| g_i(x) \| \leq E, \quad (5)$$
$$\| \partial f_i(x) \| \leq S, \quad \| \partial g_i(x) \| \leq S. \quad (6)$$

Assumption 3 (Slater Condition). Consider problem (3). There exists a point $\bar{x} \in \text{relint}(X_0)$, where $\text{relint}(\cdot)$ means the relative interior of a set, such that $\sum_{i=1}^N g_i(\bar{x}) < 0$.

A vector satisfying Slater condition is often called slater vector.
III. MAIN RESULTS

A. Distributed Algorithm and Convergence Analysis

With regard to the problem (3), the Lagrangian function is in the following form
\[
L(x, \mu) = \sum_{i=1}^{N} f_i(x) + \mu^\top \sum_{i=1}^{N} g_i(x) = \sum_{i=1}^{N} L_i(x, \mu),
\]
where \( x \in \mathbb{R}^n \) is the global decision variable, \( \mu \in \mathbb{R}^m \) is the dual variable or Lagrange multiplier associated with inequalities (3), and
\[
L_i(x, \mu) := f_i(x) + \mu^\top g_i(x)
\]
is the local Lagrangian function for \( i \in [N] \).

By virtue of the proximal method, an algorithm, called distributed proximal primal-dual (DPPD) algorithm, is proposed, as given in Algorithm 1, where \( \alpha_k \) is a nonincreasing stepsize, satisfying
\[
\alpha_k > 0, \quad \lim_{k \to \infty} \alpha_k = 0, \quad \sum_{k=1}^{\infty} \alpha_k = +\infty.
\]

Furthermore, in (3), \( U \) is a bounded subset of \( \mathbb{R}^m \) and supposed to contain the optimal dual set. At this stage, the set \( U \) is just employed as a priori knowledge, whose computation is delayed to the next subsection.

It is easy to verify that (13) is equivalent to
\[
\mu_{i,k+1} = P_U[\mu_{i,k} + \alpha_k g_i(x_{i,k+1})].
\]

Algorithm 1 Distributed Proximal Primal-Dual (DPPD)

1. Initialization: Stepsize \( \alpha_k \) in (4), and local initial conditions \( x_{i,0} \in X_i \) and \( \mu_{i,0} \in U \) for all \( i \in [N] \).
2. Iterations: Step \( k \geq 0 \): update for each \( i \in [N] \):
\[
\hat{x}_{i,k} = \sum_{j=1}^{N} \alpha_{i,j} x_{j,k}, \quad \hat{\mu}_{i,k} = \sum_{j=1}^{N} \alpha_{i,j} \mu_{j,k},
\]
\[
x_{i,k+1} = \arg\min_{\hat{x}_i \in X_i} \left( L_i(x_i, \hat{x}, \hat{\mu}_i) + \frac{1}{2\alpha_k} \| x_i - \hat{x}_i \|^2 \right),
\]
\[
\mu_{i,k+1} = \arg\max_{\mu_i \in U} \left( L_i(x_{i,k+1}, \mu_i) - \frac{1}{2\alpha_k} \| \mu_i - \hat{\mu}_{i,k} \|^2 \right).
\]

Remark 2. Note that a distributed proximal-based algorithm has been proposed in [27] for handling distributed optimization problems with feasible set constraints, but no coupled inequality constraints are addressed and meanwhile it is considered for balanced communication graphs without the analysis on the convergence rate.

To proceed, it is helpful to introduce the following lemma, which can be found in [30].

Lemma 1. Under Assumption 1 for any \( k \geq 0 \), there exists a vector \( \pi_k = \text{col}(\pi_{1,k}, \ldots, \pi_{N,k}) \in \mathbb{R}^n \), satisfying
\[
\| x_i - \bar{x}_k \| = O(\alpha_k^{\frac{1}{2}}),
\]
\[
\| \mu_i - \bar{\mu}_k \| = O(\alpha_k^{\frac{1}{2}}), \quad \forall i, j \in [N]
\]
where \( \bar{x}_k := \sum_{i=1}^{N} \pi_{i,k} x_{i,k} \) and \( \bar{\mu}_k := \sum_{i=1}^{N} \pi_{i,k} \mu_{i,k} \).

Proof. The proof can be found in the Appendix A.

To facilitate the subsequent analysis, we denote by \( X^* \) and \( U^* \) the optimal primal and dual variable sets, respectively, and let \( f^* \) be the optimal value of the cost function \( f \) corresponding to the optimal sets \( X^* \) and \( U^* \). Then, it is easy to observe that \( L(x^*, \mu^*) = f^* \) for any point \( x^* \in X^*, \mu^* \in U^* \) since \( (\mu^*)^\top \sum_{i=1}^{N} g_i(x^*) = 0 \) by first-order optimality conditions. Moreover, similar to [33], the running evaluation error for measuring the convergence rate to the optimal value is defined as
\[
\left| \frac{\sum_{i=1}^{k} L(x_{i,k+1}, \mu_{i,k+1}) - f^*}{k} \right| = O(1/\sqrt{k}),
\]
where \( \bar{x}_k \) and \( \bar{\mu}_k \) are defined in Lemma 2.

We are now in a position to present the main results.

Theorem 1. If Assumptions 1-2 are satisfied with \( \alpha_k \) given in (9), then under Algorithm 1, all \( x_i,k's \) will reach a common point in \( X^* \) and meanwhile \( \mu_{i,k}'s \) will reach a common point in \( U^* \).

Moreover, the following holds for the running evaluation error:
\[
\left| \frac{\sum_{i=1}^{k} L(x_{i,k+1}, \mu_{i,k+1}) - f^*}{k} \right| = O(1/\sqrt{k}),
\]
when setting \( \alpha_k = 1/\sqrt{k} \) for \( k \geq 1 \).

Proof. The proof can be found in the Appendix B.

Remark 3. The proposed algorithm, described in Algorithm 1, has three main features: 1) it can cope with unbalanced time-varying communication graphs; 2) it employs a general stepsize, i.e., satisfying (9), not necessarily square-summable; and 3) it converges with rate \( O(1/\sqrt{k}) \) in the sense of running evaluation error. Note that the stepsize’s square-summability is not required as well in [31], but a different algorithm, i.e., projected subgradient algorithm, was studied in [31] under doubly stochastic assumption and without inequality constraints. In contrast, a proximal-based algorithm is developed here with coupled inequality constraints and under less conservative assumption, i.e., row-stochastic assumption. Moreover, our results are advantageous in contrast with [35] where local objective functions are assumed to be continuously differentiable, the global objective function is supposed to have Lipschitz continuous gradients, interaction graphs are balanced, and no convergence rate is reported. In [36], only balanced communication graphs are considered, the convergence is given in the ergodic sense, and no convergence speed is given, although non-identical feasible sets are discussed. Fixed and undirected graphs are considered in [37], and no convergence speed is given either. It should be also noted that the algorithms in [35]-[37] are intrinsically different from DPPD in this paper. Besides, since the imbalance of communication graphs is handled in our work only under the assumption that \( A_k \) is row-stochastic with column sums being not greater than 1, the result is less conservative compared with those existing methods, including push-sum approach [29]-[31], “surplus”-based technique [37], row-stochastic matrix means [28], [29], and epigraph method [30], each of which has some shortcomings as discussed in the introduction section. Additionally, the proximal minimizations in Algorithm 1 do not need the computation of (sub)gradients, which is often the case for most of other algorithms, and thus Algorithm 1 is more computationally tractable.

Remark 4. It should be noted that the result can be generalized to handle the case when each agent has its own local decision variable in problem (3). Moreover, it is worthwhile to point out that Algorithm 1 can be easily extended to solve two saddle-point problems. Specifically, the first is \( \min_{x \in X} \max_{y \in Y} H(x, y) := \sum_{i=1}^{N} H_i(x, y_i) \), where \( H(x, y_i) \) is
the local convex-concave objective function defined over $X \times Y_i$ that is only accessible to agent $i$, $x, y$ are local decision variables, respectively, $y := \text{col}(y_1, \ldots, y_N)$, $Y := Y_1 \times \cdots \times Y_N$, and $X \subset \mathbb{R}^n$, $Y_i \subset \mathbb{R}^{m_i}$ are some sets. Note that $X$ is a common information for all agents and $Y_i$ is locally known to agent $i$. The second is $\min_{x \in X} \max_{y \in Y} \mathcal{E}(x, y) := \sum_{i=1}^N X_i(x, y)$, where $X \subset \mathbb{R}^n$ and $Y \subset \mathbb{R}^m$ are nonempty sets and commonly known by all agents, $x, y$ are the global decision variables, $\mathcal{E}$ is the global convex-concave objective function, and $X_i(x, y)$ is the local convex-concave objective function defined over $X \times Y_i$ that is only accessible to agent $i$. The details are omitted due to limited space.

B. Bound on Optimal Dual Set

In the last subsection, the bounded set $U$ has been exploited for studying dual variables $\mu_{i,k}$, which has also been employed in \cite{35}. \cite{43}, \cite{49}. In this subsection a distributed strategy is developed to obtain the set $U$

Let us first establish a bound on the dual variable $\mu$ corresponding to inequality constraints $\sum_{i=1}^N g_i(x) \leq 0$. To this end, let $q(\mu)$ denote the dual function defined as

$$q(\mu) := \inf_{x \in X_0} \sum_{i=1}^N f_i(x) + \mu^\top \sum_{i=1}^N g_i(x) \geq \sum_{i=1}^N \left( \inf_{x \in X_0} f_i(x) + \mu^\top g_i(x) \right) =: \sum_{i=1}^N q_i(\mu). \quad (18)$$

Now, invoking Lemma 1 in \cite{49}, it can be asserted that

$$\max_{\mu^* \in U} \|\mu^*\| \leq \frac{f(\hat{x}) - q(\hat{\mu})}{\gamma} \leq \frac{\max_{x \in [N]} f_i(\hat{x}) - \min_{x \in [N]} q_i(\hat{\mu})}{\gamma} =: U_{\epsilon}, \quad (19)$$

where $\hat{x}$ is a Slater vector and $\hat{\mu} \in \mathbb{R}^m_+$ is any vector. Moreover,

$$\gamma := \min_{i \in [m]} \left\{ -\sum_{i=1}^N g_i(\hat{x}) \right\}, \quad (20)$$

where $g_i(\hat{x})$ is the $i$-th component of $g_i$. As a consequence, the optimal set $U^*$ is contained in $\mathcal{Y}$, defined as

$$\mathcal{Y} := \{ \mu \in \mathbb{R}^m_+ : \|\mu\| \leq U_{\epsilon} \}. \quad (21)$$

In what follows, a distributed method, inspired by \cite{48}, is proposed for each agent to obtain the set $U$ employed in the last subsection such that $\mathcal{Y} \subset U$. It includes three steps.

Step 1: Each agent finds the Slater vector $\hat{x}$ by solving

$$\min_{x \in X_0} \sum_{i=1}^N g_i(x), \quad (22)$$

using the distributed algorithm

$$x_{i,k+1} = \arg \min_{x_i \in X_0} \left( g_i(x_i) + \frac{1}{2\alpha_k} \|x_i - \hat{x}_{i,k}\|^2 \right), \quad (23)$$

with any initial condition $x_{i,0} \in X_0$. Note that \cite{23} can be considered as a special case of Algorithm 1 when $g_i \equiv 0$ for all $i \in [N]$. Therefore, Theorem 1 holds for \cite{23}, and the final convergent point, say $\hat{x}$, must satisfy $\sum_{i=1}^N x_i(\hat{x}) < 0$ due to Slater condition. In addition, each agent can independently compute $q_i(\mu) = \inf_{x \in X_0} f_i(x) + \mu^\top g_i(x)$, and the common point $\hat{\mu} \in \mathbb{R}^m_+$ in \cite{19} can be selected as any point agreed upon by all agents in advance, such as $\hat{\mu} = 0_\mu$.

Step 2: All agents seek a common lower bound on $\gamma$ as follows

$$\gamma = \min_{i \in [m]} \left\{ -\sum_{i=1}^N g_i(\hat{x}) \right\} \geq \min_{i \in [m]} \left\{ -N\hat{z}_i \right\} \equiv \gamma. \quad (27)$$

Step 3: All agents can reach agreement on $\max_{x \in [N]} f_i(\hat{x})$ and $\min_{x \in [N]} g_i(\hat{x})$ in finite iterations by executing the analogous algorithms to \cite{25}.
Combining the above three steps, each agent can ultimately compute the set $U$ as

$$U := \left\{ \mu \in \mathbb{R}^m_+ : \|\mu\| \leq U_0 \right\},$$

where $U_0 := \frac{N[\max_{i \in [N]} f_i(\hat{\mu}) - \min_{i \in [N]} g_i(\hat{\mu})]}{2}$.

**Remark 5.** It is worthwhile to mention that the distributed strategy, devised in Section V-A in [39], is only valid for the case when local decision variables $z_i$’s do need to be aligned and $A_k$ is always balanced (i.e., doubly stochastic), while the problem (9) involves a global decision variable and unbalanced graphs. What’s more, in [39], each agent can find a positive constant $k_i$ independently such that its own iteration is terminated, and subsequently all agents reach a consensus on $z_a := \max_{i \in [N]} z_i(k_i)$, but it cannot ensure that $\sum_{i=1}^N g_i(z_a) < 0$. To address the issues arising from the problem (9), the procedure in Steps 1 and 2 has been redesigned here. Furthermore, note that in the case when $A_k$ is doubly stochastic for all $k \geq 0$, the algorithm (22) can be simply replaced with $z_i, k + 1 = \sum_{j=1}^N \alpha_{i,j} z_j, k$.

**IV. A Simulation Example**

This example is used to demonstrate the validity of Algorithm 1 for problem (3). Motivated by applications in wireless networks [38], consider the following distributed constrained optimization problem over a network of $N = 100$ agents:

$$\min_{x \in X_0} \sum_{i=1}^N f_i(x) = \sum_{i=1}^N \theta_i x,$$

s.t. $\sum_{i=1}^N g_i(x) = \sum_{i=1}^N \left( -d_i \log(1 + x) + \frac{b}{N} \right) \leq 0,$

where $\theta_i$, $d_i$, and $b$ are some constant scalars. It should be noticed that problem (29) is also considered in [38], but with balanced communication graphs and without the alignment of local variables $x_i, k$’s. In contrast, unbalanced interaction graphs are considered here with a common global decision variable. Set $X_0 = [0, 1]$, $b = 5$, $\theta_i = i/N \in [0, 1]$, $d_i = i/(N + 1) \in [0, 1]$ for $i \in [N]$, $\alpha_k = 1/\sqrt{k}$, $\forall k \geq 1$, and two cases for $Q = 2$ and $Q = 50$. Applying Algorithm 1 gives evolutions of local variables $x_i, k$’s and the averaged objective value, as shown in Fig. 1. For both cases, the algorithms are convergent, thus supporting the theoretical result. Moreover, the convergence for $Q = 50$ is slower than the case of $Q = 2$, showing that stronger connectivity has better convergence performance. To compare with the algorithm in [38], it is set $Q = 1$ for a balanced graph with all other parameters unchanged as above, and the simulation result is given in Fig. 2 indicating that the C-SP-SG algorithm in [38] is slower than DPPD algorithm here. It is also noted that the convergence in [38] is provided in an ergodic sense.

**V. Conclusion**

This paper has investigated distributed convex optimization problems with a feasible set constraint and coupled inequality constraints over unbalanced time-varying communication graphs. Under mild assumptions, a distributed proximal-based algorithm, called the distributed proximal primal-dual (DPPD) algorithm, was proposed to deal with the considered problem, and the running evaluation error was proved to decrease proportionally to $O(1/\sqrt{k})$, where $k > 0$ is the number of iterations. Furthermore, the designed algorithms can be easily generalized to handle more general distributed saddle-point problems. Possible future directions are to address the case of different feasible set constraints, and to attempt to accelerate the convergence speed to that of the centralized proximal point algorithm, i.e., $O(1/k)$.
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**APPENDIX**

**A. Proof of Lemma 2**

By virtue of the optimality condition for (12) (e.g., see [34]), one can obtain that for all $i \in [N]$

$$0 \in \partial x L_i(x_i, k + 1, \hat{\mu}_i, k) + \frac{1}{\alpha_k} (x_i, k + 1 - \hat{x}_i, k) + N x_0(x_i, k + 1),$$
where $N_{X_0}(x_{i,k+1})$ represents the normal cone to the set $X_0$ at the point $x_{i,k+1}$, which amounts to that for all $y \in X_0$
\[ \left\langle \partial_k L_i(x_{i,k+1}, \hat{\mu}_{i,k}) + \frac{1}{\alpha_k} (x_{i,k+1} - \hat{x}_{i,k}), y - x_{i,k+1} \right\rangle \geq 0, \]
(30)
further implying that for all $y \in X_0$
\[ \left\langle x_{i,k+1} - \hat{x}_{i,k}, x_{i,k+1} - y \right\rangle \leq \alpha_k \left\langle \partial_k L_i(x_{i,k+1}, \hat{\mu}_{i,k}), y - x_{i,k+1} \right\rangle \]
\[ \leq \alpha_k \left| L_i(y, \hat{\mu}_{i,k}) - L_i(x_{i,k+1}, \hat{\mu}_{i,k}) \right|, \]
(31)
where the second inequality follows from the convexity of $L_i$ in the first variable. Note that there exists a positive constant $U_0$ such that
$\|\mu_{i,k}\| \leq U_0$ for all $i \in [N]$ and all $k \geq 0$ since $U$ is a bounded set. Subsequently, by setting $y = \hat{x}_{i,k}$ in (31), one can get that
\[ \|x_{i,k+1} - \hat{x}_{i,k}\|^2 \leq \alpha_k \left[ L_i(\hat{x}_{i,k}, \hat{\mu}_{i,k}) - L_i(x_{i,k+1}, \hat{\mu}_{i,k}) \right] \]
\[ \leq \alpha_k \left\langle \partial_k L_i(\hat{x}_{i,k}, \hat{\mu}_{i,k}), \hat{x}_{i,k} - x_{i,k+1} \right\rangle \]
\[ \leq \alpha_k S (1 + U_0) \|x_{i,k+1} - \hat{x}_{i,k}\|, \]
where we have used the convexity of $L_i$ in the first variable, and the last inequality is due to Cauchy-Schwarz inequality and (6). Therefore, it can be concluded that
\[ \|x_{i,k+1} - \hat{x}_{i,k}\| \leq S (1 + U_0) \alpha_k, \]
(32)
which leads to
\[ \|x_{k+1} - (A_k \otimes I_n)x_k\| \leq \sqrt{NS} (1 + U_0) \alpha_k, \]
(33)
where $x_k = \cos(x_{1,k}, \ldots, x_{N,k})$ for $k \geq 0$. By defining $\epsilon_k = x_{k+1} - (A_k \otimes I_n)x_k$, it is easy to see that
\[ x_{k+1} = (A_k \otimes I_n)x_k + \epsilon_k, \]
(34)
where $\|\epsilon_k\| \leq \sqrt{NS} (1 + U_0) \alpha_k$ by (33). Now consider dynamics (44). Following the same argument as in Lemmas 3 and 4 in (40), one can obtain that
\[ \|x_{i,k} - \bar{x}_{i,k}\| = O(\alpha_k^{\frac{1}{p}}). \]
(35)
At the same time, invoking (5) and the nonexpansiveness of projections, one can obtain that
\[ \|\mu_{i,k+1} - \bar{\mu}_{i,k}\| \leq \alpha_k \|g_i(x_{i,k+1})\| \leq E \alpha_k. \]
(36)
As done for obtaining (35), it can be similarly concluded that
\[ \|\mu_{i,k} - \bar{\mu}_k\| = O(\alpha_k^{\frac{1}{p}}). \]
(37)
This completes the proof.

B. Proof of Theorem 4

Let us focus on the distances from each $x_{i,k}$ and $\mu_{i,k}$ to optimum sets $X^*$ and $U^*$, respectively. Define $p_k := \sum_{j=1}^N a_{i,j,k} P_{U^*}(x_{j,k})$. Then, one has that for each $i \in [N]$
\[ \|x_{i,k+1} - \bar{x}_{i,k}\|^2 = \|x_{i,k+1} - 2 \bar{x}_{i,k} - \bar{x}_{i,k} - p_k\|^2 \]
\[ = \|\bar{x}_{i,k} - p_k\|^2 + \|x_{i,k+1} - \bar{x}_{i,k}\|^2 + 2 \left( \|x_{i,k+1} - \bar{x}_{i,k}\|^2 - \bar{x}_{i,k} - p_k \right) \]
\[ \leq \sum_{j=1}^N a_{i,j,k} \|x_{j,k}\|^2 - \|x_{i,k+1} - \bar{x}_{i,k}\|^2 \]
\[ + 2 \alpha_k \left[ L_i(p_k, \bar{\mu}_{i,k}) - L_i(x_{i,k+1}, \bar{\mu}_{i,k}) \right], \]
(38)
where the last inequality is due to the convexity of norms and (31) with $y = p_k$.

Similarly, define $q_k := \sum_{j=1}^N a_{i,j,k} P_{U^*}(\mu_{j,k})$, it yields that
\[ \|\mu_{i,k+1} - \bar{\mu}_{i,k}\|^2 \leq \|\mu_{i,k+1} - q_k\|^2 \leq \|\mu_{i,k} + \alpha_k g_i(x_{i,k+1}) - q_k\|^2 \]
\[ \leq \sum_{j=1}^N a_{i,j,k} \|\mu_{j,k}\|^2 + \alpha_k^2 E^2 \]
\[ + 2 \alpha_k \left[ L_i(p_k, \bar{\mu}_{i,k}) - L_i(x_{i,k+1}, q_k) \right], \]
(39)
where the second inequality is due to (10) and the nonexpansiveness of projections, and the convexity of norms and (5) have been employed in the last inequality.

Now, define $\phi_{i,k} = \|x_{i,k}\|^2 + \|\mu_{i,k}\|^2$ for all $k \geq 0$ and $\phi_k = \sum_{i=1}^N \phi_{i,k}$. Then, in view of $\sum_{i=1}^N a_{i,j,k} \leq 1$ in Assumption (1) summing (38) and (39) yields
\[ \phi_{i,k+1} \leq \sum_{j=1}^N a_{i,j,k} \phi_{j,k} + \alpha_k^2 E^2 \]
\[ + 2 \alpha_k \left[ L_i(p_k, \bar{\mu}_{i,k}) - L_i(x_{i,k+1}, q_k) \right]. \]
(40)
In the following, let us consider the term $L_i(p_k, \bar{\mu}_{i,k}) - L_i(x_{i,k+1}, q_k)$. It is straightforward to see that
\[ L_i(p_k, \bar{\mu}_{i,k}) - L_i(x_{i,k+1}, q_k) = L_i(p_k, \bar{\mu}_{i,k}) - L_i(P_{U^*}(\bar{x}_k), \bar{\mu}_{i,k}) \]
\[ + L_i(P_{U^*}(\bar{x}_k), \bar{\mu}_{i,k}) - L_i(P_{U^*}(\bar{x}_k), \mu_{i,k}) \]
\[ + L_i(P_{U^*}(\bar{x}_k), \mu_{i,k}) - L_i(\bar{x}_k, P_{U^*}(\bar{\mu}_{i,k})) \]
\[ + L_i(\bar{x}_k, P_{U^*}(\bar{\mu}_{i,k})) - L_i(x_{i,k+1}, P_{U^*}(\bar{\mu}_{i,k})) \]
\[ + L_i(x_{i,k+1}, P_{U^*}(\bar{\mu}_{i,k})) - L_i(x_{i,k+1}, q_k). \]
(41)
To proceed, first observe the following facts:
\[ \|p_k - P_{U^*}(\bar{x}_k)\| \leq \sum_{j=1}^N a_{i,j,k} \|P_{U^*}(x_{j,k}) - P_{U^*}(\bar{x}_k)\| \]
\[ \leq \sum_{j=1}^N a_{i,j,k} \|x_{j,k} - \bar{x}_k\|, \]
(42)
\[ \|\bar{x}_k - \bar{x}_k\| \leq \sum_{j=1}^N a_{i,j,k} \|x_{j,k} - \bar{x}_k\| \]
\[ \leq \sum_{j=1}^N a_{i,j,k} \sum_{l=1}^N \pi_{i,k} \|x_{j,k} - x_{i,k}\| \]
\[ \leq \max_{j \in [N]} \|x_{j,k} - x_{i,k}\|. \]
(43)
Then, invoking (42) and (43), one can obtain that
\[ L_i(p_k, \bar{\mu}_{i,k}) - L_i(x_{i,k+1}, q_k) \leq S(1 + U_0) \sum_{j=1}^N a_{i,j,k} \|x_{j,k} - \bar{x}_k\|, \]
(44)
where the last inequality is due to (42). Similarly, one can get that
\[ |L_i(\bar{x}_k, P_{U^*}(\bar{\mu}_{i,k})) - L_i(x_{i,k+1}, P_{U^*}(\bar{\mu}_{i,k}))| \]
\[ \leq S(1 + U_0) \|x_{i,k+1} - \bar{x}_k\| \]
\[ \leq S(1 + U_0) \|x_{i,k+1} - \bar{x}_k\| + \|\bar{x}_k - \bar{x}_k\|. \]
(45)
Similar to (42) and (43), one can obtain that
\[ \|q_k - P_{U^*}(\bar{\mu}_{i,k})\| \leq \sum_{j=1}^N a_{i,j,k} \|\mu_{j,k} - \bar{\mu}_{i,k}\|, \]
(46)
\[ \|\mu_{i,k} - \bar{\mu}_{i,k}\| \leq \max_{j \in [N]} \|\mu_{j,k} - \bar{\mu}_{i,k}\|. \]
(47)
by which invoking similar arguments to (44) and (45) implies that
\[ |L_i(x_{i,k+1}, P_U \cdot (\hat{\mu}_k)) - L_i(x_{i,k+1}, q_k)| \leq E\|q_k - P_U \cdot (\hat{\mu}_k)\| \]
\[ \leq E \sum_{j=1}^{N} a_{i,j,k} \|P_U \cdot (\hat{\mu}_{j,k}) - P_U \cdot (\hat{\mu}_k)\| \]
\[ \leq E \sum_{j=1}^{N} a_{i,j,k} \|\mu_{j,k} - \hat{\mu}_k\|, \]  
(48) where we have used the fact (30). It further follows from (53) that
\[ L_i(x^*, \hat{\mu}_k) - L_i(x^*, \mu_k) = O(\alpha_k^{1/2}), \]
(55) and
\[ L_i(x^*, \mu_k) - L_i(x^*, \hat{\mu}_k) = O(\alpha_k^{1/2}). \]
(56) Meanwhile, similar to (45), invoking (32), (35), and (43) yields
\[ L_i(\bar{x}_{k+1}, \mu_k) - L_i(x_{i,k+1}, \mu_k) = O(\alpha_k^{1/2}). \]
(56) Summing (54) over i ∈ [N] and recalling that \( \sum_{j=1}^{N} a_{i,j,k} \leq 1 \), in view of (55) and (56), one has
\[ L(\bar{x}_{k+1}, \mu_k) - L(x^*, \mu_k) \]
\[ \leq \frac{1}{2\alpha_k} \|x_k - x^*\|^2 - \frac{1}{2\alpha_k} \|x_{k+1} - x^*\|^2 + c_2 \alpha_k^{1/2}, \]  
(57) for some constant \( c_2 > 0 \), where \( x^* := 1_N \otimes x^* \) for brevity. Note that \( L(x^*, \mu_k) \leq L(x^*, \mu^*) = f^* \), where \( \mu^* \in U^* \). Now summing (57) over finite times \( l = 1, \ldots, k \) leads to
\[ \sum_{l=1}^{k} L(\bar{x}_{l+1}, \mu_{l+1}) - k f^* \]
\[ \geq \frac{1}{2\alpha_k} \|x_l - x^*\|^2 + \frac{2}{\alpha_k} \sum_{l=2}^{k} \left( \frac{1}{\alpha_{l-1}} - \frac{1}{\alpha_l} \right) \|x_l - x^*\|^2 \]
\[ - \frac{2}{\alpha_k} \|x_{k+1} - x^*\|^2 + c_2 \sum_{l=1}^{k} \alpha_l^{1/2}, \]
(58) which, together with \( \|x_l - x^*\|^2 \leq 4ND^2 \) for \( l \in [k] \), implies that
\[ \sum_{l=1}^{k} L(\bar{x}_{l+1}, \mu_{l+1}) - f^* \leq \frac{2ND^2}{k\alpha_k} + c_2 \sum_{l=1}^{k} \alpha_l^{1/2}. \]
(59) Similar to (52), given that \( L_i(x_{i,k+1}, \mu_k) = \frac{1}{2\alpha_k} \|x_k - \hat{\mu}_k\|^2 \) is \( 1/\alpha_k \)-strongly concave in \( \mu_k \), it can be asserted that for each i ∈ [N]
\[ L_i(\bar{x}_{i,k+1}, \mu_k) - L_i(x_{i,k+1}, \mu^*) \]
\[ \geq -S(1 + U_0)\|x_{i,k+1} - \hat{\mu}_k\|^2 \]
\[ \geq -c_3 \alpha_k^{1/2}, \]
(61) where \( \mu^* \) is an optimal point in \( U^* \). With reference to (60), \( \|\mu^*\|^2 \leq U_0 \) and the convexity of \( L_i \) in its first variable, it follows that
\[ L_i(x_{i,k+1}, \mu_k^*) - L_i(\bar{x}_{k+1}, \mu_k) \]
\[ \geq -S(1 + U_0)\|\mu_k^* - \mu_k\|^2 \]
\[ \geq -c_3 \alpha_k^{1/2}, \]  
(62) for some constants \( c_3, c_4 > 0 \), where (35) and (37) are utilized for the last inequalities in (61) and (62), respectively. Also, by (55), it follows that
\[ L_i(\bar{x}_{k+1}, \mu_k) - L_i(x_{i,k+1}, \mu_k) \]
\[ \geq -S(1 + U_0)\|\mu_k - \hat{\mu}_k\|^2 \]
\[ \geq -c_4 \alpha_k^{1/2}, \]  
(63) for some constant \( c_5 > 0 \). Then, by substituting (61)-(63) into (60) and summing it over i ∈ [N], one can obtain that
\[ L(\bar{x}_{k+1}, \mu_k) - L(\bar{x}_{k+1}, \mu^*) \]
\[ \geq -\frac{1}{2\alpha_k} \|\mu^* - \hat{\mu}_k\|^2 + \frac{1}{2\alpha_k} \|\mu^* - \mu_k\|^2 - c_2 \alpha_k^{1/2}. \]  
(64)
where $\mu^* := 1_N \otimes \mu^*$ and $c_0 := N(c_3 + c_4 + c_5)$. Keeping $L(\bar{x}_{k+1}, \mu^*) \geq f^*$ in mind, as done in (58) and (59), it can be finally deduced that
\[
\sum_{k=1}^{\infty} L(\bar{x}_{k+1}, \bar{\mu}_{k+1}) - f^* \geq - \frac{2N \mu^*}{\kappa_\alpha} - \frac{c_0}{\kappa_\alpha} \sum_{l=1}^{k} \alpha_l \frac{\bar{l}}{k},
\]
which together with (59) gives rise to
\[
\sum_{k=1}^{\infty} L(\bar{x}_{k+1}, \bar{\mu}_{k+1}) - f^* \leq - \frac{2N \max\{D^2, U_0^2\}}{\kappa_\alpha} + \frac{\max\{c_1, c_2\}}{\kappa_\alpha} \sum_{l=1}^{k} \alpha_l \frac{\bar{l}}{k},
\]
This completes the proof by noting that $\alpha_l \frac{\bar{l}}{k} = O(\sqrt{\kappa})$ and $\sum_{l=1}^{k} \alpha_l = O(\sqrt{\kappa})$.
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