Correcting the $B_A$ coalescence factor at GSI-HADES and RHIC-BES energies
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We investigate the coalescence factors $B_2$ and $B_3$ at low collision energies ($\sqrt{s_{NN}} < 6$ GeV) with special focus on the HADES and RHIC-BES experiments. It is shown that, in order to properly interpret the coalescence factors $B_A$, two important corrections are necessary: I) $B_2$ has to be calculated using the proton $\times$ neutron yields in the denominator, instead of the square of the proton yield, and II) the primordial proton (neutron) densities have to be used for the normalization and not the final state (free) protons (neutrons). Both effects lead to a drastic reduction of $B_2$ and $B_3$ at low energies. This reduction decreases the discrepancy between the volumes extracted from HBT measurements and the volumes extracted from the coalescence factor ($V \propto 1/B_2$). While at HADES and low RHIC-BES energies these corrections are substantial, they become irrelevant above $\sqrt{s_{NN}} > 6$ GeV. The proposed correction method is model independent and is only based on the measurement of protons, clusters and charged pions.

I. INTRODUCTION

The production of nuclear clusters has again become a field of active research in heavy ion physics over the last ten years [1,3]. These activities have mainly been triggered by the observation of the Lambda-hypertriton at LHC and also by the recent measurements of clusters and anti-clusters up to Helium (anti-nuclei) at RHIC and LHC [4,5]. These measurements have not only been interesting for the heavy ion community but are also relevant for our understanding of cosmological models of Dark Matter [6,7]. Various (partly controversial) models and ideas for the calculation of nuclear clusters have been put forward and discussed in the literature. These models can be separated broadly into two categories: I) thermal models, treating the clusters as entities in the ensemble [8,11] and II) coalescence models, creating the clusters from the primordial (frozen-out) nucleons, if the nucleons are sufficiently close in phase-space [15,20].

Already early on, Ref. [30] suggested that the deuteron number in a given momentum interval should be proportional to the product of the proton and neutron numbers at half the deuteron momentum [30]. This equation was then extended to higher mass clusters and is often used for the interpretation of the cluster yield. Quantitatively, the relation between the density of nucleons and the final cluster yield is then:

$$ E_A \frac{d^3N_A}{dp_A^3} = B_A \left( E_p \frac{d^3N_p}{dp_p^3} \right)^{Z} \left( E_n \frac{d^3N_n}{dp_n^3} \right)^{N}, $$

where the evaluation is done at the same momentum per nucleon. Here, $A = N + Z$ is the mass number of the produced cluster with neutron number $N$ and proton number $Z$ and $B_A$ is the so called coalescence factor. The coalescence factor can be related to the spatial volume $V$ of the source via $B_A \propto (V/1)^{1-1}$. Such a scaling is obvious when one assumes thermal sources, but is also fulfilled in the coalescence picture, see e.g. 18, 31, however, with slightly different numerical pre-factors. The exact interpretation of the “volume” depends on the model. In a thermal model, it is the volume of the thermal source, in coalescence approaches it is typically associated with the volume out of which the clusters coalesce 31, similar to the region of homogeneity in Hanbury-Brown-Twiss (HBT) analyses. It is now tempting to use the source volume (region of homogeneity) extracted via HBT correlations to check whether the $B_A$ values from cluster measurements are compatible (up to an overall scaling factor) with the HBT measurements as a function of energy. This comparison is shown in Fig. 1 (where the data is taken from [3,22,24]). Here one observes that the $B_A$ values do indeed surprisingly well scale with the (inverse) HBT-volume down to beam energies of around 10$A$ GeV (or center-of-mass energies around $\sqrt{s_{NN}} = 5$)

---

1 Let us note that the main assumption of the model of Butler and Pearson [30] is that the coalescing nucleons are homogeneously distributed in the volume. Such an assumption is often not justified and has led to the usage of phase space coalescence models. Nevertheless, the suggested scaling relation between nucleons and clusters is often used to interpret experimental data, because it only relies on momentum space information.
The symbols are the $B_A$ values extracted by various experiments, the lines show the scaling expected from the HBT measurements from STAR. Data taken from \cite{3,32,34,55}. GeV). At lower collision energies one observes a strong discrepancy between the $B_2$ measurements and the HBT measurements: The HBT measurements suggest a decrease of $B_2$, while the experimental data seems to suggest a strong increase of $B_2$. Unfortunately, there is no data on $B_3$ at low collision energies, however taking the ratios of the integrated yields does also imply a similar increase of $B_3$ at low energies.

In this paper, we want to address this discrepancy at low collision energies and clarify the reasons for this mismatch. We will conclude that the discrepancy can be resolved if the measured data is properly corrected.

III. THE URQMD TRANSPORT APPROACH

For the present study we use the Ultra-relativistic Quantum Molecular Dynamics (UrQMD) model \cite{35,37} in its most recent version (v3.5). UrQMD is a dynamical microscopic transport simulation based on the explicit propagation of hadrons in phase-space. The imaginary part of the interactions is modeled via binary elastic and inelastic collisions, leading to resonance excitations and decays or color flux-tube formation and their fragmentation. In its current version, UrQMD includes a large body of baryonic and mesonic resonances up to masses of 4 GeV. The real part of the interaction potential is implemented via different equations of state (following the usual notion of a hard and soft Skyrme-type equation of state). But alternative equations-of-state, including a chiral mean field EoS, see e.g. \cite{38} can also be employed. For the present study, we use UrQMD in cascade mode. The model is well established and tested in the GSI/RHIC-BES energy regime. For recent studies of the bulk dynamics, we refer the reader to \cite{39,40}. For the details and previous results of the phase space coalescence approach used for the present study, we refer the reader to \cite{25,28,41,42}. The light clusters which are included

- The densities of neutrons are usually not measured and the neutron distribution is estimated to be the same as the proton distribution.

At high collision energies both assumptions are well justified, because the yield of clusters is very small compared to the yields of protons and neutrons and also the yield of neutrons approaches the yield of protons due to copious pion production. However, towards lower collision energies both assumptions are not satisfied any longer.

At low collision energies, as e.g., explored by the FOPI and HADES experiments at GSI, and at the lowest RHIC-BES energy, one can not assume that there is sufficient pion production to lead to an equipartition of isospin between neutrons and protons. In contrast, one should expect that the initial isospin asymmetry prevails to a certain extent, i.e., $N_n/N_p \approx N_{Au}/Z_{Au} = 1.49$. This means that the proton number is not a good proxy for the neutron number. In addition, a large number of clusters, ranging from deuterons and tritons to Heliums are produced. In fact, approximately 40% of the protons at midrapidity are captured in clusters, thus the assumption that the final state protons (neutrons) are a good proxy of the primordial protons (neutrons) is also not justified.

In the following, we will discuss how to properly treat these effects to obtain $B_A$ values that can be compared in a meaningful way to high energy data and to the HBT-volume. To this aim, we will use the UrQMD transport model to quantify the magnitude of these effects. However, the methodology is model independent and can be directly applied to experimental data.
in this analysis are the deuteron ($d$), the triton ($t$) and the Helium-3 ($^3\text{He}$).

IV. RESULTS

We will focus the main discussion on central ($\sigma/\sigma_{\text{tot}} = 10\%$, corresponding to $b \leq 4.7$ fm in the simulations) Au+Au reaction at $E_{\text{beam}} = 1.23A$ GeV. For this system the HADES experiment has recently measured clusters and estimated preliminary $B_A$ values, which allow to demonstrate the discussed effects. We will use this example to introduce the corrections to $B_2$ (and $B_A$ in general) and employ the same correction techniques to further energies to show until which energy the corrections are important and how they modify the $B_A$ values.

A. Primordial protons vs. final state protons

First we explore the difference between the final state (measured) proton distributions and the primordial (before clustering) proton distributions in the simulation. This requirement is especially important at very low energies discussed here in relation to the currently operating HADES experiment due to the rather large fraction of light clusters. Fig. 2 shows the rapidity distribution in central Au+Au reactions at $E_{\text{beam}} = 1.23A$ GeV. From bottom to top we show the distributions of final state $^3\text{He}$ (yellow hexagons, dotted line), tritons (cyan pluses, dotted line), deuterons (green diamonds, dotted line) and protons (dashed red line). We then compare the final state protons (dashed red line) with the simulated primordial proton yield (full red circles). One clearly sees that the final state proton yields are substantially lower than the primordial proton yields. Adding the protons from the clusters to the final state protons using Eq. 2 allows to reconstruct the primordial proton distribution with high accuracy (the reconstructed proton distribution is shown by the solid red line to be compared to the full red squares).

For the reconstruction, we suggest to use the individual rapidity densities and the following equation:

$$\frac{dN_p^{\text{prim (reco)}}}{dy} = \frac{dN_p^{\text{final}}}{dy} + \sum_{\text{cluster}} Z_c^p \frac{dN_c^{\text{final}}}{dy} \tag{2}$$

Here $dN_p^{\text{prim (reco)}}/dy$ is the reconstructed proton distribution, while $dN_p^{\text{final}}/dy$ is the final state rapidity distribution, $dN_c^{\text{final}}/dy$ is the final state rapidity distribution of the cluster $c$, and $Z_c^p$ is the proton number of the respective cluster. Thus, the primordial proton distribution can be directly reconstructed by adding the measured distributions of the clusters with their respective proton number in each rapidity bin to the final proton yields. Quantitatively, at HADES energies, only 60% of the protons are observed as free protons in the final state, while the rest is bound in cluster states. Thus, already the use of the primordial proton densities (i.e. before clustering) instead of the final ones leads to a reduction of $B_2$. We note that clusters with larger mass numbers, especially the $^4\text{He}$, would also need to be taken into account to reliably measure $B_2$ value in the experiment. The $^4\text{He}$ yield in this energy range is expected to be between 2-4, in line with FOPI measurements and multi-fragmentation models.

After the reconstruction of the primordial proton distribution, we need to estimate the primordial neutron distribution from the measured spectra.

B. Estimating the neutron distribution from the proton distribution

To estimate the primordial neutron distribution we start from the initial state of the reaction. Before their collision, each isospin of the gold nuclei is distributed asymmetrically, i.e. $N_{\Lambda}\text{Au}/Z_{\text{Au}} = 1.49$. However, towards the final state of the reaction, the isospin becomes more equally distributed among the baryons due to the emission of charged pions. I.e., during the evolution (at such low energies) the emission of a $\pi^+$ goes together (after the decays of intermediate states) with
the transformation of a proton into a neutron, while the
emission of a $\pi^-$ is tied to a neutron being transformed
into a proton. This implies that the proton and neu-
tron numbers integrated over all participants before co-
alescence at a given centrality (i.e. fixed $A_{\text{part}}$) can be
related to the initial proton and neutron numbers via
$N_{n_{\text{prim (reco)}}} = \frac{A_{\text{part}}}{A} Z_{\text{Au}} + (N_{\pi^-} - N_{\pi^+})$ and
$N_{p_{\text{prim (reco)}}} = \frac{A_{\text{part}}}{A} N_{\text{Au}} - (N_{\pi^-} - N_{\pi^+})$. Putting both equations to-
together and by abbreviating $\Delta \pi \equiv N_{\pi^-} - N_{\pi^+}$, this
provides a good estimate for the reconstructed primordial
neutron number as a function of the primordial proton
number and the charged pion yield:

$$N_{n_{\text{prim (reco)}}} = N_{p_{\text{prim (reco)}}} \frac{A_{\text{part}}}{A} \frac{N_{\text{Au}} - \Delta \pi}{Z_{\text{Au}} + \Delta \pi} . \quad (3)$$

Here, the number of primordial neutrons is expressed
in terms of the pion numbers and the primordial pro-
ton number which can be measured. However, the num-
ber of participating protons and neutrons (before isospin
equilibration) cannot be measured directly and has to be
inferred. It is possible to obtain a closed formula for the
number of participants by making use of the relation
$N_{n_{\text{part}}} = \frac{N_{\text{Au}}}{Z_{\text{Au}}} N_{\text{part}}$ and by inserting $N_{n_{\text{part}}} = N_{n_{\text{prim (reco)}}} - \Delta \pi$
which quantifies the amount of isospin equilibration. By
requiring that $A_{\text{part}} = N_{p_{\text{part}}} + N_{n_{\text{part}}}$, this yields in Eq. (4):

$$A_{\text{part}} = (N_{p_{\text{prim (reco)}}} - \Delta \pi) \times \left( \frac{N_{\text{Au}}}{Z_{\text{Au}}} + 1 \right) \quad (4)$$

This result can be reinserted into Eq. (3) in order to ob-
tain a closed formula for the number of primordial neu-
trons.

$$N_{n_{\text{prim (reco)}}} = N_{p_{\text{prim (reco)}}} \frac{A_{\text{part}}}{A} \frac{N_{\text{Au}} - \Delta \pi}{Z_{\text{Au}} + \Delta \pi} \cdot \left( \frac{N_{\text{Au}}}{Z_{\text{Au}}} + 1 \right) \cdot \frac{N_{\text{Au}} - \Delta \pi}{Z_{\text{Au}} + \Delta \pi} \quad (5)$$

It is obvious that this relation holds for all participants
in $4\pi$, however it is not a priori clear that this relation
also holds for the differential distributions, because the
width of the rapidity distributions of protons/clusters in
comparison to the pions are not the same. We have there-
fore explored both options: I) a momentum differential
isospin correction factor and II an integrated isospin cor-
rection factor. We found that the use of the integrated
correction factor provides better results for the recon-
struction of the primordial neutron distributions. We
abbreviate the isospin factor as $\delta_{\text{iso}}$ which relates the
primordial neutrons to the primordial protons.

The reconstructed primordial neutron distribution can
now be expressed via the measured rapidity distributions
of protons and clusters and the integrated number of
charged pions. The primordial neutron rapidity distri-
bution is then given by:

$$\frac{dN_{n_{\text{prim (reco)}}}}{dy} = \left( \frac{dN_{p_{\text{final}}}}{dy} + \sum_{\text{cluster}} Z_{p} \frac{dN_{c_{\text{final}}}}{dy} \right) \delta_{\text{iso}} \cdot \quad (6)$$

To quantify the quality of our reconstruction of the
primordial neutron distribution, we show in Fig. 3 the
distribution of primordial protons (simulated: full red
circles, reconstructed: solid red line) and our distribu-
tion of the neutron rapidity density (simulated: full blue
squares, reconstructed using Eq. 7: dash-dotted blue
line). Comparing the blue squares with the dash-dotted
blue line, we observe a remarkably good quality of the
reconstruction of the primordial neutron density, thus
validating our suggestion for the reconstruction method.

As a side remark, we want to point out that the same
technique can be used to extract the final state neutron
rapidity distribution from the measured proton and clus-
ter distributions and the charged pion numbers by sub-
tracting the clusters from the primordial neutron distri-
bution:

$$\frac{dN_{n_{\text{prim (reco)}}}}{dy} = \frac{dN_{n_{\text{final}}}}{dy} + \sum_{\text{cluster}} N_{c} \frac{dN_{c_{\text{final}}}}{dy} \cdot \quad (7)$$

Here $N_{c}$ is the number of neutrons in each cluster $c$.
By expressing everything in measurable observables this
yields

$$\delta_{\text{iso}} = \text{energy dependent} \text{ at 1.234 GeV it evaluates to the numerical value of } \delta_{\text{iso}} = 1.32 \text{ which is somewhat}$$

2 Note that this factor is energy dependent. At 1.234 GeV it evaluates to the numerical value of $\delta_{\text{iso}} = 1.32$ which is somewhat
In Fig. 3 we show the distribution of final state (free) neutrons based on our estimate for the neutron distribution based on Eq. (5) (dotted blue line) in comparison to the neutron distribution from the simulation (full blue squares) in central Au+Au reactions at $E_{\text{beam}} = 1.23A$ GeV. Also in this case the reconstruction quality is very high.

After having established a baseline by estimating the primordial neutron rapidity distribution we are now in the position to investigate the transverse momentum spectra to be able to calculate the correct $B_2$ values at low energies using both the primordial proton and primordial neutron transverse momentum distributions. To reconstruct the primordial proton and neutron transverse momentum distributions we follow the same procedure as for the rapidity distributions, but additionally scale the transverse momentum of the clusters by their respective mass number, $p_T/A$. Like in the rapidity case this means we compare the distributions at the same (transverse or longitudinal) velocity. The primordial proton transverse momentum distribution is thus

$$
\frac{dN_n^{\text{final}}(\text{rco})}{dy} = \left( \frac{dN_p^{\text{final}}}{dy} + \sum_{\text{cluster}} Z_p^c \frac{dN_c^{\text{final}}}{dy} \right) \times \delta_{iso}^p - \left( \sum_{\text{cluster}} N_c \frac{dN_c^{\text{final}}}{dy} \right). \tag{8}
$$

In Fig. 4 we show the invariant distributions of final state clusters (d: green diamonds with dotted line, t: cyan pluses with dotted line, ³He: yellow hexagons with dotted line), the primordial proton (full red circles) and neutron (full blue squares) distribution from the simulation, and from our reconstruction (proton: solid red line, neutron: solid blue line). The calculations are at midrapidity ($|y| \leq 0.5$) in central Au+Au reactions at $E_{\text{beam}} = 1.23A$ GeV. We observe that also the transverse momentum spectra of the primordial protons and neutrons are reconstructed with high precision. This allows us to use the reconstructed primordial transverse

$$
\frac{dN_p^{\text{prim}}(\text{rco})}{p_T dp_T} = \frac{dN_p^{\text{final}}}{p_T dp_T} + \sum_{\text{cluster}} Z_p^c \frac{dN_c^{\text{final}}}{p_T dp_T} \frac{A_c}{A_p} \tag{9}
$$

and hence the primordial neutron distribution becomes

$$
\frac{dN_n^{\text{prim}}(\text{rco})}{p_T dp_T} = \left( \frac{dN_p^{\text{final}}}{p_T dp_T} + \sum_{\text{cluster}} Z_p^c \frac{dN_c^{\text{final}}}{p_T dp_T} \frac{A_c}{A_p} \right) \delta_{iso}^{\text{prim}}. \tag{10}
$$

In Fig. 5 we show the distribution of final state clusters (d: green diamonds with dotted line, t: cyan pluses with dotted line, ³He: yellow hexagons with dotted line, p: red squares with solid line, n: blue pluses with solid line) and the primordial proton and neutron distribution from the simulation (full blue squares) in central Au+Au reactions at $E_{\text{beam}} = 1.23A$ GeV.
momenum distributions to calculate the corrected \( B_2 \) values.

**C. Corrected \( B_2 \) estimates**

The invariant distribution of the primordial protons and neutrons and the final state deuterons now serve as input to calculate \( B_2 \) as a function of transverse momentum per nucleon \( p_T/A \). The \( B_2 \) parameter can be obtained by taking the ratios of the invariant yields, i.e. \( B_2 \) equals \( E_{d} \frac{d^3N_d}{dp_T^2} \) at \( p_T/2 \) divided by the product of \( \left( E_p \frac{d^3N_p}{dp_T^2} \right) \cdot \left( E_n \frac{d^3N_n}{dp_T^2} \right) \) from the primordial state before clustering. Also the \( B_3 \) can be calculated using the neutron distributions instead of the cube of the proton distributions, i.e. \( B_3 \) equals \( E_{1/3} \frac{d^3N_n}{d{p_T}^2} \) at \( p_T/3 \) divided by the product of \( \left( E_p \frac{d^3N_p}{dp_T^2} \right)^2 \cdot \left( E_n \frac{d^3N_n}{dp_T^2} \right)^2 \) from the primordial state before clustering. Also the \( B_3 \) of the \( ^3 \)He can be calculated in this way, i.e. by dividing \( E_{\text{He}} \frac{d^3N_{\text{He}}}{dp_T^2} \) at \( p_{T,\text{He}}/3 \) by the product of \( \left( E_p \frac{d^3N_p}{dp_T^2} \right)^2 \cdot \left( E_n \frac{d^3N_n}{dp_T^2} \right) \) from the primordial state before clustering.

In order to show the impact of the effects discussed above, Fig. 6 illustrates the calculated \( B_2 \) values as a function of the transverse momentum per nucleon by taking the ratio of the deuteron distribution and final state proton distribution squared (dashed red line), the primordial proton distribution squared (solid red line), the final proton and reconstructed neutron distribution (dotted blue line) and the reconstructed primordial proton and neutron distribution (dash-dotted blue line) for central \( \text{Au+Au} \) collisions at a kinetic beam energy of 1.23\( A \) GeV from UrQMD. This clarifies the fundamental distinctions between final state and primordial protons (or neutrons).

1. Let us first discuss the impact of the neutrons in the final state: the \( B_2 \) from the final state protons squared (dashed red line) is about 1.2 \(-\) 1.5 times the \( B_2 \) from the product of final state protons and neutrons (dotted blue line). This scaling is visible over the full range of transverse momenta per nucleon, i.e. it is independent of \( p_T/A \). In case of the primordial state, the ratio between \( B_2 \) from the primordial proton squared (solid red line) and the product of primordial state of proton and neutron (dash-dotted blue line) is similarly around 1.2 \(-\) 1.5 and also not \( p_T/A \) dependent. These ratios align well with the isospin asymmetry factor from the
initial gold nuclei \( N_{Au}/Z_{Au} = 1.49 \) and the isospin asymmetry at the primordial stage \( \delta_{iso}^{prim} = 1.32 \) as expected.

2. Then let us discuss about the impact of using primordial protons (neutrons): by comparing \( B_2 \) from the final state protons squared (dashed red line) with \( B_2 \) from the primordial protons squared (solid red line) we observe a huge reduction of \( B_2 \) on the order of \( \approx 3 \) at low transverse momenta, but nearly no reduction at high transverse momenta. This is because the primordial protons (and neutrons) are more likely to coalesce into deuterons (and other clusters) at low \( p_T/A \) and less likely at high \( p_T/A \) (see Fig. 5) and hence the effect is transverse momentum dependent. Consequently, for larger \( p_T/A \), a minor difference is expected between primordial protons (and neutrons) and final state protons (and neutrons) which is indeed the case as demonstrated by the convergence of the solid red (dashed-dotted blue) lines towards the dashed red (dotted blue) lines.

The impact of the full correction, i.e. \( B_2 \) from reconstructed primordial protons and neutrons (dashed-dotted blue line) is greatest at \( p_T/A = 0 \) GeV in comparison to the final proton distribution squared (dotted red line). The \( B_2 \) at zero transverse momentum is thus reduced by a factor of \( \approx 4 \) taking into account both corrections.

Finally, we analyze the energy dependence of \( B_2 \) and \( B_3 \) and compare to the experimental data. Here we choose \( p_T/A = 0 \) GeV in line with previous studies by the HADES collaboration. In Fig. 7 we show the \( B_2 \) as a function of energy for central Au+Au reactions. The dashed red line shows the calculation using the final state proton yields (i.e. uncorrected), while the solid red line shows the calculation using the final state proton yields (i.e. uncorrected), while the solid blue line and solid green \((^3He)\) lines show the calculations using the final state yields (i.e. uncorrected), while the solid blue line and solid green \((^3He)\) lines show the corrections for the distribution before clustering and taking into account the estimated neutron yields. The experimental data \([32, 34, 45–54]\) is shown by symbols. The dash-dotted black line shows the volume extracted from HBT results from STAR [55].

In Fig. 8 we show the \( B_3 \) as a function of energy for central Au+Au reactions. The dashed blue \((t)\) and the dotted green \((^3He)\) lines show the calculations using the final state proton yields (i.e. uncorrected), while solid blue \((t)\) and the solid green \((^3He)\) lines show the cor-
rected $B_3$ values using our estimates for the distribution before clustering and taking into account the estimated neutron yields (our data is summarized in Tab. I in the appendix). The experimental data $\left[20, 21, 22, 23\right]$ is shown by symbols. The dash-dotted black line shows the volume extracted from HBT results from STAR $\left[49\right]$. We observe that the correction is substantial at low energies ($\sqrt{s_{NN}} < 6$ GeV) and also becomes small towards higher collision energies. One should also note that the splitting between triton and $^3$He vanishes, if $B_3$ is calculated with the correct primordial neutron yields.

In contrast to the usual procedure, which suggests that the $B_2$ and $B_3$ values increase towards lower energies, the corrected procedure leads to a decrease of $B_2$ and $B_3$ with decreasing energy. This brings the $B_2$ and $B_3$ values back in line with the estimates from HBT measurements.

V. CONCLUSION

We have employed the Ultra-relativistic Quantum-Molecular-Dynamics model to study proton, neutron and cluster yields at low energies. We showed that the apparent observation of an increasing $B_2$ and $B_3$ towards low energies is due to the use of final state proton distributions and not primordial (i.e. before coalescence as required by the coalescence equation) distributions. In addition, we showed that the use of the proton distribution as a proxy for the neutron distribution is not justified. Here we suggest to estimate the neutron yield from the measured proton, cluster and pion yields. Both effects reduce the $B_2$ and $B_3$ values substantially and bring them in line with the HBT measurements. In general we strongly suggest to use the corrected $B_A$ values at energies below $\sqrt{s_{NN}} < 6$ GeV.
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APPENDIX

Here we show the numerical values $B_2$ and $B_3$. The $B_2$ values are compared between the usual procedure ($d/p_{\text{final}}^2$ using the final state yields) and the corrected procedure using the primordial proton and neutron yields ($d/p_{\text{prim}}n_{\text{prim}}$). Similarly for $B_3$.

| $E_{\text{beam}} [A \text{ GeV}]$ | $B_2 \times 10^{-4} \text{GeV}^2/c^4$ | $d/p_{\text{final}}^2$ | $d/p_{\text{prim}}n_{\text{prim}}$ |
|--------------------------|-----------------|-----------------|-----------------|
| 0.3                      | 14.44           | 0.70            |
| 0.5                      | 15.31           | 1.10            |
| 1.23                     | 14.77           | 3.52            |
| 1.93                     | 13.44           | 5.00            |
| 11.45                    | 9.34            | 6.88            |
| 20                       | 8.39            | 6.71            |
| 30                       | 7.72            | 6.46            |
| 40                       | 7.22            | 6.21            |

| $E_{\text{beam}} [A \text{ GeV}]$ | $B_3^t \times 10^{-7} \text{GeV}^4/c^6$ | $t/p_{\text{final}}^2$ | $t/p_{\text{prim}}n_{\text{prim}}^2$ | $^3\text{He}/p_{\text{final}}^2$ | $^3\text{He}/p_{\text{prim}}n_{\text{prim}}^2$ |
|--------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 0.3                      | 82.75           | 0.73            | 61.17           | 0.80            |
| 0.5                      | 72.93           | 1.16            | 50.16           | 1.16            |
| 1.23                     | 36.00           | 3.64            | 26.24           | 3.50            |
| 1.93                     | 23.35           | 4.72            | 18.25           | 4.63            |
| 11.45                    | 7.94            | 4.78            | 7.29            | 4.83            |
| 20                       | 6.22            | 4.29            | 5.79            | 4.22            |
| 30                       | 5.25            | 3.91            | 4.83            | 3.81            |
| 40                       | 4.58            | 3.56            | 4.18            | 3.41            |

TABLE I. Calculated $B_2$ values using final state protons and primordial protons and neutrons at $p_t/A = 0.0$ GeV at midrapidity $|y| \leq 0.5$ from central Au+Au collisions at kinetic beam energies from 0.3 to 40.4 GeV.
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APPENDIX

Here we show the numerical values $B_2$ and $B_3$. The $B_2$ values are compared between the usual procedure ($d/p_{\text{final}}^2$ using the final state yields) and the corrected procedure using the primordial proton and neutron yields ($d/p_{\text{prim}}n_{\text{prim}}$). Similarly for $B_3$.

| $E_{\text{beam}} [A \text{ GeV}]$ | $B_2 \times 10^{-4} \text{GeV}^2/c^4$ | $d/p_{\text{final}}^2$ | $d/p_{\text{prim}}n_{\text{prim}}$ |
|--------------------------|-----------------|-----------------|-----------------|
| 0.3                      | 14.44           | 0.70            |
| 0.5                      | 15.31           | 1.10            |
| 1.23                     | 14.77           | 3.52            |
| 1.93                     | 13.44           | 5.00            |
| 11.45                    | 9.34            | 6.88            |
| 20                       | 8.39            | 6.71            |
| 30                       | 7.72            | 6.46            |
| 40                       | 7.22            | 6.21            |

TABLE II. Calculated $B_3$ values using final state protons and primordial state protons and neutrons at $p_t/A = 0.0$ GeV at midrapidity $|y| \leq 0.5$ from central Au+Au collisions at kinetic beam energies from 0.3 to 40.4 GeV.
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