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Abstract

As education switches from the traditional classroom environment to online education and assessment, teachers could not follow students’ learning behavior closely which leads to inaccurate assessment of students’ knowledge. A well-defined method to precisely measure difficulty of questions is critical as it can guide teachers in assessing students’ performance and help provide customized attention to students. In this paper, we explore the concept of question difficulty and share our new Chinese Driving Test Question Difficulty Comprehension (DT-QDC) dataset. Different from the existing question datasets, we mainly design for question evaluation and comprehension in online testing, so each question has enriched attributes and difficulty label. Additional attributes such as keywords, chapter, and question type would allow models to understand questions more precisely. We proposed the Ordinal Regression Multi-Source BERT (ORMS-BERT) model to assess the difficulty of the question, which outperforms different baselines by 6.77% on F1-score and 15.92% on MAE, 28.26% on MSE on the DT-QDC dataset, laying the foundation for the question difficulty comprehension task.

1 Introduction

Intelligent education systems are heavily studied and investigated since it can generate great value both academically and commercially, especially when the COVID-19 pandemics is prevailing. A well-developed educational assistance system can facilitate students to grasp the learning progress and customize personalized learning approaches. It improves the whole learning experience, enhances students’ initiative, and results in better performance in assessments.

One key component of an intelligent education system is to assess the level of understanding of students, and asking questions is the most intuitive way of accomplishing that. However, the most online quiz system treats questions equally without factoring in the difference in difficulty.

Some researcher (Sonkar et al., 2020) argued that we should not treat all questions equivalently, because questions exhibit significant variations in difficulty and discrimination (Embretson and Reise, 2013). Pardos et al. (Pardos and Heffernan, 2011) once introduced the modeling of the problem difficulty in the knowledge tracing task, but they only used the guess-and-slip parameters related to the question, without paying attention to the nature of the question itself. For every new question, they must use the corresponding user answer data to estimate its difficulty.

In this paper, we go one step further to investigate methods that perform question difficulty comprehension using various attributes of the question. Question understanding is one of the key component in machine reading comprehension, which is viewed as the sign of machine understand nature language (Nakanishi et al., 2018). Although question comprehension is not studied as a special task, it is positively related to the difficulty of the question. Generally speaking, the difficulty is a more abstract and personalized concept, and it is difficult to quantify to define. To evaluate the students online, We can measure the difficulty of a question to be answered from the perspective of classification.
By evaluating the difficulty of each question, the performance of downstream applications such as deep knowledge tracing and question answering can be improved. We release a dataset, Chinese Driving Test Question Difficulty Comprehension (DT-QDC), which is formed with a large volume of user records from the Driving License Examination Website. The dataset contains 14,933 questions with 10 attributes. Figure 1 shows two examples of questions in the dataset, which attribution includes question explanation, keywords and test information, etc.

| Attribute          | Example 1                                                                 | Example 2                                                                 |
|--------------------|---------------------------------------------------------------------------|---------------------------------------------------------------------------|
| Question           | 高速行驶的机动车,在转向失控的情况下紧急制动，不会造成翻车。(If a high-speed motor vehicle brakes suddenly when the steering is out of control, it will not cause a rollover.) | 机动车驶离高速公路时，应当开什么灯?(What lights should be turned on when a motor vehicle leaves the highway?) |
| Options            | "正确", "错误"("Right", "Wrong")                                             | "左转向灯","右转向灯","危险警报闪光灯","前照灯"("Left turn signal", "Right turn signal", "Hazard warning flash", "Headlight") |
| Explain            | 题目已经提示“高速行驶”，也就是在车速过快的情况下，此时若是转向失控紧急制动，很容易造成翻车。(The hint in the question is "high speed driving", if the steering is out of control and the emergency braking is performed at a high speed, it is easy to cause a rollover.) | 离开高速是从道路的右侧驶离，要意向右变道，所以选“右转向灯”。(To leave the highway is to exit from the right ramp of the road, to signal a right lane change. So choose "right turn signal") |
| Keywords           | 转向失控已失控翻车(Bearing out of control | Out of control | Rollover) | 转离右(Drive away | right) |
| ChapterId          | 132                                                                        | 131                                                                       |
| OptionType         | 0 (True/False Question)                                                    | 1 (single choice questions)                                               |
| TrueAnswer         | 错误(Wrong)                                                                | 右转向灯(Right turn signal)                                               |
| FalseCount         | 15598749                                                                  | 13503612                                                                 |
| TrueCount          | 180695869                                                                 | 112811678                                                                 |
| WrongRate          | 0.07946600451368463                                                        | 0.10690401771630358                                                      |
| Difficulty         | 2                                                                          | 3                                                                          |

Figure 1: Examples from DT-QDC dataset

Some other datasets exist such as: a genuine grade-school level, multiple-choice science questions dataset is contributed by (Clark et al., 2018), Wasim et al. (Wasim et al., 2019) submitted a Multi-label biomedical question dataset, and Li et al. (Li and Roth, 2002) proposed a free-form questions dataset, yet these datasets only have question text and label, and their volume is relatively lacking. In comparison, our dataset is larger and richer in attributes, which is very valuable for future research communities to design, evaluate, and understand questions.

We propose the Ordinal Regression Multi-Source BERT (ORMS-BERT) model to solve the difficulty comprehension problem. Multi-source BERT (Devlin et al., 2018) text representation and relation modeling enable us to better understand question difficulty. A novel category encoding technique is applied to transform multi-class classification tasks into multiple binary classification tasks. Our model outperforms different baselines by 6.77% on F1 score and 15.92% on MAE, 28.26% on MSE.

To summarize our contributions:

- We have clear definitions of question difficulty: absolute difficulty and field difficulty. And we propose the task of question difficulty comprehension.
- We constructed the first question difficulty comprehension dataset DT-QDC, annotated question difficulty label based on statistics of tens of millions of users’ answering records.
- We benchmark a variety of neural models trained on the new DT-QDC dataset, and we propose ORMS-BERT for the question difficulty comprehension task, which achieves significant improvement than baselines.

2 Related work

In order to simplify the online questions comprehension task, we mainly consider the question difficulty definition, fine-grained division and modeling. Related work includes the following two-fold:
2.1 Text difficulty predicting

When learning new knowledge, it is important to select the proper material for each student. Text difficulty predicting systems can help educators find texts from abundant text materials that are grade-appropriate for the individual student. Balyan et al. (Balyan et al., 2018) proposed four classification machine learning approaches (flat, one-vs-one, one-vs-all, and hierarchical) used natural language processing features in predicting human ratings of text difficulty. Ruseti et al. (Ruseti et al., 2018) used recurrent neural networks to predicted question depth (very shallow to very deep), in order to provide feedback on questions generated by students.

2.2 Knowledge Tracing

Knowledge Tracing (KT) is the task of modeling and predicting how human beings learn. There were several works using Bayesian Knowledge Tracing (BKT) to building temporal models of student learning (de Baker et al., 2008; Yudelson et al., 2013). Especially, Pardos et al. (Pardos and Heffernan, 2011) used guessing and slipping estimates to model the problem difficulty. Recent work (Piech et al., 2015) has explored deep knowledge tracing, combining Long Short Term Memory (LSTM) networks with a knowledge tracing task. Sonkar et al. (Sonkar et al., 2020) proposed a question-centric deep knowledge tracing method, which leveraged question-level information and incorporates graph Laplacian regularization to smooth predictions under each skill.

3 Dataset Construction and its Statistical Characteristic

3.1 Difficulty and Task Definitions

In this paper, we define the Absolute Difficulty of a problem as the unobservable intrinsic difficulty of solving the problem. Absolute Difficulty is constituted by the prior knowledge and the comprehensive ability required to tackle the challenge.

Definition 1. (Absolute Difficulty) Let \( Q \) be the set of all questions in a certain field, and the absolute difficulty be a mapping from \( Q \) to a set of non-negative real numbers, annotated as \( d_a \).

We give two examples to illustrate the idea:

1). We would require at least understanding linear algebra, differentiation, and analysis to complete a problem on advanced calculus. Whereas solving a set of simultaneous equations would require less prior knowledge.

2). If Question A asks a student to simply spell out a formula, where Question B presents a situation that the student needs to first extract the data and then apply the formula. Question B is more difficult to solve as human reasoning and induction are involved.

We define another concept, Field Difficulty, to factor in individual differences. Field Difficulty of a question is the difficulty a problem solver feels on ‘field’. It depends on the problem solver and could change dynamically along the time dimension.

Definition 2. (Field difficulty) Let \( Q \) be the set of all the questions in a certain field, \( S \) be the set of all characteristics associated with the problem solver, and the field difficulty is a mapping from \( Q \times S \) to the real number set, denoted \( d_f \).

People may have different depths of understanding of the prior knowledge, and as time goes, they would have become more familiar on the subject and hence the difficulty is reduced. Ultimately, when a problem solver has full control and understanding of all prior knowledge required to solve the problem, Field Difficulty would approach the Absolute Difficulty. Unless they forget some key knowledge as time goes and hence the Field Difficulty goes up again.

Task Definition Upon collecting a sufficient amount of data, the absolute difficulty of a problem can be estimated and be compared to other questions’ absolute difficulty. We also map and discretize the Absolute Difficulty into M levels \( D = \{1, 2, \ldots, M\} \), making it more suitable for comparison and interpretation. To simplify the configuration, \( M \) is set to 5 in this paper.
**Definition 3.** (prediction of question difficulty) Given a set of questions \( \{q_1, q_2, ..., q_m\} \) in a certain field, and a set of problem solvers \( G = \{G_1, G_2, ..., G_n\} \), let the set of Absolute Difficulty after discretization be \( D \) as defined above. We would like to find a mapping \( f \) to map a question \( q_i \) to the set \( D \), where the following is true:

\[
f(q_i, G) = s \quad \text{where} \quad s = \arg \max_{1 \leq k \leq M} \text{prob} (q_i, G, k)
\]

Among them, \( \text{prob} \) is the probability that the absolute difficulty performance of test question \( q \) for group \( G \) is \( k \).

The absolute difficulty of the question will affect its error rate, so we use the error rate of a large number of users as an observation of absolute difficulty.

### 3.2 Data collection

The Driving License Examination Website\(^1\) is an online platform that provides mock questions where users undertake to test their knowledge before the actual driving exam. We have constructed our Driving Test Question Difficulty Comprehension (DT-QDC) dataset\(^2\) with the platform’s questions and the corresponding user answer records. By analyzing these question-answer record pairs, we can inference the true and objective difficulty of these questions. 14933 questions with 10 attributes were collected from 136 chapters of the Driving License Examination.

### 3.3 Dataset annotation

In our dataset, TrueCount means number of users who answered the question correctly, FalseCount means number of users who answered the question incorrectly. Here WrongRate(error rate) is calculated by the following formula:

\[
\text{WrongRate(error rate)} = \frac{\text{FalseCount}}{(\text{TrueCount} + \text{FalseCount})}
\]

Therefore, the distribution of difficulty labels in the dataset is shown in Table 1 below.

| Difficulty | 1    | 2    | 3    | 4    | 5    | Total |
|------------|------|------|------|------|------|-------|
| Question Num | 2,883 | 2,955 | 4,411 | 3,011 | 1,673 | 14,933 |
| Avg TrueCount | 25,739,616 | 23,683,489 | 17,619,332 | 12,897,705 | 4,175,229 | 16,823,075 |
| Avg FalseCount | 655,865 | 1,618,286 | 3,057,488 | 5,127,322 | 3,354,505 | 2,762,693 |
| Avg WrongRate | 2.53% | 6.58% | 15.03% | 28.89% | 47.52% | 20.11% |

Table 1: Statistics for each difficulty level in the DT-QDC dataset.

The Driving License Examination Website has provided difficulty labels for questions, which bases on the previous error rate. As shown in Table 1, the difficulty label we obtained through the record of tens of millions of users’ answer record, which can prove that our difficulty label is consistent with the human answer record.

We believe that the error rate is the question absolute difficulty observation, it related to not only question difficulty but also many other random factors. Over time, the error rate of some questions fluctuates slightly, but it does not affect the difficulty level of the question. This is also the purpose of the difficulty label discretization. When multiple users answer the same question, they will experience different field difficulty according to their different knowledge levels and comprehensive abilities. Since our difficulty label comes from the behavior of tens of millions of users, we can minimize the deviation caused by different backgrounds of users. Therefore, the absolute difficulty of the problem can be inferred from the difficulty observation. The correlation between error rate and question difficulty is a strong evidence for

---

\(^1\)https://beijing.jiakaobaodian.com/
\(^2\)The dataset is made available for research use only.
the quality of the difficulty labels we have collected. As shown in Figure 2(b), The correlation between the two is extremely obvious.

Because TrueCount, FalseCount, WrongRate are directly related to question’s difficulty label, and not available in the inference stage, so we do not use them in our model, but use them to prove the quality of the dataset.

3.4 Statistics of the Dataset

By making a difficulty stack map of each chapter’s questions, as shown in Figure 2(a), we can observe that the difficulty distribution in each chapter is quite different. For example, there is nearly no question with difficulty level 1 in chapter 183-199, which proves that these chapters are generally difficult. The questions in each chapter involve different sets of knowledge points and investigation methods, which in turn affects the question difficulty. This shows that additional attributes can help question comprehension task.

In the DT-QDC data set, there are three types of questions: True/False questions, single choice questions, and multiple-choice questions. The distribution of difficulty labels on each question type is quite different, as shown in Figure 3(a). Intuitively, it is difficult to judge the difficulty of a question literally. The visualization of the semantic embedding of each question confirms it, as shown in Figure 3(b). Here we use BERT embedding and use Principal components analysis to reduce the dimension from 768 to 3.
4 Question difficulty Comprehension Model

Given an input question \( Q = (w_1, w_2, ..., w_m) \), which is asked with \( o = (y_1, y_2, ..., y_n) \) as its options, \( e = (z_1, z_2, ..., z_l) \) as its explanation, \( k = (t_1, t_2, ..., t_h) \) as its keywords, \( t \) as its question type, \( c \) as its chapter, and \( a \) as its answer, our task is to predict its difficulty level \( d \). The architecture of our ORMS-BERT model is depicted in Figure 4.

The encoder takes the text and the discrete data as inputs. Two separate BERTs (Devlin et al., 2018) are employed to encode the question and options into contextualized representations. And three separate linear layers are used to learn the embedding of the question type, answer, and chapter. Besides these standard elements, we also use the attention mechanism with average sequence pooling to model question-option and option-option relationships. Moreover, we also apply ordinal regression loss to better model the nature of the difficulty.

Figure 4: Model Architecture of the Proposed Model. Dark blue and yellow are the corresponding text representation of the question and option. Orange is the question-option relationship representation, green is the option confusion representation. Purple, light blue, and gray are the corresponding question type, answer, and chapter representation.

4.1 Text Representations

We use two separate BERTs to encode the question and options:

\[
\begin{align*}
    h_{qi} &= BERT_q(h_{qi-1}, x_{qi}) \\
    h_{oi} &= BERT_o(h_{oi-1}, x_{oi})
\end{align*}
\]  

(3)

where \( h_{qi} \) and \( h_{oi} \) are the hidden states at the \( i \)-th time step of the question-BERT and options-BERT. This is because the question and options are not consecutive statements, their content often has both connection and conflict. Using different BERTs to encode can better learn their representations separately. This operation also increases the amount of model parameters.

This approach we refer as MS-BERT (Multi-Source BERT).
4.2 Relation Modeling
According to intuition, the degree of confusion of options can determine the question difficulty. If the
options are not very different from each other, it is difficult to choose the correct answer from them.
To model the option-option relation, we use the attention mechanism to model the semantic similarity
between the options. Then use average sequence pooling to reduce the parameters size from \( n \times d \) to
\( 1 \times d \), where \( d \) is the hidden size.

\[
Confusion(Q, K, V) = \frac{1}{n} \sum_{1}^{n} \text{softmax}(\frac{QK^T}{\sqrt{d}})V
\]  

(4)

We use the same method to model the relationship between question and options, where \( Q, K, \) and \( V \)
represent question, options, and options respectively.

4.3 Ordinal Regression Loss
Different from ordinary classification tasks, categories in question difficulty classification task are not
completely independent, but rather follow a natural order (Diaz and Marathe, 2019). If our model in-
correctly predicts a difficulty level 1 question as a difficulty level 2, the penalty it receives should be
less than predicting a difficulty level 1 question as difficulty level 5. Therefore, we try to transform the
multi-classification problem into multiple binary classification problems following the (Niu et al., 2016),
while considering the relationship between categories.
Since the multi-classification task needs to be converted into multiple two-classification tasks, the dif-
ficulty label also needs to be mapped to the corresponding binary code. Each bit of the code corresponds
to a binary classification subtask. Our coding design ideas are as follows:

- Editing distance between codes of categories can reflect the natural distance between categories.
- Each bit of the code is the label of a subtask.
- The variance of the probability that each bit being 1 as small as possible. Let the model learn the
  real task, rather than learning which bit in the binary code is more likely to be 1.

The improved encoding rules are as follows, with \( N_c \) representing the total number of categories, \( S(k) \)
is the binary code of the \( k \)th category. \( \lfloor n \rfloor_{h,N} \) represents the operation of converting the integer \( n \) into its
\( N \)-bit \( h \)-ary code. If \( h \) is 2, it’s binary.

When \( N_c \) is odd:

\[
S(k) = \begin{cases} 
\sum_{i=k}^{N_c-1} 2^i \quad & k \leq \frac{N_c-1}{2} \\
[0]_{2,N_c-1} \quad & k = \frac{N_c+1}{2} \\
\sum_{i=N_c+1}^{k} 2^i \quad & k \geq \frac{N_c+1}{2} + 1 
\end{cases} (k = 1, 2, ..., N_c) 
\]  

(5)

When \( N_c \) is even:

\[
S(k) = \begin{cases} 
\sum_{i=k}^{N_c} 2^i \quad & k \leq \frac{N_c}{2} \\
\sum_{i=N_c+1}^{k} 2^i \quad & k \geq \frac{N_c+1}{2} + 1 
\end{cases} (k = 1, 2, ..., N_c) 
\]  

(6)

Subtasks corresponding to each bit of the code are as follow. When the \( c \)th bit of the code is 1, the
 corresponding subtask is \( T(c) \). \( x \) is the difficulty label of current sample.

When \( N_c \) is odd:

\[
T(c) = \begin{cases} 
x \leq c \quad & c \leq \frac{N_c-1}{2} \\
x > c \quad & c > \frac{N_c-1}{2} 
\end{cases} (c = 1, 2, ..., N_c - 1) 
\]  

(7)

6476
When $N_c$ is even:

$$T(c) = \begin{cases} 
   x \leq c & c \leq \frac{N_c}{2} \\
   x > c & c > \frac{N_c}{2} 
\end{cases} \quad (c = 1, 2, \ldots, N_c) \quad (8)$$

For example, when $N_c$ is 5, the number of binary coded digits is $N_c - 1 = 4$, the binary code of categories is in Table 2.

| Category | 1 | 2 | 3 | 4 | 5 |
|----------|---|---|---|---|---|
| Binary code | 1,1,0,0 | 0,1,0,0 | 0,0,0,0 | 0,0,1,0 | 0,0,1,1 |

Table 2: Binary Code Example

When $N_c$ is 5, the corresponding subtasks of each bit of the binary code are in Table 3.

| Bit | 1th | 2th | 3th | 4th |
|-----|-----|-----|-----|-----|
| Subtask | $x \leq 1$ | $x \leq 2$ | $x > 3$ | $x > 4$ |

Table 3: Subtasks Example

We think that each subtask has the same weight, so the loss function is:

$$L = \sum_{i=1}^{N_s} (d_i \log(\tilde{d}_i) + (1 - d_i) \log(1 - \tilde{d}_i)) \quad (9)$$

where $N_s$ is the total number of subtasks, $d_i$ is the true label of the $i$th subtask, $\tilde{d}_i$ is the predicted label of the $i$th subtask. This approach we refer as Ordinal-Regression Multi-Source BERT (ORMS-BERT).

5 Experiments

We constructed several baselines including powerful pre-trained models for comparison with our proposed model and reported their performance on the new DT-QDC dataset.

5.1 Compared Models

For all the baseline models, we stitch together all text, including questions, options, explanations, and keywords, as the first part of the input. We use gensim\(^3\) to train word2vec vectors (Mikolov et al., 2013) to initialize non-pretrained models’ embedding layers, and then use TextCNN, Bi-LSTM, Bi-GRU, and BERT to encode the text. At the same time, the discrete data including question type, answer, and chapter are used as the second part of the input, we use linear layers to learn their embeddings. Two parts of information are concatenated together before the final fully connected layer to predict the difficulty label.

(Xu et al., 2020) proposed BERT-QC model, which enumerate multi-label questions as multiple single-label instances, to solve the question classification task. We use their code\(^4\) to get the result on DT-QDC dataset. Because their model has no additional structure for discrete data, so we concatenated all the discrete data at the end of texts. This may be the reason why BERT-QC performs worse than our BERT baseline.

We split the DT-QDC dataset by 8:1:1 as train, val, and test set. The performance of models mentioned above on the test set is shown in Table 2, we report weighted Precision, Recall, and F1-score to make the comparison fairer.

5.2 Experiments Settings

For TextCNN, Bi-LSTM, and Bi-GRU, the batch size is 512, the learning rate is 0.001, which is best for its performance. For all BERT based models, max sequence length for texts is 40, the batch size is 36, the learning rate is 4e-5. For each experiment, 5 runs were conducted and an average of the results were taken.

---

\(^{3}\)https://radimrehurek.com/gensim/models/word2vec.html

\(^{4}\)https://github.com/cognitiveailab/questionclassification
| Model                  | Precision(%) | Recall(%) | F1(%) | MAE   | MSE   |
|------------------------|--------------|-----------|-------|-------|-------|
| TextCNN (Kim, 2014)    | 39.24        | 39.10     | 38.75 | 0.880 | 1.558 |
| Bi-LSTM (Zhou et al., 2016) | 43.26       | 43.98     | 43.26 | 0.761 | 1.247 |
| Bi-GRU (Tang et al., 2016) | 45.96       | 44.45     | 44.14 | 0.731 | 1.140 |
| BERT (Devlin et al., 2018) | 47.89       | 47.39     | 46.99 | 0.697 | 1.100 |
| BERT-QC (Xu et al., 2020) | 46.90       | 46.12     | 46.26 | 0.711 | 1.138 |
| ORMS-BERT (Ours)       | 52.40        | 50.27     | 50.17 | 0.586 | 0.784 |

Table 4: Experiment Results

5.3 Experiment Results

As in Table 4, our best model ORMS-BERT outperforms other baselines by large margins. Our ORMS-BERT achieved the best Precision, Recall, and F1-score, where we see 4.51, 2.88, and 3.18 improvement, corresponding 9.42%, 6.08%, and 6.77%, which indicates our text representation and relation modeling approach can learn the difference between difficulty levels better. Our ORMS-BERT also achieved best MAE and MSE, where we see 0.11 and 0.32 improvement, corresponding 15.92% and 28.68%, which indicates our ordinal regression loss can help the model learn the relations between categories.

5.4 Ablation Study

| Model                   | Precision(%) | Recall(%) | F1(%) | MAE   | MSE   |
|-------------------------|--------------|-----------|-------|-------|-------|
| MS-BERT w/o relations   | 48.68        | 48.33     | 48.23 | 0.667 | 1.021 |
| MS-BERT w/o tags        | 48.15        | 47.19     | 47.10 | 0.687 | 1.076 |
| MS-BERT                 | 50.53        | 49.67     | 49.83 | 0.620 | 0.895 |
| ORMS-BERT               | 52.40        | 50.27     | 50.17 | 0.586 | 0.784 |

Table 5: Ablation Study

When there is only a multi-class classification loss, MS-BERT's F1-score performance is lower than ORMS-BERT 0.34, MSE is greater than ORMS-BERT 0.11. This shows that the loss we defined allows the model to learn the nature of difficulty better.

When removing our question-options relation and options confusion module, it will cause F1-score to decrease by 1.6, and MSE increases 0.126. If removing all the tags, including question type, answer, and chapter information, it will cause F1-score to decrease by 2.73, and MSE increases 0.181. The impact of removing tags is greater than the impact of removing relations, which shows that additional attributes of questions play an important role in the task of question comprehension.

6 Conclusion

We proposed the task of question difficulty comprehension and constructed a new dataset DT-QDC with real-world user answer records and multi-attributes questions to target it. In addition, we provide a strong model called ORMS-BERT, and then compared its performance with several baselines.

In the future, we will explore question difficulty comprehension tasks in the field of online education. We expect to combine the question difficulty comprehension task with the question answering task and knowledge tracing task to model the student performance more scientifically, so as to better assess the student's knowledge level and track the student's learning progress. Our dataset can also be used to explore related tasks such as question answering, question generation, option generation, question normalization, question rewriting, etc. Our dataset is available online, and we expect it is beneficial for future research in this field.
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