BOUNDS FOR THE STALKS OF PERVERSE SHEAVES IN CHARACTERISTIC \(p\) AND A CONJECTURE OF SHENDE AND TSIMERMAN
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With an appendix by Jacob Tsimerman

Abstract. We prove a characteristic \(p\) analogue of a result of Massey which bounds the dimensions of the stalks of a perverse sheaf in terms of certain intersection multiplicities of the characteristic cycle of that sheaf. This uses the construction of the characteristic cycle of a perverse sheaf in characteristic \(p\) by Saito. We apply this to prove a conjecture of Shende and Tsimerman on the Betti numbers of the intersections of two translates of theta loci in a hyperelliptic Jacobian. This implies a function field analogue of the Michel-Venkatesh mixing conjecture about the equidistribution of CM points on a product of two modular curves.

1. Introduction

Massey used the polar multiplicities of a Lagrangian cycle in the cotangent bundle of a smooth complex manifold to bound the Betti numbers of the stalk of a perverse sheaf at a point [Massey, 1994, Corollary 5.5]. In this paper, we prove an analogous result in characteristic \(p\). We use the characteristic cycles for constructible sheaves on varieties of characteristic \(p\) defined by Saito [2017b, Definition 5.10], building heavily on work of Beilinson [2016]. Before stating our main theorem, let us define the polar multiplicities.

Definition 1.1. We say a closed subset, or algebraic cycle, on a vector bundle is conical if it is invariant under the \(\mathbb{G}_m\) action by dilation of vectors.

Definition 1.2. For a vector bundle \(V\) on a variety \(X\), let \(\mathbb{P}(V) = \text{Proj}(\text{Sym}^*(V^*))\) be its projectivization, whose dimension \(\dim X + \text{rank} V - 1\), which is equivalent to the quotient of the affine bundle \(V\), minus its zero section, by \(\mathbb{G}_m\). For a conical cycle \(C\) on \(V\), let \(\mathbb{P}(C)\) the quotient of \(C\), minus its intersection with the zero section, by \(\mathbb{G}_m\).

Definition 1.3. Let \(X\) be a smooth variety of dimension \(n\). Let \(C\) be a conical cycle on the cotangent bundle \(T^*X\) of \(X\) of dimension \(n\) and let \(x\) be a point on \(X\).

For \(0 \leq i < \dim X\), let \(V\) be a sub-bundle of \(T^*X\) defined over a neighborhood of \(x\), with rank \(i+1\). such that the fiber \(V_x\) is a general point of the Grassmanian of \(i+1\)-dimensional subspaces of \((T^*X)_x\).

Then we define the \(i\)th polar multiplicity of \(C\) at \(x\), \(\gamma^i_C(x)\), as the multiplicity of the pushforward \(\pi_*(\mathbb{P}(C) \cap \mathbb{P}(V))\) at \(x\), where \(\pi : \mathbb{P}(T^*X) \to X\) is the projection.

We define the \(n\)th polar multiplicity of \(C\) at \(x\) to be the multiplicity of the zero-section in \(C\).

Here \(\pi_*(\mathbb{P}(C) \cap \mathbb{P}(V))\) is interpreted as an algebraic cycle, and the multiplicity of an algebraic cycle at a point is the appropriate linear combination of the multiplicities of its irreducible components. We will check that this multiplicity is independent of the choice of \(V\) with \(V_x\) sufficiently general in Section 3 below.

Our result is as follows:
Theorem 1.4. Let $X$ be a smooth variety over a perfect field $k$ and let $\ell$ be a prime invertible in $k$. Let $K$ be a perverse sheaf of $\mathbb{F}_\ell$-modules on $X$.

Then $\dim_k \mathcal{H}^{-i}(K)_x$ is at most $i$th polar multiplicity of $CC(K)$ at $x$.

The analogous statement follows for perverse $\ell$-adic sheaves by noting that their Betti numbers are bounded by the Betti numbers of their mod $\ell$ incarnations.

We have a corollary that describes when these Betti numbers must vanish, which may admit a more direct proof:

Corollary 1.5. Let $X$ be a smooth variety over a perfect field $k$ and let $\ell$ be a prime invertible in $k$. Let $K$ be a perverse sheaf of $\mathbb{F}_\ell$-modules on $X$. Then $\mathcal{H}^{-i}(K)_x$ vanishes for

$$-i > \dim SS(K)_x - \dim X$$

where $(SS(K))_x$ is the fiber of the singular support of $K$ over $x$.

Note that the singular support of a perverse sheaf $K$ is simply the support of its characteristic cycle [Saito, 2017b, Proposition 5.14(2)].

1.1. Application to equidistribution in $\text{Bun}_2(\mathbb{P}^1)$. In this paper, we prove, as an application of Theorem 1.4.

Let $k$ be a field of characteristic $\neq 2$ and let $C$ be a hyperelliptic curve of genus $g$ over $k$. Define $\Theta_n$ to be the space of degree $n$ effective divisor classes on $C$, viewed as a closed subscheme of the variety $Pic^n(C)$ parameterizing degree $n$ divisor classes.

Theorem 1.6. For any $g \in \mathbb{N}$, $0 \leq a, b \leq g$, and $L \in \text{Pic}^{2g-a-b}(C)$, we have

$$\sum_{i \in \mathbb{Z}} \dim H^i((\Theta_{g-a} \cap L - \Theta_{g-b})_{\mathbb{P}^1}, \mathbb{Q}_\ell) \leq 28^g/16 + 4 \cdot 8^g + 2 \cdot 4^g.$$

This verifies a conjecture of Shende and Tsimerman [2017, Conjecture 1.4]. Shende and Tsimerman [2017, Theorem 4.4] proved that this conjecture implies a certain equidistribution result, described below:

Let $\text{Bun}_2(\mathbb{P}^1)$ be the set of isomorphism classes of rank two vector bundles on $\mathbb{P}^1_{\mathbb{F}_q}$, up to tensor products with line bundles on $\mathbb{P}^1_{\mathbb{F}_q}$. Let $\text{Bun}_2(\mathbb{P}^1)$ be the subset consisting of rank two vector bundles with even degree, and $\text{Bun}_1(\mathbb{P}^1)$ the subset consisting of bundles with odd degree. (Note that these subsets are stable under tensor product with line bundles). Both $\text{Bun}_2(\mathbb{P}^1)$ and $\text{Bun}_1(\mathbb{P}^1)$ admit “uniform” probability measures $\mu_{\text{Bun}_2(\mathbb{P}^1)}$ and $\mu_{\text{Bun}_1(\mathbb{P}^1)}$, where the probability of a vector bundle is proportional to the inverse of the order of its automorphism group.

Let $C$ be a hyperelliptic curve of genus $g$ over $\mathbb{F}_q$, with a fixed degree two map $\pi : C \to \mathbb{P}^1$. For $L$ a line bundle on $C$, $\pi_*L$ is a rank two vector bundle on $\mathbb{P}^1$, and hence defines a point of $\text{Bun}_2(\mathbb{P}^1)$. This point is preserved by tensoring $L$ with line bundles pulled back from $\mathbb{P}^1$, so we can think of $\pi_*L$ as a function from $\text{Pic}(C)/\text{Pic}(\mathbb{P}^1)$ to $\text{Bun}_2(\mathbb{P}^1)$. Because $\text{Pic}(C)/\text{Pic}(\mathbb{P}^1)$ is a finite group, it admits a uniform probability measure.

Theorem 1.7. Let $q > 28^4 = 614,656$ be a prime power.

Fix a sequence of pairs $(C_i, M_i)$ of hyperelliptic curves $C_i$ and line bundles $M_i$ on $C$. Suppose that $\deg M_i$ mod 2 is constant, $g(C_i)$ converges to $\infty$, and the minimum $n$ such that $M_i$ is equivalent in $\text{Pic}(C)/\text{Pic}(\mathbb{P}^1)$ to a divisor of degree $n$ converges to $\infty$ with $i$.

Then as $i$ goes to $\infty$, the pushforward of the uniform probability measure on $\text{Pic}(C_i)/\text{Pic}(\mathbb{P}^1)$ along the map $L \mapsto (\pi_*L, \pi_*(L \otimes M_i))$ from $\text{Pic}(C_i)/\text{Pic}(\mathbb{P}^1)$ to $\text{Bun}_2(\mathbb{P}^1)$ converges to
\[ \frac{1}{2} \mu_{\text{Bun}_0}(P^1) \times \mu_{\text{Bun}_0}(P^1) + \frac{1}{2} \mu_{\text{Bun}_1}(P^1) \times \mu_{\text{Bun}_1}(P^1) \]

if \( \deg M_i \mod 2 = 0 \) for all \( i \) and

\[ \frac{1}{2} \mu_{\text{Bun}_0}(P^1) \times \mu_{\text{Bun}_0}(P^1) + \frac{1}{2} \mu_{\text{Bun}_1}(P^1) \times \mu_{\text{Bun}_1}(P^1) \]

if \( \deg M_i \mod 2 \neq 0 \) for all \( i \).

This follows immediately from Theorem 1.6 and [Shende and Tsimerman, 2017, Theorem 4.4] (which covers in addition the case where the minimum \( n \) does not converge to \( \infty \)).

We now provide some context for these results:

For an imaginary quadratic number field \( K \), we can consider the probability measure on the modular curve \( X(1) \) that assigns equal measure to the points corresponding to all elliptic curves with complex multiplication by \( \mathcal{O}_K \). Duke’s theorem says that, as the discriminant of the fields go to \( \infty \), these measures converge to the uniform measure on \( X(1) \) [Duke, 1988].

Recalling that, over the complex numbers, there is a natural bijection between the elliptic curves with complex multiplication by \( K \) and the class group \( \text{Cl}(K) \), for each \( \alpha \) in \( \text{Cl}(K) \), let \( z_{K,\alpha} \) be point of \( X(1) \) of the elliptic curve corresponding to the class group element \( \alpha \). Let \( \mu_{K,\sigma} \) be the probability measure on \( X(1) \) that assigns equal mass to \((z_{K,\alpha}, z_{K,\sigma\alpha})\) for all \( \alpha \) in the class group. (One reason this set of points is natural to consider is that it is an orbit under the Galois group \( \text{Gal}(\overline{K}/K) \).)

A generalization of Duke’s theorem conjectured by Michel and Venkatesh [2006, Conjecture 2 on p. 7] is that \( \mu_{K,\sigma} \) converges to the uniform measure on \( X(1) \times X(1) \) whenever the discriminant of \( K \) and the minimal norm of an invertible ideal with ideal class \( \sigma \) both tend to \( \infty \).

The work of Shende and Tsimerman [2017] is a function field analogue of this mixing conjecture. The analogy is constructed by replacing \( \mathbb{Q} \) with \( \mathbb{F}_q(T) \), \( X(1) \) with the set \( \text{Bun}_2(P^1) \), \( K \) with the function field of \( C \) over \( \mathbb{F}_q \), \( \text{Cl}(K) \) with \( \text{Pic}(C)/\text{Pic}(P^1) \), and \( z_{K,\alpha} \) with \( \pi_\ast L \). In this setting, Theorem 1.7 is exactly the analogue of the conjecture of Michel and Venkatesh (once the trivial but necessary determinant mod 2 condition is dealt with).

The cohomological conjecture [Shende and Tsimerman, 2017, Conjecture 1.4] needed to prove this mixing result was proven in characteristic zero by Shende and Tsimerman [2017, Theorem 1.5], using Massey’s bounds for the stalks of perverse sheaves. Thus it was natural to approach the conjecture in characteristic \( p \) using Theorem 1.4. Our arguments to prove Theorem 1.7 follows closely the proof of [Shende and Tsimerman, 2017, Theorem 1.5], with some modifications, and use one new idea provided by Tsimerman in the appendix.

Since the writing of [Shende and Tsimerman, 2017], the equidistribution conjecture on \( X(1) \times X(1) \) was verified by Khayutin [2019, Theorem 1.3], using ergodic theory methods. In addition, Khayutin [2019] proved this statement over modular curves of higher level (while Theorem 1.7 requires level 1.) However, this required two additional assumptions: that the fields \( K \) are always split at two fixed primes \( p_1, p_2 \), and that there Dedekind zeta functions have no Landau-Siegel zero.

In comparing these results, one should note that (unlike some results over \( \mathbb{Q} \)) it is not yet clear if the argument of [Khayutin, 2019] can be made to work over function fields, as there are more measures to rule out. See [Einsiedler, Lindenstrauss, and Mohammadi, ...]
Theorem 1.2 and §1.3] for a measure classification result and a discussion of the difficulties arising from measures invariant under subgroups defined over subfields, of which $\mathbb{F}_q(T)$ has infinitely many. Such a transfer would allow one to remove the level 1 assumption from Theorem 1.7 at the cost of introducing the split primes assumption. Going from the function field to the number field case, on the other hand, is as hard as usual.

1.2. Acknowledgments. The author was supported by Dr. Max Rössler, the Walter Haefner Foundation and the ETH Zurich Foundation, and, later, served as a Clay Research Fellow, while working on this research. I would like to thank Takeshi Saito, Vivek Shende, and Jacob Tsimerman for helpful discussions about their works, and Philippe Michel and Manfred Einsiedler for helpful comments about the general equidistribution problem.

2. Terminology

We review some notation and terminology from Beilinson [2016] and Saito [2017b]. (Our formulations of the definitions are mainly adapted from Saito [2017b]). All schemes are over a perfect field $k$, which in the application we can specialize to be the algebraic closure of a finite field.

Definition 2.1. [Saito, 2017b, Definition 3.5(1)] Let $X$ be a smooth scheme over $k$ and let $C \subseteq T^*X$ be a closed conical subset of the cotangent bundle. Let $f : X \to Y$ be a morphism of smooth schemes over $k$.

We say that $f : X \to Y$ is $C$-transversal if the inverse image $df^{-1}(C)$ by the canonical morphism $X \times_Y T^*Y \to T^*X$ is a subset of the zero-section $X \subseteq X \times_Y T^*Y$.

Definition 2.2. [Beilinson, 2016, (1.2)] In the same setting as Definition 2.1 if $f$ is proper, let $f_*C$ be pushforward from $X \times_Y T^*Y$ to $T^*Y$ of the the inverse image $df^{-1}(C)$.

Definition 2.3. [Saito, 2017b, (2.3)] In the same setting as Definitions 2.1 and 2.2, let $A$ be an algebraic cycle of codimension $\dim X$ supported on $C$. Assume also that $f_*C$ has dimension $\dim Y$.

Let $f_*A$ be the pushforward from $X \times_Y T^*Y$ to $T^*Y$ of the intersection-theoretic inverse image $df^{-1}C$.

Definition 2.4. [Saito, 2017b, Definition 3.1] Let $X$ be a smooth scheme over $k$ and let $C \subseteq T^*X$ be a closed conical subset of the cotangent bundle. Let $h : W \to X$ be a morphism of smooth schemes over $k$.

Let $h^*C$ be the pullback of $C$ from $T^*X$ to $W \times_X T^*X$ and let $K$ be the inverse image of the zero-section $W \subseteq T^*W$ by the canonical morphism $dh : W \times_X T^*X \to T^*W$.

We say that $h : W \to X$ is $C$-transversal if the intersection $h^*C \cap K$ is a subset of the zero-section $W \subseteq W \times_X T^*X$.

If $h : W \to X$ is $C$-transversal, we define a closed conical subset $h^\circ C \subseteq T^*W$ as the image of $h^*C$ under $dh$ (it is closed by Saito, 2017b, Lemma 3.1]).

Definition 2.5. [Saito, 2017b, Definition 3.5(2)] We say that a pair of morphisms $h : W \to X$ and $f : W \to Y$ of smooth schemes over $k$ is $C$-transversal, for $C \subseteq T^*X$ a closed conical subset of the cotangent bundle, if $h$ is $C$-transversal and $f$ is $h^*C$-transversal.

Definition 2.6. [Beilinson, 2016, 1.3] For $K \in D^b_c(X, \mathbb{F}_\ell)$, let the singular support $SS(K)$ of $K$ be the smallest closed conical subset $C \subseteq T^*X$ such that for every $C$-transversal pair $h : W \to X$ and $f : W \to Y$, the morphism $h : W \to Y$ is locally acyclic relative to $h^*K$. 

Acknowledgments.
The existence and uniqueness of $SS(K)$ is \cite[Theorem 1.3]{Beilinson2016}, which also proves that if $X$ has dimension $n$ then $SS(K)$ has dimension $n$ as well.

**Definition 2.7.** \cite[Definition 7.1(1)]{Saito2017b} Let $X$ be a smooth scheme of dimension $n$ over $k$ and let $C \subseteq T^*X$ be a closed conical subset of the cotangent bundle with each irreducible component of dimension $n$. Let $W$ be a smooth scheme of dimension $m$ over $k$ and let $h : W \to X$ be a morphism over $k$.

We say that $h$ is properly $C$-transversal if it is $C$-transversal and each irreducible component of $h^*C$ has dimension $m$.

**Definition 2.8.** \cite[Definition 7.1(2)]{Saito2017b} Let $X$ be a smooth scheme of dimension $n$ over $k$ and let $A$ be an algebraic cycle of codimension $n$ on $\subseteq T^*X$ whose support $C$ is a closed conical subset of the cotangent bundle (necessarily of dimension $n$).

Let $W$ be a smooth scheme of dimension $m$ over $k$ and let $h : W \to X$ be a properly $C$-transversal morphism over $k$.

We say that $h^!A$ is $(-1)^{n-m}$ times the pushforward along $dh : W \times_X T^*X \to T^*W$ of the pullback along $h : W \times_X T^*X \to T^*X$ of $A$, with the pullback and pushforward in the sense of intersection theory.

Here the pushforward in the sense of intersection theory is well-defined because, by \cite[Lemma 3.1]{Saito2017b}, $dh$ is finite when restricted to (the induced reduced subscheme structure) on $h^*C$, i.e finite when restricted to the support of $h^*A$.

**Definition 2.9.** \cite[Definition 5.3(1)]{Saito2017b} Let $X$ be a smooth scheme of dimension $n$ over $k$ and let $C \subseteq T^*X$ be a closed conical subset of the cotangent bundle. Let $Y$ be a smooth curve over $k$ and $f : X \to Y$ a morphism over $k$.

We say a closed point $x \in X$ is at most an isolated $C$-characteristic point of $f$ if $f$ is $C$-transversal when restricted to some open neighborhood of $x$ in $X$, minus $x$. We say that $x \in X$ is an isolated $C$-characteristic point of $f$ if this holds, but $f$ is not $C$-transversal when restricted to any open neighborhood of $X$.

**Definition 2.10.** For $V$ a representation of the Galois group of a local field over $\mathbb{F}_\ell$ (or a continuous $\ell$-adic representation), we define $\dimtot V$ to be the dimension of $V$ plus the Swan conductor of $V$. For a complex $W$ of such representations, we define $\dimtot W$ to be the alternating sum $\sum_i (-1)^i \dimtot H^i(W)$ of the total dimensions of its cohomology objects.

**Definition 2.11.** \cite[Definition 5.10]{Saito2017b} Let $X$ be a smooth scheme of dimension $n$ over $k$ and $K$ an object of $\mathcal{D}^b_c(X, \mathbb{F}_\ell)$. Let the characteristic cycle of $K$, $CC(K)$, be the unique $\mathbb{Z}$-linear combination of irreducible components of $SS(K)$ such that for every étale morphism $j : W \to X$, every morphism $f : W \to Y$ to a smooth curve and every at most isolated $h^*SS(\mathcal{F})$-characteristic point $u \in W$ of $f$, we have

$$- \dimtot (R\Phi_f(j^*K))_u = (j^*CC(K), (df)^*\omega)_{T^*W,u}$$

where $\omega$ is a meromorphic one-form on $Y$ with no zero or pole at $f(u)$.

Here the notation $(,)_u$ denotes the intersection number in $T^*W$ at the point $u$.

The existence and uniqueness is \cite[Theorem 5.9]{Saito2017b}, except for the fact that the coefficients lie in $\mathbb{Z}$ and not $\mathbb{Z}[1/p]$, which is \cite[Theorem 5.18]{Saito2017b} and is due to Beilinson, based on a suggestion by Deligne.
3. Equivalences between definitions of the polar multiplicity

In this section we give an alternate definition of the polar multiplicity, check that it is equivalent to the previous one, and check that both are well-defined.

**Definition 3.1.** Let \( Y \) be a smooth variety with a map \( f \) to a variety \( X \) (which may be the identity), and let \( x \) be a point on \( X \). Let \( C_1, C_2 \) be algebraic cycles on \( Y \) of total dimension \( \dim Y \) such that \( C_1 \cap C_2 \cap f^{-1}(x) \) is proper. Assume that all connected components of \( C_1 \cap C_2 \) are either contained in \( f^{-1}(x) \) and proper or disjoint from \( X \). We define their intersection number locally at \( x \)

\[
(C_1, C_2)_{Y,x}
\]
to be the sum of the degrees of the refined intersection \( C_1 \cdot C_2 \) \cite{Fulton1998, p. 131} on all connected components of \( C_1 \cap C_2 \) contained in \( f^{-1}(x) \).

**Lemma 3.2.** Let \( X \) be a smooth variety. Let \( C \) be a conical cycle on the cotangent bundle of \( X \) of dimension \( \dim X \) and let \( x \) be a point on \( X \). Let \( \mathbb{P}(C) \subseteq \mathbb{P}(T^*X) \) be the projectivization of \( C \) inside the projectivization of the cotangent bundle of \( X \). Let \( i \) be a natural number with \( 0 \leq i < \dim X \).

Consider \( Y \subset X \) a smooth variety of dimension \( \dim X - i \) through \( x \) and \( V \) a subBundle of \( T^*X \) of rank \( i + 1 \) on \( Y \). Let \( \mathbb{P}(V) \subseteq \mathbb{P}(T^*X) \) be the projectivization of \( V \) over \( Y \). For any \( (Y, V) \) such that the strict transforms of \( \mathbb{P}(C) \) and \( \mathbb{P}(V) \) in the blowup of \( \mathbb{P}(T^*X) \) at the fiber over \( X \) do not intersect inside the exceptional divisor, the contribution of the fiber over \( x \) to the intersection number \( \mathbb{P}(C) \cap \mathbb{P}(V) \) depends only on \( i \) and is independent of \( Y, V \).

Furthermore, to satisfy the condition on the strict transform, it is sufficient that the tangent space of \( Y \) at \( x \) and the fiber of \( V \) over \( x \) are independent generic subspaces of the tangent and cotangent spaces of \( X \) at \( x \) respectively. In particular, such a \( Y \) and \( V \) exist.

**Proof.** This is a local question, and we may work locally. Then given \( (Y, V) \) and \( (Y', V') \) both satisfying this condition, we may deform one into the other by a connected family of varieties. For instance we may represent \( Y \) and \( Y' \) as local complete intersections and deform the equations defining \( Y' \) into the equations defining \( Y' \) by convex combination, and similarly for the vector subbundles defining \( Y' \) and \( V' \). The condition that the intersection of the strict transforms vanishes is an open condition, because the strict transform of \( \mathbb{P}(V) \) varies properly with \( Y \) and \( V \), so we may assume that there is a family connecting \( (Y, V) \) to \( (Y', V') \) where every member satisfies this condition. Then because the intersection locus in the blow-up is closed, its image inside \( X \) is too, and because it is disjoint from \( x \), there must be some neighborhood of \( X \) that it doesn’t intersect. Then for any \( Y_t, V_t \) in the family, the intersection of \( \mathbb{P}(C) \) and \( \mathbb{P}(V_t) \) in \( \mathbb{P}(T^*X) \) is empty in that neighborhood minus \( x \), so the contribution to the intersection coming from the fiber over \( x \) is constant in the family, and thus is equal for \( (Y, V) \) and \( (Y', V') \).

For the claim about generic subspaces, note that \( C \) has dimension \( \dim X \), so \( \mathbb{P}(C) \) has dimension \( \dim X - 1 \), and the intersection of its strict transform with the fiber has dimension \( \dim X - 1 \). The fiber of the blowup is isomorphic to \( \mathbb{P}((TX)_x) \times \mathbb{P}((T^*X)_x) \), of dimension \( 2 \dim X - 2 \), and the strict transform of \( \mathbb{P}(V) \) is \( \mathbb{P}((TY)_x) \times \mathbb{P}(V_x) \), of dimension \( \dim X - i - 1 + i = \dim X - 1 \). If we take \( (TY)_x \) and \( V_x \) to be general subspaces, this intersection will have the expected dimension, which is \(-1\), and hence be empty. \( \square \)
Definition 3.3. Let $X$ be a smooth variety. Let $C$ be a conical cycle on the cotangent bundle $T^*X$ of $X$ of dimension $\dim X$ and let $x$ be a point on $X$.

For $0 \leq i < \dim X$, let $Y$ be a sufficiently general smooth subvariety of $X$ of codimension $i$ passing through $x$ and let $V$ be a sufficiently general sub-bundle of $T^*X$ over $Y$ with rank $i + 1$. Define the $i$th polar multiplicity of $C$ at $x$ to be the intersection number

$$(\mathbb{P}(C), \mathbb{P}(V))_{\mathbb{P}(T^*X), x}$$

where $\mathbb{P}(T^*X)$ is the projectivization of the vector bundle $T^*X$.

Here “sufficiently general” means that the strict transform of $\mathbb{P}(V)$ in the blowup of $\mathbb{P}(T^*X)$ at the fiber over $x$ does not intersect the strict transform of $\mathbb{P}(C)$ in that same blowup within the fiber over $x$.

For $i = \dim X$, define the $i$th polar multiplicity of $C$ at $x$ to be the multiplicity of the zero section in $C$.

It follows from Lemma 3.2 that this is well-defined.

Lemma 3.4. Definitions 1.3 and 3.3 are equivalent.

Proof. By definition, the multiplicity of an algebraic cycle at a point is the local intersection number with a sufficiently general smooth scheme passing through that point. For $Y$ a sufficiently general smooth subscheme of $X$ of dimension $n - i$, we have an identity of intersection numbers

$$(\pi_*((\mathbb{P}(C) \cap \mathbb{P}(V), Y))_{X,x}) = (\mathbb{P}(C) \cap \mathbb{P}(V), \pi^*Y)_{\mathbb{P}(T^*X), x} = (\mathbb{P}(C), \mathbb{P}(V) \cap \pi^*Y)_{\mathbb{P}(T^*X), x}.$$

Note that $\mathbb{P}(V) \cap \pi^*Y$ is simply the projectivization of the restriction $V'$ of $V$ to $Y$. So to check that this is the polar multiplicity, it suffices to check that if $V_x$ is sufficiently general, and $Y$ is sufficiently general depending on $V$, that the restriction of $V'$ to $Y$ is sufficiently general in the sense of Definition 3.3. This occurs when the intersection of the strict transform of $\mathbb{P}(C)$ with the strict transform of $\mathbb{P}(V')$ in the exceptional divisor of the blowup of $\mathbb{P}(T^*X)$ at the fiber over $x$ vanishes.

The exceptional divisor is isomorphic to $\mathbb{P}((TX)_x) \times \mathbb{P}((T^*X)_x)$. Inside it, the strict transform of $\mathbb{P}(V')$ is $\mathbb{P}((TY)_x) \times \mathbb{P}(V_x)$. The intersection of the strict transform of $\mathbb{P}(C)$ with the exceptional divisor has dimension at most $\dim \mathbb{P}(C) - 1 = \dim C - 2 = n - 2$. For $V$ of dimension $i + 1$, $\mathbb{P}((TX)_x) \times \mathbb{P}(V_x)$ has codimension $n - i - 1$, so for $V_x$ sufficiently general, the intersection of the strict transform with $\mathbb{P}((TX)_x) \times \mathbb{P}(V_x)$ has dimension $i - 1$. Then for general $\mathbb{P}((TY)_x)$ of codimension $i$, the intersection of $\mathbb{P}((TY)_x) \times \mathbb{P}(V_x)$ with the strict transform is empty. 

4. A bound for Betti numbers

Lemma 4.1. Let $f : X \to Y$ be a smooth morphism of smooth varieties with $X$ of dimension $n$ and $Y$ of dimension $n - m$. Let $C$ be a closed conical subset of the cotangent bundle $T^*X$ of $X$ with all irreducible components of dimension $n$. Let $y$ be a point in $Y$ and let $i$ be the inclusion of $f^{-1}(y)$ into $X$. If $f$ is $C$-transversal and the fibers of the composition $C \to X \to Y$ have dimension $m$, then $i$ is properly $C$-transversal.

Proof. Because $f$ is $C$-transversal, the inverse image of $C$ by $df : X \times_Y T^*Y \to T^*X$ is a subset of the zero-section. Hence the intersection of $C$ with the image of $df$ is a subset of the zero-section, as only nonzero points are sent to nonzero points by $df$. The image of $df$ in $T^*X$ consists of $1$-forms that are pulled back from $Y$, i.e. one-forms that
Proof. All other terms.
\[ i^*C = f^{-1}(y) \times_X C = y \times_Y C \] is exactly a fiber of the composition \( C \to Y \), and thus the claim that it has dimension \( \dim X - \dim Y = \dim(f^{-1}(y)) \) verifies that \( i \) is properly \( C \)-transversal. \( \square \)

**Lemma 4.2.** Let \( X \) be a smooth variety and \( Y \) a smooth curve, both over a perfect field \( k \). Let \( K \) be an object in \( D_c(X, \mathbb{F}_k) \).

Let \( CC'(K) \) be \( CC(K) \) with any occurrence of the cotangent space at \( x \) removed, and let \( SS'(K) \) be \( SS(K) \) with any occurrence of the cotangent space at \( x \) removed.

Let \( f : X \to Y \) be a smooth projective morphism that is \( SS'(K) \)-transversal and such that the fibers of \( SS'(K) \) over \( Y \) have dimension \( \dim X - 1 \). Let \( y = f(x) \), let \( Z = f^{-1}(y) \) and let \( i \) be the inclusion of \( Z \) into \( X \). Then

\[ i^!CC'(K) = CC(R\Psi_f K) \]

where we view the nearby cycles relative to \( f \) as a complex of sheaves on \( f^{-1}(Y) \).

Note that \( SS(K) \) here is a union of irreducible varieties of dimension \( \dim X \) and \( CC(K) \) is a \( Z \)-linear combination of irreducible varieties of dimension \( \dim X \). When we refer to removing the cotangent space at \( X \), an irreducible variety of dimension \( \dim X \), we mean removing this term from the \( Z \)-linear combination or the union, if it appears, but leaving all other terms.

**Proof.** Because \( f \) is \( SS'(K) \)-transversal, it is \( SS(K) \)-transversal away from \( x \), so \( K \) is locally acyclic away from \( f \) by the definition of the singular support, and thus \( R\Psi_f K \) vanishes away from \( x \), so \( R\Psi_f K = i^*K \) away from \( x \).

Furthermore, \( i \) is properly \( SS'(K) \)-transversal by Lemma 4.2.

Then by [Saito, 2017b, Theorem 7.6]

\[ CC(R\Psi_f K) = CC(i^*K) = i^!CC(K) = i^!CC'(K) \]

away from \( x \).

Hence

\[ i^!CC'(K) - CC(R\Psi_f K) \]

is a cycle on the cotangent bundle of \( Z \) supported inside the cotangent space at \( x \). Because these cycles are rational linear combinations of irreducible closed sets of dimension \( \dim Z \), the difference is a multiple of the cotangent space at \( x \). Because the cotangent space at \( x \) has nonzero intersection number with the zero-section \( Z \) of \( T^*X \), to check that

\[ i^!CC'(K) = CC(R\Psi_f K), \]

it suffices to check

\[ (i^!CC'(K), Z)_{T^*X} = (CC(R\Psi_f K), Z)_{T^*Z}. \]

By the index formula [Saito, 2017b, Theorem 7.13],

\[ (CC(R\Psi_f K), Z)_{T^*Z} = \chi(Z, R\Psi_f K) = \chi(f^{-1}(\eta), K) \]

for \( \eta \) the generic point of \( Y \).

By definition,

\[ i^!CC'(K) = -(di)_*i^*CC'(K). \]
We have \[\text{Proposition 8.1.1(c)}\]
\[((di)_p^*CC'(K), Z)_{T^*Z} = (i_1^*CC'(K), (di)*Z)_{T^*X \times X} = (CC'(K), i_*(di)^*Z)_{T^*X}.
\]
For the first identity, this uses the fact that \(di\) is finite on the support of \(i^*CC'(K)\) and for the second identity this uses the fact that \(i\) is a closed immersion, hence finite.

Now \((di)^*Z \subseteq T^*X \times X\) consists of one-forms transverse to \(Z\), so \(i_*(di)^*Z\) is the conormal bundle of \(Z\) inside \(X, N^*Z\).

As a point \(y' \in Y\) varies, the conormal bundle to \(f^{-1}(y')\) varies in a smooth family. To check that the intersection number
\[(CC''(K), N^*f^{-1}(y'))_{T^*X}\]
is constant, it suffices to check that the intersection \(CC'(K) \cap N^*f^{-1}(y')\), viewed as a family of closed subsets parameterized by \(y' \in Y\), and hence viewed as a scheme mapping to \(Y\) given the induced reduced subscheme structure, is proper over \(Y\). This is true because, as \(f\) is \(SS'(K)\)-transversal, this intersection is contained in the zero-section, hence is proper.

The same is true for any other \(y'\), and these conormal bundles vary in a smooth family, so this intersection number for \(y\) is equal to the intersection number for any \(y'\), and in particular for the generic point \(\eta\). Let \(i_\eta\) be the inclusion of the generic fiber of \(f\) into \(X\), then
\[(i_\eta^1CC'(K), Z)_{T^*Z} = -(CC'(K), N^*f^{-1}(\eta))_{T^*X} = (CC'(K), N^*f^{-1}(\eta))_{T^*X}\]
\[(i_\eta^1CC'(K), f^{-1}(\eta))_{T^*f^{-1}(\eta)} = (i_\eta^1CC(K), f^{-1}(\eta))_{T^*f^{-1}(\eta)} = (CC(i_\eta^1K), f^{-1}(\eta))_{T^*f^{-1}(\eta)} = \chi(f^{-1}(\eta), K)\]
as desired, where the first equality summarizes the previous calculations.

\[\square\]

**Lemma 4.3.** Let \(X\) be a smooth variety embedded in projective space \(\mathbb{P}^n\). Let \(C\) be a closed conical subset of the cotangent space of \(X\) of dimension \(\dim X\). Let \(x \in X\) be a point such that \(C\) does not contain the cotangent space of \(x\).

Let \(\overline{X} \subseteq X \times \mathbb{P}^1\) be a general pencil of conic sections of \(X\), parameterized by \(\mathbb{P}^1\). Let \(p\) and \(q\) be the projections \(\overline{X} \to X\) and \(\overline{X} \to \mathbb{P}^1\), respectively.

Then \(p\) is properly \(C\)-transversal, \(q\) is \(p^*C\)-transversal in a neighborhood of the unique conic in the pencil containing \(x\), and the fibers of \(p^*C\) over \(\mathbb{P}^1\) are \(\dim X - 1\)-dimensional in a neighborhood of the conic containing \(x\).

**Proof.** Let \(Y\) be the base locus of this pencil of conics, which since the pencil is generic, is a smooth subscheme of codimension 2. We can view \(p\) as the blow-up of \(X\) along \(Y\).

First we check that \(p\) is \(C\)-transversal. The map \(p\) is étale, and automatically \(C\)-transversal, away from \(Y\), and at each point over \(Y\), \(dp^{-1}(\{0\})\) is one-dimensional and contained in the conormal space of \(Y\). Thus to check that \(p\) is \(C\)-transversal, it suffices to check that no point in \(C\) consists of a point in \(Y\) and a nonzero vector transverse to \(Y\). For each pair of a point and nonzero cotangent vector in \(C\), the condition that the point be contained in \(Y\) is a codimension 2 codimension on the pencil of conics, and the condition that the vector be transverse to \(Y\) is a codimension \(\dim X - 2\) condition on the pencil of conics. Because the space of pairs of a point and a nonzero cotangent vector contained in \(C\), up to dilation of the cotangent vector, is \(\dim X - 1\)-dimensional, this occurring for any point is a codimension 1 condition, hence is not generic.

Next we check that \(p\) is properly \(C\)-transversal. Because \(\dim \overline{X} = \dim X\) and the fibers of \(p\) have dimension at most one, \(\dim p^*C = \dim C = \dim X = \dim \overline{X}\) unless the base of
some irreducible component of $C$ lies entirely in $Y$. For any given variety, a generic $Y$

does not contain it, so this does not happen, and $p$ is properly $C$-transversal.

The map $q$ is $p^\circ C$-transversal at a point $(x, t) \in \overline{X}$, with $x \in X$ and $t \in \mathbb{P}^1$, unless
the inverse image of the fiber of $p^\circ C$ at $(x, t)$ by $dq$ contains a nonzero vector. Because
$q$ is a map to a one-dimensional variety, the image of $dq$ is one-dimensional, generated
by a single vector, and $q$ is $p^\circ C$-transversal unless that vector is in $q^\circ C$. Because
the image of $dq$ nontrivially intersecting $q^\circ C$ is a closed condition, to check that it there is
a neighborhood of the conic containing $x$ where $q$ is $p^\circ C$-transversal, its suffices to check that
$q^\circ C$ is $p^\circ C$-transversal at every point in the conic of this family containing $x$. Let $X_t$
be this conic.

At points lying over $Y$, the image of $dp$ and $dq$ intersect only at zero, so $q$ is automatically
$p^\circ C$-transversal at these points.

At points in $X_t - Y$, this image of $dq$ is the conormal vector to $X_t$, because $X_t$ is a level
set of $q$. Thus, to check that $q$ is generically $p^\circ C$-transversal in a neighborhood of the
conic containing $x$, it suffices to check that, for a general conic $X_t$, the conormal bundle
$X$ never contains a pair of a point and a nonzero cotangent vector in $C$.

For each point $y$ and nonzero cotangent vector in $C$, with $y \neq x$, the conics through $x$
whose conormal bundles contain that pair form a codimension $\dim X$ subset of the conics
through $x$, because this is a codimension one condition on the value of the conic at $y$
and a codimension $\dim X - 1$ condition on the derivative of the conic at $y$, and the derivatives
at $y$ are independent of the condition that the conic pass through $x$. Because the space
of pairs of a point and a nonzero cotangent vector contained in $C$, up to dilation of the
cotangent vector, is $\dim X - 1$-dimensional, this is a codimension 1 condition and is not
generic. Over the point $x$, the conormal bundle of a generic conic is a general cotangent
line, so it remains to check that $C$ does not contain a general point of the cotangent space
at $x$, which holds because we have assumed that the cotangent space at $x$ does not lie in
$C$.

Because each irreducible component of $p^\circ C$ has dimension $\dim X$, the fibers over $\mathbb{P}^1$
have dimension $\dim X - 1$ unless some irreducible component is contained entirely in one
fiber, i.e. in a single conic in the pencil. For a generic pencil of conics, the only variety
that is necessarily contained in one fiber of the pencil is a single point, and because $C$
does not contain the cotangent space of $x$, none of these points are $x$, and so they will
not generically be in the same fiber as $x$, and thus we can remove the fibers containing
these points from our chosen neighborhood. \qed

**Lemma 4.4.** Let $X$ be a smooth variety embedded in projective space $\mathbb{P}^n$ over a perfect
field $k$. Let $K$ be an object of $D^b_c(X, \mathbb{F}_t)$.

Let $CC'(K)$ be $CC(K)$ with any occurrence of the cotangent space at $x$ removed, and
let $SS'(K)$ be $SS(K)$ with any occurrence of the cotangent space at $x$ removed.

Let $\overline{X} \subseteq X \times \mathbb{P}^1$ be a general pencil of conic sections sections of $X$, parameterized by
$\mathbb{P}^1$. Let $p$ and $q$ be the projections $\overline{X} \rightarrow X$ and $\overline{X} \rightarrow \mathbb{P}^1$, respectively.

Let $\overline{\tau} = p^{-1}(x)$, which, because the pencil is generic, is a single point, and let $y = q(\overline{\tau})$. Let
$i$ be the inclusion of the fiber over $y$ into $\overline{X}$. Then

\begin{align*}
(1) & \quad CC(R\Psi_q p^* K) = i^! p^! CC'(K) \\
(2) & \quad R\Phi_q p^* K \text{ is supported at } x. \\
(3) & \quad -\dim_{tot} (R\Phi_q (p^* K))_x
\end{align*}
is the multiplicity of the cotangent space at \(x\) in \(CC(K)\).

(4) If \(K\) is perverse, then \((R\Phi_q(p^*K))_x\) is supported in degree \(-1\).

**Proof.** To obtain (1), we apply Lemma 4.2 to \(p^*K\) and \(q\). By Lemma 4.3, \(p\) is properly \(SS'(K)\)-transversal, and it is étale at \(x\) so it is properly \(SS(K)\)-transversal, so by [Saito, 2017b, Theorem 6.6],

\[CC(p^*K) = p^1(CC(K))\]

and thus

\[CC'(p^*K) = p^1(CC'(K))\]

Then by Lemma 4.3, \(p^*K\) satisfies the conditions of Lemma 4.2 so

\[CC(R\Phi_qp^*K) = v^1CC'(p^*K) = p^1CC'(K)\]

as desired.

To obtain (2), by Lemma 4.3, \(q\) is \(p^*SS(K) = SS(p^*K)\)-transversal in a neighborhood of \(x\), minus \(x\), hence \(p^*K\) is locally \(q\)-acyclic away from \(x\) by the definition of the singular support, and thus \(R\Phi_qp^*K\) is supported at \(x\).

For (3), to calculate \(R\Phi_p^tK\), we use again the fact that \(q\) is \(SS'(p^*K)\)-transversal, so it is \(SS(p^*K)\)-transversal away from \(x\), and thus \(x\) is at most an isolated characteristic point, so by the definition of the characteristic cycle

\[-\dimtot(R\Phi_qp^*K)_x = (CC(p^*K), (dq)^\omega)_x\]

where \(\omega\) is nonvanishing one-form on an open neighborhood of \(q(x)\) in \(\mathbb{P}^1\).

Because \(q\) is \(SS'(p^*K)\)-transversal, the only irreducible component of \(SS(p^*K)\) which intersects \(dq^*\omega\) is the cotangent space at \(x\). Because \((dq)^\omega\) is a section of the cotangent bundle, its intersection number with the cotangent space at any point is 1, so its intersection number with \(CC(p^*K)\) is the multiplicity of the cotangent space in \(CC(p^*K)\), which is also its multiplicity in \(CC(K)\).

For (4), because \(p^*K\) is perverse near \(x\), \(p^*K[-1]\) is perverse near \(x\) when restricted to the generic fiber of \(q\), and so by the theorem of Gabber [Illusie, 1994, Corollary 4.6], \(R\Phi_q(p^*K)[-1]\) is perverse (near \(x\), and thus everywhere, because it vanishes elsewhere). Because it is perverse and supported at a single point, it is supported in degree 0, and then the unshifted version is supported in degree \([-1]\).

---

**Lemma 4.5.** Let \(X\) be a smooth variety embedded in projective space \(\mathbb{P}^n\) over a perfect field \(k\). Let \(C\) be a conical cycle in the cotangent bundle of \(X\). Let \(C'\) be \(C\) minus any occurrence of the cotangent space at \(X\). Let \(\bar{X}\) be the intersection of \(X\) with a generic conic through \(x\), let \(j : \bar{X} \to X\) be the inclusion, and let \(\bar{C} = -j^1C'\).

Then for \(i > 0\), the \(i\)th polar multiplicity of \(C\) at \(x\) equals the \(i - 1\)st polar multiplicity of \(\bar{C}\) at \(X\), and for \(i = 0\), the \(i\)th polar multiplicity of \(C\) at \(X\) equals the multiplicity of the cotangent space at \(x\) in \(C\).

**Proof.** We split into three cases: \(i = 0\), \(0 < i < \dim X\), \(i = \dim X\).

For \(i = 0\), in the definition of polar multiplicity we can let \(Y = X\), with \(V\) a rank one subbundle of the cotangent bundle, so \(\mathbb{P}(V)\) is simply a section of \(\mathbb{P}(T^*X)\). If we choose a general section, then the only irreducible component of \(\mathbb{P}(C)\) it intersects at \(x\) is the fiber over \(x\), which it intersects with multiplicity the multiplicity of that fiber, which is the multiplicity of the cotangent space at \(x\) in \(C\).
For $0 < i < \dim X$, let $Y$ be a general smooth subvariety of $\tilde{X}$ of codimension $i - 1$ passing through $x$ and let $V$ be a general $i$-dimensional sub-bundle of $T^*\tilde{X}$ over $Y$. Let $V$ be the inverse image of $\tilde{V}$ in the cotangent bundle of $X$. By Definition 8.3, it suffices to check that

$$\langle \mathbb{P}(\tilde{C}), \mathbb{P}(\tilde{V}) \rangle_{\mathbb{P}(T^*\tilde{X})} = \langle \mathbb{P}(V), \mathbb{P}(C) \rangle_{\mathbb{P}(T^*X)}$$

and that $Y, V$ satisfies the conditions of Lemma 8.2 for $X, C$.

There is a projection map

$$\rho : \mathbb{P}(T^*X \times_X \tilde{X}) - s(T^*\tilde{X}) \to \mathbb{P}(T^*\tilde{X})$$

where $s$ is the section of $\mathbb{P}(T^*X \times_X \tilde{X})$ corresponding to the conormal line of $\tilde{X}$.

Because $s(x)$ is a general point of $\mathbb{P}((T^*X)_x)$, and $C'$ does not contain the whole cotangent space of $X$ at $x$, $s(x)$ is not contained in $\mathbb{P}(C')$, and so the image of $s$ is disjoint from $\mathbb{P}(C')$ over a neighborhood of $X$. Hence $\rho$ is well-defined on $C' \times_X \tilde{X}$. In addition, we can see that $\rho$ is proper when restricted to $\mathbb{P}(C') \times_X \tilde{X}$, because it extends to a proper map from the blow-up of $\mathbb{P}(T^*X \times_X \tilde{X})$ at $s(T^*\tilde{X})$ and $\mathbb{P}(C') \times_X \tilde{X}$ remains closed inside that blow-up.

By definition, $\tilde{C}$ is the pushforward from $T^*X \times_X \tilde{X}$ to $T^*\tilde{X}$ of the restriction of $C$ from $T^*X$ to $T^*X \times_X \tilde{X}$. Because this pushforward and pullback are compatible with taking quotients by $\mathbb{G}_m$, we have

$$\mathbb{P}(\tilde{C}) = \rho_* (\mathbb{P}(C') \times_X \tilde{X})$$

and

$$\rho^* \mathbb{P}(\tilde{V}) = \mathbb{P}(V)$$

so [Fulton, 1998, Proposition 8.1.1(c)]

$$\langle \mathbb{P}(\tilde{C}), \mathbb{P}(\tilde{V}) \rangle_{\mathbb{P}(T^*\tilde{X})} = \langle \mathbb{P}(C') \times_X \tilde{X}, \mathbb{P}(V) \rangle_{\mathbb{P}(T^*X \times_X \tilde{X})} = \langle \mathbb{P}(C'), \mathbb{P}(V) \rangle_{\mathbb{P}(T^*X)}$$

Finally we have

$$\langle \mathbb{P}(C'), \mathbb{P}(V) \rangle_{\mathbb{P}(T^*X)} = \langle \mathbb{P}(C), \mathbb{P}(V) \rangle_{\mathbb{P}(T^*X)}$$

because the difference between $\mathbb{P}(C)$ and $\mathbb{P}(C')$ is the fiber over $x$, and because $Y$ has codimension at least one we can perturb $\mathbb{P}(V)$ to not intersect this fiber.

Next we check the strict transform condition. The exceptional fiber of the blowup of $T^*X$ at the cotangent space at $x$ is $\mathbb{P}((TX)_x) \times \mathbb{P}((T^*X)_x)$. The intersection of the exceptional fiber with the strict transform of $\mathbb{P}(V)$ is $\mathbb{P}((TY)_x) \times \mathbb{P}(V_x)$, and $V_x$ is a general $i + 1$-dimensional vector subspace of $(TX)_x$ containing the conormal line of $\tilde{X}$, and $V_x$ is a general $i + 1$-dimensional vector subspace of $(T^*X)_x$ containing the conormal line of $\tilde{X}$.

So it suffices to prove that, for a general vector $\omega$ in $(T^*X)_x, (TY)_x$ a general dim $X - i$-dimensional subspace of $(TX)_x$ perpendicular to $\omega$, and $V_x$ a general $i + 1$-dimensional vector subspace of $(T^*X)_x$ containing $\omega$, the intersection of $\mathbb{P}((TY)_x) \times \mathbb{P}(V_x)$ a fixed dim $X - 2$-dimensional subspace of $\mathbb{P}((T^*X)_x) \times \mathbb{P}(V_x)$ is empty. (The intersection of the strict transform of $\mathbb{P}(C)$ with the exceptional divisor has dimension one less than $\mathbb{P}(C)$, which itself has dimension one less than $C$, which has dimension dim $X$.) To do this, it suffices to check that for each point $(v_1, v_2)$ of $\mathbb{P}((T^*X)_x) \times \mathbb{P}(V_x)$, the codimension of triples $\omega, (TY)_x$ such that $(v_1, v_2) \in \mathbb{P}((TY)_x) \times \mathbb{P}(V_x)$ is at least $\dim X - 1$.

To do this, we can change the order to first choose $V_x$ generically, then $\omega$ generically in $V_x$, then $(TY)_x$ perpendicular to $\omega$. Note first that that $V_x$ containing $v_2$ is a codimension $\dim X - (i + 1)$ condition. Then if $v_1 \cdot \omega \neq 0$, then, $(TY)_x$ containing $v_1$ is a codimension
Consider, for a total of $\dim X - 1$. Alternatively, if $v_1 \cdot \omega = 0$ is zero, then $(TY)_x$ containing $v_1$ is codimension $i - 1$, but $v_1 \cdot \omega = 0$ is a codimension 1 condition unless the dot product with $v_1$ vanishes uniformly on $(TY)_x$, and that has codimension 1 unless $i = 0$ and $(v_1 \cdot v_2) = 0$, but that is impossible as we assumed $i > 0$. So we can save 1 codimension this way but always lose one codimension in return, so the total codimension is $\dim X - 1$, and thus the intersection is generically zero.

For $i = \dim X$, observe that any conical cycle whose projection to the cotangent space at $\tilde{X}$ is the zero section was already the zero section, and any cycle whose restriction to a general hypersurface is the zero section was already the zero section.

Recall the statement of Theorem 4.4

**Theorem 4.6.** Let $X$ be a smooth variety over a perfect field $k$ and let $\ell$ be a prime invertible in $k$. Let $K$ be a perverse sheaf of $\mathbb{F}_\ell$-modules on $X$.

Then $\dim_{\mathbb{F}_\ell} \mathcal{H}^{-i}(K)_x$ is at most $i$th polar multiplicity of $CC(K)$ at $x$.

**Proof.** This is an étale-local question, so we may assume that $X$ is a smooth projective variety by passing to an affine open subset and embedding into projective space, then extending $K$ to keep it perverse. In fact, we fix an embedding into projective space.

This follows by induction on $i$. For $q : p^*X \to \mathbb{P}^1$ the map defined by a general pencil of conics, we have a distinguished triangle

$$p^*K \to R\Psi_q p^*K \to R\Phi_q p^*K.$$ 

Taking stalk cohomology at $x$, we have an exact sequence

$$\mathcal{H}^{-i-1}(R\Phi_q p^*K)_x \to \mathcal{H}^{-i}(K)_x \to \mathcal{H}^{-i}(R\Psi_q p^*K)_x \to \mathcal{H}^{-i}(R\Phi_q p^*K)_x.$$ 

Because $K$ is perverse, $p^*K$ is perverse in a neighborhood of $x$, and thus $R\Psi_q p^*K[-1]$ is perverse.

Thus for $i = 0$, $\mathcal{H}^0(R\Psi_q p^*K)_x$ vanishes and we have

$$\dim \mathcal{H}^0(K)_x \leq \dim(R^{-1}\Phi_q p^*K)_x \leq \dim\text{tot}(R^{-1}\Phi_q p^*K)_x = -\dim\text{tot}(R\Phi_q p^*K)_x$$

which is at most the multiplicity of the cotangent space at $x$ in $CC(K)$ which by Lemma 4.5 is the 0th polar multiplicity of $CC(K)$ in $x$.

By Lemma 4.4(4), $\mathcal{H}^{i-1}(R\Phi_q p^*K)_x$ vanishes unless $i = 0$, so the map

$$\mathcal{H}^i(K)_x \to \mathcal{H}^i(R\Psi_q p^*K)_x$$

is injective unless $i = 0$. Thus for $i > 0$, we have

$$\dim \mathcal{H}^{-i}(p^*K)_x \leq \mathcal{H}^{-i}(R\Psi_q p^*K)_x.$$ 

Because $R\Psi_q p^*K[-1]$ is perverse, we can apply the induction hypothesis, to see that this is the $i - 1$st polar multiplicity of $CC(R\Psi_q p^*K[-1])$ at $x$. By Lemma 4.4(1), $CC(R\Psi_q p^*K[-1])$ is the projection to the cotangent space of the conic of the restriction to the conic of $CC'(K)$. By Lemma 4.5, the $i - 1$st polar multiplicity of this is the $i$th polar multiplicity of $CC(K)$, verifying the induction step. □

In characteristic zero, the inequality $(R\Phi f K)_x \leq \dim\text{tot}(R\Phi f K)_x$ would be an identity, and we could use the Morse inequalities to derive additional information about the Betti numbers of $K$, as Massey does in [Massey, 1994, Corollary 5.5], but in our case the analogue of the Morse inequalities are unhelpful.
Proof of Corollary 1.5. In view of Theorem 1.6 it suffices to check that for \( i < \dim X - \dim(SS(K)) \), the \( i \)th polar multiplicity of \( CC(K) \) at \( x \) vanishes. For \( V \) a vector bundle of rank \( i + 1 \), \( \mathbb{P}(V) \) has dimension \( i \) in the fiber of 0, and \( \mathbb{P}(CC(K)) \), which is contained in \( \mathbb{P}(SS(K)) \), has codimension \( \dim X - \dim(SS(K)) \) in the fiber at zero, so for a generic \( V \) these do not intersect and their intersection number, which is the polar multiplicity, vanishes. \( \square \)

5. Application to a Conjecture of Shende and Tsimerman

This section is devoted to proving 1.6, following the strategy used by Shende and Tsimerman [2017] to prove the characteristic zero analogue. To do this, we must first redo their calculation of the characteristic cycle in characteristic \( p \), using Saito’s definition of the characteristic cycle, and then explain why their estimate for the polar multiplicities of this cycle remains valid in characteristic \( p \).

While the argument is from a different perspective, and uses different notation in some parts, the ideas are essentially all due to Shende and Tsimerman. Because we are redoing the argument anyways, we take the opportunity to tighten up some of the inequalities.

Because the statement to prove is purely cohomological in nature, we work for simplicity over an algebraically closed field \( k \).

Let \( C \) be a smooth projective hyperelliptic curve over an algebraically closed field \( k \), \( \tau \) its hyperelliptic involution, \( J \) its Jacobian, and \( C^{(n)} \) the \( n \)th symmetric power, which we view as a moduli space of degree \( n \) divisors.

We can fix some degree 1 divisor on \( C \) which is equal to half the hyperelliptic class, and therefore identity the group of degree \( n \) divisor classes on \( C \) with \( J \) for all \( n \). In particular, once we have done this, for \( P \) a point of \( C \), the divisor class \( [P + \tau(P)] \) will equal the hyperelliptic class and thus vanish.

Let \( A^{a,b} : C^{(g-a)} \times C^{(g-b)} \rightarrow J \) be the map sending a pair \((D_1, D_2)\) of divisors to the divisor class \([D_1 + D_2] \).

Note that the cotangent bundle of \( J \) is a trivial bundle, and we can identify its fiber at any point as the vector space \( H^0(C, K_C) \).

For natural natural numbers \( w_1, w_2 \) with \( w_1 + w_2 \leq g \), consider the closed subset \( Z_{w_1, w_2} \) of \( C^{(w_1)} \times C^{(w_2)} \times H^0(C, K_C) \) consisting of pairs \((D_1, D_2, \omega)\) with \( D_1 \) a divisor of degree \( w_1 \), \( D_2 \) a divisor of degree \( w_2 \), and \( \omega \) a differential form on \( C \) whose divisor of zeroes is at least \( D_1 + D_2 + \tau(D_1) + \tau(D_2) \).

Note that, because \( K_{C}(-D_1 - D_2 - \tau(D_1) - \tau(D_2)) \) is the pullback from \( \mathbb{P}^1 \) of a divisor of degree \( g - 1 - w_1 - w_2 \),

\[
\dim H^0(C, K_C(-D_1 - D_2 - \tau(D_1) - \tau(D_2))) = g - w_1 - w_2,
\]

and so \( Z_{w_1, w_2} \) is smooth of dimension \( g \).

We can define a map \( pr_{W_1, W_2} : Z_{w_1, w_2} \rightarrow T^*J \) by sending \((D_1, D_2, \omega)\) to \([D_1 + 2D_2], \omega\). Because \( pr_{W_1, W_2} \) is proper, \( pr_{W_1, W_2}|_{Z_{w_1, w_2}} \) is an algebraic cycle of codimension \( g \) on \( T^*J \).

**Lemma 5.1.** The pushforward \( A^{a,b}(C^{(g-a)} \times C^{(g-b)}) \) of the zero-section of \( T^*(C^{(g-a)} \times C^{(g-b)}) \) is contained in the union of the zero section of \( T^*J \) with the union over \( w_1, w_2 \) such that \( w_1 + w_2 < g \) of the support of \( pr_{W_1, W_2}|_{Z_{w_1, w_2}} \).

**Proof.** The inverse image \((dA^{a,b})^{-1}(C^{(g-a)} \times C^{(g-b)})\) is the set of pairs \((D_a, D_b, \omega)\) with \( D_a \) a divisor of degree \( g - a \), \( D_b \) a divisor of degree \( g - b \), and \( \omega \in H^0(C, T^*C) \) such that \( dA^{a,b}(D_a, D_b)(\omega) \) vanishes. The pushforward of \((dA^{a,b})^{-1}(C^{(g-a)} \times C^{(g-b)})\) to \( T^*J \) is the
set of all pairs \([D_a + D_b], \omega\) where \([D_a + D_b]\) is the divisor class of \(D_a + D_b\), such that \(d_{A_{a,b}}(D_a, D_b)(\omega)\) vanishes. By Definition 2.2, this pushforward is \(A_{a,b}(C^{g-a}) \times C^{g-b})\).

Let us fix \((D_a, D_b, \omega)\) such that \(d_{A_{a,b}}(D_a, D_b)(\omega)\) vanishes. We will show that \([(D_a + D_b), \omega]\) is contained in either \(pr_{w_1, w_2}[Z_{w_1, w_2}]\) for some \(w_1, w_2\) or the zero section.

We can represent the tangent space of \(C^{(a)}\) at \(D_a\) as \(H^0(C, \mathcal{O}(D_a)/\mathcal{O})\) so that by Serre duality the cotangent space is \(H^0(C, K_C/K_C(-D_a))\). Then the derivative map

\[
H^0(C, K_C) \to H^0(C, K_C|K_C(-D_a)) \oplus H^0(C, K_C/K_C(-D_a))
\]

is given by reducing a section modulo \(D_a\) and \(D_b\). Hence \(\omega\) is in the kernel of \(d_{A_{a,b}}(D_a, D_b)\) if and only if its divisor is greater than or equal to \(D_a\) and also greater than or equal to \(D_b\). Thus the divisor of \(\omega\) is greater than or equal to \(max(D_a, D_b)\).

Let \(D'\) be obtained from \(D_a + D_b\) by iteratively subtracting \([P + \tau(P)]\) until it is no longer possible to subtract \(P + \tau(P)\) from \(D'\) while keeping it effective. This means that there is no point \(P\) for which \(P\) and \(\tau(P)\) are both in the support of \(D'\), except possibly for points fixed by \(\tau\), which must have multiplicity at most 1. Let \(D_1\) be the sum of all the points with odd multiplicity in \(D'\) and let \(D_2 = (D_1 - D')/2\). Then by construction

\[
[D_a + D_b] = [D'] = [D_1 + 2D_2].
\]

Next, let us check that the divisor of \(\omega\) is at least \(D_1 + D_2 + \tau(D_1) + \tau(D_2)\).

To do this, consider a point \(P\) in the support of \(D_1 + D_2 + \tau(D_1) + \tau(D_2)\) and let \(m\) be the multiplicity of \(D_1 + D_2 + \tau(D_1) + \tau(D_2)\) at \(P\).

If \(P\) is fixed by \(\tau\), we can have \(m\) at most 2, and \(m = 0\) unless \(D'\) vanishes at \(P\). If \(D'\) vanishes at \(P\), then \(D_a\) or \(D_b\) vanishes at \(P\), which means \(\omega\) vanishes at \(P\). Then \(\omega\) must vanish at order 2 at \(P\) because global 1-forms on a hyperelliptic curve are negated by the hyperelliptic involution and so vanish to even order at hyperelliptic points. So in either case, \(\omega\) vanishes to order at least \(m\) at \(P\).

Otherwise, we cannot have both \(P\) and \(\tau(P)\) in the support of \(D_1 + D_2\), so either \(P\) or \(\tau(P)\) has multiplicity \(m\) in \(D_1 + D_2\). Because the divisor of \(\omega\) is symmetric, without loss of generality we can assume \(P\) has multiplicity \(m\) in \(D_1 + D_2\). Because the multiplicity of \(D_1\) at \(P\) is at most 1, the multiplicity of \(D_2\) is at least \(m - 1\), so the multiplicity of \(D' = D_1 + 2D_2\) is at least \(2(m - 1) + 1 = 2m - 1\). Thus the multiplicity of \(D_a + D_b\) at \(P\) is at least \(2m - 1\). Then the multiplicity of either \(D_a\) or \(D_b\) must be at least \(\lceil \frac{2m - 1}{2} \rceil = m\). Thus \(\omega\) vanishes to order \(m\) at \(P\).

So in either case the order of vanishing of \(\omega\) at \(P\) is at least \(m\), as desired.

So we have shown that the divisor of \(\omega\) is at least \(D_1 + D_2 + \tau(D_1) + \tau(D_2)\) and thus \((D_1, D_2, \omega)\) is a point of \(Z_{w_1, w_2}\) where \(w_1 = \deg D_1\) and \(w_2 = \deg D_2\). Because \([D_1 + 2D_2] = [D_a + D_b]\), it follows that \((D_a + D_b, \omega)\) is the image of \((D_1, D_2, \omega)\) under \(pr_{w_1, w_2}\). Finally, note that if \(\deg D_1 + D_2 \geq g\), then the divisor of \(\omega\) is at least a divisor of degree at least \(2g\). Thus \(\omega\) vanishes and so \(((D_a + D_b), \omega)\) is contained in the zero section. So \((D_a + D_b, \omega)\) is contained in either \(pr_{w_1, w_2}(Z_{w_1, w_2})\) for \(w_1 + w_2 < g\) or the zero section.

\[\square\]

Lemma 5.2. The characteristic cycle \(CC(A_{a,b}, \mathcal{O}[2g - a - b])\) is equal to

\[
\sum_{0 \leq w_1 + w_2 < g} m_{w_1, w_2, a, b} pr_{w_1, w_2}[Z_{w_1, w_2}] + m_{a, b}[A]
\]

where \(m_{w_1, w_2, a, b}\) is the coefficient of \(v_1^{g-a}v_2^{g-b}\) in

\[
(v_1 + v_2 + v_1^2v_2 + v_1v_2^2)^{w_1}(v_1v_2)^{w_2}(1 + v_1^2 + 2v_1v_2 + v_2^2 + v_1^2v_2^2)^{g-1-w_1-w_2}
\]
and $|m_{a,b}| \leq 8^g$.

**Proof.** By definition, $CC(Q_\ell[2g - a - b])$ is equal to the zero-section. Hence by Lemma 5.3 $A_{A,b}(SS(Q_\ell))$ is contained in the union of the zero section with $pr_{w_1,w_2*}[Z_{w_1,w_2}]$ for $w_1 + w_2 < g$, and thus has dimension $\leq g$. This verifies condition (2.20) of [Saito, 2017a, Theorem 2.2.5]. The other conditions (that $J$ is projective, that $A_{A,b}$ is quasi-projective and proper on the support of $Q_\ell$, and that $Q_\ell$ is constructible) are clear. Hence from [Saito, 2017a, Theorem 2.2.5] we deduce

$$CC(A_{a,b}(Q_\ell[2g - a - b])) = A_{a,b}[C(g-a) \times C(g-b)].$$

To prove

$$A_{a,b}[C(g-a) \times C(g-b)] = \sum_{0 \leq w_1 + w_2 < g} m_{w_1,w_2,a,b} pr_{w_1,w_2*}[Z_{w_1,w_2}] + m_{a,b}[A],$$

let us first prove that the two sides become equal after we pull back by a general section $A \to T*A$ coming from a general element $\omega \in H^0(C, K_C)$.

By a push-pull formula, the pullback of $A_{a,b}[C(g-a) \times C(g-b)]$ along $\omega$ is simply the pushforward along $A_{a,b}$ of the pullback of $[C(g-a) \times C(g-b)]$ along $dA_{a,b}(\omega)$, which is the pushforward along $A_{a,b}$ of the zero locus of $dA_{a,b}(\omega)$. Because $\omega$ is general, it has $2g - 2$ distinct zeroes forming $g - 1$ orbits of size 2 under $\tau$. Let $x_1, \ldots, x_g, x_{g+1}, \ldots, x_{2g-2}$ be these zeroes with $x_{g-1+i} = \tau(x_i)$.

It follows that $(D_a, D_b)$ lies in the zero locus of $dA_{a,b}(\omega)$ if and only if $D_a$ is the sum of a subset of size $a$ of these zeroes and $b$ is the sum of a subset of size $b$ of these zeroes. Furthermore the multiplicities of each of these pairs in the zero locus of $dA_{a,b}(\omega)$ must be one, as the sum of all the multiplicities must equal the topological Euler characteristic $(2g-2)(2g-2)$ of $C(a) \times C(b)$. Thus we can write

$$\omega^*(A_{a,b}[C(g-a) \times C(g-b)]) = \sum_{S,T \subseteq \{x_1, \ldots, x_{2g-2}\}} \left[ \sum_{x_i \in S} x_i + \sum_{x_i \in T} x_i \right].$$

On the other hand, $\omega^* pr_{w_1,w_2*}[Z_{w_1,w_2}]$ is simply the pushforward from $C(w_1) \times C(w_2)$ to $J$ along the map $(D_1, D_2) \to [D_1 + 2D_2]$ of the set of $(D_1, D_2)$ with $|D_1| = w_1$, $|D_2| = w_2$, and such that $D_1 + D_2 + \tau(D_1) + \tau(D_2)$ is at most the divisor of $\omega$. This occurs when $D_1$ is a subset of $\{x_1, \ldots, x_{2g-2}\}$ of size $w_1$, $D_2$ is a subset of $\{x_1, \ldots, x_{2g-2}\}$ of size $w_2$, and $D_1, D_2, \tau(D_1), \tau(D_2)$ are all disjoint.

To match the two sides, we choose for each $S, T$ a pair $D_1, D_2$ such that $\sum_{i \in S} x_i + \sum_{i \in T} x_i = D_1 + 2D_2$ and $D_1, D_2$ satisfy the stated conditions. To do this, observe that for each $i$ from 1 to $g - 1$, the linear combination of indicator functions

$$1_{x_i \in S} + 1_{x_i \in T} - 1_{x_{i+g-1} \in S} - 1_{x_{i+g-1} \in T}$$

takes the value 2, 1, 0, -2, or 2. If it is 2, put $x_i$ in $D_2$. If it is 1, put $x_i$ in $D_1$. If it is -1, put $x_{i+g-1}$ in $D_1$. If it is -2, put $x_{i+g-1}$ in $D_2$. If it is 0, put neither $x_i$ nor $x_{i+g-1}$ in $D_1$ or $D_2$.

To prove the two pullbacks are equal, it suffices to prove that for any $(D_1, D_2) \subseteq \{x_1, \ldots, x_{2g-2}\}$ with $|D_1| = w_1$, $|D_2| = w_2$, and $D_1, D_2, \tau(D_1), \tau(D_2)$ all disjoint, the number of $S, T$ with $|S| = a, |T| = b$, where this process produces $D_1, D_2$, is $m_{w_1,w_2,a,b}$. 


We use the standard generating functions approach to counting the number of ways to make a series of independent choices subject to linear constraints:

For any pair \( (x_i, \tau(x_i)) \), if \( x_i \in D_2 \), the tuple \( (1_{x_i \in S}, 1_{x_i \in T}, 1_{\tau(x_i) \in S}, 1_{\tau(x_i) \in T}) \) can only take the value \((1, 1, 0, 0)\). We assign this value the term \( v_1v_2 \).

If \( x_i \in D_1 \), the tuple must take one of the four values \((1, 0, 0, 0), (0, 1, 0, 0), (1, 1, 1, 0), (1, 1, 0, 1)\). We assign these values the terms \( v_1, v_1v_2, v_1v_2^2 \) respectively.

For \( x_i \notin D_1, x_i \notin D_2, \tau(x_i) \notin D_1, \tau(x_i) \notin D_2 \), the tuple must take one of the six values \((0, 0, 0, 0), (1, 0, 1, 0), (1, 0, 0, 1), (0, 1, 1, 0), (0, 1, 0, 1), (1, 1, 1, 1)\). We assign these values the terms \( 1, v_1^2, v_1v_2, v_2^2, v_1v_2^2 \) respectively.

Then by our system of assignments, each choice of \( S, T \) where this process produces \( D_1, D_2 \) corresponds to a monomial in

\[
(v_1 + v_2 + v_1^2v_2 + v_1v_2^2)^{w_1}(v_1v_2)^{w_2}(1 + v_1^2 + 2v_1v_2 + v_2^2 + v_1^2v_2^2)^{g-1-w_1-w_2}
\]

and the ones with \( |S| = a, |T| = b \) are exactly the monomials \( v_1^av_2^b \), so the coefficient of \( v_1^av_2^b \) is the number of \( S, T \), as desired.

Now because the two cycles agree when pulled back to a general fiber of the projection to \( H^0(C, K_C) \), they are equal modulo a sum of irreducible components whose projection to \( H^0(C, K_C) \) is not dense. Because \( \Lambda^a_b[C^{(g-a)} \times C^{(g-b)}] \) is contained in \( \Lambda^a_b(C^{(g-a)} \times C^{(g-b)}) \), by Lemma 5.1 these irreducible components must be contained in either \( pr_{W_1,W_2}(Z_{w_1,w_2}) \) or the zero section. Because \( Z_{w_1,w_2} \) is irreducible of dimension at most \( g \), the same properties hold for \( pr_{W_1,W_2}(Z_{w_1,w_2}) \), and so these irreducible components must equal either \( pr_{W_1,W_2}(Z_{w_1,w_2}) \) or the zero section. Because the projection of \( Z_{w_1,w_2} \) to \( H^0(C, K_C) \) is dense, the problematic components cannot be \( pr_{W_1,W_2}(Z_{w_1,w_2}) \), so they must be the zero section.

To calculate the multiplicity of the zero-section in \( CC(\Lambda^a_b, Q_\ell[2g-a-b]) \), we notice that it is equal by definition to \((-1)^g\) times the Euler characteristic of the stalk of \( \Lambda^a_b, Q_\ell[2g-a-b] \) at the generic point, which is \((-1)^{g+a+b}\) times the topological Euler characteristic of the generic fiber of \( \Lambda^a_b \). This Euler characteristic is bounded in [Shende and Tsimerman, 2017, Proposition 3.16] as at most \( 8^g \), giving our stated formula.

Note that when calculating this Euler characteristic, it does not matter if we work in characteristic zero or characteristic \( p \), as we can lift everything in sight to characteristic zero, and the Euler characteristic is preserved by this lifting.

We can factor \( \Lambda^a_b \) as the composition \( mult \circ (\pi^a \times \pi^b) \) where \( mult : J \times J \to J \) is the multiplication and \( \pi_n : C^{(n)} \to J \) sends a divisor to its class. Let \( \Theta_n \) be the image of \( C^{(n)} \) under \( \pi_n \), i.e. the set of degree \( n \) divisor classes which are effective, and let \( \iota^n \) be the inclusion of \( \Theta_n \) into \( J \).

Let \( \Sigma^a_b = mult \circ (i^a \times i^b) \).

Lemma 5.3. For \( 0 \leq n \leq g \),

\[
\pi^n_\ell Q_\ell = \bigoplus_{r=0}^{n/2} \iota^{n+2r}_\ell Q_\ell[-2r](r).
\]

Proof. This is obtained as part of the proof of [Inoue and Yamazaki, 2006, Lemma 2.9] or [Shende and Tsimerman, 2017, Lemma 3.1].

Lemma 5.4. The characteristic cycle \( CC(\Sigma^a_b, Q_\ell[2g-a-b]) \) is equal to

\[
\sum_{0 \leq w_1+w_2\leq g} m'_{w_1,w_2,a,b}pr_{w_1,w_2}(Z_{w_1,w_2}) + m'_{a,b}[A]
\]
where \( m_{w_1,w_2,a,b} \) is the coefficient of \( v_1^{a-b}v_2^b \) in
\[
(1-v_1)^2(1-v_2)^2(v_1 + v_2 + v_1^2v_2 + v_1v_2^2)w_1(v_1v_2)w_2(1 + v_1^2 + 2v_1v_2 + v_2^2 + v_1v_2^2)^{g-1-w_1-w_2}
\]
and
\[
|m'_{a,b}| \leq 4 \cdot 8^g.
\]

Proof. We have
\[
A_{a,b}Q_\ell = \text{mult}_*(\pi^* \times \pi^*), Q_\ell = \text{mult}_*(\pi^*Q_\ell \times \pi_*Q_\ell)
\]
\[
= \text{mult}_*(\left( \bigoplus_{a-0}^{n/2-a} i^{a+2r}\pi_\ell[2r](-r) \bigotimes \left( \bigoplus_{b=0}^{n/2-b} i^{b+2s}\pi_\ell[2s](-s) \right) \right))
\]
\[
= \left( \bigoplus_{r=0}^{n/2-a} \bigoplus_{s=0}^{n/2-b} \text{mult}_*(i^{a+2r} \times i^{b+2s})\pi_\ell[2r-2s](-r-s) \right)
\]
and solving for \( CC(A_{a,b}Q_\ell) \) we get
\[
CC(A_{a,b}Q_\ell) = CC(A_{a+2r,b}Q_\ell) - CC(A_{a,b+2s}Q_\ell) - CC(A_{a+2r,b+2s}Q_\ell)
\]
and then the claim follows from Lemma 5.2.

**Lemma 5.5.** For a line bundle \( E \) in \( J \) and \( 0 \leq i \leq g-1 \), the \( i \)th polar multiplicity of \( pr^{w_1,w_2}_{w_1,w_2}[Z_{w_1,w_2}] \) at \( E \) is at most
\[
2^{w_1+w_2}\binom{g}{i} \sum_{c+d=w_1+w_2-i} \binom{g-i-1}{c,d,g-1-w_1-w_2} 2^{w_2-d} \binom{w_1 + w_2 - c - d}{w_1 - c}.
\]

Proof. We apply Definition 1.3.

Let us take \( L \subset H^1(C,\mathcal{O}_C) \) a generic subspace of rank \( g-i-1 \), and \( L^\perp \subset H^0(C,\mathcal{K}_C) \) its perpendicular space of dimension \( i+1 \). Let \( V \) on \( J \) be the constant vector bundle \( L^\perp \). Then \( V_x \) is a generic subspace. By Definition 1.3 the \( i \)th polar multiplicity of \( pr^{w_1,w_2}_{w_1,w_2}[Z_{w_1,w_2}] \) at \( x \) equals the multiplicity of
\[
\pi_*(\mathbb{P}(pr^{w_1,w_2}_{w_1,w_2}[Z_{w_1,w_2}]) \cap \mathbb{P}(V))
\]
at \( x \).

Let \( \mathbb{P}(Z_{w_1,w_2}) \) be the moduli space of triples \( (D_1, D_2, \omega) \) with \( D_1 \subset C^{w_1}, D_2 \subset C^{w_2}, \omega \in \mathbb{P}(H^0(C,\mathcal{K}_C)) \) and let \( pr'_{w_1,w_2} \) be the projection to \( \mathbb{P}(T^*J) \) sending \( (D_1, D_2, \omega) \) to \( ([D_1 + 2D_2] , \omega) \). Then we have
\[
\mathbb{P}(pr^{w_1,w_2}_{w_1,w_2}[Z_{w_1,w_2}]) = pr'_{w_1,w_2}\mathbb{P}(Z_{w_1,w_2})
\]
so
\[
\pi_*(\mathbb{P}(pr^{w_1,w_2}_{w_1,w_2}[Z_{w_1,w_2}]) \cap \mathbb{P}(V)) = \pi_* pr'_{w_1,w_2}*(\pi_*pr^{w_1,w_2}_{w_1,w_2}(\mathbb{P}(V))) = (\pi \circ pr'_{w_1,w_2})*(\pi_*pr^{w_1,w_2}_{w_1,w_2}(\mathbb{P}(V))).
\]

We can view the cycle \( \mathbb{P}(V) \) as the pullback of \( \mathbb{P}(L^\perp) \) from \( \mathbb{P}(H^0(C,\mathcal{K}_C)) \), so we can view \( pr'_{w_1,w_2}\mathbb{P}(V) \) as the pullback of \( \mathbb{P}(L^\perp) \) under the projection \( \sigma : \mathbb{P}(Z_{w_1,w_2}) \to \mathbb{P}(H^0(C,\mathcal{K}_C)) \).

For \( \omega \in H^0(C,\mathcal{K}_C) \), \( \text{div}(\omega) \) is the pullback from \( (C/\tau) = \mathbb{P}1 \) of a divisor on \( \mathbb{P}1 \), so \( \text{div}(\omega) = D_1 - \tau(D_1) - D_2 - \tau(D_2) \) is the pullback from \( (C/\tau) \) of a divisor of degree \( g-1-w_1-\)
$w_2$. This divisor uniquely determines $\omega$. This gives an isomorphism between $\mathbb{P}(Z_{w_1,w_2})$ and $C^{(w_1)} \times C^{(w_2)} \times (C/\tau)^{g-1-w_1-w_2}$. Under this interpretation, the map $\pi' \circ p_{w_1,w_2}$ is equal to the map $\pi_{w_1,w_2} : C^{(w_1)} \times C^{(w_2)} \times (C/\tau)^{g-1-w_1-w_2} \to J$ that sends $(D_1,D_2,D_3)$ to $[D_1+2D_2]$. Furthermore, under this interpretation, the map to $\mathbb{P}(H^0(C,K_c)) = \mathbb{P}(C/\tau,\mathcal{O}(g-1)) = (C/\tau)^{g-1}$ may be obtained by projecting $D_1$ and $D_2$ to $C/\tau$ and then adding all three divisors, as the pullback of this sum to $C$ is necessarily $\text{div}(\omega)$.

Shende and Tsimerman define a polar variety $P^p_{L}V_{w_1,w_2} = \pi_{w_1,w_2}(\sigma^{-1}(\mathbb{P}(L^p)))$ using exactly this definition of $\pi_{w_1,w_2}$ and $\sigma$ (except that they use the letters $r$ and $s$ instead of $w_1$ and $w_2$.)

They calculated [Shende and Tsimerman, 2017, Lemma 3.22] that the cycle class of $P^p_{L}V_{w_1,w_2}$ equals

$$\sum_{c+d=w_1+w_2-i \atop c \leq w_1,d \leq w_2} 2^{w_1+w_2-i} \binom{g-i-1}{c,d,g-1-w_1-w_2} 2^{w_2-d} \binom{w_1+w_2-c-d}{w_1-c} \Theta_i. $$

(In fact they use slightly different notation - to obtain their formula, substitute $r$ for $w_1$, $s$ for $w_2$, $a$ for $c$, $b$ for $d$, and $g-1-k$ for $i$.)

Because we can lift everything smoothly to characteristic zero, it does not matter here whether we do intersection theory in characteristic zero or characteristic $p$.

Now applying Theorem A.1, we see that the multiplicity is at most

$$\sum_{c+d=w_1+w_2-i \atop c \leq w_1,d \leq w_2} 2^{w_1+w_2-i} \binom{g-i-1}{c,d,g-1-w_1-w_2} 2^{w_2-d} \binom{w_1+w_2-c-d}{w_1-c}$$

times

$$2^{i-1}([\Theta_i], [\Theta_{g-i}]) = 2^{i-1} \binom{g}{i}$$

(or times 1 if $i = 0$) which is at most

$$2^{w_1+w_2} \binom{g}{i} \sum_{c+d=w_1+w_2-i \atop c \leq w_1,d \leq w_2} \binom{g-i-1}{c,d,g-1-w_1-w_2} 2^{w_2-d} \binom{w_1+w_2-c-d}{w_1-c},$$

where we ignore the factor of $2^{-1}$ in the case $i > 0$ for simplicity.

\[\square\]

**Lemma 5.6.** For $x \in J$, the sum for $i$ from 0 to $g-1$ of the $i$th polar multiplicity of $CC(\Sigma_{a}^{b}Q_{c}[2g-a-b])$ at $x$ is at most $28^g/16$.

**Proof.** In the formula of Lemma 5.5, note that, because $c + d = w_1 + w_2 - i$, we have

$$\binom{g-i-1}{c,d,g-1-w_1-w_2} = \binom{w_1+w_2-i}{d} \binom{g-i-1}{w_1+w_2-i}$$

and

$$\sum_{c+d=w_1+w_2-i \atop c \leq w_1,d \leq w_2} \binom{w_1+w_2-i}{d} 2^{w_2-d} \binom{w_1+w_2-c-d}{w_1-c}$$

is the coefficient of $u^{w_2}$ in $(1+2u)^i (1+u)^{w_1+w_2-i}$. 

\[\square\]
It follows that the $i$th polar multiplicity of $pr_{w_1,w_2*}[Z_{w_1,w_2}]$ at $x$ is at most the coefficient of $u^{w_2}$ in 
\[(1 + 2u)^i(1 + u)^{w_1+w_2-i}u^{w_1}v_i^g\left(\begin{array}{c} \frac{g - i - 1}{w_1 + w_2 - i} \\
\end{array}\right).
\]

Let us bound $m'_{w_1,w_2,a,b}$ more crudely. It is at most $m_{w_1,w_2,a,b}$, which being the coefficient of $v_1^{g-a}v_2^{g-b}$ in 
\[(v_1 + v_2 + v_1^2v_2 + v_1v_2^2)^w_1(v_1v_2)^{w_2}(1 + v_1^2 + 2v_1v_2 + v_2^2)g^{1-w_1-w_2},
\]
is at most the value of that polynomial at 1, or $4^{w_1}g^{1-w_1-w_2}$.

So the $i$th polar multiplicity of 
\[m'_{w_1,w_2,a,b}pr_{w_1,w_2*}[Z_{w_1,w_2}]
\]at $x$ is at most the coefficient of $u^{w_2}$ in 
\[
6^{g-1-w_1-w_2}(4 + 2u)^i(4 + u)^{w_1+w_2-i}2^{w_1+w_2}g^{1-w_1-w_2}\left(\begin{array}{c} \frac{g - i - 1}{w_1 + w_2 - i} \\
\end{array}\right).
\]

Now letting $w = w_1 + w_2$, we can sum over all $w_2$ with $0 \leq w_2 \leq w$, getting that the $i$th polar multiplicity of 
\[
\sum_{0 \leq w_1, w_2 \atop w_1 + w_2 = w} m'_{w_1,w_2,a,b}pr_{w_1,w_2*}[Z_{w_1,w_2}]
\]at $x$ is at most 
\[
6^{g-1-w_i}5^{w-i}2^w\left(\begin{array}{c} g - i - 1 \\
\end{array}\right)\left(\begin{array}{c} g - i - 1 \\
\end{array}\right) = 6^{g-1-w}12^i10^{w-i}\left(\begin{array}{c} g - i - 1 \\
\end{array}\right)\left(\begin{array}{c} g - i - 1 \\
\end{array}\right).
\]

Now observe that 
\[
\sum_{w = i}^{g-1}6^{g-1-w}10^{w-i}\left(\begin{array}{c} g - i - 1 \\
\end{array}\right)\left(\begin{array}{c} g - i - 1 \\
\end{array}\right) = 12^i\left(\begin{array}{c} g - i - 1 \\
\end{array}\right)(6 + 10)^{g-i-1}
\]
so we get the $i$th polar multiplicity of 
\[
\sum_{0 \leq w_1, w_2 \atop w_1 + w_2 \leq g} m'_{w_1,w_2,a,b}pr_{w_1,w_2*}[Z_{w_1,w_2}]
\]is at most 
\[
\left(\begin{array}{c} g \\
\end{array}\right)12^i(16)^{g-i-1}.
\]

This is also a bound for the $i$th polar multiplicity of $CC(\Sigma^a,bQ_{\ell}[2g - a - b])$ by Lemma [5,4] and the fact that the zero-section does not contribute to the $i$th polar multiplicity for $i$ from 0 to $g - 1$. Now summing over $i$ from 0 to $g - 1$ and adding back in the $i = 0$ term, we see that the sum from $i = 0$ to $g - 1$ of the polar multiplicities at $x$ is at most $(12 + 16)^g/16 = 28^g/16$.

\textbf{Proof of Theorem 1.6.} By the proper base change theorem,
\[H^i((\Theta_{g-a} \cap L - \Theta_{g-b})_{\mathbb{Q}_{\ell}}, \mathbb{Q}_{\ell})
\]is the $i - 2g + ab$th cohomology of the stalk at the point $L \in J$ of $\Sigma^a,bQ_{\ell}[2g - a - b]$. By [Shende and Tsimerman, 2017, Lemma 3.1 and Lemma 3.6], $\Sigma^a,bQ_{\ell}[2g - a - b]$ splits into a sum of its perverse homology sheaves, and $p\mathcal{H}^i(\Sigma^a,bQ_{\ell}[2g - a - b])$ is a constant
sheaf of rank \( \dim H^{g+i}(J,\mathbb{Q}_\ell) \) for \( i \neq 0 \). Hence the sum of the Betti numbers of the stalk of \( \Sigma^a_b \mathbb{Q}_\ell[2g-a-b] \) at \( L \) is at most the sum of the Betti numbers of the stalk of

\[
p^* \mathcal{H}(\Sigma^a_b \mathbb{Q}_\ell[2g-a-b])
\]

plus the sum of the Betti numbers of \( J \), and the second term is at most \( 4^g \).

Because the higher and lower perverse cohomology are constant, we have

\[
CC \left( p^* \mathcal{H}(\Sigma^a_b \mathbb{Q}_\ell[2g-a-b]) \right) = CC \left( \Sigma^a_b \mathbb{Q}_\ell[2g-a-b] \right) - \sum_{0 \leq i \leq 2g, i \neq g} (-1)^{i+g} \binom{2g}{i} [J]
\]

as the characteristic cycle of a constant sheaf is simply the zero section.

We apply Theorem \( \Box \rightarrow \) to \( \left( p^* \mathcal{H}(\Sigma^a_b \mathbb{Q}_\ell[2g-a-b]) \right. \). We get that the sum of its Betti numbers at \( L \) is at most the sum of its polar multiplicities. All the polar multiplicities except the \( g \)th one match \( CC \left( \Sigma^a_b \mathbb{Q}_\ell[2g-a-b] \right) \), and thus their sum is bounded by \( 28^g/16 \) by Lemma \( 5.6 \). The \( g \)th polar multiplicity is simply the multiplicity of the zero section, which is bounded by \( 4 \cdot 8^g + 4^g \) by Lemma \( 5.4 \) and the preceding formula.

So in total, the sum of the Betti numbers of \( (\Theta_{g-a} \cap L - \Theta_{g-b})_{\mathbb{Q}} \) is bounded by \( 28^g/16 + 4 \cdot 8^g + 2 \cdot 4^g \), as stated.

\[ \Box \]

**Appendix A. Bounding Multiplicity in Jacobians of Hyperelliptic Curves**

**Jacob Tsimerman**

The purpose of this appendix is provide an upper bound for the multiplicity of a subvariety of the Jacobian of a curve in terms of intersection theory. Of particular importance to us is that the method works in any characteristic. We therefore work over an arbitrary algebraically closed field \( k \).

Let \( C/k \) be a curve of genus \( g \) and gonality \( r \) so that there is a map \( \pi : C \to \mathbb{P}^1 \) of degree \( r \). We call a point \( P \in C(k) \) ordinary if \( \pi \) is not ramified over \( \pi(P) \). We similarly call an effective divisor \( D = \sum P_i \) ordinary if all the \( P_i \) are ordinary and the sets \( \pi^{-1}(\pi(P_i)) \) are all distinct. We set \( J^{(k)} \) to be the degree \( k \) component of the Jacobian, and \( \Theta_k \subset J^{(k)} \) the image of \( \text{Sym}^k C \). By translating we may non-canonically identify all the \( J^{(k)} \), and thus canonically identify their Chow groups, which we do.

Now, consider the maps \( \psi_k : \text{Sym}^k C \to \text{Sym}^k \mathbb{P}^1 \cong \mathbb{P}^k \), \( \phi_k : \text{Sym}^k \to J^{(k)} \), where the map \( \psi_k \) is induced by \( \pi \). Note that \( \psi_k \) is finite, flat of degree \( r^k \) and \( \phi_k \) is proper. Thus we have corresponding maps on Chow groups

\[
CH^j(\mathbb{P}^k) \xrightarrow{\psi_k^*} CH^j(\text{Sym}^k C) \xrightarrow{\phi_k} CH^j(J^{(k)}).
\]

Our goal is to prove the following

**Theorem A.1.** Let \( V \subset J^{(g)} \) be a subvariety of codimension \( j < g \). Then the multiplicity of \( V \) at any point \( v \in V(k) \) is bounded above by \( r^{g-1-j}([V],[\Theta_j]) \).

**Proof.** We first prove the following

**Lemma A.2.** Let \( L_j \) be the class of a linear subspace of dimension \( j \) in \( \mathbb{P}^k \). Then \( \phi_k^* \circ \psi_k^* L_j = r^{k-j} [\Theta_j] \).

**Proof.** Let \( D \) be an effective ordinary divisor of degree \( k - j \), and let \( L \subset \mathbb{P}^k \) denote \( \psi_k(D + \text{Sym}^j C) \). It is easy to see that \( L \) is a linear subspace. Now \( \psi_k^* L \) consists of the union of \( D' + \text{Sym}^j C \) where \( D' \) varies over the \( r^{k-j} \) divisors consisting of sums of
$k - j$ points, including exactly one element from each set $\pi^{-1}(\pi(P_i))$. Moreover, since the map $\psi_k$ is étale over a generic point of $L$, there is no generic multiplicity. Thus, $\psi_k^* \ell_j = r^{k-j}[D + \text{Sym}^j C]$.

Next, note that the scheme-theoretic image of $D + \text{Sym}^j C$ under $\phi_k$ is $(D) + \Theta_j$. Moreover, the restriction of $\phi_k$ is birational onto its image, and thus $\phi_k^*[D + \text{Sym}^j C] = [\Theta_j]$, from which the proof follows.

□

We now prove Theorem A.1. First, we pick a translate $x + \Theta_{g-1}$ such that $v - x = (D) \in \Theta_{g-1}$ where $D$ is an ordinary divisor, and the dimension of $(V - x) \cap \Theta_{g-1}$ is $j - 1$.

Next define $W = (V - x) \cap \Theta_{g-1}$, and set $W'$ to be the irreducible component of $\phi_k^* W$ containing $\phi_k^{-1}(v - x)$, so that $W'$ has dimension $j$ and maps surjectively onto the irreducible component $W$ containing $(v - x)$. Finally, set $W'' = \psi_k(W')$. Now let $L_0 \subset \mathbb{P}^{g-1}$ be a linear space of codimension $j - 1$ which intersects $W''$ in isolated points and passes through $\psi_k \circ \phi_k^{-1}(v - x)$. Then $\psi_k \circ \psi_k^* L_0$ intersects $W$ in isolated points and passes through $v - x$, and therefore $x + \psi_k \circ \psi_k^* L_0$ intersects $V$ at isolated points and passes through $v$. The theorem now follows as in [Shende and Tsimerman, 2017, Proposition 3.25] since the contribution to the intersection is positive at all points, and the intersection multiplicity at $v$ is bounded below by the multiplicity of $V$ at $v$.

□

References

Arthur Beilinson. Constructible sheaves are holonomic. Selecta Mathematica, 22:1797–1819, 2016.

William Duke. Hyperbolic distribution problems and half-integral weight Maass forms. Inventiones Mathematicae, 92:73–90, 1988. doi: https://doi.org/10.1007/BF01393993.

Manfred Einsiedler, Elon Lindenstrauss, and Amir Mohammadi. Diagonal actions in positive characteristic. https://arxiv.org/abs/1705.10418, 2017.

William Fulton. Intersection Theory. Springer-Verlag New York, 1998.

Luc Illusie. Autour du théorème de monodromie locale. Astérisque, 223(26):9–57, 1994.

Rei Inoue and Takao Yamazaki. Cohomological study on variants of the Mumford system, and integrability of the Noumi-Yamada system. Communications in Mathematical Physics, 265:699–719, 2006. doi: https://doi.org/10.1007/s00220-006-0028-y.

Ilya Khayutin. Joint equidistribution of CM points. Annals of Mathematics, 189:145–276, 2019. doi: https://doi.org/10.4007/annals.2019.189.1.4.

David B. Massey. Numerical invariants of perverse sheaves. Duke Mathematical Journal, 73(2):307–369, 1994.

Philippe Michel and Akshay Venkatesh. Equidistribution, $L$-functions and ergodic theory: on some problems of Yu. V. Linnik (unpublished version). http://math.stanford.edu/~akshay/research/linnik.pdf, 2006.

Takeshi Saito. Characteristic cycles and the conductor of direct image. https://arxiv.org/abs/1704.04832, 2017a.

Takeshi Saito. The characteristic cycle and the singular support of a constructible sheaf. Inventiones mathematicae, 207:597–695, 2017b.

Vivek Shende and Jacob Tsimerman. Equidistribution in Bun$_2(\mathbb{P}^1)$. Duke Mathematical Journal, 166(18):3461–3504, 2017.
