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Abstract: Most simulations of capacitively coupled radiofrequency cold-plasma discharges (RF-CCP) are focused on the steady state, but the initial discharge time is important for understanding the ignition process and the behavior of pulsed discharges. In this work, the time evolution of an RF-CCP Ar discharge was simulated, considering a pressure of 66.6 Pa, a distance between the electrodes of 20 mm, and RF (13.56 MHz) bias amplitudes in range 100–400 V, and the discharge evolution was observed for the first 2 µs. A 1d3v (1 dimension for particle positions and 3 dimensions for particle velocities) electrostatic particle in cell with montecarlo collisions (PIC-MCC) model was used, with separated particle weights for electrons and ions that varied with the particle density. During the simulations, the time evolution of the electron density, mean electron energy, Debye length, Debye number, and plasma frequency were observed. The spatial distribution of electric potential and the electron energy distribution function were also monitored. A transition between two regimes was observed; the first was characterized by strong oscillation of the mean electron energy and an exponential increase of the mean plasma density with time, while in the second the mean electron energy was lower, and the plasma density increased linearly. The time required for the transition between the two regimes increased as the RF amplitude was raised from 100 to 250 V, then decreased with a further increase of the RF amplitude to 300 and 350 V.
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1. Introduction

Capacitively coupled cold-plasma discharges activated by radiofrequency (RF-CCP) [1] are of widespread use for thin-film deposition and surface modification processes [2] in a wide range of applications, including microelectronics [3], photovoltaics [4], energy-saving materials [5], pollution control [6], as well as biological applications [7–9]. Among RF-CCP discharges, those working at low pressure (lower than atmospheric) have been in use for a longer time, despite their requirement for expensive vacuum systems, because they require less power to be activated compared with atmospheric pressure discharges, and are less sensitive to contamination by atmospheric gases [1].

Due to their importance, considerable experimental and theoretical work has been carried out to improve the understanding of the physico-chemical processes involved in low-pressure RF-CCP discharges. However, most of the experimental and simulation work has focused on the characteristics of the steady state when the plasma parameters have reached a stationary condition, as this is the regime in which the technological applications of the plasma discharge, such as thin-film deposition or surface etching, are more controllable. However, the initial part of the process, which is required for the onset of a stable discharge, is important for understanding the plasma ignition, as well as for the study of pulsed discharges. In fact, several experimental and theoretical works have been published in recent years to describe some aspects of the evolution with time of plasma parameters in different types of capacitively coupled RF discharges. These studies have particularly focused on pulsed discharges, and most of them have dealt with a time scale...
using microsecond [10–12], millisecond [13], or even second [14] resolution, while less information can be found relating to time evolution with nanosecond resolution [15,16]. However, according to the results obtained in this work, transition between different discharge mechanisms can take place at the very beginning of the discharge, in a time lower than one microsecond.

In this work, a low-pressure capacitively coupled discharge in a parallel-plate reactor was simulated, starting from the first activation of the electric bias on the electrodes and tracking the discharge evolution through time for 2 µs. A 1d3v electrostatic PIC-MCC model was used, with particle weights different for electrons and ions and which varied as the numbers of electrons and ions increased, allowing the number of superparticles to remain in a limited range, even with dramatic changes in the number of real particles. The time evolution of several quantities was followed during the simulation, including the mean electron energy, the electron density $n_e$, the Debye length $\lambda_D$, the Debye number $N_D$ and the plasma frequency $\nu_p$. The spatial distribution of the electric potential inside the discharge was also monitored, as well as the electron energy distribution function ($EEDF$).

2. Materials and Methods

2.1. Physical Characteristics of the Simulated Discharge

In this work, a parallel-plate, radio-frequency, low-pressure Ar discharge was simulated, using the physical parameters showed in Table 1. The gas temperature $T_{\text{gas}}$ and pressure $p$ were fixed at 300 K and 66.6 Pa (0.5 Torr), respectively, and the distance $d$ between the two planar electrodes set to 20 mm, providing a $pd$ value of 1.33 Pa m (1 Torr cm). The electrodes were of square shape and their lateral length was chosen to provide a sufficiently large plasma volume to obtain at least some hundreds of free electrons and ions inside the discharge at the beginning of the simulation. A radiofrequency sinusoidal signal with a frequency of 13.56 MHz was used to simulate the electric bias applied between the electrodes, and seven values of the signal amplitude were compared: 100, 150, 200, 250, 300, 350, and 400 V. The initial phase of the sinusoidal signal was fixed at 0 degrees, which means that at $t = 0$ s the potential difference between the electrodes was 0 V.

Table 1. Physical characteristics of the simulated discharge.

| Quantity                        | Symbol | Value | Unit |
|---------------------------------|--------|-------|------|
| Electrodes lateral length       | $l$    | 250   | mm   |
| Distance between the electrodes | $d$    | 20    | mm   |
| Plasma volume                   | $V_{\text{pl}} = l^2 \cdot d$ | $1.25 \times 10^{-3}$ | m³   |
| Gas temperature                 | $T_{\text{gas}}$ | 300 | K    |
| Gas pressure                    | $p$    | 66.6  | Pa   |
| Gas molecule density            | $n_{\text{gas}}$ | $1.6 \times 10^{22}$ | m⁻³  |
| Electric bias peak value        | $\Delta V_{\text{max}}$ | 100, 150, 200, 250, 300, 350, 400 | V    |
| Electric bias frequency         | $\nu_{RF}$ | 13.56 | MHz  |
| Electric bias period            | $\tau_{RF} = 1/\nu_{RF}$ | 73.75 | ns   |
| Electric bias starting phase    | $\phi_0$ | 0     | °    |
2.2. Details of the Simulation Process

The simulations were carried out using CCPLA software (version 0.2.0, Pietro Mandracci, Turin, Italy) which is freely available online. The software is designed to simulate a gas discharge in the volume comprised between two parallel square electrodes, between which a DC or RF signal is applied, and inside which a gas or gas mixture at low pressure is confined. The details of the CCPLA software are reported in Appendix A.

The main simulation parameters are reported in Table 2. An initial ionization degree of $4 \times 10^{-17}$ was considered, which is consistent with positive ion density at atmospheric pressure of about $10^9$ m$^{-3}$, usually reported for air in a closed environment [17,18]. Considering the given Ar gas pressure of 66.6 Pa, this value provides an initial electron density of $6.4 \times 10^5$ m$^{-3}$, and an initial number of computational particles of about 800 for each particle type (electrons and Ar$^+$ ions). The starting positions of the electrons and ions in the plasma volume were determined randomly, following uniform distributions along the x, y, and z axes. The particle speeds were randomly extracted according to the Maxwell–Boltzmann distribution, with a temperature equal to the one of the neutral Ar atoms (300 K), while the initial velocity directions were randomly determined with uniform distribution of the solid angle.

| Quantity                                  | Symbol | Value   | Unit |
|-------------------------------------------|--------|---------|------|
| Starting ionization degree                | $\alpha(0)$ | $4 \times 10^{-17}$ |      |
| Starting electron density                 | $n_e(0) = n_{\text{gas}} \cdot \alpha(0)$ | $6.41 \times 10^5$ | m$^{-3}$ |
| Simulation time step                      | $\Delta t$ | 10      | ps   |
| Time between data acquisitions            | $\Delta t_{\text{output}}$ | 1       | ns   |
| Overall simulated time                    | $\Delta t_{\text{total}}$ | 2       | µs   |
| Maximum number of computational particles | $N_{e,\text{max}}$ | $5 \times 10^4$ |      |
| Number of PIC cells (1D)                  | $N_z$  | 300     |      |
| Dimension of a PIC cell                   | $\Delta z$ | 66.67  | µm   |

The number density of the neutral Ar atoms was considered constant throughout the simulation time, neglecting its variation due to the transformation of neutral atoms in ions provided by the ionization processes. This approximation is justified by the maximum electron density obtained during the simulation, which was always lower than $10^{15}$ m$^{-3}$ (see Section 3.1), seven orders of magnitude lower than the neutral density $n_{\text{gas}} \sim 10^{22}$ m$^{-3}$.

A constant time step $\Delta t = 10$ ps was chosen, and the space between the electrodes was divided into 300 one-dimensional cells of size $\Delta z = 66.7$ µm. These values were chosen to satisfy the usual requirements for stability and accuracy of the PIC simulation scheme [19]:

- the RF period was divided in 7375 time steps, providing good resolution of the RF behavior;
- the probability of obtaining a collision during a time step (given by Equation (A1)) was lower than 0.05, providing a negligible probability of multiple collisions during a time step;
- considering that the plasma frequency was always $\nu_P < 2 \times 10^9$ s$^{-1}$ during all simulation runs (see Section 3.5), the condition $\nu_P \Delta t < 0.1$ was always satisfied;
- considering that the minimum value of the Debye length was about 200 µm (see Section 3.3), the condition $\Delta z < \lambda_D$ was always satisfied;
- the particles were not able to travel a distance greater than $\Delta z$ during a time step; the speed required to do so is $v = \Delta z / \Delta t = 6.67 \times 10^6$ m s$^{-1}$, which for an electron requires a kinetic energy of about 126 keV, much higher than the electron energy in the EEDF tails (see Section 3.7).
Certain boundary conditions were used by the Poisson solver for the electric potential calculation; the grounded electrode positioned at \( z = 20 \) mm was considered at a fixed potential of zero volts, while the potential at the biased electrode positioned at \( z = 0 \) mm was considered equal to the value of the RF amplitude at the given simulation time. The electrons and ions were removed from the discharge when they reached one of the electrodes (\( z \) equal to 0 or 20 mm), while if they reached one of the electrode borders (\( x \) or \( y \) equal to 0 or 250 mm) they were made to re-enter on the opposite side. The emission of secondary electrons from the electrodes was not included in the model.

The simulation model included elastic, excitation, and ionization collisions for electrons, and elastic and charge exchange collisions for ions, as shown in Table 3. The Ar atoms were considered at rest for the electron–atom collisions, while for collisions between an ion and an atom both were considered moving and the collision was simulated inside the center of mass frame of reference (COMFOR). More details of the collision processes are given in Appendix A.

Table 3. Collision processes considered in the simulation.

| Collision Type   | First Particle | Second Particle | Ref. |
|------------------|----------------|-----------------|------|
| Elastic          | Electron       | Ar atom         | [20] |
| Excitation       | Electron       | Ar atom         | [20] |
| Ionization       | Electron       | Ar atom         | [20] |
| Elastic          | Ar\(^+\) ion   | Ar atom         | [21] |
| Charge exchange  | Ar\(^+\) ion   | Ar atom         | [21] |

The simulations required between four and five hours to be completed, run on a PC equipped with an octacore CPU (AMD Ryzen 7 4800 H) using a single core only at a clock frequency of 4.2 GHz for the numerical computation cycles, while more cores were used to manage the software GUI and the runtime plots.

2.3. Calculated Plasma Parameters

The time evolution of various physical quantities was considered during the simulation runs, i.e.: electron density \( n_e \), electron mean energy \( <E_e> \), Debye length \( \lambda_D \) and number \( N_D \), and plasma frequency \( \nu_P \). The electron density and the electron mean energy were simulated directly by the CCPLA software during the simulation runs, and the other three quantities were calculated as described in Appendix B. The spatial distribution of the electric potential along the direction normal to the electrodes (\( z \) axis) was also monitored, and selected samples are reported in Section 3.6. The electron energy distribution function (EEDF) was monitored, and samples acquired at different simulation times are reported in Section 3.7.

3. Results

3.1. Electron Density

The time evolution of the electron density, for electric bias peak values between 100 and 400 V, is shown in Figure 1, using (a) linear and (b) semilogarithmic scales. Zoomed graphs of (c) the first 100 ns in linear scale and (d) the 700–1500 ns range in semilogarithmic scale are also provided. For bias voltage values in the 150–350 V range, a quite abrupt change between two different regimes was observed, first up to about 750–1250 ns, depending on the bias voltage, and a second after about 1–1.5 ms, with a transition region between the two regimes. For the 100 V peak bias value there was no transition, and the first regime was observed up to 2 ms of simulated time. For the 400 V peak bias, contrastingly, the mean value of electron density decreased with time, and after about 750 ns it dropped to zero, meaning that no more electrons were present in the simulated discharge.
In the first regime, for the 100–350 V peak bias voltages, the electron density was too low to be visible in the linear plot of Figure 1a, but the semilogarithmic plots of Figure 1b,d show an oscillating behavior, while the time average (ideal line in the middle between the maxima and minima) followed an approximately linear behavior in the semilogarithmic scale, thus evidencing an exponential increase with time. The slope of this mean value in the semilogarithmic plot increased for voltage values from 100 to 250 V, then decreased for the 300 and 350 V values, as seen in Figure 1b,d. Moreover, the semilogarithmic plot related to the 350 V peak bias shows a deviation from linearity at about 750 ns. The oscillation amplitude appeared constant with time in the semilogarithmic scale, which means that the ratio between the adjacent maxima and minima remained approximately constant. Figure 1c shows a zoom of the first 100 ns in linear scale, evidencing more clearly the oscillating behavior. An increase in amplitude with time was observed for all signals except for the 400 V peak bias voltage, for which a slow decrease of the electron density oscillation amplitude was observed with time.

In the second regime, after about 1 µs of simulated time for the 300 V peak bias voltage, a linear increase of the electron density with time is clearly visible in Figure 1a, appearing as an almost flat line in the semilogarithmic scales of Figure 1b,d. Moreover, the oscillation of electron density with time appears much less intense, compared with the first region. The time required for the transition between the two regimes reduced as the peak bias voltage increased from 150 to 250 V, then the transition time increased for 300 V and 350 V. For the 100 V value there was no transition up to the maximum simulated time, and for 400 V the simulation ended during the first regime. In the second regime, from 150 to 350 V the slope of the electron density linear increase rose with the peak bias voltage, as seen in Figure 1a.
3.2. Electron Mean Energy

The mean energy of the electrons is shown as a function of time in Figure 2, for peak voltages (a) in range 150–350 V, and (b) 100, 400 V. In this case, similarly to the electron density, a dramatic change of behavior was observed separating two regimes, for peak bias voltages in range 150–350 V, while for bias voltages of 100 and 400 V the first regime only was observed. In the first regime, a strongly oscillating behavior of the electron mean energy was apparent, with an approximately constant amplitude increasing with the peak bias voltage, as seen in Figure 2a,c. In the second regime the mean electron energy started to fall, in terms of both the oscillation amplitude and the mean value, eventually reaching a finale state in which the oscillation ranged between 0.7 and 1.3 V depending on the peak bias voltage, as seen in Figure 2d, reporting the last 100 ns of simulated time. The time required for the transition between the two regimes reduced as the peak bias voltage increased from 150 to 250 V, but then increased for 300 and 350 V, consistent with observations for the electron density.

![Electron Mean Energy Plots](image)

**Figure 2.** Time evolution of the mean electron energy during the simulation for different values of the peak bias voltage: (a) 150–350 V and (b) 100, 400 V; and for the (c) first and (d) last 100 ns of simulated time.

3.3. Debye Length

Figure 3a shows the time evolution of the Debye length (calculated from the electron density and mean energy by means of Equation (A3)) during the simulation for peak bias voltages in the range 100–400 V, in a semilogarithmic scale. Figure 3b shows a zoom of the time region up to 100 ns in a linear scale. The semilogarithmic plot shows a separation between two regimes, as already observed for the plasma density and the electron mean energy, for all the peak bias voltages except 100 and 400 V. In the first regime, an exponential decrease of $\lambda_D$ with time (appearing as a linear decrease in the semilogarithmic plot) was observed, modulated by an oscillating behavior. This is to be expected, as the electron mean energy in this region of simulation time was oscillating around a constant value, while the electron density showed an exponential increase; $\lambda_D$ is proportional to the square root of their ratio (Equation (A3)). The zoom on the first 100 ns shows the oscillating behavior,
the amplitude of which increased with the peak bias voltage. However, this increase was much more intense from 350 to 400 V, where we observe a doubling of the Debye length peak value.

![Figure 3](image-url)  
**Figure 3.** Time evolution of the Debye length \( \lambda_D \) during the simulations: (a) Semilogarithmic scale; and (b) zoom of region 0–100 ns in linear scale.

### 3.4. Debye Number

The time evolution of the Debye number \( N_D \), which was calculated from the electron density and mean energy by means of Equation (A4), is shown in Figure 3 using (a) linear and (b) semilogarithmic scales. Zoomed graphs are also provided of (c) the first 100 ns in linear scale and (d) the 700–1500 ns range in semilogarithmic scale. The Debye number is commonly defined as the mean number of electrons comprising a sphere having a radius equal to the Debye length, and values of \( N_D \) much greater than unity are usually associated with strong collective behavior of the electrons [22]. It is interesting to observe that, in the situation under consideration, the \( N_D \) value was already quite high (\( N_D = 10^6 \)) at the beginning of the simulation, then increased by several orders of magnitude during the first half of the RF cycle, as seen in Figure 4b,c. This can be explained by the fact that the mathematical expression of \( N_D \) (Equation (A4)), depends strongly on the electron energy, which increased considerably during the first half of the RF cycle, as shown in Figure 2, and depends much less on the electron density. After this initial rise, except at the 400 V peak bias voltage, the \( N_D \) value oscillated around an exponentially decreasing mean value (appearing as decreasing linear behavior in the semilogarithmic scale), with a change of slope in the region between 750 nm and 1 \( \mu \)s.

### 3.5. Plasma Frequency

The evolution of the plasma frequency \( \nu_P \) (calculated from the electron density and mean energy by means of Equation (A5)) with the simulated time is shown in Figure 5 in (a) linear and (b) semilogarithmic scales. Zoomed graphs in semilogarithmic scale of (c) the first 100 ns in linear scale, and (d) the 700–1500 ns window (for peak bias voltages in range 150–350 V only) are also shown. The presence of two regimes is clearly visible, especially in graphs of Figure 5a,d, as well as the change of the time required for the onset of the second regime. In fact, increasing the peak bias voltage from 150 to 250 V, the regime transition shifted to shorter times, but when increasing further to 300 and 350 V, it began to shift to longer times. The first 100 ns of simulated time showed that for peak bias voltages in range 100–350 V, the amplitude of the oscillation increased with time, while for 400 V an opposite behavior was observed.
Figure 4. Time evolution of the Debye number $N_D$ during the simulations: (a) Linear scale; (b) semilogarithmic scale; (c) zoom of region 0–100 ns in linear scale; and (d) zoom of region 700–1500 ns in semilogarithmic scale.

Figure 5. Time evolution of the plasma frequency $\nu_P$ during the simulations: (a) Linear scale; (b) semilogarithmic scale; (c) zoom of region 0–100 ns in linear scale; and (d) zoom of region 700–1500 ns in semilogarithmic scale, for peak bias voltages in range 150–350 V. In all the vertical scales $\nu_P$ is in Hz, except (c) where it is expressed in kHz to improve the readability.
3.6. Spatial Distribution of the Electric Potential

The spatial distributions of the bias voltage calculated at different simulation times are shown in Figures 6–8. Each plot shows the electric potential as a function of the $z$ coordinate, which is the distance from the biased electrode along the normal direction, for the different values of the peak bias voltage. The grounded electrode was located at $z = 20$ mm and had a fixed potential of 0 V. Since the PIC method was implemented in one dimension only, the charge density, the electric potential, and the electric field were considered equal for all points sharing the same value of the $z$ coordinate, i.e., the planar surfaces parallel to the electrodes.
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**Figure 6.** Spatial distribution of the electric potential along the direction normal to the electrodes, for different values of the peak bias potential during the first RF cycle, at (a) $1/4$ of RF period (positive maximum of the bias potential) and (b) $3/4$ of RF period (negative maximum of the bias potential).
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**Figure 7.** Spatial distribution of the electric potential along the direction normal to the electrodes, for different values of the peak bias potential during the 10th RF cycle: (a) At the beginning of the RF period (b) at $1/4$ of RF period; (c) at $1/2$ of RF period; and (d) at $3/4$ of RF period.
Figure 6. Spatial distribution of the electric potential along the direction normal to the electrodes, for different values of the peak bias potential during the first RF cycle: (a) At the beginning of the RF period (b) at ¼ of RF period; (c) at ½ of RF period; and (d) at ¾ of RF period.

Figure 7 shows the bias voltage calculated at the beginning, at ¼, at ½, and at ¾ of the 10th RF cycle, corresponding to the time window between 738 and 793 ns. For peak bias voltages of 100, 150, and 350 V, the potential changed linearly with z, showing a uniform electric field. Instead, for 200, 250 and 300 V, a bending of the voltage slope was clearly apparent, especially at the beginning and at ½ of the RF cycle (738 and 774 ns), much more pronounced for a peak bias of 250 V, showing that the charge density started to provide a contribution to the electric field distribution, which was essentially dominated by the external bias.

Figure 8 shows the bias voltage calculated at the beginning, at ¼, at ½, and at ¾ of the 20th RF cycle, corresponding to the time window between 1475 and 1530 ns. In this case, a bending of the voltage distribution was clearly observed for all values of peak bias voltage between 150 and 350 V, but not 100 V. If we compare again this result with the plots in Figure 1b,d, we can observe that in this time window the electron density time evolution had completed the transition from the exponential to the linear regime for all peak values except 100 V (not including 400 V, for which the time evolution had already stopped).
3.7. Electron Energy Distribution Functions

Figures 9–11 show EEDFs evaluated at the beginning of the 10th and the 20th RF cycles, for peak bias voltages of 150, 200, and 250 V respectively, with an inset containing a zoom of the 0–10 eV region, added in order to make the peak position more readable. Figure 9 shows that, for a peak bias voltage of 150 V, there is a small change in the EEDF from the 10th to the 20th RF cycle, with a shift of the peak position towards a lower energy. A more pronounced change is visible in Figure 10, for a peak bias voltage of 250 V: although the peak moves at lower energy, we can observe an increase of the high-energy tail, with an increase of the maximum electron energy. Figure 11, related to a peak bias voltage of 350 V, shows a less peaked shape of the EEDFs and, again, a shift of the peak towards lower energy from the 10th to the 20th RF cycle, together with an increase of the high-energy tail.
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**Figure 9.** Electron energy distribution function for a peak bias voltage of 150 V at the beginning of: (a) the 10th RF period; and (b) the 20th RF period, the inset contains a zoom of the 0–10 eV region.

![Figure 10](image-url)

**Figure 10.** Electron energy distribution function for a peak bias voltage of 250 V at the beginning of: (a) the 10th RF period; and (b) the 20th RF period, the inset contains a zoom of the 0–10 eV region.

![Figure 11](image-url)

**Figure 11.** Electron energy distribution function for a peak bias voltage of 350 V at the beginning of: (a) the 10th RF period; and (b) the 20th RF period, the inset contains a zoom of the 0–10 eV region.
3.8. Variability of the Simulation Results

The discharge simulation for the peak voltage of 300 V was repeated 5 times to estimate the variation of the results within different runs with the same parameters. The plots of the electron density time evolution for the different simulation runs are shown in Figure 12 in linear (a) and semilogarithmic (b) scale, while the mean electron energy plots are shown in Figure 13. The variation shown by the graphs is clearly much lower than the one obtained in simulation runs when the bias peak value was varied (Figure 1a,b and Figure 2a).

![Figure 12. Time evolution of the electron density during the five simulation runs with $\Delta V_{\text{max}} = 300$ V: (a) in a linear scale; and (b) in a semilogarithmic scale.](image)

![Figure 13. Time evolution of the mean electron energy during the five simulation runs with $\Delta V_{\text{max}} = 300$ V.](image)

4. Discussion

The main goal of this work is to give a contribution to the understanding of the processes involved in the ignition mechanism of low pressure RF-CCP discharges. The most evident result obtained by these simulations is the presence, during the first discharge microsecond in the chosen discharge conditions, of a transition between two regimes, characterized by different behaviors of the plasma parameters with time. While the electron density changes from an exponential increase to a linear one (both of them modulated by oscillations), the electron mean energy changes from a strongly oscillating behavior around a constant mean value, with an amplitude depending on the peak voltage bias, to an oscillation with much lower amplitude and mean value, which is similar for all the investigated peak bias voltages.

The other plasma parameters, such as Debye length, Debye number, and plasma frequency [23], reflect these behaviors, since they are calculated starting from the electron density and mean energy, as described in Appendix B. It is interesting to note that the Debye number rises to values greater than $10^{10}$ already during the first half RF cycle, but
later it reduces to much lower values, especially after the transition to the second regime, which however are still greater than $10^4$. Since high values of the Debye number are usually considered associated with a collective behavior of charged particles [22], the simulation results suggest that, based on this parameter only, the charges should show a collective behavior starting from the very beginning. On the other hand, during the first RF cycle, the spatial distribution of the bias voltage does not show any sign of bending, revealing the absence of a significative self-consistent electric field, which appears with the transition between the two regimes only, as seen in Figures 6–8.

At the beginning of the simulation, the plasma frequency $\nu_p$ is in the range 40–120 kHz, about two orders of magnitude lower then the RF frequency $\nu_{RF} = 13.56$ MHz, so the electrons should not be able to provide a quick enough response to the variation of the external bias [23]. According to the results shown in Figure 5b, the transition between the two regimes is always associated with values of the plasma frequency of the order of 100 MHz, about ten times $\nu_{RF}$. These results suggest that the plasma frequency has a role in driving the transition between the two regimes observed. In fact, as the plasma frequency rises, the difference in the behavior of electrons and ions becomes more important, since the latter have a much higher mass, that strongly limits their mobility. The transition between the two regimes seems to reflect the onset of a charge accumulation, which is associated with the development of an internal electric field, as seen in Figures 6–8. The strong reduction of the electron mean energy in the second regime could be explained considering that a considerable fraction of the energy, that in the first regime is accumulated in the electron kinetic energy, is transferred in the internal electric field developed by the charge separation.

The formation of a self-consistent electric field is observed during the 10th RF cycle, for the 200, 250 and 300 V RF amplitudes, by the bending of the voltage spatial distributions shown in Figure 7. For these values of the peak bias voltage, the transition between the two regimes happens between 800 and 900 ns, as is visible in Figure 1b,d, so the deformation of the potential distribution seems to be somehow predictive of the transition. The presence of a non uniform electric field can be associated with the development of a spatial charge, which is typically a result of the difference between the behavior of ions and electrons in the discharge [19,22]. In fact, due their higher mass, ions are much less able to follow the electric field variation, compared to electrons, and this difference leads to the accumulation of positive charges in the central region of the discharge. As the electron and ion density rise, the intensity of the electric field produced by this charge accumulation increases, eventually becoming comparable to the external one, thus producing a deformation of the potential spatial distribution.

The time required for the transition between the two regimes shows an interesting behavior, since it reduces as the peak bias voltage $\Delta V_{max}$ is risen from 100 to 250 V, but it increases when a further rise of $\Delta V_{max}$ to 300 and 350 V is applied, as is clearly visible in Figure 1a. Moreover, at 400 V no increase is observed at all and, after a few RF cycles, the simulation shows a decrease of the electron density towards zero. The same consideration applies to the slope of the electron density rise in the semilogarithmic plots of Figure 1b,d. This behavior may seem inconsistent, since, in the first regime, the amplitude of the mean electron energy oscillations increases considerably with the peak bias voltage, reaching a value as high as 20 eV for 400 V. Since the efficiency of the electron-impact ionization processes of Ar increases with the electron energy up to about 100 eV [20], one could expect the higher values of the mean electron energy to be always associated with a more rapid increase of the electron density.

A possible explanation of this behavior could be related to the time required for the electrons to move between the electrodes. In fact, a free electron produced in the discharge can contribute to the ionization processes while it is accelerated toward the electrode that, at that time, has the higher electric potential. During an half RF period, it is always accelerated toward the same electrode, since the electric field is changing in intensity, but not in direction. Obviously, a stronger electric field produces a higher electron speed,
increasing the ionization efficiency (at least up to energies of about 100 eV). However, if the electron becomes too fast, it may reach the electrode before the electric field direction changes, being removed from the discharge. Instead, if the electric field inversion happens before the electron has been absorbed, it starts to be accelerated in the opposite direction, and may not be removed from the discharge, continuing to contribute to the ionization processes. For these reasons, an excessive electron energy, and consequently speed, could increase the probability that an electron is absorbed before the inversion of the electric field takes place. As an example, considering the peak bias voltage of 350 V, the electron mean energy averaged over the first half RF cycle (1–37 ns) is 11.9 eV, which gives a time to move between the two electrodes of about 9.8 ns, which is about 26% of an half RF cycle ($\tau_{RF}/2 = 37$ ns). Since a certain fraction of the electrons has an energy higher than the mean value, as can be seen in the EEDF reported in Figures 9–11, there is a considerable number of them that has a high probability of being absorbed by the electrodes.

The previous considerations could explain why, in the second regime observed, the slope of the linear electron density always rises with the peak bias voltage, as seen in Figure 1a, for 300 V and 350 V also. In fact, after the transition between the two regimes has been completed, the amplitude and mean value of the $<E_e>$ oscillations drop dramatically, as seen in Figure 2a,d. Considering again a 350 V peak bias voltage, the value of $<E_e>$ averaged over the last simulated half RF cycle (1954–1991 ns) is 1 eV, corresponding to a time required to move between the electrodes of 33.7 ns, about 91% of an half RF cycle. It is possible to presume that, in these conditions, the number of electrons that are removed from the discharge by electrode absorption is much lower compared to the situation of the first regime.

As an additional consideration, the onset of a charge separation is usually associated with the formation of sheath structures near the electrodes, and the electric potential distribution shown in Figure 8 seems to confirm the sheaths presence, with the formation of potential barriers at both the electrodes. These may prevent the electrons with energy lower than a certain threshold from reaching the electrodes, thus avoiding their absorption. Since this kind of structure is not present in the potential distribution during the first regime (Figures 6 and 7), it could be considered as an additional mechanism increasing the lifetime of electrons in the discharge during the second regime.

5. Conclusions

Within the limits of the model used, the simulation of the first 2 µs of a low pressure (66.6 Pa) Ar RF-CCP discharge with peak bias voltages in range 100–400 V showed the presence of two regimes, characterized by an exponential and linear increase of the electron density with time, respectively. The behavior of the electron mean energy changes also considerably between the two regimes: while in the first one it shows oscillations with peak values that reach 20 eV for 400 V peak bias voltage, in the second regime the oscillation are strongly reduced in both amplitude and mean value, which becomes of the order of 1 eV. The time required for the transition between the two regimes is reduced with the peak bias voltage rise up to 250 V, but increasing it further to 300 and 350 V produces the opposite effect, and for 400 V there is no transition at all.
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Appendix A. Description of the CCPLA Software

CCPLA is a script for the simulation of capacitively coupled plasma discharges, which is part of the pysica project, freely downloadable from the pypi [24] repository under GPL license [25]. The software is developed in Python for the parts related to the import-export of data, graphical output and GUI, and in Fortran for the parts related to the numerical
calculations involved in the simulation. The Fortran part is compiled as a Python module, using the F2Py software [26] and the GNU Fortran compiler [27].

The software is designed to simulate a gas discharge in the volume comprised between two parallel square electrodes, between which a DC or RF signal is applied, an inside which a gas or gas mixture at low pressure is comprised. It uses a 1d-3v (1 dimension for the particle positions and 3 dimensions for the particle speed) electrostatic PIC-MCC (particle in cell with montecarlo collisions) model.

The required input data are:

- geometrical characteristics of the discharge: electrodes lateral size and distance between them;
- characteristics of the sinusoidal electric signal applied to the electrodes: peak voltage amplitude, frequency and initial phase;
- simulation time step, time between data acquisition, and requested simulated time;
- tabulated cross section values for the collision processes considered in the simulation.

The following output data, are shown as text output and as runtime graphs, and can be saved on files, with a periodicity chosen by the user:

- electric current flowing between the electrodes;
- electric potential distribution along the axis normal to the electrodes;
- electron number density;
- electron energy: mean, maximum, minimum values, and standard deviation;
- angle between electron velocity vector and electric field direction: mean, maximum, minimum values, and standard deviation;
- electron energy distribution function;
- ion energy distribution function.

The following data are also available, for molecular gases only:

- dissociation rate;
- dissociation rate constant.

Appendix A.1. Simulation Modules

The Fortran-compiled Python module is divided in different Fortran modules, each one responsible for a different step of the simulation process:

- **PIC module**: calculation of the electric potential, electric field, and particle acceleration components, using the particle-in-cell scheme in one dimension (normal to the electrodes surfaces);
- **particle mover**: calculates the new velocity components and positions of electrons and ions at each time step, using the leap-frog scheme, on the basis of the acceleration computed by the PIC module;
- **collision manager**: checks which particles experienced a collision, using a montecarlo method, and manages the collision effects, such as changing particles velocities and creating a list of particles to add or remove;
- **particle manager**: adds the electrons and ions produced by the ionization events, removes the particles that reached the electrodes and manages the variable weights.

It is important to remark that the pseudorandom number sequence is restarted, and seed of the pseudorandom number generator is changed, at each call of the Fortran module, which, in the present case, means every 1 ns of simulated time. To improve randomness, the seed is calculated on the basis of the state of the internal system clock.

Appendix A.2. PIC Module

The software implements a 1D PIC model, generating one dimensional cells in the direction parallel to the electric field (z axis). This means that all the physical quantities, such as charge density, electric potential, as well as electric field intensity, are considered
uniform along the directions parallel to the electrodes surfaces (x and y axes), and their variation is considered along the z axis only.

The charge density is calculated at the cell boundaries on the basis of the position of the electrons and ions in the z direction, then the electric potential is obtained by solving the one-dimensional, discretized Poisson equation \([19,28]\). The electric field intensity acting on each computational particle, as well as its acceleration along the z axis direction, are then calculated.

The PIC module is the most computational intensive part of the software, and the development of a parallelized version of it is planned for future versions.

Appendix A.3. Particle Mover

The electron and ion motion is actuated following the leap-frog method \([19,28]\), in which the speeds and positions are calculated at times shifted by \(\Delta t/2\), where \(\Delta t\) is the simulation time step \([19,28]\).

Appendix A.4. Collision Manager

The collision processes that were considered in the simulation are listed in Table 3. For the electron-Ar collisions the Ar atoms were considered at rest, due to large difference between the electron and atom speeds, whereas for the collisions between the Ar ions and atoms, both particles were considered moving, and the collision probability was calculated in their center of mass frame of reference. Electron-ion Coulomb collisions were not taken into account, since they are usually considered negligible for electron and ion densities up to \(10^{18} \text{ m}^{-3}\) \([19]\). The probability of a collision of an electron or ion with a neutral particle during the time step \(\Delta t\) is given by the following expression \([19,28]\):

\[
p_{\text{coll}} = 1 - e^{n_{\text{gas}} \sigma_{\text{tot}} v_{\text{rel}} \Delta t}
\]

where \(n_{\text{gas}}\) is the density of neutral atoms or molecules (Ar atoms in the case of the present work), \(\sigma_{\text{tot}}\) is total cross section for collisions with neutrals, and \(v_{\text{rel}}\) is the relative speed of the electron or ion respect to the neutral particle. In the case of electrons only, \(v_{\text{rel}}\) was considered equal to the electron speed, due to the big difference between electron and neutral speeds.

Appendix A.5. Particle Manager

The computational electrons and ions are removed from the simulation when they reach one of the electrodes. The software configuration allows to choose whether the particles that reach the lateral border of the discharge are removed or re-enter on the opposite side: in the case of the present work the latter choice has been made, since with the chosen pressure the mean free path is much shorter than the electrode lateral dimensions. Electron-ion recombination processes are not taken into account, since they are very rare at the simulated electron and ion number densities \([19]\). Separate computational weights are used for electrons and ions, and they are increased during the simulation, as the number of computational particles is raised by the ionization processes. An example of the increase of the electron weight with the simulated time is shown in Figure A1. Each time the weight is increased, a statistically neutral sample is extracted from the population of the computational electrons or ions.
Figure A1. Time evolution of the electron weight during a simulation run with a maximum peak voltage $\Delta V_{\text{max}} = 300$ V.

Appendix B. Methods Used to Calculate the Plasma Parameters

The Debye length $\lambda_D$ is defined as the minimum distance over which the condition of quasineutrality (approximately equal number of positive and negative charges) is granted, and is given by the following expression [22]:

$$\lambda_D = \sqrt{\frac{\epsilon_0 k_B T_e}{e^2 n_e}}$$  \hspace{1cm} (A2)

where $\epsilon_0$ is the vacuum permittivity, $e$ is the electron charge, $k_B$ is the Boltzmann constant, $n_e$ is the electron density, and $T_e$ is the electron temperature expressed in kelvin. If we approximate the electron energy distribution function to be Maxwellian, so that the electron mean energy is $\langle E_e \rangle = 3/2 k_B T_e$ we can express $\lambda_D$ as a function of $\langle E_e \rangle$ and $n_e$:

$$\lambda_D = \sqrt{\frac{2 \epsilon_0 \langle E_e \rangle}{3 e^2 n_e}} = A \sqrt{\frac{\langle E_e \rangle}{n_e}}$$  \hspace{1cm} (A3)

where $A \simeq 1.51 \times 10^{13}$ J$^{-1/2}$ m$^{-1/2}$ is a constant.

The Debye number is usually defined as the mean number of electrons comprised inside a sphere having a radius equal to the Debye length $\lambda_D$ [22]. Once calculated the Debye length, $N_D$ can be obtained by multiplying the volume of a sphere having radius equal to $\lambda_D$ by the electron density:

$$N_D = \frac{4}{3} \pi \lambda_D^3 n_e = \frac{4}{3} \pi A^3 \sqrt{\frac{\langle E_e \rangle^3}{n_e}} = B \sqrt{\frac{\langle E_e \rangle^3}{n_e}}$$  \hspace{1cm} (A4)

where $B \simeq 1.46 \times 10^{40}$ J$^{-3/2}$ m$^{-3/2}$ is another constant.

The plasma frequency $\nu_p$ can be considered as the maximum frequency of an external electric field to which the electrons are able to respond, moving quickly enough to preserve quasineutrality. It depends on the electron density only, and can be obtained by the following Equation [22]:

$$\nu_p = \sqrt{\frac{e^2 n_e}{\epsilon_0 m_e}} = C \sqrt{n_e}$$  \hspace{1cm} (A5)

where $m_e$ is the electron mass and $C \simeq 56.4$ m$^{3/2}$ s$^{-1}$ is a constant.
