Speckle decorrelation in fundamental and second-harmonic light scattered from nonlinear disorder
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Speckle patterns generated in a disordered medium carry a lot of information despite the apparent complete randomness in the intensity pattern. When the medium possesses $\chi^{(2)}$ nonlinearity, the speckle is sensitive to the phase of the incident fundamental light, as well as the light generated within. Here, we examine the speckle decorrelation in the fundamental and second-harmonic transmitted light as a function of varying power in the fundamental beam. At low incident powers, the speckle patterns produced by successive pulses exhibit strong correlations, that decrease with increasing power. The average correlation in the second-harmonic speckle decays faster than in the fundamental speckle. Next, we construct a theoretical model, backed up by numerical computations, to obtain deeper physical insights on the faster decorrelations in the second-harmonic light. Whilst providing excellent qualitative agreement with the experiments, the model sheds important light on the contribution of two effects in the correlations, namely, the generation of second-harmonic light, and the propagation thereof.

Wave transport in a random medium is a universal phenomenon that transcends the boundaries of various subtopics such as optics, condensed matter physics, acoustics, or quantum matter etc [1]. Among all of these, transport of optical waves has attracted most attention due to the sophisticated experimental capabilities offered by optics. Indeed, the study of photon transport through disordered media has revealed important facets of transport in all regimes of disorder, from weak scattering occurring in media like fog to strong scattering in dense powders. With increasing disorder, incident waves experience multiple scattering where the transport of intensity is described as a diffusion process. Further increase in disorder leads to exotic phenomena such as weak localization and strong localization are manifest in the system, which essentially represent reduced or arrested photon transport [2]. Traditionally, all these phenomena were studied in the linear regime due to the inherent non-interacting nature of photons. However, interactions can be created by introducing nonlinearities into the media. Materials that respond to higher powers of incident electric fields can be exploited to create disordered systems that favour nonlinear propagation. The consequences of nonlinearity on the physics of light transport in disorder have been extensively addressed both in $\chi^{(3)}$ media, that are media exhibiting intensity-dependent refractive index [3, 4], and in $\chi^{(2)}$ media, that can generate second-harmonic frequencies of light [5, 6]. In the latter scenario, research efforts have been focused on fundamental physics of diffusion and weak localization in $\chi^{(2)}$ disorder [7, 8], and on the applicability of disorder in enhancing nonlinear generation [9, 10].

One of the most fundamental effects in disorder that depends on the phase of the propagating light is the appearance of speckle. A speckle pattern is the random intensity distribution of bright and dark spots developed due to the interference of many coherent wavelets with the same frequency and different amplitudes and phases travelling in a disordered medium [14]. Despite the apparent complete randomness in the intensity distribution, various correlations [15] are known to exist in the speckle pattern. For instance, the optical memory effect ‘remembers’ the incoming wavefront under slight perturbation in position and angle [16, 20], an idea that has emerged as an efficient tool in imaging through opaque media [21, 22]. Recent theory and experiments have unveiled non-Gaussian and long-range correlations between transmitted and reflected speckle patterns [23, 22]. Not surprisingly, the rich physics of speckle correlations has already motivated research in nonlinear systems. For instance, a nonlinear optical memory effect [26] was revealed in a $\chi^{(3)}$ medium, namely a silica aerogel, through a series of pump and probe experiments wherein disordered medium is agitated by an optothermal nonlinearity. Another well-known consequence of $\chi^{(3)}$ nonlinearity is the speckle instability, wherein the speckle pattern fluctuates and becomes unstable when the nonlinearity surpasses a threshold value [27, 28]. In the weak localization regime, the speckle patterns formed by nonlinear point scatterers exhibit a dynamic instability and lead to chaotic behavior of the system [30]. Such speckle instabilities in $\chi^{(3)}$ nonlinear disordered media have been experimentally reported [31]. On the other hand, $\chi^{(2)}$ nonlinearity has been employed to primarily investigate angular correlations in speckles. For example, experiments and calculations have shown that angular correlations in reflected speckle scale with sample thickness for second-harmonic light, in contrast to scaling with mean...
FIG. 1. Schematic setup of the experiment. Notations, BS: Beam Splitter, PM: Power Meter, L: Lens; SM: Scattering Medium, HBS: Harmonic Beam Splitter, F1: Laser line filter at $\lambda = 1064$ nm, F2: Laser line filter at $\lambda = 532$ nm, CCD1: Charged Coupled Device with InGaAs detector, CCD2: Charged Coupled Device with Silicon detector. Two experimental speckle patterns for fundamental (hereafter referred to as IR, $\lambda = 1064$ nm) and second harmonic generated (hereafter referred to as SHG, $\lambda = 532$ nm) light are shown here while the adjacent color bars indicate the normalized intensity scale.

In another study [33], angular correlations in second-harmonic speckle under dual-beam excitation were presented in a medium of LiNbO$_3$ microcrystals.

In this article, we report our experimental and theoretical studies on intensity-dependent decorrelation in speckle patterns produced by a second-order nonlinear disordered medium. Specifically, we show that the fundamental and second harmonic speckle patterns produced by successive incident pulses exhibit strong correlations at low input power which drop at higher power. The correlation between fundamental speckle patterns remains high compared to the second harmonic. The decay rate of the average correlation with increasing power is larger in the second harmonic speckles than in the fundamental speckles. To understand the decorrelation process, we build a theoretical model that traces the propagation of the linear field, followed by the conversion to second harmonic, finally followed by the propagation of the second harmonic. The model is in excellent qualitative agreement with the experimental results. The theoretical model is also backed up with a Monte Carlo computation, which sheds light on two contributions to the decorrelation process, namely, the decorrelation during the generation of the second-harmonic, and that due to the propagation thereof.

I. EXPERIMENTS

A. Experimental Setup

Towards the experiment, commercially available KDP (Potassium Dihydrogen Phosphate, @ EMSURE ACS) crystal grains were adopted as our nonlinear material. Initially, the grain sizes ranged from $\sim 2$ mm to $3$ mm and were uneven in shape. The grains were subjected to a ball milling process creating a fine powder of KDP, with particle sizes ranging from 2 to 8 $\mu$m. The distribution of grain sizes approximately followed a log-normal distribution with a peak at $3.11$ $\mu$m and variance of $1.25$ $\mu$m. For the speckle measurement, we prepared two opaque slabs (thickness $\sim 510 \pm 15$ $\mu$m and $\sim 680 \pm 20$ $\mu$m) of KDP micro-crystals, and the slabs were sandwiched between two microscopic slides of thickness $\sim 170 \pm 5$ $\mu$m. A coherent backscattering (CBS) [34, 35] experiment estimated the transport mean free path ($\ell_t$) of the slabs, and the estimated values were approximately $352$ $\mu$m and $169$ $\mu$m at $\lambda = 1064$ nm and $\lambda = 532$ nm respectively. Fig. 1 illustrates the schematic of the experimental setup for the speckle correlations measurements.

Nd:YAG laser pulses (EKSLA, PL2143B, pulse width $\sim 30$ ps) with the fundamental wavelength of $\lambda = 1064$ nm (hereafter referred to as IR), were chosen as our input beam. A glass wedge was introduced in the incident path to direct a small fraction ($\sim 4\%$) of the beam to a power meter (PM, Ophir Optronics, resolution: 10 $\mu$W) for the input power measurement. The residual beam was then focused onto the scattering medium (SM) through a lens (L) of focal length 10 cm. To avoid damage to the sample, it was placed slightly away from the focus. The transmitted light consisted of both the fundamental and second harmonic light (here referred to as SHG, $\lambda = 532$ nm). A harmonic beam splitter (HBS) was employed to separate out the two components. The transmitted (IR) and reflected (SHG) lights from the HBS were then directed to the CCD1 and CCD2 respectively. The CCD1 was an InGaAs detector (SWIR camera, Photonic Science, UK) with pixel dimension $30 \mu$m $\times 30 \mu$m while the CCD2 was a silicon detector (iXon Ultra 897, Andor technology) with pixel dimension $16 \mu$m $\times 16 \mu$m. A laser line filter (F1) at $\lambda = 1064$ nm was added in front of the CCD1 to block any unwanted SHG photon. Similarly, a laser line filter (F2) at $\lambda = 532$ nm was placed in
front of the CCD2. The laser fired at a repetition rate of 1 Hz, and simultaneous measurements of the pulse power and the corresponding IR and SHG speckle patterns were made.

B. Results

An intense pulse of laser light impacts the disordered sample and imparts certain radiation pressure, which causes the particles to be displaced from their original position. Overall, the disorder configuration at the input face is modified, in proportion to the pump power. See Supplemental Document, Sec. I for details. Since the disorder configuration changes with every impacting optical pulse, it is imperative to avoid cumulative reconfigurations happening through multiple pump pulses. Therefore, we only grab two successive speckle patterns in two consecutive pump pulses, and then translate the sample so as to illuminate a different location on the sample. The homogeneity of disorder strength was constant across the total area, as also certified by the systematic variation in the results. The correlation coefficient between two speckle patterns A and B (both m x n matrices) was calculated as

\[
C_{\text{expe}} = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} (A_{ij} - \overline{A})(B_{ij} - \overline{B})}{\sqrt{\left(\sum_{i=1}^{m} \sum_{j=1}^{n} (A_{ij} - \overline{A})^2 \right) \left(\sum_{i=1}^{m} \sum_{j=1}^{n} (B_{ij} - \overline{B})^2 \right)}}
\]

(1)

where the over-bar represents the mean of the matrix.

Initial two consecutive speckle patterns of IR and SHG at an input power of 10.5 mW are presented in Fig. 2(a, b) and (c, d) respectively. Obvious agreement between (a) and (b) is seen, with the yellow circles emphasizing the regions of clear similarity. For the SHG wavelength, there are no similarities in the speckle patterns between two consecutive pulses, indicating strong decorrelation within two pulses. The correlation coefficient \(C_{\text{expe}}\) was averaged over 10 sets of speckle patterns, each grabbed at a different location on the sample at the same pump intensity.

Figure 2 reveals the variant decorrelation with pump power for the fundamental and second-harmonic light. A monotonic decrease in the correlation coefficient is observed in both samples of thicknesses \(L = 510 \mu m\) and \(L = 680 \mu m\). At low powers, up to about 15 mW, the correlation drops rapidly, where-after the rate reduces with further increase in power. It can be expected to asymptotically approach zero. To compare the qualitative rate of decorrelation between IR and SHG, we calculate the slopes of the two curves for each point and plot them in Fig. 3(c). For \(L = 510 \mu m\) and IR light, the slope initially drops indicating a slowing down of the decorrelation with increasing power. Subsequently, it rises monotonically. For the SHG light, an initially static slope is seen to rise monotonically and then saturate at highest power. For the thicker sample, the trends are very similar. The intersection between the blue and red curves indicates the pump power where the decorrelation rates are same. Evidently, the two curves intersect at a lower pump power for the thicker sample. The slopes of the two curves represent the valuable diagnostic for comparing with the theoretical model, which is discussed later.

The source of the fluctuating speckle pattern can be traced to the radiation pressure of the incident pulses, which induces displacements in the scatterers in random directions. This was experimentally verified in our earlier study wherein we showed the decrease in speckle contrast with pump power \[36\]. A given absolute displacement of the scatterers amounts to a smaller relative displacement with respect to the wavelength for the IR light, as compared to the SHG light. However, the origin of the behavior of decorrelation seen in Figure 3 is not obvious, and needs to be rigorously evaluated. This is carried out in the next section.

II. THEORETICAL MODEL

In parallel to the experiment, we have developed a theoretical model based on coupled transport equations for the linear (\(\lambda = 1064\) nm) and second harmonic (\(\lambda = 532\) nm) lights. This model provides physical insights on the origin of the faster decorrelation for the second harmonic speckle compared to the decorrelation of the linear speckle. Before deriving the model, we first focus on the correlation function defined in Eq. (1). It can also be
obtained after smoothing the experimental data. The data are calculated from measured speckle patterns. The solid lines are light as a function of input power of the fundamental light, $L(a)$ and $\delta I$ in (c) for excitations which is denoted by $t$ due to two slightly different disorder configurations, it is important to note that we consider that the statistical properties of the medium are the same after the displacements of the scatterers, i.e. $\langle I \rangle = \langle \tilde{I} \rangle$. Next, we assume that the field has Gaussian statistics (or equivalently that the speckles are fully developed), which is valid in the regime $k_0 l_0 \epsilon_0 = 1$, $k_0 = \omega/c = 2\pi/\lambda$ being the wave number and $l_0$ the scattering mean-free path. This implies that $\langle \delta I^2 \rangle = \langle I \rangle^2$. The correlation function in Eq. (2) becomes $C_{\text{expe}} \sim C_I - 1$ where

$$C_I = \frac{\langle I(r) \tilde{I}(r) \rangle}{\langle I(r) \rangle^2}. \quad (3)$$

Finally, we also have $C_I = 1 + |C|^2$ where $C$ is the field-field correlation function given by

$$C(r) = \frac{\langle E(r) \tilde{E}^*(r) \rangle}{\langle E(r) \rangle \langle \tilde{E}^*(r) \rangle}, \quad (4)$$

$E$ being the electric field and the superscript $*$ denoting the complex conjugate. It is important to note that we make the assumption of a scalar field for the sake of simplicity. This can be justified in the multiple scattering regime where the field can be considered to be fully depolarized [37]. We finally have

$$C_{\text{expe}} \sim |C|^2. \quad (5)$$

The problem of estimating theoretically $C_{\text{expe}}$ now reduces to the computation of $C$ for two different frequencies, i.e. $\omega$ for the linear beam and $2\omega$ for the second harmonic one. The purpose of the next subsections is to develop a transport model for $C$. We present only the important steps, the full derivation from first principles being described in the Supplemental Document, Sec. II.

A. Disorder model

The real samples are composed of packed KDP crystal grains of different sizes and shapes. Thus the most relevant and simple disorder model consists in a fluctuating continuous and real (no absorption) permittivity $\epsilon(r)$. The disorder microstructure is then characterized by a spatial correlation function chosen to be Gaussian, in the form

$$C_\epsilon(|r - r'|, \omega) = \langle \delta \epsilon(r, \omega) \delta \epsilon(r', \omega) \rangle = |\Delta \epsilon(\omega)|^2 \exp \left[ -\frac{|r - r'|^2}{2\ell^2} \right]. \quad (6)$$

In this equation, $\delta \epsilon(r, \omega) = \epsilon(r, \omega) - \langle \epsilon(r, \omega) \rangle$ is the fluctuating part of the permittivity, $|\Delta \epsilon(\omega)|^2$ is the amplitude of the correlation and $\ell$ is the correlation length. $|\Delta \epsilon(\omega)|^2$ depends on frequency since the permittivity $\epsilon$ is dispersive. However, $\ell$ involves only the geometrical structure of the disorder and thus does not depend on frequency. The $\chi^{(2)}$ nonlinearity is supposed to be correlated in a similar way.

B. Linear regime

We first consider the linear regime ($\lambda = 1064\,\text{nm}$) corresponding to propagation at the fundamental frequency.
\( \omega \). We use an approach similar to that in Ref. 38, developed in the context of the Diffusing-Wave Spectroscopy (DWS). The most important point concerns the selections of the scattering paths followed by the field \( E \) and its complex conjugate \( \tilde{E}^* \) that dominate in the expression of the correlation function \( C \). In a dilute medium such that \( k_0\ell_s \gg 1 \), the leading contribution corresponds to \( E \) and \( \tilde{E}^* \) following the same scattering sequences. These sequences can be represented by the diagram
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the specific intensity at 2\(\omega\) erations of the second harmonic sources for the second harmonic correlation has to be carefully checked. For that purpose, we have performed ab initio numerical simulations that are presented in the Supplemental Document, Sec. III. Finally, the diagram of Eq. (10) can be interpreted the following way: the right part represents the propagation of two specific intensities at frequency \(\omega\) obeying Eq. (8) and the left part represents the propagation of the specific intensity at frequency 2\(\omega\). It is given by the following non-linear RTE

\[
\left[ u \cdot \nabla_r + \frac{1}{\ell_s(2\omega)} \right] \tilde{I}(r, u, 2\omega) = \frac{1}{\ell_s(2\omega)} \int p(u, u', 2\omega) g(r, u, u', 2\omega) \tilde{I}(r, u', 2\omega) du' + \alpha \int\int p_{\text{SHG}}(u, u', u'', \omega) g_{\text{SHG}}(r, u, u', u'', \omega) \times \tilde{I}(r, u', \omega) \tilde{I}(r, u'', \omega) du' du''.
\]

(14)

This equation is the main theoretical result of this work. It shows that the second harmonic specific intensity follows a similar transport equation as the fundamental intensity [Eq. (9)], but with a source term describing the non-linear conversion process. Its physical interpretation is very simple: Light propagates first at frequency \(\omega\) which is described by the specific intensity \(\tilde{I}(r, u'', \omega)\) solution to Eq. (8). Then a SHG process occurs which creates a source at frequency 2\(\omega\), the amplitude of which is given by the product of two specific intensities at \(\omega\). Finally, propagation at 2\(\omega\) is described by the specific intensity \(\tilde{I}(r, u'', 2\omega)\) that follows Eq. (14). In this expression, \(\alpha\) is a factor that takes into account all constants involved in the SHG process such as \(\chi^{(2)}\). \(p_{\text{SHG}}(u, u', u'', \omega)\) is the SHG phase function. It involves three units vectors. \(u'\) and \(u''\) corresponds to the incoming directions of the two specific intensities at \(\omega\) and \(u\) is the outgoing direction of the specific intensity at 2\(\omega\). In the case of the correlated disorder we consider here, we have

\[
p_{\text{SHG}}(u, u', u'', \omega) \propto p(k_0 |u' - u''|)
\]

(15)

with \(\int p_{\text{SHG}}(u, u', u'', \omega) du' du'' = 1\). \(u\) appears with a factor two since it corresponds to the non-linear specific intensity direction. \(g_{\text{SHG}}(u, u', u'', \omega)\) is the decorrelation function given by

\[
g_{\text{SHG}}(r, u, u', u'', \omega) = \int e^{-i\omega (2u - u' - u'')} \Delta f(r, \Delta) d\Delta.
\]

(16)

It still corresponds to the decorrelation induced by a Doppler shift involving three beams, i.e. two incoming beams at frequency \(\omega\) in directions \(u'\) and \(u''\) and one outgoing beam at frequency 2\(\omega\) in direction \(u\).

D. Numerical simulations

In order, to solve the system of Eqs. (8) and (14), we have developed a Monte Carlo scheme which can be seen as a random walk process inside the material [12]. Three Monte Carlo simulations are performed in a slab geometry of thickness \(L\) under plane-wave illumination at normal incidence. The first is used to compute \(I(r, u, \omega)\), the specific intensity in the absence of displacement of the scatterers. This is required in order to compute the probability density \(f(r, \Delta)\) to have a displacement \(\Delta\) at position \(r\). The second Monte Carlo simulation is used to compute \(\tilde{I}(r, u, \omega)\), the specific intensity associated with the correlation function at \(\omega\). Finally, a last simulation is performed in order to compute \(\tilde{I}(r, u, 2\omega)\), the specific intensity associated with the correlation function at 2\(\omega\). More precisely, the correlation functions are computed from the energy density at the output interface in transmission, i.e.

\[
C(\omega) = \frac{\int \tilde{I}(z = L, u, \omega) du}{\int \tilde{I}(z = L, u, \omega) du'},
\]

(17)

\[
C(2\omega) = \frac{\int \tilde{I}(z = L, u, 2\omega) du}{\int \tilde{I}(z = L, u, 2\omega) du'}.
\]

(18)

This computations are performed for different incident intensities \(I_0\) (or different incident powers \(\langle P_i\rangle\) meaning different probability density \(f(r, \Delta)\) which correspond to different radiation pressures. Regarding the numerical parameters, it is important to keep in mind that the KDP powder used in the experiment has crystal grains of different sizes ranging from 2\(\mu m\) to 8\(\mu m\). This makes difficult the choice of the correlation length \(\ell\). However we have tested several values showing that this is not a crucial parameter. Since the particles are large compared to the wavelength, we have chosen \(k_0\ell = 3\) for the results presented in Fig. 13. This gives the anisotropy factors \(g(\omega) = 0.89\) and \(g(2\omega) = 0.97\). The thickness of the medium \(L\) as well as the transport mean-free paths \(\ell_t = \ell_s/(1 - g)\) take the values measured experimentally, which gives \(k_0L = 4016\), \(k_0\ell_t(\omega) = 2079\) and
Monte Carlo (MC) simulated correlation functions \( |C|^2 \) for the linear (red solid line) and second harmonic (blue solid line) beams as a function of the incident intensity \( I_0 \) in arbitrary units. (a) \( L = 510 \mu m \), (b) \( L = 680 \mu m \). The range of \( I_0 \) is chosen such that the extreme values of the linear correlation \( |C(\omega)|^2 \) are in agreement with the experimental values \( C_{\text{exp}}(\omega) \) presented. Slopes of \( |C(\omega)|^2 \) and \( |C(2\omega)|^2 \) calculated on each power value for the two samples are shown in (c) \( L = 510 \mu m \) and (d) \( L = 680 \mu m \). A qualitative agreement is immediately seen with the experimental behavior in Fig. 3.

We can observe that the results shown in Fig. 3 are reproduced qualitatively. The second-harmonic beam decorrelates faster than that of the fundamental frequency. The slopes of the decorrelation curves also reproduce the same trends seen in experiments, for most part of the input power range. The IR light shows a reducing slope followed by a rise at a certain pump power, while the frequency-doubled light shows a steady rise followed by a saturation region. Barring a minor difference at low powers, the experimental data exhibit the same behavior. The crossing of the two slope curves also happens at a lower pump power in the thicker sample, as seen in the experiments. The agreement with the experiments is very clear qualitatively, but is not quantitative. The main reason should probably be investigated in the dependence of the probability density \( f \) on the specific intensity \( I \). Building this relationship is not a trivial task and is out of the scope of the present work. A second potential effect that has been neglected so far, is the role of the refractive index mismatch at the interfaces of the slab. In the Monte Carlo simulation we have verified that this does not change substantially the results up to a refractive index \( n = 2 \).

The faster decorrelation of the second harmonic speckle can be explained through two different mechanisms: The first one corresponds to the decorrelation when the second harmonic light is generated which is represented by \( g_{\text{SHG}}(r, u, u', u'', \omega) \). Its dependence on the three different directions through the relation \(2u - u' - u'' \) favors a faster decorrelation. The second mechanism is due to the propagation of the second harmonic field. The factor of two in \( g(r, u, u', 2\omega) \) also makes the correlation vanish faster than for the linear beam. For a small optical thickness, both effects play a role and have to be taken into account properly. This comes from the fact that photons experience few scattering events before escaping the medium and thus the decorrelations due to \( g_{\text{SHG}} \) and to \( g \) are of the same order of magnitude. On the other hand, for large optical thicknesses, many scattering events are involved and the contribution of \( g_{\text{SHG}} \) is negligible compared to that of \( g \). Figure 3 illustrate this statement using the Monte Carlo simulations. This simple conclusion will also be easily observed in the more simple case of statistically homogeneous and isotropic displacements discussed in the next section.

E. Statistically homogeneous and isotropic displacements

Beyond the effect of radiation pressure that has been examined in this study, it is also interesting to consider a displacement probability for the scatterers that is homogeneous and isotropic, i.e. \( f(r, \Delta) = f(\Delta)/(4\pi \Delta^2) \). Indeed, considering large medium thicknesses compared to the transport mean-free paths, i.e. \( L \gg \{\ell_t(\omega), \ell_t(2\omega)\} \), we can derive diffusion equations for the linear and second harmonic correlation functions. The derivation is detailed in the Supplemental Document, Sec. IV and leads to analytical expressions given by

\[
\begin{align*}
C(\omega) &= \frac{\kappa(\omega)L}{\sinh[\kappa(\omega)L]} \cdot \\
C(2\omega) &= \frac{6\mathcal{D}(\omega)}{\kappa(2\omega)L \sinh[\kappa(\omega)L]^2 \sinh[\kappa(2\omega)L]} \\
&\times \frac{\kappa(2\omega)^2 \{1 - \cosh[2\kappa(\omega)L]\} - 4\kappa(\omega)^2 \{1 - \cosh[\kappa(2\omega)L]\}}{\kappa(2\omega)^2 - 4\kappa(\omega)^2}
\end{align*}
\]

where

\[
\begin{align*}
\kappa &= \sqrt{\frac{3}{\ell_{ls} \ell_{la}}} \cdot \\
\ell_t &= \frac{\ell_s}{1 - \tilde{g}} \cdot \\
\frac{1}{\ell_{la}} &= \frac{1}{\ell_{ls}} \left[ 1 - \frac{\int p(u, u')g(u, u')du'}{\int p(u, u')g(u, u')du'} \right] \\
\text{and } \tilde{g} &= \frac{\int p(u, u')g(u, u')u \cdot u'du'}{\int p(u, u')g(u, u')du'}
\end{align*}
\]
FIG. 5. Monte Carlo (MC) simulated correlation functions $|C|^2$ for the second harmonic speckles taking into account all decorrelation effects (i.e. effect of $g$ and $g_{SHG}$, green dashed line) and only the decorrelation occurring during beam propagation (i.e. effect of $g$, blue solid line). The computations are performed for (a) $k_0 L = 40$, (b) $k_0 L = 3129$ and (c) $k_0 L = 4172$. The other parameters are the same as in Fig. 4.

all these four quantities being defined at $\omega$ and $2\omega$. We also have

$$D(\omega) = \frac{\int p_{SHG}(u, u', u'', \omega) g_{SHG}(u, u', u'', \omega) du' du''}{\int p_{SHG}(u, u', u'', \omega) du' du''}. \quad (24)$$

We clearly see from these expressions that the effect of the decorrelation during the propagation of the waves at $\omega$ or at $2\omega$ can be seen as an absorption effect and are encoded in the $\kappa$ functions. The decorrelation process taking place during the generation of the second harmonic light is encoded in the $\bar{D}$ function. Finally these analytical expressions can be simplified in the even more particular case of isotropic scattering such as $p(u, u') = 1/(4\pi)$ and $p_{SHG}(u, u', u'', \omega) = 1/(16\pi^2)$ and of a constant displacement amplitude $d$ such that $k_0 d \ll 1$ and $f(\Delta) = \delta(\Delta - d)$. This gives

$$\kappa(\omega)L = b(\omega)k_0 d, \quad \kappa(2\omega)L = 2b(2\omega)k_0 d \quad (25)$$

and

$$\bar{D}(\omega) = \frac{1}{8\pi} \int_{\phi=0}^{2\pi} \int_{\mu=-1}^{1} \int_{\mu'=-1}^{1} \text{sinc} \left[ k_0 d \right.$$}

$$\times \sqrt{6 - 4\mu - 4\mu' + 2\mu \mu' + 2\sqrt{1 - \mu^2} \sqrt{1 - \mu'^2} \cos \phi} \left. \times \, d\mu d\mu' d\phi \right] \quad (26)$$

where $b = L/\ell_s$ is the optical thickness. These last expressions are very useful to get more insights on the decorrelation effects encoded in functions $\kappa(\omega)$, $\kappa(2\omega)$ and $\bar{D}(\omega)$. In particular, as already noticed in the numerical simulations, we clearly see that the decorrelation during propagation is stronger when the optical thicknesses $b(\omega)$ and $b(2\omega)$ increase which reduces the effect of $\bar{D}(\omega)$. In the diffusive regime considered here, $\bar{D}(\omega)$ can thus be replaced by its limit when $k_0 d \rightarrow 0$, i.e. $\bar{D}(\omega) \sim 1$.

III. DISCUSSION AND CONCLUSION

In summary, we have experimentally investigated the decorrelation of speckle patterns with increasing pump power in a second-order nonlinear disordered medium. Simultaneous speckle measurements at the fundamental and second harmonic wavelengths reveal a varying rate of decorrelation under the same incident power. The decorrelation arises from the microscopic displacements in the disorder configuration induced by the radiation pressure produced by the pump beam. In addition, the second harmonic correlation decreases faster than the fundamental. We laid the foundations of a theoretical model that accurately describes the synergy of second-order nonlinearity and light diffusion. The model demarcates the contribution of two components in the decorrelation, namely, one arising from the generation of second-harmonic light, and the other arising from the propagation thereof. For the samples and input powers employed in our experiments, the former seems to be the stronger contributor. Wider investigations of the model show that the relative strengths of the two components depend upon the degree of disorder. Towards the differences in the experimental and computed results, we have discussed qualitatively the origins as follows. The actual displacement at a location $r$ is dependent on the specific intensity at that location, and the size and shape of the particle at that location. This is too intricate a parameter to calculate, and we did not venture into it. In the theory, the sample is homogeneously disordered, and particle size is not a parameter in computing the displacement under radiation pressure. At a future stage, a distribution in the displacements may be invoked in the theory. We believe these unavoidable differences in the experimental samples and theoretical assumptions limit the agreement in the respective results. This study sheds light on the subtle mechanism of non-linear conversion in disordered...
media, with expected outcomes in fundamental studies in mesoscopic wave transport, as well as the design of efficient materials for non-linear generation of light.
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I. A different experiment to validate particle movement due to laser radiation pressure

We have carried out experiments to demonstrate the scatterer displacements are due to radiation pressure. Specifically, a stabilized frequency, low power CW laser (HeNe, $\lambda = 632.8\text{ nm}$) was made incident onto the sample simultaneously with the pump. The phase stability of the HeNe laser was confirmed by performing a simple experiment. First, we focused the HeNe laser on a ground glass diffuser and subsequently captured the transmitted speckle pattern on a CMOS camera over 30 min at an interval of 1 min. In Fig. 1, we plot the speckle correlation calculated with respect to the initial speckle pattern. We observed that the correlation coefficient always stays close to the ideal value 1 (indicated by red dashed line) which proves our HeNe laser was to be highly stable.

It is well known that the speckle pattern produced by a scattering medium remains static if the scatterers of the medium do not move. A schematic of the experimental setup is depicted in Fig. 2. Nd:YAG laser pulses (pulse width 35 ps, repetition rate 1 Hz) with fundamental wavelength of 1064 nm were falling normally on the sample. A CW phase stabilized HeNe laser with wavelength of 632.8 nm was also made incident on the sample at the same position. Here, it should be noted that the sample behaves as a linear medium for the laser coming from the HeNe whereas Nd:YAG pulses, at a sufficient input power, can generate nonlinear photons. As a result, in transmission, we could...
FIG. 1. Speckle correlation showing the high stability of the HeNe laser.

FIG. 2. Experimental setup to investigate particles’ movements due to high input laser power. L: Lens, SM: Scattering medium.

FIG. 3. Speckle patterns of red light at different scenarios. (a, b) Beginning of the experiment, power of the input pulsed laser: low. (c, d) Power of the input pulsed laser: high. (e, f) Ending of the experiment, power of the input pulsed laser: low.

retrieve three speckle patterns, namely, red ($\lambda = 632.8$ nm), IR ($\lambda = 1064$ nm) and SH ($\lambda = 532$ nm). For the current purpose, the speckle dynamics of the red light was monitored. A laser line filter (Thorlabs, FL-635-10) with a center wavelength of 635 nm was placed in front of a CMOS camera (Thorlabs). We captured the speckle patterns of red light while increasing the Nd:YAG laser power from very low to high and again high to low. Speckles are reported in Fig. 3 (a-f).

The first two images [(a) and (b)] correspond to consecutive Nd:YAG laser shots where the input power is very low. Clearly, the speckle patterns are almost the same over these shots. Next, we increased the input power of the Nd:YAG laser such that the second harmonic was efficiently generated. Images (c) and (d) are consecutive speckle images corresponding to this input power, and they are seen to be obviously different. This shows that the configuration of the sample was changing from shot to shot at high power. Next, we again decreased the Nd:YAG power to the minimum power and grabbed images (e) and (f) on consecutive laser pulses. Again, the speckle becomes stable when the input power reaches a very low value, since the sample is stable. Further, it is also observed that the initial [(a) and (b)] and final [(e) and (f)] red speckle patterns, although at the same low power, are completely different, which indicates that the particle configuration inside the sample has changed over the experiment. All of this clearly indicates the scatterer displacements due to the high input power.

This experiment allows us to rule out thermal effects. Thermal effects tend to work on longer timescales than impact by the radiation pressure. In the speckle pattern generated by the HeNe laser, we observed that the speckle was instantaneously reorganized when the pulse hit the sample, and immediately thereafter, the pattern was stable. There was no gradual and continuous change in the speckle for a finite time after the pulse. This motivates us to claim that, although thermal effects cannot be ruled out completely, the major contribution to the decorrelation arises from displacement due to pulse impact. Furthermore, the laser pulses were shot at too low a repetition rate to expect
a cumulative thermal effect.

II. TRANSPORT MODEL DERIVATION

This section is dedicated to the derivation of the transport model used to estimate the correlation function $C$ in the linear as well as in the second harmonic regime. This derivation is largely inspired to the standard multiple scattering theory whose details can be found in several references (see e.g. Refs. 1–3). The generalization presented here allows to take into account (1) scatterer displacements (2) second harmonic generation. Regarding the first point, the reader can also refer to Ref. 4 that presents a similar derivation. Regarding the second point, a similar approach has been used in the context of photon echoes described in Ref. 5.

A. Disorder model and scattering potential

We consider a continuous disorder model described by a fluctuating permittivity $\epsilon(r, \omega)$ and a fluctuating second order nonlinear susceptibility $\chi(r)$. We choose to characterize their statistical properties by a Gaussian correlation function identical for both $\epsilon$ and $\chi$ since the disorder at the origin of the scattering and of second harmonic generation are the same. This gives

$$C_\epsilon(r, r', \omega) = \langle \delta\epsilon(r, \omega)\delta\epsilon(r', \omega) \rangle = |\Delta\epsilon(\omega)|^2 C(|r - r'|),$$

$$C_\chi(r, r') = \langle \delta\chi(r)\delta\chi(r') \rangle = |\Delta\chi|^2 C(|r - r'|),$$

with $C(|r - r'|) = \exp \left[-\frac{|r - r'|^2}{2\ell^2}\right]$ (3)

and where $|\Delta\epsilon(\omega)|^2$ and $|\Delta\chi|^2$ are the amplitudes and $\ell$ the correlation length. $\delta\epsilon(r, \omega) = \epsilon(r, \omega) - \langle \epsilon(\omega) \rangle$ is the fluctuating part of the permittivity. Similarly $\delta\chi(r) = \chi(r) - \langle \chi \rangle$ is the fluctuating part of the second order susceptibility. The disorder correlation function depends only on $|r - r'|$ because we consider that the disorder is statistically isotropic and homogeneous. From this model, we first define the scattering potential which is at the root of the multiple scattering theory. It is given by

$$V(r, \omega) = k_0^2 \left[ \epsilon(r, \omega) - \epsilon_b(\omega) \right].$$

$\epsilon_b$ is the background permittivity corresponding to the reference non-scattering medium. It is thus homogeneous. We now consider that there are scatterer displacements for example under the action of the radiation pressure but it can be a completely different physical process. After displacements, the new potential is given by

$$\tilde{V}(r, \omega) = V(r - \Delta(r), \omega)$$

where $\Delta(r)$ is the displacement at position $r$. In the following, we consider that this displacement is constant over a length scale of the order of $\ell$. This allows to take the Fourier transform of Eq. 5 considering no position dependence in $\Delta$, which gives

$$\tilde{V}(k, \omega) = V(k, \omega) \exp \left[-i\mathbf{k} \cdot \mathbf{\Delta}(r)\right].$$

In a similar way, we have

$$\tilde{\chi}(r) = \chi(r - \Delta(r))$$

which leads to

$$\tilde{\chi}(k) = \chi(k) \exp \left[-i\mathbf{k} \cdot \mathbf{\Delta}(r)\right].$$

B. Self-energy and intensity vertex

We focus now on the computation of some important building blocks regarding wave propagation in complex media that are the self-energy $\Sigma$ and the intensity vertex $\Gamma$. Similarly to the scattering potential, we show how their expressions are modified in order to take into account the scatterer displacements.
We first consider the self-energy $\Sigma$ and more importantly its counterpart denoted by $\tilde{\Sigma}$ when scatterer displacements are present. The self-energy is an important quantity entering the Dyson equation that drives the evolution of the statistical average electric field propagating inside a strongly scattering medium. It contains all possible scattering sequences that cannot be statistically factorized. In a dilute medium where the scattering mean-free path is large compared to the wavelength, it can be limited to the first two orders which writes

$$\Sigma(r, r', \omega) = \langle V(r, \omega) \rangle \delta(r - r') + \langle V(r, \omega)G_b(r - r', \omega)V(r', \omega) \rangle_c$$  \hspace{1cm} (9)$$

where $\langle \cdot \rangle_c$ represents a statistical average restricted to the connected part, i.e. $\langle VG_bV \rangle_c = \langle V \rangle G_b \langle V \rangle$. $G_b$ is the Green function in the reference medium, it describes the field propagation between two consecutive scattering events on the potential $V$. For the case of scatterer displacements, we have

$$\tilde{\Sigma}(r, r', \omega) = \langle \tilde{V}(r, \omega) \rangle \delta(r - r') + \langle \tilde{V}(r, \omega)G_b(r - r', \omega)\tilde{V}(r', \omega) \rangle_c.$$  \hspace{1cm} (10)$$

It is important to keep in mind that the statistical average performed here is not only an average over all possible configurations of the disorder but is also an average over the displacements. By Fourier transforming Eqs. (10) and (9) and using Eq. (6), we obtain

$$\tilde{\Sigma}(k, k', \omega) = \Sigma(k, k', \omega) \int \exp \left[ -i(k - k') \cdot \Delta \right] f(r, \Delta) d\Delta$$  \hspace{1cm} (11)$$

where $f(r, \Delta)$ is the probability density to have a displacement $\Delta$ at position $r$. From the statistical homogeneity and isotropy of the disorder, we get

$$\Sigma(k, k', \omega) = 8\pi^3 \delta(k - k')\tilde{\Sigma}(k, \omega) \quad \text{and} \quad \tilde{\Sigma}(k, k', \omega) = 8\pi^3 \delta(k - k')\tilde{\Sigma}(k, \omega)$$  \hspace{1cm} (12)$$

which leads to

$$\tilde{\Sigma}(k, \omega) = \tilde{\Sigma}(k, \omega)$$  \hspace{1cm} (13)$$

where $\tilde{\Sigma}$ and $\tilde{\Sigma}$ are the reduced self-energies. Since the extinction mean-free path is given by the imaginary part of the reduced self-energy, we have

$$\frac{1}{\ell_e(\omega)} = \frac{\text{Im} \tilde{\Sigma}(k_0, \omega)}{k_0} = \frac{\text{Im} \tilde{\Sigma}(k_0, \omega)}{k_0} = \frac{1}{\ell_e(\omega)}.$$  \hspace{1cm} (14)$$

By invoking the non-absorbing nature of the medium we finally get equality between the scattering mean-free paths with and without scatterer displacements. Inserting the expression of the correlation function $C_s$ into Eq. (9) leads to

$$\frac{1}{\ell_s(\omega)} = \frac{1}{\ell_s(\omega)} = \frac{k_0^3 |\Delta(\omega)|^2}{16\pi^2} \int C(q) d\Omega$$  \hspace{1cm} (15)$$

where $q = 2k_0 \sin(\theta/2)$ is the modulus of the scattering vector and $d\Omega = \sin \theta d\theta d\phi$ is the elementary solid angle in standard spherical units. From Eq. (16), we get

$$C(q) = \int \exp \left[ -\frac{R^2}{2\ell^2} - iq \cdot R \right] dR = \ell^3(2\pi)^{3/2} \exp \left[ -\frac{q^2 \ell^2}{2} \right]$$  \hspace{1cm} (16)$$

which finally gives

$$\frac{1}{\ell_s(\omega)} = \frac{1}{\ell_s(\omega)} = k_0^3 \ell |\Delta(\omega)|^2 \sqrt{\frac{2\pi}{4}} \left[ 1 - \exp(-2k_0^2 \ell^2) \right].$$  \hspace{1cm} (17)$$

The same analysis has now to be applied to the intensity vertex $\Gamma$ and its counterpart $\tilde{\Gamma}$ when scatterer displacements are present. The intensity vertex is an important quantity entering the Bethe-Salpeter equation that describes the evolution of the field-field correlation function. It contains all possible scattering sequences for the field and its complex conjugate counterpart that cannot be statistically factorized. Still in a dilute medium, it can be limited to the first order which writes

$$\Gamma(r, r', p, p', \omega) = \langle V(r, \omega)V^*(p, \omega) \rangle_c \delta(r - r') \delta(p - p').$$  \hspace{1cm} (18)$$
For the case of scatterer displacements, we have
\[ \tilde{\Gamma}(r, r', \rho, \rho', \omega) = \left\langle V(r, \omega) \tilde{V}^*(\rho, \omega) \right\rangle_e \delta(r' - r') \delta(\rho - \rho'). \tag{19} \]

It is important to note that the correlation \( C \) involves the electric field before any displacement (\( E \)) and its complex conjugate counterpart after displacement (\( \tilde{E}^* \)). This is the reason why only the complex conjugated potential is replaced in Eq. (19) compared to Eq. (18). We also note that although the potential is real, we keep the complex Fourier transforming Eqs. (19) and (18) and using Eqs. (6), we obtain conjugate notation for the sake of understanding, i.e. to show that it applies to the complex conjugate field. By Fourier transforming Eqs. (19) and (18) and using Eqs. (6), we obtain
\[ \tilde{\Gamma}(k, k', k, k', \omega) = \Gamma(k, k', k, k', \omega) \int \exp[-i(k - k') \cdot \Delta] f(r, \Delta)d\Delta. \tag{20} \]

From the statistical homogeneity of the disorder, we get
\[ \tilde{\Gamma}(k, k', k, k', \omega) = 8\pi^3 \delta(k - k' - k + k') \Gamma(k, k', k, k', \omega), \tag{21} \]
\[ \tilde{\Gamma}(k, k', k, k', \omega) = 8\pi^3 \delta(k - k' - k + k') \tilde{\Gamma}(k, k', k, k', \omega), \tag{22} \]

which finally leads to
\[ \tilde{\Gamma}(k, k', k, k', \omega) = \tilde{\Gamma}(k, k', k, k', \omega) \int \exp[-i(k - k') \cdot \Delta] f(r, \Delta)d\Delta \tag{23} \]

where \( \tilde{\Gamma} \) and \( \tilde{\Gamma} \) are the reduced intensity vertices. The standard phase function is given by \( \tilde{\Gamma} \) through the relation
\[ \frac{1}{\ell_s(\omega)} \tilde{p}(u, u', \omega) = \frac{1}{16\pi^2} \tilde{\Gamma}(k_0u, k_0u', k_0u, k_0u', \omega). \tag{24} \]

By definition, the phase function \( p \) is normalized such that
\[ \int p(u, u', \omega)d\Omega' = 1. \tag{25} \]

These results allow to define a generalized phase function \( \tilde{p} \) for the case where there are scatterer displacements given by
\[ \frac{1}{\ell_s(\omega)} \tilde{p}(r, u, u', \omega) = \frac{1}{\ell_s(\omega)} p(u, u', \omega) g(r, u, u', \omega) = \frac{1}{16\pi^2} \tilde{\Gamma}(k_0u, k_0u', k_0u, k_0u', \omega) \tag{26} \]

where
\[ g(r, u, u', \omega) = \int \exp[-i\mathbf{q} \cdot \Delta] f(r, \Delta)d\Delta \tag{27} \]
and \( \mathbf{q} = k_0(u - u') \) is the scattering vector. Plugging the expression of the correlation function \( C_\epsilon \) into Eq. (18) leads to
\[ p(u, u', \omega) = \frac{k_0^2\ell^2 \exp[-q^2\ell^2/2]}{2\pi [1 - \exp(-2k_0^2\ell^2)]}. \tag{28} \]

This concludes the computation of the building blocks required to describe light propagation in a diluted dynamic scattering medium.

### C. Linear regime

We now consider the case of light transport in the linear regime. In a dilute medium such that \( k_0\ell_s \gg 1 \), we can show that the field and its complex conjugate follow the same scattering sequences (after statistical average) which can be represented by the following diagram:

\[ E(r, \omega) \rightarrow E_0 \]
\[ \tilde{E}^*(r, \omega) \rightarrow E_0^*. \tag{29} \]
In this representation, the top line represents a path for the electric field $E$ and the bottom line is for a path of its complex conjugate $\tilde{E}^*$ in presence of scatterer displacements. Solid and dashed thick lines correspond to average Green functions (describing propagation between consecutive scattering events) and average fields respectively. Circles denote scattering events and vertical dashed lines represent statistical correlations between scattering events through Eq. (2).

This specific diagram is called the ladder and is the leading contribution to the expression of the field-field correlation function $C$. Indeed the fact that it corresponds to the same path for the field and its complex conjugate implies that there is always constructive interference between both. From this diagram, we deduce that the correlation function $C$ is described by a Radiative Transfer Equation (RTE) which writes

$$
\left[ u \cdot \nabla_r + \frac{1}{\ell_s(\omega)} \right] \tilde{I}(r, u, \omega) = \frac{1}{\ell_s(\omega)} \int p(u, u', \omega) g(r, u, u', \omega) \tilde{I}(r, u', \omega) du'
$$

where the specific intensity $\tilde{I}$ is defined by the field-field correlation

$$
\delta(k - k_0) \tilde{I}(r, u, \omega) = \int \langle E(r + \frac{s}{2}, \omega) \tilde{E}^*(r - \frac{s}{2}, \omega) \rangle e^{-ikus} ds.
$$

\[ \text{Eq. (31)} \]

\[ \text{Eq. (30)} \]

\[ \text{Eq. (2)} \]

\[ \text{Eq. (35)} \]

\[ \text{Eq. (34)} \]

\[ \text{Eq. (33)} \]

D. Second harmonic regime

We now move on to the second harmonic regime. As stated in the main text, we apply a perturbative approach to compute the second harmonic correlation. This means that we have first the propagation of the field at the frequency $\omega$, then second harmonic generation and finally propagation of the field at the frequency $2\omega$. That being said, the most difficult task now is to determine the typical pairs of paths for the field and it complex conjugate that have the leading contribution to the correlation. This is equivalent to determine the diagrams that lead to constructive interferences. We follow the same idea than for the linear regime thus assuming that we have essentially ladder diagrams for the beams at $\omega$ and $2\omega$. However these ladders have to be connected by a kernel corresponding to the second harmonic generation process. This leads to the diagram

\[ \text{Eq. (32)} \]

where the squares denote the second harmonic processes. We may consider that the non-linear processes occur at two different positions for the electric field $E$ and its complex conjugate counterpart $\tilde{E}^*$. However, this would lead to a propagation of the correlations $\langle E(r, \omega) \tilde{E}^*(r, 2\omega) \rangle$ or $\langle E(r, 2\omega) \tilde{E}^*(r, \omega) \rangle$ which are supposed to vanish since they involve fields at two different frequencies. This is the reason why we have a disorder correlation function $C_d$ between the second harmonic processes (dashed line between the squares). Strictly speaking, we should also take into account the degeneracy of the diagram (factor 4). Indeed, it corresponds to all possible permutations of the incident fields. However, this will not play any role in the following and this factor will be taken into account in the constant $\alpha$.

The kernel dressed with the two ladders at frequency $\omega$ can be considered as a source term for the second harmonic ladder. It is given by

$$
S(r, \rho, 2\omega) = \int \langle G(r, r', \omega) \rangle \langle G^*(\rho - \rho', 2\omega) \rangle \tilde{\Gamma}_{\text{SHG}}(r', r'', \rho', \rho'', \rho'''', 2\omega) \times \langle E(r'', \omega) \tilde{E}^*(\rho''', \omega) \rangle \langle E(\rho''', \omega) \tilde{E}^*(\rho''', 2\omega) \rangle dr'' dr''' dp'' dp'''
$$

where $\tilde{\Gamma}_{\text{SHG}}$ is the SHG vertex given by

$$
\tilde{\Gamma}_{\text{SHG}}(r, r', r'', \rho, \rho', \rho'', \rho''', \omega) = \langle \chi(r) \chi^*(\rho) \rangle_c \delta(r - r') \delta(r - r'') \delta(\rho - \rho') \delta(\rho - \rho''').
$$

Similarly to the case of $\tilde{\Gamma}$, we keep the complex conjugate notation for the second order susceptibility although it is a real quantity in order remind that it corresponds to the complex conjugate field. Without any scatterer displacement, we have

$$
\Gamma_{\text{SHG}}(r, r', r'', \rho, \rho', \rho'', \omega) = \langle \chi(r) \chi^*(\rho) \rangle_c \delta(r - r') \delta(r - r'') \delta(\rho - \rho') \delta(\rho - \rho'''').
$$

\[ \text{Eq. (31)} \]
By Fourier transforming Eqs. (34) and (35) and making use of Eq. (3), we obtain

\[ \tilde{\Gamma}_{\text{SHG}}(k, k', k'', k', k'', \omega) = \Gamma_{\text{SHG}}(k, k', k'', k', k'', \omega) \int \exp[-i(\mathbf{k} - \mathbf{k}' - \mathbf{k}'') \cdot \Delta] f(\mathbf{r}, \Delta) d\Delta. \]  

(36)

From the statistical homogeneity of the disorder, we get

\[ \tilde{\Gamma}_{\text{SHG}}(k, k', k'', k', k'', \omega) = 8\pi^3 \delta(k - k' - k'' - \mathbf{k} + \mathbf{k}'') \Gamma_{\text{SHG}}(k, k', k'', k', k'', \omega), \]  

(37)

\[ \tilde{\tilde{\Gamma}}_{\text{SHG}}(k, k', k'', k', k'', \omega) = 8\pi^3 \delta(k - k' - k'' - \mathbf{k} + \mathbf{k}'') \tilde{\Gamma}_{\text{SHG}}(k, k', k'', k', k'', \omega), \]  

(38)

which finally leads to

\[ \tilde{\tilde{\Gamma}}_{\text{SHG}}(k, k', k'', k', k'', \omega) = \tilde{\Gamma}_{\text{SHG}}(k, k', k'', k', k'', \omega) \int \exp[-i(\mathbf{k} - \mathbf{k}' - \mathbf{k}'') \cdot \Delta] f(\mathbf{r}, \Delta) d\Delta \]  

(39)

where \( \tilde{\Gamma}_{\text{SHG}} \) and \( \tilde{\tilde{\Gamma}}_{\text{SHG}} \) are the reduced SHG vertices. From this, we can define a SHG phase function given by

\[ \alpha \mathbf{p}_{\text{SHG}}(\mathbf{u}, \mathbf{u}', \mathbf{u}'', \omega) = \frac{1}{125\pi^3} \tilde{\Gamma}_{\text{SHG}}(2k_0 \mathbf{u}, k_0 \mathbf{u}', k_0 \mathbf{u}'', 2k_0 \mathbf{u}, k_0 \mathbf{u}', k_0 \mathbf{u}'', \omega). \]  

(40)

\( \alpha \) is a coefficient that takes into account all constants involved in the second harmonic process and is such that the second harmonic phase function is normalized, i.e.

\[ \int p_{\text{SHG}}(\mathbf{u}, \mathbf{u}', \mathbf{u}'', \omega) d\Omega' d\Omega'' = 1. \]  

(41)

These results allow to define a generalized SHG phase function given by

\[ \alpha \tilde{\mathbf{p}}_{\text{SHG}}(\mathbf{u}, \mathbf{u}', \mathbf{u}'', \omega) = \alpha \mathbf{p}_{\text{SHG}}(\mathbf{u}, \mathbf{u}', \mathbf{u}'', \omega) g_{\text{SHG}}(\mathbf{r}, \mathbf{u}, \mathbf{u}', \mathbf{u}'', \omega) = \frac{1}{125\pi^3} \tilde{\tilde{\Gamma}}_{\text{SHG}}(2k_0 \mathbf{u}, k_0 \mathbf{u}', k_0 \mathbf{u}'', 2k_0 \mathbf{u}, k_0 \mathbf{u}', k_0 \mathbf{u}'', \omega) \]  

(42)

where

\[ g_{\text{SHG}}(\mathbf{r}, \mathbf{u}, \mathbf{u}', \mathbf{u}'', \omega) = \int \exp[-i\mathbf{q} \cdot \Delta] f(\mathbf{r}, \Delta) d\Delta \]  

(43)

with \( q = k_0(2\mathbf{u} - \mathbf{u}' - \mathbf{u}'') \) the SHG scattering vector. Plugging the expression of the correlation function \( C_\chi \) into Eq. (35) leads to

\[ p_{\text{SHG}}(\mathbf{u}, \mathbf{u}', \mathbf{u}'', \omega) \propto \exp \left[-\frac{q^2 \ell^2}{2}\right]. \]  

(44)

We finally get the formulation of the RTE for the second harmonic specific intensity linked to the second harmonic correlation function which reads

\[ \left[ \mathbf{u} \cdot \nabla_r + \frac{1}{\ell_s(2\omega)} \right] I(\mathbf{r}, \mathbf{u}, 2\omega) = \frac{1}{\ell_s(2\omega)} \int p(\mathbf{u} \cdot \mathbf{u}', 2\omega) g(\mathbf{u} \cdot \mathbf{u}', 2\omega) I(\mathbf{r}, \mathbf{u}', 2\omega) d\mathbf{u}' \]  

\[ + \alpha \int p_{\text{SHG}}(\mathbf{u}, \mathbf{u}', \mathbf{u}'', \omega) g_{\text{SHG}}(\mathbf{u}, \mathbf{u}', \mathbf{u}'', \omega) I(\mathbf{r}, \mathbf{u}', \omega) I(\mathbf{r}, \mathbf{u}'', \omega) d\mathbf{u}' d\mathbf{u}''. \]  

(45)

The second harmonic specific intensity if still given by the field-field correlation

\[ \delta(k - k_0)I(\mathbf{r}, \mathbf{u}, 2\omega) = \int \left\langle E \left( \mathbf{r} + \frac{s}{2}, 2\omega \right) \tilde{E}^* \left( \mathbf{r} - \frac{s}{2}, 2\omega \right) \right\rangle e^{-i\mathbf{u} \cdot \mathbf{s}} ds. \]  

(46)

This concludes the derivation of the RTE for the linear and second harmonic beams.
III. VALIDITY CHECK FROM AB INITIO SIMULATIONS

The model developed in the previous section has been obtained under several approximations. The most important one concerns the diagrams that have to be taken into account in order to estimate the second harmonic specific intensity. In a dilute medium, we have considered that a ladder-type diagram is the leading contribution to the second harmonic speckle correlation. In order to check the validity of this approximation, we have run ab initio simulations of Maxwell equations using a coupled-dipole formalism and compared the results to the RTE model solved using a Monte Carlo scheme.

It is important to note that we consider here a simplified model that does not reflect the conditions of the experiment but it will help to check the validity of the transport model. In particular, the coupled-dipole formalism used here implies that the disorder model is limited to point scatterers randomly located inside the medium. Regarding the scatterer displacement model, we simply consider that a scatterer can move in an arbitrary direction over a distance $d$ that is fixed.

Moreover the numerical resolution of Maxwell equations requires significant computing resources. This is the reason why we restrict to 2D systems in TE polarization (electric field along the direction of invariance by translation). This means that a scalar model can be used and no polarization effects have to be taken into account.

A. Coupled-dipole model

1. Linear regime

In the linear regime, the coupled-dipole equations are given by

$$E_i(\omega) = E_0(r_i, \omega) + k_0^2 \alpha(\omega) \sum_{j=1 \atop j \neq i}^{N} G_0(r_i - r_j, \omega) E_j(\omega), \quad (47)$$

$$E(r, \omega) = E_0(r, \omega) + k_0^2 \alpha(\omega) \sum_{j=1}^{N} G_0(r - r_j, \omega) E_j(\omega). \quad (48)$$

$E_i$ represents the field illuminating the scatterer $i$ lying at position $r_i$. It is also called the exciting field. It is given by two contributions: the incident field $E_0$ and the field scattered by all other scatterers. $G_0(r - r_0, \omega)$ is the Green function in vacuum. It links the field created at position $r$ by a source dipole $p(\omega)$ lying at position $r_0$ through the relation

$$E(r, \omega) = \mu_0 \omega^2 G_0(r - r_0, \omega) p(\omega). \quad (49)$$

For 2D TE waves, it is given by

$$G_0(R, \omega) = \frac{i}{4} H_0^{(1)}(k_0 |R|) \quad (50)$$

where $H_0^{(1)}$ is the Hankel function of first kind and zero order. $\alpha(\omega)$ is the polarizability of the scatterer. It describes the optical response of the particle. In the non-absorbing case, energy conservation implies

$$k_0 \Im \alpha(\omega) = \frac{k_0^3}{4} |\alpha(\omega)|^2. \quad (51)$$

Once the exciting fields have been computed for all dipoles by solving the set of Eqs. (47), the field at any position, i.e. $E(r, \omega)$, can be computed using Eq. (48).

In order to take into account scatterer displacements, we just have to redo the same computation after moving the scatterers by a distance $d$ in arbitrary directions. Then we have access to $\tilde{E}(r, \omega)$. An average over several disorder configurations allows to estimate the correlation function

$$C_{CD}(r, \omega) = \frac{\langle E(r, \omega) \tilde{E}^*(r, \omega) \rangle}{\langle E(r, \omega) \tilde{E}^*(r, \omega) \rangle} \quad (52)$$

where the subscript CD means “Coupled Dipoles”.
2. Non-linear regime

The second harmonic regime is still considered through the standard perturbative approach. This means that the coupled-dipole equations write

\[ E_i(2\omega) = \frac{\beta}{\alpha(2\omega)} E_i(\omega)^2 + k_0^2 \alpha(2\omega) \sum_{j=1}^{N} G_0(r_i - r_j, 2\omega) E_j(2\omega), \]  

\[ E(r, 2\omega) = k_0^2 \alpha(2\omega) \sum_{j=1}^{N} G_0(r - r_j, 2\omega) E_j(2\omega) \]  

where \( \beta \) can be seen as a second harmonic polarizability. This set of equations is solved using the results of the linear case and following exactly the same steps. This leads to an estimate of the correlation function

\[ C_{CD}(r, 2\omega) = \frac{\langle E(r, 2\omega) E^*(r, 2\omega) \rangle}{\langle E(r, 2\omega) E^*(r, 2\omega) \rangle}. \]  

B. Monte Carlo scheme

In order to solve the set of transport equations, we have performed Monte Carlo simulations. For a cloud of uncorrelated point dipoles lying in a 2D dilute medium and considering TE waves, the parameters are given by

\[ \ell_s(\omega) = \frac{1}{\rho \sigma_s(\omega)} \quad \text{where} \quad \sigma_s(\omega) = \frac{k_0^3}{4} |\alpha(\omega)|^2, \]  

\[ \rho(u, u', \omega) = \frac{1}{2\pi}, \quad p_{SHG}(u, u', u'', \omega) = \frac{1}{4\pi^2} \]  

and

\[ f(r, \Delta) = \frac{\delta(\Delta - d)}{2\pi \Delta}. \]  

\( \rho \) being the density of scatterers. Two different Monte Carlo simulations are done. The first one solves Eq. (50). This is a fully standard Monte Carlo scheme except that we have to multiply the energy quanta of the random walk packets by \( g(r, u, u', \omega) \) at each scattering event in order to take into account the decorrelation process. At the end, we have access to a map of the specific intensity \( \tilde{I}(r, u, \omega) \) which is used to compute the correlation function

\[ C_{MC}(r, \omega) = \frac{\int \tilde{I}(r, u, \omega) du}{\int \tilde{I}(r, u, \omega) du}, \]  

where the subscript MC means “Monte Carlo”. The second Monte Carlo simulation is used to solve Eq. (45) and is similar to the first one except that the source term is given by the SHG process [last term of Eq. (45)]. At the end, we have access to the specific intensity \( \tilde{I}(r, u, 2\omega) \) which gives the correlation function

\[ C_{MC}(r, 2\omega) = \frac{\int \tilde{I}(r, u, 2\omega) du}{\int \tilde{I}(r, u, 2\omega) du}. \]  

C. Numerical result comparison

To make comparisons between the couple-dipole formalism and the Monte Carlo simulations, we consider a slab geometry of thickness \( L \) illuminated by a plane-wave at normal incidence as represented in Fig. 4(b). However this very simple model have to be slightly adapted in the case of the coupled-dipole simulation which is detailed in Fig. 4(a). Indeed, the finite number of scatterers imposes a finite transverse size \( D \). Moreover, in order to avoid diffraction effects at the transverse boundaries, we choose to illuminate the medium by a gaussian beam of waist \( w \). We choose \( D \gg \{L, w\} \) and \( w \gg \{L, \lambda\} \). The speckle correlation functions are computed just behind the slab, at a distance \( r \) from the interface and average along a transverse distance \( a \) in the case of the coupled dipole simulation. In the case of the Monte Carlo simulation, we consider the full transmitted specific intensity.
FIG. 4. 2D slab geometry considered to validate the transport approach. (a) Scattering rectangle used in the coupled-dipole simulation. We have \( D \gg \{L, w\} \) to mimic a slab geometry. We have \( w \gg \{L, \lambda\} \) to capture several speckle grains in order to improve the statistical convergence. We have also \( r > \lambda \) to avoid near-field interaction close to the interface. (b) Infinite scattering slab used in the Monte Carlo simulation. Since the \textit{ab initio} computation is done using point dipoles, the standard phase function \( p \) as well as the SHG phase function \( p_{\text{SHG}} \) are chosen to be isotropic (\( g = 0 \)).

We have tested several sets of parameters, each of them giving rise to a very good agreement between the results of both numerical approaches. This proves that the theoretical model is accurate and that the diagram considered for the second harmonic correlation function is the leading term. As an example, we show in Fig. 5 the results for an optical thickness \( b = L/\ell_s = 2 \) for both the linear and second harmonic beams.

IV. DIFFUSION LIMIT

This section is dedicated to obtaining analytical expressions of the correlation functions in the diffusion limit. We consider a 3D slab geometry of thickness \( L \) illuminated by a plane-wave at normal incidence. This implies that all physical quantities will depend only on the depth \( z \) inside the medium. The diffusion approximation requires that \( L \gg \{\ell_t(\omega), \ell_t(2\omega)\} \), \( \ell_t \) being the transport mean-free path. We also assume that the displacement direction of the scatterers is isotropic which leads to

\[
f(\mathbf{r}, \Delta) = \frac{f(\Delta)}{4\pi \Delta^2}. \tag{61}
\]

A. Linear regime

We first consider the linear regime. Defining the absorption length \( \tilde{\ell}_a \) and the anisotropy factor \( \tilde{g} \) by

\[
\frac{1}{\tilde{\ell}_a(\omega)} = \frac{1}{\ell_e(\omega)} - \frac{1}{\ell_s(\omega)} = \frac{1}{\ell_s(\omega)} \left[ 1 - \int p(u \cdot u', \omega) g(u \cdot u', \omega) du' \right], \tag{62}
\]

\[
\tilde{g}(\omega) = \frac{1}{\ell_s(\omega)} \int \tilde{p}(u \cdot u', \omega) u \cdot u' du' = \frac{\int p(u \cdot u', \omega) g(u \cdot u', \omega) u \cdot u' du'}{\int p(u \cdot u', \omega) g(u \cdot u', \omega) du'}, \tag{63}
\]

we are back to the standard RTE with an absorption term. Thus we can apply the no less standard diffusion equation derivation in the framework of the P1-approximation \cite{6}. Since the diffusion equation is valid only for the diffuse part of the correlation function, we split it into its ballistic \((C_b)\) and diffuse \((C_d)\) components which gives

\[
C(r, \omega) = \langle E(r, \omega) \rangle \langle \tilde{E}^*(r, \omega) \rangle + \frac{\delta E(r, \omega) \delta \tilde{E}^*(r, \omega)}{C_b(r, \omega) + C_d(r, \omega)}. \tag{64}
\]
This splitting is similar to the one we perform usually on the average intensity. The ballistic component is given by

\[ C_b(z, \omega) = I_0 \exp \left[ -z / \ell_s(\omega) \right] \]  \hspace{1cm} (65)

and its diffuse counterpart reads

\[ \left[ -\frac{\tilde{\ell}_s(\omega) \tilde{\ell}_t(\omega)}{3} \frac{\partial^2}{\partial z^2} + \frac{\tilde{\ell}_s(\omega)}{\ell_a(\omega)} \right] C_d(z, \omega) = \frac{1}{1 - \tilde{g}(\omega)} C_b(z, \omega) \]  \hspace{1cm} (66)

where the transport mean-free path is given by

\[ \tilde{\ell}_t(\omega) = \frac{\tilde{\ell}_s(\omega)}{1 - \tilde{g}(\omega)}. \]  \hspace{1cm} (67)

The boundary conditions involve the standard extrapolation length \( \tilde{z}_0(\omega) = 2 \tilde{\ell}_t(\omega) / 3 \) and are given by

\[ C_d(z = 0, \omega) - \tilde{z}_0(\omega) \frac{\partial C_d(z = 0, \omega)}{\partial z} = -\frac{2\tilde{g}(\omega)}{1 - \tilde{g}(\omega)} C_b(z = 0, \omega), \]  \hspace{1cm} (68)

\[ C_d(z = L, \omega) + \tilde{z}_0(\omega) \frac{\partial C_d(z = L, \omega)}{\partial z} = \frac{2\tilde{g}(\omega)}{1 - \tilde{g}(\omega)} C_b(z = L, \omega). \]  \hspace{1cm} (69)

The resolution of this set of equations is straightforward. Using the fact that \( \ell_s \ll L \), an approximate solution is given by

\[ C_d(z, \omega) = \left[ -2 \frac{\tilde{g}(\omega)}{1 - \tilde{g}(\omega)} + 3 \left\{ 1 + \frac{\tilde{z}_0(\omega)}{\ell_s(\omega)} \right\} \right] I_0 \frac{\sinh[\kappa(\omega)(L - z)]}{\sinh[\kappa(\omega)L]} = 5I_0 \frac{\sinh[\kappa(\omega)(L - z)]}{\sinh[\kappa(\omega)L]} \]  \hspace{1cm} (70)

Thus, close to the output interface in transmission, the normalized correlation is given by

\[ C_d(z = L, \omega) = \frac{\kappa(\omega)L}{\sinh[\kappa(\omega)L]} \]  \hspace{1cm} (71)
with the boundary conditions

\[ \delta(C_d(z, \omega)\hat{\ell}_d(2\omega) + C_d(z, \omega)) = 0, \]

Equation (74) is the standard expression we usually obtain in the case of a large absorbing scattering medium except that the usual absorption term describes a decorrelation process here.

### B. Second harmonic regime

We now move to the second harmonic regime and we have to apply the standard diffusion equation derivation to the non-linear RTE given by Eq. (45). Since the goal of this section is to obtain analytical results, we have first to make an assumption on the specific intensity at frequency \( \omega \) that enters the source term in the non-linear RTE. Deeply inside the medium, we consider that its diffuse part is isotropic which gives

\[ \bar{I}(\mathbf{r}, \mathbf{u}, \omega) = C_b(z, \omega) \delta(\mathbf{u} - \mathbf{e}_z) + \frac{C_d(z, \omega)}{4\pi}. \]  

(73)

The correlation at 2\( \omega \) is still given by

\[ C(2\omega) = \langle E(2\omega) \rangle \left( \hat{E}^*(\mathbf{r}, 2\omega) \right) + \left( \delta E(2\omega) \delta \hat{E}^*(\mathbf{r}, 2\omega) \right) = C_b(2\omega) + C_d(2\omega). \]  

(74)

The ballistic component can be fully neglected. Indeed, it corresponds to a diagram where both SHG processes for the field and its conjugate take place on statistically independent positions. This implies that phase matching cannot be obtained and this term vanishes. Besides, it is important to note that this diagram in not taken into account in Eq. (45). In order to obtain a diffusion equation for the diffuse component, we first define the first and second moments of the SHG phase function by

\[ m_0(z, \omega) = \int S(z, \mathbf{u}, \omega) d\mathbf{u}, \quad m_1(z, \omega) = \int S(z, \mathbf{u}, \omega) \mathbf{u} \cdot \mathbf{e}_z d\mathbf{u} \]  

(75)

where \( S \) is the source term of the RTE at 2\( \omega \) given by

\[ S(z, \mathbf{u}, \omega) = \alpha \int p_{\text{SHG}}(\mathbf{u}, \mathbf{u}', \mathbf{u}''; \omega) g_{\text{SHG}}(\mathbf{u}, \mathbf{u}', \mathbf{u}''; \omega) \bar{I}(\mathbf{r}, \mathbf{u}', \omega) \bar{I}(\mathbf{r}, \mathbf{u}'', \omega) d\mathbf{u}' d\mathbf{u}'' \]  

(76)

Then, we obtain the diffusion equation for the diffuse component given by

\[ \left[ \frac{\hat{\ell}_s(2\omega)\hat{\ell}_s(2\omega)}{3} \frac{\partial^2}{\partial z^2} + \frac{\hat{\ell}_s(2\omega)}{\hat{\ell}_a(2\omega)} \right] C_d(z, 2\omega) = \hat{\ell}_s(2\omega) m_0(z, \omega) - \hat{\ell}_s(2\omega) \hat{\ell}_a(2\omega) \frac{\partial}{\partial z} m_1(z, \omega) \]  

(77)

with the boundary conditions

\[ C_d(z = 0, 2\omega) - \hat{\ell}_0(2\omega) \frac{\partial C_d(z = 0, 2\omega)}{\partial z} = - \frac{2\hat{\ell}_s(2\omega)m_1(z = 0, \omega)}{1 - \hat{g}(2\omega)}, \]

(78)

\[ C_d(z = L, 2\omega) + \hat{\ell}_0(2\omega) \frac{\partial C_d(z = L, 2\omega)}{\partial z} = \frac{2\hat{\ell}_s(2\omega)m_1(z = L, \omega)}{1 - \hat{g}(2\omega)}. \]  

(79)

Writing \( S \) is the form

\[ S(z, \mathbf{u}, \omega) = \alpha C_b(z, \omega)^2 \mathcal{A}(\mathbf{u}, \omega) + \frac{\alpha}{4\pi} C_b(z, \omega) C_d(z, \omega) \mathcal{B}(\mathbf{u}, \omega) + \frac{\alpha}{16\pi^2} C_d(z, \omega)^2 \mathcal{C}(\mathbf{u}, \omega) \]  

(80)

where

\[ \mathcal{A}(\mathbf{u}, \omega) = p_{\text{SHG}}(\mathbf{u}, \mathbf{e}_z, \mathbf{e}_z, \omega) g_{\text{SHG}}(\mathbf{u}, \mathbf{e}_z, \mathbf{e}_z, \omega), \]

(81)

\[ \mathcal{B}(\mathbf{u}, \omega) = \frac{1}{4\pi} \int p_{\text{SHG}}(\mathbf{u}, \mathbf{u}', \mathbf{e}_z, \omega) g_{\text{SHG}}(\mathbf{u}, \mathbf{u}', \mathbf{e}_z, \omega) \]

\[ + p_{\text{SHG}}(\mathbf{u}, \mathbf{e}_z, \mathbf{u}', \omega) g_{\text{SHG}}(\mathbf{u}, \mathbf{e}_z, \mathbf{u}', \omega) d\mathbf{u}', \]  

(82)

and

\[ \mathcal{C}(\mathbf{u}, \omega) = \frac{1}{16\pi^2} \int \int p_{\text{SHG}}(\mathbf{u}, \mathbf{u}', \mathbf{u}'', \omega) g_{\text{SHG}}(\mathbf{u}, \mathbf{u}', \mathbf{u}'', \omega) d\mathbf{u}' d\mathbf{u}'', \]  

(83)
we get
\[ m_0(z, \omega) = \alpha \left[ C_b(z, \omega)^2 A_0(\omega) + \frac{1}{4\pi} C_b(z, \omega) C_d(z, \omega) B_0(\omega) + \frac{1}{16\pi^2} C_d(z, \omega)^2 C_0(\omega) \right] \]  
(84)
and
\[ m_1(z, \omega) = \alpha \left[ C_b(z, \omega)^2 A_1(\omega) + \frac{1}{4\pi} C_b(z, \omega) C_d(z, \omega) B_1(\omega) + \frac{1}{16\pi^2} C_d(z, \omega)^2 C_1(\omega) \right] \]  
(85)
with
\[ X_0(\omega) = \int X(u, \omega) \, du, \quad X_1(\omega) = \int X(u, \omega) u \cdot e_z \, du, \]  
(86)
where \( X = A, B, C \). Since we consider that the diffusive regime is valid, we neglect in the following the ballistic component \( C_b \). Thus \( A \sim 0 \) and \( B \sim 0 \). Moreover \( C \) is of the form
\[ C(u, \omega) = \frac{1}{16\pi^2} \iint F(6 - 4u \cdot u' - 4u \cdot u'' + 2u' \cdot u'') \, du' \, du'' \]  
(87)
which implies that \( C \) is independent of \( u \). This leads to \( C_1 = 0 \). Finally, only \( C_0 \) is non-zero. In order to have its expression, we note that
\[ C_d(z, \omega)^2 = \frac{25I_0^2}{2 \sinh |\kappa(\omega)L|^2} \left[ e^{2\kappa(\omega)(L-z)} + e^{-2\kappa(\omega)(L-z)} - 2 \right]. \]  
(88)
Thus the diffusion equation becomes
\[ \left[ -\frac{\tilde{\ell}_a(2\omega)}{3} \frac{\partial^2}{\partial z^2} + \frac{\tilde{\ell}_a(2\omega)}{\ell_a(2\omega)} \right] C_d(z, 2\omega) = \frac{25I_0^2 \tilde{\ell}_a(2\omega) \alpha C_0(\omega)}{32\pi^2 \sinh |\kappa(\omega)L|^2} \left[ e^{2\kappa(\omega)(L-z)} + e^{-2\kappa(\omega)(L-z)} - 2 \right] \]  
(89)
with the boundary conditions
\[ C_d(z = 0, 2\omega) - \tilde{z}_0(2\omega) \frac{\partial C_d}{\partial z}(z = 0, 2\omega) = 0, \]  
(90)
\[ C_d(z = L, 2\omega) + \tilde{z}_0(2\omega) \frac{\partial C_d}{\partial z}(z = L, 2\omega) = 0. \]  
(91)
The resolution of this set of equations is still straightforward and we get
\[ C_d(z = L, 2\omega) = \frac{6D(\omega)}{\kappa(2\omega) L \sinh |\kappa(\omega)L|^2 \sinh |\kappa(2\omega)L|} \frac{\kappa(2\omega)^2 \left\{ 1 - \cosh |2\kappa(\omega)L| \right\} - 4\kappa(\omega)^2 \left\{ 1 - \cosh |\kappa(2\omega)L| \right\}}{\kappa(2\omega)^2 - 4\kappa(\omega)^2} \]  
(92)
where
\[ D(\omega) = \int p_{\text{SHG}}(u, u', u'', \omega) g_{\text{SHG}}(u, u', u'', \omega) \, du u' u''. \]  
(93)
In this expression, we have defined
\[ \kappa(2\omega) = \sqrt{\frac{3}{\tilde{\ell}_a(2\omega) \ell_a(2\omega)}}. \]  
(94)
In the particular case where \( \kappa(2\omega) = 2\kappa(\omega) \), we obtain
\[ C_d(z = L, 2\omega) = \frac{3D(\omega)}{\sinh |\kappa(\omega)L|} \left[ \frac{1}{\sinh |\kappa(\omega)L|} - \frac{1}{\kappa(\omega)L \cosh |\kappa(\omega)L|} \right]. \]  
(95)
C. Comparison to Monte Carlo simulations

In order to check the validity of Eqs. (71) and (92), we have performed Monte Carlo simulations in the particular case of a constant displacement amplitude $d$ such that $k_0d \ll 1$ and $f(\Delta) = \delta(\Delta - d)$. This gives

$$\kappa(\omega)L = b(\omega)k_0d, \quad \kappa(2\omega)L = 2b(2\omega)k_0d$$

and

$$\mathcal{D}(\omega) = \frac{1}{8\pi} \int_{\phi=0}^{2\pi} \int_{\mu=-1}^{1} \int_{\mu'=-1}^{1} \text{sinc} \left[ k_0d \sqrt{6 - 4\mu - 4\mu' + 2\mu\mu' + 2\sqrt{1 - \mu^2} \sqrt{1 - \mu'^2} \cos \phi} \right] d\mu d\mu' d\phi.$$ 

An example of the results obtained is reported in Fig. 6 for $b(\omega) = b(2\omega) = 40$, $g(\omega) = 0.31$ and $g(2\omega) = 0.75$. The disorder correlation is given by $k_0\ell = 1$. A good agreement is obtained.

![Graph showing comparison of correlation functions](image)

FIG. 6. Comparison of the correlation functions obtained using the Monte Carlo scheme ($C_{\text{MC}}$) and diffusion approximation ($C_d$) for the linear ($\omega$) and second harmonic ($2\omega$) beams as a function of the normalized displacement distance $k_0d$. The parameters are $b(\omega) = b(2\omega) = 40$, $g(\omega) = 0.31$, $g(2\omega) = 0.75$ and $k_0\ell = 1$. $N_p = 28 \times 10^6$ random walk packets are used for the Monte Carlo schemes.
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