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Abstract

A supervised learning problem is to find a function in a hypothesis function space given values on isolated data points. Inspired by the frequency principle in neural networks, we propose a Fourier-domain variational formulation for supervised learning problem. This formulation circumvents the difficulty of imposing the constraints of given values on isolated data points in continuum modelling. Under a necessary and sufficient condition within our unified framework, we establish the well-posedness of the Fourier-domain variational problem, by showing a critical exponent depending on the data dimension. In practice, a neural network can be a convenient way to implement our formulation, which automatically satisfies the well-posedness condition.
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1. Introduction

Supervised learning is ubiquitous. In a supervised learning problem, the goal is to find a function in a hypothesis function space given values on isolated data points with labels. In practice, Deep neural network (DNN), although with limit understanding, has been a powerful method. A series of works provide a good explanation for the good generalization of DNNs by showing a Frequency Principle (F-Principle), i.e., a DNN tends to learn a target function from low to high frequencies during the training (Xu et al., 2019, 2020; Rahaman et al., 2019). The F-Principle shows a low-frequency bias of DNNs when fitting a given data set. In the neural tangent kernel regime (Jacot et al., 2018; Lee et al., 2019), later works show that the long-time training solution of a wide two-layer neural network is equivalent to the solution of a constrained Fourier-domain variational problem (Zhang et al., 2019; Luo et al., 2020).

Inspired by above works about the F-Principle, in this paper, we propose a general Fourier-domain variational formulation for supervised learning problem and study its well-posedness. In continuum modelling, it is often difficult to impose the constraint of given values on isolated data points in a function space without sufficient regularity, e.g., a $L^p$ space. We circumvent this difficulty by regarding the Fourier-domain variation as the primal problem and the constraint of isolated data points is imposed through a linear operator. Under a necessary and sufficient condition within...
our unified framework, we establish the well-posedness of the Fourier-domain variational problem. We show that the well-posedness depends on a critical exponent, which equals to the data dimension. This is a stark difference compared with a traditional partial differential equation (PDE) problem. For example, in a boundary value problem of any PDE in a $d$-dimensional domain, the boundary data should be prescribed on the $(d-1)$-dimensional boundary of the domain, where the dimension $d$ plays an important role. However, in a well-posed supervised learning problem, the constraint is always on isolated points, which are 0-dimensional independent of $d$, while the model has to satisfy a well-posedness condition depending on the dimension. In practice, a neural network can be a convenient way to implement our formulation, which automatically satisfies the well-posedness condition. With a clear understanding of its posedness, the Fourier-domain variational formulation also provides insight for designing methods for supervised learning problems.

The rest of the paper is organized as follows. Section 2 shows some related work. In section 3, we propose a Fourier-domain variational formulation for supervised learning problems. The necessary and sufficient condition for the well-posedness of our model is presented in section 4. Section 5 is devoted to the numerical demonstration in which we solve the Fourier-domain variational problem using band-limited functions. Finally, we present a short conclusion and discussion in section 6.

2. Related Works

Our work, as a modelling for supervised learning, is related to the point cloud interpolation problem which belongs to semi-supervised learning. One of the most widely used methods for the point cloud problems is the 2-Laplacian method (Zhu et al., 2003), which is an approach based on a Gaussian random field and weighted graph model. But it has been observed (El Alaoui et al., 2016; Nadler et al., 2009) that when the number of unlabeled data point is large, the graph Laplacian method is usually ill-posed. A new weighted Laplace method was proposed to overcome this shortcoming of the original 2-Laplacian method (Shi et al., 2017). Calder and Slepev (2019) further considered a way to correctly set the weights in Laplacian regularization with a exponent $\alpha > d$ and proved the well-posedness of the corresponding continuum model in the large-sample limit. We remark that our continuum model is proposed for the case of finite number of data points, i.e., $n < +\infty$, not the large-sample limit case.

From extensive synthetic and realistic datasets, frequency principle is proposed to characterize the training process of deep neural networks (Xu et al., 2019; Rahaman et al., 2019; Xu et al., 2020). A series of theoretical works subsequently show that frequency principle holds in different settings, for example, a non-NTK (neural tangent kernel) regime with infinite samples (Luo et al., 2019) and the NTK regime with finite samples (Zhang et al., 2019; Bordelon et al., 2020; Luo et al., 2020) or infinite samples (Cao et al., 2019; Ronen et al., 2019). E et al. (2020) show that the integral equation would naturally leads to the frequency principle. The frequency principle inspires the design of deep neural networks to fast learn a function with high frequency (Liu et al., 2020; Wang et al., 2020b; Jagtap et al., 2020; Cai et al., 2019; Biland et al., 2020; Li et al., 2020; Wang et al., 2020a).

3. Fourier-domain Variational Problem for Supervised Learning

3.1. Motivation: Linear Frequency Principle

In the following, we consider the regression problem of fitting a target function $f \in C_0(\mathbb{R}^d)$. Clearly, $f \in L^2(\mathbb{R}^d)$. Specifically, we use a DNN, $h_{\text{DNN}}(x, \theta(t))$, to fit the training dataset
\{(x_i, y_i)\}_{i=1}^{n} of n sample points, where \(x_i \in \mathbb{R}^d\), \(y_i = f(x_i)\) for each \(i\). For the convenience of notation, we denote \(X = (x_1, \ldots, x_n)^T\), \(Y = (y_1, \ldots, y_n)^T\). It has been shown in (Jacot et al., 2018; Lee et al., 2019) that, if the number of neurons in each hidden layer is sufficiently large, then \(\|\theta(t) - \theta(0)\| \ll 1\) for any \(t \geq 0\). In such cases, the following function

\[ h(x, \theta) = h_{\text{DNN}}(x, \theta_0) + \nabla_{\theta} h_{\text{DNN}}(x, \theta_0) \cdot (\theta - \theta_0), \]

is a very good approximation of DNN output \(h_{\text{DNN}}(x, \theta(t))\) with \(\theta(0) = \theta_0\). Note that, we have the following requirement for \(h_{\text{DNN}}\) which is easily satisfied for common DNNs: for any \(\theta \in \mathbb{R}^m\), there exists a weak derivative of \(h_{\text{DNN}}(\cdot, \theta_0)\) with respect to \(\theta\) satisfying \(\nabla_{\theta} h_{\text{DNN}}(\cdot, \theta_0) \in L^2(\mathbb{R}^d)\).

Inspired by the F-Principle and the linear dynamics in the kernel regime, (Zhang et al., 2019; Luo et al., 2020) derived a Linear F-Principle (LFP) dynamics to effectively study the training dynamics of a two-layer ReLU NN with the mean square loss in the large width limit. Up to a multiplicative constant in the time scale, the gradient descent dynamics of a sufficiently wide two-layer NN is approximated by

\[ \frac{\partial_t F[u](\xi, t)}{\partial t} = - (\gamma(\xi))^2 F[u_{\rho}](\xi), \]

where \(u(x, t) = h(x, t) - h_{\text{target}}(x), u_{\rho}(x) = u(x, t)\rho(x)\). We follow this work and further assume that \(\rho(x) = \frac{1}{n} \sum_{i=1}^{n} \delta(x - x_i)\), accounting for the real case of a finite training dataset \(\{(x_i, y_i)\}_{i=1}^{n}\), and

\[ (\gamma(\xi))^2 = \mathbb{E}_{\alpha(0), x(0)} \left[ \frac{r(0)^3}{16\pi^4 \|\xi\|^{d+3}} + \frac{\alpha(0)^2 r(0)}{4\pi^2 \|\xi\|^{d+1}} \right], \]

where \(r(0) = \|w(0)\|\) and the two-layer ReLU NN parameters at initial \(\alpha(0)\) and \(w(0)\) are random variables with certain given distribution. In this work, for any function \(g\) defined on \(\mathbb{R}^d\), we use the following convention of the Fourier transform and its inverse:

\[ F[g](\xi) = \int_{\mathbb{R}^d} g(x)e^{-2\pi i \xi^T x} \, dx, \quad g(x) = \int_{\mathbb{R}^d} F[g](\xi)e^{2\pi i x^T \xi} \, d\xi. \]

Different from \(F[u](\xi, t)\) on the left hand side, the formula on the right hand side reads as

\[ F[u_{\rho}](\xi, t) = F[u(\cdot, t)\rho(\cdot)](\xi, t) = \frac{1}{n} \sum_{i=1}^{n} (h(\cdot, \theta(t)) - y_i) \delta(\cdot - x_i)(\xi, t), \]

which incorporates the information of the training dataset. The solution of the LFP model (1) is equivalent to that of the following optimization problem in a proper hypothesis space \(F_\gamma\),

\[ \min_{h-h_{\text{ini}} \in F_\gamma} \int_{\mathbb{R}^d} (\gamma(\xi))^2 |F[h](\xi) - F[h_{\text{ini}}](\xi)|^2 \, d\xi, \]

subject to constraints \(h(x_i) = y_i\) for \(i = 1, \ldots, n\). The weight \((\gamma(\xi))^2\) grows as the frequency \(\xi\) increases, which means that a large penalty is imposed on the high frequency part of \(h(x) - h_{\text{ini}}(x)\). As we can see, a random non-zero initial output of DNN leads to a specific type of generalization error. To eliminate this error, we use DNNs with an antisymmetrical initialization (ASI) trick (Zhang et al., 2020), which guarantees \(h_{\text{ini}}(x) = 0\). Then the final output \(h(x)\) is dominated by low frequency, and the DNN model possesses a good generalization.
3.2. Fourier-domain Variational Formulation

Inspired by the variational formulation of LFP model, we propose a new continuum model for the supervised learning. This is a variational problem with a parameter $\alpha > 0$ to be determined later:

$$\min_{h \in \mathcal{H}} Q_\alpha[h] = \int_{\mathbb{R}^d} \langle \xi \rangle^\alpha |\mathcal{F}[h](\xi)|^2 \, d\xi,$$

subject to

$$h(x_i) = y_i, \quad i = 1, \ldots, n,$$  \hspace{1cm} (3)

where $\langle \xi \rangle = (1 + \|\xi\|^2)^{\frac{1}{2}}$ is the “Japanese bracket” of $\xi$ and $\mathcal{H} = \{h(x)| \int_{\mathbb{R}^d} \langle \xi \rangle^\alpha |\mathcal{F}[h](\xi)|^2 \, d\xi < \infty \}$. Note that in the spatial domain, the evaluation on $n$ known data points is meaningless in the sense of $L^2$ functions. Therefore, we consider the problem in the frequency domain and define a linear operator $\mathcal{P}_X : L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d) \rightarrow \mathbb{R}^n$ for the given sample set $X$ to transform the original constraints into the ones in the Fourier domain: $\mathcal{P}_X \phi = Y$. More precisely, we define for $\phi \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$

$$\mathcal{P}_X \phi := \left( \int_{\mathbb{R}^d} \phi(\xi)e^{2\pi i \xi \cdot x_1} \, d\xi, \ldots, \int_{\mathbb{R}^d} \phi(\xi)e^{2\pi i \xi \cdot x_n} \, d\xi \right)^T.$$  \hspace{1cm} (4)

The admissible function class reads as

$$\mathcal{A}_{X,Y} = \{ \phi \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d) \mid \mathcal{P}_X \phi = Y \}.$$  \hspace{1cm}

Notice that $\|\mathcal{F}^{-1}[\phi]\|_{H^\alpha_2} = (\int_{\mathbb{R}^d} \langle \xi \rangle^\alpha |\phi(\xi)|^2 \, d\xi)^{\frac{1}{2}}$ is a Sobolev norm, which characterizes the regularity of the final output function $h(x) = \mathcal{F}^{-1}[\phi](x)$. The larger the exponent $\alpha$ is, the better the regularity becomes.

For example, when $d = 1$ and $\alpha = 2$, by Parseval’s theorem,

$$\|u\|_{H^2_1}^2 = \int_{\mathbb{R}} (1 + |\xi|^2) |\mathcal{F}[u](\xi)|^2 \, d\xi = \int_{\mathbb{R}} u^2 + \frac{1}{4\pi^2} |\nabla u|^2 \, dx.$$  \hspace{1cm}

Accordingly, the Fourier-domain variational problem reads as a standard variational problem in spatial domain. This is true for any quadratic Fourier-domain variational problem, but of course our Fourier-domain variational formulation is not necessarily being quadratic. The details for general cases (non-quadratic ones) are left to future work. For the quadratic setting with exponent $\alpha$, i.e., Problem (2), it is roughly equivalent to the following spatial-domain variational problem:

$$\min \int_{\mathbb{R}^d} (u^2 + |\nabla^\frac{\alpha}{2} u|^2) \, dx.$$  \hspace{1cm}

This is clear for integer $\alpha/2$, while fractional derivatives are required for non-integer $\alpha/2$.

Back to our problem, after the above transformation, our goal is transformed into studying the following Fourier-domain variational problem,

**Problem 1** Find a minimizer $\phi^*$ in $\mathcal{A}_{X,Y}$ such that

$$\phi^* \in \arg \min_{\phi \in \mathcal{A}_{X,Y}} \|\mathcal{F}^{-1}[\phi]\|_{H^\alpha_2}^2.$$

(5)
This formulation is novel in the following two aspects:
1. We regard $F[h]$ as the primal solution.
2. The evaluation on the sample points $x_i$’s are imposed by the linear operator $P_X$.

Now we explain the importance of these new viewpoints for our task.

Traditionally, we all considered the problem in $x - y$ space, the spatial domain. Recently, by the understanding of F-Principle (Xu et al., 2019, 2020; Luo et al., 2020; Zhang et al., 2019), we believe that if DNN is used to fit the data, it is more natural to consider the problem in the frequency domain. In particular, the functions defined on Fourier domain are assumed to be primal. And our variational problem is asked for such functions.

We remark that the operator $P_X$ is the inverse Fourier transform with evaluations on sample points $X$. Actually, the linear operator $P_X$ projects a function defined on $\mathbb{R}^d$ to a function defined on a 0-dimensional manifold $X$. Just like the (linear) trace operator $T$ in a Sobolev space projects a function defined on $d$-dimensional manifold into a function defined on $(d-1)$-dimensional boundary manifold. Note that the only function space over the 0-dimensional manifold $X$ is the $n$-dimensional vector space $\mathbb{R}^n$, where $n$ is the number of data points, while any Sobolev (or Besov) space over $d$-dimensional manifold ($d \geq 1$) is an infinite dimensional vector space.

4. Existence and Non-existence of Fourier-domain Variational Problems

In this section, we consider the existence/non-existence dichotomy to Problem 1. In subsection 4.1, we prove that there is no solution to the Problem 1 in subcritical case $\alpha < d$. The supercritical case $\alpha > d$ will be investigated in subsection 4.2, where we prove the optimal function is a continuous and nontrivial solution. All proof of propositions and theorems in this section can be found in Appendix.

4.1. Subcritical Case: $\alpha < d$

In order to prove the nonexistence of the solution to the Problem 1 in $\alpha < d$ case, at first we need to find a class of functions that make the norm tend to zero. Let $\psi_\sigma(\xi) = (2\pi)^{-\frac{d}{2}} \sigma^d e^{-\frac{\|\xi\|^2}{2\sigma^2}}$, then by direct calculation, we have $F^{-1}[\psi_\sigma](x) = e^{-\frac{|x|^2}{2\sigma^2}}$. For $\alpha < d$ the following proposition shows that the norm $\|F^{-1}[\psi_\sigma]\|_{H^{\frac{\alpha}{2}}}^2$ can be sufficiently small as $\sigma \to 0$.

**Proposition 1 (critical exponent)** For any input dimension $d$, we have

$$\lim_{\sigma \to 0} \|F^{-1}[\psi_\sigma]\|_{H^{\frac{\alpha}{2}}}^2 = \begin{cases} 0, & \alpha < d, \\ C_d, & \alpha = d, \\ \infty, & \alpha > d. \end{cases}$$

Here the constant $C_d = \frac{1}{2} (d-1)! (2\pi)^{-d} 2^{d/2} \Gamma(d/2)$ only depends on the dimension $d$.

**Remark 1** The function $F^{-1}[\psi]$ can be any function in the Schwartz space, not necessarily Gaussian. Proposition 1 still holds with (possibly) different $C_d$.

For every small $\sigma$, we can use $n$ rapidly decreasing functions $F^{-1}[\psi_\sigma](x - x_i)$ to construct the solution $F^{-1}[\phi_\sigma](x)$ of the supervised learning problem. However, according to Proposition 1, when the parameter $\sigma$ tends to 0, the limit is the zero function in the sense of $L^2(\mathbb{R}^d)$. Therefore we have the following theorem:
Theorem 1 (non-existence) Suppose that \( Y \neq 0 \). For \( \alpha < d \), there is no function \( \phi^* \in \mathcal{A}_{X,Y} \) satisfying
\[
\phi^* \in \arg \min_{\phi \in \mathcal{A}_{X,Y}} \| \mathcal{F}^{-1}[\phi] \|_{H^\alpha}^2.
\]
In other words, there is no solution to the Problem 1.

4.2. Supercritical Case: \( \alpha > d \)

In this section, we provide a theorem to establish the existence of the minimizer for Problem 1 in the case of \( \alpha > d \).

Theorem 2 (existence) For \( \alpha > d \), there exists \( \phi^* \in \mathcal{A}_{X,Y} \) satisfying
\[
\phi^* \in \arg \min_{\phi \in \mathcal{A}_{X,Y}} \| \mathcal{F}^{-1}[\phi] \|_{H^\alpha}^2.
\]
In other words, there exists a solution to the Problem 1.

Remark 2 Note that, according to the Sobolev embedding theorem (Adams and Fournier, 2003; Evans, 1999), the minimizer in Theorem 2 has smoothness index no less than \( \frac{\alpha - d}{2} \).

5. Numerical Results

In this section, we illustrate our results by solving Fourier-domain variational problems numerically. We use uniform mesh in frequency domain with mesh size \( \Delta \xi \) and band limit \( M \Delta \xi \). In this discrete setting, the considered space becomes \( \mathbb{R}^{(2M)^d} \). We emphasize that the numerical solution with this setup always exists even for the subcritical case which corresponds to the non-existence theorem. However, as we will show later, the numerical solution is trivial in nature when \( \alpha < d \).

5.1. Special Case: One Data Point in One Dimension

To simplify the problem, we start with a single point \( X = 0 \in \mathbb{Z} \) with the label \( Y = 2 \). Denote \( \phi_j = \phi(\xi_j) \) for \( j \in \mathbb{Z} \). We also assume that the function \( \phi \) is an even function. Then according to the definition of \( \mathcal{P}_X \), we have the following problem:

Example 1 (Problem 1 with a particular discretization)

\[
\begin{align*}
\min_{\phi \in \mathbb{R}^M} & \quad \sum_{j=1}^{M} (1 + j^2 \Delta \xi^2)^{\frac{\alpha}{2}} |\phi_j|^2, \\
s.t. & \quad \sum_{j=1}^{M} \phi_j \Delta \xi = 1,
\end{align*}
\]

where we further assume \( \phi_0 = \phi(0) = 0 \). If we denote \( \phi = (\phi_1, \phi_2, \ldots, \phi_M)^T \), \( b = \frac{1}{\Delta \xi} \), \( A = (1, 1, \ldots, 1) \in \mathbb{R}^M \) and
\[
\Gamma = \frac{1}{\Delta \xi} \sqrt{\lambda} \left( \begin{array}{c} (1 + 1^2 \Delta \xi^2)^{\frac{\alpha}{2}} \\ (1 + 2^2 \Delta \xi^2)^{\frac{\alpha}{2}} \\ \vdots \\ (1 + M^2 \Delta \xi^2)^{\frac{\alpha}{2}} \end{array} \right),
\]

\[6\]
In fact this is a standard Tikhonov regularization (Tikhonov and Arsenin, 1977) also known as ridge regression problem with the Lagrange multiplier $\lambda$. The corresponding ridge regression problem is,

$$\min_{\phi} \| A\phi - b \|_2^2 + \| \Gamma \phi \|_2^2,$$

(9)

where we put $\lambda$ in the optimization term $\| \Gamma \phi \|_2^2$, instead of the constraint term $\| A\phi - b \|_2^2$. This problem admits an explicit and unique solution (Tikhonov and Arsenin, 1977),

$$\phi = (A^T A + \Gamma^T \Gamma)^{-1} A^T b.$$

(10)

Here we need to point out that the above method is also applicable to the case that the matrix $\Gamma$ is not diagonal.

Back to our problem, in order to obtain the explicit expression for the optimal $\phi$ we need the following relation between the solution of the ridge regression and the singular-value decomposition (SVD).

By denoting $\tilde{\Gamma} = I$ and

$$\tilde{A} = A \Gamma^{-1} = \frac{1}{\sqrt{\lambda}} \left( (1 + 1^2 \Delta \xi^2)^{\frac{2}{2}}, (1 + 2^2 \Delta \xi^2)^{\frac{2}{2}}, \ldots, (1 + M^2 \Delta \xi^2)^{\frac{2}{2}} \right),$$

where $I$ is the diagonal matrix, the optimal solution (10) can be written as

$$\phi = (\Gamma^T)^{-1} \left( \tilde{A}^T \tilde{A} + \tilde{I} \right)^{-1} \Gamma^{-1} A^T b = (\Gamma^T)^{-1} \left( \tilde{A}^T \tilde{A} + \tilde{I} \right)^{-1} \tilde{A}^T b = (\Gamma^T)^{-1} \tilde{\phi},$$

where $\tilde{\phi} = \left( \tilde{A}^T \tilde{A} + \tilde{I} \right)^{-1} \tilde{A}^T b$ is the solution of ridge regression with $\tilde{A}$ and $\tilde{\Gamma}$. In order to obtain the explicit expression for $\tilde{\phi}$ we need the following relation between the solution of the ridge regression and the singular-value decomposition (SVD).

**Lemma 1** If $\tilde{\Gamma} = I$, then this least-squares solution can be solved using SVD. Given the singular value decomposition

$$\tilde{A} = U \Sigma V^T,$$

with singular values $\sigma_i$, the Tikhonov regularized solution can be expressed as

$$\tilde{\phi} = V D U^T b,$$

where $D$ has diagonal values

$$D_{ii} = \frac{\sigma_i}{\sigma_i^2 + 1},$$

and is zero elsewhere.

**Proof** In fact, $\tilde{\phi} = (\tilde{A}^T \tilde{A} + \tilde{I}^T \tilde{I})^{-1} \tilde{A}^T b = V (\Sigma^T \Sigma + 1 I)^{-1} V^T \Sigma^T U^T b = V D U^T b$, which completes the proof.

Since $\tilde{A} \tilde{A}^T = \frac{1}{\lambda} \sum_{j=1}^{M} (1 + j^2 \Delta \xi^2)^{\frac{2}{2}}$, we have $\tilde{A} = U \Sigma V^T$ with

$$U = 1, \quad \Sigma = \frac{1}{\sqrt{\lambda}} \left( \sum_{j=1}^{M} (1 + j^2 \Delta \xi^2)^{-\frac{2}{2}} \right)^{\frac{1}{2}} := Z/\sqrt{\lambda},$$
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\[ V = \left( (1 + 1^2 \Delta \xi^2)^{-\frac{\alpha}{2}} / Z, (1 + 2^2 \Delta \xi^2)^{-\frac{\alpha}{2}} / Z, \ldots, (1 + M^2 \Delta \xi^2)^{-\frac{\alpha}{2}} / Z \right)^T. \]

Then we get the diagonal value
\[ D = \frac{Z}{\sqrt{\lambda} Z^2 / \lambda + 1}. \]

Therefore, by Lemma 1
\[ \tilde{\phi} = V D U b = \frac{1}{Z^2 / \lambda + 1} \left( (1 + 1^2 \Delta \xi^2)^{-\frac{\alpha}{2}}, (1 + 2^2 \Delta \xi^2)^{-\frac{\alpha}{2}}, \ldots, (1 + M^2 \Delta \xi^2)^{-\frac{\alpha}{2}} \right)^T b. \]

Finally, for the original optimal solution
\[ \phi = (\Gamma^T)^{-1} \tilde{\phi} = \frac{1}{(Z^2 + \lambda) \Delta \xi} \left( (1 + 1^2 \Delta \xi^2)^{-\frac{\alpha}{2}}, (1 + 2^2 \Delta \xi^2)^{-\frac{\alpha}{2}}, \ldots, (1 + M^2 \Delta \xi^2)^{-\frac{\alpha}{2}} \right)^T, \]

which means
\[ \phi_j = \frac{(1 + j^2 \Delta \xi^2)^{-\frac{\alpha}{2}}}{(Z^2 + \lambda) \Delta \xi}. \]

To derive the function in \( x \) space, say \( h(x) \) then
\[ h(x) = \frac{1}{(Z^2 + \lambda)} \sum_{j=-M}^{M} (1 + j^2 \Delta \xi^2)^{-\frac{\alpha}{2}} e^{2\pi ijx} \]
\[ = \frac{2}{(Z^2 + \lambda)} \sum_{j=1}^{M} (1 + j^2 \Delta \xi^2)^{-\frac{\alpha}{2}} \cos(2\pi jx). \quad (11) \]

Fig. 1 shows that for this special case with a large \( M \), \( h(x) \) is not an trivial function in \( \alpha > d \) case and degenerates to a trivial function in \( \alpha < d \) case.

5.2. General Case: \( n \) Points in \( d \) Dimension

Assume that we have \( n \) data points \( x_1, x_2, \ldots, x_n \in \mathbb{R}^d \) and each data point has \( d \) components:
\[ x_i = (x_{i1}, x_{i2}, \ldots, x_{id})^T \]
and denote the corresponding label as \((y_1, y_2, \ldots, y_n)^T\). For the sake of simplicity, we denote the vector \((j_1, j_2, \ldots, j_d)^T\) by \( J_{j_1 \ldots j_d} \). Then our problem becomes

**Example 2 (Problem 1 with general discretization)**

\[ \begin{align*}
\min_{\phi \in \mathbb{R}^{(2M)^d}} & \sum_{j_1, \ldots, j_d=-M}^{M} (1 + \|J_{j_1 \ldots j_d}\|^2 \Delta \xi^2)^{-\frac{\alpha}{2}} |\phi_{j_1 \ldots j_d}|^2, \\
\text{s.t.} & \sum_{j_1, \ldots, j_d=-M}^{M} \phi_{j_1 \ldots j_d} e^{2\pi i \Delta \xi J_{j_1 \ldots j_d} x_k} = y_k, \quad k = 1, 2, \ldots, d
\end{align*} \]
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The calculation of this example can be completed by the method analogous to the one used in subsection 5.1. Let

\[ A_j = \left( e^{2\pi i \Delta \xi J_j} \cdots e^{2\pi i \Delta \xi J_{1\,j_2 \ldots j_d}} x_j \right)^\top, \quad j = 1, 2, \ldots, n, \]  

(14)

\[ A = (A_1, A_2, \ldots, A_n)^\top \in \mathbb{R}^{n \times (2M)^d}, \quad b = (y_1, y_2, \ldots, y_n)^\top \in \mathbb{R}^{n \times 1}, \]  

(15)

\[ \Gamma = \lambda \begin{pmatrix} \ddots & (1 + \|J_{j_1, j_2 \ldots j_d}\|^2 \Delta \xi^2) \frac{\alpha}{\pi} & \ddots \\ & \ddots & \ddots \\ & & \ddots \end{pmatrix} \in \mathbb{R}^{(2M)^d \times (2M)^d}. \]  

(16)

We just need to solve the following equation:

\[ \phi = (A^\top A + \Gamma^\top \Gamma)^{-1} A^\top b. \]  

(17)

Then we can get the output function \( h(x) \) by using inverse Fourier transform:

\[ h(x) = \sum_{j_1, \ldots, j_d = -M}^M \phi_{j_1 \ldots j_d} e^{2\pi i \Delta \xi J_{j_1 \ldots j_d} x}. \]  

(18)

Since the size of the matrix is too large, it is difficult to solve \( \phi \) by an explicit calculation. Thus we choose special \( n, d \) and \( M \) and show that \( h(x) \) is not a trivial solution (non-zero function).

In our experiment, we set the hyper-parameter \( M, \alpha, \lambda, \Delta \xi \) in advance. We set \( \lambda = 0.5, \Delta \xi = 0.01 \) in 1-dimensional case and \( \lambda = 0.2, \Delta \xi = 0.1 \) in 2-dimensional case. We select two data points \( \{-0.5, 0.9\}, \{0.5, 0.9\} \) as the given points in 1-dimensional case and four points as given points in 2-dimensional case whose second coordinates are 0.5 so that it is convenient to observe the phenomenon. At first, we use formula (14), (15) and (16) to calculate matrix \( A, \Gamma \) and vector \( b \).
Then from the equation (17) we can deduce vector $\phi$. The final output function $h(x)$ is obtained by inverse discrete Fourier transform (18).

In Fig.2, we set $\alpha = 10$ in both cases to ensure $\alpha > d$ and change the band limit $M$. We observe that as $M$ increases, the fitting curve converges to a non-trivial curve. In Fig.3, we set $M = 1000$ in 1-dimensional case and $M = 100$ in 2-dimensional case. By changing exponent $\alpha$, we can see in all cases, the fitting curves are non-trivial when $\alpha > d$, but degenerate when $\alpha < d$.

6. Conclusion

In this paper, we study the supervised learning problem by proposing a Fourier-domain variational formulation motivated by the frequency principle in deep learning. We establish the sufficient and necessary conditions for the well-posedness of the Fourier-domain variational problem, followed by numerical demonstration.

Our Fourier-domain variational formulation provides a novel viewpoint for modelling machine learning problem, that is, imposing more constraints, e.g., higher regularity, on the model rather than the data (always isolated points in practice) can give us the well-posedness as dimension of the problem increases. This is different from the modelling in physics and traditional point cloud problems, in which the model is independent of dimension in general. Our work suggests a potential approach of algorithm design by considering a dimension-dependent model for data modelling.

In contrast to the natural sciences, where models are usually derived from fundamental physical laws, in data science, the story may be totally different: we may propose mathematical models based on the algorithms of great practical success like DNNs. Afterwards, the continuum formulation and its mathematical validation can be analyzed. This seems to be a new scientific paradigm, along which our work plays a role as one step.
Fourier-domain Variational Formulation for Supervised Learning

![Graphs showing fitting data points in different dimensions with different exponent α's.](image)

Figure 3: Fitting data points in different dimensions with different exponent α’s. We observe that with a proper $M$, the function $h(x)$ is not a trivial function for $\alpha > d$ case and degenerates to a trivial function for $\alpha > d$ case.
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Appendix A. Lemma 2

Lemma 2  Let the function $\psi_\sigma(\xi) = (2\pi)^d \sigma^d e^{-2\pi^2 \sigma^2 \|\xi\|^2}$, $\xi \in \mathbb{R}^d$. We have

$$\lim_{\sigma \to 0} \int_{\mathbb{R}^d} \|\xi\|^{\alpha} |\psi_\sigma(\xi)|^2 \, d\xi = \begin{cases} 
0, & \alpha < d, \\
C_d, & \alpha = d, \\
\infty, & \alpha > d. 
\end{cases}$$

(19)

Here the constant $C_d = \frac{1}{2} (d-1)! (2\pi)^{-d} \frac{2\pi^{d/2}}{\Gamma(d/2)}$ only depends on the dimension $d$.

Proof  In fact,

$$\lim_{\sigma \to 0} \int_{\mathbb{R}^d} \|\xi\|^{\alpha} |\psi_\sigma(\xi)|^2 \, d\xi = \lim_{\sigma \to 0} \int_{\mathbb{R}^d} \|\sigma \xi\|^{\alpha} (2\pi)^d \sigma^{2d} e^{-4\pi^2 \sigma^2 \|\sigma \xi\|^2} \, d\xi$$

$$= \lim_{\sigma \to 0} (2\pi)^d \sigma^{d-\alpha} \int_{\mathbb{R}^d} \|\sigma \xi\|^{\alpha} e^{-4\pi^2 \|\sigma \xi\|^2} \, d(\sigma \xi)$$

$$= \lim_{\sigma \to 0} (2\pi)^d \sigma^{d-\alpha} \int_0^\infty r^{\alpha+d-1} e^{-4\pi^2 r^2} \, dr \cdot \omega_d,$$

where $\omega_d = \frac{2\pi^{d/2}}{\Gamma(d/2)}$ is the surface area of a unit $(d-1)$-sphere.

Notice that

$$\int_0^\infty r^{\alpha+d-1} e^{-4\pi^2 r^2} \, dr = \int_0^1 r^{\alpha+d-1} e^{-4\pi^2 r^2} \, dr + \int_1^\infty r^{\alpha+d-1} e^{-4\pi^2 r^2} \, dr$$

$$\leq \int_0^\infty e^{-4\pi^2 r^2} \, dr + \int_0^\infty r^{[\alpha]+d} e^{-4\pi^2 r^2} \, dr$$

$$= \frac{1}{8\pi^2} + \int_0^\infty r^{[\alpha]+d} e^{-4\pi^2 r^2} \, dr.$$
and
\[
\int_0^\infty r^{[\alpha]+d} e^{-4\pi^2 r^2} \, dr = \begin{cases} \frac{1}{2} \left( \frac{[\alpha]+d-1}{2} \right)! (2\pi)^{-\frac{1}{2}} (\alpha+1), \\ \frac{\sqrt{\pi}}{2} (2\pi)^{-\frac{1}{2}} \frac{[\alpha]+d}{2} (\alpha+1)!! \end{cases}, \\
\end{cases}
\]
[\alpha] + d is odd, 
\[
\frac{1}{2} \left( \frac{[\alpha]+d+1}{2} \right)! (2\pi)^{-\frac{1}{2}} (\alpha+1)!!, \\
\end{cases}
\]
[\alpha] + d is even.

Therefore, in both cases, the integral \( \int_0^\infty r^{[\alpha]+d-1} e^{-4\pi^2 r^2} \, dr \) is finite. Then we have
\[
\lim_{\sigma \to 0} \int_{\mathbb{R}^d} \|\xi\|^{\alpha} |\psi_\sigma(\xi)|^2 \, d\xi = \lim_{\sigma \to 0} (2\pi)^d \sigma^{d-\alpha} \int_0^\infty r^{\alpha+d-1} e^{-4\pi^2 r^2} \, dr \cdot \omega_d
\]
\[
= \begin{cases} 0, & \alpha < d, \\
\infty, & \alpha > d. 
\end{cases}
\]

When \( \alpha = d \), it follows that
\[
\int_0^\infty r^{\alpha+d-1} e^{-4\pi^2 r^2} \, dr = \frac{1}{2} (2\pi)^{-2d} (d-1)!. 
\]

Therefore
\[
\lim_{\sigma \to 0} \int_{\mathbb{R}^d} \|\xi\|^{\alpha} |\psi_\sigma(\xi)|^2 \, d\xi = \frac{1}{2} (d-1)! (2\pi)^{-d} \frac{2\pi^d}{\Gamma \left( \frac{d}{2} \right)},
\]
which completes the proof.

\section*{Appendix B. Proof of Proposition 1}

\textbf{Proof} Similar to the proof of Lemma 2, we have
\[
\lim_{\sigma \to 0} \|\mathcal{F}^{-1}[\psi_\sigma]\|_{H^{\frac{d}{2}}}^2 = \lim_{\sigma \to 0} (2\pi)^d \sigma^{d-\alpha} \int_{\mathbb{R}^d} \left( \sigma^2 + \|\sigma \xi\|^2 \right)^\frac{d}{2} e^{-\frac{4\pi^2}{\sigma^2} \|\sigma \xi\|^2} \, d(\sigma \xi)
\]
\[
= \lim_{\sigma \to 0} (2\pi)^d \sigma^{d-\alpha} \int_0^\infty r^{d-1}(\sigma^2 + r^2)^\frac{d}{2} e^{-\frac{4\pi^2}{\sigma^2} r^2} \, dr \cdot \omega_d.
\]

For \( \sigma < 1 \), the following integrals are bounded from below and above, respectively:
\[
\int_0^\infty r^{d-1}(\sigma^2 + r^2)^\frac{d}{2} e^{-\frac{4\pi^2}{\sigma^2} r^2} \, dr \geq \int_0^\infty r^{\alpha+d-1} e^{-\frac{4\pi^2}{\sigma^2} r^2} \, dr = C_1 > 0,
\]
and
\[
\int_0^\infty r^{d-1}(\sigma^2 + r^2)^\frac{d}{2} e^{-\frac{4\pi^2}{\sigma^2} r^2} \, dr \leq \int_0^1 r^{d-1}(1 + r^2)^\frac{d}{2} e^{-\frac{4\pi^2}{\sigma^2} r^2} \, dr + \int_1^\infty r^{d-1}(r^2)^\frac{d}{2} e^{-\frac{4\pi^2}{\sigma^2} r^2} \, dr
\]
\[
\leq \int_0^1 r^{d-1}(1 + r^2)^\frac{d}{2} e^{-\frac{4\pi^2}{\sigma^2} r^2} \, dr + 2^\alpha \int_0^\infty r^{\alpha+d-1} e^{-\frac{4\pi^2}{\sigma^2} r^2} \, dr
\]
\[
= C_2 < \infty,
\]
where \( C_1 = \int_0^\infty r^{d-1} e^{-4\pi^2 r^2} \, dr \) and \( C_2 = \int_0^1 r^{d-1(1+r^2)^{\frac{\alpha}{2}}} e^{-4\pi^2 r^2} \, dr + 2^{\alpha} \int_0^\infty r^{\alpha+d-1} e^{-4\pi^2 r^2} \, dr \). Therefore, we obtain the results for the subcritical (\( \alpha < d \)) and supercritical (\( \alpha > d \)) cases

\[
\lim_{\sigma \to 0} \| \mathcal{F}^{-1}[\psi_\sigma] \|_{H^{\frac{\alpha}{2}}}^2 = \lim_{\sigma \to 0} (2\pi)^d \sigma^{-\alpha} \int_0^\infty r^{d-1} (\sigma^2 + r^2)^{\frac{\alpha}{2}} e^{-4\pi^2 r^2} \, dr \cdot \omega_d
\]

\[
= \begin{cases} 
0, & \alpha < d, \\
\infty, & \alpha > d.
\end{cases}
\]

For the critical case \( \alpha = d \), we have

\[
\lim_{\sigma \to 0} \| \mathcal{F}^{-1}[\psi_\sigma] \|_{H^{\frac{\alpha}{2}}}^2
= \lim_{\sigma \to 0} (2\pi)^d \int_0^\infty r^{d-1} (\sigma^2 + r^2)^{\frac{\alpha}{2}} e^{-4\pi^2 r^2} \, dr \cdot \omega_d
= \lim_{\sigma \to 0} (2\pi)^d \int_0^\infty r^{2d-1} e^{-4\pi^2 r^2} \, dr \cdot \omega_d + \lim_{\sigma \to 0} \left[ \frac{\alpha}{2} (2\pi)^d \sigma^2 \int_0^\infty r^{2d-3} e^{-4\pi^2 r^2} \, dr \cdot \omega_d + o(\sigma^2) \right]
= \lim_{\sigma \to 0} (2\pi)^d \int_0^\infty r^{2d-1} e^{-4\pi^2 r^2} \, dr \cdot \omega_d
= \frac{1}{2} (d - 1)! (2\pi)^{-d} \frac{2\pi^d}{\Gamma\left(\frac{d}{2}\right)}.
\]

Therefore the proposition holds.

**Appendix C. Proof of Theorem 1**

**Proof** Given \( X = (x_1, \ldots, x_n)^T \) and \( Y = (y_1, \ldots, y_n)^T \), let \( A = \left( \exp(-\frac{\|x_j-x_i\|^2}{2\sigma^2}) \right)_{n \times n} \) be an \( n \times n \) matrix. For sufficiently small \( \sigma \), the matrix \( A \) is diagonally dominant, and hence invertible. So the linear system \( Ag^{(\sigma)} = Y \) has a solution \( g^{(\sigma)} = \left( g_1^{(\sigma)}, g_2^{(\sigma)}, \ldots, g_n^{(\sigma)} \right)^T \). Let

\[
\phi_\sigma(\xi) = \sum_i g_i^{(\sigma)} e^{-2\pi i \xi^T x_i} \psi_\sigma(\xi),
\]

where \( \psi_\sigma(\xi) = (2\pi)^{\frac{d}{2}} \sigma^d e^{-2\pi^2 \sigma^2 \|\xi\|^2} \) satisfying \( \mathcal{F}^{-1}[\psi_\sigma](x) = e^{-\frac{\|x\|^2}{2\sigma^2}} \). Thus

\[
\mathcal{F}^{-1}[\phi_\sigma](x) = \sum_i g_i^{(\sigma)} \mathcal{F}^{-1}[\psi_\sigma](x - x_i) = \sum_i g_i^{(\sigma)} e^{-\frac{\|x-x_i\|^2}{2\sigma^2}}.
\]

In particular, for all \( i = 1, 2, \ldots, n \)

\[
\mathcal{F}^{-1}[\phi_\sigma](x_i) = \sum_j g_j^{(\sigma)} e^{-\frac{\|x_i-x_j\|^2}{2\sigma^2}} = (Ag^{(\sigma)})_i = y_i.
\]

Therefore, \( \phi_\sigma \in \mathcal{A}_{X,Y} \) for sufficiently small \( \sigma > 0 \).
According to the above discussion, we can construct a sequence \( \{ \phi_{\frac{1}{m}} \}_{m=M}^{\infty} \subset \mathcal{A}_{X,Y} \), where \( M \) is a sufficiently large positive integer to make the matrix \( A \) invertible. As Proposition 1 shows,

\[
\lim_{m \to +\infty} \| \mathcal{F}^{-1}[\phi_{\frac{1}{m}}] \|_{H^{\frac{2}{2}}} = 0.
\]

Now, suppose that there exists a solution to the Problem 1, denoted as \( \phi^* \in \mathcal{A}_{X,Y} \). By definition,

\[
\| \mathcal{F}^{-1}[\phi^*] \|_{H^{\frac{2}{2}}}^2 \leq \min_{\phi \in \mathcal{A}_{X,Y}} \| \mathcal{F}^{-1}[\phi] \|_{H^{\frac{2}{2}}}^2 \leq \lim_{m \to +\infty} \| \mathcal{F}^{-1}[\phi_{\frac{1}{m}}] \|_{H^{\frac{2}{2}}}^2 = 0.
\]

Therefore, \( \phi^*(\xi) \equiv 0 \) and \( \mathcal{P}_X \phi^* = 0 \), which contradicts to the restrictive condition \( \mathcal{P}_X \phi^* = Y \) for the situation that \( Y \neq 0 \). The proof is completed. \( \blacksquare \)

**Appendix D. Proof of Theorem 2**

**Proof**

1. We introduce a distance for functions \( \phi, \psi \in L^2(\mathbb{R}^d) \):

\[
\text{dist}(\phi, \psi) = \| \mathcal{F}^{-1}[\phi] - \mathcal{F}^{-1}[\psi] \|_{H^{\frac{2}{2}}}.
\]

Under the topology induced by this distance, the closure of the admissible function class \( \mathcal{A}_{X,Y} \) reads as

\[
\overline{\mathcal{A}_{X,Y}} := \{ \phi \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d) \mid \mathcal{P}_X \phi = Y \}^{\text{dist}(...)}.
\]

2. We will consider an auxiliary minimization problem: to find \( \phi^* \) such that

\[
\phi^* \in \arg \min_{\phi \in \overline{\mathcal{A}_{X,Y}}} \| \mathcal{F}^{-1}[\phi] \|_{H^{\frac{2}{2}}}.
\]

Let \( m := \inf_{\phi \in \overline{\mathcal{A}_{X,Y}}} \| \mathcal{F}^{-1}[\phi] \|_{H^{\frac{2}{2}}} \). According to the proof of Proposition 1 and Theorem 1, for a small enough \( \sigma > 0 \), the inverse Fourier transform of function

\[
\phi_\sigma(\xi) = \sum_i g_i(\sigma) e^{-2\pi i \xi \cdot x_i} \psi_\sigma(\xi)
\]

has finite Sobolev norm \( \| \mathcal{F}^{-1}[\phi_\sigma] \|_{H^{\frac{2}{2}}} < \infty \), where \( \psi_\sigma(\xi) \) satisfies \( \mathcal{F}^{-1}[\psi_\sigma](x) = e^{-\|x\|^2/2\sigma^2} \), \( A = \left( \exp(-\frac{\|x_i-x_i\|^2}{2\sigma^2}) \right)_{n \times n} \) and \( g^{(\sigma)} = (g_1^{(\sigma)}, g_2^{(\sigma)}, \ldots, g_n^{(\sigma)})^T = A^{-1}Y \). Thus \( m < +\infty \).

3. Choose a minimizing sequence \( \{ \phi_k \}_{k=1}^{\infty} \subset \overline{\mathcal{A}_{X,Y}} \) such that

\[
\lim_{k \to \infty} \| \mathcal{F}^{-1}[\phi_k] \|_{H^{\frac{2}{2}}} = m.
\]

By definition of the closure, there exists a function \( \phi_k \in \mathcal{A}_{X,Y} \) for each \( k \) such that

\[
\| \mathcal{F}^{-1}[\phi_k] - \mathcal{F}^{-1}[\phi_k] \|_{H^{\frac{2}{2}}} \leq \frac{1}{k}.
\]

Therefore \( \{ \phi_k \}_{k=1}^{\infty} \subset \mathcal{A}_{X,Y} \) is also a minimizing sequence, i.e.,

\[
\lim_{k \to \infty} \| \mathcal{F}^{-1}[\phi_k] \|_{H^{\frac{2}{2}}} = m.
\]
Then \(\{F^{-1}[\phi_k]\}_{k=1}^{\infty}\) is bounded in the Sobolev space \(H^{\frac{2}{3}}(\mathbb{R}^d)\). Hence there exist a weakly convergent subsequence \(\{F^{-1}[\phi_{n_k}]\}_{k=1}^{\infty}\) and a function \(F^{-1}[\phi^*] \in H^{\frac{2}{3}}(\mathbb{R}^d)\) such that
\[
F^{-1}[\phi_{n_k}] \rightharpoonup F^{-1}[\phi^*] \text{ in } H^{\frac{2}{3}}(\mathbb{R}^d) \text{ as } k \to \infty.
\]

Note that
\[
m = \inf_{\phi \in A_{X,Y}} \|F^{-1}[\phi]\|_{H^{\frac{2}{3}}} \leq \|F^{-1}[\phi^*]\|_{H^{\frac{2}{3}}} \leq \liminf_{\phi_{n_k} \to \infty} \|F^{-1}[\phi_{n_k}]\|_{H^{\frac{2}{3}}} = m,
\]
where we have used the lower semi-continuity of the Sobolev norm of \(H^{\frac{2}{3}}(\mathbb{R}^d)\) in the third inequality. Hence \(\|F^{-1}[\phi^*]\|_{H^{\frac{2}{3}}} = m\).

4. We further establish the strong convergence that \(F^{-1}[\phi_{n_k}] - F^{-1}[\phi^*] \to 0\) in \(H^{\frac{2}{3}}(\mathbb{R}^d)\) as \(k \to \infty\). In fact, since \(F^{-1}[\phi_{n_k}] \rightharpoonup F^{-1}[\phi^*] \text{ in } H^{\frac{2}{3}}(\mathbb{R}^d)\) as \(k \to \infty\) and \(\lim_{k \to \infty} \|F^{-1}[\phi_{n_k}]\|_{H^{\frac{2}{3}}} = m = \|F^{-1}[\phi^*]\|_{H^{\frac{2}{3}}}\), we have
\[
\lim_{k \to \infty} \|F^{-1}[\phi_{n_k}] - F^{-1}[\phi^*]\|_{H^{\frac{2}{3}}}^2 = \lim_{k \to \infty} \langle F^{-1}[\phi_{n_k}] - F^{-1}[\phi^*], F^{-1}[\phi_{n_k}] - F^{-1}[\phi^*] \rangle
\[
= \lim_{k \to \infty} \langle F^{-1}[\phi_{n_k}], F^{-1}[\phi_{n_k}] \rangle + \langle F^{-1}[\phi^*], F^{-1}[\phi^*] \rangle - \langle F^{-1}[\phi_{n_k}], F^{-1}[\phi^*] \rangle - \langle F^{-1}[\phi^*], F^{-1}[\phi_{n_k}] \rangle
\[
= m^2 + m^2 - \lim_{k \to \infty} \langle F^{-1}[\phi_{n_k}], F^{-1}[\phi_{n_k}] \rangle + \langle F^{-1}[\phi^*], F^{-1}[\phi^*] \rangle - \langle F^{-1}[\phi_{n_k}], F^{-1}[\phi^*] \rangle - \langle F^{-1}[\phi^*], F^{-1}[\phi_{n_k}] \rangle
\[
= m^2 + m^2 - \langle F^{-1}[\phi^*], F^{-1}[\phi^*] \rangle - \langle F^{-1}[\phi^*], F^{-1}[\phi^*] \rangle = 0.
\]

Here \(\langle \cdot, \cdot \rangle\) is the inner product of the Hilbert space \(H^{\frac{2}{3}}\).

5. We have \(\phi^* \in L^1(\mathbb{R}^d)\) because
\[
\int_{\mathbb{R}^d} |\phi^*(\xi)|^2 \, d\xi = \int_{\mathbb{R}^d} \left(\frac{\xi}{\xi^2}\right)^\frac{1}{2} |\phi^*(\xi)|^2 \, d\xi \leq \|F^{-1}[\phi^*]\|_{H^{\frac{2}{3}}} \left(\int_{\mathbb{R}^d} \frac{1}{|\xi|^{\alpha}} |\phi^*(\xi)|^2 \, d\xi \right)^\frac{1}{2} = Cm < +\infty,
\]
where \(C := \left(\int_{\mathbb{R}^d} \frac{1}{|\xi|^{\alpha}} \, d\xi \right)^\frac{1}{2} < +\infty\). Hence \(\phi^* \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)\) and \(P_X \phi^*\) is well-defined.

6. Recall that \(P_X \phi^* = Y\). We have
\[
|Y - P_X \phi^*| = \lim_{k \to +\infty} |P_X \phi_{n_k} - P_X \phi^*|
\]
\[
= \lim_{k \to +\infty} \left| \int_{\mathbb{R}^d} (\phi_{n_k} - \phi^*) e^{2\pi i \xi \cdot \xi} \, d\xi \right|
\]
\[
= \lim_{k \to +\infty} \left| \int_{\mathbb{R}^d} \frac{\xi}{\xi^2} (\phi_{n_k} - \phi^*) e^{2\pi i \xi \cdot \xi} \, d\xi \right|
\]
\[
\leq \lim_{k \to +\infty} \|F^{-1}[\phi_{n_k}] - F^{-1}[\phi^*]\|_{H^{\frac{2}{3}}} \left(\int_{\mathbb{R}^d} \frac{|e^{2\pi i \xi \cdot \xi}|^2}{|\xi|^{\alpha}} \, d\xi \right)^\frac{1}{2}
\]
\[
= C \lim_{k \to +\infty} \|F^{-1}[\phi_{n_k}] - F^{-1}[\phi^*]\|_{H^{\frac{2}{3}}} = 0.
\]

Hence \(P_X \phi^* = Y\) and \(\phi^* \in A_{X,Y}\).
7. Note that

\[ m = \inf_{\phi \in A_{X,Y}} \| F^{-1}[\phi] \|_{H^{\alpha/2}} \leq \inf_{\phi \in A_{X,Y}} \| F^{-1}[\phi] \|_{H^{\alpha/2}} \leq \| F^{-1}[\phi^*] \|_{H^{\alpha/2}} = m. \]

This implies that \( \inf_{\phi \in A_{X,Y}} \| F^{-1}[\phi] \|_{H^{\alpha/2}} = m \) and \( \phi^* \in \arg \min_{\phi \in A_{X,Y}} \| F^{-1}[\phi] \|_{H^{\alpha/2}} \), which completes the proof. \( \blacksquare \)