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Abstract—The millimeter wave (mmWave) band will be exploited to address the growing demand for high data rates and low latency. The higher frequencies, however, are prone to limitations on the propagation of the signal in the environment. Thus, highly directional beamforming is needed to increase the antenna gain. Another crucial problem of the mmWave frequencies is their vulnerability to blockage by physical obstacles. To this aim, we studied the problem of modeling the impact of second-order effects on mmWave channels, specifically the susceptibility of the mmWave signals to physical blockers. With respect to existing works on this topic, our project focuses on scenarios where mmWaves interact with multiple, dynamic blockers. Our open source software includes diffraction-based blockage models and interfaces directly with an open source Radio Frequency (RF) ray-tracing software.
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I. INTRODUCTION

The millimeter wave (mmWave) frequencies feature large chunks of untapped bandwidth that can increase the data rate provided to the end users, and the small wavelength enables the design of antenna arrays with tens of elements in a small form factor to support beamformed transmissions. While these promising characteristics make the mmWave technology able to meet the requirements of 5th generation (5G) cellular systems and Wi-Fi networks [1], [2], there are several concerns regarding the propagation characteristics at these frequencies that justify a more accurate study and the need for new channel models. First, the high propagation loss limits the coverage region of mmWave base stations, although large antenna arrays and complex beamforming techniques can mitigate the problem. Second, at mmWaves, the increased diffraction loss results in deep shadow regions, thus further degrading the communications performance [3], [4]. Furthermore, mmWave signals can be easily blocked by obstacles (e.g., vehicles, buildings, vegetation, human bodies), which may prevent direct Line-of-Sight (LoS) communications. These (often unpredictable) propagation components make it imperative to accurately model the dynamics of the surrounding environment, and to design communication protocols, and especially beam-tracking algorithms, taking into account these disruptive events.

In this context, ray tracing has emerged as an essential tool to model the mmWave channel [5], especially, but not limited to, when detailed link-level protocols need to be simulated. With respect to stochastic channel models, ray tracers (RTs) exploit a digital reconstruction of the environment to achieve a greater degree of accuracy, at the cost of additional computational load [6]. Generally, the digital model includes the static elements of the scenario, e.g., the floor, ceiling and walls, and the tables, screens and other objects, depending on its level of detail. Its design is not trivial, as it requires the use of a Computer-Aided Design (CAD) software, a complex and time-consuming task. Furthermore, dynamic elements, e.g., moving humans and vehicles, are not generally considered, as their movements cannot be included in a single CAD file. Thus, these elements are often overlooked in RT simulations, despite the significant role they play in the propagation of the signal [7], [8]. Furthermore, the study of the impact of blockers on the network performance has been limited to ad hoc scenarios, often considering a single blocker and only at the PHY layer. On the contrary, their effect on large-scale, high-level network simulations has not yet been fully characterized, due to the complexity of designing the scenario and modeling the diffraction when considering moving obstacles.

In this work, we present the Blockage Manager\(^1\), a novel open-source software to model dynamic blockers in RT simulations. The application was designed to post-process information typically obtained from RT software, offering the user a simple yet powerful interface to introduce blockage models on top of them, making their simulations more realistic and dynamic. Starting from a pre-processed simulation allows the user to later add as many obstacles as desired, with custom mobility and settings, without the need to run an entirely new ray-tracing simulation from scratch, which can take a significant amount of time. The software has been designed to present as simple an API as possible, so that the user only has to create a high-level description of the desired obstacles, while still having some control on fine-tuning parameters if desired, and leaving all the complexity to the simulator.

The aim of this work is to describe an open-source software able to (i) interface directly with \textit{qd-realization} [9], an open-source RF ray-tracing software, importing and exporting channel traces with a single line of code, (ii) process pre-computed RT simulations, adding multiple mobile obstacles on top of them, (iii) support already implemented blockage models, with varying degrees of complexity and accuracy. Furthermore, we showcase some basic network scenarios processed with our Blockage Manager, describing the obtained results and discussing future works that will enable it to closely mimic real channel behaviors in the presence of...

\(^1\)The Blockage Manager is available at https://github.com/signetlabdei/rt-blockage-manager.
obstacles, allowing the community to better study and design link-level protocols for mmWave communications.

In the remainder of the paper, we first report the state of the art on diffraction modeling (Sec. II). Then, Sec. III offers a brief overview of the framework architecture, giving the essential details to understand its main components. In Sec. IV, we present the blockage models that are currently implemented in the framework. Finally, the results in Sec. V serve the double purpose of showcasing the usage of the Blockage Manager and of highlighting the impact of dynamic blockage in mmWave networks, and Sec. VI presents some concluding remarks and future work directions.

II. STATE OF THE ART

Signals at mmWave frequencies are prone to limitations on their propagation in the environment. Therefore, understanding and precisely characterizing the interaction between radio waves and the surroundings is fundamental to characterize communications in different scenarios.

This reason has led to different modeling approaches for the mmWave channel, which have various degrees of complexity and accuracy, and can be applied to different contexts and evaluations [6]. Thus, channel models can be summarized in: analytical, stochastic, and Quasi Deterministic (QD).

Analytical channel models: These models generally offer a simplified representation of the channel, based on propagation loss and a random variable representing fading. This kind of model has a limited accuracy and can be used to characterize communications in a generic environment [10]–[12], without accounting for the features of specific scenarios and their interaction with the elements typical of mmWave propagation (e.g., realistic antenna arrays and beamforming).

Stochastic channel models: They derive the entries of the channel matrix from a set of random distributions, whose parameters are determined by statistical fits on channel measurements for a generic scenario (e.g., a common rural or urban environment). Their speed and their stochastic nature allow to easily generate the radio channels for generic, large-scale scenarios. Models of this type, e.g., the one proposed in 3GPP TR 38.901 [13], have been used in the performance evaluations of mmWave networks [14], [15].

Quasi-Deterministic channel models: QD channels, instead, can accurately model the interactions of the mmWave signal with a specific environment [16]–[18]. However, since the Multi Path Components (MPCs) are generated by the interaction between the transmitted signal and the elements of a given environment, they can offer improved accuracy at the cost of a higher processing load.

Including the effect of blockage on the channel model is a non-trivial task. The high-level, generic nature of the analytical models makes it difficult to model the blockage by multiple, possibly moving obstacles (e.g., people, vehicles, foliage, etc.). Similarly, since stochastic channel models do not require a model of the propagation environment, it is difficult to define a temporally and spatially consistent behavior of the blockers. Furthermore, modeling specific mobility patterns does not agree well with the stochastic nature of the channel, and can decrease the advantages of these kinds of models (i.e., their being lightweight and easy to use). Finally, as mentioned in Sec. I, placing (possibly dynamic) blockers in an RT simulation can also be challenging, thus motivating this work. In the remainder of this section, we present the existing models in the literature that deal with this problem. Namely, we first report the main works on blockage at the channel modeling level, and then its modeling at the higher layers of the network stack.

The authors of [19] analyzed the scattering of a vehicle and showed that RT simulations of complex objects allow the derivation of simplified scattering models. This is fundamental, since only by reducing the complexity of large objects does it become possible to simulate realistic scenarios. Their results show that, rather than introducing a complex model with a high polygon count, it is possible to reduce the complexity of simulations involving cars by only considering a few key points producing scattering, e.g., wing mirrors.

Another simplification was described also for human blockage in [20], where the authors analyzed their measurements taken at 10.5 GHz and concluded that a metal cylinder affects the radio channel similarly to a human body. This result justifies the usage of such a simple model in practical simulations rather than modeling a detailed person, a significantly harder task to perform with a correspondingly much higher computational cost.

The 3GPP also proposes a map-based hybrid channel model [13] using [21] for the deterministic component of the channel, and adding a random component to model clusters of MPCs. It also proposes the usage of two blockage models, to better represent a dynamic and realistic channel. In the stochastic blockage model (Blockage model A), random rectangular regions are blocked, considering the temporal and spatial correlation for completeness. The geometric blockage model (Blockage model B) employs rectangular screens, specifying their relative dimensions and mobility patterns. In both cases, a Knife-Edge Diffraction (KED) at four edges is defined, using the arctan approximation, described in Sec. IV, for the diffraction loss.

A low-complexity enhancement of this approximation was studied in [22] using a Fourier-based model for human obstacles. Its authors compared their simulations with measurements at 2.44 GHz in an indoor Non-Line-of-Sight (NLoS) scenario and showed that their approximation produces shadowing loss closer to the Fresnel formulas for Double Knife-Edge Diffraction (DKED) than the simpler arctan model.

Besides, the validity of the KED model was proved for narrow obstacles also using complex specific solvers for Maxwell’s equations as described in [23].

A series of modifications and criteria to improve the accuracy of the 3GPP model are provided in [24]. It proposed, in case of multiple blockers in close proximity, to consider them as a single blocker with increased size. The authors also suggest a way to increase the accuracy when the transmitted beam does not cover the entire obstacle surface, for instance, when highly directional antennas at a relative short distance are employed. In such cases, the idea consists of taking into consideration the transmitted beam pattern to choose the position of the diffraction points on the surface of the obstacles. A measurement campaign was carried out, and its results showed that with these modifications the loss prediction provided by the 3GPP model can be improved.

The literature also includes some studies analyzing blockage experimentally [7], [8], [25]. The authors in [7] analyzed accurate measurements of human body blockage at 60 GHz with a person that traversed a linear trajectory perpendicular to the direct path between the Transmitter (TX) and the...
Receiver (RX). They derived a diffraction model and compared it with their measurements. Eventually, they showed that when a human obstacle is close to the path of the direct ray, it also creates a strong reflected ray, thus acting as a 2-ray propagation model.

A similar scenario was studied in [8] at 73 GHz. Its analysis showed that the use of directive antennas has a crucial impact on human blockage measurement results, especially when the blocker was close either to the TX or to the RX.

Furthermore, [26] explores the impact of human blockage on the channel model specifically proposed for IEEE 802.11ad [27], based on measurements at 60 GHz. Its authors analyzed ray tracing simulations in a human blockage scenario considering also diffraction effects. They found that the impact of human blockage is twofold. First of all, the Signal-to-Noise Ratio (SNR) at the RX decreases due to the additional attenuation, even if smart antennas are employed. On the other hand, the delay spread and the frequency selectivity in general increase, because the channel conditions change from LoS to NLoS. Both effects deteriorate the link, causing a higher bit error probability during communications.

The modern literature not only provides examples of works studying blockage at mmWave frequencies from a physical measurement and modeling perspective, but also recognizes it as an issue that mmWave communication protocols need to address. In fact, while high frequencies are in principle capable of delivering the exceptional performance that they promise, they are also heavily affected by bad channel conditions, making the system much less stable thus worsening the Quality of Experience (QoE).

An analysis of blockage was performed in [25] to evaluate the effect of blockers on an End-to-End (E2E) application. The authors used a phased array system that measured the channel in multiple directions, in order to fully understand the path diversity.

Different analyses on Transmission Control Protocol (TCP) [28]–[31], studying the behavior of this protocol at mmWave frequencies, employed obstacles to simulate NLoS scenarios. Indeed, the extreme variability of the signal quality over mmWave links yields either degraded TCP goodput and very low utilization of the resources at mmWave frequencies, or, in the presence of link-layer retransmissions, high goodput at the price of high latency. Therefore, especially at mmWaves, the effect of obstacles is crucial to understand the actual condition of the channel.

As blockage is so impactful, especially on TCP-based communications, some works have proposed and tested ways of relying on multiple simultaneous connections, on both high and low frequencies, to balance resilience and raw throughput. Protocols such as Multipath TCP (MPTCP) have been analyzed [31]–[36], showing their advantages when, for example, buildings block the direct mmWave path or fast mobility cannot be fully supported by the mmWave network.

In [29], the authors assessed the goodput of a scenario in which obstacles of different sizes are placed in the area between the TX and the RX. The application layer simulated a file transfer with full buffer and the authors noticed that the number of obstacles plays a major role in the achievable goodput. With fewer obstacles, there is a higher probability of having a LoS channel and this has a crucial impact on the data rate available at the physical layer.

Thus, the use of more accurate channel models, modeling for instance the diffraction effect of obstacles and considering appropriately the presence of multiple blockers, can provide more precise results. For example, even in a simple human blockage scenario where an obstacle moves perpendicularly to the line between the TX and the RX, the loss is higher when the obstacle crosses the LoS closer to one of the nodes. This phenomenon, shown in our simulations, can be described only by taking into account the diffraction effect of the obstacles. Thus, it can be easily understood that in more complex scenarios with many obstacles this effect has a critical impact on results. This is the reason why we implemented an open source software able to (i) include diffraction-based blockage models, (ii) interface directly with an open source Radio Frequency (RF) ray-tracing software, (iii) support multiple mobile blockers.

### III. Software Architecture

The Blockage Manager was designed as a self-contained software to model the effect of blockage in RT traces. Doing it in post-processing allows running the computationally-demanding RT only once, including in the simulation all the static elements with a single CAD model. Any distribution of the dynamic elements, i.e., blockers, can then be introduced in the static scenario using the Blockage Manager, that can use the same RT output as a static baseline for any blocker configuration.

The Blockage Manager is organized in modules, each providing a set of classes and functions to handle the elements required for the simulation. Here, we report a brief overview of the different modules, to offer some insights on the implementation and to clarify how the results presented in Sec. V were obtained.

Although geometry libraries exist in Python [37], [38], in order to meet all the simulation requirements (3D geometry with fast computation time), and to build a self-contained package, we decided to implement all the basic geometrical objects and operations from scratch. Thus, we developed a custom Geometry module to handle the geometry of the ray and of the obstacles themselves, and to define consistent mobility patterns of the latter. This module underlies most of the operations carried out during the simulation and can be optimized independently in the future, thanks to the common object interface.

The RT traces can be imported in the Blockage Manager using the Scenario interface, that defines common methods to import/export traces in the target format, as well as to access and update sets of rays between nodes. Currently, the Scenario interface supports traces from the qd-realization software, which is specifically able to handle channel traces for multiple users and timesteps. However, the interface allows for the possibility to support different ray-tracing formats, that could be implemented in the future. The information for each ray (delay, path gain, phase, path) is stored in a Ray object, that also offers a simple interface to consistently compute Angles of Departure (AoDs) and Angles of Arrival (AoAs).

Then, blockers can be introduced in the scenario with the common Obstacle interface, that handles obstructions, diffraction, and other effects that a generic obstacle may impose over the Rays of the imported Scenario. Currently, a sphere, a rectangular and an orthogonal-rectangular screens...
are implemented. We defined the orthogonal-rectangular obstacle as an ideal rectangular screen that behaves as if it were orthogonal to any considered ray, when computing the interaction between the two. As detailed in Sec. IV, this artificial obstacle was introduced to meet the hypotheses of several diffraction models, that could thus be included in the software. On the contrary, the rectangular screen can be tilted in both the azimuth and elevation directions, thus providing a more general obstacle mobility at the cost of a limited set of available diffraction models. The movement of an obstacle during the simulation is described by a MobilityModel. At each time step, the position of each obstacle is updated based on such model, thereby providing accurate and temporally-correlated mobility and making the channel temporally consistent. The whole simulation, i.e., computing the interactions of the rays with the obstacles, and updating the positions of the obstacles at each time step, is handled by the Environment, that constitutes the core of the software, with just a few lines of code.

IV. BLOCKAGE MODELS

When considering the interaction between an object and a signal propagating in the free space from point \( T \) to point \( R \), the Fresnel Zones offer a useful model to analyze the intensity of the diffraction. The Fresnel zones are concentric ellipses with focal points at \( T \) and \( R \), and radius

\[
r_n = \sqrt{\frac{n\lambda}{d_T d_R}}
\]

where \( \lambda \) is the wavelength of the transmitted signal, \( d_T \) (\( d_R \)) is the distance between the diffraction point and the transmitter (receiver), and \( n \) is the order of the Fresnel Zone. If the cross section of the First Fresnel Zone is obstructed, diffraction becomes the dominant term in the interaction with the object, with significant impact on the communication performance. In the Blockage Manager, several models to describe the diffraction loss are available. In this section, we provide a brief overview of those that were considered for the simulations described in Sec. V.

As the majority of the diffraction models is based on the Fresnel formulation, we define the complex Fresnel integral as:

\[
F(\nu) = \int_{0}^{\nu} e^{i\frac{2\pi s}{\lambda}} ds
\]

where \( \nu \) is the Fresnel-Kirchhoff diffraction parameter:

\[
\nu(h) = h \sqrt{\frac{2}{\lambda}} \frac{d_T + d_R}{d_T d_R}
\]

and depends on the obstruction depth \( h \). The real and imaginary parts of \( F(\nu) \) can be recalled as follows:

\[
F(\nu) = C(\nu) + jS(\nu)
\]

The Fresnel integral can be computed by numerical calculation, however [39] provides a simple way to compute an approximate result.

**Obstruction**

When an obstacle cuts through a transmission path, the simplest obstruction model consists in applying a constant loss \( L \) during the shadowing window, resulting in a sharp transition between an obstructed and an unobstructed path. The obstruction loss is generally computed based on the absorption properties of the obstacle. Depending on the model assumptions, an obstructed path may be completely removed from the scenario. Its simplicity makes this model desirable in terms of computational and implementation complexity, so that it has often been chosen for end-to-end network simulations [40]–[42]. Unfortunately, the unrealistic sharp drop not only yields imprecise results, but can also affect some beam-tracking algorithms, which are of the utmost importance when it comes to mmWave communication.

**METIS**

The Mobile and wireless communications Enablers for the Twenty-twenty Information Society (METIS) channel model [21] provides a simplified method to account for the diffraction contribution at mmWave frequencies. The screen is assumed to be vertical and perpendicularly oriented with respect to the considered ray segment in the projection from above. The diffraction loss is modeled using a KED model for the four edges of the screen as:

\[
L = -20 \log_{10} \left[ 1 - (l_{h1} + l_{h2})(l_{w1} + l_{w2}) \right] [\text{dB}]
\]

where \( l_{h_i} \) and \( l_{w_i} \) are the Single Knife-Edge Diffraction (SKED) at edge \( i \), corresponding to the height \( h \) and the width \( w \) of the obstacle. The loss of each single edge is provided by:

\[
l_i = \frac{\tan \left( \pm \frac{\pi}{2} \sqrt{\frac{\pi(d_{T,i} + d_{R,i} - r)}} \right)}{\pi}
\]

where, as shown in Fig. 1, \( d_{T,i} \) and \( d_{R,i} \) are the distances between the nodes and edge \( i \) of the screen, and \( r \) is the distance between the TX and the RX. If the link is NLoS, then each contribution is taken as positive, whereas for LoS condition, only the farthest edge from the link provides a positive contribution.

**Double Knife-Edge Diffraction (DKED)**

This model [43] computes the SKED from the screen edges evaluating both amplitudes and phases. Since only the lateral edges are considered for the KED, the interaction of the obstacle with the propagating waves is that of a vertical stripe of infinite vertical extent. The SKED for edge \( i \) can be computed as:

\[
l_i = \frac{1 + j}{2} \left[ \left( \frac{1}{2} - C(\nu_i) \right) - j \left( \frac{1}{2} - S(\nu_i) \right) \right]
\]

and then, this model computes the superposition of each contribution to obtain the diffraction loss:

\[
L = -20 \log_{10}(|l_1 + l_2|) [\text{dB}]
\]

Besides, as the Semi-empirical ITU model, it provides a valid solution even for non-orthogonal obstacles, and thus can be exploited for a larger variety of obstacles.
Double Knife-Edge Diffraction with Phase Correction (DKED+PC)

In [43], the authors present also a modified version of the DKED. Namely, the SKED is computed for the two contributions (front and back of the body) as described by Eq. (6) for the DKED model. Additionally, this method takes into account the phase shift of the diffracted rays path when combining the two contributions.

\[ L = -20 \log_{10} \left( l_1 \cdot e^{-\frac{2 \pi \Delta d_i}{\lambda}} + l_2 \cdot e^{-\frac{2 \pi \Delta d_i}{\lambda}} \right) \]  

where \( \Delta d_i \) is the length of the \( i \)-th diffracted ray. The model is presented and calibrated for ultra-wideband measurements between 4 and 10 GHz. However, its analytical derivation is based on the Fresnel diffraction theory, that holds also for higher frequencies, as reported in [7].

\[ \text{ITU-R P.526-15} \]

The International Telecommunication Union (ITU) provides guidelines on the modeling of the diffraction in [39]. Based on the Uniform Theory of Diffraction (UTD) and on high-precision measurements, two approximations are given for estimating the minimum and the average diffraction loss. Furthermore, a Semi-Empirical method (ITU SE) is derived for thin rectangular screens, that exhibits the rapid fluctuations of the field strength due to the constructive and destructive interference of the diffraction from the edges. This method can be used also for non-orthogonal obstacles. Moreover, with reasonable accuracy, it does not require the Fresnel integral to be solved. Both models can be applied when the wavelength is fairly small in relation to the size of the obstacles, which is the case when considering human-size blockers at mmWave frequencies. The mathematical details of this method are reported in [39].

\[ \text{V. RESULTS} \]

In this section, we present a set of results obtained using the Blockage Manager, to showcase the framework and offer some insight on the impact of blockage modeling on network simulations, and to compare the different diffraction models. First, in Sec. V-A, we will show their general behavior as directly described by the equations, thus considering the effect that the obstacle has when passing through the direct ray between transmitter and receiver.

Then, Sec. V-B will consider a more realistic static scenario, where transmitter and receiver are still fixed but placed in a room, and reflections, computed using a ray-tracer, also interact with the moving obstacle.

Finally, in Sec. V-C a more complex dynamic scenario is evaluated, where we consider an access point placed on the ceiling of a room and a user moving away from it. In this case, multiple obstacles move in the scenario, to make the simulation even more realistic.

All the scenarios but one consider the obstacle(s) passing through the LoS ray to better highlight the effect of the diffraction on the received power. As detailed in the following, we consider also the case where the obstacles do not intercept the main ray, but only the reflected ones, to show that diffraction is relevant also in this situation. For this work, we consider an (orthogonal-rectangular) thin screen, which provides a simplified yet realistic representation of the human body, according to measurements [7], [43] and standards [21], [39]. The obstruction loss is set to 10 dB, obtained by averaging the mean loss of the considered diffraction models.

First, the \textit{qd-realization} traces are imported in the Blockage Manager, that applies the diffraction loss to the rays according to the obstacle configuration. Link-layer simulations are then run on the traces using the same custom MATLAB simulator as in [6], [44], to observe the blockage effect on the SNR. However, given that the format of the output traces of
the Blockage Manager is the same as that of qd-realization, they are compatible with other simulators such as Network Simulator 3 (ns-3) [45]. The main parameters used for link-level simulations are listed in Table I. Beamforming at both the transmitter and the receiver is achieved using an antenna array with omnidirectional antenna elements and $\lambda/2$ element spacing.

### A. Model Comparison

All implemented models have their own distinct characteristics derived by their formulations. To give the reader an idea of their behavior, we show a set of key comparisons for these models in scenarios of interest.

We first consider a TX at 1.6 m height, and a RX at the same height placed 8 m away from the transmitter. An obstacle of size $0.2 \times 1.7$ m passes perpendicularly halfway between TX and RX, blocking the LoS between the two nodes. To highlight the effect of the models, we only process the direct ray, normalizing the received power to obtain the diffraction loss. Fig. 2a shows the losses of the different models at a 60 GHz carrier frequency.

In particular, the difference between the simple obstruction and the more complex diffraction models can be clearly observed. Complex physics-based models, in fact, show an oscillatory behavior before and after the obstacle even intercepts the LoS, due to its effect on the surrounding propagation environment, with peaks of almost 2 dB. Furthermore, within the blockage region, very sharp deep fades affect the channel with over 10 dB extra losses, due to destructive interference among the rays curving around the obstacle. This phenomenon, together with the high obstruction loss, can make channel estimation and adaptation harder, thus further reducing the communication efficiency in the presence of obstacles. It is also possible to observe that different models have different average obstruction losses, making us question which one, if any, is close to the real-world measurements.

Instead, Fig. 2b shows what happens for the different models when the same obstacle moves starting close to the TX and moving towards the RX, always obstructing the direct path between the two. For all diffraction models, the distance between the obstacle and the nodes is taken into account when modeling its effect on the channel. The figure shows a symmetric behavior, justified by the symmetry of wireless propagation, and all curves follow approximately the same trend. Specifically, the loss tends to be higher when the obstacle is close to one of the nodes, and is lowest when the obstacle is exactly in the middle, a trend that is observed irrespective of the distance between TX and RX. Intuitively, in fact, rays that need a sharper turn to surpass the obstacle (i.e., when the obstacle is close to one of the nodes) lose more energy than rays that need a shallower turn (i.e., when the obstacle is farthest). A different explanation can be given by thinking about the apparent size of the obstacle, as seen from one of the nodes. The same obstacle has a different apparent size depending on how far it is from its observer, where closer objects appear larger than farther objects and thus result in a deeper shadow.

Finally, it is important to remember that these models heavily depend on the carrier frequency. In fact, in general higher frequencies will present sharper and larger losses, due to the larger electrical size of the obstacle with respect to the wavelength. The short wavelength will also be more prone to creating constructive and destructive interference between the rays bending around the obstacle, creating deeper and
more frequent loss peaks. Longer wavelength, instead, will be able to more easily bend around an obstacle, greatly reducing the obstruction losses. These results can also be observed in Fig. 3.

B. Static Scenario

We tested our framework in a scenario inspired by [7]. Specifically, two static nodes are placed in positions $p_1 = (1, 3, 1.6)$ and $p_2 = (9, 3, 1.6)$ within a $14 \times 7 \times 3$ m$^3$ room, as shown in Fig. 4a. We simulated the channel with qd-realization [9], an open-source ray-tracing software for mmWave propagation, considering up to second-order reflections.

We then imported the channel trace into the Blockage Manager software, configuring an orthogonal-rectangular screen moving from $p_{\text{start}} = (5, 0, 0)$ upwards at $1.2$ m/s, and sampled the channel every $3.4$ ms for 1500 samples, for a total of about $5$ s of simulation time. We considered a thin screen with a width of $20$ cm and a height of $1.7$ m, in an attempt to emulate the size of the human body.

Fig. 4b reports the SNR observed by the receiving node. As the obstacle crosses through the LoS, the SNR decreases rapidly, showing a behavior similar to that described in Sec. V-A both in shape and in amplitude. Specifically, observing a diffraction loss so close to the one presented in Fig. 2 highlights how the LoS ray carries the great majority of the signal power to the receiver, while the reflected ray cannot compensate for the diffraction loss caused by the blocker. On the other hand, while the average loss is similar to the one described in Sec. V-A, the deepest fades are mitigated by secondary reflected rays carrying far less power. Namely, the troughs observed in most of the diffraction models often overestimate the fade depth [7]. However, a complete channel simulation, where the transceivers and the obstacles are immersed in a realistic three-dimensional environment, tends to average them out, reducing the overall overshooting.

C. Dynamic Scenario

For this scenario, a different room is considered: the length and width are respectively equal to $19$ m and $10$ m, whereas the height is $3$ m as described in Fig. 5.

Although the environment, a rectangular room, is similar to the previous one, in this case the receiver is not fixed and the two nodes are not at the same height. Indeed the transmitter has a fixed position in $p_1 = (5, 0.1, 2.9)$ and the receiver starts from a position right below the transmitter, $p_{\text{start}} = (5, 0.1, 1.5)$, and moves away from it at $1.2$ m/s for about $15.7$ s, reaching the position $p_{\text{final}} = (5, 18.9, 1.5)$ next to the farthest wall from the TX position. The total number of samples is $3133$, achieved using a sampling period of $5$ ms. Following the results from [6], we simulated up to second-order reflections, and excluded rays less powerful than the most prominent one by more than $40$ dB. These parameters were shown to yield a good balance between computational effort and accuracy of results. We then imported the results into the Blockage Manager software with two different obstacle settings.

In the first scenario, reported in Fig. 6a, 4 static obstacles of size $0.4 \times 1.7$ m$^2$ are considered, none of them blocking the direct ray. The obstacles are placed at decreasing distances from the LoS, specifically in $p_1 = (5.2, 15.14, 0), p_2 = (5.8, 7.62, 0), p_3 = (5.4, 11.38, 0)$, and $p_4 = (6.2, 3.86, 0)$. As shown in Fig. 6, although the obstacles do not create strong or sudden effects on the received power, they still play an important role in the total received power, showing differences with respect to the baseline of up to $8.2$ dB. On the other hand, as the RX passes by the first three obstacles, all models behave almost indistinguishably from each other, with an absolute error of at most $1.6$ dB with respect to the simple obstruction model. On the contrary, the diffraction introduced by the last and closest screen is significant, with the SNR of the diffraction models presenting a difference of about $5$ dB.
from that of the obstruction model. This justifies our design choice of setting a distance threshold on the diffraction model, so that obstacles far enough from the ray will not affect it, making it sufficient to only model the most significant effects of the diffraction. Similarly, we also allow the user to fall back to a simpler obstruction model for secondary or less powerful rays, which have a much smaller effect on the total received power.

Finally, in the second scenario we consider 15 obstacles traversing the room at regular intervals, as represented in Fig. 7a. The results in Fig. 7 show all the effects discussed so far in the previous sections, combined in a more complex and realistic scenario. In particular, it is possible to observe that (i) all models behave as expected during obstruction (highlighted in gray), (ii) obstacles affect the channel also when not directly blocking the LoS, (iii) obstructive interference before and after obstruction can actually be very significant, even overshooting the baseline, (iv) using a constant obstruction loss does not represent well the complex interaction between transceivers and obstacles, (v) when the receiver reaches the overshot, the baseline, (vi) using a constant obstruction and after obstruction can actually be very significant, even in gray), (ii) obstacles affect the channel also when not directly traversing the room at regular intervals, as represented in Fig. 7b.

In this paper we presented a novel open source tool, the Blockage Manager, to model the diffraction by dynamic obstacles in RT traces. Namely, the software post-processes the output from a ray-tracer, allowing the user to introduce an arbitrary number of obstacles in the simulation, and modeling their interactions with the rays choosing from a number of diffraction models. The potential of the software was showcased with simple yet insightful network simulations, which already provided interesting results. We hope that this tool lays the foundations for more accurate, large-scale studies on the effects of blockage on mmWave networks.

Comparison with real-world data is an essential step to validate the framework. A more precise calibration of the diffraction models against measurements is currently being considered, and we plan to provide a calibration toolbox as an additional module for the framework.

Future steps will also focus on making the Blockage Manager able to describe a much wider variety of scenarios, introducing new obstacles and diffraction models. For instance, a foliage model could be implemented to increase the accuracy in outdoor environments where the signal propagates through trees and vegetation. Furthermore, UTD may be considered as a more general approach to model the diffraction, including obstacles of arbitrary shape and dimension.

Finally, a full stack analysis of a real scenario with accurate obstacle models is essential to understand more precisely the actual effect of multiple, dynamic obstacles on the final user experience in different practical situations.
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