Likelihood landscape and maximum likelihood estimation for the discrete orbit recovery model
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Abstract
We study the nonconvex optimization landscape for maximum likelihood estimation in the discrete orbit recovery model with Gaussian noise. This is a statistical model motivated by applications in molecular microscopy and image processing, where each measurement of an unknown object is subject to an independent random rotation from a known rotational group. Equivalently, it is a Gaussian mixture model where the mixture centers belong to a group orbit.

We show that fundamental properties of the likelihood landscape depend on the signal-to-noise ratio and the group structure. At low noise, this landscape is “benign” for any discrete group, possessing no spurious local optima and only strict saddle points. At high noise, this landscape may develop spurious local optima, depending on the specific group. We discuss several positive and negative examples, and provide a general condition that ensures a globally benign landscape at high noise. For cyclic permutations of coordinates on \( \mathbb{R}^d \) (multiple-reference alignment), there may be spurious local optima when \( d \geq 6 \), and we establish a correspondence between these local optima and those of a surrogate function of the phase variables in the Fourier domain.

We show that the Fisher information matrix transitions from resembling that of a single Gaussian distribution in low noise to having a graded eigenvalue structure in high noise, which is determined by the graded algebra of invariant polynomials under the group action. In a local neighborhood of the true object, where the neighborhood size is independent of the signal-to-noise ratio, the landscape is strongly convex in a reparametrized system of variables given by a transcendence basis of this polynomial algebra. We discuss implications for optimization algorithms, including slow convergence of expectation-maximization, and possible advantages of momentum-based acceleration and variable reparametrization for first- and second-order descent methods. © 2021 Wiley Periodicals LLC.

Contents
1. Introduction 1209
2. Preliminaries 1222
3. Landscape Analysis for Low Noise 1233
4. Landscape Analysis for High Noise 1241
Appendix: Auxiliary Lemmas and Proofs 1294
Bibliography 1299

1 Introduction
We study statistical estimation of a vector \( \theta_* \in \mathbb{R}^d \) from noisy observations, where each observation is subject to a random and unknown rotation. Letting \( G \subseteq O(d) \) be a known subgroup of orthogonal rotations in dimension \( d \), we consider
the observation model

\begin{equation}
Y = g \cdot \theta_\ast + \sigma \varepsilon.
\end{equation}

Here, \(g \sim \text{Unif}(G)\) is an unobserved uniform random element of this group, \(\sigma > 0\) is the noise level, and \(\varepsilon \sim \mathcal{N}(0, \text{Id})\) is observation noise that is independent of \(g\). This model is sometimes referred to as multi-reference alignment, the group action channel, or the orbit recovery problem \([1, 2, 6, 7, 10, 13, 14, 37]\).

Study of this model has largely been motivated by its relevance to the structure recovery problem arising in single-particle cryoelectron microscopy (cryo-EM) \([19, 22, 25]\). Cryo-EM is an experimental method of determining the 3D structure of a molecule by imaging many cryogenic samples of the molecule from different and unknown viewing angles. Due to limitations of electron dose, the individual images are subject to high levels of measurement noise, and they must be aligned and averaged to obtain a high-resolution reconstruction of the molecule. There is extensive literature on computational methods for this problem, and we refer readers to the recent surveys \([9, 47]\). In our work, we study the simpler model \((1.1)\), which omits many complications in cryo-EM such as a tomographic projection, the contrast-transfer function, and structural heterogeneity. We do this so as to focus our attention on some of the fundamental features of this reconstruction problem that may arise due to the latent rotation \(g\).

It has been observed since \([45]\) that the difficulty of estimation in the model \((1.1)\) has an atypically strong dependence on the noise level \(\sigma\), and this is a common theme in subsequent study \([2, 6, 7, 37]\). Figure 1.1 contrasts a low-noise and high-noise setting in a simple example, where \(G\) is the group of threefold rotations on the plane \(\mathbb{R}^2\). Three distinct clusters corresponding to the orbit points \(\{g \theta_\ast : g \in G\}\) are observed in low noise, whereas only a single large cluster is apparent in high noise. The number of samples needed to recover \(\theta_\ast\) and the dependence of this sample complexity on \(\sigma\) were studied in \([2, 6]\). In particular, \([6]\) showed that method-of-moments estimators can achieve rate-optimal sample complexity in \(\sigma\), and connected this complexity to properties of the algebra of \(G\)-invariant polynomials.

The focus of our current work is, instead, on maximum likelihood estimation for \(\theta_\ast\). Maximum likelihood is a widely used approach in practice, for either \textit{ab initio} estimation of \(\theta_\ast\) or for iterative refinement of a pilot estimate obtained by other means \([41–43, 45]\). Letting \(Y_1, \ldots, Y_n\) be i.i.d. observations from the model \((1.1)\), the maximum likelihood estimate (MLE) is a vector \(\hat{\theta} \in \mathbb{R}^d\) that maximizes the log-likelihood function

\[\theta \mapsto \frac{1}{n} \sum_{i=1}^{n} \log p_{\theta}(Y_i),\]
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Figure 1.1. Data samples and contours of negative log-likelihood $R_n(\theta)$ for the group of threefold rotations on $\mathbb{R}^2$, where $\theta_* = (1, 0)$. Left: 10,000 samples at noise level $\sigma = 0.4$. Right: 100,000 samples at noise level $\sigma = 4$. (Note the difference in axis limits between the data plots and contour plots.) Values in the contour plots are displayed under an affine transformation for better visualization.

where $p_Y$ is the probability density of $Y$ marginalizing over the latent rotation $g \sim \text{Unif}(G)$. We denote the negative log-likelihood function by $R_n(\theta)$; this function is also depicted in Figure 1.1 for low and high noise. The success of optimization algorithms for computing the MLE for \textit{ab initio} estimation and for iterative refinement depends, respectively, on the global function landscape of $R_n(\theta)$ and on its local landscape in a neighborhood of $\theta_*$. In this work, we study the function landscape of $R_n(\theta)$, assuming that the true vector $\theta_* \in \mathbb{R}^d$ is suitably generic. We restrict attention to discrete groups $G$, so that $R_n(\theta)$ has isolated critical points, and we derive several results. First, we show that the global landscape is “benign” for sufficiently low noise, having no spurious local minimizers for any discrete group. Second, we show that the local landscape in a $\sigma$-independent neighborhood of $\theta_*$ is also benign at any noise level $\sigma > 0$, and that $R_n(\theta)$ is strongly convex in this neighborhood after suitable reparametrization. Third, we relate the critical points of the global landscape in high noise to a sequence of simpler optimization problems defined by the symmetric moment tensors under $G$. We show that for discrete rotations in $\mathbb{R}^2$ as in Figure 1.1, and for the symmetric group that permutes the coordinates of $\mathbb{R}^d$, the global landscape is
benign also at high noise. In contrast, for the group of cyclic permutations in $\mathbb{R}^d$, the global landscape may not be benign for even $d \geq 6$ and odd $d \geq 53$.

Our motivations for studying the MLE and the likelihood landscape are twofold. First, classical statistical theory indicates that in the limit $n \to \infty$ for fixed dimension $d$, the MLE achieves asymptotic efficiency, meaning that $\hat{\theta}$ converges to $\theta_\ast$ at an $O(1/\sqrt{n})$ rate, with asymptotically optimal covariance $I(\theta_\ast)^{-1}$ (the inverse of the Fisher information matrix) matching the Cramer-Rao lower bound (see [31, sec. 2.5]). This need not hold for method-of-moments estimators as studied in [6]. Our results connect one aspect of [6] regarding the sample complexity for “list-recovery of generic signals” to the MLE, by showing that the eigenstructure of the Fisher information matrix $I(\theta_\ast)$ corresponds to a sequence of transcendence degrees in the graded algebra of $G$-invariant polynomials.

Second, a body of empirical literature in cryo-EM suggests that $R_n(\hat{\theta})$ may have spurious local minimizers. For ab initio estimation, this has motivated the development of a variety of optimization algorithms including stochastic hill climbing [21], stochastic gradient descent [40], and “frequency marching” [8]. However, at present, the function landscape of $R_n(\theta)$ is not theoretically well understood, even in simple examples of group actions. For instance, it is unclear how this landscape depends on properties of the group, and whether the roughness of this landscape is due to insufficient sample size or is a fundamental aspect of the model even in the $n \to \infty$ limit. Our work takes a step towards understanding these questions, and our results have concrete implications for descent-based optimization algorithms in this problem. We discuss these implications in Section 1.3 below.

1.1 The orbit recovery model

We study the orbit recovery model (1.1) in the setting of a discrete group. Let $G \subset O(d) \subset \mathbb{R}^{d \times d}$ be a discrete subgroup of the orthogonal group in dimension $d$, with finite cardinality

$$|G| = K.$$

Each observation is modeled as

$$Y = g \cdot \theta_\ast + \sigma \varepsilon$$

where $g \sim \text{Unif}(G)$, $\varepsilon \sim \mathcal{N}(0, \text{Id})$, and these are independent. Here, $\sigma > 0$ is the noise level, which we will assume is known. This is a $K$-component Gaussian mixture model with equal weights, where the centers of the mixture components are the points of the orbit of $\theta_\ast$ under $G$, given by

$$O_{\theta_\ast} = \{g\theta_\ast : g \in G\}.$$

The marginal density of $Y$ in this model is the Gaussian mixture density

$$p_{\theta_\ast}(Y) = \frac{1}{K} \sum_{g \in G} \left(\frac{1}{\sqrt{2\pi \sigma^2}}\right)^d \exp\left(-\frac{|Y - g\theta_\ast|^2}{2\sigma^2}\right).$$
For \( \theta,\theta' \in \mathbb{R}^d \), note that \( p_{\theta} = p_{\theta'} \) if and only if the \( K \) mixture components have the same centers, i.e., \( \mathcal{O}_{\theta'} = \mathcal{O}_{\theta} \). This means the parameter \( \theta_* \) is statistically identifiable in this model up to its orbit.

Given \( n \) independent samples \( Y_1, \ldots, Y_n \) distributed according to (1.1), we study the landscape of the negative log-likelihood empirical risk

\[
R_n(\hat{\theta}) = -\frac{1}{n} \sum_{i=1}^{n} \log p_{\hat{\theta}}(Y_i) + \text{const},
\]

Here, \( \text{const} \) denotes a \( \theta \)-independent value that we introduce to simplify the expression for this risk; see (2.2) for details. Our results will apply equally to a setting where the true group element \( g \) in (1.1) is not uniform, and we discuss this in Remark 2.1.

This function \( R_n(\theta) \) is nonconvex for any nontrivial group \( G \). A maximum likelihood estimator \( \hat{\theta} \in \mathbb{R}^d \) is any global minimizer of \( R_n(\theta) \). Note that if \( \hat{\theta} \) minimizes \( R_n(\theta) \), then all points in its orbit \( \mathcal{O}_{\hat{\theta}} \) also minimize \( R_n(\theta) \), so the MLE is also only defined up to its orbit.

Fixing the true parameter \( \theta_* \in \mathbb{R}^d \), we denote the mean of \( R_n(\theta) \) by

\[
R(\theta) = -\mathbb{E}[\log p_\theta(Y)] + \text{const},
\]

where \( \mathbb{E} \) is the expectation over both \( g \) and \( \varepsilon \) in the model \( Y = g \cdot \theta_* + \sigma \varepsilon \). This function \( R(\theta) \) depends implicitly on the true parameter \( \theta_* \). We call \( R(\theta) \) the population risk, and this may be understood as the \( n \to \infty \) limit of \( R_n(\theta) \). Note that

\[
R(\theta) = D_{\text{KL}}(p_{\theta_*} \| p_\theta) - \mathbb{E}[\log p_{\theta_*}(Y)] + \text{const}
\]

where \( D_{\text{KL}}(p \| q) = \int p(y) \log \frac{p(y)}{q(y)} dy \) is the Kullback-Leibler divergence between densities \( p \) and \( q \), and the remaining two terms do not depend on \( \theta \). Thus, a point \( \theta \in \mathbb{R}^d \) is a global minimizer of \( R(\theta) \) if and only if \( p_{\theta_*} = p_\theta \), i.e., \( \theta \in \mathcal{O}_{\theta_*} \).

It was established in [34] that under mild conditions for empirical risks such as (1.3), due to concentration of the gradient and Hessian of \( R_n(\theta) \) around those of \( R(\theta) \), various properties of the function landscape of \( R(\theta) \) translate to those of \( R_n(\theta) \) for sufficiently large \( n \)—these properties include the number of critical points and the number of negative Hessian eigenvalues at each critical point. Versions of this argument were also used in the analyses of dictionary learning and phase retrieval in [49, 50]. Our analysis will follow a similar approach, and the core of our arguments will pertain to the population risk (1.4) rather than its finite-\( n \) counterpart (1.3).

We will also study properties of the Fisher information matrix in this model. This is given by

\[
I(\theta_*) = -\mathbb{E}[\nabla^2_{\theta} \log p_\theta(Y) \| g=\theta_*] = \nabla^2_{\theta} R(\theta_*),
\]

which is the Hessian of the population risk \( R(\theta) \) evaluated at its global minimizer \( \theta = \theta_* \). It was shown in [14] that \( I(\theta_*) \) is invertible if and only if all \( K \) points of
the orbit $O_{\theta_*}$ are distinct. We assume this condition in all of our results, and some of our results will further restrict $\theta_*$ to satisfy additional generic properties that hold outside the zero set of an analytic function on $\mathbb{R}^d$. Identifying the MLE $\hat{\theta}$ as the point in its orbit closest to $\theta_*$, [2] verified that $\hat{\theta}$ is an asymptotically consistent estimate for $\theta_*$ as $n \to \infty$. By the classical theory of maximum likelihood estimation in parametric models (see [51, Chapter 5]), we then have the convergence in law

$$\sqrt{n}(\hat{\theta} - \theta_*) \to N(0, I(\theta_*)^{-1}).$$

Thus the eigenvalues of the Fisher information matrix determine the coordinate-wise asymptotic variances of the MLE in an orthogonal basis for $\mathbb{R}^d$.

1.2 Overview of results

We will be interested in the geometric properties of the function landscapes of $R_n(\hat{\theta})$ and $R(\theta)$. The most ideal setting for nonconvex optimization is when these landscapes are benign in the following sense.

**Definition 1.1.** The landscape of a twice continuously differentiable function $f : \mathbb{R}^d \to \mathbb{R}$ is globally benign if the only local minimizers of $f$ are global minimizers, $f$ is strongly convex at each such local minimizer, and each saddle point of $f$ is a strict saddle point.

This is equivalent to saying that the only points $\theta \in \mathbb{R}^d$ where $\nabla f(\theta) = 0$ and $\lambda_{\min}(\nabla^2 f(\theta)) \geq 0$ are the global minimizers of $f$, and $\lambda_{\min}(\nabla^2 f(\theta)) > 0$ strictly at all such points. This condition has been discussed in [23, 26, 30], which show that randomly initialized gradient descent converges to a global minimizer almost surely under this condition, and that gradient descent perturbed with additive noise can furthermore converge in polynomial time under a quantitative version of this condition.

In our results, we will fix a generic true parameter $\theta_* \in \mathbb{R}^d$. We study low-noise and high-noise regimes, where the low-noise regime is defined by $\sigma < \sigma_0$ for a sufficiently small $(\theta_*, d, G)$-dependent constant $\sigma_0 > 0$, and the high-noise regime by $\sigma > \sigma_0$ for a (different) sufficiently large $(\theta_*, d, G)$-dependent constant $\sigma_0 > 0$. It is the high-noise regime that is of primary interest in applications such as cryo-EM. We provide results also for low noise, to contrast with the high-noise behavior, and because these results may be of separate interest in other applications.

**Global landscape and Fisher information at low noise**

We show in Section 3 that both $R(\theta)$ and $R_n(\hat{\theta})$ are globally benign in the low-noise regime for any discrete group $G$, any $\theta_*$ whose orbit points are distinct under $G$, and sufficiently large sample size $n$. That is, there exists $\sigma_0 \equiv \sigma_0(\theta_*, d, G)$ for which $R(\theta)$ and $R_n(\hat{\theta})$ do not have any spurious local minimizers when $\sigma < \sigma_0$.

We also show that the Fisher information satisfies $I(\theta_*) \approx \sigma^{-2} \text{Id}$, where the error of this approximation is exponentially small in $\sigma^{-2}$. Here, $\sigma^{-2} \text{Id}$ is the Fisher information of the single Gaussian distribution $\mathcal{N}(\theta_*, \sigma^2 \text{Id})$. Thus the local
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geometries of $R(\theta)$ and $R_\ell(\theta)$ near $\theta_*$ resemble those of a single Gaussian, and they do not “feel” the effects of the other mixture components.

We remark that the group structure plays an important role in our proof of this global landscape result, and such a result is not true for general Gaussian mixture models: For the three-component Gaussian mixture model

$$\frac{1}{3}N(\theta_1, \sigma^2 \text{Id}) + \frac{1}{3}N(\theta_2, \sigma^2 \text{Id}) + \frac{1}{3}N(\theta_3, \sigma^2 \text{Id}).$$

it is known that the negative log-likelihood population risk as a function of $(\theta_1, \theta_2, \theta_3) \in \mathbb{R}^{3d}$ can have spurious local minimizers, even in the $\sigma \to 0$ limit. Similar examples may be constructed for any number of mixture components $K \geq 3$ [27].

**Fisher information at high noise**

As the noise level $\sigma$ increases, a transition occurs in the structure of the Fisher information matrix $I(\theta_*)$. We show in Section 4.4 that in the high-noise regime, for any generic $\theta_* \in \mathbb{R}^d$, there is a decomposition $d = d_1 + d_2 + \ldots + d_L$ where

$$I(\theta_*) \text{ has } d_\ell \text{ eigenvalues on the order of } \sigma^{-2\ell} \text{ for each } \ell = 1, \ldots, L.$$  \hfill (1.8)

The number $d_\ell$ is $\text{trdeg}(\mathcal{R}_{2\ell}^G) - \text{trdeg}(\mathcal{R}_{\ell}^G)$, where $\text{trdeg}(\mathcal{R}_k^G)$ is the transcendence degree over $\mathbb{R}$ of the space of $G$-invariant polynomials having degree $\leq \ell$. The number $L$ is the smallest integer for which $\text{trdeg}(\mathcal{R}_{\leq L}^G) = d$.

For the group of $K$-fold discrete rotations in $\mathbb{R}^2$, as in Figure 1.1, we have $L = K$, $d_2 = 1$, $d_K = 1$, and $d_\ell = 0$ for each other $\ell$. Thus $I(\theta_*)$ has one eigenvalue of magnitude $\sigma^{-4}$, corresponding to the curvature of $R(\theta)$ in the radial direction, and one eigenvalue of magnitude $\sigma^{-2K}$, corresponding to the direction tangent to the circle $\{\theta \in \mathbb{R}^2 : ||\theta|| = ||\theta_*||\}$. For the symmetric group of all permutations in $\mathbb{R}^d$, we have $L = d$ and $d_\ell = 1$ for each $\ell = 1, \ldots, d$. For cyclic permutations in $\mathbb{R}^d$, we have $L = 3$, $d_1 = 1$, $d_2 = \lceil \frac{d-1}{2} \rceil$, and $d_3 = \lceil \frac{d-1}{2} \rceil$. Here $d_1$ corresponds to the sum $\theta_1 + \ldots + \theta_d$, $d_2$ to the magnitudes of the remaining Fourier coefficients of $\theta$, and $d_3$ to the phases.

Applying (1.8) to the classical efficiency result (1.7) for the MLE, this shows that $\hat{\theta}$ estimates $\theta_*$ with an asymptotic covariance of $O(\sigma^{2L}/n)$. This rate agrees with the results of [6] on list-recovery of generic signals $\theta_*$ by a method-of-moments estimator. More precisely, (1.8) exhibits a decomposition of $\mathbb{R}^d$ into orthogonal subspaces of dimensions $d_1, \ldots, d_L$ such that the MLE $\hat{\theta}$ estimates $\theta_*$ with an asymptotic covariance of $O(\sigma^{2\ell}/n)$ in its component belonging to the $\ell$th subspace. For any continuously differentiable function $\psi : \mathbb{R}^d \to \mathbb{R}$, a Taylor expansion of $\psi$ (i.e. the statistical delta method) yields also the convergence in law

$$\sqrt{n}(\hat{\psi}(\hat{\theta}) - \psi(\theta_*)) \to N(0, \nabla \psi(\theta_*)^\top I(\theta_*)^{-1} \nabla \psi(\theta_*))$$  \hfill (1.9)

as $n \to \infty$. We show that when $\psi$ is any $G$-invariant polynomial of degree $\ell$, the gradient $\nabla \psi(\theta_*)$ belongs to the span of the first $\ell$ subspaces, so that $\psi(\hat{\theta})$ estimates $\psi(\theta_*)$ with variance $O(\sigma^{2\ell}/n)$. 

Global landscape at high noise

Denote by
\begin{equation}
T_\ell(\theta) = \mathbb{E}_g[(g\theta)^{\otimes \ell}] \in (\mathbb{R}^d)^{\otimes \ell}
\end{equation}
the $\ell$th moment tensor of $g\theta$, where $\mathbb{E}_g$ is the expectation over the uniform law $g \sim \text{Unif}(G)$. The entries of $T_\ell(\theta)$ consist of all order-$\ell$ mixed moments of entries of the random vector $g\theta \in \mathbb{R}^d$. Let $\| \cdot \|_{\text{HS}}$ be the Euclidean norm of the vectorization of such a tensor in $\mathbb{R}^{d\ell}$. We relate the local minimizers of $R(\theta)$ and $R_n(\theta)$ in the high-noise regime to a sequence of simpler optimization problems, given by successively minimizing
\begin{equation}
P_\ell(\theta) = \| T_\ell(\theta) - T_\ell(\theta_*) \|_{\text{HS}}^2
\end{equation}
over the variety
\begin{equation}
V_{\ell-1} = \{ \theta \in \mathbb{R}^d : T_k(\theta) = T_k(\theta_*) \text{ for } k = 1, \ldots, \ell - 1 \},
\end{equation}
for $\ell = 1, \ldots, L$. This sequence of optimization problems is related to the method of moments, in that (1.11) may be interpreted as matching the order-$\ell$ moments $T_\ell(\theta)$ to $T_\ell(\theta_*)$, subject to the constraint (1.12) that the moments of lower order have already been matched.

We show in Section 4.5 that for generic $\theta_*$, if $V_L = O_{\theta_*}$, each variety $V_\ell$ is nonsingular with constant dimension, each restriction $P_\ell|_{V_{\ell-1}}$ satisfies a strict saddle condition, and the only local minimizers of each restriction $P_\ell|_{V_{\ell-1}}$ are the points $\theta \in V_\ell$, then the global landscape of $R(\theta)$ is also benign in the high-noise regime. In such examples, the landscape of the empirical risk $R_n(\theta)$ is then also globally benign with high probability when $n \gg \sigma^{2L}$. This requirement for $n$ matches the sample complexity for recovery of generic signals in [6]. We analyze the two concrete examples of $K$-fold rotations in $\mathbb{R}^2$ and the symmetric group of all permutations in $\mathbb{R}^d$, showing that the global landscape is benign at high noise in these examples.

The first condition $V_L = O_{\theta_*}$ means that $\theta_*$ is uniquely specified, up to its orbit, by its first $L$ moment tensors $T_1(\theta_*), \ldots, T_L(\theta_*).$ These are the examples in [6] where the notions of “generic list recovery” and “generic unique recovery” coincide. We note that this condition alone is not sufficient to guarantee a benign landscape. For instance, in the cyclic permutations example below, we have $L = 3$ and $V_3 = O_{\theta_*}$ for generic points $\theta_* \in \mathbb{R}^d$ in any dimension $d$, but spurious local minima may exist.

Spurious local minimizers for cyclic permutations

The complexity of the sequence of optimization problems in (1.11)–1.12 depends on the structure of the $G$-invariant polynomial algebra. As a more complex example, we study in Section 4.6 the group $G$ of cyclic permutations in $\mathbb{R}^d$. Some authors refer to this specific action as the multi-reference alignment (MRA) model, and the invariant polynomial algebra for this group bears some similarities to the continuous action of $\text{SO}(3)$ that is relevant for cryo-EM applications [6,7,37].
For this group, we have $L = 3$, and $P_\ell(\theta)$ does not have spurious local minimizers over $\mathcal{V}_\ell$ for $\ell = 1$ and 2. For $\ell = 3$ and odd $d$, denoting $\mathcal{I} = \{1, 2, \ldots, \frac{d-1}{2}\}$, we show in Theorem 4.28 that minimizing $P_3(\theta)$ over $\mathcal{V}_2$ is equivalent to minimizing

$$F^+(t_1, \ldots, t_{|\mathcal{I}|}) = -\frac{1}{6} \sum_{i, j, k \in \mathcal{I} \cup -\mathcal{I}} r_{i,*}^2 r_{j,*}^2 r_{k,*}^2 \cos(t_i + t_j + t_k)$$

over phase variables $t_1, \ldots, t_{|\mathcal{I}|} \in [0, 2\pi)$, where we identify $t_{-i} = -t_i$ and set $r_{i,*}$ as the modulus of the $i^{th}$ Fourier coefficient of $\theta_*$. When $d$ is even, there is an additional term to this function as well as a second function $F^-(t_1, \ldots, t_{|\mathcal{I}|})$, and we refer to Section 4.6 for details.

We show that for high noise and generic $\theta_* \in \mathbb{R}^d$, local minimizers of $R(\theta)$ are in correspondence with local minimizers of $F^\pm(t_1, \ldots, t_{|\mathcal{I}|})$, where the magnitudes of the Fourier coefficients of any such local minimizer $\theta \in \mathbb{R}^d$ are close to those of $\theta_*$, and the differences in phases between the Fourier coefficients of $\theta$ and those of $\theta_*$ are close to the corresponding local minimizer of $F^\pm$. In dimensions $d \leq 5$, there are no spurious local minimizers, and the landscapes of $R(\theta)$ and $R_H(\theta)$ are globally benign. In even dimensions $d \geq 6$ and odd dimensions $d \geq 53$, we exhibit an open set $U \subset \mathbb{R}^d$ such that $R(\theta)$ and $R_H(\theta)$ do have spurious local minimizers, for all $\theta_* \in U$. This is a phenomenon of the population risk $R(\theta)$ and is not caused by finite-$n$ behavior, so descent procedures may converge to these spurious local minimizers even in the limit of infinite sample size. (We have found via a computer search that spurious local minimizers may exist for odd $d \geq 13$, but we will not attempt to make this rigorous.)

In the method-of-moments approach to MRA, the Fourier magnitudes of $\theta$ are recovered from the power spectrum, or the set of degree-2 polynomial invariants, and the Fourier phases are recovered from certain degree-3 polynomial invariants known as the bispectrum. The above surrogate functions $F^\pm(t_1, \ldots, t_{|\mathcal{I}|})$ are functions of the bispectrum, and it may be checked that they are examples of the non-convex bispectrum inversion objective in [10, eq. (III.4)]. The spurious local minima that we exhibit for even $d \geq 6$ correspond to the local minima also identified in [10, p. 17]. The spurious local minima for odd $d$ form a new family, which demonstrates also that the objective in [10] may not be globally benign in such settings.

**Local landscape at high noise**

Motivated by the possibility that $R(\theta)$ and $R_H(\theta)$ are not globally benign, we study also their local landscapes restricted to a smaller neighborhood of $\theta_*$ in Section 4.4. We show that there is a $\sigma$-independent neighborhood $U$ of $\theta_*$, and a local reparametrization by an analytic map $\varphi : \mathbb{R}^d \rightarrow \mathbb{R}^d$ that is 1-to-1 on $U$, such that
$R$ and $R_\theta$ are strongly convex as functions of $\varphi \in \varphi(U)$, with unique local minimizers in $U$. The coordinates of this map $\varphi$ may be taken to be $d$ polynomials that form a transcendence basis of the $G$-invariant polynomial algebra.

We remark that this result does not automatically follow from the invertibility of the Fisher information $I(\theta_*)$ established in [14], as this invertibility does not preclude the possibility that the size of this neighborhood $U$ shrinks as $\sigma \to \infty$. In fact, it is not true that $R(\theta)$ must be convex over $\theta \in U$ for a $\sigma$-independent neighborhood $U$, and the reparametrization by $\varphi$ is important to ensure convexity. For instance, in the high-noise picture of Figure 1.1, it is evident from the nonconvex level sets that $R_\theta(\theta)$ is convex only in a small neighborhood of $\theta_*$. However, it is convex in a much larger neighborhood of $\theta_*$ when reparametrized by two coordinates that represent the radius and angle.

**High-noise expansion of the population risk**

Our results in the high-noise regime are enabled by a series expansion of the population risk function in $\sigma^{-2}$, given by

$$R(\theta) = \sum_{\ell=1}^{\infty} \sigma^{-2\ell} S_\ell(\theta)$$

for certain $G$-invariant polynomial functions $S_\ell(\theta)$. For fixed $\theta_* \in \mathbb{R}^d$, each polynomial $S_\ell(\theta)$ takes the form

$$S_\ell(\theta) = \frac{1}{2(\ell!)} \| T_\ell(\theta) - T_\ell(\theta_*) \|_{\text{HS}}^2 + Q_\ell(\theta)$$

where $Q_\ell(\theta)$ is in the algebra generated by $G$-invariant polynomials of degree $\leq \ell - 1$. We derive these results and provide a rigorous interpretation of this expansion in Section 4.2.

By the relation (1.5), this is equivalent to a series expansion of the KL-divergence $D_{KL}(p_{\theta_*} \| p_{\theta})$ in $\sigma^{-2}$. In the works [2,6,7], analogous expansions were performed instead for upper and lower bounds to the KL-divergence, and these were then used to study the sample complexity of estimating $\theta_*$. To study the log-likelihood landscape, we must perform this expansion for $R(\theta)$ itself. Our proof of this series expansion does not require $G$ to be discrete (or $\theta_*$ to be generic), and this result may be used also to study continuous group actions. Following the initial posting of this work, this series expansion has recently been extended to more general high-noise Gaussian mixture models in [28].

**1.3 Implications for optimization**

In this section, we discuss some implications of our results for descent-based optimization algorithms in high-noise settings.
Slow convergence of expectation-maximization

One of the most widely used optimization algorithms for minimizing $R_n(\theta)$ is expectation-maximization (EM) (see [18], and [9, 45, 46] for applications in cryo-EM). Starting from an initialization $\theta^{(0)} \in \mathbb{R}^d$, the EM algorithm iteratively computes

$$\theta^{(t+1)} = \arg \min_{\theta \in \mathbb{R}^d} Q(\theta \mid \theta^{(t)})$$

where

$$Q(\theta \mid \theta^{(t)}) = -\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{g \mid Y_i, \theta^{(t)}} \left[ \log \left( \left( \frac{1}{\sqrt{2\pi\sigma^2}} \right)^d \exp \left( -\frac{\|Y_i - g\theta\|_2^2}{2\sigma^2} \right) \right) \right]$$

is the expectation of the full-data negative log-likelihood over the posterior law of $g \in G$. For each sample $Y_i$, the density of this posterior law is

$$p(g \mid Y_i, \theta^{(t)}) = \exp \left( -\frac{\|Y_i - g\theta^{(t)}\|_2^2}{2\sigma^2} \right) / \sum_{h \in G} \exp \left( -\frac{\|Y_i - h\theta^{(t)}\|_2^2}{2\sigma^2} \right),$$

leading to the following explicit form of the EM iteration:

$$\theta^{(t+1)} = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{g \mid Y_i, \theta^{(t)}} [g^T Y_i].$$

It is straightforward to verify that this is equivalent to the gradient descent (GD) update

$$\theta^{(t+1)} = \theta^{(t)} - \eta \cdot \nabla R_n(\theta^{(t)})$$

with a fixed step size $\eta = \sigma^2$.

Our results indicate that in the high-noise regime, this step size $\eta = \sigma^2$ corresponding to EM may not be correctly tuned for optimal convergence. For applying GD to a smooth and strongly convex function $f(\theta)$ where

$$\alpha \mathbf{I} \leq \nabla^2 f(\theta) \leq \beta \mathbf{I},$$

the optimal step size is $\eta \asymp 1/\beta$, and GD with this step size achieves a convergence rate

$$||\theta^{(t)} - \theta^{(0)}||^2 \lesssim O((1 - c\alpha/\beta)^t)$$

for a constant $c > 0$ (see [36, theorem 2.1.14]). For any mean-zero group $G$, we have (by Lemma 4.9) that $d_1 = 0$ in the decomposition $d = d_1 + \cdots + d_L$ in (1.8), so that $\lambda_{\max}(\nabla^2 R_n(\theta)) \asymp \sigma^{-4}$ locally near $\theta^*_s$. Thus there is a flattening of the landscape near $\theta^*_s$, and GD should instead be tuned with the larger step size $\eta \asymp \sigma^4$ after reaching a small enough neighborhood of $\theta^*_s$.

Figure 1.2 illustrates this for threefold rotations in $\mathbb{R}^2$, comparing 250 iterations of EM versus GD with step size $\eta = \sigma^4$ on the high-noise example of Figure 1.1. EM converges quite slowly after reaching a vicinity of the circle $\{\theta \in \mathbb{R}^2 : ||\theta|| = ||\theta^*_s||\}$, and the improved convergence rate for step size $\eta = \sigma^4$ is apparent.
It-of each algorithm for easier visualization. All three algorithms in high-noise settings. This poses a known problem for the convergence of samples and noise level, and Nesterov-accelerated gradient and to the orbit of the true parameter \( \theta_* = (1, 0) \), for 250 iterates \( g^{(1)}, \ldots, g^{(250)} \) of each algorithm.

\[ \text{ Figure 1.2. Convergence of expectation-maximization (EM), gradient descent (GD) with step size } \eta = \sigma^4, \text{ and Nesterov-accelerated gradient descent (AGD) with step size } \eta = \sigma^4 \text{ on the threefold rotations example with } \eta = 100,000 \text{ samples and noise level } \sigma = 4. \text{ All three algorithms are initialized at } \theta^{(0)} = (1, 1). \]

Nesterov acceleration for gradient descent

The structure (1.8) for the eigenvalues of \( I(\theta_*) \) also indicates that the Hessians of the risk functions \( R_n(\theta) \) and \( R(\theta) \) may be highly anisotropic and ill-conditioned near \( \theta_* \) in high-noise settings. This poses a known problem for the convergence of gradient descent with any fixed step size, including EM, as evident from the factor \( \alpha/\beta \) in (1.13).

This also suggests that substantial improvements in convergence may be obtained by using momentum or acceleration methods [36, 39]. For example, by using the Nesterov acceleration scheme,

\[
\begin{align*}
\mu^{(t+1)} &= \theta^{(t)} - \eta \cdot \nabla R_n(\theta^{(t)}), \\
\theta^{(t+1)} &= (1 + \tau)\mu^{(t+1)} - \tau \mu^{(t)},
\end{align*}
\]

accelerated gradient descent (AGD) can achieve the improved convergence rate

\[
\|\theta^{(t)} - \theta^{(0)}\|^2 \leq O( (1 - c \sqrt{\alpha/\beta})^t ),
\]

remains significant for multiple iterations. This also suggests that substantial improvements in convergence may be obtained by using momentum or acceleration methods [36, 39]. For example, by using the Nesterov acceleration scheme,

\[
\begin{align*}
\mu^{(t+1)} &= \theta^{(t)} - \eta \cdot \nabla R_n(\theta^{(t)}), \\
\theta^{(t+1)} &= (1 + \tau)\mu^{(t+1)} - \tau \mu^{(t)},
\end{align*}
\]

accelerated gradient descent (AGD) can achieve the improved convergence rate

\[
\|\theta^{(t)} - \theta^{(0)}\|^2 \leq O( (1 - c \sqrt{\alpha/\beta})^t ),
\]

remains significant for multiple iterations. This also suggests that substantial improvements in convergence may be obtained by using momentum or acceleration methods [36, 39]. For example, by using the Nesterov acceleration scheme,

\[
\begin{align*}
\mu^{(t+1)} &= \theta^{(t)} - \eta \cdot \nabla R_n(\theta^{(t)}), \\
\theta^{(t+1)} &= (1 + \tau)\mu^{(t+1)} - \tau \mu^{(t)},
\end{align*}
\]

accelerated gradient descent (AGD) can achieve the improved convergence rate

\[
\|\theta^{(t)} - \theta^{(0)}\|^2 \leq O( (1 - c \sqrt{\alpha/\beta})^t ),
\]

remains significant for multiple iterations. This also suggests that substantial improvements in convergence may be obtained by using momentum or acceleration methods [36, 39]. For example, by using the Nesterov acceleration scheme,
see [36, theorem 2.2.3]. Figure 1.2 also illustrates the convergence of AGD on the same threefold rotations example, with step size $\eta = \sigma^4$ and momentum parameters $\tau \equiv \tau_t$ defined as (see [15, section 3.7.2])

$$\lambda_0 = 0, \quad \lambda_t = \left(1 + \sqrt{1 + 4\lambda_{t-1}^2}\right)/2, \quad \tau_t = (\lambda_t - 1)/\lambda_{t+1}.$$  

The iterates $\theta^{(t)}$ reach the orbit $\mathcal{O}_{\theta_*}$ within 30 iterations of AGD, when neither EM nor standard GD with $\eta = \sigma^4$ is close to having converged.

**Reparametrization for second-order trust region methods**

Second-order descent procedures may also be applied to minimize $R_{\theta}(\theta)$. Since $R_{\theta}$ is nonconvex, it is possible for its second-order approximation at an iterate $\theta^{(t)}$ to have a direction of negative curvature. When this occurs, it is common to apply a trust-region approach, where the next update $\theta^{(t+1)}$ is constrained to lie within a fixed-radius ball around $\theta^{(t)}$ [34, 48–50]. This trust region is used until the iterates $\theta^{(t)}$ reach a neighborhood of strong convexity around a local minimizer of $R_{\theta}(\theta)$, after which the algorithm naturally transitions to a standard second-order Newton method for minimizing convex objectives.

At high noise, the region of convexity for $R(\theta)$ and $R_{\theta}(\theta)$ around $\theta_*$ may be vanishingly small in $\sigma$, requiring more careful tuning of this trust-region algorithm and a large number of iterations before reaching this convex region. However, as mentioned in Section 1.2, our results indicate that the region of convexity is much larger and is $\sigma$-independent upon reparametrizing by $G$-invariant coordinates $\varphi \equiv \varphi(\theta)$. This suggests that second-order methods may be more effective and stable when applied in the parametrization by $\varphi$, rather than the original parametrization by $\theta$.

**1.4 Notation**

We write $\mathbb{E}_g$ for the expectation over $g \sim \mathcal{N}(0, \text{Id})$. We write

$$\mathbb{E}_g[f(g)] = \frac{1}{K} \sum_{g \in G} f(g)$$

for the expectation over the uniform law $g \sim \text{Unif}(G)$, and $\text{Var}_g$ and $\text{Cov}_g$ for the associated variance and covariance. Similarly, $\mathbb{E}_h$ is the expectation over $h \sim \text{Unif}(G)$, and $\mathbb{E}_{g_1, g_2}$ is the expectation over independent elements $g_1, g_2 \sim \text{Unif}(G)$ unless stated otherwise.

We consider $\theta_*, d, G$ as constant throughout the paper. We write $C, C', c, c' > 0$ for constants that may depend on $\theta_*, d, G$ and change from instance to instance. These do not depend on the noise level $\sigma$, and we will be explicit about the dependence of our results on $\sigma$.

For a function $f : \mathbb{R}^d \to \mathbb{R}$, we denote its gradient and Hessian by $\nabla f \in \mathbb{R}^d$ and $\nabla^2 f \in \mathbb{R}^{d \times d}$. More generally, we denote by $\nabla^k f \in (\mathbb{R}^d)^{\otimes k}$ the symmetric tensor of its $k$th-order partial derivatives. For a coordinate $\theta_i$ of $\theta$, $\partial_{\theta_i} f$ is the
partial derivative in $\theta_i$. For $f : \mathbb{R}^d \to \mathbb{R}^k$, $df \in \mathbb{R}^{k \times d}$ is its full derivative (i.e., Jacobian matrix). When $k = 1$, we take the convention that $\nabla f$ is a column vector, so $\nabla f = df^T$. We write $\nabla_{\theta_i}, \nabla_{\theta_i}^\ell$, and $d_{\theta_i}$ to clarify that these are taken with respect to $\theta_i$, and we write $\nabla_{\theta} f(\theta_*)$, $\nabla_{\theta}^\ell f(\theta_*)$, and $d_{\theta} f(\theta_*)$ for their evaluations at $\theta = \theta_*$. 

For a symmetric matrix $M \in \mathbb{R}^{d \times d}$, $\lambda_{\text{max}}(M)$ and $\lambda_{\text{min}}(M)$ are its largest and smallest eigenvalues, and $\succeq$ and $\succ$ denote the positive-semidefinite and positive-definite ordering. For $\mu \in \mathbb{R}^d$ and $\rho > 0$, $B_\rho(\mu)$ is the open $\ell_2$ ball of radius $\rho$ around $\mu$. $\| \cdot \|$ is the $\ell_2$ norm for vectors and $\ell_2 \to \ell_2$ operator norm (largest singular value) for matrices, $\langle \cdot, \cdot \rangle$ is the $\ell_2$ inner product, and $\| \cdot \|_{\text{HS}}$ is the vectorized $\ell_2$ norm for higher-order tensors. $\text{dist}(x, S) = \inf_{y \in S} \| x - y \|$ is the $\ell_2$-distance from $x$ to a set $S$. Id is the identity matrix, $\mathcal{N}(\cdot, \cdot)$ denotes the Gaussian distribution parametrized by mean and variance/covariance, and $[\ell] = \{1, \ldots, \ell\}$.

For $\alpha = 1, 2$, we denote by $\| W \|_{\psi_\alpha} = \inf \{ t > 0 : \mathbb{E}_t[\exp((\| W \|/t)^\alpha)] \leq 2 \}$ the subexponential and sub-Gaussian norms of the random variable $W$. (See [52, chap. 2].)

## 2 Preliminaries

This section collects several more basic results about the population risk $R(\theta)$ and its empirical counterpart $R_n(\theta)$, including expressions for their derivatives, bounds on critical points, and the concentration of $R_n(\theta)$ around $R(\theta)$.

### 2.1 The risk, gradient, and Hessian

Let us first derive some simpler expressions for the risks $R_n(\theta)$ and $R(\theta)$. We represent each sample $Y$ as

\begin{equation}
Y = h(\theta_* + \sigma \varepsilon)
\end{equation}

where $h \in G$, and $\varepsilon \sim \mathcal{N}(0, \text{Id})$ is independent of $h$. This is equivalent to the model (1.1), by the rotational invariance of the law of $\varepsilon$. Then the marginal log-likelihood (1.2) is given by

\[- \log p_{\theta}(Y) = - \log \mathbb{E}_g \left[ \left( \frac{1}{\sqrt{2\pi \sigma^2}} \right)^d \exp \left( - \frac{\| h(\theta_* + \sigma \varepsilon - g \theta) \|^2}{2\sigma^2} \right) \right].\]

Applying $\| h(\theta_* + \sigma \varepsilon - g \theta) \| = \| \theta_* + \sigma \varepsilon - h^T g \theta \|$ and the equality in law $h^T g \overset{L}{=} g$ for any fixed $h \in G$, we have

\[- \log p_{\theta}(Y) = - \log \mathbb{E}_g \left[ \left( \frac{1}{\sqrt{2\pi \sigma^2}} \right)^d \exp \left( - \frac{\| \theta_* + \sigma \varepsilon - g \theta \|^2}{2\sigma^2} \right) \right] \]

\[= \frac{d}{2} \log(2\pi \sigma^2) + \frac{\| \theta_* + \sigma \varepsilon \|^2}{2\sigma^2} + \frac{\| \theta \|^2}{2\sigma^2} - \log \mathbb{E}_g \left[ \exp \left( \frac{(\theta_* + \sigma \varepsilon, g \theta)}{\sigma^2} \right) \right].\]
The first two terms above do not depend on \( \theta \), and we omit them in the sequel. We define the empirical risk as
\[
R_n(\theta) = \frac{||\theta||^2}{2\sigma^2} - \frac{1}{n} \sum_{i=1}^{n} \log \mathbb{E}_g \left[ \exp \left( \frac{\langle \theta \ast + \sigma \varepsilon_i, g(\theta) \rangle}{\sigma^2} \right) \right].
\]
Then \( R_n(\theta) \) is a constant shift of the negative log-likelihood for independent samples \( Y_1, \ldots, Y_n \), as stated in (1.3). We define the corresponding population risk
\[
R(\theta) = \mathbb{E}[R_n(\theta)]
\]
by
\[
R(\theta) = \frac{||\theta||^2}{2\sigma^2} - \mathbb{E}_\varepsilon \left[ \log \mathbb{E}_g \left[ \exp \left( \frac{\langle \theta \ast + \sigma \varepsilon, g(\theta) \rangle}{\sigma^2} \right) \right] \right].
\]

Remark 2.1. The above arguments do not require \( h \in G \) to be uniformly distributed. That is to say, if \( h \) is modeled as uniformly distributed, the law of \( p_{\theta}(Y) \) does not depend on the true distribution of \( h \). Thus our results apply also for non-uniform \( h \in G \). Our results do not describe the landscape if the non-uniformity is incorporated into the likelihood model. Existing work on method-of-moments suggests that, in such settings, the Fisher information may have a different dependence on \( \sigma \) in the high-noise regime [1, 44].

Next, let us express the gradients, Hessians, and higher-order derivatives of these risk functions in terms of a reweighted law for \( g \in G \). Given \( \theta \) and \( \varepsilon \), we introduce the reweighted probability law on \( G \) defined by
\[
p(g \mid \varepsilon, \theta) = \exp \left( \frac{\langle \theta \ast + \sigma \varepsilon, g(\theta) \rangle}{\sigma^2} \right) / \sum_{h \in G} \exp \left( \frac{\langle \theta \ast + \sigma \varepsilon, h(\theta) \rangle}{\sigma^2} \right).
\]
We write \( \mathbb{P}_g[\cdot \mid \varepsilon, \theta] \), \( \mathbb{E}_g[\cdot \mid \varepsilon, \theta] \), \( \text{Var}_g[\cdot \mid \varepsilon, \theta] \), and \( \text{Cov}_g[\cdot \mid \varepsilon, \theta] \) for the probability, expectation, variance, and covariance with respect to this reweighted law of \( g \). We also write \( k^\ell_g[\cdot \mid \varepsilon, \theta] \) for the \( \ell \)th cumulant tensor with respect to this law; see Appendix A.1 for the definition.

**Lemma 2.2.** The derivatives of \( R_n(\theta) \) take the forms
\[
\nabla R_n(\theta) = \frac{1}{\sigma^2} \left( \theta - \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_g \left[ g^{\top}(\theta \ast + \sigma \varepsilon_i) \right] \varepsilon_i, \theta \right)
\]
\[
\nabla^2 R_n(\theta) = \frac{1}{\sigma^2} \left( \mathbb{I}_d - \frac{1}{\sigma^2} \cdot \frac{1}{n} \sum_{i=1}^{n} \text{Cov}_g \left[ g^{\top}(\theta \ast + \sigma \varepsilon_i) \right] \varepsilon_i, \theta \right)
\]
\[
\nabla^\ell R_n(\theta) = -\frac{1}{\sigma^{2\ell}} \cdot \frac{1}{n} \sum_{i=1}^{n} k^\ell_g \left[ g^{\top}(\theta \ast + \sigma \varepsilon_i) \right] \varepsilon_i, \theta \] for \( \ell \geq 3 \).

**Proof.** For any random vector \( u \in \mathbb{R}^d \), the derivatives of its cumulant generating function are given by
\[
\nabla^\ell u \log \mathbb{E}[e^{u(\theta,\theta)}] = \kappa^\ell[u \mid \theta]
\]
where \( \kappa^\ell[u \mid \theta] \in (\mathbb{R}^d)^{\otimes \ell} \) is the \( \ell \)-th cumulant tensor of \( u \) under its reweighted law defined by \( \mathbb{E}[f(u) \mid \theta] = \mathbb{E}[f(u)e^{(u, \tilde{\theta})}/\mathbb{E}[e^{(u, \tilde{\theta})}] \). (See Appendix A.1.) In particular, for \( \ell = 1, 2 \), these are the mean and covariance with respect to this law. Then (2.5)–2.7 follow from differentiating (2.2) in \( \tilde{\theta} \), and applying this to the random vector \( u = g^\top(\theta_\ast + \sigma \varepsilon_i)/\sigma^2 \) conditional on \( \varepsilon_i \).

**Lemma 2.3.** The derivatives of \( R(\theta) \) take the forms

\[
\begin{align*}
(2.8) \quad \nabla R(\theta) &= \frac{1}{\sigma^2} \left( \theta - \mathbb{E}_\varepsilon[\mathbb{E}_g[g^\top(\theta_\ast + \sigma \varepsilon) \mid \varepsilon, \tilde{\theta}] \right) \\
(2.9) \quad \nabla^2 R(\theta) &= \frac{1}{\sigma^2} \left( \mathbb{E}_\varepsilon[\mathbb{E}_g[g^\top(\theta_\ast + \sigma \varepsilon) \mid \varepsilon, \tilde{\theta}] \mathbb{E}_g[g^\top(\theta_\ast + \sigma \varepsilon) \mid \varepsilon, \tilde{\theta}]^\top \theta_\ast \right) \\
(2.10) \quad \nabla^\ell R(\theta) &= \frac{1}{\sigma^{2\ell}} \mathbb{E}_\varepsilon[\kappa^\ell_g[g^\top(\theta_\ast + \sigma \varepsilon) \mid \varepsilon, \tilde{\theta}]] \quad \text{for } \ell \geq 3
\end{align*}
\]

**Proof.** The identities (2.8), (2.10), and (2.11) are obtained by taking the expectations of (2.5)–2.7 over \( \varepsilon_1, \ldots, \varepsilon_\eta \). (The derivatives of \( R(\tilde{\theta}) \) in \( \tilde{\theta} \) may be taken inside \( \mathbb{E}_\varepsilon \) by a standard application of the dominated convergence theorem.)

For (2.9), we apply Gaussian integration by parts to rewrite \( \mathbb{E}_\varepsilon[\mathbb{E}_g[g^\top \varepsilon \mid \varepsilon, \tilde{\theta}] \) term in (2.8): Denote by \( g_{ij} \) the \( j \)-th column of a matrix \( g \in G \), and by \( g_{ij} \) the \((i, j)\) entry. Then recalling the density (2.4) and applying the integration-by-parts identity \( \mathbb{E}[f(\xi)\xi] = \mathbb{E}[f'(\xi)] \) for \( \xi \sim \mathcal{N}(0, 1) \), we get

\[
\begin{align*}
\mathbb{E}_\varepsilon[\mathbb{E}_g[g_{ij}^\top \varepsilon \mid \varepsilon, \tilde{\theta}] & = \sum_{i=1}^d \mathbb{E}_\varepsilon[\mathbb{E}_g[p(g \mid \varepsilon, \tilde{\theta})g_{ij}\varepsilon_i] = \sum_{i=1}^d \mathbb{E}_\varepsilon[\partial_{\varepsilon_i}\mathbb{E}_g[p(g \mid \varepsilon, \tilde{\theta})g_{ij}]]
\end{align*}
\]

Write \( (g\theta)_i \) as the \( i \)-th coordinate of \( g\theta \), and note that differentiating (2.4) in \( \varepsilon_i \) gives

\[
\partial_{\varepsilon_i} p(g \mid \varepsilon, \tilde{\theta}) = \frac{1}{\sigma} (p(g \mid \varepsilon, \tilde{\theta})(g\theta)_i - p(g \mid \varepsilon, \tilde{\theta})\mathbb{E}_h[p(h \mid \varepsilon, \tilde{\theta})(h\theta)_i])
\]

where \( h \sim \text{Unif}(G) \) is independent of \( g \). Then

\[
\begin{align*}
\sigma \mathbb{E}_\varepsilon[\mathbb{E}_g[g_{ij}^\top \varepsilon \mid \varepsilon, \tilde{\theta}] & = \sum_{i=1}^d \mathbb{E}_\varepsilon[\mathbb{E}_g[g_{ij}^\top g_{ij}(g\theta)_i \mid \varepsilon, \tilde{\theta}] \\
& = \mathbb{E}_\varepsilon[\mathbb{E}_g[g_{ij}^\top g \mid \varepsilon, \tilde{\theta}] - \mathbb{E}_g[g_{ij} \mid \varepsilon, \tilde{\theta}]^\top \mathbb{E}_g[g \mid \varepsilon, \tilde{\theta}] \theta, \\
& = \theta_j - \mathbb{E}_\varepsilon[\mathbb{E}_g[g_{ij} \mid \varepsilon, \tilde{\theta}]^\top \mathbb{E}_g[g \mid \varepsilon, \tilde{\theta}] \tilde{\theta}]
\end{align*}
\]

the last line using \( g_{ij}^\top g = \theta_j \) for any fixed orthogonal matrix \( g \in G \). Combining this for \( j = 1, \ldots, d \),

\[
\begin{align*}
\sigma \mathbb{E}_\varepsilon[\mathbb{E}_g[g^\top \varepsilon \mid \varepsilon, \tilde{\theta}]] & = \theta - \mathbb{E}_\varepsilon[\mathbb{E}_g[g \mid \varepsilon, \tilde{\theta}]^\top \mathbb{E}_g[g \mid \varepsilon, \tilde{\theta}] \tilde{\theta}]
\end{align*}
\]

Substituting into (2.8) yields (2.9). \( \square \)
2.2 Subgroup decompositions

If the group $G$ is the product of two groups $G_1$ and $G_2$ acting on orthogonal subspaces of $\mathbb{R}^d$, then both the empirical and population risks decompose as a sum corresponding to these two components. This is stated formally in the following lemma.

**Lemma 2.4.** Let $V = [V_1 \mid V_2]$ be an orthogonal matrix, where $V_1 \in \mathbb{R}^{d \times d_1}$, $V_2 \in \mathbb{R}^{d \times d_2}$, and $d_1 + d_2 = d$. Suppose that $G \subseteq \text{O}(d)$ decomposes as

$$G = \left\{ V \begin{pmatrix} g_1 & 0 \\ 0 & g_2 \end{pmatrix} V^T : g_1 \in G_1, g_2 \in G_2 \right\}$$

for subgroups $G_1 \subseteq \text{O}(d_1)$ and $G_2 \subseteq \text{O}(d_2)$, and write the corresponding decompositions $\theta_1 = V_1^T \theta, \theta_2 = V_2^T \theta, \theta_1,*, \theta_2,* = V_1^T \theta,*, \theta_2,*, = V_2^T \theta,*$. Then

$$R_n(\theta) = R_{n}^{G_1}(\theta_1) + R_{n}^{G_2}(\theta_2) \quad \text{and} \quad R(\theta) = R^{G_1}(\theta_1) + R^{G_2}(\theta_2),$$

where $R_{n}^{G_1}$ and $R^{G_1}$ denote the empirical and population risks (1.3) and (1.4) defined by $G_1$ and $\theta_1,*$ in dimension $d_1$, and similarly for $G_2$.

**Proof.** Note that $||\theta||^2 = ||\theta_1||^2 + ||\theta_2||^2$. Writing $g \in G$ as $g = V_1 g_1 V_1^T + V_2 g_2 V_2^T$, we have

$$\langle \theta_*, \sigma \varepsilon_i, g \theta \rangle = \langle \theta_1,*, \sigma V_1^T \varepsilon_i, g_1 \theta_1 \rangle + \langle \theta_2,*, \sigma V_2^T \varepsilon_i, g_2 \theta_2 \rangle.$$

The expectation $\mathbb{E}_g$ may be written as independent expectations over $g_1 \sim \text{Unif}(G_1)$ and $g_2 \sim \text{Unif}(G_2)$. Furthermore, $V_1^T \varepsilon_i$ and $V_2^T \varepsilon_i$ are independent Gaussian vectors of dimensions $d_1$ and $d_2$. Applying these to (2.2) yields $R_n(\theta) = R_{n}^{G_1}(\theta_1) + R_{n}^{G_2}(\theta_2)$. Taking the expectation yields $R(\theta) = R^{G_1}(\theta_1) + R^{G_2}(\theta_2)$. \hfill \Box

In particular, we may always reduce our study to a group $G$ where $\mathbb{E}_g[g] = 0$, because of the following result. (Here $\mathbb{E}_g[g]$ is the expectation in $\mathbb{R}^{d \times d}$ when we consider $G \subseteq \text{O}(d)$.)

**Lemma 2.5.** Suppose $\mathbb{E}_g[g]$ has rank $d_1$ where $0 < d_1 \leq d$, and set $d_2 = d - d_1$. Let $V = [V_1 \mid V_2]$ be an orthogonal matrix where the columns of $V_2 \in \mathbb{R}^{d \times d_2}$ span the kernel of $\mathbb{E}_g[g]$. Then

$$G = \left\{ V \begin{pmatrix} \text{Id} & 0 \\ 0 & g_2 \end{pmatrix} V^T : g_2 \in G_2 \right\}$$

where $G_2 \subseteq \text{O}(d_2)$ is a subgroup that is group-isomorphic to $G$, and $\mathbb{E}_g[g] g_2 = 0$ for $g_2 \sim \text{Unif}(G_2)$.

**Proof.** Observe that if $g \sim \text{Unif}(G)$, then $g^T = g^{-1} \sim \text{Unif}(G)$, so $\mathbb{E}_g[g] = \mathbb{E}_g[g^T] = \mathbb{E}_g[g]^T$. Furthermore, if $g, h \sim \text{Unif}(G)$ are independent, then $gh \sim \text{Unif}(G)$, so $\mathbb{E}_g[g] = \mathbb{E}_g[h] g = \mathbb{E}_g[g] \mathbb{E}_h[h] = \mathbb{E}_g[g] \mathbb{E}_g[g] = \mathbb{E}_g[g]$. Hence $\mathbb{E}_g[g]$ is symmetric and idempotent, so it is an orthogonal projection. For any $\theta$ in the range of this projection, $\bar{\theta} = \mathbb{E}_g[g] \theta = \mathbb{E}_g[g] \theta$, so $||\theta||^2 = \bar{\theta}^T \mathbb{E}_g[g] \theta$. As each $g \theta$ is also
a vector on the sphere of radius $|\theta|$, we have $\theta^T g \theta < |\theta|^2$ unless $\theta = g \theta$. Thus, $\theta = g \theta$ for every $g \in G$, so $G$ acts as the identity on the column span of $V_1$. This shows that each $g \in G$ has the form (2.12) for some matrix $g_2 \in O(d_2)$, and this 1-to-1 mapping from $g$ to $g_2$ must be a group isomorphism between $G$ and $G_2$. Since $G_2$ represents the action of $G$ on the column span of $V_2$, which is the kernel of $\mathbb{E}_g[g]$, we have $\mathbb{E}_{g_2}[g_2] = 0$. □

Combining Lemmas 2.4 and 2.5, we may always decompose $R_\eta(\theta) = R^{Id}_\eta(\theta_1) + R_\eta^{G_2}(\theta_2)$ and $R(\theta) = R^{Id}(\theta_1) + R^{G_2}(\theta_2)$, where $\theta_2$ is the component of $\theta$ in the kernel of $\mathbb{E}_g[g]$. For $\theta_1$, the risks $R^{Id}_\eta(\theta_1)$ and $R^{Id}(\theta_1)$ correspond to the single Gaussian model $\mathcal{N}(\theta_1,*,\sigma^2 \text{Id})$. Then $R^{Id}(\theta_1)$ and $R^{Id}_\eta(\theta_1)$ are strongly convex, and our study of the landscapes of $R(\theta)$ and $R_\eta(\theta)$ reduces to studying $R^{G_2}(\theta_2)$ and $R^{Id}_\eta(\theta_2)$ for the mean-zero group $G_2$.

2.3 Generic parameters and critical points

Throughout, we will assume that the true parameter $\theta_* \in \mathbb{R}^d$ is generic in the following sense.

**Definition 2.6.** For a connected open set $U \subseteq \mathbb{R}^d$, a statement holds for generic $\theta_* \in U$ if it holds for all $\theta_* \neq h \in G$, the condition $(g - h)\theta_* = 0$ defines a subspace of dimension at most $d - 1$.

The zero set of any such analytic function has measure zero (see [35]), so in particular, a statement that holds for generic $\theta_* \in \mathbb{R}^d$ holds everywhere outside a measure-zero subset of $\mathbb{R}^d$.

At a minimum, we will require that the points of the orbit $O_{\theta_*}$ are distinct, so $|O_{\theta_*}| = |G| = K$. This holds for generic $\theta_*$ because for any $g \neq h \in G$, the condition $(g - h)\theta_* = 0$ defines a subspace of dimension at most $d - 1$.

**Definition 2.7.** For an open domain $U \subseteq \mathbb{R}^d$ and $f : U \to \mathbb{R}$ twice continuously differentiable, a point $\theta \in U$ is a critical point of $f$ if $\nabla f(\theta) = 0$. The critical point is nondegenerate if $\nabla^2 f(\theta)$ is nonsingular. The function $f$ is Morse if all critical points are nondegenerate. The same definitions apply to $f : M \to \mathbb{R}$ for any manifold $M$, upon parametrizing $M$ by a local chart.

A correspondence between nondegenerate critical points of a function $f_1 : U \to \mathbb{R}$ and those of a function $f_2$ uniformly close to $f_1$ was shown in [34]. We will apply the following version of this result for only the local minimizers, which has a more elementary proof.

**Lemma 2.8.** Let $\theta_0 \in \mathbb{R}^d$, and let $f_1, f_2 : B_\varepsilon(\theta_0) \to \mathbb{R}$ be two functions that are twice continuously differentiable. Suppose $\theta_0$ is a critical point of $f_1$, and $\lambda_{\min}(\nabla^2 f_1(\theta)) \geq c_0$ for some $c_0 > 0$ and all $\theta \in B_\varepsilon(\theta_0)$. If

$$|f_1(\theta) - f_2(\theta)| \leq \delta \quad \text{and} \quad \|
abla^2 f_1(\theta) - \nabla^2 f_2(\theta)\| \leq \delta$$

for some $\delta < \min(c_0, c_0 \varepsilon^2/4)$ and all $\theta \in B_\varepsilon(\theta_0)$, then $f_2$ has a unique critical point in $B_\varepsilon(\theta_0)$, which is a local minimizer of $f_2$. 
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We have $f_2(\theta) - f_2(\theta_0) \geq f_1(\theta) - f_1(\theta_0) - 2\delta \geq \frac{c_0 r^2}{2} - 2\delta$. For $r$ sufficiently close to $\varepsilon$, we have $c_0 r^2/2 - 2\delta > 0$. Then $f_2$ must have a local minimizer in $B_r(\theta_0)$.

2.4 Bounds for critical points

A consequence of (2.5) and (2.8) is the following simple bound for critical points of $R(\theta)$ and $R_\eta(\theta)$.

Lemma 2.9. For $d$-dependent constants $C, C', c > 0$, we have $\sigma^2 |\nabla R(\theta)| \geq |\theta| - |\theta_*| - C\sigma$, and $\sigma^2 |\nabla R_\eta(\theta)| \geq |\theta| - |\theta_*| - C\sigma$ with probability at least $1 - C'e^{-cn}$. In particular, any critical point $\theta$ of $R(\theta)$ satisfies $|\theta| \leq |\theta_*| + C\sigma$, and the same holds for $R_\eta(\theta)$ with probability $1 - C'e^{-cn}$.

Proof. The bound for $|\nabla R(\theta)|$ follows from (2.8) and

$$\left|\mathbb{E}_\varepsilon\left[\mathbb{E}_g\left[ g^T (\theta_* + \varepsilon) \right] \right]\right| \leq \mathbb{E}_\varepsilon\left[ |\theta_* + \varepsilon| \right] \leq |\theta_*| + \sigma \mathbb{E}_\varepsilon[|\varepsilon|] \leq |\theta_*| + \sigma \sqrt{d}.$$

The bound for $|\nabla R_\eta(\theta)|$ follows similarly from (2.2), on the event

$$n^{-1} \sum_{i=1}^n \|\varepsilon_i\| \leq C,$$

which has probability at least $1 - C'e^{-cn}$ by Hoeffding’s inequality for sub-Gaussian random variables (see [52, theorem 2.6.2]). Since $\nabla R(\theta) = 0$ at a critical point $\theta$, and similarly for $R_\eta(\theta)$, the statements for critical points follow.

When $\sigma$ is large, this bound is not sharp in its dependence on $\sigma$. We will in fact show that any critical point $\theta$ of $R(\theta)$ satisfies $|\theta| \leq C$ for a $\sigma$-independent constant $C > 0$. The following strengthening of Lemma 2.9 first provides the lower bound $|\theta| \leq C\sigma^{2/3}$. Then, combined with a series expansion of $R(\theta)$ in $\sigma^{-2}$, we will improve this to $|\theta| \leq C$ in Lemma 4.19 of Section 4.

Lemma 2.10. For some $(\theta_*, d, G)$-dependent constants $C, c, \sigma_0 > 0$ and all $\sigma > \sigma_0$,

$$\sigma^2 |\nabla R(\theta)| > c \min\left(\frac{|\theta|^3}{\sigma^2}, \frac{|\theta|}{\sigma^{2/3}}\right) - |\theta_*|,$$

and every critical point $\theta$ of $R(\theta)$ satisfies $|\theta| < C\sigma^{2/3}$. 

□
PROOF. We apply the form of $\nabla R(\theta)$ given in (2.9). Denote $\hat{Y} = (\theta_\ast + \sigma \varepsilon) / \| \theta_\ast + \sigma \varepsilon \|$ and $\tilde{\theta} = \theta / \| \theta \|$. Then

$$
\sigma^2 \| \nabla R(\theta) \| \geq \langle \tilde{\theta}, \sigma^2 \nabla R(\tilde{\theta}) \rangle \\
\geq \tilde{\theta}^T \mathbb{E}_e \left[ \mathbb{E}_g [g | \varepsilon, \theta] \mathbb{E}_g [g | \varepsilon, \theta]^T \right] \theta - \tilde{\theta}^T \mathbb{E}_e \left[ \mathbb{E}_g [g | \varepsilon, \theta]^T \right] \theta_\ast \\
= \| \theta_\ast \| \cdot \mathbb{E}_e \left[ \left( \mathbb{E}_g [g \tilde{\theta} | \varepsilon, \theta] \right)^2 - \| \tilde{\theta}_\ast \| \right]^2 \\
(2.14) \\
= \| \theta_\ast \| \cdot \mathbb{E}_e \left[ \left( \mathbb{Y}^T g \tilde{\theta} | \varepsilon, \theta \right)^2 \right] - \| \tilde{\theta}_\ast \|. 
$$

We analyze the quantity $\mathbb{E}_e [\mathbb{Y}^T g \tilde{\theta} | \varepsilon, \theta]$ for fixed $\varepsilon$ (and hence fixed $\hat{Y}$): Note that $|\mathbb{Y}^T g \tilde{\theta}| \leq 1$. Let $K(s)$ be the cumulant generating function of $\mathbb{Y}^T g \tilde{\theta}$ over the uniform law $g \sim \text{Unif}(G)$, and let $K'(s)$ be its derivative. Denote

$$
t \equiv t(\varepsilon, \theta) = \frac{\| \theta_\ast + \sigma \varepsilon \| \| \tilde{\theta} \|}{\sigma^2}. 
$$

Then

$$
\mathbb{E}_g [\mathbb{Y}^T g \tilde{\theta} | \varepsilon, \theta] = \mathbb{E}_g [p(g | \varepsilon, \theta) \mathbb{Y}^T g \tilde{\theta}] \\
= \frac{\mathbb{E}_g [\mathbb{Y}^T g \tilde{\theta} \cdot e^{s \mathbb{Y}^T g \tilde{\theta}}]}{\mathbb{E}_g [e^{s \mathbb{Y}^T g \tilde{\theta}}]} = \frac{d}{ds} \log \mathbb{E}_g [e^{s \mathbb{Y}^T g \tilde{\theta}}] \bigg|_{s=t} = K'(t). 
$$

Writing $\kappa_\ell$ as the $\ell$th cumulant of this law, we have

$$
K(s) = \sum_{\ell=1}^{\infty} \frac{\kappa_\ell}{\ell!} s^\ell, 
$$

where this series is absolutely convergent for $|s| < 1/\varepsilon$ by Lemma A.1. Set

$$
t_\sigma \equiv t_\sigma(\varepsilon, \theta) = \min(t(\varepsilon, \theta), \sigma^{-1/3}),
$$

where $t_\sigma < 1/\varepsilon$ for $\sigma > \sigma_0$ and large enough $\sigma_0$. Since $K(0) = 0$, using the convexity of the cumulant generating function $K$ we can bound its derivative from below by

$$
K'(t) \geq K'(t_\sigma) \geq \frac{K(t_\sigma)}{t_\sigma} = \sum_{\ell=1}^{\infty} \frac{\kappa_\ell}{\ell!} \frac{t_\sigma^{\ell-1}}{t_\sigma^{\ell}}. 
$$

Applying $|\kappa_\ell| \leq \ell^\ell$ from Lemma A.1 and $\ell! \geq \ell^\ell / e^{\ell}$,

$$
K'(t) \geq \kappa_1 + \frac{t_\sigma}{2} \kappa_2 - \sum_{\ell=3}^{\infty} e^\ell t_\sigma^{\ell-1} \geq \kappa_1 + \frac{t_\sigma}{2} \kappa_2 - 30 t_\sigma^2
$$

for $\sigma > \sigma_0$ and large enough $\sigma_0$. Here, $\kappa_1 = \mathbb{E}_g [\mathbb{Y}^T g \tilde{\theta}]$ and $\kappa_2 = \text{Var}_g [\mathbb{Y}^T g \tilde{\theta}]$. 
Now observe that there exists a constant \( c_0 \equiv c_0(d) > 0 \), such that if \( v \) is any random vector on the unit sphere in \( \mathbb{R}^d \), then there is a deterministic vector \( u_0 \) on the unit sphere for which

\[
\min (\mathbb{E}[u_0^T v], \text{Var}[u_0^T v]) > 2c_0.
\]

This is because if the mean of \( v \) is near 0 and \( v \) lies on the sphere, then the variance of \( v \) must be bounded below by a constant in some direction. Then also for some \( \delta_0 > 0 \) depending only on \( c_0 \), we have

\[
\min (\mathbb{E}[u^T v], \text{Var}[u^T v]) > c_0 \quad \text{for all } u \in B_{\delta_0}(u_0).
\]

Let us apply this to the random vector \( v = g\theta \) under the uniform law of \( g \). (So \( u_0 \) depends on \( G \) and \( \theta \).) Then for \( \sigma > \sigma_0 \), on the event \( \bar{Y} \in B_{\delta_0}(u_0) \), we get

\[
K'(t) \geq \frac{c_0}{2} t_\sigma - 30t_\sigma^2 \geq \frac{c_0}{3} t_\sigma.
\]

Recalling (2.15) and applying this to (2.14),

\[
s^2\|\nabla R(\theta)\| \geq \|\theta\| \cdot \mathbb{E}_\epsilon \left[ \left( \frac{c_0}{3} t_\sigma(\epsilon, \theta) \right)^2 1_{\{ \bar{Y} \in B_{\delta_0}(u_0) \}} \right] - \|\theta_*\| \\
\geq \|\theta\| \cdot \mathbb{E}_\epsilon \left[ \left( \frac{c_0}{3} t_\sigma(\epsilon, \theta) \right)^2 1_{\{ \bar{Y} \in B_{\delta_0}(u_0), \|\theta_* + \sigma \epsilon\| \geq \sigma \}} \right] - \|\theta_*\|.
\]

On the event \( \|\theta_* + \sigma \epsilon\| \geq \sigma \), we have \( t(\epsilon, \theta) \geq \|\theta\|/\sigma \), and hence \( t_\sigma(\epsilon, \theta) \geq \text{min}(\|\theta\|/\sigma, \sigma^{-1/3}) \). Then

\[
s^2\|\nabla R(\theta)\| \geq \frac{c_0^2}{9} \cdot \mathbb{E}_\epsilon \left[ \left( \frac{\|\theta\|^3}{\sigma^2}, \|\theta\| \right) 1_{\{ \bar{Y} \in B_{\delta_0}(u_0), \|\theta_* + \sigma \epsilon\| \geq \sigma \}} \right] - \|\theta_*\|.
\]

Recalling the definition \( \bar{Y} = (\theta_* + \sigma \epsilon)/\|\theta_* + \sigma \epsilon\| \), as \( \sigma \to \infty \), we have

\[
\mathbb{P}[\bar{Y} \in B_{\delta_0}(u_0), \|\theta_* + \sigma \epsilon\| \geq \sigma] \to \mathbb{P}[\epsilon/\|\epsilon\| \in B_{\delta_0}(u_0), \|\epsilon\| \geq 1].
\]

Since \( \epsilon/\|\epsilon\| \) is uniformly distributed on the sphere, the limit is a positive constant depending only on the dimension \( d \) and \( \delta_0 \). Furthermore, for fixed \( \theta_* \), this convergence is uniform over \( u_0 \) on the unit sphere. Thus we obtain

\[
\mathbb{P}[\bar{Y} \in B_{\delta_0}(u_0), \|\theta_* + \sigma \epsilon\| \geq \sigma] \geq c
\]

for a constant \( c \equiv c(d) \) and all \( \sigma > \sigma_0(\theta_*, d, G) \). This yields (2.13). For a large enough constant \( C \equiv C(\theta_*, d, G) > 0 \), this implies \( \|\nabla R(\theta)\| > 0 \) when \( \|\theta\| \geq C\sigma^{2/3} \), so any critical point satisfies \( \|\theta\| < C\sigma^{2/3} \).
2.5 Concentration of the empirical risk

We establish uniform concentration of $R_n(\theta)$, $\nabla R_n(\theta)$, and $\nabla^2 R_n(\theta)$ around their expectations. This will allow us to translate results about the population landscape of $R(\theta)$ to the empirical landscape of $R_n(\theta)$.

**Lemma 2.11.** There exist $(\theta_*, d, G)$-dependent constants $C, c > 0$ such that for any $r, t > 0$, denoting $B_r \equiv B_r(0) = \{\theta \in \mathbb{R}^d : ||\theta|| < r\}$,

\[
\mathbb{P}\left[ \sup_{\theta \in B_r} |R_n(\theta) - R(\theta)| \geq t \right] \leq \left( \frac{Cr(1 + \sigma)}{\sigma^2 t} \right)^d e^{-cn \frac{\sigma^2 t^2}{r^2}} + C e^{-cn}
\]

(2.17)

\[
\mathbb{P}\left[ \sup_{\theta \in B_r} \|\nabla R_n(\theta) - \nabla R(\theta)\| \geq t \right] \leq \left( \frac{Cr(1 + \sigma^2)}{\sigma^4 t} \right)^d e^{-cn \frac{\sigma^4 t^2}{1 + \sigma^2}} + C e^{-cn}
\]

(2.18)

\[
\mathbb{P}\left[ \sup_{\theta \in B_r} \|\nabla^2 R_n(\theta) - \nabla^2 R(\theta)\| \geq t \right] \leq \left( \frac{Cr(1 + \sigma^3)}{\sigma^6 t} \right)^d e^{-cn \min \left( \frac{\sigma^2 t^2}{1 + \sigma^4}, \frac{\sigma^4 t^2}{1 + \sigma^2} \right)} + C e^{-cn^{2/3}}.
\]

(2.19)

We prove this by first showing pointwise concentration in Lemma 2.12, then establishing Lipschitz continuity of these risks, gradients, and Hessians in Lemma 2.13, and finally applying a covering net argument.

**Lemma 2.12.** For some $(\theta_*, d, G)$-dependent constants $C, c > 0$, any $\theta \in \mathbb{R}^d$, and any $t > 0$,

\[
\mathbb{P}[|R_n(\theta) - R(\theta)| \geq t] \leq C \exp\left( -cn \frac{\sigma^2 t^2}{||\theta||^2} \right)
\]

(2.20)

\[
\mathbb{P}[\|\nabla R_n(\theta) - \nabla R(\theta)\| \geq t] \leq C \exp\left( -cn \frac{\sigma^4 t^2}{1 + \sigma^2} \right)
\]

(2.21)

\[
\mathbb{P}[\|\nabla^2 R_n(\theta) - \nabla^2 R(\theta)\| \geq t] \leq C \exp\left( -cn \min \left( \frac{\sigma^2 t^2}{1 + \sigma^4}, \frac{\sigma^4 t^2}{1 + \sigma^2} \right) \right).
\]

(2.22)

**Proof.** We apply the Bernstein and Hoeffding inequalities. Recall that for $\alpha = 1$ or 2, $|f(\varepsilon)|_{\psi_\alpha}$ denotes the subexponential or sub-Gaussian norm of the random variable $f(\varepsilon)$ over the law $\varepsilon \sim \mathcal{N}(0, I_d)$.

For $R_n(\theta)$, recall the form (2.2). Set

\[
f_1(\varepsilon) = \log \mathbb{E}_g \left[ \exp\left( \frac{\langle \theta_* + \sigma \varepsilon, g(\theta) \rangle}{\sigma^2} \right) \right].
\]
Then \( \nabla_\varepsilon f_1(\varepsilon) = \mathbb{E}_g[\varepsilon | \theta, \varepsilon, \theta]/\sigma \), so \( \| \nabla_\varepsilon f_1(\varepsilon) \| \leq \mathbb{E}_g[\| g \varepsilon | \varepsilon, \theta \| / \sigma \leq \| \theta \| / \sigma \) and \( f_1 \) is \( \| \theta \| / \sigma \)–Lipschitz. By Gaussian concentration of measure and Hoeffding’s inequality (see [52, theorems 2.6.2, 5.2.2]), for constants \( C, c > 0 \) and any \( t > 0 \),

\[
\| f_1(\varepsilon) - \mathbb{E}_\varepsilon f_1(\varepsilon) \|_{\psi_2} \leq \frac{C\| \theta \|}{\sigma},
\]

\[
P\left[ \left| \frac{1}{n} \sum_{i=1}^{n} f_1(\varepsilon_i) - \mathbb{E}_\varepsilon f_1(\varepsilon) \right| \geq t \right] \leq 2 \exp\left( -ctn \frac{\sigma^2 t^2}{\| \theta \|^2} \right).
\]

Applying this to (2.2) yields (2.20).

For \( \nabla R_\eta(\theta) \), recall (2.5). Denote by \( g_j \) the \( j \)th column of \( g \). Momentarily fixing \( j \), denote

\[
f_2(\varepsilon) = \mathbb{E}_g[g_j(\theta_* + \sigma \varepsilon) | \varepsilon, \theta], \quad f_{2,g}(\varepsilon) = g_j(\theta_* + \sigma \varepsilon)
\]

where \( f_{2,g} \) is defined for each fixed \( g \in G \). Then

\[
\| f_2(\varepsilon) \|_{\psi_2} = \left\| \sum_{g \in G} p(g | \varepsilon, \theta) f_{2,g}(\varepsilon) \right\|_{\psi_2} \leq K \cdot \max_{g \in G} \| f_{2,g}(\varepsilon) \|_{\psi_2} \leq C(1 + \sigma).
\]

This establishes concentration of the \( j \)th coordinate of \( R_\eta(\theta) \). Applying a union bound over indices \( j = 1, \ldots, d \) and replacing \( t \) by \( \sigma^2 t \) yields (2.21).

For \( \nabla^2 R_\eta(\theta) \), recall (2.6). Momentarily fixing the indices \( j \) and \( k \), denote

\[
f_3(\varepsilon) = \text{Cov}_g[g_j(\theta_* + \sigma \varepsilon), g_k(\theta_* + \sigma \varepsilon) | \varepsilon, \theta] = \mathbb{E}_g[g_j(\theta_* + \sigma \varepsilon) \cdot g_k(\theta_* + \sigma \varepsilon) | \varepsilon, \theta] \quad - \mathbb{E}_g[g_j(\theta_* + \sigma \varepsilon) | \varepsilon, \theta] \cdot \mathbb{E}_g[g_k(\theta_* + \sigma \varepsilon) | \varepsilon, \theta]
\]

Using the same argument as above, we have the bounds

\[
\left\| \mathbb{E}_g[g_j(\theta_* + \sigma \varepsilon) \cdot g_k(\theta_* + \sigma \varepsilon) | \varepsilon, \theta] \right\|_{\psi_1} \leq C(1 + \sigma^2),
\]

\[
\left\| \mathbb{E}_g[g_j(\theta_* + \sigma \varepsilon) | \varepsilon, \theta] \right\|_{\psi_2} \leq C(1 + \sigma).
\]
Together with the inequality $\|XY\|_{\psi_1} \leq \|X\|_{\psi_2} \|Y\|_{\psi_2}$, this yields $\|f_3(\varepsilon)\|_{\psi_1} \leq C(1 + \sigma^2)$. Then by Bernstein’s inequality (see [52, theorem 2.8.1]),

$$\mathbb{P}\left[\left|\frac{1}{n} \sum_{i=1}^{n} f_3(\varepsilon_i) - \mathbb{E}[f_3(\varepsilon)]\right| > t\right] \leq 2 \exp\left(\frac{-cn \min\left(\frac{t^2}{(1 + \sigma^2)^2}, \frac{t}{1 + \sigma^2}\right)}{16\sigma^4}\right).$$

This establishes concentration of the $(j, k)$ entry of $\nabla^2 R_n(\theta)$. Taking a union bound over $j, k \in \{1, \ldots, d\}$ and replacing $t$ by $\sigma^4 t$ yields (2.22).

**Lemma 2.13.** For a $(\theta_*, d, G)$-dependent constant $C' > 0$, as functions over $\theta \in \mathbb{R}^d$,

(a) $R(\theta) - \|\theta\|^2/(2\sigma^2)$ is $C'(1 + \sigma)/\sigma^2$-Lipschitz.

(b) Each entry of $\nabla R(\theta) - \theta/\sigma^2$ is $C'(1 + \sigma^2)/\sigma^4$-Lipschitz.

(c) Each entry of $\nabla^2 R(\theta) - 1_d/\sigma^2$ is $C'(1 + \sigma^3)/\sigma^6$-Lipschitz.

For $d$-dependent constants $C, c > 0$, statements (a) and (b) also hold for $R_n(\theta) - \|\theta\|^2/(2\sigma^2)$ and $\nabla R_n(\theta) - \theta/\sigma^2$ with probability at least $1 - Ce^{-cn}$, and (c) holds for $\nabla^2 R_n(\theta) - 1_d/\sigma^2$ with probability at least $1 - Ce^{-cn^2/3}$.

**Proof.** To prove the desired Lipschitz property, it suffices to bound the first three derivatives of $R(\theta)$. Recall the expressions (2.8), (2.10), and (2.11) for $\nabla^\ell R(\theta)$. Note that $\|g^T(\theta_* + \sigma \varepsilon)\| = \|\theta_* + \sigma \varepsilon\|$. Thus, under the law (2.4), each entry of $g^T(\theta_* + \sigma \varepsilon)$ has magnitude at most $\|\theta_* + \sigma \varepsilon\|$. Invoking Lemma A.1(b), we conclude that for each $\ell \geq 1$ and some constant $C \equiv C(\ell, d, \|\theta_*\|)$,

$$\|\kappa_{\ell}^g[g^T(\theta_* + \sigma \varepsilon) \mid \varepsilon, \theta]\|_{HS} \leq C(1 + \sigma^\ell \|\varepsilon\|^\ell)$$

where $\ell = 1, 2$ for the mean and covariance.

Applying these bounds to (2.8), (2.10), and (2.11) and taking the expectation over $\varepsilon \sim \mathcal{N}(0, 1_d)$ yields the Lipschitz properties for the population risk $R(\theta)$. Recalling the forms (2.5)–2.7, this also shows the Lipschitz properties for the empirical risk $R_n(\theta)$ on the events

$$\varepsilon^\alpha = \left\{\frac{1}{n} \sum_{i=1}^{n} |\varepsilon_i|^\alpha \leq C_0 \right\}$$

for $\alpha = 1, 2, 3$ respectively, where $C_0 > 0$ is any fixed constant. For $\alpha = 1, 2$ and a sufficiently large constant $C_0 > 0$, we have $\mathbb{P} [\varepsilon^\alpha] \geq 1 - Ce^{-cn}$ by the Hoeffding and Bernstein inequalities. For $\alpha = 3$, we show in Appendix A.3 using the result of [4] that

$$\mathbb{P} \left[\frac{1}{n} \sum_{i=1}^{n} |\varepsilon_i|^3 \leq C_0 \right] \geq 1 - Ce^{-cn^2/3}$$

for a sufficiently large constant $C_0 > 0$. (Note that this bound is optimal, by considering the deviation of a single summand $n^{-1} |\varepsilon_i|^3$.) This concludes the proof.
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Denote \( \bar{R}_n(\theta) = R_n(\theta) - ||\theta||^2/(2\sigma^2) \) and \( \bar{R}(\theta) = R(\theta) - ||\theta||^2/(2\sigma^2) \). Note that concentration of \( R_n(\theta), \nabla R_n(\theta), \nabla^2 R_n(\theta) \) is equivalent to that of \( \bar{R}_n(\theta), \nabla \bar{R}_n(\theta), \nabla^2 \bar{R}_n(\theta) \).

For \( \bar{R}_n(\theta) \), we take a \( \delta \)-net \( N \) of \( B_r \) having cardinality \( |N| \leq (Cr/\delta)^d \). Applying (2.20) and a union bound over \( N \),

\[
P\left[ \sup_{\mu \in N} |\bar{R}_n(\mu) - \bar{R}(\mu)| \geq t/3 \right] \leq \left( \frac{C}{\delta} \right)^d \exp \left( -c \frac{\sigma^2 t^2}{r^2} \right).
\]

By the Lipschitz bounds for \( \bar{R}(\theta) \) and \( \bar{R}_n(\theta) \) in Lemma 2.13, picking

\[
\delta = c\sigma^2 t/(1 + \sigma)
\]

for a small enough constant \( c > 0 \) ensures on an event of probability \( 1 - Ce^{-cn} \) that \( |\bar{R}(\theta) - \bar{R}(\mu)| \leq t/3 \) and \( |\bar{R}_n(\theta) - \bar{R}_n(\mu)| \leq t/3 \) for each point \( \theta \in B_r \) and the closest point \( \mu \in N \). Combining these shows (2.17). The bounds (2.18) and (2.19) are obtained similarly. \( \square \)

3 Landscape Analysis for Low Noise

In this section, we analyze the function landscapes of \( R(\theta) \) and \( R_n(\theta) \) in the low-noise regime \( \sigma \leq \sigma_0(\theta_*, d, G) \). Section 3.1 analyzes the local landscapes in a neighborhood of \( \theta_* \), as well as the Fisher information \( I(\theta_*) = \nabla^2 R(\theta_*) \). and Theorem 3.1 shows that these behave similarly to a single-component Gaussian model \( \mathcal{N}(\theta_*, \sigma^2 I_*) \). Section 3.2 analyzes the global landscapes, and Theorem 3.3 and Corollary 3.5 show that these are globally benign for small \( \sigma \) and large \( n \).

3.1 Local Landscape and Fisher Information

**Theorem 3.1.** For any \( \theta_* \in \mathbb{R}^d \) where \( |\mathcal{O}_{\theta_*}| = |G| = K \), there exist \( (\theta_*, d, G) \)-dependent constants \( \sigma_0, c, \rho > 0 \) such that as long as \( \sigma < \sigma_0 \), every \( \theta \in B_\rho(\theta_*) \) satisfies

\[
\|\nabla^2 R(\theta) - \sigma^{-2} \text{Id}\| < e^{-c/\sigma^2}.
\]

In particular, the Fisher information satisfies \( \|I(\theta_*) - \sigma^{-2} \text{Id}\| < e^{-c/\sigma^2} \).

Note that by rotational symmetry of \( R(\theta) \), the same statements hold for \( B_\rho(\mu) \) and each \( \mu \in \mathcal{O}_{\theta_*} \).

**Proof.** Since the \( K \) points of \( \mathcal{O}_{\theta_*} \) are distinct and have the same norm, we must have \( \|\theta_*\|^2 > \theta_*^T \mu \) for each \( \mu \in \mathcal{O}_{\theta_*} \) different from \( \theta_* \). Pick \( (\theta_*-\mu)\)-dependent constants \( c_0, \rho > 0 \) such that \( (\theta_*-\mu)^T \theta_* > 3c_0 \) and \( \|\theta_* - \mu\| \rho \leq c_0 \) for all such \( \mu \), and also \( \rho < \|\theta_*\|/2 \). Define

\[
\mathcal{E} = \{ \varepsilon \in \mathbb{R}^d : 2\sigma \|\varepsilon\| \|\theta\| \leq c_0 \}.
\]

Consider \( \theta \in B_\rho(\theta_*) \), and recall the form (2.10) for \( \nabla^2 R(\theta) \). For any unit vector \( v \in \mathbb{R}^d \), we have

\[
v^T \mathbb{E}_\varepsilon [\text{Cov}_g \{ g^T (\theta_* + \sigma \varepsilon) \varepsilon, \theta \} v] = \mathbb{E}_\varepsilon [\text{Var}_g \{ \langle v, g^T (\theta_* + \sigma \varepsilon) \rangle \varepsilon, \theta \}]
\]
= \mathbb{E}_\varepsilon[\text{Var}_g[(g \varepsilon, \theta \varepsilon + \sigma \varepsilon) \mid \varepsilon, \theta]] \\
\leq \mathbb{E}_\varepsilon[\mathbb{E}_g[(g \varepsilon - v, \theta \varepsilon + \sigma \varepsilon)^2 \mid \varepsilon, \theta]].

Let us decompose the last line as $I + II$ where

$I = \mathbb{E}_\varepsilon[1_{\{\varepsilon \notin \mathcal{E}\}} \mathbb{E}_g[(g \varepsilon - v, \theta \varepsilon + \sigma \varepsilon)^2 \mid \varepsilon, \theta]],$

$II = \mathbb{E}_\varepsilon[1_{\{\varepsilon \in \mathcal{E}\}} \mathbb{E}_g[(g \varepsilon - v, \theta \varepsilon + \sigma \varepsilon)^2 \mid \varepsilon, \theta]].$

For $I$, we have $||\theta|| \leq ||\theta_\ast|| + \rho$. Applying the chi-squared tail bound $\mathbb{P}[[\varepsilon||^2 > t] < e^{-ct}$ for all $t > C$, we get $\mathbb{P}[\varepsilon \notin \mathcal{E}] < e^{-c/\sigma^2}$. Then by Cauchy-Schwarz,

$I \leq \mathbb{P}[\varepsilon \notin \mathcal{E}]^{1/2} \mathbb{E}_\varepsilon[\mathbb{E}_g[(g \varepsilon - v, \theta_\ast + \sigma \varepsilon)^2 \mid \varepsilon, \theta]^2]^{1/2}$

\leq \mathbb{P}[\varepsilon \notin \mathcal{E}]^{1/2} \mathbb{E}_\varepsilon[(\theta_\ast + \sigma \varepsilon)^4]^{1/2} < e^{-c/\sigma^2}$

for constants $c', \sigma_0 > 0$ and all $\sigma < \sigma_0$. For $II$, let us bound $\mathbb{P}_g[g \neq \text{Id} \mid \varepsilon, \theta]$ when $\varepsilon \in \mathcal{E}$: For any $g \neq \text{Id}$, letting $\mu = g^T \theta_\ast$, we have

$\langle \theta_\ast + \sigma \varepsilon, \theta - g \theta \rangle = (\theta_\ast - \mu)^T \theta - 2\sigma ||\varepsilon|| ||\theta||$

\geq (\theta_\ast - \mu)^T \theta - 2\sigma ||\varepsilon|| ||\theta|| - ||\theta_\ast - \mu|| \rho > c_0.$

Then recalling (2.4), $p(\text{Id} \mid \varepsilon, \theta) / p(\varepsilon \mid \varepsilon, \theta) \leq e^{c_0/\sigma^2}$, and so

$\mathbb{P}_g[g \neq \text{Id} \mid \varepsilon, \theta] = 1 - p(\text{Id} \mid \varepsilon, \theta) < e^{-c/\sigma^2},$ so

$II \leq \mathbb{E}_\varepsilon[1_{\{\varepsilon \in \mathcal{E}\}} \mathbb{P}_g[g \neq \text{Id} \mid \varepsilon, \theta] \cdot (2||\theta_\ast + \sigma \varepsilon||^2) < e^{-c'/\sigma^2}.$

Combining these, we get $v^T \mathbb{E}_\varepsilon[\text{Cov}_g[g^T (\theta_\ast + \sigma \varepsilon) \mid \varepsilon, \theta]]v < e^{-c/\sigma^2}$ for any unit vector $v \in \mathbb{R}^d$. Then (3.1) follows from (2.10). Specializing to $\theta = \hat{\theta}_\ast$ yields the statement for $I(\hat{\theta}_\ast)$.

The following corollary then shows that with high probability when the sample size $n \gg \sigma^{-1} \log \sigma^{-1}$, the empirical risk $R_n(\hat{\theta})$ is strongly convex with a unique local minimizer in $B_\rho(\hat{\theta}_\ast)$. By rotational symmetry, the same statement holds for $B_\rho(\mu)$ and each $\mu \in \mathcal{O}\theta_\ast$.

**Corollary 3.2.** For some $(\theta_\ast, d, G)$-dependent constants $C, c, \sigma_0 > 0$, if $\sigma < \sigma_0$, then with probability at least $1 - Ce^{-cn/3} - \sigma - Ce^{-cn}$, $\lambda_{\text{min}}(\nabla^2 R_n(\hat{\theta})) \geq 1/(2\sigma^2)$ for all $\hat{\theta} \in B_\rho(\hat{\theta}_\ast)$, and $R_n(\hat{\theta})$ has a unique local minimizer and critical point in $B_\rho(\hat{\theta}_\ast)$.

**Proof.** This follows from Lemma 2.8 and Theorem 3.1 if we can show that

$$\sup_{\theta \in B_\rho(\hat{\theta}_\ast)} \|R_n(\hat{\theta}) - R(\hat{\theta})\| \leq c_1/\sigma^2,$$

$$\sup_{\theta \in B_\rho(\hat{\theta}_\ast)} \|\nabla^2 R_n(\hat{\theta}) - \nabla^2 R(\hat{\theta})\| \leq c_1/\sigma^2.$$
for a small enough constant $c_1 > 0$. Applying (2.17) with $r = \|\theta_*\| + \rho$ and $t = c_1/\sigma^2$, we obtain $\sup_{\theta \in B_c(\theta_*)} \|R_n(\theta) - R(\theta)\| \leq c_1/\sigma^2$ with probability $1 - C e^{-cn}$. Applying (2.19), we also obtain $\sup_{\theta \in B_c(\theta_*)} \|\nabla^2 R_n(\theta) - \nabla^2 R(\theta)\| \leq c_1/\sigma^2$ with probability $1 - \sigma^4 C e^{-c_4 n} - C e^{-cn^{2/3}}$. To reduce $\sigma^4$ to $\sigma$ in this probability bound, let us derive a sharper concentration inequality for $\nabla^2 R_n(\theta)$ than the general result provided by (2.22), when $\theta \in B_\rho(\theta_*)$ and $\sigma < \sigma_0$.

Recall the set $\mathcal{E}$ in (3.2) and the form for $\nabla^2 R_n(\theta)$ in (2.6). Let us write this as

$$\nabla^2 R_n(\theta) = \frac{1}{\sigma^2} \text{Id} - \frac{1}{\sigma^4} \cdot \frac{1}{n} \sum_{i=1}^n (X_i + Y_i) - \frac{1}{\sigma^2} \cdot \frac{1}{n} \sum_{i=1}^n Z_i$$

where $X_i, Y_i, Z_i \in \mathbb{R}^{d \times d}$ are given by

$$X_i = \text{Cov}_g [g^T (\theta_* + \sigma \varepsilon_1) \mid \varepsilon_i, \theta] - \sigma^2 \text{Cov}_g [g^T \varepsilon_i \mid \varepsilon_i, \theta] \mathbf{1}_{\{\varepsilon_i \in \mathcal{E}\}},$$

$$Y_i = \text{Cov}_g [g^T (\theta_* + \sigma \varepsilon_1) \mid \varepsilon_i, \theta] - \sigma^2 \text{Cov}_g [g^T \varepsilon_i \mid \varepsilon_i, \theta] \mathbf{1}_{\{\varepsilon_i \notin \mathcal{E}\}},$$

$$Z_i = \text{Cov}_g [g^T \varepsilon_i \mid \varepsilon_i, \theta].$$

Observe that since $\|Z_i\| \leq \|\text{E}_g [g^T \varepsilon_i \varepsilon_i^T g \mid \varepsilon_i, \theta]\| \leq \|\varepsilon_i\|^2$, and $\|\varepsilon_i\|^2$ has constant subexponential norm, each entry of $Z_i$ also has constant subexponential norm (where constants may depend on $d$). Applying Bernstein’s inequality entrywise and taking a union bound over all entries, for constants $C, C > 0$ and any $t > 0$,

$$\mathbb{P}\left[ \left| \frac{1}{n} \sum_{i=1}^n Z_i - \mathbb{E}[Z_i] \right| \geq t \right] \leq C e^{-cn_{\text{min}}(t, t^2)},$$

For $X_i$, note that $\mathbb{P}(d \mid \varepsilon, \theta) > 1 - e^{-c/\sigma^2}$ when $\varepsilon \in \mathcal{E}$, as shown in (3.3). Then for any unit vector $v \in \mathbb{R}^d$,

$$|v^T X_i v| = |\text{Var}_g [(g,v, \theta_* + \sigma \varepsilon_1) \mid \varepsilon_i, \theta] - \sigma^2 \text{Var}_g [(g,v, \varepsilon_i) \mid \varepsilon_i, \theta]| \mathbf{1}_{\{\varepsilon_i \in \mathcal{E}\}}$$

$$\leq \mathbb{E}_g [(g,v, \theta_* + \sigma \varepsilon_1)^2 \mid \varepsilon_i, \theta] + \sigma^2 \mathbb{E}_g [(g,v, \varepsilon_i)^2 \mid \varepsilon_i, \theta] \mathbf{1}_{\{\varepsilon_i \in \mathcal{E}\}}$$

$$\leq \mathbb{P}_g [g \neq \text{Id} \mid \varepsilon_i, \theta] (4 \|\theta_* + \sigma \varepsilon_i\|^2 + 4 \sigma^2 \|\varepsilon_i\| \mathbf{1}_{\{\varepsilon_i \in \mathcal{E}\}} \leq C e^{-c/\sigma^2}.$$}

Thus $\|X_i\| \leq C e^{-c/\sigma^2}$ for each $i = 1, \ldots, n$. Applying Hoeffding’s inequality entrywise to $X_i$ and taking a union bound over all entries,

$$\mathbb{P}\left[ \left| \frac{1}{n} \sum_{i=1}^n X_i - \mathbb{E}[X_i] \right| \geq t \sigma^2 \right] \leq C \exp(-n e^{c/\sigma^2} t^2).$$

For $Y_i$, let us fix indices $j, k \in \{1, \ldots, d\}$ and consider $\sum_{i} (Y_i)_{jk}$. Let $W_1, \ldots, W_m$ be i.i.d. random variables whose law is that of $(Y_i)_{jk}$ conditional on $\varepsilon_i \notin \mathcal{E}$.
\( E \). We apply Hoeffding’s inequality for \( W_1, \ldots, W_m \): Observe that since the two quadratic terms in \( \varepsilon_i \) cancel in the definition of \( Y_i \), we have

\[
|(Y_i)_{jk}| \leq C(1 + \sigma \|\varepsilon_i\|)
\]

for a constant \( C = C(\|\theta_0\|) > 0 \). Then

\[
\mathbb{E} \left[ \exp \left( \frac{W_i^2}{t^2} \right) \right] \leq \mathbb{E}_\varepsilon \left[ \exp \left( \frac{C(1 + \sigma^2 \|\varepsilon\|^2)}{t^2} \right) \right] \varepsilon \notin \mathcal{E}
\]

\[
= \varepsilon^{C/t^2} \cdot \mathbb{E}_\varepsilon \left[ \exp \left( \frac{C\sigma^2 \|\varepsilon\|^2}{t^2} \right) \right] \|\varepsilon\|^2 > \left( \frac{c_0}{2\sigma \|\theta\|} \right)^2.
\]

Specializing [16, eq. (2.9)] to the chi-squared distribution, we obtain

\[
\mathbb{E}[\exp(s \|\varepsilon\|^2) \mid \|\varepsilon\|^2 > x] = \frac{\mathbb{P}[\|\varepsilon\|^2 > x(1-2s)]}{\mathbb{P}[\|\varepsilon\|^2 > x]} (1 - 2s)^{-d/2}
\]

for \( s < 1/2 \). Here \( \mathbb{P}[\|\varepsilon\|^2 > x] = \Gamma(d/2, x/2)/\Gamma(d/2) \) where \( \Gamma(a, y) \) is the upper-incomplete Gamma function that satisfies \( \Gamma(a, y)/y^{a-1}e^{-y} \rightarrow 1 \) as \( y \rightarrow \infty \), for fixed \( a \) (see [3, eq. (6.532)]). Then

\[
\frac{\mathbb{P}[\|\varepsilon\|^2 > x(1-2s)]}{\mathbb{P}[\|\varepsilon\|^2 > x]} \cdot (1 - 2s)^{-d/2} + 1 e^{-xs} \rightarrow 1
\]

as \( x \rightarrow \infty \), uniformly over \( s \in (0, 1/2) \). Setting \( x = c_0^2/(2\sigma \|\theta\|^2) \) and \( t = C_1 \) for a large enough constant \( C_1 > 0 \), we obtain that \( C/t^2 < 0.05, s \equiv C\sigma^2/t^2 < 0.05/x \), and hence \( \mathbb{E}[\exp(W_i^2/t^2)] \leq 2 \) when \( \sigma < \sigma_0 \) for small enough \( \sigma_0 > 0 \). Thus \( \|W_i\|_{\psi_2} \leq C_1 \), and Hoeffding’s inequality yields, for a constant \( c > 0 \) and any \( s \geq 0 \),

\[
\mathbb{P} \left[ \left| \frac{1}{m} \sum_{i=1}^{m} W_i - \mathbb{E}[W_i] \right| \geq s \right] \leq 2e^{-cs^2}.
\]

Returning to \( (Y_i)_{jk} \), let \( S = \{ i \in [n] \mid \varepsilon_i \notin \mathcal{E} \} \). The above shows that, conditional on \( S \),

\[
\mathbb{P} \left[ \left| \frac{1}{|S|} \sum_{i \in S} (Y_i)_{jk} \right| \geq s + |\mathbb{E}[W_i]| \right] \leq 2e^{-c|S|s^2}.
\]

Noting that \( (Y_i)_{jk} = 0 \) when \( i \notin S \), this implies

\[
\mathbb{P} \left[ \left| \frac{1}{n} \sum_{i=1}^{n} (Y_i)_{jk} - \mathbb{E}[(Y_i)_{jk}] \right| \geq (s + |\mathbb{E}[W_i]|) \frac{|S|}{n} + |\mathbb{E}(Y_i)_{jk}| \right] \leq 2e^{-c|S|s^2}.
\]

We have \( \mathbb{P}[\varepsilon_i \notin \mathcal{E}] \leq e^{-c/\sigma^2} \), by a chi-squared tail bound. From the bound \( \|W_i\|_{\psi_2} \leq C_1 \), we have \( |\mathbb{E}[W_i]| \leq C \). Then also \( \mathbb{E}(Y_i)_{jk} = (\mathbb{E}[W_i]) \cdot \mathbb{P}[\varepsilon_i \notin \mathcal{E}] \leq (C_1 e^{-c/\sigma^2}) \cdot (\mathbb{P}[\varepsilon_i \notin \mathcal{E}] \leq e^{-c/\sigma^2} \), which completes the analysis.

\[\square\]
Setting \( t\sigma^2 = s|S|/n \),
\[
P\left[ \left| \frac{1}{n} \sum_{i=1}^{n} (Y_{i})_{jk} - \mathbb{E}[(Y_{i})_{jk}] \right| \geq t\sigma^2 + Ce^{-c'/\sigma^2} \bigg| S \right] \leq 2e^{-cn\sigma^4 t^2/|S|}
\]
for some constants \( C, c, c' > 0 \). On the event \( |S| \leq n\sigma^3 \), we obtain the bound \( 2e^{-cn\sigma t^2} \). By a Chernoff bound, \( P(|S| > n\sigma^3) \leq \exp(-n D_{KL}(\sigma^3 || e^{-c/\sigma^2})) \) for the Bernoulli relative entropy
\[
D_{KL}(\sigma^3 || e^{-c/\sigma^2}) = \sigma^3 \log \frac{\sigma^3}{e^{-c/\sigma^2}} + (1 - \sigma^3) \log \frac{1 - \sigma^3}{1 - e^{-c/\sigma^2}} \geq c'\sigma.
\]
Combining these, we obtain unconditionally that
\[
(3.7) \quad P\left[ \left| \frac{1}{n} \sum_{i=1}^{n} (Y_{i})_{jk} - \mathbb{E}[(Y_{i})_{jk}] \right| \geq t\sigma^2 + Ce^{-c'/\sigma^2} \right] \leq Ce^{-cn\sigma t^2}.
\]

Picking a sufficiently small constant \( t \) in (3.5), (3.6), and (3.7) and applying this to (3.4), we obtain \( \| \nabla^2 R_{n}(\theta) - \nabla^2 R(\theta) \| \leq c_1/(\sigma^2) \) with probability at least \( 1 - Ce^{-c'n} \). This is a pointwise bound for each \( \theta \in B_{\rho}(\theta_*) \). Taking a union bound over a \( \delta \)-net of this ball for \( \delta = c\sigma^4 \), and applying the Lipschitz continuity of \( \nabla^2 R(\theta) \) and \( \nabla^2 R_{n}(\theta) \) from Lemma 2.13, we get the uniform bound
\[
\sup_{\theta \in B(\theta_*)} \| \nabla^2 R_{n}(\theta) - \nabla^2 R(\theta) \| \leq c_1/\sigma^2 \text{ with probability } 1 - Ce^{-cn/3} - \sigma^{-C} e^{-c'n} \text{ as desired.} \]

### 3.2 Global landscape

**Theorem 3.3.** Let \( \theta_* \in \mathbb{R}^d \) be such that \( |O_{\theta_*}| = |G| = K \). There exists a \((\theta_*, d, G)\)-dependent constant \( \sigma_0 > 0 \) such that as long as \( \sigma < \sigma_0 \), the landscape of \( R(\theta) \) is globally benign.

More quantitatively, let \( \rho \) be as in Theorem 3.1. Then there is an \((\theta_*, d, G)\)-dependent constant \( c > 0 \) and a decomposition \( \mathbb{R}^d \setminus \cup_{\mu \in O_{\theta_*}} B_{\rho}(\mu) = A \sqcup B \), where for \( \theta \in A \)
\[
(3.8) \quad \lambda_{\min}(\nabla^2 R(\theta)) < -c/\sigma^3,
\]
and for \( \theta \in B \)
\[
(3.9) \quad \| \nabla R(\theta) \| > c/\sigma^2.
\]

Let us provide some intuition for the proof: Recall the reweighted law (2.4) for \( g \in G \). We enumerate
\[
G = \{ g_1, \ldots, g_K \},
\]
fix a small constant \( \tau > 0 \), and divide the space of \( \varepsilon \in \mathbb{R}^d \) into the regions
\[
(3.10) \quad \mathcal{E}_i(\theta, \tau) = \{ \varepsilon \in \mathbb{R}^d : p(g_k \mid \varepsilon, \theta) \leq \tau \text{ for all } k \in \{1, \ldots, K\} \setminus \{i\} \},
\]
\[
(3.11) \quad \mathcal{E}_{ij}(\theta, \tau) = \{ \varepsilon \in \mathbb{R}^d : p(g_i \mid \varepsilon, \theta) > \tau \text{ and } p(g_j \mid \varepsilon, \theta) > \tau \}.
\]
Here, for \( \tau \) small enough, \( \mathcal{E}_i(\theta, \tau) \) is the space of noise vectors \( \varepsilon \) for which the \( \varepsilon \)-dependent distribution (2.4) places nearly all of its weight on \( g_i \), and \( \mathcal{E}_{ij}(\theta, \tau) \) is the space of \( \varepsilon \) for which this distribution “straddles” its weight between at least two points \( g_i \neq g_j \in G \).

We will choose the set \( B \) in Theorem 3.3 to be those vectors \( \theta \in \mathbb{R}^d \) for which \( \mathbb{P}[\varepsilon \in \mathcal{E}_{ij}(\theta, \tau)] \approx 1 \) for some \( i \in \{1, \ldots, K\} \). Thus, for some fixed \( g_i \in G \), with high probability over \( \varepsilon \), the law (2.4) places nearly all of its weight on the single element \( g_i \). Intuitively, from the form (2.4), these are the points \( \theta \in \mathbb{R}^d \) which are closer to \( g_i^T \theta_\ast \) than to the other points \( g_j^T \theta_\ast \) for \( j \neq i \).

The remaining points \( \mathbb{R}^d \setminus B \) will constitute \( \mathcal{A} \). A key step of the proof is to show that if \( \theta \notin B \), then there must be a pair \( i \neq j \) for which \( \mathbb{P}[\varepsilon \in \mathcal{E}_{ij}(\theta, \tau)] \gtrsim \sigma \). That is, with some small probability of order \( \sigma \), the law (2.4) straddles its weight between \( g_i \) and \( g_j \). (Note that this is not tautological from the definitions, as we must rule out the possibility, e.g., that \( \mathbb{P}[\varepsilon \in \mathcal{E}_{ij}(\theta, \tau)] = 1/2 \) and \( \mathbb{P}[\varepsilon \in \mathcal{E}_{ij}(\theta, \tau)] = 1/2 \) for some \( i \neq j \), but \( \mathbb{P}[\varepsilon \in \mathcal{E}_{ij}(\theta, \tau)] = 0 \). Indeed, from the form of (2.4), we see that even if \( \theta \) is exactly equidistant from \( g_i^T \theta_\ast \) and \( g_j^T \theta_\ast \), the probability over \( \varepsilon \) is only \( O(\sigma) \) that \( p(g_i \mid \varepsilon, \theta) \) and \( p(g_j \mid \varepsilon, \theta) \) are comparable.) We prove this claim using a Gaussian isoperimetric argument in Lemma 3.4 below.

**Lemma 3.4.** Fix any \( \theta \neq 0 \) and \( \tau \in (0, (K + 9)^{-1}) \), and define \( \mathcal{E}_i, \mathcal{E}_{ij} \) by (3.10) and (3.11). Suppose, for some \( i \in \{1, \ldots, K\} \) and \( p \in (0, 1/2] \), that

\[
p \leq \mathbb{P}[\varepsilon \in \mathcal{E}_i] \leq 1/2.
\]

Then for some \( j \in \{1, \ldots, K\} \setminus \{i\} \),

\[
\mathbb{P}[\varepsilon \in \mathcal{E}_{ij}] \geq \frac{p}{(K - 1)\sqrt{2\pi}} \min \left( \frac{\sigma}{\|\theta\|}, 1 \right).
\]

**Proof.** Let \( \mathcal{E}_i^t = \{\varepsilon \in \mathbb{R}^d : \text{dist}(\varepsilon, \mathcal{E}_i) < t\} \). We first claim that if \( \varepsilon \in \mathcal{E}_i^t \setminus \mathcal{E}_i \) for \( t = \sigma/\|\theta\| \), then there exists some \( j \neq i \) for which \( \varepsilon \in \mathcal{E}_{ij} \). For this, note that

\[
\nabla_\varepsilon \log p(g \mid \varepsilon, \theta) = \frac{1}{\sigma} \left( g - \mathbb{E}_h[h\theta \mid \varepsilon, \theta] \right),
\]

so \( \varepsilon \mapsto \log p(g_i \mid \varepsilon, \theta) \) has the Lipschitz bound \( \|\nabla_\varepsilon \log p(g_i \mid \varepsilon, \theta)\| \leq 2 \|\theta\|/\sigma \). Suppose that \( \varepsilon \in \mathcal{E}_i^t \setminus \mathcal{E}_i \). Then there is \( \varepsilon' \in \mathcal{E}_i \) with \( \|\varepsilon - \varepsilon'\| < \sigma/\|\theta\| \), so \( \log p(g_i \mid \varepsilon', \theta) - \log p(g_i \mid \varepsilon, \theta) \leq 2 \) and

\[
p(g_i \mid \varepsilon', \theta)/p(g_i \mid \varepsilon, \theta) \leq e^2 < 8.
\]

Since \( p(g_1 \mid \varepsilon', \theta) + \cdots + p(g_K \mid \varepsilon', \theta) = 1 \) and \( (K + 9)\tau < 1 \), when \( \varepsilon' \in \mathcal{E}_i \) we must have \( p(g_i \mid \varepsilon', \theta) \geq 1 - (K - 1)\tau > 8\tau \). Then the above implies \( p(g_i \mid \varepsilon, \theta) > \tau \). Since \( \varepsilon \notin \mathcal{E}_i \), by definition of \( \mathcal{E}_i \) we must also have \( p(g_j \mid \varepsilon, \theta) > \tau \) for some \( j \neq i \), so that \( \varepsilon \in \mathcal{E}_{ij} \) as desired. Note that this index \( j \in \{1, \ldots, K\} \) may depend on \( \varepsilon \). However, this shows that for at least one fixed index
\( j \in \{1, \ldots, K\} \setminus \{i\}, \)

\[
(3.12) \quad P[\varepsilon \in \mathcal{E}_{ij}] \geq \frac{P[\varepsilon \in \mathcal{E}_i^j \setminus \mathcal{E}_i]}{K - 1}.
\]

We now apply the Gaussian isoperimetric inequality to lower bound the right side: For \( \Phi \) the standard normal distribution function,

\[
\Phi^{-1}(P[\varepsilon \in \mathcal{E}_i]) \geq \Phi^{-1}(P[\varepsilon \in \mathcal{E}_i]) + t,
\]

see [12, theorem 10.15]. Then, denoting by \( \phi \) the standard normal density,

\[
P[\varepsilon \in \mathcal{E}_i^j \setminus \mathcal{E}_i] = P[\varepsilon \in \mathcal{E}_i^j] - P[\varepsilon \in \mathcal{E}_i] \\
\geq \Phi(\Phi^{-1}(P[\varepsilon \in \mathcal{E}_i]) + t) - \Phi(\Phi^{-1}(P[\varepsilon \in \mathcal{E}_i])) \\
= \int_{\Phi^{-1}(P[\varepsilon \in \mathcal{E}_i]) + t}^{\Phi^{-1}(P[\varepsilon \in \mathcal{E}_i])} \phi(r) \, dr.
\]

Applying \( P[\varepsilon \in \mathcal{E}_i] \in [p, 1/2] \) by assumption, we get

\[
\Phi^{-1}(P[\varepsilon \in \mathcal{E}_i]) \in [\Phi^{-1}(p), 0].
\]

Then there is always an interval of values for \( r \), having length \( \min(t, 1) \) and contained in the above range of integration, for which \( \phi(r) \geq \min(\phi(\Phi^{-1}(p)), \phi(1)) \) over this interval. Applying the tail bound \( \Phi(x) \leq e^{-x^2/2} \) for all \( x \leq 0 \), we get \( \Phi^{-1}(p) \geq -\sqrt{2 \log 1/p} \) and \( \phi(\Phi^{-1}(p)) \geq p/\sqrt{2\pi} \). For \( p \leq 1/2 \) we have \( p/\sqrt{2\pi} < \phi(1) \). Combining these observations gives

\[
P[\varepsilon \in \mathcal{E}_i^j \setminus \mathcal{E}_i] \geq \min(t, 1) \cdot \frac{p}{\sqrt{2\pi}}.
\]

Recalling \( t = \sigma/\|\theta\| \) and combining with (3.12) yields the lemma. \( \Box \)

**PROOF OF THEOREM 3.3.** Let us fix two positive constants

\[
(3.13) \quad \tau < \min \left( \frac{1}{K + 9}, \frac{\rho}{8\|\theta_*\|K} \right)
\]

and

\[
(3.14) \quad p < \left( \frac{\rho}{12\|\theta_*\|} \right)^2 \bigg/ K.
\]

Define \( \mathcal{E}_i(\theta, \tau) \) and \( \mathcal{E}_{ij}(\theta, \tau) \) by (3.10) and (3.11) with this choice of \( \tau \), and set

\[
\mathcal{A} = \left\{ \theta \in \mathbb{R}^d \setminus C : P[\varepsilon \in \mathcal{E}_{ij}(\theta, \tau)] > \frac{p}{K\sqrt{2\pi}} \cdot \frac{\sigma}{3\|\theta_*\|} \text{ for some } i \neq j \right\},
\]

\[
\mathcal{B} = \left\{ \theta \in \mathbb{R}^d \setminus C : P[\varepsilon \in \mathcal{E}_{ij}(\theta, \tau)] \leq \frac{p}{K\sqrt{2\pi}} \cdot \frac{\sigma}{3\|\theta_*\|} \text{ for all } i \neq j \right\}.
\]

To check (3.8) when \( \bar{\theta} \in \mathcal{A} \), recall the form of \( \nabla^2 R(\theta) \) in (2.10). We apply

\[
P[\varepsilon \in \mathcal{E}_{ij}(\theta, \tau)] > c\sigma \text{ for a constant } c > 0 \text{ and some } i \neq j, \text{ by the definition of } \mathcal{A}.
\]
Choose a constant $c_0 > 0$ such that $\|g_i^T \theta_* - g_j^T \theta_*\| > 3c_0$. Then a chi-squared tail bound yields
\begin{equation}
\mathbb{P} [ \| \xi \| \leq c_0 / \sigma \text{ and } \xi \in \mathcal{E}_{ij}(\theta, \tau)] > c' \sigma
\end{equation}
for a different constant $c' < c$ and all $\sigma < \sigma_0$. For $\xi$ satisfying (3.15), we have
\[\| g_i^T (\theta_* + c \xi) - g_j^T (\theta_* + c \xi) \| \geq \| g_i^T \theta_* - g_j^T \theta_* \| - 2\sigma \| \xi \| \geq c_0,\]
and also $p(g_i | \xi, \theta) > \tau$ and $p(g_j | \xi, \theta) > \tau$. Then for such $\xi$, denoting $\mu = \mathbb{E}_g [ g_i^T (\theta_* + c \xi) | \xi, \theta]$, we have
\[
\text{Tr Cov}_g [g_i^T (\theta_* + c \xi) | \xi, \theta] \\
= \mathbb{E}_g [ \| g_i^T (\theta_* + c \xi) - \mu \|^2 | \xi, \theta] \\
\geq \tau \cdot \| g_i^T (\theta_* + c \xi) - \mu \|^2 + \tau \cdot \| g_j^T (\theta_* + c \xi) - \mu \|^2 > c.
\]
Combining this with (3.15) implies that
\[\lambda_{\text{max}} (\mathbb{E}_\xi [ \text{Cov}_g [ g_i^T (\theta_* + c \xi) | \xi, \theta]]) > c \sigma.\]
Then (3.8) follows from (2.10).
To check (3.9) when $\theta \in B$, note that if $\| \theta \| \geq 3 \| \theta_* \|$, then (3.9) follows from Lemma 2.9. For $\theta \in B$ such that $\| \theta \| < 3 \| \theta_* \|$, the definition of $B$ and Lemma 3.4 imply that either $\mathbb{P} [ \xi \in \mathcal{E}_i(\theta, \tau)] < p$ or $\mathbb{P} [ \xi \in \mathcal{E}_i(\theta, \tau)] > 1/2$ for every $i \in \{1, \ldots, K\}$. Note that since $K \tau < 1$, we must have:
- $\mathcal{E}_1(\theta, \tau), \ldots, \mathcal{E}_K(\theta, \tau)$ are disjoint.
- $\{\mathcal{E}_i(\theta, \tau)\}_{i=1}^K$ and $\{\mathcal{E}_{ij}(\theta, \tau)\}_{i \neq j}$ together cover all of $\mathbb{R}^d$.
The first observation implies that $\mathbb{P} [ \xi \in \mathcal{E}_i(\theta, \tau)] > 1/2$ for at most one index $i \in \{1, \ldots, K\}$, so we must have $\mathbb{P} [ \xi \in \mathcal{E}_j(\theta, \tau)] < p$ for all other $j \neq i$. Combining this with the second observation,
\[1 \leq \mathbb{P} [ \xi \in \mathcal{E}_i(\theta, \tau)] + \sum_{j: j \neq i} \mathbb{P} [ \xi \in \mathcal{E}_j(\theta, \tau)] + \sum_{j \neq k} \mathbb{P} [ \xi \in \mathcal{E}_{jk}(\theta, \tau)]
\leq \mathbb{P} [ \xi \in \mathcal{E}_i] + (K - 1)p + \binom{K}{2} c \sigma.
\]
For $\sigma < \sigma_0$ and sufficiently small $\sigma_0$, this implies $\mathbb{P} [ \xi \in \mathcal{E}_i(\theta, \tau)] \geq 1 - Kp$.
Recall the form (2.8) for $\nabla R(\theta)$. For this index $i$, let us write
\[\mathbb{E}_\xi [ \mathbb{E}_g [ g_i^T (\theta_* + c \xi) | \xi, \theta]] - g_i^T \theta_* = I + II + III\]
where
\[I = \mathbb{E}_\xi [ \mathbb{1} \{ \xi \notin \mathcal{E}_i \} ( \mathbb{E}_g [ g_i^T (\theta_* + c \xi) | \xi, \theta] - g_i^T \theta_* )],
\]
\[II = \mathbb{E}_\xi [ \mathbb{1} \{ \xi \in \mathcal{E}_i \} ( \mathbb{E}_g [ \mathbb{1} \{ \xi \notin g_i \} g_i^T (\theta_* + c \xi) | \xi, \theta] )],
\]
\[III = \mathbb{E}_\xi [ \mathbb{1} \{ \xi \in \mathcal{E}_i \} ( \mathbb{E}_g [ \mathbb{1} \{ \xi = g_i \} g_i^T (\theta_* + c \xi) | \xi, \theta] - g_i^T \theta_*)].\]
Applying Cauchy-Schwarz, the above bound $\Pr[\varepsilon \in E_i(\theta, \tau)] \geq 1 - Kp$, and the condition (3.14) for $p$, we get for $\sigma < \sigma_0$ and small enough $\sigma_0$ that
\[
|I| \leq \Pr[\varepsilon \not\in E_i]^{1/2} \mathbb{E}_\varepsilon[(|\theta_* + \varepsilon|| + |\theta_*||)^2]^{1/2} \leq (Kp)^{1/2} \cdot 3||\theta_*|| < \rho/4.
\]
When $\varepsilon \in E_i$, we have $\Pr[g = g_i | \varepsilon, \theta] = p(g_i | \varepsilon, \theta) > 1 - K\tau$. Then by the condition (3.13) for $\tau$, for $\sigma < \sigma_0$,
\[
|II| \leq \mathbb{E}_\varepsilon[\mathbb{I}\{\varepsilon \in E_i\}]\Pr[g \neq g_i | \varepsilon, \theta] \cdot |\theta_* + \varepsilon|| \leq K\tau \cdot 2||\theta_*|| < \rho/4.
\]
For III, we cancel $g_i^T \theta_*$ to get the bound
\[
|III| \leq \mathbb{E}_\varepsilon[\mathbb{E}_g[\mathbb{I}\{g = g_i\} | g^T(\sigma\varepsilon) | \varepsilon, \theta]] \leq \sigma \mathbb{E}_\varepsilon[||\varepsilon||] < \rho/4.
\]
Combining these with (2.8) yields
\[
|\sigma^2 \nabla R(\theta) - (\theta - g_i^T \theta_*)| < 3\rho/4,
\]
and (3.9) follows since $|\theta - g_i^T \theta_*| \geq \rho$ because $\theta \not\in \bigcup_{\mu \in G} B_0(\mu)$. These conditions (3.8), (3.9), and Theorem 3.1 together show that the landscape of $R(\theta)$ is globally benign.

The following then shows that the landscape of $R_n(\theta)$ is also globally benign with high probability, when $n \gg \sigma^{-2}\log \sigma^{-1}$.

**Corollary 3.5.** In the setting of Theorem 3.3, the same statements hold for the empirical risk $R_n(\theta)$ with probability at least $1 - \sigma^{-C}e^{-c\sigma^2n} - Ce^{-cn^{2/3}}$.

**Proof.** For $\sigma < \sigma_0$ and small enough $\sigma_0$, with probability $1 - Ce^{-cn}$, we have $|\nabla R_n(\theta)| \geq c/\sigma^2$ for all $\theta$ such that $|\theta| > 3||\theta_*||$ by Lemma 2.9. Applying the concentration result (2.18) with $t = c_0/\sigma^2$, and (2.19) with $t = c_0/\sigma^3$, over the ball $B_r$ for $r = 3||\theta_*||$, for small enough $c_0$ we obtain (3.8) and (3.9) also for the empirical risk $R_n(\theta)$, with probability $1 - \sigma^{-C}e^{-c\sigma^2n} - Ce^{-cn^{2/3}}$. The result then follows from combining with Corollary 3.2.

**Remark 3.6.** For $\theta \in \mathbb{R}^d$ roughly equidistant to multiple points of the orbit $O_{\theta_*}$, the weights $p(g | \varepsilon, \theta)$ do not concentrate with high probability on a single deterministic rotation $g \in G$, so we do not obtain the same refinement of the concentration probability as in Corollary 3.2 for the local analysis near $\theta_*$.  

## 4 Landscape Analysis for High Noise

In this section, we analyze the function landscapes of $R(\theta)$ and $R_n(\theta)$ in the high-noise regime $\sigma > \sigma_0(\theta_*, d, G)$. Our results relate to the algebra of $G$-invariant polynomials and systems of reparametrized coordinates in local neighborhoods, which we first review in Section 4.1.

Our analysis for high noise is based on showing that truncations of the formal $\sigma^{-1}$-series

\[
\sum_{\ell=1}^{\infty} \sigma^{-2\ell} S_\ell(\theta)
\]

(4.1)
provide asymptotic estimates for the population risk $R(\theta)$. We derive this in Lemma 4.7 using the series expansion of the cumulant generating function
\[
\log \mathbb{E}_g \exp((\theta_\star + \sigma \varepsilon, g \theta)/\sigma^2)
\]
in (2.3). We quantify the accuracy of the approximation to $R(\theta)$ by bounding its deviation from the first $k$ terms of its formal series for any fixed $k$ as $\sigma \to \infty$. To analyze the concentration of the empirical risk, we provide a similar series expansion for $R_n(\theta)$ in Lemma 4.11.

The functions $S_\ell(\theta)$ in (4.1) do not depend on $\sigma$, and we analyze the form of these terms also in Section 4.2. We show in Section 4.3 that the local landscape of $R(\theta)$ around any point $\tilde{\theta} \in \mathbb{R}^d$ may be understood, for large $\sigma$, by analyzing the successive landscapes of these functions $S_\ell(\theta)$ in a reparametrized system of coordinates near $\tilde{\theta}$.

In Section 4.4, we apply this at $\tilde{\theta} = \theta_\star$ to analyze the local landscape near $\theta_\star$. Theorem 4.16 and Corollary 4.18 show that $R(\theta)$ is strongly convex in a $\sigma$-independent neighborhood of $\theta_\star$ when reparametrized by a transcendence basis of the $G$-invariant polynomial algebra. The same holds with high probability for $R_n(\theta)$ when $n \gg \sigma^2 L$, where $L$ is the smallest integer for which $\text{trdeg}(R^G_{\leq L}) = d$. Theorem 4.16 also shows that $I(\theta_\star)$ has a certain graded structure, where the magnitudes of its eigenvalues correspond to a sequence of transcendence degrees in this algebra.

In Section 4.5, we patch together the local results of Section 4.3 to study the global landscapes of $R(\theta)$ and $R_n(\theta)$. Theorems 4.20, 4.23 and Corollaries 4.22, 4.26 establish globally benign landscapes for $K$-fold discrete rotations on $\mathbb{R}^2$ and the symmetric group of all permutations on $\mathbb{R}^d$ for large $\sigma$ and large $n$. Theorem 4.27 then generalizes this to a more abstract condition, in terms of minimizing the sequence of polynomials $P_\ell(\theta)$ in (1.11) over the sequence of moment varieties $\mathcal{V}_{\ell-1}$ in (1.12), and shows that the empirical landscape of $R_n(\theta)$ inherits the benign property of $R(\theta)$ also when $n \gg \sigma^2 L$.

Finally, in Section 4.6, we analyze the global landscape for cyclic permutations on $\mathbb{R}^d$ (i.e., multireference alignment). Theorem 4.28 and Corollary 4.29 show that the local minimizers of $R(\theta)$ and $R_n(\theta)$ are in correspondence with those of a minimization problem in phase space. Corollary 4.30 shows that their landscapes are benign in dimensions $d \leq 5$ (for large $\sigma$ and large $n$), but may not be benign even for generic $\theta_\star$ for even $d \geq 6$ and odd $d \geq 53$.

### 4.1 Invariant polynomials and local reparametrization

**Definition 4.1.** For a subgroup $G \subseteq O(d)$, a polynomial function $\varphi : \mathbb{R}^d \to \mathbb{R}$ is $G$-invariant if $\varphi(g \theta) = \varphi(\theta)$ for all $g \in G$. We denote by $\mathcal{R}^G$ the algebra (over $\mathbb{R}$) of all $G$-invariant polynomials on $\mathbb{R}^d$, and by $\mathcal{R}^G_{\leq \ell} \subset \mathcal{R}^G$ the vector space of such polynomials having degree $\leq \ell$. 
DEFINITION 4.2. Polynomials $\varphi_1, \ldots, \varphi_k : \mathbb{R}^d \to \mathbb{R}$ are algebraically independent (over $\mathbb{R}$) if there is no nonzero polynomial $P : \mathbb{R}^k \to \mathbb{R}$ for which $P(\varphi_1(\theta), \ldots, \varphi_k(\theta))$ is identically 0 over $\theta \in \mathbb{R}^d$. For a subset $A \subseteq \mathcal{R}^G$, its transcendence degree $\text{trdeg}(A)$ is the maximum number of algebraically independent elements in $A$.

One may construct a transcendence basis of $d$ such polynomials according to the following lemma; we provide a proof for convenience in Appendix A.2.

LEMMA 4.3. For any finite subgroup $G \subseteq \mathcal{O}(d)$, there exists a smallest integer $L \geq 1$ for which $\text{trdeg}(\mathcal{R}^G_{\leq L}) = d$. Writing $d = d_1 + \cdots + d_L$ where

$$d_\ell = \text{trdeg}(\mathcal{R}^G_{\leq \ell}) - \text{trdeg}(\mathcal{R}^G_{\leq \ell-1}),$$

there also exist $d$ algebraically independent $G$-invariant polynomials $\varphi = (\varphi^1, \ldots, \varphi^L)$, where each subvector $\varphi^\ell$ consists of $d_\ell$ polynomials having degree exactly $\ell$.

It was shown in [6] that this number $L$ is the highest-order moment needed for a moment-of-moments estimator to recover a generic signal $\theta_*$ in the model (1.1), up to a finite list of possibilities including (but not necessarily limited to) the orbit points $O_{\theta_*}$, and that the number of samples required for this type of recovery scales as $\sigma^{2L}$.

In our local analysis around a point $\widehat{\theta} \in \mathbb{R}^d$, we will switch to a system of reparametrized coordinates. Let us specify our notation for such a reparametrization.

DEFINITION 4.4. A function $\varphi : \mathbb{R}^d \to \mathbb{R}^d$ is a local reparametrization in an open neighborhood $U$ of $\widehat{\theta} \in \mathbb{R}^d$ if $\varphi$ is 1-to-1 on $U$ with inverse function $\theta(\varphi)$, and $\varphi(\theta)$ and $\theta(\varphi)$ are analytic, respectively, on $U$ and $\varphi(U)$.

If $\varphi$ is a local reparametrization, then $d_\theta \varphi$ is nonsingular and equal to $(d_\theta \varphi)^{-1}$ at each $\theta \in U$. Conversely, by the inverse function theorem, if $\varphi(\theta)$ is analytic and $d_\theta \varphi(\theta)$ is nonsingular, then there is such an open neighborhood $U$ of $\widehat{\theta}$ on which $\varphi$ defines a local reparametrization.

To ease notation, we write (with a slight abuse) $f(\varphi)$ for $f(\theta(\varphi))$ when the meaning is clear, and we write $\nabla_\varphi f(\varphi)$, $\nabla^2_\varphi f(\varphi)$, and $\partial_{\varphi_i} f(\varphi)$ for the gradient, Hessian, and partial derivatives of $f(\varphi)$ with respect to $\varphi$. For a decomposition $\varphi = (\varphi^1, \ldots, \varphi^L)$ of dimensions $d_1, \ldots, d_L$, we denote by $\nabla_{\varphi^\ell} f(\varphi) \in \mathbb{R}^{d_\ell}$ and $\nabla^2_{\varphi^\ell} f(\varphi) \in \mathbb{R}^{d_\ell \times d_\ell}$ the subvectors and submatrices of $\nabla_\varphi f(\varphi)$ and $\nabla^2_\varphi f(\varphi)$ corresponding to the coordinates in $\varphi^\ell$.

Recalling $\nabla_{\theta} f(\theta) = (d_\theta \varphi)^T \nabla_\varphi f(\varphi)$, by the chain rule and product rule, we have

$$\nabla_{\theta} f(\theta) = (d_\theta \varphi)^T \nabla_\varphi f(\varphi), \tag{4.2}$$

$$\nabla^2_{\theta} f(\theta) = (d_\theta \varphi)^T \cdot \nabla^2_\varphi f(\varphi) \cdot d_\theta \varphi + \sum_{i=1}^d \partial_{\varphi_i} f(\varphi) \cdot \nabla^2_{\varphi} \varphi_i. \tag{4.3}$$
Note that \( \nabla_{\theta} f(\tilde{\theta}) = 0 \) if and only if \( \nabla_{\varphi} f(\tilde{\varphi}) = 0 \) for \( \tilde{\varphi} = \varphi(\tilde{\theta}) \); i.e., critical points do not depend on the choice of parametrization. At a critical point \( \tilde{\theta} \) of \( f(\theta) \), letting \( \tilde{\varphi} = \varphi(\tilde{\theta}) \), the identity (4.3) simplifies to just the first term,

\[
\nabla^2_{\theta} f(\tilde{\theta}) = (d_{\theta} \varphi(\tilde{\theta}))^\top \cdot \nabla^2_{\varphi} f(\tilde{\varphi}) \cdot d_{\theta} \varphi(\tilde{\theta}),
\]

so that the rank and signs of the eigenvalues of \( \nabla^2_{\theta} f(\tilde{\theta}) \) also do not depend on the choice of parametrization. This may be false when \( \tilde{\theta} \) is not a critical point—in particular, strong convexity of \( f(\varphi) \) as a function of \( \varphi \in \varphi(U) \) does not imply strong convexity of \( f(\theta) \) as a function of \( \theta \in U \).

For analyzing specific groups, we will explicitly describe our reparametrization \( \varphi \). For more general results, we will reparametrize by the transcendence basis of polynomials \( \varphi \) in Lemma 4.3. The following clarifies the relationship between algebraic independence of these polynomials and linear independence of their gradients, and implies in particular that \( \varphi \) is a local reparametrization at generic points of \( \mathbb{R}^d \). We provide a proof also in Appendix A.2.

**Lemma 4.5.** Let \( G \subset O(d) \) be any subgroup, and let \( \varphi_1, \ldots, \varphi_k \) be polynomials in \( \mathcal{R}^G \).

(a) If \( \varphi_1, \ldots, \varphi_k \) are algebraically independent, then \( \nabla \varphi_1, \ldots, \nabla \varphi_k \) are linearly independent at generic points \( \theta \in \mathbb{R}^d \).

(b) If \( \nabla \varphi_1, \ldots, \nabla \varphi_k \) are linearly independent at any point \( \theta \in \mathbb{R}^d \), then \( \varphi_1, \ldots, \varphi_k \) are algebraically independent.

(c) If \( \nabla \varphi_1, \ldots, \nabla \varphi_k \) are linearly independent at a point \( \tilde{\theta} \in \mathbb{R}^d \), and \( \varphi_1, \ldots, \varphi_k \in \mathcal{R}^G \), with \( k = \text{trdeg}(\mathcal{R}^G) \), then there is an open neighborhood \( U \) of \( \tilde{\theta} \) such that for every polynomial \( \psi \in \mathcal{R}^G \), there is an analytic function \( f : \mathbb{R}^k \to \mathbb{R} \) for which \( \psi(\theta) = f(\varphi_1(\theta), \ldots, \varphi_k(\theta)) \) for all \( \theta \in U \).

**4.2 Series expansion of the population risk**

For any partition \( \pi \) of \( [\ell + m] \equiv \{1, \ldots, \ell + m\} \), denote by \( |\pi| \) the number of sets in \( \pi \), and label these sets as \( 1, 2, \ldots, |\pi| \). For each \( i \in [\ell + m] \), denote by \( \pi(i) \in \{1, \ldots, |\pi|\} \) the index of the set containing element \( i \). For \( 0 \leq m \leq \ell \), define

\[
M_{\ell,m}(\pi \mid \theta, \theta_*) = \mathbb{E}_{g_1, \ldots, g_{|\pi|}} \left[ \prod_{j=1}^m \langle g_{\pi(2j-1)} \theta, g_{\pi(2j)} \theta \rangle \cdot \prod_{j=m+1}^{\ell+m} \langle \theta_*, g_{\pi(j)} \theta \rangle \right]
\]

where the expectation is over independent group elements \( g_1, \ldots, g_{|\pi|} \sim \text{Unif}(G) \).

**Example 4.6.** Consider \( \ell = 3, m = 1 \), and \( \pi = \{1, 2\}, \{3, 4\} \). For this partition \( \pi \), we have \( |\pi| = 2 \) and \( (\pi(1), \pi(2), \pi(3), \pi(4)) = (1, 1, 2, 2) \). Letting \( g_1, g_2 \sim \text{Unif}(G) \) be two independent and uniformly distributed group elements,

\[
M_{3,1}(\pi \mid \theta, \theta_*) = \mathbb{E}_{g_1, g_2}[\langle g_1 \theta, g_1 \theta \rangle \langle \theta_*, g_2 \theta \rangle^2].
\]
For \( \pi = \{\{1, 3\}, \{2\}, \{4\}\} \), we have \(|\pi| = 3\) and \((\pi(1), \pi(2), \pi(3), \pi(4)) = (1, 2, 1, 3)\). Then

\[
M_{3,1}(\pi \mid \theta, \theta_*) = \mathbb{E}_{g_1, g_2, g_3}[(g_1 \theta, g_2 \theta)(\theta_*, g_1 \theta)(\theta_*, g_3 \theta)].
\]

Similarly, for \( \pi = \{\{1, 3, 4\}, \{2\}\} \), we have

\[
M_{3,1}(\pi \mid \theta, \theta_*) = \mathbb{E}_{g_1, g_2}[(g_1 \theta, g_2 \theta)(\theta_*, g_1 \theta)^2].
\]

Define the set

\[
P(\ell, m) = \{\text{partitions } \pi \text{ of } [\ell + m] : \pi(2j - 1) \neq \pi(2j) \text{ for all } j = 1, \ldots, m\}.
\]

That is, partitions \( \pi \in P(\ell, m) \) separate each pair of elements \( \{1, 2\}, \{3, 4\}, \ldots, \{2m - 1, 2m\} \). Define the quantity

\[
S_\ell(\theta) = \frac{1}{\ell!} \sum_{m=0}^{\ell} \frac{1}{2m} \binom{\ell}{m} \sum_{\pi \in P(\ell, m)} \frac{(-1)^{|\pi| - 1}}{|\pi|!} M_{\ell, m}(\pi \mid \theta, \theta_*)
\]

and the corresponding \( k \)-term expressions

\[
R^k(\theta) = \sum_{\ell=1}^{k} \sigma^{-2\ell} S_\ell(\theta).
\]

The following is our rigorous result corresponding to (4.1), which states that \( R(\theta) \) may be approximated by \( R^k(\theta) \) for \( \|\theta\| \ll \sigma / \log \sigma \) and fixed \( k \), as \( \sigma \to \infty \). We provide its proof at the end of this section.

**Lemma 4.7.** Fix any function \( r : (0, \infty) \to [1, \infty) \) such that \( r(\sigma) \cdot (\log \sigma) / \sigma \to 0 \) as \( \sigma \to \infty \). For each \( k \geq 1 \), there exist \((\theta_*, d, G)\)-dependent constants \( C, \sigma_0 > 0 \) depending also on \( k \) such that for all \( \sigma > \sigma_0 \) and all \( \theta \in \mathbb{R}^d \) with \( \|\theta\| < r(\sigma) \),

\[
|R(\theta) - R^k(\theta)| \leq \left( \frac{C \log \sigma}{\sigma} \right)^{2k+2} (\|\theta\| + 1)^{2k+2},
\]

\[
\|\nabla R(\theta) - \nabla R^k(\theta)\| \leq \left( \frac{C \log \sigma}{\sigma} \right)^{2k+2} (\|\theta\| + 1)^{2k+1},
\]

\[
\|\nabla^2 R(\theta) - \nabla^2 R^k(\theta)\| \leq \left( \frac{C \log \sigma}{\sigma} \right)^{2k+2} (\|\theta\| + 1)^{2k}.
\]

From the definition in (4.4), we observe that for any fixed \( \theta_* \in \mathbb{R}^d \), the term \( M_{\ell, m}(\pi \mid \theta, \theta_*) \) is a \( G \)-invariant polynomial function of \( \theta \). Counting the number of occurrences of \( \theta \), \( M_{\ell, m}(\pi \mid \theta, \theta_*) \) has degree \( \ell + m \) in \( \theta \). Hence, \( S_\ell(\theta) \) is a \( G \)-invariant polynomial of degree \( 2\ell \). The following shows that, in fact, \( S_\ell(\theta) \) is in the algebra generated by the polynomials \( \mathcal{R}^G_{\leq \ell} \) of degree at most \( \ell \). (That is, \( S_\ell(\theta) \) is a polynomial function of elements of \( \mathcal{R}^G_{\leq \ell} \)). Furthermore, its dependence on the polynomials of degree \( \ell \) has an explicit form in terms of the moment tensor \( T_\ell(\theta) = \mathbb{E}_g[(g\theta)^{\otimes \ell}] \) from (1.10). These properties will allow us to understand the
dependence of $S_\ell(\theta)$ on the transcendence basis for $\mathcal{R}^G_{\leq \ell}$ constructed in Lemma 4.3.

**Lemma 4.8.** For each fixed $\theta_\ast \in \mathbb{R}^d$ and each $\ell \geq 1$, we have
\begin{equation}
S_\ell(\theta) = \frac{1}{2(\ell!)} |T_\ell(\theta) - T_\ell(\theta_\ast)|^2_{\text{HS}} + Q_\ell(\theta)
\end{equation}
where $Q_\ell(\theta)$ is a polynomial (with coefficients depending on $\theta_\ast$) in the algebra generated by $\mathcal{R}^G_{\leq \ell-1}$. In particular, $S_\ell(\theta)$ is in the algebra generated by $\mathcal{R}^G_{\leq \ell}$.

**Proof.** We consider the terms $M_{\ell,m}(\pi | \theta, \theta_\ast)$ that constitute $S_\ell(\theta)$. For each $\pi \in \mathcal{P}(\ell, m)$, applying the constraint that $\pi(2j - 1) \neq \pi(2j)$ for $j = 1, \ldots, m$, we observe that each set in the partition $\pi$ has cardinality at most $\ell$, and hence each distinct group element $g_i$ for $i = 1, \ldots, |\pi|$ appears at most $\ell$ times inside the expectation in (4.4).

If each set in $\pi$ has cardinality at most $\ell - 1$ (e.g., (4.5) and (4.6) in Example 4.6), then we claim that $M_{\ell,m}(\pi | \theta, \theta_\ast)$ is in the generated algebra of $\mathcal{R}^G_{\leq \ell-1}$. To see this, observe that for any $k \leq \ell - 1$ and tensor $A \in (\mathbb{R}^d)^{\otimes k}$, we may write
\[
\mathbb{E}_g \left[ \sum_{i_1, \ldots, i_k=1}^d \prod_{j=1}^k (g^\theta)_{ij} A_{i_1, \ldots, i_k} \right] = \mathbb{E}_g [((g^\theta)^{\otimes k}, A)] = \langle T_k(\theta), A \rangle.
\]
Each entry of the moment tensor $T_k(\theta)$ is a $G$-invariant polynomial of degree $k$, and hence belongs to $\mathcal{R}^G_{\leq k}$. Applying this identity once for each distinct element $g_1, \ldots, g_{|\pi|}$ in (4.4), and using that each such element appears $k \leq \ell - 1$ times, we get that $M_{\ell,m}(\pi | \theta, \theta_\ast)$ belongs to the algebra generated by $\mathcal{R}^G_{\leq \ell-1}$. Absorbing the contributions of these terms $M_{\ell,m}(\pi | \theta, \theta_\ast)$ into $Q_\ell(\theta)$, it remains to consider those partitions $\pi \in \mathcal{P}(\ell, m)$ where some set in $\pi$ has cardinality $\ell$.

Without loss of generality, let us order the sets of $\pi$ so that its first set has cardinality $\ell$. Then $g_1$ appears $\ell$ times in (4.4), so exactly one of $\{\pi(2j-1), \pi(2j)\}$ must be 1 for each $j = 1, \ldots, m$, and every $\pi(j)$ must be 1 for $j = 2m + 1, \ldots, \ell + m$. For notational convenience, consider $\pi$ such that $\pi(2j - 1) = 1$ for each $j = 1, \ldots, m$ (e.g., (4.7) in Example 4.6). For such $\pi$, we have
\begin{equation}
M_{\ell,m}(\pi | \theta, \theta_\ast) = \mathbb{E}_{g_1, \ldots, g_{|\pi|}} [\langle g_1^\theta, g_\pi(2)^\theta \rangle \cdots \langle g_1^\theta, g_\pi(2m)^\theta \rangle \langle g_1^\theta, \theta_\ast \rangle^{\ell-m}].
\end{equation}
Suppose now that there is a second set of $\pi$ that has cardinality at most $\ell - 1$, corresponding to the element $g_2$. Then $g_2$ appears between 1 and $\ell - 1$ times in $g_\pi(2), g_\pi(4), \ldots, g_\pi(2m)$. We may decouple the corresponding $g_1$’s by introducing a new independent variable $\tilde{g}_1 \sim \text{Unif}(G)$, setting $\tilde{g}_2 = \tilde{g}_1 g_1^{-1} g_2$, and writing
\[
\langle g_1^\theta, g_2^\theta \rangle = \langle \theta, g_1^{-1} g_2^\theta \rangle = \langle \tilde{g}_1^\theta, \tilde{g}_2^\theta \rangle.
\]
The expectation over the uniform random pair $(g_1, g_2)$ may be replaced by that over the uniform random triple $(g_1, \tilde{g}_1, \tilde{g}_2)$, reducing (4.12) into an expectation
where each distinct group element now appears $\leq \ell - 1$ times. Then by the argument for the previous case, we also have that $M_{\ell,m}(\pi \mid \theta, \theta_*)$ belongs to the algebra generated by $R^{G}_{\leq \ell-1}$ in this case, and these terms may be absorbed into $Q_\ell(\theta)$.

The only partitions that remain are those where every set in $\pi$ has cardinality $\ell$. One such partition corresponds to $m = 0$, where $\pi = \{\{1, 2, \ldots, \ell\}\}$. For this $\pi$, we have

$$M_{\ell,m}(\pi \mid \theta, \theta_*) = \mathbb{E}_g[(\theta_*, g\theta)^\ell] = \mathbb{E}_{g_1, g_2}[(g_1\theta_*, g_2\theta)^\ell] = \langle T_\ell(\theta_*), T_\ell(\theta) \rangle.$$ 

The remaining $2^{\ell-1}$ such partitions correspond to $m = \ell$ and $|\pi| = 2$, where we may assume without loss of generality that $1 \in \pi(1)$ and $2 \in \pi(2)$, and take one element of each remaining pair $\{\pi(2j - 1), \pi(2j)\}$ for $j = 1, \ldots, \ell$ to belong to $\pi(1)$ and the other to belong to $\pi(2)$. For these partitions $\pi$, we have

$$M_{\ell,m}(\pi \mid \theta, \theta_*) = \mathbb{E}_{g_1, g_2}[(g_1\theta, g_2\theta)^\ell] = |T_\ell(\theta)|^2_{\text{HS}}.$$ 

Applying the above two displays to (4.9), we obtain

$$S_\ell(\theta) = -\frac{1}{\ell!} \langle T_\ell(\theta_*), T_\ell(\theta) \rangle + \frac{1}{2^{(\ell!)} |T_\ell(\theta_*)|^2_{\text{HS}}} + Q_\ell(\theta)$$

for some $Q_\ell$ in the algebra generated by $R^{G}_{\leq \ell-1}$. Completing the square yields

$$S_\ell(\theta) = \frac{1}{2^{(\ell!)} |T_\ell(\theta)|^2_{\text{HS}}} - \frac{1}{2^{\ell!}} \langle T_\ell(\theta_*), T_\ell(\theta) \rangle^2_{\text{HS}} + Q_\ell(\theta),$$

where $|T_\ell(\theta_*)|^2_{\text{HS}}$ does not depend on $\theta$ and can be absorbed into $Q_\ell(\theta)$. We thus arrive at the stated form of $S_\ell(\theta)$ in (4.11). Since the entries of $T_\ell(\theta)$ belong to $R^{G}_{\leq \ell}$, we obtain also that $S_\ell$ belongs to the algebra generated by $R^{G}_{\leq \ell}$. □

The following computation of the first three terms of (4.1) will be useful in our analysis of specific group actions. By Lemma 2.5, we assume without loss of generality that $\mathbb{E}_g[g] = 0$.

**LEMMA 4.9.** If $\mathbb{E}_g[g] = 0$, then

$$S_1(\theta) = 0$$

$$S_2(\theta) = -\frac{1}{2} \mathbb{E}_g[(\theta_*, g\theta)^2] + \frac{1}{4} \mathbb{E}_g[(\theta, g\theta)^2]$$

$$S_3(\theta) = -\frac{1}{6} \mathbb{E}_g[(\theta_*, g\theta)^3] + \frac{1}{12} \mathbb{E}_g[(\theta, g\theta)^3] + \frac{1}{2} \mathbb{E}_{g_1, g_2}[(g_1\theta, g_2\theta)(\theta_*, g_1\theta) + (g_1\theta_*, g_2\theta)(\theta, g_2\theta)]$$

$$- \frac{3}{5} \mathbb{E}_{g_1, g_2}[(g_1\theta, g_2\theta)(\theta_*, g_1\theta)(\theta, g_2\theta)].$$

**PROOF.** If $\mathbb{E}_g[g] = 0$, then by (4.4), any $\pi \in \mathcal{P}(\ell, m)$ that has a singleton yields $M_{\ell,m}(\pi \mid \theta, \theta_*) = 0$.

For $\ell = 1$ and $m \in \{0, 1\}$, every $\pi \in \mathcal{P}(\ell, m)$ has a singleton, so $S_1(\theta) = 0$.

For $\ell = 2$ and $m \in \{0, 1, 2\}$, the only partitions $\pi \in \mathcal{P}(\ell, m)$ that do not have a singleton are $\{\{1, 2\}\}$ for $m = 0$ and $\{\{1, 3\}, \{2, 4\}\}$ and $\{\{1, 4\}, \{2, 3\}\}$ for $m = 2$. 


We get
\[S_2(\theta) = -\frac{1}{2} M_{2,0}(\{1, 2\}) + \frac{1}{3} M_{2,2}(\{1, 3\}, \{2, 4\}) + \frac{1}{3} M_{2,2}(\{1, 4\}, \{2, 3\}) = -\frac{1}{2} \mathbb{E}_g[(\theta_*, g\theta)^2] + \frac{1}{4} \mathbb{E}_{g_1, g_2}[\langle g_1 \theta, g_2 \theta \rangle^2]
= -\frac{1}{2} \mathbb{E}_g[(\theta_*, g\theta)^2] + \frac{1}{4} \mathbb{E}_g[(\theta, g\theta)^2],\]
the last line applying the equality in law \(g_1^T g_2 \stackrel{L}{=} g_1\).

For \(\ell = 3\), grouping together \(\pi \in \mathcal{P}(\ell, m)\) that yield the same value of \(M_{\ell, m}(\pi | \theta, \theta_*)\) by symmetry, we may check that
\[S_3(\theta) = -\frac{1}{6} M_{3,0}(\{1, 2, 3\}) + 2 \cdot \frac{1}{4} M_{3,1}(\{1, 3\}, \{2, 4\}) + 4 \cdot \frac{1}{4} M_{3,3}(\{1, 3, 5\}, \{2, 4\}) + 4 \cdot \frac{1}{48} M_{3,3}(\{1, 3, 5\}, \{2, 4, 6\}) - 8 \cdot \frac{1}{24} M_{3,3}(\{1, 3\}, \{2, 5\}, \{4, 6\}) = -\frac{1}{6} \mathbb{E}_g[(\theta_*, g\theta)^3] + \frac{1}{2} \mathbb{E}_{g_1, g_2}[\langle g_1 \theta, g_2 \theta \rangle(\theta_*, g_1 \theta)(\theta_*, g_2 \theta)] + \frac{1}{2} \mathbb{E}_{g_1, g_2}[\langle g_1 \theta, g_2 \theta \rangle^2(\theta_*, g_1 \theta)] + \frac{1}{12} \mathbb{E}_{g_1, g_2}[\langle g_1 \theta, g_2 \theta \rangle^3].\]
By the equality in joint law \((g_1^T g_2, g_1) \stackrel{L}{=} (g_2, g_1)\), the third term vanishes because
\[\mathbb{E}_{g_1, g_2}[\langle g_1 \theta, g_2 \theta \rangle^2(\theta_*, g_1 \theta)] = \mathbb{E}_{g_1, g_2}[(\theta, g_2 \theta)^2(\theta_*, g_1 \theta)] = \mathbb{E}_{g_2}[(\theta, g_2 \theta)^2] \mathbb{E}_{g_1}[(\theta_*, g_1 \theta)] = 0.\]
Applying \(g_1^T g_2 \stackrel{L}{=} g\) and \((g_1^T g_2, g_1^T g_3, g_2^T g_3) \stackrel{L}{=} (g_1^T g_2, g_1^T g_3, g_2^T g_3)\) to the remaining terms yields the form of \(S_3\). \hfill \Box

We now prove Lemma 4.7. We will first show the expansion (4.1) of \(R(\theta)\) formally in Lemma 4.10 below, and then prove quantitative estimates on the truncation error. Recalling the form of \(R(\theta)\) in (2.3), we define the formal series
\[R_{\text{formal}}(\theta) = \frac{||\theta||^2}{2} \sigma^{-2} - \sum_{k=1}^{\infty} \frac{1}{k!} \mathbb{E}_g[\kappa_k(\langle \sigma^{-2} \theta_*, \sigma^{-1} \varepsilon, g\theta \rangle)]\]
using the cumulant generating function
\[\log \mathbb{E}_g[e^{f(g)}] = \sum_{k=1}^{\infty} \frac{1}{k!} \kappa_k(f(g))\]
for \(f(g) = \langle \sigma^{-2} \theta_*, \sigma^{-1} \varepsilon, g\theta \rangle\), where \(\kappa_k(f(g))\) is the \(k\)th cumulant of \(f(g)\) over the law \(g \sim \text{Unif}(G)\), conditional on \(\varepsilon\). See Appendix A.1 for definitions.
LEMMA 4.10. As formal power series in \( \sigma^{-1} \), we have the equality

\[
R_{\text{formal}}(\theta) = \sum_{\ell=1}^{\infty} \sigma^{-2\ell} S_{\ell}(\theta).
\]

PROOF. For notational convenience, set \( z = \sigma^{-1} \). In the rest of the proof, we treat all series expansions formally and take termwise expectations \( \mathbb{E}_z \). We now rewrite \( R_{\text{formal}}(\theta) \) using the cumulant tensors of \( g \): Define the order-\( k \) moment tensor \( T_k(g) \) of \( g \) by

\[
T_k(g) = \mathbb{E}_g[g^{\otimes k}]
\]

where \( g^{\otimes k} \in (\mathbb{R}^{d \times d})^{\otimes k} \) is the \( k \)-fold tensor product of the linear map \( g : \mathbb{R}^d \to \mathbb{R}^d \), acting on \((\mathbb{R}^{d})^{\otimes k}\) via \( g^{\otimes k}(v_1 \otimes \cdots \otimes v_k) = g v_1 \otimes \cdots \otimes g v_k \). Define the order-\( k \) cumulant tensor \( K_k(g) \) by the moment-cumulant relation

\[
K_k(g) = \sum_{\text{partitions } \pi \text{ of } [k]} (|\pi| - 1)!(-1)^{|\pi|-1} \bigotimes_{S \in \pi} T_S(g),
\]

which is analogous to the usual moment-cumulant relation for scalar random variables in (A.1). Here \( T_S(g) \) is the order-\( |S| \) moment tensor of \( g \) acting on \((\mathbb{R}^{d})^{\otimes |S|}\), corresponding to the \( |S| \) coordinates belonging to \( S \). For vectors \( v_i, u_i \in \mathbb{R}^d \), we have the relation

\[
\left( \bigotimes_{i \in S} v_i, T_S(g) \left( \bigotimes_{i \in S} u_i \right) \right) = \mathbb{E}_g \left[ \left( \bigotimes_{i \in S} v_i, \left( \bigotimes_{i \in S} (g u_i) \right) \right) \right] = \mathbb{E}_g \left[ \prod_{i \in S} \langle v_i, g w_i \rangle \right].
\]

Applying this, (4.15), and (A.1), we obtain

\[
\left( \bigotimes_{i=1}^{k} v_i, K_k(g) \left( \bigotimes_{i=1}^{k} u_i \right) \right) = \kappa_k \left( \langle v_1, g u_1 \rangle, \ldots, \langle v_k, g w_k \rangle \right).
\]

Recall that \( \kappa_k(f(g)) = \kappa_k(f(g), \ldots, f(g)) \), where the latter mixed cumulant function is multilinear and permutation invariant in its arguments. Applying (4.16) followed by a binomial expansion, we get

\[
\kappa_k((z^2 \theta* + z \epsilon, g \theta)) = \left( (z^2 \theta* + z \epsilon)^{\otimes k}, K_k(g) \theta^{\otimes k} \right)
\]

\[
= \sum_{j=0}^{k} z^{2k-j} \binom{k}{j} \mathbb{E}_{\epsilon} \left[ \text{span} \left( \theta*^{\otimes (k-j)}, K_k(g) \theta^{\otimes k} \right) \right].
\]

So as formal series we find

\[
R_{\text{formal}}(\theta) = \frac{||\theta||^2}{2} z^2 - \sum_{k=1}^{\infty} \sum_{j=0}^{k} \frac{z^{2k-j}}{j!(k-j)!} \mathbb{E}_\epsilon \left[ \text{span} \left( \theta*^{\otimes j}, K_k(g) \theta^{\otimes k} \right) \right].
\]
Note that $\mathbb{E}_\varepsilon[\varepsilon^{\otimes j}] = 0$ if $j$ is odd. Reparametrizing the terms for even $j$ by $j = 2m$ and $\ell = k - m$, it may be checked that $\{(k, j) : k \geq 1, 0 \leq j \leq k\}$ is in bijection with $\{(\ell, m) : \ell \geq 1, 0 \leq m \leq \ell\}$. Thus, we obtain

$$R_{\text{formal}}(\theta) = \sum_{\ell=1}^{\infty} \varepsilon^{2\ell} R_{\ell}(\theta),$$

where

$$R_{\ell}(\theta) = 1\{\ell = 1\} \frac{||\theta||^2}{2} - \sum_{m=0}^{\ell} \frac{1}{(2m)!(\ell - m)!} \mathbb{E}[\varepsilon^{\otimes 2m}] \otimes \theta_\ast^{\otimes (\ell - m)}, \ k_{\ell+m}(g) \theta^{\otimes (\ell+m)}. $$

It remains to check that $R_{\ell}(\theta) = S_{\ell}(\theta)$.

To show this, let us compute explicitly the expectation over $\varepsilon \sim \mathcal{N}(0, \text{Id})$ in (4.19). Consider the identity matrix as an element of $(\mathbb{R}^d)^{\otimes 2}$,

$$\text{Id} = \sum_{i=1}^{d} e_i \otimes e_i,$$

where $e_i$ is the $i^{th}$ standard basis vector in $\mathbb{R}^d$. For any pairing $\pi$ of $[2m]$, denote $\otimes_{S \in \pi} \text{Id} \in (\mathbb{R}^d)^{\otimes 2m}$ as the tensor product of $m$ copies of $\text{Id}$ that associates the two coordinates of each copy of $\text{Id}$ with a pair $S \in \pi$. Using that the $2k^{th}$ moment of a standard Gaussian variable is the number of pairings of $[2k]$, we have for any basis vector $e_{i_1} \otimes \cdots \otimes e_{i_{2m}} \in (\mathbb{R}^d)^{\otimes 2m}$ that

$$\langle \mathbb{E}_\varepsilon[\varepsilon^{\otimes 2m}], e_{i_1} \otimes \cdots \otimes e_{i_{2m}} \rangle = \mathbb{E}_\varepsilon \left[ \prod_{j=1}^{2m} \varepsilon_{ij} \right] = \sum_{\text{pairings } \pi \text{ of } [2m]} \prod_{(j_1, j_2) \in \pi} 1\{i_{j_1} = i_{j_2}\} = \sum_{\text{pairings } \pi \text{ of } [2m]} \left( \bigotimes_{S \in \pi} \text{Id} \right), \ e_{i_1} \otimes \cdots \otimes e_{i_{2m}}.$$  

Hence we see that

$$\mathbb{E}_\varepsilon[\varepsilon^{\otimes 2m}] = \sum_{\text{pairings } \pi \text{ of } [2m]} \bigotimes_{S \in \pi} \text{Id}.$$  

Applying (4.16) and the permutation invariance of $k_{\ell+m}$ in its arguments, we get

$$\langle \mathbb{E}_\varepsilon[\varepsilon^{\otimes 2m}] \otimes \theta_\ast^{\otimes (\ell-m)}, \ k_{\ell+m}(g) \theta^{\otimes (\ell+m)} \rangle = (2m - 1)!! \cdot (\text{Id}^{\otimes m} \otimes \theta_\ast^{\otimes (\ell-m)}, \ k_{\ell+m}(g) \theta^{\otimes (\ell+m)}).$$

(4.20)
since there are $(2m - 1)!!$ total pairings, and by permutation invariance, the term corresponding to each pairing contributes equally to this inner product. (The right side of (4.20) corresponds to the consecutive pairing of $[2m]$.) Applying (4.20) and $$(2m - 1)!!/(2m)! = 1/(2^m m!)$$ to (4.19) yields

$$R_{\ell}(\theta) = \mathbf{1}\{\ell = 1\} \frac{1}{2} \sum_{m=0}^{\ell} \frac{1}{2^m m!} \left\langle \text{Id} \otimes \theta^* \otimes (\ell - m), K_{\ell+m}(g) \theta^*(\ell + m) \right\rangle.$$

(4.21)

Now we use (4.15) to write

$$\begin{align*}
\left\langle \text{Id} \otimes m \otimes \theta^* \otimes (\ell - m), K_{\ell+m}(g) \theta^*(\ell + m) \right\rangle &= \sum_{\text{partitions } \pi \text{ of } [\ell + m]} (|\pi| - 1)! (-1)^{|\pi| - 1} \left\langle \text{Id} \otimes m \otimes \theta^* \otimes (\ell - m), \left( \bigotimes_{S \in \pi} T_S(g) \theta^*(\ell + m) \right) \right\rangle \\
&= \sum_{\text{partitions } \pi \text{ of } [\ell + m]} (|\pi| - 1)! (-1)^{|\pi| - 1} M_{\ell,m}(\pi)
\end{align*}$$

(4.22)

where we set

$$M_{\ell,m}(\pi) \equiv \left\langle \text{Id} \otimes m \otimes \theta^* \otimes (\ell - m), \left( \bigotimes_{S \in \pi} (g\theta)^o S \right) \right\rangle.$$

We may move the expectations over $g$ out of the inner product by writing this as an expectation over $|\pi|$ independent copies of $g$, one for each $S \in \pi$, so that

$$M_{\ell,m}(\pi) = \mathbb{E}_{g_1, \ldots, g_{|\pi|}} \left[ \left\langle \text{Id} \otimes m \otimes \theta^* \otimes (\ell - m), \left( \bigotimes_{i=1}^{\ell+m} (g(\pi(i)) \theta) \right) \right\rangle \right],$$

where for each $i \in [\ell + m]$, $\pi(i)$ denotes the index of the part in $\pi$ containing $i$. Then using $\langle \text{Id}, v \otimes w \rangle = \langle v, w \rangle$ and $\langle a \otimes b, c \otimes d \rangle = \langle a, c \rangle \langle b, d \rangle$, we see that this is exactly the quantity $M_{\ell,m}(\pi \mid \theta, \theta^*)$ defined previously in (4.4).

Finally, we combine (4.22) with (4.21) and describe a cancellation of terms that reduces the expression to $S_\ell(\theta)$: First, note that $\langle \text{Id}, (g\theta)^o S \rangle = \langle g\theta, g\theta \rangle = ||\theta||^2$, which does not depend on $g$. If $m \geq 1$ and $\{1, 2\}$ belong to the same part in $\pi$, then

$$M_{\ell,m}(\pi) = ||\theta||^2 M_{\ell-1,m-1}(\pi^-)$$

(4.23)

where $\pi^-$ is the partition of $\{3, \ldots, \ell + m\}$ obtained by removing 1 and 2. Suppose first that $\ell \geq 2$ and $m \geq 1$. Fix any partition $\pi^-$ of $\{3, \ldots, \ell + m\}$. Let $S$ be the collection of partitions of $[\ell + m]$ that do not separate $\{1, 2\}$ and that reduce to $\pi^-$ upon removing 1 and 2. There are two types of such partitions $\pi$: (a) $\pi$ includes 1, 2 into a part of $\pi^-$. Then $|\pi| = |\pi^-|$ and there are $|\pi^-|$ such partitions. (b) $\pi$ is the unique partition that adds $\{1, 2\}$ as a new part to $\pi^-$ so that $|\pi| = |\pi^-| + 1$. 
Summing over both types and using (4.23), we get
\[
\sum_{\pi \in S} (|\pi| - 1)!(-1)^{|\pi|-1} M_{\ell,m}(\pi)
= |\theta|^2 M_{\ell-1,m-1}(\pi^-)(|\pi^-| \cdot (|\pi^-| - 1)!(-1)^{|\pi^-|-1} + 1 \cdot (|\pi^-|)!(-1)^{|\pi^-|})
= 0.
\]

Summing over all \(\pi^-\), the total contribution to (4.22) from partitions \(\pi\) that put \(\{1, 2\}\) in the same set is 0. Similarly, the total contribution to (4.22) from partitions \(\pi\) that put \(\{3, 4\}\) in the same set, but that do not put \(\{1, 2\}\) in the same set, is also 0, and so forth. Recalling the set of partitions \(\mathcal{P}(\ell, m)\) defined in (4.8) that separate each pair \(\{1, 2\}, \ldots, \{2m - 1, 2m\}\), we get in this case of \(\ell \geq 2\) and \(m \geq 1\) that only these partitions contribute to (4.22), i.e.,
\[
\langle \text{Id}^\otimes m \otimes \theta^\otimes (\ell-m), \ K_{\ell+m}(g) \otimes (\ell+m) \rangle = \sum_{\pi \in \mathcal{P}(\ell,m)} (|\pi| - 1)!(-1)^{|\pi|-1} M_{\ell,m}(\pi).
\]

Using that \(\mathcal{P}(\ell, 0)\) is simply the set of all partitions of \([\ell]\), and applying this to (4.21), we get that (4.21) is the same as \(S_\ell(\theta)\) for \(\ell \geq 2\). For \(\ell = 1\), we have either \(m = 0\) or \(m = 1\). When \(m = 1\), the only partition of \([\ell + m]\) = [2] not belonging to \(\mathcal{P}(1, 1)\) is \(\{1, 2\}\). Note that \(M_{1,1}(\{1, 2\}) = \mathbb{E}_g[(g\theta, g\theta)] = ||\theta||^2\), which cancels the leading term \(||\theta||^2/2\) for \(\ell = 1\) in (4.21). Thus (4.21) also coincides with \(S_\ell(\theta)\) for \(\ell = 1\), concluding the proof.

PROOF OF LEMMA 4.7. We will apply a truncation argument to handle the expansion of Lemma 4.10 analytically. Within the rest of the proof, all summations will be standard (nonformal) summations. For notational convenience, set
\[
z = \sigma^{-1}, \quad s(z) = r(z^{-1}) = r(\sigma), \quad q(z) = \log(z^{-1}) = \log \sigma.
\]

The given conditions are \(s(z) \to \infty\) and \(z s(z) q(z) \to 0\) as \(z \to 0\).

Consider the event \(|\varepsilon| \leq q(z)\) and define the truncation
\[
R_{\text{trunc}}(\theta) = \frac{||\theta||^2}{2} z^2 - \sum_{k=1}^{\infty} \frac{1}{k!} \mathbb{E}_\varepsilon[k \kappa_k((z^2 \theta * + z \varepsilon, g \theta)) 1\{|\varepsilon| \leq q(z)\}].
\]

For \(||\theta|| < s(z)\) and on this event \(|\varepsilon| \leq q(z)\), observe that \(\max_{g \in G} |f(g)| \leq (z^2 ||\theta*|| + z q(z)) s(z)\). By the given condition \(z s(z) q(z) \to 0\) as \(z \to 0\) (which also implies \(z^2 s(z) \to 0\)), and by Lemma A.1(c), we observe that this series defining \(R_{\text{trunc}}(\theta)\) is absolutely convergent whenever \(z < z_0\), for a small enough constant \(z_0 > 0\). Then, writing (2.3) as
\[
R(\theta) = \frac{||\theta||^2}{2} z^2 - \mathbb{E}_\varepsilon[1\{|\varepsilon| \leq q(z)\} \cdot \log \mathbb{E}_g[e^{f(g)}]]
- \mathbb{E}_\varepsilon[1\{|\varepsilon| > q(z)\} \cdot \log \mathbb{E}_g[e^{f(g)}]]
\]
and applying (4.13) and Fubini’s theorem to exchange $\mathbb{E}_{\varepsilon}$ and $\sum_k$ in the second term, we arrive at

$$R(\theta) = R_{\text{trunc}}(\theta) - \mathbb{E}_{\varepsilon} \left[ I\{ ||\varepsilon|| > q(z) \} \cdot \log \mathbb{E}_g \left[ e^{z^2 \theta_0 z \varepsilon^2 + z \varepsilon \theta} \right] \right].$$

(4.24)

Note that $\mathbb{E}_{\varepsilon} \left[ e^{\otimes j} I\{ ||\varepsilon|| \leq q(z) \} \right] = 0$ if $j$ is odd by sign symmetry of the law of $\varepsilon$ conditional on $||\varepsilon|| \leq q(z)$. Therefore, by the same argument as for (4.18), we obtain

$$R_{\text{trunc}}(\theta) = \sum_{\ell=1}^{\infty} z^{2\ell} R_{\text{trunc},\ell}(\theta)$$

(4.25)

where

$$R_{\text{trunc},\ell}(\theta) = I\{ \ell = 1 \} \left( \frac{1}{2} - \sum_{m=0}^{\ell} \frac{1}{(2m)!(\ell - m)!} \right) \mathbb{E}_{\varepsilon} \left[ e^{\otimes 2m} 1\{ ||\varepsilon|| \leq q(z) \} \right] \otimes \theta^{\otimes (\ell - m)}, \quad K_{\ell,m}(g) \theta^{\otimes (\ell + m)}.$$

Applying the cumulant bound of Lemma A.1 together with (4.16) and $k! \geq k^k/e^k$, for $\ell \geq 2$,

$$|R_{\text{trunc},\ell}(\theta)|$$

(4.26)

$$\leq \sum_{m=0}^{\ell} \frac{1}{(2m)!(\ell - m)!} \mathbb{E}_{\varepsilon} \left[ e^{\otimes 2m} \otimes \theta^{\otimes (\ell - m)}, \quad K_{\ell,m}(g) \theta^{\otimes (\ell + m)} \right] I\{ ||\varepsilon|| \leq q(z) \}$$

$$\leq e^{2\ell} ||\theta||^{2\ell} \sum_{m=0}^{\ell} \left( \frac{\ell + m}{2m} \right)^{\ell + m - m} q(z)^{2m} ||\theta||^{\ell + m - m}$$

$$\leq e^{2\ell} (q(z) + ||\theta||^{2\ell}) ||\theta||^{2\ell}.$$

Then for $||\theta|| < s(z)$ and $z < z_0$, the series in (4.25) is absolutely convergent. Differentiating each $R_{\text{trunc},\ell}(\theta)$ in $\theta$ using the product rule, a similar argument shows that for $\ell \geq 2$,

$$||\nabla R_{\text{trunc},\ell}(\theta)|| \leq 2\ell e^{2\ell} (q(z) + ||\theta||^{2\ell}) ||\theta||^{2\ell - 1},$$

(4.27)

$$||\nabla^2 R_{\text{trunc},\ell}(\theta)|| \leq 2\ell(2\ell - 1)e^{2\ell} (q(z) + ||\theta||^{2\ell}) ||\theta||^{2\ell - 2}.$$
Then both $\sum_\ell z^{2\ell} \nabla R_{\text{trunc}, \ell}(\theta)$ and $\sum_\ell z^{2\ell} \nabla^2 R_{\text{trunc}, \ell}(\theta)$ are also absolutely and uniformly convergent over $\|\theta\| < s(z)$, so

$$\nabla R_{\text{trunc}}(\theta) = \sum_{\ell=1}^\infty z^{2\ell} \nabla R_{\text{trunc}, \ell}(\theta), \quad \nabla^2 R_{\text{trunc}}(\theta) = \sum_{\ell=1}^\infty z^{2\ell} \nabla^2 R_{\text{trunc}, \ell}(\theta).$$

We now fix an integer $k \geq 1$ and remove the truncation event $\|\varepsilon\| \leq q(z)$. Note first that by Cauchy-Schwarz and a chi-squared tail bound, for all $z < z_0$ and some constants $C, c, z_0 > 0$, the second term in (4.24) is at most

$$\left| E_{\varepsilon} \left[ 1\{\|\varepsilon\| > q(z)\} \cdot \log E_g \left[ e^{(z^2 \theta_0^* + z\varepsilon, \theta_0^*)} \right] \right] \right| \leq E_{\varepsilon} \left[ 1\{\|\varepsilon\| > q(z)\} \cdot \|z^2 \theta_0^* + z\varepsilon\| \right]$$

$$\leq \|\theta\| \cdot \mathbb{P}\left[ \|\varepsilon\| > q(z) \right]^{1/2} E_{\varepsilon} \left[ \|z^2 \theta_0^* + z\varepsilon\|^{2} \right]^{1/2} \leq s(z) \cdot e^{-cq(z)^2} \cdot Cz.$$

Recalling $zs(z) \to 0$ and $q(z) = \log(1/z)$, there exists $z_0$ (depending on $k$) such that $zs(z)e^{-cq(z)^2} \leq z^{2k+2}$ for all $z < z_0$. Applying this to (4.24), and also using (4.26) to bound the sum over $\ell \geq k + 1$ in (4.25), we obtain

$$(4.29) \quad \left| R(\theta) - \sum_{\ell=1}^k z^{2\ell} R_{\text{trunc}, \ell}(\theta) \right| \leq [Czq(z)(\|\theta\| \lor 1)]^{2k+2}$$

for $z < z_0$ and $C, z_0$ depending on $k$. For the gradient and Hessian, recall (2.4) and note that

$$\|\nabla_\theta \log E_g \left[ e^{(z^2 \theta_0^* + z\varepsilon, \theta_0^*)} \right] \| = \| E_g \left[ g^T (z^2 \theta_0^* + z\varepsilon) \big| \varepsilon, \theta_0 \right] \| \leq \|z^2 \theta_0^* + z\varepsilon\|,$$

$$\|\nabla^2_\theta \log E_g \left[ e^{(z^2 \theta_0^* + z\varepsilon, \theta_0^*)} \right] \| = \| \text{Cov}_g \left[ g^T (z^2 \theta_0^* + z\varepsilon) \big| \varepsilon, \theta_0 \right] \| \leq \|z^2 \theta_0^* + z\varepsilon\|^2.$$

Then applying a similar Cauchy-Schwarz argument together with (4.27) and (4.28), we get

$$(4.30) \quad \left| \nabla R(\theta) - \sum_{\ell=1}^k z^{2\ell} \nabla R_{\text{trunc}, \ell}(\theta) \right| \leq [Czq(z)]^{2k+2}(\|\theta\| \lor 1)^{2k+1},$$

$$(4.31) \quad \left| \nabla^2 R(\theta) - \sum_{\ell=1}^k z^{2\ell} \nabla^2 R_{\text{trunc}, \ell}(\theta) \right| \leq [Czq(z)]^{2k+2}(\|\theta\| \lor 1)^{2k}.$$
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Next, for all $\ell \leq k$ and some $C, z_0 > 0$ depending on $k$, the same Cauchy-Schwarz argument yields for $z < z_0$ that

$$|R_\ell(\theta) - R_{\text{trunc, } \ell}(\theta)|$$

$$\leq \sum_{m=0}^{\ell} \frac{1}{(2m)!(\ell-m)!} \mathbb{P}[\|\varepsilon\| > q(z)]^{1/2}$$

$$\times \mathbb{E}_\varepsilon[\ell^{\otimes 2m} \otimes \theta_\ast^{\otimes (\ell-m)} \mathcal{K}_{\ell+m}(\mathcal{G})_\ast^{\otimes (\ell+m)}]^{1/2}$$

$$\leq C \cdot \mathbb{P}[\|\varepsilon\| > q(z)]^{1/2} \cdot \|\theta\|^2 \leq C e^{-c q(z)^2} \|\theta\|^2 \leq [C z (\|\theta\| \lor 1)]^{2k+2}.$$

Applying this to each term $\ell = 1, \ldots, k$ in (4.29), we get

$$\left| R(\theta) - \sum_{\ell=1}^{k} z^{2\ell} R_\ell(\theta) \right| \leq [C z q(z) (\|\theta\| \lor 1)]^{2k+2}.$$

The differences $|\nabla R_\ell(\theta) - \nabla R_{\text{trunc, } \ell}(\theta)|$ and $\|\nabla^2 R_\ell(\theta) - \nabla^2 R_{\text{trunc, } \ell}(\theta)\|$ may be bounded similarly, and combined with (4.30) and (4.31) to show

$$\left| \nabla R(\theta) - \sum_{\ell=1}^{k} z^{2\ell} \nabla R_\ell(\theta) \right| \leq [C z q(z)]^{2k+2} (\|\theta\| \lor 1)^{2k+1},$$

$$\left| \nabla^2 R(\theta) - \sum_{\ell=1}^{k} z^{2\ell} \nabla^2 R_\ell(\theta) \right| \leq [C z q(z)]^{2k+2} (\|\theta\| \lor 1)^{2k}.$$

Recalling that $z = 1/\sigma$ and $q(z) = \log \sigma$ and noting that $R_\ell(\theta) = S_\ell(\theta)$ by Lemma 4.10 concludes the proof. □

To provide sharper finite-sample concentration bounds, we now establish an analogous expansion for the empirical risk $R_n(\theta)$. Note that whereas in the population expansion (4.1) the term for $\sigma^{-\ell}$ was a polynomial of $\theta$ belonging to $\mathcal{R}_{\leq \ell/2}$ (for even $\ell$), here the term for $\sigma^{-\ell}$ in this expansion of the empirical risk is a polynomial of $\theta$ only guaranteed to belong to $\mathcal{R}_{\leq \ell}^G$.

**Lemma 4.11.** Fix any function $r : (0, \infty) \to [1, \infty)$ such that $r(\sigma) \cdot (\log \sigma)/\sigma \to 0$ as $\sigma \to \infty$. There are polynomials $P_\ell(\varepsilon, \theta_\ast, \theta_\ast)$ such that for any $k \geq 1$, some $(\theta_\ast, d, G, k)$-dependent constants $C, c, c_0, \sigma_0 > 0$, any $\sigma > \sigma_0$, and any $t > e^{-c_0 (\log \sigma)^2}$, with probability at least

$$1 - Ce^{-c (\log n)^2} - (C \sigma (\log n)/t)^d (e^{-c (\log n)/t})^{k/\gamma} + e^{-c (\log n)/t} \leq \mathcal{R}_{\leq \ell}^G,$$
we have

\begin{equation}
\left| R_n(\theta) - \sum_{\ell=1}^{k} \sigma^{-\ell} \cdot \frac{1}{n} \sum_{i=1}^{n} P_\ell(\varepsilon_i, \theta, \theta_*) \right| \leq \left[ t + C \left( \frac{\log \sigma}{\sigma} \right)^{k+1} \right] (\|\theta\| \lor 1)^{k+1},
\end{equation}

\begin{equation}
\| \nabla R_n(\theta) - \sum_{\ell=1}^{k} \sigma^{-\ell} \cdot \frac{1}{n} \sum_{i=1}^{n} \nabla P_\ell(\varepsilon_i, \theta, \theta_*) \| \leq \left[ t + C \left( \frac{\log \sigma}{\sigma} \right)^{k+1} \right] (\|\theta\| \lor 1)^{k},
\end{equation}

\begin{equation}
\| \nabla^2 R_n(\theta) - \sum_{\ell=1}^{k} \sigma^{-\ell} \cdot \frac{1}{n} \sum_{i=1}^{n} \nabla^2 P_\ell(\varepsilon_i, \theta, \theta_*) \| \leq \left[ t + C \left( \frac{\log \sigma}{\sigma} \right)^{k+1} \right] (\|\theta\| \lor 1)^{k-1}
\end{equation}

simultaneously for all \( \theta \in \mathbb{R}^d \) satisfying \( \|\theta\| < r(\sigma) \).

Here each term takes the form

\begin{equation}
P_\ell(\varepsilon, \theta, \theta_*) = \sum_{m=1}^{M_\ell} A_{\ell,m}(\varepsilon, \theta_*) P_{\ell,m}(\theta)
\end{equation}

for some \( M_\ell \geq 1 \) where

- each \( A_{\ell,m} \) is a polynomial in \( \varepsilon \) and \( \theta_* \) of total degree at most \( \ell \),
- each \( P_{\ell,m} \in \mathcal{R}_{\leq \ell}^G \) is a \( G \)-invariant polynomial in \( \theta \) of degree at most \( \ell \),
- \( \mathbb{E}_k[P_\ell(\varepsilon, \theta, \theta_*)] \) equals \( S_{\ell/2}(\theta) \) if \( \ell \) is even and equals 0 if \( \ell \) is odd, where 
  \( S_{\ell/2} \) is as defined in (4.9) for the series expansion of \( R(\theta) \), and
- \( P_\ell \) and its derivatives satisfy, for some universal constant \( C_0 > 0 \),

\begin{equation}
| P_\ell(\varepsilon, \theta, \theta_*)| \leq (|\varepsilon| + |\theta_*| + C_0)^\ell (\|\theta\| \lor 1)^\ell,
\end{equation}

\begin{equation}
\| \nabla P_\ell(\varepsilon, \theta, \theta_*) \| \leq C_0^\ell (|\varepsilon| + |\theta_*| + C_0)^\ell (\|\theta\| \lor 1)^{\ell-1},
\end{equation}

\begin{equation}
\| \nabla^2 P_\ell(\varepsilon, \theta, \theta_*) \| \leq C_0^\ell (|\varepsilon| + |\theta_*| + C_0)^\ell (\|\theta\| \lor 1)^{(\ell-2)\lor 0},
\end{equation}

**Proof.** As in the preceding proof, let \( z = \sigma^{-1}, s(z) = r(z^{-1}) = r(\sigma) \), and 
\( q(z) = \log(z^{-1}) = \log\sigma \). We write as shorthand \( \mathbb{E}_n[f(\varepsilon_i)] = n^{-1} \sum_{i=1}^{n} f(\varepsilon_i) \).

Then analogous to (4.24), we have

\[ R_n(\theta) = R_{\text{trunc},n}(\theta) - \mathbb{E}_n \left[ 1\{\|\varepsilon_i\| > q(z)\} \cdot \log \mathbb{E}_g \left[ e^{(z^2\theta_\# + z\varepsilon_i, g \theta)} \right] \right] \]
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The bounds (4.36)–(4.38) on $E_{1}$ can be taken as in (4.17). Rearranging this sum according to powers of $z$ and applying the cumulant tensor identity (4.16), we obtain

$$R_{\text{trunc}, n}(\theta) = \frac{||\theta||^2}{2} z^2 - \sum_{k=1}^{\infty} \frac{1}{k!} \mathbb{E}_n [\kappa_k((z^2 \theta_\ast + z \varepsilon_i, g \theta))] 1_{\{||\varepsilon_i|| \leq q(z)\}}$$

$$= \frac{||\theta||^2}{2} z^2 - \sum_{k=1}^{\infty} \sum_{j=0}^{k} \frac{z^{2k-j}}{j!(k-j)!} \mathbb{E}_n [\varepsilon_i^{\otimes j} 1_{\{||\varepsilon_i|| \leq q(z)\}} \otimes \theta_\ast^{k-j}, \kappa_k(g \theta^{\otimes k})].$$

Both sums are absolutely convergent, and the second line follows from the same multilinear expansion of the cumulant $\kappa_k$ as in (4.17). Rearranging this sum according to powers of $z$ and applying the cumulant tensor identity (4.16), we obtain

$$R_{\text{trunc}, n}(\theta) = \sum_{\ell=1}^{\infty} z^\ell \cdot \mathbb{E}_n [1_{\{||\varepsilon_i|| \leq q(z)\}} \cdot P_\ell(\varepsilon_i, \theta, \theta_\ast)]$$

where

$$P_\ell(\varepsilon, \theta, \theta_\ast) = \frac{||\theta||^2}{2} 1_{\{\ell = 2\}} - \sum_{\ell/2 \leq k \leq \ell} \frac{1}{k!} \binom{k}{\ell-k} \kappa_k((\varepsilon, g \theta), \cdots, (\varepsilon, g \theta), (\theta_\ast, g \theta), \cdots, (\theta_\ast, g \theta)).$$

These polynomials $P_\ell(\varepsilon, \theta, \theta_\ast)$ satisfy the conditions of the lemma. In particular, by the moment-cumulant relationship, in the form (4.35) each $P_{\ell,m}$ can be taken to be an entry of the moment tensor $T_\ell(\theta) = \mathbb{E}_g[(g \theta)^{\otimes \ell}]$ (which is a degree-$\ell$ $G$-invariant polynomial) and hence $M_\ell \leq d^\ell$. The bounds (4.36)–(4.38) on $P_\ell$ and its derivatives follow from the same arguments as those that led to (4.26)–(4.28), in particular, the cumulant bound in Lemma A.1.

Thus, we arrive at

$$R_n(\theta) = \sum_{\ell=1}^{k} z^\ell \cdot \frac{1}{n} \sum_{i=1}^{n} P_\ell(\varepsilon_i, \theta, \theta_\ast) + I(\theta) + II(\theta) + III(\theta)$$

where

$$I(\theta) = \sum_{\ell=k+1}^{\infty} z^\ell \cdot \frac{1}{n} \sum_{i=1}^{n} 1_{\{||\varepsilon_i|| \leq q(z)\}} \cdot P_\ell(\varepsilon_i, \theta, \theta_\ast)$$

$$II(\theta) = -\sum_{\ell=1}^{k} z^\ell \cdot \frac{1}{n} \sum_{i=1}^{n} 1_{\{||\varepsilon_i|| > q(z)\}} \cdot P_\ell(\varepsilon_i, \theta, \theta_\ast)$$

$$III(\theta) = -\frac{1}{n} \sum_{i=1}^{n} 1_{\{||\varepsilon_i|| > q(z)\}} \cdot \log \mathbb{E}_g [e^{(z^2 \theta_\ast + z \varepsilon_i, g \theta)}].$$
We conclude the proof by bounding these three remainder terms and their derivatives. Throughout, \( C, C', c, c' > 0 \) denote \((\theta_*, d, G, k)\)-dependent constants changing from instance to instance. Beginning with II(\( \theta \)) and III(\( \theta \)), we define the event \( \mathcal{E} \) where \( \|\varepsilon_i\| \leq \log n \) for all \( i = 1, \ldots, n \). Then

\[
P[\mathcal{E}^c] = P\left[ \max_{i=1}^{n} \|\varepsilon_i\| > \log n \right] \leq ne^{-c(\log n)^2} \leq Ce^{-c'(\log n)^2}.
\]

Let \( f(\varepsilon) \) be either \( z^\ell \cdot 1\{ \|\varepsilon\| > q(z) \} \cdot P_\varepsilon(\varepsilon, \theta, \theta_*) \) for some \( \ell \in \{1, \ldots, k\} \) in the case of II(\( \theta \)), or \( 1\{ \|\varepsilon\| > q(z) \} \cdot \log E_g[\varepsilon(z^2\theta_* + z\varepsilon_1, g^0)] \) in the case of III(\( \theta \)). Applying the bounds

\[
E_g[(z^2\theta_1 + z\varepsilon_1, g^0)] \leq \log E_g[\varepsilon(z^2\theta_1 + z\varepsilon_1, g^0)] \leq \max_{g}(z^2\theta_1 + z\varepsilon_1, g^0),
\]

in both cases and on the event \( \mathcal{E} \) for small \( z = \sigma^{-1} \), we have \( |f(\varepsilon_i)| \leq Cz(\|\theta\| \vee 1)^k(\log n)^k \). Introducing the bounded summand

\[
\tilde{f}(\varepsilon) = \min\left( \max\left( f(\varepsilon), -Cz(\|\theta\| \vee 1)^k(\log n)^k \right), Cz(\|\theta\| \vee 1)^k(\log n)^k \right).
\]

Bernstein’s inequality yields

\[
P\left[ \left| \frac{1}{n} \sum_{i=1}^{n} \tilde{f}(\varepsilon_i) - E_\varepsilon[\tilde{f}(\varepsilon)] \right| > \tau \right] \leq 2 \exp\left( -\frac{\frac{1}{2}n\tau^2}{\text{Var}_\varepsilon[\tilde{f}(\varepsilon)] + \frac{1}{2} \tau \cdot Cz(\|\theta\| \vee 1)^k(\log n)^k} \right).
\]

We apply this with \( \tau = \eta t \cdot (\|\theta\| \vee 1)^k \) and some small constant \( \eta > 0 \). By the definition of \( f(\varepsilon) \) and Cauchy-Schwarz,

\[
(4.41) \quad E_\varepsilon[|\tilde{f}(\varepsilon)|] \leq E_\varepsilon[|f(\varepsilon)|] \leq P_\varepsilon[|\|\varepsilon\| > q(z)|^{1/2}] \cdot (Cz^2(\|\theta\| \vee 1)^{2k})^{1/2} \leq Ce^{-c_0q(z)^2} \cdot z(\|\theta\| \vee 1)^k \leq \tau,
\]

the last inequality holding when the constant \( c_0 \) for which \( t > e^{-c_0(\log \sigma)^2} \) is sufficiently small. Similarly,

\[
(4.42) \quad \text{Var}_\varepsilon[\tilde{f}(\varepsilon)] \leq E_\varepsilon[f(\varepsilon)^2] \leq Ce^{-c_0q(z)^2} \cdot z^2(\|\theta\| \vee 1)^{2k} \leq \tau \cdot z(\|\theta\| \vee 1)^k.
\]

Applying this to Bernstein’s inequality above,

\[
P\left[ \left| \frac{1}{n} \sum_{i=1}^{n} \tilde{f}(\varepsilon_i) \right| > 2\eta t \cdot (\|\theta\| \vee 1)^k \right] \leq 2 \exp\left( -\frac{c\eta nt}{z(\log n)^k} \right).
\]
Note that \( \dot{f}(\varepsilon_i) = f(\varepsilon_i) \) for all \( i \) on the event \( \mathcal{E} \). We then have for some constants \( C, C' > 0 \)

\[
\mathbb{P}[\|\mathbf{II}(\theta)\| > C_\eta \cdot (\|\theta\| \lor 1)^k \text{ and } \mathcal{E}], \quad \mathbb{P}[\|\mathbf{III}(\theta)\| > C_\eta \cdot (\|\theta\| \lor 1)^k \text{ and } \mathcal{E}]
\]

\[
\leq C' \exp\left(- \frac{c_\eta \eta n}{z(\log n)^k}\right).
\]

To obtain a uniform guarantee over the ball \( \|\theta\| < s(z) \), observe that on the event \( \mathcal{E} \), both \( \mathbf{II}(\theta) \) and \( \mathbf{III}(\theta) \) are \( C_\log n)^k \cdot s(z)^k \)-Lipschitz in \( \theta \) over this ball. Let us take a \( \delta \)-net of this ball with \( \delta = c_\eta \eta n / s(z)^k (\log n)^k \) and a sufficiently small constant \( c > 0 \), where the net has cardinality \( (C_s(z)/\delta)^d \). Applying the Lipschitz continuity and a union bound over \( \theta \) in this net, we then obtain

\[
\mathbb{P}\left[ \sup_{\|\theta\| < s(z)} \|\mathbf{II}(\theta)\| > C_\eta \cdot (\|\theta\| \lor 1)^k \right] \leq (C_s(z)/\delta)^d e^{-\frac{c_{\log n} \eta n}{z(\log n)^k}} + e^{-c(\log n)^2} \leq (C' \sigma (\log n)/\eta \tau)^d e^{-\frac{c_{\log n} \eta n}{z(\log n)^k}} + Ce^{-c(\log n)^2}.
\]

We may bound \( \nabla \mathbf{II}(\theta), \nabla^2 \mathbf{II}(\theta), \nabla \mathbf{III}(\theta), \) and \( \nabla^2 \mathbf{III}(\theta) \) similarly: Defining \( \tilde{f}(\varepsilon_i) \) as the summand corresponding to any entry of one of these quantities, and recalling the forms of the derivatives of \( \log \mathbb{E}_g [\varepsilon^x \theta_k + \varepsilon \varepsilon_i, \varepsilon \theta \theta] \) from Lemma 2.2, on \( \mathcal{E} \) we have \( |\tilde{f}(\varepsilon_i)| \leq C z(\|\theta\| \lor 1)^k (\log n)^k \) in the case of \( \nabla \mathbf{II}(\theta) \) or \( \nabla \mathbf{III}(\theta) \), and \( |\tilde{f}(\varepsilon_i)| \leq C z(\|\theta\| \lor 1)^{(k-2)\lor 0}(\log n)^k \) in the case of \( \nabla^2 \mathbf{II}(\theta) \) or \( \nabla^2 \mathbf{III}(\theta) \). The inequalities (4.41) and (4.42) continue to hold, and \( \nabla \mathbf{II}(\theta), \nabla^2 \mathbf{II}(\theta), \nabla \mathbf{III}(\theta), \) and \( \nabla^2 \mathbf{III}(\theta) \) all remain \( C(\log n)^k \cdot s(z)^k \)-Lipschitz over the ball \( \|\theta\| < s(z) \). Then applying the same arguments as above, we obtain for \( i = 0, 1, 2 \)

\[
(4.43) \quad \|\nabla^{(i)} \mathbf{II}(\theta)\|, \|\nabla^{(i)} \mathbf{III}(\theta)\| \leq C_\eta \cdot (\|\theta\| \lor 1)^{(k-i)\lor 0} \quad \text{for all } \|\theta\| < s(z)
\]

with probability at least \( 1 - (C' \sigma (\log n)/\eta \tau)^d e^{-\frac{c_{\log n} \eta n}{z(\log n)^k}} - Ce^{-c(\log n)^2} \).

Turning to \( I(\theta) \), write the summand \( f(\varepsilon_i) = z^k \cdot 1\{\|\varepsilon_i\| \leq q(z)\} \cdot P_{\ell}(\varepsilon_i, \theta, \theta_*) \). Using (4.36), we have \( |f(\varepsilon_i)| \leq (C_0 z q(z))^k (\|\theta\| \lor 1)^k \) where \( C_0 \) is a universal constant independent of \( \ell \). Then Hoeffding’s inequality yields

\[
\mathbb{P}\left[ \left| \frac{1}{n} \sum_{i=1}^{n} f(\varepsilon_i) - \mathbb{E}_\varepsilon[f(\varepsilon)] \right| > \tau \right] \leq 2 e^{-\frac{2\tau^2}{C_0^2 z^2 \|\theta\| \lor 1)^2}}.
\]

We apply this with \( \tau = \eta \cdot (\|\theta\| \lor 1)^{k+1}/\ell^2 \), and we also apply

\[
\sum_{\ell=k+1}^{\infty} z^k \cdot \mathbb{E}_\varepsilon[1\{\|\varepsilon\| \leq q(z)\} \cdot P_{\ell}(\varepsilon, \theta, \theta_*)] \leq \sum_{\ell=k+1}^{\infty} (C_0 z)^k q(z)^k (\|\theta\| \lor 1)^k
\]

\[
\leq C [z q(z)(\|\theta\| \lor 1)]^{k+1}
\]
for any small enough $z$, by the given condition $z q(z) s(z) = \frac{r(\sigma) \log \sigma}{\sigma} \to 0$. Then taking a union bound over all $\ell \geq k + 1$ and recalling the definition of $I(\theta)$,

$$
P[I(\theta)] > C[z q(z) (||\theta|| \vee 1)]^{k+1} + C \eta \cdot (||\theta|| \vee 1)^{k+1}
$$

$$
\leq \sum_{\ell=k+1}^{\infty} 2 \exp \left( -\frac{2 \eta^2 \ell^2 (||\theta|| \vee 1)^{2k+2} n}{C_0^2 \ell^2 q(z)^{2\ell} (||\theta|| \vee 1)^{2\ell^4}} \right).
$$

Applying again $z s(z) q(z) \to 0$ as $z \to 0$, for any constant $B > 0$ and sufficiently small $z$, we have $1/(C_0^2 \ell^2 q(z)^{2\ell} (||\theta|| \vee 1)^{2\ell^4}) \geq B^\ell$. Then the summands of this probability bound decay at least geometrically fast, so that the sum is at most

$$
C' \exp \left( -\frac{c' \eta^2 \ell^2 (||\theta|| \vee 1)^{2k+2}}{z^{2k+2} q(z)^{2k+2} (||\theta|| \vee 1)^{2k+2}} \right) \leq C' e^{-c' \eta^2 n (\sigma/\log \sigma)^{2k+2}}.
$$

The same argument applies to bound $\nabla 1(\theta)$ and $\nabla^2 2(\theta)$ entrywise except that we use (4.37) and (4.38) in lieu of (4.36) to get

$$
1\{||\varepsilon_i|| \leq q(z)\} \cdot ||\nabla P_\ell(\varepsilon_i, \theta, \theta_*)|| \leq (C_0 q(z))^{\ell} (||\theta|| \vee 1)^{\ell-1}
$$

and

$$
1\{||\varepsilon_i|| \leq q(z)\} \cdot ||\nabla^2 P_\ell(\varepsilon_i, \theta, \theta_*)|| \leq (C_0 q(z))^{\ell} (||\theta|| \vee 1)^{\ell-2},
$$

respectively, for all $\ell \geq 2$. From the previous Lipschitz bounds for $P_\ell(\varepsilon, \theta, \theta_*)$, $1(\theta)$, $3(\theta)$, and their derivatives, and from those for $R_\ell(\theta)$ and its derivatives from Lemma 2.13, we see that $I(\theta)$, $\nabla 1(\theta)$, and $\nabla^2 1(\theta)$ are also $C(\log \eta)^{kV^3} \cdot s(z)^k$-Lipschitz in $\theta$ over the ball $||\theta|| < s(z)$. Then applying a union bound over a $\delta$-net as before, we obtain for $i = 0, 1, 2$,

$$
\nabla^{(\ell)} 1(\theta) \leq C \left(\frac{\log \sigma}{\sigma}\right)^{k+1} (||\theta|| \vee 1)^{k+1-i} + C \eta \cdot (||\theta|| \vee 1)^{k+1} \quad \text{for all } ||\theta|| < s(z)
$$

(4.44)

with probability at least $1 - (C \sigma (\log n)/\eta^2)^d e^{-c\eta^2 n (\sigma/\log \sigma)^{2k+2}}$. Applying (4.43) and (4.44) to (4.40) and now taking $\eta$ to be a sufficiently small constant, we obtain the lemma. \hfill \Box

### 4.3 Descent directions and pseudo-local-minimizers

We now relate the series expansion result of Lemma 4.7 to the landscape of $R(\theta)$ around a fixed point $\tilde{\theta} \in \mathbb{R}^d$ for large $\sigma$. The constants in this section may depend on this point $\tilde{\theta}$.

The following lemma establishes a condition for $\tilde{\theta} \in \mathbb{R}^d$ under which we will be able to show that $R(\tilde{\theta})$ has either a first-order or second-order descent direction in a neighborhood $\tilde{\theta}$.

**Lemma 4.12.** Fix $\tilde{\theta} \in \mathbb{R}^d$, let $\varphi$ be a local reparametrization in an open neighborhood $U$ of $\tilde{\theta}$, and let $\tilde{\varphi} = \varphi(\tilde{\theta})$. Suppose there exists $\ell \geq 1$ and a partition
of \( \varphi \) into subvectors \( \varphi = (\varphi^1, \ldots, \varphi^\ell) \) such that \( S_1(\varphi), \ldots, S_{\ell-1}(\varphi) \) are functions depending only on \( \varphi^1, \ldots, \varphi^{\ell-1} \) and not on \( \varphi^\ell \), and

either \( \nabla_{\varphi^\ell} S_\ell(\hat{\varphi}) \neq 0 \) or \( \lambda_{\min}(\nabla_{\varphi^\ell}^2 S_\ell(\hat{\varphi})) < 0 \).

Then there exist constants \( c, \sigma_0 > 0 \) and an open neighborhood \( U_0 \) of \( \hat{\varphi} \) (all depending on \( \hat{\theta}, \theta_*, d, G \) but not on \( \sigma \)) such that for all \( \sigma > \sigma_0 \) and for every \( \hat{\theta} \in U_0 \),

either \( \|\nabla_\theta R(\hat{\theta})\| \geq c\sigma^{-2\ell} \) or \( \lambda_{\min}(\nabla_\theta^2 R(\hat{\theta})) \leq -c\sigma^{-2\ell} \).

**Proof.** First suppose that \( \nabla_{\varphi^\ell} S_\ell(\hat{\varphi}) \neq 0 \). Denote \( c = \|\nabla_{\varphi^\ell} S_\ell(\hat{\varphi})\| \), and note that this constant \( c \) depends only on \( \hat{\theta}, \theta_*, d, G \) and not on \( \sigma \). By continuity of \( \nabla_{\varphi^\ell} S_\ell \), this implies \( \|\nabla_{\varphi^\ell} S_\ell(\varphi)\| > c/2 \) for all \( \varphi \) in a neighborhood \( V_0 \) of \( \hat{\varphi} \). Since \( S_1, \ldots, S_{\ell-1} \) do not depend on \( \varphi^\ell \), we have \( \nabla_{\varphi^\ell} S_1 = \cdots = \nabla_{\varphi^\ell} S_{\ell-1} = 0 \). Then, recalling (4.10), we get \( \|\nabla_\varphi R^\ell(\varphi)\| \geq \|\nabla_{\varphi^\ell} R^\ell(\varphi)\| > (c/2)\sigma^{-2\ell} \) for all \( \varphi \in V_0 \). Applying (4.2) and continuity and invertibility of \( d_\theta \varphi \) near \( \hat{\varphi} \), this implies that \( \|\nabla_\theta R^\ell(\hat{\theta})\| > c'\sigma^{-2\ell} \) for a constant \( c' > 0 \) and all \( \hat{\theta} \) in a small enough neighborhood \( U_0 \) of \( \hat{\theta} \). Then applying Lemma 4.7, for all \( \sigma > \sigma_0 \), large enough \( \sigma > 0 \), and all \( \hat{\theta} \in U_0 \),

\[
\|\nabla_\theta R(\hat{\theta})\| \geq (c'/2)\sigma^{-2\ell}.
\]

Now suppose that \( \lambda_{\min}(\nabla_{\varphi^\ell}^2 S_\ell(\hat{\varphi})) < 0 \). The argument is similar: Denote \( -c = \lambda_{\min}(\nabla_{\varphi^\ell}^2 S_\ell(\hat{\varphi})) \). Then \( \lambda_{\min}(\nabla_{\varphi^\ell}^2 S_\ell(\varphi)) < -c/2 \) for all \( \varphi \) in a neighborhood \( V_0 \) of \( \hat{\varphi} \) by continuity, so \( \lambda_{\min}(\nabla_{\varphi^\ell}^2 R^\ell(\varphi)) \leq \lambda_{\min}(\nabla_{\varphi^\ell}^2 R^\ell(\hat{\varphi})) < -(c/2)\sigma^{-2\ell} \). Applying (4.3),

\[
\nabla_\theta R^\ell(\hat{\theta}) = (d_\theta \varphi)^\top \cdot \nabla_{\varphi^\ell}^2 R^\ell(\varphi) \cdot d_\theta \varphi + \sum_{i=1}^d \partial_{\varphi_i} R^\ell(\varphi) \cdot \nabla_{\varphi^\ell} \varphi_i.
\]

Then by continuity and invertibility of \( d_\theta \varphi \) near \( \hat{\theta} \), for the first term we have

\[
\lambda_{\min}((d_\theta \varphi)^\top \cdot \nabla_{\varphi^\ell}^2 R^\ell(\varphi) \cdot d_\theta \varphi) < -c'\sigma^{-2\ell}
\]

for a constant \( c' > 0 \) and all \( \hat{\theta} \) in a neighborhood \( U_0 \) of \( \hat{\theta} \). Then either

\[
\lambda_{\min}(\nabla_{\varphi^\ell}^2 R^\ell(\hat{\theta})) < -(c'/2)\sigma^{-2\ell},
\]

or we must have for the second term and some \( i \in \{1, \ldots, d\} \) that \( \|\nabla_{\varphi^\ell} R^\ell(\varphi)\| \geq |\partial_{\varphi_i} R^\ell(\varphi)| > c''\sigma^{-2\ell} \). Here, we may take \( c'' = c'/2d \max \|\nabla_{\varphi^\ell} \varphi_j(\theta)\| \), where this maximum is taken over all \( j \in \{1, \ldots, d\} \) and \( \theta \in U_0 \). Applying again Lemma 4.7, for all \( \sigma > \sigma_0 \) and large enough \( \sigma_0 > 0 \), this implies that for every \( \hat{\theta} \in U_0 \), either \( \lambda_{\min}(\nabla_{\varphi^\ell}^2 R^\ell(\hat{\theta})) \leq -(c'/4)\sigma^{-2\ell} \) or \( \|\nabla_\theta R^\ell(\hat{\theta})\| \geq (c''/2)\sigma^{-2\ell} \). \( \Box \)

Conversely, the following is a condition for \( \hat{\theta} \in \mathbb{R}^d \) under which we will show that \( R(\hat{\theta}) \) has a local minimizer in any fixed neighborhood of \( \hat{\theta} \) for all sufficiently
large $\sigma$. We call these points pseudo-local-minimizers, and these will be in correspondence with the true local minimizers of $R(\theta)$ for large $\sigma$. Note that pseudo-local-minimizers are determined by $\theta_*, d, G$ and do not depend on $\sigma$, but true local minimizers of $R(\theta)$ not belonging to $\partial_{\theta_*} R$ may in general depend on $\sigma$. We discuss an example of this phenomenon in Remark 4.31.

**Definition 4.13.** A point $\tilde{\theta} \in \mathbb{R}^d$ is a **pseudo-local-minimizer** in a local reparameterization $\varphi = (\varphi^1, \ldots, \varphi^L)$ around $\tilde{\theta}$ if each function $S_\ell(\varphi)$ for $\ell = 1, \ldots, L$ depends only on $\varphi^1, \ldots, \varphi^\ell$ and not on $\varphi^{\ell+1}, \ldots, \varphi^L$, and for each $\ell \in \{1, \ldots, L\}$ where $\varphi^\ell$ has nonzero dimension,

$$
\nabla_{\varphi^\ell} S_\ell(\varphi) = 0 \quad \text{and} \quad \lambda_{\min}(\nabla_{\varphi^\ell}^2 S_\ell(\varphi)) > 0.
$$

For each pseudo-local-minimizer $\tilde{\theta}$, we will also show that the risk $R(\varphi)$ is strongly convex in a $\sigma$-independent neighborhood of $\tilde{\varphi} = \varphi(\tilde{\theta})$, and its Hessian $\nabla_{\varphi}^2 R(\varphi)$ has the following graded block structure.

**Definition 4.14.** Consider a partition of coordinates $(\varphi^1, \ldots, \varphi^L)$ for $\mathbb{R}^d$. Let $H \equiv H(\sigma) \in \mathbb{R}^{d \times d}$ be a symmetric matrix, and write its $L \times L$ block decomposition with respect to this partition as

$$
H = \begin{pmatrix}
H_{11} & \cdots & H_{1L} \\
& \ddots & \\
H_{L1} & \cdots & H_{LL}
\end{pmatrix}.
$$

The matrix $H(\sigma)$ has a **graded block structure** with respect to this partition if there are constants $C, c, \sigma_0 > 0$ such that for all $\sigma > \sigma_0$ and all $k, \ell \in \{1, \ldots, L\}$ where $\varphi^k$ and $\varphi^\ell$ have nonzero dimension,

$$
C\sigma^{-2\ell} \geq \lambda_{\max}(H_{k\ell}) \geq \lambda_{\min}(H_{k\ell}) \geq c\sigma^{-2\ell} \quad \text{and} \quad \|H_{k\ell}\| \leq C\sigma^{-2\max(k,\ell)}.
$$

Thus the upper-left block of $H(\sigma)$ has magnitude $\sigma^{-2}$, the three blocks adjacent to this have magnitude $\sigma^{-4}$, and so forth. We allow $\varphi^\ell$ to have dimension 0, in which case the blocks $H_{k\ell}$ and $H_{\ell k}$ for $k = 1, \ldots, L$ are empty.

**Lemma 4.15.** Let $\tilde{\theta} \in \mathbb{R}^d$ be a pseudo-local-minimizer in the reparameterization $\varphi = (\varphi^1, \ldots, \varphi^L)$. Denote $\tilde{\varphi} = \varphi(\tilde{\theta})$. Then for any sufficiently small open neighborhood $V_0$ of $\varphi$, there exist constants $c, \sigma_0 > 0$ depending on $\tilde{\varphi}, V_0$ and $\theta_*, d, G$ but not on $\sigma$, such that for all $\sigma > \sigma_0$ and $\varphi \in V_0$:

(a) $\nabla_{\varphi}^2 R(\varphi)$ has a graded block structure with respect to the partition $\varphi = (\varphi^1, \ldots, \varphi^L)$,

(b) $\lambda_{\min}(\nabla_{\varphi}^2 R(\varphi)) \geq c\sigma^{-2L}$, and

(c) there is a unique critical point of $R(\varphi)$ in $V_0$, which is a local minimizer of $R(\varphi)$. 

MLE FOR THE DISCRETE ORBIT RECOVERY MODEL

PROOF OF LEMMA 4.15. For part (a), observe that the Hessian \( \nabla_{\mathbf{\phi}}^2 S_\ell(\mathbf{\phi}) \) is non-zero only in the upper-left \( \ell \times \ell \) blocks of the decomposition corresponding to \((\mathbf{\phi}^1, \ldots, \mathbf{\phi}^L)\). Since \( \nabla_{\mathbf{\phi}}^2 S_\ell(\mathbf{\gamma}) \) is positive-definite by assumption, by continuity there is a neighborhood \( V_0 \) of \( \mathbf{\gamma} \) and constants \( C, \epsilon > 0 \) for which

\[
\lambda_{\min}(\nabla_{\mathbf{\phi}}^2 S_\ell(\mathbf{\phi})) \geq \epsilon \quad \text{and} \quad \|\nabla_{\mathbf{\phi}}^2 S_\ell(\mathbf{\phi})\| \leq C
\]

for all \( \mathbf{\phi} \in V_0 \). Applying this for each \( \ell = 1, \ldots, L \) and recalling (4.10), we see that \( \nabla_{\mathbf{\phi}}^2 R_L(\mathbf{\phi}) \) has a graded block structure. Then \( \nabla_{\mathbf{\phi}}^2 R(\mathbf{\phi}) \) also has a graded block structure, by Lemma 4.7. This shows (a). Part (b) will follow from (a) and Lemma 4.17, which we prove in the next section.

To show part (c), let us assume for expositional simplicity that each \( \mathbf{\phi}^\ell \) has positive dimension—the same argument applies with minor modification to the setting where some of the vectors \( \mathbf{\phi}^\ell \) have dimension 0. Let \( \mathbf{\bar{\phi}} = (\mathbf{\bar{\phi}}^1, \ldots, \mathbf{\bar{\phi}}^L) \) be a point that minimizes \( R(\mathbf{\phi}) \) over the compact set \( \overline{V}_0 \). Observe that the given condition implies \( \mathbf{\bar{\phi}} \) is a local and global minimizer of \( S_1 \) over \( V_0 \), and that

\[
S_1(\mathbf{\bar{\phi}}) - S_1(\mathbf{\gamma}) \geq c\|\mathbf{\phi}^1 - \mathbf{\gamma}^1\|^2.
\]

Then by Lemma 4.7, for all \( \sigma > \sigma_0 \) and large enough \( \sigma_0 > 0 \),

\[
R(\mathbf{\bar{\phi}}) - R(\mathbf{\gamma}) \geq c\sigma^{-2}\|\mathbf{\phi}^1 - \mathbf{\gamma}^1\|^2 - C\left(\frac{\log \sigma}{\sigma}\right)^4.
\]

The left side is nonpositive because \( \mathbf{\bar{\phi}} \) minimizes \( R(\mathbf{\phi}) \), so we get \( \|\mathbf{\phi}^1 - \mathbf{\gamma}^1\| \leq \sigma^{-\tau} \) for, say, \( \tau = 0.9 \). Now consider the functions \( f(\mathbf{\phi}^2) = S_2(\mathbf{\bar{\phi}}^1, \mathbf{\phi}^2) \) and \( \tilde{f}(\mathbf{\phi}^2) = S_2(\mathbf{\bar{\phi}}^1, \mathbf{\phi}^2) \). The given condition implies that \( f \) is strongly convex and has a local and global minimizer in \( V_0 \) given by \( \mathbf{\bar{\phi}}^2 \). Applying the bound \( \|\mathbf{\phi}^1 - \mathbf{\gamma}^1\| \leq \sigma^{-\tau} \), we get that \( \|f - \tilde{f}\| \leq C\sigma^{-\tau} \) and \( \|\nabla^2 f - \nabla^2 \tilde{f}\| \leq C\sigma^{-\tau} \) for some constant \( C > 0 \) and any sufficiently small neighborhood \( V_0 \) of \( \mathbf{\gamma} \). Then applying Lemma 2.8, \( \tilde{f} \) is also strongly convex on \( V_0 \), with a local and global minimizer in \( V_0 \) given by some point \( \mathbf{\bar{\phi}}^2 \) for which \( \|\mathbf{\phi}^2 - \mathbf{\bar{\phi}}^2\| \leq C'\sigma^{-\tau} \). This implies

\[
S_2(\mathbf{\phi}^1, \mathbf{\bar{\phi}}^2) - S_2(\mathbf{\bar{\phi}}^1, \mathbf{\bar{\phi}}^2) \geq c\|\mathbf{\phi}^2 - \mathbf{\bar{\phi}}^2\|^2.
\]

Since \( S_1 \) depends only on \( \mathbf{\phi}^1 \) and not on \( \mathbf{\phi}^2 \), we have by Lemma 4.7 that

\[
R(\mathbf{\bar{\phi}}) - R((\mathbf{\bar{\phi}}^1, \mathbf{\bar{\phi}}^2, \mathbf{\bar{\phi}}^3, \ldots, \mathbf{\bar{\phi}}^L)) \geq c\sigma^{-4}\|\mathbf{\phi}^2 - \mathbf{\bar{\phi}}^2\|^2 - C\left(\frac{\log \sigma}{\sigma}\right)^6.
\]

Then, since this is again nonpositive, we obtain \( \|\mathbf{\phi}^2 - \mathbf{\bar{\phi}}^2\| \leq \sigma^{-\tau} \), and hence also \( \|\mathbf{\phi}^3 - \mathbf{\bar{\phi}}^3\| \leq C\sigma^{-\tau} \). Now applying this argument to \( f(\mathbf{\phi}^3) = S_3(\mathbf{\bar{\phi}}^1, \mathbf{\bar{\phi}}^2, \mathbf{\phi}^3) \) and \( \tilde{f}(\mathbf{\phi}^3) = S_3(\mathbf{\bar{\phi}}^1, \mathbf{\bar{\phi}}^2, \mathbf{\phi}^3) \), we obtain similarly \( \|\mathbf{\phi}^3 - \mathbf{\bar{\phi}}^3\| \leq C\sigma^{-\tau} \). Iterating this argument yields \( \|\mathbf{\phi} - \mathbf{\bar{\phi}}\| \leq C\sigma^{-\tau} \) for a constant \( C > 0 \). For any neighborhood \( V_0 \), large enough \( \sigma_0 > 0 \) (depending on \( V_0 \)), and all \( \sigma > \sigma_0 \), this implies that this minimizer \( \mathbf{\bar{\phi}} \) belongs to the interior of \( V_0 \), and hence must be a critical point of \( R(\mathbf{\phi}) \). Then the strong convexity in part (b) implies that this is the unique critical point in \( V_0 \), which shows (c). \[\square\]
4.4 Local landscape and Fisher information

We apply Lemma 4.15 to analyze the Fisher information \( I(\theta_*) = \nabla_\theta^2 R(\theta_*) \) and the local landscape of \( R(\theta) \) near \( \theta_* \). By rotational symmetry of \( R(\theta) \), the same statements hold locally around each point in the orbit \( \mathcal{O}_{\theta_*} \).

Recall the transcendence basis \( \varphi \) in Lemma 4.3, and the decompositions \( d = d_1 + \cdots + d_L \) and \( \varphi = (\varphi^1, \ldots, \varphi^L) \) according to the sequence of subspaces \( \mathcal{R}_G \leq \ell \) and their transcendence degrees. Lemma 4.5 establishes that \( \varphi \) is a local reparametrization around generic points \( \theta_* \), and we will analyze the landscape in this reparametrization.

**Theorem 4.16.** Fix a choice of transcendence basis \( \varphi = (\varphi^1, \ldots, \varphi^L) \) satisfying Lemma 4.3, and let \( \theta_* \in \mathbb{R}^d \) be a point with \( d_0 \varphi(\theta_*) \) nonsingular (which holds for generic \( \theta_* \)). For some constants \( C, c, \sigma_0 > 0 \) and some neighborhood \( U \) of \( \theta_* \), and for all \( \sigma \geq \sigma_0 \),

(a) In the reparametrization by \( \varphi \), the function \( R(\varphi) \) is strongly convex on \( \varphi(U) \) with \( \lambda_{\min}(\nabla_\varphi^2 R(\varphi)) \geq c\sigma^{-2L} \).

(b) The Fisher information matrix \( I(\theta_*) \) has \( d_\ell \) eigenvalues belonging to \([c\sigma^{-2\ell}, C\sigma] \) for each \( \ell = 1, \ldots, L \), where \( d_\ell = \text{trdeg}(\mathcal{R}_G^{\leq \ell}) - \text{trdeg}(\mathcal{R}_G^{\leq \ell-1}) \).

(c) For any polynomial \( \psi \in \mathcal{R}_G^{\leq \ell} \), there is a constant \( C > 0 \) (depending also on \( \psi \)) such that

\[
\nabla_\theta \psi(\theta_*)^T I(\theta_*)^{-1} \nabla_\theta \psi(\theta_*) \leq C\sigma^{2\ell}.
\]

Note that part (c) describes the limiting variance in (1.9) for estimating \( \psi(\theta_*) \) by the plug-in maximum likelihood estimate \( \hat{\psi}(\hat{\theta}) \).

The proof of Theorem 4.16 relies on the following linear-algebraic result for any \( \sigma \)-dependent matrix with the graded block structure of Definition 4.14, and large enough \( \sigma \).

**Lemma 4.17.** Suppose \( H = H(\sigma) \in \mathbb{R}^{d \times d} \) has a graded block structure with respect \( (\varphi^1, \ldots, \varphi^L) \). Let \( d_\ell \) be the dimension of each subvector \( \varphi^\ell \). Let \( H_{\ell,:;\ell} \) and \( (H^{-1})_{\ell,:;\ell} \) denote the submatrices consisting of the upper-left \( \ell \times \ell \) blocks in the \( L \times L \) block decompositions of \( H \) and \( H^{-1} \). Then for some constants \( C, c, \sigma_0 > 0 \) and all \( \sigma > \sigma_0 \),

(a) \( H \) has \( d_\ell \) eigenvalues belonging to \([c\sigma^{-2\ell}, C\sigma^{-2\ell}] \) for each \( \ell = 1, \ldots, L \). In particular, \( \lambda_{\min}(H) \geq c\sigma^{-2L} \).

(b) For each \( \ell \) where \( d_1 + \cdots + d_\ell > 0 \), \( \lambda_{\min}(H_{\ell,:;\ell}) \geq c\sigma^{-2\ell} \).

(c) For each \( \ell \) where \( d_1 + \cdots + d_\ell > 0 \), \( \lambda_{\max}((H^{-1})_{\ell,:;\ell}) \leq C\sigma^{2\ell} \).

**Proof.** We first show part (b). This holds for the smallest \( \ell \) where \( d_1 + \cdots + d_\ell > 0 \), by the definition of the graded block structure. Assume inductively that it holds for \( \ell \leq L - 1 \), and consider \( \ell + 1 \) where \( d_{\ell + 1} > 0 \). For any unit vector \( v = (v_{\ell;\ell}, v_{\ell+1}) \) where \( v_{\ell;\ell} \in \mathbb{R}^{d_1 + \cdots + d_\ell} \) and \( v_{\ell+1} \in \mathbb{R}^{d_{\ell+1}} \), we have by the
induction hypothesis and Cauchy-Schwarz
\[ v^\top H_{\ell}(\ell+1) v = v_{\ell+1}^\top H_{\ell+1}(\ell+1) v_{\ell+1} + 2v_{\ell+1}^\top H_{\ell}(\ell+1) v_{\ell+1} + 2c\sigma^{-2}\ell \|v_{\ell+1}\|^2 \geq c\sigma^{-2}\ell \|v_{\ell+1}\|^2 + 2c\sigma^{-2}\ell \|v_{\ell+1}\|^2 - 2c\sigma^{-2}\ell \|v_{\ell+1}\|^2 \geq (c\sigma^{-2}\ell - (2C/c)\sigma^{-2}\ell) \|v_{\ell+1}\|^2 + (c/2)\sigma^{-2}\ell \|v_{\ell+1}\|^2.\]

For large \( \sigma \), we get \( v^\top H_{\ell}(\ell+1) v \geq c'\sigma^{-2}\ell \) and some \( c' > 0 \). Hence (b) holds by induction for each \( \ell = 1, \ldots, L \).

Next, we show part (a). That \( \lambda_{\text{min}}(H) \geq c\sigma^{-2L} \) follows from (b). For the first statement, for any \( \ell \) where \( d_{\ell} \geq 0 \), write \( H = H^{(\ell-1)} + R^{(\ell-1)} \) where \( H^{(\ell-1)} \) equals \( H_{\ell}(\ell-1) : (\ell-1) \) on the upper-left \( (\ell - 1) \times (\ell - 1) \) blocks and is 0 elsewhere, and \( R^{(\ell-1)} \) is the remainder. Part (a) implies that \( H^{(\ell-1)} \) has \( d_1 + \cdots + d_{\ell-1} \) eigenvalues at least \( c\sigma^{-2(\ell-1)} \), and remaining eigenvalues 0. The graded block structure condition implies \( \|R^{(\ell-1)}\| \leq C\sigma^{-2\ell} \) for a constant \( C > 0 \). Then for a constant \( c' > 0 \) and all large \( \sigma \), Weyl’s inequality implies that \( H \) has \( d_1 + \cdots + d_{\ell-1} \) eigenvalues at least \( c'\sigma^{-2(\ell-1)} \), and remaining eigenvalues at most \( C\sigma^{-2\ell} \). Since this result holds for every \( \ell = 1, \ldots, L \), this implies part (a).

Finally, for part (c), denote \( G^{(\ell)} = (\{(H^{-1})_{\ell,\ell}\})^{-1} \). We claim that for all \( \ell \) where \( d_1 + \cdots + d_{\ell} > 0 \), this matrix \( G^{(\ell)} \) has a graded block structure with respect to \( (\varphi^1, \ldots, \varphi^\ell) \). That is to say, there are constants \( C, c > 0 \) such that for all large \( \sigma \) and all \( 1 \leq j, k \leq \ell \).

\[
(4.46) \quad C\sigma^{-2j} \geq \lambda_{\text{max}}(G_{jj}^{(\ell)}) \geq \lambda_{\text{min}}(G_{jj}^{(\ell)}) \geq c\sigma^{-2j} \quad \text{and} \quad \|G_{jk}^{(\ell)}\| \leq C\sigma^{-2\max(j,k)}. \]

For \( \ell = L \), we have \( G^{(L)} = H \), so this holds by assumption. Assume inductively that it holds for \( \ell + 1 \), and consider \( \ell \) where \( d_{\ell+1} > 0 \). Applying the definition of \( G^{(\ell)} \) and the Schur complement identity,

\[
[G^{(\ell)}]^{-1} = ([G^{(\ell+1)}]^{-1})_{\ell,\ell} = (G_{\ell,\ell}^{(\ell+1)} - G_{\ell,\ell+1}^{(\ell+1)} [G_{\ell+1,\ell+1}^{(\ell+1)}]^{-1} G_{\ell+1,\ell}^{(\ell+1)})^{-1}. \]

Then

\[
G^{(\ell)} = G_{\ell,\ell}^{(\ell+1)} - G_{\ell,\ell+1}^{(\ell+1)} [G_{\ell+1,\ell+1}^{(\ell+1)}]^{-1} G_{\ell+1,\ell}^{(\ell+1)}. \]

We have \( \|G_{\ell,\ell+1}^{(\ell+1)}\| \leq C'\sigma^{-2(\ell+1)} \) and \( \|G_{\ell+1,\ell+1}^{(\ell+1)}\|^{-1} \leq C'\sigma^{2(\ell+1)} \) for some \( C' > 0 \), by the induction hypothesis. For large enough \( \sigma \), applying the induction hypothesis also to each block of \( G_{\ell,\ell}^{(\ell+1)} \), we get that (4.46) holds for \( \ell \) (and some constants \( C, c > 0 \) different from those for \( \ell + 1 \)). Hence (4.46) holds by induction for each \( \ell = 1, \ldots, L \). Then, applying part (b) to this matrix \( G^{(\ell)} \) in place of \( H \), we get that \( \lambda_{\text{min}}(G^{(\ell)}) \geq c\sigma^{-2\ell} \), which implies \( \lambda_{\text{max}}((H^{-1})_{\ell,\ell}) \leq C\sigma^{2\ell} \). This establishes (c). \( \square \)

**Proof of Theorem 4.16.** Since \( d_{\varphi}\varphi(\theta) \) is nonsingular, \( \varphi = (\varphi^1, \ldots, \varphi^L) \) forms a local reparametrization on an open neighborhood of \( \theta_* \). We first show that
\( \theta_* \) is a pseudo-local-minimizer with respect to this reparametrization. For this, we apply the form

\[
S_\ell(\varphi) = \frac{1}{2(\ell!)} \| T_\ell(\varphi) - T_\ell(\varphi_*) \|_{HS}^2 + Q_\ell(\varphi)
\]

provided in Lemma 4.8, where \( T_\ell(\varphi) \) and \( Q_\ell(\varphi) \) are shorthand for \( T(\theta(\varphi)) \) and \( Q(\theta(\varphi)) \), and \( \varphi_* = \varphi(\theta_*) \). Differentiating in \( \varphi \),

\[
\nabla_\varphi S_\ell(\varphi) = \frac{1}{\ell!} d_\varphi T_\ell(\varphi)^\top (T_\ell(\varphi) - T_\ell(\varphi_*)) + \nabla_\varphi Q_\ell(\varphi),
\]

\[
\nabla^2_\varphi S_\ell(\varphi) = \frac{1}{\ell!} d_\varphi T_\ell(\varphi)^\top d_\varphi T_\ell(\varphi) + \frac{1}{\ell!} \sum_i (T_\ell(\varphi)_i - T_\ell(\varphi_*)) \nabla^2_\varphi T_\ell(\varphi)_i + \nabla^2_\varphi Q_\ell(\varphi).
\]

Here, \( T_\ell(\varphi)_i \) is the \( i \)-th entry of \( T_\ell(\varphi) \) and the summation is over all multi-indices \( i \). Note that \( Q_\ell \) is in the algebra generated by \( R^G_{<\ell-1} \), so Lemma 4.5(c) ensures that \( Q_\ell \) depends only on \( (\varphi^1, \ldots, \varphi^{\ell-1}) \) on a neighborhood of \( \theta_* \). Thus, evaluating the above at \( \varphi = \varphi_* \) and restricting to the coordinates \( \varphi^\ell \) yields

\[
\nabla^2_\varphi S_\ell(\varphi_*) = 0, \quad \nabla^2_\varphi^\ell S_\ell(\varphi_*) = \frac{1}{\ell!} d_\varphi^\ell T_\ell(\varphi_*)^\top d_\varphi^\ell T_\ell(\varphi_*).
\]

In particular, \( \nabla^2_\varphi^\ell S_\ell(\varphi_*) \geq 0 \). To see that \( \nabla^2_\varphi^\ell S_\ell(\varphi_*) \) has full rank \( d_\ell \), observe that every degree-\( \ell \) polynomial of \( \theta \in \mathbb{R}^d \) is a linear combination of entries of the tensors \( \theta^{\otimes 1}, \ldots, \theta^{\otimes \ell} \). Thus, symmetrizing by \( G \), every polynomial in \( R^G_{\leq \ell} \) is a linear combination of entries of \( T_1, \ldots, T_\ell \) (monomials). This means that \( \varphi^\ell = f(T_1(\varphi), \ldots, T_\ell(\varphi)) \) for some linear function \( f : \mathbb{R}^{d+d^2+\cdots+d^\ell} \rightarrow \mathbb{R}^{d_\ell} \). Differentiating both sides in \( \varphi^\ell \) and observing that \( T_1, \ldots, T_{\ell-1} \) do not depend on \( \varphi^\ell \) by Lemma 4.5(c), we obtain

\[
\text{Id} = (d_\varphi T_\ell f)(d_\varphi^\ell T_\ell),
\]

where the left side is the \( d_\ell \times d_\ell \) identity. Thus \( d_\varphi^\ell T_\ell \) has full rank \( d_\ell \), so \( \theta_* \) is a pseudo-local-minimizer and \( \nabla^2_\varphi^\ell S_\ell(\varphi_*) > 0 \).

Then part (a) of the theorem follows immediately from Lemma 4.15(b). For (b) and (c), note that since \( \nabla_\theta R(\theta_*) = 0 \), we have from (4.3) that

\[
I(\theta_*) \equiv \nabla^2_\theta R(\theta_*) = (d_\varphi(\theta_*)^\top \cdot \nabla^2_\varphi R(\varphi_*) \cdot d_\varphi(\theta_*))
\]

where \( \varphi_* = \varphi(\theta_*) \). Setting \( \tilde{\nabla} = d_\varphi(\theta_*)^{-1} \), we find that Lemma 4.15 shows that \( \nabla^2_\varphi R(\varphi_*) = \tilde{\nabla}^\top I(\theta_*) \tilde{\nabla} \) has a graded block structure. For any polynomial \( \psi \in R^G_{\leq \ell} \), Lemma 4.5 shows that \( \psi \) is an analytic function of \( \varphi^1, \ldots, \varphi^\ell \), and hence that \( \nabla_\varphi \psi = \tilde{\nabla}^\top \nabla_\theta \psi \) is nonzero only in its first \( \ell \) blocks. Writing

\[
\nabla_\theta \psi(\theta_*)^\top I(\theta_*)^{-1} \nabla_\theta \psi(\theta_*) = (\tilde{\nabla}^\top \nabla_\theta \psi(\theta_*)) \quad (\tilde{\nabla}^\top I(\theta_*) \tilde{\nabla})^{-1} (\tilde{\nabla}^\top \nabla_\theta \psi(\theta_*)),
\]
part (c) then follows from Lemma 4.17(c). Also, by the QR decomposition, there is a nonsingular lower-triangular matrix $W$ for which $V = \tilde{V} W$ is orthogonal. It may be verified from Definition 4.14 that the matrix $V^T I(\theta^*_e) V = W^T (\tilde{V}^T I(\theta^*_e) \tilde{V}) W$ also has a graded block structure for modified constants $C, c, \sigma_0$. As the eigenvalues of $V^T I(\theta^*_e) V$ are the same as those of $I(\theta^*_e)$, this and Lemma 4.17(a) show part (b). □

The following then shows that with high probability for $n \gg \sigma^{-2L}$, the empirical risk $R_n(\varphi)$ is also strongly convex with a local minimizer in $\varphi(U)$. This requirement for $n$ matches the requirement for list-recovery of generic signals in [6].

**Corollary 4.18.** In the setting of Theorem 4.16, for $(\theta^*_e, d, G)$-dependent constants $C, c, c', \sigma_0 > 0$, with probability at least $1 - e^{c(\log n)^2} - e^{-c n^{1/(2L)} \sigma^{-1}}$, we have $\lambda_{\text{min}}(\nabla^2 \varphi R_n(\varphi)) \geq c' \sigma^{-2L}$ for all $\varphi \in \varphi(U)$, and $R_n(\theta)$ has a critical point and unique local minimizer in $U$.

**Proof.** Note that applying directly Lemma 2.8 and the general concentration result of Lemma 2.11 with $t \propto \sigma^{-2L}$ small enough, we may obtain that this corollary holds with probability at least $1 - e^{-c \sigma^{-2L} + 2n + C \log \sigma} - e^{-c n^{2/3}}$.

To strengthen this probability guarantee, we apply a concentration argument tailored to large $\sigma$ based on Lemma 4.11: We assume throughout that $n \geq \sigma^{-2L}$, as otherwise the desired probability guarantee is vacuous. Let $A_{\ell, m}$ and $P_{\ell, m}$ be the polynomials of Lemma 4.11. Since $A_{\ell, m}$ has degree at most $\ell$ in $\varepsilon$, by Gaussian hypercontractivity, for any $t > 0$ we have

$$
P \left[ \left| \frac{1}{n} \sum_{i=1}^{n} A_{\ell, m}(\varepsilon_i, \theta^*_e) - \mathbb{E}_\varepsilon \left[ A_{\ell, m}(\varepsilon, \theta^*_e) \right] \right| > t \right] \leq 2 e^{-c(m^2)^{1/\ell}}
$$

(4.47) 

(This follows also from Theorem A.2 applied with $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_n)$, the function $f(\varepsilon) = \sum_i A_{\ell, m}(\varepsilon_i, \theta^*_e)$, and the two bounds $\| \nabla^j f(x) \|_\sigma \leq \| \nabla^j f(x) \|_{HS} \leq C \sqrt{n}$ and $\| \mathbb{E}[\nabla^j f(\varepsilon)] \|_\sigma \leq \| \mathbb{E}[\nabla^j f(\varepsilon)] \|_{HS} \leq C \sqrt{n}$ for any partition $J$ and any $j \leq \ell - 1$.) For a sufficiently small constant $c_0 > 0$ to be chosen later, let $\ell_0$ be the event where the conclusion of Lemma 4.11 holds with $k = 2L$, $t = \sigma^{-2L}/\log \sigma$, and $r(\sigma)$ a constant larger than $\| \theta^*_e \|$, and also where

$$
\left| \frac{1}{n} \sum_{i=1}^{n} A_{\ell, m}(\varepsilon_i, \theta^*_e) - \mathbb{E}_\varepsilon \left[ A_{\ell, m}(\varepsilon, \theta^*_e) \right] \right| \leq c_0 \sigma^{-2L}
$$

(4.48) 

for every $\ell = 1, \ldots, 2L$ and $m = 1, \ldots, M_\ell$. Note that (4.47) implies (4.48) holds with probability at least $1 - 2e^{-c n^{1/\ell} \sigma^{-2}} \geq 1 - 2e^{-c n^{1/\ell} \sigma^{-2}}$ for $\ell \leq L$, and at least $1 - 2e^{-c (n \sigma^{-2L})^{1/\ell}} \geq 1 - 2e^{-c n^{1/(2L)} \sigma^{-1}}$ for $2L \geq \ell \geq L$ and $n \geq \sigma^{-2L}$. Thus, combining with the probability guarantee in Lemma 4.11 and taking a union
bound,
\[
\mathbb{P}[\mathcal{E}] \geq 1 - e^{c(\log n)^2} - e^{-\frac{c_n}{\sigma^{2L-1} \log \sigma \log \log n} + C \log \sigma \log \log n - C \frac{\log \log n}{\sigma}}.
\]

We now restrict to this event \( \mathcal{E} \) and parametrize by \( \varphi \). There is a \( \sigma \)-independent neighborhood \( U \) of \( \theta_* \) on which \( \nabla^2_{\varphi} R^L(\varphi) \) has a graded block structure: for each \( \ell = 1, \ldots, L \) and every \( \varphi \in \varphi(U) \),
\[
C \sigma^{-2\ell} \geq \lambda_{\max}(\nabla^2_{\varphi} R^L(\varphi)) \geq \lambda_{\min}(\nabla^2_{\varphi} R^L(\varphi)) \geq c \sigma^{-2\ell},
\]
\[
\| \nabla^2_{\varphi^\ell, \varphi'^\ell} R^L(\varphi) \| \leq C \sigma^{-2\max(\ell, \ell')}.
\]

Let us denote the first \( 2L \) terms of the expansion in Lemma 4.11 by
\[
R^L_n(\varphi) = \sum_{\ell=1}^{2L} \sum_{m=1}^{M_\ell} \sigma^{-\ell} \frac{1}{n} \sum_{i=1}^n A_{\ell, m}(\varepsilon_i, \theta_*) P_{\ell, m}(\varphi),
\]
observe that \( \mathbb{E}[R^L_n(\varphi)] = R^L(\varphi) \), and write
\[
\nabla^2 R_n(\varphi) - \nabla^2 R^L(\varphi) = (\nabla^2 R_n(\varphi) - \nabla^2 R^L_n(\varphi)) + (\nabla^2 R^L_n(\varphi) - \nabla^2 R^L(\varphi)).
\]

On the event \( \mathcal{E} \), the first term is controlled by Lemma 4.11, and for our choice of \( t = \sigma^{-2L} / \log \sigma \) we have
\[
\| \nabla^2 R_n(\theta) - \nabla^2 R^L_n(\theta) \| \leq \frac{C}{\sigma^{2L} \log \sigma}.
\]

For the second term, observe that \( P_{\ell, m} \in \mathcal{R}^G_{\leq \ell} \) and hence \( P_{\ell, m} \) depends only on the coordinates \( \varphi^1, \ldots, \varphi^\ell \). Thus for any \( \ell, \ell' \leq L \),
\[
\nabla^2_{\varphi^\ell, \varphi'^\ell} (R^L_n(\varphi) - R^L(\varphi)) = \sum_{k=\max(\ell, \ell')}^{\min(\ell, \ell')} \sum_{m=1}^{M_k} \sigma^{-k} \cdot \left( \frac{1}{n} \sum_{i=1}^n A_{k, m}(\varepsilon_i, \theta_*) - \mathbb{E}_e[A_{k, m}(\varepsilon_i, \theta_*)] \right) \nabla^2_{\varphi^\ell, \varphi'^\ell} P_{k, m}(\varphi).
\]

Then on the event \( \mathcal{E} \), applying (4.48) and \( k + (k \wedge L) \geq 2k \wedge 2L \), also
\[
\| \nabla^2_{\varphi^\ell, \varphi'^\ell} R^L_n(\varphi) - \nabla^2_{\varphi^\ell, \varphi'^\ell} R^L(\varphi) \| \leq C \cdot c_0 \sigma^{-2\max(\ell, \ell')}.
\]

Choosing \( c_0 \) sufficiently small and combining with (4.49) and (4.50), we obtain that the Hessian of the empirical risk \( \nabla^2_{\varphi} R_n(\varphi) \) also has a graded block structure over \( \varphi \in U \). The lower bound \( \lambda_{\min}(\nabla^2_{\varphi} R_n(\varphi)) \geq c^* \sigma^{-2L} \) then follows immediately from Lemma 4.17(b).

To show that \( R_n(\varphi) \) has a critical point (and hence unique local minimizer) in \( \varphi(U) \), we apply an argument similar to that of Lemma 4.15(c). Let \( \hat{\varphi} \in \varphi(U) \) be any minimizer of \( R_n(\varphi) \) on the closure of \( \varphi(U) \). We aim to show that \( \hat{\varphi} \) cannot occur on the boundary of \( \varphi(U) \). Recall from the proof of Theorem 4.16 that
\( \varphi_\ast = \varphi(\theta_\ast) \) is a pseudo-local-minimizer for the sequence \( S_1, \ldots, S_L \) with respect to \( (\varphi^1, \ldots, \varphi^L) \). In particular, \( \varphi_\ast \) minimizes \( S_1 \) over any sufficiently small neighborhood \( U \), so we have \( S_1(\hat{\varphi}) - S_1(\varphi_\ast) \geq c \| \hat{\varphi}^1 - \varphi_\ast^1 \|^2 \) and

\[
R^L(\hat{\varphi}) - R^L(\varphi_\ast) \geq c \sigma^{-2} \| \hat{\varphi}^1 - \varphi_\ast^1 \|^2 - C \left( \frac{\log \sigma}{\sigma} \right)^4.
\]

This implies also for the empirical risk \( R_n \) that, on the event \( \mathcal{E} \),

\[
R_n(\hat{\varphi}) - R_n(\varphi_\ast) \geq R_n(\hat{\varphi}) - R_n(\varphi_\ast) + R^L(\varphi_\ast) + c \sigma^{-2} \| \hat{\varphi}^1 - \varphi_\ast^1 \|^2 - C \left( \frac{\log \sigma}{\sigma} \right)^4
\]

\[
\geq \sum_{k=1}^{2L} \sum_{m=1}^{M_k} \sigma^{-k} \left( \frac{1}{n} \sum_{i=1}^{n} A_{k,m}(\varepsilon_i, \theta_\ast) \right) - \mathbb{E}_{\varepsilon}[A_{k,m}(\varepsilon, \theta_\ast)] \left( P_{k,m}(\hat{\varphi}) - P_{k,m}(\varphi_\ast) \right)
\]

\[- C \frac{C}{\sigma^2 L \log \sigma} + c \sigma^{-2} \| \hat{\varphi}^1 - \varphi_\ast^1 \|^2 - C \left( \frac{\log \sigma}{\sigma} \right)^4 \]

\[
\geq c \sigma^{-2} \| \hat{\varphi}^1 - \varphi_\ast^1 \|^2 - C' \cdot c_0 \sigma^{-2} \| \hat{\varphi} - \varphi_\ast \|^2 - C'' \left( \frac{\log \sigma}{\sigma} \right)^4,
\]

where the last line applies (4.48) and the fact that the polynomials \( P_{1,m} \) depend only on \( \varphi^1 \) and must be Lipschitz over \( \varphi(U) \). Since \( \hat{\varphi} \) minimizes \( R_n \), we have \( 0 \geq R_n(\hat{\varphi}) - R_n(\varphi_\ast) \). Then this implies for some constant \( C > 0 \) and all \( \sigma > \sigma_0 \) that \( \| \hat{\varphi}^1 - \varphi_\ast^1 \| \leq C \cdot c_0 \).

Now defining \( f(\varphi^2) = S_2(\varphi^1, \varphi^2) \) and \( \hat{f}(\varphi^2) = S_2(\hat{\varphi}^1, \varphi^2) \), these functions must be Lipschitz over \( \varphi^2(U) \), so this yields \( |f - \hat{f}|, \| \nabla^2 f - \nabla^2 \hat{f} \| \leq C' \cdot c_0 \) on \( \varphi^2(U) \). Since \( \varphi_\ast \) is a pseudo-local-minimizer, taking the neighborhood \( U \) sufficiently small ensures that the function \( f \) is convex over \( \varphi^2(U) \), and is minimized at \( \varphi_\ast^2 \). Then for \( c_0 \) sufficiently small, Lemma 2.8 guarantees that \( \hat{\varphi} \) also has a critical point and local minimizer \( \bar{\varphi}^2 \), which satisfies

\[
(4.51) \quad \| \bar{\varphi}^2 - \varphi_\ast^2 \| \leq C \cdot c_0
\]

and \( S_2(\hat{\varphi}^1, \bar{\varphi}^2) - S_2(\hat{\varphi}^1, \varphi^2) \geq c \| \bar{\varphi}^2 - \varphi^2 \|^2 \). Then

\[
R^L(\hat{\varphi}) - R^L((\hat{\varphi}^1, \bar{\varphi}^2, \varphi_\ast^3, \ldots, \varphi_\ast^L)) \geq c \sigma^{-4} \| \bar{\varphi}^2 - \varphi^2 \|^2 - C \left( \frac{\log \sigma}{\sigma} \right)^6,
\]

where there is no \( \sigma^{-2} \) term because \( S_1 \) depends only on \( \varphi^1 \), which coincides in these two arguments of \( R^L \). Applying a similar argument as above, this implies on \( \mathcal{E} \) that

\[
0 \geq R_n(\hat{\varphi}) - R_n((\hat{\varphi}^1, \bar{\varphi}^2, \varphi_\ast^3, \ldots, \varphi_\ast^L))
\]

\[
\geq c \sigma^{-4} \| \bar{\varphi}^2 - \bar{\varphi}^2 \|^2 - C' \cdot c_0 \sigma^{-4} \| \bar{\varphi}^2 - \bar{\varphi}^2 \| - C'' \left( \frac{\log \sigma}{\sigma} \right)^6.
\]
Then for some constant $C > 0$, $\|\hat{\varphi}^2 - \varphi^2\| \leq C \cdot c_0$. Combining with the preceding bound (4.51), we get $\|\hat{\varphi}^2 - \varphi^2\| \leq C \cdot c_0$.

Now defining $f(\varphi^3) = S_3(\varphi^1, \varphi^2, \varphi^3)$ and $\hat{f}(\varphi^3) = S_2(\varphi^1, \varphi^2, \varphi^3)$, we may repeat this argument to obtain $\|\hat{\varphi}^3 - \varphi^3\| \leq C \cdot c_0$, and so forth. This establishes $\|\hat{\varphi}^\ell - \varphi^\ell\| \leq C \cdot c_0$ for some constant $C > 0$ and each $\ell = 1, \ldots, L$. Finally, for $c_0$ sufficiently small, this implies that the minimizer $\hat{\varphi}$ must belong to the interior of $\varphi(U)$. Since $R_n(\varphi)$ is differentiable and convex over $\varphi(U)$, this implies that $\hat{\varphi}$ must be a unique critical point and local minimizer of $R_n(\varphi)$ over $\varphi(U)$. \hfill \Box

4.5 Globally benign landscapes at high noise

In the following three subsections, we apply the tools of Section 4.3 to analyze three examples in which the landscapes of $R(\theta)$ and $R_n(\theta)$ are globally benign in this high-noise regime $\sigma > \sigma_0(\theta_*, d, G)$ for generic $\theta_* \in \mathbb{R}^d$.

In each example, for each fixed point $\tilde{\theta} \in \mathbb{R}^d$, we study the landscape of $R(\tilde{\theta})$ near $\tilde{\theta}$ using a local reparametrization $\varphi = (\varphi^1, \ldots, \varphi^L)$ around $\tilde{\theta}$. Note that, in general, we cannot use the same reparametrization $\varphi$ at all points $\tilde{\theta} \in \mathbb{R}^d$, as we must handle nongeneric points where $d_{g}(\varphi, \tilde{\theta})$ is singular for any particular map $\varphi$, even if the true parameter $\theta_*$ is generic.

We will combine these local statements over a large enough ball $\{\tilde{\theta} \in \mathbb{R}^d : \|\theta\| \leq M\}$ using a compactness argument. The following result strengthens Lemmas 2.9 and 2.10 to provide a lower bound for $\|\nabla R(\theta)\|$ and $\|\nabla R_n(\theta)\|$ outside this ball.

**Lemma 4.19.** For some $(\theta_*, d, G)$-dependent constants $M, \rho, c_0, \sigma_0 > 0$ and all $\sigma > \sigma_0$, if $\|\theta\| > M$, then $\|\nabla R(\theta)\| > c_0 \sigma^{-4}$. If, in addition, $\|\mathbb{E}[g \theta] - \mathbb{E}[g \theta_*]\| > \rho$, then $\|\nabla R(\theta)\| > c_0 \rho^{-2}$. For some $(\theta_*, d, G)$-dependent constants $C, c > 0$, with probability at least $1 - e^{-c (\log n)^2} - C e^{-c n^{1/4} \sigma^{-1}}$, the same bounds hold for $\nabla R_n(\theta)$ and all $\|\tilde{\theta}\| > M$.

**Proof.** For the empirical risk $R_n(\theta)$, we may assume $n \geq \sigma^4$, as otherwise the desired probability guarantee is vacuous. By Lemma 2.9, for all $\|\tilde{\theta}\| \geq C \sigma$ and a large enough constant $C > 0$, we have $\|\nabla R(\tilde{\theta})\| \geq c \sigma^{-1}$ and $\|\nabla R_n(\tilde{\theta})\| \geq c \sigma^{-1}$ with probability $1 - C \epsilon^{-cn}$. By Lemma 2.10, if $C \epsilon^{2/3} \leq \|\tilde{\theta}\| \leq C \sigma$, then $\|\nabla R(\tilde{\theta})\| \geq c \sigma^{-2}$. Applying the concentration bound (2.18) in Lemma 2.11 with $r = C \sigma$ and $t = c \sigma^{-2}/2$, we get $\|\nabla R_n(\tilde{\theta})\| \geq c \sigma^{-2}/2$ for all such $\tilde{\theta}$, with probability $1 - e^{-c n^{1/4} \sigma^{-1}} - C \log \sigma \geq 1 - C \epsilon^{-cn^{1/4} \sigma^{-1}}$ when $n \geq \sigma^4$.

It remains to consider $M < \|\tilde{\theta}\| \leq C \sigma^{2/3}$. We consider two cases:

**Case 1.** Suppose that $\mathbb{E}[g] = 0$. Then Lemma 4.9 implies $S_1(\theta) = 0$ and

$$\nabla S_2(\theta) = \mathbb{E}[g \theta g^T] \sigma - \mathbb{E}[g \theta_* g^T] \sigma.$$

For every unit vector $v \in \mathbb{R}^d$, we have $v^T \mathbb{E}[g vv^T g^T] v = \mathbb{E}[\|v^T g v\|^2] \geq 1/K$ where $K = \|g\|$, because $g = \text{Id}$ with probability $1/K$. Thus $\|\mathbb{E}[g vv^T g^T] v\| \geq 1/K$, so $\|\mathbb{E}[g \theta g^T] \sigma\| \geq \|\tilde{\theta}\|^2/K$. For sufficiently large $M$, this shows
\[ \|\nabla S_2(\theta)\| \geq c\|\theta\|^3. \]

Then by Lemma 4.7, for a constant \( c_0 > 0 \) (independent of \( M \)), we have

\[ \|\nabla R(\theta)\| \geq c_0\sigma^{-4}\|\theta\|^3 \geq c'\sigma^{-4}. \]  

For the empirical risk \( R_n \), write

\[ \nabla R_n(\theta) - \nabla R(\theta) = \nabla R_n(\theta) - \nabla R_n^2(\theta) + \nabla R_n^2(\theta) - \nabla R^2(\theta) \]

\[ \underbrace{\varepsilon_1} + \underbrace{\varepsilon_2} \underbrace{\varepsilon_3} \]

where \( R_n^2(\theta) = \sum_{\ell=2}^{4} \sigma^{-\ell} \sum_{i=1}^{n} P_{\ell}(\varepsilon_i, \theta, \theta_*) \) is the degree-4 approximation to \( R_n(\theta) \) in Lemma 4.11 and \( R^2(\theta) = \mathbb{E}[R_n^2(\theta)] \). Note that the \( \ell = 1 \) term is absent in \( R_n^2 \), because by (4.39) we have \( P_1(\varepsilon, \theta, \theta_*) = \kappa_1(\varepsilon, g\theta) = \varepsilon^T \mathbb{E}[g] \theta = 0 \). By Lemma 4.9, we have \( R^2(\theta) = \sigma^{-4} S_2(\theta) \) since \( S_1(\theta) = 0 \).

The first term in (4.53) is controlled by Lemma 4.11: Applying (4.33) with \( k = 4, r(\sigma) = C\sigma^{2/3} \), and \( t = (\sigma^{-1} \log \sigma)^5 \), we get \( \|\varepsilon_1\| \leq C(\sigma^{-1} \log \sigma)^5 \|\theta\|^4 \) with probability at least

\[ 1 - C e^{-c(\log n)^2} - e^{\frac{c n(\log n)^5}{\sigma^4 \log \log n}} \geq 1 - C e^{-c(\log n)^2} - C' e^{-c'n^{1/4} \sigma^{-1}}. \]

For the third term in (4.53), Lemma 4.7 yields \( \|\varepsilon_3\| \leq C(\sigma^{-1} \log \sigma)^6 \|\theta\|^{5} \). For the second term in (4.53), using (4.35) we have

\[ \varepsilon_2 = \sum_{\ell=2}^{4} \sigma^{-\ell} \sum_{m=1}^{M_\ell} \sum_{i=1}^{n} \mathbb{E}[A_{\ell,m}(\varepsilon_i, \theta_*) - \mathbb{E}[A_{\ell,m}(\varepsilon_i, \theta_*)]] \nabla \mathbb{E}[P_{\ell,m}(\theta)]. \]

Applying the polynomial concentration (4.47), we have with probability \( 1 - C e^{-c n^{1/4} \sigma^{-1}} \)

\[ \sum_{i=1}^{n} \mathbb{E}[A_{\ell,m}(\varepsilon_i, \theta_*) - \mathbb{E}[A_{\ell,m}(\varepsilon_i, \theta_*)]] \leq C \sigma^{-2}, \quad m = 1, \ldots, M_\ell, \quad \ell = 2, 3, 4. \]

As stated in Lemma 4.11, each \( \nabla P_{\ell,m}(\theta) \) is a polynomial in \( \theta \) of degree at most \( \ell - 1 \). Thus \( \|\nabla P_{\ell,m}(\theta)\| \leq C(\|\theta\| \vee 1)^{\ell-1} \) for all \( m = 1, \ldots, M_\ell \). Combining this with the previous two displays and using \( \|\theta\| \ll \sigma \) yields \( \|\varepsilon_2\| \leq C \sigma^{-2} \sum_{\ell=2}^{4} \sigma^{-\ell} \|\theta\|^{\ell-1} \leq C' \sigma^{-4} \|\theta\| \). For sufficiently large \( M \), this implies

\[ \|\varepsilon_1\| + \|\varepsilon_2\| + \|\varepsilon_3\| \leq (c_0/2)\sigma^{-4} \|\theta\|^3 \]

where \( c_0 \) is the constant in (4.52). Thus also

\[ \|R_n(\theta)\| \geq (c_0/2)\sigma^{-4} \|\theta\|^3 \geq c' \sigma^{-4}. \]

This concludes the proof in the case \( \mathbb{E}_g[g] = 0 \).

**Case II.** Suppose \( \mathbb{E}_g[g] \neq 0 \). We apply Lemmas 2.4 and 2.5 to write \( R(\theta) = R^{ld}(\theta_1) + R^{G^2}(\theta_2) \) and \( R_n(\theta) = R_n^{ld}(\theta_1) + R_n^{G^2}(\theta_2) \), where \( \theta_1 \in \mathbb{R}^{d_1} \) and \( \theta_2 \in \mathbb{R}^{d_2} \) are the components of \( \theta \) orthogonal to and belonging to the kernel of \( \mathbb{E}_g[g] \).
Then \(\|\theta - \theta_*\|^2 = \|\theta_1 - \theta_{1,*}\|^2 + \|\theta_2 - \theta_{2,*}\|^2\), \(\|\nabla R(\theta)\|^2 = \|\nabla R^\Id(\theta_1)\|^2 + \|\nabla R^G_2(\theta_2)\|^2\), and \(\|\nabla R_n(\theta)\|^2 = \|\nabla R^\Id_n(\theta_1)\|^2 + \|\nabla R^G_n(\theta_2)\|^2\). Recall from the proof of Lemma 2.5 that \(\mathbb{E}_g[g]\) is the projection orthogonal to its kernel, so \(\|\mathbb{E}_g[g\theta] - \mathbb{E}_g[g\theta_*]\| = \|\theta_1 - \theta_{1,*}\|\). Since \(R^\Id(\theta_1)\) and \(R^\Id_n(\theta_1)\) correspond to the model \(\mathcal{N}(\theta_{1,*}, \sigma^2 \Id_{d_1 \times d_1})\), we may verify that

\[
\nabla R^\Id(\theta_1) = \frac{\theta_1 - \theta_{1,*}}{\sigma^2}, \quad \nabla R^\Id_n(\theta_1) = \frac{\theta_1 - \theta_{1,*}}{\sigma^2} - \frac{\bar{\varepsilon}}{\sigma},
\]

where \(\bar{\varepsilon} \sim \mathcal{N}(0, \Id_{d_1 \times d_1}/n)\).

Thus, if \(\|\mathbb{E}_g[g\theta] - \mathbb{E}_g[g\theta_*]\| = \|\theta_1 - \theta_{1,*}\| > \rho\), then \(\|\nabla R(\theta)\| \geq \|\nabla R^\Id(\theta_1)\| \geq \rho \sigma^{-2}\) and \(\|\nabla R_n(\theta)\| \geq \|\nabla R^\Id_n(\theta_1)\| \geq (\rho/2) \sigma^{-2}\) with probability at least \(1 - Ce^{-c n \sigma^{-2}}\). Otherwise, for small enough \(\rho > 0\), we have \(\|\theta_2 - \theta_{2,*}\| > M/2\). Applying the argument of Case I for the mean-zero group \(G_2\) shows \(\|\nabla R(\theta)\| \geq \|\nabla R^G_2(\theta_2)\| \geq c \sigma^{-4}\) and \(\|\nabla R_n(\theta)\| \geq \|\nabla R^G_n(\theta_2)\| \geq c \sigma^{-4}\) as desired. \(\square\)

**Discrete rotations in \(\mathbb{R}^2\)**

We consider first the group of \(K\)-fold discrete rotations on \(\mathbb{R}^2\): For a fixed integer \(K\), we have

\[
G = \{\Id, h, h^2, \ldots, h^{K-1}\} \cong \mathbb{Z}/K\mathbb{Z}
\]

where

\[
h = \begin{pmatrix}
\cos 2\pi/K & -\sin 2\pi/K \\
\sin 2\pi/K & \cos 2\pi/K
\end{pmatrix}
\]

is the counterclockwise rotation in the plane by the angle \(2\pi/K\). For fixed \(\theta_* \neq 0\) and for any \(\tilde{\theta} \neq 0\), denote

\[
t(\tilde{\theta}) = \arccos \frac{\langle \theta, \theta_* \rangle}{\|\theta\| \|\theta_*\|}
\]

as the angle formed by \(\theta\) and \(\theta_*\).

The special case of \(K = 2\) and \(G = \{+\Id, -\Id\}\) is subsumed by results of [53, cor. 3], which imply that the global landscape of \(R(\theta)\) is benign for all \(\sigma > 0\). Thus, we consider here the setting where \(K \geq 3\).

**Theorem 4.20.** Let \(G\) be the group of rotations (4.56) on \(\mathbb{R}^2\), with \(K \geq 3\). Consider \(\theta_* \neq 0\). There exists a \((\theta_*, K)\)-dependent constant \(\sigma_0\) such that for all \(\sigma > \sigma_0\), the landscape of \(R(\theta)\) is globally benign. More quantitatively, for small enough \(\rho > 0\), there are \((\theta_*, K)\)-dependent constants \(c, \sigma_0 > 0\) such that when \(\sigma > \sigma_0\):

(a) For each \(\tilde{\theta} \in O_{\theta_*}\), reparametrizing by \(\varphi = (\|\tilde{\theta}\|, t(\tilde{\theta}))\) on \(B_\rho(\tilde{\theta})\), we have the strong convexity \(\lambda_{\min}(\nabla^2 R(\varphi)) \geq c \sigma^{-2K}\) for all \(\varphi \in \varphi(B_\rho(\tilde{\theta}))\).

(b) For each \(\tilde{\theta} \in \mathbb{R}^d\) satisfying \(\|\tilde{\theta}\| > \|\theta_*\| \in (-\rho, \rho)\) and \(\tilde{\theta} \notin \bigcup_{\theta \in O_{\theta_*}} B_\rho(\tilde{\theta})\), either \(\|\nabla R(\tilde{\theta})\| \geq c \sigma^{-2K}\) or \(\lambda_{\min}(\nabla^2 R(\tilde{\theta})) \leq -c \sigma^{-2K}\).
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(c) For each \( \theta \in \mathbb{R}^d \) satisfying \(|\theta| - |\theta_*| \neq (-\rho, \rho)\), either \(\|\nabla g R(\theta)\| \geq c \sigma^{-4}\) or \(\lambda_{\min}(\nabla^2 g R(\theta)) \leq -c \sigma^{-4}\).

The proof rests on the following lemma, which characterizes the functions \(S_\ell(\theta)\) in (4.9) for this discrete rotation group.

**Lemma 4.21.** Let \(G\) be the group of rotations (4.56) on \(\mathbb{R}^2\), with \(K \geq 3\). Then:

(a) \(S_1(\theta) = 0\) and \(S_2(\theta) = |\theta|^4/8 - |\theta|^2 |\theta_*|^2/2\).

(b) For each \(\ell \in \{3, \ldots, K-1\}\), \(S_\ell(\theta) = p_\ell(|\theta|^2)\) for some univariate polynomial \(p_\ell : \mathbb{R} \to \mathbb{R}\) (with coefficients depending on \(\theta_*\)).

(c) For \(\ell = K\) and some polynomial \(p_K : \mathbb{R} \to \mathbb{R}\) (with coefficients depending on \(\theta_*\)),

\[
S_K(\theta) = -\frac{1}{2K-1} |\theta|^K |\theta_*|^K \cos(K \cdot t(\theta)) + p_K(|\theta|^2).
\]

**Proof.** Let \(z = (\theta_*)_1 + i(\theta_*)_2\) and \(w = \theta_1 + i\theta_2\) as elements of \(\mathbb{C}\). Let \(\zeta = e^{2\pi i/K}\), and denote the set of \(K\)th roots of unity by \(X_K = \{1, \zeta, \ldots, \zeta^{K-1}\}\). Then \(\zeta^k z = (h^k \theta_*)_1 + i(h^k \theta_*)_2\) where \(h\) is the generator (4.57), and similarly for \(w\) and \(\theta\). Notice that for \(a = a_1 + i a_2\) and \(b = b_1 + i b_2\) we have

\[
\langle (a_1, a_2), (b_1, b_2) \rangle = a_1 b_1 + a_2 b_2 = \frac{1}{4} ((a + \bar{a})(b + \bar{b}) - (a - \bar{a})(b - \bar{b})) = \frac{1}{2} (ab + \bar{a}b).
\]

Then

\[
\mathbb{E}_g [(\theta_*, g \theta)^2] = \frac{1}{4K} \sum_{\zeta \in X_K} (\zeta^{-1} z \bar{w} + \zeta \bar{z} w)^2 = \frac{|z|^2 |w|^2}{2} = \frac{|\theta|^2 |\theta_*|^2}{2},
\]

where we have used \(K \geq 3\) and

\[
(4.58) \quad \sum_{\zeta \in X_K} \zeta^a = \begin{cases} K & \text{if } a \equiv 0 \mod K \\ 0 & \text{if } a \not\equiv 0 \mod K \end{cases}
\]

for the second equality. Similarly, \(\mathbb{E}_g [(\theta, g \theta)^2] = |\theta|^4/2\), and (a) follows from Lemma 4.9.

Applying this argument for a general term \(M_{\ell,m}(\pi \mid \theta, \theta_*)\), we have

\[
M_{\ell,m}(\pi \mid \theta, \theta_*) = \mathbb{E}_{g_1, \ldots, g_{|\pi|}} \left[ \prod_{j=1}^{m} \left( \begin{array}{c} g_{\pi(2j-1) \theta} \end{array} \right) \cdot \prod_{j=2m+1}^{\ell+m} \left( \begin{array}{c} \theta_* \end{array} \right) \right].
\]
\[
\frac{1}{2^\ell K^{\mid \pi \mid}} \sum_{i_1, \ldots, i_{\mid \pi \mid} = 0}^{K-1} \left[ \prod_{j=1}^{\ell} \left( (\zeta^{i_{\pi(j)-1}} - i_{\pi(j)}) + \zeta^{i_{\pi(j)-1}} \right) |u|^2 \right] \\
\times \prod_{j=2m+1}^{\ell+m} \left( \zeta^{i_{\pi(j)}} z \bar{u} + \zeta^{i_{\pi(j)}} \bar{z} u \right) \\
= \frac{|w|^{2m}}{2^\ell K^{\mid \pi \mid}} \sum_{\xi_1, \ldots, \xi_{\mid \pi \mid} \in X_K} \left[ \prod_{j=1}^{\ell} \left( \zeta^{i_{\pi(j)-1}} / \zeta^{i_{\pi(j)}} + \zeta^{i_{\pi(j)}} / \zeta^{i_{\pi(j)-1}} \right) \right] \\
\times \prod_{j=2m+1}^{\ell+m} \left( \zeta^{i_{\pi(j)}} z \bar{u} + \zeta^{i_{\pi(j)}} \bar{z} u \right).
\]

Expanding into polynomials of \( z, \bar{z}, w, \bar{w} \), this expression is a linear combination with constant coefficients of terms of the form
\[
|u|^{2m+2a} |z|^{2a} \bar{w}^b \bar{z}^{c_1} \ldots \bar{z}^{c_{\mid \pi \mid}}.
\]

Here, the exponents satisfy \( a \geq 0, 2a + |b| = (\ell + m) - 2m = \ell - m, \sum_i c_i = b, \sum_i |c_i| \leq \ell + m, \) and \( |c_i| \leq m(\ell + m - 2m) = \ell \) for each \( i \). By (4.58), these terms vanish unless each \( c_i \) is a multiple of \( K \). In particular, for \( \ell < K \), the condition \( |c_i| \leq \ell \) implies that the only nonzero terms must have \( c_1 = \cdots = c_{\mid \pi \mid} = b = 0 \). Then \( M_{\ell,m}(\pi \mid \theta, \theta_s) \) is a polynomial in \( |w|^2 = ||\theta||^2 \). Since \( S_\ell(\theta) \) is a linear combination of such terms \( M_{\ell,m}(\pi \mid \theta, \theta_s) \), this shows (b).

For (c), if \( \ell = K \), the only nonzero terms that are not a polynomial of \( ||\theta||^2 \) must have \( b \neq 0 \), so that the condition \( 2a + |b| = K - m \) requires \( m < K \). Then since \( \sum_i |c_i| \leq K + m < 2K \), there is some \( i^* \) with \( c_{i^*} \in \{-K, K\} \) and \( c_j = 0 \) for all \( j \neq i^* \). Such terms can only appear in \( M_{K,m}(\pi \mid \theta, \theta_s) \) when \( m = 0 \) and \( \pi = \{\{1, \ldots, K\}\} \), for which we have
\[
M_{K,0}(\{\{1, \ldots, K\}\} \mid \theta, \theta_s) = \frac{1}{2^K} (z^K w^K + \bar{z}^K u^K).
\]

Writing \( w = ||\theta|| e^{i \tau} \) and \( z = ||\theta_s|| e^{i \tau_s} \), this is
\[
M_{K,0}(\{\{1, \ldots, K\}\} \mid \theta, \theta_s) = \frac{||\theta||^K ||\theta_s||^K}{2^K} (e^{i(\tau - \tau_s)K} + e^{i(\tau_s - \tau)K})
\]
\[
= \frac{||\theta||^K ||\theta_s||^K}{2^{K-1}} \cos(Kt(\hat{\theta})).
\]

Substituting into (4.9) and recalling that the remaining terms are polynomial in \( ||\theta||^2 \) shows (c). □
MLE FOR THE DISCRETE ORBIT RECOVERY MODEL

Proof of Theorem 4.20. For each point $\tilde{\varphi} \in \mathbb{R}^d$, we consider a local reparametrization by $\varphi$ in a neighborhood $U_1(\tilde{\varphi})$ of $\tilde{\varphi}$. At $\tilde{\varphi} = 0$, we take the reparametrization to be $\varphi = \theta$. At each $\tilde{\varphi} \neq 0$, we take it to be $\varphi = (\|\theta\|, I(\theta))$. We then apply Lemmas 4.12 and 4.15 on $U_1(\tilde{\varphi})$.

For $\tilde{\varphi} = 0$, observe that $\nabla^2 \phi S_2(\tilde{\varphi}) = -\frac{1}{2} \|\theta\|^2 \text{Id} < 0$. For $\tilde{\varphi} \neq 0$ where $\|\tilde{\varphi}\| \neq \|\theta\|$, set $\tilde{\varphi} = \varphi(\tilde{\varphi})$. Observe that $S_2(\varphi) = \frac{\varphi_1^4}{8} - \frac{\varphi_1\varphi_{1,*}}{4}$, so $\nabla\varphi_1 S_2(\varphi) = \frac{1}{2} \varphi_1 (\varphi_1^2 - \varphi_{1,*}^2) \neq 0$. In both cases, Lemma 4.12 implies that $\|\nabla_{\theta} R(\theta)\| \geq c\sigma^{-4}$ or $\lambda_{\text{min}}(\nabla_{\theta}^2 R(\theta)) \leq -c\sigma^{-4}$ for some $c, \sigma_0 > 0$ and all $\sigma > \sigma_0$ and $\theta \in U_1(\tilde{\varphi})$.

For $\tilde{\varphi} \notin O_{\theta,*}$ where $\|\tilde{\varphi}\| = \|\theta\|$, observe that $S_1, \ldots, S_{K-1}$ depend only on $\varphi_1$. For $S_K$, applying $\varphi_1 = \varphi_{1,*}$, we have

$$\nabla^2 \phi_2 S_K(\varphi) = \frac{1}{2(K-1)(K-1)!} \varphi_{1,*}^2 \sin(K\varphi_2),$$

(4.59)

$$\nabla^2 \phi_2 S_K(\varphi) = \frac{K}{2(K-1)(K-1)!} \varphi_{1,*}^2 \cos(K\varphi_2).$$

Then either $\nabla^2 \phi_2 S_K(\varphi) \neq 0$ (when $\varphi_2 \notin \{j\pi/K : j = 0, 1, \ldots, 2K - 1\}$), or $\lambda_{\text{min}}(\nabla^2 \phi_2 S_K(\varphi)) < 0$ (when $\varphi_2 \in \{j\pi/K : j = 1, 3, 5, \ldots, 2K - 1\}$). So Lemma 4.12 implies that $\|\nabla_{\theta} R(\theta)\| \geq c\sigma^{-4} K$ or $\lambda_{\text{min}}(\nabla_{\theta}^2 R(\theta)) \leq -c\sigma^{-4} K$ for all $\sigma > \sigma_0$ and $\theta \in U_1(\tilde{\varphi})$.

Finally, for $\tilde{\varphi} \in O_{\theta,*}$, (4.59) verifies that $\tilde{\varphi} = \varphi(\tilde{\varphi})$ is a pseudo-local-minimizer in the parametrization by $\varphi$. Then Lemma 4.15 implies $R(\theta)$ has a unique local minimizer in $U_1(\tilde{\varphi})$ and $\lambda_{\text{min}}(\nabla^2 \phi R(\varphi)) \geq c\sigma^{-4} K$ for all $\varphi \in \varphi(U_1(\tilde{\varphi}))$ and $\sigma > \sigma_0$. This unique local minimizer must be $\tilde{\varphi}$ itself, since $\tilde{\varphi}$ is a global minimizer of $R(\theta)$.

The constants $c, \sigma_0 > 0$ above depend on $\tilde{\varphi}$. By compactness, for any $M > 0$, there is a finite collection of points $\tilde{\varphi}$ where the neighborhoods $U_1(\tilde{\varphi})$ cover $\{\tilde{\theta} \in \mathbb{R}^2 : \|\tilde{\theta}\| \leq M\}$, and the above statements then hold for uniform choices of $c, \sigma_0 > 0$ in their union. For a sufficiently small constant $\rho > 0$, this establishes all claims of the theorem for points $\tilde{\theta} \in \mathbb{R}^d$ where $\|\tilde{\theta}\| \leq M$, and the result for $\|\tilde{\theta}\| > M$ follows from Lemma 4.19. \qed

The following then shows that with high probability for $n \gg \sigma^{-4} K$, the empirical risk $R_n(\tilde{\varphi})$ is also globally benign and satisfies the same properties. This is a special case of the guarantee for $R_n(\tilde{\theta})$ in Theorem 4.27 to follow.

Corollary 4.22. For some $(\theta_0, \rho)$-dependent constants $C, c > 0$, the statements of Theorem 4.20 hold also for $R_n(\varphi)$, with probability at least $1 - e^{-c(\log n)^2} - Ce^{-cn^{1/(2K)}\sigma^{-1}}$.

All permutations in $\mathbb{R}^d$

Consider any dimension $d \geq 1$, and let $G \cong S_d$ be the symmetric group of all permutations of coordinates in $\mathbb{R}^d$. Here, the size of the group is $K = d!$. Define
the symmetric power sums in \( \theta \) by

\[ p_k(\theta) = \frac{1}{d} \sum_{j=1}^{d} \theta_j^k. \]

and (for fixed \( \theta_* \in \mathbb{R}^d \)) the Vandermonde varieties by

\[ V_k = \{ \theta \in \mathbb{R}^d : p_{\ell}(\theta) = \theta_\ell \} \text{ for all } \ell = 1, \ldots, k. \]

The map \( \theta \mapsto (p_1(\theta), \ldots, p_d(\theta)) \) is injective on \( \{ \theta \in \mathbb{R}^d : \theta_1 \leq \cdots \leq \theta_d \} \) (see [29, cor. 1.2]), so \( V_d = \mathcal{O}_{\theta_*} \).

**Theorem 4.23.** Let \( G \cong S_d \) be the symmetric group acting on \( \mathbb{R}^d \) by permutation of coordinates. For generic \( \theta_* \in \mathbb{R}^d \), there exists a \( (\theta_*,d) \)-dependent constant \( \sigma_0 > 0 \) such that the global landscape of \( R(\theta) \) is benign for all \( \sigma > \sigma_0 \). More quantitatively, for small enough \( \rho > 0 \) there are \( (\theta_*,d) \)-dependent constants \( c, \sigma_0 > 0 \) such that when \( \sigma > \sigma_0 \):

(a) For each \( \tilde{\theta} \in \mathcal{O}_{\theta_*} \), reparametrizing by the symmetric power sums \( \varphi = (p_1, \ldots, p_d) \) in \( B_\rho(\tilde{\theta}) \), we have the strong convexity \( \lambda_{\min}(\nabla^2_\varphi R(\varphi)) \geq c\sigma^{-2d} \) for all \( \varphi \in \varphi(B_\rho(\tilde{\theta})) \).

(b) Denote \( V^0_\ell = \{ \theta \in \mathbb{R}^d : \text{dist}(\theta, V_\ell) < \rho \} \), where \( V^0_0 = \mathbb{R}^d \). Then for each \( \ell = 1, \ldots, d \) and each \( \theta \in V^0_{\ell-1} \setminus V^0_\ell \), either \( \| \nabla R(\theta) \| \geq c\sigma^{-2\ell} \) or \( \lambda_{\min}(\nabla^2_\theta R(\theta)) \leq -c\sigma^{-2\ell} \).

The proof rests on the following lemma, which characterizes the functions \( S_\ell(\theta) \) in this example.

**Lemma 4.24.** Let \( G \cong S_d \) be the symmetric group acting on \( \mathbb{R}^d \) by permutation of coordinates. For each \( \ell = 1, \ldots, d \), some constant \( q_\ell > 0 \), and some polynomials \( q_\ell, r_\ell : \mathbb{R}^{\ell-1} \to \mathbb{R} \) with coefficients depending on \( \theta_* \) and such that

\[ q_\ell(p_1(\theta_*), \ldots, p_{\ell-1}(\theta_*)) = 0, \]

we have

\[ S_\ell(\theta) = q_\ell(p_\ell(\theta)^2 - p_\ell(\theta_*))^2 + \sum_{i=1}^{\ell-1} q_\ell(p_1(\theta), \ldots, p_{\ell-1}(\theta)) \cdot p_\ell(\theta) \]

\[ + r_\ell(p_1(\theta), \ldots, p_{\ell-1}(\theta)). \]

**Proof.** We apply Lemma 4.8 and the fact that the power sums \( p_1(\theta), p_2(\theta), \ldots \) generate \( \mathcal{R}^G \) as an algebra over \( \mathbb{R} \) (see [32, Eq. (2.12)]). Thus, any polynomial \( \varphi \in \mathcal{R}^G \) may be written as

\[ \varphi(\theta) = c_\varphi p_\ell(\theta) + q_\varphi(p_1(\theta), \ldots, p_{\ell-1}(\theta)) \]

for some \( c_\varphi \in \mathbb{R} \) and some polynomial \( q_\varphi \) with real coefficients. In particular, applying this to each entry of the moment tensor \( T_\ell(\theta) \) in Lemma 4.8, we obtain
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is singular at points \( \vec{\theta} \) having repeated entries. To analyze the landscape of \( R(\theta) \) near such points, we use the following known (and nontrivial) facts about the symmetric power sums and Vandermonde varieties.

**Lemma 4.25.** Let \( V_k \) be the Vandermonde variety (4.60), with \( V_0 = \mathbb{R}^d \). For each

- Each point \( \theta \in V_k \) has at least \( k \) distinct entries.
- \( V_{k-1} \) is a nonsingular algebraic variety, and \( p_k(\theta) \) is a Morse function on \( V_{k-1} \).
- The critical points of the restriction \( p_k|_{V_{k-1}} \) are the points \( \theta \in V_{k-1} \) having exactly \( k - 1 \) distinct entries.
- If \( \theta \) is a local minimizer or local maximizer of \( p_k|_{V_{k-1}} \), then it is also a global minimizer or global maximizer of \( p_k|_{V_{k-1}} \).

**Proof.** For (a), fixing any integer multiplicities \( d_1, \ldots, d_{k-1} \geq 0 \) summing to \( d \), the image of the polynomial function \( F : \mathbb{R}^{k-1} \to \mathbb{R}^k \) given by

\[
F(x_1, \ldots, x_{k-1}) = \left( \frac{1}{d} \sum_{j=1}^{d} d_j x_j^\ell : \ell = 1, \ldots, k \right)
\]

is a constructible set in the Zariski topology on \( \mathbb{R}^k \), by Chevalley’s theorem (see [24, theorem 3.16]). By [24, theorem 11.12], the Zariski closure of this image has dimension at most \( k - 1 \), so its complement is generic. Taking the intersection of these complements over the finitely many choices of \( d_1, \ldots, d_{k-1} \), we find that the complement of the set

\[
\{ (p_1(\theta), \ldots, p_k(\theta)) : \theta \text{ has at most } k - 1 \text{ distinct coordinates} \}
\]
is also generic in $\mathbb{R}^k$. We conclude that for generic $\theta_* \in \mathbb{R}^d$, the point $(p_1(\theta_*), \ldots, p_k(\theta_*))$ does not belong to the above set, meaning that each point $\theta \in \mathcal{V}_k$ has at least $k$ distinct coordinates.

For (b), the gradient of $p_\ell$ is given by

$$\nabla p_\ell(\theta) = \frac{\ell}{d} (\theta_1^{\ell-1}, \ldots, \theta_d^{\ell-1}).$$

Thus, if $\nabla p_1, \ldots, \nabla p_k$ are linearly dependent, then there is a nonzero polynomial $P$ of degree at most $k-1$ for which $P(\theta_i) = 0$ for every $i = 1, \ldots, d$. Since $P$ has at most $k-1$ real roots, this implies that $\theta$ has at most $k-1$ distinct coordinates. Applying (a), this shows that for generic $\theta_*$, the vectors $\nabla p_1, \ldots, \nabla p_k$ are linearly independent at every $\theta \in \mathcal{V}_k(\theta_*)$, so $\mathcal{V}_k(\theta_*)$ is nonsingular. The remaining two statements then follow from the results of [5, theorems 5, 6, and 7]; see also [29].

**Proof of Theorem 4.23.** For each $\tilde{\theta} \in \mathbb{R}^d$, we consider a local reparametrization by $\varphi$ in a neighborhood $U_{\tilde{\theta}}$. If $k$ is the number of distinct entries of $\tilde{\theta}$, then we take the first $k$ functions in $\varphi$ to be the symmetric power sums $p_1(\theta), \ldots, p_k(\theta)$. As shown in the proof of Lemma 4.25 above, the gradients $\nabla p_1, \ldots, \nabla p_k$ must be linearly independent at $\tilde{\theta}$. We arbitrarily pick $d-k$ remaining functions to complete $(p_1, \ldots, p_k)$ into the local reparametrization $\varphi$. Denote $\varphi^* = \varphi(\tilde{\theta})$ and $\varphi_* = \varphi(\theta_*)$.

We apply Lemmas 4.12 and 4.15 on each neighborhood $U_{\tilde{\theta}}$. Fix $\ell \in \{1, \ldots, d\}$ and consider $\tilde{\theta} \in \mathcal{V}_{\ell-1} \setminus \mathcal{V}_\ell$. By Lemma 4.25(a), $\tilde{\theta}$ has at least $\ell-1$ distinct coordinates, so the first $\ell-1$ coordinates of $\varphi$ are $(\varphi_1, \ldots, \varphi_{\ell-1}) = (p_1, \ldots, p_{\ell-1})$. Denote $\varphi^\ell = (\varphi_1^\ell, \ldots, \varphi_d^\ell)$, and note that $S_1, \ldots, S_{\ell-1}$ are functions only of $\varphi_1, \ldots, \varphi_{\ell-1}$. Furthermore, recalling (4.61) and applying

$$q_\ell(\varphi_1^\ell, \ldots, \varphi_{\ell-1}^\ell) = q_\ell(\varphi_1^{*,\ell}, \ldots, \varphi_{\ell-1}^{*,\ell}) = 0$$

and the chain rule,

$$\nabla_{\varphi^\ell} S_\ell(\varphi) = 2a_\ell (p_\ell(\varphi) - p_\ell(\varphi_*)) \nabla_{\varphi^\ell} p_\ell(\varphi),$$

$$\nabla_{\varphi^\ell}^2 S_\ell(\varphi) = 2a_\ell (\nabla_{\varphi^\ell} p_\ell(\varphi)) \nabla_{\varphi^\ell} p_\ell(\varphi)^\top + (p_\ell(\varphi) - p_\ell(\varphi_*)) \cdot \nabla_{\varphi^\ell}^2 p_\ell(\varphi).$$

Since $\tilde{\theta} \notin \mathcal{V}_\ell$, we have $p_\ell(\varphi) \neq p_\ell(\varphi^\ell)$. Then either $\nabla_{\varphi^\ell} S_\ell(\varphi) \neq 0$, or

$$\nabla_{\varphi^\ell} p_\ell(\varphi) = 0 \quad \text{and} \quad \nabla_{\varphi^\ell}^2 S_\ell(\varphi) = 2a_\ell (p_\ell(\varphi) - p_\ell(\varphi_*)) \cdot \nabla_{\varphi^\ell}^2 p_\ell(\varphi).$$

In this latter case, note that $\varphi^\ell$ is a local chart for $\mathcal{V}_{\ell-1}$ around $\varphi$, so $\varphi$ is a critical point of $p_\ell|_{\mathcal{V}_{\ell-1}}$. The Morse condition of Lemma 4.25(b) implies that all eigenvalues of $\nabla_{\varphi^\ell}^2 p_\ell(\varphi)$ are nonzero. If $\nabla_{\varphi^\ell} p_\ell(\varphi)$ has both positive and negative eigenvalues, then this guarantees that $\lambda_{\min}(\nabla_{\varphi^\ell}^2 S_\ell(\varphi)) < 0$. Otherwise, $\varphi$ is a local minimizer or local maximizer of $p_\ell|_{\mathcal{V}_{\ell-1}}$. If it is a local minimizer, then all eigenvalues of $\nabla_{\varphi^\ell}^2 p_\ell(\varphi)$ are positive. Lemma 4.25(d) also implies that $p_\ell(\varphi) < p_\ell(\varphi^\ast)$, so all
eigenvalues of \( \nabla^2 \varphi \) are negative. The case where \( \tilde{\varphi} \) is a local maximizer of \( p_\ell |_{V_{\ell-1}} \) is similar. Combining these observations and applying Lemma 4.12, we get that either \( \| \nabla \theta R(\theta) \| \geq c \sigma^{-2\ell} \) or \( \lambda_{\min}(\nabla^2 \theta R(\theta)) \leq -c \sigma^{-2\ell} \) for all \( \theta \in U_\tilde{\varphi} \) and \( \sigma > \sigma_0 \).

For \( \tilde{\theta} \in V_d = O_{\theta_*} \), we have \( \varphi = (p_1, \ldots, p_d) \), so that each \( S_\ell \) depends only on \((\varphi_1, \ldots, \varphi_\ell)\) and

\[
\nabla_{\varphi_\ell} S_\ell(\tilde{\varphi}) = 2a_\ell (\tilde{\varphi}_\ell - \varphi_{\ell, \star}) = 0, \quad \nabla^2_{\varphi_\ell} S_\ell(\tilde{\varphi}) = 2a_\ell > 0.
\]

Thus \( \tilde{\theta} \) is a pseudo-local-minimizer in the reparametrization by \( \varphi \). Lemma 4.15 implies that \( \tilde{\theta} \) is the unique critical point of \( R(\theta) \) in \( U_{\tilde{\varphi}} \), and that \( \lambda_{\min}(\nabla^2 \varphi R(\varphi)) \geq c \sigma^{-2d} \) for all \( \varphi \in \varphi(U_{\tilde{\varphi}}) \) and \( \sigma > \sigma_0 \).

Fixing any \( M > 0 \) and taking a finite collection of these sets \( U_{\tilde{\varphi}} \) that cover the compact set \( \{ \theta \in \mathbb{R}^d : \| \theta \| \leq M \} \), the above results hold for uniform choices of constants \( c, \sigma_0 > 0 \) in their union. Then for a sufficiently small constant \( \rho > 0 \), the claims of the theorem hold for all \( \theta \in \mathbb{R}^d \) with \( \| \theta \| \leq M \), and the result for \( \| \theta \| > M \) follows again from Lemma 4.19.

The following then shows that with high probability for any \( d \geq 2 \) and \( n \gg \sigma^{2d} \), the empirical risk \( R_n(\theta) \) is also globally benign and satisfies the same properties. Again, this is a special case of the guarantee for \( R_n(\theta) \) in Theorem 4.27 to follow.

**Corollary 4.26.** For some \((\theta_*, d)\)-dependent constants \( C, c > 0 \), the statements of Theorem 4.23 hold also for \( R_n(\theta) \), with probability at least \( 1 - e^{-c(\log n)^2} - C e^{-cn^{1/(2d+4)}\sigma^{-1}} \).

**General groups**

We provide a general condition under which the landscape of \( R(\theta) \) is globally benign for high noise, which captures the structure of the previous two examples.

Let \( M_\ell : \mathbb{R}^d \to \mathbb{R}^{d + 2^2 + \ldots + d^\ell} \) be the combined vectorized moment map

\[
M_\ell(\theta) = (T_1(\theta), \ldots, T_\ell(\theta)).
\]

For fixed \( \theta_* \in \mathbb{R}^d \), recall \( P_\ell(\theta) = \| T_\ell(\theta) - T_\ell(\theta_*) \|_{HS}^2 \) from Lemma 4.8, and define the moment varieties

\[
\mathcal{V}_\ell = \{ \theta \in \mathbb{R}^d : M_\ell(\theta) = M_\ell(\theta_*) \}, \quad \mathcal{V}_0 = \mathbb{R}^d.
\]

We denote by \( P_\ell |_{\mathcal{V}_{\ell-1}} \) the restriction of the function \( P_\ell \) to \( \mathcal{V}_{\ell-1} \). We will assume that each \( \mathcal{V}_\ell \) is nonsingular and has the same dimension \( d_\ell \) at every point. We then denote by \( \nabla P_\ell |_{\mathcal{V}_{\ell-1}} \in \mathbb{R}^{d_\ell} \) and \( \nabla^2 P_\ell |_{\mathcal{V}_{\ell-1}} \in \mathbb{R}^{d_\ell \times d_\ell} \) the gradient and Hessian of the restriction \( P_\ell |_{\mathcal{V}_{\ell-1}} \) with respect to any choice of local chart on \( \mathcal{V}_{\ell-1} \). Note that the conditions below do not depend on the specific choice of chart.
THEOREM 4.27. Let \( \theta_* \in \mathbb{R}^d \) be generic, and let \( L \) be the constant in Lemma 4.3. Suppose that

\[
\mathcal{V}_L = \mathcal{O}_{\theta_*}
\]

and that for every \( \ell \geq 1 \), \( d_{\theta} M_{\ell} \) has constant rank on \( \mathcal{V}_L \). Suppose also, for each \( \ell = 1, \ldots, L \) and each \( \theta \in \mathcal{V}_{\ell-1} \), that either (1) \( \nabla P_{\ell}|_{\mathcal{V}_{\ell-1}(\theta)} \neq 0 \), (2) \( \lambda_{\min}(\nabla^2 P_{\ell}|_{\mathcal{V}_{\ell-1}(\theta)}) < 0 \), or (3) \( \theta \in \mathcal{V}_L \). Then there exists a \( (\theta_*, \delta, G) \)-dependent constant \( \sigma_0 > 0 \) such that the landscape of \( R(\theta) \) is globally benign for all \( \sigma > \sigma_0 \).

More quantitatively, for small enough \( \rho > 0 \), there exist \( (\theta_*, \delta, G) \)-dependent constants \( c, \sigma_0 > 0 \) such that when \( \sigma > \sigma_0 \):

(a) For each \( \tilde{\theta} \in \mathcal{O}_{\theta_*} \), there is a local reparametrization \( \varphi : B_0(\tilde{\theta}) \to \mathbb{R}^d \) such that

\[
\lambda_{\min}(\nabla^2 R(\varphi)) \geq c \sigma^{-2} L \text{ for all } \varphi \in \mathcal{O}_0(\tilde{B}).
\]

(b) Denote \( \mathcal{V}_0^0 = \{ \theta \in \mathbb{R}^d : \text{dist}(\theta, \mathcal{V}_{\ell}) < \rho \} \), where \( \mathcal{V}_0^0 = \mathbb{R}^d \). Then for each \( \ell = 1, \ldots, L \) and each \( \theta \in \mathcal{V}_{\ell-1}^{\delta} \setminus \mathcal{V}_0^0 \), either \( \| \nabla R(\theta) \| \geq c \sigma^{-2} \) or

\[
\lambda_{\min}(\nabla^2 R(\theta)) \leq -c \sigma^{-2}. \tag{2}
\]

With probability at least

\[
1 - e^{-c(\log n)^2} - C e^{-c n^{1/(2L \wedge 4)}} \sigma^{-1},
\]

the same statements hold for the empirical risk \( R_n(\theta) \).

PROOF. For generic \( \theta_* \in \mathbb{R}^d \), Lemma 4.5 implies that \( d_{\theta} M_{\ell} \) has rank \( d_1 + \cdots + d_\ell \) at \( \theta_* \). Then by the given assumption that \( d_{\theta} M_{\ell} \) has constant rank over \( \mathcal{V}_L \), this rank must be \( d_1 + \cdots + d_\ell \), and \( \mathcal{V}_L \) is a manifold of dimension \( d_L = d - (d_1 + \cdots + d_\ell) \).

Note that for any \( \ell \geq 2 \), \( \mathcal{V}_L \subseteq \{ \theta : \| \theta \| = \| \theta_* \|^2 \} \). Hence for large enough \( M > 0 \) and small enough \( \rho > 0 \) (depending on \( \theta_* \)), if \( \| \theta \| > M \), we have either \( \theta \in \mathcal{V}_L^0 \setminus \mathcal{V}_1^0 \) or \( \theta \in \mathcal{V}_1^0 \setminus \mathcal{V}_2^0 \). Lemma 4.19 shows that with probability

\[
1 - e^{-c(\log n)^2} - C e^{-c n^{1/4} \sigma^{-1}},
\]

we have \( \| \nabla R(\theta) \|, \| \nabla R_n(\theta) \| \geq c \sigma^{-2} \) for all \( \theta \in \mathcal{V}_0^0 \setminus \mathcal{V}_1^0 \) and \( \| \nabla R(\theta) \|, \| \nabla R_n(\theta) \| \geq c \sigma^{-4} \) for all \( \theta \in \mathcal{V}_1^0 \setminus \mathcal{V}_2^0 \).

It remains to consider the points \( \{ \theta : \| \theta \| \leq M \} \). We will apply a compactness argument to take a finite cover by neighborhoods of points \( \tilde{\theta} \in \mathbb{R}^d \). We consider two cases for such a point \( \tilde{\theta} \):

**Case I.** Suppose \( \tilde{\theta} \notin \mathcal{O}_{\theta_*} \). Then there must exist \( \ell \in \{ 1, \ldots, L \} \) where \( \tilde{\theta} \in \mathcal{V}_{\ell-1} \setminus \mathcal{V}_{\ell-2} \) and \( \tilde{\theta} \notin \mathcal{V}_L \). For each \( \ell = 1, \ldots, L-1 \), since \( d_{\theta} M_{\ell} \) has rank \( d_1 + \cdots + d_{\ell-1} \), we may pick \( d_\ell \) coordinates \( \varphi^\ell \) of the moment tensor \( T_\ell \) such that \( (\varphi^1, \ldots, \varphi^{\ell-1}) \) have linearly independent gradients at \( \tilde{\theta} \). Let us complete the parametrization by \( d - (d_1 + \cdots + d_{\ell-1}) \) additional coordinates \( \varphi^\ell \), so that \( \varphi = (\varphi^1, \ldots, \varphi^\ell) \) has nonsingular derivative at \( \tilde{\theta} \). Then for some neighborhood \( U_{\tilde{\theta}} \) of \( \tilde{\theta} \), \( \varphi \) forms a local reparametrization on \( U_{\tilde{\theta}} \), and Lemma 4.5(c) ensures that each polynomial \( \psi \in \mathcal{R}_{\leq \ell-1}^G \) is a function only of \( (\varphi^1, \ldots, \varphi^{\ell-1}) \) in this reparametrization. In particular, the manifold \( \mathcal{V}_{\ell-1} \) is defined by \( \varphi^1(\theta) = \varphi^1(\theta_*) \) and \( \varphi^{\ell-1}(\theta) = \varphi^{\ell-1}(\theta_*) \) on \( U_{\tilde{\theta}} \), so that the remaining coordinates \( \varphi^\ell \) form a local chart for \( \mathcal{V}_{\ell-1} \). By Lemma 4.8, \( S_1, \ldots, S_{\ell-1} \) are functions only of
(φ₁, ..., φ_{ℓ−1}), and
\[ \nabla_{φ_{ℓ}} S_{ℓ}(φ) = \frac{1}{2(ℓ!)} \nabla_{φ_{ℓ}} P_{ℓ}(φ), \quad \nabla_{φ_{ℓ}}^{2} S_{ℓ}(φ) = \frac{1}{2(ℓ!)} \nabla_{φ_{ℓ}}^{2} P_{ℓ}(φ). \]

Since \( \tilde{B} \not\in \mathcal{V}_{ℓ} \), the given condition in the lemma implies that either \( \nabla_{φ_{ℓ}} S_{ℓ}(φ) \neq 0 \) or \( \lambda_{\min}(\nabla_{φ_{ℓ}}^{2} S_{ℓ}(φ)) < 0 \). Then by Lemma 4.12, for \( σ > σ₀ \) and large enough \( σ₀ \), there is a neighborhood \( U_{\tilde{B}} \) of \( \tilde{B} \) on which either \( \| \nabla R(θ) \| \geq cσ^{-2ℓ} \) or \( \lambda_{\min}(\nabla^{2} R(θ)) \leq -cσ^{-2ℓ} \).

For the empirical risk \( R_n \), the argument is similar to that of Corollary 4.18: We may assume \( n \geq σ^{2ℓ} \), as otherwise the desired probability guarantee is vacuous. Observe that since \( S₁, ..., S_{ℓ−1} \) do not depend on \( φ_{ℓ} \), the above and Lemma 4.7 show for \( φ \in (U_{\tilde{B}}) \) that
\[ (4.62) \quad \| \nabla_{φ_{ℓ}} R_{ℓ}(φ) \| \geq cσ^{-2ℓ} \quad \text{or} \quad \lambda_{\min}(\nabla_{φ_{ℓ}}^{2} R_{ℓ}(φ)) \leq -cσ^{-2ℓ}. \]

Let \( \mathcal{E} \) be the event where the guarantee of Lemma 4.11 holds with \( k = 2L, t = σ^{-2L}/\log σ \), and \( r(σ) \) a large enough constant, and also where
\[ \left| \frac{1}{n} \sum_{i=1}^{n} A_{k,m}(ε_i, θ_*) - \mathbb{E}_{ε}[A_{k,m}(ε, θ_*)] \right| \leq c₀σ^{-k∧L} \]
for each \( k = 1, ..., 2L, m = 1, ..., M_k \), and a sufficiently small constant \( c₀ > 0 \).

By Lemma 4.11 and (4.47), we have \( \mathbb{P}[\mathcal{E}] \geq 1 - e^{c(\log n)^2} - Ce^{-cn^{1/(2L)}}σ^{-1} \). Since \( P_{k,m} \) in Lemma 4.11 does not depend on \( φ_{ℓ} \) for all \( k \leq ℓ - 1 \), on this event \( \mathcal{E} \), the bounds (4.33) and (4.34) together with (4.62) imply that
\[ \| \nabla_{φ_{ℓ}} R_n(φ) \| \geq cσ^{-2ℓ} \quad \text{or} \quad \lambda_{\min}(\nabla_{φ_{ℓ}}^{2} R_n(φ)) \leq -cσ^{-2ℓ}. \]

Then, applying the same argument as in Lemma 4.12, this shows also for the gradient and Hessian in \( θ \) that for all \( θ \in U_{\tilde{B}} \) a neighborhood small enough, we have either \( \| \nabla R_n(θ) \| \geq cσ^{-2ℓ} \) or \( \lambda_{\min}(\nabla^{2} R_n(θ)) \leq -cσ^{-2ℓ} \).

Case II. Suppose \( \tilde{B} \in \mathcal{O}_{θ_*} \). Then Theorem 4.16 and Corollary 4.18 show that there is a neighborhood \( U_{\tilde{B}} \) where, parametrizing by the full transcendence basis \( φ \) of Lemma 4.3, we have \( \nabla_{φ}^{2} R(φ) \geq cσ^{-2L} \) and \( \nabla_{φ}^{2} R_n(φ) \geq cσ^{-2L} \) on \( φ(U_{\tilde{B}}) \), with the desired probability.

Taking a finite collection of these neighborhoods \( U_{\tilde{B}} \) that cover the compact set \( \{ θ \in \mathbb{R}^d : \| θ \| \leq M \} \), this establishes the claims of the theorem also for \( \| θ \| \leq M \) and some sufficiently small constant \( ρ > 0 \).

4.6 Global landscape for cyclic permutations in \( \mathbb{R}^d \)

For the group of cyclic permutations of coordinates in dimension \( d \), the orbit recovery problem is often called multi-reference alignment (MRA). We have
\[ (4.63) \quad G = \{ \text{Id}, h, h^2, ..., h^{d−1} \} \cong \mathbb{Z}/d\mathbb{Z} \]
where the generator

$$h = \begin{pmatrix} 0 & 0 & \cdots & 0 & 1 \\ 1 & 0 & \cdots & 0 & 0 \\ 0 & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 1 & 0 \end{pmatrix} \in \mathbb{R}^{d \times d}$$

(4.64)

cyclically rotates coordinates by one position. Here, the size of the group is $K = d$. Since this is the same as the group of all permutations when $d \in \{1, 2\}$, we consider $d \geq 3$.

We change to the Fourier basis for $\theta$. Index $\mathbb{R}^d$ and $\mathbb{C}^d$ by $0, 1, \ldots, d - 1$, and define the $d$th root of unity $\omega = e^{2\pi i/d}$. For all $k \in \mathbb{Z}$, let

$$v_k(\theta) = \frac{1}{\sqrt{d}} \sum_{j=0}^{d-1} \omega^{jk} \theta_j$$

(4.65)

be the coordinates of the normalized Fourier transform of $\theta$. Note that $v_0(\theta)$ is real, and $v_{d/2}(\theta)$ is also real for even $d$.

Suppose now that $\theta_* \in \mathbb{R}^d$ is such that $v_{k,*} := v_k(\theta_*) \neq 0$ for all $k \neq 0 \mod d$. Denoting the unit circle by $S \cong [0, 2\pi)$ and writing $\text{Arg}(z) \in S$ for the complex argument of $z \in \mathbb{C}$, we choose new coordinates $r_k(\theta)$ and $t_k(\theta) \in S$ on $\theta$ given by

$$r_k(\theta) = |v_k(\theta)|, \quad t_k(\theta) = \begin{cases} \text{Arg} \left( v_k(\theta) \right) - \text{Arg} \left( v_{k,*} \right) & \text{if } v_k(\theta) \neq 0, \\ 0 & \text{otherwise} \end{cases}$$

The quantities $r_k(\theta)^2$ are known as the power spectrum of $\theta$. Finally, we denote $r_{k,*} := r_k(\theta_*)$.

Because $\theta \in \mathbb{R}^d$ is real-valued, we have that

$$v_k(\theta) = \overline{v_{-k}(\theta)}, \quad r_k(\theta) = r_{-k}(\theta), \quad t_k(\theta) = -t_{-k}(\theta),$$

which means that for

$$I = \{1, \ldots, \lfloor d-1 \rfloor \},$$

the quantities $\{t_i(\theta)\}_{i \in I}, \{r_i(\theta)\}_{i \in I}$, and $r_{d/2}(\theta)$ if $d$ is even uniquely specify $\theta$. 
We now define two surrogate functions $F^+ : S^{[2]} \to \mathbb{R}$ and $F^- : S^{[2]} \to \mathbb{R}$ in these coordinates, making the identification $t_{-i} = -t_i$ for $i \in \mathcal{I}$ and $t_i \in S$:

$$F^\pm(t_1, \ldots, t_{|\mathcal{I}|}) = -\left(\frac{1}{6} \sum_{i,j,k \in \mathcal{I} \setminus \mathcal{I} - i} r_{i,\star}^2 r_{j,\star}^2 r_{k,\star}^2 \cos(t_i + t_j + t_k) \right)^\pm.$$

(4.66)

We have $F^+ = F^-$ when $d$ is odd, and in this case we will only refer to $F^+$.

For generic $\theta_\star \in \mathbb{R}^d$ and $\sigma > \sigma_0 \equiv \sigma_0(\theta_\star, d)$, the following shows that local minimizers of $R(\hat{\theta})$ are in correspondence with local minimizers of these surrogate functions on the manifold $S^{[2]}$.

**Theorem 4.28.** Let $G$ be the cyclic group (4.63) acting on $\mathbb{R}^d$, where $d \geq 3$. Suppose $\theta_\star \in \mathbb{R}^d$ has $v_{k,\star} \neq 0$ for all $k \not\equiv 0 \pmod{d}$. For small enough $\rho > 0$, there exist some $(\theta_\star, d)$-dependent constants $c, \sigma_0 > 0$ and all $\sigma > \sigma_0$:

(a) For each local minimizer $\hat{\theta}$ of $F^+(t)$ where $\lambda_{\min}(\nabla^2 F^+(\hat{\theta})) > 0$, there is a unique local minimizer of $R(\hat{\theta})$ in the ball $B_\rho(\hat{\theta})$, and a local reparametrization $\varphi$ such that $\lambda_{\min}(\nabla^2 R(\varphi)) \geq c \sigma^{-6}$ for all $\varphi \in \varphi(B_\rho(\hat{\theta}))$. Here, $\hat{\theta} \in \mathbb{R}^d$ is the point where $r_k(\hat{\theta}) = r_{k,\star}$ for all $k \in \mathbb{Z}$, $v_0(\hat{\theta}) = v_{0,\star}$, $v_{d/2}(\hat{\theta}) = v_{d/2,\star}$ if $d$ is even, and $\text{Arg}(v_k(\hat{\theta})) = \text{Arg}(v_{k,\star}) + \tilde{t}_k$ for each $k \in \mathcal{I}$.

(b) If $d$ is even, then in addition, for each local minimizer $\tilde{\theta} \in S^{[2]}$ of $F^-(t)$ where $\lambda_{\min}(\nabla^2 F^-(\tilde{\theta})) > 0$, the same statement of (a) holds over $B_\rho(\tilde{\theta})$ for $\tilde{\theta} \in \mathbb{R}^d$ defined by the same conditions as in (a) except with $v_{d/2}(\tilde{\theta}) = -v_{d/2,\star}$ in place of $v_{d/2}(\hat{\theta}) = v_{d/2,\star}$.

(c) If $F^+(t)$ and $F^-(t)$ are Morse on $S^{[2]}$, then (a) and (b) characterize all of the local minimizers of $R(\theta)$. For each $\theta \in \mathbb{R}^d$ outside the union of the balls $B_\rho(\hat{\theta})$ in (a) and (b), either $\|\nabla \varphi R(\theta)\| \geq c \sigma^{-6}$ or $\lambda_{\min}(\nabla^2 \varphi R(\theta)) \leq -c \sigma^{-6}$.

The following shows that the same statements then hold for the empirical risk $R_n(\theta)$, with high probability when $n \gg \sigma^6$. The proof is the same as the empirical risk analysis in Theorem 4.27, and we omit this for brevity.

**Corollary 4.29.** For some $(\theta_\star, d)$-dependent constants $C, c > 0$, the statements of Theorem 4.28 hold also for $R_n(\theta)$, with probability at least $1 - e^{-c(\log n)^2} - Ce^{-cn^{1/6} \sigma^{-1}}$.

The following corollary will then follow from an analysis of the landscape of the functions $F^\pm$. 
COROLLARY 4.30. Let $G$ be the cyclic group (4.63) acting on $\mathbb{R}^d$.

(a) For $d \leq 5$ and generic $\theta_\ast \in \mathbb{R}^d$, there exists a $(\theta_\ast, d)$-dependent constant $\sigma_0 > 0$ such that the landscape of $R(\theta)$ is globally benign for all $\sigma > \sigma_0$.

(b) For even $d \geq 6$, there exists an open subset $U \subset \mathbb{R}^d$ and a constant $\sigma_0 > 0$ such that for all $\theta_\ast \in U$ and $\sigma > \sigma_0$, $R(\theta)$ has a local minimizer not belonging to $O_{\theta_\ast}$.

(c) For odd $d \geq 53$, there exists an open subset $U \subset \mathbb{R}^d$ and a constant $\sigma_0 > 0$ such that for all $\theta_\ast \in U$ and $\sigma > \sigma_0$, $R(\theta)$ has a local minimizer not belonging to $O_{\theta_\ast}$.

For $(\theta_\ast, d)$-dependent constants $C, c > 0$, the same statements hold for the empirical risk $R_n(\theta)$ with probability at least $1 - e^{-c(\log n)^2} - C e^{-cn^{1/6} \sigma^{-1}}$.

Remark 4.31. For $d = 6$, setting $(r_1, \ast, r_2, \ast, r_3, \ast) = (1, 2, 1)$ yields a concrete example

\[(4.67) \quad \theta_\ast \approx (2.86, -0.82, -0.82, 0.41, -0.82, -0.82)\]

belonging to the open set $U$, for which $R(\theta)$ has spurious local minimizers. Contour maps of $F^+(t_1, t_2)$ and $F^-(t_1, t_2)$ for this point $\theta_\ast$ are displayed in Figure 4.1. It may be verified that $F^+$ and $F^-$ each has six local minimizers given by

\[(t_1, t_2) = (0, 0), (\pi/3, 2\pi/3), (2\pi/3, 4\pi/3), (\pi, 0), (4\pi/3, 2\pi/3), (5\pi/3, 4\pi/3).\]
MLE FOR THE DISCRETE ORBIT RECOVERY MODEL

The corresponding twelve points \( \tilde{\theta} \) constitute the orbits \( O_{\tilde{\theta}_*} \) and \( O_{\mu_*} \) for a second point

\[
\mu_* \approx (2.04, 0.00, -1.63, 1.22, -1.63, 0.00).
\]

Theorem 4.28 implies that for large \( \sigma \) and large \( n \), the empirical risk \( R_n(\theta) \) has (with high probability) twelve local minimizers, belonging to two orbits \( O_{\tilde{\theta}} \) and \( O_{\mu} \) where \( \hat{\theta} = \tilde{\theta}_* \) and \( \hat{\mu} \) depends on \( \sigma \) and lies in a small neighborhood of \( \mu_* \).

Simulation results in Figure 4.2 verify this behavior: We used the accelerated gradient descent (AGD) method described in Section 1.3 to minimize \( R_n(\theta) \), with \( n = 1,000,000 \) samples at various noise levels \( \sigma \). For each noise level, the underlying data \( Y_1, \ldots, Y_n \) was fixed, and simulations were performed with 500 random initializations \( \theta^{(0)} \sim \mathcal{N}(0, \text{Id}) \). At noise levels \( \sigma \leq 5.2 \), all simulations converged to the orbit of a point \( \hat{\theta} \) near \( \tilde{\theta}_* \), suggesting a benign landscape for \( R_n(\theta) \). For \( \sigma \geq 5.4 \), a fraction of simulations converged to the orbit of a second local minimizer \( \hat{\mu} \) near \( \mu_* \), and this fraction stabilized to be roughly 28%. This value of 28% may be understood as the “size” of the domain of attraction for the spurious local minimizers \( O_{\hat{\mu}} \) relative to that for the global minimizers \( O_{\tilde{\theta}} \), for the particular example of \( \tilde{\theta}_* \) in (4.67) and our simulation parameters.
The proof of Theorem 4.28 rests on the following lemma, which describes the first three terms $S_1, S_2, S_3$ of the expansion (4.1).

**Lemma 4.32.** Fix $\theta_* \in \mathbb{R}^d$ where $v_{k, *} \neq 0$ for all $k \neq 0 \mod d$. Then for some polynomial $q : \mathbb{R}^{d-1} \to \mathbb{R}$ with coefficients depending on $\theta_*$,

\begin{align}
S_1(\theta) &= -v_{0,*}v_0(\theta) + \frac{1}{2}v_0(\theta)^2, \\
S_2(\theta) &= \sum_{i=1}^{d-1} \left( -\frac{1}{2} r_i^2 r_i(\theta)^2 + \frac{1}{4} r_i(\theta)^4 \right), \\
S_3(\theta) &= -\frac{1}{6} \sum_{i,j,k=1}^{d-1} r_i r_j r_k r_i(\theta) r_j(\theta) r_k(\theta) \\
&\quad \times \cos \left( t_i(\theta) + t_j(\theta) + t_k(\theta) \right) + q(r_1(\theta)^2, \ldots, r_{d-1}(\theta)^2).
\end{align}

**Proof.** Let $e = (1, \ldots, 1)/\sqrt{d} \in \mathbb{R}^{d\times1}$ and let $V \in \mathbb{R}^{d\times(d-1)}$ complete the orthonormal basis. Then the columns of $V$ span the kernel of $E_g[g]$, and Lemma 2.5 applies with $G_2 = \{ V^T h^k V : k = 0, \ldots, d-1 \} \subset O(d-1)$ for the generator $h$ in (4.64). Thus, noting that $e^T \theta = v_0(\theta)$, we have

\[ R(\theta) = R^{Id}(v_0(\theta)) + R^{G_2}(V^T \theta). \]

Applying the series expansion (4.1) to each of $R, R^{Id}$, and $R^{G_2}$, we have the analogous decomposition

\[ S_{\ell}(\theta) = S^{Id}_{\ell}(v_0(\theta)) + S^{G_2}_{\ell}(V^T \theta) \]

for every $\ell \geq 1$. Note that

\[ R^{Id}(v_0(\theta)) = \frac{v_0(\theta)^2}{2\sigma^2} - \frac{v_{0,*}v_0(\theta)}{\sigma^2} \]

by (2.3), so that $S^{Id}_{\ell}(v_0(\theta)) = -v_{0,*}v_0(\theta) + v_0(\theta)^2/2$, and $S^{Id}_{\ell}(v_0(\theta)) = 0$ for all $\ell \geq 2$.

To compute the terms $S^{G_2}_{\ell}(V^T \theta)$, we apply Lemma 4.9. For $\ell = 1$, since $E_g \sim \text{Unif}(G_2)[g] = 0$, we have $S^{G_2}_1(V^T \theta) = 0$, so we get (4.69). For $\ell = 2$,

\[ S^{G_2}_2(V^T \theta) = -\frac{1}{2} E_g[(V^T \theta_*, (V^T g V)(V^T \theta)_*)^2] + \frac{1}{4} E_g[(V^T \theta, (V^T g V)(V^T \theta))^2]. \]

Introduce $P = V V^T = \text{Id} - ee^T$ and the partial Fourier matrix $F \in \mathbb{C}^{(d-1)\times d}$ such that $F \theta = (v_1(\theta), \ldots, v_{d-1}(\theta)) \in \mathbb{C}^{d-1}$. Denote $v = F \theta$, and let $v_* = F \theta_*$. Then note that

\[ P h^k P = F^* D^k F. \]
where $D = \text{diag}(\omega, \omega^2, \ldots, \omega^{d-1})$, so

$$S_2^G(V^T \theta) = -\frac{1}{2d} \sum_{k=0}^{d-1} \langle v_*, D^k v \rangle^2 + \frac{1}{4d} \sum_{k=0}^{d-1} \langle v, D^k v \rangle^2.$$  

We may write

$$\frac{1}{d} \sum_{k=0}^{d-1} \langle v_*, D^k v \rangle^2 = \frac{1}{d} \sum_{k=0}^{d-1} \left( \sum_{i=1}^{d-1} \overline{v}_{i,*} \cdot \omega^k \overline{v}_i \right)^2 = \sum_{i,j=1}^{d-1} \overline{v}_{i,*} \overline{v}_{j,*} v_i v_j \left( \frac{1}{d} \sum_{k=0}^{d-1} \omega^k \iota_i + \iota_j \right).$$

Applying

$$(4.72) \sum_{k=0}^{d-1} \iota_i \iota_j = \begin{cases} d & \text{if } j \equiv 0 \mod d, \\ 0 & \text{if } j \not\equiv 0 \mod d, \end{cases}$$

and also $v_i = \overline{v}_{-i}$ and $v_{i,*} = \overline{v}_{-i,*}$, this yields

$$\frac{1}{d} \sum_{k=0}^{d-1} \langle v_*, D^k v \rangle^2 = \sum_{i,j=1}^{d-1} \overline{v}_{i,*} \overline{v}_{j,*} v_i v_j \cdot 1 \{ i + j \equiv 0 \mod d \}$$

$$= \sum_{i=1}^{d-1} |v_{i,*}|^2 \cdot |v_i|^2 = \sum_{i=1}^{d-1} r_{i,*}^2 r_i(\theta)^2.$$  

A similar computation shows $d^{-1} \sum_k \langle v, D^k v \rangle^2 = \sum_{i=1}^{d-1} r_i(\theta)^4$, which yields (4.70).

For $\ell = 3$, applying Lemma 4.9 and similar arguments,

$$S_3^G(V^T \theta)$$

$$= \frac{1}{d} \sum_{p=0}^{d-1} \left( \langle v_*, D^p v \rangle \right)^3 + \frac{\langle v, D^p v \rangle^3}{12}$$

$$+ \frac{1}{d^2} \sum_{p,q=0}^{d-1} \left( \frac{\langle D^p v \cdot D^q v \rangle \{ v_*, D^p v \} \{ v_*, D^q v \}}{2} \right)$$

$$- \frac{\langle D^p v \cdot D^q v \rangle \{ v, D^p v \} \{ v, D^q v \}}{3}$$

$$= \sum_{i,j,k=1}^{d-1} \left[ \left( \frac{\overline{v}_{i,*} \overline{v}_{j,*} \overline{v}_{k,*} v_i v_j v_k}{6} + \frac{|v_i|^2 |v_j|^2 |v_k|^2}{12} \right) 1 \{ i + j + k \equiv 0 \mod d \} 

+ \left( \frac{|v_i|^2 |v_j|^2 |v_k|^2}{2} - \frac{|v_i|^2 |v_j|^2 |v_k|^2}{3} \right) 1 \{ i + j + k \equiv 0 \mod d \} \right].$$
Observe that for the second term, we must have $k \equiv -i$ and $j \equiv i$, in which case $v_{j*,j} v_{k*,k} v_{l} = |v_{i}|^2 |v_{i,*}|^2$. Then applying also $v_{i,*}v_{i} = r_{i,*}r_{i}e^{it_{i}}$ (where we write $r_{i}, t_{i}$ for $r_{i}(\theta), t_{i}(\theta)$), for some polynomial $q : \mathbb{R}^{d-1} \to \mathbb{R}$ we get
\[
S_{3}^{G^{2}}(V^{T} \theta) = \frac{1}{6} \sum_{i,j,k=1}^{d-1} r_{i,*} r_{j,*} r_{k,*} r_{i} r_{j} r_{k} e^{i(t_{i}+t_{j}+t_{k})} 1\{i + j + k \equiv 0 \bmod d\} \\
+ q(r_{1}^{2}, \ldots, r_{d-1}^{2}).
\]
Taking the real part on both sides yields (4.71).

\[\square\]

**Proof of Theorem 4.28.** For each $\tilde{\theta} \in \mathbb{R}^{d}$, we construct a local reparametrization $\varphi = (\varphi^{1}, \varphi^{2}, \varphi^{3})$ as follows: Let $\varphi^{1}(\theta) = v_{0}(\theta)$. For each $k \in \mathcal{I}$, if $v_{k}(\tilde{\theta}) \neq 0$, then include $r_{k}(\theta)$ as a coordinate of $\varphi^{2}$. If $v_{k}(\tilde{\theta}) = 0$, then include $\text{Re} v_{k}(\theta)$ and $\text{Im} v_{k}(\theta)$ as two coordinates of $\varphi^{2}$. If $d$ is even, include also $v_{d/2}(\theta)$ as a coordinate of $\varphi^{2}$. Then for each $k \in \mathcal{I}$ where $v_{k}(\tilde{\theta}) \neq 0$, include $t_{k}(\theta)$ as a coordinate of $\varphi^{3}$. If there are $m$ coordinates $k \in \mathcal{I}$ where $v_{k}(\tilde{\theta}) \neq 0$, then $\varphi^{3} \in \mathbb{R}^{m}$ and $\varphi^{2} \in \mathbb{R}^{d-m-1}$. It is easily verified that this defines a local reparametrization in some neighborhood $U_{\tilde{\theta}}$ around every $\tilde{\theta} \in \mathbb{R}^{d}$. Note that $S_{1}$ depends only on $\varphi^{1}$, and $S_{2}$ on $\varphi^{1}$ and $\varphi^{2}$.

We now apply Lemmas 4.12 and 4.15. Let $\varphi = (\varphi^{1}, \varphi^{2}, \varphi^{3})$. For $\tilde{\theta} \in \mathbb{R}^{d}$ where $v_{0}(\tilde{\theta}) \neq v_{0,*}$, we have $\nabla_{\varphi^{1}} S_{1}(\varphi) \neq 0$. For $\tilde{\theta} \in \mathbb{R}^{d}$ where $v_{k}(\tilde{\theta}) \neq 0$ and $r_{k}(\tilde{\theta}) \neq r_{k,*}$ for some $k \in \mathcal{I}$, we similarly have $\nabla_{\varphi^{2}} S_{2}(\varphi) \neq 0$, because the derivative of $S_{2}$ in the coordinate $r_{k}$ is nonzero. For $\tilde{\theta} \in \mathbb{R}^{d}$ where $v_{k}(\tilde{\theta}) = 0$ for some $k \in \mathcal{I}$, let us write $r_{k}(\tilde{\theta})^{2} = (\text{Re} v_{k}(\theta))^{2} + (\text{Im} v_{k}(\theta))^{2}$ in (4.70). Differentiating $S_{2}$ twice in these variables $\text{Re} v_{k}(\tilde{\theta})$ and $\text{Im} v_{k}(\tilde{\theta})$ and evaluating at $\text{Re} v_{k}(\tilde{\theta}) = \text{Im} v_{k}(\tilde{\theta}) = 0$, we get that the Hessian of $S_{2}$ in these variables is $-r_{k,*}^{2} \text{Id}$. Thus, $\lambda_{\min}(\nabla_{\varphi^{2}} S_{2}(\varphi)) < 0$. Finally, for even $d$ and $\tilde{\theta} \in \mathbb{R}^{d}$ where $v_{d/2}(\tilde{\theta}) \neq \{+v_{d/2,*}, -v_{d/2,*}\}$, let us write $r_{d/2}(\tilde{\theta})^{2} = v_{d/2}(\tilde{\theta})^{2}$ in (4.70). Then either $v_{d/2}(\tilde{\theta}) \neq 0$ and $\nabla_{\varphi^{2}} S_{2}(\varphi) \neq 0$, or $v_{d/2}(\tilde{\theta}) = 0$ and $\lambda_{\min}(\nabla_{\varphi^{2}} S_{2}(\varphi)) < 0$. In all of these cases, Lemma 4.12 implies either
\[
||\nabla_{\theta} R(\theta)|| \geq c\sigma^{-4} \quad \text{or} \quad \lambda_{\min}(\nabla_{\varphi^{2}}^{2} R(\theta)) \leq -c\sigma^{-4},
\]
for all $\theta \in U_{\tilde{\theta}}$ and $\sigma > \sigma_{0}$.

It remains to consider those points $\tilde{\theta} \in \mathbb{R}^{d}$ where $v_{0}(\tilde{\theta}) = v_{0,*}$ and $r_{k}(\tilde{\theta}) = r_{k,*} \neq 0$ for all $k \in \mathbb{Z}$. For such $\tilde{\theta}$, we have $\varphi^{3} \equiv (t_{1}, \ldots, t_{|\mathcal{I}|}) \in \mathbb{R}^{|\mathcal{I}|}$. When $d$ is odd, the summation definition (4.71) may be written as that over $i, j, k \in \mathcal{I} \cup \mathcal{I}^{c}$ with $i + j + k \equiv 0 \bmod d$, and the restriction of $S_{2}(\varphi)$ to points $\varphi \in \mathbb{R}^{d}$ where $r_{k} = r_{k,*}$ for all $k \in \mathbb{Z}$ coincides with $F^{+}(t)$. When $d$ is even, we may isolate the terms of the summation in (4.71) where some coordinate, say $k$, equals $d/2$. Then we must have $i + j \equiv d/2 \bmod d$, and the constraint $i, j \not\equiv 0 \bmod d$ is equivalent to $i, j \in \mathcal{I} \cup \mathcal{I}^{c}$. When $v_{d/2} = v_{d/2,*}$, we have $t_{k} = 0$ so $\cos(t_{i} + t_{j} + t_{k}) = \cos(t_{i} + t_{j})$.
cos(t_i + t_j). In this case, S_3(\varphi) restricted to r_k = r_{k,*} is the function F^+(t), where the factor 1/2 is produced from 1/6 by considering the three symmetric settings where i, j, or k is d/2. When \( v_{d/2} = -v_{d/2,*} \), we have \( t_k = \pi \), so \( \cos(t_i + t_j + t_k) = -\cos(t_i + t_j) \). In this case, S_3(\varphi) restricted to \( r_k = r_{k,*} \) is the function \( F^-(t) \).

Thus, if \( \tilde{\varphi} = \varphi^2 \) is not a critical point of \( F^\pm(t) \), then \( \nabla_{\varphi^2} S_3(\varphi^2) \neq 0 \). If \( \tilde{\varphi} \) is a critical point where \( \lambda_{\min}(\nabla^2 F^\pm(t)) < 0 \), then also \( \lambda_{\min}(\nabla^2 \tilde{\varphi}^2 S_3(\varphi^2)) < 0 \). In these cases, Lemma 4.12 implies that either \( ||\nabla \theta R(\theta)|| \geq c\sigma^{-4} \) or \( \lambda_{\min}(\nabla^2 \tilde{\varphi}^2 R(\theta)) \leq -c\sigma^{-4} \) for all \( \tilde{\varphi} \in U_\varphi^2 \) and \( \sigma > \sigma_0 \). If \( \tilde{\varphi} \) is a critical point of \( F^\pm(t) \) where \( \lambda_{\min}(\nabla^2 F^\pm(t)) > 0 \), then \( \tilde{\varphi} \) is a pseudo-local-minimizer of \( R(\theta) \), and Lemma 4.12 implies both that there is a unique local minimizer of \( R(\varphi) \) in \( \varphi(U_\varphi^2) \) and that \( \nabla^2 \tilde{\varphi} R(\varphi) \geq c\sigma^{-4} \) on \( \varphi(U_\varphi^2) \). Finally, if \( F^\pm(t) \) is Morse, then this accounts for all possible points \( \tilde{\varphi} \).

Taking a finite collection of these sets \( U_\varphi^2 \) which cover \( \{ \varphi : ||\varphi|| \leq M \} \), the above constants \( c, \sigma_0 > 0 \) may be chosen to be uniform over this finite cover. Then for small enough \( \rho > 0 \), the above arguments establish the claims of the theorem for \( ||\varphi|| \leq M \). The result for \( ||\varphi|| > M \) follows from Lemma 4.19.

Finally, let us analyze the functions \( F^\pm \) for \( d \leq 5 \), even \( d \geq 6 \), and odd \( d \geq 53 \).

**Proof of Corollary 4.30.**

(a) The result for \( d = 1 \) or 2 follows from the analysis of all permutations in Theorem 4.23.

For \( d = 3 \) or 4, \( \mathcal{I} = \{1\} \), so \( F^\pm(t) \) is a function of a single scalar argument in \( t_1 \in S \). For \( d = 3 \),

\[
\nabla F^+(t_1) = r_{i,*}^6 \sin(3t_1), \quad \nabla^2 F^+(t_1) = 3r_{i,*}^6 \cos(3t_1).
\]

Then \( F^+ \) is Morse and there are six critical points, three of which are the local minimizers \( \{0, 2\pi/3, 4\pi/3\} \). These correspond to the three points \( \tilde{\varphi} \in O_{9,*} \). For \( d = 4 \),

\[
\nabla F^\pm(t_1) = \pm 2r_{i,*}^6 \sin(2t_1), \quad \nabla^2 F^\pm(t_1) = \pm 4r_{i,*}^6 \cos(2t_1).
\]

Each function \( F^+ \) and \( F^- \) is Morse with four critical points. For \( F^+ \), there are two local minimizers \( \{0, \pi\} \), and for \( F^- \), there are two local minimizers \( \{\pi/2, 3\pi/2\} \). These correspond to the four points \( \tilde{\varphi} \in O_{9,*} \).

For \( d = 5 \), we have \( \mathcal{I} = \{1, 2\} \). Let us abbreviate

\[
s_i = r_{i,*}^2, \quad u_1 = 2t_1 - t_2, \quad u_2 = t_1 + 2t_2.
\]

Then

\[
\nabla F^+ (t) = (2s_1^2 s_2 \sin u_1 + s_1 s_2^2 \sin u_2, -s_1^2 s_2 \sin u_1 + 2s_1 s_2^2 \sin u_2),
\]

\[
\nabla^2 F^+ (t) = \begin{pmatrix}
4s_1^2 s_2 \cos u_1 + s_1 s_2^2 \cos u_2 & -2s_1^2 s_2 \cos u_1 + 2s_1 s_2^2 \cos u_2 \\
-2s_1^2 s_2 \cos u_1 + 2s_1 s_2^2 \cos u_2 & s_1^2 s_2 \cos u_1 + 4s_1 s_2^2 \cos u_2
\end{pmatrix}.
\]
From this, we may also compute
\[ \det \nabla^2 F^+(t) = 25s_1^3 s_2^3 \cos u_1 \cos u_2, \]
\[ \text{Tr} \nabla^2 F^+(t) = 5s_1^2 s_2 \cos u_1 + 5s_1 s_2^2 \cos u_2. \]
For generic \( \theta_* \) and hence generic \( (s_1, s_2) \), the condition \( \nabla F^+(t) = 0 \) for a critical point requires \( \sin u_1 = \sin u_2 = 0 \). We have \( \det \nabla^2 F^+(t) \neq 0 \) at such points, so \( F^+ \) is Morse. The condition \( \nabla^2 F^+(t) > 0 \) for a local minimizer then requires \( \det H^+(t) > 0 \) and \( \text{Tr} H^+(t) > 0 \), so we must have \( \cos u_1 = \cos u_2 = 1 \), and hence \( t_1 + 2t_2 \equiv 2t_1 - t_2 \equiv 0 \mod 2\pi \). This implies that \( 5t_1 \equiv 0 \mod 2\pi \), and there are five local minimizers \( (t_1, t_2) = (0, 0), (2\pi/5, 4\pi/5), (4\pi/5, 8\pi/5), (6\pi/5, 2\pi/5), \) and \( (8\pi/5, 6\pi/5) \). These correspond to the five points \( \mathcal{I} \in \mathcal{O}_{\theta_*} \).
Together with Theorem 4.28 and Corollary 4.29, this shows part (a).

(b) Write \( d = 2m + 2 \) with \( m \geq 2 \) so that \( \mathcal{I} = \{1, 2, \ldots, m\} \). Define the quantities \( s_i = r_{i, *}^2 \) so that \( s_i = s_{-i} \). We exhibit a family of points where \( F^\pm(t) \) have spurious local minima. For each \( \alpha \in \{0, \ldots, d-1\} \), define \( t^\alpha = (t_1^\alpha, \ldots, t_m^\alpha) \) by
\[ t_i^\alpha = \frac{2\pi ai}{d}. \]
For \( i, j, k \in \mathcal{I} \cup -\mathcal{I} \) with \( i + j + k \equiv 0 \mod d \), we find that
\[ t_i^\alpha + t_j^\alpha + t_k^\alpha \equiv 0 \mod 2\pi. \]
Similarly, for \( i, j \in \mathcal{I} \cup -\mathcal{I} \) with \( i + j \equiv d/2 \mod d \), we have \( t_i^\alpha + t_j^\alpha \equiv 0 \mod \pi \).
Together, these imply that \( \nabla F^\pm(t^\alpha) = 0 \).
We now restrict to \( s_1 = \cdots = s_m = 1 \). We claim that \( t^\alpha \) is a local minimum of both \( F^+ \) and \( F^- \) for sufficiently small values of \( s_{m+1} \). Define
\[ F_0(t) := -\frac{1}{6} \sum_{i, j, k \in \mathcal{I} \cup -\mathcal{I}, i + j + k \equiv 0 \mod d} \cos(t_i + t_j + t_k) \]
so that for \( d \) even we have
\[ F^\pm(t) = F_0(t) + \frac{1}{2} s_{m+1} \sum_{i, j \in \mathcal{I}, i + j \equiv d/2 \mod d} \cos(t_i + t_j). \]
We show that \( \nabla^2 F_0(t^\alpha) \) is diagonally dominant: Denote by \( \partial_p \) the partial derivative in \( t_p \). For any \( p \in \mathcal{I} \),
\[ \partial_p F_0(t) = \frac{1}{6} \sum_{i, j, k \in \mathcal{I} \cup -\mathcal{I}, i + j + k \equiv 0 \mod d} \sin(t_i + t_j + t_k) \times \]
\[ (1\{i = p\} + 1\{j = p\} + 1\{k = p\} - 1\{i = -p\} - 1\{j = -p\} - 1\{k = -p\}) \]
where the second line applies symmetry with respect to permutations of \((i,j,k)\) and negation \((i,j,k) \mapsto (-i, -j, -k)\). Then, for any \(q \in \mathcal{I}\),

\[
\partial_{pq} F_0(t) = \sum_{j,k \in \mathcal{I} \cup -\mathcal{I}} \cos(t_p + t_j + t_k) \times \\
\left( 1 \{p = q\} + 1 \{j = q\} + 1 \{k = q\} - 1 \{j = -q\} - 1 \{k = -q\} \right) \\
= 1 \{p = q\} \sum_{j,k \in \mathcal{I} \cup -\mathcal{I}} \cos(t_p + t_j + t_k) \\
+ 1 \{p = q\} \cdot 2 \cos(t_p + t_q + t_{-p-q}) \\
(4.75)
\]

At any point \(t^a\), we have \(t_i^a + t_j^a + t_k^a \equiv 0 \mod 2\pi\), so \(\cos(t_i^a + t_j^a + t_k^a) = 1\) for all triples \((i,j,k)\) above. Then

\[
\partial_{pp} F_0(t^a) = 2m - 2 + 2 \cdot 1 \{p \equiv d/4 \mod d\},
\]

where the first term accounts for the sum over \(j \in \mathcal{I} \cup -\mathcal{I}\) excluding \(j = -p\) and \(j = d/2 - p\). We also have

\[
\sum_{q \neq p} |\partial_{pq} F_0(t^a)| = \sum_{q \neq p} 2 \cdot 1 \{p + q \equiv d/2 \mod d\} = 2 \cdot 1 \{p \neq d/4 \mod d\}.
\]

Thus, for \(m \geq 2\),

\[
\partial_{pp} F_0(t^a) - \sum_{q \neq p} |\partial_{pq} F_0(t^a)| = 2m - 2 > 0.
\]

This implies that \(\nabla F_0(t^a)\) is diagonally dominant and thus positive definite. Taking \(s_{m+1}\) sufficiently small in (4.74), we find that the Hessians \(\nabla^2 F(\pm t^a)\) are also positive definite, meaning that each \(t^a\) for \(a = 0, \ldots, d - 1\) is a local minimum of both \(F^+(t)\) and \(F^-(t)\). By continuity, this statement also holds for \((s_1, \ldots, s_{m+1}) \in U_S\) and some open set \(U_S \subset \mathbb{R}^{m+1}\).

Now for each \(\vartheta_\ast \in \mathbb{R}^d\) such that \((r_1^2, \ldots, r_{m+1}^2) \in U_S\), Theorem 4.28(a,b) implies that \(R(\vartheta)\) has \(2d\) local minima (for sufficiently large \(\sigma\)), corresponding to these \(2d\) local minima \(t^a\) for \(F^{\pm}(t)\). Of these, \(d\) local minima constitute the orbit \(O_{\vartheta_\ast}\), and the other \(d\) local minima are spurious and lie on another orbit \(O_{\mu_\ast}\) for some \(\mu_\ast \in \mathbb{R}^d\). The set of such \(\vartheta_\ast\) contains an open set \(U \subset \mathbb{R}^d\), and this establishes part (b).

(c) Write \(d = 2m + 1\) so that \(\mathcal{I} = \{1, 2, \ldots, m\}\). We will exhibit a family of points where \(F^+(t)\) has spurious local minima. For each \(a \in \{0, \ldots, d - 1\}\),
define \( t^{a,\pm} = (t_1^{a,\pm}, \ldots, t_m^{a,\pm}) \) by
\[
t_i^{a,+} = \frac{2\pi ai}{d} \quad \text{and} \quad t_i^{a,-} = t_i^{a,+} + (\pi, 0, \ldots, 0).
\]
For \( i, j, k \in \mathcal{I} \cup -\mathcal{I} \) with \( i + j + k \equiv 0 \mod d \), we find
\[
t_i^{a,+} + t_j^{a,+} + t_k^{a,+} \equiv 0 \mod 2\pi,
\]
\[
t_i^{a,-} + t_j^{a,-} + t_k^{a,-} \equiv \pi (1\{i = 1\} + 1\{j = 1\} + 1\{k = 1\}) \mod 2\pi.
\]
So \( \nabla F^+ (t^{a,\pm}) = 0 \). It may be checked that the \( d \) points \( t^{a,+} \) are minimizers of \( F^+ (t) \) and correspond to the \( d \) points of the true orbit \( \mathcal{O}_{\theta_*} \). Thus, we focus on the points \( t^{a,-} \), which correspond to a second orbit \( \mathcal{O}_{\mu_*} \) for some \( \mu_* \in \mathbb{R}^d \).

Again set \( s_i = r_i^{2,\ast} \). We now construct \( (s_1, \ldots, s_m) \) for which these points \( t^{a,-} \) are local minima of \( F^+ \). By a computation similar to (4.75), we obtain for all \( p, q \in \mathcal{I} \) that
\[
\partial_{pq} F^+ (t) = 1\{p = q\} \sum_{j, k \in \mathcal{I} \cup -\mathcal{I}} s_p s_j s_k \cos (t_p + t_j + t_k) + 2 s_p s_q s_{p+q} \cos (t_p + t_q + t_{-p-q}) - 1\{p \neq q\} \cdot 2 s_p s_q s_{-p} \cos (t_p + t_{-q} + t_{-p}).
\]
We take \( m \geq 8 \). Let us first consider \( s_4 = \cdots = s_m = 1 \) and \( s_3 = 0 \), with \( s_1 > 0 \) and \( s_2 > 1 \) to be chosen later. Then, applying
\[
\cos (t_i^{a,-} + t_j^{a,-} + t_k^{a,-}) = (-1)^{1\{i=1\}+1\{j=1\}+1\{k=1\}},
\]
an explicit computation shows that the diagonal terms of \( \nabla^2 F^+ (t^{a,-}) \) are given by
\[
\partial_{pp} F^+ (t^{a,-}) = \begin{cases} 
4 s_1^2 s_2 - (2m - 7)s_1 & p = 1 \\
4 s_1^2 s_2 + (2m - 8)s_2 & p = 2 \\
s_1^2 - 2s_1 + 2s_2 + m - 8 & p = 3 \\
-4s_1 + 2s_2 + 2m - 9 & p = 4 \\
-4s_1 + 4s_2 + 2m - 10 & p = 5 \\
-4s_1 + 4s_2 + 2m - 13 & p = m - 1 \\
-6s_1 + 4s_2 + 2m - 13 & p = m \\
-4s_1 + 4s_2 + 2m - 11 & \text{for all other } p
\end{cases}
\]
and the off-diagonal terms (for \( q > p \)) are given by
\[
\partial_{pq} F^+ (t^{a,-}) = \begin{cases} 
-2s_1 s_2 & (p, q) = (1, 2) \\
-s_1 & (p, q) = (1, 4) \\
-2s_2 & (p, q) = (2, 4) \\
2s_2 & (p, q) = (2, 5) \\
-2s_2 & (p, q) = (m - 2, m) \\
2s_1 - 2s_2 & (p, q) = (m - 1, m) \\
2s_1 + s_2 & (p, q) = (p, p + 1) \text{ for all } p = 4, \ldots, m - 2 \\
2s_1 + 2 & (p, q) = (p, p + 2) \text{ for all } p = 4, \ldots, m - 3 \\
2 & (p, q) = (p, p + 3) \text{ for all } p = 4, \ldots, m - 3 \\
0 & \text{for all other } (p, q)
\end{cases}
\]
MLE FOR THE DISCRETE ORBIT RECOVERY MODEL

For \( \nu = (0, 2s_2, 0, -s_2, 0, \ldots, 0) \) define

\[
X := \nabla^2 F^+ (t^{a,-}) - \nu \nu^T,
\]

which removes the \( s_2^2 \) contributions from the entries \((2, 2), (2, 4), (4, 2), \) and \((4, 4)\). Let \( Y \in \mathbb{R}^{(m-1) \times (m-1)} \) be the minor of \( X \) excluding the third row and column, indexed by \( \{1, 2, 4, \ldots, m\} \), and set

\[
\Delta_p := Y_{pp} - \sum_{q \neq q \neq p} |Y_{pq}|.
\]

Then the above expressions yield

\[
\begin{align*}
\Delta_1 &= 2s_1^2 - (2m - 5)s_1, \\
\Delta_2 &= -s_1^2 + (2m - 12)s_2, \\
\Delta_4 &= -6s_1 - 2s_2 + 2m - 10, \\
\Delta_5 &= -8s_1 - 2s_2 + 2m - 13, \\
\Delta_6 &= -8s_1 + 2m - 12, \\
\Delta_p &= -8s_1 + 2m - 15 \quad \text{for } p = 7, \ldots, m.
\end{align*}
\]

We now choose \( s_1, s_2 \) to ensure that each \( \Delta_p \) above is strictly positive: This is true if and only if

\[
2m - 12 > s_1^2, \quad 2s_1s_2 > 2m - 5, \quad 2m - 13 > 8s_1 + 2s_2, \quad 2m - 15 > 8s_1.
\]

Setting \( s_1 = \frac{1}{2} \sqrt{m} \) and \( s_2 = \frac{2m - 5}{2s_1} + \varepsilon \) for some small \( \varepsilon > 0 \), we may verify that these expressions hold for \( m \geq 26 \). Then \( Y \) is strictly diagonally dominant, and hence positive definite.

This implies that all eigenvalues of \( \nabla^2 F^+ (t^{a,-}) \) are strictly positive except for a single eigenvalue of 0 corresponding to the eigenvector \( e_3 \). We now increase \( s_3 \) from 0 a small constant \( \delta \) to remove this 0 eigenvalue: Fixing \( s_1, s_2 \) and \( s_4 = \cdots = s_m = 1 \) as above, denote by \( h(s_3) \) the value of \( \partial_{s_3} F^+ (t^{a,-}) \) at \( (s_1, s_2, s_3, \ldots, s_m) \). Then

\[
h(s_3) = -2s_1s_2s_3 - 2s_1s_3 + 2s_2s_3 + 4s_2^2 + s_3(2m - 9).
\]

Since \( e_3 \) is the eigenvector of \( \nabla^2 F^+ (t^{a,-}) \) corresponding to 0, the derivative of this 0 eigenvalue with respect to \( s_3 \) is (see [38, eq. (67)])

\[
h'(s_3) \big|_{s_3=0} = -2s_1s_2 - 2s_1 + 2s_2 + 2m - 9.
\]

For \( m \geq 26 \) and the above choices of \( s_1, s_2 \), this derivative is positive. Then for some sufficiently small \( s_3 = \delta \), \( \nabla^2 F^+ (t^{a,-}) \) is strictly positive definite. We conclude that for this choice of \( (s_1, \ldots, s_m) \), each \( t^{a,-} \) is a local minimum of \( F^+ (t) \). By continuity, this holds also for all \((s_1, \ldots, s_m) \in U_S \) and some open set \( U_S \subset \mathbb{R}^m \). Then Theorem 4.28(a) implies that for each \( \theta_* \in \mathbb{R}^d \), \( R(\theta) \) has \( d \) local minima (for sufficiently large \( \sigma \), and these do not belong to the orbit \( \mathcal{O}_{\theta_*} \). The condition \( m \geq 26 \) corresponds to \( d \geq 53 \), and this shows part (c).

The analogous statements for the empirical landscape of \( R_n(\theta) \) follow from Corollary 4.29. \( \square \)
Appendix: Auxiliary Lemmas and Proofs

A.1 Cumulants and cumulant bounds

The order-$\ell$ cumulant $\kappa_\ell(X)$ of a random variable $X$ is defined recursively by the moment-cumulant relations

$$\mathbb{E}[X^\ell] = \sum_{\text{partitions } \pi \text{ of } [\ell]} \prod_{S \in \pi} \kappa_{|S|}(X).$$

More generally, for random variables $X_1, \ldots, X_\ell$, the mixed cumulants $\kappa_{|S|}(X_k : k \in S)$ for $S \subseteq [\ell]$ are defined recursively by the moment-cumulant relations

$$\mathbb{E}\left[ \prod_{i \in T} X_i \right] = \sum_{\text{partitions } \pi \text{ of } T} \prod_{S \in \pi} \kappa_{|S|}(X_k : k \in S).$$

These relations may be Möbius-inverted to obtain the explicit definition

(A.1) $\kappa_\ell(X_1, \ldots, X_\ell) = \sum_{\text{partitions } \pi \text{ of } [\ell]} (-1)^{|\pi| - 1} \prod_{S \in \pi} \mathbb{E}\left[ \prod_{i \in S} X_i \right]$.

where $|\pi|$ is the number of sets in $\pi$ (see [33, sec. 2.3.4]). If $X_1 = \cdots = X_\ell = X$, then $\kappa_\ell(X_1, \ldots, X_\ell) = \kappa_\ell(X)$. The mixed cumulant $\kappa_\ell(X_1, \ldots, X_\ell)$ is multilinear and permutation-invariant in its $\ell$ arguments. We have $\kappa_1(X) = \mathbb{E}[X]$, $\kappa_2(X) = \operatorname{Var}[X]$, and $\kappa_2(X_1, X_2) = \operatorname{Cov}[X_1, X_2]$. The cumulant generating function of a random variable $X$ is the formal power series

(A.2) $K_X(s) = \sum_{\ell=1}^\infty \kappa_\ell(X) \frac{s^\ell}{\ell!}$.

If $\log \mathbb{E}[e^{sX}]$ exists on a neighborhood of 0, then its $\ell$th derivative at 0 is $\kappa_\ell(X)$. Similarly, the cumulant generating function of a random vector $u \in \mathbb{R}^d$ is the formal power series

$$K_u(\theta) = \sum_{\ell_1, \ldots, \ell_d = 1}^\infty \frac{\theta_{\ell_1} \cdots \theta_{\ell_d}}{\ell_1! \cdots \ell_d!} \kappa_{\ell_1 + \cdots + \ell_d}(u_1, \ldots, u_1, \ldots, u_d, \ldots, u_d),$$

where in $\kappa_{\ell_1 + \cdots + \ell_d}(u_1, \ldots, u_1, \ldots, u_d, \ldots, u_d)$, each $u_j$ appears $\ell_j$ times. If $\log \mathbb{E}[e^{\theta^T u}]$ exists in a neighborhood of $\theta = 0$, its $\ell$th derivative at 0 is

$$\kappa_\ell(u) \in (\mathbb{R}^d)^{\otimes \ell},$$

where $\kappa_\ell(u)$ denotes the order-$\ell$ cumulant tensor of $u$. This has entries, for $i_1, \ldots, i_\ell \in [d],$

$$\kappa_\ell(u)_{i_1, \ldots, i_\ell} = \kappa_\ell(u_1, \ldots, u_1, \ldots, u_d, \ldots, u_d)$$

where each coordinate $u_j$ appears $\ell_j$ times if $\ell_j$ of the indices $i_1, \ldots, i_\ell$ equal $j$. The first two cumulant tensors are $\kappa_1(u) = \mathbb{E}[u]$ and $\kappa_2(u) = \operatorname{Cov}[u]$. 
More generally, if \( \log \mathbb{E}[e^{(\theta,u)}] \) exists in a neighborhood of \( \theta \), a reweighted exponential family law \( p(u|\theta) \) may be defined by the expectation

\[
\mathbb{E}[f(u) | \theta] = \mathbb{E}[f(u)e^{(\theta,u) - K_u(\theta)}] = \frac{\mathbb{E}[f(u)e^{(\theta,u)}]}{\mathbb{E}[e^{(\theta,u)}]}.
\]

Then the \( \ell \text{th} \) derivative of \( \log \mathbb{E}[e^{(\theta,u)}] \) at \( \theta \) is \( \kappa_\ell(u | \theta) \), the order-\( \ell \) cumulant tensor of this reweighted law (see [31, theorem 1.5.10]).

The following result provides an upper bound for these cumulants when \( X, X_1, \ldots, X_\ell \) are bounded random variables. This bound is tight up to an exponential factor in \( \ell \), as may be seen for \( X \sim \text{Unif}([0,1]) \) where \( \kappa_\ell(X) = B_\ell/\ell! \) and \( B_\ell \) is the \( \ell \text{th} \) Bernoulli number (see [11, example 2.7]), satisfying \( |B_{2\ell}| \sim 4\sqrt{\pi} \ell!(\ell/(\pi e))^{2\ell} \).

**Lemma A.1.**

(a) If \( |X| \leq m \) almost surely, then \( |\kappa_\ell(X)| \leq (m\ell)^\ell \).

(b) If \( |X_i| \leq m_i \) almost surely for each \( i = 1, \ldots, \ell \), then \( |\kappa_\ell(X_1, \ldots, X_\ell)| \leq \ell^\ell m_1 \cdots m_\ell \).

(c) If \( |X| \leq m \) almost surely, then the series (A.2) is absolutely convergent for \( |s| < 1/(me) \).

**Proof.** We apply (A.1). Enumerating over \( v = |\pi| \), we have

\[
\sum_{\text{partitions } \pi \text{ of } [\ell]} (|\pi| - 1) = \sum_{v=1}^\ell \frac{(v - 1)!}{v!} \sum_{\ell_1 + \cdots + \ell_v = \ell} \left( \begin{array}{c} \ell \\ \ell_1, \ldots, \ell_v \end{array} \right) = \sum_{v=1}^\ell \frac{1}{v^\ell} \leq \ell^\ell \frac{1}{\ell!} \leq \ell^\ell \frac{1}{\ell!} \leq \ell^\ell, \]

so (b) follows from (A.1). Specializing to \( X_1 = \cdots = X_\ell \) yields (a), and (c) follows from (a) and the bound \( \ell! \geq (\ell^\ell)/\ell^\ell \). \( \square \)

**A.2 Reparametrization by invariant polynomials**

We prove Lemmas 4.3 and 4.5. Parts of these are well-known, but we provide a brief proof here for convenience.

We recall the more usual definition of transcendence degree for two fields \( E \subseteq F \), where \( \text{trdeg}(F/E) \) is the maximum number of elements in \( F \) that are algebraically independent over \( E \). We verify also in the proof of Lemma 4.3 that our definition of \( \text{trdeg}(A) \) for any subset \( A \subseteq \mathcal{R}^G \) coincides with \( \text{trdeg}(\mathbb{R}(A)/\mathbb{R}) \), where \( \mathbb{R}(A) \) is the field of rational functions generated by \( A \).

**Proof of Lemma 4.3.** Consider any subsets \( A' \subseteq A \subseteq \mathcal{R}^G \), where \( A' \) is algebraically independent. Call \( A' \) maximal in \( A \) if \( A' \cup \{a\} \) is algebraically dependent for every \( a \in A \setminus A' \). Let \( A' \) be maximal in \( A \), and suppose \( |A'| = k \). Let \( \mathbb{R}(A) \) and \( \mathbb{R}(A') \) be the fields of \( G \)-invariant rational functions generated by \( A \) and \( A' \). Algebraic independence of \( A' \) implies that \( \text{trdeg}(\mathbb{R}(A')/\mathbb{R}) = k \). Maximality of \( A' \) implies that each \( a \in A \) is algebraic over \( \mathbb{R}(A') \). Then \( \mathbb{R}(A) \) is an algebraic
extension of $\mathbb{R}(A')$, so $\text{trdeg}(\mathbb{R}(A)/\mathbb{R}(A')) = 0$, hence $\text{trdeg}(\mathbb{R}(A)/\mathbb{R}) = k$. This verifies that every such maximal algebraically independent set $A'$ of $A$ has the same cardinality, which coincides with $\text{trdeg}(\mathbb{R}(A)/\mathbb{R})$.

Letting $\mathbb{R}(\theta_1, \ldots, \theta_d)$ and $\mathbb{R}(\mathcal{R}_G)$ be the fields of all rational functions and all $G$-invariant rational functions in $\theta$, respectively, $\mathbb{R}(\theta_1, \ldots, \theta_d)$ is an algebraic extension of $\mathbb{R}(\mathcal{R}_G)$ (see [17, lemma 11]), so $\text{trdeg}(\mathbb{R}(\theta_1, \ldots, \theta_d)/\mathbb{R}(\mathcal{R}_G)) = 0$. Since $\text{trdeg}(\mathbb{R}(\theta_1, \ldots, \theta_d)/\mathbb{R}) = d$, this shows $\text{trdeg}(\mathcal{R}_G) = \text{trdeg}(\mathbb{R}(\mathcal{R}_G)/\mathbb{R}) = d$. Thus $\text{trdeg}(\mathcal{R}_G^{\leq L}) = d$ for some $L \geq 1$, and there exists a smallest such $L$. To construct $\psi$, let $\psi^1$ be any maximal algebraically independent subset of $\mathcal{R}_1^G$. The above implies that the cardinality of $\psi^1$ is $d_1 = \text{trdeg}(\mathcal{R}_1^G)$. These polynomials have degree exactly 1. Now extend this to any maximal algebraically independent subset $(\psi^1, \psi^2)$ of $\mathcal{R}_2^G$. The above implies that the cardinality of $\psi^2$ is $d_2 = \text{trdeg}(\mathcal{R}_2^G) - \text{trdeg}(\mathcal{R}_1^G)$. If $d_2 > 0$, then the polynomials of $\psi^2$ must have degree exactly 2, by maximality of $\psi^1$. We may iterate this procedure to obtain $(\psi^1, \ldots, \psi^L)$.

\begin{proof}
For parts (a) and (b), recall by [20, theorem 2.3] that $\varphi_1, \ldots, \varphi_k$ are algebraically independent if and only if $\nabla \varphi_1, \ldots, \nabla \varphi_k$ are linearly independent over the field of rational functions $\mathbb{C}(\theta_1, \ldots, \theta_d)$. For part (a), this linear independence means that some maximal $k \times k$ minor of the $k \times d$ derivative $d_{\theta} \varphi$ does not vanish in $\mathbb{C}(\theta_1, \ldots, \theta_d)$. Then that same maximal minor does not vanish in $\mathbb{C}$ for generic $\theta \in \mathbb{R}^d$, showing linear independence for generic $\theta$. For part (b), linear independence at any point $\theta$ implies that some maximal minor of $d_{\theta} \varphi$ does not vanish and hence $\nabla \varphi_1, \ldots, \nabla \varphi_k$ are linearly independent over $\mathbb{C}(\theta_1, \ldots, \theta_d)$, implying algebraic independence.

For part (c), let us arbitrarily extend $(\varphi_1, \ldots, \varphi_k)$ to a system of coordinates $\varphi = (\varphi_1, \ldots, \varphi_d)$, where $d \varphi$ is nonsingular in a neighborhood of $\widehat{\theta}$. (Here $\varphi_{k+1}, \ldots, \varphi_d$ are general analytic functions and need not belong to $\mathcal{R}_G$.) By the inverse function theorem, there is a neighborhood $U$ of $\widehat{\theta}$ and corresponding neighborhood $\varphi(U)$ of $\varphi(\widehat{\theta})$ for which $\theta$ is an analytic function of $\varphi \in \varphi(U)$. Then any polynomial $\psi \in \mathcal{R}_G^{\leq \ell}$ is such that $\psi(\theta)$ is also an analytic function of $\varphi \in \varphi(U)$. Let us write this function as $\psi = f(\varphi)$. Then $\psi(\theta) = f(\varphi(\theta))$ for all $\theta \in U$, so by the chain rule,

$$d \psi(\theta) = d \varphi f(\varphi) \cdot d \varphi(\theta).$$

By part (b), since the polynomials $(\varphi_1, \ldots, \varphi_k, \psi)$ are algebraically dependent, the gradients $\nabla \varphi_1, \ldots, \nabla \varphi_k, \nabla \psi$ must be linearly dependent at every $\theta \in U$. So $\nabla \psi = d \psi^T$ belongs to the span of $\nabla \varphi_1, \ldots, \nabla \varphi_k$ at every $\theta \in U$. Since $d \varphi(\theta)$ is a nonsingular matrix, this and (A.3) imply that $\nabla \varphi f = d \varphi f^T$ has coordinates $k + 1, \ldots, d$ equal to 0 for every $\varphi \in \varphi(U)$. So $f$ is in fact an analytic function of only the first $k$ variables $\varphi_1, \ldots, \varphi_k$ over $\varphi(U)$, which is the statement of part (c).
\end{proof}
A.3 Concentration inequality for $\sum_i \|\varepsilon_i\|^3$

We prove the inequality (2.23). We use the following concentration result, which specializes [4, theorem 1.2] to Gaussian random variables.

**Theorem A.2 ([4]).** Suppose $f : \mathbb{R}^m \to \mathbb{R}$ is $D$ times continuously differentiable, and $\nabla^D f(x)$ is uniformly bounded over $x \in \mathbb{R}^m$. Let $\varepsilon \in \mathbb{R}^m$ have i.i.d. $\mathcal{N}(0, 1)$ coordinates. Then for a constant $c \equiv c(D) > 0$,

$$\mathbb{P}[|f(\varepsilon) - \mathbb{E}f(\varepsilon)| \geq t] \leq 2e^{-c\eta_f(t)}.$$ 

Here

$$\eta_f(t) = \min \left( \min_{\text{partitions } \mathcal{J} \text{ of } [D]} \left( \frac{t}{\sup_{\chi \in \mathbb{R}^m} \|\nabla^D f(\chi)\|_{\mathcal{J}}} \right)^{2/|\mathcal{J}|}, \min_{1 \leq d \leq D-1} \min_{\text{partitions } \mathcal{J} \text{ of } [d]} \left( \frac{t}{\|\mathbb{E}[\nabla^d f(\varepsilon)]\|_{\mathcal{J}}} \right)^{2/|\mathcal{J}|} \right)$$

where $|\mathcal{J}| \equiv K$ is the number of sets in the partition $\mathcal{J} = \{J_1, \ldots, J_K\}$ of $[d]$, and

$$\|A\|_{\mathcal{J}} = \sup \left( \sum_{t_1, \ldots, t_d = 1}^m a_{t_1, \ldots, t_d} \prod_{k=1}^K \chi_{(i_k)}^{(k)} : \|\chi^{(k)}\|_{\text{HS}} \leq 1 \text{ for all } k = 1, \ldots, K \right).$$

In this expression, $\chi^{(k)}$ denotes an order-$|J_k|$ tensor in $(\mathbb{R}^m)^{\otimes |J_k|}$, and $\chi^{(k)}_{(i_k)}$ is its entry at the indices $(i_k : k \in J_k)$.

To show (2.23), let us write the coordinates of $\varepsilon_i$ as $\varepsilon_{ij}$. We consider

$$f(\varepsilon_1, \ldots, \varepsilon_n) = \sum_{i=1}^n \|\varepsilon_i\|^3$$

as a function of the $m = nd$ standard Gaussian variables $\varepsilon_{ij}$, and apply the above result with $D = 3$ and this function $f : \mathbb{R}^{nd} \to \mathbb{R}$. We analyze $\eta_f(t)$: Applying $\partial_{\varepsilon_{ij}} \|\varepsilon_i\| = \varepsilon_{ij} / \|\varepsilon_i\|$, a direct computation yields

$$\partial_{\varepsilon_{ij}} f = 3\|\varepsilon_i\|\varepsilon_{ij},$$
$$\partial_{\varepsilon_{ij}} \partial_{\varepsilon_{ik}} f = 3\|\varepsilon_i\|1_{j = k} + 3\varepsilon_{ij} \varepsilon_{ik} / \|\varepsilon_i\|,$$
$$\partial_{\varepsilon_{ij}} \partial_{\varepsilon_{ik}} \partial_{\varepsilon_{il}} f = 3\varepsilon_{i\ell} 1_{j = k} + \varepsilon_{ik} 1_{j = \ell} + \varepsilon_{ij} 1_{k = \ell} / \|\varepsilon_i\|$$
$$- 3\varepsilon_{ij} \varepsilon_{il} / \|\varepsilon_i\|^3,$$

and all other partial derivatives up to order three are 0. Taking expectations above and applying sign invariance of $\varepsilon_{ij}$, we have $\mathbb{E}[\nabla f] = 0$ and $\mathbb{E}[\nabla^2 f] = c \text{ Id}$ (in dimension $nd \times nd$) for a constant $c > 0$. Then $\|\mathbb{E}[\nabla f]\|_{\{1\}} = 0$, $\|\mathbb{E}[\nabla^2 f]\|_{\{1,2\}} = 0$. 


\[ \| \mathbb{E}[\nabla^2 f] \|_{\text{HS}} = c \sqrt{n}, \quad \text{and} \quad \| \mathbb{E}[\nabla^2 f] \|_{\{1,2\}} = \| \mathbb{E}[\nabla^2 f] \| = c. \] Thus

\begin{equation}
\min_{1 \leq d \leq D - 1} \min_{\text{partitions } J} \left( \frac{t}{\| \mathbb{E}[\nabla^d f(e)] \|_J} \right)^{2/|J|} \geq c' \min(t^2/n, t). \tag{A.4} \end{equation}

The third derivative \( A = \nabla^3 f \) has \( n \) nonzero blocks of size \( d \times d \times d \), with entries uniformly bounded in the range \([-12, 12]\). We observe that for \( J = \{1, 2, 3\} \),

\[ \| A \|_{\{1,2,3\}} = \| A \|_{\text{HS}} \leq C \sqrt{n}. \]

For \( J = \{1, 2\}, \{3\} \), denote by \( B_1, \ldots, B_n \) the \( n \) blocks of \( d \) consecutive coordinates in \([nd]\), and by \( \| z_B \|^2 = \sum_{i \in B} z_i^2 \). Then, since \( a_{ijk} = 0 \) unless \( i, j, k \) belong to the same such block,

\[ \| A \|_{\{1,2\},\{3\}} = \sup \left( \sum_{i,j,k=1}^{nd} a_{ijk} y_{ij} z_k : \| Y \|_{\text{HS}} \leq 1, \| z \|_2 \leq 1 \right) \]

\[ = \sup \left( \sum_{i,j=1}^{nd} \left( \sum_{k=1}^{nd} a_{ijk} z_k \right)^2 : \| z \|_2 \leq 1 \right)^{1/2} \]

\[ = \sup \left( \sum_{i,j \in B} \left( \sum_{k \in B} a_{ijk} z_k \right)^2 : \| z \|_2 \leq 1 \right)^{1/2} \]

\[ \leq C \sup \left( \sum_{i \in B} | z_B \|^2 : \| z \|_2 \leq 1 \right)^{1/2} = C. \]

Similarly \( \| A \|_{\{1,3\},\{2\}}, \| A \|_{\{2,3\},\{1\}} \leq C \), and \( \| A \|_{\{1,2,3\},\{1\}} \leq \| A \|_{\{1,2,3\},\{2\}} \leq \| A \|_{\{1,2,3\},\{3\}} \leq C \).

Combining with (A.4), \( \eta_f(t) \geq c' \min(t^{2/3}, t, t^2/n) \) for a constant \( c' > 0 \). Then applying Theorem A.2 with \( t = n \),

\[ \mathbb{P}[n^{-1}(f(\varepsilon_1, \ldots, \varepsilon_n) - \mathbb{E}[f(\varepsilon_1, \ldots, \varepsilon_n)]) \geq 1] \leq 2e^{-cn^{2/3}}. \]

As \( n^{-1} \mathbb{E}[f(\varepsilon_1, \ldots, \varepsilon_n)] = C_1 \) for a constant \( C_1 > 0 \), this shows (2.23) for \( C_0 = 1 + C_1 \).
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