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1.Introduction

Blockchain is an integrated application of distributed data storage, peer-to-peer transmission, consensus mechanism, cryptographic algorithms, and other technologies and has the advantages of decentralization, data immutability, and programmability. Since Satoshi Nakamoto first proposed Bitcoin’s concept [1] in 2008, the underlying technology blockchain has been widely used in the fields of digital currency, smart manufacturing, supply chain management, anticontrolling, data service, and so on [1–7]. Simultaneously, blockchain security has also received widespread attention from the academic community.

Bitcoin is essentially a cryptographic digital currency and is by far the most successful blockchain application. As of October 2020, there were 7,378 cryptocurrencies worldwide with a total market capital of over $359.7 billion, of which Bitcoin accounted for approximately 58.3% of the market capital. Bitcoin uses blockchain technology to carry transaction records, creating a decentralized distributed ledger among Bitcoin users and enabling the creation, issuance, and trading of currency. Bitcoin enables global, low-cost, instant money transfers and uses pseudonyms for privacy and anonymity. According to Blockchain.info, a real-time blockchain monitoring website, about $21 billion worth of transactions are now written into the Bitcoin blockchain every day on average, and more than 650,000 blocks have been created.

The anonymity and advantage of low-cost instant transfers and enormous economic value of Bitcoin have led to numerous related criminal incidents. These criminal incidents can be categorized into money laundering, use of extortion software, fraud, theft, and transactions on dark web markets. Among these, Bitcoin theft is the most destructive. In February 2014, Mt. Gox, once the largest Bitcoin trading platform in the world, announced that 850,000 Bitcoins, with a value of more than $450 million, might have been stolen and eventually went bankrupt. In August 2016,
the Hong Kong exchange Bitfinex announced that it had suffered a security breach and that Bitcoins worth $72 million had been stolen from customer accounts. The price of Bitcoin fell 20% after the incident. Bitcoin theft events have a huge impact on Bitcoin security and even socioeconomic security, making the ability to detect Bitcoin theft events and provide early warning in a timely manner of great theoretical value and practical significance. There have been many studies on the criminal incidents of Bitcoin and other public chain digital currencies in the existing literature. In 2016, Pham et al. [8, 9] extracted the features of the Bitcoin user graph and transaction graph, studied them from the perspective of the network using the power law and densification law, and detected 1 of 30 known Bitcoin abnormal events using three unsupervised methods: local outlier factor (LOF), one-class support vector machine (OCSVM), and Mahalanobis distance-based approach (MDB). In 2017, Toyoda et al. [10] analyzed the transaction pattern of Bitcoin addresses related to the high yield investment plan (HYIP). They extracted the features of known transaction patterns and marked the Bitcoin addresses. Through supervised learning, they classified more than 1,500 Bitcoin addresses, with a recall of 83% and a false positive rate (FPR) of 4.4%. In 2018, Vasek et al. [11] conducted a survival analysis on Ponzi schemes in Bitcoin to determine the factors affecting the persistence of fraud. They found 1,780 different Bitcoin Ponzi schemes by combing 1,424 posts on Bitcointalk and determined the positive correlation between the amount of interaction among the fraudsters and their victims and the duration of the scheme using survival analysis. In 2018, Chen et al. [12] used data mining and machine learning to detect Ponzi schemes in Ethereum. By examining Ethereum’s smart contracts, extracting transaction features and code frequency characteristics from the accounts and opcodes of the smart contracts, and using eXtreme Gradient Boosting (XGBoost) to build detection models, 45 smart contracts of Ethereum that carried out Ponzi schemes were identified. They further estimated that there were more than 400 Ponzi schemes on Ethereum. In 2019, Torres et al. [13] tested the new fraudulent behavior Honeypot in Ethereum. Based on Honeypot’s taxonomy, they built a method called HONEYBADGER that uses symbolic execution and heuristics to automatically detect Honeypot fraud. They conducted a large-scale analysis of more than 2 million smart contracts, identifying 690 Honeypot contracts and 240 victims. In 2019, Chen et al. [14] revealed the market manipulation phenomenon of digital currency through mining the trading network of digital currency exchange. They took the trading history of the Mt. Gox Bitcoin Exchange as a sample, divided it into three categories according to the characteristics of the accounts and constructed the trading history into three diagrams. On this basis, they identified the basic network with high correlation with price fluctuation through matrix singular value decomposition (SVD) and further found a large number of market manipulation patterns. In the same year, they [15] used an improved Apriori algorithm to detect users in the digital currency market who might be involved in a pump and dump scam. After analyzing the trading history of Mt. Gox Bitcoin Exchange, they found a large number of users who bought and sold at the same time, as well as abnormal trading behaviors and trading prices associated with them. Further analysis indicated that these users may be involved in the pump and dump scam. In 2019, Yang et al. [16] analyzed the characteristics of Bitcoin transaction data. They used the Gaussian mixture model (GMM) for clustering and detected a known theft event through the analysis of the clustering results. In 2020, Bartoletti et al. [17] systematically studied Ponzi schemes on Ethereum, collected a set of Ponzi schemes, and analyzed them. They examined contracts with specific source code and searched in Google to determine whether a Ponzi scheme had been committed, and they further extended existing collections by searching in blockchain based on bytecode similarity. On this basis, they studied the contract code pattern, trading volume, time behavior, and user characteristics of Ponzi schemes.

The above works have positive effects on reducing the occurrence of abnormal events of digital currency. However, the current studies on the detection of the destructive abnormal type-Bitcoin theft are far from mature and the existing studies involving this issue have the following deficiencies: (1) the features extracted from the user and transaction graphs were relatively simple and (2) unsupervised algorithms were generally used for detection. To improve upon the existing approaches, we extracted specific transaction features according to the characteristics of Bitcoin theft events. Further, we used five supervised methods—the k-nearest neighbor (KNN), support vector machine (SVM), random forest (RF), adaptive boosting (AdaBoost), and multilayer perceptron (MLP) approach—as well as three unsupervised methods—the LOF, OCSVM, and Mahalanobis distance-based algorithm—for detection. To improve the learning effects of these supervised methods, we equalized the imbalanced training data. Experiments showed that the KNN, RF, and AdaBoost algorithms achieved good results on our dataset, with F1 values exceeding 80%. In particular, the RF algorithm achieved recall, precision, and F1 values of 95.9%.

The remainder of this paper is organized as follows. Section 2 reviews the machine learning algorithms used in this study. Section 3 describes the dataset acquisition and feature extraction methods. Section 4 presents the experimental results and analysis. Finally, Section 5 summarizes the paper and provides an outlook for future work.

2. Preliminaries

In this study, we mainly used five supervised learning methods, and we will briefly review these methods in this section. In the comparison experiment, we used three unsupervised learning methods as well, which are not introduced here because they are not the focus of this article.

2.1. KNN. The k-nearest neighbor (KNN) method [18] belongs to instance-based learning. The difference between instance-based learning and model-based learning is that the
formers does not require training or parameter tuning and can be used to make predictions directly.

We assume that the training set is \( D \) and \( k \) is the initial value of the number of the nearest neighbors. There is no convenient way to determine the best value of \( k \) directly, and its best value varies significantly between fields, so we generally set an initial value and adjust it according to the experimental results. For sample \( x_q \) to be classified, \( x_1, \ldots, x_k \) denote the \( k \)-nearest samples in \( D \). \( V = \{ v_1, \ldots, v_s \} \) deonote \( s \) classes, and we obtain the category of \( x_q \):

\[
F(x_q) = \arg \max_{v \in V} \sum_{i=1}^{k} \delta(v, f(x_i)), \quad (1)
\]

where when \( a = b \), \( \delta(a, b) = 1 \); otherwise, \( \delta(a, b) = 0 \).

2.2. SVM. The support vector machine (SVM) method [19] is a type of model-based learning and is one of the most powerful classifiers at present. The basic idea is to divide the data into two parts using a hyperplane, with the closest distance between the hyperplane and data points (we refer to this distance as classification interval in the following text) reaching the maximum value.

We assume that the training set is \( D = \{(x_i, y_i)|i = 1, 2, \ldots, m, x \in \mathbb{R}^n, y \in \{ \pm 1 \}\} \) and that the classification hyperplane is \( \langle w \cdot x \rangle + b = 0 \). To enable the hyperplane to correctly classify all samples, it is necessary to satisfy the following constraints: \( y_i[\langle w \cdot x_i \rangle + b] \geq 1, \quad i = 1, 2, \ldots, m \).

In addition, when the classification interval reaches its maximum, the closest distances between the hyperplane and the data points on both sides are equal. In this case, the interval can be expressed as \( 2/\|w\| \). Therefore, the problem of constructing an optimal hyperplane is transformed into the optimization problem \( \min \|w\|^2/2 \) under the above constraints.

In the case of linear separability, the optimal weight vector \( w^* \) and optimal bias \( b^* \) can be solved by using the Lagrange function and dual method, and then the optimal classification hyperplane \( \langle w^* \cdot x \rangle + b^* = 0 \) can be obtained.

In the case of linear inseparability, the main idea of the SVM algorithm is to map the input vector \( x \) to a high-dimensional eigenvector space and to construct the optimal classification plane in the eigenspace. \( x \) is mapped from the input space \( \mathbb{R}^n \) to the eigenspace \( H \) using map \( \phi \), and we obtain

\[
x \rightarrow \phi(x) = (\phi_1(x), \phi_2(x), \ldots, \phi_l(x))^T. \quad (2)
\]

Replacing \( x \) with the eigenvector \( \phi(x) \), similar to the linear separability case, we can obtain the optimal weight vector \( w^{**} \) and optimal bias \( b^{**} \) and then the optimal classification hyperplane \( \langle w^{**} \cdot \phi(x) \rangle + b^{**} = 0 \) in the high-dimensional feature vector space can be determined.

2.3. RF. The random forest (RF) method [20] is a representative integrated learning method. The basic idea of an integrated learning method is to train multiple weak classifiers and to combine them into one strong classifier.

With the bootstrap method, \( k \) different new training sets are constructed from the original training set, and each new training set is used to train a decision tree separately. Utilizing different training sets can increase the difference between classification models, improving the generalization ability of the combined classification model. After \( k \) rounds of training, a classification model sequence \( \{h_1(X), h_2(X), \ldots, h_k(X)\} \) is obtained and used to form a multi-classification model system, which utilizes simple majority voting to obtain the final classification results. The final classification result is

\[
H(x) = \arg \max_{y} \sum_{i=1}^{k} I(h_i(x) = Y), \quad (3)
\]

where \( H(x) \) is the combinatorial classification model, \( h_i \) is a single decision tree classification model, \( Y \) is the output category, and \( I(\cdot) \) is a schematic function.

2.4. AdaBoost. The adaptive boosting (AdaBoost) [21] approach is an improvement on the boosting algorithm, which is an integrated learning method. In contrast to the RF method, in which the weak classifiers are independent of each other, the weak classifiers in the AdaBoost approach are not independent of each other, and the sample weight of the new classifier is adjusted according to the results of the preorder classifier.

Given a training set \( D = \{(x_i, y_i)|i = 1, 2, \ldots, m, \quad x \in \mathbb{R}^n, \quad y \in \{ \pm 1 \}\} \), in the first round of training, the training set is assigned to be evenly distributed (that is, each training sample has the same weight), and a weak classifier is trained on it. Then, the training set is updated according to the training results (the weights of misclassified samples are increased), and the new training set is used for training again. After \( k \) rounds of training, the classification model sequence \( \{h_1(X), h_2(X), \ldots, h_k(X)\} \) is finally obtained. Each classifier has a certain weight, and the final classification model is obtained by voting with the weights:

\[
H(x) = \arg \max_{y} \sum_{i=1}^{k} \alpha_i I(h_i(x) = Y), \quad (4)
\]

where \( \alpha_i \) is the weight of classifier \( h_i(X) \).

2.5. MLP. The multilayer perceptron (MLP) [22], developed from the single-layer perceptron that cannot solve nonlinear classification problems, is the basic theory of neural network/deep learning. The basic purpose of a perceptron is to simulate biological neurons. This method sums each input in a weighted manner and converts the inputs using an activation function to obtain output results, which can be used for classification problems.

The single-layer perceptron is the simplest type of neural network, with only input and output layers, which means that only one round of weighted summation and transformation is implemented. The MLP includes hidden layers as well, thereby realizing multiple rounds and making it more powerful. Figure 1 shows the basic structure of the
MLP. Each layer contains a number of nodes. $\omega_{ij}$, $\omega_{jk}$, and $\omega_{kl}$ are the connection weights between layers; $b_j$, $b_k$, and $b_l$ are the biases of the layers; and $z_j$, $z_k$, and $z_l$ are the sums of the inputs and biases. Further, $y_j$, $y_k$, and $y_l$ are the outputs of the sigmoid function ($z_j$, $z_k$, and $z_l$ are the inputs), which is the predicted category in the classification problem. The weights of the connections are the parameters to be trained, which are adjusted by backpropagation.

### 3. Data Acquisition and Feature Extraction

This section describes the Bitcoin transaction dataset and the extraction of the transaction characteristics.

#### 3.1. Dataset Description

We used the Bitcoin transaction dataset published by Harrigan (https://anonymity-in-bitcoinblogspot.com/2011/09/). The dataset depicts Bitcoin transaction data using three directed graphs: a transaction graph (including 1,019,486 transaction vertices and 1,558,854 transaction edges), user graph (including 926,615 user vertices and 1,961,636 user edges), and public key graph (including 1,019,486 transaction vertices and 1,558,854 transaction edges), user graph (including 926,615 user vertices and 1,961,636 user edges), and public key graph (including 1,019,486 transaction vertices and 1,961,636 user edges). We mainly used the transaction graph for our experiments.

To use a supervised machine learning algorithm, anomalous transaction data must be flagged. To this end, we searched for reports of Bitcoin theft related to the dataset of Harrigan from the Bitcoin forum website Bitcointalk (https://bitcointalkorg/indexphp?topic=576337). By viewing the reports and querying Blockchain Explorer, we correlated the transactions involved in theft with the transaction dataset of Harrigan. We finally marked 568 transactions in the dataset as theft transactions. Bitcoin theft transaction detection can be regarded as binary classification with unbalanced data, where the amount of abnormal data is usually much smaller than the amount of normal data. Directly using machine learning to categorize unbalanced data will be less effective because of insufficient learning of minority classes. Consequently, oversampling and undersampling are typically used to process training data to improve the learning effect. To address the unevenness of the dataset and to ensure the efficiency of the algorithm, we undersampled the non-theft transactions (i.e., we randomly selected 10,000 of the 1,018,918 non-theft transactions) and merged them with the 568 theft transactions as our experimental data.

#### 3.2. Feature Extraction

Bitcoin theft refers to a hacker stealing the private key of a Bitcoin user and transferring Bitcoin from the address of the user through the Internet or by other means. Our analyses and assumptions regarding Bitcoin theft (as well as the feature extraction process) are as follows. In the case of Bitcoin theft, after the hacker steals Bitcoin from the victim, the hacker usually transfers the Bitcoin out as soon as possible to avoid the account from being frozen. Therefore, the waiting time interval from a transaction’s creation to the spending of the maximum output of the transaction is taken as the time interval feature. Because the transaction adjacent to a theft transaction is likely to be a theft transaction as well, we extracted the mean and maximum of the time interval feature of the input transactions and the output transactions as neighbor features. In theft activity, the hacker usually transfers Bitcoin efficiently by using a relatively large total amount and centralized transaction outputs. Therefore, we extracted the total transaction amount and variance of the transaction output as features. In addition, we extracted the number of decimal places of the maximum output, input transactions quantity, and output transactions quantity as the digit, in-degree, and out-degree features, respectively. Table 1 summarizes the features we extracted and their definitions.

### 4. Experimental Results and Discussion

#### 4.1. Experimental Results

We extracted nine features from the collected historical Bitcoin transaction data, standardized the features, and divided the training and test sets in a ratio of 7:3. We then experimented with eight machine learning methods from the sklearn library of Python. The abnormal data proportion parameter of the three supervised methods was set as 0.05, and the rest of the parameters were set as default values. For the five supervised methods, parameters are all set as default values.

Unlike the commonly used metric error rate in classification problems, due to the particularity of anomaly detection problems, we used the recall, precision, and F1 score as the main evaluation metrics in the experiment. These metrics are defined as follows (the meanings of TP, TN, FP, and FN are as usually defined in machine learning theory):

- **Recall**: $TP/(TP+FN)$
- **Precision**: $TP/(TP + FP)$
- **F1**: $(\text{recall} \times \text{precision})/(\text{recall} + \text{precision})$

To verify the effectiveness of this method, three groups of experiments were designed. First, the effectiveness of the supervised methods compared with the unsupervised methods was verified using three features. Then, the effectiveness of the supervised methods compared with the...
unsupervised methods was verified using nine features, and the effectiveness of designed nine features was illustrated. Finally, the effectiveness of oversampling the training set to improve the detection results was verified. We refer to the above three groups of experiments as experiments A, B, and C, respectively, and Table 2 summaries the results of them.

In the first set of experiments, we utilized three unsupervised methods—the LOF, Mahalanobis distance-based method, and OCSVM algorithm—as well as five supervised methods—the KNN, RF, AdaBoost, SVM, and MLP approach—on three features—the indegree, outdegree, and total amount—which are described in the literature [8, 9]. The recall and precision are close to zero for all three unsupervised methods, with LOF being slightly superior. As LOF is suitable for detecting relatively isolated points locally and the other two methods are suitable for detecting points at the edge of the whole, this indicates that abnormal data points tend to be distributed within the whole data set. Among the supervised methods, the KNN, RF, and AdaBoost approaches achieved recall and precision values of approximately 60%, which are significantly improved compared to those of the unsupervised methods. The highest $F_1$ value in this set of experiments is that of the KNN algorithm, which is 60.4%.

In the second set of experiments, we utilized the eight methods from the first set of experiments with nine features (expanded features). Among the unsupervised methods, the recall and precision of the LOF approach and the Mahalanobis distance-based method are improved, but both indicators are still less than 20%. As to the supervised methods, the recall and precision of the KNN algorithm are both over 80%, and these indicators exceed 90% for the RF and AdaBoost methods. Meanwhile, the recall and precision of SVM and MLP are still zero. The highest $F_1$ value in this set of experiments is that of the RF approach, which is 95.2%.

In the third set of experiments, we performed the synthetic minority oversampling technique (SMOTE) [23] on the minority class in the training set and utilized all five supervised methods on nine features. The recall of the KNN approach is more than 90% and those of the RF and AdaBoost methods are more than 95%, but the precision of these three methods decreased significantly. The recall of SVM and MLP is more than 90%, but the precision is less than 60%, which is significantly lower than the other three methods. The highest $F_1$ value in this set of experiments is that of the RF approach, which is 95.9%.

On the left-side figure of Figure 2, we show the distribution of the test set itself. The red points represent the abnormal transactions, and the blue points represent the normal transactions. As most transactions are in the lower left corner, we enlarged the local area in the lower left, as we did in Figures 3 and 4. In the left and right enlarged graphs of Figure 3, we present the classification results of the test set using the KNN method, RF method, and AdaBoost method before and after equalization, respectively. It can be seen that the classification results of the three methods before and after equalization are quite close to the distribution of the test set itself. For KNN and AdaBoost, equalization may make more normal points be classified as anomalies. In the left and right enlarged graphs of Figure 4, we show the classification results of the test set using the SVM method and MLP method before and after equalization, respectively. Compared with the distribution of the test set itself, we can see that the effect of the two methods has been significantly improved after equalization.

4.2. Discussion. In the past, research on the detection of Bitcoin theft was relatively rare, and the detection effect of Bitcoin theft in the existing literature was not ideal. The methods they use are mostly unsupervised methods, and the extracted features are relatively simple. In view of the fact that some Bitcoin thefts have been reported, we used this information to label the data and accordingly utilized five supervised methods. The recall and precision of the three supervised methods, KNN, RF, and AdaBoost, are significantly improved compared to those of the unsupervised methods, when both three and nine features are used. This finding explains to some extent the advantages of using supervised algorithms. The other two supervised methods, SVM and MLP, have zero recall with both three and nine features. There are two possible reasons for this behavior: (1) severe dataset imbalance can skew the

| Feature name             | Definition                                                                 |
|--------------------------|---------------------------------------------------------------------------|
| Time interval            | Wait time for the maximum output of a transaction to be spent              |
| Variance of transaction output | Variance of all the output amounts of the transaction                      |
| Number of decimal digits | Number of digits after the decimal point of the maximum transaction output amount |
| Mean time interval of input transactions | Average of the time intervals of all input transactions                  |
| Mean time intervals of output transactions | Average of the time intervals of all output transactions                  |
| Maximum time interval of output transactions | Maximum value of the time intervals of all output transactions          |
| Outdegree                | Number of output transactions                                             |
| Indegree                 | Number of input transactions                                              |
| Total amount             | Total value of a transaction                                              |
decision boundaries more toward the minority class and (2) the feature we designed still has a low ability to distinguish between abnormal data and nonabnormal data.

To distinguish between theft and nontheft transactions more effectively, we expanded upon the features used in previous studies [8, 9] to obtain nine features. According to the above results, two of the three unsupervised detection methods exhibit improved detection capabilities with our extended features, and the improvement effect of the OCSVM method is more obvious. Meanwhile, the recall and precision of three of the five supervised methods are significantly improved by using our extended nine features compared to those resulting from using the original three features. This finding shows the effectiveness of the features we designed for supervised methods; that is, it demonstrates that these features can highlight theft transactions to a certain extent.

As dataset imbalance will lead to poor classification of minority classes, we adopted the SMOTE method to equalize the training set. In Table 3, we highlight the changes of metrics of five supervised methods before and after equalization. B, C, and RC represent the second group of experiments, the third group of experiments, and the rate of change (in percentage terms) of the three main metrics, respectively. Equalization significantly improved the recall of all five supervised methods, especially that of the SVM and MLP methods, which increased from zero to more than 90%. Simultaneously, there is a certain decline in

![Figure 2: Distribution of test set (global and local).](image-url)
precision, less than 20%, for KNN, RF, and AdaBoost. The best performing method is the RF approach. Both before and after oversampling, $F_1$ is the highest for the RF approach among the five methods, and this value is improved by equalization. The negative effect of the decrease in precision is smaller than the positive effect of the increase in recall. As shown in Figure 5, after oversampling, FN decreases by 6 and FP increases by 4. Because the cost of FN is greater than that of FP, the total cost will drop. In terms of cost and $F_1$, equalization is effective for the RF approach. From the perspective of recall, equalization is effective for all five supervised methods.

Figure 3: Classification results of test set before and after training set oversampling (KNN, RF, and AdaBoost).
Table 3: Effectiveness of test set classification before and after training set oversampling.

|        | Recall (%) | Precision (%) | F1 (%) |
|--------|------------|---------------|--------|
|        | B          | C             | RC     | B          | C             | RC     |
| KNN    | 84.8       | 92.4          | 8.9    | 87.4       | 72.2          | -17.3  | 86.1   | 81.1   | -5.8   |
| SVM    | 0.0        | 90.1          | —      | 0.0        | 9.0           | —      | 0.0    | 16.3   | —      |
| RF     | 92.4       | 95.9          | 3.7    | 98.1       | 95.9          | -2.2   | 95.2   | 95.9   | 0.7    |
| AdaBoost | 93.6      | 97.0          | 3.6    | 94.7       | 82.6          | -12.7  | 94.1   | 89.3   | -5.1   |
| MLP    | 0.0        | 93.0          | —      | 0.0        | 57.9          | —      | 0.0    | 71.4   | —      |

Figure 4: Classification results of test set before and after training set oversampling (SVM and MLP).

Figure 5: Confusion matrices of the RF method before and after training set oversampling.
5. Conclusions and Future Studies

In this study, we focused on the detection of Bitcoin theft transactions using supervised machine learning methods. We collected historical Bitcoin transaction data and extracted nine features based on the characteristics of theft transactions. We used five supervised methods—the KNN, SVM, RF, AdaBoost, and MLP methods—to classify the features. The experimental results showed that the RF, AdaBoost, and KNN algorithms have better classification abilities than the other approaches, with F1 values of 95.2%, 94.1%, and 86.1%, respectively. Further, we performed oversampling to equalize the unbalanced training set. The experiments showed that the recall was further improved by equalization. Among the investigated approaches, the RF method exhibited the best classification performance, with its F1 value reaching 95.9%.

Our next research directions include two aspects: (1) extracting more targeted features for theft transactions and combining multiple machine learning algorithms to improve the detection results and (2) using homomorphic encryption algorithms to encrypt features to achieve theft transaction detection with privacy protection.
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