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Abstract: Over the few years the world has seen a surge in fake news and some people are even calling it an epidemic. Misleading false articles are sold as news items over social media, whatsapp etc where no proper barrier is set to check the authenticity of posts. And not only articles but news items also contain images which are doctored to mislead the public or cause sabotage. Hence a proper barrier to check for authenticity of images related to news items is absolutely necessary. And hence classification of images related to news items on the basis of authenticity is imminent. This paper discusses the possibilities of identifying fake images using machine learning techniques. This is an introduction into fake news detection using the latest evolving neural network models.
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I. INTRODUCTION

Computer Vision (CV) or popularly known as CV is a field of study that allows a computer to see and visualize digital media such as image and video and understand the content in the media element. Many applications such as object detection, object classification, object recognition etc use computer vision to train the computer to recognize the object, text, person in the provided image or video. Humans receive visual signals from the immediate surrounding and process those signals in their visual cortex. This data is vivid and large and contains various distinct objects and scenes to help identify the specific image and those identities are stored in our memory. Image recognition in computer vision does something similar by perceiving it as a set of vectors or as rasters. Raster images are sets of pixels with discrete numerical values for colors while vector images are sets of color annotated polygons as shown in figure (1).

The history of image recognition can be traced back to experiments by Hubel and Weisel in 1959, 1962 and 1968, where they observed that different cells of the brain of a cat were responsive to different types of visual stimuli. In 1980, a network architecture was first introduced by the name of Neurocogniton by Fukushima, which contained the idea of simple and complex cells by the results of Hubel and Weisel. In this model alternating layers referring to simple and complex cells were present. The layers referring to simple cells had modifiable parameters whereas the layers referring to complex cells performed pooling. In 1998, Yann LeCun first showed the example of applying backpropagation and Gradient based learning to train Convolutional Neural Network that did quite well on document recognition. This work was widely used in recognition of zip codes in the postal service. But beyond that it wasn’t able to scale to more complex data as digits were fairly simple and were of a limited set. In 2012, the first strong results in image recognition were obtained in 2012 by Alex Kirzhevsky by the introduction of Alexnet. Since then CNNs are widely used from self driving cars to medical imaging. Resnets and Densenets are some of the current popular evolved forms of CNNs. This paper discusses the possibilities of application of Convolutional Neural Networks in detecting doctored images used for fake news circulation.

This paper hence discusses the possibilities of detecting doctored images using Resnets and Densenets by classification of memes from news. Since to create a meme, people usually photoshop a single or multiple images, it can be said that all memes have this feature that they are all photoshopped. And also most of the doctored images used for propagating fake news also has the same feature therefore a model trained on a dataset of news and a dataset of memes basically classifies a doctored image to a non doctored one. Before going further it is necessary to discuss what Convolutional Neural Networks really are. From the name itself the word, convolution which is a mathematical linear operation, is applied to the layers of a neural network instead of simple matrix multiplication. Each layer has a specific filter which is used for feature extraction. And these extracted features are then used to predict the images whether it matches the trained ones. The number of layers is denoted as the depth of the network and more the number of layers in a CNN, the better it can be trained and the more efficient it can predict. But with depth comes the challenge to train. A team of Microsoft researchers proposed a residual learning framework which eases the training process and also using this residual learning framework, relatively deeper networks can be trained.
Similarly using DenseNets (Densely Connected Networks) relatively deeper networks can be trained which uses the concept of using shorter connections in the layers close to the input and output and also the concept of connecting each layer to every other layer in a feed forward fashion. In standard CNNs each layer receives input from it’s previous layer and in the output layer generates the features. In figure (2) a plain feed forward neural network’s connectivity is shown.

![Fig 2. Plain Neural Network.](image)

In the ResNet (Residual Networks) model, the connectivity has layer skips in between as shown in figure (3). The ResNet model also shows the presence of identity mappings promoting gradient propagation.

![Fig 3. Connectivity in ResNet.](image)

In DenseNets, the connectivity between the different layers is called dense connectivity and there may be several parallel skips in between the layers as shown in figure (4) where the layers can be skipped during the feed forward process. In this type of connectivity, every single layer receives input from all of its preceding layers.

![Fig 4. Connectivity in DenseNets.](image)

In the Dense connectivity, the input from the preceding layers is combined with channel wise concatenation. This also results in better gradient flow as the error signal will flow to all the layers including the starting layer. As in traditional CNNs for N layers, there are N connections present while in Densely Connected Neural Networks (DenseNets), the number of connections for N layers is \((N+1)N/2\).

In this paper, two datasets, one being a dataset of memes and the other being a dataset of news items are used and stored to form the dataset. After scraping for image URLs, the images are individually downloaded and stored to form the dataset. For detection of fake news, it consists of 128000 short statements along with links to source documents in each case.

II. LITERATURE SURVEY

Krizhevsky et al. [4] laid the foundation work for the modern day image recognition and analysis. The architecture discussed in this paper consisted of eight layers, out of which five are convolutional layers and three of them are fully connected layers. It also supports the following characteristics of "Rectified Linear Unit (ReLU) non linearity", "Multiple GPUs" and overlap- ping pooling. This model won the 2012 "ImageNet Competition" with a top 5 error rate of 15.3.

He et al. [2] discusses an architecture which is more of an extension of the previously dis-cussed alexnet. At first it showed that depth always doesn’t necessarily do a better job in training and that a threshold of depth is present. It has a fundamental building block called identity where a previous layer is added to a future layer in a process called additive merging which results in better learning of the residuals.

Concatenation is the property used in DenseNets. To improve information flow between layers, direct connections from one layer to all subsequent layers are introduced. Consequently, onelayer’s preceding layers send it its respective features-maps.

The problem addressed here by Badrinarayanan et al. [1] is pixel wise segmentation of images through labelling. The Segnet architecture consists of an encoder and decoder pair which create feature maps for classification. The advantages of this architecture are that it showed improved boundary delineation and lesser number of parameters.

Here Jégou et al. [3] discusses a Fully Convolutional DenseNet used for Semantic Segmentation. Deep Neural Networks often have to deal with the problem of gradient vanishing. Jégou et al. [3] discusses gradient vanishing problem’s effects and affects on a dense deep neural network and also discusses normalization techniques to compensate the loss.

Simonyan and Zisserman [6] discuss that CNN’s which are primarily used for image detection are further altered and evolved by increasing the depth. This can be done by adding very small (3x3) convolutional filters.

Wang [7]’s paper presents a publicly available dataset called “liar” which can be used to train machine learning models for detection of fake news. It consists of 128000 short statements along with links to source documents in each case.

III. IMPLEMENTATION

If To detect images correctly it is needed to train the machine learning model with a large amount of data. This leads to the first obstacle of collecting a large amount of images from the websites to train the CNN model. To tackle this, a twitter based web scraper is used. The scraper obtains the tweets from credible news accounts like BBC news, CNN (Cable News Network) news and India News and filters through the tweet to get the URL for the related news article for that tweet. After obtaining the link, the webpage is parsed into a HTML format and the image URLs are extracted from it using regular expressions. After obtaining the image URLs, the images are individually downloaded and stored to form the dataset. After scraping for images, we end up with a total of 1000 images for training and 200 images for testing and validation.
Most images that are circulated for spreading fake news are circulated as memes. It can also be said that all memes are not fake news circulating images but the vice versa can be considered true. Hence a dataset of memes was collected by the use of a reddit scraper which scraped memes of a particular subreddits in reddit.

The training and testing data are separated into two classes ['News', 'Memes'] to segregate the data. These images are preprocessed and transformed to train the model. The Images are normalized and resized to meet the resolution (224*224) required for the dense net and resnet network. The data is also rotated and center cropped to remove unnecessary noise from the images.

**Fig 4. The dataset**

Figure (4) shows the dataset where 1000 images of news related images and 1000 images of comics or memes are taken as training data and with a batch size of 64 while the test data consists of 200 images of the same classes with a batch size of 32 for a smaller pool of data.

A pretrained model of ResNet-152, ResNet-50 and DenseNet-121 are used so that it contains weights and features of the similar dataset that can be transferred to train the given dataset without using much computational resource and time. At the end of each CNN model, we add our own linear layer with a Rectified Linear activation function followed by a dropout layer and the outputs are passed through a LogSoftmax function to plot the output in a range of [0-1].

\[
\phi(z;\theta) = \frac{e^{z_i}}{\sum_{i=1}^{K} e^{z_i}} \quad \phi(z;\theta) = 1.. \quad \phi(z;\theta) = (\phi(1..))e^{\phi(z;\theta)} (1)
\]

Equation (1) shows the softmax function where the standard exponential function is applied to all input vectors z for inputs upto K and this is divided by the sum of all exponential input vectors to normalize the output so that the sum of the components equate to 1.

\[
\phi(z;\theta) = \frac{1}{K} \phi(z;\theta) = 1.. \quad \phi(z;\theta) = (\phi(1..))e^{\phi(z;\theta)} (2)
\]

Equation (2) derives from equation (1) where the Log of the softmax function is used to get the output. This improves the numerical performance of the code and optimizes the gradients. The log softmax function heavily penalizes the network if the output is incorrect hence updating the weights and biases more aggressively.

The ResNet model gives 2048 outputs from the convolutional layers and those outputs are passed through the Linear layers while the DenseNet model gives 1024 outputs from it’s convolutional to be passed through the Linear layer. All the models are given 3 Linear layers and the first two layers are followed by a ReLU[15] activation function and a dropout layer with a dropout probability of 20%. The last Linear layer is followed by a LogSoftmax activation function to plot the predictions between [0-1].

The ResNet has 3 linear layers following the convolutional layers and in-between these layers are ReLU activation functions and a dropout layer of probability 0.2 to turn off random nodes during the training process so as to not overfit the model. The first linear layer has 2048 inputs from the convolutional layers and the 2048 inputs are forwarded to 1024 nodes in the next linear layer. Before the next linear layer, the input passes through the ReLU activation function and a dropout layer to normalize the input for the next layer. Similarly the next linear layer has 1024 inputs and outputs 256 inputs for the next layer which is again followed by a ReLU activation function and a dropout layer. The last linear layer takes in 256 inputs and gives 2 outputs for the two classes in which the dataset is arranged. The final output is passed through a log softmax function where the output is normalized and the wrong predictions are heavily penalized.

Similarly for the DenseNet model, 3 linear layers are added with ReLU activation functions and dropout layers in between those layers which is followed by the log softmax function to normalize the final output. The first linear layer takes in 1024 inputs from the convolutional layers and produces 512 outputs for the next layer. This is followed by the ReLU activation function and a dropout layer with a probability of 0.2. The next linear layer takes in 512 inputs and produces 256 outputs for the next linear layer followed by a similar ReLU activation function and a dropout layer. The last linear layer takes in 256 inputs and produces 2 outputs for the 2 classes in the data set and these outputs are passed through the log softmax function to normalize the output and penalize the model heavily for wrong outputs.

The ReLU (Rectified Linear Unit) activation function used takes the input from the layer and outputs the input if the input is greater than 0 or outputs 0 if the input is less than 0. The ReLU activation function is used in this paper because it overcomes the vanishing gradient problem faced when training a network. The vanishing gradient problem is the one where a deep neural network or a recurrent neural network cannot produce useful gradient information from the output of the layers to feed to the next layer as input. This is solved by using the ReLU activation function which is used in this paper. The ReLU activation function also allows models to train faster and better because of the simplicity of the activation function.

The ResNet or Residual Neural Network used in this paper is based on the construct of the pyramidal neurons in the cerebral cortex region of the brain where the network can skip layers and has ReLU activation and batch normalization in between layers. For a single skip, the layers may be numbered as L-2 to L or L+2 to L. The two forms of indexing are convenient to describe a forward skip or a backward skip. As a signal flows forward through the network it is easier to describe the skip as L+K from a given layer, but as a learning rule (back propagation) it is easier to describe which activation layer you reuse as L-K, where K-1 is the skip number. The ResNet-152 is a 152 layer network consisting of CNN layers and Linear layers while the ResNet-50 consists of 50 layers.
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Figure (5) shows the ResNet-152 architecture which has 1 convolutional layer with a (7x7) kernel and stride 2, a pooling layer of filter size (3x3) and stride 2, a 2nd convolutional layer with 3 (3x3) kernels, a 3rd convolutional layer with 8 (3x3) kernels, a 4th convolutional layer with 36 (3x3) kernels and a final convolutional layer with 3 (3x3) kernels and it outputs a feature set containing 2048 outputs.

This is passed on to the Linear layer which is given above and the output is passed through the log softmax activation function. The ResNet-50 has a similar architecture but with 4 (3x3) kernels in the 3rd convolutional layer and 6 (3x3) kernels in the 4th layer. This also outputs a feature set containing 2048 outputs.

The DenseNet or Densely Connected Neural Networks are similar to ResNets with the exceptions that it does several parallel skips of the layers during training.

In equation (3) the negative log of the input y is calculated to give L(y) where y is the to be a tensor of size either (minibatch, C) or (minibatch, C, d1, d2,...,dk) with K1 for K-dimensional cases and the target or the output will be a value N where each value is output[i]-1 or N, d1, d2,...,dk with K1 in case of K dimensional outputs. The log probabilities can be obtained by adding the Log Softmax function (2) to the model. The loss is calculated as in equation (4) and (5).
These four stances denote whether a heading agrees with a particular paragraph, or that the body and the headline are unrelated, that it is discussable, or that the body disagrees with the headline respectively. One dataset contains the body of the text with a respective body ID. The other dataset contains a body element and with it its stance. So with the help of these two datasets together a machine learning model can be trained which recognizes if a certain paragraph or a text content about a headline, either agrees with the headline, gives a neutral comment or does it disagree with the headline. The final output of the model determines whether the given text given is true or false.

The models are deployed in a browser where the person inputs an image file and the browser gives the result whether the image itself is a news and also, if the text is given, checks for the legitimacy of the text.

IV. RESULT AND DISCUSSION

The ResNet-152 model was used for the final detection because it had an accuracy of over 90 percent on the testing dataset and hence gave optimal outputs upon entering various images.

Upon inputting an image of Donald Trump as shown in figure (7), we can find that the picture is classified as a meme because of the various image adaptations of Donald Trump being used to make parodies of him while the textual data confirms it’s legitimacy.

Fig 7. Donald Trump on Hussein.

The result page shows the prediction made by the image prediction model and the text prediction model.

Fig 8. The result

Figure (8) shows a demo of the final result and outputs the following: “This image appears to be a meme”.

V. CONCLUSION

This paper was a study to detect doctored images relevant to news items through a modern evolved neural network which can handle classification problems with relatively higher features.
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