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1. Introduction

Testing for an unknown mean, say $\theta$, of a multivariate distribution is a classic statistical problem. It is common to assume that the underlying population distribution is normal. In this introductory section, let us focus on such a “normal” case: at that, let us also assume that the population correlation matrix is the identity matrix $I_d$.

Suppose that one is to test a simple null hypothesis, $H_0: \theta = \theta_0$, versus the complementary alternative $H_1: \theta \neq \theta_0$, where $\theta_0$ is a given vector in $\mathbb{R}^d$. Without loss of generality, $\theta_0 = 0$, the zero vector. Even when the dimension $d$ is 1, it is well known and easy to see that there is no uniformly most powerful test.

A common way to deal with this problem is to consider the likelihood ratio test (LRT) as a surrogate of the most powerful Neyman-Pearson test for two simple hypotheses; the LRT will reject $H_0$ if the Euclidean norm $\|\tilde{X}\|$ of the sample mean $\tilde{X}$ is greater than a critical value $c$. It is easy to see that the LRT will be uniformly most powerful among all spherically invariant tests (that is, among all the tests invariant with respect to the group $O_d$ of all orthogonal linear transformations of $\mathbb{R}^d$); indeed, using the well-known representation of the non-central $\chi^2$ distribution as a mixture of central ones, with greater numbers of degrees of freedom, one can immediately verify the monotonicity of the ratio of the density of $\|\tilde{X}\|$ for any given $\theta \neq 0$ to that density for $\theta = 0$. 
Clearly, spherical invariance is a very strong restriction on the test, as it takes all the directions in \( \mathbb{R}^d \) as equally important or as equally unknown. In many situations, typically when the dimension \( d \) is large, the unknown mean vector \( \theta \) may have only comparatively few large, dominant (in absolute value) coordinates \( \theta_j \). For example, in a Fourier basis only a few coordinates may be of significance; in other words, only a few harmonics in a Fourier decomposition of the unknown “signal” \( \theta \) may have significantly large amplitudes. So, one may want to consider tests which perform especially well for “un-equalized” directions of the vector \( \theta \), with comparatively few dominant \( |\theta_j| \)'s – as opposed to “equalized” directions, with all \( |\theta_j| \)'s more or less of the same order of magnitude.

When it is not known which few of the many coordinates \( \theta_j \) are dominant, one may try to approximate the multivariate testing problem by one of a much smaller dimension. Otherwise, when it is known which ones of the \( \theta_j \)'s may be dominant, one may want to consider tests that are invariant with respect to groups much smaller than the orthogonal group \( O_d \); cf. e.g. [2] and references therein. One such natural group is the one generated by all permutations of the coordinates \( \theta_j \) and the \( d \) reflections \( \theta_j \mapsto -\theta_j \), changing just the sign of one of the coordinates of \( \theta \) while leaving the other coordinates intact; let us denote this group of transformations by \( G_d \); clearly, it is a subgroup of \( O_d \).

A natural family of \( G_d \)-invariant tests, depending on the parameter \( p \), consists of the tests that reject \( H_0 \) when the (absolute) \( p \)-mean \( |X|_p \) of \( X \) exceeds a critical value \( c \), where the \( p \)-mean of a vector \( \theta \) is defined as \( \left( \frac{1}{d} \sum_{j=1}^{d} |\theta_j|^p \right)^{1/p} \). For \( p = 2 \), the \( p \)-mean test is equivalent to the mentioned LRT. This definition of the \( p \)-mean of a vector can be extended by continuity to all \( p \in [-\infty, \infty] \), so that \( |\theta|_{-\infty} = \min_j |\theta_j| \), \( |\theta|_0 = \prod_j |\theta_j|^{1/d} \) (the geometric mean of the \( |\theta_j| \)'s), and \( |\theta|_{\infty} = \max_j |\theta_j| \).

In this paper, we shall consider asymptotic efficiency of the \( p \)-mean tests and, in particular, the Pitman asymptotic relative efficiency, \( \text{ARE}_{p,2} \), of the \( p \)-mean test relative to the LRT, that is, relative to the 2-mean test; the value of \( \text{ARE}_{p,2} \) depends on the prescribed (possibly asymptotic) values, \( \alpha \) and \( \beta \) (\( 0 < \alpha < \beta < 1 \)), of the power function at the null value \( \theta = 0 \) and at the alternative value of \( \theta \), respectively. Clearly, \( \text{ARE}_{p,2} \) may also depend on the direction of the alternative vector \( \theta \); so, on most occasions we shall write \( \text{ARE}_{p,2,u} \) in place of \( \text{ARE}_{p,2} \), where \( u \) is the \( 2 \)-unit vector in the direction of \( \theta \). It is also clear that \( \text{ARE}_{p,2,u} \) is \( G_p \)-invariant, that is, \( \text{ARE}_{p,2,u} \) is invariant with respect to all permutations of the coordinates \( u_j \) of \( u \) as well as to all sign changes of the \( u_j \)'s.

A further and much less trivial property of \( \text{ARE}_{p,2,u} \) is what we shall refer to as the Schur\(^2\)-convexity/concavity; namely, \( \text{ARE}_{p,2,u} \) is Schur-convex in \( (u^2_1, \ldots, u^2_p) \) for each \( p \in [2, \infty] \) and Schur-concave in \( (u^2_1, \ldots, u^2_p) \) for each \( p \in [-\infty, 2) \); see [11] and Theorem 2.12 in the present paper. Informally, the Schur\(^2\)-convexity/concavity means that, for each \( p \in [2, \infty] \), the more “unequalized” vector \( u \) one takes the greater \( \text{ARE}_{p,2,u} \) is; and for each \( p \in [-\infty, 2) \) this relation is reversed. Therefore, for each \( p \in [-\infty, \infty] \), the value of \( \text{ARE}_{p,2,u} \) for any \( 2 \)-unit vector \( u \) lies between the values of \( \text{ARE}_{p,2,u} \) for the “completely
equalized” $\mathbf{1} \cdot \mathbf{u}$ 2-unit vector $\mathbf{1} := (1, \ldots, 1) \in \mathbb{R}^d$ and that for the “maximally unequalized” $\mathbf{1} \cdot \mathbf{u}$ 2-unit vector $\sqrt{d} \mathbf{e}_1$, where $\mathbf{e}_1 := (1, 0, \ldots, 0) \in \mathbb{R}^d$.

Of course, for $d = 1$ the $p$-mean is the same for all values of $p$. So, the least nontrivial dimension is $d = 2$, in which case the possible values of $\text{ARE}_{p,2,u}$ for $\alpha = 0.05$ and $\beta = 0.95$ are shown in the left half of Figure[1]
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**Fig 1.** On the left: the values of $\text{ARE}_{p,2,u}$ for $d = 2$, $\alpha = 0.05$, $\beta = 0.95$; on the right: the values of $\text{ARE}_{p,2,u}$ for $d \to \infty$; the horizontal and vertical scales here are nonlinear, with points $(p, \text{ARE}_{p,2,u})$ represented by points $\psi(p/4, \psi(\text{ARE}_{p,2,u}))$ (shaded), where $\psi(x) := 2x/(2|x| + 3)$, so that $\psi(x)$ increases from $-1$ to $0$ as $x$ increases from $-\infty$ to $0$ to $\infty$. The values of $\text{ARE}_{p,2,u}$ for the “completely equalized” directions $\mathbf{u}$ are represented by the red curve; for the “maximally unequalized” $\mathbf{u}$, by the blue curve for $d = 2$ and by the two horizontal blue lines for $d \to \infty$.

Note that for $d = 2$ and any given nonzero vector $\mathbf{u} \in \mathbb{R}^2$ one has $\text{ARE}_{\infty,2,u} = \text{ARE}_{1,2,\psi/\pi,u}$, where $\psi = \pi/4$ is the operator of rotation through the angle $\pi/4$; this follows because $B_1^2 = \sqrt{2} \psi/\pi B_2^2$, where $B_2^2$ stands for the $\mathbf{1} \cdot \mathbf{u}$ 2-unit ball in $\mathbb{R}^2$; however, this symmetry appears to be lost for any $d > 2$. Going back to $d = 2$, one has $\text{ARE}_{1,2,1,1} = \text{ARE}_{\infty,2,\psi/\pi,0} = 1.0317 \ldots$, again for $\alpha = 0.05$ and $\beta = 0.95$. It thus appears that, for such $d, \alpha$, and $\beta$, the $p$-mean test can at best outperform the LRT by about $3.2\%$, which happens for $p = \infty$ and “maximally unequalized” directions as well as for $p = 1$ and “completely equalized” directions.

One may further ask in which directions $\mathbf{u}$ the $p$-mean test outperforms the LRT test, in the sense that $\text{ARE}_{p,2,u} > 1$. It appears (at least for $d = 2$) that for each $\mathbf{u}$ there is some $p$ such that $\text{ARE}_{p,2,u} > 1$. Indeed, the left half of Figure[2] suggests that (again for $d = 2$, $\alpha = 0.05$, and $\beta = 0.95$) in nearly all directions $\mathbf{u}$ either $\text{ARE}_{2,1,2,u} > 1$ or $\text{ARE}_{1,9,2,u} > 1$.

However, at that the improvement in performance is small: $\text{ARE}_{2,1,2,\psi/\pi,0} = 1.00429 \ldots$ and $\text{ARE}_{1,9,2,1,1} = 1.00459 \ldots$. Recall also that the maximum improvement (for $d = 2$, $\alpha = 0.05$, and $\beta = 0.95$, over all directions $\mathbf{u}$ and all $p$) of the $p$-mean tests over the LRT test appears to be less than $3.2\%$.

The matter is quite different for large $d$, as shown in the right half of Figure[1]! As one can see, for each $p \in (-\infty, 2)$ all possible values of $\text{ARE}_{p,2,u}$ (for $d \to \infty$, when the dependence of $\text{ARE}_{p,2,u}$ on $\alpha$ and $\beta$ disappears) are less than 1, for all directions $\mathbf{u}$ of the alternative vector $\theta$: that is, for any $p \in (-\infty, 2)$...
the 2-mean, LRT test is always asymptotically better than the p-mean test. However, for each \( p \in (2, \infty] \) values of \( \text{ARE}_{p,2,u} \) can be arbitrarily large if the vector \( u \) is sufficiently unequalized. For instance, for \( p = 3 \) the possible values of \( \text{ARE}_{p,2,u} \) range from \( \approx 0.96 \) to \( \infty \). This suggests that (say) the 3-mean test should generally be preferred to the 2-mean test – especially, when the direction of the alternative vector \( \theta \) is unknown or, even more so, when the direction of \( \theta \) is known to be far from equalized. One can say that the 3-mean test is much more robust than the LRT with respect to a few large coordinates of an alternative mean vector \( \theta \), while the asymptotic efficiency of the 3-mean test relative to the LRT never falls below \( \approx 96\% \). Theorem 2.14 shows that for each \( p \in (2, \infty] \) there is a “phase transition” phenomenon for \( \text{ARE}_{p,2,u} \) depending on the direction of \( u \); namely, \( \text{ARE}_{p,2,u} \) equals either \( \infty \) or a certain finite positive number \( a_p \) depending on whether the \( p \)-mean \( \|u\|_p \) is much greater or much less than \( d^{(p-2)/(4p)} \); a similar “phase transition” takes place for \( p \in (-\frac{1}{2}, 2) \). As seen from the right panel of Figure 1 another “phase transition”, in \( p \), occurs at \( p = 2 \); it would be interesting to study this latter phenomenon further, letting \( p \) go to 2 while \( d \) tends to \( \infty \).

In contrast with the just discussed behavior of the ARE with fixed \( p, \alpha, \beta \) and \( d \to \infty \), it was shown in [11] that \( \text{ARE}_{p,2,u} \) does not exceed 1 for any fixed \( d, p, u \) when \( \alpha \to 0, \beta \to 1 \) – that is, when both types of error probabilities tend to 0. Thus, it would also be of interest to study the ARE when \( d \to \infty \) and \( \alpha \to 0, \beta \to 1 \).

In this paper, we shall assume that \( d \to \infty \), which represents an interesting case and allows for an informative theory. A simple but key observation is that, say for \( p \in (0, \infty) \), one has \( P_{\theta}(\|X\|_p > c) = P_{\theta}(\sum_{j=1}^{d} |Z_j + \theta_j \sqrt{n}|^p > c^p) \), where the \( Z_j \)'s are independent standard normal random variables (r.v.'s), so that one has to deal with the distribution of the sum \( \sum_{j=1}^{d} |Z_j + \theta_j \sqrt{n}|^p \) of independent r.v.'s \( |Z_j + \theta_j \sqrt{n}|^p \). If, after appropriate re-centering and/or re-scaling, these r.v.'s [12]
are uniformly asymptotically negligible and also satisfy certain other conditions, then, by a well-known theorem, the distribution of the sum $\sum_{j=1}^{d} |Z_j + \theta_j\sqrt{n}|$ can be approximated by an infinitely divisible distribution. Fortunately, it turns out that the just mentioned conditions for such an approximation to hold will be satisfied whenever $c$ and $\theta$ vary (with $d \to \infty$) in such a way that the conditions $P_0 (|X|^p > c) \to \alpha$ and $P_{\theta} (|X|^p > c) \to \beta$ on the power function of the test are fulfilled; the proof of this relies in part on the fact that the probability $P_{\theta u} (|X|^p > c)$ is increasing in $t \geq 0$ for each $u$. Moreover, for $p \in (0, \infty)$ the limit infinitely divisible distribution is simply normal. The cases $p = 0$ and $p \in (-\infty, 0)$ can be treated similarly. However, for each $p \in (-\infty, -\frac{1}{2})$ the limit distribution is, not normal, but a stable distribution with exponent $-\frac{1}{p} \in (0, 2)$. As for the cases $p = \pm \infty$, they are in a sense more elementary, because then the distribution of $|X|^p$ can be easily expressed in terms of the standard normal distribution.

The assumption of normality of the population distribution was made in this introductory section only to simply the discussion. In fact, in the paper we shall consider a more general case of independent identically distributed observations $X_i$; moreover, the results will hold for non-identically distributed observations, as long as one has a convergence to normality, in a certain sense.

The paper is organized as follows. In Section 2 we state the necessary definitions and the main theorems, as well as a number of propositions, which complement the definitions and theorems presented there. In Section 3 we state a number of key propositions, from which the theorems stated in Section 2 follow; these propositions may be of independent interest. The proofs of the propositions stated in Section 3 are deferred to Sections 6 and 7, which are preceded by Section 5 where a number of lemmas are stated, to be used in Sections 6 and 7. Finally, in Section 7 we prove the mentioned lemmas. This natural tree-like structure allows us to present the ideas, big and small, each in its own place. Note also that the propositions in Section 2 complement the definitions and theorems presented there, while the propositions in Section 3 are what these theorems immediately follow from.

2. Statements and discussion of results

2.1. Observation data and hypotheses

For each natural $d$, let $X^{(d)}_1, X^{(d)}_2, \ldots$ be independent identically distributed random vectors in $\mathbb{R}^d$, with a distribution indexed by the unknown mean vector $\theta$ of $X^{(d)}$; let $E_{\theta}$ and $P_{\theta}$ denote the corresponding expectation and probability functionals, so that $E_{\theta} X^{(d)} = \theta$ for all $\theta \in \mathbb{R}^d$. Suppose that for any given $d$ and $\theta$ the covariance matrix

$$
\Sigma_d(\theta) := \text{Cov}_{\theta} X^{(d)}
$$
is finite, nonsingular, and continuous in \( \theta \) in a neighborhood \( \mathcal{V}_d \) of the zero vector \( 0 = 0_d \) in \( \mathbb{R}^d \). Suppose also that

\[
\rho_3(d) := \sup_{\theta \in \mathcal{V}_d} \mathbb{E}_\theta \| \Sigma_d(\theta)^{-1/2} (X^{(d)} - \theta) \|^3 < \infty; \tag{2.1}
\]

here and in what follows, \( \| \cdot \| \) denotes the usual Euclidean norm in \( \mathbb{R}^d \), so that \( \| v \| = \sqrt{\sum v_j^2} \) for any \( v \in \mathbb{R}^d \); unless specified otherwise, the summation sign \( \sum \) will stand for \( \sum_{j=1}^d \); for vectors \( s, u, v, \ldots \) in \( \mathbb{R}^d \), we let \( s_j, u_j, v_j, \ldots \) (\( j = 1, \ldots, d \)) denote their respective coordinates.

Consider testing the hypothesis \( H_0 : \theta = 0 \) versus the alternative \( H_1 : \theta \neq 0 \), based on the statistic \( \Sigma_d(0)^{-1/2} X_n^{(d)} \), where \( X_n^{(d)} := \frac{1}{n} \sum_{i=1}^n X_i^{(d)} \). At that, \( \Sigma_d(0) \) is supposed to be known. Moreover, let us assume that

\[
\Sigma_d(0) = I_d, \tag{2.2}
\]

the \( d \times d \) identity matrix; this assumption does not diminish generality, since one may replace \( X_i^{(d)} \) by \( \Sigma_d(0)^{-1/2} X_i^{(d)} \).

In fact, the results will hold for non-identically distributed observations, as long as one has a convergence to normality; cf. Subsection 2.3 below. For very large \( n \), one may also remove the requirement that the covariance matrix \( \Sigma_d(\theta) \) be known; cf. [3, 13].

2.2. \( p \)-means tests

Consider then tests of the form

\[
\delta_{n,p} := \delta_{n,p,c} := I\{ \sqrt{n} \| X_n^{(d)} \|_p > c \}, \tag{2.3}
\]

where \( I\{ \cdot \} \) denotes the indicator function, \( c \in \mathbb{R} \), \( p \in [\infty, \infty] \), and \( \| s \|_p \) is the \( p \)-mean of a vector \( s \in \mathbb{R}^d \) defined as follows. For any \( p \in (\infty, \infty) \setminus \{0\} \), let

\[
\| s \|_p := \left( \frac{1}{d} \sum_{j=1}^d |s_j|^p \right)^{1/p}; \tag{2.4}
\]

at that, if \( p \in (\infty, 0) \), use the continuity conventions \( 0^p := \infty \) and \( \infty^{1/p} := 0 \), so that \( \| s \|_p = 0 \) if \( p \in (\infty, 0) \) and at least one of the \( s_j \)'s is 0. As usual, extend definition (2.3) by continuity to all \( p \in [\infty, \infty] \), so that

\[
\| s \|_\infty = \min_{j=1}^d |s_j|, \quad \| s \|_0 = \prod_{j=1}^d |s_j|^{1/d}, \quad \| s \|_{\infty} = \max_{j=1}^d |s_j|. \tag{2.5}
\]

For \( p \in [1, \infty] \), the function \( \| s \|_p \) is a norm, which differs from the more usual \( p \)-norm \( \| s \|_p \) by the factor \( \frac{1}{d^{1/p}} \); this factor is needed in order that \( \| s \|_p \to |s|_0 \) as \( p \to 0 \).
For any $p \in [-\infty, \infty]$, let us say that a vector $u \in \mathbb{R}^d$ is $\ell_2$-unit if $\|u\|_p = 1$. Note that the vector $\mathbf{1}_d := (1, \ldots, 1) \in \mathbb{R}^d$ is $\ell_2$-unit for every $p \in [-\infty, \infty]$, and so are all vectors $u \in \{-1, 1\}^d$. Let us refer to any vector in the direction of a vector $u \in \{-1, 1\}^d$ as (perfectly) equalized. Informally, let us say that a vector $v \in \mathbb{R}^d$ is (well enough) equalized if the $|v_j|$'s are mainly of the same order of magnitude; otherwise – if there are comparatively few (as compared with $d$) dominating $|v_j|$'s, let us say that the vector $v$ is (too) unequalized.

2.3. Normal admissibility (NA)

Let $\theta_1$ denote a nonzero vector in $\mathbb{R}^d$, so that $\theta_1$ represents a possible mean vector compatible with the alternative hypothesis $H_1$. Note that $\theta_1$ must be varying with $d$, even if for no reason other than that $\theta_1$ is in $\mathbb{R}^d$. The dimension $d$ may be considered an attribute (that is, a function) of $\theta_1$, and thus one may write $d = \text{dim} \theta_1$. The sample size $n$ and the critical value $c$ will also be allowed to vary, all together with $d$ and $\theta_1$, whereby one has a triple $(n, \theta_1, c)$, varying with $d$.

Definition 2.1. For any given $p \in [-\infty, \infty]$, let us say that a varying pair $(n, \theta_1)$ is $p$-normally admissible ($p$-NA) if

$$d = \text{dim} \theta_1 \to \infty$$

and $\overline{X_n}^{(d)}$ is asymptotically normal in the sense that

$$\sup_{c \in \mathbb{R}} \left| P_{\theta} \left( \sqrt{n} \overline{X_n}^{(d)} \|_p \leq c \right) - P \left( \|Z + \sqrt{n} \theta\|_p \leq c \right) \right| \to 0 \quad (2.6)$$

for $\theta = 0$ and for $\theta = \theta_1$, where

$$Z = Z^{(d)} = (Z_1, \ldots, Z_d) \sim N(0, I_d), \quad (2.7)$$

a standard normal random vector in $\mathbb{R}^d$.

Further, let us say that a varying triple $(n, n_2, \theta_1)$ is $(p, 2)$-NA if the pair $(n_p, \theta_1)$ is $p$-NA and the pair $(n_2, \theta_1)$ is 2-NA.

The following proposition implies that, for a varying pair $(n, \theta_1)$ to be $p$-NA, usually it is sufficient that $n \to \infty$ fast enough as $d$ grows to $\infty$ while $\theta_1$ stays close enough to $0$.

Proposition 2.2. For each $p \in [-\infty, \infty]$, there exist some functions $\mathbb{N} \ni d \mapsto n_p(d)$ and $\mathbb{N} \ni d \mapsto \rho_3(d)$ (which depend on the functions $d \mapsto \mathcal{V}_d$, $(d, \theta) \mapsto \Sigma_d(\theta)$, and $d \mapsto \rho_3(d)$), such that (i) $\theta_p(d) > 0$ for all natural $d$ and (ii) all varying pairs $(n, \theta_1)$ with $d = \dim \theta_1 \to \infty$, $n \geq n_p(d)$, and $\|\theta_1\| \leq \theta_p(d)$ are $p$-NA.

The necessary proofs are deferred to Sections 3–7.
The condition that the random vectors $X_i^{(d)}$ be i.i.d. is assumed in this paper only to simplify the presentation. Indeed, this condition is only used in the proof of Proposition 2.2, which is based on a Berry-Esseen type bound \cite[Corollary 15.3]{3}, which allows the distributions of the random vectors $X_i^{(d)}$ to differ to a certain extent.

2.4. Asymptotically sufficient (AS) pairs and triples

We shall consider the asymptotic efficiency of the tests $\delta_{n,p}$ for all values of $p \in [-\infty, \infty]$ relative to $\delta_{n,2}$, which is the likelihood ratio test (LRT) in the case when the observations $X_i^{(d)}$ are $d$-variate normal. We shall be working under the assumption that $d \to \infty.$ (2.8)

Take any $\alpha$ and $\beta$ such that $0 < \alpha < \beta < 1.$ (2.9)

Unless specified otherwise, in what follows we shall always assume conditions (2.8) and (2.9) to hold and consider $\alpha$ and $\beta$ to be fixed. These values, $\alpha$ and $\beta$, will be the (approximate) target values of the power function of the tests $\delta_{n,p}$ at the values of $\theta$ equal $\theta_0 := 0$ and $\theta_1 \neq 0$, respectively. Given $p$, $\alpha$, $\beta$, and $\theta_1$, the efficiency of the test can be measured, as usual, by the necessary sample size $n$. Thus, one comes to the notion of a $p$-asymptotically sufficient pair $(n, \theta_1)$. Moreover, when comparing the tests $\delta_{n,p}$ to the tests $\delta_{n,2}$ for the same alternative mean vector $\theta_1$, it is natural to combine a $p$-asymptotically sufficient pair $(n_p, \theta_1)$ and a 2-asymptotically sufficient pair $(n_2, \theta_1)$ into a $p$-asymptotically sufficient triple $(n_p, n_2, \theta_1)$, as was done in Definition 2.1 for $p$-NA pairs and triples.

**Definition 2.3.** Take any $p \in [-\infty, \infty]$. Say that a varying pair $(n, \theta_1)$ is $p$-weakly asymptotically sufficient ($p$-weakly-AS) if, for some varying (with $d$, $n$, and $\theta_1$) critical value $c$, one has

$$E_0 \delta_{n,p,c} \to \alpha \quad \text{and} \quad E_{\theta_1} \delta_{n,p,c} \to \beta.$$ (2.10)

Next, say that $(n, \theta_1)$ is $p$-strongly-AS if, for any varying $c$ such that $E_0 \delta_{n,p,c} \to \alpha$ one has $E_{\theta_1} \delta_{n,p,c} \to \beta$. Further, say that a varying triple $(n_p, n_2, \theta_1)$ is $(p, 2)$-weakly-AS if the pair $(n_2, \theta_1)$ is 2-weakly-AS and the pair $(n_p, \theta_1)$ is $p$-weakly-AS; similarly defined is a $(p, 2)$-strongly-AS triple $(n_p, n_2, \theta_1)$.

An important fact is given by

**Proposition 2.4.** Any $p$-NA pair $(n, \theta_1)$ is $p$-strongly-AS if and only if it is $p$-weakly-AS. Therefore, any $(p, 2)$-NA triple $(n_p, n_2, \theta_1)$ is $(p, 2)$-strongly-AS if and only if it is $(p, 2)$-weakly-AS.

By virtue of this proposition, which appears nontrivial, we shall be simply referring to $p$-NAAS pairs (that is, pairs $(n, \theta_1)$ that are $p$-NA and $p$-AS), as well as to $(p, 2)$-NAAS triples, at that omitting the adjectives “weakly” and “strongly”.
2.5. Description of p-NAAS pairs and triples

We shall provide an explicit and complete characterization of all the p-NA pairs \((n, \theta_1)\) that are p-AS. Toward this end, we need to introduce the terms in which such pairs will be described.

First here, recall that a probability distribution on \(\mathbb{R}\) is infinitely divisible if and only if its characteristic function is of the form

\[
u \mapsto \exp \left( i b u - \frac{1}{2} a u^2 + \int_{\mathbb{R}} (e^{iux} - 1 - iux I\{|x| \leq 1\}) \nu(dx) \right),\]

where \(b \in \mathbb{R}\), \(a \in [0, \infty)\), and \(\nu\) is a nonnegative Borel measure on \(\mathbb{R}\) such that \(\nu(\{0\}) = 0\) and \(\int_{\mathbb{R}} (1 \wedge x^2) \nu(dx) < \infty\). The measure \(\nu\) is called the Lévy measure and the objects \(a, b, \nu\) are called the characteristics of the infinitely divisible distribution or, equivalently, of any r.v. with this distribution. See e.g. [8, Corollary 15.8].

**Definition 2.5.** For each \(p \in (-\infty, -\frac{1}{2})\), let \(\zeta_{p,b}\) denote any r.v. with the infinitely divisible distribution with characteristics \(a = 0\), \(b \in \mathbb{R}\), and \(\nu = \sqrt{\frac{2}{\pi}} \nu_p\), where

\[
\nu_p(dx) := \frac{-1}{p} x^{-1+1/p} I\{x > 0\} dx.
\]

**Remark.** For each \(p \in (-\infty, -\frac{1}{2})\), such a r.v. \(\zeta_{p,b}\) is stable with index \(-\frac{1}{p} \in (0, 2)\); see e.g. [7, Theorem 2.2.1]. In particular, it follows that the support of the distribution of \(\zeta_{p,b}\) is connected; see e.g. [7, Theorem 2.3.1, and Remark 1 on page 49]. So, the distribution function (d.f.) – which we shall denote by \(\Phi_{p,b}\) – of the r.v. \(\zeta_{p,b}\), is continuous and strictly increasing from 0 to 1 on the connected support of the distribution of \(\zeta_{p,b}\). Thus, the quantiles \(\Phi_{p,b}^{-1}(\alpha)\) and \(\Phi_{p,b}^{-1}(\beta)\) are well, and uniquely, defined.

Let

\(Z \sim N(0,1)\);

as usual, let \(\Phi\) and \(\varphi\) denote, respectively, the d.f. and the density function of \(N(0,1)\). Further, consider the moments

\[
\lambda_p(s) := E|Z + s|^p, \quad \lambda_{p,m}(s) := E||Z + s|^p - \lambda_p(s)||^m; \quad (2.12)
\]

note that \(\lambda_p(s) < \infty\) for all \(p \in (-1, \infty)\) and \(s \in \mathbb{R}\), and \(\lambda_{p,m}(s) < \infty\) for all \(m > 0\), \(p \in (-1/m, \infty)\), and \(s \in \mathbb{R}\). Also let

\[
\tilde{\lambda}(s) := E\ln|Z + s|, \quad \tilde{\lambda}_m(s) := E|\ln|Z + s| - \tilde{\lambda}(s)||^m,
\]

\[
\tilde{\mu}_d(s) := E(|Z + s|^{-1} \wedge d), \quad (2.13)
\]

\[
\lambda_{\infty}(s) := \lambda_{\infty;d}(s) := \lambda_{\infty;d,\alpha}(s) := -\ln P(|Z + s| \leq c_{d,\alpha}), \quad (2.14)
\]

\[
c_{d,\alpha} := \sqrt{2 \ln \left( \frac{1}{\sqrt{\pi} \ln d} \frac{1}{1 - \alpha} \right)},
\]

\[ (2.15) \]
For arbitrary expressions $a$ and $b$ which may depend on $p$, $d$, the distribution of $X_{d}$, and other variables, notation $a = O(b)$ will mean that $b > 0$ and $\lim \sup |a| < \infty$; alternatively, in other contexts $a = O(b)$ may also mean $|a| \leq Cb$ for some positive real $C$ that is constant over the specified tuple of variables. Oftentimes, it will be more convenient for us to write the relation $a = O(b)$ in a parentheses-free form, as $a \leq b$ or, equivalently, $b \geq a$. We shall also use the following notations: $a \approx b$ if $b = a + o(1); a \sim b$ if $b = a(1 + o(1)); a \ll b$ or, equivalently, $b \gg a$ if $|a| = o(b)$. The term “eventually” will, informally, mean “when the limit transition process is close enough to the limit”; formally, the limit transition process can for instance be represented by a filter \cite{4} of subsets of the set of all the tuples; the term “eventually” can be then understood as “for all the tuples in some set belonging to the filter”. In a somewhat restricted sense, one may think of all the variables under considerations as indexed by the dimension $d$, with $d \to \infty$; then “eventually” can be understood simply as “for all large enough $d$’. (It is hoped that there will not be any confusion with the other kind of use of the symbol $\sim$, as e.g. in \eqref{2.7}, where it means “has the following distribution”.)

Now we are ready to state the central result of this subsection and, perhaps, the entire paper.

**Theorem 2.6.** For each $p \in [-\infty, \infty]$, a varying $p$-NA pair $(n, \theta_{1})$ is $p$-AS if and only if the vector $s := \sqrt{n}\theta_{1}$ satisfies the relation

$$
\sum_{j=1}^{d} f_{p}(s_{j}) \sim K_{\alpha, \beta; p} \kappa_{p}(d),
$$

where $f_{p}(s)$, $\kappa_{p}(d)$, and $K_{\alpha, \beta; p}$ are given, depending on $p$, by the table

| $p$       | $f_{p}(s)$             | $\kappa_{p}(d)$     | $K_{\alpha, \beta; p}$     |
|-----------|------------------------|----------------------|-----------------------------|
| $-\infty$ | $e^{-s^{2}/2}$         | $d$                  | $\ln \beta / \ln \alpha$  |
| $\in (-\infty, -1)$ | $e^{-s^{2}/2}$       | $d$                  | $[\Phi_{p,b_{p}}^{-1}(\beta)/\Phi_{p,b_{p}}^{-1}(\alpha)]^{1/p}$ |
| $-1$      | $\tilde{\mu}_{d}(0) - \tilde{\mu}_{d}(s)$ | $d$                  | $\Phi_{\beta}^{-1} - \sqrt{2/\pi}(\beta) - \Phi_{\alpha}^{-1} - \sqrt{2/\pi}(\alpha)$ |
| $\in (-1, -\frac{1}{2})$ | $\lambda_{p}(0) - \lambda_{p}(s)$ | $d|p|$                | $\Phi_{p,b_{p}}^{-1}(\beta) - \Phi_{p,b_{p}}^{-1}(\alpha)$ |
| $-\frac{1}{2}$ | $\lambda_{-\frac{1}{2}}(0) - \lambda_{-\frac{1}{2}}(s)$ | $(d \ln d)^{1/2}$    | $[\Phi_{\beta}^{-1}(\beta) - \Phi_{\alpha}^{-1}(\alpha)](2/\pi)^{1/4}$ |
| $\in (-\frac{1}{2}, 0)$ | $\lambda_{p}(0) - \lambda_{p}(s)$ | $d^{1/2}$             | $[\Phi_{\beta}^{-1}(\beta) - \Phi_{\alpha}^{-1}(\alpha)] \sqrt{\lambda_{2}(0)}$ |
| $0$       | $\tilde{\lambda}(s) - \tilde{\lambda}(0)$ | $d^{1/2}$             | $[\Phi_{\beta}^{-1}(\beta) - \Phi_{\alpha}^{-1}(\alpha)] \sqrt{\lambda_{2}(0)}$ |
| $\in (0, \infty)$ | $\lambda_{p}(s) - \lambda_{p}(0)$ | $d^{1/2}$             | $[\Phi_{\beta}^{-1}(\beta) - \Phi_{\alpha}^{-1}(\alpha)] \sqrt{\lambda_{2}(0)}$ |
| $\infty$  | $\lambda_{\infty}(s) - \lambda_{\infty}(0)$ | $1$                  | $\ln(1 - \alpha) - \ln(1 - \beta)$ |
with
\[ b_p := \begin{cases} -\sqrt{\frac{2}{\pi}} & \text{if } p \in (-\infty, -\frac{1}{2}) \setminus \{-1\}, \\ \frac{p}{p+1} & \text{if } p = -1. \end{cases} \] (2.17)

Note that \( f_p(s) \) depends on \( d \) only if \( p = -1 \) or \( p = \infty \) (in which latter case, it depends also on \( \alpha \)).

The next proposition addresses the question of existence of \( p \)-NAAS triples.

**Proposition 2.7.**

(I) For any \( p \in [-\infty, \infty] \), there exists a varying pair \((n, c)\) such that the relation \( E_0 \delta_{n,p,c} \to \alpha \) in (2.10) holds and at that (2.0) holds for \( \theta = 0 \).

(II) For any \( p \in [0, \infty] \) and any varying unit vector \( \mathbf{u} \), there exists a \((p,2)\)-NAAS varying triple \((n_p, n_2, \theta_1)\) with \( \theta_1 \) in the direction of \( \mathbf{u} \).

(III) Take any \( p \in [-\infty, 0) \). Take any varying unit vector \( \mathbf{u} \) and let
\[ d_0(\mathbf{u}) := \sum \mathbf{I}[u_j = 0]. \] (2.18)

Then the following five statements are equivalent to each other:

(a) there is a \((p,2)\)-NAAS varying triple \((n_p, n_2, \theta_1)\) with \( \theta_1 \) in the direction of \( \mathbf{u} \);

(b) for some varying \( c \) and some \( p \)-NA varying pair \((n, \theta_1)\) with \( \theta_1 \) in the direction of \( \mathbf{u} \) such that \( E_0 \delta_{n,p,c} \to \alpha \), one has \( \lim E_{\theta_1} \delta_{n,p,c} \geq \beta \);

(c) for any varying \( c \) and some \( p \)-NA varying pair \((n, \theta_1)\) with \( \theta_1 \) in the direction of \( \mathbf{u} \) such that \( E_0 \delta_{n,p,c} \to \alpha \), one has \( \lim E_{\theta_1} \delta_{n,p,c} \geq \beta \);

(d)
\[ \inf_{t \in [0, \infty)} \sum_{j} f_p(tu_j) \leq (K_p + o(1)) \kappa_p(d) \text{ if } p \in [-\infty, 1), \]
\[ \sup_{t \in [0, \infty)} \sum_{j} f_p(tu_j) \geq (K_p - o(1)) \kappa_p(d) \text{ if } p \in [-1, 0); \]

(e)
\[ d_0(\mathbf{u}) \leq \begin{cases} (K_p + o(1))d & \text{if } p \in [-\infty, -1), \\ d - \left( \sqrt{\frac{1}{2}} K_{-1} - o(1) \right) \frac{d}{\ln d} & \text{if } p = -1, \\ d - (K_{-\lambda_p(0)} - o(1)) d^{p|\sqrt{2}} & \text{if } p \in (-1, 0) \setminus \{-\frac{1}{2}\}, \\ d - (K_{-\lambda_p(0)} - o(1)) (d \ln d)^{\frac{1}{2}} & \text{if } p = -\frac{1}{2}. \end{cases} \]

**Remark 2.8.** In view of Proposition 2.2, statement (III) of Proposition 2.7 implies that the tests \( \delta_{n,p,c} \) for \( p \in [-\infty, 0) \) and directions \( \mathbf{u} \) with too many zero coordinates \( u_j \) lack the necessary power even for arbitrarily large sample sizes \( n \).
Remark 2.9. From the proof of Theorem 2.6—see e.g. (5.29), one can easily obtain critical values $c$ for the size of $E_0 \delta_{n,p,c}$ of the test $\delta_{n,p,c}$ defined in (2.3) to approximately equal the prescribed value $\alpha$. For instance, if $p \in (0, \infty)$, then an approximate-size-$\alpha$ test is the indicator of the inequality

$$\mathbb{X}_n(d)^p > E|Z|^p + \frac{1}{\sqrt{d}} \Phi^{-1}(1-\alpha) \sqrt{\text{Var}(|Z|^p)}.$$  

Also, from the proof or from the statement of Theorem 2.6, it is easy to obtain an approximate expression for the power of the test; for instance, solving (2.16) for $\beta$ when $p \in (0, \infty)$, one has

$$\beta \approx \Phi\left( \Phi^{-1}(\alpha) + \frac{1}{\sqrt{d}} \text{Var}(|Z|^p) \right) \sum_{j=1}^d \left( E|Z + \theta_{1,j} \sqrt{n}|^p - E|Z|^p \right),$$

where the $\theta_{1,j}$'s are the coordinates of the alternative vector $\theta_1$.

2.6. Asymptotic relative efficiency (ARE) of the $p$-mean tests

In this subsection we shall describe the asymptotic relative efficiency (ARE) of the $p$-mean tests, relative to the corresponding 2-mean tests.

Definition 2.10. For any given $p \in [-\infty, \infty]$ and any given varying $1$-$2$-unit vector $u$, let

$$\text{ARE}_{p,2} := \text{ARE}_{p,2,u} := \text{ARE}_{p,2,u}(\alpha, \beta) := \lim_{n \to \infty} \frac{n_2}{n_p}$$

provided that this limit exists, and is the same, for all $(p, 2)$-NAAS varying triples $(n_p, n_2, \theta_1)$ with $\theta_1$ in the direction of $u$; at that, let us allow the value $\infty$ for this limit, and hence for $\text{ARE}_{p,2}$. As Proposition 2.7 shows, for $p \in [-\infty, 0)$ and varying $1$-$2$-unit vectors $u$ with too many zero coordinates $u_j$, there are no $(p, 2)$-NAAS varying triples $(n_p, n_2, \theta_1)$ with $\theta_1$ in the direction of $u$; for such $u$, in view of Remark 2.8, we may and shall set $\text{ARE}_{p,2} := 0$.

To simplify writing, we allow the same symbol $u$ to denote sometimes a particular, “fixed” vector in $\mathbb{R}^d$ and, in other contexts, a “varying vector”, that is, a function (of $d$ and/or other, possibly “hidden” parameters), yet hoping to avoid confusion. Let us emphasize that, in the notation $\text{ARE}_{p,2,u}$, the symbol $u$ denotes such a function, so that the value of $\text{ARE}_{p,2,u}$ depends on this entire vector function $u$ rather than on a particular vector value of the function; thus, $\text{ARE}_{p,2,u}$ can be thought of as a constant, while thinking of the given function $u$ as a “varying vector”.

Note that Definitions 2.3 and 2.10 are generally in accordance with [10].

To describe $\text{ARE}_{p,2,u}$, we need more definitions. Let

$$a_p := \begin{cases} \frac{|p| \Gamma\left(\frac{p+1}{2}\right)}{\sqrt{2} \sqrt{\Gamma\left(\frac{1}{2}\right) \Gamma\left(p + \frac{1}{2}\right) - \Gamma\left(\frac{p+1}{2}\right)^2}} & \text{if } p \in (-\frac{1}{2}, 0) \cup (0, \infty), \\ \frac{2}{\pi} & \text{if } p = 0. \end{cases}$$

(2.19)
Note that $a_p$ is well defined – because the Gamma function is strictly log-convex and hence $\Gamma(\frac{1}{2}) \Gamma(p + \frac{1}{2}) - \Gamma(\frac{2}{2}) > 0$ for all $p \in (-\frac{1}{2}, \infty) \setminus \{0\}$. The following proposition establishes the main properties of $a_p$ and, in particular, allows one to extend the above definition of $a_p$ to all $p \in [-\infty, \infty]$.

**Proposition 2.11.** One has

$$a_p \in (0, 1)$$

for all $p \in (-\frac{1}{2}, \infty) \setminus \{2\}$. Moreover, $a_2 = 1$ and $a_p$ is continuous at $p = 0$ (and hence real-analytic in $p \in (-\frac{1}{2}, \infty)$). Also, $a_{-\frac{1}{2}} = a_{\infty-} = 0$; accordingly, let us define the values $a_{-\frac{1}{2}}$ and $a_{\infty}$ as 0. Moreover, let $a_p := 0$ for $p \in [-\infty, -\frac{1}{2})$.

Next, recall that for any $E \subseteq \mathbb{R}^d$ a function $f: E \to [0, \infty]$ is referred to as Schur-concave if it reverses the Schur majorization $\triangleright$: for any $u$ and $v$ in $E$ such that $u \triangleright v$, one has $f(u) \leq f(v)$; replacing here the inequality $f(u) \leq f(v)$ by $f(u) \geq f(v)$, one obtains the definition of a Schur-convex function.

Recall also the definition of the Schur majorization: $u \triangleright v$ (or, equivalently, $v \preceq u$) means that $u_1 + \cdots + u_d = v_1 + \cdots + v_d$ and $u_1 + \cdots + u_d \geq v_1 + \cdots + v_d$ for all $j \in \{1, \ldots, d\}$, where $u_1, \ldots, u_d$ are the ordered numbers $u_1, \ldots, u_d$, from the largest to the smallest.

Let us say that a Lebesgue-measurable function $f: \mathbb{R}^d \to [0, \infty]$ is Schur$^2$-concave if $f(v) = f(v_1, \ldots, v_d)$ is Schur-concave in $(v_1^2, \ldots, v_d^2)$, that is, if there exists a Schur-concave function $g: [0, \infty) \to [0, \infty]$ such that $f(v_1, \ldots, v_d) = g(v_1^2, \ldots, v_d^2)$ for all $(v_1, \ldots, v_d) \in \mathbb{R}^d$; replacing here all entries of “concave” by “convex”, one obtains the definition of a Schur$^2$-convex function.

For brevity, let $v^2 := (v_1^2, \ldots, v_d^2)$ for any $v = (v_1, \ldots, v_d) \in \mathbb{R}^d$.

Let us then say that a set $A \subseteq \mathbb{R}^d$ is Schur$^2$-convex if its indicator function is Schur$^2$-concave; that is, if the conditions $v \in A$, $w \in \mathbb{R}^d$, and $w^2 \preceq v^2$ imply $w \in A$. Similarly, one defines Schur$^2$-concave sets; thus, a set $A \subseteq \mathbb{R}^d$ is Schur$^2$-concave if and only if its complement to $\mathbb{R}^d$ is Schur$^2$-convex.

Note that

$$1^2 \preceq u^2 \leq (\sqrt{d} e_1)^2$$

for any $1 \cdot 1$-unit vector $u \in \mathbb{R}^d$, where

$$1 := 1_d := (1, \ldots, 1) \in \mathbb{R}^d \quad \text{and} \quad e_1 := e_{d,1} := (1, 0, \ldots, 0) \in \mathbb{R}^d.$$

**Theorem 2.12.** In a certain sense, ARE$^{p,2}$ is Schur$^2$-convex in $u$ depending on whether $p \in [-\infty, 2]$ or $p \in [2, \infty]$. Namely, take any $p \in [-\infty, \infty]$ and let $u$ and $v$ be any two varying $1 \cdot 1$-unit vectors such that $u^2 \preceq v^2$ and at that ARE$^{p,2}$ and ARE$^{p,2}$ exist; then ARE$^{p,2} \geq$ ARE$^{p,2}$ if $p \in [-\infty, 2]$ and ARE$^{p,2} \leq$ ARE$^{p,2}$ if $p \in [2, \infty]$.

**Definition 2.13.** For any vector $v \in \mathbb{R}^d$ and $p \in (-\frac{1}{2}, 2)$, let

$$\|v\|_{p,2} := \inf \{v \in (0, \infty): \sum_j g_p(v_j^p) \leq K_p d^{1/2}\},$$

(2.21)
where

\[ g_p(s) := \begin{cases} 
\frac{s^2}{2} I\{s \leq \epsilon\} + \ln |s| I\{|s| > \epsilon\} & \text{if } p = 0, \\
\frac{2}{s^p} & \text{if } p \in (0, 2), \\
2 & \text{if } p \in (2, \infty). 
\end{cases} \tag{2.22} \]

with \( f_p(s) \) and

\[ K_p := K_{\alpha, \beta; p} \]

as in the table in Theorem 2.6.

Note that the set \( \{v \in (0, \infty) : \sum g_p(\frac{v}{d^p}) \leq K_p d^{1/2}\} \) is non-empty for any choices of \( v \in \mathbb{R}^d \), \( p \in (-\frac{1}{2}, 2) \), and \( d \in \mathbb{N} \), because \( g_p \) is continuous and \( g_p(0) = 0 \). If the function \( g_p \) were convex (which it is not, for any \( p \in (-\frac{1}{2}, 2) \)), \( \| \cdot \|_{p, 2} \) would be a so-called Orlicz norm. However, the function \( \| \cdot \|_{p, 2} \) is positive-homogeneous: \( \|tv\|_{p, 2} = |t|\|v\|_{p, 2} \) for all \( v \in \mathbb{R}^d \), \( t \in \mathbb{R} \), and \( p \in (-\frac{1}{2}, 2) \).

**Theorem 2.14.** For any \( p \in [-\infty, \infty] \) and any varying \( \| \cdot \|_2 \)-unit vector \( u \),

\[
\text{ARE}_{p, 2, u} = \begin{cases} 
0 & \text{if } p \in [-\infty, -\frac{1}{2}); \\
0 & \text{if } p \in (-\frac{1}{2}, 2) \text{ and } \|u\|_{p, 2} < d^{1/4}; \\
\in (0, a_p] & \text{if } p \in (-\frac{1}{2}, 2) \text{ and } \|u\|_{p, 2} \geq d^{1/4}; \\
= a_p & \text{if } p \in (-\frac{1}{2}, 2) \text{ and } u = 1; \\
= 1 & \text{if } p = 2; \\
= a_p & \text{if } p \in (2, \infty) \text{ and } \|u\|_p < d^{(p-2)/(4p)}; \\
= \infty & \text{if } p \in (2, \infty) \text{ and } \|u\|_p > d^{(p-2)/(4p)}; \\
= 0 & \text{if } p = \infty \text{ and } \|u\|_{\infty} < d^{1/4} \sqrt{\ln d}; \\
= \infty & \text{if } p = \infty \text{ and } \|u\|_{\infty} > d^{1/4} \sqrt{\ln d}. 
\end{cases} \tag{2.23} 
\]

At that, line 3 of (2.23) should be understood as follows: if for a given varying \( \| \cdot \|_2 \)-unit vector \( u \) the value \( \text{ARE}_{p, 2, u} \) exists in \([0, \infty]\), it is in fact in \((0, a_p]\); the other lines of (2.23) should be understood in the sense that \( \text{ARE}_{p, 2, u} \) exists and equals the specified value – for any \( \| \cdot \|_2 \)-unit vector \( u \) specified in the given line (or, as in lines 1 and 5 of (2.23), for any varying \( \| \cdot \|_2 \)-unit vector \( u \) whatsoever).

Note that line 5 of (2.23) is not quite trivial – since for \( p = 2 \) there exist \( (p, 2) \)-AS varying triples \((n_p, n_2, \theta_1)\) with \( n_p \neq n_2 \).

As for line 3 of (2.23), it is rather unlike any of the other lines there. In particular, one may wonder: would it be true that \( \text{ARE}_{p, 2, u} = a_p \) if \( p \in (-\frac{1}{2}, 2) \) and \( \|u\|_{p, 2} > d^{1/4} \)? However, for any given \( p \in (-\frac{1}{2}, 2) \), there is no \( \| \cdot \|_2 \)-unit vector \( u \) such that \( \|u\|_{p, 2} > d^{1/4} \). In fact, one has

**Proposition 2.15.**

(1) For each \( p \in (-\frac{1}{2}, 2) \) and each \( d \in \mathbb{N} \), the function \( \mathbb{R}^d \ni u \mapsto \|u\|_{p, 2} \) is Schur\(^2\)-concave.
(II) Therefore, for each \( p \in (-\frac{1}{2}, 2) \) and all large enough \( d \), the values of \( \|u\|_{p,2} \) for \( \| \cdot \|_{2} \)-unit vectors \( u \) range as follows:

\[
\begin{align*}
\max \{ ||u||_{p,2} : ||u||_2 = 1 \} &= 1 ||1||_{p,2} \asymp d^{1/4}; \\
\min \{ ||u||_{p,2} : ||u||_2 = 1 \} &= \sqrt{d} e_1 ||_{p,2} \begin{cases} 
= 0 & \text{if } p \in (-\frac{1}{2}, 0), \\
= e^{-C\sqrt{d}} & \text{if } p = 0, \\
\asymp d^{(p-1)/(2p)} & \text{if } p \in (0, 2),
\end{cases}
\end{align*}
\]

for some varying \( C = C(d) \approx 1 \).

(III) For each \( p \in [2, \infty) \) and each \( d \in \mathbb{N} \), the function \( \mathbb{R}^d \ni u \mapsto ||u||_p \) is Schur-convex.

(IV) Therefore, for each \( p \in [2, \infty) \) and each \( d \in \mathbb{N} \), the values of \( ||u||_p \) for \( \| \cdot \|_{2} \)-unit vectors \( u \) range from \( ||1||_{p,2} = 1 \) to \( \sqrt{d} e_1 ||_{p,2} = d^{(p-2)/(2p)} \), where \( (p-2)/(2p) \) is interpreted as \( 1/2 \) for \( p = \infty \).

It follows that for each \( p \in (2, \infty) \), the threshold value \( d^{(p-2)/(4p)} \) is, on the logarithmic scale, exactly in the middle of the range of values of \( ||u||_p \) for \( \| \cdot \|_{2} \)-unit vectors \( u \), while for \( p = \infty \) the threshold value \( d^{1/4} \sqrt{\ln d} \) is, logarithmically, slightly above the middle of the range. As for \( p \in (-\frac{1}{2}, 2) \), for each such \( p \) the “phase transition” occurs at the threshold \( d^{1/4} \), which is near the upper end of the range of values of \( ||u||_{p,2} \) for \( \| \cdot \|_{2} \)-unit vectors \( u \).

Theorem 2.16.

(I) For each of the two (varying with \( d \)) \( \| \cdot \|_{2} \)-unit vectors, \( u = 1 \) and \( u = \sqrt{d} e_1 \), the values \( \text{ARE}_{p,2,u} \) exist and are extremal: if \( u \) is any other varying \( \| \cdot \|_{2} \)-unit vector in \( \mathbb{R}^d \) for which \( \text{ARE}_{p,2,u} \) exists, then

\[
0 = \text{ARE}_{p,2,\sqrt{d} e_1} \leq \text{ARE}_{p,2,u} \leq \text{ARE}_{p,2,1} = a_p \quad \text{for each } p \in (-\infty, 2);
\]

\[
\text{ARE}_{p,2,\sqrt{d} e_1} = \text{ARE}_{p,2,u} = \text{ARE}_{p,2,1} = 1 \quad \text{for } p = 2;
\]

\[
\infty = \text{ARE}_{p,2,\sqrt{d} e_1} \geq \text{ARE}_{p,2,u} \geq \text{ARE}_{p,2,1} = a_p \quad \text{for each } p \in (2, \infty].
\]

(II) For each \( p \in [-\infty, \infty] \), the range of values of \( \text{ARE}_{p,2,u} \) over all varying \( \| \cdot \|_{2} \)-unit vectors \( u \) is the entire interval between \( \text{ARE}_{p,2,\sqrt{d} e_1} \) and \( \text{ARE}_{p,2,1} \); that is, for each value \( a \) in this interval, there is a varying \( \| \cdot \|_{2} \)-unit vector \( u \) such that \( \text{ARE}_{p,2,u} \) exists and equals \( a \).

Theorems 2.14 and 2.16 are illustrated in Figure 11 given in the Introduction. The red boundary curve is the graph of the function \( p \mapsto a_p \); recall Proposition 2.11.

The following proposition together with Theorem 2.14 and Proposition 2.11 imply, for any given \( p \in (2, \infty) \), that if the \( \| \cdot \|_{2} \)-unit vector \( u \) is completely random for each \( d \), then with high probability \( \text{ARE}_{p,2,u} = a_p < 1 \).
Proposition 2.17. If a varying (with \( d \to \infty \)) vector \( u \) is uniformly distributed on the sphere in \( \mathbb{R}^d \) of \( \| \cdot \|_2 \)-radius \( \sqrt{d} \) centered at \( 0 \), then for each \( p \in (2, \infty) \) one has \( \left\| u \right\|_p \ll d^{(p-2)/4p} \) with probability close to 1 (as \( d \to \infty \)).

However, no reason is seen in general for \( u \) to be completely random. Rather, as discussion in the Introduction suggests, it appears rather typical for large dimensions \( d \) that only comparatively few coordinates of \( u \) are large in absolute value.

Remark 2.18. The condition in Proposition 2.2 that the sample size \( n \) be large enough is clearly needed in general for normal approximation, so that the varying pair \((n, \theta_1)\) be p-NA. As for the condition in Proposition 2.2 that \( \| \theta_1 \| \) be small, it is needed there only to ensure that the covariance matrix \( \Sigma_d(\theta_1) \) be close enough to \( \Sigma_d(0) = I_d \) and hence well-conditioned, in sense that the matrix norm \( \| \Sigma_d(\theta_1)^{-1} \| \) be not too large – see the proof of Proposition 2.2. Obviously, as far as the p-NA condition is concerned, the mentioned restrictions on \( n \) and \( \| \theta_1 \| \) in Proposition 2.2 will be not needed if the observations \( X_i \) can themselves be assumed to be normally distributed.

The further concern, about the existence of p-NAAS pairs, will addressed in the next section in Proposition 3.7 where it is required as well that \( \| \theta_1 \| \) be small; the reason for this requirement is the discrete nature of the sample size \( n \), which must be an integer.

However, none of these conditions imposed in Propositions 2.2 and 3.7 will be needed if the observations are normally distributed and the “sample size” \( n \) is “continuously valued” (that is, \( n \) can take any positive real value) – as in the following setting. Suppose one observes an unknown vector \( \theta \) in \( \mathbb{R}^d \) in the standard Gaussian white noise \( dB \) over the time period \([0, n]\), for some real \( n > 0 \), which can be regarded as the “sample size”. That is, the observations are given by the simplest stochastic differential equation \( dS_t = \theta \, dt + dB_t \) for all real \( t \in [0, n] \) with \( S_0 = 0 \), where \((B_t)\) is the standard Brownian motion in \( \mathbb{R}^d \). The obvious solution to this equation (with the initial condition \( S_0 = 0 \)) is \( S_t = t\theta + B_t \) for \( t \in [0, n] \). The test here still will be \( \delta_{n,p,c} \) as given in (2.3), with \( \overline{X_n}^{(d)} := \frac{1}{n} S_n \). Then all the results stated in this section will remain valid, without any prior restrictions such as \( n \) being large or \( \| \theta_1 \| \) being small.

3. Statements of key propositions, and proofs of the results stated in Section 2

In this section, we shall state a number of propositions (possibly of independent interest), whence the theorems of Section 2 will immediately follow; the proofs of these propositions will be deferred to Sections 5 and 6. Here we shall also prove the propositions stated in Section 2, which may or may not depend on the propositions stated in the current section, Section 3.

3.1. Statements of key propositions

The key notion is provided by
Definition 3.1. [Cf. Definition 2.3] Take any \( p \in (-\infty, \infty] \). Say that a varying vector \( s \) in \( \mathbb{R}^d \) is a \( p \)-weakly-AS shift if for some choice of a varying real number \( c \) (necessarily with values in \((0, \infty)\)) one has
\[
P(\|Z\|_p > c) \rightarrow \alpha \quad \text{and} \quad P(\|Z + s\|_p > c) \rightarrow \beta;
\]
Say that \( s \) is a \( p \)-strongly-AS shift if for any choice of a varying \( c \) such that \( P(\|Z\|_p > c) \rightarrow \alpha \) one has \( P(\|Z + s\|_p > c) \rightarrow \beta \).

Proposition 3.2. A \( p \)-NA varying pair \((n, \theta_1)\) is \( p \)-weakly-AS if and only if the vector \( s := \sqrt{n} \theta_1 \) is a \( p \)-weakly-AS shift. The same holds with “strongly” instead of “weakly”.

Proposition 3.3. [Cf. Proposition 2.4.] Any \( p \)-weakly-AS shift \( s \) is a \( p \)-strongly-AS shift; obviously, vice versa is true as well.

By virtue of this proposition, on which Proposition 2.4 is based, we shall be simply referring to \( p \)-AS shifts, at that omitting the adjectives “weakly” and “strongly”.

Next is the centerpiece of this section:

Proposition 3.4. (Cf. Theorem 2.6.) For each \( p \in (-\infty, \infty] \), a varying vector \( s \) is a \( p \)-AS shift if and only if condition (2.16) holds.

Proposition 3.5. For each \( p \in (-\infty, \infty] \), there is a function \( N \ni d \mapsto \sigma_p(d) \in (0, \infty) \) such that for each \( p \)-AS shift \( s \) one has \( \|s\| \geq \sigma_p(d) \) eventually. In fact, one may choose \( \sigma_p(d) \) so that
\[
\sigma_p(d) \asymp \begin{cases} 
\frac{d^{1/2}}{m_2} & \text{if } p \in [-\infty, 1), \\
\left(\frac{d^{1/2}}{m_2}\right)^{1/2} & \text{if } p = -1, \\
d^{p/2} & \text{if } p \in (-1, -\frac{1}{2}), \\
(d \ln d)^{1/4} & \text{if } p = -\frac{1}{2}, \\
d^{1/4} & \text{if } p \in (-\frac{1}{2}, 2], \\
d^{1/(2p)} & \text{if } p \in [2, \infty), \\
(\ln d)^{1/2} & \text{if } p = \infty.
\end{cases}
\] (3.1)

Proposition 3.6. For each \( p \in [-\infty, \infty] \), if \( s \) is a \( p \)-AS shift and a varying scalar \( t \) goes to 1 fast enough, then \( ts \) is a \( p \)-AS shift as well. More specifically, let
\[
\tau_p(d) := \begin{cases} 
1 & \text{if } p \in [-\infty, \infty), \\
\frac{1}{\ln d} & \text{if } p = \infty;
\end{cases}
\]
then for each \( p \in [-\infty, \infty] \), any varying \( t \in (0, \infty) \) such that \( |t - 1| << \tau_p(d) \), and for each \( p \)-AS shift \( s \), the varying vector \( ts \) is also a \( p \)-AS shift.
Proposition 3.7. For each $p \in [-\infty, \infty]$, there exists a function $N \ni d \mapsto \theta_p(d) \in (0, \infty)$ such that the following holds: if $\|\theta_1\| \leq \theta_p(d)$ and $s_p$ is a $p$-AS shift in the direction of $\theta_1$, then the pair $(n_p, \theta_1)$ with

$$n_p := \frac{\|s_p\|^2}{\|\theta_1\|^2}$$

will be $p$-NAAS, and at that one will have $\|s_p\| \sim \sqrt{n_p} \|\theta_1\|$. 

Proposition 3.8. (Cf. Proposition 2.7)

(I) For each $p \in [-\infty, \infty]$, and each $d \in \mathbb{N}$, there exists a unique $c \in (0, \infty)$ such that $\mathbb{P}(\|Z\|_p > c) = \alpha$.

(II) For each $p \in [0, \infty]$, each $d \in \mathbb{N}$, and each $\|\cdot\|$-2-unit vector $u \in \mathbb{R}^d$, there exists a unique vector $s$ in the direction of $u$ such that $\mathbb{P}(\|Z + s\|_p > c) = \beta$, where $c$ is as in part (i); clearly, this vector $s$ will be a $p$-AS shift.

(III) Take any $p \in [-\infty, 0)$. Take any varying $\|\cdot\|$-2-unit vector $u$ and let $d_0(u) := \sum 1[u_j = 0]$, as in (2.18). Then the following five statements are equivalent to each other:

(a) there is a $p$-AS shift $s$ in the direction of $u$;

(b) for some varying $c$ such that $\mathbb{P}(\|Z\|_p > c) \rightarrow \alpha$ and some varying vector $s$ in the direction of $u$, one has $\lim \mathbb{P}(\|Z + s\|_p > c) \geq \beta$.

(c) for any varying $c$ such that $\mathbb{P}(\|Z\|_p > c) \rightarrow \alpha$ and some varying vector $s$ in the direction of $u$, one has $\lim \mathbb{P}(\|Z + s\|_p > c) \geq \beta$.

(d) statement (III)(d) of Proposition 2.7 holds.

(e) statement (III)(e) of Proposition 2.7 holds.

Definition 3.9. (Cf. Definition 2.10) For any given $p \in [-\infty, \infty]$ and any given varying $\|\cdot\|$-2-unit vector $u$, let

$$a_{p,2} := a_{p,2,u} := a_{p,2,u}(\alpha, \beta) := \lim \frac{\|s_2\|^2}{\|s_p\|^2},$$

provided that this limit exists, and is the same, for all $p$-AS shifts $s_p$ in the direction of $u$ and all 2-AS shifts $s_2$ in the same direction; at that, let us allow the value $\infty$ for this limit, and hence for $a_{p,2}$. As Proposition 3.8 shows, for $p \in [-\infty, 0)$ and some varying nonzero vectors $u$, there are no $p$-AS shifts $s_p$ in the direction of $u$; in such a case, set $a_{p,2,u} := 0$.

Proposition 3.10. Take any $p \in [-\infty, \infty]$ and any varying $\|\cdot\|$-2-unit vector $u$. Then $\text{ARE}_{p,2,u}$ exists if and only if $a_{p,2,u}$ exists, in which case one has $\text{ARE}_{p,2,u} = a_{p,2,u}$. 

Proposition 3.11. The statement of Theorem 2.12 will hold with $\text{ARE}_{p,2}$ replaced everywhere by $a_{p,2}$. 

Proposition 3.12. The statement of Theorem 2.14 will hold with $\text{ARE}_{p,2}$ replaced everywhere by $a_{p,2}$. 

Proposition 3.13. The statement of Theorem 2.16 will hold with $\text{ARE}_{p,2}$ replaced everywhere by $a_{p,2}$. 


3.2. Proofs of the results stated in Section 2

Proof of Proposition 2.2 By [3, Corollary 15.3],
\[
\Delta_\theta(A) := \left| P_\theta \left( \left( \frac{1}{n} \Sigma_d(\theta) \right)^{-1/2} (X_n^{(d)} - \theta) \right) \in A \right| - P(\mathbf{Z} \in A) \leq C_1(d) \rho_3(d) n^{-1/2} + 2 \sup_{\mathbf{y} \in \mathbb{R}^d} P(\mathbf{Z} \in (\partial A)^n + \mathbf{y}) \tag{3.3}
\]
where \( \theta \) is in the neighborhood \( \mathcal{V}_d \) as in (2.2). \( A \) is any Borel subset of \( \mathbb{R}^d \), \( (\partial A)^n \) is the \( \eta \)-neighborhood of boundary \( \partial A \) of the set \( A \), \( \eta := C_2(d) \rho_3(d) n^{-1/2} \); here and in what follows in this proof, \( C_1(d), C_2(d), \ldots \) stand for finite positive real constants depending only on \( d \).

For any \( c \in \mathbb{R} \), consider the set
\[
A_c := \{ \mathbf{z} \in \mathbb{R}^d : \| \mathbf{z} \|_p \leq c \}.
\]
Observe that \( A_c \) is convex for \( p \in [1, \infty] \). As for the case \( p \in [-\infty, 1] \), the complement of \( A_c \) to \( \mathbb{R}^d \) is the union of \( 2^d \) convex sets, namely, the union of the intersections of the complement of \( A_c \) with each of the \( 2^d \) coordinate orthants in \( \mathbb{R}^d \). So, by [3, Corollary 3.2],
\[
\sup_{\mathbf{y} \in \mathbb{R}^d} P(\mathbf{Z} \in (\partial(A_c))^n + \mathbf{y}) \leq C_3(d) \rho_3(d) n^{-1/2},
\]
which goes to 0 for any fixed \( d \) as \( n \to \infty \), whence, by [3,3], one has
\[
\sup_{\theta \in \mathcal{V}_d} \sup_{c \in \mathbb{R}} \Delta_\theta(A_c) \longrightarrow 0;
\]
in particular, recalling now (2.2), one has (2.6) for \( \theta = 0 \). Observe next that the events \( \{ \| \sqrt{n} X_n^{(d)} \|_p \leq c \} \) and \( \{ \| \mathbf{Z} + \sqrt{n} \theta \|_p \leq c \} \) can be rewritten as \( \{ \left( \frac{1}{n} \Sigma_d(\theta) \right)^{-1/2} (X_n^{(d)} - \theta) \in \tilde{A}_{\theta,c} \} \) and \( \{ \mathbf{Z} \in A_{\theta,c} \} \), where
\[
\tilde{A}_{\theta,c} := \Sigma_d(\theta)^{-1/2} A_{\theta,c} \quad \text{and} \quad A_{\theta,c} := A_c - \sqrt{n} \theta.
\]
So, to complete the proof of Proposition 2.2 it suffices to observe that for each fixed \( d \)
\[
\sup_{c \in \mathbb{R}} \left| P(\mathbf{Z} \in \tilde{A}_{\theta,c}) - P(\mathbf{Z} \in A_{\theta,c}) \right| \longrightarrow 0 \tag{3.4}
\]
as \( \theta \to 0 \); indeed, then (3.3) will hold for \( d \to \infty \), some positive real function \( \delta_p(\cdot) \), and for all \( \theta \) with \( \| \theta \| \leq \delta_p(d) \). To verify (3.4) for a fixed \( d \), take any \( R \in (0, \infty) \) and consider the ball
\[
D_R := \{ \mathbf{z} \in \mathbb{R}^d : \| \mathbf{z} \| \leq R \}.
\]
Let \( \| \theta \| \) be so small as \( \| T^{-1} \| \leq 2 \), where \( T := \Sigma_d(\theta)^{-1/2} \) (recall that \( \Sigma_d(\theta) \to I_d \) as \( \| \theta \| \to 0 \)).
Then \( D_R \cap (\hat{A}_{\theta,c} \oplus A_{\theta,c}) \subseteq (\partial A_{\theta,c})^{n_1} \), where \( \oplus \) denotes the Boolean symmetric difference and \( \eta_1 := 3 \| \Sigma_d(\theta)^{-1/2} - I_d \| R \). Indeed, w.l.o.g. \( \eta_1 \neq 0 \). Let for brevity \( A := A_{\theta,c} \), so that \( \hat{A}_{\theta,c} = TA \). If \( D_R \cap (\hat{A}_{\theta,c} \oplus A_{\theta,c}) \not\subseteq (\partial A_{\theta,c})^{n_1} \), then, by \[3\] Corollary 2.6, there exists some \( x \in \mathbb{R}^d \) such that

\[
\| x \| \leq R, \quad x \in (A \setminus TA) \cup (TA \setminus A) \text{, and } x \notin A^{n_1} \text{ or } x \in A^{-n_1}.
\]

Let \( y := T^{-1}x \), so that \( \| y \| \leq \| T^{-1} \| \| x \| \leq 2 \| x \| \leq 2R \) and \( \| x - y \| = \| Ty - y \| \leq \| T - I_d \\| \| y \| \leq \| T - I_d \| \| y \| \leq 2R \leq \eta_1 \). Now, in the case when \( x \notin A^{n_1} \), one has \( x \notin A \), \( x \in TA \setminus A \), \( y = T^{-1}x \in A \), and \( \| x - y \| < \eta_1 \), which implies \( x \notin A^{n_1} \), a contradiction. In the remaining case, when \( x \in A^{-n_1} \), one has \( \| x - y \| < \eta_1 \), \( y \in A \), \( x \in A \setminus TA \), \( x \notin TA \), \( y = T^{-1}x \notin A \), again a contradiction.

Therefore,

\[
\sup_{c \in \mathbb{R}} | P \{ Z \in \hat{A}_{\theta,c} \cap D_R \} - P \{ Z \in A_{\theta,c} \cap D_R \} | \leq \sup_{c \in \mathbb{R}} P \{ Z \in (\partial A_{\theta,c})^{n_1} \} \\
\leq C_4(d) \eta_1 \leq 3C_4(d) \| \Sigma_d(\theta)^{-1/2} - I_d \| R \to 0
\]

as \( \theta \to 0 \), for each \( R \in (0, \infty) \). It remains to note that \( P \{ Z \notin D_R \} \to 0 \) as \( R \to \infty \).

**Proof of Proposition 2.4** This follows by Propositions 3.2 and 3.3 □

**Proof of Theorem 2.6** This follows by Propositions 3.2 and 3.3 □

**Proof of Proposition 2.7**

(I). Part (I) of Proposition 2.7 follows by Proposition 3.8(I) and Proposition 2.2.

(II). Part (II) of Proposition 2.7 follows by Proposition 3.8(II) and Proposition 3.7.

(III). To prove part (III) of Proposition 2.7, note first that, in fact for each \( p \in [-\infty, \infty] \), statement (III)(a) of Proposition 2.7 is equivalent to (III)(a) of Proposition 3.8. In other words, there exists a \((p,2)\)-NAAS varying triple \((n_p,n_2,\theta_1)\) with \( \theta_1 \) in the direction of \( u \) if and only if there exists a \( p \)-AS shift \( s \) in the same direction; the “only if” part of the latter equivalence follows by Proposition 3.2 while the “if” part follows by part (II) of Proposition 3.4 (for \( p = 2 \)) and Proposition 3.7.

Next, letting 2.7 and 3.8 stand for Proposition 2.7 and Proposition 3.8 respectively, one has implications 2.7(III)(b) \( \implies \) 3.8(III)(b) \( \implies \) 3.8(III)(c) \( \implies \) 2.7(III)(c) \( \implies \) 2.7(III)(b); the first of them follows by Definition 2.4, the second one follows by Proposition 3.8(III); the third one, by Proposition 3.7 (used with \( \hat{\beta} := \lim P \{ \| Z + s \|_p > c \} \) in place of \( \beta \)); and the last implication follows by part (I) of Proposition 2.7. Thus, part (III) and hence the entire Proposition 2.7 follows by Proposition 3.8(III).

**Proof of Proposition 2.10** Let us first prove the continuity of \( a_p \) at \( p = 0 \). By (2.19),

\[
\frac{\Gamma \left( \frac{p + 1}{2} \right)^2}{a^2_p} = \frac{F(p)}{G(p)}.
\]
where \( F(p) := \Gamma \left( \frac{1}{2} \right) \Gamma \left( p + \frac{1}{2} \right) - \Gamma \left( \frac{4p+1}{2} \right)^2 \) and \( G(p) := p^2 \). So, using l’Hospital’s rule for limits and the identity \( \Gamma \left( \frac{1}{2} \right) = \sqrt{\pi} \), one has

\[
\frac{\pi}{2a_p^2} \lim_{p \to 0} \frac{F''(0)}{G''(0)} = \frac{1}{4} \left[ \Gamma \left( \frac{1}{2} \right) \Gamma'' \left( \frac{1}{2} \right) - \Gamma' \left( \frac{1}{2} \right)^2 \right] = \frac{\pi^3}{16},
\]

in view of (7.9). Now the continuity of \( a_p \) at \( p = 0 \) follows. Moreover, \( F \) is real-analytic on \(( -\frac{1}{2}, \infty )\), with \( F(0) = F'(0) = 0 < F''(0) \); hence, there is a function \( F_1 \) such that \( F_1 \) is positive and real-analytic on \(( -\frac{1}{2}, \infty )\) and \( F(p) = p^2 F_1(p) \) for all \( p \in (-\frac{1}{2}, \infty) \). It follows that \( a_p \) is real-analytic in \( p \in (-\frac{1}{2}, \infty) \).

The equality \( a_2 = 1 \) follows because \( \Gamma \left( \frac{1}{2} \right) = \sqrt{\pi} \) and \( \Gamma(x) = (x-1)\Gamma(x-1) \) for \( x > 1 \). The relations \( a_{-\frac{1}{2}+} = 0 \) and \( a_{\infty-} = 0 \) follow because \( \Gamma(0+) = \infty \) and, by Stirling’s formula, \( \Gamma(p + \frac{1}{2}) = \Gamma \left( \frac{p+1}{2} \right)^2 \) as \( p \to \infty \).

It remains to check the claim that (2.20) holds for all \( p \in (-\frac{1}{2}, \infty) \setminus \{2\} \). Since \( a_0 = \frac{2}{\pi} \in (0, 1) \), this claim can be rewritten as

\[
r(p) := \frac{\Gamma \left( \frac{1}{2} \right) \Gamma \left( p + \frac{1}{2} \right)}{\Gamma \left( \frac{p+1}{2} \right)^2} > 1 + \frac{p^2}{2} \tag{3.5}
\]

for all \( p \in (-\frac{1}{2}, \infty) \setminus \{0, 2\} \). Observe that, by the strict log-convexity of the Gamma function, \( r(p) > 1 \) for all \( p \in (-\frac{1}{2}, \infty) \setminus \{0\} \). Of course, this is not enough to prove (3.3). One idea to improve on the just mentioned log-convexity argument is to use the “plus 1” identity \( \Gamma(x) = \frac{1}{2} \Gamma(x+1) \) for \( x > 0 \), whereby a simple strictly log-convex factor, \( \frac{1}{2} \), is extracted from \( \Gamma(x) \), while the remaining factor, \( \Gamma(x+1) \), is still strictly log-convex (but necessarily “less strictly” log-convex than \( \Gamma(x) \)); one may note here \[ (1.2.14) \] that \( \frac{d^2}{dx^2} \ln \Gamma(x) = \sum_{k=0}^{\infty} \frac{1}{(x+k)^2} \) decreases to 0 as \( x \) increases from 0 to \( \infty \) – cf. (7.9). One may also note that the “plus 1” identity and the log-convexity property are the two characteristic properties of the Gamma function; indeed, by the Bohr-Mollerup theorem, these two properties (together with the normalization \( \Gamma(1) = 1 \)) completely characterize the Gamma function – see e.g. \[ 2, \text{Theorem 2.1} \] or \[ 1, \text{Theorem 1.9.3} \]. Another fundamental property of the Gamma function is the Legendre duplication formula, \( \Gamma \left( \frac{1}{2} \right) \Gamma(x) = 2^{x-1} \Gamma \left( \frac{x}{2} \right) \Gamma \left( \frac{x+1}{2} \right) \); in fact \[ 2, \text{Theorem 6.1} \], the Gamma function is the only positive twice continuously differentiable function on \((0, \infty)\) that satisfies both the “plus 1” and Legendre duplication formulas. Using these properties of the Gamma function, one has

\[
r(p) = r_i(p) \tilde{r}_i(p) \tag{3.6}
\]
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for $i = 1, 2, 3$, where

$$r_1(p) := \prod_{j=0}^{0} \frac{(\frac{p+1}{2} + j)^2}{(\frac{1}{2} + j)(\frac{1}{2} + j)};$$

$$\tilde{r}_1(p) := \frac{\Gamma\left(\frac{1}{2} + 1\right) \Gamma\left(\frac{p}{2} + \frac{1}{2} + 1\right)}{\Gamma\left(\frac{p+1}{2} + 1\right)} > 1 \quad \text{for } p \in (-\frac{1}{2}, \infty) \setminus \{0\};$$

$$r_2(p) := \frac{(p+1)^3}{3} \prod_{j=1}^{3} \frac{(\frac{p+1}{2} + j)^2}{(\frac{1}{2} + j)(\frac{1}{2} + j)};$$

$$\tilde{r}_2(p) := \frac{\Gamma\left(\frac{3}{2} + 4\right) \Gamma\left(\frac{p}{2} - \frac{1}{2} + 4\right)}{\Gamma\left(\frac{p+1}{2} + 4\right)} > 1 \quad \text{for } p \in (-\frac{1}{2}, \infty) \setminus \{2\};$$

$$r_3(p) := 2^{p-\frac{3}{2}} \prod_{j=0}^{1} \frac{(\frac{p+1}{2} + j)^2}{(\frac{p}{2} + \frac{1}{2} + j)(\frac{p}{2} + \frac{1}{2} + j)};$$

$$\tilde{r}_3(p) := \frac{\Gamma\left(\frac{5}{2} + \frac{1}{2} + 2\right) \Gamma\left(\frac{3}{2} + \frac{1}{2} + 2\right)}{\Gamma\left(\frac{p+1}{2} + 2\right)^2} > 1 \quad \text{for } p \in (-\frac{1}{2}, \infty);$$

the Legendre duplication formula, whereby $\Gamma\left(\frac{1}{2}\right)\Gamma\left(p+\frac{1}{2}\right)$ in (6.6) can be rewritten as $2^{p-\frac{3}{2}}\Gamma\left(\frac{3}{2} + 1\right) \Gamma\left(\frac{p}{2} + \frac{1}{2}\right)$, was used here only to obtain (6.6) for $i = 3$. Thus, on $(-\frac{1}{2}, \infty) \setminus \{0, 2\}$, the functions $\tilde{r}_1, \tilde{r}_2, \tilde{r}_3$ are $> 1$ and hence $r > \max\{r_1, r_2, r_3\}$ (at that, the lower bound $r_1$ for $r$ is good enough in a neighborhood of 0, with equality $r = r_1$ at 0; similarly, $r_2$ works in a neighborhood of 2; and $r_3$ works elsewhere). So, by (3.6), to prove the inequality in (3.5) it suffices to show that $\max\{r_1(p), r_2(p), r_3(p)\} > 1 + \frac{u^2}{\bar{u}}$ for all $p \in (-\frac{1}{2}, \infty) \setminus \{0, 2\}$. But this can be done completely algorithmically, since the functions $r_1$ and $r_2$ are rational, while $r_3$ is the product of an exponential function and a rational one. Such an algorithm is implemented in Mathematica 7 via the command Reduce. The Mathematica input

Simplify[
   Reduce[{r1[p]>1+p^-2/2 || r2[p]>1+p^-2/2 || r3[p]>1+p^-2/2} && p>-1/2]
]

(with $r1[p], r2[p], r3[p]$ standing for $r_1(p), r_2(p), r_3(p)$ and $|$ representing “or”) results (in under 1 sec on a standard Core 2 Duo laptop) in $-(1/2) < p < 0 \quad \text{or} \quad 0 < p < 2 \quad \text{or} \quad p > 2.$

Proof of Theorem 2.14. This follows by Propositions 3.11 and 3.10.

Proof of Theorem 2.14. This follows by Propositions 3.11 and 3.10.

Proof of Proposition 2.14

(1). By (2.22) and Lemma 4.2(iii), $g_p(\sqrt{u})$ is concave in $u \in [0, \infty)$ for each $p \in (-\frac{1}{2}, 0)$. The same conclusion holds for $p \in [0, 2)$, in which case it can be verified directly, using the simpler form of $g_p$. So, by Lemma 4.9, $\sum g_p(s_j)$ is
Schur\(^2\)-concave in \(s\). Now it follows from the definition (2.21) of \(\|v\|_{p,2}\) that \(\|v\|_{p,2}\) is Schur\(^2\)-concave. Indeed, if \(v \in \mathbb{R}^d\), \(w \in \mathbb{R}^d\), and \(w^2 \leq v^2\), then \(\sum g_p(w_j/v) \geq \sum g_p(v_j/v)\) for all \(v \in (0, \infty)\); so, letting \(S_v\) denote the set on the right-hand side of (2.21), one has \(S_w \subseteq S_v\) and hence \(\|w\|_{p,2} = \inf S_w \geq \inf S_v = \|v\|_{p,2}\).

(II). By part (I) of Proposition 2.15, the maximum and minimum of \(\|u\|_{p,2}\) over all \(1\cdot\|\cdot\|_{2}\)-unit vectors \(u \in \mathbb{R}^d\) are attained, respectively, when \(u = 1\) and \(u = \sqrt{d} e_1\).

For the vector \(u = 1 = (1, \ldots, 1)\), its “norm” \(\|u\|_{p,2}\) in the case \(p \in (-\frac{1}{2}, 0)\) is the unique solution \(u \in (0, \infty)\) of the equation \(d f_p(\frac{u}{d}) = K_p d^{1/2}\), so that, in view of Lemma 4.1, \(\frac{1}{u} \to 0\) and \(d \left(\frac{1}{u}\right)^2 \asymp d^{1/2}\), whence \(\|u\|_{p,2} = u \asymp d^{1/4}\).

The same conclusion holds for \(p = 0\) and \(p \in (0, 2)\), in which cases it is only easier to verify. Thus, (2.22) is proved.

Consider now the subcases \(p \in (-\frac{1}{2}, 0)\), \(p = 0\), and \(p \in (0, 2)\) for the vector \(u = \sqrt{d} e_1\). Let first \(p \in (-\frac{1}{2}, 0)\). Then for all large enough \(d\) and all \(u \in (0, \infty)\) one has \(\sum g_p(\frac{v_j}{u}) = g_p(\frac{v}{u}) \leq K_p d^{1/2}\), since the function \(g_p = f_p\) is bounded for \(p \in (-\frac{1}{2}, 0);\) hence \(\|u\|_{p,2} = 0\). Next, if \(p \in [0, 2)\), then the “norm” \(\|u\|_{p,2}\) of the vector \(u = \sqrt{d} e_1\) is the unique solution \(u \in (0, \infty)\) of the equation \(g_p(\frac{v}{u}) = K_p d^{1/2}\), so that \(\frac{\sqrt{d}}{u} \asymp d^{1/2}\) if \(p = 0\) and \(\frac{d^{1/2}}{u} \asymp d^{1/2}\) if \(p \in (0, 2)\). Now (2.23) follows as well.

(III). For each \(p \in [2, \infty)\), part (III) of Proposition 2.15 follows because \(|u|^p = (u^2)^{p/2}\), and \(x^{p/2}\) is convex in \(v \in [0, \infty)\). For \(p = \infty\), the Schur\(^2\)-convexity of \(\|u\|_{p,2}\) in \(u\) follows immediately by the definition.

(IV). Part (IV) of Proposition 2.15 follows immediately from part (III).

**Proof of Theorem 2.16.** This follows by Propositions 3.13 and 3.10.

**Proof of Proposition 2.17.** Suppose that indeed \(p \in (2, \infty)\) and \(u\) is a completely random \(1\cdot\|\cdot\|_{2}\)-unit vector. Then \(u\) equals in distribution the vector \(\sqrt{d} Z/\|Z\|\).

So, for any \(\varepsilon > 0\) the probability of the event \(\{\|u\|_p < \varepsilon d^{(p-2)/(4p)}\}\) is the same as that of the event \(\{\sum |Z_j|^p/(\sum Z_j^2)^{p/2} < \varepsilon d^{(2-2p)/(4p)}\}\), which tends to 1 as \(d \to \infty\) — since, by the law of large numbers, \(\frac{1}{d} \sum |Z_j|^p \to E |Z|^p\) and \(\frac{1}{d} \sum Z_j^2 \to 1\) in probability as \(d \to \infty\).

**Proof of Proposition 2.18**. For any two varying vectors \(s\) and \(v\) in \(\mathbb{R}^d\) and any varying \(v > 0\) one has the implication

\[(v > \max_{j=1}^d |v_j| \land v \to 0) \implies \sum \varphi(s_j + v_j) = \sum \varphi(s_j)(1 + o(1)) + O(d e^{-1/v}).\]

**Lemma 4.2.** The following statements take place.

4. Statements of lemmas

In this section, we shall state a few lemmas, which will be used in the proofs of propositions stated in Section 3. The proofs of the lemmas will be deferred to Section 7.

**Lemma 4.1.** For any two varying vectors \(s\) and \(v\) in \(\mathbb{R}^d\) and any varying \(v > 0\) one has the implication

\[(v > \max_{j=1}^d |v_j| \land v \to 0) \implies \sum \varphi(s_j + v_j) = \sum \varphi(s_j)(1 + o(1)) + O(d e^{-1/v}).\]
Lemma 4.3. The following statements take place.

(i) The expression \( \lambda_p(s) \) is strictly and continuously increasing (respectively, decreasing) in \(|s|\) for each \( p \in (0, \infty) \) (respectively, for each \( p \in (-1, 0) \)).

(ii) For each \( p \in (-1, \infty) \)

\[
\begin{align*}
\lambda_p(s) - \lambda_p(0) &\sim \frac{s^2}{2} \lambda_p(0) s^2 \quad \text{as} \quad s \to 0; \\
\lambda_p(s) &= |s|^p (1 + O(|s|^{-2})) \quad \text{over} \quad |s| > 1. 
\end{align*}
\] (4.1) (4.2)

(iii) \( \frac{\lambda_p(s)}{s} \) increases in \( s \in (0, \infty) \) for each \( p \in (-1, 0) \cup (2, \infty) \) and decreases in \( s \in (0, \infty) \) for each \( p \in (0, 2) \); the same monotonicity patterns hold for \( \lambda_p(s) - \lambda_p(0) \); moreover, \( \lambda_p(\sqrt{t}) \) is convex in \( t \in [0, \infty) \) for each \( p \in (-1, 0) \cup (2, \infty) \) and concave in \( t \in [0, \infty) \) for each \( p \in (0, 2) \).

(iv) For each \( p \in [2, \infty) \),

\[
\lambda_p(s) - \lambda_p(0) \geq \frac{s^2}{2} \lambda_p(0) s^2 \quad \text{for all} \quad s \in \mathbb{R},
\] (4.3)

and this inequality is strict if \( p > 2 \) and \( s \neq 0 \).

(v) For each \( p \in (-\frac{1}{2}, \infty) \) and over all \( s \in \mathbb{R} \setminus \{0\} \),

\[
|\lambda_{p,2}(s) - \lambda_{p,2}(0)| \leq s^2 I\{|s| \leq 1\} + (1 + |s|^{3p-2}) I\{|s| > 1\}.
\] (4.4)

Lemma 4.3. The following statements take place.

(i) For each \( d \in \mathbb{N} \), the expression \( \hat{\mu}_d(s) \) strictly and continuously decreases in \(|s|\) from \( \hat{\mu}_d(0) \) to 0.

(ii) Moreover, \( \hat{\mu}_d(0) \sim 2\varphi(0) \ln d \) and \( \hat{\mu}_d(s) \leq \ln d \) over all \( s \in \mathbb{R} \).

(iii) Over all \( s \in \mathbb{R} \) and \( d \in \{2, 3, \ldots\} \)

\[
\hat{\mu}_d(0) - \hat{\mu}_d(s) \asymp (s^2 \wedge 1) \ln d \asymp (\varphi(0) - \varphi(s)) \ln d.
\] (4.6)

(iv) Over all \( s \in \mathbb{R} \) and \( d \in \mathbb{N} \),

\[
\left| \frac{sf''(s)}{f(s)} \right| \leq 1,
\]

for \( f(s) := f_{-1}(s) = \hat{\mu}_d(0) - \hat{\mu}_d(s) \).

Lemma 4.4. The following statements take place.

(i) The expression \( \tilde{\lambda}(s) \) is strictly and continuously increasing in \(|s|\).

(ii) One has

\[
\tilde{\lambda}(s) - \tilde{\lambda}(0) \sim \frac{s^2}{2} \quad \text{as} \quad s \to 0;
\] (4.7)

moreover, for each \( m \in \mathbb{N} \) and over all \( s \in [e, \infty) \)

\[
\mathbb{E} \ln^m |Z + s| = \ln^m s \left[ 1 + O(\ln^{-m} s) \right] \sim \ln^m s,
\] (4.8)

the latter relation taking place as \( s \to \infty \).
Lemma 4.5. For each \( p \in \mathbb{R} \),
\[
f_p(s) \simeq h_p(s) := h_{p,d}(s) := \begin{cases} \frac{\varphi(0) - \varphi(s)}{s} \ln d & \text{if } p = -1, \\ \varphi(0) - \varphi(s) & \text{if } p \in (-1, 0), \\ g_p(s) & \text{if } p \in [0, 2), \\ s^2 + |s|^p & \text{if } p \in [2, \infty), \end{cases}
\]
over all \( s \in \mathbb{R} \) (and, for \( p = -1 \), over all \( d \in \mathbb{N} \), with \( f_p \) and \( g_p \) defined in Theorem 2.16 and 2.22, respectively.

Lemma 4.6. For any \( p \in (-\frac{1}{2}, 0) \) and any varying vectors \( s \) and \( v \) of the same direction such that \( \sum g_p(s_j) \sim S \sim \sum g_p(v_j) \) for some varying \( S \in (0, \infty) \), one has
\[
\sum s_j^2 >> S \iff \sum v_j^2 >> S; \tag{4.9}
\]
here, \( g_p = f_p \), as in Definition 2.13 (for \( p \in (-\frac{1}{2}, 0) \)).

Lemma 4.7. [Cf. Lemma 4.6] For any \( p \in [0, 2) \) and any varying vectors \( s \) and \( v \) of the same direction such that \( \sum g_p(s_j) \simeq S \simeq \sum g_p(v_j) \) for some varying \( S \in (0, \infty) \), one has
\[
\sum s_j^2 >> S \iff \sum v_j^2 >> S; \tag{4.10}
\]
here, \( g_p \) is as in Definition 2.13 (for \( p \in [0, 2) \)).

Lemma 4.8. (\cite[Theorem 4, Chapter 4]{1}, \cite[Theorem 15.28]{3}) Let \( (\xi_{dj}) := (\xi_{dj} : d \in \mathbb{N}, j = 1, \ldots, d) \) be a family of r.v.'s such that \( \xi_{d1}, \ldots, \xi_{dd} \) are independent, for each \( d \in \mathbb{N} \). Assume also that this double-indexed family is a null array; that is, for every \( \varepsilon > 0 \),
\[
\max_j P(|\xi_{dj}| > \varepsilon) \to 0 \tag{4.11}
\]
as \( d \to \infty \). Let \( \zeta \) be a r.v. with the infinitely divisible distribution with characteristics \( a, b, \nu \) such that \( \nu\{-1, 1\} = 0 \) (recall (2.11)). Then the sum \( \sum \xi_{dj} \) converges in distribution to \( \zeta \) if and only if the following three conditions hold:
Lemma 4.9. (the Hardy-Littlewood-Polya theorem – see e.g. [11, 4.B.1]) If a real-valued function \( f \) is convex then \( \sum f(s_j) \) is Schur-convex in \( s \).

Lemma 4.10. [11] For any given \( p \in [\infty, \infty] \), \( c \in \mathbb{R} \), and \( d \in \mathbb{N} \), the function \( \mathbb{R}^d \ni v \mapsto \mathbb{P}[\|Z + v\|_p > c] \) is Schur\(^2\)-concave for \( p \in [-\infty, 2] \) and Schur\(^2\)-convex for \( p \in [2, \infty] \).

Lemma 4.11. [11] Lemma 3.1 For any given \( p \in [\infty, \infty] \), \( v \in \mathbb{R}^d \setminus \{0\} \), \( c \in (0, \infty) \), and \( d \in \mathbb{N} \), the function \( (0, \infty) \ni t \mapsto \mathbb{P}[\|Z + tv\|_p > c] \) is continuously and strictly increasing.

5. Proof of Propositions 3.4 and 3.3

The main content of this section is the proof of Proposition 3.4 in the course of which Proposition 3.3 will also be proved.

5.1. Case: \( p = -\infty \)

By Definitions 3.1 and (2.5), a varying vector \( s \) will be a \((-\infty)\)-weakly-AS shift if and only if

\[
\alpha \approx \mathbb{P}\left( \min_1^d |Z_j| > c \right) \quad \text{and} \quad \beta \approx \mathbb{P}\left( \min_1^d |Z_j + s_j| > c \right)
\]

(5.1)

for some varying \( c \).

In turn, \( (5.1) \) can be rewritten as \( \alpha \approx \mathbb{P}(|Z| > c)^d \), whence \( \mathbb{P}(|Z| > c) = (\alpha + o(1))^{1/d} \to 1 \), \( c \to 0^+ \), \( \mathbb{P}(|Z| > c) = 1 - \mathbb{P}(|Z| \leq c) = 1 - 2\varphi(0)c(1 + o(1)) \), \( -2\varphi(0)c \sim \ln \mathbb{P}(|Z| > c) = \frac{1}{d} \ln(\alpha + o(1)) \sim \frac{1}{d} \ln \alpha \), and \( c \sim -\frac{1}{d} \frac{\ln \alpha}{2\varphi(0)} \); vice versa, the latter relation implies \( (5.1) \). Thus,

\[
\Leftrightarrow c \sim -\frac{1}{d} \frac{\ln \alpha}{2\varphi(0)}. \quad (5.3)
\]

With such a varying \( c \), the condition \( (5.2) \) can be rewritten as

\[
- \ln \beta \approx -\sum \ln \mathbb{P}(|Z_j + s_j| > c) = -\sum \ln \left( 1 - \mathbb{P}(|Z_j + s_j| \leq c) \right) \\
\sim \sum \mathbb{P}(|Z_j + s_j| \leq c) \\
= 2c \sum \varphi(s_j + v_j) \\
\approx -\frac{1}{d} \frac{\ln \alpha}{\varphi(0)} \sum \varphi(s_j), \quad (5.5)
\]
with some \(v_j\)’s such that \(\max |v_j| < c\); relation (5.3) follows in view of (5.3) and Lemma 4.1, whereas (5.4) follows because \(\max_j P(|Z_j + s_j| \leq c) \leq c \to 0\).

Thus, a varying vector \(s = (s_1, \ldots, s_d)\) will be \((-\infty)\)-weakly-AS iff it is \((-\infty)\)-strongly-AS iff \(-\ln \beta \sim -\frac{1}{d} \ln \alpha \sum \varphi(s_j) = -\ln \alpha \sum e^{-s_j^2/2}\). This completes the proof of Propositions 3.4 and 3.3 – in the case when \(p = -\infty\).

The proof of Propositions 3.4 and 3.3 for \(p \in \mathbb{R}\) will depend on the case according to which subset of \(\mathbb{R}\) the value of \(p\) belongs to. However, the general scheme in all these cases will be the same. Namely, in each of these cases, first we shall take any varying vector \(s\) in \(\mathbb{R}^d\) (with \(d \to \infty\)) satisfying a certain special condition (referred to in this paragraph as condition (*)), which latter depends on the set of values of \(p\) under consideration. This condition (*) will in each case be implied by the necessary and sufficient condition (2.16). On the other hand, (*) will imply that the vector \(s\) is in a sense small enough, so that the distribution of \(|Z + s|_p\) can be approximated (for \(p \in (-\infty, -\frac{1}{2})\)) by means of the stable distribution introduced in Definition 2.5 or (for \(p \in [-\frac{1}{2}, \infty)\)) by means of the standard normal distribution. This will allow us to show that any \(p\)-weakly-AS shift \(s\) satisfying the special condition (*) will also satisfy the necessary and sufficient condition (2.16). On the other hand, since (2.16) implies (*), it will also imply the approximation by the appropriate limit distribution, which in turn will be used to show that – under condition (2.16) – the varying vector \(s\) must be a \(p\)-strongly-AS shift. In each case, it will then remain to prove that any \(p\)-weakly-AS shift \(s\) must be small enough so as to satisfy the condition (*). This is done by assuming the contrary, that \(s\) is too large so as to violate (*); then we observe that, for any given \(\tilde{\beta} \in (\bar{\beta}, 1)\), one can shrink \(s\) to \(ts\) for some varying \(t \in (0, 1)\) so that (2.16) hold for \(ts\) and \(\tilde{\beta}\) in place of \(s\) and \(\beta\), respectively; by what has been proved, this would imply that \(ts\) is a \(p\)-strongly-AS shift, with \(\tilde{\beta}\) in place of \(\beta\), which in turn would contradict the fact that \(P(|Z + ts|_p > c)\) is increasing in \(t > 0\).

5.2. Case: \(p \in (-\infty, -1)\)

Take any varying vector \(s\) (in \(\mathbb{R}^d\), with \(d \to \infty\)). To begin, assume the mentioned special condition (*) on the “smallness” of \(s\), which we let here take the form

\[
\sum \varphi(s_j) \geq d, \tag{5.6}
\]

and use Lemma 4.8 with

\[
\xi_{dj} := \frac{|Z_j + s_j|^p}{\sigma(s)^p},
\]

where

\[
\sigma(s) := \frac{\varphi(0)}{\sum \varphi(s_j)}, \tag{5.7}
\]

so that, in view of (5.6),

\[
\sigma(s) \leq \frac{1}{d} \ll 1. \tag{5.8}
\]
Note that for any \( \varepsilon \in (0, \infty) \)
\[
\max_j P(\{|\xi_{dj}| > \varepsilon\}) = \max_j P(\{|Z_j + s_j| < \varepsilon^{1/p} \sigma(s)\}) \preceq \varepsilon^{1/p} \sigma(s) \to 0,
\]
so that the null-array condition (4.11) is satisfied.

Next, for any fixed \( x \in (0, \infty) \) there are some varying \( v_j \)'s such that \( \max_j |v_j| < x^{1/p} \sigma(s) \to 0 \) and
\[
\sum_j P(\xi_{dj} > x) = \sum_j P(\{|Z_j + s_j| < x^{1/p} \sigma(s)\})
= 2x^{1/p} \sigma(s) \sum_j \varphi(s_j + v_j) \to 2x^{1/p} \varphi(0) = \sqrt{2} x^{1/p},
\]
in view of Lemma 4.1 and conditions (5.7) and (5.6). It is also clear that
\[
\sum_j P(\xi_{dj} < x) = 0
\]
for any \( x \in (0, \infty) \), since the r.v.'s \( \xi_{dj} \) are nonnegative.

Thus, condition (I) in Lemma 4.8 is verified for \( \nu = \sqrt{\frac{2}{\pi}} \nu_p \), as in Definition 2.5.

Let us now verify condition (III) in Lemma 4.8. One has
\[
\sum_j E(\xi_{dj} I(\{|\xi_{dj}| \leq 1\}) = E_1(p)
:= \sigma(s)^{-p} \sum_j E(Z_j + s_j)^p \mathbb{I}(\{|Z_j + s_j| \geq \sigma(s)\})
= \sigma(s)^{-p} \int_{\sigma(s)}^\infty u^p [\varphi(s_j - u) + \varphi(s_j + u)] \, du
= \sigma(s)^{-p} (E_{11} + E_{12}),
\]
where
\[
E_{12} := \sum_j \int_{d^{-1/2}}^\infty u^p [\varphi(s_j - u) + \varphi(s_j + u)] \, du
\leq d \int_{d^{-1/2}}^\infty u^p \, du \leq d^{(1-p)/2} \ll \sigma(s)^p
\]
by (5.8), and
\[
E_{11} := \sum_j \int_{\sigma(s)}^{d^{-1/2}} \ldots \sum_j 2\varphi(s_j + v_j) \int_{\sigma(s)}^{d^{-1/2}} u^p \, du
\sim \sum_j 2\varphi(s_j + v_j) \frac{\sigma(s)^{p+1}}{-(p+1)} \ldots \sum_j 2 \varphi(s_j + v_j) \frac{\sigma(s)^{p+1}}{-(p+1)} \varphi(0)
\sim \frac{2}{-(p+1)} \sigma(s)^p \varphi(0)
\]
for some \( v_j \)'s such that \( \max_j |v_j| < d^{-1/2} \to 0 \); relation (5.9) takes place by (5.8), while relation (5.10) holds in view of Lemma 4.1 and conditions (5.7) and (5.6). Collecting these estimates for \( E_{11} \) and \( E_{12} \) into \( E_1(p) \), one completes the verification of condition (III) in Lemma 4.8 with \( b = b_p \) as in (2.17).
Next, let us verify condition (II) in Lemma 4.8. Since \( p \in (-\infty, -1) \) implies \( 2p \in (-\infty, -1) \), one can use the above estimate for \( E_1(p) \) to immediately obtain the following:

\[
E_2 := E_2(p) := \sum E \xi_{d,j} \mathbb{I}_{|\xi_{d,j}| \leq 1} = E_1(2p) \to \frac{2}{-(2p + 1)} \psi(0).
\]

Also,

\[
E_3 := \sum \xi_{d,j}^2 \mathbb{I}_{|\xi_{d,j}| \leq 1} \leq \sigma(s)^{-2p} \cdot d \cdot \left( \int_{\sigma(s)}^\infty a^p \, da \right)^2 \leq d \sigma(s)^2 \to 0,
\]

by (5.8). So,

\[
\sum \text{Var} \xi_{d,j} \mathbb{I}_{|\xi_{d,j}| \leq 1} = E_2 - E_3 \to \frac{2\varphi(0)}{-(2p + 1)} = \int_{\mathbb{R}} x^2 \mathbb{I}\{|x| \leq 1\} \nu(dx)
\]

for \( \nu = \sqrt{\frac{2}{\pi}} \nu_p \), as in Definition 2.5. So, condition (II) in Lemma 4.8 holds with

\[
\sigma(s)^{-p} \sum |Z_j + s_j|^p = \sum \xi_{d,j} \xrightarrow{\text{D}} \zeta_{p,b_p}, \quad (5.11)
\]

where \( \text{D} \) denotes the convergence in distribution; since the d.f. of \( \zeta_{p,b_p} \) is continuous (by the remark right after Definition 2.5), it follows that the d.f. of \( \sigma(s)^{-p} \sum |Z_j + s_j|^p \) converges to the d.f. of \( \zeta_{p,b_p} \) uniformly on \( \mathbb{R} \).

Take now any \( p \)-weakly-AS shift \( s \) satisfying condition (5.6). Then, for some varying \( c \),

\[
\alpha \approx P \left( (\sigma(0))^{-p} \sum |Z_j|^p \leq c \right) \quad (5.12)
\]

\[
\approx P(\zeta_{p,b_p} < c), \quad (5.13)
\]

\[
\beta \approx P \left( \sigma(s)^{-p} \sum |Z_j + s_j|^p \leq c \frac{\sigma(s)^{-p}}{\sigma(0)^{-p}} \right) \quad (5.14)
\]

\[
\approx P \left( \zeta_{p,b_p} < c \frac{\sigma(s)^{-p}}{\sigma(0)^{-p}} \right), \quad (5.15)
\]

whence \( c \to \Phi_{p,b_p}^{-1}(\alpha) \) and \( \sigma(s)^{-p}/\sigma(0)^{-p} \to \Phi_{p,b_p}^{-1}(\beta)/\Phi_{p,b_p}^{-1}(\alpha) \), which latter is equivalent to (2.10) (for \( p \in (-\infty, -1) \)).

On the other hand, one can see that (2.10) (for \( p \in (-\infty, -1) \)) implies that \( s \) is a \( p \)-strongly-AS shift. Indeed, (2.10) implies (5.6), so that (5.11) holds; therefore, relations (5.13) and (5.15) hold; hence and because the d.f. \( \Phi_{p,b_p} \) of \( \zeta_{p,b_p} \) is strictly increasing in a neighborhood of \( \Phi_{p,b_p}^{-1}(\alpha) \), for any varying \( c \) satisfying relation (5.12) one will have \( c \to \Phi_{p,b_p}^{-1}(\alpha) \); since (2.10) is equivalent to \( \sigma(s)^{-p}/\sigma(0)^{-p} \to \Phi_{p,b_p}^{-1}(\beta)/\Phi_{p,b_p}^{-1}(\alpha) \), relation (5.11) will then follow.

It remains to consider the case when \( s \) is a \( p \)-weakly-AS shift for which condition (5.6) fails. Then without loss of generality (w.l.o.g.) \( \sum \varphi(s_j) << d \) or, equivalently, \( \sum f_p(s_j) = \sum e^{-s_j^2/2} << d \), where \( f_p \) is as in (2.10) (for \( p \in (-\infty, -1) \)).
Take any $\tilde{\beta} \in (\beta, 1)$. Note that $\sum f_p(ts_j)$ continuously decreases in $t \in [0, 1]$ from $d$ to $o(d)$. Note also that $K_{\alpha, \tilde{\beta}, p} \in (0, 1)$. Hence, for some varying $t \in (0, 1)$ relation (2.10) holds with $\beta$ and $\tilde{\beta}$ in place of $s$ and $\beta$, respectively. So, by the proved above implication “(2.10) implies that $s$ is a $p$-strongly-AS shift”, one concludes that $ts$ is a $p$-strongly-AS shift, but for $\tilde{\beta}$ in place of $\beta$. On the other hand, (5.12) and (5.14) take place for some varying $c$, since $s$ is a $p$-weakly-AS shift. Thus, for such $c$ one has $P\{Z + ts \geq c\} \to \tilde{\beta}$ and $P\{Z + ts \geq \beta\} \to \beta$, which is a contradiction, since $\beta < \beta$ while, by Lemma 4.8, $P\{Z + ts \geq \beta\} \geq P\{Z + ts \geq \beta\}$. This concludes the proof of Proposition 3.4 (in the case when $p \in (-\infty, -1)$).

5.3. Case: $p \in (-1, -\frac{1}{2})$

Take any varying vector $s$. To begin, assume that

$$\sum (\varphi(0) - \varphi(s_j)) \leq \sigma^p, \quad (5.16)$$

where $\sigma := \frac{1}{d}$, and use Lemma 4.3 with

$$\xi_{dj} := \frac{|Z_j + s_j|^p - \lambda_p(s_j)}{\sigma^p}.$$  

Note that for each fixed $x \in (0, \infty)$

$$\xi_{dj} > x \iff |Z_j + s_j|^p > \lambda_p(s_j) + \sigma^p x \iff |Z_j + s_j| < \sigma[x + \sigma^{-p}\lambda_p(s_j)]^{1/p};$$

also,

$$\sigma[x + \sigma^{-p}\lambda_p(s_j)]^{1/p} \sim \sigma x^{1/p}$$

uniformly in $j$, since $\sigma^{-p} = 1/d^{[p]} \to 0$ and $\lambda_p(s) \leq \lambda_p(0) \leq 1$ for all $s \in \mathbb{R}$, by part (i) of Lemma 4.2. Similarly, for each fixed $x \in (-\infty, 0)$

$$\xi_{dj} < x \iff |Z_j + s_j|^p < \lambda_p(s_j) + \sigma^p x,$$

which is impossible for any $j$ if $d$ is large enough, since $\sigma^p = d^{[p]} \to \infty$ while $\lambda_p(s_j) \leq \lambda_p(0)$.

In particular, it follows that for any fixed $\varepsilon \in (0, \infty)$

$$\max_j P(|\xi_{dj}| > \varepsilon) = \max_j P(|Z_j + s_j| < \sigma(\varepsilon + o(1))^{1/p}) \leq \sigma \to 0,$$

so that the null-array condition (4.11) is satisfied.

Next, for any fixed $x \in (0, \infty)$ there are some varying $v_j$’s such that $\max_j |v_j| \leq \sigma \to 0$ and

$$\sum P(\xi_{dj} > x) = \sum P(|Z_j + s_j| < \sigma(x + o(1))^{1/p})$$

$$= 2\sigma(x + o(1))^{1/p} \sum \varphi(s_j + v_j)$$

$$\sim 2\sigma x^{1/p} \sum \varphi(s_j + o(d))$$

$$\to 2x^{1/p} \varphi(0) \quad (5.17)$$
by Lemma 4.1 and condition (5.16), which latter implies \( \sum \varphi(s_j) = d\varphi(0) + O(d^{p^1}) \sim d\varphi(0) \). Also, \( \sum P(\xi \, < \, x) = 0 \) for any \( x \in (-\infty, 0) \) and all large enough \( d \). Thus, condition (I) in Lemma 4.8 is verified for \( \nu = \sqrt{2\pi} \nu_p \), as in Definition 2.5.

Let us now verify condition (III) in Lemma 4.8. From considerations above, it follows that

\[
|\xi| > 1 \iff |Z + s_j| < \sigma_j := \sigma[1 + \sigma^{-p}\mu_j]^{1/p} \sim \sigma = \frac{1}{d}, \tag{5.18}
\]

where

\[
\mu_j := \lambda_p(s_j) \leq \lambda_p(0).
\]

Hence and because \( E\xi = 0 \),

\[
E_1 := \sum E\xi I\{|\xi| \leq 1\} = -\sum E\xi I\{|\xi| > 1\} = \sigma^{-p}(E_{12} - E_{11}),
\]

where

\[
E_{12} := \sum \mu_j P(\xi \, > \, 1) \leq \sum P(|Z + s_j| < \sigma_j) \leq \sigma d = 1 \ll \sigma^p,
\]

\[
E_{11} := \sum E|Z + s_j|^p I(|Z + s_j| < \sigma_j) = E_{111} - E_{112},
\]

\[
E_{111} := \int_R |z + s_j|^p I(|z + s_j| < \sigma_j) \varphi(0) \, dz = d \cdot 2\varphi(0) \cdot \frac{\sigma^{p+1}}{p+1} \sim \frac{2\varphi(0)}{p+1} \sigma^p,
\]

\[
E_{112} := \int_R |x|^p I(|x| < \sigma_j) |\varphi(0) - \varphi(x + s_j)| \, dx \\
\leq \sigma^{p+1} \int_R |x|^p I(|x| < \sigma_j) \, dx \sigma^2 \varphi(0) - \varphi(s_j) \\
\leq \sigma^{p+1} |d \sigma^2 + \sigma^p| \ll \sigma^p;
\]

in the latter display, for \( E_{112} \), the last of three \( \ll \)'s is by condition (5.16), while the first one is obtained as follows: if \( |x| < \sigma_j \) and \( |s_j| \leq 1 \) then \( \varphi(0) - \varphi(x + s_j) \leq (x + s_j)^2 \leq x^2 + s_j^2 < \sigma^2 \leq \sigma^2 + \sigma^2 + \varphi(0) - \varphi(s_j) \); and if \( |s_j| > 1 \) then \( \varphi(0) - \varphi(x + s_j) \leq 1 \leq \varphi(0) - \varphi(s_j) \leq \sigma^2 + \varphi(0) - \varphi(s_j) \); thus, \( |x| < \sigma_j \) always implies \( \varphi(0) - \varphi(x + s_j) \leq \sigma^2 + \varphi(0) - \varphi(s_j) \).

We conclude that

\[
E_1 \rightarrow -\frac{2\varphi(0)}{p+1} = -\sqrt{2\pi} \frac{p}{p+1}.
\]

Next,

\[
E_2 := \sum E\xi^2 I\{|\xi| \leq 1\} = \sigma^{-2p}(E_{21} - 2E_{22} + E_{23}),
\]
where
\[
E_{21} := \sum E \{ |Z_j + s_j|^2 \} I\{|Z_j + s_j| \geq \sigma_j\} \\
= \sum \int_{\sigma_j}^{\infty} u^{2p} [\varphi(u - s_j) + \varphi(u + s_j)] du,
\]
\[
E_{22} := \sum \mu_j E \{ |Z_j + s_j|^p \} I\{|Z_j + s_j| \geq \sigma_j\} \leq d < \sigma^{2p},
\]
\[
E_{23} := \sum \mu_j^2 \leq d < \sigma^{2p}.
\]
To estimate $E_{21}$, note first that
\[
\varphi(u - s) + \varphi(u + s) - 2\varphi(u) \leq \varphi(0) - \varphi(s)
\] (5.19)
over all real $u$ and $s$. Indeed, if $|s| \leq 1$ then $\varphi(u - s) + \varphi(u + s) - 2\varphi(u) \leq s^2 \leq \varphi(0) - \varphi(s)$, and if $|s| > 1$ then $\varphi(u - s) + \varphi(u + s) - 2\varphi(u) \leq 1 \leq \varphi(0) - \varphi(s)$. Hence, recalling also, once again, condition (5.16), one has
\[
E_{21} = E_{211} + E_{212},
\]
\[
E_{212} := \sum \int_{\sigma_j}^{\infty} u^{2p} [\varphi(u - s_j) + \varphi(u + s_j) - 2\varphi(u)] du
\]
\[
\leq \sum |\varphi(0) - \varphi(s_j)| \int_{\sigma_j}^{\infty} u^{2p} du \leq \sigma^p \sigma^{2p+1} << \sigma^{2p},
\]
\[
E_{211} := \sum \int_{\sigma_j}^{\infty} u^{2p} 2\varphi(u) du \sim -\frac{2\varphi(0)\sigma^{2p}}{2p + 1},
\]
because $0 < \varepsilon << \varepsilon_1 << 1$ implies
\[
\int_{\varepsilon}^{\infty} u^{2p} \varphi(u) du = \int_{\varepsilon}^{\varepsilon_1} + \int_{\varepsilon_1}^{\infty} + \int_{1}^{\infty},
\]
\[
\int_{\varepsilon}^{\varepsilon_1} \sim \int_{\varepsilon}^{\varepsilon_1} u^{2p} \varphi(0) du \sim -\frac{\varphi(0) \varepsilon^{2p+1}}{2p + 1},
\]
\[
\int_{\varepsilon_1}^{\infty} + \int_{1}^{\infty} \leq \varepsilon_1^{2p+1} + 1 << \varepsilon^{2p+1}.
\]
Also,
\[
E_3 := \sum E^2 \xi_{dj} I\{ |\xi_{dj}| \leq 1 \} = \sum E^2 \xi_{dj} I\{ |\xi_{dj}| > 1 \} \leq \sigma^{-2p} (E_{31} + E_{33}),
\]
\[
E_{31} := \sum E^2 |Z_j + s_j|^p I\{|Z_j + s_j| < \sigma_j\} \leq d \left( \int_{0}^{\sigma_j} u^p du \right)^2 \leq d (\sigma^{p+1})^2 << \sigma^{2p},
\]
\[
E_{32} := \sum \mu_j^2 P\{|Z_j + s_j| < \sigma_j\} \leq d \sigma << \sigma^{2p}.
\]
The rest of the proof of Proposition 3.4 in the case $p \in (-1, -\frac{1}{2})$ is similar to that in the case $p \in (-\infty, -1)$. Instead of (5.10), here one has to deal with
condition \((5.16)\) – which is implied, in view of Lemma 4.5 by \((2.16)\) (now for \(p \in (-1, -\frac{1}{2})\)). In this case, instead of \((5.12)\) and \((5.14)\) one should write

\[
\alpha \approx P\left(\sigma^{-p} \sum (|Z_j|^p - \lambda_p(0)) < c\right) \approx P(\zeta_{p,b} < c),
\]

\[
\beta \approx P\left(\sigma^{-p} \sum (|Z_j + s_j|^p - \lambda_p(0)) < c\right) = P\left(\sigma^{-p} \sum (|Z_j + s_j|^p - \lambda_p(s_j)) < c + \sigma^{-p} \sum (\lambda_p(0) - \lambda_p(s_j))\right) \approx P\left(\zeta_{p,b} < c + \sigma^{-p} \sum f_p(s_j)\right),
\]

whence \(c \to \Phi^{-1}_{p,b} (\alpha)\) and \(\sigma^{-p} \sum f_p(s_j) \to \Phi^{-1}_{p,b} (\beta) - \Phi^{-1}_{p,b} (\alpha)\). In this case, when \(p \in (-1, -\frac{1}{2})\), one should also note that, by Lemma 4.2(i), the sum \(\sum f_p(\nu s_j)\) continuously increases (rather than decreases) in \(t \in [0, 1]\), from 0 to \(\sum f_p(\nu s_j)\), which, by Lemma 4.5, is w.l.o.g. \(\gg d^{|s|}\) if condition \((5.16)\) fails to hold. Also, in this case one should use \(K_{\alpha,\beta;p} \in (0, \infty)\) instead of \(K_{\alpha,\beta;p} \in (0, 1)\).

**5.4. Case: \(p = -1\)**

Take any varying vector \(s\). As in previous cases, we begin by proving a limit theorem for \(\sum |Z_j + s_j|^p\) (here with \(p = -1\)) under an additional assumption, which in this case will be the following:

\[
\sum [\varphi(0) - \varphi(s_j)] \leq d/\ln d. \tag{5.20}
\]

Let again

\[
\sigma := \frac{1}{d},
\]

and use Lemma 4.8 now with

\[
\xi_{dj} := \frac{|Z_j + s_j|^{-1} - \tilde{\mu}_d(s_j)}{\sigma^{-1}}.
\]

As in the case with \(p \in (-1, -\frac{1}{2})\), here one shows that conditions (4.11) and (I) in Lemma 4.8 hold for \(\nu = \sqrt{\frac{2}{d}} \nu_p\), as in Definition 2.5; the only difference is that here, in view of Lemma 4.3(ii), one writes \(\sigma_\mu_d(s_j) \leq d^{-1} \ln d \to 0\) instead of relations \(\sigma^{-p} = 1/d^{|p|} \to 0\) and \(\lambda_p(s) \ll \lambda_p(0) \ll 1\) used for \(p \in (-1, -\frac{1}{2})\).

Let us now verify condition (III) in Lemma 4.8. As in the case \(p \in (-1, -\frac{1}{2})\), here \((5.18)\) holds, but now with

\[
\mu_j := \tilde{\mu}_d(s_j) \leq \ln d;
\]

note also that \(\sigma_j \ll \sigma\) for all \(j\).
Another difference is that here the expectation $E \xi_{d_j}$ is not 0; in fact, it does not exist (or, one may prefer to say, is infinite). Recall (2.13) and write

$$E_1 := \sum E \xi_{d_j} I(\{\xi_{d_j} \leq 1\})$$

$$= \frac{1}{d} \sum \left[ E|Z_j + s_j|^{-1} I(\{|Z_j + s_j| \geq \sigma_j\}) - \tilde{\mu}_d(s_j)P(|Z_j + s_j| \geq \sigma_j) \right]$$

$$= \frac{1}{d}(E_{11} + E_{12} - E_{13}),$$

where

$$E_{11} := \sum E|Z_j + s_j|^{-1} I(\sigma > |Z_j + s_j| \geq \sigma_j),$$

$$\leq d \int_{\sigma_j}^\sigma |u|^{-1} \, du = 2d \ln \frac{\sigma}{\sigma_j} << d,$$

$$E_{12} := \sum E|Z_j + s_j|^{-1} I(\{|Z_j + s_j| \geq \sigma\})P(|Z_j + s_j| < \sigma_j)$$

$$\leq \sum \tilde{\mu}_d(s_j)P(|Z_j + s_j| < \sigma_j) \leq d (\ln d) \sigma << d,$$

$$E_{13} := d \sum P(|Z_j + s_j| < \sigma)P(|Z_j + s_j| \geq \sigma_j)$$

$$\sim d \sum v \sim 2d \varphi(0),$$

for some $v_j$’s with $|v_j| < \sigma$, in view of Lemma 4.1 and condition (5.20). On collecting these estimates, one has

$$E_1 \rightarrow -2 \varphi(0).$$

As for the term $E_2 := \sum E \xi_{d_j}^2 I(\{\xi_{d_j} \leq 1\})$, it is treated (now for $p = -1$) in an almost literally the same way as in the case $p \in (-1, -\frac{1}{2})$, with the only difference that the estimate $\tilde{\mu}_d(s_j) \leq \ln d$ is used (instead of $\mu_j \leq 1$), which is still enough to adequately bound $E_{22}$ and $E_{23}$. The result is that $E_2 \rightarrow 2\varphi(0)$.

The treatment of the term $E_3 := \sum E \xi_{d_j} I(\{\xi_{d_j} \leq 1\})$ here is similar to that of $E_1$ (for this case $p = -1$), but a bit simpler:

$$E_3 \leq \frac{1}{d^2}(E_{31} + E_{32} + E_{33}),$$

$$E_{31} := \sum E|Z_j + s_j|^{-1} I(\sigma > |Z_j + s_j| \geq \sigma_j) \leq d \ln^2 \frac{\sigma}{\sigma_j} << d^2,$$

$$E_{32} := \sum E|Z_j + s_j|^{-1} I(\{|Z_j + s_j| \geq \sigma\})P^2(|Z_j + s_j| < \sigma_j)$$

$$\leq d (\ln d)^2 \sigma^2 << d^2,$$

$$E_{33} := d^2 \sum P^2(|Z_j + s_j| < \sigma)P^2(|Z_j + s_j| \geq \sigma_j) \leq d^2 d \sigma^2 << d^2.$$  

Thus, $E_3 \rightarrow 0$.

The rest of the proof of Proposition 3.4 in this case $p = -1$ is similar to that for the previously considered cases $p \in (-\infty, -1)$ and $p \in (-1, -\frac{1}{2})$. Instead of (5.6) or (5.10), here one has to deal with condition (5.20) – which is implied, in view of Lemma 4.3 by (2.16) (now for $p = -1$). In this case, by Lemma 4.3, the sum $\sum f_p(ts_j)$ continuously increases in $t \in [0, 1]$ from 0 to $\sum f_p(s_j)$, which, by Lemma 3.3 is w.l.o.g. $>> d$ if condition (5.20) fails to hold.
5.5. Case: $p = -\frac{1}{2}$

This case is somewhat similar to the case $p \in (-1, -\frac{1}{2})$. However, here the limit distribution is normal, rather than stable with index less than 2.

Take any varying vector $s \in \mathbb{R}^d$, with $d \to \infty$. To begin, assume that

$$
\sum [\varphi(0) - \varphi(s_j)] \leq \sigma^{-1/2} = \sqrt{d \ln d},
$$

(5.21)

where

$$
\sigma := \frac{1}{d \ln d},
$$

and use Lemma 4.8 with

$$
\xi_{dj} := \frac{|Z_j + s_j|^{-1/2} - \mu_j}{\sigma^{-1/2}}, \quad \text{where} \quad \mu_j := \lambda_{-1/2}(s_j).
$$

Then for each fixed $x \in (0, \infty)$ the first two lines of display (5.17) will hold here as well; however, now instead of $\sigma d = 1$ one has $\sigma d = \frac{1}{\ln d} \to 0$, with the effect that $\sum P(\xi_{dj} > x) \to 0$. Therefore, condition (I) in Lemma 4.8 holds with $\nu = 0$.

To verify condition (III) in Lemma 4.8, let us employ the same $E_1$, $E_11$, $E_{11}$, and $E_{112}$ as in the case $p \in (-1, -\frac{1}{2})$ – with the only difference that now $p = -\frac{1}{2}$, and these terms are easier to estimate here: $E_{112} \leq \sigma d \ll 1 \ll \sigma^{-1/2}$ and

$$
E_{11} \leq \int_{\mathbb{R}} |x|^{-1/2} \mathbf{1}\{|x| < \sigma_j\} \, dx \lesssim d \sigma^{1/2} \ll \sigma^{-1/2}.
$$

We conclude that

$$
E_1 \to 0.
$$

Estimation of $E_2$ is more involved. Here, let us employ the same $E_2$, $E_{21}$, $E_{22}$, $E_{23}$, $E_{211}$, and $E_{212}$ as in the case $p \in (-1, -\frac{1}{2})$ – with the only difference that now $p = -\frac{1}{2}$. Then, just as easily as in the case $p \in (-1, -\frac{1}{2})$, here one has

$$
E_{22} + E_{23} \ll \sigma^{-1}.
$$

To estimate $E_{21}$, begin with

$$
E_{211} = E_{2111} + E_{2112} + E_{2113},
$$

$$
E_{2111} := \int_{\sigma_j}^{1/\ln d} u^{-1} 2\varphi(u) \, du \sim d 2\varphi(0) \ln \frac{1}{\sigma \ln d} = 2\varphi(0) \sigma^{-1},
$$

$$
E_{2112} := \int_{1/\ln d}^{1} u^{-1} 2\varphi(u) \, du \lesssim d \ln d \ll \sigma^{-1},
$$

$$
E_{2113} := \int_{1}^{\infty} u^{-1} 2\varphi(u) \, du \lesssim d \ll \sigma^{-1}.
$$
Next, on recalling (5.19) and (5.21),

\[ E_{212} = E_{2121} + E_{2122}, \]

\[ E_{2121} := \sum_j \int_{\sigma_j}^1 u^{-1} [\varphi(u - s_j) + \varphi(u + s_j) - 2\varphi(u)] \, du \]

\[ \leq \sum_j [\varphi(0) - \varphi(s_j)] \ln \frac{1}{\sigma} \sim \sum_j [\varphi(0) - \varphi(s_j)] \ln d \leq \sqrt{d \ln^3 d} \ll \sigma^{-1}, \]

\[ E_{2122} := \sum_j \int_1^\infty u^{-1} [\varphi(u - s_j) + \varphi(u + s_j) - 2\varphi(u)] \, du \]

\[ \leq \sum_j \int_1^\infty [\varphi(u - s_j) + \varphi(u + s_j) - 2\varphi(u)] \, du \leq d \ll \sigma^{-1}. \]

It follows that

\[ E_2 \to 2\varphi(0) = \left(\frac{2}{\pi}\right)^{1/2}. \]

Just as for \( p \in (-1, -1/2) \), one sees that \( E_3 \to 0 \) for \( p = -1/2 \) as well. Thus, by Lemma 4.8

\[ \sum \xi_{d_j} \xrightarrow{D} \left(\frac{2}{\pi}\right)^{1/4} Z \sim N\left(0, \left(\frac{2}{\pi}\right)^{1/2}\right). \]

The rest of the proof of Proposition 5.4 for this case, \( p = -1/2 \), is similar to that for the cases when \( p \in (-\infty, -1) \) or \( p \in (-1, -1/2) \).

5.6. Case: \( p \in (-1/2, 0) \)

This case is somewhat similar to the case \( p = -1/2 \). Take any varying vector \( s \in \mathbb{R}^d, d \to \infty \). To begin, assume that

\[ \sum [\varphi(0) - \varphi(s_j)] \leq \sigma^p, \]

(5.22)

where

\[ \sigma := (d \lambda_p(0))^{1/(2p)}, \]

and use Lemma 4.8 with

\[ \xi_{d_j} := \frac{|Z_j + s_j|^p - \mu_j}{\sigma^p}, \quad \text{where} \quad \mu_j := \lambda_p(s_j). \]

Then for each fixed \( x \in (0, \infty) \) the first two lines of display (5.17) will hold here as well; however, now instead of \( \sigma d = 1 \) one has \( \sigma d \approx d^{(2p+1)/(2p)} \to 0 \), with the effect that \( \sum P(\xi_{d_j} > x) \to 0 \). Therefore, condition (I) in Lemma 4.8 holds with \( \nu = 0 \).

To verify condition (III) in Lemma 4.8, let us employ the same \( E_1, E_{11}, \) and \( E_{12} \) as in the case \( p \in (-1, -1/2) \), and these terms are easier to estimate here: \( E_{12} \approx \sigma d \ll \sigma^p \) and

\[ E_{11} \leq \sum \int_{\mathbb{R}} |x|^p I\{|x| < \sigma_j\} \, dx \leq d \sigma^{p+1} \ll \sigma^p, \]
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so that

\[ E_1 \to 0. \]

Next, write

\[ E_2 = \sum E \xi_{dj}^2 I\{|\xi_{dj}| \leq 1\} = E_{21} - E_{22} \]

in this case with

\[ E_{22} := \sum E \xi_{dj}^2 I\{|\xi_{dj}| > 1\} \leq E_{221} + E_{222}, \]

\[ E_{221} := \sum \frac{\sigma_j^2}{d} P(|\xi_{dj}| > 1) \to 0 \]

(since \( \mu_j \leq \lambda_p(0) < \infty \) and, by what was proved above, \( \sum P(|\xi_{dj}| > 1) \to 0 \)),

\[ E_{222} := \sum \frac{1}{d} \mathbb{E}|Z_j + s_j|^{2p} I\{|Z_j + s_j| < \sigma_j\} \]

\[ \leq \frac{1}{d} \sum \int_{\mathbb{R}} |x|^{2p} I\{|x| < \sigma_j\} \, dx \leq \frac{1}{d} d \sigma^{2p+1} \to 0, \]

\[ E_{21} := \sum E \xi_{dj}^2 = \sum \frac{\lambda_{p,2}(s_j)}{d \lambda_{p,2}(0)} = 1 + O(d^{-1/2}) \to 1, \]

using (4.4) to get

\[ |\lambda_{p,2}(s) - \lambda_{p,2}(0)| \leq s^2 I\{|s| \leq 1\} + I\{|s| > 1\} = s^2 \land 1 \preceq \varphi(0) - \varphi(s) \]

and then recalling condition (5.22). It follows that

\[ E_2 \to 1. \]

Next, similarly to the case \( p \in (-1, -\frac{1}{2}) \), one shows that \( E_3 \to 0 \).

The rest of the proof of Proposition 3.4 for this case, \( p \in (-\frac{1}{2}, 0) \), is similar to that for \( p \in (-1, -\frac{1}{2}) \).

5.7. Case: \( p \in (0, 2) \)

This case is somewhat similar to the case \( p \in (-\frac{1}{2}, 0) \). However, the proof here is a bit simpler, as it relies on a Berry-Esseen bound on convergence to normality, rather than on the general conditions of convergence to a infinitely divisible distribution, stated in Lemma 4.8.

Take any varying vector \( s \in \mathbb{R}^d \), \( d \to \infty \). Let

\[ \xi_{dj} := \frac{|Z_j + s_j|^p - \mu_j}{\sqrt{\sum \lambda_{p,2}(s_j)}}, \quad \text{where} \quad \mu_j := \lambda_p(s_j). \quad (5.23) \]

To proceed, assume that

\[ \sum g_p(s_j) \leq d^{1/2}, \quad (5.24) \]

where \( g_p \) is as in in Definition 2.13. Note that \( s^2 I\{|s| \leq 1\} + (1 + |s|^{2p-2}) I\{|s| > 1\} \leq 2g_p(s) \) for \( p \in (0, 2) \) and \( |s| > 1 \), whence, by (4.4) and (5.24),

\[ \left| \sum \lambda_{p,2}(s_j) - d \lambda_{p,2}(0) \right| \leq \sum g_p(s_j) \leq d^{1/2} \ll d, \quad (5.25) \]
so that
\[ \sum \lambda_{p,2}(s_j) \sim d \lambda_{p,2}(0). \]
(5.26)

Next, by (4.3) and (5.24),
\[ \sum \lambda_{p,3}(s_j) \leq d + \sum |s_j|^{3p-1} \mathbb{I}\{|s_j| > 1\} \leq d + \left( \sum |s_j|^p \mathbb{I}\{|s_j| > 1\} \right)^{1 + \frac{3p-1}{p}} \]
\[ \leq d + \left( \sum g_p(s_j) \right)^{1 + \frac{3p-1}{p}} \leq d + d^{3p-1} < d^{3/2}. \]
(5.27)

Therefore and by (5.26), the Berry-Esseen bound on the convergence of the distribution of \( \sum \xi_{dj} \) to \( N(0, 1) \) is
\[ \sum \lambda_{p,3}(s_j) \quad \mathbb{I}\{|s_j| > e\} \leq d + \left( \sum g_0(s_j) \right)^{1 + \frac{3p-1}{p}} \leq d + d^{3p-1} < d^{3/2}. \]
(5.28)

So, still in view of (5.26),
\[ \sum |Z_j + s_j|^p - \sum \lambda_p(s_j) \quad \mathbb{D} \Rightarrow Z \sim N(0, 1). \]
(5.29)

The rest of the proof of Proposition 3.4 for this case, \( p \in (0, 2) \), is similar to that for \( p \in (-1, -1/2) \). Instead of (5.22), here one has to deal with condition (5.24) – which is implied, in view of Lemma 4.3 by (2.10) (now for \( p \in (0, 2) \)).

In this case, the sum \( \sum f_p(t(s_j)) \) continuously increases in \( t \in [0, 1] \) from 0 to to \( \sum f_p(s_j) \), which, by Lemma 4.3 is w.l.o.g. \( >> d^{1/2} \) if condition (5.24) fails to hold.

5.8. Case: \( p = 0 \)

This case is similar to the case \( p \in (0, 2) \). However, here we have to deal with the moments of \( \ln |Z + s| \) rather than \( |Z + s| \) and, correspondingly, with Lemma 4.4 rather than Lemma 4.2. Let us describe the main differences between the two cases. Here, let
\[ \xi_{dj} := \frac{\ln |Z_j + s_j| - \mu_j}{\sqrt{\sum \lambda_2(s_j)}}, \quad \text{where} \quad \mu_j := \tilde{\lambda}(s_j). \]

An analogue of (5.26) here follows immediately from Lemma 4.4(iv). An analogue of (5.27) follows by Lemma 4.4(vi):
\[ \sum \lambda_3(s_j) \leq d + \sum \ln^2 |s_j| \mathbb{I}\{|s_j| > e\} \leq d + \left( \sum \ln |s_j| \mathbb{I}\{|s_j| > e\} \right)^2 \]
\[ \leq d + \left( \sum g_0(s_j) \right)^2 \leq d, \]
under the assumption (5.24), here with \( p = 0 \).
5.9. Case: $p \in [2, \infty)$

This case is somewhat similar to the case $p \in (0, 2)$. Take any varying vector $s$. Let the $\xi_{ij}$'s be defined here as in (5.23). Assume (5.24), but now with

$$g_p(s) := s^2 + |s|^p.$$ 

Then, introducing the notation

$$V_p := V_p(s) := \sum |s_j|^p,$$

one has $V_2 + V_p \leq d^{1/2} << d$, whence $V_{2p-2} \leq V_p^{(2p-2)/p} \leq d^{(p-1)/p} << d^{3/2}$. So, by parts (v) and (vi) of Lemma 4.2,

$$\sum \lambda_{p,2}(s_j) = d\lambda_{p,2}(0) + O(V_2 + V_{2p-2}) \sim d\lambda_{p,2}(0),$$

$$\sum \lambda_{p,3}(s_j) \leq d + V_{3p-1} << d^{3/2}.$$

Hence, the convergence to 0 in (5.28) for the Berry-Esseen bound holds in the case $p \in [2, \infty)$ as well. The rest of the proof of Proposition 3.4 for this case is similar to that for $p \in (0, 2)$.

5.10. Case: $p = \infty$

In this case, a varying vector $s$ is a $p$-AS shift if and only if

$$1 - \alpha \approx P \left( \max_1^d |Z_j| \leq c \right),$$

$$1 - \beta \approx P \left( \max_1^d |Z_j + s_j| \leq c \right)$$

for some varying $c$. Rewrite (5.31) as $d \cdot \ln P(|Z| \leq c) \to \ln(1 - \alpha)$, which implies that $\ln P(|Z| \leq c) \to 0$ and hence $c \to \infty$ and $\ln P(|Z| \leq c) \sim P(|Z| \leq c) - 1 = -P(|Z| > c) \sim -\frac{2}{\sqrt{\pi}} \varphi(c)$, so that (5.31) can be rewritten as $\frac{2}{\sqrt{\pi}} \varphi(c) \sim -\frac{1}{d} \ln(1 - \alpha)$, which implies $c \sim \sqrt{2 \ln d}$, so that (5.31) can be further rewritten as $\varphi(c) \sim -\frac{\sqrt{2 \ln d}}{d} \ln(1 - \alpha)$ or, equivalently, as

$$2 \ln \left( -\frac{d}{\sqrt{\pi \ln d}} \frac{1}{\ln(1 - \alpha)} \right) = c^2 + o(1).$$

Also, $c \sim \sqrt{2 \ln d}$ implies $c^2 + o(1) = c^2(1 + o(1/c^2)) = [c(1 + o(1/c^2))]^2 = [c + o(1/c)]^2 = [c + o(1/\sqrt{\ln d})]^2$. So, recalling (2.15), one finally rewrites (5.31) as

$$c = c_{d,\alpha} + o(1/\sqrt{\ln d}).$$
Take now indeed any \( c \) as in (5.31) or, equivalently, as in (5.33). Rewrite (5.32) as
\[
\sum \ln P(|Z + s_j| \leq c) \sim \ln(1 - \beta).
\] (5.34)

To complete the consideration of the case \( p = \infty \) and thus the entire proof of Proposition 3.4, it remains to show that relation (5.34) is equivalent to the same but with \( c_{d,\alpha} \) in place of \( c \). To that end, it is enough to show that
\[
\ln P(|Z + s| \leq c) \sim \ln P(|Z + s| \leq c_{d,\alpha})
\] (5.35)
uniformly over all \( s \in \mathbb{R} \).

Consider first the case when \( s \) varies so that \( P(|Z + s| \leq c) \to 0 \), which is equivalent to \( |s| - c \to \infty \), whence \( P(|Z + s| \leq c) \sim P(Z > |s| - c) \) and
\[
\ln P(|Z + s| \leq c) \sim -\frac{|s| - c^2}{2} \sim -\frac{|s| - c_{d,\alpha}^2}{2} \sim \ln P(|Z + s| \leq c_{d,\alpha});
\]
the second \( \sim \) here takes place because \( |s| - c \to \infty \) and \( c_{d,\alpha} = c + o(1) \). So, (5.35) holds when \( P(|Z + s| \leq c) \to 0 \).

It remains to consider the case when \( P(|Z + s| \leq c) \geq 1 \), which implies \( |s| \leq c \) and hence \( |(c + s)(c - c_{d,\alpha})| \ll \sqrt{\ln d} \frac{1}{\sqrt{\ln d}} = 1 \), which in turn yields
\[
P(|Z + s| > c) = P(Z > c - s) + P(Z > c + s)
\sim P(Z > c_{d,\alpha} - s) + P(Z > c_{d,\alpha} + s) = P(|Z + s| > c_{d,\alpha})
\]
and hence (5.36). The relation \( \sim \) here follows because for \( x > 1 \) and \( h > 0 \) such that \( hx < 1 \) one has \( 0 < P(Z > x) - P(Z > x + h) \leq h P(Z > x) \ll P(Z > x) \), while for \( x \leq 1 \) and \( h > 0 \) such that \( h < 1 \) one has \( 0 < P(Z > x) - P(Z > x + h) \leq h < 1 \leq P(Z > x) \).

The proof of Proposition 3.4 is now complete.

6. Remaining proofs of the propositions of Section 3

Proof of Proposition 3.5.

Case: \( p \in [-\infty, -1) \). Take any \( p \)-AS shift \( s \) in the direction of the “equalized” \( 1 \)-unit vector \( 1 \), so that \( s = s1 = (s, \ldots, s) \) for some \( s \in \mathbb{R} \). Then, by Proposition 3.4 (for \( p \in [-\infty, -1) \)), one has \( e^{-s^2/2} \asymp 1 \) and hence \( s^2 \asymp 1 \), whence
\[
||s||^2 \geq d.
\] (6.1)
Consider the convex function \( \psi \) on \((0, \infty)\) given by the formula \( \psi(v) := 2 \ln \frac{1}{v} \). Then, by Lemma 3.9, \( \sum \psi(v_j) \) is Schur-convex in \( v \). Hence, the minimum of \( ||s||^2 = \sum s_j^2 = \sum \psi(e^{-s_j^2/2}) \) given a fixed value of \( \sum f_{-\infty}(s_j) = \sum e^{-s_j^2/2} \) is attained when \( s \) is of the form \( s1 \) for some \( s \in \mathbb{R} \). So, (6.1) holds for any \( p \)-AS shift \( s \), in any direction, which completes the verification of line 1 in (3.4).

Case: \( p = -1 \). The proof of Proposition 3.12 for \( p = -1 \) is somewhat similar to that in the previously considered case \( p \in [-\infty, -1) \). For any \( (-1) \)-AS shift
s of the form 1 one has \( f_1(s) \approx 1 \), whence, by Lemma 4.3, \( \varphi(0) - \varphi(s) \approx \frac{1}{\ln d} \), 
\( s \to 0 \), 
\( s^2 \gtrsim \frac{1}{\ln d} \), and
\[
\|s\|^2 = d s^2 \gtrsim \frac{d}{\ln d}.
\]
Concerning \((-1)\)-AS shifts \( s \) in directions other than in that of the vector 1,
\( (2.10) \) and Lemma 4.3 will imply \( \sum (1-e^{-s_j^2/2}) \approx \frac{d}{\ln d} \). Now the proof in this case is finished as was done for \( p \in [-\infty, -1) \), except that here the convex function \( \psi \) is given by the formula \( \psi(v) := 2 \ln \frac{1}{1-v} \), so that \( \|s\|^2 = \sum s_j^2 = \sum \psi(1-e^{-s_j^2/2}) \).

**Case:** \( p \in (-1, -\frac{1}{2}) \). By Lemma 4.2(iii), \( f_p(\sqrt{u}) = \lambda_p(0) - \lambda_p(\sqrt{u}) \) is concave in \( u \geq 0 \). So, by Lemma 4.3, \( \sum f_p(s_j) \) is Schur-concave in \( s \). So, for any \( p \)-AS shift \( s \),
\[
d f_p(s) \geq \sum f_p(s_j) \asymp d^{\|s\|}
\]
by \( (2.10) \), where \( s := \|s\|_2 \). It follows by Lemma 4.3 that \( \varphi(0) - \varphi(s) \gtrsim d^{\|s\|} \), whence \( s^2 \gtrsim d^{\|s\|} \) and \( \|s\|^2 = ds^2 \gtrsim d^{\|s\|} \).

**Case:** \( p \in (-\frac{1}{2}, 2) \setminus \{0\} \). This case is quite similar to the case \( p \in (-1, -\frac{1}{2}) \).

**Case:** \( p = 0 \). This case too is similar to the case \( p \in (-\frac{1}{2}, 0) \). Here, instead of Lemma 4.2(iii), use Lemma 4.3(iii).

**Case:** \( p = 2 \). This case follows immediately by \( (2.10) \), since \( f_2(s) = s^2 \).

**Case:** \( p \in (2, \infty) \). This case as well is much similar to the case \( p \in (-\frac{1}{2}, 0) \). However, here \( \sum f_p(s_j) \) is Schur-convex in \( s \), which reduces the consideration to \( p \)-AS shifts of the form \( se_1 = (s, 0, \ldots, 0) \) with \( s > 0 \). Then \( (2.10) \) implies \( s \to \infty \). Hence, by Lemma 4.2(ii), \( \lambda_p(s) \asymp s^p \), so that
\[
\|s\|^p = s^p \sim \lambda_p(s) \sim f_p(s) = \sum f_p(s_j) \asymp d^{1/2},
\]
which proves Proposition 4.5 in this case.

**Case:** \( p = \infty \). Here too, it is enough to consider \( p \)-AS shifts of the form \( se_1 \), with \( s > 0 \). If \( s < \sqrt{\ln d} \), then (cf. (6.13)) \( \lambda_{\infty;d}(s) = \lambda_{\infty;d}(0) \) are each of the form \( d^{-(1+o(1))} \), whence \( f_{\infty;d}(s) = \lambda_{\infty;d}(s) - \lambda_{\infty;d}(0) \to 0 \), which contradicts \( (2.10) \). So, \( s \geq \sqrt{\ln d} \), which proves Proposition 4.5 in this last case as well. □

**Proof of Proposition 4.6**
**Case:** \( p \in [-\infty, -1) \). Take any \( p \)-AS shift \( s \) and any varying \( t \) such that \( t \to 1 \), whence \( v := |t-1| \to 0 \). Then \( (ts)^2 - s^2 \to 0 \) for any varying \( s \) such that \( |s| < (5/v)^{1/4} \). Write
\[
\sum e^{-(ts_j)^2/2} = S_1(t) + S_2(t),
\]
where
\[
S_2(t) := \sum e^{-(ts_j)^2/2} I\{|s_j| \geq (5/v)^{1/4}\} \leq \sum e^{-(ts_j)^2/2} I\{|ts_j| \geq (4/v)^{1/4}\} \leq d e^{-1/\sqrt{\sigma}} < < d,
\]
\[
S_1(t) := \sum e^{-(ts_j)^2/2} I\{|s_j| < (5/v)^{1/4}\} \sim \sum e^{-s_j^2/2} I\{|s_j| < (5/v)^{1/4}\} = \sum e^{-s_j^2/2} - S_2(1) = \sum e^{-s_j^2/2} + o(d).
\]
Therefore and because \( \sum e^{-s_j^2/2}I[|s_j| < (5/v)^{1/4}] \leq d \), one has \( \sum e^{-s_j^2/2} + o(d) \). In view of the condition \((2.10)\) (for \( p \in [-\infty, -1) \)), it follows that \( ts \) is a \( p \)-AS shift.

**Case:** \( p \in (-1, -\frac{1}{2}) \). Take any \( p \)-AS shift \( s \) and any varying \( t \) such that \( t \to 1 \). By Lemma 1.2(iii,ii) and l'Hôpital's rule for limits, \( f'_p(s)/s \) decreases in \( s \in (0, \infty) \) from \( f'_p(0) = |p| \lambda_p(0) \) and remains nonnegative for such \( s \). So, \( |sf'_p(s)| \leq s^2 \) and hence, in view of \((3.1)\),

\[
|sf'_p(s)| \leq f_p(s) \tag{6.2}
\]

for all \( s \) in a neighborhood of 0; the same holds for \(|s| \leq 1\), since the even function \( f_p \) is strictly increasing and positive on \((0, \infty)\). It follows by the mean value theorem that for any varying \(|s| \leq 1\) there exists some varying \( \xi \) between \( t \) and 1 such that

\[
\frac{f_p(ts)}{f_p(s)} = \exp[\ln f_p(ts) - \ln f_p(s)] = \exp \left( \frac{1}{p} \xi \frac{s^p f'_p(\xi s)}{f_p(\xi s)} \right) \to 1. \tag{6.3}
\]

If now \(|s| \to \infty\) then, by Lemma 4.2(i), both \( f_p(ts) \) and \( f_p(s) \) converge to \( \lambda_p(0) - \lambda_p(\infty-) \in (0, \infty) \). In view of the condition \((2.10)\) (for \( p \in (-1, -\frac{1}{2}) \)), it follows that \( ts \) is a \( p \)-AS shift.

**Case:** \( p = -1 \). This case is similar to the case \( p \in (-1, -\frac{1}{2}) \); here, the result follows by \((6.3)\) and Lemma 4.3(iv).

**Case:** \( p = -\frac{1}{2} \). This case is quite similar to the case \( p \in (-1, -\frac{1}{2}) \).

**Case:** \( p \in (-\frac{1}{2}, 0) \). This case too is quite similar to the case \( p \in (-1, -\frac{1}{2}) \).

**Case:** \( p \in (0, 2) \). This case is somewhat similar to the case \( p \in (-1, -\frac{1}{2}) \).

Indeed, in view of \((6.3)\), it suffices to show that \((6.2)\) holds over all \( s \in \mathbb{R} \). For \(|s| \leq 1\), this follows as in the case for \( p \in (-1, -\frac{1}{2}) \). As for \(|s| \to \infty\), \((6.2)\) follows by Lemma 4.2(ii), which yields \( f_p(s) \sim \lambda_p(s) \sim |s|^p \) and \( |f'_p(s)| = |\lambda'_p(s)| = |p|E|Z + s|^{|p|-1} \text{sign}(Z + s)| \leq p\lambda_{p-1}(s) \sim p|s|^{p-1} \).

**Case:** \( p = 0 \). This case is somewhat similar to the cases \( p \in (-1, -\frac{1}{2}) \) and \( p \in (0, 2) \). Here, instead of Lemma 4.2(iii,ii,i), use Lemma 4.4(iii,ii) for \(|s| \leq 1\) and Lemma 1.4(ii,vii) for \(|s| \to \infty\).

**Case:** \( p \in [2, \infty) \). This case is quite similar to the case \( p \in (0, 2) \).

**Case:** \( p = \infty \). Here we need to require that \(|t - 1| < \frac{1}{md} \). In view of \((6.3)\) and the symmetry in \( s \), it suffices to show that \(|r| \leq \ln d \) over all \( s \geq 0 \), where

\[
r := \frac{sf'_p(s)}{f_p(s)} = \frac{s\Delta_\phi(s)}{\Delta_\phi(s) \ln \Delta_\phi(s)},
\]

where \( c := c_{d,\alpha} \), \( \Delta_\phi(s) := \varphi(s + c) - \varphi(s - c) \), and \( \Delta_\phi(s) := \Phi(s + c) - \Phi(s - c) \).

Consider the three subcases, depending on whether \( s \) is to the left of \( c \), to the right of \( c + 1 \), or between \( c \) and \( c + 1 \).

If \( 0 \leq s \leq c \), then \( \Delta_\phi(s) \geq \Delta_\phi(c) = \Phi(2c) - \Phi(0) > 1 \), \(-\ln \Delta_\phi(s) \leq 1 - \Delta_\phi(s) \geq P(Z > c - s) \geq \frac{\varphi(c - s)}{c - s + 1} \), while \(|\Delta_\phi(s)| \leq \varphi(c - s) \); hence and by \((2.15)\), in this subcase \(|r| \leq (c - s + 1)s \leq c^2 \sim \ln d \).
If $s \geq c + 1$, then $\Delta_\Phi(s) = P(Z > s - c) - P(Z > s + c) \approx \varphi(s - c) - \ln \Delta_\Phi(s) \approx (s - c)^2$, while $|\Delta_\Phi(s)| \leq \varphi(c - s)$; hence, in this subcase $|r| \leq \frac{s - c}{s + c} \leq c + 1 \leq \sqrt{\ln d} \leq \ln d$.

Finally, if $c < s < c + 1$, then $\Delta_\Phi(s) = P(Z > s - c) - P(Z > s + c) \approx P(Z > s - c) \in [P(Z > 0), P(Z > 1)] \subset (0, 1)$, $-\ln \Delta_\Phi(s) \approx 1$, while $|\Delta_\Phi(s)| \leq \varphi(c - s) \leq 1$; hence, in this subcase $|r| \leq s < c + 1 \leq \ln d$.

**Proof of Proposition 3.7.** Let $s_p$ be any $p$-AS shift in the direction of $\theta_1$. By Proposition 3.5, for each $p \in [-\infty, \infty]$ there is a function $N \ni d \mapsto \sigma_p(d) \in (0, \infty)$ such that eventually $||s_p|| \geq \sigma_p(d)$. Let $n_p(d)$ be as in Proposition 2.2. W.l.o.g., the function $d \mapsto \theta_p(d)$ in Proposition 2.2 is such that $\theta_p(d) \leq \sigma_p(d)/\sqrt{n_p(d)}$ for all $d$, whence (3.32) will imply $n_p \geq n_p(d)$ provided that $||\theta_1|| \leq \theta_p(d)$, and so, by Proposition 2.2, the pair $(n_p, \theta_1)$ will be $p$-NA. Moreover, for such $\theta_1$ and $t := \sqrt{n_p} \|\theta_1\|$, (3.32) implies

$$0 \leq t^2 - 1 \leq \frac{||\theta_1||^2}{||s_p||^2} \leq \frac{\theta_p(d)^2}{\sigma_p(d)^2},$$

so that $t$ goes to 1 fast enough if $\theta_p(d)$ is sufficiently small. Therefore, by Proposition 3.1, $\sqrt{n_p} \theta_1 = ts_p$ is a $p$-AS shift in the direction of $\theta_1$. It follows now by Propositions 3.2 and 3.3 that the $p$-NA varying pair $(n_p, \theta_1)$ is $p$-AS. Finally, the relations $\sqrt{n_p} \theta_1 = ts_p$ and $t \to 1$ yield $||s_p|| \sim \sqrt{n_p} ||\theta_1||$.

**Proof of Proposition 3.8.**

(I). Part (I) of the proposition follows because, as it is easy to see, the d.f. of the r.v. $|Z|_p$ is continuously increasing on $[0, \infty)$ from 0 to 1.

(II). In view of Lemma 4.11, part (II) of the proposition follows because for each $p \in [0, \infty]$, each $d \in N$, each $\|u\|_2$-unit vector $u \in \mathbb{R}^d$, and each $z \in (\mathbb{R} \setminus \{0\})^d$, one has $\|z + tu\|_p \to \infty$ and hence $P(|Z + tu|_p > c) \to 1$ as $t \to \infty$.

(III). Implication (III)(a) $\implies$ (III)(c) follows immediately by Definition 3.1 and Proposition 3.3. Implication (III)(c) $\implies$ (III)(b) follows by part (I) of Proposition 3.5.

To prove (III)(b) $\implies$ (III)(a), assume that (III)(b) holds, that is, for some varying $c$ such that $P(|Z|_p > c) \to \alpha$ and some varying vector $s$ in the direction of $u$ one has $\beta := \lim P(|Z + s|_p > c) \geq \beta$. If $\beta = \beta$, then, by definition, $s$ is a $p$-AS shift. Otherwise, if $\beta > \beta$, then eventually $P(|Z + s|_p > c) > \beta$. So, by Lemma 4.11, for some varying $t \in (0, 1)$ the vector $ts$ is a $p$-AS shift. That is, in any case (III)(a) holds.

Thus, (III)(a) $\iff$ (III)(b) $\iff$ (III)(c).

To establish the equivalences (III)(a) $\iff$ (III)(d) $\iff$ (III)(e), we shall use Proposition 3.3 in the case $p \in [-\infty, -1)$, observe that $\sum f_p(tu_j) = e^{-t^2u_j^2/2}$ continuously decreases in $t \in [0, \infty)$ from $d$ to $d_0(u)$; so, one has (III)(a) $\iff$ (III)(d) $\iff$ (III)(c) because in this case $K_p \in (0, 1)$. In the case $p = -1$, by Lemma 3.4(i,ii), $\sum f_p(tu_j)$ continuously increases in $t \in [0, \infty)$ from 0 to $|d - d_0(u)|1/2 \ln d$, whence in this case the equivalences
(III)(a) \iff (III)(d) \iff (III)(e) follow. The remaining two cases are similar to the case \( p = -1 \).

**Proof of Proposition 3.10.**

**Case 1:** there is no \((p, 2)\)-NAAS triple \((n_p, n_2, \theta_1)\) with \(\theta_1\) in the direction of \(u\). By virtue of parts (II) of Propositions 2.7 and 3.8 and the equivalences (III)(a) \iff (III)(d) in these propositions, the condition defining Case 1 can be restated as “there is no \(p\)-AS shift \(s\) in the direction of \(u\).” Therefore and by Definitions 2.10 and 3.9 in Case 1 both \(\text{ARE}_{p,2,u}\) and \(a_{p,2,u}\) exist and equal 0.

**Case 2:** there is a \((p, 2)\)-NAAS triple \((n_p, n_2, \theta_1)\) with \(\theta_1\) in the direction of \(u\). This is equivalent to “there is a \(p\)-AS shift \(s\) in the direction of \(u\)” as well as to “there are \(p\)-AS and \(2\)-AS shifts \(s_p\) and \(s_2\) in the direction of \(u\)”.

Suppose now that \(\text{ARE}_{p,2,u}\) exists. By Definition 2.10 in Case 2 this means that \(\lim \frac{a_p}{a_{p,u}}\) exists in \([0, \infty]\) for any \((p, 2)\)-NAAS triple \((n_p, n_2, \theta_1)\) with \(\theta_1\) in the direction of \(u\). Take now any \(p\)-AS and \(2\)-AS shifts \(s_p\) and \(s_2\) in the direction of \(u\). Then, by Proposition 3.7 there is a \((p, 2)\)-NAAS triple \((n_p, n_2, \theta_1)\) with \(\theta_1\) in the direction of \(u\) such that \(\|s_p\| \sim \sqrt{n_p} \|\theta_1\|\) and \(\|s_2\| \sim \sqrt{n_2} \|\theta_1\|\), whence \(\frac{\|s_2\|^2}{\|s_p\|^2} \sim \frac{n_2}{n_p}\).

It follows, by Definitions 3.9 and 2.10 that \(a_{p,2,u}\) exists and equals \(\text{ARE}_{p,2,u}\).

Vice versa, suppose that \(a_{p,2,u}\) exists. Then, by Definition 3.9 and because there are \(p\)-AS and \(2\)-AS shifts \(s_p\) and \(s_2\) in the direction of \(u\), one concludes that \(\lim \frac{a_p}{a_{p,u}}\) exists in \([0, \infty]\), and is the same, for any such shifts \(s_p\) and \(s_2\). Take now any \((p, 2)\)-NAAS triple \((n_p, n_2, \theta_1)\) with \(\theta_1\) in the direction of \(u\). Then, by Proposition 3.7 the vectors \(s_p := \sqrt{n_p} \theta_1\) and \(s_2 := \sqrt{n_2} \theta_1\) will, respectively, be \(p\)-AS and \(2\)-AS shifts in the direction of \(u\); at that, obviously, one will have \(\frac{a_p}{a_{p,u}} = \frac{\|s_2\|^2}{\|s_p\|^2}\). So, by Definitions 2.10 and 3.9 \(\text{ARE}_{p,2,u}\) exists and equals \(a_{p,2,u}\).

**Proof of Proposition 3.11.**

Consider the case \(p \in [-\infty, 2]\). Assume, to the contrary, that \(a_{p,2,u} < a_{p,2,v}\). In particular, this implies that \(a_{p,2,v} > 0\). So, by the last sentence of Definition 3.9 there is a \(p\)-AS shift in the direction of \(v\).

Consider first the subcase when there is a \(p\)-AS shift in the direction of \(u\) as well. Then for each \(r \in \{2,p\}\) and each \(w \in \{u,v\}\) there is an \(r\)-AS shift \(s_{r,w} = t_{r,w}w\), with some varying \(t_{r,w} \in (0, \infty)\); that is (recall Proposition 3.8), for some (or, equivalently, any) varying \(c_r\) such that \(P(\|Z\|_r > c_r) \rightarrow \alpha\) one has

\[
P(\|Z + t_{r,w}w\|_r > c_r) \rightarrow \beta.
\]

By (6.8) – which, quite independently, will be proved later, one has \(\|s_{2,u}\| \sim \|s_{2,v}\|\) or, equivalently, \(t_{2,u} \sim t_{2,v}\). So, the assumption \(a_{p,2,u} < a_{p,2,v}\) implies that eventually \(\|s_{p,v}\| \sim \|s_{p,u}\|\) or, equivalently, \(t_{p,v} < t_{p,u}\). Therefore, by Lemmas 3.10 and 4.11 eventually

\[
\beta \approx P(\|Z + t_{p,v}v\|_p > c_p) = P(\|Z + t_{p,u}u\|_p > c_p) = P(\|Z + t_{p,v}V\|_p > c_p) \approx \beta,
\]

whence \(P(\|Z + t_{p,u}u\|_p > c_p) \approx \beta\), so that \(\bar{s}_{p,v} := t_{p,u}v\) is a \(p\)-AS shift. It follows
that
\[ \lim_{t \to \infty} \frac{t^2}{p_{2,u}} = \lim_{t \to \infty} \frac{\|s_{2,u}\|^2}{\|s_{2,\nu}\|^2} = a_{p,2,u} > a_{p,2,u} = \lim_{t \to \infty} \frac{\|s_{2,u}\|^2}{\|s_{p,u}\|^2} = \lim_{t \to \infty} \frac{t^2}{p_{p,u}} \]
which contradicts the relation \( t_{p,u} \sim t_{2,\nu} \).

Consider now the other subcase of the case \( p \in [-\infty, 2] \), when there is no \( p \)-AS shift in the direction of \( u \). Then, by the equivalence \((\text{III}a) \iff (\text{III}b)\) in Proposition 3.8, \( \limsup P(\|Z + t_{p,q}u\|_p > c_p) < \beta \), so that eventually \( P(\|Z + t_{p,q}u\|_p > c_p) < \beta \) for some constant \( \tilde{\beta} \in (0, \beta) \). Hence (cf. (6.4))
\[ \tilde{\beta} > P(\|Z + t_{p,q}u\|_p > c_p) \geq P(\|Z + t_{p,q}v\|_p > c_p) \approx \beta, \]
which is a contradiction.

The case \( p \in [2, \infty] \) is similar to the case \( p \in [-\infty, 2] \), and even simpler, because for any \( p \in [2, \infty] \) and any varying direction, there is a \( p \)-AS shift in that direction, by Proposition 3.8(ii).

**Proof of Proposition 3.12**

**Case: \( p \in [-\infty, -\frac{1}{2}] \).** This case follows by relation (6.8), to be proved later, and Proposition 3.8.

**Case: \( p \in (\frac{1}{2}, 0) \).** Let \( s \) be any \( p \)-AS shift in the direction of some \( \| \cdot \|_2 \)-unit vector \( u \in \mathbb{R}^d \).

Consider first the subcase \( \|u\|_{p,2} << d^{1/4} \) (of the current case \( p \in (-\frac{1}{2}, 0) \)).

In the subsystem \( 0 \neq \|u\|_{p,2} << d^{1/4} \), introduce the vector \( \nu := u/\|u\|_{p,2} \).

Then \( \sum f_p(v_j) = K_p d^{1/2} \), by Definition 2.13 and because \( f_p(s) \) is continuously increasing in \( |s| \) (by Lemma 4.2(i)). On the other hand, \( \sum f_p(s_j) \sim K_p d^{1/2} \), by Proposition 3.4. Also, \( \sum v_j^2 = \|\nu\|^2 = \|u\|^2/\|u\|_{p,2} = d/\|u\|_{p,2} >> d^{1/2} \), by the subcase assumption \( \|u\|_{p,2} << d^{1/4} \). Therefore, by Lemma 4.0 (with \( S := K_p d^{1/2} \)), one has \( \|s\|^2 = \sum s_j^2 >> d^{1/2} \), whence, by (6.8), \( a_{p,2,u} = 0 \).

Otherwise, one has the subcase \( \|u\|_{p,2} = 0 \); that is, \( \sum f_p(u_j/u) \leq K_p d^{1/2} \) for all \( u \in (0, \infty) \). At that, one still has \( \sum f_p(s_j) \sim K_p d^{1/2} \), while \( s_j = t_j u_j \) for some varying \( t \in (0, \infty) \) and all \( j \). One can find a varying \( u \) so small as \( tu \leq 1 \) and \( \sum v_j^2 >> d^{1/2} \), with \( v_j := u_j/u \). Then \( |s_j| = t|u_j| = tu|v_j| \leq |v_j| \) for all \( j \). Therefore and because \( f_p(s) \) is increasing in \( |s| \), one has \( K_p d^{1/2} \sim \sum f_p(s_j) \leq \sum f_p(v_j) = \sum f_p(u_j/u) \leq K_p d^{1/2} \), which yields \( \sum f_p(v_j) \sim K_p d^{1/2} \), and even simpler, \( \sum f_p(v_j) \sim K_p d^{1/2} \), which yields \( \sum f_p(v_j) \sim K_p d^{1/2} \).

Now, using Lemma 4.0 again, one concludes that \( a_{p,2,u} = 0 \) - in this subcase of the subcase \( \|u\|_{p,2} \leq d^{1/4} \) as well.

It remains to consider the subcase \( \|u\|_{p,2} \geq d^{1/4} \). Of course, this assumption excludes the possibility \( \|u\|_{p,2} = 0 \). So, reasoning quite similarly to the subsystem \( 0 \neq \|u\|_{p,2} << d^{1/4} \), one concludes that, in the current subcase \( \|u\|_{p,2} \geq d^{1/4} \), the value of \( a_{p,2,u} \) is strictly positive - whenever it exists.

Thus and in view of Proposition 3.11 to complete the the proof of Proposition 3.12 for \( p \in (-\frac{1}{2}, 0) \), it suffices to show that the limit \( a_{p,2} \) exists and equals \( a_p \) for any \( p \)- and 2-dimensional shifts \( s_p \) and \( s_2 \) in the direction of vector.
\(1_d = (1, \ldots, 1)\). Let indeed \(s := s_p\) be any \(p\)-sufficient shift of the form \((s, \ldots, s)\), with \(s \geq 0\). Then, by Proposition 3.12, \(\lambda_p(0) - \lambda_p(s) \sim K_p d^{-1/2}\), whence, by Lemma 4.2(i,ii), \(s \to 0\) and
\[
||s||^2 \sim \frac{2}{|p|\lambda_p(0)} K_p d^{1/2}.
\]
(6.5)
Proposition 3.12 (for \(p \in (-\frac{1}{2}, 0)\)) now follows by (6.8) and (2.12), since
\[
\lambda_p(0) = \frac{2^{p/2} \Gamma(p+1)}{\sqrt{\pi}}
\]
for all \(p \in (-1, \infty)\), and so, by (2.19),
\[
\frac{K_2}{K_p} \frac{|p|}{|\lambda_p(0)|} = a_p.
\]
(6.6)
Case: \(p \in (0, 2)\). Here we first note that, by Lemma 4.5, \(g_p(s) = f_p(s)\) over all \(s \in \mathbb{R}\). Therefore, the current case \(p \in (0, 2)\) is quite similar to the case \(p \in (-\frac{1}{2}, 0)\), and even a bit simpler – since \(u_{p, 2} = 0\) is impossible for \(p \in (0, 2)\), because then \(g_p(s) \to \infty\) as \(|s| \to \infty\). Here use the relations \(\sum g_p(s_j) = K_p d^{1/2}\) and \(\sum g_p(s_j) \sim K_p d^{1/2}\) instead of \(\sum f_p(s_j) = K_p d^{1/2}\) and \(\sum f_p(s_j) \sim K_p d^{1/2}\), and then use Lemma 4.7 instead of Lemma 4.6.

Case: \(p = 0\). This case is quite similar to the case \(p \in (0, 2)\).

Case: \(p = 2\). This follows immediately from (2.16) – because \(\lambda_2(s) - \lambda_2(0) = s^2\), and so,
\[
||s||^2 \sim K_2 d^{1/2}
\]
for any 2-AS shift \(s\).

Case: \(p \in (2, \infty)\). By Lemma 4.3, the condition (2.16) implies
\[
V_2 + V_p \approx \sqrt{d}.
\]
(6.9)
Consider first the subcase \(\|u\|_p \gg d^{(p-2)/(4p)}\). Let us show that then (2.16) implies \(V_2 \ll V_p\), where \(V_p\) is defined in (5.30). Indeed, otherwise w.l.o.g. for some varying vector \(s\) in the direction of \(u\) with \(\|u\|_p \gg d^{(p-2)//4}\) one would have \(V_p < V_2\), and then (6.9) would imply \(V_2 \approx \sqrt{d}\), that is, \(d\|s\|^2 \approx \sqrt{d}\), or \(\|s\|^2 \approx d^{-1/4}\), and then \(V_p/V_2 = \|s\|^{p-2}_2 \|u\|_p^2 >> 1\). This contradiction shows that \(V_2 \ll V_p\). Now (6.9) yields
\[
||s||^2 = V_2 \ll V_p \ll V_2 + V_p \approx \sqrt{d}.
\]
Thus, in view of (6.8), \(a_{p, 2, u} = \infty\).

Next, consider the subcase \(\|u\|_p << d^{(p-2)/(4p)}\). Note that (6.9) implies \(V_2 \leq d^{1/2}\), that is \(\|s\|^2_2 \leq d^{-1/4}\). So, \(V_p/V_2 = \|s\|^{p-2}_2 \|u\|_p^2 << 1\), whence \(V_p << V_2 \leq V_2 + V_p \approx \sqrt{d}\), by (6.9). Next, in view of (4.2),
\[
\sum (\lambda_p(s_j) - \lambda_p(0)) I(|s_j| > \varepsilon) \leq \sum |s_j|^p = V_p << \sqrt{d}
\]
for any fixed \( \varepsilon > 0 \), so that \( (2.16) \) implies
\[
\sum (\lambda_p(s_j) - \lambda_p(0)) I\{|s_j| \leq \varepsilon\} \sim K_p \sqrt{d}.
\]
(6.10)

On the other hand, by \( (4.1) \), \( (4.3) \), and \( (2.16) \),
\[
\sum (\lambda_p(s_j) - \lambda_p(0)) I\{|s_j| \leq \varepsilon\} = C_1(\varepsilon) \sum s_j^2 I\{|s_j| \leq \varepsilon\}
\leq C_1(\varepsilon) V_2 \leq C_1(\varepsilon) \sum (\lambda_p(s_j) - \lambda_p(0)) \sim K_p \sqrt{d},
\]
for some varying \( C_1(\varepsilon) \) such that \( C_1(\varepsilon) \rightarrow C_1(0) := \frac{p}{2} \lambda_p(0) \) as \( \varepsilon \downarrow 0 \). Comparing this with \( (6.10) \), one concludes that \( C_1(0)V_2 \sim K_p \sqrt{d} \), that is, \( (6.5) \) holds. So, by \( (6.8) \), \( a_{p,2,u} = a_p \) for all \( p \in (2, \infty) \) — under the condition \( \|u\|_2 < < d^{(p-2)/4} \).

**Case:** \( p = \infty \). Let \( s \) be an \( \infty \)-AS shift in the direction of a \( 1 \)-unit vector \( u \). First here, consider the subcase when \( 1 \leq B < < \ln d \). Then, by (6.8), \( \ln(1 - \beta) = o(1) \),
\[
\sum f(s_j) = -\ln(1 - \beta) + o(1),
\]
(6.11)
where
\[
f(s) := -\ln P(|Z + s| \leq c)
\]
for some varying \( c \). As shown in the proof of Proposition 3.1 for \( p = \infty \), one must have \( c \sim \sqrt{2 \ln d} \). Introduce now \( v_j := s_j^2 \), so that \( \sum v_j = \|s\|^2 \) and \( f(s_j) = g(v_j) \), where \( g(v) := f(\sqrt{v}) \). At that, the function \( g \) is convex on \([0, \infty)\), by Lemma 4.2(iii).

Now, to obtain a contradiction, assume that the conclusion that \( a_{\infty,2,u} = 0 \) does not hold in this subcase. Then, in view of (6.8), w.l.o.g. \( \|s\|^2 \lesssim d^{1/2} \), which can be rewritten in each of the following two forms: \( \|s\|^2 \lesssim d^{1/2} \) and \( \sum v_j \leq d^{1/2} \). So, the condition \( \|u\|_\infty << d^{1/4} \sqrt{\ln d} \) implies \( \|s\|_\infty = \|s\|_\infty = \|s\|_\infty \|u\|_\infty << \sqrt{\ln d} \). Thus, \( \|s\|_\infty \lesssim B \) for some variable \( B \) such that \( 1 \leq B < < \sqrt{\ln d} \). Recalling now (6.11) and the fact that the function \( g \) is convex and nonnegative, one has
\[
-\ln(1 - \beta) \approx \sum g(v_j) \leq \sum \left[ g(0) + \frac{\sqrt{B}}{B} \left( g(B^2) - g(0) \right) \right]
\leq d g(0) + O(d^{1/2} g(B^2)) \approx -\ln(1 - \alpha) + O(d^{1/2} g(B^2)),
\]
whence \( g(B^2) \gtrsim d^{-1/2} \). On the other hand, recalling that \( c \sim \sqrt{2 \ln d} \) and \( B < < \sqrt{\ln d} \), one obtains the sought contradiction:
\[
g(B^2) = -\ln P(|Z + B| \leq c) \sim P(|Z + B| > c)
= e^{-c^2/(4(1+o(1)))} = d^{-(1+o(1))} < < d^{-1/2}.
\]
Finally, consider the subcase when \( \|u\|_\infty \gg d^{3/4}\sqrt{\ln d} \). To obtain a contradiction, assume that the conclusion that \( a_{\infty,2,u} = \infty \) does not hold in this subcase. Then, similarly to the previous subcase, in view of (6.11), w.l.o.g. \( \|s\|^2 \geq \sqrt{d} \), whence \( \|s\|_\infty \gg \sqrt{\ln d} \), so that \( \|s\|_\infty \geq 2\sqrt{\ln d} \) eventually. By (6.11) and the condition \( c \sim \sqrt{2\ln d} \),

\[
- \ln(1 - \beta) \approx \sum_j f(s_j) \geq f(\|s\|_\infty) \geq f(2\sqrt{\ln d}) = -\ln P \left( |Z - 2\sqrt{\ln d}| \leq \sqrt{(2 + o(1))\ln d} \right) \to \infty,
\]
a contradiction.

**Proof of Proposition 3.13**

(\textbf{I}). The equality \( a_{p,2,1} = a_p \) for all \( p \in [-\infty, \infty] \setminus \{2\} \) follows by Proposition 3.12 taking also into account the extended definition of \( a_p \) for \( p \in [-\infty, \infty] \setminus (-\frac{1}{2}, \infty) \) as given in Proposition 2.14. The equality \( a_{p,2,\sqrt{\alpha_1}} = \infty \) for all \( p \in (2, \infty] \) also follows by Proposition 3.12. The equality \( a_{p,2,\sqrt{\alpha_1}} = 0 \) for all \( p \in [-\infty, 2) \) follows by Proposition 3.12 and (2.25), since \( \frac{1}{2p} < \frac{1}{2} \) for \( p \in (0, 2) \). The equality \( a_{p,2,u} = 1 \) for \( p = 2 \) and all \( u \) follows by Proposition 3.12 as well. As for the inequalities in part (I) of Proposition 3.13 they follow by Proposition 3.11

(\textbf{II}). The proof of part (II) of Proposition 3.13 will be done depending on a set of values of \( p \).

**Case**: \( p \in [-\infty, -\frac{1}{2}] \). This case follows by Proposition 3.12

**Case**: \( p \in (-\frac{1}{2}, 0) \). Consider vectors \( s \) of the form

\[
\left( \underbrace{s, \ldots, s, 0, \ldots, 0}_{k \text{ times}}, \underbrace{d-k}_{d-k \text{ times}} \right) \tag{6.12}
\]

with \( s \in (0, \infty) \) and \( k \in \{1, \ldots, d\} \). To begin, let \( s \) be fixed and then let \( k \) be varying so that

\[
k \sim K_p d^{1/2} / f_p(s), \tag{6.13}
\]

whence

\[
\|s\|^2 = ks^2 \sim K_p d^{1/2} \frac{s^2}{f_p(s)}
\]

and, by Proposition 3.4, the vector \( s \) is a 2-AS shift. Observe that the ratio \( f_p(s) \) is continuous in \( s \in (0, \infty) \); also, in view of Lemma 4.2(ii), this ratio tends to 0 as \( s \to \infty \) and to \( |p|\lambda_p(0) \) as \( s \to 0 \). On the other hand, if \( ts \) is a 2-AS shift in the direction of the vector \( s \), then \( kt^2s^2 \sim K_2d^{1/2} \), whence \( \|ts\|^2 / s^2 \sim K_2 \frac{f_p(s)}{K_p} \).

By (6.7), it follows that for each \( p \in (-\frac{1}{2}, 0) \) the values of \( a_{p,2} \), fill the interval \((0, a_p) = (a_{p,2,\sqrt{\alpha_1}}, a_{p,2,1}) \).

Now – instead taking a fixed value of \( s \in (0, \infty) \) – let \( s \) tend to 0 slowly enough so that there still be a varying integer \( k \in [1, d] \) such that (6.13) holds. Then one obtains the limit \( a_{p,2} \) equal to \( a_p \). Finally, if one lets \( s \) tend to \( \infty \), then one has \( a_{p,2} = 0 \). Thus, the values of \( a_{p,2} \), fill the entire interval \([0, a_p] \).
Case: $p \in (0, 2)$. This case is quite similar to the case $p \in (-\frac{1}{2}, 0)$.

Case: $p = 0$. This case too is quite similar to the case $p \in (-\frac{1}{2}, 0)$. Here, instead of Lemma 3.2(ii), use Lemma 4.4(ii).

Case: $p = 2$. This case follows by part (I) of Proposition 3.13.

Case: $p \in (2, \infty)$. This case as well is similar to the case $p \in (-\frac{1}{2}, 0)$, but with the different range of values of $a_{p,2}$; also, in this case $f_p(\frac{s}{\sqrt{d}})$ tends to $\infty$, rather than to 0, as $|s| \to \infty$.

Case: $p = \infty$. Consider again vectors of the form (6.12), but now with

$$s = \lambda \sqrt{\ln d} \quad \text{and} \quad k \sim L d^{1/2}/s^2,$$

where $L$ is an arbitrary positive real constant, while $\lambda$ takes values in $(0, \sqrt{2})$, is possibly varying, but bounded away from 0 and $\sqrt{2}$ (cf. (2.14), which implies $c_{d, \alpha} \sim \sqrt{2 \ln d}$). Then $k \sim d^{1/2}/\ln d$, and so, $k \in [1, d]$ eventually, for large enough $d$. Recalling also (2.13) and letting for brevity $c := c_{d, \alpha}$, one has

$$\lambda_{\infty; d}(s) = -\ln P(|Z + s| \leq c) \sim P(|Z + s| > c) \sim P(Z > c - s) \sim \frac{\varphi(c - s)}{c - s} \sim \frac{1}{\sqrt{2\pi}(\sqrt{2} - \lambda) \ln d} d^{-(\sqrt{2} - \lambda)^2/(2 + o(1))} = d^{-(\sqrt{2} - \lambda)^2/(2 + o(1))}.$$  

Similarly, $\lambda_{\infty; d}(0) = d^{-(1 + o(1))}$, so that

$$f_{\infty; d}(s) := \lambda_{\infty; d}(s) - \lambda_{\infty; d}(0) = d^{-(\sqrt{2} - \lambda)^2/(2 + o(1))},$$

whence, for a fixed value of $\lambda$,

$$\frac{f_{\infty; d}(s)}{s^2} d^{1/2} \longrightarrow \begin{cases} 0 & \text{if } \lambda \in (0, \sqrt{2} - 1), \\ \infty & \text{if } \lambda \in (\sqrt{2} - 1, \sqrt{2}). \end{cases}$$

Hence, by the continuity of $f_{\infty; d}(s)$ in $s$, there exists some varying $\lambda$ (necessarily converging to $\sqrt{2} - 1$) such that for $s$ as in (6.14) one has

$$\frac{f_{\infty; d}(s)}{s^2} d^{1/2} = \frac{K_\infty}{L},$$

so that (6.14) yields

$$\sum f_{\infty; d}(s_j) = k f_{\infty; d}(s) \sim K_\infty.$$ 

So, by Proposition 3.11 $s$ is an $\infty$-AS shift; at that,

$$\|s\|^2 = ks^2 \sim L d^{1/2}.$$

Comparing this with relation (6.8) for 2-AS shifts and recalling that $L$ is an arbitrary positive real constant, one concludes that the range of the values of $a_{\infty, 2}$ contains the interval $(0, \infty)$. To complete the proof of Proposition 3.13 it remains to refer to the last two lines of formula (2.23) (with $a_{\infty, 2, u}$ in place of $\text{ARE}_{\infty, 2, u}$, as in the already proved Propositions 3.12 and 2.13).  

\end{document}
7. Proofs of the lemmas

Proof of Lemma 4.1. Suppose that indeed \( v > \max_{j=1}^d |v_j| \) and \( v \to 0 \). Write

\[
\sum \varphi(s_j + v_j) = S_1(v) + S_2(v),
\]

where

\[
S_2(v) := \sum \varphi(s_j + v_j) I\{|s| \geq \sqrt{3/v}\} \leq \sum \varphi(s_j + v_j) I\{|s| \geq \sqrt{2/v}\} \leq d e^{-1/v},
\]

\[
S_1(v) := \sum \varphi(s_j + v_j) I\{|s| < \sqrt{3/v}\} = \sum \varphi(s_j) e^{-s_j v_j - v_j^2/2} I\{|s| < \sqrt{3/v}\} \sim \sum \varphi(s_j) I|s| < \sqrt{3/v} = \sum \varphi(s_j) - S_2(0) = \sum \varphi(s_j) + O(d e^{-1/v}).
\]

Now the lemma follows.

Proof of Lemma 4.2. By the symmetry, w.l.o.g. \( s > 0 \).

(i) Part (i) of the lemma follows because, as it is easy to see, \( P(|Z - s| > c) \) is strictly decreasing in \( s \) for each \( c \in (0, \infty) \).

(ii) Note that \( s^{-p} \lambda_p(s) = \Lambda_1 + \Lambda_2 + \Lambda_3 \), where, over all \( s > 1 \),

\[
\Lambda_1 := E[1 + \frac{2}{s} \|Z\|^p I\{|Z| > 2s\}] \leq s^{-p} E|Z|^p I\{|Z| > 2s\} \leq s^{-2},
\]

\[
\Lambda_2 := E[1 + \frac{2}{s} \|Z\| (2s \geq |Z| > \frac{s}{2})] \leq \varphi(s) \int [1 + \frac{2}{s} \|Z\| (2s \geq |z| > \frac{s}{2})] dz \leq s^{-2},
\]

\[
\Lambda_3 := E(1 + \frac{2}{s})\|Z\| I(|Z| \leq \frac{s}{2}) = E \left(1 + p \frac{Z}{s} + O(\frac{Z^2}{s^2})\right) I(|Z| \leq \frac{s}{2}) = E \left(1 + p \frac{Z}{s} - E (1 + p \frac{Z}{s}) I(|Z| > \frac{s}{2}) + O(\frac{Z^2}{s^2}) = 1 + O(s^{-2})\right).
\]

So, (4.2) follows.

Next,

\[
\lambda_p(s) = \int_0^\infty x^p [\varphi(s + x) + \varphi(s - x)] dx.
\]

Differentiating here in \( s \), one easily finds that \( \lambda_p'(0) = 0 \) and \( \lambda_p''(0) = \lambda_{p+2}(0) - \lambda_p(0) = p \lambda_p(0) \), by (6.0). This implies (4.1).

(iii) Consider first the case \( p \in (-1, \infty) \setminus \{0, 2\} \). Differentiating in \( s \) under the integral in (7.1) and then integrating by parts, one has

\[
\lambda'_p(s) = \int_0^\infty x^p [\varphi'(s + x) + \varphi'(s - x)] dx
\]

\[
= -p \int_0^\infty x^{p-1} [\varphi(s + x) - \varphi(s - x)] dx.
\]
whence
\[
\lambda_p''(s) = -p \int_0^\infty x^{p-1} [\varphi'(s + x) - \varphi'(s - x)] \, dx,
\]
\[
s^2 \frac{d}{ds} \lambda_p'(s) = s \lambda_p''(s) - \lambda_p'(s)
\]
\[
= p \int_0^\infty x^{p-1} [\varphi(s + x) - \varphi(s - x) - s \varphi'(s + x) + s \varphi'(s - x)] \, dx.
\]

Using now the identities \(\varphi'(u) = -u \varphi(u)\) and \(\varphi(s \pm x) = e^{-s^2/2} \varphi(x) e^{\mp sx}\), and then expanding \(e^{\mp sx}\) into powers of \(s\), one obtains
\[
e^{-s^2/2} \frac{d^2}{ds^2} \frac{\lambda_p'(s)}{s} = p \int_0^\infty x^{p-1} \sum_{n=1}^\infty \frac{2ns^{2n+1}}{(2n+1)!} [x^{2n+1} - (2n+1)x^{2n-1}] \varphi(x) \, dx
\]
\[
= p \sum_{n=1}^\infty \frac{ns^{2n+1}}{(2n+1)!} \left[ \lambda_{p+2n}(0) - (2n+1)\lambda_{p+2n-2}(0) \right]
\]
\[
= p(p-2) \sum_{n=1}^\infty \frac{ns^{2n+1}}{(2n+1)!} \lambda_{p+2n-2}(0),
\]
(7.3)
since \(\lambda_{p+2n}(0) = (p+2n-1)\lambda_{p+2n-2}(0)\). So, for any \(s \in (0, \infty)\), the sign of \(\frac{d}{ds} \lambda_p'(s)\) is the same as that of \(p(p-2)\). This implies the stated monotonicity patterns for \(\lambda_p'(s)\), depending on whether \(p \in (0, 2)\) or not. The same monotonicity patterns hold for \(\frac{\lambda_p'(s)}{s}\), by the special l’Hospital-type rule for monotonicity – see e.g. [12, Proposition 4.1]. To complete the consideration of this case, it remains to note that \(\frac{d}{du} \lambda_p(\sqrt{u}) = \frac{\lambda_p'(\sqrt{u})}{2\sqrt{u}}\) for \(u > 0\).

In the remaining case \(p = \infty\), one can deduce part (iii) of Lemma 4.2 from Lemma [4.10]. Alternatively, one can do this directly by calculus, as follows. Recalling (2.15), one has \(\frac{\lambda_p'(s)}{s} = \frac{F(s)}{G(s)}\) for \(s > 0\), where \(F(s) := \frac{1}{s} [\varphi(s - c) - \varphi(s + c)]\), \(G(s) := P(Z + s \leq c)\), and \(c := c_{d,a}\). Next, for \(\rho(s) := \frac{F(s)}{G(s)}\), one has \(\rho'(s)s^3(e^{2cs} - 1)^2 = H(cs)\), where \(H(u) := e^{4u(u - 2) + 4e^{2u}(u^2 + 1) - u - 2}\), and note also that \(H(0) = H'(0) = 0\), \(H''(u) = 8e^{5u}H_2(u)\), \(H_2(u) := e^{-2u}(2u^2 + 4u + 3) + 2u - 3\), \(H_3(u) = H'_2(0) = 0\), and \(H''_2(u) = 8e^{-2u}u^2\). It follows that \(H > 0\) and hence \(\rho' > 0\) on \([0, \infty)\). Now it remains to again refer to the special l’Hospital-type rule for monotonicity.

(iv). Note that inequality (4.3) turns into an equality if \(p = 2\) or \(s = 0\). Next (cf. (7.2))
\[
\frac{\lambda_p''(s)}{p(p-1)(p-2)} = \int_0^\infty x^{p-3} [\varphi(x - s) - \varphi(x + s)] \, dx > 0
\]
for all \(p > 2\) and \(s > 0\), since \(\varphi(x - s) > \varphi(x + s)\) for all \(x > 0\) and \(s > 0\). Now part (iv) of the lemma follows, because \(\lambda_p'(0) = 0\) and \(\lambda_p''(0) = p\lambda_p(0)\).
This part follows by part (ii) of the lemma, since \( \lambda_{p,2}(s) = \lambda_{2p}(s) - \lambda_p(s)^2 \) and \( \lambda_{p,2}(s) \) is continuous and hence bounded in \( |s| \leq 1 \).

By part (ii) of the lemma, \( \lambda_{p}(s) = s^p(1 + O(s^{-2})) \) over \( s \in (1, \infty) \). So,

\[
\lambda_{p,4}(s) = \lambda_{4p}(s) - 4\lambda_{p}(s)\lambda_{3p}(s) + 6\lambda_{p}(s)^2\lambda_{2p}(s) - 3\lambda_{p}(s)^4 \leq s^{4p-2}
\]

over \( s > 1 \). By part (v) of the lemma, \( \lambda_{p,2}(s) \leq 1 + s^{2p-2} \) over all \( s > 1 \). So, \( \lambda_{p,3}(s) \leq \sqrt{\lambda_{p,2}(s)} \lambda_{p,4}(s) \leq s^{3p-1} \) over \( s > 1 \). It is also clear that \( \lambda_{p,3}(s) \leq 1 \) for \( |s| \leq 1 \).

**Proof of Lemma 4.3.**

(i). Part (i) of the lemma follows because

\[
\tilde{\mu}_d(s) = \int_0^\infty \mathbb{P}(|Z + s|^{-1} \wedge d > x) \, dx = \int_0^d \mathbb{P}(|Z + s| < 1/x) \, dx.
\]

(ii). Note that

\[
\tilde{\mu}_d(s) = \int_0^\infty \frac{d}{u \vee \sigma} [\varphi(s - u) + \varphi(s + u)], \quad (7.4)
\]

where

\[
\sigma := \frac{1}{\sigma}.
\]

So, for \( \eta := \frac{1}{\ln d} \) and large enough \( d \),

\[
\frac{1}{\sigma} \tilde{\mu}_d(0) = \int_0^\infty \frac{d}{u \vee \sigma} \varphi(u) = \int_0^\sigma + \int_\sigma^\eta + \int_1^1 + \int_1^\infty, \quad (7.5)
\]

\[
\int_0^\sigma = \frac{1}{\sigma} \int_0^\sigma d \varphi(u) \sim \varphi(0) \ll \ln d,
\]

\[
\int_\sigma^\eta = \int_\sigma^\eta \frac{d}{u} \varphi(u) \sim (\ln \eta - \ln \sigma) \varphi(0) \sim \varphi(0) \ln d,
\]

\[
\int_1^1 \leq \int_\eta^1 \frac{d}{u} \ll \ln d,
\]

\[
\int_1^\infty \leq 1 \ll \ln d.
\]

So,

\[
\tilde{\mu}_d(0) \sim 2\varphi(0) \ln d.
\]

In view of part (i) of the lemma, this completes the proof of part (ii).

(iii). Here, consider first the case \( s \in (0, \frac{1}{2}) \). Then \( \Delta(s, u) := 2\varphi(u) - \varphi(u-s) - \varphi(u+s) \ll s^2 \varphi''(u) \ll s^2 (1 - \tilde{u}^2) \varphi(\tilde{u}) \) for all \( u > 0 \) and some \( \tilde{u} \in [u - s, u + s] \).
In particular, $\Delta(s,u) \asymp s^2$ for all $u \in [0,\frac{1}{d}]$, $|\Delta(s,u)| \lesssim s^2$ for all $u > 0$, and $|\Delta(s,u)| \lesssim s^2(u^2 + 1)\varphi(u - s) \leq s^2\varphi(u/3)$ for all $u > 1$. So,

$$\tilde{\mu}_d(0) - \tilde{\mu}_d(s) = \int_0^\infty \frac{du}{u + \sigma} \Delta(s,u) = \int_0^\sigma + \int_\sigma^\eta + \int_1^{\infty} ,$$

| $\int_0^\sigma$ | = $\int_0^\sigma \frac{du}{u + \sigma} \Delta(s,u) | = s^2 << s^2 \ln d,$
| $\int_\sigma^\eta$ | = $\int_\sigma^\eta \frac{du}{u} \Delta(s,u) \asymp s^2(\ln \eta - \ln \sigma) \sim s^2 \ln d,$
| $\int_1^\infty$ | $\leq \int_1^\eta \frac{du}{u} s^2 << s^2 \ln d,$
| $\int_\infty$ | $\leq \int_1^\infty s^2\varphi(u/3) du \leq s^2 << s^2 \ln d.$

Thus,

$$\tilde{\mu}_d(0) - \tilde{\mu}_d(s) \asymp s^2 \ln d \quad \text{over } s \in (0,\frac{1}{d}). \quad (7.6)$$

Similarly but simpler, for all $s \in (3,\infty)$ and large $d$

$$\tilde{\mu}_d(s) = \left( \int_0^\sigma + \int_\sigma^1 + \int_1^\infty \right) \frac{du}{u + \sigma} [\varphi(s-u) + \varphi(s+u)].$$

$$\int_0^\sigma \leq \int_0^\sigma \frac{du}{u} = 1 << \ln d \approx \tilde{\mu}_d(0),$$

$$\int_\sigma^1 \leq \int_\sigma^1 \frac{du}{u} 2\varphi(s-1) \leq 2\varphi(2) \ln d < \frac{1}{3} \tilde{\mu}_d(0),$$

$$\int_1^\infty \leq \int_1^\infty [\varphi(s-u) + \varphi(s+u)] du \leq 2 << \tilde{\mu}_d(0);$$

here, to estimate $\int_1^\infty$ we used (7.5). So, for all $s \in (3,\infty)$ and large enough $d$, one has $\tilde{\mu}_d(s) < \frac{1}{3} \tilde{\mu}_d(0)$ and hence $\tilde{\mu}_d(0) - \tilde{\mu}_d(s) \asymp \tilde{\mu}_d(0) \asymp \ln d$. It remains to recall (7.6) and the fact that $\tilde{\mu}_d(s)$ is decreasing in $|s|$.

(iv). W.l.o.g. $s \geq 0$. By (7.4),

$$-s f'(s) = s \tilde{\mu}_d'(s) = \int_0^\infty \frac{sdu}{u + \sigma} [\varphi'(s-u) + \varphi'(s+u)] = \int_0^\sigma + \int_\sigma^1 + \int_1^\infty .$$

Observe that $\varphi'(s-u) + \varphi'(s+u) = \varphi'(u+s) - \varphi'(u-s) \leq s|\varphi''(\tilde{u})| \leq s \varphi\left(\frac{u-s}{2}\right) \leq$
s for all $u > 0$ and $s \geq 0$, and for some $\tilde{u} \in [u - s, u + s]$. So,
\[
\left| \int_0^\sigma \right| \leq \frac{1}{\sigma} \int_0^\sigma s \, du \, s = s^2 << s^2 \ln d,
\]
\[
\left| \int_0^1 \right| \leq \frac{1}{\sigma} \int_0^1 s \, du \, s \leq s^2 \ln d,
\]
\[
\left| \int_1^\infty \right| \leq \int_1^\infty s^2 \, du \, \varphi\left(\frac{u-s}{2}\right) \leq s^2 << s^2 \ln d,
\]
whence
\[
|s f'(s)| \leq s^2 \ln d \quad \text{over all } s \geq 0. \quad (7.7)
\]
Also, for $s > 1$ write
\[
-s f'(s) = \int_0^\infty s \, du \, \varphi\left(\frac{s-u}{4}\right) = \int_0^\sigma + \int_\sigma^{s/2} + \int_{s/2}^\infty,
\]
\[
\int_0^\sigma \leq \frac{1}{\sigma} \int_0^\sigma du \, s^2 \varphi(s/4) \leq 1 << \ln d,
\]
\[
\int_\sigma^{s/2} \leq \int_\sigma^{s/2} s \, du \, s \varphi(s/4) \leq \ln d,
\]
\[
\int_{s/2}^\infty = \int_{s/2}^\infty \frac{du}{u} [\varphi(u+s) - \varphi(u-s)]
\]
\[
= \ln u \left[\varphi(u+s) - \varphi(u-s)\right]_{s/2}^\infty + \int_{s/2}^\infty \frac{du}{u^2} [\varphi(u+s) - \varphi(u-s)]
\]
\[
\leq 1 << \ln d,
\]
so that $|s f'(s)| \leq \ln d = (s^2 \land 1) \ln d$ for $s > 1$. Recalling now (7.7) and (4.0),
o one has $|s f'(s)| \leq (s^2 \land 1) \ln d \approx f(s)$ over all $s \in \mathbb{R}$. \qed

**Proof of Lemma 4.4.**

(i). Part (i) of the lemma follows because $\hat{\lambda}(s) = \int_0^\infty P(|Z+s| > c) \, dc = \int_0^\infty P(|Z+s| > c) \, dc$.

(ii). Note that
\[
\hat{\lambda}(s) = \int_0^\infty (\ln x) \left[\varphi(s-x) + \varphi(s+x)\right] \, dx. \quad (7.8)
\]
Differentiating here in $s$, one easily finds that $\hat{\lambda}'(0) = 0$. Also, using integration by parts, one has $\hat{\lambda}''(0) = 2 \int_0^\infty \ln x \, \varphi''(x) \, dx = -2 \int_0^\infty x \varphi''(x) \, dx = 1$. Now (4.7) follows.

Fix now any $m \in \mathbb{N}$ and let $s$ vary arbitrarily in $[e, \infty)$. Since the density of $|Z+s|$ is bounded uniformly in $s \in \mathbb{R}$,
\[
\mathbb{E} \left| \ln |Z+s| \right|^m \mathbb{I}\{|Z+s| \leq 1\} \leq \int_0^1 \left| \ln x \right|^m \, dx \leq 1.
\]
Also, 
\[
E \ln |Z + s|^m I\{|Z + s| > 1, |Z| > \frac{s}{2}\} \leq E(|Z| + |s|) I\{|Z| > s/2\} \leq 1;
\]
\[
\frac{1}{\ln s} E \ln^m |Z + s| I\{|Z| \leq \frac{s}{2}\} = E \left( 1 + \frac{\ln(1 + Z/s)}{\ln s} \right)^m I\{|Z| \leq \frac{s}{2}\}
\]
\[
= E \left[ 1 + m \frac{Z/s + O(Z^2/s^2)}{\ln s} + O\left(\frac{Z^2}{s^2 \ln^2 s}\right) \right] I\{|Z| \leq \frac{s}{2}\}
\]
\[
= E \left[ \ldots \right] - E \left[ \ldots \right] I\{|Z| > \frac{s}{2}\} = 1 + O\left(\frac{1}{s \ln s}\right) = 1 + O\left(\frac{1}{\ln^m s}\right).
\]
Now (4.8) follows, which completes the proof of part (ii).

(iii) The derivatives \(\lambda^{(i)}(s)\) of \(\lambda(s)\) are related to those of \(\lambda_p(s)\); namely, \(\lambda^{(i)}(s) = \frac{\partial}{\partial \lambda_p(s)} \lambda^{(i)}(s)\) \(\mid_{p=0}\) for \(i = 0, 1, \ldots\); this follows because, in view of (7.1) and (7.2), \(\lambda_p^{(i)}(s) = \int_0^\infty x^p [\varphi^{(i)}(s-x) + \varphi^{(i)}(s+x)] dx\) and \(\lambda^{(i)}(s) = \int_0^\infty \ln x [\varphi^{(i)}(s-x) + \varphi^{(i)}(s+x)] dx\). Therefore, by (7.3),
\[
\frac{d \lambda'(s)}{ds} = \frac{\partial}{\partial p} \left[ \frac{d \lambda_p(s)}{ds} \right] \mid_{p=0} = -\frac{4}{s^2 e^x/2} \sum_{n=1}^\infty \frac{n s^{2n+1} \lambda_{2n-2}(0)}{(2n+1)!} < 0
\]
for \(s > 0\), which implies the stated monotonicity pattern for \(\frac{\lambda'(s)}{s}\). The rest of the proof of part (iii) of the lemma is quite similar to that of part (iii) of Lemma 4.2.

(iv) By (4.7), w.l.o.g. \(s \in [e, \infty)\). Then, by (4.8),
\[
\lambda_2(s) = E \ln^2 |Z + s| - E^2 \ln |Z + s|
\]
\[
= \ln^2 s [1 + O(\ln^{-2} s)] - \ln^2 s [1 + O(\ln^{-1} s)] \leq \ln s \leq g_0(s).
\]

(v) Using the change of variables \(u := x^2/2\) and well-known identities for the Gamma function (see e.g. [1] (1.212), (1.2.14), and (1.2.9)), one has
\[
\lambda_2(0) = \text{Var} \ln |Z| = \text{Var} \ln \left| \frac{x}{\sqrt{2}} \right|
\]
\[
= 2 \int_0^\infty \ln^2 \frac{x}{\sqrt{2}} \varphi(x) dx - 4 \left( \int_0^\infty \ln \frac{x}{\sqrt{2}} \varphi(x) dx \right)^2
\]
\[
= \frac{1}{4 \pi} \left( \Gamma''(\frac{1}{2}) \Gamma'(\frac{1}{2}) - \Gamma'(\frac{1}{2})^2 \right)
\]
\[
= \frac{1}{4} \frac{d^2}{dz^2} \ln \Gamma(z) \mid_{z=\frac{1}{2}}
\]
\[
= \frac{1}{4} \sum_{k=0}^\infty \frac{1}{(1/2 + k)^2} = \frac{\pi^2}{8},
\]
so that part (v) of the lemma is verified as well.

(vi) The proof of this part of the lemma is similar to that of part (vi) of Lemma 4.2 using now parts (ii) and (iv) of Lemma 4.4 instead of parts (ii) and (v) of Lemma 4.2.
(vii). By the symmetry, w.l.o.g. $s > 0$. By \(7.8\) and in view of the estimate $|\varphi'(u)| \leq \varphi(u/2)$ over all $u \in \mathbb{R}$, for $s \to \infty$ one has

$$
\lambda(s) = \int_{0}^{\infty} (\ln x) [\varphi'(s-x) + \varphi'(s+x)] \, dx = \int_{0}^{s/2} + \int_{s/2}^{3s/2} + \int_{3s/2}^{\infty},
$$

$$
\int_{0}^{s/2} \leq \int_{0}^{s/2} \ln x \, dx \varphi(s/4) \ll s^{-1},
$$

$$
\int_{s/2}^{3s/2} \leq \int_{s/2}^{3s/2} (\ln x) \varphi(s/2) \, dx \leq \int_{s/2}^{\infty} (\ln x) \varphi(s/2) \, dx \ll s^{-1},
$$

$$
\int_{s/2}^{3s/2} = (\ln x)[\varphi(s+x) - \varphi(s-x)]|_{s/2}^{3s/2} = \int_{s/2}^{3s/2} x^{-1}[\varphi(s+x) - \varphi(s-x)] \, dx = o(s^{-1}) + O\left(s^{-1} \int_{s/2}^{3s/2} [\varphi(s+x) - \varphi(s-x)] \, dx\right) = O(s^{-1}).
$$

This completes the proof of part (vii) and thus the entire proof of Lemma 4.4.

Proof of Lemma 4.5. The cases $p = -1, p \in (-1, \infty) \setminus \{0\}$, and $p = 0$ follow immediately by Lemma 4.3 (iii), Lemma 4.2 (ii, i), and Lemma 4.4 (ii, i), respectively.

Proof of Lemma 4.6. Suppose that the lemma is false. That is, suppose that $s, v, S$ satisfy the conditions of the lemma, while the conclusion \(4.9\) is false. Then w.l.o.g. $\sum v_j^2 >> S \gg \sum s_j^2$, while $v = ts$ for some varying $t \in (0, \infty)$. At that, necessarily $t = \|v\|/\|s\| \to \infty$. So, w.l.o.g. $t \geq 2$.

Take any $\sigma \in (0, \infty)$. Then there is some $\gamma(\sigma) \in (0, 1)$ such that $f_p(s) s^{\sigma(s)} \leq f_p(2s) \leq 1 - \gamma(\sigma)$ for all $s \in (0, \sigma]$ (since $f_p(s)$ is continuous and strictly increasing in $s \in (0, \infty)$ and hence the ratio $f_p(s) / f_p(2s)$ is continuous and strictly less than 1 for all $s \in (0, \infty)$, while, by Lemma 4.2 (ii), this ratio tends to $1/s^\sigma < 1$ as $s \downarrow 0$). So,

$$
\frac{1}{1 - \gamma(\sigma)} \sum f_p(s_j) I[|s_j| \leq \sigma] \leq A := \sum f_p(v_j) I[|v_j| \leq \sigma],
$$

$$
\sum f_p(s_j) I[|s_j| > \sigma] \leq B := \sum f_p(v_j) I[|s_j| > \sigma],
$$

since $v_j = ts_j$, $t \geq 2 \geq 1$, and $f_p(s)$ is increasing in $|s|$. Also, $A + B \sim S$. So, if $A \gg S/2$, then

$$
S \sim \sum f_p(s_j) \leq (1 - \gamma(\sigma)) A + B \leq A + B - \frac{\gamma(\sigma)}{2} \sim (1 - \frac{\gamma(\sigma)}{2}) S,
$$

a contradiction. Otherwise, $A < S/2$, whence

$$
\frac{f_p(\infty -)}{s^2} \sum s_j^2 \geq f_p(\infty -) \sum I[|s_j| > \sigma] \geq B \geq B = (\frac{1}{2} + o(1)) S,
$$
which contradicts the assumption $S \gtrsim \sum s_j^2$, because $f_p(\infty-) < \infty$ while $\sigma \in (0, \infty)$ was chosen arbitrarily.

Proof of Lemma 4.7. Suppose that the lemma is false, so that $s, v, S$ satisfy the conditions of the lemma, while the conclusion (4.10) is false. Then w.l.o.g. $\sum v_j^2 \gg S \gtrsim \sum s_j^2$, while $v = ts$ for some varying $t \in (0, \infty)$. At that, necessarily $t = \|v\|/\|s\| \to \infty$.

Note that

$$g_p(s) = \begin{cases} \frac{s^2}{e} I(|s| \leq e) + \ln |s| I(|s| > e) & \text{if } p = 0, \\ s^2 I(|s| \leq 1) + |s|^p I(|s| > 1) & \text{if } p \in (0, 2), \end{cases}$$

$g_p(s) \propto s^2$ for $|s| \leq 1$, $g_p(s) \to \infty$ and $\frac{g_p(s)}{\sigma^2} \to 0$ as $|s| \to \infty$, and $\frac{g_p(s)}{\sigma^2}$ is non-increasing in $|s|$. It follows that

$$\sum g_p(s_j) I(|s_j| > \sigma) \leq \frac{g_p(\sigma)}{\sigma^2} \sum s_j^2 I(|s_j| > \sigma) \leq \frac{g_p(\sigma)}{\sigma^2} \sum s_j^2 \leq \frac{g_p(\sigma)}{\sigma^2} S \approx \frac{g_p(\sigma)}{\sigma^2} \sum g_p(s_j),$$

whence $\sum g_p(s_j) I(|s_j| > \sigma) \leq \frac{1}{2} \sum g_p(s_j)$ for large enough $\sigma \in (0, \infty)$. Fixing any such $\sigma$ and recalling that $g_p(s) \propto s^2$ for $|s| \leq 1$, one has

$$\sum s_j^2 I(|s_j| \leq \sigma) \asymp \sum g_p(s_j) I(|s_j| \leq \sigma) \geq \frac{1}{2} \sum g_p(s_j) \approx S,$$

and

$$S \asymp \sum g_p(ts_j) \geq \sum g_p(ts_j) I(|s_j| \leq \sigma) \geq \frac{g_p(t\sigma)}{\sigma^2} \sum s_j^2 I(|s_j| \leq \sigma) \gtrsim \frac{g_p(t\sigma)}{\sigma^2} S \gg S,$$

since $t \to \infty$ and $\sigma > 0$ is fixed. This contradiction completes the proof.
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