Abstract

We develop optimization-based structure-preserving model order reduction (MOR) methods for port-Hamiltonian (pH) descriptor systems of differentiation index one. Descriptor systems in pH form permit energy-based modeling and intuitive coupling of physical systems across different physical domains, scales, and accuracies. This makes pH models well-suited building-blocks for component-wise modeling of large system networks. In this context, it is often necessary to preserve the pH structure during MOR. We discuss current projection-based and structure-preserving MOR algorithms for pH systems and present a new optimization-based framework for that task. The benefits of our method include a simplified treatment of algebraic constraints and often a higher accuracy of the resulting reduced-order model, which is demonstrated by several numerical examples.
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1. Introduction

We present optimization-based structure-preserving model order reduction (MOR) algorithms for models described by port-Hamiltonian differential-algebraic equations (pH-DAEs). Differential-algebraic equations (DAEs) naturally emerge in the modeling of complex systems because they allow the inclusion of preservation and network laws such as mass-balances in chemical processes, joints in mechanical systems, or Kirchhoff’s laws in electrical circuits in the model as algebraic constraints. The use of automatic modeling systems such as Modelica\(^1\) or Simscape\(^2\) has further promoted the use of DAE-based models.

In recent years, DAE modeling has increasingly addressed the physical properties of the underlying models by incorporating concepts such as passivity or a Hamiltonian structure, leading to pH-DAEs. The concept of pH-DAEs is particularly useful in the modeling of large networks that are constructed from a large number of network components, such as power networks \([1]\), gas networks \([2]\), or district heating networks \([3]\). Typically, in such networks the components have widely varying dimensions and different modeling accuracies. Some models are highly detailed partial differential equation (PDE) systems, typically spatially discretized via finite element, finite difference, or finite volume methods, and other models are surrogate models generated purely from data, see \([4]\) for a survey of applications.

The port-Hamiltonian paradigm is particularly suited to handling this modeling challenge because it allows for an intuitive energy-based interconnection of systems from different physical domains and of different scale or modeling accuracy, see \([4, 5, 6]\). A classical example of pH-DAE modeling arises in electrical circuits modeled using modified nodal analysis, \([7, 8, 9]\).

When the models resulting from the modeling process of complex systems have a large state-space dimension, then the direct simulation or model-based control of such large-scale systems is often infeasible. Then, typically, model order reduction (MOR) is employed to determine an approximation to the given full-order model (FOM) with a smaller state-space dimension that enables efficient simulation and control. However, the need for optimized operation of large networks of complex systems has revealed the need for a more hierarchical modeling approach, see, e. g., \([2, 10, 11]\). This approach is often carried over to the MOR of hier-
architectural systems. Here separate low-order surrogates are computed for the individual sub-systems (potentially at different accuracy levels) instead of one reduced-order model (ROM) for the whole system.

The paradigm shift from applying MOR to one (monolithic) system to using MOR to reduce the components of networked models makes the preservation of certain structural properties of the components essential. This is because one network component may rely on the specific properties (such as passivity, see Section 2) of other components. Furthermore, the properties that result from the network structure of these components must be preserved during MOR such that the coupling of the reduced-order components can be performed in the same way as the coupling of their full-order counterparts. The preservation of the pH-DAE structure ensures the preservation of these network-relevant properties and thus enables a hierarchical low-order modeling approach.

However, structure-preserving MOR for pH-DAEs has still only been partially resolved. MOR methods for pH models based on ordinary differential equations (pH-ODEs), such as \cite{12,13} have been extended to pH-DAEs in \cite{14,15}, but typically the algebraic equations have to be identified and treated separately to prevent destroying the constraint structure, see \cite{15} Remark 3. An alternative MOR approach for structure-preservation is passivity-preserving MOR (see Section 3). However, these methods, such as positive-real balanced truncation (PRBT), as presented in \cite{16}, also do not result in a significant reduction in the equations describing the algebraic constraints without further treatment. A minimal realization of the sub-system corresponding to the algebraic constraints can be determined by solving discrete-time projected Lyapunov equations \cite{17}, but without preserving the pH structure. A recently proposed passivity-preserving MOR method for pH-ODEs based on spectral factorization \cite{18} may overcome this problem but in its current form an extension to DAEs requires system transformations to identify and separately deal with the constraint equations.

We consider linear constant-coefficient pH-DAEs, defined as follows.

**Definition 1.** \cite{14,19} A linear constant coefficient DAE system of the form

\[
\begin{align*}
E \dot{x}(t) &= (J - R)Qx(t) + (G - P)u(t), \\
y(t) &= (G + P)^TQx(t) + (S - N)u(t),
\end{align*}
\]

where \(E, Q, J, R \in \mathbb{R}^{n \times n}, G, P \in \mathbb{R}^{n \times m}, S, N \in \mathbb{R}^{m \times m}\), is called a port-Hamiltonian differential-algebraic equation (pH-DAE), if the following conditions are satisfied:

(i) The matrices \(Q^TJQ\) and \(N\) are skew-symmetric.

(ii) The passivity matrix

\[
W_P := \begin{bmatrix} Q^TRQ & Q^TP \\ P^TQ & S \end{bmatrix}
\]

and the product \(Q^TE\) are symmetric positive semi-definite (denoted as \(\geq 0\) in the following).

The Hamiltonian (energy-storage) function \(H : \mathbb{R}^n \to \mathbb{R}\) is then given by

\[
H(x) = \frac{1}{2}x^TQ^TEx.
\]

Structure-preserving MOR is aimed at computing systems of the form

\[
\begin{align*}
E_r \dot{x}_r(t) &= (J_r - R_r)Q_rx_r(t) + (G_r - P_r)u(t), \\
y_r(t) &= (G_r + P_r)^TQ_rx_r(t) + (S_r - N_r)u(t),
\end{align*}
\]

where the system matrices \(E_r, Q_r, J_r, R_r \in \mathbb{R}^{r \times r}\), \(G_r, P_r \in \mathbb{R}^{r \times m}, S_r, N_r \in \mathbb{R}^{m \times m}\) satisfy the structural constraints given in Definition 1 with \(r \ll n\).

For such systems we develop optimization-based structure-preserving MOR algorithms that

(i) work with the untransformed FOM matrices and often need no state transformation at all,

(ii) ensure that the ROM is a pH-DAE, however, without the need for a preservation of the algebraic equations, and

(iii) provide ROMs with high accuracy both in terms of the \(H_\infty\) and the \(H_2\) error.

In this paper we only discuss the case of pH systems with differentiation index one; see \cite{20,21} for a detailed discussion of different indices. A simple characterization of systems with differentiation index one is that if the columns of the matrix \(V_E \in \mathbb{R}^{n \times k}\) span the kernel of \(E\), then \([E, (J - R)QV_E]\) is of full rank. Such a system is often referred to as impulse-free in the literature. Cases involving a higher differentiation index are more complex and will be treated in a future paper. Moreover, we assume that the pencil \(sE - (J - R)Q\) is regular (i.e., det\((sE - (J - R)Q)\) is not identically zero for all \(s \in \mathbb{C}\) and that it is asymptotically stable (i.e., all its finite eigenvalues have a negative real part). The same assumptions are also imposed on the reduced pencil \(sE_r - (J_r - R_r)Q_r\).

The paper is organized as follows: in the next section, we cover objectives and state-of-the-art methods for structure-preserving MOR. In Section 3, we explain our optimization-based approach for MOR. In particular, we extend previous work \cite{22,23} to the DAE case. Finally, the effectiveness of the proposed methods is demonstrated by a number of numerical experiments.

2. Preliminaries

We focus on linear time-invariant pH-DAEs of form (1) with \(Q = I_n\) to simplify the presentation in this section. Note that it has been shown in \cite{24} that it is always possible to achieve this simplification. If \(Q\) has full column rank,
then this is achieved by merely multiplying the system by $Q^T$ from the left and then renaming the system matrices, or alternatively, the part associated with the kernel of $Q$ can be removed without changing the Hamiltonian, see [1] for a detailed discussion.

To approximate the input-to-output behavior of the FOM, we make use of the transfer function $H$ which for (under our assumption that $Q = I_n$) is defined as

$$H(s) = (G + P)^T s E - (J - R)^{-1} (G - P) + (S - N).$$

This function is well-defined because we have assumed that the system is regular and hence it is a matrix with real-rational functions as entries. The transfer function $H_r$ of the ROM is defined analogously. Any rational transfer function can be decomposed such that

$$H(s) = H_{sp}(s) + H_{pol}(s),$$

where $H_{sp}$ denotes the strictly proper part with \( \lim_{s \to \infty} H_{sp}(s) = 0 \) and where $H_{pol}$ is a matrix polynomial, see, e.g., [25]. Based on the condition that the uncontrolled DAE is of index one, $H_{pol}(s) \equiv D_0 \in \mathbb{R}^{m \times m}$ is constant. Since the structural properties of a pH-DAE and its Hamiltonian are preserved under a change of basis and a scaling of the equation with an invertible matrix, this decomposition of the transfer function may be obtained by transforming the index-one pH-DAE to the semi-explicit form

$$\begin{bmatrix}
E_{11} & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{bmatrix}
= \begin{bmatrix}
L_{11} & 0 \\
L_{21} & L_{22}
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix} + \begin{bmatrix}
G_1 - P_1 \\
G_2 - P_2
\end{bmatrix} u(t),$$

$$y(t) = \begin{bmatrix}
G_1 + P_1 \\
G_2 + P_2
\end{bmatrix}^T \begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix} + (S - N) u(t),$$

where

$$\begin{bmatrix}
L_{11} & 0 \\
L_{21} & L_{22}
\end{bmatrix} = \begin{bmatrix}
J_{11} & -J_{12}^T \\
J_{21} & J_{22}
\end{bmatrix}^{-1} \begin{bmatrix}
R_{11} & R_{12}^T \\
R_{21} & R_{22}
\end{bmatrix},$$

and where $L_{22}$ and $E_{11}$ have full rank (see [19] for details). Then, the transfer function $H_{sp}$ is the transfer function of the implicit pH-ODE system

$$E_{11}\dot{x}_1(t) = (J_{11} - R_{11}) x_1(t) + (G_{sp} - P_{sp}) u(t),$$

$$y_{sp}(t) = (G_{sp} + P_{sp})^T x_1(t),$$

(2)

where

$$G_{sp} := G_1 - Y, \quad P_{sp} := P_1 - Y,$$

$$Y := \frac{1}{2} (J_{21} - R_{21})^T (J_{22} - R_{22})^{-1} (G_2 + P_2).$$

Furthermore, the constant part of the transfer function is

$$D_0 := S - N - (G_2 + P_2)^T (J_{22} - R_{22})^{-1} (G_2 - P_2).$$

(3)

Here, the state $x_2$ is uniquely determined by the algebraic constraint (given by the second equation block) which imposes a consistency condition on the initial value, see [19].

Note that sparsity patterns that are typically present in the full order matrices cannot in general be preserved with this transformation.

Due to the asymptotical stability of $sE - (J - R)Q$ the transfer function $H$ is an element of the Hardy space $\mathcal{RH}_{\infty}^{m \times m}$ of all real-rational $m \times m$ matrix-valued functions which are bounded on the imaginary axis and with all poles having a negative real part. This vector space is equipped with the norm

$$\|H\|_{\mathcal{H}_\infty} := \sup_{\omega \in \mathbb{R}} \|H(i\omega)\|_2.$$

Moreover, if $H$ is additionally strictly proper, then $H$ is additionally in the Hardy space $\mathcal{RH}_2^{m \times m}$ which is equipped with the norm

$$\|H\|_{\mathcal{H}_2} := \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} \|H(i\omega)\|_F d\omega \right)^{1/2}.$$  

(4)

We refer to [26] for a detailed discussion of these spaces.

The search for reduced-order models that minimize the error $H - H_r$ with respect to the $\mathcal{H}_2$ or $\mathcal{H}_\infty$ norm is dominated by two types of restrictions for pH-DAEs as in [1]. On the one hand, the ROM has to respect the impact of the algebraic constraints in $\mathcal{L}$ on the input-to-output behavior of the original model. On the other hand, we restrict our search to ROMs which have a pH representation in order to retain the pH structural conditions of the FOM. Many existing model reduction methods for pH systems are based on the strong connection between the existence of a pH representation and passivity, see, e.g., [27] which is given by the positive real lemma.

**Theorem 1.** [27] Suppose that the linear time-invariant model

$$\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t), \\
y(t) &= Cx(t) + Du(t),
\end{align*}$$

(5)

is minimal, i.e., the pair $(A,B)$ is controllable and the pair $(A,C)$ is observable. Then there exists a positive definite matrix $X \in \mathbb{R}^{n \times n}$ which satisfies the Kalman-Yakubovich-Popov (KYP) linear matrix inequality

$$W(X) = \begin{bmatrix}
-A^T X - X A & C^T - X B \\
C - B^T X & D + D^T
\end{bmatrix} \succeq 0,$$

(6)

if and only if the system is passive. Moreover, an implicit pH-ODE representation of $\mathcal{L}$ may be obtained by setting $E = X$, and

$$J = \frac{1}{2}(A - A^T), \quad G = \frac{1}{2}(C^T + B),$$

$$R = \frac{1}{2}(A + A^T), \quad P = \frac{1}{2}(C^T - B),$$

$$N = \frac{1}{2}(D + D^T), \quad S = \frac{1}{2}(D^T - D).$$

Generalizations of the connection between passivity and solvability of a generalized KYP inequality for DAE systems also exist, see, for recent results, see [28, 29].

The connection between passivity and the pH structure enables two different approaches for reducing pH models: either by directly enforcing a pH structure for the ROM or by applying passivity-preserving MOR methods combined with a subsequent transformation of the ROM to pH form.
2.1. PH-preserving MOR techniques

Traditional methods which directly retain the pH form in the reduction process are based on Galerkin projections, see, e.g., [30, 4] for surveys. The original state \( x(t) \) is approximated by \( x(t) \approx Vx_r \), where the columns of \( V \in \mathbb{R}^{n \times r} \) form a basis for a suitably chosen subspace of dimension \( r \). For instance, in the pH-ODE case with \( E = I_n \), the ROM coefficient matrices are computed by

\[
J_r = U^TJU, \quad G_r = U^TG, \quad Q_r = V^TVQ, \\
R_r = U^TRU, \quad P_r = U^TP, \quad N_r = N, \quad S_r = S,
\]

where \( U = QV(V^TVQ)^{-1} \), which clearly enforces structure preservation. In [12] an adaptation (IRKA-PH) of the well-known iterative rational Krylov algorithm (IRKA) was proposed that iteratively updates \( V \) to fulfill a subset of \( H_2 \) optimality conditions via tangential interpolation of the original transfer function. While IRKA does not ensure stability (or even passivity) of the ROM a priori, it leads to (locally) \( H_2 \) optimal models upon convergence. IRKA-PH, on the other hand, preserves the pH structure and thus produces passive ROMs which, however, generally only fulfill a subset of the \( H_2 \) optimality conditions. Consequently, no \( H_2 \) optimality is achieved in general. The matrix \( V \) can also be chosen in order to approximate the Dirac structure of the original model, resulting in the effort- and flow-constraint method [13]. The extension of IRKA-PH and Dirac structure approximation to pH-DAEs is addressed in [14, 15].

2.2. Passivity-preserving MOR techniques

Positive real balanced truncation (PRBT) for ODEs is a well-studied MOR method, see [31] and the references therein for a survey. The method is based on computing a minimal solution \( X_{\min} \) of (3) (in the sense of the Loewner ordering in symmetric matrices) and a minimal solution \( Y_{\min} \) of the dual KYP inequality

\[
\begin{pmatrix}
-AY - Y A^T & B - YC^T \\
B^T - CY & D + D^T
\end{pmatrix} \succeq 0.
\]

The solutions \( X_{\min} \) and \( Y_{\min} \) are then used to transform the system to a positive-real balanced realization where the transformed minimal solution of the KYP inequalities \( \tilde{X}_{\min} \) and \( \tilde{Y}_{\min} \) are equal and diagonal, i.e., \( \tilde{X}_{\min} = \tilde{Y}_{\min} = \text{diag}(\eta_1, \ldots, \eta_n) \). Then the states corresponding to the small positive real characteristic values \( \eta_i \) can be truncated. Finally, PRBT admits an a priori error bound in the gap metric that is derived in [32].

Another passivity-preserving MOR technique is achieved via spectral factorization [18]. It initially requires a factorization

\[
W(X) = [L \ M]^T [L \ M] \quad (7)
\]

with \( L \in \mathbb{R}^{k \times n} \), \( M \in \mathbb{R}^{k \times m} \) and where rank \([L \ M]\) is as small as possible. If the pair \((A, B)\) is stabilizable and \( X = X_{\min} \) is the minimal solution of \( W(X) \geq 0 \), then the resulting spectral factor system \((A, B, L, M)\) may be reduced via traditional (unstructured) MOR techniques, such as IRKA or balanced truncation (BT), and the passive ROM is obtained from the reduced spectral factor.

For all passivity-preserving reduction methods, the passive ROM may eventually be transformed back to a pH representation by applying Theorem 4.

3. A new optimization-based approach

Instead of obtaining the ROM by projection, we propose using optimization techniques to determine the coefficients of a low-order pH system such that its transfer function matches the transfer function of the given model. We follow the approach presented in [23] and adapted in [33] to parameterize a pH system with a feedthrough term. The concept behind [23] is to construct the skew-symmetric and positive semi-definite parts of the realization matrices of the ROM from strictly upper triangular matrices and upper triangular matrices, respectively. These triangular matrices are parameterized using the functions vtu(·) (or vtsu(·)), which map a vector row-wise to an appropriately sized (strictly) upper triangular matrix. The function vtu(·) is the standard reshaping operation that maps a vector in \( \mathbb{R}^{n \times m} \) to a matrix in \( \mathbb{R}^{n \times m} \). These functions are explained in detail in [23, Definition 3.1].

Lemma 1. Let \( \theta \in \mathbb{R}^{n_{\theta}} \) be a parameter vector partitioned as \( \theta = [\theta_J^T, \theta_W^T, \theta_Q^T, \theta_G^T, \theta_N^T]^T \), with \( \theta_J \in \mathbb{R}^{(r-1)/2} \), \( \theta_W \in \mathbb{R}^{(r+m)(r+m+1)/2} \), \( \theta_Q \in \mathbb{R}^{(r+1)/2} \), \( \theta_G \in \mathbb{R}^{m} \), and \( \theta_N \in \mathbb{R}^{m(m-1)/2} \). Furthermore, define the matrix-valued functions

\[
J_r(\theta) := \text{vtu}(\theta_J)^T - \text{vtu}(\theta_J), \\
W_r(\theta) := \text{vtu}(\theta_W) \text{vtu}(\theta_W)^T, \\
R_r(\theta) := [I_r \ 0] W_r(\theta) [I_r \ 0]^T, \\
P_r(\theta) := [I_r \ 0] W_r(\theta) [0 \ I_m]^T, \\
S_r(\theta) := [0 \ I_m] W_r(\theta) [0 \ I_m]^T, \\
Q_r(\theta) := \text{vtu}(\theta_Q) \text{vtu}(\theta_Q)^T, \\
G_r(\theta) := \text{vtu}(\theta_G), \\
N_r(\theta) := \text{vtu}(\theta_N)^T - \text{vtu}(\theta_N).
\]

Then the parametric system

\[
\Sigma_r(\theta) := \begin{cases} 
\dot{x}_r(t) = (J_r(\theta) - R_r(\theta))Q_r(\theta)x_r(t) + (G_r(\theta) - P_r(\theta))u(t), \\
y_r(t) = (G_r(\theta) + P_r(\theta))^T Q_r(\theta)x_r(t) + (S_r(\theta) - N_r(\theta))u(t),
\end{cases}
\]

is a pH-DAE (with \( E_r = I_r \)) as in Definition 3.

The transfer function of a small-scale parametric system \( \Sigma_r(\theta) \) as in (9), is denoted by \( H_r(\cdot, \theta) \). The following comments motivate our choice for the parameterization.
(i) Lemma [1] only allows the construction of pH-ODEs. Nevertheless, we can use the parameterization to approximate any pH-DAE with index one because we only aim to approximate the transfer function of the given system. Since transfer functions of descriptor systems with index one only have a constant polynomial part, we can approximate the effect of the algebraic constraints by tuning the feedthrough terms $S_r(\theta)$ and $N_r(\theta)$ appropriately.

(ii) Note that we can also rewrite the resulting pH-ODE as an implicit pH-DAE (with an $E_r$ term but without a $Q_r$ term), by a change of variables $\tilde{x}_r(t) := Q_r x_r(t)$ if $Q_r$ is positive definite.

(iii) We ensure the positive semi-definiteness of the passivity matrix from Definition [1] for all $\theta \in \mathbb{R}^n$, by ensuring that $W_r(\theta)$ is positive semi-definite for all $\theta \in \mathbb{R}^n$. The positive semi-definiteness of $Q_r(\theta)$ in combination with the skew-symmetry of $J_r(\theta)$ also ensures $Q_r(\theta)^T J_r(\theta) Q_r(\theta) = -Q_r(\theta)^T J_r(\theta)^T Q_r(\theta)$ for all $\theta \in \mathbb{R}^n$.

In the following, we present two methods for tuning the parameter vector $\theta$ to obtain either an $\mathcal{H}_\infty$ or an $\mathcal{H}_2$ approximation for a given FOM.

### 3.1. $\mathcal{H}_\infty$ approximation

The algorithm presented in [23] to obtain a good $\mathcal{H}_\infty$ approximation of a pH-FOM with transfer function $H$ using a parametrized low-order system with transfer function $H_r(\cdot, \theta)$ is based on minimizing the objective function

$$
\mathcal{L}(\theta; H, \gamma, S) := \frac{1}{\gamma} \sum_{s_i \in S} \sum_{j=1}^{m} \left( |\sigma_j(H(s_i) - H_r(s_i, \theta)) - \gamma|_+ \right)^2
$$

with respect to $\theta$, where

$$
[\cdot]_+ : \mathbb{R} \rightarrow [0, \infty), \quad x \mapsto \begin{cases} x & \text{if } x \geq 0, \\ 0 & \text{if } x < 0, \end{cases}
$$

for decreasing values of $\gamma > 0$. Here $S \subset i\mathbb{R}$ is a set of sample points, at which the original and reduced transfer functions are evaluated and $\sigma_j(\cdot)$ denotes the $j$-th singular value of its matrix argument.

The justification for using $\mathcal{L}$ as a surrogate for the $\mathcal{H}_\infty$ error is that $\mathcal{L}(\cdot; H, \gamma, S)$ attains its global minimum (at zero), when all singular values of the error transfer function at all sample points $s_i$ are below the threshold $\gamma$. Therefore, if the sample points are chosen appropriately, then $\mathcal{L}(\theta; H, \gamma, S) = 0$ is an indication for $\| H - H_r(\cdot, \theta) \|_{\mathcal{H}_\infty} \leq \gamma$. In [34], an adaptive sampling procedure is introduced which ensures that the sample points are appropriately distributed along the imaginary axis based on the given FOM and status of the optimization.

In this work, we use Algorithm [1] to determine an $\mathcal{H}_\infty$ approximation via a bisection procedure, which determines the minimal value for $\gamma$ (up to a relative tolerance $\varepsilon_1$) at which a minimization of $\mathcal{L}$ with respect to $\theta$ terminates at zero. The tolerance $\varepsilon_2$ that is used in line 6 of the algorithm is the maximum value of $\mathcal{L}$, which is still numerically interpreted as zero, such that $\gamma$ is reduced in the subsequent bisection step. The sample points are updated after each bisection step because the adaptive sampling update rule introduced in [34] depends on the current value of $\gamma$.

**Algorithm 1: SOBMOR-$\mathcal{H}_\infty$**

**Input:** FOM transfer function $H \in \mathcal{RH}_{\infty}^{m \times m}$, initial ROM transfer function $H_r(\cdot, \theta_0) \in \mathcal{RH}_{\infty}^{m \times m}$ with parameter $\theta_0 \in \mathbb{R}^{n_e}$, initial sample point set $S \subset \mathbb{R}$, upper bound $\gamma_u > 0$, bisection tolerance $\varepsilon_1 > 0$, termination tolerance $\varepsilon_2 > 0$

**Output:** Reduced pH-ODE of order $r$

1. Set $j := 0$ and $\gamma_1 := 0$.
2. while $(\gamma_u - \gamma_j)/(\gamma_u + \gamma_j) > \varepsilon_1$ do
   3. Set $\gamma := (\gamma_u + \gamma_j)/2$.
   4. Update the sample set $S$ using [34] Alg. 3.1.
   5. Solve the minimization problem $\alpha := \min_{\theta \in \mathbb{R}^n} \mathcal{L}(\theta; H, \gamma, S)$ with minimizer $\theta_{j+1} \in \mathbb{R}^{n_e}$, initialized at $\theta_j$.
   6. if $\alpha > \varepsilon_2$ then
      7. Set $\gamma := \gamma_j$.
   8. else
      9. Set $\gamma := \gamma_j$.
   10. end
11. Set $j := j + 1$.
12. Construct the ROM with $\theta_j$ as in Lemma [1].

The benefits of using this approach instead of directly minimizing the $\mathcal{H}_\infty$ norm were discussed in detail in [23] Remark 3.3]. The main reasons for using [10] instead of the $\mathcal{H}_\infty$ norm are the differentiability of $\mathcal{L}$ with respect to $\theta$, the local convergence of the method, and the prohibitive computational costs as well as reliability issues of the $\mathcal{H}_\infty$ norm computation (for the large-scale error system) inside an optimization loop.

### 3.2. $\mathcal{H}_2$ approximation

In order to obtain a finite $\mathcal{H}_2$ error, the polynomial parts of the FOM and the ROM transfer function must be equal. When using projection-based methods on ODE models this feedthrough matching is automatic. In the DAE case, this is typically obtained by preserving the algebraic part, i.e., by including the null-space of the $E$-matrix in the projection matrices. For systems with multiple algebraic constraints this is undesirable, and a reduction of the subsystem corresponding to the algebraic constraints may be necessary, see, for instance, [17].

Another remedy (used for pH-DAEs with index one in [15]) is to compute the polynomial part $H_p(s) \equiv D_0$
of the FOM before the reduction and include it in the feedthrough terms $S_r$ and $N_r$ of the ROM, which we will use here as well. The direct computation of $D_0$ (see Section 2) may, however, require transformations of the FOM. Alternatively, $D_0$ can also be estimated by sampling the transfer function of the FOM at sufficiently large $s \in \mathbb{C}$ in an iterative manner as proposed in [35]. We then decompose it in its symmetric and skew-symmetric part, respectively, i.e.,

$$S_0 := \frac{1}{2} (D_0^T + D_0),$$

$$N_0 := \frac{1}{2} (D_0^T - D_0).$$

If the ROM is parameterized as in Lemma 1 then the $\mathcal{H}_2$ error $\|H - H_r(\cdot, \theta)\|_{\mathcal{H}_2}$ is only well-defined if we have that

$$S_r(\theta) = S_0, \quad N_r(\theta) = N_0,$$

since otherwise $H - H_r(\cdot, \theta) \notin \mathbb{R}^{m \times m}$. Consequently, we first have to fix all parameters in $\theta_N$ such that $N_r(\theta) = N_0$. Since we indirectly parameterize $S_r(\theta)$ via $\theta_W$, we first analyze which parameters in $\theta_W$ have an impact on $S_r(\theta)$. For this, consider a separation of $\theta_W \in \mathbb{R}^{n_w}$ into $\theta_W = [\theta_{W_1}, \theta_{W_2}]^T$, where $\theta_{W_1} \in \mathbb{R}^{n_{w_1} - m/2}$ and $\theta_{W_2} \in \mathbb{R}^{(m+1)/2}$. Then we can decompose

$$\begin{bmatrix} \Xi_1 & \Xi_2 \\ 0 & \Xi_3 \end{bmatrix},$$

where the matrices $\Xi_1, \Xi_2$ depend only on $\theta_{W_1}$, and $\Xi_3$ depends only on $\theta_{W_2}$. Consequently, $S_r(\theta) = \Xi_3 \Xi_1^T$ only depends on $\theta_{W_2}$ and we can set $\theta_{W_1}$ such that $S_r(\theta) = S_0$. The remaining parameters $\theta_{W_1}$ may still be subject to optimization and it holds that $W(\theta) \geq 0$ for all $\theta_{W_1} \in \mathbb{R}^{n_{w_1} - m/2}$. Consequently, for minimizing the $\mathcal{H}_2$ error, the parameter vector which is subject to optimization reduces to $\theta := [\theta_{W_2}^T, \theta_{W_1}^T, \theta_q, \Theta_G^T]^T$.

**Remark 1.** Note that $S_0 \geq 0$ always holds since the implicit pH-ODE [2] has the same transfer function $H$ as the original pH-DAE and is therefore positive real, i.e., we have that

$$\Phi(i\omega) := H(i\omega) + H(i\omega)^H \geq 0,$$

for all $\omega \in \mathbb{R}$ and consequently, $\lim_{\omega \to \infty} \Phi(i\omega) = 2S_0 \geq 0$.

Now we can formulate the $\mathcal{H}_2$ optimization problem in the pole-residue framework originally proposed in [36] for unstructured LTI systems and extended to pH-ODE systems in [22]. Assume that $(J_r(\theta) - R_r(\theta))Q_r(\theta)$ is diagonalizable and consider the spectral decomposition

$$(J_r(\theta) - R_r(\theta))Q_r(\theta)Z(\theta) = Z(\theta)\Lambda(\theta),$$

where $\Lambda(\theta) = \text{diag}(\lambda_1(\theta), \ldots, \lambda_r(\theta))$ and $Z(\theta)$ contains the right eigenvectors as columns. If the eigenvalues $\lambda_i(\theta) \in \mathbb{C}, i = 1, \ldots, r$ are simple, then the transfer function $H_r(s, \theta)$ may be represented by the partial fraction expansion

$$H_r(s, \theta) = \sum_{i=1}^r \frac{c_i(\theta)b_i(\theta)}{s - \lambda_i(\theta)} + S_r(\theta) - N_r(\theta),$$

where $c_i(\theta), b_i(\theta) \in \mathbb{C}^m$ with

$$c_i(\theta) = (G_r(\theta) + P_r(\theta))TQ_r(\theta)Z(\theta)e_i,$$

$$b_i(\theta) = (G_r(\theta) - P_r(\theta))TZ(\theta)^{-T}e_i,$$

and where $e_i$ denotes the $i$-th standard basis vector of $\mathbb{R}^r$. Assuming that (13) holds, we have that

$$\|H - H_r(\cdot, \theta)\|^2_{\mathcal{H}_2} = \|H_{sp}\|^2_{\mathcal{H}_2}$$

$$- 2 \sum_{i=1}^r c_i(\theta)^T H_{sp}(-\lambda_i(\theta))b_i(\theta)$$

$$+ \sum_{j,k=1}^r c_j(\theta)^T c_k(\theta)b_j(\theta)^T b_k(\theta),$$

as shown in [36] Theorem 2.1. Since $\|H_{sp}\|^2_{\mathcal{H}_2}$ does not depend on $\theta$, it can be neglected in the optimization. Consequently, we define the objective functional

$$F(\theta; H) := \|H - H_r(\cdot, \theta)\|_{\mathcal{H}_2} - \|H_{sp}\|_{\mathcal{H}_2}$$

$$= \tilde{F} \left( [c_1(\theta)^T, \ldots, c_r(\theta)^T, b_1(\theta)^T, \ldots, b_r(\theta)^T, \lambda_1(\theta)^T, \ldots, \lambda_r(\theta)^T] \right)^T$$

$$= (\tilde{F} \circ q)(\theta),$$

where

$$q(\theta) := [c_1(\theta)^T, \ldots, c_r(\theta)^T, b_1(\theta)^T, \ldots, b_r(\theta)^T, \lambda_1(\theta), \ldots, \lambda_r(\theta)]^T \in \mathbb{C}^{n_q}.$$
For all $i = 1, \ldots, r$ it holds that
\[
D_{b_i} \mathcal{F}(q(\theta)) = 2c_i(\theta) ^T (H_i(\lambda_i(\theta)) - H(\lambda_i(\theta))),
\]
\[
D_{z_i} \mathcal{F}(q(\theta)) = b_i(\theta) ^T (H_i(\lambda_i(\theta)) - H(\lambda_i(\theta))),
\]
\[
D_{\lambda_i} \mathcal{F}(q(\theta)) = -2c_i(\theta) ^T (H'_i(\lambda_i(\theta)) - H'(\lambda_i(\theta))) b_i(\theta),
\]
and we refer to [22] for the differentiation of $Dq$.

**Remark 2.** The partial derivatives in $Dq(\theta)$ may be computed efficiently with block-wise expressions. For instance, the derivative $D_{b_i} c_i(\theta) \in \mathbb{C}^{m \times r}$ can be computed as
\[
D_{b_i} c_i(\theta) = \begin{bmatrix} z_i(\theta) ^T Q_r(\theta) & 0 & 0 \\ 0 & \ddots & 0 \\ 0 & 0 & z_i(\theta) ^T Q_r(\theta) \end{bmatrix} = I_m \otimes z_i(\theta) ^T Q_r(\theta),
\]
where $z_i(\theta) \in \mathbb{C}^r$ denotes the $i$-th column in $Z(\theta)$. This is also the case for more complex derivatives that involve the differentiation of the eigenvalue problem in [15].

Here, we highlight some advantages of the pole-residue framework compared to recently proposed methods that are formulated in the Lyapunov framework (see [37, 38]), in particular for pH-DAEs. These methods require the solution of large-scale Lyapunov equations for the evaluation of $F$ and its gradient. Currently no structure-preserving Lyapunov-based methods exist for pH-DAEs: see [39] for new Lyapunov-based formulations of pH-DAEs. If the strictly proper part of the transfer function can be easily decoupled from the constant polynomial part, then for pH-DAEs with index one, the existing methods for pH-ODEs may be applied to this part. However, if the splitting into the strictly proper and polynomial part has first to be computed via a factorization method, then the sparsity patterns of the original pH-DAE may be lost which complicates the repetitive solution of Lyapunov equations for these systems in the large-scale setting. We highlight that the pole-residue framework only requires evaluations of $H_{sp}$. Since we have that
\[
H_{sp}(s) = H(s) - (S_0 - N_0),
\]
for all $s \in \mathbb{C}$, we may work directly with the sparse matrices of the original pH-DAE and do not require the solution of large-scale Lyapunov equations.

Since the $\mathcal{H}_2$ optimization problem is non-convex, the choice of the initial parameter vector $\theta_0$ will generally impact the fidelity of the final ROM obtained by Algorithm 2. Simple initialization strategies are, for instance, choosing $\theta_0$ randomly or using IRKA-PH (see [22, 37]), which generally converges very quickly. Here, we propose another approach that may use unstructured ROMs for initialization which is based on the following parameterization.

**Lemma 2.** Let $(\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})$ be a ROM of state-space dimension $r$ such that $\tilde{D} = S_0 - N_0$ and such that $\tilde{A}$ has all its eigenvalues in the open left half of the complex plane. Let $\theta_G \in \mathbb{R}^m$ and $\theta_K \in \mathbb{R}^p$ be two parameter vectors and define the matrix-valued functions
\[
\tilde{G}_r(\theta_G) := \text{vtf}_m(\theta_G),
\]
\[
K_r(\theta_K) := \text{vtf}_q(\theta_K).
\]
Let $\tilde{Q}_r(\theta_K) > 0$ solve the Lyapunov equation
\[
\tilde{A} ^T \tilde{Q}_r(\theta_K) + \tilde{Q}_r(\theta_K) \tilde{A} + K_r(\theta_K) K_r(\theta_K) ^T = 0,
\]
and define
\[
\tilde{J}_r(\theta_K) = \frac{1}{2} \left( \tilde{A} \tilde{Q}_r(\theta_K) ^{-1} - \tilde{Q}_r(\theta_K) ^{-1} \tilde{A} ^T \right),
\]
\[
\tilde{R}_r(\theta_K) = \frac{1}{2} \left( \tilde{A} \tilde{Q}_r(\theta_K) ^{-1} + \tilde{Q}_r(\theta_K) ^{-1} \tilde{A} ^T \right).
\]
Then the parametric system
\[
\begin{aligned}
\dot{x}_r(t) &= (\tilde{J}_r(\theta_K) - \tilde{R}_r(\theta_K)) \tilde{Q}_r(\theta_K) x_r(t) \\
\Sigma_r(\theta_G, \theta_K) :&= \begin{cases} \\
\end{cases}
\end{aligned}
\]
\[
y_r(t) = \tilde{G}_r(\theta_G) ^T \tilde{Q}_r(\theta_K) x_r(t) + (S_0 - N_0) u(t)
\]
is a pH-ODE system with
\[
(\tilde{J}_r(\theta_K) - \tilde{R}_r(\theta_K)) \tilde{Q}_r(\theta_K) = \tilde{A}.
\]
Let $\tilde{H}$ denote the transfer function of the (possibly unstructured) ROM $(\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})$ with
\[
\tilde{H}(s) = \sum_{i=1}^r \frac{\tilde{c}_i}{s - \lambda_i},
\]
$S_0 - N_0$ and $\tilde{c}_i, \tilde{b}_i \in \mathbb{C}^m$.

Based on the parameterization in Lemma 2, we can then compute an initial pH model by minimizing the weighted sum of squared errors between the residuals in the Frobenius norm, i.e.,
\[
F_0(\theta_G, \theta_K) := \sum_{i=1}^r \frac{1}{|\lambda_i|} \left\| \tilde{c}_i \tilde{b}_i ^T - c_i(\theta_G, \theta_K) b_i(\theta_G, \theta_K) ^T \right\| ^2_F,
\]
where
\[
c_i(\theta_G, \theta_K) = \tilde{G}_r(\theta_G) ^T \tilde{Q}_r(\theta_K) \tilde{Z}_e i,
\]
\[
b_i(\theta_G, \theta_K) = \tilde{G}_r(\theta_G) ^T \tilde{Z}_e ^{-1} e_i,
\]
for \( i = 1, \ldots, r \) and \( \widetilde{Z} \) is, again under a diagonalizability assumption, obtained from the spectral decomposition

\[
\widetilde{A} \widetilde{Z} = \widetilde{Z} \tilde{\Lambda},
\]

with \( \tilde{\Lambda} = \text{diag}(\tilde{\lambda}_1, \ldots, \tilde{\lambda}_r) \).

Note that the computation of the gradient of \( F_0 \) is very simple, since it does not involve a differentiation of the eigenvalues or eigenvectors. While the partial gradients of \( c_i(\cdot) \) and \( b_i(\cdot) \) with respect to \( \theta_{C} \) are straightforward, the partial gradients of \( \widetilde{Q}_r(\cdot) \) with respect to the \( l \)-th entry in \( \theta_K \) is the solution of the (reduced-order) Lyapunov equation

\[
\widetilde{A}^T \frac{\partial \widetilde{Q}_r(\theta_K)}{\partial \theta_{K,l}} + \frac{\partial \widetilde{Q}_r(\theta_K)}{\partial \theta_{K,l}} \widetilde{A} + \text{vtf}_r(e_l) K_r(\theta_K)^T + K_r(\theta_K) \text{vtf}_r(e_l)^T = 0,
\]

where \( e_l \) denotes the \( l \)-th standard basis vector of \( \mathbb{R}^{\cdot \cdot \cdot p} \). As the number of optimization parameters is reduced to \( r(p + m) \), this initialization generally converges very quickly. In combination with Algorithm 2, this enables a two-step approach with a more restrictive (yet simpler) pre-optimization of only the residuals and a subsequent (more complex) optimization of all system matrices.

**Remark 3.** Note that the sample-based SOBMOR method can be tuned to compute a ROM with small \( H_2 \) error as well. Instead of using \( L \) in conjunction with the bisection method outlined in Algorithm 1, the integral in (4) can be approximated by means of an adaptive quadrature rule (see [2] Algorithm 1) for a template method). In this way, it is possible to compute the \( H_2 \) error and its gradient with respect to the free ROM parameters in terms of the error transfer function at specific sample points. This makes it possible to use the same optimization techniques as in [22]. In particular, [22] Theorem 3.1] for the gradient computation can be reused.

We denote this method by SOBMOR-\( H_2 \). Further details regarding the implementation of the adaptive integration are provided in the Appendix.

4. Numerical examples

To evaluate our approach, we consider different variants of an RCL ladder network as in Figure 1. Ladder networks are often used as surrogate models for transmission lines in power networks, see [11]. The number of loops in the network is denoted by \( \bar{n} \). In the following, we consider two configurations of the system: a multiple-input multiple-output (MIMO) version, where the inputs are the voltages of both voltage sources and the outputs are the currents as shown in Figure 1. In the single-input single-output (SISO) configuration, we replace the second voltage source by a wire and only consider the input-to-output behaviour from \( u_1(\cdot) \) to \( y_1(\cdot) \).

Modeling of RCL circuits as depicted in Figure 1 via the lumped-element approach described in [42] directly leads to pH-DAE models with index one. For further details about the model we refer to the software package PortHamiltonianBenchmarkSystems at [3], which we use to generate three different RCL circuits. Our first model, FOM-CONS, contains 100 loops and the resistances are chosen randomly to obtain a more complex model, that we expect to be harder to reduce. The models contain 500 and 10000 loops, respectively. The key dimensions of all considered FOMs are sumarized in Table 1. In Figure 2 the transfer functions of all three FOMs are displayed. As expected, FOM-CONS results in just one smooth peak, while FOM-RAND and FOM-MIMO have several and sharper peaks.

We first report the \( H_\infty \) accuracy of the considered methods in Figures 3(a) and (c) for the systems FOM-CONS and FOM-RAND. It can be seen that SOBMOR-\( H_\infty \) achieves the

---

**Table 1: Dimensions of benchmark systems. The number of input/output pairs is denoted by \( m \).**

| model name | \( \bar{n} \) | \( n \) | \( m \) | rank \( E \) |
|------------|------------|-----|-----|-------|
| FOM-CONS   | 100        | 302 | 1   | 199   |
| FOM-RAND   | 500        | 1502| 1   | 999   |
| FOM-MIMO   | 10000      | 30004| 2  | 19999 |

---

[1] https://algopaul.github.io/PortHamiltonianBenchmarkSystems/

[2] All FOM system matrices are available at https://doi.org/10.5281/zenodo.6497076
highest $H_\infty$ accuracy across both models and all reduced model orders. The second best overall accuracy is obtained by PRBT and XminBT, which invariably have similar $H_\infty$ errors. The $H_2$ methods PROPT-$H_2$, XminIRKA, and IRKA-PH have the worst $H_\infty$ performance, as it is to be expected. However, we note that (especially in Figure 3 (a) there is a huge difference in terms of accuracy, when comparing IRKA-PH to all the other methods. In general the spread of accuracies is higher for the more complicated FOM–RAND. Here, the $H_\infty$ accuracy of PRBT and XminBT is sometimes even worse than that of PROPT–$H_2$.

The $H_2$ errors, reported in Figures 3(b) and (d), exhibit a less distinct behavior. Again, it can be clearly seen that IRKA-PH has by far the worst accuracy. The other methods have similar and much better accuracies — in particular for the simpler system FOM–CONS. For FOM–RAND, the $H_\infty$ methods XminBT and PRBT (which once again have similar errors), have a slightly worse performance for most reduced model orders. Note that in this comparison, we use SOBMOR–$H_2$ instead of SOBMOR–$H_\infty$ because the $H_2$ errors of the models obtained using SOBMOR–$H_\infty$ are infinite because the feedthrough terms are not matched.

In Figure 4 we report the error transfer functions between FOM–MIMO and the ROMs obtained with IRKA-PH and our proposed methods. Due to the vast system dimension of FOM–MIMO, we do not apply the other methods because no implementations of these methods that exploit sparsity are currently publicly available. Furthermore, the exact computation of $H_\infty$ or $H_2$ errors is computationally prohibitive. However, the error transfer functions indicate that our methods continue to work as intended even in the large-scale case. In particular SOBMOR–$H_\infty$ leads to a flat error curve in the sigma plot, which has its highest peak value well-below the other errors and PROPT–$H_2$ has an error transfer function that is below the error of IRKA-PH over the entire imaginary axis and below the error of SOBMOR–$H_\infty$ for higher frequencies.

**Remark 4.** Note that the passivity-preserving methods that we use for comparison with our methods require a transformation as in Theorem 1, in order to recover the pH structure from the computed ROM. In all of our experiments, numerical inaccuracies lead to a passivity matrix of the transformed system that is not positive semi-definite but rather has a few slightly negative eigenvalues. These are typically of the order of machine precision. However, in some cases, the smallest negative eigenvalues have absolute values of the order of $10^{-11}$. Only IRKA-PH and our optimization-based methods ensure a pH structure with a positive semi-definite passivity matrix.

5. Conclusion

We have presented two optimization-based methods for structure-preserving MOR of pH-DAEs. These make it possible to compute accurate ROMs with respect to either the $H_\infty$ or the $H_2$ norm. The main benefits compared to state-of-the-art methods are the simplified treatment of the algebraic equations, which can be incorporated into the parameterized ROM in a structure-preserving way without increasing its state dimension. Furthermore, our methods are data-driven, such that no transformations to the FOM system matrices are required. Nonetheless, we have shown, how transformations can be applied in order to obtain an accurate estimate of the feedthrough, which is essential in the $H_2$ case. Finally, our numerical experiments show that the optimization-based methods often lead to a higher accuracy (especially in the $H_\infty$ norm).

We are currently investigating the application of our method to higher index pH-DAEs. These may have improper transfer functions, which are not currently supported in our parameterization.
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Figure 4: Error sigma plots for FOM-MIMO.
Algorithm 3: Adaptive Quadrature

Input : Function $f: \mathbb{R} \rightarrow \mathbb{R}$ in (20), initial interval stack $S_I$, relative error tolerance $\varepsilon_I > 0$

Output: Approximate integral $I$ of $f$ over all intervals in $S_I$

1. Initialize $I := 0$.
2. while $S_I$ is not empty do
3. \hspace{1em} Pop first interval $I$ from $S_I$.
4. \hspace{1em} Set $\alpha, \beta$ with $\alpha < \beta$ as endpoints of $I$.
5. \hspace{1em} Set $\gamma := \exp(\ln(10) \log_{10}(\alpha + \beta)/2)$.
6. \hspace{1em} Set $f_\alpha := f(\alpha)$, $f_\beta := f(\beta)$, $f_\gamma := f(\gamma)$.
7. \hspace{1em} Set $S_1 := |\alpha - \beta|/(f_\alpha + f_\beta)/2$.
8. \hspace{1em} Set $S_2 := |(\alpha - \gamma)(f_\alpha + f_\gamma) + |\beta - \gamma|(f_\beta + f_\gamma))/2$.
9. \hspace{1em} if $|S_2 - S_1|/|S_2| < \varepsilon_I$ then
10. \hspace{2em} Set $I := I + S_2$.
11. \hspace{1em} else
12. \hspace{2em} Push intervals $[\alpha, \gamma]$ and $[\gamma, \beta]$ to $S_I$.
13. \hspace{1em} end
14. end