BPS-like potential for compactifications of heterotic M-theory?
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Abstract: We analyze the possibility to rewrite the action of Horava-Witten theory in a BPS-like form, which means that it is given as a sum of squares of the supersymmetry conditions. To this end we compactify the theory on a seven dimensional manifold of SU(3) structure and rewrite the scalar curvature of the compactification manifold in terms of the SU(3) structure forms. This shows that a BPS-like form cannot be obtained in general, but only for certain types of compactifications.
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1. Introduction

Although string theory compactifications with background fluxes are a quite old field of research, there has been renewed interest in the subject after it was recognized that one can use background fluxes for moduli stabilization [1–4]. Even more attention was turned to flux compactification after it was understood how to use $G$-structures and generalized geometry for its description (see for example [5–8] and references therein).

In [9, 10] $G$-structures were used to describe vacua of type IIA and heterotic flux compactifications that break supersymmetry (SUSY). This was achieved by allowing four dimensional domain walls to be no longer BPS objects and was therefore dubbed domain wall SUSY breaking (DWSB). It was also possible to construct explicit examples of compactification manifolds that give rise to stable DWSB vacua. An interesting question that arose is whether one can extend these examples also to the strong coupling limit.

As the strong coupling limit of type IIA and $E_8 \times E_8$ string theory is M-theory [11–14] this question can naturally be analyzed in an M-theoretic setting. Also here the use of $G$-structures turns out to be essential. The analog to Calabi-Yau (CY) compactifications in string theory would be in M-theory to compactify on manifolds with $G_2$ holonomy. But like in the CY case such an approach does not allow for non-vanishing flux. To include fluxes it is necessary to consider manifolds with $G_2$ structure instead of $G_2$ holonomy. Interestingly, seven dimensional $G_2$ structure manifolds always allow an SU(3) structure [15, 16] defined by an invariant one-form $v$. Identifying the direction distinguished by $v$ with the extra dimension that becomes compact by going from M- to string theory suggests that one can compare M-theory compactifications on seven dimensional SU(3) structure manifolds to string compactifications with six dimensional SU(3) structure [17–26].

To arrive at the DWSB solutions in [9, 10] the action was written in terms of an effective scalar potential. It was then shown with the help of the Bianchi identity for the flux that this potential can be brought into a BPS-like form, which means that the potential consists only of terms that are squares of SUSY conditions. Differently stated a BPS-like form makes it explicit that the Bianchi identity and SUSY guarantee that the equations of motion (EoM’s) are satisfied. So, a first step in the analysis of the strong coupling extension of the results of [9, 10] would be to establish a BPS-like potential for M-theory.

We will study in this paper whether such a BPS-like potential is available for the low-energy limit of heterotic M-theory, i.e. for eleven dimensional supergravity living on a space with two boundaries. Indeed, we will show that in general it is not possible to bring the action of Horava-Witten theory into a BPS-like form. However, we will show that a BPS-like form is available for a large class of seven dimensional compactification manifolds and also that a reduction to ten dimensions gives back the results of [10].

This paper is organized as follows. In section 2 we give a short review of heterotic M-theory. In section 3 we derive an effective scalar potential and show that the EoM’s derived from this potential are equivalent to those obtained from the original action. Section 4 gives the most important facts on $G_2$ and SU(3) structures in seven dimensions. In section 5 we rewrite the scalar curvature $R$ of the compactification manifold in terms of the SU(3)
structure forms. The SUSY conditions for our compactification of Horava-Witten theory are reviewed and newly analyzed in section 6. In section 7 the results are gathered in order to show that a BPS-like potential is not possible in general. The conditions under which such a potential can be achieved are also given there. We close the paper by discussing various limits in order to give crosschecks for our previous results. These crosschecks all turn out to be successful. Most importantly we show that our ansatz gives back the results of [10] once reduced to ten dimension. Our conventions are summarized in appendix A. Appendix B gives more details on the calculation of $R$ in terms of $G_2$ structure invariants and appendix C gives the complete list of SUSY conditions on the flux we found.

2. A short review of heterotic M-theory

As was shown by Horava and Witten [12,13] the strong coupling limit of heterotic string theory can be described as eleven dimensional supergravity with two ten dimensional boundaries. The action of this theory can be split into a bulk and a boundary part. The bulk action is the standard action of eleven dimensional supergravity [27]

$$S_0 = \frac{1}{2 \kappa^2} \int_{X_{11}} d\text{vol}_{11} \left( R^{(11)} - 2|G_{11}|^2 \right) - \frac{2}{3 \kappa^2} \int_{X_{11}} C_{11} \wedge G_{11} \wedge G_{11}, \quad (2.1)$$

where $C_{11}$ is the three-form potential for the four-form flux $G_{11}$: $dC_{11} = G_{11}$. In addition to the fields in the bulk there is a gauge field contribution on each boundary given by

$$S_b = -\frac{1}{8 \pi \kappa^2} \left( \frac{\kappa}{4 \pi} \right)^{2/3} \sum_{p=1,2} \int_{B_{10,p}} d\text{vol}_{10,p} \left( \text{Tr} F_p^2 - \frac{1}{2} \text{Tr}(R_{10})^2 \right). \quad (2.2)$$

The two-forms $F_p$ are $E_8$ field strengths and the trace $\text{Tr}$ over the gauge fields is related to the trace in the adjoint representation by $\text{Tr} = \frac{1}{30} \text{tr}_{\text{adj}}$. The trace of the curvature two-forms is defined to be\(^1\)

$$\text{Tr}(R_{10})^2 := \left( R_{10}^{(10)} \right)'_{IJ}(R_{10}^{(10)})'_{IJ} = \frac{1}{2} (R_{10}^{(10)})_{IJKL}(R_{10}^{(10)})^{IJKL}. \quad (2.3)$$

One should note that the boundary terms come with an extra factor of $\kappa^{2/3}$ and lead to a perturbation of the bulk theory. In particular $dC_{11}$ is only the leading contribution to $G_{11}$ and it is not possible to set $G_{11}$ to zero identically. Also the Bianchi identity for $G_{11}$ gets contributions from the two boundaries.

For our later calculations it is worthwhile to note that one can view Horava-Witten theory from two different perspectives. In the so called upstairs picture one considers as eleventh dimension the orbifold $S_1/\mathbb{Z}_2$ and identifies $x^{11} \sim x^{11} + 2\pi \rho \sim -x^{11}$. This gives two fixed ten dimensional hyperplanes at $x_1^{11} = 0$ and $x_2^{11} = \pi \rho$ on which the action $S_b$ lives. The Bianchi identity reads then up to $O(\kappa^{2/3})$

$$\frac{1}{4!} (dG_{11})_{IJKL11} dx^{IJKL} = -\frac{1}{8 \pi} \left( \frac{\kappa}{4 \pi} \right)^{2/3} \sum_{i=1,2} \delta(x^{11} - x_i^{11}) (\text{Tr} F_i \wedge F_i - \frac{1}{2} \text{Tr} R_i^{(10)} \wedge R_i^{(10)}), \quad (2.4)$$

\(^1\)For a list of our notational conventions, see appendix A.
and the four-form flux $G$ is fixed to be

$$(G_{11})_{IJKL} = - \frac{1}{16\pi} (\frac{\kappa}{4\pi})^{2/3} \left[ \epsilon(x^{11}) K^{(1)} - \frac{x^{11}}{\pi \rho} (K^{(1)} + K^{(2)}) \right]_{IJKL} \quad (2.5)$$

$$(G_{11})_{IJK11} = 2 \partial_{[I} (C_{11})_{JK]11} - \frac{1}{16\pi^2 \rho} (\frac{\kappa}{4\pi})^{2/3} \left[ \omega^{(1)}_3 + \omega^{(2)}_3 \right]_{IJK} \quad (2.6)$$

for $x \in [-\pi \rho, \pi \rho]$. The step function $\epsilon(x)$ is $-1$ for $x < 0$ and $1$ for $x > 0$ and the $K^{(p)}$ are defined to be

$$K^{(p)} = d\omega^{(p)} = \text{Tr} F_p \wedge F_p - \frac{1}{2} \text{Tr} R^{(10)}_p \wedge R^{(10)}_p.$$

In the downstairs picture one takes as eleventh dimension an interval of length $\pi \rho$ with the hyperplanes as boundaries. The action $S_0$ has then to be supplemented with appropriate boundary conditions for the fields [13, 28].

In order to obtain heterotic supergravity one has to reduce the bulk action dimensionally and take the limit $\rho \to 0$. Then the flux $(G_{11})_{IJKL}$ becomes zero and the two pieces of the M-theory boundary action will combine to give the $O(\alpha')$ terms of heterotic supergravity.

In order to make contact to the results presented in [10], one has to deal with two subtleties. Firstly, in heterotic flux compactifications it is useful to use a torsionful connection $\omega_+$ in order to construct the $\text{Tr} R^2$ term (see e.g. [29–31]), while in M-theory one uses the Levi-Civita connection. However, as the connection is not essential for anomaly cancellation [32, 33], it is possible to use the torsionful connection also in heterotic M-theory. Thus one should replace $R$ with $R_+ = R(\omega_+)$ in the boundary action (2.2) and the Bianchi identity (2.4) if one wants to make contact to heterotic flux compactifications. Secondly, in order to put the action into string frame one has to perform a Weyl transformation of the metric (see e.g. [34, 36]). This will lead to additional contributions coming from the $\text{Tr} R^2_+ \wedge R_+^{10}$ term. Since these terms are of fourth order in derivatives and are not necessary to ensure anomaly cancellation, we will consider them as higher order contributions and neglect them in our discussion.

3. Scalar potential and equations of motion

We are interested in the question whether it is possible to rewrite the action of Horava-Witten theory in a BPS-like form. Since in the end we want to consider compactifications to four dimensions, we will rewrite the action as a four dimensional integral over an effective potential along the lines of [9,10]. We then show that the equations of motion derived from both formulations are equivalent. Therefore it will be sufficient to check whether the scalar potential can be brought to a BPS-like form.

3.1 The scalar potential

Considering compactifications respecting four dimensional Poincare invariance metric and flux should be decomposed as

$$d s_{11}^2 = e^{2A} d s_4^2 + d s_7^2,$$  \quad (3.1)
\[ C_{11} = \frac{1}{3!} (C^{(4)})_{\mu\nu\sigma} dx^{\mu\nu\sigma} + \frac{1}{3!} C_{\mu\nu\rho} dx^{\mu\nu\rho}, \quad (3.2) \]
\[ G_{11} = \bar{\mu} d\text{vol}_4 + \frac{1}{4!} G_{\mu\nu\sigma\tau} dx^{\mu\nu\sigma\tau}, \quad (3.3) \]

with \( A \) being the warp factor, \( ds_4^2 \) the metric of a maximally symmetric four dimensional space-time, and \( ds_7^2 \) the metric of the seven dimensional manifold \( M \). \( \bar{\mu} \) is a real constant and \( G \) is the four form flux in the seven internal dimensions. Then the bulk action becomes

\[
S_0 = \frac{1}{2\kappa^2} \int_{\hat{X}_4} d\text{vol}_4 \int_M \left[ e^{2A} \hat{R}^{(4)} + e^{4A} (R - 8 \nabla^2 A - 20 dA^2 - 2|G|^2 \\
- 2 \mu^2 - 4\mu \nabla \cdot G) \right]
= \frac{1}{2\kappa^2} \int_{\hat{X}_4} d\text{vol}_4 \int_M \left[ e^{2A} \hat{R}^{(4)} - V \right] = - \int_{\hat{X}_4} \text{dvol}_4 V_0. \tag{3.4}
\]

Here \( R \) denotes the Ricci scalar of \( M \) and \( \mu = e^{-4A} \bar{\mu} \). All fields except the unwarped four dimensional curvature \( \hat{R}^{(4)} \) depend only on the seven dimensional internal space \( M \).

On the boundary the metric splits into a ten and a one dimensional piece

\[
ds_{11}^2 = ds_{10}^2 + v \otimes v, \quad (3.5)\]

with \( ds_{10}^2 \) the metric on the boundary. As we explained in section 2 a rescaling of \( g_{10} \to g'_{10} = e^{-\sigma} g_{10} \), which is necessary to reach the string frame, will only introduce terms with four derivatives, which we neglect in our analysis. The metric \( g'_{10} \) is compactified according to

\[
d(s'_{10})^2 = e^{2A'} ds_4^2 + d(s'_6)^2, \quad (3.6)\]

where \( A' \) is a shifted warp factor \( A' = A + \frac{1}{2} \sigma \). Taking this into account, the boundary action can be written as

\[
S_b = - \frac{1}{8\pi \kappa^2} (\kappa/4\pi)^{2/3} \sum_{p=1,2} \int_{\hat{X}_4} d\text{vol}_4 \int_{B_{6,p}} e^{4A'-3\sigma} \left\{ \left( \text{Tr}(F_p^{(6)}) \right)^2 - \frac{1}{2} \text{Tr}(R_p^{(6)'})^2 \right\} \\
- \frac{1}{24} \left| e^{-2A'} \hat{R}^{(4)} - 12 |dA'|^2 - 4 e^{-2A'} (\nabla_i \nabla_j e^{A'}) (\nabla^i \nabla^j e^{A'}) - 8 |dA' \wedge H|^2 \right\}. \quad (3.7)\]

Here we used that the \( E_8 \) gauge fields are confined to the internal space \( \mathcal{F} = \mathcal{F}^{(6)} \). The appearing three form field \( H_{ijk} = G_{11} ijk \) was used to construct the torsionful curvature tensor \( R_+ \) in the same way as the Neveu-Schwarz three form is used as torsion in the heterotic string. Note that we kept four derivative terms in this expression although we discarded them in our previous discussion. We do this only in order to compare to the results found in [10] for the heterotic string.

The action can thus be written as a four dimensional integral over a scalar potential

\[
S = - \int_{\hat{X}_4} \text{dvol}_4 V = - \int_{\hat{X}_4} \text{dvol}_4 (V_0 + V_b) \quad (3.8)
\]
combining the contribution from the bulk $V_0$ and from the boundary $V_b$, respectively, which are given by

$$V_0 = \frac{1}{2 \kappa^2} \int_M \text{dvol}_7 \left[ - e^{2A} \hat{R}^{(4)} - e^{4A} (R - 8 \nabla^2 A - 20 \text{d}A^2 - 2|G|^2 - 2\mu^2 - 4\mu \epsilon_\ast G) \right]$$

$$V_b = \frac{1}{8\pi \kappa^2} \left( \frac{\kappa}{4\pi} \right)^{2/3} \sum_{p=1,2} \int_B \text{dvol}' \left( e^{4A'} \left( \left( \text{Tr}(F_{p}^{(6)}) \right)^2 - \frac{1}{2} \text{Tr}(R_{p}^{(6)\ast})^2 \right) \right)$$

$$- \frac{1}{24} \left( e^{-2A'} \hat{R}^{(4)} - 12 |\text{d}A'|^2 - 4 e^{-2A'} (\nabla_i \nabla_j e^{A'}) (\nabla^i \nabla^j e^{A'}) - 8 |\text{d}A'\wedge H|^2 \right) .$$

### 3.2 Equations of motion

We will now show that the equations of motion derived from (3.8) are consistent with the full eleven dimensional equations coming from (2.1) and (2.2). In order to proof this we will make use of the downstairs picture. Setting the variation of the fields at the boundaries to zero, as is usual, we are left with the bulk action plus boundary conditions [28]. Since these boundary conditions will not change in going from eleven to four dimensions we only have to consider the bulk part of (3.8).

Varying (2.1) with respect to the metric $g^{(11)}$ and the three form potential $C_{11}$ one obtains

$$\delta g^{(11)} : \quad R^{(11)}_{MN} - \frac{1}{2} \eta f_{MN} \left[ R^{(11)} - 2 |G_{11}|^2 \right] - 2 (\epsilon_{M} G_{11}) (\epsilon_{N} G_{11}) = 0$$

$$\delta C_{11} : \quad \text{d} \ast_{11} G_{11} + G_{11} \wedge G_{11} = 0 .$$

Restricting (3.10) to internal coordinates $MN = mn$ and inserting (3.3) leads to

$$R_{mn} - 4 e^{-A} \nabla_m \nabla_n e^{A} - 2 \epsilon_{m} G_{n} G = 0$$

and

$$- \frac{1}{2} g_{mn} \left[ e^{-2A} \hat{R}^{(4)} + R - 8 \nabla^2 A - 20 \text{d}A^2 - 2\mu^2 - 2|G|^2 \right] = 0 .$$

Taking the trace of (3.10) over its external indices one finds

$$6 \nabla^2 e^{2A} = \hat{R}^{(4)} + 2 e^{2A} (R + 2\mu - 2|G|^2) .$$

Furthermore, inserting (3.3) into the equation of motion for $C_{11}$ (3.11) gives

$$\text{d} \ast G = - 2\mu G .$$

These are exactly the EoM’s that one obtains if one varies the bulk part of (3.8) with respect to the internal metric $g^{mn}$, the warp factor $A$, and the flux $G$, respectively. Thus by inserting our compactification ansatz into the equations of motion of the eleven dimensional theory we obtain the same results as if we vary (3.8). We will therefore work with the effective potential instead of the full eleven dimensional action.
4. \(G_2\) and SU(3) structure for seven dimensional manifolds

We will review in this section some points concerning \(G_2\) and SU(3) structure on seven dimensional manifolds which will become important later on (see e.g. [15,16,18–26]). A \(G_2\) structure manifold is completely determined by its invariant three form \(\phi\), or equivalently by a globally well defined SO(7) Majorana spinor \(\eta\). Normalizing this spinor such that \(||\eta||^2 = 1\) these quantities are related by

\[
\phi = \frac{i}{3!} \eta^\dagger \gamma_{mnp} \eta \, dx^{mnp} \quad \quad \ast \phi = \psi = -\frac{1}{4!} \eta^\dagger \gamma_{mpnq} \eta \, dx^{mpnq} .
\]

(4.1)

For a manifold of \(G_2\) holonomy \(d\phi = d\psi = 0\) would hold. The departure from holonomy can be measured by the \(G_2\) torsion classes

\[
d\phi = \tau_0 \psi + 3 \tau_1 \wedge \phi + \ast \tau_3 , \quad \quad d\psi = 4 \tau_1 \wedge \psi + \tau_2 \wedge \phi .
\]

(4.2)

Inverting (4.2) it is possible to express the torsion classes in terms of \(\phi\) and \(\psi\)

\[
\tau_0 = \frac{1}{7} d\phi \wedge \psi , \quad \tau_1 = -\frac{1}{12} d\phi \ast \phi = \frac{1}{12} d\psi \wedge \psi , \quad \tau_2 = \frac{1}{2} (d\psi \ast \phi - \ast d\psi) - 2 \tau_1 \wedge \phi , \quad \tau_3 = \ast d\phi - \tau_0 \phi + 3 \tau_1 \wedge \phi .
\]

(4.3)

An SU(3) structure can be obtained with the help of a globally defined invariant one form \(v\), either by suitable contractions of \(\phi\) and \(\psi\) with \(v\), or due to a modification of the spinor \(\eta\). Since this spinor will appear also later in the SUSY transformations we choose the second description and define

\[
\eta_+ = \frac{1}{\sqrt{2}} e^{Z_2} (1 + v_m \gamma^m) \eta , \quad \eta_+^* = \eta_- = \frac{1}{\sqrt{2}} e^{-Z_2} (1 - v_m \gamma^m) \eta .
\]

(4.4)

Here \(Z\) is a real function and \(v_m\) denotes the components of \(v\). With these two spinors one can construct several new forms on \(M\)

\[
\Sigma_p = \frac{1}{p!} \eta_+^\dagger \gamma_{n_1...n_p} \eta_+ \, dx^{n_1...n_p} , \quad \tilde{\Sigma}_p = \frac{1}{p!} \eta_+^T \gamma_{n_1...n_p} \eta_+ \, dx^{n_1...n_p} .
\]

(4.5)

From these the forms \(\Sigma_2\) and \(\tilde{\Sigma}_3\) can be related to the SU(3) structure forms \(J\) and \(\Omega\), while \(\Sigma_1\) is proportional to \(v\)

\[
v = e^{-Z} \Sigma_1 , \quad \quad J = i e^{-Z} \Sigma_2 , \quad \quad \Omega = i e^{-Z} \tilde{\Sigma}_3 .
\]

(4.6)

A detailed calculation shows that \(J\) and \(\Omega\) satisfy indeed the SU(3) relations

\[
J \wedge \Omega = 0 , \quad \text{dvol}_7 = v \wedge \text{dvol}_6 = \frac{1}{3!} v \wedge J \wedge J \wedge J = -\frac{i}{8} v \wedge \Omega \wedge \Omega , \quad \quad (4.7)
\]

and that \(\Omega\) is a (3,0) form with respect to the almost complex structure defined by \(J\)

\[
J^m \nu \Omega_{mpq} = -i \Omega_{mpq} .
\]

(4.8)
Furthermore, $v$ is perpendicular to $J$ and $\Omega$ and thus $M$ looks locally like the direct product of an SU(3) structure manifold and a line. Writing the $G_2$ spinor $\eta$ in terms of $\eta_+$ one gets from (4.1) the connection between the $G_2$ and the SU(3) forms

$$\phi = v \wedge J + \text{Re}\Omega, \quad \psi = \frac{1}{2} J \wedge v + \text{Im}\Omega .$$ (4.9)

Like in the $G_2$ case the departure from SU(3) holonomy is measured by torsion classes.

$$d v = R J + \bar{V}_1 \wedge \Omega + V_1 \wedge \bar{\Omega} + v \wedge W_0 + T_1$$

$$d J = - \frac{3}{2} \text{Im}(\bar{W}_1 \wedge \Omega) + W_4 \wedge J + W_3 + v \wedge  \left( \frac{2}{3} \text{Re}E J + \bar{V}_2 \wedge \Omega + V_2 \wedge \bar{\Omega} + T_1 \right)$$

$$d \Omega = W_1 J \wedge J + W_2 \wedge J + \bar{W}_5 \wedge \Omega + v \wedge (E \Omega - 4V_2 \wedge J + S) .$$ (4.10)

Here $R$ is a real scalar, while $W_1$ and $E$ are complex scalars. $W_5$, $V_1$, and $V_2$ are $(1,0)$ forms, while $W_0$ and $W_4$ are real one forms. $W_2$, $T_1$, $T_2$ are primitive and $(1,1)$. $W_3$ and $S$ are $(2,1)+(1,2)$ and primitive. All degrees of the forms are understood with respect to the almost complex structure defined by $J$ and $\Omega$. Note that while $W_1$ to $W_5$ are also present in the six dimensional case, the other torsion classes are special to seven dimensions and describe the embedding of the SU(3) structure manifold into $M$. With this tools at hand we turn now back to the effective action.

5. The Ricci scalar of $G_2$ manifolds

A main obstacle in the analysis of (3.8) is the seven dimensional Ricci scalar $R$. Fortunately all the information encoded in the metric $g$ of a $G$-structure manifold is also contained in the forms invariant under $G$. Therefore one can express the Ricci scalar equivalently well in terms of these forms, as was done in [9, 10] in the context of string compactifications to four dimensions. In this section we are going to show how this works for compactifications on seven dimensional manifolds with $G_2$ structure.

5.1 $R$ in terms of $G_2$ structure

The Ricci scalar for $G_2$ structure manifolds was worked out by Bryant [16] in terms of torsion classes

$$R = - 12 \ast d \ast \tau_1 + \frac{21}{8} \tau_0^2 + 30 |\tau_1|^2 - \frac{1}{2} |\tau_2|^2 - \frac{1}{2} |\tau_3|^2 .$$ (5.1)

Due to the complicated dependence of $\tau_2$ and $\tau_3$ on $\phi$ and $\psi$ given in (4.3) this seems not to be a very pleasing formula. But with a little algebra that is given in appendix B it is possible to show that the absolute values of the torsion classes are not independent

$$|\tau_2|^2 = |d\psi|^2 - 48 |\tau_1|^2$$

$$|\tau_3|^2 = |d\phi|^2 - 36 |\tau_1|^2 - 7 |\tau_0|^2 .$$ (5.2)
Thus the scalar curvature \( R \) can be written as
\[
R = 12 \delta \tau_1 + \frac{49}{8} \tau_2^2 + 72 |\tau_1|^2 - \frac{1}{2} |d\phi|^2 - \frac{1}{2} |d\psi|^2
\]
(5.3)
\[
= - \nabla^m (d\psi \cdot \psi)_m - \frac{1}{2} |d\psi \cdot \psi|^2 + \frac{1}{8} |d\phi \cdot \psi|^2 - \frac{1}{2} |d\phi|^2 - \frac{1}{2} |d\psi|^2
\]
and depends only on \( \phi, \psi \) and their exterior derivatives.

### 5.2 \( R \) in terms of SU(3) structure

Although equation (5.3) provides a good description for \( R \) as a function of \( \phi \) and \( \psi \) this form is not convenient for our purposes as we are interested in manifolds with SU(3) structure. The next task is thus to decompose \( \phi \) and \( \psi \) according to (5.4) and find the expression for \( R \) in terms of \( v, J \), and \( \Omega \). A lengthy calculation provides the building blocks of \( R \)
\[
|d\phi|^2 = |v \wedge dJ - \text{Re} d\Omega|^2 - |dv \wedge J - \text{Re} d\Omega|^2 + |\text{Re} d\Omega|^2 + 2 |dv \wedge J|^2
\]
(5.4)
\[
+ |dv \cdot dv - dJ \cdot dJ|^2 - |dv \cdot v - |dJ \cdot J|^2,
\]
\[
|d\psi|^2 = \frac{1}{2} dJ^2 + dv \wedge \Im \Omega|^2 - |\Im d\Omega|^2 - |dv \cdot v|^2 - \frac{1}{2} dJ^2 \cdot dv
\]
(5.5)
\[
+ |dv \cdot v + \Im d\Omega \cdot \Im \Omega|^2 - |\Im d\Omega \cdot \Im \Omega|^2 + \frac{1}{2} dJ^2 \cdot v - \Im d\Omega|^2,
\]
\[
|d\psi \cdot \psi|^2 = \frac{1}{4} dJ^2 \cdot dJ^2 - \text{Re} d\Omega \cdot (v \wedge J) + dv \cdot \Im \Omega - 2 dv \cdot v - \Im d\Omega \cdot \Im \Omega
\]
(5.6)
\[
+ \frac{1}{4} |dJ^2 \cdot (v \wedge J)|^2 - | \text{Im} d\Omega \cdot (v \wedge \Im \Omega)|^2 + \frac{1}{16} |\text{Im} d\Omega \cdot (J^2 + 2v \wedge \Im \Omega)|^2
\]
\[
+ \frac{1}{4} |\text{Im} d\Omega \cdot J^2|^2 - \frac{1}{16} |2dJ^2 \cdot (v \wedge J^2) + \text{Im} d\Omega \cdot (J^2 + 2v \wedge \Im \Omega)|^2,
\]
\[
|d\phi \cdot \psi|^2 = |2dv \cdot J + \frac{1}{2} \text{Re} d\Omega \cdot J^2 - dJ \cdot J \Im \Omega + \text{Re} d\Omega \cdot (v \wedge \Im \Omega)|^2
\]
(5.7)
\[
= |2dv \cdot J + \text{Re} d\Omega \cdot J^2 - \frac{1}{2} \text{Im}[d\Omega \cdot (v \wedge \Im \Omega)]|^2,
\]
\[
d\psi \cdot \psi = \frac{1}{4} dJ^2 \cdot dJ^2 + dv \cdot \Im \Omega - \frac{1}{2} v(\text{Im} d\Omega \cdot J^2) - \text{Re} d\Omega \cdot (v \wedge J)
\]
(5.8)
\[
- 2dv \cdot v - \Im d\Omega \cdot \Im \Omega - v \left( \text{Im} d\Omega \cdot (v \wedge \Im \Omega) \right),
\]
which are at this stage not very illuminating.\(^2\) Most of the appearing parts are square terms, but there are also a lot of linear contributions coming from \( d\psi \cdot \psi \). Also, in order to check for a BPS-like potential we have to know whether the square terms vanish if we impose supersymmetry. To this end we turn in the next section to the investigation of the SUSY conditions.

\(^2\)Note that \( dJ^2 \cdot (v \wedge \Im \Omega) = -2 \text{Re} d\Omega \cdot (v \wedge J) \).
6. Supersymmetry conditions

Eleven dimensional supergravity comes with one Majorana spinor $\epsilon$ as SUSY generator. In Horava-Witten theory the SUSY variations of the gravitino $\psi_M$ and the gauginos $\chi_p$ on each boundary are given by

$$
\delta\Psi_M = \left[ \nabla_M + \frac{1}{144} \left( \Gamma_M^{NPQR} - 8 \delta_M^N \Gamma^{PQR} \right) (G_{11})_{NPQR} \right] \epsilon, \quad (6.1a)
$$

$$
\delta\chi_p = -\frac{1}{4} \left( \Gamma^{IJ} F_{pIJ} \right) \epsilon. \quad (6.1b)
$$

In [24] it was shown that there are three ways to decompose the spinor $\epsilon$ such that one obtains an SU(3) invariant SO(7) spinor that can be identified with $\eta_+$. The possibilities are further restricted to two if one wants to consider $\mathcal{N} = 1$ SUSY in four dimensions. Finally, to describe heterotic M-theory one is restricted to use a decomposition into a chiral 4d spinor $\chi_+$ and $\eta_+$

$$
\epsilon = \chi_+ \otimes \eta_+ + \chi_- \otimes \eta_- = \chi_+ \otimes \eta_+ + c.c. \quad (6.2)
$$

Using this split the gaugino variations can be rewritten with the help of (4.6) and yield the well known conditions that $F_p$ is $(1,1)$ and primitive with respect to $J$

$$
F_{p,J} = 0, \quad F_p^{2,0} = F_p^{0,2} = 0. \quad (6.3)
$$

The eleven dimensional gravitino variation gives rise to two sets of conditions\(^3\)

$$
\delta\Psi_\mu = 0 \Rightarrow e^{-A} w_0 \eta_+^\dagger + \left( \partial A + \frac{1}{3} G - \frac{2i\mu}{3} \right) \eta_+ = 0 \quad (6.4a)
$$

$$
\delta\Psi_m = 0 \Rightarrow \nabla_m \eta_+ = \frac{1}{144} \left( i\mu \gamma_m + 8 G_{npqr} \gamma^{pqr} - G_{npqr} \gamma_m^{npqr} \right) \eta_+ . \quad (6.4b)
$$

The first of these equations will give algebraic constraints on the flux $G_{11}$. Easily to see is that a contraction of (6.4a) with $\eta_+^\dagger$ leads to $\mu = 0$. Therefore we will consider only internal four flux and set $\mu = 0$ in what follows. The second one translate into differential conditions on $v$, $J$, and $\Omega$. Similar analyses have also been performed by [18–22,24], whose results are equivalent to our results.

6.1 Differential conditions

Contracting (6.4b) with $\eta_+^\dagger \gamma_{n_1...n_{p-1}}$ and anti-symmetrizing over all indices gives the exterior derivatives of $\Sigma_p$. Exchanging $\eta_+^\dagger$ with $\eta_-^\dagger$ yields the derivatives of $\Sigma_p$, which can be converted with (4.6) into the derivatives of $v$, $J$, $\Omega$, and their wedge products. Furthermore, $dZ = dA$ and $d(v \wedge J) = dv \wedge J - v \wedge dJ$ demands that $w_0 = 0$. For supersymmetric vacua we are thus dealing with compactifications to warped Minkowski space that obey

\(^3\)Here we used the AdS killing spinor equation $\nabla_\mu \chi_+ = 1/2 w_0^\dagger \gamma_\mu \chi_-$. 
only internal flux and whose internal manifold has to satisfy the conditions\(^4\)

\[
e^{-2A}d(e^{2A}v) = 0 \quad (6.5a)
\]

\[
e^{-3A}d(e^{3A}\Omega) = 0 \quad (6.5b)
\]

\[
e^{-4A}d(e^{4A}J) = 2 \ast G \quad (6.5c)
\]

\[
e^{-2A}d(e^{2A}J \wedge J) = -4v \wedge G \quad (6.5d)
\]

\[
d(J \wedge J \wedge J) = -12v \wedge J \wedge G . \quad (6.5e)
\]

6.2 Conditions on the flux

Acting on \((6.4a)\) with \(\eta^\dagger \gamma_{n_1\ldots n_{p-1}}\) and \(\eta^T \gamma_{n_1\ldots n_{p-1}}\) gives various constraints on the flux which we listed in appendix C. Most important of these are the three restrictions

\[
\tilde{\Sigma}_3 \wedge G = 0, \quad \tilde{\Sigma}_4 \wedge G = 0, \quad \Sigma_5 \wedge G = -3 \Sigma_0 dA . \quad (6.6)
\]

Splitting the flux \(G\) into parts proportional and perpendicular to \(v\), \(G = F + v \wedge H\), and decomposing \(F\) and \(H\) under SU(3)

\[
F = A_1 J \wedge J + A_2 \wedge J + B \wedge \Omega + B \wedge \overline{\Omega} ; \quad (6.7)
\]

\[
H = C_1 \Omega + C_1 \overline{\Omega} + C_2 \wedge J + C_3
\]

one finds that \(B = 0\) and \(C_1 = 0\).\(^5\) Hence \(F\) is \((2,2)\) and \(H\) is \((2,1) + (1,2)\). Furthermore the exterior derivative of the warp factor is determined by \(A_1\) and \(C_2\)

\[
dA = 2A_1 v + \frac{2}{3} C_2 \wedge J = a_1 v + a_2 . \quad (6.8)
\]

Plugging \((4.10)\) and \((3.7)\) into \((5.5)\) one obtains all SUSY conditions in terms of torsion classes

\[
R = 0 , \quad V_1 = T_1 = 0 , \quad W_0 = 2a_2 , \quad (6.9)
\]

\[
E = \text{Re}E = -6A_1 = -3a_1 , \quad W_1 = \frac{8}{3} C_1 = 0 = R , \quad V_2 = B = 0 ,
\]

\[
W_4 = -\frac{1}{2} W_0 = -\frac{2}{3} C_2 \wedge J , \quad W_2 = S = 0 , \quad T_2 = -2A_2 ,
\]

\[
\text{Re}W_5 = -C_2 J , \quad \text{Im}W_5 = -C_2 , \quad C_3 = \frac{1}{2} v \wedge \ast W_3 .
\]

This will turn out to be useful in our discussion of the scalar potential.

7. Is a BPS-like potential possible?

We are now ready to discuss whether a BPS-like potential is possible for compactifications of M-theory to four dimensions on SU(3) structure manifolds. This would then be the case if the scalar potential \((3.8)\) could be written as a sum of perfect squares containing the supersymmetry conditions \((6.5)\). We will first consider the bulk potential and turn afterwards to the boundary contributions.

\(^4\)To obtain these simple expressions one also have to make use of \((5.4a)\).

\(^5\)A_1 is a real and C_1 a complex scalar, respectively. With respect to the almost complex structure defined by \(J\) and \(\Omega\) \(A_2\) is primitive and \((1,1)\), \(B\) is \((1,0)\), \(C_2\) a real one-form, and \(C_3\) is \((2,1) + (1,2)\) and primitive.
7.1 Bulk potential

Since we know from section 6 that a supersymmetric vacuum must have $\mu = w_0 = 0$ we focus on these settings. This means that $\mathcal{R}^{(4)}$ and the both terms containing $\mu$ vanish in (3.9a) and we can start with

$$V_0 = - \frac{1}{2\kappa^2} \int d\text{vol}_M e^{4A} (R - 8\nabla^2 A - 20dA^2 - 2|G|^2), \quad (7.1)$$

Comparing the formula for $R$ (5.4) with (6.5) we see that in order to possibly match the differential supersymmetry conditions we have to insert the right powers of $e^A$ into the exterior derivatives of $v, J,$ and $\Omega$, respectively. This will obviously lead to terms linear in $dA$. Defining

$$d\tilde{v} = e^{-2A}d(e^{2A}v), \quad d\tilde{\Omega} = e^{-3A}d(e^{3A}\Omega), \quad d\tilde{J} = e^{-4A}d(e^{4A}J), \quad d\tilde{J}^2 = e^{-2A}d(e^{2A}J^2), \quad (7.2)$$

we find in particular

$$d\phi(d\tilde{v}, d\tilde{\Omega}, d\tilde{J}) = d\phi(d\tilde{v}, d\tilde{\Omega}, d\tilde{J}) - 6dA \wedge v \wedge J - 3dA \wedge \text{Re}\Omega, \quad (7.3)$$

$$d\psi(d\tilde{v}, d\tilde{\Omega}, d\tilde{J}^2) = d\psi(d\tilde{v}, d\tilde{\Omega}, d\tilde{J}^2) - dA \wedge J^2 - 5dA \wedge v \wedge \text{Im}\Omega.$$  

Additional linear terms will come from the derivative piece of $R$ in (5.3) after a partial integration. In order not to be bothered with boundary terms, we switch to the upstairs picture. We can then write\(^6\)

$$\int_M d\text{vol}_M e^{4A} \{ R - 8\nabla^2 A - 20dA^2 \} \quad (7.4)$$

$$= \int_M d\text{vol}_M e^{4A} \left\{ \frac{1}{2} |d\tilde{\psi},_\mu\tilde{\psi}|^2 - \frac{1}{2} |d\tilde{\phi}|^2 - \frac{1}{2} |d\tilde{\psi}|^2 + \frac{1}{8} |d\tilde{\phi},_\mu\tilde{\psi}|^2 - 18 |dA,\nu|^2 + 3 \text{Re} d\tilde{\Omega},_\nu(dA \wedge v \wedge J) - 3(dA,\nu) d\tilde{J},_\nu \text{Re}\tilde{\Omega} + 6d\tilde{v},_\nu(dA \wedge v) + \frac{3}{2} (dA,\nu) \text{Re}[d\tilde{\Omega},_\nu(v \wedge J)] \right\}. \quad (7.5)$$

Here $d\tilde{\phi}$ and $d\tilde{\psi}$ are shorthand notations for $d\phi(d\tilde{v}, d\tilde{\Omega}, d\tilde{J})$ and $d\psi(d\tilde{v}, d\tilde{\Omega}, d\tilde{J}^2)$, respectively. Clearly, all but the first four terms of this expression vanish at most linear if the conditions (5.5) are imposed. If it is not possible to cancel them, then a BPS-like form of $V$ will not be available.

In order to see if such a cancellation happens we have to involve the flux in our discussion. The first four terms of (7.4) contain exterior derivatives $d\tilde{J}$ and $d\tilde{J}^2$. If SUSY is to be maintained after the compactification these should be proportional to the flux $G$. Inserting $G$ will also lead to contributions that do not vanish quadratically under SUSY. Schematically these contributions will look like

$$|dJ,\mu J + V|^2 = |(dJ - 2 \ast G),_\nu J + V|^2 - 8 \ast G,\mu J|^2 - 4(\ast G,\nu J)_\nu(dJ,\mu J + V) \quad (7.5)$$

\(^6\text{Here we used } (dJ,\nu) \text{Re}\tilde{\Omega} = -\text{Re} d\tilde{\Omega},_\nu(v \wedge J).\)
and could eventually cancel the terms in (7.4). But as it turns out a direct insertion is very cumbersome and not very enlightening.

Instead, we split the derivatives of \( v, J, \) and \( \Omega \) in their parts proportional and perpendicular to \( v \)

\[
\begin{align*}
\hat{d}v &= \hat{d}v_\perp + v \wedge (\hat{d}v_\parallel) \\
\hat{d}J &= \hat{d}J_\perp + v \wedge (\hat{d}J_\parallel) \\
d\hat{\Omega} &= d\hat{\Omega}_\perp + v \wedge (d\hat{\Omega}_\parallel)
\end{align*}
\]  

(7.6)

In particular, it is the fact that \( d\hat{J}_\perp \) will vanish for supersymmetric vacua due to \( d\hat{J}^2 = -4v \wedge G \) that simplifies the calculation. The square terms in (7.4) can be brought to the form

\[
\begin{align*}
-\frac{1}{2}|\hat{d}\phi|^2 &= -\frac{1}{2}|\hat{d}\phi_\perp|^2 - (\Re d\hat{\Omega}_\parallel) \hat{d} \hat{\Omega}_\parallel + (\hat{d}v_\parallel) \wedge J - \hat{d}J_\perp, \\
-\frac{1}{2}|\hat{d}v|^2 &= -\frac{1}{2}|\hat{d}v_\perp|^2 + \Im d\hat{\Omega}_\parallel J (\hat{d}J_\parallel) - 3(\hat{d}A_\parallel) \Im d\hat{\Omega}_\parallel J^2 \\
&- \frac{1}{8}|\hat{d}J^2_\parallel|^2 - \Re d\hat{\Omega}_\parallel (v \wedge J \wedge (\hat{d}v_\parallel)) \\
\frac{1}{8}|\hat{d}\phi_\perp|^2 &= \frac{1}{8}|d\phi_\perp|^2 + \frac{1}{4} \Im [d\hat{\Omega}_\parallel (v \wedge \hat{\Omega})] \times \left[ \frac{1}{4} \Im [d\hat{\Omega}_\parallel (v \wedge \hat{\Omega})] - 2\hat{d}v_\perp J - \Re d\hat{\Omega}_\perp J^2 \right].
\end{align*}
\]

(7.7a)

(7.7b)

(7.7c)

(7.7d)

Note that in each expression there is one term including \( d\hat{\phi}_\perp = d\phi(d\hat{v}, d\hat{\Omega}_\perp, d\hat{J}_\perp) \) or \( d\hat{\psi}_\perp = d\psi(d\hat{v}, d\hat{\Omega}_\perp, d\hat{J}_\perp) \). We find that in the combination of these

\[
\begin{align*}
\frac{1}{2}|\hat{d}\phi_\parallel|^2 + \frac{1}{8}|\hat{d}\phi_\perp|^2 - \frac{1}{2}|\hat{d}\phi|^2 - \frac{1}{2}|\hat{d}v|^2 &= 0 \\
- \frac{1}{2}|\hat{d}J|^2 - \frac{1}{8}|d\hat{\Omega}_\parallel|^2 - \frac{1}{8}|\hat{d}J|^2 + \frac{1}{2}|\hat{d}J_\perp|^2 - \frac{1}{2} \Re (d\hat{\Omega}_\perp \hat{J}) - \hat{d}v_\perp |^2 + \frac{1}{8} |d\hat{\Omega}_\perp J|^2 \\
- \frac{1}{2}|d\hat{v}_\perp|^2 - \frac{1}{2}|d\hat{v}_\perp|^2 - 2(d\hat{v}_\perp \Im \hat{\Omega}) \hat{J}(d\hat{v}_\perp) + \frac{1}{6} (\Re d\hat{\Omega}_\perp \wedge d\hat{v}_\perp) J^3 - 6d\hat{v}_\parallel (dA \wedge v)
\end{align*}
\]

(7.8)

only the last term and \( |d\hat{J}_\perp|^2 \) do not vanish quadratically when supersymmetry is imposed. Note that in order to obtain this form we used the identities

\[
\Im d\hat{\Omega}_\perp (d\hat{\Omega}_\perp \Im \hat{\Omega}) + \frac{1}{2} (d\hat{v}_\perp J)(\Re d\hat{\Omega}_\parallel J^2) - \Re d\hat{\Omega}_\perp (d\hat{\Omega}_\parallel J) = \frac{1}{6} (\Re d\hat{\Omega}_\perp \wedge d\hat{v}_\perp) J^3,
\]

\[
|d\hat{v} \wedge \Im \hat{\Omega}|^2 - |d\hat{v} \wedge \Im \hat{\Omega}|^2 = 2|d\hat{v}_\parallel|^2, \quad |d\hat{v} \wedge J|^2 - |d\hat{v}_\parallel J|^2 = |d\hat{v}_\perp|^2 + 2|d\hat{v}_\parallel|^2.
\]
Since in the end we will integrate over the whole expression we can even get further simplification using partial integration and the fact that \(2(d\bar{\nu_\perp} \Im \Omega)_{,\nu} = (d\bar{\nu} \wedge d\bar{\nu}_\perp)_{,\nu}(v \wedge \Im \Omega)\)

\[
\int_M e^{4A} \left\{ \frac{1}{6} (\Re d\tilde{\Omega}_\perp \wedge d\bar{\nu}_\perp)_{,\nu} f^3 - (d\bar{\nu} \wedge d\bar{\nu}_\perp)_{,\nu}(v \wedge \Im \Omega) \right\} = 3 \int_M e^{4A} (dA \wedge d\bar{\nu})_{,\nu} \Im \Omega. \tag{7.10}
\]

This will cancel exactly against the last term appearing in (7.4). We thus conclude that we can neglect all terms including \(d\bar{\nu}_\perp\) in (7.8) except for \(-\frac{1}{2}|d\bar{\nu}_\perp|^2\) as long as we also neglect the term \(-3(dA \wedge d\bar{\nu})_{,\nu} \Im \Omega\) from (7.4). We also see that the last term of (7.8) will cancel against a term in (7.4).

Examining the rest of (7.7a) - (7.7c) we find only six more terms that do not vanish quadratically under supersymmetry

\[
\Re d\tilde{\Omega}_{,\nu}(v \wedge d\bar{J}_\perp), \quad [J \wedge (d\bar{J}_{,\nu})]_{,\nu} \Im d\tilde{\Omega}_\perp, \quad -\frac{1}{8}|d\bar{J}_{,\nu}|^2, \tag{7.11}
\]

\[
\frac{1}{32}|d\bar{J}_{,\nu}(v \wedge J)^2|^2, \quad -\frac{1}{8}|d\bar{J}_{,\nu}(v \wedge J)^2|_{,\nu} (\Im d\tilde{\Omega}_\perp J^2), \quad -3(dA_{,\nu} \Im d\tilde{\Omega}_{,\nu} J^2).
\]

This means that due to the split (7.6) we have reduced the number of squares that do not vanish under SUSY, and which thus should be combined with \(G\) flux, to three. To check whether from these terms can come contributions that cancel the other linearly vanishing expressions, or if some of them cancel themselves, we will in the end expand all expressions in terms of the SU(3) torsion classes (4.10) and use the SUSY conditions in the form (5.9).

But before we do so it is important to note that we have not yet used the Bianchi identity of the four-form flux \(G\). In [9,10] the use of the Bianchi identity was a keystone in order to obtain a BPS-like potential. We follow these references and implement the Bianchi identity by a partial integration

\[
\int_M d\text{vol}_7 e^{4A} \left\{ -\frac{1}{2}|d\bar{J}_\perp|^2 - 2|G|^2 \right\} = \int_M d\text{vol}_7 e^{4A} \left\{ -\frac{1}{2}|d\bar{J}|^2 - 2|G|^2 + \frac{1}{2}|d\bar{J}_{,\nu}|^2 \right\} = \int_M d\text{vol}_7 e^{4A} \left\{ -\frac{1}{2}|d\bar{J} - 2*G|^2 + dG_{,\nu}(v \wedge J^2) + \frac{1}{2}|d\bar{J}_{,\nu}|^2 \right\} = \int_M d\text{vol}_7 e^{4A} \left\{ -\frac{1}{2}|d\bar{J} - 2*G|^2 + \frac{1}{2}|d\bar{J}_{,\nu}|^2 \right\} - \frac{1}{4\pi} \left( \frac{K}{4\pi} \right)^{2/3} \sum_{p=1,2} \int_{B_6,\nu} e^{4A} J \wedge K^{(p)}, \tag{7.12}
\]

where we used (2.4) in the last step. We conclude that we have to include \(\frac{1}{2}|d\bar{J}_{,\nu}|^2\) into our analysis of the bulk action in order to take the Bianchi identity of \(G\) into account. Furthermore, we get an additional contribution to the boundary action.

All things considered in order to obtain a BPS-like form of the potential the sum of \(\frac{1}{2}|d\bar{J}_{,\nu}|^2\), the remaining linear terms of (7.4), and the six terms of (7.11)

\[
L = \frac{1}{2}|d\bar{J}_{,\nu}|^2 - \frac{1}{8}|d\bar{J}_{,\nu} J^2|^2 + \frac{1}{32}|d\bar{J}_{,\nu}(v \wedge J)^2|^2 - \frac{1}{8} \left[ (d\bar{J}_{,\nu}(v \wedge J^2) \right]_{,\nu} (\Im d\tilde{\Omega}_{,\nu} J^2) \tag{7.13}
\]

\[
- 18|dA_{,\nu}|^2 + [J \wedge (d\bar{J}_{,\nu})]_{,\nu} \Im d\tilde{\Omega}_\perp + \Re d\tilde{\Omega}_{,\nu} (v \wedge d\bar{J}_\perp) + 3 \Re d\tilde{\Omega}_{,\nu} (dA \wedge v \wedge J)
\]

\[
- 3(dA_{,\nu}) d\bar{J}_{,\nu} \Re \Omega - 3(dA_{,\nu}) \Im d\tilde{\Omega}_{,\nu} J^2 + \frac{3}{2}(dA_{,\nu}) \Re \left[ d\tilde{\Omega}_{,\nu}(v \wedge \Omega) \right],
\]
has to vanish quadratically for a supersymmetric setting. Inserting the expansion (7.11) and reordering terms we get

\[
L = \frac{3}{2} [(d\tilde{J}, v \land J) - 6 dA,v]^2 + (\text{Red}\tilde{\Omega}, v)_{\omega} [d\tilde{J} - 3 dA \land J] \tag{7.14}
\]

\[
+ \text{Im} \tilde{\Omega}((J \land (d\tilde{J}, v)) - 24 \text{Re} E \text{Im} W_1 - 90 (dA,v) \text{Im} W_1
\]

\[
= 6 [\text{Re} E + 3 dA,v]^2 - 10 \text{Im} W_1 (\text{Re} E + 3 dA,v) - 8 \text{Re} V_2 2^4 (2 \text{Re} W_5 + W_4 + 4 dA)
\]

\[
+ 6 \text{Im} E \text{Re} W_1 + 6 (dA,v) \text{Im} W_1 + T_2 \text{Im} W_2 + 2 S_3 W_3 . \tag{7.15}
\]

Using the relations (6.9) we see that all except of the last three terms of (7.15) will indeed go to zero quadratically under SUSY. The last three terms vanishes linearly since $dA,v$, $T_2$, and $W_3$ are non-zero generically. However, we can rewrite $(\text{Re} E \text{Im} W_1)$ using partial integration and the fact that $\text{Im} W_1 = 0$ under SUSY\(^7\)

\[
\int_M \text{dvol}_7 e^{4A} \text{Re} E \text{Im} W_1 = -2 \int_M \text{dvol}_7 e^{4A} (dA,v) \text{Im} W_1 . \tag{7.16}
\]

Another partial integration shows that $(dA,v) \text{Im} W_1$ will vanish quadratically under the integral, since

\[
\int_M \text{dvol}_7 e^{4A} (dA,v) \text{Im} W_1 = -\frac{1}{4} \int_M \text{dvol}_7 e^{4A} [(\partial^m v_m) \text{Im} W_1 + \text{Im} dW_1,v] . \tag{7.17}
\]

The second term on the right hand side gives zero, and therefore one obtains

\[
\int_M \text{dvol}_7 e^{4A} [(dA,v) + \frac{1}{4} (\partial^m v_m)] \text{Im} W_1 = 0 . \tag{7.18}
\]

$\text{Im} W_1$ is an arbitrary function (not depending on the direction of $v$) and can be viewed as a test function. Thus $e^{4A} [(dA,v) + \frac{1}{4} (\partial^m v_m)]$ integrates to zero. But under SUSY (6.44) gives $\partial^m v_m = \nabla^m v_m = 7 (dA,v)$ which means that $e^{4A} (dA,v)$ will also integrate to zero when SUSY is imposed. Since $\text{Im} W_1$ is zero in this case, too, we see that $\int_M \text{dvol}_7 e^{4A} (dA,v) \text{Im} W_1$ will vanish quadratically in a supersymmetric setting.

Unfortunately, we did not see how one could argue in a similar way for the last two terms of (7.15). Thus we conclude with the surprising result that M-theory compactified on a general seven dimensional SU(3) structure manifold does not admit a BPS-like scalar potential, since in general the torsion classes $T_2$ and $W_3$ do not vanish.

Gathering all terms together the bulk potential reads

\[
V_0 = \frac{1}{4k^2} \int_M \text{dvol}_7 e^{4A} \left\{ |d\tilde{J} - 2 * G|^2 + |d\tilde{\Omega}_\perp|^2 + \frac{1}{4} |d\tilde{J}_\perp|^2 - \frac{1}{4} |d\tilde{\Omega}_\perp \land J|^2 \right\} \tag{7.19}
\]

\[
- \frac{1}{4} |d\tilde{J}_\perp \land J|^2 - \frac{1}{2} \text{Re} (d\tilde{\Omega}_\perp \land \tilde{\Omega}) - d\tilde{\nu} \land v - \text{Re} d\tilde{\Omega}_\perp (v \land J) |^2 + |d\tilde{\nu} \land v|^2 + |d\tilde{\nu}_\perp|^2
\]

\[
+ |\text{Re} d\tilde{\Omega}_\perp|^2 + \frac{1}{4} \text{Im} [d\tilde{\Omega}_\perp (v \land J)] \times \left[ \frac{1}{4} \text{Im} [d\tilde{\Omega}_\perp (v \land \tilde{\Omega})] - 2 d\tilde{\nu}_\perp \land J - \text{Re} d\tilde{\Omega}_\perp \land J^2 \right]
\]

\[
+ 2 \text{Re} d\tilde{\Omega}_\perp (v \land J \land (d\tilde{\nu}_\perp \land \text{Im} \tilde{\Omega})) - 3 |d\tilde{J}_\perp (v \land J) - 6 dA,v|^2 + 7 (dA,v) \text{Im} d\tilde{\Omega}_\perp \land J^2
\]

\[
- 2 \text{Re} d\tilde{\Omega}_\perp (v \land J) \land (d\tilde{J} - 3 dA \land J) - 2 \text{Im} d\tilde{\Omega}_\perp (J \land (d\tilde{J} \land v)) \right\} .
\]

\(^7\)Here we used $\text{Re} E \text{dvol}_7 = \frac{1}{2} dJ_\perp (v \land J) \text{dvol}_7 = \frac{1}{2} dJ \land J \land J = \frac{1}{12} dJ^3$.
One should notice here that it are the last two terms that spoil the BPS-like form

\[
V_{\text{no-BPS}} = -\frac{1}{2\kappa'^2} \int_M \text{dvol} \, e^{4A} \left\{ \left( \text{Re} \, \delta \Omega \right)_j \left[ \delta \tilde{J} - 3 \delta A \wedge J \right] + \text{Im} \delta \hat{\Omega}_{\perp} \delta (J \wedge (\delta \hat{J} \wedge v)) \right\}
\]

\[
= -\frac{1}{2\kappa'^2} \int_M \text{dvol} \, e^{4A} \left\{ 24 \text{Im} \, W_1 (\delta A \wedge v) + \text{Re} \, S \wedge W_3 + \text{Im} \, W_2 \wedge J_2 + 6 \text{Im} \, E \, \text{Re} \, W_1 \right\}
\]

\[
+ 14 \text{Im} \, W_1 (\text{Re} \, E + 3 \delta A \wedge v) - 8 \text{Re} \, V_2 \wedge (2 \text{Re} \, W_5 + W_4 + 4 \delta A) \right\}.
\]

However, for e.g. \( S = 0 = T_2 \) also this part of the potential reduces to a BPS-like form

\[
V_{\text{no-BPS}} \sim 0 = -\frac{1}{2\kappa'^2} \int_M \text{dvol} \, e^{4A} \left\{ \frac{1}{2} \left[ \delta \tilde{J} \wedge J - 6 a_2 - \frac{1}{2} \text{Re} \, (\delta \hat{\Omega} \wedge \Omega) \right] \left[ \delta \hat{\Omega} \wedge (v \wedge J) \right] \right\}
\]

\[
+ \frac{1}{16} \text{Im} \, (\delta \hat{\Omega} \wedge (v \wedge \Omega)) \, \text{Re} \, \delta \hat{\Omega} \wedge J^2 + \frac{19}{6} (\delta A \wedge v) \text{Im} \, \delta \hat{\Omega} \wedge J^2 \right\}.
\]

So we see that it is in general not possible to bring the bulk part of the potential to a BPS-like form. But by setting the terms containing \( T_2 \) and \( W_3 \) to zero such a form can be reached.

### 7.2 Boundary potential

The boundary potential receives contributions from two sources. Besides of (3.91) one also has to include the boundary piece obtained by integration over the Bianchi identity in (7.12). Before combining the two pieces one has to make sure that both are given in terms of the same metric \( g'_{10} \) that we introduced in section 8. However, going from \( g_{10} \) to \( g'_{10} \) does not lead to new contributions from \( K^{(p)} \). Thus the boundary potential is given by

\[
V_b = \frac{1}{8\pi\kappa' \left( \frac{\kappa'}{4\pi} \right)^{2/3}} \sum_{p=1,2} \int_{\partial B_{\kappa'}} \, \text{dvol}_{\kappa'} \, e^{4A} - 2\phi \left\{ -\frac{1}{24} \left| e^{-2A'} \hat{R}^{(4)} - 12 |\delta A'|^2 \right|^2 \right\}
\]

\[
+ \left( \text{Tr} \, \mathcal{F}_p^{(6)} \wedge J^2 + 2 \text{Tr} \, (\mathcal{F}_p^{(6)})^2 \right) - \frac{1}{2} \left( \text{Tr} \, R_{+}^{(6)^r} \wedge J^2 + 2 \text{Tr} \, (R_{+}^{(6)^r})^2 \right) - 4 e^{-2A'} \left( \nabla_i \nabla_j e^{A'} \right) \left( \nabla^i \nabla^j e^{A'} \right) - 8 \left| |\delta A' \wedge H|^2 \right|^2 \right\}.
\]

Since for a supersymmetric vacuum we have to restrict to Minkowski space \( \hat{R}^{(4)} \) will vanish. Also the terms containing \( \mathcal{F}_p \) will vanish by the SUSY conditions (3.3). Let us consider next the \( \delta A' \) terms. From (3.5a), (3.8), and the relation \( A' = A + \frac{1}{2} \sigma \) we know that

\[
-2 \, \delta A' + \delta \sigma_{\perp} + \delta v \wedge v = 0,
\]

where \( d\sigma_{\perp} \) denotes as usual the part of \( d\sigma \) that is perpendicular to \( v \). Thus in order to obtain \( \delta A' = 0 \) for a SUSY vacuum the identity \( d\sigma_{\perp} = -W_0 \) should hold. Since we did not specify \( \sigma \) yet, we choose it in such a way that the above equation holds. In section 8.3 we will see a justification for this choice.

The last terms to consider are the \( R_{p+}^{(6)^r} \) terms. These vanish if \( R_{p+}^{(6)^r} \) is (1,1) and primitive. For the heterotic string this can be shown by using the integrability condition

\[
\left[ \nabla_i^{\text{het}}, \nabla_j^{\text{het}} \right] \eta_{\text{het}} = \frac{1}{4} R_{klij} \gamma^{kl} \eta_{\text{het}},
\]

\[(7.24)\]
where 'het' denotes that the various objects belong to the heterotic string (see e.g. [10, 30, 35]). We thus trace back the problem to the heterotic setting. In order to do so one has to determine how the seven dimensional covariant derivative $\nabla_m$ which appears in (6.4b) is related to its six dimensional counterpart at the boundary. This is an quite easy task in type IIA supergravity, where the geometry close to the boundary can be chosen to be independent of the extra dimension (see e.g. [34]). In Horava-Witten theory this gets changed by the non-vanishing of the four-form flux Bianchi identity. However, the modifications appear only at order $\kappa^{2/3}$. Since the boundary terms are already of order $\kappa^{2/3}$ one can consistently neglect the corrections and work in the type IIA setting

$$ds_7^2 = e^{-\sigma}(ds_6')^2 + e^{2\sigma}dx^{11}$$

(7.25)

with $\sigma$ and $g_6'$ independent of $x^{11}$. A calculation along the lines of [34] shows then that

$$\nabla_{(6)}' (e^{\varphi}\eta_+) = \nabla_i^{(6)}(e^{\varphi}\eta_+) - \frac{1}{4}G_{11ijk} \gamma^{jk} (e^{\varphi}\eta_+) = O(\kappa^{2/3}) .$$

(7.26)

Then, on each boundary

$$\left[ \nabla_{(6)}', \nabla_{(6)}' \right] (e^{\varphi}\eta_+) = e^{\varphi} \left[ \nabla_{(6)}', \nabla_{(6)}' \right] \eta_+ = \frac{1}{4}e^{\varphi} R_{(6)'}^m \gamma^{mm} \eta_+ = O(\kappa^{2/3}) ,$$

(7.27)

which is precisely the condition one obtains for the heterotic string. From this it follows that $R_{(6)'}$ is $(1,1)$ and primitive up to $O(\kappa^{2/3})$ which is sufficient for our analysis as the boundary potential is already of order $\kappa^{2/3}$.

We conclude that the boundary potential can be rewritten in a BPS-like form, although this is not possible for the bulk potential. The fact that a BPS-like form of the potential is not available in general does of course not mean that our ansatz is inconsistent. It merely states that in addition to the Bianchi identity and the SUSY conditions the ansatz has to satisfy further restrictions that come from the variation of (7.20) in order to ensure the equations of motion. On the other hand (7.21) tells us how to restrict our compactification ansatz if we wish to get a BPS-like scalar potential. For example if one chooses a manifold for which $T_2$, and $\text{Re} S$ vanish identically (and not only if SUSY is imposed) then the whole action can be written in terms of squares of the supersymmetry conditions. However it would be nice to see whether our findings give the correct results when restricted to well known geometrical settings. This will be discussed in the next section.

8. Limiting cases

In order to strengthen our results we will show that they reduce correctly in the three cases of $G_2$ holonomy, six dimensional SU(3) holonomy, and the heterotic limit.

8.1 $G_2$ holonomy

It is well known that compactifications on manifolds with $G_2$ holonomy do not allow four-form flux $G$. Hence they are not viable for Horava-Witten theory where $G$ is necessarily not
zero. Nevertheless, one can ask whether our formulas behave in the right way in this limit although we know that they will not give a solution for heterotic M-theory. In particular, we expect the curvature scalar $R$ to be zero for a $G_2$ holonomy manifold $M$. Furthermore, once the SUSY conditions are satisfied also the $G$ flux should be set to zero and the warp factor $A$ should be constant.

$G_2$ holonomy is specified by the conditions

$$d\phi = 0 \quad \text{and} \quad d\psi = 0 . \quad (8.1)$$

Applying these conditions to the decomposition (4.9) of $\phi$ and $\psi$ in SU(3) structure forms one finds that for $G_2$ holonomy manifolds

$$\begin{align*}
\text{Re}W_1 &= \frac{2}{3} \text{Im}E = -R , \quad \text{Im}W_1 = \frac{2}{3} \text{Re}E , \quad T_1 = -\text{Re}W_2 , \quad T_1 = \text{Im}W_2 , \quad (8.2) \\
\text{Re}V_1 &= \frac{1}{2} \text{Im}W_5 , \quad \text{Im}V_1 = -\frac{1}{2} \text{Re}W_5 , \quad \text{Re}S = W_3 , \quad J_\perp W_0 = 2\text{Im}V_2 , \\
W_0 &= W_4 + 4 \text{Re}V_2 = \text{Re}W_5 + 2 \text{Re}V_2 .
\end{align*}$$

These conditions do clearly not imply that all SU(3) torsion classes vanish. This means that although it is clear from (8.1) and (5.3) that $R = 0$ it is a non-trivial consistency check for our results that the scalar curvature also vanishes in (7.4) for a $G_2$ manifold.

In order to check the equations (7.7), too, we split $d\phi$ and $d\psi$ into parts proportional and perpendicular to $v$ and find the four conditions

$$\begin{align*}
\text{Re}d\tilde{\Omega}_\perp &= 3a_2 \wedge \text{Re}\Omega , \\
\frac{1}{2} dJ_\perp^2 &= a_2 \wedge J^2 - d\tilde{\psi}_\perp \wedge \text{Im}\Omega , \\
\text{Im}d\tilde{\Omega}_\perp &= \frac{1}{2} dJ_\perp \wedge J + \text{Re}d\tilde{\psi}_\perp \wedge J + \text{Re}d\tilde{\psi}_\perp \wedge \text{Im}d\tilde{\psi}_\perp - (dA_\perp \wedge J) , \\
d\tilde{J}_\perp &= (6dA + d\tilde{\psi}_\perp \wedge J) \wedge J + \text{Re}d\tilde{\psi}_\perp \wedge \text{Im}d\tilde{\psi}_\perp - 3(dA_\perp \wedge J) \wedge J . 
\end{align*} \quad (8.3)$$

Plugging these into (7.7) one can express the first line of (7.4) solely in terms of $dA_\perp \wedge J$

$$\begin{equation}
\frac{1}{2} |d\tilde{\psi}_\perp \wedge J|^2 - \frac{1}{2} |d\tilde{\psi}_\perp \wedge J|^2 - \frac{1}{2} |d\tilde{\psi}_\perp \wedge J|^2 + \frac{1}{8} |d\tilde{\psi}_\perp \wedge J|^2 = -6dA_\perp \wedge J , \quad (8.4)
\end{equation}$$

while the rest of (7.4) reduces to $12|a_2|^2 + 18|dA_\perp \wedge J|^2$. We thus see that

$$\int_M \text{dvol}_7 e^{4A} \left\{ R - 8\nabla^2 A - 20dA^2 \right\} = 12 \int_M \text{dvol}_7 e^{4A} |dA|^2 , \quad (8.5)$$

which is just what one gets by setting $R = 0$ and integrating by parts. This means that our formulas give indeed the right results in the $G_2$ holonomy limit.

Coming to the SUSY conditions one immediately sees, that the combination of the conditions (6.9) and (8.2) leads necessarily to the vanishing of all torsion classes and all flux components. Since this is what is expected for a $G_2$ holonomy compactifications, we see that also here our formulas provide the correct answer.
8.2 SU(3) holonomy

Next we consider manifolds $M$ that obey
\[
d J_\perp = 0 \quad \text{and} \quad d \Omega_\perp = 0. \tag{8.6}
\]
This means that locally $M$ splits into a six dimensional manifold of SU(3) holonomy (i.e. a Calabi-Yau three-fold) times a line in the direction of $v$. Globally however there can still be dependencies of $J$ and $\Omega$ on $v$ and hence $d J \neq 0 \neq d \Omega$. In terms of torsion classes this can be achieved by setting $W_i = 0$ for $i = 1, \ldots, 5$. Since this will cancel all terms that do not vanish quadratically when SUSY is imposed from (7.15), for this case a BPS-like form of the bulk potential is possible.

But before we come to the potential let us again check whether our formulas are consistent. We have now
\[
d \phi_{CY} = dv \wedge J + v \wedge (R e d \Omega_w) \quad \text{and} \quad d \phi_{CY} = \frac{1}{2} v \wedge (d J^2 \wedge v) + dv \wedge \text{Im} \Omega. \tag{8.7}
\]
Plugging these directly into (5.3) we find
\[
\int_M d \text{vol}_7 e^{4A} \equiv \int_M d \text{vol}_7 e^{4A} \left\{ \frac{1}{32} |d J_\perp(v \wedge J^2)|^2 - \frac{1}{8} |d J^2 \wedge v|^2 - \frac{1}{2} |\text{Re} d \Omega_w|^2 \right\} \tag{8.8}
\]
\[
- \frac{1}{2} |d v_\perp|^2 + (\text{Re} d \Omega_w(v \wedge J)) \cdot \left[ \frac{1}{2} \text{Re} d \Omega_w(v \wedge J) - \text{Im} \Omega_w dv_\perp \right] - 2 \text{Im} \Omega_w((d v_\perp \wedge dv_\perp) + 4 \text{Im} \Omega_w(a_2 \wedge dv_\perp) + 8 d v_\perp(a_2 \wedge v) + (d A_w)(d J^2 \wedge (v \wedge J^2)) \right\}.
\]
On the other hand, working with (7.4), (7.7), and (7.8) we get
\[
\frac{1}{2} |d \bar{\psi}_w|^2 + \frac{1}{8} |d \tilde{\phi}_w|^2 - \frac{1}{2} |d \bar{\phi}_w|^2 - \frac{1}{2} |d v|^2 - 12 |d A|^2 = \frac{1}{32} |d J_\perp(v \wedge J^2)|^2 \tag{8.9}
\]
\[
- \frac{1}{2} |\text{Re} d \Omega_w|^2 - \frac{1}{8} |d J^2 \wedge v|^2 - \frac{1}{2} |d v_\perp|^2 + 2 d v_\perp(a_2 \wedge v) - 2 \text{Im} \Omega_w((d v_\perp \wedge dv_\perp)
\]
\[
+ \frac{1}{8} \text{Im}[d \Omega_w(v \wedge \bar{\Omega})] \cdot \left[ \frac{1}{4} \text{Im}[d \Omega_w(v \wedge \bar{\Omega})] - 2 d v_\perp(v \wedge J) - \text{Re} d \Omega_w(v \wedge a_2 \wedge J) - 12 |a_2|^2
\]
\[
+ (\text{Re} d \Omega_w(v \wedge J)) \cdot \left[ \frac{1}{2} \text{Re} d \Omega_w(v \wedge J) - \text{Im} \Omega_w dv_\perp \right] + 7 \text{Im} \Omega_w(a_2 \wedge dv_\perp) - 18 |d A_w|^2,
\]
which gives exactly (8.8) when inserted into (7.4). This confirms that our formulas are correct.

The bulk potential in this Calabi-Yau limit reads then
\[
V_0 = \frac{1}{4 \kappa^2} \int_M d \text{vol}_7 e^{4A} \left\{ |d \bar{\phi}_w - 2 + G|^2 - 3 |d \bar{\phi}_w(v \wedge J) - 6 d A_w|^2 + |d v|^2 + 40 |a_2|^2 \right\} \tag{8.10}
\]
\[
+ |\text{Re} d \bar{\Omega}_w|^2 + |d v_\perp(v \wedge J)|^2 - |8 a_2 - d v_\perp(v \wedge J)|^2 + |4 a_2 - d v_\perp(v \wedge J) + 8 a_2 + d v_\perp(v \wedge J) + 40 |a_2|^2\right\}.
\]
As we have explained at the beginning of this section this potential is of BPS-like form. This becomes clear from (3.9) which states that for $W_1 = ... = W_5 = 0$ all torison classes except $RE$ and $T_2$ have to vanish under SUSY and that $ReE = -3dA\wedge v$. This means that $a_2 = 0$ and that $dJ\wedge (v \wedge J) = 6dA\wedge v$ under SUSY, respectively. So we see that all squares vanish for a supersymmetric setting. Furthermore, the only component of the four-form flux $G$ that is not zero is $F_2^2$. This is in accordance with the necessity of a non-vanishing $F$ in Horava-Witten theory. But it is also consistent with the fact that one expects zero $H$-flux once one reduces the theory to a heterotic compactification on a Calabi-Yau manifold. In order to see how this precisely works we will consider the ten-dimensional limit in the next section.

8.3 The ten-dimensional limit

The most important consistency check of our previous results is the reduction of M-Theory to the heterotic string sector. The reduction is obtained by first performing the standard reduction of M-theory to type IIA theory as described e.g. in [34, 36] and then taking the limit $\pi \rho \to 0$ to move the two hyperplanes that are supporting the gauge fields on top of each other. This procedure should eventually lead to the results found in [10]. The eleven dimensional metric is then given by

$$ds_{11}^2 = e^{-2\Phi} ds_{10}^2 + e^{4\Phi} (dx^{11} + C_1)^2 = e^{2A' - \Phi} (ds'_4)^2 + e^{-\Phi} (dx^{11} + C_1)^2.$$  (8.11)

Here $\Phi$ is the ten dimensional dilaton and $A'$ is the warp factor belonging to a compactification of string theory to four dimensions. $g'_4$ denotes the metric of the emerging four dimensional space, $g'_6$ of the compact six dimensional one, respectively, and $C_1$ is a one-form potential. Since we want to compare M-Theory compactifications to warped Minkowski space we take $g'_4$ to be the Minkowski metric. Comparing (8.11) with the previously defined metrics (3.1) and (3.5) we see that

$$2A' = 2A + \frac{2}{3} \Phi = 2A + \sigma, \quad ds_7^2 = e^{2\Phi} ds_6^2 + e^{4\Phi} (dx^{11} + C_1)^2,$$  (8.12)

where we remind the reader that $\sigma$ was the field used to describe the metric at the boundary in section 3.1. This means that the seven dimensional space $M$ splits into a six dimensional base $B$ and a one dimensional fiber. Since locally every seven dimensional SU(3) manifold can be decomposed into a six and a one dimensional part and since this one dimensional piece is distinguished by $v$, we can also write

$$ds_7^2 = ds_6^2 + v \otimes v.$$  (8.13)

Thus the metric $g_6$ that we used to construct the SU(3) structure and the metric $g'_6$ appearing in (8.11) are related by $g_6 = e^{-2\Phi/3} g'_6$ which gives $J = e^{-2\Phi/3} J'$ and $\Omega = e^{-\Phi} \Omega'$. For the one form $v$ we get

$$v = e^{\frac{2}{3}\Phi} (dx^{11} + C_1).$$  (8.14)

From the SUSY conditions for $v$ (6.3a) it follows that

$$dA + \frac{1}{3} d\Phi = dA' = 0, \quad dC_1 = 0.$$  (8.15)
as it should be for the heterotic string. We also see that $d\nu, \nu = W_0 = -2/3 \, d\Phi_\perp = -d\sigma_\perp$, which justifies the choice we made for $\sigma$ in section 7.2.

Since $(dA, \nu)$ is not zero, these equations also imply that the dilaton does depend on the $v$-direction. This is not the case in the heterotic theory, and in order to see how this dependence vanishes, it is necessary to analyze the behavior of the flux $F$ when the two hyperplanes are moved together. From equation (2.5) we have

$$F \sim \left\{ e(x^{11}) K^{(1)} \right\} \biggl( K^{(1)} + K^{(2)} \biggr) .$$

(8.16)

For $\pi \rho \rightarrow 0$ one can approximate the average of $F$ over the eleventh dimension by

$$\lim_{\pi \rho \rightarrow 0} \langle F \rangle = \lim_{\pi \rho \rightarrow 0} \frac{\int_0^{\pi \rho} dx^{11} e^{2\Phi/3} F}{\int_0^{\pi \rho} dx^{11} e^{2\Phi/3}} \approx \frac{e^{2\Phi(0)/3} \int_0^{\pi \rho} dx^{11} F}{e^{2\Phi(0)/3} \int_0^{\pi \rho} dx^{11}} \times \lim_{\pi \rho \rightarrow 0} (K^{(1)} - K^{(2)}) .$$

(8.17)

When the two hyperplanes are put on top of each other $K^{(1)} = K^{(2)}$ and hence $F = 0$. For this reason we conclude that we can also set $(dA, \nu)$ to zero, once we go to the heterotic limit. A similar reasoning shows that $d\tilde{\Omega}, \nu = d\tilde{\Omega}, \nu = 0$ for $\pi \rho \rightarrow 0$.

The supersymmetry conditions of [10] can then be re-derived from our results (6.5)

$$e^{-4A}(e^{4A} J) = 2 * G = 2 * (v \wedge H) \Rightarrow e^{-4A' + 2\Phi} d(e^{4A' - 2\Phi} J') = 2 *' H$$

$$e^{-2A} d(e^{2A} J \wedge J) = -4 v \wedge G = 0 \Rightarrow e^{-2A' + 2\Phi} d(e^{2A' - 2\Phi} J' \wedge J') = 0$$

$$e^{-3A} d(e^{3A} \Omega) = 0 \Rightarrow e^{-3A' + 2\Phi} d(e^{3A' - 2\Phi} \Omega') = 0 .$$

(8.18)

Note that in the first line one also has to rewrite the Hodge star, $* (v \wedge H) = e^{-2/3\Phi} *' H$, and that we have to rescale $H$ by a factor of $-2$ in order to find complete agreement with [10], due to our conventions. This shows that our SUSY conditions are indeed compatible with the SUSY conditions found for string theory compactifications on six dimensional SU(3) structure manifolds.

Due to the restrictions $dA, \nu = d\tilde{\Omega}, \nu = 0$ in the heterotic limit the linear piece (7.13) is identically zero and the bulk potential simplifies to

$$V_0 = \frac{1}{4 \kappa_{10}^2} \int_\mathcal{B} dvol_6 e^{4A' - 2\Phi} \left\{ |d\tilde{\Omega}' - 2 *' H|^2 + |d\tilde{\Omega}'|^2 - \frac{1}{4} |d\tilde{\Omega}' J'^2|^2 + \frac{1}{4} |d\tilde{\Omega}'|^2 \right\} - \frac{1}{4} |d\tilde{\Omega}' J'^2|^2 - \frac{1}{2} \text{Re}(d\tilde{\Omega}', \tilde{\Omega}') + 4dA' \left\{ 2 |dA'|^2 \right\} .$$

(8.19)

All squares appearing in this formula are taken with respect to the metric $g_6'$ in order to get the right factors of $e^\Phi$ and we have absorbed the length of the eleventh dimension into the ten dimensional coupling $\kappa^2 = 2\pi \rho \kappa_{10}^2$. This is indeed the action to lowest order in $\alpha'$ as found in [10].
The result for the boundary potential is even more easily obtained. Setting $3\sigma = 2\Phi$ and adding the contributions of the two boundaries gives

$$V_b = \frac{\alpha'}{8\kappa_{10}} \int_B \text{dvol}_6 e^{4A'-2\Phi} \left( \text{Tr}[\mathcal{F}^{(6)}_{E_8 \times E_8} J]^2 + 2 \text{Tr}[(\mathcal{F}^{(6)}_{E_8 \times E_8})^{2,0}]^2 \right)$$

(8.20)

$$- \frac{\alpha'}{8\kappa_{10}} \int_B \text{dvol}_6 e^{4A'-2\Phi} \left( \text{Tr}[\mathcal{R}^{(6)}_+ J]^2 + 2 \text{Tr}[(\mathcal{R}^{(6)}_+)^{2,0}]^2 \right)$$

$$- \frac{\alpha'}{8\kappa_{10}} \int_B \text{dvol}_6 e^{4A'-2\Phi} \left( 8 e^{-2A'} (\nabla_i \nabla_j e^{A'}) (\nabla^i \nabla^j e^{A'}) - 16 |dA'H|^2 - 12 |dA'|^4 \right).$$

This is the $\mathcal{O}(\alpha')$ result of [10] once the rescaling of $H$ is performed. We thus conclude that also in this limit our formulas provide the right results since we obtain exactly the scalar potential of the heterotic string compactified on an SU(3) manifold.

9. Conclusion

In this paper we considered compactifications of Horava-Witten theory on seven dimensional manifolds with SU(3) structure. In particular we shed light on the question whether it is possible to rewrite the bosonic action in a BPS-like form, by which we mean a form that is quadratic in the supersymmetry conditions and hence obey the equations of motion automatically once SUSY is imposed.

The main obstacle in this analysis has been to rewrite the scalar curvature $R$ in a form that makes manifest its dependence on SUSY. We solved this problem by first rewriting $R$ in terms of the $G_2$ structure forms $\phi$ and $\psi$ and then in terms of the SU(3) structure forms $v$, $J$, and $\Omega$.

Taking into account the warp factor $A$ and the Bianchi-identity of heterotic M-theory led to terms that vanished at most linearly under SUSY. We analyzed these terms and found that despite our expectation it was not possible to cancel all linear terms. So our conclusion is that it is in general not possible to put the bosonic action of Horava-Witten theory into BPS-like form.

We confirmed our findings by crosschecking them in various limits. We showed that in the three limits of $G_2$ holonomy, six dimensional SU(3) holonomy, and the reduction to the heterotic string, respectively, our equations are self-consistent and yield the expected results.

Since one of the main motivations of this work was to provide the domain wall SUSY-breaking scenarios of [10] with a strong coupling limit, one obvious question is how to lift DWSB-scenarios to M-theory in this context. Since the analysis of DWSB starts with a BPS-like background, one should expect that also the M-theory lift has a BPS-like form. The simplest realization of this, that also allows for a general SU(3) compactification of the heterotic string, is then given by a seven dimensional manifold with SU(3) structure which satisfies $dJ_{\mu\nu} \propto J$ and $d\Omega_{\mu\nu} \propto \Omega$. This means in particular that the torsion classes $S$ and $T_2$ are identically zero and hence no linearly vanishing terms survive. Having such a manifold one can then ask what happens if $d\bar{\Omega} = 0$ does not longer hold, i.e. study the
strong coupling limit of DWSB. However, this analysis is beyond the scope of this paper and will hopefully be given in another publication [37].
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A. Conventions

There are various sorts of indices appearing in the paper. We denote with \( M, N, \ldots \) all eleven dimensions and with \( I, J, \ldots \) the first ten dimensions. \( m, n, \ldots \) will be used for the seven internal dimensions and \( i, j, \ldots \) for the first six internal dimensions. The Greek letters \( \mu, \nu, \ldots \) will stand for the four dimensional external space-time.

Our conventions on gamma matrices are as follows. \( \Gamma^N \) denotes gamma matrices of \( SO(1,10) \) which are \( 32 \times 32 \) matrices. We split the \( \Gamma^N \) according to

\[
\Gamma^\mu = \gamma_\mu \otimes 1 = e^{-A_\mu} \gamma_\mu \otimes 1, \quad \Gamma^m = \gamma_{(4)} \otimes \gamma^m.
\]  

(A.1)

The \( \gamma^\mu \) are taken to be real and symmetric \( 4 \times 4 \) matrices, while \( \gamma^m \) are purely imaginary, antisymmetric, and \( 8 \times 8 \). The four dimensional chirality operator is defined as

\[
\gamma_{(4)} = i\gamma^0 \gamma^1 \gamma^2 \gamma^3.
\]  

(A.2)

From \( \Gamma^{10} \Gamma^{10} = 1 \) and \( \Gamma^{10} = \Gamma^0 \cdots \Gamma^9 \) it follows that

\[
\gamma^{10} \gamma^{10} = -i \gamma^4 \cdots \gamma^{10} = 1.
\]  

(A.3)

An explicit representation of these gamma matrices can be found as in [38] and is given by

\[
\gamma^0 = \begin{pmatrix} 0 & \sigma^1 \\ -\sigma^1 & 0 \end{pmatrix}, \quad \gamma^1 = \begin{pmatrix} 0 & \sigma^1 \\ \sigma^1 & 0 \end{pmatrix}, \quad \gamma^2 = \begin{pmatrix} \sigma^3 & 0 \\ 0 & -\sigma^3 \end{pmatrix}, \quad \gamma^3 = \begin{pmatrix} -\sigma^1 & 0 \\ 0 & \sigma^1 \end{pmatrix},
\]  

\[
\gamma^{4,5,6} = \begin{pmatrix} \alpha^{1,2,3} & 0 \\ 0 & \alpha^{1,2,3} \end{pmatrix}, \quad \gamma^{7,8,9} = \begin{pmatrix} 0 & \beta^{1,2,3} \\ \beta^{1,2,3} & 0 \end{pmatrix}, \quad \gamma^{10} = \begin{pmatrix} 0 & -i \mathbb{1}_4 \\ i \mathbb{1}_4 & 0 \end{pmatrix}.
\]  

(A.4)

With \( \sigma^i \) the Pauli-matrices, the \( 4 \times 4 \) matrices \( \alpha^i, \beta^j \) are given by

\[
\alpha^1 = \begin{pmatrix} 0 & i \sigma^1 \\ -i \sigma^1 & 0 \end{pmatrix}, \quad \alpha^2 = \begin{pmatrix} 0 & -i \sigma^3 \\ i \sigma^3 & 0 \end{pmatrix}, \quad \alpha^3 = \begin{pmatrix} -\sigma^2 & 0 \\ 0 & -\sigma^2 \end{pmatrix},
\]  

\[
\beta^1 = \begin{pmatrix} 0 & -\sigma^2 \\ -\sigma^2 & 0 \end{pmatrix}, \quad \beta^2 = \begin{pmatrix} 0 & i \mathbb{1}_4 \\ -i \mathbb{1}_4 & 0 \end{pmatrix}, \quad \beta^3 = \begin{pmatrix} \sigma^2 & 0 \\ 0 & -\sigma^2 \end{pmatrix}.
\]  

(A.5)

Defining \( \gamma^{m_1 \ldots m_n} \equiv \gamma^{[m_1} \ldots \gamma^{m_n]} \) the relation between the antisymmetrized product of \( n \) and \( 7 - n \) gamma matrices is

\[
\gamma^{m_1 \ldots m_n} = i (-1)^{1+n(n-1)/2} \frac{1}{(7-n)!} \epsilon^{m_1 \ldots m_n} m_{n+1} \ldots m_7 \gamma^{m_{n+1} \ldots m_7}.
\]  

(A.6)

Due to our manifestly real gamma matrices the Majorana condition on an 11 dimensional spinor \( \epsilon \) simply reads

\[
\epsilon^* = \epsilon.
\]  

(A.7)
A slash will denote normalized antisymmetrized contraction with gamma matrices
\[ A_p = \frac{1}{p!} \gamma^{n_1...n_p} (A_p)_{n_1...n_p} , \]  
while \( \cdot \) is used to contract forms
\[ A_p \cdot B_q = \frac{1}{(p-q)!q!} A_{n_1...n_qm_1...m_{p-q}} B^{n_1...n_q} dx^{m_1...m_{p-q}} . \]  
The formulas most frequently used for our calculations are
\[ J_{mp} J^{pn} = -\delta^m_n + v_m v^n , \quad \Omega_{mpq} \bar{\Omega}^{mpq} = 8 (\delta^m_n + i J_m^n - v_m v^n) , \]
\[ J_{mn} v^n = 0 = \Omega_{mpn} v^p , \quad J_m^q \Omega_{qnp} = -i \Omega_{mpn} \]  
(A.10)

**B. Scalar curvature**

In this section we would like to show how to obtain (5.3) from [16]. For more details on the notation we refer to this paper. We start with their equation (4.27) \( R = 6 \phi_{mpn} T^{mpn} \), which can be rewritten as
\[ R = 6 \phi_{mpn} T^{mpn} = A \delta_{\tau_1} + B \tau_0^2 + C |\tau_1|^2 + D |\tau_2|^2 + E |\tau_3|^2 . \]  
(B.1)

The only two quantities not given in [16] are \( T_{mpn} \) and \( \delta_{\tau_1} \). To obtain \( T_{mpn} \) one calculates the covariant derivative of the torison \( \tau \) (not to be confused with the torsion classes) using (4.9) and (4.19) of [16]
\[ D \tau_n = d \tau_n + \theta_n^m \wedge \tau_m - \phi_n^{mp} \tau_p \wedge \tau_m \]  
(B.2)

and hence
\[ T_{mpn} = -2 S_{mnq} - 4 \phi_{mpr} T^q_m T^r_n - 2 \phi_{mqr} T^q_p T^r_n . \]  
(B.3)

From this we obtain for \( R \)
\[ R = -12 \phi^{mpn} (S_{mnq} + 2 \phi_{mpr} T^q_m T^r_n + \phi_{mqr} T^q_p T^r_n) \]  
(B.4)

For \( \delta_{\tau_1} \) we get
\[ \delta_{\tau_1} = -* d * \tau_1 = -\phi^{mpn} S_{mpn} - 2 \psi^{mpnq} T_{mn} T_{pq} - 2 T^{mn} (T_{mn} - T_{nm}) . \]  
(B.5)

*We changed the \( \epsilon \)-notation of [16] such that \( \epsilon_{mpn} = \phi_{mpn} \) and \( \epsilon_{mpnq} = \psi_{mpnq} \).
The torsion classes, defined through
\[
d\phi = \tau_0 \psi + 3 \tau_1 \wedge \phi + \star \tau_3, \quad d\psi = 4 \tau_1 \wedge \psi + \tau_2 \wedge \phi,
\]
are given by
\[
\begin{align*}
\tau_0 &= \frac{1}{7} d\phi \wedge \psi = \frac{24}{7} T^n_n, \\
\tau_1 &= - \frac{1}{12} d\phi \wedge \phi = \frac{1}{12} d\psi \wedge \psi = \phi^{mnp} T_{mn} \omega_p, \\
\tau_2 &= \frac{1}{2} (d\psi \wedge \phi - \ast d\psi) - 2 \tau_1 \wedge \phi = - \ast d\psi + 4 \tau_1 \wedge \phi = (- \psi^{mnpq} T_{mn} + 4 T^{pq}) \omega_p \wedge \omega_q, \\
\tau_3 &= \ast d\phi - \tau_0 \phi + 3 \tau_1 \wedge \psi = \left( \frac{3}{7} T_q^{\phi} \phi^{mnp} - \frac{3}{2} \phi^{mnp} (T_{m}^{\phi} + T_{n}^{\phi}) \right) \omega_m \wedge \omega_n \wedge \omega_p.
\end{align*}
\]

The squares of these are
\[
\begin{align*}
\tau_0^2 &= \frac{576}{49} (T^n_n)^2, \\
|\tau_1|^2 &= \psi^{mnpq} T_{mn} T_{pq} + T^{mnp} (T_{mn} - T_{nm}), \\
|\tau_2|^2 &= - 12 \psi^{mnpq} T_{mn} T_{pq} + 24 T^{mnp} (T_{mn} - T_{nm}), \\
|\tau_3|^2 &= - \frac{72}{7} (T^n_n)^2 + 36 T^{mnp} (T_{mn} + T_{nm}).
\end{align*}
\]

Comparing terms containing $S_{mnp}$, $(T^n_n)^2$, $\psi^{mnp} T_{mn} T_{pq}$, $T^{mnp} T_{mn}$, and $T^{mn} T_{mn}$, respectively, in (B.1) and (B.4) one gets equation (4.28) of [16]
\[
R = 12 \delta \tau_1 + \frac{21}{8} \tau_0^2 + 30 |\tau_1|^2 - \frac{1}{2} |\tau_2|^2 - \frac{1}{2} |\tau_3|^2.
\]

Using (4.16) of [16], $d\phi = \psi^{mnpq} \tau_m \wedge \omega_n \wedge \omega_p \wedge \omega_q$ and $d\psi = - 6 \tau^p \wedge \omega_p \wedge \phi$, it is possible to show that
\[
\begin{align*}
|d\phi|^2 &= 36 \left[ 2 (T^n_n)^2 + 2 T^{mnp} T_{mn} + \psi^{mnpq} T_{mn} T_{pq} \right] \\
|d\psi|^2 &= 36 \left[ 2 T^{mnp} (T_{mn} - T_{nm}) + \psi^{mnpq} T_{mn} T_{pq} \right].
\end{align*}
\]

From these expressions we find
\[
\begin{align*}
|\tau_2|^2 &= |d\psi|^2 - 48 |\tau_1|^2, \\
|\tau_3|^2 &= |d\phi|^2 - 36 |\tau_1|^2 - 7 |\tau_0|^2,
\end{align*}
\]
leading to the final expression for the scalar curvature
\[
R = 12 \delta \tau_1 + \frac{49}{8} \tau_0^2 + 72 |\tau_1|^2 - \frac{1}{2} |d\phi|^2 - \frac{1}{2} |d\psi|^2
\]
\[
= - \nabla^m \left( d\psi \wedge \psi \right)_{mn} + \frac{1}{2} |d\psi \wedge \psi|^2 + \frac{1}{8} |d\phi \wedge \psi|^2 - \frac{1}{2} |d\phi|^2 - \frac{1}{2} |d\psi|^2.
\]
C. SUSY constraints

In this section we give the full list of constraints coming from the external SUSY variation (6.4a). In these tables 'Ext' stands for equation (6.4a) and $\gamma[n]$ denotes $n$ antisymmetrized gamma matrices.

**Table 1:** Constraints from $\delta \Psi_\mu = 0$ coming from $\eta^T \gamma[\eta]\text{Ext} + \text{Ext}^T \gamma[\eta].$

| Constraint                                                                 |
|---------------------------------------------------------------------------|
| $72 e^{-A} w_0 \Sigma_0 + (\tilde \Sigma_4)_{l_1 l_2 l_3 l_4} G^{l_1 l_2 l_3 l_4} = 0$ |
| $4 i \mu (\tilde \Sigma_3)_{m n p} + 6 e^{-A} w_0 (\Sigma_3)_{m n p} = 6 (\tilde \Sigma_4)_{l_1 m n p} \partial^{l_1} A + 3 (\tilde \Sigma_3)_{a_1 a_2} [m G^{a_1 a_2}_{n p}]$ |
| $2 i \mu (\tilde \Sigma_1)_{m n p q} + 3 e^{-A} w_0 (\Sigma_4)_{m n p q} + 12 (\tilde \Sigma_3)_{[m n p q]} \partial_{q l} A = 3 (\tilde \Sigma_4)_{l_1 l_2} [m n G^{l_1 l_2}_{p q}]$ |
| $3 e^{-A} w_0 (\Sigma_7)_{m n p q r s t} + 35 (\tilde \Sigma_3)_{[m n p q]} G^{r s t} = 0$ |

**Table 2:** Constraints from $\delta \Psi_\mu = 0$ coming from $\eta^T \gamma[\eta]\text{Ext} - \text{Ext}^T \gamma[\eta].$

| Constraint                                                                 |
|---------------------------------------------------------------------------|
| $18 e^{-A} w_0 (\Sigma_1)_m + (\tilde \Sigma_3)_{l_1 l_2 l_3 4} G^{l_1 l_2 l_3 4} = 0$ |
| $9 (\tilde \Sigma_3)_{l_1 m n} \partial^{l_1} A + (\tilde \Sigma_4)_{l_1 l_2 l_3 4} [m G^{l_1 l_2 l_3 4}] = 9 e^{-A} w_0 (\Sigma_2)_{m n}$ |
| $15 (\tilde \Sigma_4)_{[m n p q]} \partial_{q l} A + 10 (\tilde \Sigma_3)_{l_1 [m n] G^{l_1}_{p q r}] = 3 e^{-A} w_0 (\Sigma_5)_{m n p q r}$ |
| $3 e^{-A} w_0 (\Sigma_6)_{m n p q r s t} + 20 (\tilde \Sigma_4)_{l_1 [m n p q] G^{r s t}} = 0$ |

**Table 3:** Constraints from $\delta \Psi_\mu = 0$ coming from $\eta^T \gamma[\eta]\text{Ext} + \text{Ext}^T \gamma[\eta].$

| Constraint                                                                 |
|---------------------------------------------------------------------------|
| $72 (\Sigma_1)_{l_1} \partial^{l_1} A + (\Sigma_4)_{l_1 l_2 l_3 l_4} G^{l_1 l_2 l_3 l_4} = 0$ |
| $72 \Sigma_0 \partial_m A + (\Sigma_5)_{m n l_1 l_2 l_3 l_4} G^{l_1 l_2 l_3 l_4} = 0$ |
| $72 (\Sigma_3)_{m n l_1 l_2 l_3 l_4} \partial^{l_1} A + (\Sigma_6)_{m n l_1 l_2 l_3 l_4} G^{l_1 l_2 l_3 l_4} = 12 G_{m n l_1 l_2} (\Sigma_2)_{l_1 l_2}$ |
| $e^{-A} w_0 (\Sigma_3)_{m n p q} - e^{-A} w_0 (\Sigma_3)_{m n p q} + 6 (\Sigma_2)_{[m n] \partial p} A + \frac{1}{36} (\Sigma_7)_{m n p q r s t} G^{l_1 l_2 l_3 l_4} \partial_{r s t} A$ |
| $= (\Sigma_3)_{[l_1 l_2 m n] G^{l_1 l_2}}$ |
| $e^{-A} w_0 (\Sigma_4)_{m n p q} - e^{-A} w_0 (\Sigma_4)_{m n p q} + 2 (\Sigma_5)_{l_1 m n p q} \partial^{l_1} A + \frac{2}{3} G_{m n p q} \Sigma_0$ |
| $= 2 (\Sigma_4)_{l_1 l_2 [m n] G^{l_1 l_2}}$ |
| $3 (\Sigma_4)_{m n p q} \partial_{r l} A + (\Sigma_1)_{[m n G^{l_1 l_2}} = (\Sigma_5)_{l_1 l_2 [m n G^{l_1 l_2}}$ |
| $5 (\Sigma_6)_{l_1 l_2 [m n G^{l_1 l_2 r s t} = 2 (\Sigma_7)_{l_1 m n p q r s t} \partial^{l_1} A + 10 (\Sigma_2)_{[m n G^{l_1 l_2 r s t}}$ |
| $6 (\Sigma_6)_{[m n p q r s t} \partial_{l_1} A + 10 (\Sigma_3)_{m n p q} G^{l_1 l_2}}$ |

---
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Table 4: Constraints from $\delta \Psi_{\mu} = 0$ coming from $\eta^+ \gamma_{[\mu]} \text{Ext} \cdot \text{Ext}^+ \gamma_{[\mu]} \eta$.

\begin{align*}
\mu \Sigma_0 &= 0 \\
\frac{4}{3} i \mu (\Sigma_1)_m &= 2 (\Sigma_2)_l \partial^l A + \frac{1}{9} (\Sigma_3)^{l_1 l_2 l_3} G_{l_1 l_2 l_3 m} \\
6 i \mu (\Sigma_2)_{mn} &= 18 (\Sigma_4)_{l_1 l_2 l_3} [m \partial^n] A + (\Sigma_4)_{l_1 l_2 l_3} [m G^{d_1 d_2 d_3} n] = 0 \\
4 i \mu (\Sigma_3)_{mnp} &= 2 \Sigma_1^{l_1} G_{l_1 mnp} \\
&= 3 e^{-A} w_0 (\Sigma_3^*)_{mnp} + 3 e^{-A} w_0^* (\Sigma_3)_{mnp} + 6 (\Sigma_4)_{l_1 mnp} \partial^l A + (\Sigma_5)_{l_1 l_2 l_3} [mn G^{d_1 d_2 d_3} p] \\
9 e^{-A} w_0 (\Sigma_4^*)_{mnpq} &= 12 i \mu (\Sigma_4)_{mnpq} + 72 (\Sigma_3)_{mnpq} \partial q A + 4 (\Sigma_6)_{l_1 l_2 l_3} [mnp G^{d_1 d_2 d_3} q] \\
&= 9 e^{-A} w_0^* (\Sigma_4)_{mnpq} + 24 (\Sigma_2)_{l_1 [m G^{d_1 n pq}] \\
12 i \mu (\Sigma_5)_{mnpqr} &= 60 (\Sigma_3)_{l_1 [mn G^{d_1 pqr}]} \\
&= 18 (\Sigma_6)_{l_1 mnpqr} \partial^l A + 5 (\Sigma_7)_{l_1 l_2 l_3} [mnp G^{d_1 d_2 d_3} r] \\
i \mu (\Sigma_6)_{mnpqr s} &= 9 (\Sigma_5)_{mnpqr s} \partial s A = 10 (\Sigma_4)_{l_1 [mnp G^{d_1} qrs]} \\
2 i \mu (\Sigma_7)_{mnpqrs} &= 35 (\Sigma_5)_{l_1 [mnpq G^{d_1 qrs}]} = 0
\end{align*}
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