ABSTRACT
Fusing deep learning models trained on separately located clients into a global model in a one-shot communication round is a straightforward implementation of Federated Learning. Although current model fusion methods are shown experimentally valid in fusing neural networks with almost identical architectures, they are rarely theoretically analyzed. In this paper, we reveal the phenomenon of neuron disturbing, where neurons from heterogeneous local models interfere with each other mutually. We give detailed explanations from a Bayesian viewpoint combining the data heterogeneity among clients and properties of neural networks. Furthermore, to validate our findings, we propose an experimental method that excludes neuron disturbing and fuses neural networks via adaptively selecting a local model, called AMS, to execute the prediction according to the input. The experiments demonstrate that AMS is more robust in data heterogeneity than general model fusion and ensemble methods. This implies the necessity of considering neuron disturbing in model fusion. Besides, AMS is available for fusing models with varying architectures as an experimental algorithm, and we also list several possible extensions of AMS for future work.
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1 Introduction
As concerns of privacy protection grow recently, federated learning algorithms [1][2], in which the model is learned without data transmission among clients, develop rapidly. Communication costs between clients and the server, and client heterogeneity are two key challenges in federated training. As the communication frequency, rounds of communication during a certain period of time must increase to alleviate the discrepancy among the learned model on clients. Classic algorithms such as FedAvg [1], and FedProx [3] focus on training a model via multiple communication rounds of parameters, which results in high privacy risk and communication cost. Different from this paradigm, model fusion methods are designed for fusing those local
models from clients into a global model \([4-13]\) in a one-shot manner based only on the weights of the local models.

The anterior model fusion studies \([5, 8, 9]\) points out that the directly average of parameters is not rational due to the permutation invariant property of weights, and the channels from different networks are always randomly permuted. Thus, many algorithms formulate the fusing problem into alignment problem, including linear assignment \([5, 8]\), optimal transport \([9, 16]\) and graph matching \([14]\). These researches assume that all local neural networks share the same architectures, though a varying number of neurons in each layer is allowed. Besides, a fundamental implicit assumption shared by them is, if the probability measurement of parameters in the fused global model well approximates the probability measurement of neurons in local models in a specific sampling manner, then the performance of those local models is also maintained (the neuron approximation assumption, NA assumption). This assumption acknowledges the feasibility of model fusion. Nevertheless, the rationality of this prior knowledge under federated learning settings has not been thoroughly investigated. In this paper, we reveal that when the data heterogeneity and model optimization procedure discrepancy among clients are large, the above assumption generally does not hold because of neuron disturbing, in which neurons extracted from heterogeneous clients (data distributions on clients are non-IID and model optimization procedures are different) disturbs each other and harms the fused model performance. We present a basic analysis of neuron disturbing from a Bayesian view. Furthermore, inspired by a phenomenon among heterogeneous models we called "absolute confidence of neural networks", we propose model fusion via adaptively selecting a local model (AMS). As an experimental algorithm, AMS shows robustly better performance on fusing multilayer perceptron neural networks (MLPs) and convolutional neural networks (CNNs) trained with datasets with two kinds of data partitions. The performance of the other methods including the ensemble method, FedAvg, and PFNM declines rapidly when the severity of data heterogeneity reaches some poi. Those results verify the existence of neuron disturbing and indicate the necessity of handling neuron disturbing in developing model fusion methods. Besides, in light of computational complexity, we also list possible extensions of AMS for real-world applications not limited to federated learning.

2 Related Work

2.1 Federated Learning

Federated learning aims to learn a shared global model from data distributed on edge clients without data transmission. FedAvg \([1]\) is the initial aggregation method, in which parameters of local models trained with data on clients are averaged coordinate-wisely. Follow-up studies \([3, 17-19]\) tackles the client drift mitigation issue \([17]\) in which local optimums far away from each other when the global model is optimized with different local objectives, and the average of the resultant client updates then move away from the true global optimum. Data-sharing methods including As for the aggregation schema, many methods require ideal assumptions such as Lipschitz continuity \([3, 17, 20-23]\) and convexity property \([20, 21, 23]\). Different from these methods, model fusion, to learn a unified model from heterogeneous pre-trained local models, provides an available approach to FL involving deep neural networks.
2.2 Ensembling methods

Ensemble methods \cite{24, 28} ensemble the outputs of different models to improve the prediction performance. However, this kind of approach requires maintaining these models and thus becomes infeasible with limited computational resources in many applications. In the prior study \cite{5}, the performance of the ensemble method is viewed as the upper extreme of aggregating when limited to a single communication. However, here in this paper, we analyze neuron disturbing by combining the uniform ensemble method.

2.3 Model Fusion

Model fusion methods can be broadly divided into two categories. One category is knowledge distillation \cite{29, 31}, where the key idea is to employ the knowledge of pre-trained teacher neural networks (local models) to learn a student neural network (global model). In \cite{11}, the authors propose ensemble distillation for model fusion via training the global model through unlabeled data on the outputs of local models. And in \cite{13}, the authors sample higher-quality global models and combine them via a Bayesian model. Moreover, a data-free knowledge distillation approach \cite{12} is proposed in which the global model learns a generator to assemble local information. Methods based on distillation are generally highly computationally complex and may violate privacy protection because the distillation process in the global model needs either extra proxy datasets or generators. Another category is parameter matching, where the key idea is matching the parameters with inherent permutation invariance from different local models before aggregating them together. In \cite{9}, the authors utilize optimal transport to minimize a transportation cost matrix to align neurons across different neural networks (NNs). Some work \cite{10} optimizes the assignments between global and local components under a KL divergence through variational inference. Liu et al. \cite{14} formulate the parameter matching as a graph matching problem and solve it with the corresponding method. Yurochkin et al. \cite{6} develop a Bayesian nonparametric meta-model to learn shared global structure among local parameters. The meta-model treats the local parameters as noisy realizations of global parameters and formally characterizes the generative process through the Beta-Bernoulli process (BBP) \cite{32}. This meta-model is successfully extended to different applications \cite{5, 8}. The following algorithms formulate the fusing problem into optimal transport \cite{9, 16} and graph matching \cite{14}. However, the above methods rarely investigate the feasibility of model fusion and they are limited to fusing neural networks with identical depth. Some of those algorithms such as OTfusion \cite{9, 16} rely on multiple communication rounds.

2.4 Data Heterogeneity

In real-world scenarios, models on varying clients are often trained with heterogeneous datasets, i.e., the data distribution from clients is non-IID. There are several categories of non-identical client distributions, including covariate shift, prior probability shift, concept shift, and unbalancedness \cite{33}. Most previous empirical work on synthetic non-IID datasets \cite{1, 8, 11, 14, 16, 16–19} have focused on label distribution skew, i.e., prior probability shift, where a non-IID dataset is formed by partitioning an existing IID dataset based on the labels. In this paper, we focus on data heterogeneity resulting from non-IID label distribution.
3 Preliminaries

Suppose there are \( J \) training data sets \( \mathcal{D}_j, j = 1, 2, \ldots, J \) which are sampled from data set \( \mathcal{D} = \{(X_i, Y_i), i = 1, 2, \ldots, N \} \) in a non-IID way, where \( X_i \in \mathbb{R}^I \) and \( Y_i \in \mathbb{R}^C \) is in one-hot coding of classes. The non-IID setting implies that these data distributions of labels from varying data sets are quite different, i.e., heterogeneous. And the total number of samples is \( N := \sum_{j=1}^{J} |\mathcal{D}_j| \) where \( |\mathcal{D}_j| = N_j \) for \( j = 1, 2, \ldots, J \). Besides, we denote \( \tilde{\mathcal{D}}_j \) as the corresponding test data set of \( \mathcal{D}_j, j = 1, 2, \ldots, J \), and the test data set is assumed to be sampled from the same distribution as its corresponding training data set. The union of all the test data sets is \( \tilde{\mathcal{D}} \), and the total number of sample in this test data set is \( \tilde{N} := \sum_{j=1}^{J} |\tilde{\mathcal{D}}_j| \), where \( |\tilde{\mathcal{D}}_j| = \tilde{N}_j \) for \( j = 1, 2, \ldots, J \). Without loss of generality, we suppose that \( J \) Multilayer Perceptrons with two hidden layers are trained with data sets \( \mathcal{D}_j, j = 1, 2, \ldots, J \), respectively. For the \( j \)th MLP, let \((W^{(j,0)} \in \mathbb{R}^{I \times L_j,0}, b^{(j,0)} \in \mathbb{R}^{L_j,0}),(W^{(j,1)} \in \mathbb{R}^{L_j,0 \times L_j,1}, b^{(j,1)} \in \mathbb{R}^{L_j,1}),(W^{(j,2)} \in \mathbb{R}^{L_j,1 \times C}, b^{(j,2)} \in \mathbb{R}^{C})\) be the weight and bias pairs of the two hidden layers and softmax layer, respectively. Thus, the \( j \)th MLP is

\[
F_j(X) = \text{softmax} \left( W^{(j,2)} \sigma(W^{(j,1)} \sigma(W^{(j,0)} X + b^{(j,0)}) + b^{(j,1)}) + b^{(j,2)} \right), j = 1, 2, \ldots, J,
\]

where \( \sigma \) is the nonlinear activation functions such as ReLU [34]. For simplicity, in our theoretical analysis, the bias is neglected by default in this paper via the following augmentation:

\[
\tilde{W}^{(j,k)} a^{(j,k)} = \begin{pmatrix} W^{(j,k)} & b^{(j,k)} \end{pmatrix} \begin{pmatrix} a^{(j,k)} \\ 1 \end{pmatrix} = W^{(j,k)} a^{(j,k)} + b^{(j,k)},
\]

where \( a^{(j,k)} \) is the input of the \( k \)th layer in the \( j \)th MLP. Therefore, we only consider MLPs without bias, that is

\[
F_j(X) = \text{softmax} \left( W^{(j,2)} \sigma(W^{(j,1)} \sigma(W^{(j,0)} X)) \right), j = 1, 2, \ldots, J, \tag{1}
\]

The task of fusing neural networks is to learn a global neural network with weights \( \theta^{(0)} \in \mathbb{R}^{I \times L_0}, \theta^{(1)} \in \mathbb{R}^{L_0 \times L_1}, \theta^{(2)} \in \mathbb{R}^{L_1 \times C} \).

4 Heterogeneous Neuron Disturbing

In previous model fusion methods such as PFNM [5] and OTfusion [9], the authors implicitly set an assumption that, for each layer, if the probability measurement of neurons in local models are well approximated by that of the fused global model in a specific sampling manner, then the performance of those local models is also maintained. However, whether this assumption holds for neural networks has not been investigated. In the following, we give a simple counter-example of neuron approximation assumption, and reveal that neurons from heterogeneous models disturb each other with varying severity which depends on the data heterogeneity. And the neural network architecture is supposed to be adjusted to make the above assumption hold.

4.1 Neuron Disturbing from Optimization Unbalance

We firstly consider a simple binary classification problem on 2D simulation data set. As shown in Figure 1(a), the training and test data samples are randomly sampled from the selected region. The region is bounded by \( x_2 = -x_1 + 1, x_1 \in [-2,0] \), \( x_2 = x_1 + 1, x_1 \in [0,2] \), \( x_2 = -x_1 - 1, x_1 \in [-2,0] \) and \( x_2 = x_1 - 1, x_1 \in [0,2] \). We define a decision boundary \( C_l \) for data labelling, i.e., \( x_2 = -x_1, x_1 \in [0,2] \).
While in the success case, the left and right model output close softmax values for label 1 and after data generation, we train the following neural network with the left and right data sets, the above fusing process essentially imply the assumption that if the probability measurement then, we fuse the two trained neural networks into the following global model directly by consequence, for samples those only display in left or right data set, the scale of the outputs from softmax probability \( \hat{p}_{\text{1}} \) converges to 1, and for the other labels, \( \hat{p}_{\text{1}}(c' \neq c) \) converges to 0. As a result, for samples those only display in left or right data set, the scale of the outputs from two neural networks is quite different. For example, for a sample of label 0 in Figure 1(e) which

\[ p_1^{(j)} = \text{softmax} \left( \begin{bmatrix} y_1^{(j)} \\ y_2^{(j)} \end{bmatrix} \right), \quad \begin{bmatrix} y_1^{(j)} \\ y_2^{(j)} \end{bmatrix} = \begin{bmatrix} w_1^{(j2)} \\ w_2^{(j2)} \end{bmatrix} \sigma \left( \begin{bmatrix} w_1^{(j1)} & w_2^{(j1)} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + b^{(j)} \right), \quad j = 1, 2. \]

Then, we fuse the two trained neural networks into the following global model directly by concatenating the weights and bias.

\[ p_1 = \text{softmax} \left( \begin{bmatrix} y_1 \\ y_2 \end{bmatrix} \right), \quad \begin{bmatrix} y_1 \\ y_2 \end{bmatrix} = \begin{bmatrix} w_1^{(12)} & w_2^{(12)} \\ w_1^{(22)} & w_2^{(22)} \end{bmatrix} \sigma \left( \begin{bmatrix} w_1^{(11)} & w_2^{(11)} \\ w_1^{(21)} & w_2^{(21)} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + b^{11} \right). \]

The above fusing process essentially imply the assumption that if the probability measurement of neurons in local models is well approximated by the fused global model in specific sampling manner, then the performance of those local models is also maintained. However, in our experiments as shown in Figure 1, we test those two trained local models and their fused model on the merged test data set. We just repeat the process under different random seeds, and for most of the time, the fused global fails to maintain the predict ability of local models though the local models return almost identical accuracy between the success case (left model: 80.59%; right model: 78.95%; global model: 98.36%) and fail case (left model: 80.59%; right model: 80.26%; global model: 73.36%). We also test different activation functions (e.g., ReLU and Leaky ReLU), training hyper-parameters (e.g., set different learning rate and epoch number for the two models), data partition (e.g., change the dotted gray line to \( x_1 = -0.25 \) and \( x_1 = 0.75 \)) and data amount distribution (e.g., set the size of one dataset much larger than another one), the phenomenon remains.

Furthermore, as seen in Figure 1(c) and Figure 1(f), the two right models have different softmax probability on the real labels, indicated by the darkness of the point color. In the fail case, the right model shows significantly divergent patterns of softmax probability compared to the left model, i.e., has lower softmax values for label 1 and higher softmax values for label 0 samples. While in the success case, the left and right model output close softmax values for label 1 and label 0 samples. Actually, the output of the global model is the dot addition of the local models, i.e.,

\[ \begin{bmatrix} y_1 \\ y_2 \end{bmatrix} = \begin{bmatrix} y_1^{(1)} + y_1^{(2)} \\ y_2^{(1)} + y_2^{(2)} \end{bmatrix}. \]

Hence, for two neural networks, the output depends on how their outputs diverge. Due to the data heterogeneity, the quality of the solutions of the two local models may differs. For cross-entropy loss as below, as the optimizing goes on, for the true label \( c \), the corresponding softmax probability \( \hat{p}_{c} \) converges to 1, and for the other labels, \( \hat{p}_{c'}(c' \neq c) \) converges to 0. As a consequence, for samples those only display in left or right data set, the scale of the outputs from two neural networks is quite different. For example, for a sample of label 0 in Figure 1(e) which

\[ \begin{bmatrix} p_1^{(1)} \\ p_2^{(1)} \end{bmatrix} = \text{softmax} \left( \begin{bmatrix} y_1^{(1)} \\ y_2^{(1)} \end{bmatrix} \right), \quad \begin{bmatrix} y_1^{(1)} \\ y_2^{(1)} \end{bmatrix} = \begin{bmatrix} w_1^{(12)} \\ w_2^{(12)} \end{bmatrix} \sigma \left( \begin{bmatrix} w_1^{(11)} & w_2^{(11)} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + b^{11} \right), \quad j = 1, 2. \]
Figure 1: The simple example of fusing one-neuron neural networks. (a). The data partition for two local models. The dotted gray lines are \( x_1 = -0.5 \) and \( x_1 = 0.5 \), and the dashed dark gray lines are upper and lower bound of the data sampling field. (b)-(d). A success case of fusing models. (b) and (c) illustrate results of local models on all the test data, and (d) presents the performance of the successfully fused global model. (e)-(g). A fail case of fusing neural networks. Corresponding to (b)-(f) show results of local models on all the test data, and (d) presents the performance of the fail fused global model. The training data, hyper-parameters and neural networks of the two cases are identical except that the random seeds of training are different.

is classified as label 1 in Figure 1(g), if \((y_1^{(1)}, y_2^{(1)}) = (4, -5)\) and \((y_1^{(2)}, y_2^{(2)}) = (-2, 2)\), the output \((y_1, y_2) = (2, -3)\). Thus in the fail case, prediction results of the global model are dominated by the first local model.

\[
\text{Cross-Entropy}([Y_i], \hat{Y}_i) = \frac{1}{N} \sum_{i=1}^{N} \sum_{c=1}^{C} (-Y_{ic} \log(\hat{p}_{ic})) ,
\]

where \(\hat{p}_{ic}\) is the \(c\)th element of the estimated softmax probability vector, and \(Y_{ic}\) is the \(c\)th element of \(Y_i\).

### 4.2 A Bayesian View of Neuron Disturbing

We now give a basic explanation of neuron disturbing from the Bayesian viewpoint. Assume \(\theta_1, \theta_2, \ldots, \theta_J\) are parameters of \(J\) heterogeneous local models, respectively. The inference process of those parameters based on datasets \(D_j, j = 1, 2, \ldots, J\) can be represented by posterior \(P_j(\theta_j|D_j)\). And the parameters of the fused global model is denoted as \(\theta\). The model fusion process is formulated as

\[
P(\theta|D_1, D_2, \ldots, D_J) = P(\theta|\theta_1, \theta_2, \ldots, \theta_J) P(\theta_1, \theta_2, \ldots, \theta_J|D_1, D_2, \ldots, D_J).
\]

The forward propagation of \(D_j\) in neural network \(F_j\) is

\[
P(D_j|\theta_j) = P(F_j(X|\theta_j) = Y|(X, Y) \in D_j), j = 1, 2, \ldots, J.
\]

Hence, the likelihood of all the local datasets and local models is

\[
P([D_1, D_2, \ldots, D_J]|\theta_1, \theta_2, \ldots, \theta_J) = \prod_{j=1}^{J} P(D_j|\theta_j) = \prod_{j=1}^{J} \frac{P(\theta_j|D_j)P(D_j)}{P(\theta_j)} = \frac{\prod_{j=1}^{J} P(\theta_j|D_j) \prod_{j=1}^{J} P(D_j)}{\prod_{j=1}^{J} P(\theta_j)}.
\]
On the other side, the likelihood of the global model and the datasets is
\[
P(\{\mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_J\} | \theta) = \frac{P(\theta | \{\mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_J\}) P(\{\mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_J\})}{P(\theta)}.
\] (6)

Without loss of generality, the following equation is assumed to hold, since here we investigate how concatenated neurons disturb each other.
\[
P(\theta) = \prod_{j=1}^{J} P(\theta_j).
\]

However, even with this assumption, equation (6) generally does not equal to equation (5), because for most of the time
\[
P(\{\mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_J\}) \neq \prod_{j=1}^{J} P(\mathcal{D}_j),
\]
and
\[
P(\theta | \{\mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_J\}) \neq \prod_{j=1}^{J} P(\theta_j | \mathcal{D}_j).
\]

These inequalities generally holds since local datasets \(\mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_J\) are not Independent and identically distributed.

### 4.3 Absolute Confidence of Neural Networks

Neuron disturbing reveals the drawback of those methods that directly fusing neurons of heterogeneous local models. Although there is disturbing among neurons from different local models trained with varying datasets, we found another phenomenon which inspires us to avoid neuron disturbing.

We firstly train a 3-layer MLP with label 0,1,2,5 and 9 data in MNIST training data. Then, the trained model is tested on test data of MNIST spanning all 10 labels. Denote the model as \(F_j(X)\), where \(X\) is the input and \(j\) is the index of local model. Besides, we denote the output of layer before softmax as \(f_j(X) = (f_j^{(1)}(X), f_j^{(2)}(X), \ldots, f_j^{(C)}(X))^\top\). For each test sample, we compute the exponential of output \(f_j(X)\), i.e., \(\exp f_j(X) = (\exp f_j^{(1)}(X), \exp f_j^{(2)}(X), \ldots, \exp f_j^{(C)}(X))^\top\). Since the index of the maximum value of \(f_j(X)\) or \(\exp f_j(X)\) determine the predicted label of the input, we present the maximum value of \(\max_{c=1}^{C} \exp f_j^{(c)}(X)\) for all the test samples in figure 2. We name it as absolute confidence of \(F_j\) on sample \(X\). As illustrated in figure 2, the scales of absolute confidence of most samples of label 0,1,2,5 and 9 (\(10^{12}\) to \(10^{24}\)) are significantly higher than that of the other samples (\(10^{8}\) to \(10^{11}\)). This phenomenon implies that, for a sample with specific label, it is possible to select a local model trained with data with this label. Therefore, in this way, the selected model performs better than the other models. In summary, local model’s output with highest absolute confidence on \(X\) indicates the superior classification ability of this local model among all the models. We do experiments on MNIST and CIFAR10 with different neural networks including MLPs and CNNs, the phenomenon remains with diverse hyper-parameters settings.
5 Adaptive Model Selection

5.1 General procedure

From above analysis, a natural way of fusing heterogeneous neural networks trained with silo data sets is to select a local model depending on the input $X_i$. The local model trained with more samples close to $X_i$ has higher activation values in each layer, especially the last layer before the softmax operation. Hence, we achieve adaptive model selection via comparing the maximum output values of each local models, i.e., the absolute confidence values, and selecting the local model with the highest maximum output value. Formally, for the disturbing matrix

$$M^{(JC)}(x) = \begin{bmatrix} y_1^{(1)} & y_1^{(2)} & \cdots & y_1^{(j)} \\ y_2^{(1)} & y_2^{(2)} & \cdots & y_2^{(j)} \\ \vdots & \vdots & \ddots & \vdots \\ y_C^{(1)} & y_C^{(2)} & \cdots & y_C^{(j)} \end{bmatrix} = \begin{bmatrix} f_1^{(1)}(x) & f_1^{(2)}(x) & \cdots & f_1^{(j)}(x) \\ f_2^{(1)}(x) & f_2^{(2)}(x) & \cdots & f_2^{(j)}(x) \\ \vdots & \vdots & \ddots & \vdots \\ f_C^{(1)}(x) & f_C^{(2)}(x) & \cdots & f_C^{(j)}(x) \end{bmatrix}.$$  

(7)

The maximum activation value vector of each local model is then

$$[f_*^{(1)}(x) \quad f_*^{(2)}(x) \quad \cdots \quad f_*^{(j)}(x)] = [\max_{c_1} f_{c_1}^{(1)}(x) \quad \max_{c_2} f_{c_2}^{(2)}(x) \quad \cdots \quad \max_{c_j} f_{c_j}^{(j)}(x)].$$  

(8)

Then, the local model index $j_*^i$ for sample $X_i$ is chosen via another maximizing process on the maximum activation value vector, i.e.,

$$j_*^i = \arg \max_{1 \leq j \leq J} f_*^{(j)}(X_i),$$  

(9)

5.2 Algorithm

The above procedure leads to two experimental algorithms. As shown in algorithm\textsuperscript{1} for models with the same architecture (the same depth), the weights of the $l$th layer in local models are put into a global weight matrix $W^{(l)}$. This operation keeps neural networks from disturbing each other until the last layers. However, this operation here is for clear explanation of neuron disturbing and not necessary. As for the last layer, AMS select the local model corresponding to input $X$ via comparing the maximum activation value of all the models before softmax operation. This is also called AMS-top1 in the following part.

For comparison, the maximum one operation is replaced by summation of the maximum $k$ activation vectors from those local models. When $k$ equals to the number of models, the
The method proposed in this paper, AMS-full, and it provides a fused model where neuros disturbing only happens in the last layer. Algorithm 2 is an extended version for ensembling nets with different architectures.

Algorithm 1 Adaptive model selection for models with the same architecture

Input:
Trained local models \( \{F(j)\} \) from S clients input \( X \)

Output:
Label of input \( Y \);
1: The first layer weight of the global model \( W^{(0)} = [W^{(10)}^T, W^{(20)}^T, \ldots, W^{(J0)}^T]^T \)
2: for \( l = 2, \ldots, L-1 \) do
3: The \( l \)th layer weight of the global model \( W^{(l)} = \text{Diag}[W^{(1l)}, W^{(2l)}, \ldots, W^{(Jl)}] \)
4: end for
5: \( F^{(L-1)}(X) = \left[ W^{(L-1)} \sigma(W^{(0)}(X)) \right] \)
6: The output layer weight of the global model \( W^{(L)} = [W^{(1L)}, W^{(2L)}, \ldots, W^{(JL)}] \)
7: \( j^* = \arg \max_{1 \leq j \leq J} \left[ \max_c \sigma(W^{(1L)}F^{(L-1)}(X)) \max_c \sigma(W^{(2L)}F^{(L-1)}(X)) \ldots \max_c \sigma(W^{(JL)}F^{(L-1)}(X)) \right] \)
8: The output is \( Y = F(X) = \text{softmax}(F^{(L)}(X)) \)

Algorithm 2 Adaptive model selection for models with different architectures

Input:
Trained local models \( \{F(j)\} \) from \( S \) clients; input \( X \)

Output:
Label of input \( Y \);
1: Extract local model \( f^{(j)} \) without softmax operation from \( \{F(j)\} \), \( j = 1, 2, \ldots, J \)
2: \( j^* = \arg \max_{1 \leq j \leq J} \left[ \max_c f_{c_1}^{(1)}(X) \max_c f_{c_2}^{(2)}(X) \ldots \max_c f_{c_J}^{(J)}(X) \right] \)
3: The output of the global model is \( F = \text{softmax}(f^{(J^*)}(X)) \)

5.3 Computational complexity reduction

The method proposed in this paper, AMS, is kind of an intermediate method between ensemble method and model fusion. The execution of AMS require saving all the local models and all the predictions of those models on the input. The high computational and store cost is unacceptable in real-world scenario. However, it is straightforward to reduce the computational complexity of AMS, and extend it to a typical model fusion method via the following techniques.

- Zero-shot knowledge distillation [35]. Unlike those distillation methods introduced in section 2.3, some distillation methods do not require additional datasets and this facilitates distilling AMS into a light-weight model.

- Client selection. Despite of the heterogeneity among clients, it is common that a portion of clients share similar training data, especially when the clients amount is huge. This motivates recent researches [36-38] to select clients before model aggregation. Client selection before executing AMS is conductive to decrease computational complexity.

- Adaptive model selection on the first layer. Our experiments and the design of AMS are mainly for confirmation of neuron disturbing. However, the maximum operation on absolute confidence of neural networks is still effective on the layers besides of the last layer, although the fusing performance decays. We leave it for future work.
6 Experiments

This section presents empirical validations of our analysis, including the existence of neuron disturbing and the practicability of the absolute confidence of neural networks. We test the performance of classical methods of different types on image classification task. The experiments involve settings of varying data heterogeneity and client amount, distinctive types of neural networks including MLPs and CNNs, and different net architectures.

6.1 Setup

Datasets and models. We evaluate our algorithm on MNIST [39] and CIFAR 10 [40], two standard image classification datasets and each contains ten classes on handwriting digits and objects in real life, respectively. For MNIST, we apply a MLP model with varying number of hidden layers; for CIFAR 10, we apply a ConvNet with 3 convolutional and 2 fully-connected layers.

Partition strategies of client data. Here we consider two heterogeneous partition strategies, hetero-label and hetero-dir, to simulate federated learning scenarios where the number of data points and class proportions in each client is unbalanced. In hetero-label partition, each client is randomly assigned all the samples with 3 to 6 labels for MNIST and CIFAR10. In hetero-dir partition, for CIFAR10 and MNIST, we follow prior works [7] which apply $K$-dimensional Dirichlet distribution $Dir(a)$ to create non-iid data, in which a smaller $a$ indicates higher data heterogeneity. Specifically, for dataset with class number $K$, we sample the proportion of the instances of class $k$ to client $s$, $p_{k,s}$, via $p_{k,s} \sim Dir_k(a)$, where $K = 10$ and $a = 0.5$ by default. In each dataset, we execute 5 trials to obtain mean and standard deviations of the performance. For fairness, all the algorithms are executed on the same data for each setting.

Baselines. We compare our method with original PFNM [5], FedAvg [1], and uniform ensemble method. The hyperparameters of PFNM are optimally adjusted. Here FedAvg is operated in local neural networks trained with the same random initialization as proposed by [1].

Training setup. Our method and baselines operate on the collection of neural network weights from all partitioned batches. We use PyTorch [41] to implement these networks and train them by the Adam optimizer [42]. All hyperparameter settings are summarized in table 1.

| Dataset  | Model    | Optimizer | Learning rate (decay, period) | Batch size | Epochs | Regularization |
|----------|----------|-----------|-------------------------------|------------|--------|----------------|
| MNIST    | MLP      | Adam      | 0.001 (0.8, 2)                | 64         | 40     | $L_1 (10^{-7})$ |
| CIFAR10  | ConvNet  | Adam      | 0.01 (0.8, 3)                 | 128        | 50     | $L_1 (10^{-7})$ |

6.2 Experiments Results

We evaluate AMS and other model fusion or ensemble methods and the impact of neural disturbing via three groups of experiments: (1) heterogeneous MLPs and CNNs with the same depth, (2) heterogeneous MLPs with the varying depth, and (3) fusing MLPs and CNNs with varying severity of data heterogeneity. The code is available at https://github.com/Codsir/ams.
**Fusing heterogeneous models with the same depth** As shown in table 2 and table 3, for all the settings, the accuracy of global model fused via AMS-top1 is significantly higher than that of AMS-full. Since the only difference between AMS-top1 and AMS-full is that AMS-full does not exclude mutual correlations of neurons in the last layer of the nets, this demonstrate that neuron disturbing exists and has a obvious impact on model fusion. Even AMS-full does not exclude neuron disturbing before the output, the performance of AMS-full is already competitive with FedAvg and PFNM. The reflects that it is possible the performance of those methods is upper bounded by neural disturbing.

Another observation is that performance of ensemble method is not stable under severe heterogeneous data partitions, e.g., it perform significantly worse (about 10% lower for accuracy) than AMS-top1 in *hetero-label* partition. This indicates that ensemble no longer works in certain scenarios where data is heterogeneous. When viewed as a special kind of ensemble method, AMS adapts fusion operation on absolute confidence of nets instead of activated outputs. Thus, absolute confidence of neural networks is demonstrated to be informative for model fusion. Besides, compare to the other methods, AMS-top1 and the ensemble method are robust to client number and net depth, although ensemble method is relatively unstable (accuracy standard deviation is significantly higher for *hetero-dir* partition). This is consistent with above results where ensemble method is robust to data heterogeneity. Overall, As a mediate method between model fusion and ensemble method, AMS performs better than the other methods.

| Datasets (Architectures) | N | L | ensemble | FedAvg | AMS-full | AMS-top1 |
|--------------------------|---|---|----------|--------|----------|----------|
| MNIST (MLPs)             | 5 | 1 | 62.12 ± 11.89 | 46.89 ± 8.08 | 86.81 ± 6.05 | 52.82 ± 9.27 | 81.60 ± 4.73 |
|                          | 10| 1 | 70.37 ± 12.12 | 56.37 ± 7.31 | 83.45 ± 7.50 | 59.63 ± 8.24 | 82.08 ± 2.95 |
|                          | 20| 1 | 60.75 ± 6.74 | 69.51 ± 1.52 | 84.00 ± 3.19 | 75.23 ± 2.30 | 87.26 ± 1.89 |
|                          | 30| 1 | 60.22 ± 11.2 | 68.36 ± 1.35 | 85.41 ± 4.54 | 81.09 ± 2.78 | 82.95 ± 0.90 |
|                          | 10| 2 | 69.02 ± 7.64 | 61.84 ± 5.59 | 81.49 ± 3.86 | 77.85 ± 11.58 | 85.82 ± 3.83 |
|                          | 10| 3 | 70.57 ± 11.93 | 49.67 ± 8.73 | 80.31 ± 8.61 | 73.92 ± 10.90 | 82.15 ± 1.47 |
|                          | 10| 4 | 49.01 ± 11.13 | 48.63 ± 2.53 | 33.30 ± 7.14 | 70.78 ± 5.90 | 79.91 ± 4.80 |
| CIFAR10 (ConvNet)        | 5 | 3-2 | 49.07 ± 5.61 | 20.77 ± 7.97 | 33.30 ± 7.75 | 32.27 ± 9.12 | 47.87 ± 5.44 |
|                          | 10| 3-2 | 56.14 ± 7.03 | 18.05 ± 2.11 | 30.90 ± 4.09 | 35.73 ± 7.69 | 56.05 ± 3.69 |
|                          | 20| 3-2 | 61.81 ± 5.76 | 15.34 ± 2.84 | 34.09 ± 7.04 | 37.79 ± 8.84 | 58.22 ± 0.71 |
|                          | 30| 3-2 | 65.40 ± 3.36 | 19.29 ± 2.64 | 27.84 ± 4.06 | 46.60 ± 5.73 | 50.82 ± 2.94 |

**Fusing heterogeneous models with varying architecture** In previous research, model fusion algorithms are only applicable on neural networks with the same architectures (at least the same depth). However, to a substantial extent, to fuse heterogeneous models with different architectures is in great demand in many scenarios. Due to the special design, AMS is available for fusing models with diverse architectures only if their outputs share the same dimension. As shown in table 4, the performance of AMS-top1 is just similar to that of fusing models with the same architecture, and AMS-top1 is applicable to fuse networks with different layers. In addition, the ensemble method is competitive with AMS-top1 when data severity is relatively low, however, when data heterogeneity is high, the performance of ensemble declines dramatically. It is not hard to interpret since ensemble method does not contain mechanisms for data heterogeneity. Therefore, AMS is robust to heterogeneity when it is viewed as a special ensemble algorithm.
### Table 3: Performance overview under hetero-dir data partition

| Datasets (Architectures) | N  | L  | ensemble | FedAvg | PFNM | AMS-full | AMS-top1 |
|--------------------------|----|----|----------|--------|------|----------|----------|
| MNIST (MLPs)             | 5  | 1  |          | 88.33 ± 2.54 | 82.07 ± 2.74 | 86.96 ± 5.05 | 85.25 ± 5.20 | 92.89 ± 2.46 |
|                          | 10 | 1  |          | 93.30 ± 1.28 | 81.29 ± 2.27 | 87.49 ± 2.78 | 82.58 ± 2.44 | 90.71 ± 2.43 |
|                          | 20 | 1  |          | 88.51 ± 3.13 | 82.57 ± 3.31 | 81.02 ± 4.56 | 83.78 ± 3.95 | 86.66 ± 1.24 |
|                          | 30 | 1  |          | 90.57 ± 1.37 | 81.36 ± 2.35 | 80.73 ± 1.83 | 84.22 ± 1.35 | 89.43 ± 2.00 |
|                          | 5  | 3-2|          | 58.86 ± 4.41 | 20.49 ± 2.36 | 20.49 ± 2.36 | 20.49 ± 2.36 | 54.29 ± 3.12 |
|                          | 10 | 3-2|          | 55.74 ± 1.24 | 17.89 ± 3.13 | 17.89 ± 3.13 | 17.89 ± 3.13 | 40.08 ± 3.36 |
|                          | 20 | 3-2|          | 47.56 ± 1.14 | 16.79 ± 5.16 | 16.79 ± 5.16 | 16.79 ± 5.16 | 40.08 ± 3.36 |
| CIFAR10 (ConvNet)        | 5  | 3-2|          | 45.19 ± 1.10 | 17.19 ± 1.71 | 17.19 ± 1.71 | 17.19 ± 1.71 | 38.89 ± 2.89 |
|                          | 10 | 3-2|          | 40.57 ± 1.10 | 17.89 ± 1.71 | 17.89 ± 1.71 | 17.89 ± 1.71 | 38.89 ± 2.89 |
|                          | 20 | 3-2|          | 37.14 ± 1.10 | 17.19 ± 1.71 | 17.19 ± 1.71 | 17.19 ± 1.71 | 38.89 ± 2.89 |

### Table 4: Performance of AMS for cross-layer fusion

| Data Partition         | Dataset | Net Type | N  | Net Depth (L) | ensemble |
|------------------------|---------|----------|----|---------------|----------|
| hetero-label MNIST MLPs| 5 [1,5] |          |    | 73.43 ± 8.15  | 81.49 ± 7.76 |
|                        | 10 [1,5]|          |    | 57.68 ± 7.90  | 77.32 ± 4.77 |
|                        | 20 [1,5]|          |    | 76.40 ± 4.37  | 81.42 ± 4.84 |
| hetero-dir (α = 0.5) MNIST MLPs | 5 [1,5] |          |    | 94.98 ± 1.65  | 91.68 ± 2.55 |
|                        | 10 [1,5]|          |    | 92.20 ± 2.81  | 90.90 ± 1.22 |
|                        | 20 [1,5]|          |    | 92.75 ± 1.76  | 88.21 ± 1.76 |
| hetero-dir (α = 0.01) MNIST MLPs | 5 [1,5] |          |    | 45.45 ± 3.84  | 61.90 ± 4.93 |
|                        | 10 [1,5]|          |    | 37.14 ± 6.50  | 29.26 ± 12.21 |
|                        | 20 [1,5]|          |    | 25.81 ± 7.47  | 34.10 ± 2.57 |

**Heterogeneity robustness** We here test how all the model fusion and ensemble algorithms perform when the severity of data heterogeneity is increased. We run each method on five local MLPs (MNIST) and CNN (CIFAR10) models trained with hetero-dir data partition with varying $\alpha$. As shown in figure 3, AMS-full and AMS-top1 achieves significantly higher accuracy than FedAvg, ensemble method and PFNM when $\alpha$ is smaller than 0.5. For MLPs trained with MNIST, AMS-top1 and AMS-full maintain a accuracy of close to 60% while accuracy of ensemble method and PFNM decays to 20% when $\alpha = 5^{-4}$. FedAvg maintains a stable accuracy close to 40% when $\alpha$ is smaller than 0.01. In contrast, in the figure 3(b), for CNNs trained with CIFAR10, the robustness performance rank of all the methods hold similarly while move towards right. We explain this phenomenon as the resultant of increment of task difficulty.

Considering that the AMS-full and AMS-top1 exclude neuron disturbing before the output layer. The above facts show that it is necessary to consider the impact of neuron disturbing in overcoming data heterogeneity for model fusion or ensemble methods. Performance of FedAvg and PFNM decline rapidly when the severity of data heterogeneity reaches some point. Considering preceding model fusion method are almost all only tested on hetero-dir data partition where $\alpha \geq 0.5$, we doubt the reliability of experiments in previous researches. Furthermore, it is sensible to set robustness to data heterogeneity as a standard evaluation index when newly developed model fusion algorithms are tested.
7 Conclusion

In this paper, we reveal the phenomenon of neuron disturbing and give detailed explanations from a Bayesian viewpoint combining the data heterogeneity among clients and the property of neural networks. In addition, based on absolute confidence of neural networks, we developed an experimental method for verification of neural disturbing. There are still several concerns left for future works. The first one is, how to measure neural disturbing and characterize the dynamics of it along the change of data heterogeneity. The second, what is the sufficient condition of effectiveness of AMS method, e.g., the loss function. The third, if there is disturbing among learned parameters in statistical models trained with non-IID data.
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