Andreev reflection and Josephson effect in the $\alpha - T_3$ lattice
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We investigate the Andreev reflection and Josephson effect in the $\alpha - T_3$ lattice which falls between graphene ($\alpha = 0$) and the dice lattice ($\alpha = 1$) by adjusting the parameter $\alpha$. In the regime of specular Andreev reflection, when the incident energy of electron is small, the probability of Andreev reflection decreases as the parameter $\alpha$ increases. On the contrary, when the incident energy is large, the probability of Andreev reflection increases as the parameter $\alpha$ increases. Interestingly, when the incident energy approaches the superconducting energy-gap function, the Andreev reflection with approximate all-angle perfect transmission happens in the case of $\alpha = 1$. In the regime of Andreev retro-reflection, when the parameter $\alpha$ increases, the probability of Andreev reflection decreases regardless of the value of incident energy. When the incident energy approaches the superconducting energy-gap function, the Andreev reflection with approximate all-angle perfect transmission happens regardless of the value of $\alpha$. We also give the differential conductance in these two regimes and find that the differential conductance increases as the parameter $\alpha$ increases generally. In addition, the $\alpha - T_3$ lattice-based Josephson current increases as $\alpha$ increases. When the length of junction approaches zero, the critical Josephson currents in the different values of $\alpha$ approach the same value.

PACS numbers: 73.63.-b, 72.15.Jf, 73.23.-b

INTRODUCTION

With the rise of graphene [1], the honeycomb-like lattices such as silicene, two-dimensional transition metal dichalcogenides, and black phosphorus are researched widely due to the expectable nanotechnology applications in future [2–5]. There is a special honeycomb-like lattice whose geometry is an additional atom sitting at the center of each hexagon [6–10], shown in Fig. 1(a). The continuous evolution of $\alpha$ from 0 to 1 can be linked to a smooth transition from graphene (pseudospin $S = 1/2$) to dice or $T_3$ lattice (pseudospin $S = 1$). Recently, the material Hg$_{1-x}$Cd$_x$Te at the critical doping can be mapped onto the $\alpha - T_3$ lattice with parameter $\alpha = 1/\sqrt{3}$ [11]. The Hamiltonian of $\alpha - T_3$ lattice is described by the Dirac-Weyl equation and its electronic structure consists of a pair of linear Dirac cone and a flat band passing through the Dirac point exactly.

The variable Berry phase (from $\pi$ to 0) in the $\alpha - T_3$ lattice has attracted many researchers to investigate Berry phase-based electronic properties such as Berry phase-dependent DC Hall conductivity [12], Berry phase-modulated valley-polarized magnetococonductivity [13], and the photoinduced valley and electron-hole symmetry breaking [14]. Someone even designed a chaos-based Berry phase sensor in the $\alpha - T_3$ lattice [15]. There are also many unusual electronic properties to be discussed such as the minimal conductivity [16], super-Klein tunneling [17, 20], magneto-optical conductivity and the Hofstadter butterfly [21], nonlinear optical response [22], thermoelectric performance in a nanoribbon made of $\alpha - T_3$ lattice [23], Floquet topological phase transition [24], and electronic and optical properties in the irradiated $\alpha - T_3$ lattice [25, 26]. In addition, the flat band-induced diverging dc conductivity [27], nontrivial topology [28, 29, 31, 33], and ferromagnetism were studied [34, 35].

Unfortunately, the Andreev reflection and Josephson effect as the important transport properties in the condensed matter physics are not discussed in the $\alpha - T_3$ lattice. The Andreev reflection was described as the electron-hole conversion at the interface of the normal metal-superconductor firstly [36]. In 2006, C. W. J. Beenakker discussed the Andreev reflection in a graphene-based superconducting junction and found that the electron-hole conversion in different bands (interband conversion) leads to the specular Andreev reflection (SAR) [37] which is different from the case in a general metal-superconductor junction where only Andreev retro-reflection (ARR) happens in the same band (intraband conversion) [38]. After that, many researchers focus on the Andreev reflection in graphene-like materials such as silicene [39], MoS$_2$ [40], and phosphorene [41]. Recently, the anomalous Andreev reflection, interband (intraband) conversion-induced ARR (SAR), is found in an 8-Pmmm borophene-based superconducting junction [41].

In 1962, B. D. Josephson predicted that the supercurrent carried by Cooper pairs will tunnel in a sandwich structure which is made of two superconductors (with different macroscopic phases) separated by a thin insulating barrier [42, 43]. After one year, his theory was verified in experiment by P. W. Anderson et al. and this effect was named as Josephson effect [44]. When the
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insulating barrier is replaced by a normal metal, based on Andreev reflection, some split energy levels below the energy gap of superconductor are produced in the normal metal. These split energy levels are called Andreev bound states (ABSs), which support the transport of Cooper pairs between the left and right superconductors and then generate supercurrent [45]. Generally, by calculating the phase difference-dependent Josephson free energy, the minimal Josephson free energy appears at phase difference $\phi = 0$ and this Josephson junction is called 0 junction. If the middle region is a ferromagnetic metal, i.e., superconductor-ferromagnet-superconductor junction, the direction of the critical supercurrent will be reversed, which is first predicted by Buzdin et al. [46] and later reviewed by Buzdin [47]. In this case, the minimal Josephson free energy appears at phase difference $\phi = \pi$ and this Josephson junction is called $\pi$ junction which is suggested as a promising device to realize qubits [48, 49].

Therefore, an interesting question to discuss the continuous evolution of Andreev reflection and Josephson effect constantly.

We find that the Andreev reflection was investigated in the case of $\alpha = 0$ (such as graphene [37]) and $\alpha = 1$ (such as $T_3$ lattice [59]) while the Josephson effect was only studied in the case of $\alpha = 0$ (such as graphene [37]). Therefore, an interesting question to discuss the continuous evolution of Andreev reflection and Josephson effect from $\alpha = 0$ to $\alpha = 1$ are lack, which inspires us to discuss the Andreev reflection and Josephson effect in the $\alpha-T_3$ lattice. We firstly give the model and basic formalism. Then, the numerical results and theoretical analysis about the probability of Andreev reflection, the differential conductance, and the Josephson effect are presented and discussed. Finally, the main results of this work are summarized.

II. MODEL AND FORMALISM

The Bogoliubov-de Gennes (BdG) equation in the $\alpha-T_3$ lattice-based superconducting junction is written as

$$\begin{align*}
\begin{pmatrix}
\mathcal{H} - E_F & \Delta_0 e^{i\phi} \\
\Delta_0 e^{-i\phi} & E_F - T\mathcal{H}T^{-1}
\end{pmatrix}
\begin{pmatrix}
u_e \\
u_h
\end{pmatrix}
= \varepsilon
\begin{pmatrix}
u_e \\
u_h
\end{pmatrix}.
\end{align*}
$$

Here $E_F$ is the Fermi energy of system. $\phi$ is the macroscopic phase in the superconducting region. $T$ is the time-reversal operator. $\varepsilon$ is the excited energy of electron and hole. $\nu_e$ and $\nu_h$ are the electron (electron-like) and hole (hole-like) wavefunctions in the normal (superconducting) region, respectively. $\Delta_0$ is the zero temperature energy-gap function. The Hamiltonian in the $\alpha-T_3$ lattice is

$$\mathcal{H} = \begin{pmatrix}

\mathcal{H}_+ & 0 \\
0 & \mathcal{H}_-
\end{pmatrix},$$

in which $\mathcal{H}_\pm = \hbar v_F \mathbf{S} \cdot \mathbf{k} + U(x)$ with

$$
S_x = \pm \begin{pmatrix}
0 & \cos \varphi & 0 \\
\cos \varphi & 0 & \sin \varphi \\
0 & \sin \varphi & 0
\end{pmatrix}
\quad \text{and}
$$

$$
S_y = -i \begin{pmatrix}
0 & \cos \varphi & 0 \\
-\cos \varphi & 0 & \sin \varphi \\
0 & -\sin \varphi & 0
\end{pmatrix}.
$$

Here the Fermi velocity $v_F = 10^6 m/s$, the label $\pm$ denotes the K and K' valleys respectively, the angle $\varphi$ is

FIG. 1: (Color online) $\alpha-T_3$ lattice-based normal metal-superconductor (NS) junction (a) and superconductor-normal metal-superconductor (SNS) junction (b). There are three atoms per unit cell at sites A (red) and B (blue), connected via hopping $t$, and an additional site C (green) at the center of the hexagons, connected with B via a variable hopping parameter $\alpha t$. $\phi_{L(R)}$ is the the macroscopic phase in the left (right) superconducting region.
related to the strength of the coupling $\alpha$ as $\alpha = \tan \varphi$, and $U(x) = -U_0 \Theta(x)$ with the Heaviside step function $\Theta$ can be adjusted by doping or a gate voltage in the superconducting region and is zero in the normal region.

Owing to the time-reversal symmetry of $\alpha - T_3$ lattice, the Hamiltonian is time-reversal invariant, i.e., $THT^{-1} = H$. Then, by matrix transformation, Eq. 1 can be decoupled into two sets of four equations with the form

$$
\begin{pmatrix}
\mathcal{H}_\pm - E_F \\
\Delta_0 e^{-i\phi} \\
\end{pmatrix}
\begin{pmatrix}
\begin{pmatrix} u_e \\ v_e \end{pmatrix} \\
\end{pmatrix}
= \begin{pmatrix} \varepsilon u_e \\ \varepsilon v_e \end{pmatrix}.
$$

(5)

For the convenience of discussion, we consider the set with $\mathcal{H}_+$ because of the valley degeneracy. When $\varepsilon$ and transverse momentum $k_y$ are given, we obtain four eigenstates in the normal region by solving Eq. 4:

$$
\psi_e^\pm = e^{\pm i k_x x + i k_y y} (\pm e^{+i\theta} \cos \varphi, 1, \pm e^{+i\theta} \sin \varphi, 0, 0) \begin{pmatrix} \varepsilon u_e \\ \varepsilon v_e \end{pmatrix},
$$

(6)

$$
\psi_h^\pm = e^{\pm i k_x x + i k_y y} (0, 0, 0, \mp e^{+i\theta} \cos \varphi, 1, \mp e^{+i\theta} \sin \varphi) \begin{pmatrix} \varepsilon u_e \\ \varepsilon v_e \end{pmatrix}.
$$

For the electron (hole) moves in the $+x$ direction (towards the NS junction), while $\psi_e^-$ ($\psi_h^-$) denotes the electron (hole) moves in the $-x$ direction (away from the NS junction). The angles $\theta = \arcsin[\hbar v_F k_y/(\varepsilon + E_F)]$ and $\vartheta' = \arcsin[\hbar v_F k_y/(\varepsilon - E_F)]$ are the incident angle of an electron and the reflected angle of the corresponding hole, respectively. The wave vector $k_{xe}$ ($k_{xh}$) is the longitudinal wave vector of the electron (hole). We consider the regime of $U_0 \gg E_F$ and $\varepsilon$ in the superconducting regions, then the simplified wave functions are obtained as

$$
\psi_S^\pm = \begin{pmatrix}
\frac{1}{1 + \cos \varphi} e^{\pm i \beta} \\
\cos \varphi e^{i \beta} \\
\end{pmatrix}
\begin{pmatrix}
\arcsin[\varepsilon/\Delta_0] \\
\tan \varphi e^{i \beta} \\
\end{pmatrix}
\begin{pmatrix}
\cos \varphi \\
\tan \varphi e^{i \beta} \\
\end{pmatrix}
\begin{pmatrix}
\varepsilon \pm i k_0 x + i k_y y - \kappa x \\
\varepsilon \pm i k_0 x + i k_y y - \kappa x \\
\end{pmatrix}.
$$

(7)

Here $k_0 = U_0/\hbar v_F$, $\kappa = (\Delta_0/\hbar v_F)/\sin \beta$, and $\beta$ is defined as

$$
\beta = \begin{cases} 
\arccos(\varepsilon/\Delta_0) & \varepsilon < \Delta_0, \\
-i \arccosh(\varepsilon/\Delta_0) & \varepsilon > \Delta_0.
\end{cases}
$$

(8)

The state $\psi_S^+$ ($\psi_S^-$) represents the wavefunction of a quasihole (quasielectron) for $\varepsilon > \Delta_0$ while this state is the coherent superposition of the electron and hole excitations for $\varepsilon < \Delta_0$ in the superconducting regions. According to the derivation of probability current in Ref. [11], assuming a wavefunction in the general form $\Psi = (\psi_A, \psi_B, \psi_C)^T$, the $x$ component of the probability current is $J_x = 2Re(\psi_B^\ast (\psi_A \cos \varphi + \psi_C \sin \varphi))$. Owing to conservation of $J_x$, the matching conditions for the wavefunctions across the $\alpha - T_3$ lattice-based interface are [6, 18, 19]

$$
\psi_B|x=0^+ = \psi_B|x=0^-, \\
\psi_A \cos \varphi|x=0^+ + \psi_C \sin \varphi|x=0^+ = \psi_A \cos \varphi|x=0^- + \psi_C \sin \varphi|x=0^-.
$$

(9)

Thus, Eqs. (6) and (7) are rewritten as

$$
\Psi_e^\pm = e^{\mp i k_x x + i k_y y} (1, \pm e^{+i\theta} \cos \varphi \pm e^{+i\theta} \sin^2 \varphi, 0, 0) \begin{pmatrix} \varepsilon u_e \\ \varepsilon v_e \end{pmatrix},
$$

(10)

$$
\Psi_h^\pm = e^{\mp i k_x x + i k_y y} (0, 0, 1, \mp e^{+i\theta} \cos \varphi \mp e^{+i\theta} \sin^2 \varphi) \begin{pmatrix} \varepsilon u_e \\ \varepsilon v_e \end{pmatrix}.
$$

According to the continuity of wavefunction, we match the states at the interface $(x = 0)$ between S and N regions, i.e.,

$$
\Psi_e^+ + r_A \Psi_h^- = a \Psi_S^+ + b \Psi_S^-,
$$

(11)

where $r$ is the reflected amplitude for an incident electron, $r_A$ is the reflected amplitude for a reflected
hole, and \( a\) (\( b\)) is the transmitted amplitude for an electron(hole)-like quasiparticle. Substituting Eq. \( 11\) into Eq. \( 11\), we have the amplitudes of the normal and Andreev reflections, respectively

\[
\begin{align*}
J &= \frac{(\chi_{ex} - \chi_{hr}) \cos \beta + i(\chi_{ex} \chi_{hr} - 1) \sin \beta}{(\chi_{ex} - \chi_{hr}) \cos \beta + i(\chi_{ex} \chi_{hr} - 1) \sin \beta}, \\
J_A &= \frac{\chi_{ex} - \chi_{er}}{(\chi_{ex} - \chi_{hr}) \cos \beta + i(\chi_{ex} \chi_{hr} - 1) \sin \beta}.
\end{align*}
\]

(12)

The parameters in above equation are given

\[
\begin{align*}
\chi_{ex} &= e^{-i\theta} \cos^2 \varphi + e^{i\theta} \sin^2 \varphi, \\
\chi_{er} &= -e^{i\theta} \cos^2 \varphi - e^{-i\theta} \sin^2 \varphi, \\
\chi_{hr} &= e^{i\theta^*} \cos^2 \varphi + e^{-i\theta^*} \sin^2 \varphi.
\end{align*}
\]

(13)

In our paper, the probability current is conserved in \( x\) direction, then, by using the same derivation in Ref. \[41\], the corresponding incident probability current of electron along \( x\) direction is \( J_{xex} = \chi_{ex} + \chi_{ex}^*\), the corresponding reflected probability current of electron is \( J_{xer} = \chi_{er} + \chi_{er}^*\), and the corresponding reflected probability current of hole is \( J_{xhr} = \chi_{hr} + \chi_{hr}^*\). So the reflected and Andreev reflected probabilities are written as \( R = |J_{xex}| r^* r\) and \( R_a = |J_{xer}| r^* r_a\), respectively.

### III. RESULTS AND DISCUSSION

#### A. Andreev reflected Probability

In Fig. 2, the incident angle of electron-dependent Andreev reflected probability is plotted with the different incident energies and the different values of \( \alpha\) in \( E_F = 0\). In Fig. 2(a), the Andreev reflected probability decreases as \( \alpha\) increases when incident energy is equal to \( 0.2\Delta_0\). With the increase of incident energy, shown in Figs. 2(b)-2(d), the Andreev reflected probability has a trend that its value increases as \( \alpha\) increases. We choose a limit value of incident energy (\( \varepsilon = 0.99\Delta_0\)) in Fig. 3, then this phenomenon, i.e., \( R_a\) increases as \( \alpha\) increases, is obvious. Interestingly, an approximately perfect transmission (\( R_a = 1\)) in a wide range of incident angle is shown when \( \alpha = 1\) in Fig. 3, which is called as super-Andreev reflection by some researchers \[56\].

Let’s do some qualitative analysis. In the case of \( E_F = 0\), it is easy to obtain \( \theta' = \theta\). Then, from Eq. \( 12\), we give the Andreev reflected probability

\[
R_a = \frac{4 \cos^2 \theta}{X \cos^2 \beta + Y \sin^2 \beta + Z}
\]

(14)

in which \( X, Y,\) and \( Z\) are defined as

\[
\begin{align*}
X &= 4(1 - \sin^2 \theta \sin^2 2\varphi), \\
Y &= 4 \cos^2 \theta + \sin^4 \theta \sin^4 2\varphi, \\
Z &= \sin 4\varphi \sin 2\beta \sin^3 \theta \sin 2\varphi.
\end{align*}
\]

(15)

In the case of \( \varepsilon \ll \Delta_0\), we obtain \( \cos \beta \to 0\) while \( \sin \beta \to 1\) by a simple calculation. The Andreev reflected probability becomes

\[
R_a \to \frac{4 \cos^2 \theta}{4 \cos^2 \theta + \sin^4 \theta \sin^4 2\varphi}.
\]

(16)

Obviously, the Andreev reflected probability decreases as \( \alpha\) increases. When \( \alpha\) approaches 0, then \( \sin^4 2\varphi \to 0\) in Eq. \( 16\) and then \( R_a \to 1\). These results are consistent with the ones in Fig. 2(a). When the incident energy \( \varepsilon\) approaches \( \Delta_0\), then \( \cos \beta \to 1\) while \( \sin \beta \to 0\). The Andreev reflected probability becomes

\[
R_a \to \frac{\cos^2 \theta}{1 - \sin^2 \theta \sin^2 2\varphi}.
\]

(17)

We can easily obtain a conclusion that the Andreev reflected probability increases as \( \alpha\) increases and \( R_a \to 1\) when \( \alpha\) approaches 1, which are consistent with the results in Figs. 2(d) and 3. We will show that this property doesn’t just happen in \( \alpha = 1\) in the next paragraph. In fact, this property can happen regardless of the value of \( \alpha\) in the proper parameters.
In Fig. 4, the incident angle of electron-dependent Andreev reflected probability is plotted with the different incident energies and the different values of $\alpha$ in $E_F = 100\Delta_0$. The Andreev reflected probability increases as $\alpha$ decreases regardless of the value of incident energy. But when $\varepsilon = 0.99\Delta_0$ in Fig. 5, the super-Andreev reflection is shown regardless of the value of $\alpha$. The range of incident angle of super-Andreev reflection increases as $\alpha$ increases. Similarly, some qualitative analysis are given below. When $E_F \gg \varepsilon$, we can get $\theta \approx -\theta$ and then the Andreev reflected probability is written as

$$R_a \rightarrow \frac{4 \cos^2 \theta}{4 \cos^2 \theta + \frac{1}{(2 - \sin^2 \theta \sin^2 2\varphi)^2} - 4 \cos^2 \theta \sin^2 \beta}. \quad (18)$$

In this equation, the value of $\sin^2 2\varphi$ increases as $\alpha$ increases, which leads to the fact that $R_a$ increases as $\alpha$ increases. This conclusion corresponds with the numerical result in Fig. 4. For clarity, we consider $\varepsilon \ll \Delta_0$, then $\sin \beta \rightarrow 1$ and the Andreev reflected probability becomes

$$R_a \rightarrow \frac{4 \cos^2 \theta}{(2 - \sin^2 \theta \sin^2 2\varphi)^2}. \quad (19)$$

So it is easy to find that $R_a$ increases as $\alpha$ increases, which is consistent with the result in Fig. 4(a). When $\varepsilon$ approaches $\Delta_0$, then $\sin \beta \rightarrow 0$ and the Andreev reflected probability (Eq. (18)) becomes $R_a \rightarrow 1$ regardless of the value of $\alpha$, which is consistent with the result in Fig. 5. In Ref. [59], authors give a conclusion that the super-Andreev reflection can not appear in $\alpha = 0$. So, in our work, we deepen their research.

**B. Differential conductance of the NS junction**

In the regime of zero temperature, the differential conductance of the NS junction following the Blonder-Tinkham-Klapwijk formula is [59]

$$G = G_0 \int_0^{\pi/2} (1 - R_a) \cos \theta d\theta. \quad (20)$$

Considering the two-fold spin and valley degeneracies, $G_0 = \frac{\pi e^2}{h}$, $N(\varepsilon)$ is the ballistic conductance with $N(\varepsilon) = \frac{W(\varepsilon + E_F)}{\hbar v_F}$, the transverse modes in the $\alpha-T_3$ lattice with the width $W$.

The incident energy-dependent differential conductances of the NS junction in the case of different Fermi energies are shown in Fig. 6. In the case of $E_F = 0$, using the relation $R + R_a = 1$ and Eq. (16), we obtain $G \rightarrow 2G_0$ for $\alpha = 0$, $G \rightarrow 1.96G_0$ for $\alpha = 0.25$, $G \rightarrow 1.84G_0$ for $\alpha = 0.5$, $G \rightarrow 1.76G_0$ for $\alpha = 0.75$, and $G \rightarrow (3\sqrt{2}\arctan(h/4\Delta_0) - 2)G_0 \approx 1.74G_0$ for $\alpha = 1$. 

**FIG. 4:** (Color online) (a)-(d) The incident angle of electron-dependent Andreev reflected probability in the case of different incident energies and different values of $\alpha$. Here $E_F = 100\Delta_0$ and the other parameters are the same as the ones in Fig. 2.

**FIG. 5:** (Color online) The incident angle of electron-dependent Andreev reflected probability in the case of the different values of $\alpha$ with the incident energy $\varepsilon = 0.99\Delta_0$. The other parameters are the same as the ones in Fig. 4.
when $\varepsilon \ll \Delta_0$. When the incident energy $\varepsilon$ approaches $\Delta_0$, using Eq. (17), we get $G \to \frac{1}{2}G_0$ for $\alpha = 0$, which reproduces the result in graphene-based superconducting junction, and the formula below for $\alpha \neq 0$

$$G \to \frac{2[\sin 2\varphi - \cos^2 2\varphi \arctanh(\sin 2\varphi)]}{\sin^2 2\varphi}G_0. \quad (21)$$

From the formula above, it is easy to obtain that $G \to 1.4G_0$ for $\alpha = 0.25$, $G \to 1.58G_0$ for $\alpha = 0.5$, $G \to 1.83G_0$ for $\alpha = 0.75$, and $G \to 2G_0$ for $\alpha = 1$. These results are shown in Fig. 6(a).

With the increase of $E_F$, shown in Figs. 6(b)-6(d), the value of $G$ increases as $\alpha$ increases when $\varepsilon \ll \Delta_0$. Interestingly, the value of $G$ will tend to $2G_0$ when $\varepsilon \to \Delta_0$, shown in Fig. 6(d). Now we give a brief analysis below.

In the case of $E_F \gg \varepsilon$, when $\varepsilon \ll \Delta_0$, using Eq. (13), $G \to \frac{4}{3}G_0 \approx 1.33G_0$ for $\alpha = 0$, which also reproduces the result in graphene-based superconducting junction, and the formula below for $\alpha \neq 0$

$$G \to \frac{\sqrt{2}(2 + \sin^2 2\varphi)\arctanh(\sin 2\varphi)}{\sin^2 2\varphi}G_0. \quad (22)$$

By a simple calculation, $G \to 1.4G_0$ for $\alpha = 0.25$, $G \to 1.55G_0$ for $\alpha = 0.5$, $G \to 1.69G_0$ for $\alpha = 0.75$, and $G \to 1.74G_0$ for $\alpha = 1$. When $\varepsilon$ approaches $\Delta_0$, then $\sin \beta \to 0$, the Andreev reflected probability becomes $R_\alpha \to 1$, and the reflected probability becomes $R \to 0$ regardless of the value of $\alpha$. So the value of $G$ tends to $2G_0$ regardless of the value of $\alpha$. These results can be verified in Fig. 6(d).

When $\varepsilon \gg \Delta_0$, then $R_\alpha \to 0$, $\sin \beta \to -i\frac{\varepsilon}{\Delta_0}$, $\cos \beta \to \frac{\Delta_0}{\varepsilon}$, and the reflected probabilities is written as

$$R \to \frac{(\cos \theta - 1)^2 + (\sin \theta \cos 2\varphi)^2}{(\cos \theta + 1)^2 + (\sin \theta \cos 2\varphi)^2}. \quad (23)$$

We obtain $G \to (4 - \pi)G_0 \approx 0.86G_0$ for $\alpha = 0$ and $G \to (2\pi - 16/3)G_0 \approx 0.95G_0$ for $\alpha = 1$, which reproduce the results in Refs. [37] and [56]. For $\alpha \neq 0$ and 1, the differential conductance $G$ becomes

$$G \to 2\csc^2 4\varphi(M - N)G_0 \quad (24)$$

in which $M$ and $N$ are defined as

$$M = 4(\sin^2 2\varphi + \pi \cos^2 2\varphi), \quad (25)$$

$$N = \arctan(\cos 2\varphi)(3 + \cos 4\varphi)^2 \sec 2\varphi.$$

Then, we give $\alpha$-dependent differential conductance $G$ in Fig. 7. The value of $G$ increases as $\alpha$ increases regardless of the value of $E_F$ (between $(4 - \pi)G_0$ and $(2\pi - 16/3)G_0$).

### C. Josephson current of the SNS junction

The $\alpha - T_3$ lattice-based Josephson junction is shown in Fig. 1(b). The wavefunctions in left and right superconducting regions are

$$\Psi_{SL}^\pm = \frac{1}{\cos \varphi} \begin{pmatrix} \mp e^{i\beta} \\ e^{i\beta} \\ e^{-i\phi_L} \\ e^{-i\phi_R} \end{pmatrix} e^{i(k_0x + ik_y + \kappa x)},$$

$$\Psi_{SR}^\pm = \frac{1}{\cos \varphi} \begin{pmatrix} \pm e^{i\beta} \\ e^{i\beta} \\ e^{-i\phi_L} \\ e^{-i\phi_R} \end{pmatrix} e^{i(k_0x + ik_y - \kappa x)}. \quad (26)$$
We analyze the Josephson effect in the experimentally most relevant short-junction regime that the length $L$ of the normal region is smaller than the superconducting coherence length $\xi$, i.e., $h v_F / L \gg \Delta(T)$. According to the continuity of wavefunction, we match the states at the interfaces ($x = 0$ and $L$) between S and N regions, i.e.,

$$
\begin{align*}
\left. a\psi_{SL} \right|_{x=0} + b\psi_{SL}^+ \right|_{x=0} &= \left. \Psi_M \right|_{x=0}, \\
\left. c\psi_{SR}^- \right|_{x=L} + d\psi_{SR}^+ \right|_{x=L} &= \left. \Psi_M \right|_{x=L},
\end{align*}
$$

(27)

where $\Psi_M = e\Psi_c^x + f\Psi_c^- + g\Psi_b^x + h\Psi_b^-$ from Eq. (10). In order to insure the nonzero solution of Eqs. (27), considering $E_F \gg \varepsilon$, the below condition need to be satisfied

$$
A \varepsilon^2 + B = 0.
$$

(28)

Parameters $A$ and $B$ are defined as

$$
A = (64 \cos^2 \theta - P) \sin^2(k_x L) - 64 \cos^2 \theta,
$$

$$
B = (P - 64 \cos^2 \theta) \sin^2(k_x L) + 32 \cos^2 \theta(1 + \cos \phi),
$$

(29)

where $P = (4 \sin^2 \theta \sin^2 2\phi - 8)^2$, $k_x = \frac{E_F}{h v_F} \cos \theta$, and phase difference $\phi = \phi_R - \phi_L$. We can obtain the Andreev bound level $\varepsilon$ from Eq. (28) and then the relation between the Josephson current $J$ passing through the junction with the positive Andreev bound level and transverse width $W$ at zero temperature is given as

$$
J = -\frac{4eW E_F}{\hbar \pi h v_F} \int \frac{d\varepsilon}{d\phi} \cos \theta d\theta,
$$

(30)

in which the factor of 4 denotes the two-fold spin and valley degeneracies. The unit for Josephson current is $J_0 = \frac{16}{\pi} \frac{W E_F}{\hbar \sqrt{\Delta}} \Delta_0$.

In Fig. 8, phase difference $\phi$-dependent Josephson current are plotted by varying parameter $\alpha$. The value of Josephson current increases as $\alpha$ increases. We can give

$$
\frac{d\varepsilon}{d\phi} = -\frac{16 \cos^2 \theta \sin \phi \Delta_0}{\sqrt{\Delta^2 - \Delta_0^2}}
$$

because of $A < 0$. When $\alpha$ increases, the values of $A$ and $B$ decrease from Eqs. (29), then the value of $\frac{d\varepsilon}{d\phi}$ increases and the increase of Josephson current is shown in Fig. 8. We also give the length of junction $L$-dependent critical Josephson current $J_c$ (the maximal Josephson current) in Fig. 9. The value of $J_c$ oscillates as $L$ varies and increases as $\alpha$ increases. By considering the limiting behavior $L \to 0$, then $\sin(k_x L) \to 0$ and the critical Josephson current $J_c \to \frac{\sqrt{2}}{4} J_0 \approx 0.354 J_0$ regardless of the value of $\alpha$, which is shown in Fig. 9.

IV. CONCLUSIONS

We discuss the Andreev reflection and Josephson effect in the $\alpha - T_3$ lattice-based superconducting junction by solving the Bogoliubov-de Gennes equation. In the regime of specular Andreev reflection, the probability of Andreev reflection decreases as the parameter $\alpha$ increases when the incident energy of electron is small. As the incident energy increases, the probability of Andreev reflection increases as the parameter $\alpha$ increases. There is an interesting property that the Andreev reflection with approximate all-angle perfect transmission happens in the case of $\alpha = 1$ when the incident energy approaches the superconducting energy-gap function.

In the regime of Andreev retro-reflection, the probability of Andreev reflection increases as $\alpha$ increases regardless of the incident energy of electron. Interestingly, when the incident energy approaches the superconducting energy-gap function, the Andreev reflection with ap-
proximate all-angle perfect transmission happens regardless of the value of $\alpha$, which is different from the case in the regime of specular Andreev reflection.

The measurable differential conductances of NS junction in experiment are shown in these two regimes. We find that the differential conductances show the same property that their values increase as $\alpha$ increases generally in both regimes. Besides, there is a difference that the value of differential conductance tends to $2G_0$ regardless of the value of $\alpha$ when the incident energy $\varepsilon$ approaches the superconducting energy-gap function $\Delta_0$ in the case of $E_F \gg \varepsilon$.

In addition, we find that the $\alpha - T_3$ lattice-based Josephson current increases as $\alpha$ increases. The critical Josephson currents oscillate as the length of junction varies and approach the same value when the length of junction approaches zero in the different values of $\alpha$. Our work gives the properties of continuous evolution of Andreev reflection and Josephson effect when the pseudospin of fermion varies from pseudospin $S = 1/2$ to pseudospin $S = 1$ continuously.
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