Fluid Communities: A Competitive, Scalable and Diverse Community Detection Algorithm
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Abstract We introduce a community detection algorithm (Fluid Communities) based on the idea of fluids interacting in an environment, expanding and contracting as a result of that interaction. Fluid Communities is based on the propagation methodology, which represents the state-of-the-art in terms of computational cost and scalability. While being highly efficient, Fluid Communities is able to find communities in synthetic graphs with an accuracy close to the current best alternatives. Additionally, Fluid Communities is the first propagation-based algorithm capable of identifying a variable number of communities in network. To illustrate the relevance of the algorithm, we evaluate the diversity of the communities found by Fluid Communities, and find them to be significantly different from the ones found by alternative methods.
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1 Introduction

Community detection (CD) extracts structural information of a network unsupervisedly. Communities are typically defined by sets of vertices densely interconnected which are sparsely connected with the rest of the vertices from the graph. Finding communities within a graph helps unveil the internal organization of a graph, and can also be used to characterize the entities that compose it (e.g., groups of people with shared interests, products with common properties, etc.).

One of the first CD algorithms proposed in the literature is the Label Propagation Algorithm (LPA) [11]. Although other CD algorithms have been shown to outperform it, LPA remains relevant due to its scalability (with linear computational complexity $O(E)$) and yet competitive results [16]. In this paper we propose a novel CD algorithm: the Fluid Communities (FluidC) algorithm, which also implements the efficient propagation methodology. This algorithm mimics the behaviour of several fluids (i.e., communities) expanding and pushing one another in a shared, closed and non-homogeneous environment (i.e., a graph), until equilibrium is found. By initializing a different number of fluids in the environment, FluidC can find any number of communities in a graph. To the best of our knowledge, FluidC is the first propagation-based algorithm with this property, which allows the algorithm to provide insights into the graph structure at different levels of granularity.

2 Related Work

The most recent evaluation and comparison of CD algorithms was made by Yang et al [16], where the following eight algorithms were compared in terms of Normalized Mutual Information (NMI) and computing time: Edge Betweenness [4], Fast greedy [2], Infomap [14][15], Label Propagation [11], Leading Eigenvector [8], Multilevel (i.e., Louvain) [11], Spinglass [12] and Walktrap [10]. The performance of these eight algorithms was measured on artificially generated graphs provided by the LFR benchmark [6], which defines a more realistic setting than the alternative GN benchmark [9], including scale-free degree and cluster size distributions. One of the main conclusions of this study is that the Multilevel algorithm is the most competitive overall in terms of CD quality.

A similar comparison of CD algorithms was previously reported by Lancichinetti and Fortunato [5]. In this work twelve algorithms were considered, some of them also present in the study of [16] (Edge Betweenness, Fastgreedy, Multilevel and Infomap). In this study, the algorithms were compared under the GN benchmark, the LFR benchmark, and on random graphs. In their summary, authors recommend using various algorithms when studying the community structure of a graph for obtaining algorithm-independent information, and suggest Infomap, Multilevel and the Multiresolution algorithm [13] as the best candidates. Results from both [16] and [5] indicate that the fastest CD algorithm is the well-known LPA algorithm, due to the efficiency and scalability of the propagation methodology.
3 Fluid Communities Algorithm

The Fluid Communities (FluidC) algorithm is a CD algorithm based on the idea of introducing a number of fluids (i.e., communities) within a non-homogeneous environment (i.e., a non-complete graph), where fluids will expand and push each other influenced by the topology of the environment until a stable state is reached.

Given a graph \( G = (V, E) \) composed by a set of vertices \( V \) and a set of edges \( E \), FluidC initializes \( k \) fluid communities \( C = \{ c_1, \ldots, c_k \} \), where \( 0 < k \leq |V| \). Each community \( c \in C \) is initialized in a different and random vertex \( v \in V \). Each initialized community has an associated density \( d \) within the range \((0, 1] \). The density of a community is the inverse of the number of vertices composing said community:

\[
d(c) = \frac{1}{|v \in c|} \quad (1)
\]

Notice that a fluid community composed by a single vertex (e.g., every community at initialization) has the maximum possible density \((d = 1.0)\).

FluidC operates through supersteps. On each superstep, the algorithm iterates over all vertices of \( V \) in random order, updating the community each vertex belongs to using an update rule. When the assignment of vertices to communities does not change on two consecutive supersteps, the algorithm has converged and ends.

The update rule for a specific vertex \( v \) returns the community or communities with maximum aggregated density within the ego network of \( v \). The update rule is formally defined in Equations \(2\) and \(3\):

\[
C'_v = \arg\max_{c \in C} \sum_{w \in \Gamma(v)} d(c) \times \delta(c(w), c) \quad (2)
\]

\[
\delta(c(w), c) = \begin{cases} 
1 & \text{if } c(w) = c \\
0 & \text{if } c(w) \neq c
\end{cases} \quad (3)
\]
where $v$ is the vertex being updated, $\mathcal{C}'_v$ is the set of candidates to be the new community of $v$, $\Gamma(v)$ are the neighbours of $v$, $d(c)$ is the density of community $c$, $c(w)$ is the community vertex $w$ belongs to and $\delta(c(w), c)$ is the Kronecker delta.

Notice that $\mathcal{C}'_v$ could contain several community candidates, each of them having equal maximum sum. If $\mathcal{C}'_v$ contains the current community of the vertex $v$, $v$ does not change its community. However, if $\mathcal{C}'_v$ does not contain the current community of $v$, the update rule chooses a random community within $\mathcal{C}'_v$ as the new community of $v$. This completes the formalization of the update rule:

$$ c'(v) = \begin{cases} x \sim \mathcal{U}(\mathcal{C}'_v), & \text{if } c(v) \notin \mathcal{C}'_v \\ c(v), & \text{if } c(v) \in \mathcal{C}'_v \end{cases} \tag{4} $$

where $c'(v)$ is the community of vertex $v$ at the next superstep, $\mathcal{C}'_v$ is the set of candidate communities from equation 2 and $x \sim \mathcal{U}(\mathcal{C}'_v)$ is the random sampling from a discrete uniform distribution of the $\mathcal{C}'_v$ set.

Equation 4 guarantees that no community will ever be eliminated from the graph since, when a community $c$ is compressed into a single vertex $v$, $c$ has the maximum possible density on the update rule of $v$ (i.e., 1.0) guaranteeing $c \in \mathcal{C}'_v$, and thus $c'(v) = c$. An example of FluidC algorithm behaviour is shown in Figure 1.

### 3.1 Properties

FluidC is asynchronous, where each vertex update is computed using the latest partial state of the graph (some vertices may have updated their label in the current superstep and some may not). A straightforward synchronous version of FluidC (i.e., one where all vertex update rules are computed using the final state of the previous superstep) would not guarantee that densities are consistent with Equation 1 at all times (e.g., a community may lose a vertex but its density may not be increased immediately in accordance). Consequently, a community could lose all its vertices and be removed from the graph.

FluidC allows for the definition of the number of communities to be found, simply by initializing a different number of fluids in the graph. This is a desirable property for data analytics, as it enables the study of the graph and its entities at several levels of granularity. Although a few CD algorithms already had this feature (e.g., Walktrap, Fastgreedy), none of those were based on the efficient propagation method.

Another interesting feature of FluidC is that it avoids the creation of monster communities in a non-parametric manner. Due to the spread of density among the vertices that compose a community, a large community (when compared to the rest of communities in the graph) will only be able to keep its size and expand by having a favourable topology (i.e., having lots of intra-community edges which make up for its lower density). Figure 3.1 shows two cases of this behaviour, one where a large community is able to defend against external attack, and one where it is not.
FluidC is designed for connected, undirected, unweighted graphs, and variants of FluidC for directed and/or weighted graphs remain as future work. However, FluidC can be easily applied to a disconnected graph $G'$ just by performing an independent execution of FluidC on each connected component of $G'$ and appending the results.

4 Evaluation

To evaluate performance we use the LFR benchmark [6], measuring NMI obtained on a set of graphs with six different graph sizes ($|V| = 233, 482, 1000, 3583, 8916$ and $22186$) and 25 different mixing parameters ($\mu$ from $0.03$ to $0.75$). The mixing parameter is the average fraction of vertex edges which connect to vertices from other communities [6].

To guarantee consistency, 20 different graphs were generated for each combination of graph size and mixing parameter. This results in a total of 3,000 different graphs ($6$ graph sizes $\times$ $25$ mixing parameter values $\times$ $20$ graphs), and is the same evaluation strategy used in [16]. Besides the graph size and mixing parameter, the LFR benchmark also requires a list of hyperparameters to generate a graph. We use the same ones defined in [16]: maximum degree $0.1 \times |V|$, maximum community size $0.1 \times |V|$, average degree $20$, degree distribution exponent $-2$ and community size distribution exponent $-1$.

These experiments were performed on the five most competitive CD algorithms evaluated in [16] (Fastgreedy, Infomap, Label Propagation, Multilevel and Walktrap) and FluidC. We report the results in Figure 3 where each panel contains two plots. The bottom one shows average performance in NMI on the 20 graphs built for the various values of $\mu$ (shown on the horizontal axis), while the top one shows the corresponding standard deviation (Std). Each plot line represents the results of an algorithm on a different graph size (see panel legend). Among all normalization variants of the Mutual Information metric we use the geometric normalization, i.e., dividing by square root of both entropies.

Before analyzing the results, let us clarify two aspects of the evaluation process. First, the LFR benchmark may generate disjoint graphs. When this is the case, an independent execution of FluidC is computed on each connected subgraph separately,
Fig. 3 NMI performance of six CD algorithms. Each Panel is divided in two plots, the bottom one shows the average NMI performance over 20 random graphs generated with the same properties, including size and mixing parameter. The top plot shows the standard deviation. Different plotted lines correspond to different graph sizes. For reference, each panel contains two lines, one vertical to mark the 0.5 mixing parameter ($\mu$) and one dotted horizontal line to mark the perfect NMI score (NMI = 1).

Walktrap performance reported here differs significantly from Yang et al. [16] due to an error in their experiments, acknowledged by the authors.

and the communities found on the different subgraphs are appended to measure the overall NMI. And second, FluidC requires to specify the number of communities to be found $k$, which is an unknown parameter. For comparability reasons, we report the results obtained using the $k$ resulting in highest modularity. This is analogous to what other algorithms which also require $k$ do (e.g., Fastgreedy and Walktrap).

In our experiments, Multilevel achieved top NMI results on most generated graphs, while Fastgreedy and LPA were clearly inferior to the rest of algorithms. The remaining three algorithms, Walktrap, Infomap and FluidC, were competitive, and had results close to Multilevel. In the context of Walktrap and Infomap, FluidC has a rather particular behaviour. It is better on large graph sizes than Walktrap; for
the largest graph computed ($|V| = 22,186$), FluidC outperforms Walktrap for all $\mu$ values in the range [0.33, 0.66]. FluidC is also more resistant to large mixing parameters than Infomap, which is unable to detect relevant communities for $\mu > 0.55$.

The performance of FluidC is slightly sub-optimal (NMI between 0.9 and 0.95) on low mixing parameters ($\mu \leq 0.4$). This is because communities generated in a graph with low mixing parameters are very densely connected, and only have a few edges connecting them with other communities, edges that act as bottlenecks. These bottlenecks can sometimes prevent the proper flow of communities in FluidC, which leads to sub-optimal results.

In practice, the sub-optimal performance of FluidC on graphs with very low mixing parameter is a minor inconvenience. Real world graphs are often large and have relatively high mixing parameters, a setting where FluidC is particularly competent. In contrast, the recommended algorithm for processing graphs with low mixing parameters would be LPA, as it finds the optimal result in these cases, and it is faster and scales better than the alternatives.

5 Scalability

The main purpose of the FluidC algorithm is to provide high quality communities in a scalable manner, so that good quality communities can also be obtained from large scale graphs. In the previous section we saw how the performance of FluidC in terms of NMI is comparable to the best algorithms in the state-of-the-art (e.g., Multilevel, Walktrap and Infomap). Next we evaluate FluidC scalability, to show its relevance in the context of large networks.

To analyze the computational cost of FluidC we first compare the cost of one full superstep (checking and updating the communities of all vertices in the graph) with that of LPA. LPA is the fastest and more scalable algorithm in the state-of-the-art [16], which is why we use it as baseline for scalability along this section. Figure 4 shows the average time per iteration, using the same type of plots used in the NMI evaluation. Results indicate that the computing time per iteration of FluidC is virtually identical to that of LPA for all graph sizes and mixing parameters. Significantly, both algorithms are almost unaffected by a varying mixing parameter.

Beyond the cost of a single superstep, we also explore the total number of supersteps needed for the algorithm to converge. Figure 5 shows that information for both FluidC and LPA. For this experiment we set the FluidC parameter $k$ to the ground truth. This comparison is relevant for mixing parameters up to 0.5. Beyond that value, LPA produces a single monster community after three supersteps (NMI = 0.0, see Figure 5 Panel e). Nevertheless, the number of supersteps needed by FluidC to converge is never above 13.

These results indicate that FluidC and LPA are similar both in time per superstep and number of supersteps, which implies that both algorithms are analogous in terms of computational cost (with linear complexity $O(E)$) and scalability. To provide further evidence in that regard, and to also evaluate the scalability of the most
relevant alternatives, next we consider the evaluation of larger graphs. We generate graphs with 60,000 and 150,000 vertices following the same methodology described in [3] and measure the computing times of LPA, FluidC, Multilevel and Walktrap (the three fastest algorithms according to [16] plus FluidC). Figure 4 shows the scalability of each algorithm, where the continuous lines in the background correspond to different mixing parameters (from 0.03 to 0.75), and the big dashed line with markers indicates the computed mean over all the 25 mixing parameters.

According to the results shown in Figure 4, LPA has the lowest computing time, closely followed by FluidC. However, LPA results are mistakenly optimistic, since the algorithm is particularly fast for large mixing parameters, where it obtains zero NMI after doing only three supersteps (see Panel e of Figure 3 and Figure 5). If this is taken into account, LPA and FluidC have an analogous scalability.

Walktrap is considerably slower than the rest, and results for graphs larger than 3,000 vertices are not shown. Multilevel is 5x slower than LPA/FluidC, and its cost grows faster. While the slope of LPA/FluidC computed through a linear regression is roughly $10^{-6}$, the slope of Multilevel is close to $10^{-5}$. Processing a large scale graph like PageGraph [7] ($|V| = 3,500M$ vertices) would take approximately 9 hours for FluidC while more than two days (approximately 49 hours) for Multilevel.
6 Diversity of Communities

Synthetic graphs generated by benchmarks like LFR can be used to evaluate the ability of algorithms at finding the community structures pre-defined by those benchmarks. This kind of results are useful for understanding the strengths and weaknesses of algorithms w.r.t. certain structural properties (e.g., $\mu$ and graph size). However, graphs obtained from real world data will rarely contain a single community structure, as complex data can be typically sorted in several coherent but unrelated ways (e.g., group products by sell volume or by sell dates). For this reason it is recommended to use several CD algorithms when analyzing a given graph, to obtain a variety of algorithm independent information [5]. In this context, the relevance of a CD algorithm is also affected by how diverse are the communities it is capable of finding, in comparison with the communities that the rest of the algorithms find.

To evaluate the relevance of FluidC in terms of diversity, we execute the six previously evaluated algorithms on a set of graphs with multiple ground truths. If two algorithms consistently find different ground truths from the ones available within multi-ground truth graphs, it can be argued that both may provide different insights into the community structure of a graph. We build a total of 30 multi-ground truth graphs, each of them containing two independent ground truths, each ground truth composed by four communities. Our multi-ground truth graphs are obtained by first generating two independent graphs (of size $|V| = 22,186$) with four disconnected communities ($\mu = 0$) and then appending the edges of both. The rest of the LFR parameters used are the same ones used for evaluation at §4, except for minimum and maximum community size which are $0.2|V|$ and $0.3|V|$ respectively.

Given a multi-ground truth graph $G$ with two ground truths $T_1, T_2$, we categorize a CD algorithm $\mathcal{A}$ in one of three values of $\theta$; the algorithm finds $T_1$ over $T_2$ ($\theta = 1$), the algorithm finds $T_2$ over $T_1$ ($\theta = -1$), the algorithm finds $T_1$ and $T_2$ to the same degree ($\theta = 0$). $\mathcal{A}$ finds ground truth $T_i$ over ground truth $T_j$ when $\text{NMI}(\mathcal{A}, T_i) - \text{NMI}(\mathcal{A}, T_j) > \alpha$, where $\alpha$ is a predefined threshold.

After one hundred executions, the behaviour of an algorithm w.r.t. a multi-ground truth graph is represented by one hundred $\theta$ values. A similarity between the behaviour of two algorithms on the same graph can be computed by applying the Chi-square test on the two corresponding series of $\theta$ values, resulting in a probability of both series having the same categorical distribution. Qualitatively, that probability refers to how likely both algorithms are of having the same behaviour. We built 30 similarity matrices, each one corresponding to a multi-ground truth graph. For visualization purposes, we average them in Figure 6.

The resultant similarity matrix provides qualitative insight on the diversity of the algorithms under consideration. To validate the consistency of the approach w.r.t. the $\alpha$ threshold, we report the similarity matrix corresponding to setting $\alpha = 0.5$ and $\alpha = 0$. Since the NMI score is in the range $[0, 1]$, $\alpha = 0.5$ implies that an algorithm finds one ground truth over the alternative at least by doubling its NMI score. On the other hand, the more permissive $\alpha = 0$ considers that an algorithm finds one ground truth over the alternative just by obtaining a larger NMI. In this case, $\theta = 0$ values are rare, as that would require both NMI to be identical. Additional values of
\(\alpha\) within the range \([0, 0.5]\) were analyzed, and the corresponding similarity matrices where found to be consistent with the two reported ones.

The similarity matrices of Figure 6 indicate that Multilevel, Walktrap and Fast-greedy have similar behaviours on multi-ground truth graphs, as all three algorithms result in very similar \(\theta\) values. Significantly, this relation is stronger when \(\alpha = 0\), which indicates that all three algorithms consistently prioritize the same ground truth over the alternative. Notice all three algorithms use hierarchical bottom-up agglomeration, while Fastgreedy and Multilevel are modularity-based methods [3].

The remaining three algorithms, Infomap, LPA and FluidC, show a much more diverse behaviour. The pattern with which each of these algorithms finds one ground truth over the alternative differs significantly from the other five. These results indicate that the proposed FluidC algorithm provides significantly diverse communities when compared to the algorithmic alternatives. In this context, FluidC may contribute to provide algorithm-independent information by being computed alongside Multilevel and Infomap on the same graph, all of which have a competitive performance according to the LFR benchmark as shown in §4.

7 Reproducibility

All the experiments presented in this paper have been computed on a computer with OpenSUSE Leap 42.2 OS (64-bits), with an Intel(R) Core(TM) i7-5600U CPU @ 2.60GHz and 16GB of DDR3 SDRAM. An open source implementation of the FluidC algorithm has been made publicly available to the community at Github (github.com/FerranPares/Fluid-Communities). It has been integrated into the networkx (github.com/networkx) and igraph (github.com/igraph) graph libraries. For consistency, all scalability experiments were performed using the igraph graph library.
8 Conclusions

In this paper we propose a novel CD algorithm called Fluid Communities (FluidC). Through the well established LFR benchmark we demonstrate that FluidC identifies high quality communities (measured in NMI, see Figure 3), getting close to the current best alternatives in the state-of-the-art (e.g., Multilevel, Walktrap and Infomap). In this context, FluidC is particularly competent on large graphs and on graphs with large mixing parameters. The main limitation of FluidC in terms of NMI performance is that it does not fully recover the ground truth communities on graphs with small mixing parameters due to the effect of bottleneck edges. However, at larger mixing parameters (a more realistic environment) FluidC gets competitive to state-of-the-art algorithms. Although FluidC does not clearly outperform the current state-of-the-art in terms of NMI on the LFR benchmark, the importance of the contribution can be summarized both in terms of scalability and diversity.

In terms of scalability, FluidC, together with LPA, represents the state-of-the-art in CD algorithms. Both belong to the fastest and most scalable family of algorithms in the literature with a linear computational complexity of $O(E)$. However, while the performance of LPA rapidly degrades for large mixing parameters, FluidC is able to produce relevant communities at all mixing parameters. The next algorithm in terms of scalability is the Multilevel algorithm, which takes roughly 5x more seconds to compute, and which scales slightly worse (see Figure 4 and the mentioned slopes). Thus, we consider FluidC to be highly recommendable for computing graphs of arbitrary large size.

In terms of diversity, FluidC is the first propagation-based algorithm to report competitive results on the LFR benchmark, and also the first propagation-based algorithm which can find a variable number of communities on a given graph. Providing coherent and diverse communities is particularly important for unsupervised learning tasks, such as CD, where typically there is not a single correct answer. To measure the diversity provided by FluidC, we computed its behaviour on multi-ground truth graphs, and compare it with the alternatives. Results indicate that FluidC uncovers sets of communities which may be consistently different than the ones obtained by the other algorithms. Considering both performance on LFR and diversity, we conclude that a thorough community analysis of a given graph would benefit from the inclusion of Multilevel, Infomap and FluidC.
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