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Abstract
The iteratively reweighted $\ell_1$ algorithm is a widely used method for solving various regularization problems, which generally minimize a differentiable loss function combined with a convex/nonconvex regularizer to induce sparsity in the solution. However, the convergence and the complexity of iteratively reweighted $\ell_1$ algorithms is generally difficult to analyze, especially for non-Lipschitz differentiable regularizers such as $\ell_p$ norm regularization with $0 < p < 1$. In this paper, we propose, analyze and test a reweighted $\ell_1$ algorithm combined with the extrapolation technique under the assumption of Kurdyka-Łojasiewicz (KL) property on the proximal function of the perturbed objective. Our method does not require the Lipschitz differentiability on the regularizers nor the smoothing parameters in the weights bounded away from 0. We show the proposed algorithm converges uniquely to a stationary point of the regularization problem and has local linear convergence for KL exponent at most 1/2 and local sublinear convergence for KL exponent greater than 1/2. We also provide results on calculating the KL exponents and discuss the cases when the KL exponent is at most 1/2. Numerical experiments show the efficiency of our proposed method.
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1 Introduction

Recently, sparse regularization has received increasing contemporary attentions among researchers due to its various important applications, e.g., compressed sensing, machine learning, and image processing [14, 18, 26, 28–30, 43]. The goal of sparse regularization is to find sparse solutions of a mathematical model such that the model performance can be better generalized to future data. A common approach of this regularization technique is to add a regularizer term to the objective such that most of the components in the resulted solution are zero. In this paper, we focus on the $\ell_p$-norm regularization optimization problem of the following form

$$\min_{x \in \mathbb{R}^n} F(x) := f(x) + \lambda \|x\|_p^p,$$  \hspace{1cm} (P)

where $f : \mathbb{R}^n \to \mathbb{R}$ is continuously differentiable, $p \in (0, 1)$ and $\lambda > 0$ is the prescribed regularization parameter. The $\ell_p$ norm is defined as $\|x\|_p := (\sum_{i=1}^n |x_i|^p)^{1/p}$. Compared with the $\ell_1$ regularizer, $\ell_p$ regularizer is often believed to be a better approximation to the $\ell_0$ regularizer, i.e., the number of nonzeros of the involved vector. However, due to the nonsmooth and non-Lipschitz differentiable nature of the $\ell_p$-norm, this problem is difficult to handle and analyze. In fact, it has been proven in [16] to be strongly NP-hard.

The iteratively reweighted $\ell_1$ (IRL1) algorithm [10–12, 24, 37, 40] has been widely applied to solve regularization problems to induce sparsity in the solutions. It can easily handle various regularization terms including $\ell_p$-norm, log-sum [23], SCAD [13] and MCP [44] by approximating regularizer with a weighted $\ell_1$ norm in each iteration. For example, the technique proposed by Chen [12] and Lai [19] adds smoothing perturbation $\epsilon$ to each $|x_i|$ to formulate the $\epsilon$-approximation of the $\ell_p$ norm. In this case, the objective is replaced by

$$f(x) + \lambda \sum_{i=1}^n (|x_i| + \epsilon_i)^p,$$  \hspace{1cm} (1)

with prescribed $\epsilon > 0$. At each iteration $x^k$, the iteratively reweighted $\ell_1$ method solves the subproblem in which each $(|x_i| + \epsilon)^p$ is replaced by its linearization

$$p(|x_i^k| + \epsilon_i)^{p-1}|x_i|.$$  \hspace{1cm} (2)

In this case, large $\epsilon$ can smooth out many local minimizers, while small values make the subproblems difficult to solve and the algorithm easily get trapped into bad local minimizers. To obtain an accurate approximation of (P), Lu [25] proposed a dynamic updating strategy to drive $\epsilon$ from an initial relatively large value to 0 as $k \to \infty$. Recently, Wang et al. [37] show the property that the iterates generated by the IRL1 algorithm have local stable sign value. Based on this, they also present a novel updating strategy for $\epsilon_i$ that only drive $\epsilon_i$ associated with the nonzeros in the limit point to 0 while keeping others bounded away from 0.

Since Nesterov [34] first proposed the extrapolation techniques in gradient method, many works focus on analyzing and improving the convergence rate of the IRL1
algorithms. In this approach, a linear combination of previous two steps are used to update next step. Nesterov’s extrapolation techniques [31–34] have also been widely applied to accelerate the performance of the first-order methods and convex composite optimization problems, for example [4, 7, 20] and [35]. During the past decade, it is proven to be a successful accelerating approach when applied to various algorithms. For example, Beck and Teboulle [6] presented a fast iterative shrinkage-thresholding algorithm (FISTA) using this technique.

As for IRL1 methods, Yu and Pong [40] proposed several versions of IRL1 algorithms with extrapolation and analyzed the global convergence.

In view of the success of IRL1 combined with the extrapolation techniques, in this paper we propose and analyze the Extrapolated Proximal Iteratively Reweighted $\ell_1$ method (EPIRL1) to solve the $\ell_p$-norm regularization problem. We show the global convergence and the local complexity of the proposed methods under the Kurdyka-Łojasiewicz (KL) property [8, 9] on the proximal function of the perturbed objective. In particular, we show that our method converges to a first-order optimal solution of the $\ell_p$-regularization problem and local linear convergence rates can be guaranteed if the KL exponent is at most 1/2. Results on calculating the KL exponent are also provided, indicating a KL exponent no greater than 1/2 could happen in many cases.

1.1 Notation

We denote $\mathbb{R}$ and $\mathbb{Q}$ as the set of real numbers and rational numbers. The set $\mathbb{R}^n$ is the real $n$-dimensional Euclidean space with $\mathbb{R}_+^n$ being the positive orthant in $\mathbb{R}^n$ and $\mathbb{R}_{++}^n$ the interior of $\mathbb{R}_+^n$. In $\mathbb{R}^n$, denote $\| \cdot \|_p$ as the $\ell_p$-norm with $p \in (0, +\infty)$, i.e., $\| x \|_p = \left( \sum_{i=1}^n |x_i|^p \right)^{1/p}$. Note that for $p \in (0, 1)$, this does not define a proper norm due to its lack of subadditivity. For convex functions, the set of subgradients are defined as

$$\partial f(a) = \{ z \mid f(\tilde{x}) + \langle z, x - \tilde{x} \rangle \leq f(x), \forall x \in \mathbb{R}^n \}.$$ 

In particular, for $x \in \mathbb{R}^n$, $\partial \| x \|_1 = \{ \xi \in \mathbb{R}^n \mid \xi_i \in \partial |x_i|, i = 1, \ldots, n \}$. Given a lower semi-continuous function $f$, the Frechet subdifferential of $f$ at $a$ is defined as

$$\partial f(a) := \{ z \in \mathbb{R}^n : \liminf_{x \to a} \frac{f(x) - f(a) - \langle z, x - a \rangle}{\| x - a \|_2} \geq 0 \}$$

and the limiting subdifferential at $a \in \text{dom} f$ is defined as

$$\bar{\partial} f(a) := \{ z^* = \lim_{x^k \to a, f(x^k) \to f(a)} z^k, z^k \in \partial f(x^k) \}.$$ 

For any $x \in \mathbb{R}^n$, let $A(x)$ be the set of indices of zero components of $x$ and $I(x)$ be the set of indices of nonzero components of $x$; therefore, $A \cup I = \{ 1, \ldots, n \}$. For $f : \mathbb{R}^n \to \mathbb{R}$, let $f(x|_{I(x)})$ be the function in the reduced space $\mathbb{R}^{|I(x)|}$ by fixing $x_i = 0, i \in A(x)$. For $a, b \in \mathbb{R}^n$, $a \leq b$ means the inequality holds for each component, i.e., $a_i \leq b_i$ for $i = 1, \ldots, n$ and $a \odot b$ is the component-wise product of $a$ and $b$.
1.2 Kurdyka-Łojasiewicz property

Kurdyka-Łojasiewicz property is applicable to a wide range of problems such as nonsmooth semi-algebraic minimization problem [9], and serves as a basic assumption to guarantee the convergence of many algorithms. For example, a series of convergence results for gradient descent methods are proved in [3] under the assumption that the objective satisfies the KL property. The definition of Kurdyka-Łojasiewicz property is given below.

**Definition 1 (Kurdyka-Łojasiewicz property)** The function $f : \mathbb{R}^n \rightarrow \mathbb{R} \cup \{+\infty\}$ is said to have the Kurdyka-Łojasiewicz property at $x^* \in \text{dom} \bar{\partial}f$ if there exists $\eta \in (0, +\infty)$, a neighborhood $U$ of $x^*$ and a continuous concave function $\phi : [0, \eta) \rightarrow \mathbb{R}_+$ such that:

(i) $\phi(0) = 0$,
(ii) $\phi$ is $C^1$ on $(0, \eta)$,
(iii) for all $s \in (0, \eta)$, $\phi'(s) > 0$,
(iv) for all $x$ in $U \cap [f(x^*) < f < f(x^*) + \eta]$, the Kurdyka-Łojasiewicz inequality holds

$$\phi'(f(x) - f(x^*)) \text{dist}(0, \bar{\partial}f(x)) \geq 1.$$ 

The definition of the uniform KL property is given below.

**Definition 2 (Uniform KL property)** Suppose $f : \mathbb{R}^n \rightarrow \mathbb{R} \cup \{+\infty\}$ is a proper function and let $\Gamma$ be a compact set. If $f$ is a constant on $\Gamma$ and satisfies the KL property at each point of $\Gamma$ with $\phi$ as defined in the KL property, then there exists $\tau, \eta > 0$ such that

$$\phi'(f(x) - f(x^*)) \text{dist}(0, \bar{\partial}f(x)) \geq 1$$

for any $x^* \in \Gamma$ and any $x \in U = \{x \mid \text{dist}(x, \Gamma) < \tau\}$ and $f(x^*) < f(x) < f(x^*) + \eta$. We say $f$ has uniform KL property on $\Gamma$.

Recently, the KL and uniform KL property in Definition 1 have been used to establish the local convergence rates for many optimization methods [2, 15, 21, 39]. Li and Pong [22] summarized the relevant studies and present the following prototypical theorem on convergence rate of algorithms for minimizing functions satisfying the KL inequality:
“For a certain algorithm, consider a suitable objective function satisfying the KL property with an exponent of $\theta \in [0, 1)$, and the bounded sequence $\{x^k\}$ generated by the algorithm. Then the following results hold.

(i) If $\theta = 0$, then $\{x^k\}$ converges finitely.
(ii) If $\theta \in (0, \frac{1}{2}]$, then $\{x^k\}$ converges locally linearly.
(iii) If $\theta \in (\frac{1}{2}, 1)$, then $\{x^k\}$ converges locally sublinearly.”

2 Proximal Iteratively Reweighted $\ell_1$ Method with Extrapolation

In this section, we propose an extrapolated iteratively reweighted $\ell_1$ algorithm, hereinafter named as EIRL1. The framework of this algorithm is presented in Algorithm 1. The updating strategy (6) of $\epsilon$ was proposed in [37].

Algorithm 1 Extrapolated Proximal Iteratively Reweighted $\ell_1$ Algorithm

1: Input: $\mu \in (0, 1)$, $\beta \geq L_f$, $\epsilon^0 \in \mathbb{R}^n_{++}$, $0 \leq \alpha^0 \leq \bar{\alpha} < 1$ and $x^0$, where $\bar{\alpha}$ is defined in (7)
2: Initialize: set $k = 0$, $x^{-1} = x^0$.
3: repeat
4: Compute new iterate:
   \[ w^k_i = \mathbb{P}(|x^k_i| + \epsilon^k_i)^{p-1}, \]
   \[ y^k = x^k + \alpha^k(x^k - x^{k-1}), \]
   \[ x^{k+1} \leftarrow \arg\min_{x \in \mathbb{R}^n} \{ \nabla f(y^k)^T x + \frac{\beta}{2} \| x - y^k \|^2 + \lambda \sum_{i=1}^n w^k_i |x_i| \}, \]
5: Choose $0 \leq \alpha^k \leq \bar{\alpha}$ and $\epsilon^{k+1}$ according to
   \[
   \begin{cases}
   \epsilon^{k+1}_i = \epsilon^k_i & \text{if } x^{k+1}_i = 0, \\
   \epsilon^{k+1}_i \leq \mu \epsilon^k_i & \text{if } x^{k+1}_i \neq 0.
   \end{cases}
   \]
6: Set $k \leftarrow k + 1$.
7: until convergence

Define the smooth approximation $F(x, \epsilon)$ of $F(x)$ with smoothing parameter $\epsilon$ as

$F(x, \epsilon) := f(x) + \lambda \sum_{i=1}^n (|x_i| + \epsilon)^p$ with $F(x, 0) = F(x)$

and define the function of combining the objective with a proximal term as

$\psi(x, y, \epsilon) := F(x, \epsilon) + \frac{\beta}{2} \| x - y \|^2_2$.

We select $\bar{\alpha}$ according to the following
We make the following assumptions about $f$ and $F$.

**Assumption 1**

(i) $f$ is Lipschitz differentiable with constant $L_f \geq 0$.

(ii) The initial point $(x^0, \epsilon^0)$ and $\beta$ are chosen such that $\mathcal{L}(F^0) := \{ x \mid F(x) \leq F^0 \}$ is bounded where $F^0 := F(x^0, \epsilon^0)$ and $\beta \geq L_f$. Suppose $F$ is bounded below by $F$ on $\mathcal{L}(F^0)$.

The following properties hold true for Algorithm 1.

**Lemma 1** Suppose Assumption 1 holds true and $\{x^k\}$ is generated by Algorithm 1 for solving (P). Then the following statements hold.

(i) $\psi(x^k, x^{k-1}, \epsilon^k) - \psi(x^{k+1}, x^k, \epsilon^{k+1}) \geq \bar{\beta}\|x^k - x^{k-1}\|^2$, where

$$
\bar{\beta} = \left\{ \begin{array}{ll}
\bar{\alpha} \frac{1 - \bar{\alpha}^2}{2} & \text{if } f \text{ is convex and Lipschitz differentiable}, \\
\frac{\beta}{2} \left( 1 - \frac{\beta + 3L_f}{\beta} \bar{\alpha}^2 \right) & \text{if } f \text{ Lipschitz differentiable}.
\end{array} \right.
$$

(ii) The sequence $\{x^k\} \subset \mathcal{L}(F^0)$ and is bounded.

(iii) $\frac{\beta}{2} \|x^k - x^k\|^2 < +\infty$; therefore $\lim_{k \to \infty} \|x^{k+1} - x^k\|_2 = 0$ and the set of cluster points of $\{x^k\}$ is connected.

(iv) $\lim_{k \to \infty} \|y^k - x^k\|_2 = 0$ and $\lim_{k \to \infty} \|y^{k-1} - x^k\|_2 = 0$.

**Proof**

(i) Since $x^{k+1}$ is the optimal solution of subproblem (5), there exists $\xi^{k+1} \in \partial|x^{k+1}|$ such that

$$0 = \nabla f(y^k) + \beta(x^{k+1} - y^k) + \lambda w^k \xi^{k+1},
$$

which combined with the strong convexity of (5) yields

$$
\langle \nabla f(y^k), x^{k+1} \rangle + \frac{\beta}{2} \|x^{k+1} - y^k\|^2 + \lambda \sum_{i=1}^{n} w_i |x_i^{k+1}|
\leq \langle \nabla f(y^k), x^k \rangle + \frac{\beta}{2} \|x^k - y^k\|^2 + \lambda \sum_{i=1}^{n} w_i |x_i^k| - \frac{\beta}{2} \|x^{k+1} - x^k\|^2.
$$
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From the concavity of $a^p$ on $\mathbb{R}_{++}$, we know for any $i \in \{1, \ldots, n\}$

\[
(|x_i^{k+1} + e_i^k|^p \leq (|x_i^k + e_i^k|^p + p(|x_i^k| + e_i^k)^{p-1} (|x_i^{k+1}| - |x_i^k|)) = (|x_i^k| + e_i^k)^p + w_i^k (|x_i^{k+1}| - |x_i^k|).
\]

Summing the above inequality over all $i$ yields

\[
\sum_{i=1}^n (|x_i^{k+1} + e_i^k|^p \leq \sum_{i=1}^n (|x_i^k| + e_i^k)^p + \sum_{i=1}^n w_i^k (|x_i^{k+1}| - |x_i^k|).
\tag{10}
\]

Combining (9) with (10),

\[
\langle \nabla f(y^k), x^{k+1} \rangle + \frac{\beta}{2} \|x^{k+1} - y^k\|^2 + \lambda \sum_{i=1}^n (|x_i^{k+1}| + e_i^k)^p
\leq \langle \nabla f(y^k), x^k \rangle + \frac{\beta}{2} \|x^k - y^k\|^2 + \lambda \sum_{i=1}^n (|x_i^k| + e_i^k)^p - \frac{\beta}{2} \|x^{k+1} - x^k\|^2.
\tag{11}
\]

It then follows that

\[
F(x^{k+1}, e^{k+1})
= f(x^{k+1}) + \lambda \sum_{i=1}^n (|x_i^{k+1}| + e_i^{k+1})^p
\leq f(y^k) + \langle \nabla f(y^k), x^{k+1} - y^k \rangle + \frac{L_f}{2} \|x^{k+1} - y^k\|^2 + \lambda \sum_{i=1}^n (|x_i^{k+1}| + e_i^k)^p
\leq f(y^k) + \langle \nabla f(y^k), x^{k+1} - y^k \rangle + \frac{\beta}{2} \|x^{k+1} - y^k\|^2 + \lambda \sum_{i=1}^n (|x_i^{k+1}| + e_i^k)^p - \frac{\beta}{2} \|x^{k+1} - x^k\|^2
\leq f(y^k) + \frac{3L_f}{2} \|x^k - y^k\|^2 + \lambda \sum_{i=1}^n (|x_i^k| + e_i^k)^p + \frac{\beta}{2} \|x^k - y^k\|^2 - \frac{\beta}{2} \|x^{k+1} - x^k\|^2
= F(x^k, e^k) + \frac{\beta + 3L_f}{2} \|x^k - y^k\|^2 - \frac{\beta}{2} \|x^{k+1} - x^k\|^2,
\tag{12}
\]

where the first inequality follows from the Lipschitz differentiability of $f$, the second inequality is by $\beta \geq L_f$, the third inequality follows from (11) and last inequality follows from Lipschitz differentiability of $f$ and Cauchy-Schwarz inequality. This means that

\[
F(x^{k+1}, e^{k+1}) \leq F(x^k, e^k) + \frac{\beta + 3L_f}{2} (\alpha^k)^2 \|x^k - x^{k-1}\|^2 - \frac{\beta}{2} \|x^{k+1} - x^k\|^2
\]

by the definition of $y^k$, which implies that
\[
\psi(x^k, x^{k-1}, e^k) - \psi(x^{k+1}, x^k, e^{k+1}) = F(x^k, e^k) + \frac{\beta}{2} \|x^k - x^{k-1}\|^2 - \left[F(x^{k+1}, e^{k+1}) + \frac{\beta}{2} \|x^{k+1} - x^k\|^2\right]
\]
\[
\geq \frac{\beta}{2} \left(1 - \frac{\beta + 3L_f}{\beta} (\alpha^k)^2\right) \|x^k - x^{k-1}\|^2
\]
\[
\geq \frac{\beta}{2} \left(1 - \frac{\beta + 3L_f}{\beta} \bar{\alpha}^2\right) \|x^k - x^{k-1}\|^2
\]

by \(\{\alpha^k\} \subset [0, \bar{\alpha}]\). We then deduce from (13) and \(0 < \bar{\alpha} < \sqrt{\frac{\beta}{\beta + 3L_f}}\) that the sequence \(\{F(x^k, e^k) + \frac{\beta}{2} \|x^k - x^{k-1}\|^2\}\) is monotonically decreasing.

Furthermore, if \(f\) is convex, in the fourth inequality (12), we can use convexity of \(f\) to have
\[
F(x^{k+1}, e^{k+1}) \leq f(x^k) + \lambda \sum_{i=1}^{n} (|x^k_i| + e^k_i) \beta + \frac{\beta}{2} \|x^k - y^k\|^2 - \frac{\beta}{2} \|x^{k+1} - x^k\|^2.
\]

Following the same arguments above, we have
\[
\psi(x^k, x^{k-1}, e^k) - \psi(x^{k+1}, x^k, e^{k+1}) \geq \frac{\beta}{2}(1 - \bar{\alpha}^2) \|x^k - x^{k-1}\|^2
\]

We then deduce from above and \(0 < \bar{\alpha} < 1\) that the sequence \(\{F(x^k, e^k) + \frac{\beta}{2} \|x^k - x^{k-1}\|^2\}\) is monotonically decreasing.

This proves part (i).

(ii) With \(x^0 = x^{-1}\), we know that for all \(k \geq 0\),
\[
F(x^k) \leq F(x^k, e^k) \leq F(x^k, e^k) + \frac{\beta}{2} \|x^k - x^{k-1}\|^2 \leq F(x^0, e^0)
\]

Under Assumption 1(ii), we know that \(\{x^k\} \subset L(F^0)\) and is bounded. This completes the proof of part (ii).

(iii) Summing both side of (13) from 0 to \(t\), we obtain that
\[
\bar{\beta} \sum_{k=0}^{t} \|x^k - x^{k-1}\|^2 \leq F(x^0, e^0) - F(x^t, e^t) - \frac{\beta}{2} \|x^{t+1} - x^t\|^2 \leq F(x^0, e^0) - F(x^0, e^0) - F(x^0, e^0) - F(x^0, e^0)
\]
\[
\leq F(x^0, e^0) - F(x^t, e^t) \leq F(x^0, e^0) - F(x^0, e^0) - F(x^0, e^0),
\]
yielding \(\sum_{k=0}^{\infty} \|x^k - x^{k-1}\|^2 < \infty\) and \(\lim_{k \to \infty} \|x^{k+1} - x^k\| = 0\). Based [5, Lemma 2.6], we know the set of cluster points is connected. Therefore, part (iii) is true.

(iv) This part is straightforward by noticing that
\[
y^k - x^k = a^k(x^k - x^{k-1}) \to 0
\]
\[
y^{k-1} - x^k = (x^{k-1} - x^k) + a^{k-1}(x^{k-1} - x^{k-2}) \to 0.
\]
from part (iii). \(\square\)
Remark 1 In case where \( f \) is twice differentiable, we can use Taylor’s theorem to have \( \frac{L}{2} \| x^k - y^k \|^2 \) instead of \( \frac{3L}{2} \| x^k - y^k \|^2 \) in the last inequality of (12), so that we can choose \( \bar{a} \in \left( 0, \sqrt{\frac{\beta}{\beta + t_r}} \right) \) if \( f \) is twice differentiable.

2.1 Locally stable support and sign

Using similar arguments from [37] and Lemma 1, we can also obtain results of local stable support and sign as shown in [37], which are listed below. It shows that after some iteration \( K, \{ x^k \}_{k \geq K} \) stays in the same orthant, and the nonzero components are bounded away from 0.

Theorem 1 Suppose Assumption 1 is true and \( \{ x^k \} \) is generated by Algorithm 1. There then exists \( C > 0 \) and \( K \in \mathbb{N} \) such that the following statements hold true.

(i) If \( w^K_i > C/\lambda \), then \( x^i_k = 0 \) and \( e^K_i = e^K_i \) for all \( k > K \).

(ii) The index sets \( I(x^k) \) and \( A(x^k) \) are fixed for all \( k > K \). Therefore, we can denote \( I^* = I(x^*) \) and \( A^* = A(x^k) \) for any \( k > K \).

(iii) For each \( i \in I^* \) and any \( k > K \),

\[
|x^*_i| \geq \left( \frac{C}{p\lambda} \right)^{\frac{1}{\rho-1}} - e^K_i > 0.
\]  

(iv) For any limit point \( x^* \) of \( \{ x^k \} \), it holds that \( I(x^*) = I^* \), \( A(x^*) = A^* \) and

\[
|x^*_i| \geq \left( \frac{C}{p\lambda} \right)^{\frac{1}{\rho-1}}, \quad i \in I^*.
\]  

(v) There exists \( s \in \{-1, 0, +1\}^n \) such that \( \text{sign}(x^k) \equiv s \) for any \( k > K \).

(vi) For all \( k > K \), \( e^K_i = e^K_i > 0, i \in A^* \) and \( \{ e^K_i \} \setminus 0, i \in I^* \).

Proof The bounded \( \{ x^k \} \) (Lemma 1 (ii)) implies that \( \{ y^k \} \) is also bounded. Then, there must exist \( C > 0 \) such that for any \( k \)

\[
\| \nabla f(y^k) + \beta(x^{k+1} - y^k) \|_{\infty} < C.
\]  

(i) If \( w^K_i > C/\lambda \) for some \( k \in \mathbb{N} \), then the optimality condition (8) implies \( x^{k+1}_i = 0 \). Otherwise we have \(| \nabla f(y^k) + \beta(x^{k+1} - y^k) | = \lambda w^K_i > C \), contradicting (16). By (6), \( e^{k+1}_i = e^k_i \). Monotonicity of \( (\cdot)^{\rho-1} \) and \( 0 + e^{k+1}_i \leq |x^k_i| + e^k_i \) yield

\[
w^k_i + 1 = p \left( 0 + e^{k+1}_i \right)^{\rho-1} \geq p \left( |x^k_i| + e^k_i \right)^{\rho-1} = w^K_i > C/\lambda.
\]
By induction we know that $\forall i \leq k \equiv 0$ and $\varepsilon_i^k = \varepsilon_i^K$ for any $k > K = \bar{k}$. This completes the proof of (i).

(ii) Suppose by contradiction this statement is not true. There exists $j \in \{1, \ldots, n\}$ such that $\{x_j^k\}$ takes zero and nonzero values both for infinite times. Hence, there exists a subsequence $S_1 \cup S_2 = \mathbb{N}$ such that $|S_1| = \infty, |S_2| = \infty$ and that

$$x_j^k = 0, \forall k \in S_1 \quad \text{and} \quad x_j^k \neq 0, \forall k \in S_2.$$ 

By (6), $\varepsilon_j^{k+1} < \mu \varepsilon_j^k$ for any $k \in S_2$. Therefore, $\lim_{k \to \infty} \varepsilon_j^{k+1} = 0$ due to $|S_2| = \infty$. Hence, there exists $\bar{k} \in S_1$ such that

$$w_j^k = p\left(\left|x_j^k + \varepsilon_j^k\right|^{p-1}\right) = p\left(\varepsilon_j^k\right)^{p-1} > C/\lambda.$$ 

It follows that $x_j^k \equiv 0$ for any $k > \bar{k}$ by (i) which implies $\{\bar{k} + 1, \bar{k} + 2, \ldots\} \subset S_1$ and $|S_2| < \infty$. This contradicts the assumption $|S_2| = \infty$. Hence, (ii) is true.

(iii) Combining (i) and (ii), we know for any $i \in \mathcal{I}^*$, $w_i^k \leq C/\lambda$, which is equivalent to (14). This proves (iii).

(iv) By (ii), $\mathcal{A}^* \subseteq \mathcal{A}(x^*)$ for any limit point $x^*$. It follows from (ii) and (iii) that $\mathcal{I}^* \subseteq \mathcal{I}(x^*)$ for any limit point $x^*$. Hence, $\mathcal{A}^* = \mathcal{A}(x^*)$ and $\mathcal{I}^* = \mathcal{I}(x^*)$ for any limit point $x^*$ since $\mathcal{A}^* \cup \mathcal{I}^* = \{1, \ldots, n\}$.

(v) By (iii) and Lemma 1(iii), there exists sufficiently large $\bar{k}$, such that for any $k > \bar{k}$

$$|x_i^k| > \epsilon := \frac{1}{2} \left(\frac{C}{p\lambda}\right)^{-\frac{1}{p-1}}, \quad \forall i \in \mathcal{I}^*.$$ 

(17)

and

$$\|x_i^{k+1} - x_i^k\|_2 < \epsilon$$

(18)

We prove (v) by contradiction. Assume there exists $j \in \mathcal{I}^*$ such that the sign of $x_j$ changes after $\bar{k}$. Hence there must be $\bar{k} \geq \bar{k}$ such that $x_j^\bar{k} x_j^{k+1} < 0$. It follows that

$$\|x^{k+1} - x^K\|_2 \geq |x_j^{k+1} - x_j^k| = \sqrt{\left(x_j^{k+1}\right)^2 + \left(x_j^k\right)^2 - 2x_j^k x_j^{k+1}} > \sqrt{\epsilon^2 + \epsilon^2} = \sqrt{2}\epsilon,$$

where the last inequality is by (17). This contradicts with (18); hence $\{x_j^k\}_{k \geq \bar{k}}$ have the same sign. Without loss of generality, we can reselect $K = \bar{k}$ and then (v) holds true.

(vi) This is trivially true by (ii) and the updating strategy (6). \qed
3 Global convergence

Defining $\chi$ as the set of all cluster points of $\{x^k\}$, we now show the global convergence of Algorithm 1, meaning every $x^* \in \chi$ satisfies the first-order stationary condition \[25, 37\]

\[
\nabla f(x^*) + \lambda p |x_i^*|^{p-1} \text{sign}(x_i^*) = 0, \quad i \in \mathcal{I}(x^*).
\]

**Theorem 2** (Global convergence) Suppose Assumption 1 holds true and $\{x^k\}$ is generated by Algorithm 1.

The following statements hold true

(i) $F$ attains the same value at every cluster point of $\{x^k\}$, i.e., there exists $\zeta \in \mathbb{R}$ such that $F(x^*) = \zeta$ for any $x^* \in \chi$.

(ii) Each point $x^* \in \chi$ is a stationary point of $F(x)$.

**Proof**

(i) For any $x^* \in \chi$ with subsequence $\{x^k\}_S \rightarrow x^*$, from Lemma 1 we know that

\[
\lim_{k \rightarrow \infty} F(x^k, e^k) = \lim_{k \rightarrow \infty} k \in S F(x^k, e^k) + \frac{\beta}{2} ||x^k - x^{k-1}||^2 = \lim_{k \rightarrow \infty} k \in S \psi(x^k, x^{k-1}, e^k),
\]

by the monotonicity of $\psi(x^k, x^{k-1}, e^k)$ from Lemma 1 (i), we know there is a unique limit value $\zeta$, i.e. $\zeta = \lim_{k \rightarrow \infty} k \in S F(x^k, e^k)$ and $F(x^*; 0) = \zeta$ for any $x^* \in \chi$.

(ii) Let $x^*$ be a limit point of $\{x^k\}$ with subsequence $\{x^k\}_S \rightarrow x^*$. We have for any $i \in \mathcal{I}(x^*)$,

\[
\nabla f(x^*) + \lambda p |x_i^*|^{p-1} \text{sign}(x_i^*) = \lim_{k \rightarrow \infty} k \in S \nabla f(x^k) + \lambda p |x_i^k|^{p-1} \text{sign}(x_i^k) = \lim_{k \rightarrow \infty} k \in S \nabla f(x^k) + \lambda p (|x_i^k| + e_i^k)^{p-1} \text{sign}(x_i^{k+1}) = \lim_{k \rightarrow \infty} k \in S -\beta (x_i^{k+1} - y_i^k) = 0,
\]
the second equality is by Theorem 1 (vi), the third equality is due to \( x^{k+1} \) satisfying the optimal condition of the subproblem for \( k > K \)
\[
\nabla f(y^i) + \beta (x^{k+1} - y^i) + \lambda \rho (|x^i_k| + \epsilon^k_i)^p - 1 \text{sign}(x^i_k) = 0, \quad i \in I(x^*)
\]
and last equality is by Lemma 1(iv).

Therefore, \( x^* \) is stationary, completing the proof. \( \square \)

To further analyze the property of \( \{ (x^k, \epsilon^k) \} \), denote \( \epsilon_i = \delta_i^2 \) since \( \epsilon_i \) is restricted to be nonnegative and write \( F \) and \( \psi \) as functions of \( (x, \delta) \) for simplicity, i.e.,
\[
F(x, \delta) = f(x) + \lambda \sum_{i=1}^n (|x_i| + \delta_i^2)^p,
\]
\[
\psi(x, y, \delta) = f(x) + \lambda \sum_{i=1}^n (|x_i| + \delta_i^2)^p + \frac{\lambda}{2} \| x - y \|_2^2.
\]

Next, we show the uniqueness of the limit points of \( \{ x^k \} \) under KL property. Notice that after the \( k \)th iteration, the iterates \( \{ x^k \} \) remains in the interior of the same orthant of \( \mathbb{R}^{|I^*|} \) and are bounded away from the axes by Theorem 1. Moreover, \( \delta_{A^*} \) remains as constants. Then \( \psi \) reverts to a function of \( (x_{I^*}, y_{I^*}, \delta_{I^*}) \) for sufficiently \( k \), i.e., \( (x_{I^*}, y_{I^*}, 0_{I^*}) \mapsto \psi(x_{I^*}, y_{I^*}, 0_{I^*}) \),
\[
\psi(x_{I^*}, y_{I^*}, \delta_{I^*}) = f(x_{I^*}) + \lambda \sum_{i \in I^*} (|x_i| + \delta_i^2)^p + \frac{\lambda}{2} \| x_{I^*} - y_{I^*} \|_2^2.
\]

Hence we can assume the reduced function \( \psi(x_{I^*}, y_{I^*}, \delta_{I^*}) \) has the KL property at \( (x^*, x^*, 0_{I^*}) \in \mathbb{R}^{|I^*|} \).

**Assumption 2** Suppose the reduced function \( (x_{I^*}, y_{I^*}, \delta_{I^*}) \mapsto \psi(x_{I^*}, \delta_{I^*}, \delta_{I^*}) \) has the uniform KL property 2 at every
\[
(x^*, x^*, 0_{I^*} \in \mathbb{R}^{|I^*|}, \quad \forall x^* \in \chi.
\]

**Lemma 2** Let \( \{ x^k \} \) be a sequence generated by Algorithm 1 and assumptions 1 and 2 are satisfied.

*For sufficiently large \( k \), the following statements hold.*

(i) \( \text{There exists } D_1 > 0 \text{ such that for all } k \)
\[
\| \nabla \psi(x^k_{I^*}, x^{k-1}_{I^*}, \delta_k^{I^*}) \|_2 \\
\leq D_1 (\| x^k_{I^*} - x^{k-1}_{I^*} \|_2 + \| x_{I^*}^{k-1} - x_{I^*}^{k-2} \|_2 + \| \delta_{I^*}^{k-1} \|_1 - \| \delta_{I^*}^{k} \|_1),
\]
so that \( \lim \| \nabla \psi(x^k_{I^*}, x^{k-1}_{I^*}, \delta_k^{I^*}) \| = 0. \)

(ii) \( \{ \psi(x^k_{I^*}, x^{k-1}_{I^*}, \delta_k^{I^*}) \} \) is monotonically decreasing. There exists \( D_2 > 0 \) such that
\[ ψ(x_k^T, x_{T-1}^k, δ_T^k) - ψ(x_{T}^{k+1}, x_{T}^k, δ_T^{k+1}) ≥ D_2 \| x_T^k - x_{T-1}^k \|^2. \]

(iii) \( ψ(x_*, x_*, 0^T) = \zeta := \lim_{k \to \infty} ψ(x^k_T, x_{T-1}^k, δ_T^k), \) where \( Γ \) is the set of the cluster points of \( \{x^k_T, x_{T-1}^k, δ_T^k\} \), i.e., \( Γ := \{(x_*^T, x_*^k, 0^T) \mid x_* \in \chi\}. \)

**Proof** By Theorem 1, for all sufficiently large \( k \), the components of \( \{x^k_T\} \) are all uniformly bounded away from 0, \( x_{A^c}^k \equiv 0 \) and that \( δ_{A^c}^k \) are fixed. Since all the remaining results in this subsection are properties for sufficiently large \( k \), without loss of generality and for simplicity, we can assume

\[ \mathcal{I}^* = \{1, \ldots, n\} \quad \text{and} \quad A^* = \emptyset, \]

so that all the components of \( \{x^k\} \) for sufficiently large \( k \) are bounded away from 0, i.e. \( (x^k, x_{k-1}^k, δ^k) = (x_*^T, x_*^{k-1}, δ_*^k). \)

(i) Notice for sufficiently large \( k \), the gradient of \( ψ \) at \( (x^k, x_{k-1}^k, δ^k) \) is

\[
\begin{align*}
\nabla_x ψ(x^k, x_{k-1}^k, δ^k) &= \nabla f(x^k) + β(x^k - x_{k-1}^k) + λ w^k \text{sign}(x^k), \\
\nabla_y ψ(x^k, x_{k-1}^k, δ^k) &= -β(x^k - x_{k-1}^k), \\
\nabla_δ ψ(x^k, x_{k-1}^k, δ^k) &= 2λ w^k \circ δ^k.
\end{align*}
\]

We first derive the upper bound for \( \|\nabla_x ψ(x^k, x_{k-1}^k, δ^k)\|_2 \). The first-order optimality condition of the \((k-1)\)th subproblem at \( x^k \) is

\[ \nabla f(y^{k-1}) + β(y^{k-1} - y^{k-1}) + λ w^{k-1} \circ \text{sign}(x^k) = 0. \]

Hence, we have

\[
\begin{align*}
\nabla_x ψ(x^k, x_{k-1}^k, δ^k) &= \nabla f(x^k) - \nabla f(y^{k-1}) \\
&+ β(y^{k-1} - y^{k-1}) + λ (w^k - w^{k-1}) \circ \text{sign}(x^k). \tag{23}
\end{align*}
\]

By Lemma 1(iv) and the Lipschitz differentiability of \( f \), we know

\[
\|\nabla f(x^k) - \nabla f(y^{k-1})\|_2 ≤ L_f \|x^k - y^{k-1}\|_2,
\]

\[
= L_f \|x^k - x_{k-1}^k - α^{k-1}(x_{k-1}^k - x_{k-2}^2)\|_2
\]

\[ = L_f \|x^k - x_{k-1}^k\|_2 + L_f \tilde{α} \|x_{k-1}^k - x_{k-2}^2\|_2, \tag{24}\]

and that

\[
\|β(y^{k-1} - y^{k-1})\|_2 = β \|y^{k-1} + α^{k-1}(x_{k-1}^k - x_{k-2}^2) - x_{k-1}^k\|_2 ≤ β \tilde{α} \|x_{k-1}^k - x_{k-2}^2\|_2. \tag{25}\]

On the other hand, by Lagrange’s mean value theorem, for each \( i \in \mathcal{I}^* \),
\[(w_i^k - w_i^{k-1}) \cdot \text{sign}(x_i^k) = |w_i^k - w_i^{k-1}|
\]

\[= |p|x_i^k| + (\delta_i^k)^2| - p|x_i^{k-1}| + (\delta_i^{k-1})^2| |
\]

\[= |p(1-p)(c_i^k)^{p-2}[|x_i^k| - |x_i^{k-1}| + (\delta_i^k)^2 - (\delta_i^{k-1})^2]| |
\]

\[\leq p(1-p)(c_i^k)^{p-2}[|x_i^k - x_i^{k-1}| + (\delta_i^k)^2 - (\delta_i^{k-1})^2]|
\]

\[\leq p(1-p)(c_i^k)^{p-2}[|x_i^k - x_i^{k-1}| + 2\delta_i^0(\delta_i^k - \delta_i^{k-1})],
\]

where the first equality is by the fact that \(x_i^k \neq 0\), and \(c_i^k\) is between \(|x_i^k| + (\delta_i^k)^2\) and \(|x_i^{k-1}| + (\delta_i^{k-1})^2\). It then follows that

\[
\|(w^* - w^{k-1}) \circ \text{sign}(x^k)\|_2
\]

\[\leq \|(w^* - w^{k-1}) \circ \text{sign}(x^k)\|_1
\]

\[\leq \overline{C}(\|x^k - x^{k-1}\|_1 + 2\|\delta^0\|_\infty(\|\delta^{k-1}\|_1 - \|\delta^k\|_1))
\]

\[\leq \overline{C}(\sqrt{n}\|x^k - x^{k-1}\|_2 + 2\|\delta^0\|_\infty(\|\delta^{k-1}\|_1 - \|\delta^k\|_1)),
\]

where the second inequality is by \((c_i^k)^{p-2} \leq \left(\frac{p\lambda}{C}\right)^\frac{p-2}{1-p}\) from Theorem 1(iii) with \(\overline{C} := p(1-p)\left(\frac{p\lambda}{C}\right)^\frac{p-2}{1-p}\). Combining (23), (24), (25) and (26), we know

\[
\|\nabla_x\psi(x^k, x^{k-1}, \delta^k)\|_2 \leq (L_f + \lambda \overline{C}\sqrt{n})\|x^k - x^{k-1}\|_2
\]

\[+ \tilde{a}(L_f + \beta)\|x^{k-1} - x^{k-2}\|_2
\]

\[+ 2\lambda \overline{C}\|\delta^0\|_\infty(\|\delta^{k-1}\|_1 - \|\delta^k\|_1).
\]

On the other hand, we have from (22) that

\[
\|\nabla_y\psi(x^k, x^{k-1}, \delta^k)\|_2 = \beta\|x^k - x^{k-1}\|_2,
\]

and that

\[
\|\nabla_\delta\psi(x^k, x^{k-1}, \delta^k)\|_2 \leq \|\nabla_\delta\psi(x^k, x^{k-1}, \delta^k)\|_1
\]

\[= \sum_{i \in I^*} 2\lambda w_i^k \delta_i^k
\]

\[\leq \sum_{i \in I^*} 2\lambda \overline{C}\frac{\sqrt{\mu}}{1 - \sqrt{\mu}}(\delta_i^{k-1} - \delta_i^k)
\]

\[\leq \frac{2\lambda \sqrt{\mu}}{1 - \sqrt{\mu}}(\|\delta^{k-1}\|_1 - \|\delta^k\|_1),
\]

where the second inequality is by Theorem 1(ii) and \(\delta^k \leq \sqrt{\mu}\delta^{k-1}\). Overall, we obtain from (27), (28) and (29) that Part (i) holds true by setting

\(\text{Springer}\)
\[ D_1 = \max \left( \beta + L_f + \lambda \bar{C} \sqrt{n}, \bar{a}(L_f + \beta), 2\lambda \bar{C} \| \delta^0 \|_\infty + \frac{2C \sqrt{n}}{1-\sqrt{n}} \right). \]

Part (ii) and (iii) follow directly from Lemma 1(i) with \( D_2 = \beta (1 - \bar{a}^2)/2 \) and Theorem 2(i), respectively. \( \square \)

Now we are ready to prove the uniqueness of limit points.

**Theorem 3** Suppose assumptions 1 and 2 are satisfied. Let \( \{x^k\} \) be a sequence generated by Algorithm 1.

Then \( \{x^k\} \) converges to a stationary point of \( F(x) \); moreover,

\[ \sum_{k=0}^{\infty} \|x^k - x^{k-1}\|_2 < \infty. \]

**Proof** Similar to the proof of Lemma 2 we can assume

\[ \mathcal{I}^* = \{1, \ldots, n\} \quad \text{and} \quad \mathcal{A}^* = \emptyset, \]

so that all the components of \( \{x^k\} \) for sufficiently large \( k \) are bounded away from 0, i.e. \( (x^k, x^{k-1}, \delta^k) = (x^k_1, x^{k-1}_2, \delta^k_2) \). By Theorem 2, it suffices to show that \( \{x^k\} \) has a unique cluster point.

By Lemma 2, \( \psi(x^k, x^{k-1}, \delta^k) \) is monotonically decreasing and converging to \( \zeta \). If \( \psi(x^k, x^{k-1}, \delta^k) = \zeta \) after some \( k_0 \), then from Lemma 2(ii), we know \( x^{k+1} = x^k \) for all \( k > k_0 \), meaning \( x^k \equiv x^{k_0} \in \mathcal{X} \), so that the proof is done.

We next consider the case that \( \psi(x^k, x^{k-1}, \delta^k) > \zeta \) for all \( k \). Since \( \psi \) has the uniform KL property at every \( (x^*, x^*, 0) \in \mathbb{R}^{3n} \), by the uniform KL property 2, there exists a continuous concave function \( \phi \) with \( \eta > 0, \tau > 0 \) and neighborhood

\[ U = \{(x, y, \delta) \in \mathbb{R}^{3n} \mid \text{dist}((x, y, \delta), \Gamma) < \tau \} \]

such that

\[ \phi'(\psi(x, y, \delta) - \zeta) \text{dist}((0, 0, 0), \partial \psi(x, y, \delta)) \geq 1 \quad (30) \]

for all \( (x, y, \delta) \in U \cap \{(x, y, \delta) \in \mathbb{R}^{3n} \mid \zeta < \psi(x, y, \delta) < \zeta + \eta \} \).

By the fact that \( \Gamma \) is the set of limit points of \( \{(x^k, x^{k-1}, \delta^k)\} \) and Lemma 1(ii), we have

\[ \lim_{k \to \infty} \text{dist}((x^k, x^{k-1}, \delta^k), \Gamma) = 0. \]

Hence, there exists \( k_1 \in \mathbb{N} \) such that \( \text{dist}((x^k, x^{k-1}, \delta^k), \Gamma) < \tau \) for any \( k > k_1 \). On the other hand, since \( \{\psi(x^k, x^{k-1}, \delta^k)\} \) is monotonically decreasing and converges to \( \zeta \), there exists \( k_2 \in \mathbb{N} \) such that \( \zeta < \psi(x^k, x^{k-1}, \delta^k) < \zeta + \eta \) for all \( k > k_2 \). Considering sufficiently large \( \bar{k} > \max\{k_1, k_2\} \) so that \( \mathcal{I}(x^\bar{k}) \) and \( \mathcal{A}(x^\bar{k}) \) are fixed for all \( k > \bar{k} \), and noticing that \( \psi \) is smooth at \( (x^\bar{k}, x^{\bar{k}-1}, \delta^\bar{k}) \) for all \( k > \bar{k} \), we know from (30) that
\( \phi'(\psi(x^k, x^{k-1}, \delta^k) - \zeta)\| \nabla \psi(x^k, x^{k-1}, \delta^k)\|_2 \geq 1, \) for all \( k \geq \bar{k}. \)

It follows that for any \( k \geq \bar{k}, \)

\[
[\phi(\psi(x^{k+1}, x^k, \delta^{k+1}) - \zeta) - \phi(\psi(x^{k+1}, x^k, \delta^{k+1}) - \zeta)] - D_1[||x^k - x^{k-1}||_2 + ||x^{k-1} - x^{k-2}||_2 + ||\delta^{k-1}||_1 - ||\delta^{k}||_1]
\]

\[
\geq [\phi(\psi(x^{k+1}, x^k, \delta^{k+1}) - \zeta) - \phi(\psi(x^{k+1}, x^k, \delta^{k+1}) - \zeta)]||\nabla \psi(x^{k+1}, x^k, \delta^{k+1})||_2
\]

\[
\geq \phi'(\psi(x^{k+1}, x^k, \delta^{k+1}) - \zeta) \cdot ||\nabla \psi(x^{k+1}, x^k, \delta^{k+1})||_2 \cdot [\nabla (x^{k+1}, x^k, \delta^{k+1}) - \psi(x^{k+1}, x^k, \delta^{k+1})]
\]

\[
\geq \psi(x^{k+1}, x^k, \delta^{k+1}) - \psi(x^{k+1}, x^k, \delta^{k+1}) \geq D_2||x^k - x^{k-1}||_2^2.
\]

where the first inequality is by Lemma 2(i), the second inequality is by the concavity of \( \phi, \) the fourth inequality is by Lemma 2(ii).

Rearranging and taking the square root of both sides, and using the inequality of arithmetic and geometric means, we have

\[
||x^k - x^{k-1}||_2 \leq \sqrt{\frac{2D_1}{D_2} [\phi(\psi(x^k, x^{k-1}, \delta^k) - \zeta) - \phi(\psi(x^{k+1}, x^k, \delta^{k+1}) - \zeta)]}
\]

\[
\times \sqrt{\frac{||x^k - x^{k-1}|| + ||x^{k-1} - x^{k-2}|| + (||\delta^{k-1}||_1 - ||\delta^{k}||_1)}{2}}
\]

\[
\leq \frac{D_1}{D_2} \left[ \phi(\psi(x^k, x^{k-1}, \delta^k) - \zeta) - \phi(\psi(x^{k+1}, x^k, \delta^{k+1}) - \zeta) \right]
\]

\[
+ \frac{1}{4} ||x^k - x^{k-1}||_2 + ||x^{k-1} - x^{k-2}||_2 + (||\delta^{k-1}||_1 - ||\delta^{k}||_1).}
\]

Subtracting \( \frac{1}{2} ||x^k - x^{k-1}||_2 \) from both sides, we have

\[
\frac{1}{2} ||x^k - x^{k-1}||_2 \leq \frac{D_1}{D_2} [\phi(\psi(x^k, x^{k-1}, \delta^k) - \zeta) - \phi(\psi(x^{k+1}, x^k, \delta^{k+1}) - \zeta)]
\]

\[
+ \frac{1}{4} (||x^{k-1} - x^{k-2}||_2 - ||x^k - x^{k-1}||_2) + \frac{1}{4} (||\delta^{k-1}||_1 - ||\delta^{k}||_1).
\]

Summing up both sides from \( \bar{k} \) to \( t, \) we have

\[
\frac{1}{2} \sum_{k=\bar{k}}^{t} ||x^k - x^{k-1}||_2 \leq \frac{D_1}{D_2} \left[ \phi(\psi(x^k, x^{k-1}, \delta^k) - \zeta) - \phi(\psi(x^{k+1}, x^k, \delta^{k+1}) - \zeta) \right]
\]

\[
+ \frac{1}{4} \left( ||x^{k-1} - x^{k-2}||_2 - ||x^k - x^{k-1}||_2 \right) + \frac{1}{4} (||\delta^{k-1}||_1 - ||\delta^{k}||_1).
\]

Now letting \( t \to \infty, \) we know \( ||\delta^t||_1 \to 0 \) and \( ||x^t - x^{t-1}||_2 \to 0 \) by Lemma 1(iii), and that \( \phi(\psi(x^{k+1}, x^k, \delta^{k+1}) - \zeta) \to \phi(\zeta - \zeta) = \phi(0) = 0. \) Therefore, we know

\[
\sum_{k=\bar{k}}^{\infty} ||x^k - x^{k-1}||_2 \leq \frac{2D_1}{D_2} \phi(\psi(x^\bar{k}, x^{\bar{k}-1}, \delta^\bar{k}) - \zeta) + \frac{1}{2} (||x^{\bar{k}-1} - x^{\bar{k}-2}||_2 + ||\delta^{\bar{k}-1}||_1) < \infty
\]
This implies that \( \{ x^k \} \) is a Cauchy sequence and consequently is convergent. \( \square \)

### 4 Local convergence rate

Now we investigate the local convergence rate of Algorithm 1 by assuming that \( \psi \) has the property at \((x_T^k, x_T^*, \delta_T^k) = (x_T^k, x_T^*, 0)\) with \( \phi \) in the KL definition taking the form \( \phi(s) = cs^{1-\theta} \) for some \( \theta \in (0, 1) \) and \( c > 0 \). This additional requirement will be discussed later.

We now show that Algorithm 1 has local linear convergence if \( \theta \) is at most \( \frac{1}{2} \) and local sublinear convergence if \( \theta \) is greater than \( \frac{1}{2} \). For simplicity, we still assume (21) in this section. The proof of this theorem essentially follows the convergence analysis in [1, Theorem 2] and [38, Theorem 4.3].

**Theorem 4** Suppose assumptions 1 and 2 are satisfied, and \( \{ x^k \} \) is generated by Algorithm 1 and converges to \( x^* \). Assume \( \phi \) in the uniform KL definition taking the form \( \phi(s) = cs^{1-\theta} \) for some \( \theta \in (0, 1) \) and \( c > 0 \). Then the following statements hold.

(i) If \( \theta = 0 \), then there exists \( k_0 \in \mathbb{N} \) so that \( x^k \equiv x^* \) for any \( k > k_0 \);

(ii) If \( \theta \in (0, \frac{1}{2}] \), then there exist \( \gamma \in (0, 1), c_1 > 0, c_2 > 0 \) such that

\[
\| x^k - x^* \|_2 < c_1 \gamma^k - c_2 \| \delta_T^k \|_1
\]

for sufficiently large \( k \);

(iii) If \( \theta \in (\frac{1}{2}, 1) \), then there exist \( c_3 > 0, c_4 > 0 \) such that

\[
\| x^k - x^* \|_2 < c_3 k^{-\frac{1-\theta}{2 \theta - 1}} - c_4 \| \delta_T^k \|_1
\]

for sufficiently large \( k \).

**Proof** Similar to the proof of Lemma 2 we can assume

\[
I^* = \{ 1, \ldots, n \} \quad \text{and} \quad A^* = \emptyset,
\]

so that all the components of \( \{ x^k \} \) for sufficiently large \( k \) are bounded away from 0, i.e. \((x^k, x^{k-1}, \delta^k) = (x_T^k, x_T^{k-1}, \delta_T^k)\).

(i) If \( \theta = 0 \), then \( \phi(s) = cs \) and \( \phi'(s) \equiv c \). We claim that there must exist \( k_0 > 0 \) such that \( \psi(x_T^{k_0}, x_T^{k_0-1}, \delta_T^{k_0}) = \zeta \). Suppose by contradiction this is not true so that \( \psi(x_T^k, x_T^{k-1}, \delta_T^k) > \zeta \) for all \( k \). Since \( \lim_{k \to \infty} x_T^k = x^* \) and the sequence \( \{ \psi(x_T^k, x_T^{k-1}, \delta_T^k) \} \) is monotonically decreasing to \( \zeta \) by Lemma 2. The KL inequality implies that all sufficiently large \( k \),

\[
c\| \nabla \psi(x_T^k, x_T^{k-1}, \delta_T^k) \|_2 \geq 1,
\]
contradicting $\|\nabla \psi(x^k, x^{k-1}, \delta^k)\|_2 \to 0$ by Lemma 2(i). Thus, there exists $k_0 \in \mathbb{N}$ such that $\psi(x^k, x^{k-1}, \delta^k) = \psi(x^{k_0}, x^{k_0-1}, \delta^{k_0}) = \zeta$ for all $k > k_0$. Hence, we conclude from Lemma 2(ii) that $x^{k+1} = x^k$ for all $k > k_0$, meaning $x^k \equiv x^* = x^{k_0}$ for all $k \geq k_0$. This proves (i).

(ii)-(iii) Now consider $\theta \in (0, 1)$. First of all, if there exists $k_0 \in \mathbb{N}$ such that $\psi(x^{k_0}, x^{k_0-1}, \delta^{k_0}) = \zeta$, then using the same argument in the second paragraph of the proof of Theorem 3, we can see that $\{x^k\}$ converges finitely.

Thus, we only need to consider the case that $\psi(x^k, x^{k-1}, \delta^k) > \zeta$ for all $k$.

Moreover, define $S^k = \sum_{l=k}^{\infty} \|x^{l+1} - x^l\|_2$. It holds that

$$\|x^k - x^*\|_2 = \|x^k - \lim_{l \to \infty} x'\|_2 = \lim_{l \to \infty} \sum_{l=k}^{\infty} \|x^{l+1} - x^l\|_2 \leq S^k = \sum_{l=k}^{\infty} \|x^{l+1} - x^l\|_2.$$ 

Therefore, we only have to prove $S^k$ also has the same upper bound as in (32) and (33).

To derive the upper bound for $S^k$, we continue with (31). For any $k > \bar{k}$ with $\bar{k}$ defined in the proof of Theorem 3, we can use the same argument of deriving (31) to have

$$S^k \leq \frac{2D_1}{D_2} \phi(\psi(x^k, x^{k-1}, \delta^k) - \zeta) + \frac{1}{2} \|x^{k-1} - x^{k-2}\|_2 + \frac{1}{2} \|\delta^{k-1}\|_1$$

$$= \frac{2D_1}{D_2} \phi(\psi(x^k, x^{k-1}, \delta^k) - \zeta) + \frac{1}{2} \|S^{k-2} - S^{k-1}\|_2 + \frac{1}{2} \|\delta^{k-1}\|_1. \quad (34)$$

By KL inequality with $\phi'(s) = c(1 - \theta)s^{-\theta}$, for $k > \bar{k}$,

$$c(1 - \theta)(\psi(x^k, x^{k-1}, \delta^k) - \zeta)^{-\theta} \|\nabla \psi(x^k, x^{k-1}, \delta^k)\|_2 \geq 1. \quad (35)$$

On the other hand, using Lemma 2(i) and the definition of $S^k$, we see that for all sufficiently large $k$,

$$\|\nabla \psi(x^k, x^{k-1}, \delta^k)\|_2 \leq D_1 (S^{k-2} - S^k + \|\delta^{k-1}\|_1 - \|\delta^k\|_1). \quad (36)$$

Combining (35) with (36), we have

$$(\psi(x^k, x^{k-1}, \delta^k) - \zeta)^{\theta} \leq D_1 c(1 - \theta)(S^{k-2} - S^k + \|\delta^{k-1}\|_1 - \|\delta^k\|_1)$$

Taking a power of $(1 - \theta)/\theta$ to both sides of the above inequality and scaling both sides by $c$, we obtain that for all $k > \bar{k}$
\[
\phi(\psi(x^k, x^{k-1}, \delta^k) - \zeta) = c[\psi(x^k, x^{k-1}) - \zeta]^{1-\theta}
\leq c \left[ D_1 c (1 - \theta) \left( S^{k-2} - S^k + \|\delta^{k-1}\|_1 - \|\delta^k\|_1 \right) \right]^{\frac{1-\theta}{\theta}}
\leq c \left[ D_1 c (1 - \theta) \left( S^{k-2} - S^k + \|\delta^{k-1}\|_1 \right) \right]^{\frac{1-\theta}{\theta}},
\]
which combined with (34) yields
\[
S^k \leq C_1 \left[ S^{k-2} - S^k + \|\delta^{k-1}\|_1 \right]^{\frac{1-\theta}{\theta}} + \frac{1}{2} \left[ S^{k-2} - S^k + \|\delta^{k-1}\|_1 \right]
\]
where \( C_1 = \frac{2D_1 c}{D_2} \left( D_1 \cdot c (1 - \theta) \right)^{\frac{1-\theta}{\theta}} \). It follows that
\[
S^k + \frac{\sqrt{\mu}}{1 - \mu} \|\delta^k\|_1
\leq C_1 \left[ S^{k-2} - S^k + \|\delta^{k-1}\|_1 \right]^{\frac{1-\theta}{\theta}} + \frac{1}{2} \left[ S^{k-2} - S^k + \|\delta^{k-1}\|_1 \right] + \frac{\sqrt{\mu}}{1 - \mu} \|\delta^k\|_1
\leq C_1 \left[ S^{k-2} - S^k + \|\delta^{k-1}\|_1 \right]^{\frac{1-\theta}{\theta}} + \frac{1}{2} \left[ S^{k-2} - S^k + \|\delta^{k-1}\|_1 \right] + \frac{\mu}{1 - \mu} \|\delta^{k-1}\|_1
\leq C_1 \left[ S^{k-2} - S^k + \|\delta^{k-1}\|_1 \right]^{\frac{1-\theta}{\theta}} + C_2 \left[ S^{k-2} - S^k + \|\delta^{k-1}\|_1 \right],
\]
with \( C_2 := \frac{1}{2} + \frac{\mu}{1 - \mu} \).

For part (ii), \( \theta \in (0, \frac{1}{2}] \). Notice that
\[
\frac{1 - \theta}{\theta} \geq 1 \quad \text{and} \quad S^{k-2} - S^k + \|\delta^{k-1}\|_1 \to 0.
\]
Hence, there exists \( k_1 \geq \bar{k} \) such that for any \( k \geq k_1 \)
\[
\left[ S^{k-2} - S^k + \|\delta^{k-1}\|_1 \right]^{\frac{1-\theta}{\theta}} \leq \left[ S^{k-2} - S^k + \|\delta^{k-1}\|_1 \right].
\]
This, combined with (39), yields
\[
S^k + \frac{\sqrt{\mu}}{1 - \mu} \|\delta^k\|_1 \leq (C_1 + C_2) \left[ S^{k-2} - S^k + \|\delta^{k-1}\|_1 \right]
\]
for any \( k \geq k_1 \). By \( \delta^k_i \leq \sqrt{\mu} \delta^{k-1}_i \), we know that for \( i \in I^a \),
\[
\delta^{k-1}_i \leq \frac{\sqrt{\mu}}{1 - \mu} (\delta^{k-2}_i - \delta^k_i).
\]
It follows that
So,
\[
S^k + \frac{\sqrt{\mu}}{1 - \mu} \| \delta^k \|_1 \leq (C_1 + C_2) \left[ (S^{k-2} + \frac{\sqrt{\mu}}{1 - \mu} \| \delta^{k-2} \|_1) - (S^k + \frac{\sqrt{\mu}}{1 - \mu} \| \delta^k \|_1) \right].
\]

Hence, we have
\[
S^k + \frac{\sqrt{\mu}}{1 - \mu} \| \delta^k \|_1 \leq \frac{C_1 + C_2}{C_1 + C_2 + 1} \left[ S^{k-2} + \frac{\sqrt{\mu}}{1 - \mu} \| \delta^{k-2} \|_1 \right]
\]
\[
\leq \left( \frac{C_1 + C_2}{C_1 + C_2 + 1} \right)^{\frac{1}{k-k_1}} \left[ S^{(k-k_1) \mod 2] + k_1} + \frac{\sqrt{\mu}}{1 - \mu} \| \delta^{(k-k_1) \mod 2] + k_1} \|_1 \right]
\]
\[
\leq \left( \frac{C_1 + C_2}{C_1 + C_2 + 1} \right)^{\frac{k-k_1}{k}} \left[ S^{k_1} + \frac{\sqrt{\mu}}{1 - \mu} \| \delta^{k_1} \|_1 \right].
\]

Hence, we have
\[
S^k + \frac{\sqrt{\mu}}{1 - \mu} \| \delta^k \|_1 \leq \left( \frac{C_1 + C_2}{C_1 + C_2 + 1} \right)^{k-k_1} \left( S^{k_1} + \frac{\sqrt{\mu}}{1 - \mu} \| \delta^{k_1} \|_1 \right)
\]

Therefore, for any \( k \geq k_1 \),
\[
\| x^k - x^* \|_2 \leq S^k \leq c_1 \gamma^k - c_2 \| \delta^k \|_1
\]

with
\[
\gamma = \sqrt{\frac{C_1 + C_2}{C_1 + C_2 + 1}}, c_1 = \frac{S^{k_1} + \frac{\sqrt{\mu}}{1 - \mu} \| \delta^{k_1} \|_1}{\gamma^{k_1}} \quad \text{and} \quad c_2 = \frac{\sqrt{\mu}}{1 - \mu},
\]

completing the proof of (ii).

For part (iii), \( \theta \in (\frac{1}{2}, 1) \). Notice that
\[
\frac{1 - \theta}{\theta} < 1 \quad \text{and} \quad S^{k-2} - S^k + \| \delta^{k-1} \|_1 \to 0.
\]

Hence, there exists \( k_2 \geq \bar{k} \) such that for any \( k \geq k_2 \)
\[
[S^{k-2} - S^k + \| \delta^{k-1} \|_1] \leq \left[ S^{k-2} - S^k + \| \delta^{k-1} \|_1 \right]^{\frac{1-\theta}{\theta}}.
\]

This, combined with (39), yields
\[
S^k + \frac{\sqrt{\mu}}{1 - \mu} \| \delta^k \|_1 \leq (C_1 + C_2) \left[ S^{k-2} - S^k + \| \delta^{k-1} \|_1 \right]^{\frac{1-\theta}{\theta}}
\]

for any \( k \geq k_1 \). Combining with (40) yields
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Raising to a power of $\frac{\theta}{1-\theta}$ to both side of the above equation, we see further that for any $k > k_2$

$$(S^k + \frac{\sqrt{\mu}}{1-\mu} \|\delta^k\|_1)^{\frac{\theta}{1-\theta}} \leq C_3[S^{k-2} + \frac{\sqrt{\mu}}{1-\mu} \|\delta^{k-2}\|_1 - (S^k + \frac{\sqrt{\mu}}{1-\mu} \|\delta^k\|_1)]$$

(41)

with $C_3 := (C_1 + C_2)^{\frac{\theta}{1-\theta}}$.

Consider the “even” subsequence of $\{k_2, k_2 + 1, \ldots\}$ and define $\{\Delta_t\}_{t \geq k_2}$ with $\Delta_t := S^t + \frac{\sqrt{\mu}}{1-\mu} \|\delta^t\|_1$. Following from the proof for [1, Theorem 2], we have

$$\Delta_t \leq \left[\Delta_{N_1} + \hat{\mu}(t - N_1)\right]^{1/\nu} \leq C_4 t^{\nu - \frac{1}{2\nu - 1}},$$

(43)

for some $C_4 > 0$.

As for the “odd” subsequence of $\{k_2, k_2 + 1, \ldots\}$, we can define $\{\Delta_t\}_{t \geq k_2}$ with $\Delta_t := S^{t+1} + \frac{\sqrt{\mu}}{1-\mu} \|\delta^{t+1}\|_1$ and then can still show that (43) holds true.

Therefore, for all sufficiently large and even number $k$,

$$\|x^k - x^*\|_2 \leq S^k = \Delta_{\frac{k}{2}} - \frac{\sqrt{\mu}}{1-\mu} \|\delta^{k}\|_1 \leq 2^{\frac{1}{2\nu - 1}} C_4 k^{\nu - \frac{1}{2\nu - 1}} - \frac{\sqrt{\mu}}{1-\mu} \|\delta^k\|_1.$$

For all sufficiently large and odd number $k$,

$$\|x^k - x^*\|_2 \leq S^k = \Delta_{\frac{k-1}{2}} - \frac{\sqrt{\mu}}{1-\mu} \|\delta^{k}\|_1 \leq 2^{\frac{1}{2\nu - 1}} C_4 (k - 1)^{\nu - \frac{1}{2\nu - 1}} - \frac{\sqrt{\mu}}{1-\mu} \|\delta^k\|_1.$$

Overall, we have

$$\|x^k - x^*\| = \|x^k - x^*\|_2 \leq c_3 k^{\frac{1}{2\nu - 1}} - c_4 \|\delta^k\|_1$$

for sufficiently large $k$, where

$$c_3 := 2^{\frac{1}{2\nu - 1}} C_4 \max(1, 2^{\frac{1}{2\nu - 1}}) \quad \text{and} \quad c_4 := \frac{\sqrt{\mu}}{1-\mu}.$$ 

This completes the proof. □
5 Calculating the KL exponent of $\psi$

Though the convergence rate proved in the previous section gives the local behavior of our proposed algorithm, for the results to be informative, one has to be able to estimate the KL exponent of $\psi$ at $(x_T^*, x_T, \delta_T) = (x_T^*, x_T^*, 0)$. However, as noted in [27, Page 63, Section "Locally stable support and sign"], the KL exponent of a given function is often extremely hard to be estimated. There are only a few results available in the literature [22, 36, 41]. The most useful and related result is the following theorem given in [36] and [42] and its thorough proof is provided in [36]. Since the proof is in Chinese, we add its translation to the appendix.

**Theorem 5** ([36, Theorem 4.2]) Suppose that $h : \mathbb{R}^n \to \mathbb{R}$ is twice continuously differentiable in the local region $B(x^*, \epsilon_0)$ of $x^*$ and satisfies $\nabla h(x^*) = 0$ and $\nabla^2 h(x^*)$ is nonsingular. It holds that $h$ satisfies the KL inequality with the constant $\theta = \frac{1}{2}$ at $x^*$.

In our case, $\psi$ may not be differentiable at a local minimizer $(x, y, \delta)$ and Theorem 5 is not applicable to $\psi(x, y, \delta)$. However, we only need that $\psi(x_T^*, y_T, \delta_T)$ satisfies the KL inequality at $(x_T^*, y_T^*, \delta_T^*) = (x_T^*, x_T^*, 0)$. For simplicity, let $z = (x_T^*, y_T^*, \delta_T^*)$ and $z^* = (x_T^*, x_T^*, 0)$. We know $\psi(z)$ is twice continuously differentiable around $z^*$, so that Theorem 5 can be applied, resulting in the following theorem.

**Theorem 6** If $x^*$ is stationary for $F(x)$ and

$$\nabla^2 f(x_T^*) + \lambda p(p - 1)\text{diag}(|x_T^*|^{p-2}) + \beta I$$

(44)
is nonsingular, then $\psi(z)$ satisfies the uniform KL inequality at $z^*$ with $\theta = \frac{1}{2}$.

**Proof** First of all, it is trivial to see that for any local minimizer $z^*$, it holds that $y_T^* = x_T^*$ and $\delta_T^* = 0$.

By the first-order stationary condition (19), $\nabla_{x_T^*} \psi(z^*) = 0$. On the other hand, $\nabla_{y_T^*} \psi(z^*) = 0$ and $\nabla_{\delta_T^*} \psi(z^*) = 0$, meaning $\nabla \psi(z^*) = 0$. Moreover, we know $\psi$ is twice differentiable in a local region $B(z^*, \epsilon)$. It then suffices to show that

$$\nabla^2 \psi(z^*) = \begin{bmatrix} \nabla^2 f(x_T^*) + \lambda p(p - 1)\text{diag}(|x_T^*|^{p-2}) + \beta I & 0 & 0 \\ 0 & \beta I & 0 \\ 0 & 0 & 2\lambda p\text{diag}(|x_T^*|^{p-1}) \end{bmatrix}$$

is nonsingular, which is naturally true if $\nabla^2 f(x_T^*) + \lambda p(p - 1)\text{diag}(|x_T^*|^{p-2}) + \beta I$ is nonsingular.

The above result is applicable for any general $f$. Therefore, if (44) is satisfied at every stationary point for $F$, meaning we have a uniform KL exponent 1/2, then Theorem 4 implies that the proposed method for solving $\epsilon_p$ regularized least square problem has local linear convergence.
However, this condition is still not easy to verify. In the next theorem, we show that the KL exponent is $\frac{1}{2}$ when $f$ is the least-square error. We first show the equivalence among the local minimizers of $F(x)$, $F(x^*)$ and $\psi(x^*_T, y^*_T, \delta^*_T)$.

**Lemma 3** Suppose $f(x) = \frac{1}{2}\|Ax - b\|_2^2$ with $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$. Let $x^* \in \mathbb{R}^n \setminus \{0\}$ be a local minimizer of $F(x)$. Then the following assertions are equivalent:

(i) $x^*$ is a local minimizer of $F(x)$.
(ii) $x^*_T$ is a local minimizer of $F(x^*)$.
(iii) $z^* = (x^*_T, x^*_T, 0)$ is a local minimizer of $\psi(z)$.

**Proof** (i)$\iff$(ii) By [17, Theorem 1], assertion (i) is equivalent to that

$$A^T A + \lambda p(p - 1) \text{diag}(|x^*_T|^p - 2) > 0,$$

which, by [17, Theorem 1] again, is equivalent to assertion (ii).

(ii)$\iff$(iii). If $x^*$ is a local minimizer of $F(x)$, then there exists neighborhood $\mathbb{B}(x^*, \epsilon)$ with $\epsilon > 0$ such that $F(x) \geq F(x^*)$ for all $x \in \mathbb{B}(x^*, \epsilon)$. For any $z \in \mathbb{B}(z^*, \epsilon)$, it holds that $x^*_T \in \mathbb{B}(x^*_T, \epsilon)$. Hence

$$\psi(z) = F(x, \sigma^2) + \frac{\beta}{2}\|x^*_T - y^*_T\|_2^2 \geq F(x, 0) + \frac{\beta}{2}\|x^*_T - y^*_T\|_2^2 \geq F(x^*) = \psi(z^*),$$

meaning $z^*$ is a local minimizer of $\psi$.

(iii)$\iff$(ii). If $z^* = (x^*_T, x^*_T, 0)$ is a local minimizer of $\psi$, then there exists neighborhood $\mathbb{B}(z^*, \epsilon)$ with $\epsilon > 0$ such that for any $z \in \mathbb{B}(z^*, \epsilon)$, $\psi(z) \geq \psi(z^*)$. It holds that for any $x \in \mathbb{B}(x^*, \epsilon)$,

$$F(x) = \psi(x^*_T, x^*_T, 0) \geq \psi(x^*_T, x^*_T, 0) = F(x^*),$$

meaning $x^*_T$ is a local minimizer of $F(x^*)$. \hfill \Box

The next result provides more equivalent statements to Lemma 3 (iii).

**Lemma 4** Suppose $f(x) = \frac{1}{2}\|Ax - b\|_2^2$ with $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$. Then the following assertions are equivalent:

(i) $z^* = (x^*_T, x^*_T, 0)$ is a local minimizer of $\psi(z)$.
(ii) $\nabla \psi(z^*) = 0$ and

$$\nabla^2 \psi(z^*) = \begin{bmatrix} A^T A + \lambda p(p - 1) \text{diag}(|x^*_T|^p - 2) + \beta I & 0 & 0 \\ 0 & \beta I & 0 \\ 0 & 0 & 2\lambda p \text{diag}(|x^*_T|^p - 1) \end{bmatrix}$$

is positive definite.
(iii) \( \psi(z) \) satisfies the second-order growth property at \( z^* = (x^*_x, x^*_z, 0) \), i.e., there exist \( \epsilon_0, \epsilon_1 > 0 \) such that
\[
\psi(z) \geq \psi(z^*) + \epsilon_1 \|z - z^*\|^2_2 \quad \text{for any } z \in \mathbb{B}(z^*, \epsilon_0)
\]

**Proof** (i)\( \Rightarrow \) (ii). Suppose (i) holds. It suffices to show \( \nabla^2 \psi(z^*) > 0 \). To do this, suppose on the contrary that \( \nabla^2 \psi(z^*) \) is not positive definite. Then, there exists \( v \neq 0 \), such that \( v^T \nabla^2 \psi(z^*) v = 0 \). Let \( \varphi(t) = \psi(z^* + tv) = \psi(x^*_{x^*}, x^*_{x^*_z} + tv_x, x^*_{x^*_z} + tv_y, \delta^*_{x^*} + tv_\delta) \) for each \( t \in \mathbb{R} \). One can verify that
\[
\varphi'(0) = \nabla \psi(x^*, x^*_z, 0)^T v = 0, \quad \varphi''(0) = v^T \nabla^2 \psi(z^*) v = 0.
\]
Moreover, since \( t = 0 \) is a local minimum of \( \varphi \) (since \( z^* \) is a local minimum of \( \psi \)), it holds that \( \varphi^{(3)}(0) = 0 \). On the other hand, by the elementary calculus, one can check that
\[
\varphi^{(4)}(0) = \lambda \rho (p - 1)(p - 2)(p - 3)\|v_x\|_2^2 v_x^T \text{diag}(|x^*_{x^*_z}|^{p-4}) v_x + 4 \lambda \rho (p - 1)\|v_\delta\|_2^2 v_\delta^T \text{diag}(|x^*_{x^*_z}|^{p-2}) v_\delta 
\]
\[
\leq 0,
\]
where the inequality is an equality if and only if \( v_x = 0 \) and \( v_\delta = 0 \), implying \( v_y \neq 0 \) due to \( v \neq 0 \). However, this cannot happen since in this case \( v^T \nabla^2 \psi(z^*) v = \beta \|v_x\|_2^2 > 0 \) contradicting \( v^T \nabla^2 \psi(z^*) v = 0 \). Therefore, \( \varphi^{(4)}(0) < 0 \), implying that \( t = 0 \) is a local maximizer of \( \varphi \) — a contradiction. Hence, (ii) holds true.

(ii)\( \Rightarrow \) (iii). Suppose that (ii) holds. Then
\[
\nabla \psi(z^*) = 0 \quad \text{and} \quad \nabla^2 \psi(z^*) > 0.
\]
By Taylor’s formula, we have that
\[
\psi(z) = \psi(z^*) + \nabla \psi(z^*)^T(z - z^*) + \frac{1}{2}(z - z^*)^T \nabla^2 \psi(z^*)(z - z^*) + o(\|z - z^*\|^2)
\]
for each \((x, y, \delta)\). This, together with (45), implies that there exists \( \epsilon_0, \epsilon_1 > 0 \) such that
\[
\psi(z) \geq \psi(z^*) + \epsilon_1 \|z - z^*\|^2
\]
for any \( z \in \mathbb{B}(z^*, \epsilon_0) \).

(iii)\( \Rightarrow \) (i). It is trivial. The proof is done. \[ \square \]

We now can prove the main result when \( f \) is the least-square error.

**Theorem 7** Let \( x^* \in \mathbb{R}^n \setminus \{0\} \) and \( f(x) = \frac{1}{2} \|Ax - b\|^2_2 \) with \( A \in \mathbb{R}^{m \times n} \) and \( b \in \mathbb{R}^m \). If \( x^* \) is a local minimizer of \( F(x) \), then \( \psi \) satisfies the KL inequality at \((X^*_T, Y^*_T, \delta^*_T) = (x^*_x, x^*_z, 0)\) with \( \theta = \frac{1}{2} \).
Proof Since $x^*$ is a local minimizer of $F(x)$, by Lemma 3, $z^*$ is a local minimizer of $\psi$. It follows from Lemma 4 that $\nabla^2 \psi(z^*)$ is positive definite. By Theorem 5, $\psi$ satisfies the KL inequality at $(x^*_I, y^*_I, \delta^*_I)$ with $\theta = \frac{1}{2}$.

Now consider the sequence $\{x^k\}$ generated by the proposed algorithm in this case. If one of the cluster points is the local minimizer of $F$, then all the cluster points are local minimizers since they form a connected set by Lemma 1(iii). Therefore, $F$ has a uniform KL exponent $1/2$ on all the limit points, implying the algorithm has a unique limit point by Theorem (). Based on Theorem 7, we have the following result on the convergence rate of our proposed method for solving $\ell_p$ regularized least square problem.

**Corollary 1** Let $f(x) = \frac{1}{2} \|Ax - b\|_2^2$ with $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$. Suppose $\{x^k\}$ is generated by Algorithm 1 and converges to $x^* \in \mathbb{R}^n \setminus \{0\}$. If $x^*$ is a local minimizer of $F(x)$, then there exist $\gamma \in (0, 1), c_1 > 0, c_2 > 0$ such that

$$
\|x^k - x^*\|_2 < c_1 \gamma^{k-1} - c_2 \|\delta^k\|_1
$$

for sufficiently large $k$.

### 6 Numerical results

In this section, we perform sparse signal recovery experiments (similar to [14, 38, 40, 42]) to study the behaviors of Algorithm 1. The goal of the experiments is to reconstruct a length $n$ sparse signal $x$ from $m$ observations via its incomplete measurements with $m < n$. For this purpose, we first generate an $m \times n$ matrix $A$ with i.i.d. standard Gaussian entries and orthonormalizing the rows. We then set $y = Ax_{\text{true}} + \epsilon$, where the origin signal $x_{\text{true}}$ contains $K$ randomly placed $\pm 1$ spikes and $\epsilon \in \mathbb{R}^m$ has i.i.d. standard Gaussian entries with variance $\sigma^2 = 10^{-4}$. The objective takes the form $f(x) = \frac{1}{2} \|Ax - y\|_2^2$, where $A \in \mathbb{R}^{m \times n}, y \in \mathbb{R}^m$ and $x \in \mathbb{R}^n$.

In our experiments, we compare the performances of the proposed algorithm EIRL1 with IRL1, iteratively reweighted $\ell_2$ algorithm (IRL2), and the iterative jumping thresholding (IJT) algorithm [42] for solving $\ell_p$-norm optimization problem. Since the subproblems of IJT is trivial to solve for $p = 0.5$, we fix $p = 0.5$ in all experiments. All algorithms start from a random Gaussian vector $x^0$ with mean 0 and variance 1, and have the same termination criterion that either the number of iteration exceeds the preset limit or

$$
\frac{\|x^k - x^{k-1}\|}{\|x^k\|} \leq \text{opttol},
$$

where opttol is a small parameter, and the default is $10^{-4}$. 
6.1 Comparison with other types of algorithms

We compare the computational efficiency of algorithms for solving $\ell_{1/2}$ regularization problems with different scales $(m, n, K)$. We generate 50 random data sets $(A, x_{true}, y)$ for each scale $(m, n, K)$ and compute average CPU time, the number of correct nonzero components (sparsity) with respect to $x_{true}$, that is, $\text{MSE} = \frac{1}{n} \| x^k - x_{true} \|^2_2$. For EIRL1, we fix $\lambda = 0.05$, $\mu = 0.9$, $\beta = 1.1$, $e^0 = 1$, and Nesterov’s momentum coefficient for $a^k$. Table 1 shows that EIRL1 obtains the correct nonzero components and converges faster than other methods.

6.2 The role of $\{a^k\}$

EIRL1 introduced a new parameter $a^k$. In this session, we test the sensitivity of our algorithm performance to the selection of different $a^k$. We set $K = 200, 500, 800$ for $x_{true}$ which represent the situations with low, medium and high sparsity, respectively. For each $K$, we test EIRL1 with 5 different values of $a^k \equiv 0, 0.3, 0.5, 0.7, 0.9$. For each setting, we generate 50 random data sets $(A, x_{true}, y)$, compute the average MSE versus iterates, and record the number of nonzero components in the converged solution. We plot the evolution of MSE and the box-plots about the number of nonzero components with different $a^k$ in Fig. 1. Our experiment shows that larger $a^k$ converges faster to sparser solutions.

6.3 Comparison with other extrapolation parameters

In Fig. 2, we also compare the dynamic updating rules with constant coefficient $a^k = 0.9$. Here we use the same experimental setting as in the previous subsection and set $K = 800$. The dynamic updating strategies considered here are

| $(m, n, K)$ | Cpu time | Sparsity |
|-------------|---------|----------|
|             | EIRL1   | IRL1     | IRL2     | IJT      |
| (1000, 2000, 100) | 0.2234  | 0.3118   | 0.5406   | 0.5190   |
| (2000, 4000, 200) | 1.2918  | 1.8690   | 3.0128   | 3.0540   |
| (3000, 6000, 300) | 3.0904  | 4.6514   | 7.2166   | 7.1222   |
| (4000, 8000, 400) | 5.3846  | 8.0226   | 12.4336  | 12.2002  |

| $(m, n, K)$ | Sparsity |
|-------------|----------|
|             | EIRL1    | IRL1    | IRL2    | IJT     |
| (1000, 2000, 100) | 100      | 100     | 1159.6  | 100     |
| (2000, 4000, 200) | 200      | 200     | 2324.6  | 200     |
| (3000, 6000, 300) | 300      | 300     | 3490.8  | 300     |
| (4000, 8000, 400) | 400      | 400     | 4655.3  | 400     |
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- Nesterov’s momentum coefficient \([34]\): \(a^k = \frac{k-1}{k+2} \) for \(k \geq 1\) and \(a^0 = 0\).
- The momentum coefficient in FISTA \([6]\): \(\theta^0 = 1, \theta^{k+1} = \frac{1+\sqrt{1+4(\theta^k)^2}}{2}, \alpha^k = \frac{\theta^{k-1}}{\theta^k}\)

**Fig. 1** The performance for different \(\alpha\) when \(K = 200, 500, 800\). It presents that larger \(\alpha\) has better performance.
The momentum coefficient in the accelerated proximal gradient (APG) method [35]:
\[ \theta^0 = 1, \theta^{k+1} = \frac{\sqrt{(\theta^k)^2 + 4(\theta^k)^2} - (\theta^k)^2}{2}, \alpha^k = \theta^k((\theta^{k-1})^{-1} - 1). \]

We can see that the dynamic strategies have nearly the same performance, outperformed by the constant \( \alpha = 0.9 \).

**Appendix**

The translation of the proof of Theorem 5.

**Proof** It follows from \( \nabla h(x^*) = 0 \) and the mean-value theorem that
\[
h(x) - h(x^*) = (x - x^*)^T \nabla^2 h(x^* + t_x(x - x^*))(x - x^*),
\]
with \( t_x \in (0, 1) \). Since \( h \) is twice continuously differentiable on \( \mathbb{B}(x^*, \epsilon_0) \), there exists \( L > 0 \) such that
\[
h(x) - h(x^*) \leq L\|x - x^*\|_2^2
\]
for any \( x \in \mathbb{B}(x^*, \epsilon_0) \). On the other hand,
\[
\nabla h(x) = \nabla h(x) - \nabla h(x^*)
\]
\[
= \int_0^1 \nabla^2 h(x + t(x - x^*))(x - x^*)dt
\]
\[
= \begin{bmatrix}
[\nabla^2 h(x^* + t_{1x}(x - x^*))]_1 \\
\vdots \\
[\nabla^2 h(x^* + t_{nx}(x - x^*))]_n
\end{bmatrix}(x - x^*)
\]
\[
:= A_x(x - x^*),
\]
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where $t_{ix} \in (0, 1)$, $i = 1, 2, \ldots, n$.

Since $\nabla^2 h(x^*)$ is nonsingular, there exists $0 < \varepsilon_1 < \varepsilon_0$ such that for any $x \in B(x^*, \varepsilon_1)$, $A_x$ is nonsingular. Therefore, $A_x^T A_x$ is positive definite on $B(x^*, \varepsilon_1)$. Hence, there exists $0 < \varepsilon < \varepsilon_1$ and $\sigma > 0$ satisfying $\sigma = \min_{x \in B(x^*, \varepsilon)} \sigma(\min(A_x^T A_x))$. It then follows that

$$
\|\nabla h(x)\|^2 = (x - x^*)^T A_x^T A_x (x - x^*) \geq \sigma \|x - x^*\|^2 \geq \frac{\sigma}{L} (h(x) - h(x^*)).
$$

This implies that there exists $\theta = \frac{1}{2} \in (0, 1)$, $\varepsilon > 0$ and $c = (\frac{L}{\sigma})^{1/2}$ for any $x \in B(x^*, \varepsilon)$,

$$(h(x) - h(x^*))^{1-\theta} \leq c \|\nabla h(x)\|,
$$

or, equivalently, $h$ satisfies the KL inequality with $\theta = \frac{1}{2}$. □
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