Overview of the evaluation methods for the interpretable business decision support model for cybernetics and organization of production
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Abstract. Authors made an overview of approach towards creation business decision support model. Authors underline requirements and evaluation methods for proposed model to be used in cybernetics and organization of production. Authors described domain problems and proposed interpretable model as a solution. Authors explored levels of the evaluation and chosen one that suits their problem. Authors also discuss business model influencing factors as local interpretability, severity of incompleteness, time constraints and level of user expertise.

1. Introduction
Data mining is often achieved by machine learning: from adaptive advertisement to credit score calculation, machine learning systems are increasingly spreading. Models outperform humans on specific tasks like image recognition or text analyzing and often guide processes of human understanding and decisions. But such systems are usually treated as “black boxes”, hence, one can have small understanding, how given model is really working [1]. Malware detection, bike demand prediction, city traffic prediction - all compute their output without human help. There are two main reasons why explanation is not necessary: there are no significant consequences for unacceptable results and the problem is sufficiently well-studied and validated in real applications that we trust the system’s decision, even if the system is not perfect.

But, if model can be considered interpretable, there will be much more trust to it.. Over past two years a number of new methods for machine learning interpretability were published and the volume of research on interpretability is rapidly growing [2].

Authors try to underline factors influencing on the interpretable business decision support model and explore evaluation methods for the interpretable models in general.

2. Background
The machine learning model can be considered interpretable if its structure can be explained by a pre-selected expert. When interpreting the model, the expert explains how the individual characteristics and elements of the model affect the chosen variable and what their functional relationship is. Expert
should be also able to explain the influence of the model parameters on the accuracy and stability of the model’s approximation.

Model interpretability seems to be useful in any domain, but its importance is still unclear as on the first sight the same results can be achieved with “black-box” models. On the other hand, an incompleteness in the problem statement makes analysis and evaluation of a given model very difficult. There are some common cases when interpretation may be helpful:

- scientific understanding: explanation can be used to produce further knowledge;
- safety: complex systems can have unlimited number of test cases and it will be impossible to predict them all;
- ethics: “equal opportunity by design” [3];
- mismatched objectives: without understanding an algorithm we may find that we are optimizing an incomplete or completely wrong objective;
- multi-objective trade-offs: situation when two objectives are competing.

Applying machine learning in the commerce, it is hard to define a single goal. Almost all companies operate in a highly competitive environment, which leads to the process of expanding and maintaining the client base. This type of activity means work in two directions: attracting new customers and retaining of existing ones. These tasks are handled in parallel through marketing. In this work marketing tasks are reduced to the tasks of data mining, such as

1. Regression - finding a functional relationship between input parameters and a continuous output parameter, allowing to estimate the probability of occurrence of an event.
2. Classification - finding a functional relationship between the input parameters and the discrete output parameter, which allows the object to be assigned to a predetermined category.

From the business point of view, the main target is sales profit. So, maximizing sales becomes main objective. But the chosen algorithm may be optimizing an incomplete objective, e.g., the marketing manager may be interested not in the prediction of future sales but in the increasement of the customer loyalty and brand recognition [4,5].

In the presence of an incompleteness, explanation is one of the ways to ensure that effects of gaps in problem formalization are visible to us.

3. Level of the evaluation
In a classic machine learning approach, there are a number of well-known metrics, like F1-score for classification or separation index for regression [6]. From application point of view, evaluation of model performance has the role of efficiency metric: a go-playing agent might best a human player, a classifier may correctly identify cats against dogs.

Finale Doshi-Velez and Been Kim described three common evaluation approaches of interpretable ML models: application-grounded, human-grounded, and functionally-grounded [6]. These approaches can be ranked from task relevant to general. We also need to understand that while human evaluation is essential to assessing interpretability, human-subject evaluation is pretty tough.

First one is application-grounded but it is requires the biggest amount of time and effort. Application-grounded evaluation implies conducting forecast-based experiments within real cases. E.g., we have real case - business managers work on the sales income - the best way to show that the model works is to evaluate it with respect to the task: Does business gain sales? This method is precise and can grant us a lot of relevant data, but it has one main cons: it is risky and difficult to perform experiments on real business.

Human-grounded approach is more applicable in real life, but still requires domain expert and a number of experiments on the relevant domain. Main difference from application-grounded approach is that we can work with models and simulation instead of conducting real-life experiments. Using this approach, we can estimate required time for one might understand a result, and understand overall system complexity that can be controlled. This approach’s main feature is dependency only on quality
of explanation, and quality of explanation can be evaluated without a specific end-goal. In our case, we have domain expert that can perform simulation process: analyze explanation and an input, and simulate the model’s output.

Functionally-grounded approach requires no human experiments. Functionally-grounded evaluations lay on models or regularizers that have already been validated. The most common generally interpretable models are linear regression model and decision trees. Work on model approximation focuses on deriving a simple, interpretable model that approximates a more complex, uninterpretable one. The disadvantage of this approach is that for even moderately complex models, a good global approximation cannot generally be found [7].

4. Task-related relevant factors
One of very important property of interpretable model is its scope of interpretability. Model can be considered interpretable if a given person can comprehend the whole model at once [8,9]. Model can be defined to global or local interpretability type. Global model interpretability helps to understand the distribution of your target variable based on the features. Global model interpretability is hardly archived in practice. On the other hand, local interpretability implies knowing the reasons for a specific decision. Expert can focus on a single model instance and examine aspects of prediction model makes for this input, and why model had made this decision. In business, local interpretability is more preferable than global as local interpretability is easier to be reached and hence more applicable.

The depth of the question’s incompleteness also affects explanation needs. Amount and characteristic of explanations needed depend on many factors: inputs, constraints, domains, internal model structure, costs, or even the need to understand the model’s training algorithm. We can list an example of depth question: one business manager can have plenty of questions how to gain sales. Another one wants to control and understand every single decision made. And the last one wants to check his list of hypothesis and their influence on result. So, in each case there will be difficult requirements towards the explanation even if the input factors (as real sales data) can be the same.

Time constraints depend mainly on domain. The least strict constraints suit scientific applications as scientists often can spare as much time for research as needed. An opposite example, aircraft collision avoidance systems must produce explanations that can be understood quickly. According to the [10], users of business decision support systems want to spend fair amount of time on working with such systems: they are not in hurry, but also don’t want to spend days understanding explanations.

The complexity of explanation should depend on the end user expertise in domain: domain experts may expect or prefer a somewhat larger and sophisticated model, which confirms facts they know, over a smaller, more “black-box” styled one [6]. In ecommerce, we can underline several group of end users: business managers, marketing managers and business analytics. All of them come with different background. So, explanation depth must be fine-tuned to suit everyone’s needs or at least can be tunable at all.

5. Conclusion and future work
In this work, we have laid the groundwork for future model design. This paper focus on the overview of the requirements and evaluation methods for the interpretable business decision support model.

In the problem formulation incompleteness section, we described our domain problems and proposed interpretable model as a solution of them. Then we explored level of the evaluation that suits our problem. Human-grounded approach was selected as most relevant one.

Then, in the task-related relevant factors section we discuss such factors as: local interpretability, severity of incompleteness, time constraints and level of user expertise. We can underline that in our case local explanation with medium complexity may be the best choice for end user.

In future work authors plan to do a research of supervised interpretable models and post-hoc approaches according to described premises.
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