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Abstract

As COVID-19 spread through the United States in 2020, states began to set up alert systems to inform policy decisions and serve as risk communication tools for the general public. Many of these systems, like in Ohio, included indicators based on an assessment of trends in reported cases. However, when cases are indexed by date of disease onset, reporting delays complicate the interpretation of trends. Despite a foundation of statistical literature to address this problem, these methods have not been widely applied in practice. In this paper, we develop a Bayesian spatio-temporal nowcasting model for assessing trends in county-level COVID-19 cases in Ohio. We compare the performance of our model to the current approach used in Ohio and the approach that was recommended by the Centers for Disease Control and Prevention. We demonstrate gains in performance while still retaining interpretability using our model. In addition, we are able to fully account for uncertainty in both the time series of cases and in the reporting process. While we cannot eliminate all of the uncertainty in public health surveillance and subsequent decision-making, we must use approaches that embrace these challenges and deliver more accurate and honest assessments to policymakers.
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The first cases of SARS-CoV-2 in the United States were reported in early March [1], though recent phylogenetic evidence suggests the first introductions occurred in January 2020 [2, 3, 4]. As COVID-19 spread throughout the country, states began to set up risk alert systems to support data-driven decision-making, improve government accountability, and communicate health risks to the public [5]. The goal of such systems is to provide clear and consistent messaging around the current state of the COVID-19 pandemic and help people adopt protective behaviors while policymakers implement appropriate structural changes to mitigate spread. Risk or public health alert systems typically develop a series of indicators which use various sources of surveillance data [5]. In some states, these systems were linked to specific policy actions [6] while in others they serve more as a risk communication tool to inform local health departments and the general public [7]. In most systems, several key indicators are tied to the reporting of confirmed COVID-19 cases and their onset date of illness (i.e., the date an individual first began to have symptoms) [8]. However, chronic delays in outbreak investigation and case reporting have led to challenges in estimating case-based indicators and communicating the situation in a location in near real-time.

Issues related to reporting lag or reporting delay are not a new challenge in public health surveillance [9, 10, 11]. It is quite common for reporting in infectious disease and vital statistics systems to not occur instantaneously with the onset or occurrence of the event of interest. For infectious diseases, this delay can be due to: 1) a prolonged interval between the time an individual recognizes symptoms and is able to seek care and receive confirmatory testing, 2) administrative backlogs and delays in the acquisition, processing, and ultimate reporting of information, and 3) the length of time necessary to conduct a full case investigation. However, particularly when facing a fast-moving epidemic, important decisions need to be made in real-time despite the fact that the most recent information is likely incomplete. This added uncertainty can reduce the confidence of both policymakers and the public in the public health decision-making process. Methodology is needed to help provide a clearer picture to decision-makers in the face of the uncertainty from delays in reporting.

To address this issue and build on the foundational methodology [9, 10, 11], a relatively recent
literature around “nowcasting” has emerged for delayed reporting. In contrast to forecasting which focuses on estimating what could happen in the future, nowcasting focuses on estimating what has already happened but has not yet been reported. Nowcasting leverages historical patterns in reporting and trajectories of the disease outcome to estimate current counts given partially reported values. To enhance model flexibility and interpretability, recent work [12, 13, 14] has extended prior work for nowcasting time series [15] and aberration detection [16] within a Bayesian framework. This work has been applied to estimate COVID-19 deaths in regions of the United Kingdom [17] and to incorporate spatial dependence [18, 19]. In addition, simulation modeling approaches have also been used for nowcasting [20, 21, 22]. In contrast to much of the current epidemiological work that relies on the specification of splines to capture trends, Bayesian structural time series can be specified as hierarchical autoregressive processes [23]. Given the link between autoregressive processes and infectious disease dynamics, we propose a spatial extension of the Bayesian structural time series model to nowcast county-level counts of confirmed COVID-19 cases in Ohio while accounting for reporting delay.

Despite prior and current literature on methods for accounting for reporting delay, these methods have not been fully embraced in practice. The purpose of this paper is to highlight the critical need to account for reporting lag and other potential daily reporting patterns when assessing whether case rates are increasing. This is important because an increase in case rates is an indicator in many states’ alert systems, including the Ohio Public Health Alert System (OPHAS) [7], and can also serve as an early warning signal of disease spread. We apply our method to OPHAS Indicator 2 which measures "an increasing trend of at least 5 consecutive days in overall cases by onset date over the last 3 weeks" [7]. Ohio adopted a 21 day "look-back" period in an attempt to manually curtail the effect of reporting delays. We develop an extension of a Bayesian structural time series model that incorporates spatial dependence across counties and flexibly captures temporal dynamics with an autoregressive structure. We use case data from earlier in the pandemic that is now fully reported so the true trends can be determined for each county in Ohio. We then compare indicators based on the method currently used in Ohio, the method suggested by the Centers for
Disease Control and Prevention (CDC) [8], and our Bayesian approach.

METHODS

Data

We used data on confirmed cases of COVID-19 in the state of Ohio which are captured by the Ohio Disease Reporting System and reported publicly [23]. In Ohio, case investigation is done by local, typically county, health departments and entered into the state system. Confirmed cases are defined as individuals who have a positive result on a laboratory molecular amplification test [1] or other approved testing methods. For each individual case, the system records the county of residence and the onset date of illness as determined by case investigators. If onset date is unknown, the system records the earliest date associated with the record. Onset date currently provides the index date for all reporting and analysis at the state-level in Ohio. The reporting date is defined as the first date at which a case appears in the system and is often several days or possibly weeks after the onset date. Thus, when examining case counts by onset date, counts for the most recent days are incomplete because of the delay between onset date and reporting date. The reporting delay can also be impacted by system strains due to case volume and daily variation in reporting that differ by local health department.

To explore the impact of reporting patterns on the calculation and subsequent interpretation of public health alert indicators, we retrospectively consider four points in time during the pandemic: June 15, 2020, July 15, 2020, August 15, 2020, and September 15, 2020. At the time of the analysis, at least one full month had passed since September 15, and we assume that case reporting was complete through this date. For each date, we examine cases reported by that date and compute indicators related to the trends in case counts. Since the data are completely reported, we can compare the estimates from the indicators to the true trend observed in the onset cases at that point in time. This will allow us to examine the performance of each proposed approach for determining if a county is experiencing an increasing trend of cases.
Rolling Average Approach

We refer to the current approach for determining if case rates are increasing used by the Ohio Department of Health as the rolling average approach [7]. This approach computes a 7 day rolling average of case counts, indexed by onset date, for each of the last 21 days. The alert indicator for an increasing trend in cases is flagged if there are 5 consecutive days of increasing averages at any point in the 21 day window. That is, the indicator flags if for 5 consecutive days the average is greater than the average the day before. This approach crudely accounts for daily reporting variation by averaging across 7 days but makes no attempt to account for reporting lag or any other sources of variation.

Spline Approach

A slightly more sophisticated but still simple approach was recommended by the CDC for detecting rebounds [8] and will be referred to as the spline approach. This approach is similar to the rolling average approach described above but fits a spline to the time series of rolling averages. For consistency, we used 7 day rolling averages over a 21 day period to align with the temporal window of interest for the alert system. We fit a cubic spline [8] to each series with 4 knots. By using a spline, we are able to smooth daily and other systematic variation in reporting patterns. Aligned with the CDC [8], we determine if there is an increasing trend by looking at the fitted values from the spline and determining if there are any 5 consecutive day periods where the fit for each day is greater than the previous day. Like the rolling average approach, uncertainty is not incorporated into the decision-making process. Splines were estimated using the mgcv package in R [25].

Model-based Approach

In contrast to the simpler approaches, we explicitly model both the process for new onset cases and the reporting delay process. We extend the general framework outlined by previous work [12, 18] by using an autoregressive spatial Bayesian structural time series, rather than a spline based model.
While the spline based model is flexible, it relies on reasonably specifying knots and is not ideal for estimating beyond the range of the observed data. In addition, it can be more challenging to incorporate hierarchical structure when temporal trends may be quite different across locations, which has been the case for COVID-19. Instead, an autoregressive structure retains the ability to flexibly capture spatio-temporal trends while also linking more closely to the dynamics of infectious disease [26]. It also allows for added flexibility in specifying a spatially varying reporting delay process.

We follow the general set up outlined in previous work [12, 16]. In Ohio, COVID-19 cases are reported daily so we use a daily time scale. To reduce computation time, we will take a moving window approach [14] that considers the past 90 days \((T = 90)\). From April through September 2020, 94% of cases were reported within 2 weeks of onset and 98% of cases were reported within 30 days. To be conservative, we set a maximum reporting delay time of 30 days following onset \((D = 30)\).

**Outcome Model.** Let \(Y_{it}\) be the count of reported cases in county \(i = 1, \ldots, N\) with onset date \(t = 1, \ldots, T\). Note that \(Y_{it}\) is assumed to be the true total count, which is assumed to be partially observed for time \(t\) such that \(t + D > T\). We assume

\[
Y_{it} \sim \text{Poisson}(\lambda_{it})
\]

\[
\log(\lambda_{it}) = O_i + \alpha_{it} + X_t \eta_i
\]

where \(O_i\) is an offset of the log population of county \(i\), \(\alpha_{it}\) is the latent state of the process, \(X_t\) is a design vector indicating the day of the week, and \(\eta_i\) is the day of the week effect. Note that \(X_t\) is parameterized using sum to 0 effect coding so \(\alpha_{it}\) reflects the average of the process across days of the week. By using this structure for the model, we are able to remove daily reporting variation from the latent state, \(\alpha_{it}\), through \(X_t\eta_i\).

After removing the daily “seasonal” variation, we focus on the model for the latent state or structural part of the model. We use a semi-local linear trend model [27] to allow for some degree
of longer term structure while still facilitating a very flexible model. That is for \( t > 1 \),

\[
\alpha_{it} = \alpha_{i(t-1)} + \delta_{i(t-1)} + \epsilon^\alpha_{it}
\]

where \( \epsilon^\alpha_{it} \overset{iid}{\sim} N(0, \tau^2_\alpha) \) and the initial value at \( t = 1 \) is \( \alpha_{i1} \sim N(0, 100) \). Then for the model for trend, we let

\[
\delta_{i1} = \delta + d_i + \epsilon^\delta_{i1}
\]

\[
\delta_{it} = \delta + d_i + \rho_\delta (\delta_{i(t-1)} - \delta - d_i) + \epsilon^\delta_{it}
\]

where \( \delta \) is a common statewide trend, \( d_i \) is a county-specific spatial trend, and \( \rho_\delta \) is an autoregressive term. Let \( \epsilon^\delta_{it} \overset{iid}{\sim} N(0, \tau^2_\delta) \). A benefit to this parameterization is it allows us to separate changes that are due to white noise (\( \epsilon^\alpha_{it} \)) from those that are due to more consistent temporal trends (\( \delta_{it} \)). By using a stationary model for \( \delta \), we are able to provide some structure around a longer term trend while retaining flexibility for local deviations in space and time.

To account for spatial correlation, we assume the trends in neighboring counties are correlated and specify an intrinsic conditional autoregressive model. That is,

\[
d_i|d_{-i} \sim N \left( \frac{1}{w_{i+}} \sum_j w_{ij} d_j, \frac{\tau^2_d}{w_{i+}} \right)
\]

where \( d_{-i} \) is the set of counties excluding county \( i \), \( w_{ij} \) is an indicator of whether counties \( i \) and \( j \) are adjacent, \( w_{i+} = \sum_{j \neq i} w_{ij} \), and \( \tau^2_d \) is a variance. To ensure a valid process model, we enforce a sum to 0 constraint on the \( d_i \) [28]. We chose to incorporate spatial dependence in the trend to reflect a belief that cases in a county are likely to change in a similar fashion as cases in neighboring counties. This choice explicitly aligns with our general surveillance and risk evaluation strategy for counties where we have implicitly considered trends in neighboring counties when making our assessments. Another added benefit is that this helps to stabilize estimates for counties with small populations by borrowing strength from neighboring counties.
We also assume county-specific effects of the day of the week. We assume that while variability exists between counties, the daily patterns are similar across the state. We assume the following hierarchical model

\[
\eta_i \overset{iid}{\sim} N(\eta, \tau^2 \eta I_6)
\]

where \(\eta_i\) is a vector of state average day of the week effects, \(\tau^2\) is a variance, and \(I_6\) is a 6 × 6 identity matrix. This allows each county to have its own daily pattern while borrowing strength across all counties in the state as warranted.

**Reporting Model.** Since we know that \(Y_{it}\) is observed with reporting lag, we must specify a model for the delay. Let \(Z_{itd}\) be the count of cases observed in county \(i\) with onset date \(t\) that are observed \(d = 0, \ldots, D\) days after \(t\). Note that \(Z_{itd}\) corresponds to when cases are reported \(d\) days after onset date \(t\) and so is unobserved when \(t + d > T\). We assume

\[
Z_{itd}|Z_{it(-d)}, Y_{it} \sim \text{Beta-Binomial}\left(\alpha_{itd}, \beta_{itd}, Y_{it} - \sum_{j<d} Z_{itj}\right)
\]

where \(Z_{it} = (Z_{it0}, \ldots, Z_{itD})\), \(p_{it}\) is the vector of proportions of the total \(Y_{it}\) reported on each of the \(D\) days, and GD is the generalized Dirichlet distribution. We use a generalized Dirichlet distribution to properly account for potential overdispersion of the \(p_{it}\) [12]. This leads to the following conditional distribution:

\[
Z_{itd}|Z_{it(-d)}, Y_{it} \sim \text{Beta-Binomial}\left(\alpha_{itd}, \beta_{itd}, Y_{it} - \sum_{j<d} Z_{itj}\right)
\]

where \(Z_{it(-d)}\) is set of counts reported with a delay that is not \(d\) days. To model more intuitive quantities, we reparameterize the distribution [12] in terms of the mean \(\nu_{itd}\) and dispersion \(\phi_d\) such that \(\alpha_{itd} = \nu_{itd} \phi_d\) and \(\beta_{itd} = (1 - \nu_{itd}) \phi_d\). Then similar to a hazard function, we let \(\text{logit}(\nu_{itd}) =\)
\( \psi_{itd} \) and assume the following AR1 model

\[
\begin{align*}
\psi_{i1d} &= \beta_d + V_{1d} \xi_i + \epsilon_{i1d}^\psi \\
\psi_{itd} &= \beta_d + V_{td} \xi_i + \rho_\psi (\psi_{i(t-1)d} - \beta_d + V_{(t-1)d} \xi_i) + \epsilon_{itd}^\psi
\end{align*}
\]

where \( \beta_d \) is the average log odds of remaining cases being reported by delay \( d \), \( V_{td} \) is a design matrix indicating the day of the week, \( \xi_i \) is a day of the week effect, \( \rho_\psi \) is an autoregressive parameter, and \( \epsilon_{itd}^\psi \) is an error term. We assume \( \epsilon_{itd}^\psi \sim i.i.d. N(0, \tau_\psi^2) \). Note that \( V_{td} \) is parameterized using sum to 0 effect coding.

The parameterization of the delay model allows us to accommodate several important features of COVID-19 reporting and should, in general, be customized to reflect the actual reporting process. First, reporting in Ohio is done by county health departments who may have varying capacity and resources for timely reporting. Thus, the delay model is county-specific. We account for day of the week effects, much like in the model for the case counts, because in many counties, reporting primarily aligns with the work week. We also assume autoregressive temporal dependence to capture the potential for administrative backlogs. For example, if a smaller portion of cases are reported today, we may also expect a smaller proportion the next day because of a backlog. We do not incorporate a term to account for spatial dependence in the delay model as we assume neighboring health departments are independent agencies, and so we would not anticipate spatial structure.

As with the outcome model, we allow for county-specific variability in day of the week reporting effects. We again assume similar patterns across the state and specify the following hierarchical model:

\[
\xi_i \sim i.i.d. N(\xi, \tau_\xi^2 I_6)
\]

where \( \xi \) is a vector of state average day of the week effects, \( \tau_\xi^2 \) is a variance, and \( I_6 \) is a \( 6 \times 6 \) identity matrix.
Prior Model and Computation. Since we fit our model in the Bayesian paradigm, we must specify prior distributions on all unknown parameters. For each element of $\eta$ and $\xi$, we assign independent normal priors with 0 mean and variance 1. We also assign $\delta$ a normal prior with 0 mean and variance 1. We use a variance of 1 for these prior distributions as each parameter reflects a relative daily difference on the log scale, and so these priors reflect a reasonable range for those parameters. We assign $\beta_d$ independent normal priors with mean 0 and variance 4, which puts adequate probability on reasonable values on the logit scale. We also assign all variance parameters inverse gamma priors with shape and scale both set to 0.5. All autoregressive parameters are assigned uniform prior distributions over -1 to 1.

To compare across approaches, we fit the model for each of the four dates considered. We treat the last day in the series (i.e., the current date) as missing and forecast the expected case count, which reduces model instability due to the rarity of cases reported on the day of onset ($d = 0$). The model was fit using a Markov chain Monte Carlo algorithm implemented in R using nimble [29]. The algorithm was run for 30,000 iterations with the first 15,000 discarded as burn-in and then thinned by keeping every 10th iteration. Computation time was approximately 20 hours, which would enable a daily update in practice.

To determine whether the cases were increasing in the most recent 21 day period, we use the posterior distribution of $\delta_{it}$. Since $\delta_{it}$ reflects the trend in county $i$ at time $t$, there is a net increasing trend over the past 21 days if $\sum_{t=T-20}^{T} \delta_{it} > 0$. Using the posterior distribution, we can directly compute the posterior probability of an increasing trend for each county.

True Change

One major advantage of a model-based approach is the flexibility to address more complex questions of interest. However, the goal of this paper is to assess the method used to calculate the OPHAS indicator for when cases are increasing in a county. To most closely align with the question as currently posed by the state of Ohio, we define a true increase in cases as when the number of cases in the most recent 7 day period is greater than the number of cases two weeks prior.
Table 1: Estimated sensitivity and specificity of the rolling average indicator, the spline indicator, and the model-based indicator at 3 different posterior probability cut-points across the 4 dates examined.

| Method                  | Sensitivity | Specificity |
|-------------------------|-------------|-------------|
| Rolling Average         | 0.20        | 0.96        |
| Spline                  | 0.87        | 0.48        |
| Model-based: >0.9       | 0.07        | 1.00        |
| Model-based: >0.7       | 0.46        | 0.93        |
| Model-based: >0.5       | 0.83        | 0.60        |

This corresponds to comparing the first week with the last week in the most recent 21 day period. While there are other potential ways to define a true increase, this most closely reflects the current definition used by the state of Ohio.

RESULTS

The results from applying each of the three methods for calculating increasing case rates are shown in Figure [1]. There are several general observations that can be made across the four time points. The rolling average indicator generally does a poor job at accurately capturing counties where the cases have increased, and in most counties, there were true increases that went undetected. The spline indicator tends to make errors in the other direction by incorrectly flagging counties that did not meet the definition of a true increase. For the model-based approach, we generate a posterior probability of an increasing trend and highlight counties in yellow with a probability greater than 0.7 and in red those with a probability greater than 0.9.

In addition to visually examining the results, we calculated sensitivity and specificity for each approach in Table [1]. The rolling average approach currently in use has a very low sensitivity of 0.20 and so is not successfully identifying counties with increasing trends. The spline approach has a much higher sensitivity of 0.87 but at the cost of a specificity of 0.48. Three cut points are shown for the model-based posterior probabilities. As expected, the higher thresholds exhibit excellent specificity but lower sensitivity since it reflects stronger evidence of an increase. Using a cut-point of 0.5, which reflects that the trend is more likely increasing than decreasing, we estimate
Figure 1: Comparison between the rolling average indicator, the spline indicator, the true observed indicator of an increase, and the model-based posterior probability across 4 time points during the pandemic. For the model-based probabilities, counties outlined in red have a probability greater than 0.9 and outlined in yellow have a probability greater than 0.7.
a sensitivity of 0.83 and a specificity of 0.6, which seems to most reasonably balance false positives and false negatives among the approaches considered.

The model-based approach also provides a rich set of additional results that can provide useful insights. Typically, the main goal of these models is to nowcast case counts. In Figure 2 we show nowcast estimates with their 90% credible interval in black and the true counts in red for an urban and rural county. Averaging across the 4 time points, the 90% credible interval coverage was 0.96 over the 30 day period with incomplete reporting. The coverage was 0.92 in the most recent 7 days which have the most incomplete reporting. Thus, our model performs as expected for nowcasting cases. In Figure 2 we also show time series plots of the latent state, which removes the daily seasonality, and the trend. The trend can also be viewed as the derivative of the latent state curve so when it is greater than 0, it indicates increasing case counts.

DISCUSSION

We applied three approaches for assessing increasing trends in cases to completely observed data at four time points during the COVID-19 pandemic. When assessments are linked to onset date, case reporting is subject to reporting lag or delay. We illustrate that the simple approach currently used in OPHAS does not perform well as it fails to account for lag and other variation in reporting. The spline approach outlined by the CDC is more sensitive as it smooths over daily reporting variation but also fails to account for lag. In contrast, the model-based approach accommodates lag, daily variation, and spatio-temporal dependence. The model-based approach can also directly summarize observed evidence of increasing trends and the associated uncertainty through posterior distributions. This results in a better trade-off between sensitivity and specificity and can allow for prioritization of areas where the evidence of an increase is strongest.

We note several key advantages to the model-based approach. First, the Bayesian approach allows us to use calculated posterior summaries to directly communicate uncertainty. Public health officials are constantly considering trade-offs between different policy options - e.g., stay-at-home
Figure 2: Case nowcast projections and time series model components for an urban and rural county on September 15, 2020. The left panel shows the posterior mean number of cases in bold, 90% credible interval in black, and the true number of cases in red. The green vertical line indicates the divide between complete and incomplete reporting. The center panel shows the posterior mean and 90% credible interval of the latent state which is the mean process on the log scale with daily variation removed. The right panel shows the posterior mean and 90% credible interval for the daily change with a red reference line at 0.
orders vs. economic impacts. Specific policy responses may only be warranted when evidence for 
an increase in COVID-19 cases is very strong and models indicate a very high level of certainty. 
Since the posterior probability reflects the probability of an increasing trend given the observed 
data, this quantity can be used to directly address the policy question of interest and provides 
an indication of how strong the evidence is in each county. Unlike the spline or 7-day rolling 
average approaches that return a binary decision, the ability of the model-based approach to convey 
additional meaning through continuous estimates is a clear advantage that can improve decision-
making [30, 31]. Second, by accounting for reporting delays and fully exploiting partially reported 
counts, the Bayesian approach can be more responsive to changing trends and provide earlier 
warning of changes in trends. Finally, the output from the Bayesian models (shown in Figure 
2) provide important additional information that can be used by surveillance teams to understand 
trends over time. These results do require a team of epidemiologists to review the data, but still 
provide more information than the spline or 7-day moving average methods.

When responding to a pandemic, it is important that the public health and policy response 
is guided by the best available information. Often even the best information can be incomplete 
and uncertain. However, statistical models have been developed to overcome these issues and aid 
in characterizing and quantifying uncertainty. These models are not as simple as the approach 
currently used in Ohio, and this is one limitation of this method. Risk alert systems should be 
transparent and easy to understand. Complex modeling approaches are difficult to explain to the 
general public and can lead to mistrust in the data and, by extension, the system as a whole. How-
ever, with proper preparation, the model output can be summarized to simply communicate the 
core messages, while leaving much of the complexity and technical details to the experts imple-
menting the model. Additionally, the Bayesian models provide a wide range of information that 
can be used internally by epidemiologists and other public health data scientists to directly address 
important policy questions. Given the clear improvements our Bayesian models offer, it is impera-
tive that we take advantage of these methodological advances to better serve the public and inform 
the distribution of limited resources.
In conclusion, we have illustrated shortcomings in using simple approaches for public health decision-making. We have also illustrated how more sophisticated statistical models can account for the real-world complexities associated with surveillance data. Despite the added complexity, the output from these models can be summarized in a relatively simple and concise form that still appropriately reflects uncertainty. While we cannot eliminate all of the uncertainty in public health surveillance and decision-making, we must use approaches that embrace these challenges and deliver more accurate and honest assessments to policymakers.
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