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Abstract

The following work presents a new algorithm for character recognition from obfuscated images. The presented method is an example of a potential threat to current postal services. This paper both analyzes the efficiency of the given algorithm and suggests countermeasures to prevent such threats from occurring.
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1. INTRODUCTION

Physical mail has been a common form of communication for generations. Even with alternative electronic methods, mail is still heavily relied on. Currently, especially in the United States and some European countries, mail is still widely considered to be more reliable than electrical information transfer like emails. Some important information can only be transferred by mail, such as credit cards, bank checks, social security numbers (SSNs), etc.

However, the use of mail is generally not as safe as people think or hope it is. During the process of mailing, a mail can pass through quite a few people, including post offices, transferring drivers, and it may even get lost and returned by some complete strangers. Usually, the information in mail is still considered to be safe if the envelope is not opened, but in the following parts we will show that this is not always the case.

Since the information contained in mail is often very crucial, and a single envelope can pass among multiple different people as it travels, there is a need to protect against malicious man-in-middle attacks. Security patterns are patterns printed on the envelope to distort the information contained in the mail, and it’s widely used to hide bank statements, SSNs, and other important information enclosed in envelopes.

The following sections of this paper will focus on using a transfer learning method to conduct the attack on information stored inside an envelope. The method can ignore the effect of some common security patterns and extract the information successfully. It is also extensible, since it can be generalized to different security patterns.

1.1 Problem Setting

Figure 1. Various security patterns used on mails.
Some of the security patterns usually used on envelopes are shown in the following Fig. 1. Although these security patterns generally increase the difficulty of a human reading the contents, the recurring nature of these patterns has made them quite susceptible to attacks based on computer vision. Therefore, this kind of defense is not so reliable when we use machine learning to extract information.

The difficulty with machine learning applications in this context is that the algorithm will not know what specific security pattern is being used. If we directly train a computer vision model solely on examples of one security pattern, the algorithm generally will not work if the mail is using another one. Best stated by Zhang, Sobelman, and He, pertaining to their own study, “The model must be trained before it can be used, which is a limitation of any probabilistic model. The accuracy of the model, therefore, depends on the accuracy of data used to train it.”[1] Thus, it is important to train the model on a variety of common security patterns.

Furthermore, OCR can be considered a type of fingerprinting technology because it maps a large number of pixels in an image to a single character, and then from characters to words. Generally speaking, “...fingerprinting technology needs lots of precollection of data.”[1] The larger the dataset to test over is, the more accurate the OCR algorithm will be.

If this kind of attack is proved to be real-world applicable, we need a new method of generating the security patterns to resolve the threat.

So generally, the problems and the challenges of this project include:

- Build and test a machine learning-based model to recognize, extract the character information from the semi-transparent picture of the mail;
- Find a way to generalize the model to various security patterns, with relatively low loss on accuracy;
- Design and analyze a security pattern generation procedure to resolve the threat.

2. BACKGROUND

MITM attacks on physical mail are easier to carry out now more than ever. All a person would need is to take a picture of an envelope, ideally while holding it up to a light source, to extract the information inside with an algorithm. Smartphones regularly extract a variety of information from the surrounding environment - so much so that some researchers have suggested companies expand its capabilities to worldwide weather collection, health monitoring, and more[3] Yet, while smartphone devices can help many, they also pose many security threats. With one click of a photo with a smartphone, a man-in-the-middle can read messages hidden inside envelopes. In an ideal world, secretive messages in mail could be encrypted with cryptographic keys. Then, the security threat relies on the key management, which can be protected through various means[4].

3. RELATED WORK

Recent advances in machine learning[10], big data[45-51] and networking [27, 28, 62-64] have shown the effectiveness in supporting smart applications[21, 52]. However, researchers have shown that these techniques also introduce new security and privacy challenges including defending against new types of attacks[22-26], requiring light-weight authentication and key management system[58-60], proposing novel security mechanism[54, 57, 61] and frame work[53, 55, 56], etc. This work is much inspired by DolphinAtack: Inaudible Voice Commands[5]. Although the methodology is significantly different, the structure and ideas are similar. Our study is also aimed at making a hidden attack which cannot be sensed by victims at all.

The idea of using neural network on OCR is not new; research on this topic has been published as early as 1992[6]. But the real-world application of neural network did not start until the Convolutional Neural Networks (CNNs) are found useful in the research paper by Hinton[7], which is used in our study here. While ANNs (Artificial Neural Networks) are more advanced with more connected nodes, CNNs are more suitable for recognition processes like OCR[8]. Furthermore, the attention mechanism used in our research is originated from the research by Google in 2017[9].
The method presented in this paper is to read the contents of mail using the context of the mail to help decipher the rest of the contents. This algorithm is similar to that of password guessing algorithms. Yungyu Liu et al., created an efficient password guessing model termed “GENpass”; their model utilizes a vast database of common passwords to help increase the efficiency of their model[10]. Similarly, while the algorithm in this paper does not rely on the context of the paper to read the mail enclosed in an envelope, it does increase the accuracy.

Our approach does not assume that the mail is all typed in a certain font or typed at all. In fact, the tests were done on hand-written documents. Hand-writing introduces another level of complexity since every person has their own unique style. Researchers have shown that how to analyze human gestures through ambient RF signals cited the differences between gestures from person to person as one of the main challenges when it came to efficiency and accuracy of their analysis[11, 18-21]. Similarly, the algorithm in this paper tries to account for human error in the mail.

Although the security of mail is very important in our daily life, the research in this field is relatively scarce. Some remotely-related research or patents[12] mainly focus on the systematic security of mail transfer, but the actual danger lies is ignored. So generally, this is still a relatively new field where very few people have touched. As future work, we also plan to investigate the security and privacy issues in IoT networks[29-34, 42, 65-68], smart grids[35-39, 43-44, 71-79], smart health[40-41, 80], smart agriculture[33], and localization[69-70].

4. DESIGN

In order to tackle the problems mentioned, some investigations on the current machine learning algorithms are made. There are already some mature algorithms used for character recognition. Some of the existing algorithms can reach relatively high accuracy even on different lighting conditions, but none of them has discussed the possibility of distortion posed on them. As a result, we applied transfer learning method to solve the first problem mentioned.

4.1 Transfer Learning

As a very popular field in machine learning community, transfer learning involves using a large dataset to train an initial model and then transfer it to train for the second phase on a relatively small dataset[13]. This method can save time and effort. It is especially useful when we only have a relatively small database for some specific areas of our interest, since we can tune our model from one which is pre-trained on larger dataset to one which has a relationship to our target domain.

![Illustration of transfer learning](image)

As shown in the Fig. 2, if we use the obfuscated images to directly train the model, the result might be good for one kind of security pattern, but it’s very likely that it cannot be transferred to another one. Thus an open-source model[13] for optical character recognition is used as a base model, this model is first trained on a subset of Synth 90k dataset[16], and we fine-tuned the model via some man-made obfuscated image sets with different security patterns.
4.2 Convolutional Neural Networks

Convolutional Neural Networks, known as CNNs are widely used in computer vision and other image-related machine learning tasks. CNNs use learnable filters (convolution kernels) that move along the length and width of the image. These filters will convolve along the length and width of the image (with predetermined step size) and output the result for the next layer of neural network to process.

4.3 Attention Mechanism

The initial model we used also has an attention network, which is widely used in sequential neural networks. Instead of using the full-length of the input vector to predict output, the network will try different combination of weights on different positions. This is especially important for those inputs with sequential input and output, but they are not necessarily linearly corresponding to each other.

As shown in Figure 3, In our case, the sequential input from the moving CNN may not correspond directly to the output word in an one-to-one fashion, since the image output may contain quite some blank spaces; therefore, the use of an attention mechanism is important.

Figure 3. Illustration of attention mechanism, using one of the test examples

5. EVALUATION

5.1 Network Structure

The first part of this network has 4 CNN layers with 3 batch normalization layers used in between. The kernel size of the CNN layer is 3 x 3, and the step size is 1 pixel per step. Then, the outputs of the CNN layers are fed into a 2-layer attention network, each with 128 units. The LSTM layers in the original model is discarded to improve the speed of training, since the attention in the original model and the spell check model can be as useful as the LSTM layer.

5.2 Dataset Generation

We used automatically generated datasets for training and testing purposes along with a real-world test to see if our model can be applied in real-world cases. The training data and the evaluation data are stacked with the security patterns to obscure the characters.
5.3 Simulated Test Results

![Figure 4](Image) Test results for security pattern 1  
![Figure 5](Image) Test results for security pattern 2  
![Figure 6](Image) Test results for security pattern

Figure 4, Figure 5, and Figure 6 show the test results. These results originated from different security patterns, but they all used the same model to show the effect of transfer learning. The model is trained on the first security pattern 1 and tested on all 3.

5.4 Spell Check to Improve Accuracy

Since the information in mail is usually words, and our initial approach did not cover the checking of the words’ spelling; it’s logical to add such a module to improve the accuracy of recognition.

This model is added in two ways:
- With a general package to check the spelling of the word;
- When the attacker has some basic knowledge of the surrounding environment, the attacker can build a dictionary to guess the most possible word under that prior knowledge. In our case, this model is made by a collection of known word labels.

Figure 7 and Figure 8 have shown different cases under the first methods mentioned above:

![Figure 7](Image) Test results with/without general grammar check  
![Figure 8](Image) Test results with/without domain-specific grammar check
5.5 Real-world Test

Besides the simulated test shown above, we have also tested the model using some real-world examples. The real-world examples are photos taken directly from semi-transparent envelopes. This model has shown strong results with correct guesses, indicating that this is an effective method in attacking mails in real world, and the current security patterns are not effective enough.

![Test results with/without domain-specific grammar check](image)

Figure 9. Test results with/without domain-specific grammar check

6. COUNTERMEASURES

6.1 Context-Related Security Pattern

Since the reason where this kind of attack is possible origins from the periodical nature of the current security pattern, we develop a countermeasure to tackle this problem. If the security pattern can change according to the information on the mail, ideally, the mail can be effectively obfuscated even to an extent that all the blank spaces are filled with black blocks. Thus the attacker will definitely have no way to tell the difference between the background and characters, since they all look similar.

This countermeasure is different from simply printing black envelopes. Although printing the envelope black can sometime be considered as an obfuscation method since it will significantly decrease the transparency of the envelope paper, the contrast ratio between the character and the background does not change under this case.

Our countermeasure against the attack is basically a context-related shader applied on the envelope. Using this kind of countermeasure has some realistic reasons; since the people during the mailing process cannot really know what’s in the mail, the mechanism to generate the security patterns would have to be automatic, without any human involvement.

A light-sensitive paper would be an effective solution. When mail is sealed and about to be sent, light travels through the envelope. The light-sensitive ink on the envelope will be opaque on the part which are lighted up. This mechanism, combined with a normal security pattern, is strong enough to obfuscate the attacker; even when the paper in envelope moves, and the shader does not exactly match the position.

Due to the limited time and budget, we have simulated the result of this mechanism by creating a shader layer on the original test images. The result is shown as follow:
7. ISSUES DURING IMPLEMENTATION

7.1 Overfitting

Overfitting is always a big problem in transfer learning. In this research, we have tried several different sets of hyperparameters to make the model less prone to overfitting. We have chosen the iteration number to be around 40,000 to optimize the result. Some other hyperparameters are also carefully tuned.

![Figure 11. Test results for security pattern 1, using countermeasure shader (on the right)](image1)

![Figure 12. Test results for security pattern 3, using countermeasure shader (on the right)](image2)

7.2 Discussion of the Grammar Model

Whether or not the grammar model has increased the success rate of attack is slightly confusing. Generally speaking, when the single-letter accuracy is higher than 30%, using the grammar model to check the spelling would greatly improve the accuracy, especially when the attack has a knowledge of the surrounding environment and created a related knowledge base. But if the attack has no prior knowledge of the surrounding environment or the accuracy is strikingly low for some cases, the grammar model might take the results further away from the reality.

While mail may contain misspellings and grammatical errors, we found that the grammar model included in the algorithm does not increase the accuracy significantly unless there is some detailed knowledge of the surrounding environment.
8. CONCLUSION AND FUTURE WORK

In conclusion, this study has presented an effective way of attacking the information hidden in mail. The method is robust and can successfully recognize contents of mail enclosed in envelopes of various security patterns. The use of transfer learning in the algorithm has greatly reduced the computational cost and time. Also, the added grammar checking has also improved the results, but there’s no significant difference whether or not we have additional information about the surrounding environment to add to the dictionary.

Since the algorithm given in this paper uses context to help understand the rest of the mail, it would be interesting to further study how the amount of context given affects the accuracy of the algorithm. A past study on application-driven data reconstruction analyzed the effect of the percentage of missing data on the model tested and found that the accuracy of the data reconstruction varied greatly depending on the missing data\([17]\). In this paper, since the algorithm is being applied to the same papers, but with different security patterns, the missing data does not really affect the outcome. For future studies, it would be interesting to analyze the algorithm itself and how greatly the context affects its success.

Some other possible future work in this field include: adding the distance model to the training process, so we can know the how accurate each guess is, thus the grammar module can be more accurate using this additional information. If more data are available, we can also use the additional data to develop a sentence interpreting/recognition mechanism similar to this one.
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