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ABSTRACT. This paper studies the bailout optimal dividend problem with regime switching under the constraint that dividend payments can be made only at the arrival times of an independent Poisson process while capital can be injected continuously in time. We show the optimality of the regime-modulated Parisian-classical reflection strategy when the underlying risk model follows a general spectrally negative Markov additive process. In order to verify the optimality, first we study an auxiliary problem driven by a single spectrally negative Lévy process with a final payoff at an exponential terminal time and characterise the optimal dividend strategy. Then, we use the dynamic programming principle to transform the global regime-switching problem into an equivalent local optimization problem with a final payoff up to the first regime switching time. The optimality of the regime modulated Parisian-classical barrier strategy can be proven by using the results from the auxiliary problem and approximations via recursive iterations.
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1. INTRODUCTION

In the bailout model of de Finetti’s dividend problem, the goal is to find a joint optimal dividend and capital injection strategy in order to maximise the expected net present value (NPV) of dividend payments minus the capital injections. A spectrally negative Lévy process, namely a Lévy process with no positive jumps, has been used to model the surplus for an insurance company that has a diffusive behavior because of the premiums and jumps downwards by claim payments. In the seminal paper [4], Avram et al. showed that it is optimal to inject capital by reflecting the surplus process from below at zero and pay dividends from above at a suitable chosen threshold.

As in [4], most of the existing continuous-time models assume that the dividends can be paid at all times and instantaneously (see, e.g., [4, 5, 6, 15]); but in reality, dividend-payout decisions can only be made at discrete times, for that reason, the modeling of optimal dividend-payout in discrete random times has recently drawn much attention; see, e.g., [1, 2, 3, 23, 24, 25].

With this in mind, in this work, we impose the constraint that dividend payments can only be made at discrete times given by the arrival times of a Poisson process, independent of the surplus process. In
addition, the classical bailout restriction requires that capital must be injected continuously in time so that the controlled process remains non-negative uniformly in time.

In this paper, we consider the bailout dividend problem in a more general framework, where the underlying surplus is driven by a spectrally negative Markov additive process. This process can be seen as a family of spectrally negative Lévy processes switching via an independent Markov chain. The regime-switching model is often used to capture the changes in market behavior due to macroeconomic transitions or macroeconomic readjustments, such as technological development, epidemics, and geopolitical issues. The continuous-time Markov chain is commonly used to approximate some stochastic factors that affect the underlying state processes. In addition, a negative jump is introduced each time there is a change in the current regime. This jump is independent of the family of Lévy processes and the Markov chain and can be interpreted as the cost for the company to adapt to the new regime. The regime-switching model turns out to be attractive in financial applications as it provides tractable and explicit structures, and it has become a vibrant research topic in the past decades. Some recent work motivated by different financial applications can be found in [7, 11, 16, 19].

Optimal dividend problems in the context with regime-switching have been studied mostly in the framework of jump diffusion models, see e.g. [5, 13, 14, 15]; however, recently Noba et al. [24] studied the more general spectrally negative Lévy framework. Similar to the single regime work, these works have shown that optimal dividend strategies fit in the type of barrier strategies as well. These previous studies, assume that dividends can be paid continuously in time, so it becomes an open question whether a barrier dividend policy is optimal in the regime switching case under the constraint that dividend payments can only be made at the jump times of an independent Poisson process.

This paper aims to provide a positive answer to the optimality of the periodic-classical barrier dividend strategy, namely the periodic dividend payment and classical capital injection but modulated by the regime states. Our approach on showing the optimality of barrier strategies relies on purely probabilistic methods and is based on fluctuation identities for spectrally negative Lévy processes reflected at Poissonian times. The motivation behind periodic-classical barrier strategies arises from the works by Noba et al. [23] and Pérez and Yamazaki [25], where optimality was shown in the single regime context for spectrally negative and spectrally positive Lévy processes, respectively. However, our analysis differs from [23] due to the complexity caused by different regimes. The verification of optimality of barrier strategies is expected to be much more involved than in [23] as the barrier in each regime is coupled with other regime modulated barriers through the definition of the value function. The HJB variational inequalities that arise for the global control problem become a system of coupled variational inequalities based on the regime states. In order to reduce complexity and deal with the switch in regimes, we borrow the idea of stochastic control to use the dynamic programming principle and localize the problem up to the period of the first regime switch, see [24] and [28] for similar optimal dividend problems.

Our verification of optimality can be summarised as follows:
(1) First, we study an auxiliary bailout dividend problem with a terminal payoff until an independent exponential time driven by a single spectrally negative Lévy process. In this part, we compute the expected NPV of dividends minus capital injections under a periodic-classical reflection strategy explicitly in terms of the scale function, and perform the “guess and verify” procedure common in the literature. It is noteworthy that we present a novel result, where we compute the resolvent density for the spectrally negative Lévy process with periodic reflection above up to the first downcrossing time below 0, as well as the resolvent density for the spectrally negative Lévy process with periodic reflection above and classical reflection below. The candidate optimal barrier is chosen using the conjecture that the slope of the value function at the barrier becomes one, then we proceed to verify the optimality of the selected barrier strategy by showing that the candidate value function solves the proper variational inequalities.

(2) After studying the single spectrally negative Lévy model, we define an iteration operator by proving the dynamic programming principle similar to [24] and [28]. We can show the existence of the candidate optimal barriers modulated by the regime states using the results from step (1). Then we proceed to prove that both the value function and the expected NPV under the regime-modulated periodic-classical reflection strategy are solutions of a functional equation, and then we prove via iterative methods that the expected NPV of the candidate barrier strategy agrees with the value function. This completes the second step of the verification and the optimality of the barrier type control is successfully retained in the general framework as conjectured.

The rest of this paper is structured as follows. Section 2 introduces some mathematical preliminaries regarding spectrally negative Lévy processes. In Section 3 we formulate the bailout dividend problem with regime switching in the spectrally negative Markov additive model, with periodic dividend decision times. The main result in this section confirms the optimality of the regime modulated periodic-classical reflection strategy. Section 4 then formulates the auxiliary bailout dividend problem with Poissonian dividend decision times and with a final payoff at an independent exponential time. Our main result in this section gives the optimality of the periodic-classical reflection strategy. In Section 5 we compute the expected NPV of the periodic-classical reflection strategy in terms of the scale function; in addition, we present new results on fluctuation theory for spectrally negative Lévy processes, namely the computation of resolvents for the process with periodic reflection above and for the process with periodic reflection above and classical reflection below. Sections 6 and 7 give the construction and existence of the candidate optimal strategy and the rigorous verification of the optimality for the auxiliary problem, respectively. Finally, in Section 8 we define an auxiliary iteration operator and provide the verification of optimality of the regime modulated barrier strategy via iterative arguments. Throughout the paper, the right hand derivative of a real function $f$ is denoted by $f'_+(x)$, whenever it exists.
2. Preliminaries on spectrally negative Lévy processes

Let us consider a spectrally negative Lévy process $X = (X(t); t \geq 0)$ defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ where $\mathcal{F} := \{\mathcal{F}_t : t \geq 0\}$ denotes the right-continuous filtration generated by $X$. For $x \in \mathbb{R}$, we denote by $\mathbb{P}_x$ the law of $X$ when it starts at $x$ and write for convenience $\mathbb{P}$ in place of $\mathbb{P}_0$. Accordingly, we shall write $\mathbb{E}_x$ and $\mathbb{E}$ for the associated expectation operators.

We denote by $\psi_X : [0, \infty) \to \mathbb{R}$ to the Laplace exponent of the process $X$, i.e.

$$\mathbb{E}[e^{\theta X(t)}] := e^{\psi_X(\theta)t}, \quad t, \theta \geq 0,$$

given by the Lévy-Khintchine formula

$$\psi_X(\theta) := \gamma \theta + \frac{\eta^2}{2} \theta^2 + \int_{(-\infty, 0)} (e^{\theta z} - 1 - \theta z 1_{\{z > -1\}}) \Pi(\text{d}z), \quad \theta \geq 0. \quad (2.1)$$

Here, $\gamma \in \mathbb{R}$, $\eta \geq 0$, and $\Pi$ is the Lévy measure of $X$ defined on $(-\infty, 0)$ which satisfies

$$\int_{(-\infty, 0)} (1 \wedge z^2) \Pi(\text{d}z) < \infty.$$ 

It is well known that $X$ has paths of bounded variation if and only if $\eta = 0$ and $\int_{(-1, 0)} |z| \Pi(\text{d}z)$ is finite. In this case $X$ can be written as

$$X(t) = ct - S(t), \quad t \geq 0,$$

where

$$c := \gamma - \int_{(-1, 0)} z \Pi(\text{d}z)$$

and $(S(t); t \geq 0)$ is a driftless subordinator. We assume that the process $X$ does not have monotone paths, and therefore we must have $c > 0$ and we can write

$$\psi_X(\theta) = c\theta + \int_{(-\infty, 0)} (e^{\theta z} - 1) \Pi(\text{d}z), \quad \theta \geq 0. \quad (2.2)$$

2.1. Scale functions. For fixed $q \geq 0$, let $W^{(q)} : \mathbb{R} \to [0, \infty)$ be the scale function of the spectrally negative Lévy process $X$. This takes the value zero on the negative half-line, and on the positive half-line it is a continuous and strictly increasing function defined by its Laplace transform:

$$\int_0^\infty e^{-\theta x} W^{(q)}(x) \text{d}x = \frac{1}{\psi_X(\theta) - q}, \quad \theta > \Phi(q), \quad (2.2)$$

where $\psi_X$ is as in (2.1) and

$$\Phi(q) := \sup\{\lambda \geq 0 : \psi_X(\lambda) = q\}. \quad (2.3)$$
We also define, for all \( x \in \mathbb{R} \),
\[
\overline{\mathcal{W}}^{(q)}(x) := \int_0^x W^{(q)}(y)dy, \quad \overline{\mathcal{W}}^{(q)}(x) := \int_0^x \int_0^z W^{(q)}(y)dydz,
\]
\[
Z^{(q)}(x) := 1 + q\overline{\mathcal{W}}^{(q)}(x), \quad \overline{Z}^{(q)}(x) := \int_0^x Z^{(q)}(z)dz = x + q\overline{\mathcal{W}}^{(q)}(x).
\]
Because \( W^{(q)}(x) = 0 \) for \(-\infty < x < 0\), we have
\[
\overline{\mathcal{W}}^{(q)}(x) = 0, \quad \overline{\mathcal{W}}^{(q)}(x) = 0, \quad Z^{(q)}(x) = 1, \quad \text{and} \quad \overline{Z}^{(q)}(x) = x, \quad x \leq 0.
\]

**Remark 2.1.**  
(1) \( W^{(q)} \) is differentiable a.e.. In particular, if \( X \) is of unbounded variation or the Lévy measure is atomless, it is known that \( W^{(q)} \) is \( C^1(\mathbb{R}\setminus\{0\}) \); see, e.g., [8, Theorem 3].  
(2) As in Lemma 3.1 of [17],
\[
W^{(q)}(0) = \begin{cases} 
0 & \text{if } X \text{ is of unbounded variation,} \\
1/c & \text{if } X \text{ is of bounded variation,}
\end{cases}
\]

From the identity (6) in [21],
\[
W^{(q+r)}(x) - W^{(q)}(x) = r \int_0^x W^{(q+r)}(u)W^{(q)}(x-u)du,
\]
\[
Z^{(q+r)}(x) - Z^{(q)}(x) = r \int_0^x W^{(q+r)}(u)Z^{(q)}(x-u)du,
\]
(2.4)

We also define, for \( q, r \in (0, \infty) \) and \( x \in \mathbb{R} \),
\[
Z^{(q)}(x, \Phi(q+r)) := e^{\Phi(q+r)x} \left( 1 - r \int_0^x e^{-\Phi(q+r)z}W^{(q)}(z)dz \right)
\]
\[
= r \int_0^\infty e^{-\Phi(q+r)z}W^{(q)}(z+x)dz > 0,
\]
(2.5)

where the second equality holds due to (2.2).  
By differentiating (2.5) with respect to the first argument,
\[
Z^{(q)}(x, \Phi(q+r)) := \frac{\partial}{\partial x}Z^{(q)}(x, \Phi(q+r)) = \Phi(q+r)Z^{(q)}(x, \Phi(q+r)) - rW^{(q)}(x), \quad x > 0.
\]
(2.6)

Finally, for \( b \geq 0 \) and \( x \in \mathbb{R} \), we define
\[
W_b^{(q,r)}(x) := W^{(q)}(x) + r \int_b^x W^{(q+r)}(x-y)W^{(q)}(y)dy,
\]
\[
Z_b^{(q,r)}(x) := Z^{(q)}(x) + r \int_b^x W^{(q+r)}(x-y)Z^{(q)}(y)dy,
\]
\[
\overline{Z}_b^{(q,r)}(x) := \overline{Z}^{(q)}(x) + r \int_b^x W^{(q+r)}(x-y)\overline{Z}^{(q)}(y)dy.
\]
(2.7)
Notice that the identities in (2.7) reduce to
\begin{equation}
W_b^{(q,r)}(x) = W^{(q)}(x), \quad Z_b^{(q,r)}(x) = Z^{(q)}(x), \quad \overline{Z}_b^{(q,r)}(x) = \overline{Z}^{(q)}(x), \quad \text{when } x \in [0, b].
\end{equation}

In addition, for \( x \in \mathbb{R} \) we have
\begin{equation}
W_0^{(q,r)}(x) = W^{(q+r)}(x), \quad Z_0^{(q,r)}(x) = Z^{(q+r)}(x).
\end{equation}

For a comprehensive study on the scale functions and their application, see [17, 18].

Finally, let us introduce the following notation that will be used throughout this paper. For \( x, b \in [0, \infty) \), and a measurable function \( h : \mathbb{R} \to [0, \infty) \), we define
\begin{equation}
\rho_b^{(q)}(x;h) := \int_0^b W^{(q)}(x-y)h(y)dy,
\end{equation}
\begin{equation}
\rho_b^{(q,r)}(x;h) := \rho_b^{(q)}(x;h) + r \int_b^x W^{(q+r)}(x-y)\rho_b^{(q)}(y;h)dy
\end{equation}
\begin{equation}
\Xi^{(q,r)}(b,h) := \int_0^\infty h(y+b)e^{-\Phi(q+r)y}dy + r \int_b^\infty e^{-\Phi(q+r)(y+b)}\rho_b^{(q)}(y;h)dy.
\end{equation}

3. THE BAILOUT OPTIMAL DIVIDEND PROBLEM WITH PERIODIC DIVIDEND PAYMENTS AND REGIME SWITCHING

We formulate the dividend problem when the surplus is driven by a Markov additive process (MAP) with negative jumps, and present our main result that states the optimality of barrier strategies.

3.1. Spectrally negative Markov additive processes. Let us consider a bivariate process \((X, H) = \{(X(t), H(t)); t \geq 0\}\), where the component \(H\) is a continuous-time Markov chain with finite state space \(E = \{1, \cdots, N\}\) and generator matrix \(Q = (\lambda_{ij}); i,j \in E\). When the chain \(H\) is in state \(i\), \(X\) behaves as a spectrally negative Lévy process \(X^i\). In addition, when then process \(H\) changes to a state \(j \neq i\), the process \(X\) jumps according to a non-positive random variable \(J_{ij}\) with \(i,j \in E\). The components \((X^i)_{i \in E}\), \(H\), and \((J_{ij})_{i,j \in E}\) are assumed to be independent and are defined on some filtered probability space \((\Omega, \mathcal{F}, \mathbb{P})\), where \(\mathcal{F} := (\mathcal{F}_t)_{t \geq 0}\) is the right-continuous complete filtration generated by the processes \((X, H)\) and the family of random variables \((J_{ij})_{i,j \in E}\). We denote by \(\mathbb{P}_{(x,i)}\) the law of the process conditioned on the event \(\{X(0) = x, H(0) = i\}\); likewise we denote by \(\mathbb{E}_{(x,i)}\) the associated expectation operator.

Throughout this work we assume that for each \(i \in E\), the Laplace exponent of the Lévy process \(X^i\), \(\psi_{X^i} : [0, \infty) \to \mathbb{R}\), is given by the Lévy-Khintchine formula
\[
\psi_{X^i}(\theta) = \gamma_i \theta + \frac{\eta_i^2}{2} \theta^2 + \int_{(-\infty,0)} (e^{\theta z} - 1 - \theta z 1_{\{z > -1\}}) \Pi(i, dz), \quad \theta \geq 0,
\]
where \(\gamma_i \in \mathbb{R}\), \(\eta_i \geq 0\), and \(\Pi(i, \cdot)\) is the Lévy measure of \(X^i\) on \((-\infty,0)\) that satisfies \(\int_{(-\infty,0)} (1 \wedge x^2) \Pi(i, dx) < \infty\). In addition, as in Section 2, if \(X^i\) has paths of bounded variation its Laplace exponent is given by \(\psi_{X^i}(\theta) = c_i \theta + \int_{(-\infty,0)} (e^{\theta z} - 1) \Pi(i, dz), \quad \theta \geq 0\), where \(c_i := \gamma_i - \int_{(-1,0)} z \Pi(i, dz)\).
Throughout this work we denote by $\mathbb{P}^x_+$ the law of the Lévy process $X^i$ conditioned on the event $\{X^i(0) = x\}$ and by $\mathbb{E}^i_x$ its associated expectation operator.

### 3.2. Bailout optimal dividend problem with Poissonian decision times and regime switching.

A strategy is a pair of non-decreasing, right-continuous, and adapted processes $\pi := (L^\pi_r(t), R^\pi_r(t))$ consisting of the cumulative amount of dividends $L^\pi_r$ and those of capital injection $R^\pi_r$.

Throughout this paper we will consider that the dividend payments can only be made at the arrival times $T_r := (T(i); i \geq 1)$ of a Poisson process $N^r = (N^r(t); t \geq 0)$ with intensity $r > 0$, which is defined on $(\Omega, \mathcal{F}, \mathbb{P})$, where $\mathbb{F} = \{\mathcal{H}_t\}_{t \geq 0}$ is the right-continuous complete filtration generated by $(X, N^r)$. We assume that $X$ and $N^r$ are independent on the previous probability space. In other words, we consider that $L^\pi_r$ admits the form

$$(3.1) \quad L^\pi_r(t) = \int_{[0,t]} \nu^\pi(s) dN^r(s), \quad t \geq 0,$$

for some càdlàg process $\nu^\pi$ adapted to the filtration generated by $X$, $H$ and $N^r$.

The process $R^\pi_r$ is non-decreasing, right-continuous, and $\mathbb{F}$-adapted, with $R^\pi_r(0-) = 0$. Contrary to the dividend payments, capital injection can be made continuously in time. In addition, the process $R^\pi_r$ must satisfy

$$(3.2) \quad \mathbb{E}_{(x,i)} \left[ \int_{[0,\infty)} e^{-I(t)} dR^\pi_r(t) \right] < \infty, \quad x \geq 0, i \in E,$$

where $I(t) := \int_0^t q(H(s)) ds$, and $q : E \to \mathbb{R}_+$ represents the Markov-modulated rate of discounting.

The corresponding controlled process associated to the strategy $\pi$ is given by $U^\pi_r(0-) = X(0)$ and

$$U^\pi_r(t) := X(t) - L^\pi_r(t) + R^\pi_r(t), \quad t \geq 0.$$

We denote by $\mathcal{A}$ the set of strategies satisfying the constraints mentioned above and that $U^\pi_r(t) \geq 0$ for all $t \geq 0$ a.s.. We call a strategy $\pi$ admissible if $\pi \in \mathcal{A}$.

We consider that $\beta > 1$ is the constant cost per unit of capital injected in all regimes. Our aim is to maximize the expected net present value (NPV)

$$(3.3) \quad V_\pi(x,i) := \mathbb{E}_{(x,i)} \left[ \int_{[0,\infty)} e^{-I(t)} dL^\pi_r(t) - \beta \int_{[0,\infty)} e^{-I(t)} dR^\pi_r(t) \right], \quad x \geq 0, i \in E,$$

over all $\pi \in \mathcal{A}$. Hence, our goal is to find the value function of the problem

$$(3.4) \quad V(x,i) := \sup_{\pi \in \mathcal{A}} V_\pi(x,i), \quad x \geq 0,$$

and obtain an optimal strategy $\pi^* \in \mathcal{A}$ whose expected NPV, $V_{\pi^*}$, agrees with $V$ if such a strategy exists.

Throughout this paper we assume the following.

**Assumption 3.1.** We assume that $\mathbb{E}[X^i(1)] = \psi_{X^i}(0+) > -\infty$ for $i \in E$.

**Assumption 3.2.** For all $i, j \in E$ with $i \neq j$, we assume that $\max_{i,j \in E} \mathbb{E}[|J_{ij}|] < \infty$. 
We claim that the dynamic programming principle for the value function of the control problem holds valid, which will play a key role in the verification via iteration operators later on (see Section 8). We defer its proof to the Appendix (see Subsection C.1).

**Proposition 3.1.** For \( x \in \mathbb{R} \) and \( i \in E \), we have

\[
V(x,i) = \sup_{\pi \in \mathcal{A}} \mathbb{E}^{(x,i)} \left[ \int_{[0,\zeta]} e^{-I(t)} dL^\pi_{x}(t) - \beta \int_{[0,\zeta]} e^{-I(t)} dR^\pi_{x}(t) + e^{-I(\zeta)} \hat{V}V(U^\pi_{x}(\zeta), H(\zeta)) \right],
\]

where \( \zeta \) denotes the epoch of the first regime switch.

3.3. **Markov-modulated periodic-classical barrier strategies.** For our candidate optimal control, we will consider the Markov-modulated reflection strategy, say \( \pi^0\, b = (L^0_{\pi}(t), R^0_{\pi}(t); t \geq 0) \), at a suitable reflection threshold \( b = (b(i))_{i \in E} \). Namely, dividends are paid as a lump sum whenever the surplus process is above \( b(H(T(i))) \), where \( T(i) \in \mathcal{T}_r \) is the \( i \)-th arrival time of the Poisson process \( N^r \), while it is pushed upward by capital injection whenever it attempts to down cross zero. The resulting surplus process becomes the spectrally negative MAP with periodic and classical reflection, denoted by \( U^0_{\pi}(t) := X(t) - L^0_{\pi}(t) + R^0_{\pi}(t), t \geq 0 \). We can describe explicitly the cumulative dividend payments associated to the Markov-modulated barrier strategy as

\[
L^0_{\pi}(t) = \sum_{T(i) \in \mathcal{T}_r, T(i) \leq t} (U^0_{\pi}(T(i) -) - b(H(T(i)))) \lor 0, \quad t \geq 0.
\]

By a modification of Remark 3.5 in [24], it follows that the Markov-modulated barrier strategy \( \pi^0\, b \) is indeed admissible.

We state the main result of our paper, and its proof will be provided by an iterative construction of the value function \( V \) in Section 8.

**Theorem 3.1.** Under Assumptions 3.1 and 3.2, there exists \( b^* = (b^*(i))_{i \in E} \) such that the Markov-modulated reflection strategy with Poissonian decision times, \( \pi^0\, b^* \), is optimal and the value function of the problem (3.4) is given by

\[
V(x,i) = V_{\pi^0\, b^*}(x,i), \quad \text{for } x \geq 0, i \in E.
\]

4. **Optimal strategies for an auxiliary Poissonian bail-out dividend problem with an exponential terminal time**

In this section we introduce a Poissonian bail-out dividend problem with an exponential terminal time, in a model with a single spectrally negative Lévy process, which is closely related with the problem mentioned in Section 3, due to Proposition 3.1. To introduce the problem, let us first assume that the uncontrolled process is given by a spectrally negative Lévy process \( X \) with Laplace exponent, denoted by \( \psi_X \), as in Section 2.
As in Section 3.2, we consider that the dividend payments can only be made at the arrival times $T_r := (T(i); i \geq 1)$ of a Poisson process $N^r = (N^r(t); t \geq 0)$ with intensity $r > 0$, which is defined on $(\Omega, \mathcal{F}, \mathbb{P})$, where $\mathbb{F} = \{\mathcal{H}_t\}_{t \geq 0}$ is the right-continuous complete filtration generated by $(X, N^r)$. We assume that the processes $X$ and $N^r$ are independent.

We consider strategies $\pi := (L^\pi_r(t), R^\pi_r(t); t \geq 0) \in \mathcal{A}$ where $L^\pi_r$ admits the form $\int_{[0,t]} v^\pi(s) \, dN^r(s), \quad t \geq 0$, and $v^\pi$ is a càglàd process adapted to the filtration $\mathbb{F}$. On the other hand, the process $R^\pi_r$ is nondecreasing, right-continuous and $\mathbb{F}$-adapted, with $R^\pi_r(0) = 0$ satisfying

$$\mathbb{E}_x \left[ \int_{[0,\infty)} e^{-qt} \, dR^\pi_r(t) \right] < \infty, \quad x \geq 0,$$

and $U^\pi(t) \geq 0$ a.s.. The rate of discounting $q$ is a positive constant.

Let $\zeta$ be an exponential random variable with parameter $\lambda > 0, \text{ independent of } X$, representing a random terminal time. We consider that a payoff is made upon termination, given by a function $w : [0, \infty) \to \mathbb{R}$. Then, assuming that $\beta > 1$ is the cost per unit of injected capital, the objective is to maximize the expected NPV

$$v_\pi(x) := \mathbb{E}_x \left[ \int_{[0,\zeta]} e^{-qt} \, dL^\pi_r(t) - \beta \int_{[0,\zeta]} e^{-qt} \, dR^\pi_r(t) + e^{-\zeta}w(U^\pi_r(\zeta)) \right], \quad x \geq 0,$$

over the set of all admissible strategies $\mathcal{A}$. Hence the problem is to compute the value function

$$v(x) := \sup_{\pi \in \mathcal{A}} v_\pi(x), \quad x \geq 0,$$

and obtain an optimal strategy $\pi^*$ such that $v_{\pi^*} = v$, if such a strategy exists.

We make the following assumptions:

**Assumption 4.1.** We assume that $\mathbb{E}[X(1)] = \psi'_X(0+) > -\infty$.

**Assumption 4.2.** We assume that $w$ is a concave function with

$$w'_+(0+) \leq \beta \quad \text{and} \quad w'_+(\infty) := \lim_{x \to \infty} w'_+(x) \in [0, 1].$$

### 4.1. Spectrally negative processes with Parisian reflection above.

Let $\mathcal{T}_r = \{T(i); i \geq 1\}$ be the set of jump times of an independent Poisson process with rate $r > 0$. We construct the Lévy process with Parisian reflection above at the level $b \geq 0$, denoted by $U^b_r := \{U^b_r(t); t \geq 0\}$, as follows: the process is observed only at times belonging to the set $\mathcal{T}_r$ and is pushed down to the level $b$ if and only if it is observed above $b$. Formally, we have:

$$U^b_r(t) = X(t), \quad t \in [0, T^+_0(1)],$$

where

$$T^+_b(1) := \inf\{T(i) \in \mathcal{T}_r : X(T(i)) > b\}.$$
The process then jumps downward by \( X(T_b^+(1)) - b \) so that \( U_r^b(T_b^+(1)) = b \). For \( T_b^+(1) \leq t < T_b^+(2) := \inf\{T(i) > T_b^+(1) : U_r^b(T(i) -) > b\} \), we have \( U_r^b(t) = X(t) - (X(T_b^+(1)) - b) \). The process \( U_r^b \) can be constructed by repeating this procedure.

Suppose \( L_r^b(t) \) is the cumulative amount of (Parisian) reflection until time \( t \geq 0 \). Then we have
\[
U_r^b(t) = X(t) - L_r^b(t), \quad t \geq 0,
\]
with
\[
L_r^b(t) := \sum_{T_b^+(i) \leq t} \left(U_r^b(T_b^+(i) -) - b\right), \quad t \geq 0,
\]
where \( (T_b^+(n); n \geq 1) \) can be constructed inductively by (4.4) and
\[
T_b^+(n + 1) := \inf\{T(i) > T_b^+(n) : U_r^b(T(i) -) > b\}, \quad n \geq 1.
\]

4.2. Periodic-classical barrier strategies. The objective of this section is to show the optimality of the periodic-classical barrier strategy
\[
\bar{\pi}^{0,b} := \{(L_r^{0,b}(t), R_r^{0,b}(t)); t \geq 0\}.
\]
The controlled process \( U_r^{0,b} \) becomes the Lévy process with Parisian reflection above and classical reflection below, which can be constructed as follows.

Let \( R_r^{0,b}(t) := (-\inf_{0 \leq s \leq t} X(s)) \lor 0 \) for \( t \geq 0 \), then we have
\[
U_r^{0,b}(t) = X(t) + R_r^{0,b}(t), \quad 0 \leq t < \hat{T}_b^+(1)
\]
where \( \hat{T}_b^+(1) := \inf\{T(i) : X(T(i) -) + R_r(T(i) -) > b\} \). The process then jumps down by \( X(\hat{T}_b^+(1)) + R_r(\hat{T}_b^+(1)) - b \) so that \( U_r^{0,b}(\hat{T}_b^+(1)) = b \). For \( \hat{T}_b^+(1) \leq t < \hat{T}_b^+(2) := \inf\{T(i) > \hat{T}_b^+(1) : U_r^{0,b}(T(i) -) > b\} \), \( U_r^{0,b}(t) \) is the process reflected at 0 of the process \( (X(t) - X(\hat{T}_b^+(1)) + b; t \geq \hat{T}_b^+(1)) \).

The process \( U_r^{0,b} \) can be constructed by repeating this procedure. It is clear that it admits a decomposition
\[
U_r^{0,b}(t) = X(t) - L_r^{0,b}(t) + R_r^{0,b}(t), \quad t \geq 0,
\]
where \( L_r^{0,b}(t) \) and \( R_r^{0,b}(t) \), are, respectively, the cumulative amounts of Parisian and classical reflection until time \( t \).

Notice that for \( b \geq 0 \), the strategy \( \bar{\pi}^{0,b} := \{(L_r^{0,b}(t), R_r^{0,b}(t)); t \geq 0\} \) is admissible for the problem described at the beginning of this section, because (4.1) holds by Proposition 5.2 and Assumption 4.1. Its expected NPV of dividends minus the costs of capital injection and payoff at an exponential time is denoted by
\[
(4.6) \quad v_b(x) := \mathbb{E}_x \left[ \int_{[0,\zeta)} e^{-\theta t} dL_r^{0,b}(t) - \beta \int_{[0,\zeta)} e^{-\theta t} dR_r^{0,b}(t) + e^{-\theta \zeta} w(U_r^{0,b}(\zeta)) \right] \\
= \mathbb{E}_x \left[ \int_{[0,\infty)} e^{-\theta t} dL_r^{0,b}(t) - \beta \int_{[0,\infty)} e^{-\theta t} dR_r^{0,b}(t) + \lambda \int_{0}^{\infty} e^{-\theta t} w(U_r^{0,b}(t)) dt \right], \quad x \geq 0,
\]
where \( \theta := q + \lambda \).

The main result for this section confirms the optimality of the periodic-classical barrier strategy for the auxiliary control problem.

**Theorem 4.1.** Under Assumptions 4.1 and 4.2, there exists a constant barrier \( 0 \leq b^* < \infty \) such that the periodic-classical reflection strategy at the threshold \( b^* \) is optimal, i.e., \( \pi^{0,b^*} \) is an optimal strategy for the problem (4.3) and the value function is given by

\[
v(x) = v_{\pi^{0,b^*}}(x) = v_{b^*}(x), \quad \text{for } x \geq 0.
\]

5. **Expression of \( v_b \) using the scale function.**

In this section we will write an expression for the expected NPV of total costs \( v_b \) as in (4.6). For convenience, let us denote

\[
v_b^{LR}(x) = \mathbb{E}_x \left[ \int_{[0,\infty)} e^{-\theta t} dL^b_r(t) - \beta \int_{[0,\infty)} e^{-\theta t} dR^b_r(t) \right], \quad v_b^w(x) = \mathbb{E}_x \left[ \int_{[0,\infty)} e^{-\theta t} w(U^{0,b}_r(t)) dt \right].
\]

It is clear that \( v_b(x) = v_b^{LR}(x) + \lambda v_b^w(x) \) for \( x \geq 0 \). We also have that the expected NPV of dividend payments and capital injection \( v_b^{LR} \) has already been computed in Lemma 3.1 in [23], which is given by

\[
v_b^{LR}(x) = -C_b^1 \left( Z_b^{(0,r)}(x) - rZ^{(\theta)}(b)W^{(r+\theta)}(x-b) \right)
- \beta \left( Z_b^{(\theta,r)}(x) + \frac{\psi'_X(0+)}{\theta} - rZ^{(\theta)}(b)W^{(\theta+r)}(x-b) \right),
\]

with

\[
C_b^1 = \frac{r(\beta Z^{(\theta)}(b) - 1)}{\theta \Phi(r + \theta)Z^{(\theta)}(b, \Phi(r + \theta))} + \frac{\beta}{\Phi(r + \theta)}.
\]

Therefore, it only remains to compute the expected NPV of running costs \( v_b^w \). To this end, we provide the following result and the proof is deferred to Appendix A (see Section A.2).

**Proposition 5.1.** For \( x, b \in \mathbb{R}, q > 0 \), and a positive measurable function \( h \) on \( \mathbb{R} \) with compact support,

\[
g^{(q)}(x; h) := \mathbb{E}_x \left[ \int_0^\infty e^{-qt} h(U^{0,b}_r(t)) dt \right]
= \frac{(C^{(q,r)}(b; h) + \rho^{(q)}_b(b; h))Z^{(q,r)}(x) - \rho^{(q,r)}_b(x; h)}{Z^{(q)}(b)}
- rC^{(q,r)}(b; h)W^{(q+\rho)}(x-b) - \int_0^{x-b} h(z+b)W^{(q+r)}(x-b-z)dz,
\]
where
\begin{equation}
C^{(q,r)}(b;h) = \frac{\Xi^{(q,r)}(b;h) - r\rho^{(q)}_b(b;h) \int_b^\infty e^{-\Phi(q+r)(y-b)} Z^{(q)}(y)\,dy}{\frac{r}{Z^{(q)}(b)} \int_b^\infty e^{-\Phi(q+r)(y-b)} Z^{(q)}(y)\,dy - \frac{r}{\Phi(q+r)}}.
\end{equation}

Now we provide an expression of the expected NPV of the periodic-classical barrier strategy with additional running costs $v_b$, given in (4.6), in terms of scale functions. We omit the proof as it is a direct consequence of (5.1) and Proposition 5.1, due to the fact that
\begin{equation}
v^w_b(x) = g^{(\theta)}(x;w) = \frac{(C^{(\theta,r)}(b;w) + \rho^{(\theta)}_b(b;w)) Z^{(\theta,r)}(b;x)}{Z^{(\theta)}(b)} - \rho^{(\theta,r)}_b(b;x)
- rC^{(\theta,r)}(b;w)W^{(\theta+r)}(x-b) - \int_0^{x-b} w(z+b)W^{(\theta+r)}(x-b-z)\,dz.
\end{equation}

**Proposition 5.2.** For $b \geq 0$ and $x \in \mathbb{R}$,
\begin{equation}
v_b(x) = -C^1_b \left( Z^{(\theta,r)}_b(x) - rZ^{(\theta)}_b W^{(\theta+r)}(x-b) \right) - rW^{(\theta+r)}(x-b) + \beta \left( Z^{(\theta,r)}_b(x) + \frac{\psi'(0^+)}{\theta} - rZ^{(\theta)}_b W^{(\theta+r)}(x-b) \right)
+ \lambda \left( C^{(\theta,r)}(b;w) + \rho^{(\theta)}_b(b;w) \right) Z^{(\theta,r)}_b(x) - \rho^{(\theta,r)}_b(b;x)
- rC^{(\theta,r)}(b;w)W^{(\theta+r)}(x-b) - \int_0^{x-b} w(z+b)W^{(\theta+r)}(x-b-z)\,dz,
\end{equation}
where $C^1_b$ and $C^{(\theta,r)}(b;w)$ are given in (5.2) and (5.4) respectively.

Additionally, in the next result we provide an expression for the resolvent of Lévy process with Parisian reflection above at the threshold $b$, $U^b_x$. The proof is deferred to the Appendix (see Section A.3).

**Proposition 5.3.** For $x, b \in \mathbb{R}$, $q > 0$, and a positive measurable function $h$ on $\mathbb{R}$ with compact support,
\begin{equation}
g^{(q)}(x;h) := \mathbb{E}_x \left[ \int_0^{\tau^0_{\gamma}} e^{-qt} h(U^b_x(t))\,dt \right]
= \frac{(\tilde{C}^{(q,r)}(b;h) + \rho^{(q)}_b(b;h)) W^{(q,r)}_b(x)}{W^{(q)}(b)} - \rho^{(q,r)}_b(x;h)
- r\tilde{C}^{(q,r)}(b;h)W^{(q+r)}(x-b) - \int_0^{x-b} h(y+b)W^{(q+r)}(x-b-y)\,dy,
\end{equation}
where

\[
\tilde{\mathcal{C}}^{(q,r)}(b; h) = \frac{\Xi^{(q,r)} \left( b; h \right) - \rho^{(q)} \left( b; h \right) Z^{(q)}(b; \Phi(q + r))}{Z^{(q)}(b; \Phi(q + r)) - \frac{r}{\Phi(q + r)}}.
\]

6. Selection of a candidate optimal barrier \( b^* \)

We focus on the periodic barrier strategy defined at the beginning of Section 4.2 and choose the candidate optimal barrier \( b^* \), which satisfies that \( v_b'(b^*) = 1 \) if such \( b^* > 0 \) exists, and set it to be 0 otherwise.

Recall that the expected NPV of the periodic-classical barrier strategy is given by expression (5.6). We first analyse the smoothness of the function \( v_b \).

Lemma 6.1. For all \( b \geq 0 \), and \( x \in \mathbb{R} \setminus \{0, b\} \),

\[ v'_b(x) = -\theta C^1_b W^{(\theta,r)}(x) - r W^{(\theta+r)}(x - b) + \beta Z^{(q,r)}_b(x) \]

\[ + \lambda \left[ \left( \frac{C^{(\theta,r)}(b; w) + \rho^{(\theta)}(b; w)}{Z^{(\theta)}(b)} - w(0) \right) W^{(\theta,r)}_b(x) \right. \]

\[ - \left. \left( \int_0^{x-b} w'_+(z + b) W^{(r+\theta)}(x - b - z)dz + \rho^{(\theta,r)}(x; w'_+) \right) \right], \]

and, if \( X \) has paths of unbounded variation,

\[ v''_b(x) = -\theta C^1_b \left( W^{(\theta)}(x) + r W^{(\theta+r)}(x - b)W^{(\theta)}(b) + r \int_b^x W^{(\theta+r)}(x - y)W^{(\theta)}(y)dy \right) \]

\[ - r W^{(\theta+r)}(x - b) + \beta \left( \theta W^{(\theta,r)}_b(x) + r W^{(\theta+r)}(x - b)Z^{(\theta)}_b \right) \]

\[ + \lambda \left[ \left( \frac{C^{(\theta,r)}(b; w) + \rho^{(\theta)}(b; w)}{Z^{(\theta)}(b)} - w(0) \right) \right. \]

\[ \times \left( W^{(\theta)}(x) + r W^{(\theta+r)}(x - b)W^{(\theta)}(b) + \int_b^x W^{(\theta+r)}(x - y)W^{(\theta)}(y)dy \right) \]

\[ - \left( \int_0^b W^{(\theta)}(x - y)w'_+(y)dy + r \int_b^x W^{(\theta+r)}(x - y)\rho^{(\theta)}(y; w'_+)dy \right) \]

\[ - \int_0^{x-b} w'_+(z + b) W^{(r+\theta)}(x - b - z)dz \right]. \]

Proof. The first and second (if \( X \) has paths of unbounded variation) derivatives of \( v_b^{L,R} \) are computed in Lemma 3.2 in [23]. Hence, it remains to compute the first and second derivatives of \( v_b^w \).
Differentiating \( Z_b^{(\theta,r)}(x) \) and \( \rho_b^{(\theta,r)}(x, w) \) (given in (2.7) and (2.11) respectively), using (2.4) and integration by parts, it can be checked that for \( x > 0 \) we have

\[
Z_b^{(\theta,r)'}(x) = \theta W_b^{(\theta,r)}(x) + r Z^{(\theta)}(b) W^{(\theta+r)}(x - b),
\]
\[
\rho_b^{(\theta,r)'}(x; w) = W^{(\theta)}(x) w(0) - W^{(\theta)}(x - b) w(b) + \rho_b^{(\theta)}(x; w_+')
+ r \left(W^{(\theta+r)}(0) \rho_b^{(\theta)}(x; w) + \int_b^x W^{(\theta+r)'}(x - y) \rho_b^{(\theta)}(y; w) dy \right)
= \rho_b^{(\theta,r)}(x, w_+') + r W^{(\theta+r)}(x - b) \rho_b^{(\theta)}(b; w) + w(0) W_b^{(\theta,r)}(x) - W^{(\theta+r)}(x - b) w(b).
\]

From here, we obtain by differentiating (5.5)

(6.3)
\[
v_b^{(\theta,r)}(x) = \frac{C^{(\theta,r)}(b; w) + \rho_b^{(\theta)}(b; w)}{Z^{(\theta)}(b)} (\theta W_b^{(\theta,r)}(x) + r Z^{(\theta)}(b) W^{(\theta+r)}(x - b)) - r C^{(\theta,r)}(b; w) W^{(\theta+r)}(x - b)
- \left( \rho_b^{(\theta,r)}(x, w_+') + r W^{(\theta+r)}(x - b) \rho_b^{(\theta)}(b; w) + w(0) W_b^{(\theta,r)}(x) - W^{(\theta+r)}(x - b) w(b) \right)
- \left( w(b) W^{(r+\theta)}(x - b) + \int_0^{x-b} w_+'(z + b) W^{(\theta+r)}(x - b - z) dz \right)
= \left( \theta \frac{C^{(\theta,r)}(b; w) + \rho_b^{(\theta)}(b; w)}{Z^{(\theta)}(b)} - w(0) \right) W_b^{(\theta,r)}(x) - \rho_b^{(\theta,r)}(x; w_+')
- \int_0^{x-b} w_+'(z + b) W^{(\theta+r)}(x - b - z) dz,
\]

where we used a change of variable to compute the derivative of \( \int_0^{x-b} w(z + b) W^{(\theta+r)}(x - b - z) dz \) given in the last term of the first equality.

In addition, when \( X \) has paths of unbounded variation, we have using (2.7), (2.11) and Remark 2.1(2)

\[
W_b^{(\theta,r)'}(x) = W^{(\theta)'}(x) + r W^{(\theta+r)}(x - b) W^{(\theta)}(b) + \int_b^x W^{(\theta+r)}(x - y) W^{(\theta)'}(y) dy,
\]
\[
\rho_b^{(\theta,r)'}(x; w_+') = \rho_b^{(\theta)'}(x; w_+) + r \int_b^x W^{(\theta)'}(x - y) \rho_b^{(\theta)}(y; w_+) dy.
\]
Then, by differentiating (6.3) and using (6.4) together with Remark 2.1(2)

\[(6.5)\quad v_b^{w''}(x) = \left(\theta \frac{C^{(\theta,r)}(b; w) + \rho_b^{(\theta)}(b; w)}{Z^{(\theta)}(b)} - w(0)\right)\]

\[\times \left(W^{(\theta)}(x) + rW^{(\theta+r)}(x-b)W^{(\theta)}(b) + \int_b^x W^{(\theta+r)}(x-y)W^{(\theta+r)}(y)dy\right)\]

\[- \left(\int_0^b W^{(\theta)}(x-y)W'_+(y)dy + r \int_b^x W^{(\theta+r)}(x-y)\rho_b^{(\theta)}(y; w'_+)dy\right)\]

\[- \int_0^{x-b} W'_+(z+b)W^{(\theta+r)}(x-b-z)dz.\]

The proof is completed. ☐

**Remark 6.1.** Using (6.1) and (6.2) together with Remark 2.1(1) we have that the mapping \(x \mapsto v_b^w(x)\) is continuously differentiable (resp. twice continuously differentiable) on \(\mathbb{R} \setminus \{0, b\}\) when \(X\) is of bounded variation (resp. unbounded variation). In addition, we have by (6.3) that

\[v_b^{w'}(b+) = \left(\theta \frac{C^{(\theta,r)}(b; w) + \rho_b^{(\theta)}(b; w)}{Z^{(\theta)}(b)} - w(0)\right)W^{(\theta)}(b) - \rho_b^{(\theta)}(b; w') = v_b^{w'}(b-).\]

On the other hand, if \(X\) is of unbounded variation, by (6.5) and Remark 2.1(2)

\[v_b^{w''}(b+) = \left(\theta \frac{C^{(\theta,r)}(b; w) + \rho_b^{(\theta)}(b; w)}{Z^{(\theta)}(b)} - w(0)\right)W^{(\theta)}(b) - \int_0^b W^{(\theta)}(b-y)W'_+(y)dy = v_b^{w''}(b-).\]

By the smoothness of the scale function, together with Lemma 3.3 from [23] and Remark 6.1 we obtain the following result.

**Lemma 6.2 (Smoothness of \(v_b\)).** For all \(b \geq 0\) we have:

(i) When \(X\) has paths of bounded variation, \(v_b\) is continuously differentiable on \(\mathbb{R} \setminus \{0\}\);

(ii) When \(X\) has paths of unbounded variation, \(v_b\) is twice continuously differentiable on \(\mathbb{R} \setminus \{0\}\).

6.1. **Selection and existence of the optimal barrier.** In this section, we will define and prove the existence of the threshold \(b^* \geq 0\) under which the strategy \(\pi^{b^*} = (L_r^{0,b^*}(t), R_r^{0,b^*}(t))\) is optimal. For that purpose, we provide some preliminary results.

**Remark 6.2.** (1) Fix \(b \geq 0\). Let \(U_r^b\) be the Parisian reflected process of \(X\) from above at \(b\) (without classical reflection) as given in Section 4.1, and

\[\tau_0^-(r) := \inf \{t > 0 : U_r^b(t) < 0\}.\]
Then, by Corollary 3 in [26], for any $x \in \mathbb{R}$ and $q > 0$,
\begin{equation}
\mathbb{E}_x \left[ e^{-q\tau_0^-(r)} \right] = Z^{(q,r)}_b(x) - r Z^{(q)}_b \overline{W}^{(q+r)}(x-b)
- \frac{q}{Z^{(q)}_b(b, \Phi(q+r))} \left( W^{(q,r)}_b(x) - r W^{(q)}_b \overline{W}^{(q+r)}(x-b) \right),
\end{equation}
where in particular
\begin{equation}
\mathbb{E}_b \left[ e^{-q\tau_0^-(r)} \right] = Z^{(q)}_b(b) - \frac{q}{Z^{(q)}_b(b, \Phi(q+r))} W^{(q)}_b(b).
\end{equation}

(2) By (4.1) and Remark 4.1 from [23],
\begin{equation}
v^{LR'}_b = \frac{\theta \left( \beta \mathbb{E}_b \left[ e^{-\theta \tau_0^-(r)} \right] - 1 \right)}{\Phi(\theta + r) \left( Z^{(\theta)}_b(b) - \mathbb{E}_b[e^{-\theta \tau_0^-(r)}] \right)} W^{(\theta)}_b(b) + 1.
\end{equation}

We now provide the following auxiliary result and we defer the proof to Appendix B.

Lemma 6.3. For $b \geq 0$ we have
\begin{equation}
v^{\theta'}_b(b) = \theta W^{(\theta)}_b \left( \frac{C^{(\theta,r)}(b, w') + \rho^{(\theta)}_b(b; w')}{Z^{(\theta)}_b(b)} \right) - w(0) W^{(\theta)}_b(b) - \rho^{(\theta)}_b(b; w')
= \frac{\theta \mathbb{E}_b \left[ \int_0^{\tau_0^-(r)} e^{-\theta t} \tilde{w}'_+(U^b_r(t)) dt \right]}{\Phi(\theta + r) \left( Z^{(\theta)}_b(b) - \mathbb{E}_b[e^{-\theta \tau_0^-}] \right)} W^{(\theta)}_b(b).
\end{equation}

Using that $v'_b(b) = v^{LR'}_b(b) + \lambda v''_b(b)$ together with (6.8) and (6.9), gives
\begin{equation}
v'_b(b) = \frac{\theta G(b)}{\Phi(\theta + r) \left( Z^{(\theta)}_b(b) - \mathbb{E}_b[e^{-\theta \tau_0^-}] \right)} W^{(\theta)}_b(b) + 1,
\end{equation}
where
\begin{equation}
G(b) := \beta - 1 - \mathbb{E}_b \left[ \int_0^{\tau_0^-(r)} e^{-\theta t} \left( \beta \theta - \lambda \tilde{w}'_+(U^b_r(t)) \right) dt \right]
= \left( \beta Z^{(\theta)}_b(b) - 1 + \lambda C^{(\theta,r)}(b; w'_+) \right) - \beta \theta W^{(\theta)}_b(b) \frac{Z^{(\theta)}_b(b, \Phi(\theta + r))}{Z^{(\theta)}_b(b, \Phi(\theta + r))} b \geq 0,
\end{equation}
where the last equality is true because of (5.7) (taking $w'_+$ instead of $h$) and (6.7). We propose as candidate for the optimal barrier
\begin{equation}
b^* := \inf \{ b \geq 0 : G(b) \leq 0 \}.
\end{equation}

In the next result we provide a necessary and sufficient condition for the optimal barrier $b^*$ to be 0.
Proposition 6.1. We have that \( 0 \leq b^* < \infty \). Moreover, we have that \( b^* = 0 \) if and only if \( X \) has paths of bounded variation and

\[
\beta - 1 \leq \frac{1}{c} \left( \frac{1}{\Phi(\theta + r) - \frac{r}{c}} \right) \left( \theta \beta - \lambda \Phi(\theta + r) \int_0^\infty e^{-\Phi(\theta+r)z} w'_+(z) \, dz \right).
\]

Proof. Due to Assumption 4.2 we have that \( b \mapsto \beta \theta - \lambda w'_+(b) \) is non-decreasing, hence

\[
b \mapsto \mathbb{E}_b \left[ \int_0^{\tau^-_b(r)} e^{-\theta t} (\beta \theta - \lambda w'_+ (U^b_r(t))) \, dt \right]
\]

is non-decreasing as well. It follows that the mapping \( b \mapsto G(b) \) is non-increasing.

On the other hand, due to spatial homogeneity of Lévy processes, we have that the \( \{U^b_r(t); t \leq \tau^-_b(r)\} \) started at \( U^b_r(0) = b \) is equal in law to \( \{b + U^0_r(t); t \leq \tau^-_b(r)\} \) started at \( U^0_r(0) = 0 \), where \( \tau^-_b(r) := \inf \{ t \geq 0 : U^0_r(t) < -b \} \). Then, by dominated convergence we have

\[
\lim_{b \uparrow \infty} G(b) = \beta - 1 - \lim_{b \uparrow \infty} \mathbb{E}_b \left[ \int_0^\infty e^{-\theta t} 1_{\{t \leq \tau^-_b(r)\}} [\beta \theta - \lambda w'_+(b + U^0_r(t))] \, dt \right] = \frac{\lambda}{\theta} w'_+(+\infty) - 1 < 0.
\]

Now, using (6.11), we obtain

\[
\lim_{b \downarrow 0} G(b) = \beta \left( 1 - \theta W^{(0+)}(0+) \frac{1}{\Phi(\theta + r) - rW^{(0+)}} \right) - 1 \\
+ \frac{\lambda \Phi(\theta + r)W^{(0+)}(0+)}{\Phi(\theta + r) - rW^{(0+)}} \int_0^\infty e^{-\Phi(\theta+r)z} w'_+(z) \, dz,
\]

where we have used that \( \lim_{b \downarrow 0} \rho_b^{(0)}(b; w'_+) = 0 \) and \( \lim_{b \downarrow 0} \Xi^{(0,r)}(b; w'_+) = \int_0^\infty e^{-\Phi(\theta+r)z} w'_+(z) \, dz \). Hence, we get the following cases:

1. If \( X \) has paths of unbounded variation, then \( \lim_{b \downarrow 0} G(b) = \beta - 1 > 0 \). Thus, there exists a unique \( b^* > 0 \) such that \( G(b^*) = 0 \).

2. If \( X \) has paths of bounded variation we have

\[
\lim_{b \downarrow 0} G(b) = \beta - 1 - \frac{1}{c} \left( \frac{1}{\Phi(\theta + r) - \frac{r}{c}} \right) \left( \theta \beta - \lambda \Phi(\theta + r) \int_0^\infty e^{-\Phi(\theta+r)z} w'_+(z) \, dz \right).
\]

Thus, if (6.13) does not hold, then there exists a unique \( b^* > 0 \) such that \( G(b^*) = 0 \); otherwise, if (6.13) holds, we set \( b^* = 0 \).

\[\square\]
7. Verification of Optimality

We shall show the optimality of the periodic-classical barrier strategy \( \bar{\pi}^{0,b^*} \), where the barrier \( b^* \) is defined by (6.12).

**Theorem 7.1.** The strategy \( \bar{\pi}^{0,b^*} \) is optimal and the value function of the problem (4.3) is given by \( v = v_{b^*} \).

Let \( L \) be the infinitesimal generator associated with the process \( X \) applied to a \( C^1(0, \infty) \) (resp., \( C^2(0, \infty) \)) function \( f \) for the case \( X \) is of bounded (resp., unbounded) variation:

\[
L f(x) := \gamma f'(x) + \frac{1}{2} \eta^2 f''(x) + \int_{(-\infty,0)} \left[ f(x + z) - f(x) - f'(x)z1_{\{-1 < z < 0\}} \right] \Pi(\mathrm{d}z) \quad \text{for } x > 0.
\]

In the next result we provide a verification lemma. The proof is essentially the same as Proposition 5.1 in [23] (which deals with the case in which the payoff function \( w \) is equal to zero), and thus we omit it.

Throughout the rest of this section we extend the domain of \( v_{\pi} \) to \( \mathbb{R} \) by setting \( v_{\pi}(x) = \beta x + v_{\pi}(0+) \) for \( x < 0 \).

**Lemma 7.1 (Verification lemma).** Suppose that \( \hat{\pi} \in \mathcal{A} \) is such that \( v_{\hat{\pi}} \in C(\mathbb{R}) \cap C^1((0, \infty)) \) (respectively, \( C^1(\mathbb{R}) \cap C^2((0, \infty)) \)) for the case that \( X \) has paths of bounded (respectively, unbounded) variation. In addition, suppose that

\[
(L - \theta)v_{\hat{\pi}}(x) + r \max_{0 \leq l \leq x} \left\{ l + v_{\hat{\pi}}(x - l) - v_{\hat{\pi}}(x) \right\} + \lambda w(x) \leq 0, \quad x \geq 0,
\]

\[
v'_{\hat{\pi}}(x) \leq \beta, \quad x \geq 0,
\]

\[
\inf_{x \geq 0} v_{\hat{\pi}}(x) > -m \text{ for some } m > 0.
\]

Then \( \hat{\pi} \) is an optimal strategy and \( v_{\hat{\pi}}(x) = v(x) \) for all \( x \geq 0 \).

Notice that if \( v_{b^*} \) satisfies the variational inequalities (7.2), then the strategy \( \bar{\pi}^{0,b^*} \) is optimal, due to the previous lemma. To show this, we shall provide some preliminary results.

**Lemma 7.2.** For \( b \geq 0 \), we have

\[
(L - \theta)v_b(x) = \begin{cases} -\lambda w(x), & \text{if } x \in (0, b), \\ -r \left\{ (x - b) + v_b(b) - v_b(x) \right\} - \lambda w(x), & \text{if } x \in [b, \infty). \end{cases}
\]

**Proof.** First, from Lemma 5.1 in [23] we have

\[
(L - \theta)v_b^{LR}(x) = \begin{cases} 0, & \text{if } x \in (0, b), \\ -r \left\{ (x - b) + v_b^{LR}(b) - v_b^{LR}(x) \right\}, & \text{if } x \in [b, \infty). \end{cases}
\]
It remains to analyse the term \((\mathcal{L} - \theta)v_b^w(x)\) for \(x \in (0, \infty)\).

(i) Suppose \(0 < x < b\). By the proof of Theorem 2.1 in [6] it follows that

\[(7.5) \quad (\mathcal{L} - \theta)Z^{(\theta)}(x) = 0, \quad x > 0.\]

In addition, the proof of Lemma 4.5 of [10] implies

\[(7.6) \quad (\mathcal{L} - \theta)(\rho^q_b)(x; w) = w(x), \quad 0 < x < b.\]

By combining (5.5), (7.5) and (7.6), we obtain

\[(7.7) \quad (\mathcal{L} - \theta)v_b^w(x) = -w(x), \quad 0 < x < b.\]

(ii) Now, assume that \(x > b\). From (5.4) and (5.6) in [23] we have

\[(7.8) \quad (\mathcal{L} - \theta)W^{(\theta+r)}(x - b) = 1 + rW^{(\theta+r)}(x - b), \quad (\mathcal{L} - \theta)Z^{(\theta,r)}_b(x) = rZ^{(\theta,r)}_b(x).\]

On the other hand, from the proof of Lemma 4.5 of [10] we have

\[(\mathcal{L} - (\theta + r)) \int_0^{x-b} W^{(\theta+r)}(x - b - y)w(y + b)dy = w(x).\]

Hence

\[(7.9) \quad (\mathcal{L} - \theta) \left( \int_0^{x-b} W^{(\theta+r)}(x - b - y)w(y + b)dy \right) = w(x) + r \int_0^{x-b} W^{(\theta+r)}(x - b - y)w(y + b)dy.\]

In a similar way, we obtain by (2.11)

\[(\mathcal{L} - \theta) \left( \int_b^{x} W^{(\theta+r)}(x - y)\rho^\theta_b(y; w)dy \right) = \rho^\theta_b(x; w) + r \int_b^{x} W^{(\theta+r)}(x - y)\rho^\theta_b(y; w)dy = \rho^{(\theta,r)}_b(x; w).\]

By the proof of Lemma 4 in [4] we have that \((\mathcal{L} - \theta)W^{(\theta)}(x - y) = 0\) for \(x > y > 0\), then by dominated convergence we get

\[(\mathcal{L} - \theta)\rho^\theta_b(x; w) = (\mathcal{L} - \theta) \int_0^{b} W^{(\theta)}(x - y)w(y)dy = 0, \quad x > b.\]

Therefore, using (2.11)

\[(7.10) \quad (\mathcal{L} - \theta)\rho^{(\theta,r)}_b(x; w) = r \rho^{(\theta,r)}_b(x; w).\]
Finally, by (5.5) together with (7.8)–(7.10) we obtain

\begin{equation}
(\mathcal{L} - \theta)v_b^w(x) = r \left( \frac{C^{(\theta,r)}(b; w) + \rho_b^{(\theta)}(b; w)}{Z^{(\theta)}(b)} \right) Z_b^{(\theta,r)}(x) - rC^{(\theta,r)}(b; w)(1 + rW^{(\theta+r)}(x - b)) \\
- r\rho_b^{(\theta,r)}(x; w) - \left( w(x) + r \int_0^{x-b} W^{(\theta+r)}(x - b - y)w(y + b)dy \right) \\
= -r \left( v_b^w(b) - v_b^w(x) \right) - w(x).
\end{equation}

The result follows by combining (7.4), (7.7) and (7.11). \hfill \Box

**Lemma 7.3.** We have $1 \leq v_{b'}(x) \leq \beta$ for $x \in (0, b^*)$ and $0 \leq v_{b'}(x) \leq 1$ for $x \in (b^*, \infty)$.

**Proof.** (i) Suppose that $b^* > 0$. First we note that using (6.1) and the choice of the optimal threshold $b^*$ (such that $v_{b^*}(b^*) = 1$; see (6.10)) we obtain

\begin{equation}
v_{b'}(b^*) = -\theta C_b^1 W^{(\theta)}(b^*) + \beta Z^{(\theta)}(b^*) \\
+ \lambda \left[ \left( \frac{C^{(\theta,r)}(b^*; w) + \rho_b^{(\theta)}(b^*; w)}{Z^{(\theta)}(b^*)} - w(0) \right) W^{(\theta)}(b^*) - \rho_{b'}^{(\theta)}(b^*; w_{b'}) \right] = 1.
\end{equation}

Then, using (7.12) in (6.1) implies

\begin{align*}
v_{b'}(x) &= W_{b'}^{(\theta,r)}(x) \left( -\theta C_{b'}^1 + \lambda \left( \frac{C^{(\theta,r)}(b^*; w) + \rho_b^{(\theta)}(b^*; w)}{Z^{(\theta)}(b^*)} - w(0) \right) \right) \\
&\quad - rW^{(\theta+r)}(x - b^*) + \beta Z_{b'}^{(\theta,r)}(x) \\
&\quad + \lambda \left[ - \int_0^{x-b^*} w_{b'}(z + b^*)W^{(r+\theta)}(x - b^* - z)dz - \rho_{b'}^{(\theta,r)}(x; w_{b'}) \right] \\
&= W_{b'}^{(\theta,r)}(x) \left( \frac{1 - \beta Z^{(\theta)}(b^*)}{W^{(\theta)}(b^*)} \right) - rW^{(\theta+r)}(x - b^*) + \beta Z_{b'}^{(\theta,r)}(x) \\
&\quad + \lambda \left[ W_{b'}^{(\theta,r)}(x) \frac{\rho^{(\theta)}(b^*; w_{b'})}{W^{(\theta)}(b^*)} \right] - \int_0^{x-b^*} w_{b'}(z + b^*)W^{(r+\theta)}(x - b^* - z)dz - \rho_{b'}^{(\theta,r)}(x; w_{b'})
\end{align*}

Now, using (5.7) and rearranging terms we have

\begin{align*}
v_{b'}(x) &= \beta Z_{b'}^{(\theta,r)}(x) - r\beta Z^{(\theta)}(b^*)W^{(\theta+r)}(x - b^*) \\
&\quad - \left( \frac{\beta Z^{(\theta)}(b^*) - 1 + \lambda C^{(\theta,r)}(b^*; w_{b'})}{W^{(\theta)}(b^*)} \right) \left( W_{b'}^{(\theta,r)}(x) - rW^{(\theta)}(b^*)W^{(\theta+r)}(x - b^*) \right) \\
&\quad + \lambda \mathbb{E}_x \left[ \int_0^{\tau_{b'}^-(r)} e^{-\theta t} w_{b'}(U_{b'}^*(t))dt \right].
\end{align*}
From expression (6.11) and the fact that $G(b^*) = 0$, we get

$$\frac{\beta Z^{(\theta)}(b^*) - 1 + \lambda \tilde{C}^{(\theta,r)}(b^*; w_+)}{W^{(\theta)}(b^*)} = \beta \theta \frac{Z^{(\theta)}(b^*; \Phi(\theta + r))}{Z^{(\theta)}(b^*; \Phi(\theta + r))}.$$ 

Hence, using (6.6), we have

$$v'_b(x) = \beta \mathbb{E}_x \left[ e^{-\theta \tau_{b^*}^-(r)} \right] + \lambda \mathbb{E}_x \left[ \int_0^{\tau_{b^*}^- (r)} e^{-\theta t} w'_+(U^b_r(t)) \, dt \right]$$

(7.13)

$$= \beta - \mathbb{E}_x \left[ \int_0^{\tau_{b^*}^- (r)} e^{-\theta t} \left( \beta \theta - \lambda w'_+(U^b_r(t)) \right) \, dt \right].$$

From Assumption 4.2 and (7.13), it follows that $v'_b$ is non-negative and non-increasing on $(0, \infty)$. On the other hand, (7.13) yields that $v'_b(0) \leq \beta$ due to the fact that $w'_+ \leq \beta$ on $(0, \infty)$. Therefore $0 \leq v'_b(x) \leq \beta$. This, and the fact that $v'_b(b^*) = 1$ completes the proof.

(ii) Suppose that $b^* = 0$, where necessarily $X$ has paths of bounded variation and (6.13) holds. From (5.2), we have the following

$$C_0^1 = \frac{r(\beta - 1) + \theta \beta}{\theta \Phi(\theta + r)},$$

(7.14)

Additionally, using (5.7) we note

$$\mathbb{E}_0 \left[ \int_0^{\tau_{b^*}^- (r)} e^{-\theta t} w'_+(U^b_r(t)) \, dt \right] = \tilde{C}^{(\theta,r)}(0; w_+) = \frac{\Phi(\theta + r)W^{(\theta)}(0+)}{\Phi(r + \theta) - r W^{(\theta)}(0+)} \int_0^\infty e^{-\Phi(r+\theta)y}w'_+(y) \, dy.$$ 

Hence, using (6.9) and (7.15) we obtain

$$\theta C^{(\theta,r)}(0; w) - w(0) = \int_0^\infty e^{-\Phi(\theta+r)z}w'_+(z) \, dz.$$ 

(7.16)

Then, by using (7.14) and (7.16) in (6.1) and applying (2.9) we have

$$v'_b(x) = -\frac{r(\beta - 1) + \theta \beta}{\Phi(\theta + r)} W^{(\theta+r)}(x) - r W^{(\theta+r)}(x) + \beta Z^{(\theta+r)}(x)$$

$$+ \lambda \left[ W^{(\theta+r)}(x) \int_0^\infty e^{-\Phi(\theta+r)z}w'_+(z) \, dz - \int_0^x w'_+(z) W^{(\theta+r)}(x - z) \, dz \right]$$

$$= \frac{r(\beta - 1) + \theta \beta}{\theta + r} \left( Z^{(\theta+r)}(x) - \frac{\theta + r}{\Phi(\theta + r)} W^{(\theta+r)}(x) \right) + \frac{r}{\theta + r}$$

$$+ \lambda \left[ W^{(\theta+r)}(x) \int_0^\infty e^{-\Phi(\theta+r)z}w'_+(z) \, dz - \int_0^x w'_+(z) W^{(\theta+r)}(x - z) \, dz \right]$$

$$= \frac{r(\beta - 1) + \theta \beta}{\theta + r} \mathbb{E}_x \left[ e^{-(\theta+r)\tau_{b^*}} \right] + \frac{r}{\theta + r} + \lambda \mathbb{E}_x \left[ \int_0^{\tau_{b^*}^- (r)} e^{-(\theta+r)t} w'_+(X(t)) \, dt \right],$$

where in the last equality we used (A.2) and (A.5).
Note that the mapping \( x \mapsto \mathbb{E}_x \left[ e^{-(\theta+r)\tau_0} \right] \) is non-increasing, and since \( w \) is concave we have that the mapping \( x \mapsto \lambda \mathbb{E}_x \left[ \int_0^{\tau_0} e^{-(\theta+r)t} w'(X(t))\,dt \right] \) is non-increasing as well; hence \( v_0 \) is concave.

On the other hand, as \( b^* = 0 \) it follows from (6.10) that
\[
(7.18) \quad v'_0(0) = \frac{\theta}{\Phi(\theta+r)} \frac{G(0)}{1 - \mathbb{E}_b \left[ e^{-\theta \tau_0} \right]} W(\theta)(0) + 1 \leq 1,
\]
where the inequality follows from the fact that \( G(0) \leq 0 \) as a result of (6.13). Therefore, (7.18) and the concavity of \( v_0 \) in \((0, \infty)\) imply that \( v'_0(x) \leq 1 \) for all \( x \geq 0 \). Finally, from (7.17), we note that \( v'_0(x) \to \frac{r + \lambda w'(\infty)}{\theta + r} > 0 \) as \( x \uparrow \infty \), hence \( v'_0(x) > 0 \) for all \( x \geq 0 \).

By applying Lemma 7.3, the following result is immediate.

**Lemma 7.4.** For \( b^* \geq 0 \) we have
\[
(7.19) \quad \max_{0 \leq l \leq x} \{ l + v^{b^*}(x - l) - v^{b^*}(x) \} = \begin{cases} 0, & \text{if } x \in [0, b^*], \\ x - b^* + v^{b^*}(b^*) - v^{b^*}(x), & \text{if } x \in (b^*, \infty). \end{cases}
\]

Finally, we provide the proof of Theorem 7.1.

**Proof of Theorem 7.1.** We shall show that \( v_b \) satisfies the conditions from Lemma 7.1. As a consequence of Lemma 6.2, we have that \( v_{b^*} \in C(\mathbb{R}) \cap C^1((0, \infty)) \) if \( X \) has bounded variation paths (\( v_{b^*} \in C^1(\mathbb{R}) \cap C^2((0, \infty)) \) if \( X \) has unbounded variation paths). Hence, it remains to prove the variational inequalities given in (7.2).

The first item in (7.2) holds with equality due to Lemmas 7.2 and 7.4. The second item follows from Lemma 7.3. Finally, as a consequence of Lemma 7.3, \( v_{b^*} \) is non-decreasing and it follows from Assumption 4.1 that \( \inf_{x \geq 0} v_{b^*}(x) = v_{b^*}(0) > -\infty \).

8. **Optimal Strategies for Poissonian Dividend Problems with Regime Switching**

8.1. **Iteration algorithm to compute the value function.** We will show that the net present value \( V_{\pi,b} \), given by (3.3), of a Parisian-classical reflection strategy at levels \( b = (b(i))_{i \in E} \) and at 0, respectively, solves a fixed point equation.

We consider the space of functions
\[
\mathcal{B} := \{ f : f(\cdot, i) \in C([0, \infty)) \text{ and } \| f \| < \infty \text{ for } i \in E \},
\]
where \( \| f \| := \max_{i \in E} \sup_{x \geq 0} \frac{|f(x, i)|}{1 + |x|}. \)

For \( f : [0, \infty) \times E \to \mathbb{R} \) we define \( \hat{f} : [0, \infty) \times E \to \mathbb{R} \) as
\[
(8.1) \quad \hat{f}(x, i) := \sum_{j \neq i} \frac{\lambda_{ij}}{\lambda_i} \int_{(-\infty,0)} \left[ (\beta(x + y) + f(0, j)) 1_{\{x+y<0\}} + f(x + y, j) 1_{\{x+y\geq0\}} \right] \, dF_{ij}(y),
\]
where \( F_{ij} \) denotes the distribution function of the random variable \( J_{ij} \) for \( i, j \in E \), and \( \lambda_i := \sum_{j \neq i} \lambda_{ij} \).

**Remark 8.1.** Note that for \((x, i) \in [0, \infty) \times E\) we have

\[
\frac{|\hat{f}(x, i)|}{1 + |x|} \leq \sum_{j \neq i} \frac{\lambda_{ij}}{\lambda_i} \left[ (\beta + |f(0, j)|) + \frac{\beta \mathbb{E}[|J_{ij}|]}{1 + |x|} + \|f\| \int_{(-\infty, 0)} \frac{1 + |x + y|}{1 + |x|} 1_{\{x + y \geq 0\}} dF_{ij}(y) \right] \\
\leq \sum_{j \neq i} \frac{\lambda_{ij}}{\lambda_i} \left[ (\beta + |f(0, j)|) + \beta \mathbb{E}[|J_{ij}|] + \|f\| .
\]

Hence, if \( f \in \mathcal{B} \), we have that \( \hat{f} \in \mathcal{B} \) as well.

Given \( b = (b(i))_{i \in E} \in \mathcal{E} \), where \( \mathcal{E} \) denotes the space of functions from \( E \) to \([0, \infty)\), we define the following operator acting on \( \mathcal{B} \)

\[
(8.2) \quad T_b f(x, i) := \mathbb{E}_x^i \left[ \int_{[0, \infty)} e^{-\theta(i)t} dL^{0, b(i)}_t(t) \\
- \beta \int_{[0, \infty)} e^{-\theta(i)t} dR^{0, b(i)}_t(t) + \lambda_i \int_0^\infty e^{-\theta(i)t} \hat{f}(U^{0, b(i)}_{r_i}(t), i) dt \right].
\]

where \( \theta(i) = q(i) + \lambda_i \) and \( U^{0, b(i)}_{r_i} \) denotes the process with Parisian-classical reflection at the thresholds \( b(i) \) and 0, respectively, driven by \( X^i \); and \( L^{0, b(i)}_t, R^{0, b(i)}_t \) are the cumulative dividend payments and capital injections, respectively.

**Proposition 8.1.** For \( b \in \mathcal{E} \), and \((x, i) \in [0, \infty) \times E\) we have

\[
V_{n,0,b}(x, i) = T_b V_{n,0,b}(x, i).
\]

**Proof.** We denote by \( \zeta \) to the epoch of the first regime switch. Hence, by an application of the strong Markov property, we obtain

\[
V_{n,0,b}(x, i) = \mathbb{E}_{(x, i)} \left[ \int_{[0, \infty)} e^{-t} dL^{0, b}_r(t) - \beta \int_{[0, \infty)} e^{-t} dR^{0, b}_r(t) \right] \\
= \mathbb{E}_{(x, i)} \left[ \int_{[0, \zeta]} e^{-q(t)} dL^{0, b}_r(t) - \beta \int_{[0, \zeta]} e^{-q(t)} dR^{0, b}_r(t) + e^{-q(\zeta)} \right] \\
+ \mathbb{E}_{(0, H(\zeta))} \left[ \int_{[0, \infty)} e^{-t} dL^{0, b}_r(t) - \beta \int_{[0, \infty)} e^{-t} dR^{0, b}_r(t) \right] \mathbbm{1}_{\{U^{0, b}_r(\zeta) < -J_i H(\zeta)\}} \\
+ e^{-q(\zeta)} \mathbb{E}_{(U^{0, b}_r(\zeta), H(\zeta))} \left[ \int_{[0, \infty)} e^{-t} dL^{0, b}_r(t) - \beta \int_{[0, \infty)} e^{-t} dR^{0, b}_r(t) \right] \mathbbm{1}_{\{U^{0, b}_r(\zeta) \geq -J_i H(\zeta)\}}
\]
By conditioning on the state of the Markov chain \( H \) at the first regime switching time \( \zeta \) and the random variable \( J_{ij} \), describing the jump when \( H \) makes a transition from the state \( i \) to \( j \), we get

\[
(8.4) \quad E_{(x,i)} \left[ \int_{[0,\zeta)} e^{-q(i)t} dL_{i}^{0,b(i)}(t) - \beta \int_{[0,\zeta)} e^{-q(i)t} dR_{i}^{0,b(i)}(t) + e^{-q(i)\zeta} V_{\pi_{0,b}}(U_{r},(\zeta), H(\zeta)) 1_{\{U_{r}^{0,b(i)}(\zeta) \geq -J_{iH(\zeta)}\}}(\zeta) + V_{\pi_{0,b}}(0, H(\zeta)) 1_{\{U_{r}^{0,b(i)}(\zeta) < -J_{iH(\zeta)}\}}(\zeta) \right]
\]

In the last equality we used that \( \zeta \) is an exponential random variable with rate \( \lambda_{i} \), independent of the processes \( L_{0,b}, R_{0,b} \), and \( U_{0,b} \). \( \square \)

For the next result we denote, for any \( f, g \in \mathcal{B} \), \( \|f - g\|_{\infty} := \max_{x \in \mathcal{E}} \sup_{t \geq 0} |f(x, i) - g(x, i)| \).

**Lemma 8.1.** If \( b \in \mathcal{E} \) and \( f, g \in \mathcal{B} \) satisfy \( \|f - g\|_{\infty} < \infty \), then

\[
\|T_{b}f - T_{b}g\|_{\infty} < K \|f - g\|_{\infty},
\]

where \( K := \max_{i \in \mathcal{E}} \frac{\lambda_{i}}{\theta(i)} \) < 1.

**Proof.** Since

\[
T_{b}f(x, i) = \mathbb{E}_{x}^{i} \left[ \int_{[0,\infty)} e^{-\theta(i)t} dL_{i}^{0,b(i)}(t) - \beta \int_{[0,\infty)} e^{-\theta(i)t} dR_{i}^{0,b(i)}(t) + e^{-q(i)\zeta} \hat{f}(U_{r,i}^{0,b(i)}(\zeta), i) \right],
\]
for each \((x, i) \in [0, \infty) \times E\),
\[
|T_b f(x, i) - T_b g(x, i)| \leq \sum_{j \neq i} \frac{\lambda_{ij}}{\lambda_i} E_{(x,i)} \left[ e^{-q(i)\zeta} \int_{(-\infty,-U_{r,i}^0(z_-))} |f(0, j) - g(0, j)| \, dF_{ij}(y) \right. \\
\left. + e^{-q(i)\zeta} \int_{[-U_{r,i}^0(z_-),0]} |f(U_{r,i}^0(z_-) + y, j) - g(U_{r,i}^0(z_-) + y, j)| \, dF_{ij}(y) \right] \\
\leq \|f - g\|_\infty \sum_{j \neq i} \frac{\lambda_{ij}}{\lambda_i} E_{(0,i)}[e^{-q(i)\zeta}] \leq K\|f - g\|_\infty.
\]

8.2. Verification of barrier strategies. We define the space of functions
\[
\mathcal{D} := \{ f \in \mathcal{B} : \hat{f}(\cdot, i) \text{ is concave and satisfies that } \hat{f}_+^i(0, i) \leq \beta \text{ and } \hat{f}_+^i(\infty, i) \in [0, 1] \text{ for } i \in E \}.
\]

**Proposition 8.2.** Consider \( f \in \mathcal{B} \) such that it is concave, it is nondecreasing, and satisfies that \( f_+^i(\cdot, i) \leq \beta \) and \( f_+^i(\infty, i) \leq 1 \) for all \( i \in E \). Then \( f \in \mathcal{D} \).

**Proof.** Using (8.1) and integration by parts, we obtain By (8.1) and the Dominated Convergence Theorem, we have
\[
\hat{f}_+^i(x, i) = \lim_{\varepsilon \downarrow 0} \frac{\hat{f}(x + \varepsilon, i) - \hat{f}(x, i)}{\varepsilon} \\
= \sum_{j \neq i} \frac{\lambda_{ij}}{\lambda_i} \int_{(-\infty,0)} \lim_{\varepsilon \downarrow 0} \frac{1}{\varepsilon} \left\{ \left( (\beta(x + \varepsilon + y) + f(0, j)) \cdot 1_{\{x+\varepsilon+y<0\}} + f(x + \varepsilon + y, j) \cdot 1_{\{x+\varepsilon+y \geq 0\}} \right) \right. \\
- \left\{ (\beta(x + y) + f(0, j)) \cdot 1_{\{x+y<0\}} + f(x + y, j) \cdot 1_{\{x+y \geq 0\}} \right\} \, dF_{ij}(y).
\]

We fix \( x \geq 0 \) and \( y \leq 0 \), then we have \( 1_{\{x+\varepsilon+y\geq0\}} = 1_{\{x+y\geq0\}} \) and \( 1_{\{x+\varepsilon+y<0\}} = 1_{\{x+y<0\}} \) for small enough \( \varepsilon > 0 \). Thus, we have
\[
\hat{f}_+^i(x, i) = \sum_{j \neq i} \frac{\lambda_{ij}}{\lambda_i} \int_{(-\infty,0)} \left[ \beta 1_{\{x+y<0\}} + f_+^i(x + y, j) 1_{\{x+y \geq 0\}} \right] \, dF_{ij}(y)
\]
and \( \hat{f} \) is continuous on \([0, \infty)\). In addition, \( \hat{f}_+^i \) is non-increasing since \( f \) is concave and its right derivative is no more than \( \beta \). Thus, by Theorem 6.4 in [12], the function \( \hat{f} \) is concave. We have \( \hat{f}_+^i \leq \beta \) since \( f_+^i \leq \beta \). Additionally, by dominated convergence
\[
\hat{f}'(\infty, i) = \sum_{j \neq i} \frac{\lambda_{ij}}{\lambda_i} f'(\infty, j) \leq 1.
\]

Therefore, we obtain that \( f \in \mathcal{D} \). □
For \( f \in \mathcal{D} \) and \((x,i) \in [0, \infty) \times E\) we define

\[
(8.5) \quad \Gamma f(x,i) := \sup_{\pi \in \mathcal{A}} \mathbb{E}^x \left[ \int_{[0,\zeta]} e^{-\eta(t)} dL^\pi_r(t) - \beta \int_{[0,\zeta]} e^{-\eta(t)} dR^\pi_g(t) + e^{-\eta(t)} \hat{f}(U^\pi_r(\zeta),i) \right]
= \sup_{\pi \in \mathcal{A}} \mathbb{E}^x \left[ \int_{[0,\infty)} e^{-\theta(t)} dL^\pi_r(t) - \beta \int_{[0,\infty)} e^{-\theta(t)} dR^\pi_g(t) + \lambda_i \int_0^\infty e^{-\theta(t)} \hat{f}(U^\pi_r(t),i) dt \right].
\]

**Remark 8.2.** Since \( f \in \mathcal{D} \), then Theorem 7.1 guarantees that there exists \( b^f(i) \) such that the supremum in the second equality (8.5) is attained by a periodic-classical reflection strategy at the barrier \( b^f(i) \) and at 0, respectively, for each \( i \in E \). Hence, by taking \( b^f = (b^f(i))_{i \in E} \) we get \( \Gamma f = T_{b^f} f \). From the verification results of Section 7 it follows, for \( f \in \mathcal{D} \) and \( i \in E \), that \( \Gamma f(\cdot, i) \in \mathcal{C}^1 \), it has linear growth, it is concave, \((\Gamma f)'(0+, i) \leq \beta \), and \((\Gamma f)'(\infty, i) \in [0,1] \). Therefore, by Proposition 8.2, we have that \( \Gamma f \in \mathcal{D} \).

The following result follows the same line of reasoning as in Proposition 5.4 in Noba et al. [24].

**Proposition 8.3.** Let \( \nu_n^- \), \( \nu_n^+ \in \mathcal{D} \), and for \( n \geq 1 \) we define \( \nu_n^- := \Gamma \nu_{n-1}^- \) and \( \nu_n^+ := \Gamma \nu_{n-1}^+ \). If \( \nu_0^- \leq V \leq \nu_0^+ \) and \( \|\nu_0^+ - \nu_0^-\|_\infty < \infty \), then we have \( \nu_n^- \leq V \leq \nu_n^+ \) for all \( n \geq 1 \). Moreover, we have

\[
V(x,i) = \lim_{n \to \infty} \nu_n^-(x,i) = \lim_{n \to \infty} \nu_n^+(x,i),
\]
where the convergence is in the \( \| \cdot \|_\infty \)-norm (and thus in the \( \| \cdot \| \)-norm). In particular, \( V \in \mathcal{D} \).

**Proof.** First, from the definition of \( \Gamma \) we have that if \( \nu_{n-1}^- \leq V \leq \nu_{n-1}^+ \), then

\[
(8.6) \quad \nu_n^- = \Gamma \nu_{n-1}^- \leq \Gamma V \leq \Gamma \nu_{n-1}^+ \leq \nu_n^+.
\]

Proceeding by induction, we obtain the first claim.

Following Remark 8.2, for any \( f \in \mathcal{D} \) there exists \( b^f \in \mathcal{E} \), such that \( \Gamma f = \sup_{b \in \mathcal{E}} T_b f = T_{b^f} f \). Hence, using Lemma 8.1, we obtain for \( f, g \in \mathcal{D} \) such that \( \| f - g \|_\infty < \infty \)

\[
\| \Gamma f - \Gamma g \|_\infty = \| T_{b^f} f - T_{b^f} g \| \leq \sup_{b \in \mathcal{E}} \| T_b f - T_b g \|_\infty \leq K \| f - g \|_\infty.
\]

Then, by an iteration of the previous identity and the definition of \( \nu_n^+ \) and \( \nu_n^- \), we obtain

\[
\| \nu_n^+ - \nu_n^- \|_\infty \leq K^n \| \nu_0^+ - \nu_0^- \|_\infty \quad \text{for } n \in \mathbb{N}.
\]

This implies that \( \| \nu_n^+ - \nu_n^- \|_\infty \to 0 \) given that \( K < 1 \). Therefore, using (8.6), we have

\[
\lim_{n \to \infty} \nu_n^+ = \lim_{n \to \infty} \nu_n^- = \Gamma V = V.
\]
Following Remark 8.2 we have that the functions $v_n^+, v_n^-$ belong to $\mathcal{D}$ for all $n \geq 1$. On the other hand, using dominated convergence we obtain for $(x, i) \in [0, \infty) \times E$

$\hat{V}(x, i) = \lim_{n \to \infty} \sum_{j \neq i} \frac{\lambda_{ij}}{\lambda_i} \int_{(-\infty, 0)} \left[ (\beta(x+y) + \hat{v}_n^+(0,j)) 1_{\{x+y<0\}} + \hat{v}_n^-(x+y,j) 1_{\{x+y\geq 0\}} \right] dF_{ij}(y)$

$= \lim_{n \to \infty} \hat{v}_n(x, i)$.

Hence, using the fact that the functions $v_n^\pm \in \mathcal{D}$ we obtain that $V \in \mathcal{D}$ as well. \hfill \Box

We will provide two auxiliary results that will be used in the proof of Theorem 3.1. The first result guarantees the existence of functions $v_0^-, v_0^+ \in \mathcal{D}$ that satisfy the conditions of Proposition 8.3, and its proof is deferred to Appendix D.

Lemma 8.2. There exist $V_-, V_+ \in \mathcal{D}$ such that $\|V_- - V_+\|_\infty < \infty$ and

$V_-(x, i) \leq V(x, i) \leq V_+(x, i), \quad (x, i) \in [0, \infty) \times E$.

We now provide the second auxiliary result and defer its proof to Appendix E.

Lemma 8.3. For any $b \in E$ we have that $\|V - V_{\pi,0,b}\|_\infty < \infty$.

Using Lemma 8.2 together with Proposition 8.3, we provide an iterative construction of the value function as follows: Initialize $n = 0$ and let $v = v_0$ for some $v_0 \in \mathcal{D}$, then we proceed as follows:

1. Compute $b^v = (b^v(i))_{i \in E}$ as in Remark 8.2;
2. Set $T_{b^v}v \to v$, $n \to n + 1$, and $v \to v_n$, and return to step 1.

8.3. Proof of Theorem 3.1. Due to Proposition 8.3, we have $V \in \mathcal{D}$. Hence, Proposition 3.5 together with Remark 8.2 imply that there exists $b^* = (b^*(i))_{i \in E}$ such that

$V(x, i) = \Gamma V(x, i) = T_{b^*}V(x, i), \quad (x, i) \in [0, \infty) \times E$.

This further yields that

$(8.7) \quad V(x, i) = \lim_{n \to \infty} T^n_{b^*}V(x, i), \quad \text{for} \ (x, i) \in [0, \infty) \times E.$

Finally, an application of Proposition 8.1 together with Lemma 8.1 implies that

$(8.8) \quad \|V - V_{\pi,0,b^*}\|_\infty \leq \|T^n_{b^*}V - T_n^{b^*}V_{\pi,0,b^*}\|_\infty \leq K^n\|V - V_{\pi,0,b^*}\|_\infty, \quad n \in \mathbb{N}.$

By Lemma 8.3 we have that $\|V - V_{\pi,0,b^*}\|_\infty < \infty$, this together with (8.8) implies that $V(x, i) = V_{\pi,0,b^*}(x, i)$ for $(x, i) \in [0, \infty) \times E$.
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A.1. **Fluctuation identities.** In this section we provide a review of some fluctuation identities for the processes \( X \) and \( Y \) that will be used in the proofs of Theorems 5.1 and 5.3.

A.1.1. **Identities for the process \( X \).** Let us define for \( b \in \mathbb{R} \)

\[
\tau_b^- := \inf\{t > 0 : X(t) < b\}, \quad \tau_b^+ := \inf\{t > 0 : X(t) > b\}.
\]

Then, by Theorem 8.1 in [18]

\[
\mathbb{E}_x \left[ e^{-q\tau_0^-}; \tau_0^- < \infty \right] = Z^{(q)}(x) - \frac{q}{\Phi(q)} W^{(q)}(x),
\]

\[
\mathbb{E}_x \left[ e^{-q\tau_b^+}; \tau_b^+ < \tau_0^- \right] = \frac{W^{(q)}(x)}{W^{(q)}(b)}.
\]

On the other hand, by Theorem 2.7(i) in [17], it follows that for any measurable function \( h : \mathbb{R} \mapsto \mathbb{R} \),

\[
\mathbb{E}_x \left[ \int_0^{\tau_b^-} e^{-qt} h(X(t)) dt \right] = \int_0^b h(y) \left\{ \frac{W^{(q)}(x)W^{(q)}(b-y)}{W^{(q)}(b)} - W^{(q)}(x-y) \right\} dy
\]

\[
= \frac{W^{(q)}(x)}{W^{(q)}(b)} \rho^{(q)}_b(x; h) - \rho^{(q)}_b(x; h), \quad x \in [0, b],
\]

where \( \rho^{(q)}_b \) is defined in (2.10).

Additionally, by Theorem 2.7(iii) in [17], for any bounded measurable function \( h : \mathbb{R} \mapsto \mathbb{R} \) with compact support,

\[
\mathbb{E}_x \left[ \int_0^{\tau_0^-} e^{-qt} h(X(t)) dt \right] = \int_0^\infty h(y) \left\{ e^{-\Phi(q)y}W^{(q)}(x) - W^{(q)}(x-y) \right\} dy. \quad x \geq 0.
\]

Finally, by an application of Lemma 2.1 in [21] we obtain the following identities for \( x > b \)

\[
\mathbb{E}_x \left[ e^{-(q+r)\tau_b^-} W^{(q)}(X(\tau_b^-)); \tau_b^- < \infty \right] = W_b^{(q,r)}(x) - rW^{(q+r)}(x-b) \int_b^\infty e^{-\Phi(q+r)(y-b)} W^{(q)}(y) dy,
\]

\[
\mathbb{E}_x \left[ e^{-(q+r)\tau_b^-} Z^{(q)}(X(\tau_b^-)); \tau_b^- < \infty \right] = Z_b^{(q,r)}(x) - rW^{(q+r)}(x-b) \int_b^\infty e^{-\Phi(q+r)(y-b)} Z^{(q)}(y) dy,
\]

\[
\mathbb{E}_x \left[ e^{-(q+r)\tau_b^-} \rho^{(q)}_b(X(\tau_b^-); h); \tau_b^- < \infty \right] = \rho_b^{(q,r)}(x; h) - rW^{(q+r)}(x-b) \int_b^\infty e^{-\Phi(q+r)(y-b)} \rho^{(q)}_b(y; h) dy.
\]

A.1.2. **Identities for the process \( Y \).** We know provide a review of some fluctuation identities for the Lévy process reflected at the lower boundary 0, given by \( Y_t := X_t + \sup_{0 \leq s \leq t} (-X_s) \vee 0 \) for \( t \geq 0 \). For any \( b \geq 0 \), let \( \kappa_b^+ := \inf\{t > 0 : Y_t > b\} \), then by Theorem 2.8(i) in [17]

\[
\mathbb{E}_x \left[ e^{-q\kappa_b^+} \right] = \frac{Z^{(q)}(x)}{Z^{(q)}(b)}.
\]
Additionally, by Theorem 2.8(iii) of [17] we have that for any bounded measurable function $h: \mathbb{R} \mapsto \mathbb{R}$ with compact support

$$
\mathbb{E}_x \left[ \int_0^\kappa e^{-qt} h(Y(t)) dt \right] = \frac{Z^{(q)}(x)}{Z^{(q)}(b)} \rho^{(q)}(b; h) - \rho^{(q)}(x; h), \quad x \in [0, b]
$$

Additionally, by taking $b \to \infty$ in (A.8) we obtain

$$
\mathbb{E}_x \left[ \int_0^\infty e^{-qt} h(Y(t)) dt \right] = Z^{(q)}(x) \frac{\Phi(q)}{q} \int_0^\infty e^{-\Phi(q)y} h(y) dy - \int_0^x W^{(q)}(x-y) h(y) dy.
$$

A.2. Proof of Proposition 5.1. Consider $g^{(q)}(\cdot; h)$ as in (5.3).

(i) Using the strong Markov property and the absence of positive jumps, we obtain for $x < b$

$$
\mathbb{E}_x \left[ \int_0^\kappa e^{-qt} h(Y(t)) dt \right] = Z^{(q)}(x) \frac{\Phi(q)}{q} \int_0^\infty e^{-\Phi(q)y} h(y) dy - \int_0^x W^{(q)}(x-y) h(y) dy.
$$

Then, by (A.7) and (A.8) we obtain that

$$
g^{(q)}(x; h) = \mathbb{E}_x \left[ \int_0^\kappa e^{-qt} h(Y(t)) dt \right] + \mathbb{E}_x \left[ e^{-q\kappa b} \right] g^{(q)}(b; h).
$$

On the other hand, for $x > b$, note that $\{U^{(0,b)}_t(t): t \leq T(1) \land \tau_b^-\}$ started at $x$ is equal in law to $\{X(t): t \leq T(1) \land \tau_b^-\}$ started at $x$, as well. By using this, and the strong Markov property we obtain

$$
g^{(q)}(x; h) = \mathbb{E}_x \left[ e^{-qT(1)}; T(1) < \tau_b^- \right] g^{(q)}(b; h)
$$

$$
+ \mathbb{E}_x \left[ e^{-q\tau_b^-} g^{(q)}(X(\tau_b^-); h); \tau_b^- < T(1) \right] + \mathbb{E}_x \left[ \int_{\tau_b^- \land T(1)} e^{-qt} h(X(t)) dt \right].
$$

Now by taking expectation w.r.t. $T(1)$ and by (A.2), we get

$$
\mathbb{E}_x \left[ e^{-qT(1)}; T(1) < \tau_b^- \right] = \frac{r}{r+q} \mathbb{E}_x \left[ 1 - e^{-(q+r)\tau_b^-} \right]
$$

$$
= \frac{r}{r+q} \left( 1 - Z^{(q+r)}(x-b) + \frac{q+r}{\Phi(q+r)} W^{(q+r)}(x-b) \right).
$$
Also, by an application of the spatial homogeneity of $X$ together with (A.5)

\[(A.14)\]

\[\mathbb{E}_x \left[ \int_0^{\tau^-_b \wedge T(1)} e^{-qt} h(X(t)) dt \right] = \mathbb{E}_x \left[ r \int_0^\infty e^{-rs} \int_0^{\tau^-_b} e^{-qt} h(X(t)) 1_{\{t < s\}} dt ds \right]
\]
\[= \mathbb{E}_x \left[ \int_0^{\tau^-_b} e^{-(q+r)s} h(X(s)) ds \right]
\]
\[= \mathbb{E}_{x-b} \left[ \int_0^{\tau^-_b} e^{-(q+r)s} h(X(s) + b) ds \right]
\]
\[= \int_0^\infty h(y + b) \left\{ e^{-\Phi(q+r)y} W^{(q+r)}(x - b) - W^{(q+r)}(x - b - y) \right\} dy.
\]

Finally, by (A.11) we have

\[(A.15)\]

\[\mathbb{E}_x \left[ e^{-q\tau^-_b} g^{(q)}(X(\tau^-_b); h); \tau^-_b < T(1) \right] = \mathbb{E}_x \left[ e^{-(q+r)\tau^-_b} g^{(q)}(X(\tau^-_b); h); \tau^-_b < \infty \right]
\]
\[= \frac{(\rho^{(q)}_b(b; h) + g^{(q)}(b; h))}{Z^{(q)}(b)} \mathbb{E}_x \left[ e^{-(q+r)\tau^-_b} Z^{(q)}(X(\tau^-_b)); \tau^-_b < \infty \right]
\]
\[\quad - \mathbb{E}_x \left[ e^{-(q+r)\tau^-_b} \rho^{(q)}_b(X(\tau^-_b); h); \tau^-_b < \infty \right].
\]

We can further expand (A.15) using (A.6), which yields

\[(A.16)\]

\[\mathbb{E}_x \left[ e^{-q\tau^-_b} g^{(q)}(X(\tau^-_b); h); \tau^-_b < T(1) \right] = \mathbb{E}_x \left[ e^{-(q+r)\tau^-_b} g^{(q)}(X(\tau^-_b); h); \tau^-_b < \infty \right]
\]
\[= \frac{(\rho^{(q)}_b(b; h) + g^{(q)}(b; h))}{Z^{(q)}(b)} \left( Z^{(q,r)}(x) - r W^{(q+r)}(x - b) \int_b^\infty e^{-\Phi(q+r)(y-b)} Z^{(q)}(y) dy \right)
\]
\[\quad - \rho^{(q,r)}_b(x) + r W^{(q+r)}(x - b) \int_b^\infty e^{-\Phi(q+r)(y-b)} \rho^{(q)}_b(y; h) dy.
\]

Thus, by combining (A.13), (A.14), and (A.16) in (A.12) we obtain for $x > b$

\[(A.17)\]

\[g^{(q)}(x; h) = \frac{(\rho^{(q)}_b(b; h) + g^{(q)}(b; h))}{Z^{(q)}(b)} Z^{(q,r)}(x) - \rho^{(q,r)}_b(x) - r g^{(q)}(b; h) W^{(q+r)}(x - b)
\]
\[\quad - \int_0^{x-b} h(y + b) W^{(q+r)}(x - b - y) dy + W^{(q+r)}(x - b) \left( \frac{r g^{(q)}(b; h)}{\Phi(q + r)} \right)
\]
\[\quad - \left( \frac{(\rho^{(q)}_b(b; h) + g^{(q)}(b; h))}{Z^{(q)}(b)} \right) r \int_b^\infty e^{-\Phi(q+r)(y-b)} Z^{(q)}(y) dy
\]
\[+ r \int_b^\infty e^{-\Phi(q+r)(y-b)} \rho^{(q)}_b(y; h) dy + \int_0^\infty h(y + b) e^{-\Phi(q+r)y} dy.
\]
(ii) On the other hand, by an application of the strong Markov property we obtain that
\begin{equation}
    g^{(q)}(b; h) = \delta_1 + g^{(q)}(b; h)\delta_2 + \delta_3,
\end{equation}
where
\begin{align*}
    \delta_1 : &= \mathbb{E}_b \left[ \int_0^{T(1)} e^{-q t} h(Y(t)) dt \right], \\
    \delta_2 : &= \mathbb{E}_b \left[ e^{-q T(1)} \mathbf{1}_{\{Y(T(1)) \geq b\}} \right], \\
    \delta_3 : &= \mathbb{E}_b \left[ e^{-q T(1)} g^{(q)}(Y(T(1)); h) \mathbf{1}_{\{Y(T(1)) < b\}} \right].
\end{align*}
Now, using identity (A.9) we can write
\begin{equation}
    \delta_1 = \mathbb{E}_b \left[ \int_0^\infty e^{-(q+r)t} h(Y(t)) dt \right] = Z^{(q+r)}(b) \frac{\Phi(q + r)}{r + q} \int_0^\infty e^{-\Phi(q+r)y} h(y) dy - \int_0^b W^{(q+r)}(b - y) h(y) dy,
\end{equation}
and
\begin{equation}
    \delta_2 = r \mathbb{E}_b \left[ \int_0^\infty e^{-(q+r)t} \mathbf{1}_{\{Y(t) \geq b\}} dt \right] = r Z^{(q+r)}(b) \frac{\Phi(q + r)}{r + q} \int_b^\infty e^{-\Phi(q+r)y} dy = \frac{r}{r + q} Z^{(q+r)}(b) e^{-\Phi(q+r)b}.
\end{equation}
For the last term in (A.18), we once again use (A.9) together with (A.11) to obtain
\begin{equation}
    \delta_3 = r \mathbb{E}_b \left[ \int_0^\infty e^{-(q+r)t} g^{(q)}(Y(t); h) \mathbf{1}_{\{Y(t) < b\}} dt \right] = r Z^{(q+r)}(b) \frac{\Phi(q + r)}{r + q} \int_0^b e^{-\Phi(q+r)y} g^{(q)}(y; h) dy - r \int_0^b W^{(q+r)}(b - y) g^{(q)}(y; h) dy
\end{equation}
\begin{align*}
    &= r Z^{(q+r)}(b) \frac{\Phi(q + r)}{r + q} \left[ \frac{\rho_b^{(q)}(b; h) + g^{(q)}(b; h)}{Z^{(q)}(b)} \int_0^b e^{-\Phi(q+r)y} Z^{(q)}(y) dy - \int_0^b e^{-\Phi(q+r)y} \rho_b^{(q)}(y; h) dy \right] \\
    &\quad - \frac{r \rho_b^{(q)}(b; h) + g^{(q)}(b; h)}{Z^{(q)}(b)} \int_0^b W^{(q+r)}(b - y) Z^{(q)}(y) dy + r \int_0^b W^{(q+r)}(b - y) \rho_b^{(q)}(y; h) dy.
\end{align*}
Using integration by parts together with (2.2), we get
\begin{equation}
    \int_0^\infty e^{-\Phi(q+r)y} Z^{(q)}(y) dy = \frac{1}{\Phi(q + r)} + \frac{q}{\Phi(q + r)} \int_0^\infty e^{-\Phi(q+r)y} W^{(q)}(y) dy = \frac{r + q}{r \Phi(q + r)}.
\end{equation}
Hence,
\begin{equation}
    r \int_0^b e^{-\Phi(q+r)y} Z^{(q)}(y) dy = \frac{r + q}{\Phi(q + r)} - r \int_b^\infty e^{-\Phi(q+r)y} Z^{(q)}(y) dy.
\end{equation}
Now, using identity (2.4),

\[
(A.23) \quad r \int_0^b W^{(q+r)}(b - y)Z^{(q)}(y)dy = Z^{(q+r)}(b) - Z^{(q)}(b).
\]

Additionally, using Fubini’s theorem together with (2.4), gives

\[
(A.24) \quad r \int_0^b W^{(q+r)}(b - y)\rho_b^{(q)}(y; h)dy = r \int_0^b W^{(q+r)}(b - y)\int_0^b W^{(q)}(y - u)h(u)du dy
\]  
\[= r \int_0^b h(u) \int_u^b W^{(q+r)}(b - y)W^{(q)}(y - u)dy du
\]  
\[= \int_0^b h(u) (W^{(q+r)}(b - u) - W^{(q)}(b - u)) du
\]  
\[= \int_0^b h(u)W^{(q+r)}(b - u)du - \rho_b^{(q)}(b; h).
\]

On the other hand, by Fubini’s theorem together with (2.2)

\[
r \int_0^\infty e^{-\Phi(q+r)y} \rho_b^{(q)}(y; h)dy = \int_0^\infty e^{-\Phi(q+r)y} \int_0^b W^{(q)}(y - u)h(u)du dy
\]  
\[= r \int_0^b h(u) \int_u^\infty e^{-\Phi(q+r)y}W^{(q)}(y - u)dy du
\]  
\[= \int_0^b e^{-\Phi(q+r)u}h(u)du.
\]

The above identity implies that

\[
(A.25) \quad r \int_0^b e^{-\Phi(q+r)y} \rho_b^{(q)}(y; h)dy = \int_0^b e^{-\Phi(q+r)y}h(u)du - r \int_0^\infty e^{-\Phi(q+r)y} \rho_b^{(q)}(y; h)dy.
\]

Therefore, applying (A.22)–(A.25) in (A.21)

\[
(A.26) \quad \delta_3 = Z^{(q+r)}(b) \frac{\Phi(q + r)}{r + q} \left[ - \rho_b^{(q)}(b; h) + g^{(q)}(b; h) \right] - \int_0^b e^{-\Phi(q+r)y}h(u)du + r \int_0^\infty e^{-\Phi(q+r)y} \rho_b^{(q)}(y; h)dy + g^{(q)}(b; h) + \int_0^b h(u)W^{(q+r)}(b - u)du.
\]

On the other hand, using (A.19), (A.20) and (A.26) in (A.18),

\[
g^{(q)}(b; h) = Z^{(q+r)}(b) \frac{\Phi(q + r)}{r + q} \left[ - \rho_b^{(q)}(b; h) + g^{(q)}(b; h) \right] - \int_0^\infty e^{-\Phi(q+r)y}Z^{(q)}(y)dy - \int_0^\infty e^{-\Phi(q+r)y}h(u)du
\]  
\[+ r \int_0^\infty e^{-\Phi(q+r)y} \rho_b^{(q)}(y; h)dy + g^{(q)}(b; h) + \int_0^\infty e^{-\Phi(q+r)y}g^{(q)}(b; h)du
\]  
\[+ r \int_0^\infty e^{-\Phi(q+r)y} \rho_b^{(q)}(y; h)dy + g^{(q)}(b; h) + \frac{r}{r + q} Z^{(q+r)}(b)e^{-\Phi(q+r)b}g^{(q)}(b; h).
\]
Hence, solving for \( g^{(q)}(b; h) \), it yields

\[
C(b; h) = g^{(q)}(b; h) = \frac{\Xi^{(q,r)}(b; h) - r \rho_b^{(q)}(b; h) \int_b^\infty e^{-\Phi(q+r)(y-b)} Z^{(q)}(y) \, dy}{Z^{(q)}(b) \int_b^\infty e^{-\Phi(q)(y-b)} Z^{(q)}(y) \, dy - \frac{r}{\Phi(q+r)}},
\]

where \( \Xi(b; h) \) is given in (5.4). Therefore, using (A.27) in (A.17) we get (5.3).

### 3. Proof of Proposition 5.3.

We denote

\[
\tilde{g}^{(q)}(x; h) := \mathbb{E}_x \left[ \int_0^{\tau_0^- (r)} e^{-qt} h(U_r^b(t)) \, dt \right],
\]

(i) First, by using the Markov property and due to the absence of positive jumps, we obtain for \( x < b \)

\[
\tilde{g}^{(q)}(x; h) = \mathbb{E}_x \left[ \int_0^{\tau_b^+ \wedge \tau_0^-} e^{-qt} h(X_t) \, dt \right] + \mathbb{E}_x \left[ e^{-q \tau_b^+} ; \tau_b^+ < \tau_0^- \right] \tilde{g}^{(q)}(b; h).
\]

Then, by (A.3) and (A.4) we obtain that

\[
\tilde{g}^{(q)}(x; h) = \frac{W^{(q)}(x)}{W^{(q)}(b)} \left( \rho_b^{(q)}(b; h) + \tilde{g}^{(q)}(b; h) \right) - \rho_b^{(q)}(x; h).
\]

On the other hand, for \( x > b \) we observe that \( \{U_r^b(t) : t \leq T(1) \land \tau_b^-\} \) started at \( x \) is equal in law to \( \{X(t) : t \leq T(1) \land \tau_b^-\} \) started at \( x \), as well. By using this, and the strong Markov property we obtain

\[
\tilde{g}^{(q)}(x; h) = \mathbb{E}_x \left[ e^{-qT(1)} ; T(1) < \tau_b^- \right] \tilde{g}^{(q)}(b; h)
\]

\[
+ \mathbb{E}_x \left[ e^{-q \tau_b^-} \tilde{g}^{(q)}(X_{\tau_b^-}; h) ; \tau_b^- < T(1) \right] + \mathbb{E}_x \left[ \int_0^{\tau_b^- \wedge T(1)} e^{-qt} h(X_t) \, dt \right].
\]

Using (A.30) we have

\[
\mathbb{E}_x \left[ e^{-q \tau_b^-} \tilde{g}^{(q)}(X_{\tau_b^-}; h) ; \tau_b^- < T(1) \right] = \mathbb{E}_x \left[ e^{-(q+r)\tau_b^-} \tilde{g}^{(q)}(X_{\tau_b^-}; h) ; \tau_b^- < \infty \right]
\]

\[
= \frac{\rho_b^{(q)}(b; h) + \tilde{g}^{(q)}(b; h)}{W^{(q)}(b)} \mathbb{E}_x \left[ e^{-(q+r)\tau_b^-} W^{(q)}(X_{\tau_b^-};) ; \tau_b^- < \infty \right]
\]

\[
- \mathbb{E}_x \left[ e^{-(q+r)\tau_b^-} \rho_b^{(q)}(X_{\tau_b^-};) ; \tau_b^- < \infty \right].
\]
Proceeding like in (A.16) and using (A.6), it yields

\[(A.33)\quad \mathbb{E}_x \left[ e^{-q\tau_b} \tilde{g}^{(q)}(X_{\tau_b}; h); \tau_b < T(1) \right] = \left( \frac{\rho_b^{(q)}(b; h) + \tilde{g}^{(q)}(b; h)}{W^{(q)}(b)} \right) \left( W^{(q,r)}(x) - r W^{(q+r)}(x - b) \int_b^\infty e^{-\Phi(q+r)(y-b)} W^{(q)}(y) dy \right) - \rho_b^{(q)}(x) + r W^{(q+r)}(x - b) \int_b^\infty e^{-\Phi(q+r)(y-b)} \rho_b^{(q)}(y; h) dy \]

\[= \left( \frac{\rho_b^{(q)}(b; h) + \tilde{g}^{(q)}(b; h)}{W^{(q)}(b)} \right) \left( W^{(q,r)}(x) - W^{(q+r)}(x - b) \mathbb{E}(\Phi(q+r))(x; \Phi(q+r)) \right) - \rho_b^{(q)}(x) + r W^{(q+r)}(x - b) \int_b^\infty e^{-\Phi(q+r)(y-b)} \rho_b^{(q)}(y; h) dy, \]

where in the last equality we used (2.5).

Hence, combining (A.13), (A.14), and (A.33) in (A.31), gives for \( x > b \),

\[(A.34)\quad \tilde{g}^{(q)}(x; h) = \left( \frac{\rho_b^{(q)}(b; h) + \tilde{g}^{(q)}(b; h)}{W^{(q)}(b)} \right) W^{(q,r)}(x) - \rho_b^{(q,r)}(x) - r \tilde{g}^{(q)}(b; h) W^{(q+r)}(x - b) - \int_0^{x-b} h(y + b) e^{-\Phi(q+r)y} W^{(q+r)}(x - b - y) dy \]

\[+ W^{(q+r)}(x - b) \left[ \int_0^\infty h(y + b) e^{-\Phi(q+r)y} dy + r \Phi(q+r) \tilde{g}^{(q)}(b; h) \right] - \left( \frac{\rho_b^{(q)}(b; h) + \tilde{g}^{(q)}(b; h)}{W^{(q)}(b)} \right) r \int_0^\infty e^{-\Phi(q+r)z} W^{(q)}(z + b) dz + r \int_b^\infty e^{-\Phi(q+r)y} \rho_b^{(q)}(y; h) dy. \]

(ii) On the other hand, by an application of the Markov property we obtain that

\[(A.35)\quad \tilde{g}^{(q)}(b; h) = \tilde{\delta}_1 + \tilde{g}^{(q)}(b; h) \tilde{\delta}_2 + \tilde{\delta}_3, \]

where

\[\tilde{\delta}_1 := \mathbb{E}_b \left[ \int_0^{\tau_0 \wedge T(1)} e^{-qT} h(X_t) dt \right], \]

\[\tilde{\delta}_2 := \mathbb{E}_b \left[ e^{-qT(1)} 1_{\{X_t \geq b\}}; T(1) < \tau_0 \right], \]

\[\tilde{\delta}_3 := \mathbb{E}_b \left[ e^{-qT(1)} \tilde{g}^{(q)}(X_{T(1)}; h) 1_{\{X_{T(1)} < b\}}; T(1) < \tau_0 \right]. \]

Now, using identity (A.5) we can write

\[(A.36)\quad \tilde{\delta}_1 = \mathbb{E}_b \left[ \int_0^{\tau_0} e^{-(q+r)t} h(X_t) dt \right] = W^{(q+r)}(b) \int_0^\infty e^{-\Phi(q+r)y} h(y) dy - \int_0^b W^{(q+r)}(b - y) h(y) dy, \]
and
\begin{equation}
\delta_2 = rE_b \left[ \int_0^{t_0} e^{-(q+r)t}1_{\{X_t \geq b\}} dt \right] = rW^{(q+r)}(b) \int_b^\infty e^{-\Phi(q+r)y} dy = \frac{r}{\Phi(r + q)} W^{(q+r)}(b)e^{-\Phi(q+r)b}.
\end{equation}

In order to compute \( \delta_3 \), we use (A.5) together with (A.30) to obtain
\begin{equation}
\delta_3 = rE_b \left[ \int_0^{t_0} e^{-(q+r)t} \tilde{g}(q)(X_t; h)1_{\{X_t < b\}} dt \right]
= rW^{(q+r)}(b) \int_0^b e^{-\Phi(q+r)y} \tilde{g}(q)(y; h) dy - r \int_0^b W^{(q+r)}(b - y) \tilde{g}(q)(y; h) dy
= rW^{(q+r)}(b) \left[ \frac{\rho_b(q; b; h) + \tilde{g}(q)(b; h)}{W(q)(b)} \int_0^b e^{-\Phi(q+r)y} W(q)(y) dy - \int_0^b e^{-\Phi(q+r)y} \rho_b(q; y; h) dy \right]
- r \frac{\rho_b(q; b; h) + \tilde{g}(q)(b; h)}{W(q)(b)} \int_0^b W^{(q+r)}(b - y)W(q)(y) dy + r \int_0^b W^{(q+r)}(b - y) \rho_b(q; y; h) dy.
\end{equation}

Using (2.2), gives
\begin{equation}
r \int_0^b e^{-\Phi(q+r)y} W^{(q)}(y) dy = 1 - r \int_b^\infty e^{-\Phi(q+r)y} W^{(q)}(y) dy.
\end{equation}

Now, using (2.4)
\begin{equation}
r \int_0^b W^{(q+r)}(b - y) W^{(q)}(y) dy = W^{(q+r)}(b) - W^{(q)}(b).
\end{equation}

Therefore, using (A.39), (A.40), (A.24), and (A.25) in (A.38)
\begin{equation}
\delta_3 = W^{(q+r)}(b) \left[ - \frac{\rho_b(q; b; h) + \tilde{g}(q)(b; h)}{W(q)(b)} r \int_b^\infty e^{-\Phi(q+r)y} W(q)(y) dy - \int_0^b e^{-\Phi(q+r)y} h(u) du \right]
+ r \int_b^\infty e^{-\Phi(q+r)y} \rho_b(q; y; h) dy + \tilde{g}(q)(b; h) + \int_0^b h(u) W^{(q+r)}(b - u) du.
\end{equation}

Finally, using (A.36), (A.37) and (A.41) in (A.18) gives
\begin{align*}
\tilde{g}(q)(b; h) &= W^{(q+r)}(b) \left[ - \frac{\rho_b(q; b; h) + \tilde{g}(q)(b; h)}{W(q)(b)} r \int_b^\infty e^{-\Phi(q+r)y} W(q)(y) dy + \int_b^\infty e^{-\Phi(q+r)y} h(u) du \right]
+ r \int_b^\infty e^{-\Phi(q+r)y} \rho_b(q; y; h) dy + \tilde{g}(q)(b; h) + \frac{r}{\Phi(r + q)} W^{(q+r)}(b)e^{-\Phi(q+r)b} \tilde{g}(q)(b; h).
\end{align*}
Using (2.5) and solving for \( \tilde{g}^{(q)}(b; h) \), yields

\[
\tilde{C}^{(q,r)}(b; h) = \tilde{g}^{(q)}(b; h) = \frac{\Xi^{(q,r)}(b; h) - \rho_{b}^{(q)}(b; h) Z^{(q)}(b; \Phi(q + r))}{Z^{(q)}(b; \Phi(q + r)) - \frac{r}{\Phi(q + r)}},
\]

where \( \Xi(b; h) \) is given in (5.4). Thus, by using (A.42) in (A.34), and rearranging terms we obtain (5.7).

APPENDIX B. PROOF OF LEMMA 6.3

Using integration by parts, we obtain for \( b \geq 0 \)

\[
\frac{r}{\Phi(r + \theta)} = \frac{r}{Z^{(\theta)}(b)} \int_{b}^{\infty} e^{-\Phi(r+\theta)(z-b)} Z^{(\theta)}(z) dz = -\frac{\theta}{\Phi(\theta + r)} \frac{Z^{(\theta)}(b; \Phi(\theta + r))}{Z^{(\theta)}(b)}.
\]

On the other hand, recall that \( \rho_{b}^{(\theta)}(x; w) = \int_{0}^{b} w(z) W^{(\theta)}(x - z) dz = \int_{x-b}^{x} w(x - u) W^{(\theta)}(u) du \), then by differentiating the last expression we get

\[
\rho_{b}^{(\theta)}(x; w) = w(0) W^{(\theta)}(x) - w(b) W^{(\theta)}(x - b) + \rho_{b}^{(\theta)}(x; w'), \quad x \geq 0.
\]

Now, using integration by parts we get

\[
r \int_{b}^{\infty} e^{-\Phi(r+\theta)(z-b)} \rho_{b}^{(\theta)}(z; w) dz
\]

\[
= \frac{r}{\Phi(\theta + r)} \rho_{b}^{(\theta)}(b; w) + \frac{r}{\Phi(\theta + r)} \int_{b}^{\infty} e^{-\Phi(r+\theta)(z-b)} \rho_{b}^{(\theta)}(z; w') dz
\]

\[
= \frac{r}{\Phi(\theta + r)} \rho_{b}^{(\theta)}(b; w) + \frac{r}{\Phi(\theta + r)} \int_{b}^{\infty} e^{-\Phi(r+\theta)(z-b)} \rho_{b}^{(\theta)}(z; w') dz
\]

\[
+ \frac{1}{\Phi(\theta + r)} w(0) Z^{(\theta)}(b; \Phi(\theta + r)) - w(b) \frac{r}{\Phi(\theta + r)} \int_{b}^{\infty} e^{-\Phi(\theta+r)(z-b)} W^{(\theta)}(z - b) dz
\]

\[
= \frac{r}{\Phi(\theta + r)} \rho_{b}^{(\theta)}(b; w) + \frac{r}{\Phi(\theta + r)} \int_{b}^{\infty} e^{-\Phi(r+\theta)(z-b)} \rho_{b}^{(\theta)}(z; w') dz
\]

\[
+ \frac{1}{\Phi(\theta + r)} w(0) Z^{(\theta)}(b; \Phi(\theta + r)) - \frac{w(b)}{\Phi(\theta + r)},
\]

where in the last equality we have used the fact that \( \int_{b}^{\infty} e^{-\Phi(\theta+r)(z-b)} W^{(\theta)}(z - b) dz = r^{-1} \), which follows from (2.2). In a similar way, we obtain using integration by parts

\[
\int_{0}^{\infty} e^{-\Phi(r+\theta)x} w(z + b) dz = \frac{1}{\Phi(\theta + r)} w(b) + \frac{1}{\Phi(\theta + r)} \int_{0}^{\infty} e^{-\Phi(\theta+r)x} w'(z + b) dz.
\]

Applying (B.1), (B.2), and (B.3) in \( C^{(\theta,r)}(b; w) \) given in (5.4), gives

\[
C^{(\theta,r)}(b; w) + \rho_{b}^{(\theta)}(b; w) = \frac{Z^{(\theta)}(b)}{\theta} \left( \frac{\Xi^{(\theta,r)}(b; w')}{Z^{(\theta)}(b; \Phi(\theta + r))} + w(0) \right),
\]

where \( \Xi^{(\theta,r)}(b; w') \) is as in (2.12).
The previous identity, together with (2.6), (5.8) and (6.7), implies that

\[
\theta W^{(\theta)}(b) \left( \frac{C^{(\theta,r)}(b; w) + \rho^{(\theta)}(b; w)}{Z^{(\theta)}(b)} \right) - w(0)W^{(\theta)}(b) - \rho^{(\theta)}_b(b; w'_+) = \frac{W^{(\theta)}(b)}{Z^{(\theta)}(b; \Phi(\theta + r))} \left( \frac{Z^{(\theta)}(b; \Phi(\theta + r))}{W^{(\theta)}(b)} \right) \rho^{(\theta)}_b(b; w'_+) 
\]

By Proposition 5.3, we get that \( \mathbb{E}_b \left[ \int_0^{\tau_0(r)} e^{-\theta r}w'_+(U_r^b(t))dt \right] = \tilde{\mathcal{C}}^{(\theta,r)}(b; w'_+) \). From here and (B.4), we obtain (6.9).

**APPENDIX C. PROOF OF SOME AUXILIARY RESULTS**

**Lemma C.1.** For \( y \geq x \geq 0 \) and \( i \in E \), we have

\[(C.1) \quad 0 \leq V(y, i) - V(x, i) \leq \beta(y - x).\]

**Proof.** (i) First, we prove that \( V(\cdot, i) \) is non-decreasing. Let \( \pi^{(\varepsilon)} = (L_r^{(\pi^{(\varepsilon)}), R_r^{(\pi^{(\varepsilon)})}}) \) be an \( \varepsilon \)-optimal strategy for \( (U_r^{(\pi^{(\varepsilon)})(0)}, H(0)) = (x, i) \). For \( y > x \), we define the strategy \( \pi^y = (L_r^{(\pi^{(\varepsilon)}), R_r^{(\pi^{(\varepsilon)})}}) \) as

\[
L_r^{(\pi^{(\varepsilon)})}(t) := L_r^{(\pi^{(\varepsilon)})}(t), \quad R_r^{(\pi^{(\varepsilon)})}(t) := \left( R_r^{(\pi^{(\varepsilon)})}(t) - y + x \right) \vee 0, \quad \text{for} \ t \geq 0.
\]

It follows that \( \pi^y \) is an admissible strategy for \( (U_r^{(\pi^{(\varepsilon)})(0)}, H(0)) = (y, i) \). In addition, we have

\[
V(y, i) - V(x, i) \geq V_r^{(\pi^{(\varepsilon)})(y, i)} - V_r^{(\pi^{(\varepsilon)})(x, i)} = \varepsilon
\]

\[
= \mathbb{E}(x,i) \left[ \beta \int_{0}^{\infty} e^{-\beta t}1_{\{R_{r}^{(\pi^{(\varepsilon)})(t)} \leq y-x \}} dt R_{r}^{(\pi^{(\varepsilon)})(t)} \right] - \varepsilon.
\]

By taking the limit as \( \varepsilon \to 0 \) we deduce that

\[
V(y, i) - V(x, i) \geq 0, \quad 0 \leq x < y.
\]

(ii) Now, we prove the upper bound. Let \( \pi^{(y,i)} = (L_r^{(\pi^{(y,i)}), R_r^{(\pi^{(y,i)})}}) \) be an \( \varepsilon \)-optimal strategy for \( (U_r^{(\pi^{(y,i)})(0)}, H(0)) = (y, i) \). For \( 0 \leq x \leq y \), we define the strategy \( \pi^{(x,y,i)} = (L_r^{(\pi^{(x,y,i)})}, R_r^{(\pi^{(x,y,i)})}) \) as

\[
L_r^{(\pi^{(x,y,i)})}(t) := L_r^{(\pi^{(y,i)})}(t)1_{\{t > 0\}}, \quad R_r^{(\pi^{(x,y,i)})}(t) := (y - x)1_{\{t = 0\}} + R_r^{(\pi^{(y,i)})}(t)1_{\{t > 0\}}, \quad \text{for} \ t \geq 0.
\]

Hence,

\[
V(x, i) \geq V_{\pi^{(x,y,i)}}(x, i) \geq V_{\pi^{(y,i)}}(y, i) - \beta(y - x) \geq V(y, i) - \beta(y - x) - \varepsilon.
\]
Thus, by taking the limit as $\varepsilon \to 0$ we obtain

$$V(y, i) - V(x, i) \leq \beta(y - x), \quad 0 \leq x \leq y.$$ 

\[ \square \]

**Lemma C.2.** For all $\varepsilon > 0$ and $M > 0$ there exists a strategy $\tilde{\pi}$ such that

\[ \max_{i \in E} \sup_{x \in [0, M]} (V(x, i) - V_\tilde{\pi}(x, i)) < \varepsilon. \]  

**Proof.** Let $x_j := \frac{M_j}{N}$, with $j = 0, 1, \ldots, N$, be a partition of $[0, M]$, where $N > M\varepsilon^{-1}$ and such that

\[ \max_{i \in E} \sup_{x, y \in [0, M]} |V(x, i) - V(y, i)| < \varepsilon. \]

For all $i \in E$ and $j \in \{0, 1, \ldots, N\}$, let $\pi^{i,j} = (L^{i,j}_r, R^{i,j}_r)$ be an $\varepsilon$-optimal strategy for $(U^{i,j}_r(0), H(0)) = (x_j, i)$. For $x \in [0, M]$, we define the strategy $\tilde{\pi} = (L^\tilde{\pi}_r, R^\tilde{\pi}_r)$ such that $U^\tilde{\pi}_r(0) = x$ and $H(0) = i$, and for $t \geq 0$

$$L^\tilde{\pi}_r(t) = L^{i,*}_r(t), \quad R^\tilde{\pi}_r(t) = \beta(x - x_{j^*})1_{\{t=0\}} + R^{i,*}_r(t)1_{\{t>0\}},$$

where $j^* := \min\{j : x \leq x_j\}$. It follows that $|V_{\pi^{i,j}}(x_{j^*}, i) - V_\tilde{\pi}(x, i)| \leq \beta(x - x_{j^*}) \leq \beta\varepsilon$.

Therefore, we obtain

$$|V(x, i) - V_\tilde{\pi}(x, i)| \leq |V(x, i) - V(x_{j^*}, i)| + |V(x_{j^*}, i) - V_{\pi^{i,j}}(x_{j^*}, i)| + |V_{\pi^{i,j}}(x_{j^*}, i) - V_\tilde{\pi}(x, i)|$$

$$\leq (2 + \beta)\varepsilon \leq (2 + \beta)\varepsilon.$$

As the previous inequality holds for arbitrary $x \geq 0$ and $i \in E$, then (C.2) holds true. \[ \square \]

**C.1. Proof of Proposition 3.1.** Let $x \geq 0$ and $i \in E$. Using the strong Markov property we obtain that

$$\sup_{\pi \in A} E_{(x,i)} \left[ \int_{[0,\zeta)} e^{-I(t)}dL^\pi_r(t) - \beta \int_{[0,\zeta)} e^{-I(t)}dR^\pi_r(t) + e^{-I(\zeta)}V(U^\pi_r(\zeta), H(\zeta)) \right] \geq V(x, i).$$

To prove the opposite inequality, let $\pi = (L^\pi, R^\pi)$ be an admissible strategy and $\varepsilon > 0$. By Lemma C.2, for all $k \in \mathbb{Z} \cap [0, \infty)$ there exists a strategy $\pi^{k,\varepsilon}$ such that

$$\max_{i \in E} \sup_{x \in [kM, (k+1)M]} |V(x, i) - V_{\pi^{k,\varepsilon}}(x, i)| < \varepsilon.$$

Let us denote by $\theta$ the shift operator. Recall that $\zeta$ is the epoch of the first regime switch, then we can define a strategy $\pi^\varepsilon = (L^{\pi^\varepsilon}, R^{\pi^\varepsilon})$ as follows:

$$L^{\pi^\varepsilon}_r(t) := L^\pi_r(t)1_{\{t<\zeta\}} + \sum_{k=0}^{\infty} \left( L^{k,\varepsilon}_r(t - \zeta) \circ \theta^k \right) 1_{\{t \geq \zeta\}}1_{\{U^\pi_r(\zeta) \in [kM, (k+1)M]\}},$$

$$R^{\pi^\varepsilon}_r(t) := R^\pi_r(t)1_{\{t<\zeta\}} + \sum_{k=0}^{\infty} \left( R^{k,\varepsilon}_r(t - \zeta) \circ \theta^k \right) 1_{\{t \geq \zeta\}}1_{\{U^\pi_r(\zeta) \in [kM, (k+1)M]\}}.$$
Then we have
\[
E_{(x,i)} \left[ \int_{[0,\zeta)} e^{-I(t)} dL^{\pi}(t) - \beta \int_{[0,\zeta)} e^{-I(t)} dR^{\pi}(t) + e^{-I(\zeta)} V(U^{\pi}(\zeta), H(\zeta)) \right]
\]
\[
\leq E_{(x,i)} \left[ \int_{[0,\zeta)} e^{-I(t)} dL^{\pi}(t) - \beta \int_{[0,\zeta)} e^{-I(t)} dR^{\pi}(t)
+ e^{-I(\zeta)} \sum_{k=0}^{\infty} V_{x,k-1}^{\pi}(U^{\pi}(\zeta) H(\zeta)) 1_{\{U^{\pi}(\zeta) \in [k,k+1)\}} + \varepsilon \right]
\]
\[
= V_{x}\varepsilon(x,i) + \varepsilon \leq V(x,i) + \varepsilon.
\]

As \( \varepsilon > 0 \) is arbitrary, the proof is complete.

Appendix D. Proof of Lemma 8.2

Let us consider the strategy \( \pi' \in \mathcal{A} \) given by:
\[
L^{\pi'}(t) := \begin{cases} 
0, & t \in [0,T(1)), \\
x \vee 0 + X(T(1)) - \inf_{s \in [0,T(1)]} X(s), & t \in [T(1), T(2)), \\
L^{\pi'}(T(k-1)) + X(T(k)) - \inf_{s \in [T(k-1),T(k)]} X(s), & t \in [T(k), T(k+1)), \ k \in \mathbb{N}, k \geq 2.
\end{cases}
\]
\[
R^{\pi'}(t) := \begin{cases} 
- \inf_{s \in [0,t]} (X(s) - x) - x \wedge 0, & t \in [0,T(1)), \\
R^{\pi'}(T(k)) - \inf_{s \in [T(k),T(k+1)]} (X(s) - X(T(k))), & t \in (T(k), T(k+1)], \ k \in \mathbb{N}.
\end{cases}
\]

Using the strategy \( \pi' \) we now define
\[
V_+(x,i) := E_{(x,i)} \left[ \int_{[0,\infty)} e^{-I(t)} dL^{\pi'}(t) \right],
\]
\[
V_-(x,i) := E_{(x,i)} \left[ \int_{[0,\infty)} e^{-I(t)} dL^{\pi'}(t) - \beta \int_{[0,\infty)} e^{-I(t)} dR^{\pi'}(t) \right], \quad (x,i) \in [0,\infty) \times E.
\]

Using the spatial homogeneity of Lévy processes, we can rewrite \( V_+ \) and \( V_- \), as follows
\[
V_+(x,i) = x E_{(0,i)} \left[ e^{-I(T(1))} \right] + E_{(0,i)} \left[ \int_{[0,\infty)} e^{-I(t)} dL^{\pi'}(t) \right],
\]
\[
V_-(x,i) = V_+(x,i) - \beta E_{(0,i)} \left[ \int_{[0,\infty)} e^{-I(t)} dR^{\pi'}(t) \right], \quad (x,i) \in [0,\infty) \times E.
\]

By Proposition 8.2 we have \( V_-, V_+ \in \mathcal{D} \). In addition, we note that
\[
\|V_- - V_+\|_{\infty} \leq \beta E_{(0,i)} \left[ \int_{[0,\infty)} e^{-I(t)} dR^{\pi'}(t) \right] < \infty.
\]

Since \( \pi' \in \mathcal{A} \), we have
\[
V_-(x,i) \leq V(x,i), \quad (x,i) \in [0,\infty) \times E.
\]
Now, fix $\pi \in \mathcal{A}$. For $(x, i) \in [0, \infty) \times E$, we have

\begin{equation}
V_+(x, i) - V_\pi(x, i) = E(x, i) \left[ \int_{[0, \infty)} e^{-I(t)} dL_\pi(t) - \int_{[0, \infty)} e^{-I(t)} dL'(t) + \beta \int_{[0, \infty)} e^{-I(t)} dR_\pi(t) \right]
\end{equation}

\begin{equation}
= E(x, i) \left[ \int_0^\infty q(H(u))e^{-I(u)} \left( L'(u) - L_\pi(u) + \beta R_\pi(u) \right) du \right].
\end{equation}

Note that

\begin{equation}
L'(0) - L_\pi(0) + R_\pi(0) = R_\pi(0) \geq 0.
\end{equation}

For $n \in \mathbb{N}$, we have

\begin{equation}
L'(T(n)) = x + X(T(1)) - \inf_{s \in [0, T(1)]} X(s) + \sum_{k=2}^n (X(T(k)) - \inf_{s \in [T(k-1), T(k)]} X(s))
\end{equation}

\begin{equation}
\geq X(T(1)) + \sum_{k=2}^n (X(T(k)) - X(T(k-1))) = X(T(n)).
\end{equation}

Thus, by the definition of $R_\pi$, we have for $n \in \mathbb{N},$

\begin{equation}
L'(T(n)) - L_\pi(T(n)) + R_\pi(T(n)) \geq X(T(n)) - L_\pi(T(n)) + R_\pi(T(n)) \geq 0.
\end{equation}

From (D.2) and (D.3), and since $R_\pi$ is non-decreasing, we obtain for $n \in \mathbb{N} \cup \{0\}$ that

\begin{equation}
L'(t) - L_\pi(t) + R_\pi(t) \geq X(T(n)) - L_\pi(T(n)) + R_\pi(T(n)) \geq 0, \quad t \in [T(n), T(n+1)],
\end{equation}

where $T(0) = 0$, and the last inequality follows from the fact that $\pi \in \mathcal{A}$.

Finally, (D.1) and (D.4) imply that $V_+(x, i) - V_\pi(x, i) \geq 0$ for $(x, i) \in [0, \infty) \times E$, hence

\begin{equation}
V(x, i) = \sup_{\pi \in \mathcal{A}} V_\pi(x, i) \leq V_+(x, i), \quad (x, i) \in [0, \infty) \times E.
\end{equation}

**APPENDIX E. PROOF OF LEMMA 8.3**

From the proof of Lemma 8.2, we have

\begin{equation}
V(x, i) \leq x E(0, i) \left[ e^{-I(T(1))} \right] + E(0, i) \left[ \int_{[0, \infty)} e^{-I(t)} dL'(t) \right], \quad (x, i) \in [0, \infty) \times E.
\end{equation}

On the other hand, we have

\begin{equation}
V_{\pi^0, b}(x, i) = E(x, i) \left[ e^{-I(T(1))} (U_{r}^{0, b}(H(T(1)-)) - b(H(T(1))) \vee 0) \right]
\end{equation}

\begin{equation}
+ E(x, i) \left[ \int_{(T(1), \infty)} e^{-I(t)} dL_{r}^{0, b}(t) \right] - \beta \sum_{k \in \mathbb{N}} E(x, i) \left[ \int_{[T(k-1), T(k)]} e^{-I(t)} dR_{r}^{0, b}(t) \right]
\end{equation}

\begin{equation}
\geq E(x, i) \left[ e^{-I(T(1))} (U_{r}^{0, b}(T(1)-) - b(H(T(1)))) \right]
\end{equation}
Thus, we have

\[
- \beta \sum_{k \in \mathbb{N}} \left( E_{(0,i)} \left[ e^{-I(T(1))} \right] \right)^{k-1} \sup_{i \in E} E_{(0,i)} \left[ \int_{[0,T(1)]} e^{-I(t)} d\left( - \inf_{s \in [0,t]} X(s) \right) \right] \\
= E_{(x,i)} \left[ e^{-I(T(1))}(X(T(1))) + R_0^{b}(T(1)) - b(H(T(1))) \right] \\
- \beta \sum_{k \in \mathbb{N}} \left( E_{(0,i)} \left[ e^{-I(T(1))} \right] \right)^{k-1} \sup_{i \in E} E_{(0,i)} \left[ \int_{[0,T(1)]} e^{-I(t)} d\left( - \inf_{s \in [0,t]} X(s) \right) \right] \\
\geq E_{(x,i)} \left[ e^{-I(T(1))}(X(T(1))) \right] - \inf_{i \in E} b(i) \\
- \beta \sum_{k \in \mathbb{N}} \left( E_{(0,i)} \left[ e^{-I(T(1))} \right] \right)^{k-1} \sup_{i \in E} E_{(0,i)} \left[ \int_{[0,T(1)]} e^{-I(t)} d\left( - \inf_{s \in [0,t]} X(s) \right) \right] \\
\geq x E_{(0,i)} \left[ e^{-I(T(1))} \right] + E_{(0,i)} \left[ e^{-I(T(1))}(X(T(1))) \right] - \inf_{i \in E} b(i) \\
- \beta \sum_{k \in \mathbb{N}} \left( E_{(0,i)} \left[ e^{-I(T(1))} \right] \right)^{k-1} \sup_{i \in E} E_{(0,i)} \left[ \int_{[0,T(1)]} e^{-I(t)} d\left( - \inf_{s \in [0,t]} X(s) \right) \right].
\]

Thus, we have

\[
\|V - V_{\pi^{0,b}}\|_{\infty} \leq E_{(0,i)} \left[ \int_{[0,\infty)} e^{-I(t)} dL^{\pi}(t) \right] + \left| E_{(0,i)} \left[ e^{-I(T(1))}(X(T(1))) \right] \right| + \sup_{i \in E} b(i) \\
+ \beta \sum_{k \in \mathbb{N}} \left( E_{(0,i)} \left[ e^{-I(T(1))} \right] \right)^{k-1} \sup_{i \in E} E_{(0,i)} \left[ \int_{[0,T(1)]} e^{-I(t)} d\left( - \inf_{s \in [0,t]} X(s) \right) \right] < \infty.
\]
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