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ABSTRACT Wind energy is predicted to account for a higher share of the world’s total power generation in the future. However, as wind power becomes more prevalent in the grid, it poses new challenges in terms of grid reliability and stability. This opens up new possibilities for the development of control methods capable of supporting the grid during voltage disruptions as well as enhancing power quality issues. This paper proposes a sliding mode control scheme for a direct-drive PMSG based wind energy conversion system. Nonlinear Sliding Mode Control (SMC) has the merit of robustness and good disturbance rejection capability, making it effective in responding to grid disturbances. The SMC chattering effect, on the other hand, increases the overall harmonic distortion injected into the grid. In this paper, the demerit of SMC has been minimized with the proper selection of SMC reaching law and the inclusion of an LCL filter and its dynamics in the design of the SMC control law. Moreover, MATLAB/Simulink simulation results have shown that the proposed control strategy has a better performance than the optimally tuned proportional-integral control during grid voltage disturbances.

INDEX TERMS Grid-side converter control, machine-side converter control, permanent magnet synchronous generator, sliding mode control, wind energy.

I. INTRODUCTION

RENEWABLE energy sources have aroused attention over the years as a viable source of electricity generation with low environmental impact [1]–[3], owing to growing concerns about future energy shortages and pollution. Due to the unlimited availability of wind energy, wind energy systems have expanded faster than any other energy source [4]. Globally, the installed capacity of wind power has been increased rapidly due to the aforementioned advantages and the reduction in costs. According to the latest data of the International Renewable Energy Agency (IRENA), the global installed capacity of wind power has been quadrupled in the last decade, from 180 GW in 2010 to 732 GW in 2020 as shown in Fig. 1 [5].

Generally, wind energy systems use three types of generators: doubly fed induction generator (DFIG), permanent magnet synchronous generator (PMSG), and induction generator. However, PMSG is a preferable choice for wind application for many reasons: it has higher efficiency, has a simple structure, can be connected directly to the turbine without a gearbox, and can easily extract the maximum wind power [6]–[8]. Moreover, the existence of a gearbox, which connects the wind turbine to the generator, presents technical and economic issues such as it may flaw and increase the cost of the wind turbine system. This requires frequent maintenance and condition monitoring to avoid these consequences [9]. Since it is more reliable, efficient, and produces less noise, direct-drive permanent magnet synchronous generators are considered a viable alternative [10]. Variable-speed functioning of the wind-turbine generator is required to capture the maximum energy from the fluctuating wind; thus, precise control is required for optimal power efficiency over a wide range of wind speeds [11]–[13].

The PI control law, which gives the simplest, and most practical solution to control issues, is still used today by most industrial controllers [14], [15]. However, parametric tuning of the PI controller is one of the most critical tasks performed during the testing of the control system to achieve the desired control responsiveness and performance [16]. [17] provided a detailed analysis for the optimal tuning of PI controllers of a direct-driven PMSG connected to the grid using modulus optimum and symmetric optimum methods.
Evolutionary optimization algorithms are also used for the PI control design. In [18], particle swarm optimization is used to tune the PI parameters of a grid-connected PMSG-based wind turbine with the objective function of minimizing the real part of the system’s dominant pole. However, the linear control has many limitations; the optimal tuning of the PI controllers is not a straightforward task when it comes to the nonlinear systems that may encounter several operational points [19].

Several publications have been reported in the literature utilizing sliding mode control to control the converters of wind energy systems. A sliding mode control technique with Extend State Observer (ESO) is proposed in [20] for an offshore wind energy system. The ESO is used to enhance the maximum power extraction capability of the wind turbine by estimating the aerodynamic torque. Authors in [21] developed an MPPT – based optimal torque control strategy using a first-order integral sliding mode control. Results showed that the proposed SMC scheme has a better performance compared to the classical PI control. In [22] a complementary sliding mode control scheme is proposed for a two-mass model of a variable-speed wind turbine with the main aim of mitigating drive train oscillations. The authors of this article also compared the performance of different control strategies in terms of the MPPT’s efficiency; the proposed scheme has higher electrical and aerodynamic efficiency when compared to the conventional SCM. The study in [23] suggests a robust sliding mode control strategy for a 1.5 MW variable-speed WECS. The proposed control approach is practical in power extraction and regulation. Moreover, the drive train’s mechanical stresses and output power variations are reduced. In [24], the generator and grid sides converters of a variable-speed WECS are controlled using a second-order sliding mode control method. Results have shown that the proposed control strategy is robust against parametric fluctuation and system uncertainties. Moreover, it minimizes the mechanical load on the wind turbine by preventing chattering in the produced torque. To decrease sub-synchronous control interaction in DFIG-based wind farms, Ref [25] suggested a sliding mode control based on feedback linearization. The findings demonstrate that the proposed technique increases the resilience of the examined system against external disturbances and parameter uncertainty.

The utility grid’s stability can be jeopardized if a wind energy plant is abruptly disconnected, especially if this plant is large-scale grid connected. Regulations have been implemented to ensure that the renewable power plant can withstand faults by staying operational even when the voltage drops/rises outside the nominal voltage range for an extended length of time [26]. Moreover, to aid voltage recovery and maintain the system’s stability, grid codes require renewable energy power plants to inject reactive currents during faults to the main grid [27]. Depending on the voltage drop or rise, the quantity of absorbed or injected reactive current should be determined [28]. Several methods have been used to fulfill voltage ride-through and reactive current support requirements. These methods either use external devices such as energy storage systems as in [29], [30] or use improved control techniques. In [31], a fuzzy controller is utilized to assist in the case of grid faults via reactive current injection, as required by the standard. In [32], a control strategy has been proposed for a utility-connected PMSG to reduce the transient event oscillations. The stability issue of connecting a large-capacity wind generator to a weak ac grid has been investigated in [33] by providing a stability analysis of a 2-MW variable-speed directly driven generator connected to an ac grid operating under various grid conditions.

In this paper, a sliding mode control scheme is proposed for the converters’ control of a grid-connected direct-drive PMSG-based wind turbine. The adopted control law minimizes the chattering effect of the SMC. Furthermore, the LCL filter and its dynamics have been incorporated in the design of the SMC control law to reduce the total harmonic distortion of the grid currents. Finally, since grid codes require the wind energy system to inject reactive current into the grid to aid voltage recovery and maintain the power network’s stability, a reactive power control scheme has been introduced to fulfill those requirements. The rest of this paper is organized as follows section II describes the mathematical model and control of the machine-side converter. Section III presents the grid-side converter control, LCL filter design, and reactive power injection scheme. Section IV discusses the simulation results. Section V provides the conclusion of the study.

II. MACHINE-SIDE CONVERTER CONTROL

A. PMSG MODEL

This sub-section gives the mathematical model of the permanent magnet synchronous generator, all the quantities are expressed in per-unit notation. The stator voltages of the PMSG in the d-q frame can be represented as:

\[
\begin{bmatrix}
    v_d \\
    v_q
\end{bmatrix} = \begin{bmatrix}
    R_s & -\omega_c L_q \\
    \omega_c L_d & R_s
\end{bmatrix} \begin{bmatrix}
    i_d \\
    i_q
\end{bmatrix} + \begin{bmatrix}
    0 \\
    \omega_c \psi_f
\end{bmatrix} \frac{d}{dt} \begin{bmatrix}
    i_d \\
    i_q
\end{bmatrix}
\]

(1)

Where \(v_d, v_q\) are the dq-axis stator voltages, \(i_{d}, i_{q}\) are the dq-axis stator currents, \(L_d, L_q\) are the dq stator reactances,
\( \psi_f \) is the peak flux of the PMSG, \( R_e \) is the resistance of the stator winding, \( \omega_r \) represents the electrical speed of the rotor, and \( \omega_{base} \) is the base electrical speed of the PMSG.

The mechanical dynamics of the PMSG is represented by:

\[
\omega = \psi_f i_q + (L_d - L_q) i_d q
\]  

(2)

For surface-mount permanent magnet synchronous generator \( L_d = L_q = L \), hence (2) can be simplified as:

\[
T_e = \psi f i_q
\]  

(3)

The mechanical dynamics of the PMSG is represented by:

\[
2H \frac{d}{dt} \omega_m + B \omega_m = T_e - T_m
\]  

(4)

Where \( H \) is the inertia time constant, \( B \) is the viscous friction, \( \omega_m \) is the rotor mechanical speed, \( T_e \) and \( T_m \) denote the electromagnetic and mechanical torque respectively.

**B. WIND TURBINE MODEL AND MAXIMUM POWER EXTRACTION STRATEGY**

The power output of the wind turbine can be obtained using:

\[
P_T = 0.5 \pi \rho R^2 v_w^3 C_p(\lambda, \beta)
\]  

(5)

Where \( \rho \) represents the air density \( (kg/m^3) \), \( R \) is the rotor diameter of the wind turbine \( (m) \), \( v_w \) is the wind speed \( (m/s) \), \( C_p(\lambda, \beta) \) denotes the power coefficient of the rotor blades, which is a function of the tip speed ratio \( (\lambda) \) and the pitch angle \( (\beta) \) and can be calculated in term of the turbine coefficient characteristics constants \( (C_1, C_2) \) as follows.

\[
C_p = C_1 \left( \frac{C_2}{\lambda_1} - C_3 \beta - C_4 \beta^2 - C_5 \right) e^{-\frac{C_6}{\lambda_1}} + C_7 \lambda
\]  

(6)

Where the tip speed ratio \( (\lambda) \) and the intermittent tip speed ratio \( (\lambda_1) \) can be obtained by:

\[
\lambda = \frac{R \omega_m}{v_w}
\]  

(7)

\[
\lambda_1 = \left( \frac{1}{\lambda + 0.08 \beta} + \frac{0.035}{\beta^3 + 1} \right)^{-1}
\]  

(8)

Where \( \omega_m \) is the mechanical speed of the rotor in \( (rad/s) \).

Fig. 2 shows the variation of the wind turbine power coefficient \( (C_p) \) versus the tip speed ratio and pitch angle for the wind turbine parameters used in this paper which are shown in the appendix, Table 8. The wind turbine model used in this study has a maximum power coefficient \( (C_p) \) of 0.48 obtained at an optimal tip speed ratio \( (\lambda) \) of 8.512 and pitch angle \( (\beta) \) of 0. Then according to (7), the tip speed ratio can be maintained at its optimal value for different wind speeds by adjusting the generator speed in proportion way to the variation of the wind speed. Hence maximum power can be extracted during various wind conditions.

**C. PI CONTROL APPROACH**

The control structure of the machine-side converter consists of an outer speed control loop and an inner current control loop. The speed control loop regulates the generator speed to obtain the maximum power extraction, and the output of this loop is the reference electromagnetic torque. The current control loop adjusts the referenced q-axis current to a reference value generated by the speed loop, while the referenced d-axis current is kept at zero to obtain maximum torque per ampere [11].

According to (1), the dq-axis stator currents of the PMSG \( (i_d, i_q) \) can be controlled through the dq-axis stator voltages \( (v_d, v_q) \). This is achieved by applying a reference dq-axis voltages \( (v_d^*, v_q^*) \) to the converter. The Pulse Width Modulation (PWM) dynamics, digital calculation and time delay are expressed as a first-order system with a time delay \( (T_s) \) equals one half of the converter’s sampling frequency [34]. Module Optimum (MO), Symmetric Optimum (SO), and zero pole cancellation (ZPC) methods are used to tune the parameters of the speed and current controllers. The detailed procedure of obtaining the controller’s parameters using MO and SO can be found in [17], [35]. The tuning parameter of SO method \( (\sigma) \) has been selected to be in the range of \((2-4)\). For the MSC’s current control loop, with ZPC method the zero of the PI controller is selected to cancel the dominant pole of the system, i.e., setting \( K_{ii}/K_{pi} = \omega_b R/L \) and the current controller bandwidth is selected to be 0.1 of the converter’s switching frequency [36]–[39]. Similarly for the speed control loop setting \( K_{is}/K_{ps} = B/2H \). Additionally, the speed controller should act in a slower manner than the inner current controller; hence the bandwidth of the speed controller is selected to be ten times less than the bandwidth of the current controller [39]. Fig. 4 and Table 1 compares the transient response characteristic of the current control loop with different tuning approaches, it can be seen that ZPC has the smallest settling time with minimum overshoot of 0.2%. Similar results are obtained when tuning the MSC’s speed control loop as shown in Fig. 5 and Table 2. Although that with SO \( (\sigma = 3, 3.5) \), the system response is faster, it has a relatively high overshoot. Thus, ZPC parameters are selected taking into consideration that the speed control loop
TABLE 1. Performance comparison of various methods used in tuning MS C’s current control loop

| Method | Controller Parameters | closed loop step response |
|--------|----------------------|---------------------------|
| MO     | K_p = 10.57, K_i = 34200, T_i (min) = 5.1e3, M_p (%) = 99.5 |
| SO (σ = 2.0) | 10.57, 8560, 5.11, 43.3 |
| SO (σ = 2.5) | 8.46, 4380, 4.95, 31.8 |
| SO (σ = 3.0) | 7.05, 2530, 7.31, 24.8 |
| SO (σ = 3.5) | 6.04, 1590, 9.89, 20.2 |
| SO (σ = 4.0) | 5.28, 1070, 12.6, 17.1 |
| ZPC    | 6.64, 10.17, 2.54, 0.203 |

TABLE 2. Performance comparison of various methods used in tuning MS C’s speed control loop

| Method | Controller Parameters | closed loop step response |
|--------|----------------------|---------------------------|
| MO     | K_p = 118.7418, K_i = 1.2086e+05, T_i (min) = 225e3, M_p (%) = 93.9 |
| SO (σ = 2.0) | 94.9935, 1.5471e+04, 15.7, 32 |
| SO (σ = 3.0) | 79.1612, 8.9529e+03, 23.3, 24.9 |
| SO (σ = 3.5) | 67.8525, 5.6380e+03, 31.5, 20.3 |
| SO (σ = 4.0) | 59.3709, 3.7770e+03, 40.2, 17.3 |
| ZPC    | 23.7484, 0.8200, 35.3, - |

D. SMC CONTROL STRATEGY

SMC’s control law is set up in such a way that it allows the system to reach equilibrium state. The development of the SMC strategy involves the following procedure:

- Selection of a sliding surface that symbolizes the system’s dynamic behavior. The sliding surface is chosen to guarantee that the controlled variable is converging towards its reference value. Typically, a time-varying sliding surface is selected for nth-order system as:

\[ s = \left( \frac{d}{dt} + \lambda \right)^{n-1} (x^* - x) \]  

Where \( x^* \) is the reference value of the controlled variable, \( x \) is the measured value of the controlled variable, and \( \lambda \) is a positive constant.

- Defining the control law: sliding mode control law is defined by adding together an equivalent control law to a switching control law. The former enables the controlled variable to converge on the sliding surface during the reaching phase, whereas the latter enables the controlled variable to oscillate about the sliding surface during the sliding phase. To maintain the system’s dynamic behavior along the sliding surface, sliding mode control law should satisfy the following condition:

\[ \dot{s} ≤ 0 \]  

An improved reaching law introduced in [40] is adopted in this design to minimize the chattering effect. In order to satisfy the requirements of the preceding expression, \( \dot{s} \) is defined as:

\[ \dot{s} = -\Lambda s - \frac{\beta}{\mathcal{F}(s)} |s|^\alpha \text{sign}(s) \]  

\[ \mathcal{F}(s) = \delta + (1 - \delta)e^{-\gamma|s|} \]

Where \( \Lambda, \beta, \gamma, \alpha, \delta \) are positive numbers, \( \alpha, \delta \) are between 0 and 1, sign is the sign function.

The simplest reaching law is the constant rate reaching law \( \dot{s} = -\beta \text{sign}(s) \), in which choosing high value of the gain speed up the system response but also results in a severe chattering. Adding a proportional term \( (\Lambda s) \) to the constant rate reaching law forms the exponential reaching law \( \dot{s} = -\beta \text{sign}(s) - \Lambda s \). The advantage of the additional term is that when \( s \) is big, the state is driven to approach the switching surface quicker. The power rate law \( (\Lambda s|s|^\alpha \text{sign}(s)) \) has a fast-reaching speed when the state is far away from the switching surface. However, the reaching speed is lowered when the state is close to the switching manifold. The adopted reaching law in (11) combines the merits of the power rate and the exponential reaching law and gives an extra degree of freedom to control the magnitude of chattering as well as the reaching time. In particular having a value of \( \delta \) between 0 and 1 increases/reduces the reaching time and when \( \delta = 1 \) the reaching law form will be the same as the power rate law. Moreover, the chattering effect can be minimized by selecting an appropriate value of \( \alpha \).

For the purpose of comparison, the system of equation (13-14) is chosen as an example to compare the existing reaching laws to the adopted one with the objective of maintaining the controlled variable (direct-axis current \( i_d \)) at reference value of zero. The derived control laws in (17-18) is implemented with the following parameters \( \Lambda = 30, \beta = 30, \alpha = 0.1/0.9, \delta = 0.1, \gamma = 1 \) assuming that the initial value \( i_{d0} = 0 \). The results are plotted in Fig. 6 which shows that...
the parameters in (11), (12) is further investigated, Fig. 7 shows how adjusting the value of $\alpha$ can increase/decrease the chattering magnitude. Increasing the value of the gain $\beta$ speeds up the response considerably but also increases the chattering. The variation in $\Lambda, \gamma$ have a relatively small impact on the reaching time with no obvious affect on the chattering. The final tuning values for the SMC’s parameters are obtained by trial and error.

Rewriting (1) as:

\[ i_d = \frac{\omega_{\text{base}}}{L} (v_d^* - R_i_d + \omega_r L_i_q) \]
\[ i_q = \frac{\omega_{\text{base}}}{L} (v_q^* - R_i_q - \omega_r L_i_q - \varphi_f \omega_r) \]

Defining the sliding surfaces as:

\[ s_d = i_d^* - i_d \]
\[ s_q = i_q^* - i_q \]

The sliding mode on the sliding surfaces satisfy $s_d = s_d^* = s_q = s_q^* = 0$, then using (11), and (13) to (16) the control law for the d-q axis voltages reference can be obtained as:

\[ v_d^* = \frac{L}{\omega_{\text{base}}} i_d^* + R_i_d - \omega_r L_i_q + \frac{L}{\omega_{\text{base}}} \Lambda s_d + \frac{L}{\omega_{\text{base}}} \frac{\beta}{F(s_d)} |s_d|^\alpha \text{sign}(s_d) \]

\[ v_q^* = \frac{L}{\omega_{\text{base}}} i_q^* + R_i_q + \omega_r L_i_d + \omega_r \varphi_f + \frac{L}{\omega_{\text{base}}} \Lambda s_q + \frac{L}{\omega_{\text{base}}} \frac{\beta}{F(s_q)} |s_q|^\alpha \text{sign}(s_q) \]

Equation (4) can be represented as:

\[ 2H\omega_m + B\omega_m = \varphi_f i_q - T_m \]
The sliding surface is then defined as:

\[ s_w = \omega_m - \omega_m \]  

Since the sliding mode on the sliding surfaces satisfy \( s_w = 0 \), using (11), and (19) the following expression of the referenced q-axis current can be obtained:

\[ i_q^* = \frac{2H}{\varphi_f} \omega_m^* + \frac{T_m}{\varphi_f} B \omega_m + \frac{2H}{\varphi_f} \Lambda s_w + \frac{2H}{\varphi_f} \beta \int (s_w)^a \text{sign}(s_w) \]  

(21)

The referenced value of the direct-axis current \((i_d^*)\) is set at zero, hence \((i_d^*)\) in (17) is assumed to be zero. The referenced value of the quadrature-axis current \((i_q^*)\) in (18) is obtained by the speed control loop and it assumed that its derivable. The optimal speed \((\omega_m)\) in (20) is calculated based on the optimal tip speed ratio and its derivative in (21) is assumed to be known. The block diagram of the SMC control strategy is shown in Fig. 8.

E. STABILITY ANALYSIS

Lyapunov stability theory is used for the stability analysis of SMC control law. Defining the following Lyapunov function:

\[ \sigma_1 = \frac{1}{2} s_d^2 + \frac{1}{2} s_q^2 + \frac{1}{2} s_w^2 \]  

(22)

Then:

\[ \dot{\sigma}_1 = s_d \dot{s}_d + s_q \dot{s}_q + s_w \dot{s}_w \]  

(23)

Differentiating (15), (16), and (20) then substituting in (23):

\[ \dot{\sigma}_1 = s_d \left( i_d^* - \frac{\beta}{\varphi_f} \left( v_q^* - R_i d + \omega_r L_i q \right) \right) + s_q \left( i_q^* - \frac{\varphi_m}{L} \left( v_d^* - R_i q \right) + \omega_r L_i q - \frac{\varphi_f}{L} \omega_m \right) + s_w \left( \omega_m^* - \frac{1}{\varphi_f} \varphi_f \omega_m - T_m - B \omega_m \right) \]  

(24)

Substituting the control laws in (17), (18), and (21):

\[ \dot{\sigma}_1 = s_d \left( -\Lambda s_d - \frac{\beta}{\varphi_f} |s_d|^a \text{sign}(s_d) \right) + s_q \left( -\Lambda s_q - \frac{\varphi_m}{L} |s_q|^a \text{sign}(s_q) \right) + s_w \left( -\Lambda s_w - \frac{\varphi_f}{L} |s_w|^a \text{sign}(s_w) \right) \]  

(25)

Hence the asymptotical stability is guaranteed with the following condition satisfied:

\[ \dot{\sigma}_1 = -\Lambda s_d s_d - \frac{\beta}{\varphi_f} s_d |s_d|^a \text{sign}(s_d) + \Lambda s_q s_q - \frac{\varphi_m}{L} s_q |s_q|^a \text{sign}(s_q) - \Lambda s_w s_w - \frac{\varphi_f}{L} s_w |s_w|^a \text{sign}(s_w) < 0 \]  

(26)

III. GRID-SIDE CONVERTER CONTROL

A. GSC AND DC Link MODEL

The grid connection of the machine-side converter can be modeled in the dq-frame as:

\[
\begin{bmatrix}
    v_{di} \\
    v_{qi}
\end{bmatrix} =
\begin{bmatrix}
    R_g & -\omega_g L_g \\
    \omega_g L_g & R_g
\end{bmatrix}
\begin{bmatrix}
    i_{dg} \\
    i_{qg}
\end{bmatrix} +
\begin{bmatrix}
    \frac{d}{dt} [i_{dg} ] \\
    \frac{d}{dt} [i_{qg} ]
\end{bmatrix} +
\begin{bmatrix}
    v_{dg} \\
    v_{qg}
\end{bmatrix} \]  

(27)

Where \(v_{di}, v_{qi}\) are the d-q components of the converter voltage, \(v_{dg}, v_{dq}\) are the d-q axis grid voltage at the point of common coupling. \(R_g, L_g\) are the grid resistance and inductance respectively. \(i_{dg}, i_{qg}\) are the d-q components of the grid current and \(\omega_g\) denotes the grid frequency. The grid active and reactive power can be obtained as follows:

\[ P_g = v_{dg} i_{dg} + v_{qg} i_{qg} \]  

(28)

\[ Q_g = v_{qg} i_{dg} - v_{dg} i_{qg} \]  

(29)

And the DC link dynamics can be expressed as:

\[ C \frac{dv_{dc}}{dt} = \left( \frac{v_{dg} i_{dg}}{v_{dc}} + \frac{v_{qg} i_{qg}}{v_{dc}} \right) - i_{dc} \]  

(30)

Where \(C\) is the DC link capacitance, \(v_{dc}, i_{dc}\) are the DC link voltage and current, respectively.

By aligning the d-axis components of the grid voltage with the grid voltage vector, the q-axis becomes zero which facilitates the control design and equations (28) to (30) can be simplified further to:

\[ P_g = v_{dg} i_{dg} \]  

(31)

\[ Q_g = -v_{dg} i_{qg} \]  

(32)

\[ C \frac{dv_{dc}}{dt} = \left( \frac{v_{dg} i_{dg}}{v_{dc}} \right) - i_{dc} \]  

(33)

B. PI CONTROL APPROACH

The relations defined in (32), and (33) indicate that the reactive power and DC link voltage can be controlled by the q-axis and d-axis grid current, respectively. Thus, the control structure of the GSC converter consists of two control loops, a current control loop that regulates the d-q axis grid currents \((i_{dg}, i_{qg})\) and a DC link voltage control loop that adjusts the DC link voltage at its reference value and generate the referenced d-axis current loop.

The grid-side converter current loop can be derived using (27) in a similar manner to the machine-side converter current loop, and the PI controller acts to eliminate the error between the dq-axis grid currents and their referenced values. PWM dynamics are expressed as a first-order system. Similar to the design procedure followed in tuning MSC current loop controller with ZPC i.e., setting \(K_{ig}/K_{pg} = \omega_{gbase}/L_g\). With \(K_{pg} = f_{sw} L_g / (3 \omega_{gbase})\) [41]. \(f_{sw}\) represents the switching frequency of the grid-side converter. The results of using different methods to adjust the GSC controller gains are shown in Table 3 and Fig. 9. The findings are very close to those of the MSC current loop, MO method produces a slow oscillatory response, SO method gives a fast response but high overshoot. ZPC gives an acceptable overshoot without sacrificing the response speed.

In the design of the DC link voltage controller, the closed loop transfer function of the GSC current loop is expressed as a first-order system with a time constant \(T_c\). After linearization of (33) around the converter operating point, the block diagram of the DC link voltage loop can be obtained.
TABLE 3. Performance comparison of various methods used in tuning GSC’s speed control loop

| Method   | Controller Parameters | closed loop step response |
|----------|-----------------------|----------------------------|
| MO       | 1.4291 7.7172e+03     | 0.413e3 99.2              |
| SO (σ = 2.0) | 1.4291 1.9293e+03     | 3.05 42.6                |
| SO (σ = 2.5) | 1.1433 987.8019       | 2.98 31.1                |
| SO (σ = 3.0) | 0.9527 571.6446       | 4.4 23.9                |
| SO (σ = 3.5) | 0.8166 359.9861       | 5.94 19.2               |
| SO (σ = 4)  | 0.7146 241.1626       | 7.54 16.1               |
| ZPC       | 0.5308 2.5207         | 6.65 -                   |

TABLE 4. Performance comparison of various methods used in tuning GSC’s DC voltage loop

| Method   | Controller Parameters | closed loop step response |
|----------|-----------------------|----------------------------|
| SO (σ = 2.0) | 2.8657 386.8645       | 30.6 43.3                |
| SO (σ = 2.5) | 2.2925 198.0746       | 29.7 32.7                |
| SO (σ = 3.0) | 1.9104 114.6265       | 45.3 22.8               |
| SO (σ = 3.5) | 1.6375 72.1846        | 59.4 20.3               |
| SO (σ = 4)  | 1.4328 48.3581        | 57.8 17.3               |

Symmetric optimum is used to design DC link voltage controller. Fig. 10 shows the dynamic characteristic of the closed loop response for different values of the tuning parameter. The value of (σ = 4) is chosen as it results in an overshoot less than 20% and acceptable settling time of (57.8 ms) as shown in Table 4.

C. SMC CONTROL STRATEGY FOR GSC’S CURRENT CONTROL

The grid connection of the machine-side converter can be modeled in the dq-frame as:

\[
i_{dg} = \frac{\omega_g}{L_g} (v_{di} - R_g i_{dg} + \omega_g L_g i_{qg} - v_{dg}) \tag{34}
\]

\[
i_{qg} = \frac{\omega_g}{L_g} (v_{qi} - R_g i_{qg} - \omega_g L_g i_{dg} - v_{qg}) \tag{35}
\]
Defining the sliding surfaces as:
\[ s_{dg} = i_{dg}^* - i_{dg} \]  
(36)
\[ s_{qq} = i_{qq}^* - i_{qq} \]  
(37)

Similarly, using (11), and (34) to (37) the following control law for the referenced d-q axis voltages can be obtained.

\[ v_{di}^* = \frac{L_g}{\omega_g \text{base}} i_{dg}^* + R_g i_{dg} - \omega_g L_g i_{dq} + v_{dq} + \frac{L_g}{\omega_g \text{base}} \beta F(s_{dq}) |s_{dq}|^\alpha \text{sign}(s_{dq}) \]  
(38)
\[ v_{qi}^* = \frac{L_g}{\omega_g \text{base}} i_{dq}^* + R_g i_{dq} + \omega_g L_g i_{dc} + v_{dc} + \frac{L_g}{\omega_g \text{base}} \beta F(s_{dc}) |s_{dc}|^\alpha \text{sign}(s_{dc}) \]  
(39)

The referenced values of \((i_{dq}^*), (i_{qq}^*)\) are determined by the DC link control loop and the reactive power injection scheme, respectively and their derivatives in (38)-(39) is assumed to be known.

**D. LCL FILTER DESIGN**

The procedure given in [41] is adopted. Due to the neglect of the capacitor branch in the PI control design, the LCL filter acts roughly like an equivalent L-filter in the low frequency domain [42]. As a result, the same procedure used to tune the PI controller while using a L filter may be used to tune the controller when using an LCL filter [41]. The consideration of LCL filter in the design of the SMC control laws is described as follows:

The mathematical model of the LCL filter in the dq-reference frame can be given by:

\[ i_{di} = \frac{\omega_{g \text{base}}}{L_i} (v_{di} - v_{cd} - (R_c + R_e) i_{di} + \omega_g L_i i_{qi} + R_c i_{dq}) \]  
(40)
\[ i_{qi} = \frac{\omega_{g \text{base}}}{L_i} (v_{qi} - v_{cq} - (R_c + R_e) i_{qi} - \omega_g L_i i_{di} + R_c i_{dq}) \]  
(41)
\[ i_{dg} = \frac{\omega_{g \text{base}}}{L_i} (v_{cd} - v_{dg} - (R_c + R_e) i_{dg} + \omega_g L_i i_{dq} + R_c i_{di}) \]  
(42)
\[ i_{gg} = \frac{\omega_{g \text{base}}}{L_i} (v_{cq} - v_{gg} - (R_c + R_e) i_{gg} - \omega_g L_i i_{dc} + R_c i_{qi}) \]  
(43)
\[ i_{di} = i_{cd} + i_{dg} \]  
(44)
\[ i_{qi} = i_{cq} + i_{gg} \]  
(45)

Where \(i_{di}, i_{qi}\) are the d-axis and q-axis components of the GSC output current, \(v_{di}, v_{qi}\) are the d-axis and q-axis components of the GSC output voltage, \(i_{dg}, i_{gg}\) are the d-axis and q-axis components of the injected current to the grid, \(v_{dg}, v_{gg}\) are the d-axis and q-axis components of the grid voltage, \(i_{cd}, i_{cq}\) are the d-axis and q-axis components of the capacitor current. \(v_{cd}, v_{cq}\) are the d-axis and q-axis components of the capacitor voltages, respectively. \(R_i, L_i\) are the converter-side resistance and inductance, respectively. \(R_g, L_g\) are the grid-side resistance and inductance, respectively. \(R_e\) is the damping resistance.

Similar to the procedure given in section III.C, the referenced d-q axis voltages can be obtained in this case as:

\[ v_{di}^* = \frac{L_g}{\omega_g \text{base}} i_{dq}^* + v_{dq} + \frac{L_g}{\omega_g \text{base}} \beta F(s_{dq}) |s_{dq}|^\alpha \text{sign}(s_{dq}) \]  
(46)
\[ v_{qi}^* = \frac{L_g}{\omega_g \text{base}} i_{dq}^* + v_{dq} + \frac{L_g}{\omega_g \text{base}} \beta F(s_{dc}) |s_{dc}|^\alpha \text{sign}(s_{dc}) \]  
(47)

**E. SMC STRATEGY FOR THE DC-LINK VOLTAGE REGULATION**

The DC-link dynamic can be described by:

\[ P_s - v_{di} i_{dq} = \frac{C}{\omega_{g \text{base}}} v_{dc} v_{dc} \]  
(48)

Defining the sliding surface as:

\[ s_{dc} = v_{dc}^* - v_{dc} \]  
(49)

Since the sliding mode on the sliding surface satisfies \(s_{dc} = 0\), utilizing (11), (48), and (49) the following control law can be obtained:

\[ i_{dg}^* = v_{dg} P_s - \frac{v_{dc}}{v_{dg}} \frac{C}{\omega_{g \text{base}}} v_{dc}^* - \frac{v_{dc}}{v_{dg}} \frac{C}{\omega_{g \text{base}}} L s_{dc} - \frac{v_{dc}}{v_{dg}} \frac{C}{\omega_{g \text{base}}} \beta F(s_{dc}) |s_{dc}|^\alpha \text{sign}(s_{dc}) \]  
(50)

The DC link referenced voltage \((v_{dc}^*)\) is set at 1220 V, hence the value of \((v_{dc}^*)\) in (50) is considered zero.

**F. STABILITY ANALYSIS**

Defining the following Lyapunov function:

\[ \sigma_2 = \frac{1}{2} s_{dg}^2 + \frac{1}{2} s_{gg}^2 + \frac{1}{2} s_{dc}^2 \]  
(51)

Then differentiating (51):

\[ \dot{\sigma}_2 = s_{dg} \left( v_{dc}^* - \frac{\omega_{g \text{base}}}{v_{dc}} (P_s - v_{di} i_{dq}^*) \right) + s_{dg} \left( v_{dg}^* - R_g i_{dq} - \omega_g L_g i_{dq} - v_{dq} \right) \]  
(52)

Differentiating (36), (37), and (49). Then substituting in (52) with the help of (40) to (43), and (48):

\[ \dot{\sigma}_2 = s_{dc} \left( v_{dc}^* - \frac{\omega_{g \text{base}}}{v_{dc}} (P_s - v_{di} i_{dq}^*) \right) + s_{dd} \left( i_{dg}^* - \frac{\omega_{g \text{base}}}{L_g} (v_{di}^* - R_g i_{dq} - \omega_g L_g i_{dq} - v_{dq}) \right) + s_{dq} \left( i_{dq}^* - R_g i_{dq} - \omega_g L_g i_{dq} - v_{dq} \right) \]  
(53)

Substituting the control laws (46), (47), and (50) in (53):

\[ \dot{\sigma}_2 = s_{dc} \left( -L s_{dg} - \frac{\beta}{F(s_{dq})} |s_{dq}|^\alpha \text{sign}(s_{dq}) \right) + s_{dq} \left( -L s_{dq} - \frac{\beta}{F(s_{dq})} |s_{dq}|^\alpha \text{sign}(s_{dq}) \right) + s_{dc} \left( -L s_{dc} - \frac{\beta}{F(s_{dc})} |s_{dc}|^\alpha \text{sign}(s_{dc}) \right) \]  
(54)

\[ \dot{\sigma}_2 = s_{dc} \left( -L s_{dc} - \frac{\beta}{F(s_{dc})} |s_{dc}|^\alpha \text{sign}(s_{dc}) \right) + s_{dq} \left( -L s_{dq} - \frac{\beta}{F(s_{dq})} |s_{dq}|^\alpha \text{sign}(s_{dq}) \right) + s_{dc} \left( -L s_{dc} - \frac{\beta}{F(s_{dc})} |s_{dc}|^\alpha \text{sign}(s_{dc}) \right) \]  
(55)
Hence the asymptotical stability is guaranteed with the following condition satisfied:

\[ \dot{\sigma}_2 = -\Lambda s_{dg} s_{dg} - \alpha \frac{\beta}{F(s_{dq})} s_{dq} |s_{dq}| \text{sign}(s_{dq}) - \Lambda s_{qg} s_{qg} = \frac{\beta}{F(s_{dq})} s_{dq} |s_{dq}| \text{sign}(s_{dq}) - \Lambda s_{dc} s_{dc} \]

\[ \frac{\beta}{F(s_{dq})} s_{dq} |s_{dq}| |s_{dq}| \alpha \text{sign}(s_{dq}) - \Lambda s_{dc} s_{dc} < 0 \]

(55)

G. REACTIVE POWER INJECTION

In case of the terminal voltage of the PMSG is below 0.9 pu or above 1.1 pu, the reactive power control scheme is shifted from a unity power factor operation \((Q^* = 0)\) to actively supply reactive power current to the grid. The amount of the reactive power current \((i_{qg}^*)\) injected to the grid is determined by:

\[ i_{qg}^* = \begin{cases} 
2(1 - v) \cdot I_N & v > 1.1pu \\
1.5(1 - v) \cdot I_N & 0.9 > v > 0.2pu \\
1.78 \cdot I_N & v < 0.2pu 
\end{cases} \]

(56)

Where \(v_N, I_N\) are the nominal voltage and current, respectively.

IV. RESULTS AND DISCUSSION

To validate the effectiveness of the proposed control method, the system of Fig. 11 is modeled and simulated on MATLAB/Simulink. Both configurations of the PI and SMC control strategies (Fig. 5 and Fig. 8) have been implemented. The detailed parameters of the wind turbine, the PMSG, transmission line, and the control parameters are listed in the appendix. A time-domain simulation is used with a discrete step of 50 µs. The generator-side converter and grid-side converter are modeled with the average-model-based block in Simulink with a switching frequency of 1620 and 2700 Hz, respectively. The grid voltage phase and frequency are obtained using PLL. The results are divided in four sections, the first discusses the overall performance of the control strategies in case of a step change in the wind speed, the second compares the total harmonic distortion of the control methods with the consideration of RL and LCL filter, the third presents the proposed system’s performance during low voltage and high voltage grid disturbances, the fourth shows the behavior of the system with model uncertainties and measurements noise.

A. STEP CHANGE IN WIND SPEED

With the wind speed profile depicted in Fig. 12, the resulting injected power to the grid varies. The generated active power reaches a steady-state in about 1.2 s. The instantaneous rise/drop in the wind speed at time 5s, 10s, and 15s results in a transient fluctuation in the DC link voltage and this reflects on the generated active power, causing a slight dip as shown in Fig. 13.

During various wind speed conditions, the DC link voltage is maintained at its pre-set value at 1220 V, as it can be seen in Fig. 14. The proposed control method has less magnitude fluctuations compared to the conventional PI method during transients. Fig. 15 depicts the rotor mechanical speed of the PMSG. The speed controller regulates the rotating speed of the PMSG in response to changes in the wind to maintain the ideal tip speed ratio. Both control methods have achieved good reference tracking capability. However, with the PI control, there is a slight mismatch between the reference and actual speed. Fig. 16 shows the three-phase grid currents at Bus 5, the quantity of grid currents is directly proportional to the wind speed variation.
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B. THD ANALYSIS

To determine the THD of the grid currents, a 5s simulation of the system in Fig. 11 has been made; considering the PMSG operating at full-rated condition, the steady-state total harmonic distortion results are shown in Table 5. Using the LCL filter instead of the RL filter, with the same total inductance, has significantly reduced the THD. Moreover, two factors have contributed to having the proposed SMC control method less THD than the conventional PI approach. First, the consideration of the LCL filter dynamics in the sliding mode control law design and, second, the SMC reaching law adopted in (11). Fig. 17 shows the current THD at bus 3 of both control methods.

C. LOW-VOLTAGE AND HIGH-VOLTAGE RIDE THROUGH CAPABILITY

Wind energy systems are not only obliged to remain connected but are also required to inject reactive current into the grid during grid voltage disturbances. The low voltage ride-through performance of the proposed system has been validated with the voltage disturbances events described in Table 6. All the events are occurred at time $t=2.5s$.

**TABLE 5. THD results**

|                  | RL Filter | LCL Filter |
|------------------|-----------|------------|
| Voltage (Bus 5)  | 7.79%     | 10.88%     |
| Current (Bus 5)  | 3.57%     | 3.65%      |
| Current (Bus 4)  | 3.56%     | 3.66%      |
| Current (Bus 3)  | 6.89%     | 6.11%      |
| Current (Bus 2)  | 7.09%     | 6.30%      |

Fig. 18 shows the three-phase voltage, active and reactive power injected to the grid, and the DC link voltage when 100% three-phase voltage dip is applied to the system, it can be seen that the voltage at the turbine bus is higher than 0 pu because of the voltage support and reactive current injection. During the grid voltage’s disturbance, the wind turbine continues to deliver active power, resulting in a mismatch between the active power generated and the active power delivered to the grid, which subsequently causes the DC-link voltage to rise rapidly as a result of the imbalance. However, the transient performance of DC-link voltage of the sliding mode control during the disturbance is smoother than those of the PI. Fig. 19 depicts the system performance when a 70% voltage dip took place; during the fault, the DC-link voltage with PI control reaches a level above 1600 V causes the activation of the crowbar protection (switches on at 1600 V and switches off at 1350 V). Whereas with the SMC control, the DC link voltage is maintained below 1600. The generated active power waveform is smoother and has less fluctuations compared to the PI. It is also noticeable that, when a slight disturbance occurs, i.e., in the case of a 20% voltage dip shown in Fig. 20, the transient performance of the DC voltage, active, and reactive power of both control schemes are close. However, when a significant disturbance occurs, the SMC’s dynamic performance outperforms those of the PI. This is due to the fact that the linear control design depends on the linearization around specific operation points and the PI controller performance deteriorates when the system operates far from those operational points. Fig. 21 depicts the system performance when the grid voltage reaches 1.2 pu, in this case reactive power is absorbed from the grid.

The wind turbine remained connected to the grid, and the power system’s stability was maintained by regulating active and reactive power production, according to the findings. The amount of voltage drop/rise in a fault condition causes a
TABLE 6. low voltage and high voltage cases

| Case  | Voltage percent | Duration (ms) |
|-------|----------------|---------------|
| Case 1| 00%            | 150           |
| Case 2| 30%            | 600           |
| Case 3| 80%            | 1250          |
| Case 4| 120%           | 1250          |

reduction in active power generation. To compensate for the lower/higher voltage, reactive power output rises/falls. When the fault is cleared, active and reactive power generation returns to normal with a reasonable amount of time.

D. IMPACT OF PARAMETERS CHANGE AND MODEL UNCERTAINTY

Parameter uncertainty and noise are introduced in the system to further investigate the performance of the suggested system. For the electrical system, the stator inductance is reduced by 10% and the stator resistance is raised by 20%. The moment of inertia and viscous friction coefficients of the mechanical system are increased by 20%. Furthermore, the wind speed measurements is exposed to random noise in the range of $\pm 0.5$ m/s. Assuming an initial speed of 0.67 pu the impact of parameter’s variation and model uncertainty on the rotor mechanical speed, electromagnetic torque and DC link voltage are shown Fig. 22 to Fig. 25. It can be observed that the proposed system has maintained the rotor’s speed around its optimal value. There is no significant impact on the response time as it can be seen in Fig. 24. However, the DC link voltage fluctuations are higher with the noise measurements introduced to the system.
TABLE 7. RL and LCL filter parameters

| Parameter          | RL Filter         | LCL Filter        |
|--------------------|------------------|------------------|
| Converter-side inductance | 0.1560 mH | 0.0780 mH  |
| Converter-side inductance | 0.7408 mH | 0.3704 mH  |
| Filter capacitor    | 61.70 µF      |                  |
| Damping Resistor    | 0.0450 Ω       |                  |
| Grid-side inductance | 0.0780 mH |                  |
| Grid-side resistance | 0.3704 mH |                  |

V. CONCLUSION

This paper proposes a sliding mode control strategy for the converters of a grid-connected direct-drive PMSG-based wind turbine. The performance of the proposed control method has been compared with the conventional PI control taking into consideration the THD as well as the dynamic performance during low/high voltage conditions. With the RL filter, the current total harmonic distortion results of the SMC method at the point of common coupling (Bus 4) is 2% higher than those of the PI control. However, with the inclusion of the LCL filter, the SMC achieved 18% less current THD compared to the PI control. Furthermore, the DC-link voltage and the injected active power into the grid are less disrupted during grid disturbances; hence the proposed control method achieves smooth and stable integration of wind power into the grid.

APPENDIX

TABLE 7. RL and LCL filter parameters

| Parameter          | RL Filter         | LCL Filter        |
|--------------------|------------------|------------------|
| Converter-side inductance | 0.1560 mH | 0.0780 mH  |
| Converter-side inductance | 0.7408 mH | 0.3704 mH  |
| Filter capacitor    | 61.70 µF      |                  |
| Damping Resistor    | 0.0450 Ω       |                  |
| Grid-side inductance | 0.0780 mH |                  |
| Grid-side resistance | 0.3704 mH |                  |
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