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Abstract

In this paper we develop an isogeometric Bézier dual mortar method for the biharmonic problem on multi-patch domains. The well-posedness of the discrete biharmonic problem requires a discretization with $C^1$ continuous basis functions. Hence, two Lagrange multipliers are required to apply both $C^0$ and $C^1$ continuity constraints on each intersection. The dual mortar method utilizes dual basis functions to discretize the Lagrange multiplier spaces. In order to preserve the sparsity of the coupled problem, we develop a dual mortar suitable $C^1$ constraint and utilize the Bézier dual basis to discretize the Lagrange multiplier spaces. The Bézier dual basis functions are constructed through Bézier projection and possess the same support size as the corresponding B-spline basis functions. We prove that this approach leads to a well-posed discrete problem and specify requirements to achieve optimal convergence. Although the Bézier dual basis is sub-optimal due to the lack of polynomial reproduction, our formulation successfully postpones the domination of the consistency error for practical problems. We verify the theoretical results and demonstrate the performance of the proposed formulation through several benchmark problems.
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1. Introduction

Isogeometric analysis, introduced by Hughes et al. [1], leverages computer aided design (CAD) representations directly in finite element analysis. It has been shown that this approach can alleviate the model preparation burden of going from a CAD design to an analysis model and improve overall solution accuracy and robustness [2–4]. Additionally, the higher-order smoothness inherent in CAD basis functions make it possible to solve higher-order partial differential equations, e.g. the biharmonic equation [5, 6], the Kirchhoff-Love shell problem [7–9] and the Cahn-Hilliard equation [10, 11] directly without resorting to complex mixed discretization schemes.

CAD models are often built from collections of non-uniform rational B-splines (NURBS). Adjacent NURBS patches often have inconsistent knot layouts, different parameterizations, and may not even be physically connected. Additionally, trimming curves [12, 13] are often employed to further simplify the design process and to extend the range of objects that can be modeled by NURBS at the expense of further complicating the underlying parameterization of the object. While usually not an issue from a design perspective, these inconsistencies in the NURBS patch layout, including trimming, must be accommodated in the isogeometric model to achieve accurate simulation results. As shown in Figure 1, two primary approaches are often employed. First, the exact trimmed CAD model, shown in Figure 1 in the middle, is used directly in the simulation [13]. To accomplish this requires additional algorithms for handling cut cells and the weak imposition of boundary conditions and may result in reduced solution accuracy and robustness. Second, the CAD model is reparameterized [14], as shown in Figure 1 on the right, into a watertight spline representation like multi-patch NURBS, subdivision surfaces [15], or T-splines [16] which can then be used as a basis for analysis directly. The reparameterization process often results in more accurate and robust simulation results but is only semi-automatic using prevailing approaches. In both cases, existing techniques are primarily surface-based due to the predominance of surface-based CAD descriptions.

In the present work, we assume that some form of reparameterization has been performed (see Figure 1 on the right) on a CAD model to either remove some or all of the trimming curves and/or to restructure the underlying patch layout
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to improve the parameterization (e.g., reduce degree, distortion, complexity, etc.). However, we relax the requirement that adjacent patches share a consistent parameterization along shared edges and instead introduce a dual mortaring along the shared interfaces. Relaxing this requirement can simplify the reparameterization process leading to more robust approaches \cite{17}. This dual mortaring can be built into the simulation technology directly or can be used to build a weakly continuous basis which can then be used for either design or analysis. The present work leverages Bézier dual mortaring along each patch interface. In particular, in this work, the Bézier dual mortaring approach, introduced in \cite{18}, is extended to biharmonic problems, which require the weak satisfaction of $C^1$ continuity. To preserve the sparsity of the condensed linear system, we propose a dual mortar suitable $C^1$ constraint and the corresponding Lagrange multiplier. Several different treatments of extraordinary points are considered. Numerical benchmarks illustrate the accuracy and robustness of the proposed method for both 2nd and 4th order problems.

The remainder of the paper is organized as follows: In Section 2, we discuss prior work. In Section 3, we give a brief review of dual basis functions. The dual mortar method is illustrated in Section 4. The dual mortar suitable $C^1$ constraint and corresponding dual mortar formulation is given in Section 5. In Section 7 we study the approximation error of the proposed method. Numerical results for several 2nd order and 4th order PDEs are given in Section 8, followed by conclusions in Section 9.

### 2. Prior work

Researchers in both the design and analysis communities have made significant progress in handling multi-patch NURBS models and the connections between adjacent patches. In the design community, some of the earliest efforts resulted in the so-called subdivision surfaces \cite{15,19,20} which allow for the construction of smooth spline bases over unstructured meshes. However, from an analysis perspective, subdivision surfaces are non-polynomial and require expensive numerical integration schemes \cite{21} to achieve accuracy. T-splines \cite{16}, also introduced in the design community, overcome some of the limitations of subdivision surfaces, and introduce the possibility of local refinement. One of the most difficult aspects of building smooth CAD models from multi-patch NURBS objects is achieving smoothness and approximability in the neighborhood of extraordinary points \cite{22}. In a surface, an extraordinary point is a vertex in the mesh which has more or less than four adjacent edges. The concept of geometric smoothness has been used extensively in the construction of smooth surfaces over extraordinary points \cite{23} and some of these concepts have been utilized in the context of isogeometric analysis \cite{24,26}. Loop \cite{27} and Catmull-Clark \cite{28,30} subdivision has been utilized in isogeometric analysis to generate smooth surfaces and solids. T-spline-based isogeometric analysis was first proposed in \cite{31} and the approximation properties of analysis-suitable T-splines was studied in \cite{32}. T-splines have been widely applied in different areas including fracture \cite{33}, boundary element analysis \cite{24}, fluid-structure interaction \cite{34} and shells \cite{35}. In \cite{34}, geometric continuity was used to construct $C^1$ smooth functions on two-patch planar domains and multi-patch planar domains \cite{4}. A possible issue with this approach is so-called $C^1$ locking \cite{36}. In \cite{37}, a local degree elevation approach is proposed to overcome this form of locking and is applied to the construction of geometrically continuous functions on smooth surfaces.

From the analysis perspective, the pointwise satisfaction of continuity constraints between adjacent patches is often unnecessarily rigorous. A reasonable approximation can be achieved even if these constraints are applied in a variational setting. The Lagrange multiplier method is a general framework which can be used to apply constraints to variational problems. In the context of isogeometric analysis, various types of Lagrange multiplier approaches have been applied to problems in solids \cite{38,39} and fluids \cite{40}. While general in applicability, the solvability and optimality of the
Lagrange multiplier method is significantly influenced by the \textit{inf-sup} condition \cite{41, 42}. In the context of domain coupling, to satisfy the \textit{inf-sup} condition, there are special considerations when building the Lagrange multiplier space to ensure stability \cite{43}. This has been further studied in \cite{44, 46} for finite element analysis and in \cite{47} for isogeometric analysis. Whereas the Lagrange multiplier method leads to a saddle point problem, the mortar method, first introduced by Bernardi \cite{45}, considers a constrained solution space and gives rise to a positive definite variational problem. Wohlmuth \cite{48} used dual basis functions to discretize the Lagrange multiplier spaces, which further simplifies the mortar formulation. A dual mortar method for isogeometric analysis was first developed by Seitz et al. \cite{49}. Other variational solutions include the Nitsche method \cite{50–52} and the penalty method \cite{8, 53}. The stability parameter in the Nitsche method needs to be approximated by eigenvalue problems associated with element intersections, which increases the computational cost. The penalty method results in a variational problem that is inconsistent with the original problem. Hence, the convergence to the exact solution is not guaranteed.

3. Dual basis functions

In this section, we give a brief introduction to the concept of global and Bézier dual basis functions. Bézier dual basis functions will be used in Section 4 to facilitate the solution of domain coupling problems in the dual mortar method. A dual basis is defined as a set of basis functions \{\hat{N}_i\}_{i=1}^n, which are dual to a corresponding set of primal basis functions \{N_i\}_{i=1}^n in the sense that

\[
\langle \hat{N}_i, N_j \rangle_\Omega := \int_\Omega \hat{N}_i N_j d\Omega = \delta_{ij}, \quad \forall i, j \in [1, 2, \ldots, n],
\]

where \(\delta_{ij}\) is the Kronecker delta.

3.1. Global dual basis

The global dual basis functions \{\hat{N}_i^G\}_{i=1}^n for a given set of primal basis function \{N_i\}_{i=1}^n can be computed as

\[
\hat{N}_i^G = \sum_j G_{ij}^{-1} N_j,
\]

where \(G_{ij}^{-1}\) are the components of the inverse of the Gramian matrix \(G\) with components \(G_{ij} = \langle N_i, N_j \rangle_\Omega\).

In this work, we choose B-spline functions as the primal basis. One important property of B-spline functions is that they have compact support. This leads to sparse linear systems when these functions are used to define the trial and weighting function spaces in a Galerkin method. The global dual basis functions, however, do not have compact support and will result in dense linear systems when used as the weighting function space in a Galerkin method. Dual basis supports are shown in Figure 2a where we have highlighted one B-spline function in Figure 2a and then shown the corresponding global dual basis function in Figure 2b.

3.2. Bézier dual basis

To maintain the sparsity of linear systems we will use Bézier dual basis functions, which are computed locally and have compact support. These functions are computed using the Bézier projection operator introduced in \cite{54}. The Bézier dual basis has been shown to be effective in reducing volumetric and shear locking \cite{55}, alleviating membrane locking in Kirchhoff-Love shells \cite{56}, and as a dual mortaring strategy for elasticity problems \cite{18}.

The construction of Bézier dual basis functions leverages Bézier extraction \cite{57} and can be performed in several simple steps. For a given Bézier element, \(\Omega_e\), the element extraction operator \(C^e\) is computed. The element extraction operator maps a set of Bernstein polynomials \{\(B_i\)\}_{i=1}^m, defined over a Bézier element, where \(m\) depends on the polynomial degree of the Bézier element in each parametric direction, into the set of global B-spline basis functions that have support over that element. The element reconstruction operator, \(R^e = G^e^{-1}\), and the Gramian matrix, \(G^e\), of the Bernstein polynomials defined over the element are then computed. The element extraction operator for the dual basis is then simply

\[
\hat{D}^e = \text{diag}(\omega^e)R^e[G^e]^{-1}
\]

where \(\text{diag}(\omega^e)\) is a diagonal matrix that contains the Bézier projection weights

\[
\omega^e_i = \frac{\int_{\Omega_e} N_i d\Omega}{\int_{\Omega_e} N_i d\Omega}.
\]
The restriction of a Bézier dual basis functions \( \hat{N}_i^B \) to \( \Omega_e \) is then computed as

\[
\hat{N}_i^B|_{\Omega_e} = \sum_{j=1}^{m} \hat{D}_{ij} B_j. \tag{5}
\]

From this local definition of the dual basis over an element we have

\[
\int_{\Omega_e} \hat{N}_i^B N_j d\Omega = \omega_i \delta_{ij}, \tag{6}
\]

and

\[
A_e \int_{\Omega_e} \hat{N}_i^B N_j d\Omega = \delta_{ij}, \tag{7}
\]

where \( A \) is the standard assembly operator \( [58] \). The Bézier dual basis of the B-spline basis function highlighted in Figure 2a is shown in Figure 2c. Note that the Bézier dual basis function has the same compact support as the primal B-spline basis function.

**Remark 1.** The Bézier dual basis functions define a quasi-interpolation operator \( T(f) = \sum_i (\hat{N}_i^B, f) N_i \), which possesses the following properties:

- **Optimal approximation:** for \( p^\text{th} \) order spline basis function and \( f \in C^\infty \), the approximation error is given by \( [54] \)

  \[
  \| T(f) - f \|_{L^2} \leq C h^{p+1} \| f \|_{H^{p+1}}. \tag{8}
  \]

- **Boundary interpolation:** for two sets of \( p^\text{th} \) order spline basis functions \( \{N_i^s\}_{i=1}^{n_s} \) and \( \{N_i^m\}_{i=1}^{n_m} \) defined on \([0, L]\), if the first and last elements of \( s \) are subsets of the first and last elements of \( m \), then

  \[
  T^s(f^m)(0) = f^m(0) \quad \text{and} \quad T^s(f^m)(L) = f^m(L), \quad \forall f^m \in \text{span} \{N_i^m\}_{i=1}^{n_m}. \tag{9}
  \]
The second property is critical for the coercivity of the biharmonic problem on multi-patch domains.

4. The dual mortar method

We introduce the dual mortar method in the context of an abstract formulation for a constrained problem: find \( u \in X \) and \( \lambda \in M \) such that

\[
\begin{align*}
  &a(v, u) + b(v, \lambda) = l(v) \quad \forall v \in X, \\
  &b(\mu, u) = 0 \quad \forall \mu \in M,
\end{align*}
\]

where \( a(\cdot, \cdot) \) is a bilinear form representing a potential energy, \( l(\cdot) \) is a linear form representing the external load and \( b(\cdot, \cdot) \) is a bilinear form representing a set of constraints on the solution \( u \). In Section 5, \( b(\cdot, \cdot) \) will represent the continuity constraints across patch boundaries.

If we introduce a pair of discrete function spaces \( X^h \subset X \) and \( M^h \subset M \) we can represent the weak form \( 10 \) as the matrix problem

\[
K^{LM} U^{LM} = \begin{bmatrix} K & B^T \\ B & 0 \end{bmatrix} \begin{bmatrix} U^{LM} \\ 0 \end{bmatrix} = \begin{bmatrix} F \\ 0 \end{bmatrix},
\]

where \( K \) is the discretized stiffness matrix, \( F \) is the discretized external force vector, \( B \) is the discretized constraints matrix and \( U^{LM} \) is a vector containing the control values of the displacement field \( u^h \in X^h \) and Lagrange multiplier field \( \lambda^h \in M^h \). The stiffness matrix \( K^{LM} \) for the discrete problem \( 11 \) always contains both positive and negative eigenvalues, for which iterative methods are known to be less efficient than for symmetric positive definite systems. More importantly, the constraint matrix \( B \) might be row-wise linearly dependent if the Lagrange multiplier space \( M^h \) is not discretized with caution. This will lead to a non-invertible linear system. The mortar method resolves these issues by introducing a constrained function space

\[
\mathcal{K} := \{ u \in X | b(\lambda, u) = 0, \quad \forall \lambda \in M \}.
\]

The saddle point problem \( 10 \) can now be transformed into a minimization problem: find \( u \in \mathcal{K} \) such that

\[
a(v, u) = l(v), \quad \forall v \in \mathcal{K}.
\]

Given \( N \), the vector containing the basis functions of \( X^h \), the vector containing the basis functions of \( \mathcal{K}^h \) is given by

\[
N^h = C^T N,
\]

where the matrix \( C \) is the vector basis of the null space of the constraint matrix \( B \). If the Lagrange multiplier space is discretized by a set of dual basis functions, the constraint matrix \( B \) can be written as

\[
B = \begin{bmatrix} B_1 & B_2 \end{bmatrix},
\]

where \( B_1 \) is an identity matrix, and the bandwidth of \( B_2 \) depends on the support size of dual basis functions. For a constraint matrix \( B \) constructed using Bézier dual basis functions, \( B_2 \) is a sparse matrix with limited bandwidth, while the global dual basis functions leads to a dense \( B_2 \).

For a \( B \) in the form \( 15 \) with \( B_1 = I \), the vector basis of its null space can be obtained from

\[
C = \begin{bmatrix} -B_2 \\ I \end{bmatrix}.
\]

The mortar linear system can now be written as

\[
K^{\text{mortar}} U^{\text{mortar}} = C^T K U^{\text{mortar}} = C^T F.
\]

The relation between the mortar displacement nodal value vector \( U^{\text{mortar}} \) and \( U^{\text{LM}} \) is given by

\[
U^{\text{LM}} = C U^{\text{mortar}}.
\]

With a sparse \( C \) obtained from the Bézier dual basis, the stiffness matrix of the mortar formulation \( K^{\text{mortar}} \) will remain sparse, resulting in an efficient linear system.
5. A dual mortar formulation for the multi-patch biharmonic problem

In this section, we present a formulation for the biharmonic problem over multi-patch tensor product domains. Because the biharmonic problem requires trial and test functions that are in $H^2$, we will use the dual mortar method to add constraints between patch boundaries to weakly enforce $C^1$ continuity. We begin by introducing concepts from domain decomposition.

5.1. Domain decomposition

Let $\Omega$ be a bounded open domain in $\mathbb{R}^2$ with its boundary denoted by $\partial \Omega$. We assume that $\Omega$ can be subdivided into $K$ non-overlapping patches $\Omega_k$ for $1 \leq k \leq K$, i.e.

$$\bar{\Omega} = \bigcup_{k=1}^{K} \bar{\Omega}_k \quad \text{and} \quad \Omega_k \cap \Omega_l = \emptyset, \quad \forall k \neq l$$  \hspace{1cm} (19)

where $\bar{\Omega}_k$ is the closure of $\Omega_k$. For simplicity, we only consider the case where the intersection of two patches is either empty, a single vertex, or the entire edge. We denote the common interface of two neighboring patches as $\Gamma_{kl} = \partial \Omega_k \cap \partial \Omega_l$ so that $\Gamma_{kl} = \emptyset$ if $\bar{\Omega}_k$ is not a neighbor of $\Omega_l$. We also define the skeleton $S = \bigcup_{k<l \in K, k<l} \Gamma_{kl}$ as the union of all interfaces in $\Omega$. The set $V$ denotes the set of all vertices in $\Omega$. A representative example of a multi-patch geometry is shown in Figure 3.

![Figure 3: An example of a domain decomposition of a triangular domain. The patches are defined on different parametric domains and are connected via geometric mappings.](image)

For each patch, there exists a bijective geometric mapping from the parametric domain $\hat{\Omega}_k$ to the physical domain $\Omega_k$, which is defined as

$$F_k (\xi_k, \eta_k) : \hat{\Omega}_k \mapsto \Omega_k \in \mathbb{R}^2,$$ \hspace{1cm} (20)

where $(\xi_k, \eta_k)$ are the coordinates of the parametric domain. For simplicity and without loss of generality, we assume the parametric domain is $\hat{\Omega}_k = [0, 1] \times [0, 1]$ for all patches.

We can use the mappings $F_k$ to create connections between neighboring patches. Due to the fact that $F_k$ is a bijection, there exists an inverse mapping denoted by $F_k^{-1}$. We can construct a bijective transformation on the intersection $\Gamma_{kl}$ as

$$E_{kl} = F_l^{-1} \circ F_k,$$  \hspace{1cm} (21)

which maps a parametric point on $\partial \hat{\Omega}_k \cap \hat{\Gamma}_{kl}$ to a physical point on the intersection $\Gamma_{kl}$ and then to a parametric point on $\partial \hat{\Omega}_l \cap \hat{\Gamma}_{kl}$. With the mapping $E_{kl}$ in hand, we are now ready to formulate the biharmonic problem over multi-patch domains.
5.2. The biharmonic problem

The strong form governing equation and boundary conditions of the homogeneous biharmonic problem defined over the domain $\Omega$ is given by the following:

\[
\begin{align*}
\Delta^2 u &= f \quad \text{on } \Omega \\
\frac{\partial u}{\partial n} &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

with $f \in L^2(\Omega)$ and $u \in C^4(\Omega)$. This problem can be restated in the weak form as: find $u \in H^2_0(\Omega)$ such that

\[
a_b(u,v) = l(v), \quad \forall v \in H^2_0(\Omega),
\]

with

\[
a_b(u,v) = \int_{\Omega} \nabla u \nabla v \, d\Omega, \quad \quad l(v) = \int_{\Omega} f v \, d\Omega,
\]

where $H^2_0(\Omega)$ is the Sobolev space containing all functions in the space $H^2(\Omega)$ that also satisfy the homogeneous Dirichlet boundary conditions in (22).

For a partitioned domain $\Omega$, as defined in Section 5.1, the construction of a finite dimensional subspace of $H^2_0(\Omega)$ is a non-trivial task because there is no guarantee that the discretization of neighboring domains is smooth enough across shared boundaries to satisfy the $H^2(\Omega)$ requirement. In order to handle multi-patch geometries, we will recast the biharmonic problem in terms of the following Lagrange multiplier formulation: find $u \in X_b$, $\lambda_0 \in M_0$ and $\lambda_1 \in M_1$ such that:

\[
\begin{cases} 
    a_b(u,v) + b_0(\lambda_0, u) + b_1(\lambda_1, v) = l(v) & \forall v \in X_b, \\
    b_0(\mu_0, u) = 0 & \forall \mu_0 \in M_0, \\
    b_1(\mu_1, u) = 0 & \forall \mu_1 \in M_1,
\end{cases}
\]

Remark 2. Strictly speaking, the restriction of $u \in H^2(\Omega)$ to the boundary $\partial \Omega$ is ill-defined. To rigorously define the value of $u$ and its normal derivative on $\partial \Omega$, we need the help of the trace operator $T$. A standard trace theorem states [6]0: Given $\Omega$ with a boundary $\partial \Omega$ of class $C^{k-1}$ (i.e., $k$ times continuously differentiable and its $k^{th}$ order derivatives are Lipschitz continuous). Assume that $l \leq k$. Then the mapping

\[
u \mapsto \{Tu, T\frac{\partial u}{\partial n}, \ldots, T\frac{\partial^l u}{\partial n}\},
\]

is a bounded linear operator from $H^{k+1}(\Omega)$ onto $\prod_{j=0}^{l} H^{k-j+1/2}(\partial \Omega)$. And if $u \in H^{k+1}(\Omega) \cap C^\infty(\Omega)$, we have the following relation

\[
\{u, \frac{\partial u}{\partial n}, \ldots, \frac{\partial^l u}{\partial n}\} = \{Tu, T\frac{\partial u}{\partial n}, \ldots, T\frac{\partial^l u}{\partial n}\}
\]

Hence, for $u \in H^{2}(\Omega)$, we have $Tu \in H^{1}(\partial \Omega)$ and $T\frac{\partial u}{\partial n} \in H^{1}(\partial \Omega)$. If $u \circ F \in H^{2}(\tilde{\Omega})$ and each entries of $\nabla F^{-1}$ are in $L^\infty(\Omega)$, then [6]1

\[
\left\{ \frac{\partial u}{\partial \xi} \circ F^{-1}, \frac{\partial u}{\partial \eta} \circ F^{-1} \right\} \in H^{1}(\Omega)^2.
\]

As a result, $T\left( \frac{\partial u}{\partial \xi} \circ F^{-1} \right) \in H^{2}(\partial \Omega)$ and $T\left( \frac{\partial u}{\partial \eta} \circ F^{-1} \right) \in H^{2}(\partial \Omega)$.

This result guarantees $H^2_0(\Omega)$ and the inter-patch constraints that will be discussed in the next section are all well-defined. In order to avoid cumbersome notation, the trace operator $T(\cdot)$ is suppressed and we will use $\{\frac{\partial u}{\partial \xi}, \frac{\partial u}{\partial \eta}\}$ to refer to $\{\frac{\partial u}{\partial \xi} \circ F^{-1}, \frac{\partial u}{\partial \eta} \circ F^{-1}\}$. 
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5.3. Dual-compatible $C^1$ constraints

We now develop a set of constraints to impose $C^1$ continuity across patch boundaries under the dual mortar framework. Since $C^1(\Omega) \subset H^2(\Omega)$, we will be able to use these constraints to solve the multi-patch biharmonic problem.

To illustrate our method, we consider the construction of $C^1$ constraints for the two-patch domain shown in Figure 4. We call $\Omega_s$ the slave domain and $\Omega_m$ the master domain. For a function $u \in C^1(\Omega_s \cup \Omega_m)$ with

$$u = \begin{cases} u_s & \text{in } \Omega_s, \\ u_m & \text{in } \Omega_m, \end{cases}$$

and $u_s \in C^1(\Omega_s)$, $u_m \in C^1(\Omega_m)$ the following two constraints are required across the intersection $\Gamma_{sm}$:

$$[u]_{\Gamma_{sm}} = 0,$$  \hspace{1cm} (31a)

$$\left[ \frac{\partial u}{\partial n} \right]_{\Gamma_{sm}} = 0, \quad \text{with } n = n_s = -n_m,$$  \hspace{1cm} (31b)

where $n_k$ is the outward normal direction of $\partial \Omega_k$, and

$$[\cdot]_{\Gamma_{sm}} := \cdot|_{\Omega_s} - \cdot|_{\Omega_m}$$  \hspace{1cm} (32)

is the jump operator. The continuity constraint (31a) can naturally be incorporated into the framework of the dual mortar formulation. The smoothness constraint (31b), however, cannot be directly imposed. First, the existence of a dual basis for $\frac{\partial N_i}{\partial n}|_{\Gamma_{sm}}$ is doubtful. Even if these dual basis functions do exist, since they are biorthogonal to the normal derivative of the basis functions, their formulation will depend on the parameterization of $\Gamma_{sm}$ and the geometric information of $\Omega_s$. This complex geometric dependence would destroy the simplicity of the dual basis formulation. To overcome this issue, we instead propose a smoothness constraint involving parametric derivatives only.

**Figure 4:** A two-patch planar domain $\Omega$ consisting of two patches $\Omega_s$ and $\Omega_m$ that are defined by the two mappings $F_s$ and $F_m$.

**Lemma 1.** Given two differentiable bijective geometric mappings $F_s: \hat{\Omega}_s \to \Omega_s$ and $F_m: \hat{\Omega}_m \to \Omega_m$, a $C^0$-continuous function $u$ is $C^1$-continuous in the physical domain if and only if

$$\left[ \frac{\partial u}{\partial \xi_s} \right]_{\Gamma_{sm}} = 0 \quad \text{and} \quad \left[ \frac{\partial u}{\partial \eta_s} \right]_{\Gamma_{sm}} = 0.$$  \hspace{1cm} (33)

**Proof.** It suffices to consider two neighboring patches as shown in Figure 4. In this configuration, if $u$ is a $C^0$-continuous function then $[\frac{\partial u}{\partial n_s}]_{\Gamma_{sm}} = 0$. If $u$ is also $C^1$-continuous, we have

$$0 = \left[ \frac{\partial u}{\partial n} \right]_{\Gamma_{sm}} = \left[ \frac{\partial u}{\partial \xi_s} \right]_{\Gamma_{sm}} \frac{\partial \xi_s}{\partial n} + \left[ \frac{\partial u}{\partial \eta_s} \right]_{\Gamma_{sm}} \frac{\partial \eta_s}{\partial n} \implies \left[ \frac{\partial u}{\partial \xi_s} \right]_{\Gamma_{sm}} \frac{\partial \xi_s}{\partial n} = 0$$  \hspace{1cm} (34)
The dual mortar formulation

The constrained function space required by the dual mortar formulation of the multi-patch biharmonic problem can be defined as: find \( u \in X_b \), \( \lambda_0 \in \mathcal{M}_0 \) and \( \lambda_1 \in \mathcal{M}_1 \) such that

\[
\begin{align*}
&\alpha_b (u, v) + b_0 (\lambda_0, v) + b_1 (\lambda_1, v) = l (v) \quad \forall v \in X_b, \\
&b_0 (\mu_0, u) = 0 \quad \forall \mu_0 \in \mathcal{M}_0, \\
&b_1 (\mu_1, u) = 0 \quad \forall \mu_1 \in \mathcal{M}_1,
\end{align*}
\]

with

\[
\begin{align*}
b_0 (\lambda_0, v) &= \sum_{\Gamma \in \mathcal{E}} \int_{\Gamma} [u]_{\Gamma} \lambda_0 d\Gamma, \\
b_1 (\lambda_1, v) &= \sum_{\Gamma \in \mathcal{E}} (\int_{\Gamma} \frac{\partial u}{\partial \xi_s} \lambda_1 d\Gamma \text{ if } \Gamma \parallel \eta_s \text{ or } \int_{\Gamma} \frac{\partial u}{\partial \eta_s} \lambda_1 d\Gamma \text{ if } \Gamma \parallel \xi_s).
\end{align*}
\]

The constrained function space required by the dual mortar formulation of the multi-patch biharmonic problem can then be defined as

\[
\mathcal{K}_b := \{ u \in X_b \mid b_0 (\mu_0, u) = 0 \text{ and } b_1 (\mu_1, u) = 0 \forall (\mu_0, \mu_1) \in \mathcal{M}_0 \times \mathcal{M}_1 \}.
\]
5.5. Discretization

For each intersection, the two adjacent patches are classified as either slave $\Omega_s$ or master $\Omega_m$. One patch can, at the same time, be a master for one intersection and a slave for another intersection. To approximate the solution of the variational problem, we use B-spline basis functions $\{N_i^s\}_{i \in I_s}$ and $\{N_i^m\}_{i \in I_m}$ to discretize $\Omega_s$ and $\Omega_m$, respectively. Note that, on the intersection, we select the side with finer trace mesh as the slave patch and denote the other side as the master patch. This selection strategy can minimize the error from variational crimes $[62, 63]$. An appropriate indexing is chosen so that there is no overlap between the index sets $I_s$ and $I_m$ (i.e., given $n_s$ basis functions in $\Omega_s$, we can assume the starting index in the index set $I_m$ is $n_s + 1$). The discretized geometrical mappings are represented by

$$F_s = \sum_{i \in I_s} P_i^s N_i^s, \quad (42)$$

$$F_m = \sum_{i \in I_m} P_i^m N_i^m, \quad (43)$$

where the control points $P_i^s, P_i^m \in \mathbb{R}^2$. The discrete space $\mathcal{X}_h^p \subset \mathcal{X}_p$ contains the discretized test and weighting functions. In other words,

$$u^h = \sum_{i \in I_s \cup I_m} U_i N_i, \quad v^h = \sum_{i \in I_s \cup I_m} V_i N_i \quad (44)$$

with

$$N_i = \begin{cases} \left\{ N_i^s \right\} & i \in I_s, \\ \left\{ N_i^m \right\} & i \in I_m. \end{cases} \quad (45)$$

The discrete Lagrange multiplier spaces $\mathcal{M}_0^h \subset \mathcal{M}_0$ and $\mathcal{M}_1^h \subset \mathcal{M}_1^h$ are created using the dual basis. Depending on the orientation of the intersection, we have that

- for the intersection $\xi_s = 0$,

  $$\lambda^h_0 = \sum_{i=1}^{n_s} \lambda_i^0 \hat{N}_i^s(\xi_s), \quad \mu^h_0 = \sum_{i=1}^{n_s} \delta \lambda_i^0 \hat{N}_i^s(\xi_s)$$

  $$\lambda^h_1 = \sum_{i=1}^{n_s} \lambda_i^1 \hat{N}_i^s(\xi_s), \quad \mu^h_1 = \sum_{i=1}^{n_s} \delta \lambda_i^1 \hat{N}_i^s(\xi_s), \quad c = \frac{\partial N_i^s(\xi_s)}{\partial \xi_s} \bigg|_{\xi_s=0}, \quad (46)$$

- for the intersection $\xi_s = 1$,

  $$\lambda^h_0 = \sum_{i=1}^{n_s} \lambda_i^0 \hat{N}_i^s(\xi_s), \quad \mu^h_0 = \sum_{i=1}^{n_s} \delta \lambda_i^0 \hat{N}_i^s(\xi_s)$$

  $$\lambda^h_1 = \sum_{i=1}^{n_s} \lambda_i^1 \hat{N}_i^s(\xi_s), \quad \mu^h_1 = \sum_{i=1}^{n_s} \delta \lambda_i^1 \hat{N}_i^s(\xi_s), \quad c = \frac{\partial N_i^s(\xi_s)}{\partial \xi_s} \bigg|_{\xi_s=1}, \quad (47)$$

- for the intersection $\eta_s = 0$,

  $$\lambda^h_0 = \sum_{i=1}^{n_s} \lambda_i^0 \hat{N}_i^s(\eta_s), \quad \mu^h_0 = \sum_{i=1}^{n_s} \delta \lambda_i^0 \hat{N}_i^s(\eta_s)$$

  $$\lambda^h_1 = \sum_{i=1}^{n_s} \lambda_i^1 \hat{N}_i^s(\eta_s), \quad \mu^h_1 = \sum_{i=1}^{n_s} \delta \lambda_i^1 \hat{N}_i^s(\eta_s), \quad c = \frac{\partial N_i^s(\eta_s)}{\partial \eta_s} \bigg|_{\eta_s=0}, \quad (48)$$

- for the intersection $\eta_s = 1$,

  $$\lambda^h_0 = \sum_{i=1}^{n_s} \lambda_i^0 \hat{N}_i^s(\eta_s), \quad \mu^h_0 = \sum_{i=1}^{n_s} \delta \lambda_i^0 \hat{N}_i^s(\eta_s)$$

  $$\lambda^h_1 = \sum_{i=1}^{n_s} \lambda_i^1 \hat{N}_i^s(\eta_s), \quad \mu^h_1 = \sum_{i=1}^{n_s} \delta \lambda_i^1 \hat{N}_i^s(\eta_s), \quad c = \frac{\partial N_i^s(\eta_s)}{\partial \eta_s} \bigg|_{\eta_s=1}. \quad (49)$$
By substituting the discretized displacement field and Lagrange multipliers into the bilinear form \( a_b(\cdot, \cdot) \) and \( b_1(\cdot, \cdot) \), we obtain the following stiffness and constraint matrices

\[
V^T K_b U = a_b(u^h, v^h) \quad \text{and} \quad \left[ \frac{\partial A^0}{\partial \lambda} \right] B_b U = \begin{bmatrix} b_0(\mu_{1h}^{b_1}, u^h) \\ b_1(\mu_{1h}^{b_1}, u^h) \end{bmatrix}.
\] (50)

The remaining question is how to effectively construct the vector basis (in matrix form \( C \)) of the null space of \( B_b \) such that the resulting basis functions (constructed by Equation (14)) of \( K_b^h \subset K_b \) have compact support and lead to a sparse stiffness matrix in \( K_b^h \).

6. Building a basis for the null space of \( B_b \)

6.1. The two-patch case

Recall from Section 4 that for a constraint matrix taking the form (15) the corresponding operator \( C \) can be constructed in an elegant manner via Equation (16). In this section, we will show how to recover form (15) from the constraint matrix \( B_b \) via a simple linear transformation. We first classify the basis functions of \( X^h_b \) into five different types, depending on their proximity to an interface, as shown in Figure 4.

1. The basis functions \( N^s_i \) such that \( \text{supp}(N^s_i) \cap \Gamma_{sm} = \emptyset \) and \( \text{supp}(\frac{\partial N^s_i}{\partial \xi_i}) \cap \Gamma_{sm} \neq \emptyset \) (the second closest column of slave basis functions to the intersection \( \Gamma_{sm} \)), whose indices are denoted by the index set \( I_s \). (denoted by blue triangles)

2. The basis functions \( N^s_i \) such that \( \text{supp}(N^s_i) \cap \Gamma_{sm} \neq \emptyset \) (the column of slave basis functions on the intersection \( \Gamma_{sm} \)), whose indices are denoted by the index set \( I_{ii} \). (denoted by red squares)

3. The basis functions \( N^m_i \) such that \( \text{supp}(N^m_i) \cap \Gamma_{sm} \neq \emptyset \) (the column of master basis functions on the intersection \( \Gamma_{sm} \)), whose indices are denoted by the index set \( I_{iii} \). (denoted by green circles)

4. The basis functions \( N^m_i \) such that \( \text{supp}(N^m_i) \cap \Gamma_{sm} = \emptyset \) and \( \text{supp}(\frac{\partial N^m_i}{\partial \xi_i}) \cap \Gamma_{sm} \neq \emptyset \) (the second closest column of master basis functions to the intersection \( \Gamma_{sm} \)), whose indices are in the index set \( I_{iv} \). (denoted by purple diamonds)

5. The basis functions \( N^m_i \) whose values and first order derivative values in the \( \xi_i \) direction are zero on \( \Gamma_{sm} \), whose indices are denoted by the index set \( I_r \). (denoted by grey circles)

Since the structure of the constraint matrix \( B_b \) depends on the index sets \( I_s \) and \( I_m \) and the ordering of the Lagrange multiplier basis functions we introduce two permutation matrices \( P_s \) and \( P_r \) (this step is not necessary from the implementation point-of-view, but is helpful during the derivation, especially for multi-patch problems). We define the column-wise permutation matrix \( P_c \) as

\[
\begin{bmatrix}
I_s \\
I_{ii} \\
I_{iii} \\
I_{iv} \\
I_r
\end{bmatrix} = P_c
\begin{bmatrix}
I_s \\
I_{ii} \\
I_{iii} \\
I_{iv} \\
I_r
\end{bmatrix},
\] (51)

where \( I_i \) is the vector form of the index set \( I_i \). We also define a row-wise permutation matrix \( P_r \) such that the permuted constraint matrix can be written in the partitioned form

\[
B_p = P_s B_b P_c^T = \begin{bmatrix}
B_1^1 & B_1^2 & B_1^3 & B_1^4 & 0 \\
0 & B_2^3 & B_2^3 & B_2^4 & 0 & 0
\end{bmatrix}.
\] (52)

where \( B_1^1 \) is the contribution of the first type of B-spline basis function in the discretization of \( b_1 \) and \( B_2^2 \) is the contribution of the second type of B-spline basis function in the discretization of \( b_2 \). Under the row-wise permutation matrix \( P_r \), \( B_1^1 \) and \( B_2^2 \) become identity submatrices. Under a rank-preserving transformation \( T \) we can eliminate the submatrix \( B_2^2 \) such that

\[
TB_p = \begin{bmatrix}
I & B_1^1 - B_2^3 B_1^3 & B_1^4 & 0 \\
B_2^3 & B_2^4 & 0 & 0
\end{bmatrix}.
\] (53)
We may now take

\[
C_p = \begin{bmatrix}
B_2^2 B_3^1 - B_1^2 & -B_1^1 & 0 \\
-B_3^1 & 0 & 0 \\
I
\end{bmatrix}.
\]  

(54)

The vector basis of the null space of \( B_b \) can now be obtained from

\[
C_b = P^T C_p.
\]  

(55)

Examples of basis functions, represented by vectors of \( C_b \), are shown in Figure 5.

![Figure 5: Two exemplary basis functions in the constrained space \( \mathcal{K}_b^* \).](image)

6.2. The multi-patch case

To extend this approach to more complex geometries requires the ability to stitch together multiple patches as shown in Figure 6. To build the null space of a constraint matrix in the neighborhood of a vertex requires special care. From an implementation perspective, if we naively let the Lagrange multiplier spaces along all the interfaces adjacent to the vertex have the same dimension as the univariate spline basis along the slave side of the interface, there will be basis functions which serve as both slave and master. As an example, consider the the basis functions corresponding to the black pentagons of patch \( \Omega_2 \) in Figure 6. As a result, there is no permutation under which the constraint matrix \( B \) can be modified to form (15) so that the basis of the null space can be found in a trivial way. Additionally, although the constraint matrices defined on each interface adjacent to a vertex are full row rank, the assembled constraint matrix \( B \) may not be full row rank. To overcome this problem, one may adopt matrix factorization techniques to solve the null space problem of a general constraint matrix \( B \), including LU, QR, SVD, etc. For example, a rank-revealing QR factorization of a rank-deficient constraint matrix \( B \) yields

\[
BP = Q \begin{bmatrix}
R_1 & R_2 \\
0 & 0
\end{bmatrix}
\]  

(56)

where \( P \) is a permutation matrix, \( Q \) is a unitary matrix, \( R_1 \) is an upper triangular matrix and \( R_2 \) is a rectangular matrix. The vector basis of the null space can then be taken to be

\[
C = P \begin{bmatrix}
-R_1^{-1} R_2 \\
I
\end{bmatrix}.
\]  

(57)

This type of global factorization has been utilized for patch coupling problems in [64–66]. However, it requires a global factorization of the entire constraint matrix \( B \), and fails to leverage the local properties of the dual basis. Moreover, the sparsity of the resulting constrained stiffness matrix might be negatively impacted since the inverse of \( R_1 \) is a dense matrix. Additionally, inf-sup stability may be violated and pathologies can be activated such as spurious oscillations and locking [43]. For 2nd order problems, one approach is to reduce the polynomial order of elements adjacent to vertices by one [44–47]. Then the modified Lagrange multiplier discretization is a subspace of the trace space of the slave patch of codimension 2. By reducing the number of constraints, the basis functions in the neighborhood of vertices can now be considered masters. In addition, the modified Lagrange multiplier discretization is inf-sup stable.

We introduce a sixth kind of B-spline basis function near a vertex \( v \in V \),
6. The basis function $N_i$ such that $\text{supp}(N_i) \cap \Omega \neq \emptyset$, or $\text{supp}(\frac{\partial N_i}{\partial \xi}) \cap \Omega \neq \emptyset$, or $\text{supp}(\frac{\partial N_i}{\partial \eta}) \cap \Omega \neq \emptyset$, whose indices are denoted by the index set $I_v$ (denoted by black pentagons in Figure 6).

The definitions of the other five kinds of B-spline basis functions remain the same except that their intersection with the sixth kind are excluded, that is

$$I_k = I_k - I_v \bigcap I_k, \quad k \in \{i, ii, \ldots, v\}. \quad (58)$$

6.2.1. Global dual basis multi-patch treatment

In this approach, we reduce the number of constraints on each interface such that all of the sixth kind of B-spline basis functions can be classified as masters. For the biharmonic problem this requires a reduction of four constraints per vertex per patch. We accomplish this by coarsening the mesh in the neighborhood of each vertex. Specifically, we remove the two knots adjacent to each vertex. An example of this coarsening procedure for cubic univariate B-spline basis functions is shown in Figure 7. The corresponding global dual basis can then be constructed by using (2). For a set of B-spline basis functions $\{N_i\}_{i=1}^n$ and the corresponding coarsened global dual basis $\{\hat{N}_G\}_{i=1}^{n-4}$, the biorthogonality relation is then given as

$$\int_\Gamma \hat{N}_G^i N_{j+2} d\Gamma = \delta_{ij}, \quad \forall 1 \leq i, j - 2 \leq n - 4. \quad (59)$$

In other words, the biorthogonality relation holds for all but the two basis functions nearest the vertices.

A column-wise permutation matrix $P_c$ which handles the multi-patch case can be defined as

$$P_c = \begin{bmatrix} I_i \\ I_{ii} \\ I_{iii} \\ I_{iv} \\ I_{v} \\ I_{vi} \end{bmatrix}.$$ \quad (60)

With the help of a row-wise permutation matrix, $P_r$, the permuted constraint matrix can be written in the partitioned form

$$B_p^{\text{mod}} := P_r B_p^{\text{mod}} P_c^T = \begin{bmatrix} B_1^1 & B_1^2 & B_1^3 & B_1^4 & 0 & B_1^c \\ 0 & B_2^1 & B_2^2 & B_2^3 & 0 & B_2^c \end{bmatrix}. \quad (61)$$
Figure 7: A coarsening procedure for cubic B-spline basis functions. Top: original cubic basis functions. Bottom: basis functions of the coarsened mesh, where two knots on each end are removed.

where $\mathbf{B}_{\text{mod}}^p$ is the constraint matrix constructed from the coarsened dual basis, $\mathbf{B}_{1}^1$ is the contribution of the first type of B-spline basis function in the discretization of $b_1$, and $\mathbf{B}_{2}^2$ is the contribution of the second type of B-spline basis function in the discretization of $b_0$. Under the row-wise permutation matrix $\mathbf{P}_r$, $\mathbf{B}_{1}^1$ and $\mathbf{B}_{2}^2$ become identity submatrices. Note that in the multi-patch case, basis functions in the neighborhood of in-domain vertices are excluded from the definitions of the first four types of B-spline basis functions. As a result, there is no basis function that will serve as both slave and master. As for the two patch case, the vector basis of the null space of $\mathbf{B}_{\text{mod}}^p$, denoted by $\mathbf{C}_{\text{mod}}^p$, can now be obtained from Equation (55), with

$$
\mathbf{C}_{\text{mod}}^p = 
\begin{bmatrix}
\mathbf{B}_{2}^2 \mathbf{B}_{2}^2 - \mathbf{B}_{1}^1 - \mathbf{B}_{1}^4 & 0 & -\mathbf{B}_{1}^6 \\
-\mathbf{B}_{1}^2 & 0 & 0 & -\mathbf{B}_{1}^6 \\
-\mathbf{B}_{2}^4 & 0 & 0 & -\mathbf{B}_{2}^6 \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{I} & \mathbf{I} & \mathbf{I} & \mathbf{I}
\end{bmatrix},
$$

(62)

Figure 8: The degrees of freedom (red dots) involved in the constraint matrix $\mathbf{B}_v$ in section 6.2.1

In order to guarantee the well-posedness of the mortar formulation and to improve the approximation, we further apply two continuity constraints at each vertex

$$
\begin{cases}
u_s(v) = u_m(v)
\end{cases}
\quad
\begin{cases}
\frac{\partial u_s(v)}{\partial \xi_s} = \frac{\partial u_m(v)}{\partial \xi_s} & \text{if } \Gamma \parallel \eta_s \\
\frac{\partial u_s(v)}{\partial \eta_s} = \frac{\partial u_m(v)}{\partial \eta_s} & \text{if } \Gamma \parallel \xi_s
\end{cases}
$$

(63)
where \( v \) is the position of a vertex. The matrix form of the pointwise constraints (63) is denoted by \( B_v \). Hence, in the presence of in-domain vertices, the constraint matrix \( B_b \) is formed from both applying constraints weakly through the coarsened dual basis functions along each interface and by applying constraints strongly at each vertex as

\[
B_b = \begin{bmatrix} B_v \\ B_{B^{\text{mod}}} \end{bmatrix}.
\]

The null space of \( B_b \) is the intersection of the null space of \( B_v \) and the null space of \( B_{B^{\text{mod}}} \). As a result, \( C_b \) is the vector basis of the null space of \( B_v \) constructed from \( \text{Im} \ C_{B^{\text{mod}}} \). First, we split the column vectors of \( C_{B^{\text{mod}}} \) into two matrices

\[
C_1 := \{ v \in C_{B^{\text{mod}}}: B_v v = 0 \},
C_2 := \{ v \in C_{B^{\text{mod}}}: B_v v \neq 0 \}.
\]

An example of this split is given in Figure 9. \( C_1 \) contains vectors of \( C_{B^{\text{mod}}} \) that are also in the null space of \( B_v \). Thus, they contribute to part of \( C_b \). The null space of \( B_v \) from \( \text{Im} C_2 \) can be constructed as \( C_2 \bar{C} \), where \( \bar{C} \) is the vector basis of the null space of \( \bar{B} = B_v C_2 \) and can be constructed through the factorization in (57). Since for each patch, only at most four degrees of freedom per vertex per patch are involved in the formulation of \( B_v \) (see Figure 8), the number of vectors in \( C_2 \) is very small and the cost of the factorization of \( \bar{B} \) is negligible. The vector basis of the null space of \( B_b \) can now be given as

\[
C_b = \begin{bmatrix} C_1 \\ C_2 \bar{C} \end{bmatrix}.
\]

Remark 4. The Bézier dual basis can also be coarsened by replacing the three closest basis functions at each vertex by their summation. In other words, for a set of Bézier dual basis functions \( \{ \hat{N}^B \}_i \), the coarsened Bézier dual basis functions \( \hat{N}^{\text{mod}}_i \) defined as follows

\[
\hat{N}^{\text{mod}}_i = \begin{cases} \hat{N}^B_1 + \hat{N}^B_2 + \hat{N}^B_3 & i = 1, \\
\hat{N}^B_n + \hat{N}^B_{n-1} + \hat{N}^B_{n-2} & i = n-4, \\
\hat{N}^B_{i+3} & \text{otherwise}.
\end{cases}
\]

This modification preserves the biorthogonality relation (59). However, as can be seen from numerical examples, the modified Bézier dual basis demonstrate poor performance. Hence, in the next subsection, we will introduce a multi-patch treatment for Bézier dual basis functions without resorting to a modification at each vertex.

6.2.2. Bézier dual basis multi-patch treatment

In this approach, the basis functions in the discrete Lagrange multiplier spaces \( M^h_0 \) and \( M^h_1 \) are classified according to their proximity to a vertex. The basis functions in \( M^h_0 \) are those in both \( M^h_0 \) and \( M^h_1 \) whose values and derivatives are non-zero at a vertex. The remaining basis functions are put in \( M^h_{\text{inter}} \). The constraint matrix can then be written as

\[
B_b = \begin{bmatrix} B_v \\ B_{\text{inter}} \end{bmatrix}.
\]
where $B_v$ is the matrix form of $b_0$ and $b_1$ restricted to the functions in $M^h_v$ and $B_{\text{inter}}$ is the matrix form of $b_0$ and $b_1$ restricted to the functions in $M^h_{\text{inter}}$. Note that $B_{\text{inter}}$ has the same structure as $B_{\text{mod}}^h$ in Section 6.2.1. The basis vectors of the null space of $B_{\text{inter}}$ can be constructed from (62) and is denoted by $C_{\text{inter}}$. Using the approach outlined in Section 6.2.1, we construct the basis vectors of the null space of $B_v$ from $\text{Im}C_{\text{inter}}$. $C_{\text{inter}}$ can also be split into two submatrices $C_1$ and $C_2$. However, owing to the fact that $B_v$ is constructed variationally, slightly more degrees of freedom are involved than in the approach described in Section 6.2.1 (see Figure 10). However, thanks to the locality of the Bézier dual basis, the number of vectors in $C_2$ is fixed. An example of this split is given in Figure 11. Following the same procedure as described in Section 6.2.1, we can construct $C_b$ from Equation (66).

**Remark 5.** This approach can be directly extended to the global dual basis as well. However, as can be seen from numerical examples, the global dual basis without the coarsening procedure is not inf-sup stable.

7. Finite element error analysis

In this section, we study the finite element approximation of (39). Suppose that $X^h_b \subset X_b$, $K^h_b \subset K_b$, $M^h_0 \subset M_0$ and $M^h_1 \subset M_1$ are finite-dimensional linear subspaces of the spaces $X_b, K_b, M_0$, and $M_1$.

**Lemma 2.** (bounded above) The bilinear functionals $a_b(\cdot, \cdot)$, $b_0(\cdot, \cdot)$ and $b_1(\cdot, \cdot)$ are all bounded; i.e., there exists positive constants $C_{a_b}$, $C_{b_0}$ and $C_{b_1}$ such that

\[
|a_b(u, v)| \leq C_{a_b} \|u\|_{H^2} \|v\|_{H^2}, \\
|b_0(\mu_0, u)| \leq C_{b_0} \|\mu_0\|_{H^{-\frac{1}{2}}} \|u\|_{H^2}, \\
|b_1(\mu_1, u)| \leq C_{b_1} \|\mu_1\|_{H^{-\frac{1}{2}}} \|u\|_{H^2},
\]

$\forall u, v \in X_b$, $\forall \mu_0 \in M_0, u \in X_b$, $\forall \mu_1 \in M_1, u \in X_b$. (69)
Proof. The continuity of \( a_b(\cdot, \cdot) \) follows from the Cauchy-Schwarz inequality, the continuities of \( b_0(\cdot, \cdot) \) and \( b_1(\cdot, \cdot) \) follow from the definition of the dual norm and the trace theorem.

Lemma 3. (bounded below) The bilinear functional \( a_b(\cdot, \cdot) \) is coercive on the space \( \mathcal{K}_h^b \) that is constructed from both the global dual basis functions and the Bézier dual basis functions, i.e.,

\[
\exists c_\alpha > 0 \text{ that is independent of the mesh size } h \text{ such that } \forall v^h \in \mathcal{K}_h^b, a_b(v^h, v^h) \geq c_\alpha \|v^h\|_{H^2}.
\] (70)

Proof. We introduce the function space \( \tilde{X}_b \) as all functions in \( X_b \) that satisfy the pointwise constraint (63) on each vertex and are also \( C^\infty \) in each patch. Then we have the following inclusion, \( \mathcal{K}_b^h \subset \tilde{X}_b \subset X_b \). For the case of the Bézier dual basis, the inclusion comes from (9); for the case of the global dual basis, the inclusion comes from the pointwise constraints at the vertex. We consider the coercivity of \( a_b(\cdot, \cdot) \) on \( \tilde{X}_b \). Suppose that this statement is false, then there exists a sequence \( \{v_n\}_{n=1}^\infty \in \tilde{X}_b \) such that

\[
\sum_{k=1}^K |v_n|_{H^2(\Omega_k)} \leq \frac{1}{n} \text{ and } \sum_{k=1}^K \|v_n\|_{H^2(\Omega_k)} = 1.
\] (71)

For any \( 1 \leq k \leq K \), the sequence \( \{v_n|_{\Omega_k}\}_{n=1}^\infty \) is bounded in \( H^2(\Omega_k) \). Hence, there exists a subsequence \( \{(v_n)_m|_{\Omega_k}\}_{m=1}^\infty \) such that

\[
(v_n)_m|_{\Omega_k} \rightharpoonup v|_{\Omega_k} \text{ weakly in } H^2(\Omega_k).
\] (72)

By the Rellich-Kondrachov theorem, \( \{(v_n)_m|_{\Omega_k}\}_{m=1}^\infty \) converges to \( v|_{\Omega_k} \) strongly in \( H^1(\Omega_k) \). In other words,

\[
\lim_{m \to \infty} \|(v_n)_m - v|_{\Omega_k}\|_{H^1(\Omega_k)} = 0.
\] (73)

From \( \|v_n|_{H^2(\Omega_k)} \to 0 \), we have that \( \{(v_n)_m|_{\Omega_k}\}_{m=1}^\infty \) is a Cauchy sequence in \( H^2(\Omega_k) \). Thus, we have that \( v|_{\Omega_k} \in H^2(\Omega_k) \) and

\[
\lim_{m \to \infty} \|(v_n)_m - v|_{\Omega_k}\|_{H^2(\Omega_k)} = 0.
\] (74)

From the approximation theory,

\[
\inf_{r^h_k \in \mathcal{P}^1(\Omega_k)} \|(v_n) - r^h_k\|_{H^1(\Omega_k)} \leq C \|v_n|_{H^2(\Omega_k)} \leq \frac{C}{n}
\] (75)

where \( \mathcal{P}^1(\Omega_k) \) is the 1st order polynomial space on \( \Omega_k \). Hence,

\[
\|(r^h_k)_m - v\|_{H^1(\Omega_k)} \leq \|(r^h_k)_m - (v_n)_m\|_{H^1(\Omega_k)} + \|(v_n)_m - v\|_{H^1(\Omega_k)} \to 0.
\] (76)

This means \( v|_{\Omega_k} \) is a linear function on \( \Omega_k \). If \( \Omega_k \) is a boundary element (i.e. \( \partial \Omega_k \cap \partial \Omega \neq \emptyset \)), the only linear functions that satisfies the boundary condition is the zero function. Hence,

\[
\|(v_n)_m|_{H^2(\Omega_k)} \to 0.
\] (77)

If patch \( \Omega_l \) is coupled with \( \Omega_k \) along the intersection \( \Gamma_{kl} \parallel \eta_k \), then on both ends \( a, b \) of \( \Gamma_{kl} \) we have

\[
v(a) = 0, \quad v(b) = 0, \quad \frac{\partial v(a)}{\partial \xi_k} = 0, \quad \text{and} \quad \frac{\partial v(b)}{\partial \xi_k} = 0.
\] (78)

Hence, \( v|_{\Omega_l} \equiv 0 \). Similar arguments can be applied to all patches, leading to

\[
\sum_{k=1}^K \|(v_n)_m|_{H^2(\Omega_k)} \to 0.
\] (79)

This is inconsistent with (71). As a result, (70) holds.

Theorem 1. There exists a unique solution \( u^h \in \mathcal{K}_h^b \) that satisfies (23) for all \( v^h \in \mathcal{K}_h^b \), with \( \mathcal{K}_h^b \) constructed using either the Bézier or global dual basis.
Lemma 4. (Strang’s lemma) Let $u \in H^1_0(\Omega)$ satisfy problem (23) for all $v \in H^1_0(\Omega)$, then the error between $u$ and $u^h$ is given by
\[
\|u-u^h\|_{H^1_0} \leq \left(1 + \frac{C_u}{c_u}\right) \inf_{v^h \in \mathcal{K}_h} \|u-v^h\|_{H^1_0} + \frac{1}{c_u} \sup_{w^h \in \mathcal{K}_h \setminus \{0\}} \frac{|a_b(u-u^h, w^h)|}{\|w^h\|_{H^1_0}},
\]
where the first term on the right-hand side is often called the approximation error and the second term is often called the consistency error.

Proof. See [63].

From Strang’s lemma, we may now obtain the following result by expanding the term $a_b(u-u^h, w^h)$.

**Theorem 2.** The error between $u$ and $u^h$ is given by
\[
\|u-u^h\|_{H^1_0} \leq \left(1 + \frac{C_u}{c_u}\right) \inf_{v^h \in \mathcal{K}_h} \|u-v^h\|_{H^1_0} + \frac{c_b}{c_u} \sum_{\Gamma \in S} B,
\]
with
\[
B = \begin{cases}
\inf_{\lambda^h \in \mathcal{K}_h} \|\Delta u - \lambda^h\|_{H^2(\Gamma)} + \inf_{\lambda^h \in \mathcal{K}_h} \|\Delta u - \lambda^h\|_{H^2(\Gamma)} & \text{if } \|\eta_s\|,
\inf_{\lambda^h \in \mathcal{K}_h} \|\Delta u - \lambda^h\|_{H^2(\Gamma)} + \inf_{\lambda^h \in \mathcal{K}_h} \|\Delta u - \lambda^h\|_{H^2(\Gamma)} & \text{if } \|\xi_s\|,
\end{cases}
\]
where
\[
r_{\eta_s} = \frac{\partial \eta_s}{\partial n} \left(\frac{\partial u}{\partial n}\right)^{-1} |\Gamma|,
\]
\[
r_{\xi_s} = \frac{\partial \xi_s}{\partial n} \left(\frac{\partial u}{\partial n}\right)^{-1} |\Gamma|.
\]

Proof. Here we only discuss the situation where $\|\eta_s\|$. By Green’s theorem, we have that
\[
a_b(u-u^h, w^h) = a_b(u, w^h) - \langle f, w^h \rangle_\Omega
\]
\[
= \langle \Delta^2 u, w^h \rangle_\Omega + \sum_{\Gamma \in S} \left( \int_{\Gamma} \Delta u \left[ \frac{\partial w^h}{\partial n} \right]_{\Gamma} d\Gamma - \int_{\Gamma} \frac{\partial \Delta u}{\partial n} \left[ w^h \right]_{\Gamma} d\Gamma \right) - \langle f, w^h \rangle_\Omega
\]
\[
= \sum_{\Gamma \in S} \left( \int_{\Gamma} \Delta u \left[ \frac{\partial w^h}{\partial n} \right]_{\Gamma} d\Gamma - \int_{\Gamma} \frac{\partial \Delta u}{\partial n} \left[ w^h \right]_{\Gamma} d\Gamma \right)
\]
\[
= \sum_{\Gamma \in S} \left( \int_{\Gamma} \Delta u \left[ \frac{\partial \xi_s}{\partial n} \left[ \frac{\partial w^h}{\partial n} \right]_{\Gamma} \right]_{\Gamma} d\Gamma + \int_{\Gamma} \Delta u \left[ \frac{\partial \eta_s}{\partial n} \left[ \frac{\partial w^h}{\partial n} \right]_{\Gamma} \right]_{\Gamma} d\Gamma - \int_{\Gamma} \frac{\partial \Delta u}{\partial n} \left[ w^h \right]_{\Gamma} d\Gamma \right),
\]
where the second term can be rewritten as
\[
\int_{\Gamma} \Delta u \left[ \frac{\partial \eta_s}{\partial n} \left[ \frac{\partial w^h}{\partial n} \right]_{\Gamma} \right]_{\Gamma} d\Gamma = \int_0^1 \Delta u \left[ \frac{\partial \eta_s}{\partial n} \left[ \frac{\partial w^h}{\partial n} \right]_{\Gamma} \right]_{\Gamma} |\Gamma'| d\eta_s
\]
\[
= \int_0^1 \frac{\partial \eta_s}{\partial n} \left[ \frac{\partial w^h}{\partial n} \right]_{\Gamma} \left[ \Delta u \left[ \frac{\partial \eta_s}{\partial n} \right]_{\Gamma} \right]_{\Gamma} d\eta_s
\]
\[
= \int r_{\eta_s} \left[ \frac{\partial w^h}{\partial n} \right]_{\Gamma} d\Gamma.
\]
Hence,

\[ a_h(u-u^h,w^h) = \sum_{i \in S} \left( \int_{\Gamma} \frac{\partial \xi_s}{\partial n} \frac{\partial w^h}{\partial n} \, d\Gamma - \int_{\Gamma} \left( \frac{\partial \Delta u}{\partial n} + r_{\eta_s} \right) [w^h]_i \, d\Gamma \right). \quad (87) \]

Next, using the constraints in the definition of the function space \( K_h^0 \), we have that, for any \( \lambda_0^h, \lambda_1^h \in M_0^h \times M_1^h \),

\[ \sum_{i \in S} \left( \int_{\Gamma} \frac{\partial \Delta u}{\partial n} + r_{\eta_s} \right) [w^h]_i \, d\Gamma = \sum_{i \in S} \left( \int_{\Gamma} \frac{\partial \Delta u}{\partial n} + r_{\eta_s} - \lambda_0^h \right) [w^h]_i \, d\Gamma \]

\[ \leq \sum_{i \in S} \left\| \frac{\partial \Delta u}{\partial n} + r_{\eta_s} - \lambda_0^h \right\|_{H^{-\frac{1}{2}}(\Gamma)} (\| w^h \|_{H^\frac{3}{2}(\Gamma)} + \| w_m^h \|_{H^\frac{3}{2}(\Gamma)}), \quad (88) \]

and

\[ \sum_{i \in S} \left( \int_{\Gamma} \frac{\partial \xi_s}{\partial n} \frac{\partial w^h}{\partial n} \, d\Gamma \right) = \sum_{i \in S} \left( \int_{\Gamma} \frac{\partial \xi_s}{\partial n} \frac{\partial w^h}{\partial n} - \lambda_0^h \right) \frac{\partial w^h}{\partial n} \, d\Gamma \]

\[ \leq \sum_{i \in S} \left\| \frac{\partial \xi_s}{\partial n} \frac{\partial w^h}{\partial n} - \lambda_0^h \right\|_{H^{-\frac{1}{2}}(\Gamma)} (\| \frac{\partial w_s}{\partial n} \|_{H^\frac{3}{2}(\Gamma)} + \| \frac{\partial w_m}{\partial n} \|_{H^\frac{3}{2}(\Gamma)}), \quad (89) \]

From the trace theorem, we obtain the following conclusion:

\[ \sup_{w^h \in K_h^0 \setminus \{0\}} \frac{|a_h(u-u^h,w^h)|}{\|w^h\|_{H^\frac{3}{2}(\Omega)}} \leq C \sum_{i \in S} \inf_{\lambda_i^0 \in M_0^h} \left\| \frac{\partial \Delta u}{\partial n} + r_{\eta_s} - \lambda_0^h \right\|_{H^{-\frac{1}{2}}(\Gamma)} + \inf_{\lambda_i^1 \in M_1^h} \left\| \frac{\partial \xi_s}{\partial n} \frac{\partial w^h}{\partial n} - \lambda_0^h \right\|_{H^{-\frac{1}{2}}(\Gamma)}. \quad (90) \]

Hence, the error of finite element approximations in the broken \( H^2(\Omega) \) norm are bounded by the best \( H^2(\Omega) \) approximation of \( u^h \in K_h^0 \) and the best approximations of \( \mu^0_h \in M_0^h, \mu^1_h \in M_1^h \) in \( H^{-\frac{1}{2}}(\Gamma) \) and \( H^{-\frac{1}{2}}(\Gamma) \), respectively.

Now, let \( P_0 \) and \( P_1 \) be \( L^2 \) projection operators in \( M_0^h \) and \( M_1^h \). Then the approximation of \( u \) in the fractional Sobolev space \( H^{-\frac{1}{2}}(\Gamma) \) is given by \( 45, 67 \)

\[ \| u - P_i u \|_{L^2(\Gamma)} \leq C h^{\min(s,(p_i+1)-\frac{1}{2})} \| u \|_{H^{-\frac{1}{2}}(\Gamma)}, \quad i \in \{0, 1\}, \quad (91) \]

where \( p_0 \) and \( p_1 \) are the polynomial order that \( M_0^h \) or \( M_1^h \) reproduce, respectively.

Now, recalling the standard Aubin-Nitsche duality argument \( 62, 68 \) and applying estimates \( 91 \) and the trace theorem, we get

\[ \begin{align*}
\| u - P_{\kappa} u \|_{H^{-\frac{1}{2}}(\partial \Omega_k)} &\leq C h^{\frac{3}{2}} \| u - P_0 u \|_{L^2(\partial \Omega_k)} \leq C h^{\min(s,(p_0+1)-1)} \| u \|_{H^{-\frac{1}{2}}(\partial \Omega_k)} \leq C h^{\min(s,(p_0+1)-1)} \| u \|_{H^s(\Omega_k)} \leq C h^{\min(s,(p_0+1)-1)} \| u \|_{H^s(\Omega_k)}, \\
\| u - P_{\kappa} u \|_{H^{-\frac{1}{2}}(\partial \Omega_k)} &\leq C h^{\frac{3}{2}} \| u - P_1 u \|_{L^2(\partial \Omega_k)} \leq C h^{\min(s,(p_1+1)-1)} \| u \|_{H^{-\frac{1}{2}}(\partial \Omega_k)} \leq C h^{\min(s,(p_1+1)-1)} \| u \|_{H^s(\Omega_k)}.
\end{align*} \quad (92) \]

Although the approximation power of \( K_h^0 \) remains unknown, the ability of \( X_h^0 \) to approximate functions \( u \in H^s(\Omega) \) is given by

\[ \inf_{\nu^h \in X_h^0} \| u - \nu^h \|_{H^s(\Omega_k)} \leq C h^{\min(s,(p+1)-1)} \| u \|_{H^s(\Omega_k)}, \quad (93) \]

where \( p \) is the polynomial order that \( X_h^0 \) reproduces. In order to find the best approximation error of \( K_h^0 \), we need the following assumption:

**Assumption 1. (inf-sup)** Assume that the bilinear functionals \( b_0(\cdot, \cdot) \) and \( b_1(\cdot, \cdot) \) are inf-sup stable in the discretized formulation, i.e., there exist positive constants \( \beta_0 \) and \( \beta_1 \) independent of the mesh size such that

\[ \inf_{\mu^0_h \in M_0^h} \sup_{u^h \in X_h^0 \setminus \{0\}} \frac{b_0(\mu^0_h, u^h)}{\| u^h \|_{H^\frac{3}{2}} \| \mu^0_h \|_{H^{-\frac{3}{2}}}} \geq \beta_0, \quad (94) \]

\[ \inf_{\mu^1_h \in M_1^h} \sup_{u^h \in X_h^0 \setminus \{0\}} \frac{b_1(\mu^1_h, u^h)}{\| u^h \|_{H^\frac{3}{2}} \| \mu^1_h \|_{H^{-\frac{3}{2}}}} \geq \beta_1. \quad (95) \]
Now we may bound the best approximation error of $\mathcal{K}_b^h$ by the best approximation error of $\mathcal{X}_b^h$ via the following result.

**Theorem 3.** Under Lemma 2 and Assumption 7 we have that, for any $u \in \mathcal{K}_b^h$,

$$\inf_{v^h \in \mathcal{K}_b^h} \| u - v^h \|_{H^2} \leq \left( 1 + \frac{C_b}{\beta} \right) \inf_{w^h \in \mathcal{X}_b^h} \| u - w^h \|_{H^2}. \quad (96)$$

where $\beta = \min(\beta_0, \beta_1)$, $C_b = \max(C_{b_0}, C_{b_1})$.

**Proof.** See [63] or [42]. \hfill \Box

The optimality of $u^h \in \mathcal{K}_b^h$ in $H^2$ requires the $\inf$-$\sup$ stability of the bilinear functionals $b_0$ and $b_1$. The analytical study of the $\inf$-$\sup$ stability of these functionals is beyond the scope of this paper. Instead, we demonstrate the approximation ability of $\mathcal{K}_b^h$ by directly conducting $H^2$ projection in different numerical examples. We may now give the final estimate:

**Theorem 4.** Given Assumption 1 we have that, on a smooth discretization i.e. $\mathbf{F}_i \in (C^\infty(\Omega_i))^2$, for any $u \in H^s(\Omega)$,

$$\| u - u^h \|_{H^2(\Omega)}^2 \leq C K \mathcal{O}(k) \| u \|_{H^s(\Omega_k)}, \quad (97)$$

where $\sigma = \min\{s - 2, p - 1, p_0 + 2, p_1 + 1\}$.

Hence, for a smooth solution $u$, the optimality of the finite element approximation of the proposed method requires that $p_0 \geq p - 3$ and $p_1 \geq p - 2$.

**Remark 6.** Theorem 2 gives meaning to the Lagrange multipliers. In other words,

$$\begin{cases}
\lambda_0 = \frac{\partial \Delta u}{\partial n} + r_\eta, & \Gamma \| \eta_s \\
\lambda_1 = \Delta u \frac{\partial \xi_s}{\partial n}, & \Gamma \| \xi_s.
\end{cases} \quad \text{or} \quad \begin{cases}
\lambda_0 = \frac{\partial \Delta u}{\partial n} + r_\xi, & \Gamma \| \xi_s \\
\lambda_1 = \Delta u \frac{\partial \eta_s}{\partial n}, & \Gamma \| \eta_s.
\end{cases} \quad (98)$$

If we apply the conventional $C^1$ constraints $[u]_i = 0$ and $\left[ \frac{\partial u}{\partial n} \right]_i = 0$, then

$$\begin{cases}
\lambda_0 = \frac{\partial \Delta u}{\partial n}, \\
\lambda_1 = \Delta u.
\end{cases} \quad (99)$$

8. Numerical examples

In this section, we investigate the performance of the proposed method using both global and Bézier dual basis functions on several challenging benchmark problems. The first example is a two-patch coupling problem, where different discretizations and parameterizations are studied. To investigate the influence of the number of in-domain vertices, a three-patch coupling and a five-patch coupling problem are studied. The approximation errors of each benchmark problem are studied through the use of $H^2$ projection. To also demonstrate the advantages of the proposed coupling method for $2^{nd}$ order problems, we consider the transverse vibrations of an elastic membrane on a nine-patch square domain. For the two-patch cases, results computed using the global dual basis are labeled G-$Q_i$ while results computed using the Bézier dual basis are labeled B-$Q_i$. The subscript $i$ denotes the degree. For the multi-patch cases, the methods tested are summarized in Table 1. All problems are solved with the conjugate gradient module in Eigen [69].
Table 1: Number of turns and distance between top and bottom.

| Method | Description | Optimality |
|--------|-------------|------------|
| MG-\(Q_i\) | Using the global dual basis with the multi-patch treatment described in Section 6.2.1 | Yes |
| MB-\(Q_i\) | Using the Bézier dual basis with the multi-patch treatment described in Section 6.2.1. The coarsening procedure follows (67). | No, early domination of the consistency error. |
| OG-\(Q_i\) | Using the global dual basis with the multi-patch treatment described in Section 6.2.2. | No, the formulation is not inf-sup stable. |
| OB-\(Q_i\) | Using the Bézier dual basis with the multi-patch treatment described in Section 6.2.2. | No, but the domination of the consistency error is postponed. |

Figure 12: A comparison of the convergence rates for global and Bézier dual basis functions for the \(L^2\) projection of a sine function \(u(x) = \sin(4\pi x)\) onto the domain \([0, 1]\).

8.1. The approximation power of dual basis functions

We study the approximation power of both global and Bézier dual basis functions by considering the \(L^2\) projection of a sinusoid function \(u(x) = \sin(4\pi x)\) onto the domain \([0, 1]\). The \(L^2\)-error of the Bézier dual basis is compared to that of the global dual basis in Figure 12. It can be seen that the global dual basis functions, as predicted, converge optimally while the convergence of Bézier dual basis functions is sub-optimal and the error is \(O(h)\) for all tested polynomial degrees.

To better understand the cause of the poor approximation of the Bézier dual basis, we consider the polynomial reproduction properties of the Bézier dual basis. The domain \(\Omega\) is uniformly partitioned into two elements since the Bézier dual basis is equivalent to the global dual basis on a one element domain. The \(L^2\) approximation of the \(n^{th}\) order Legendre polynomial is evaluated. From this test, we can see that the Bézier dual basis functions can only reproduce the constant function. The result for the \(3^{rd}\) order Bézier dual basis is shown in Figure 13. There are significant discrepancies between the dual approximations and the corresponding polynomials for all Legendre polynomials except the constant function. From the approximation theory, to achieve \(p\text{-th}\) order convergence rates requires the reproduction of polynomials up to \(p - 1^{th}\) order. This explains the sub-optimality of the Bézier dual basis in \(L^2\) projection. Moreover, for the same mesh, the error increases as the polynomial order increases.

The sub-optimality of the Bézier dual basis may deteriorate the finite element approximation. From Theorem...
an Aubin-Nitsche duality argument, the expected convergence rates of the proposed method with the Bézier dual basis are 1 in the $H^2_0$ norm and 2 in the $L^2$ norm. Although the poor approximation power is currently a flaw in the Bézier dual basis, its local support and straightforward construction make it an appealing choice in practical use. Additionally, the authors have recently developed a technique that restores the optimal approximation of the Bézier dual basis without appreciably changing the simplicity of construction. These results will be reported in a forthcoming paper.

8.2. The biharmonic problem on a two-patch domain

We now solve the biharmonic problem $\Delta^2 u = f$ on a square domain $\Omega = (0,1) \times (0,1)$. A manufactured solution is given by

$$u(x, y) = \sin(2\pi x) \sin(2\pi y) (xy(x-1)(y-1))^2.$$  \hfill (100)

This solution satisfies the homogeneous Dirichlet boundary condition ($u = \frac{\partial u}{\partial n} = 0$) and is shown in Figure 14d. The domain $\Omega$ is decomposed into two patches $\Omega_1 = (0,0.4) \times (0,1)$ and $\Omega_2 = (0.4,1) \times (0,1)$, as shown in Figure 14a. The right-hand side function $f$ can be obtained by applying the biharmonic operator to $u$.

The sparsity patterns for the stiffness matrices corresponding to the uncoupled problem, the coupled problem using the global dual basis, and the coupled problem using the Bézier dual basis are shown in Figure 15. Notice that the matrix constructed using the global dual basis is denser than the matrix constructed using the Bézier dual basis.

We conduct convergence studies for $p = 2, 3, 4, 5$ in both the $L^2$ and $H^2_0$ norms for the mesh shown in Figure 14a. The results are shown in Figure 16. Notice that despite the poor approximability of the Bézier dual basis it performs surprisingly well in practice. As can be seen, both the global and Bézier dual basis obtain optimal convergence rates in both norms for all polynomial degrees. In fact, the convergence plots are almost identical between the global and Bézier dual bases. The influence of the consistency error of the Bézier dual basis cannot be observed for all tested polynomial degrees. We conjecture that for biharmonic problems, the coefficient $c_b$ in (90) is so small that the contribution of the consistency error in the finite element approximation is negligible.

To study the performance of the proposed method in the presence of mesh distortion and mismatched parameterizations, we consider the meshes shown in Figure 14b and 14c. For the distorted mesh, shown in Figure 14b, the proposed method with both global and Bézier dual basis functions perform similarly with optimal convergence rates being achieved in all cases as shown in Figure 17.

For the mesh with mismatched parameterizations, shown in Figure 14c, the convergence behavior of the Bézier dual basis, though optimal, deteriorates relative to the global dual basis as shown in Figure 18. This indicates that the Bézier dual basis is more sensitive to mesh distortion than the global dual basis. Interestingly, as the mesh is refined, the results obtained using the 5th order global dual basis become sub-optimal. We speculate that this is caused by an inf-sup instability in this specific problem.

For the degree mismatched case shown in Figure 14a, the convergence rates are between $p_{\text{left}} + 1$ and $p_{\text{left}} + 2$ in the $L^2$ norm, and between $p_{\text{left}} - 1$ and $p_{\text{left}}$ in the $H^2_0$ norm as expected for all cases and shown in Figure 19.

Although a functional analysis of the contribution of the consistency error in the finite element approximation error is beyond the scope of this paper and postponed for future work, here we study the influence of the consistency error in a numerical manner. Since the finite element error is composed of the approximation error and the consistency error, the effect of the consistency error can be demonstrated by a comparison between the finite element error and the approximation error. The approximation error is the best $H^2_0$ approximation of $u$ in the discretized weak $C^1$ space $K_h^r$. 

Figure 13: The Legendre polynomials (—) and the corresponding best $L^2$ approximations (---) by 3rd order Bézier dual basis functions defined on a two element domain. Bézier dual basis functions can only replicate the constant function.
which is given as: find $u \in \mathcal{K}_b^h$ such that

$$\langle v^h, u^h \rangle_{H^2_{\ast}} = \langle v^h, u \rangle_{H^2_{\ast}} \quad \forall v^h \in \mathcal{K}_b^h.$$  \hspace{0.5cm} (101)

Plots of the approximation error for the proposed method for the meshes shown in Figure 14 are shown in Figure 20. As can be seen, the convergence plots of the approximation error are identical to those of the finite element error in the $H^2_{\ast}$ norm. The approximation errors for all cases are no more than 1% smaller than their finite element counterparts, which confirms our conjecture that the contribution of the best approximation error for the Lagrange multipliers (the consistency error) are negligible for the problems we tested. In addition, the approximation error plots for the global dual basis also demonstrate wavy and less asymptotic behavior. For the $p = 5$ mismatched non-conforming mesh case it also suffers from reduced convergence rates, which confirms that the main cause of this phenomena in the finite element approximation is due to the inf-sup instability.

8.3. The biharmonic problem on multi-patch domains

8.3.1. The biharmonic problem on a three-patch domain

We now examine the proposed method for multi-patch coupling. We first solve a biharmonic problem with the manufactured solution

$$u(x, y) = \sin(2\pi x)\sin(2\pi y)(y(3x - y)(3x + 2y - 9))^2,$$  \hspace{0.5cm} (102)

on the triangular domain decomposed into three patches as shown in Figure 21. Both multi-patch treatments are tested in this problem.
Figure 15: Stiffness matrix sparsity patterns for (a) the uncoupled linear system, (b) the coupled linear system using the global dual basis, and (c) the coupled linear system using the Bézier dual basis for the problem in Section 8.2. The stiffness matrices are computed from the two-patch domain in Figure 14a after 4 levels of refinement.

Figure 16: Convergence plots for the mesh shown in Figure 14a. Left: error measured in the $L^2$ norm. Right: error measured in the $H^2_0$ norm.

The results are shown in Figure 22. As can be seen, the MG method yields optimal convergence rates in both measures for all tested polynomial orders. The MB method, on the other hand, yields $O(h)$ convergence in $H^2_0$ norm and $O(h^2)$ convergence in $L^2$ norm. The poor performance of the MB method is due to the consistency error, which can be verified by the optimal convergence rates in the approximation error (see Figure 23). Moreover, for $p = 3, 4, 5$, the finite element error increases as the polynomial order increases, which is consistent with the approximation power of the Bézier dual basis (see Figure 12). Nevertheless, despite the sub-optimal convergence for certain circumstances, the MB method still converges asymptotically for all tested cases. The OG method yields optimal results for all tested polynomial orders except $p = 5$. The sub-optimal rate for $p = 5$ in both the $L^2$ and $H^2_0$ norms is due to the approximation error (see Figure 23). Although the consistency error still influences the finite element approximation of the OB method, the error level at which the consistency error dominates is much lower ($10^4$ times lower in the $L^2$ norm and $10^3$ times lower in the $H^2_0$ norm) than that of the MB method. As a result, for $p = 2, 3, 4$, the results obtained from the OB method demonstrate optimal convergence with sub-optimal convergence only occurring at the finest mesh for $p = 5$. The approximation error for both the MB and OB methods are optimal for all tested polynomial orders, which indicates the inf-sup stability of the proposed method with the Bézier dual basis.
Figure 17: Convergence plots for the mesh shown in Figure 14b. Left: error measured in the $L^2$ norm. Right: error measured in the $H^2_\ast$ norm.

Figure 18: Convergence plots for the mesh shown in Figure 14c. Left: error measured in the $L^2$ norm. Right: error measured in the $H^2_\ast$ norm.

Figure 19: Convergence plots for the mesh shown in Figure 14a with mismatched degrees. Left: error measured in the $L^2$ norm. Right: error measured in the $H^2_\ast$ norm.
Figure 20: Convergence plots of the approximation error for the two-patch coupling problem shown in Figure 14 and described in Section 8.2.

(a) Non-conforming mesh

(b) The manufactured solution

Figure 21: The three-patch domain and the manufactured solution for the problem in Section 8.3.1.
Figure 22: Convergence plots for the three-patch problem in Section 8.3.1. Left: error measured in $L^2$ norm. Right: error measured in $H^2_0$ norm.

Figure 23: Convergence plots of the approximation error for three-patch coupling in Section 8.3.1.
8.3.2. The biharmonic problem on a five-patch domain

To further study the effect of in-domain vertices, we solve a biharmonic problem on a five-patch domain, as shown in Figure 24 with the manufactured solution

\[ u(x, y) = \sin(2\pi x)^2 \sin(2\pi y)^2. \]  

(103)

The convergence behavior for all methods is shown in Figure 25. The approximation error plots are shown in Figure 26. The results are similar to that of the three-patch case. For the global dual basis, the MG method gives optimal convergence rates for both the \( L^2 \) and \( H^2 \) norms, while the OG method has an \textit{inf-sup} instability, which disrupts convergence rates for fine meshes. The OB method postpones the domination of the consistency error (i.e., postponed from \( 10^{-3} \) and \( 10^{-1} \) to \( 10^{-7} \) and \( 10^{-4} \) in the \( L^2 \) and \( H^2 \) norm, respectively) and significantly improves convergence rates.
Figure 25: Convergence plots for the five-patch problem in Section 8.3.1. Left: error measured in $L^2$ norm. Right: error measured in $H^2_*$ norm.

Figure 26: Convergence plots of the approximation error for five-patch coupling in Section 8.3.2.
8.4. Transverse vibrations of an elastic membrane

We now study the OB method in the context of a 2nd-order eigenvalue problem. Of particular interest is the behavior of the highest frequencies in the system since they govern the critical timestep size in an explicit time-stepping scheme. In particular, we consider the transverse vibration of a square, elastic membrane on the domain \([0,3] \times [0,3]\) with the nonconforming discretization shown in Figure 27. The natural frequencies and modes are governed by

\[
\begin{aligned}
\nabla^2 u(x,y) + \omega^2 u(x,y) &= 0, \text{ in } \Omega, \\
u(x,y) &= 0 \text{ on } \partial \Omega,
\end{aligned}
\]

(104)

where \(\omega\) is the natural frequency. The exact natural frequencies are

\[
\omega_{mn} = \pi \sqrt{\left(\frac{m}{L}\right)^2 + \left(\frac{n}{L}\right)^2}, \quad m,n = 1,2,3,\ldots,
\]

(105)

where \(L\) is the length of the boundary.

The highest computed eigenvalues for the OB method are given in Table 2. As can be seen, the weak \(C^1\) coupling dramatically reduces the highest eigenvalues for all tested cases. The effect becomes more significant as the polynomial degree is increased. For \(p=5\), the highest eigenvalue obtained through weak \(C^1\) coupling is \(\frac{3}{5}\) of that obtained through weak \(C^0\) coupling. The normalized discrete spectra for \(p=5\) are shown in Figure 28. In this case, weak \(C^1\) coupling improves the behavior of the entire spectra.

![Figure 27: The nine-patch domain parameterization for the eigenvalue problem in Section 8.4.](image)

### Table 2: The highest eigenvalues obtained by solving the eigenvalue problem for the square domain (see Figure 27)

| Refine | \(\text{OB-Q}_2\) | \(\text{OB-Q}_3\) | \(\text{OB-Q}_4\) | \(\text{OB-Q}_5\) |
|--------|-----------------|-----------------|-----------------|-----------------|
|        | \(C^0\) | \(C^1\)       | \(C^0\) | \(C^1\)       | \(C^0\) | \(C^1\)       |
| 0      | 16.12  | 11.47          | 24.76  | 16.36          | 35.38  | 22.56          | 48.48  | 29.43          |
| 1      | 20.97  | 17.41          | 29.39  | 20.86          | 41.41  | 26.91          | 54.60  | 34.18          |
| 2      | 31.30  | 28.04          | 43.60  | 30.39          | 60.49  | 37.35          | 79.57  | 46.82          |
| 3      | 54.04  | 52.61          | 78.60  | 51.09          | 108.47 | 61.75          | 141.44 | 81.53          |
9. Conclusion

In this paper, we present a dual mortar formulation for the biharmonic problem and investigate its properties analytically and numerically. With the help of the dual mortar suitable \( C^1 \) constraint, the biorthogonality between the dual basis functions and the corresponding primal spline basis functions can be extended to the discretized \( C^1 \) constraint matrix. Hence, the condensed stiffness matrix can be formed efficiently without the need to solve linear systems associated with each intersection. Furthermore, the condensed stiffness matrix remains sparse if the dual basis functions are compactly supported, which is the case for the Bézier dual basis.

Due to the presence of in-domain vertices, some control points may serve as both slave and master. To overcome this we propose two solutions. The first method localizes the constraints to the neighborhood of each vertex and solves for the null space of a localized linear system. The second method reduces the number of constraints at each vertex by reducing the number of degrees of freedom of the dual basis. For both cases, when the Bézier dual basis is used, the resulting linear systems are sparse. A suite of numerical experiments demonstrate the effectiveness of the proposed approach.

Areas of future research include the extension of the approach to Kirchhoff-Love shells and the development of compactly supported dual basis functions with optimal approximation power.
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