A CRITERION FOR THE NORMALITY OF UNBOUNDED OPERATORS AND APPLICATIONS TO SELF-ADJOINTNESS

MOHAMMED HICHEM MORTAD

Abstract. In this paper we give and prove a criterion for the normality of unbounded closed operators, which is a sort of a maximality result which will be called "double maximality". As applications, we show, under some assumptions, that the sum of two symmetric operators is essentially self-adjoint; and that the sum of two unbounded normal operators is essentially normal. Some other important results are also established.

1. Introduction

First, we assume the reader is familiar with notions and results about bounded and unbounded linear operators. Some general references are [2, 5, 6, 12, 14, 16, 19].

Let us, however, recall the next known result which will be useful.

Lemma 1 ([19]). If \( A \) and \( B \) are densely defined and \( A \) is invertible with inverse \( A^{-1} \) in \( B(H) \), then \( (BA)^* = A^*B^* \).

In order to avoid an eventual confusion for Banach algebraists, we say here that an unbounded densely defined closeable operator \( A \) is essentially normal if its closure \( \overline{A} \) is normal.

It is known that self-adjoint operators are maximally symmetric. Hence, any closed operator \( A \) such that \( AA^* \subset A^*A \) is automatically normal for \( AA^* \) and \( A^*A \) are both self-adjoint. It is also well-known that normal operators are maximally normal. For some other maximality results, see [3] and [11].

However, there are some situations which one encounters sometimes and which are not covered by any of the results cited above. For instance what can we say about a closed or non closed densely defined operator \( S \) obeying \( T \subset SS^* \) and \( T \subset S^*S \) (where \( T \) is just densely defined)? The answer will be given in Theorem 2 below. Then we prove a more general result. It mainly gives conditions on when \( T \subset R \) and \( T \subset S \) imply that \( S = R \)? See Theorem 3.

As an important consequence of Theorem 2, we establish a new result on the essential self-adjointness of the sum of two unbounded symmetric operators (see Theorem 4).

Then we prove a result on the normality of the sum of two unbounded normal operators (cf [9]). A certain form of commutativity (not strong commutativity though) is required.

For the reader’s convenience, let us gather in one theorem some of the famous results on the self-adjointness of the sum of two self-adjoint:
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Theorem 1. Let $A$ and $B$ be two operators with domains $D(A)$ and $D(B)$ respectively, such that $A + B$ is densely defined\(^1\). Then $A + B$ is:

1. self-adjoint on $D(A)$ if $A$ and $B$ are self-adjoint, and if $B$ is bounded.
2. self-adjoint on $D(A) \cap D(B)$ whenever $A$ and $B$ are commuting self-adjoint and positive operators (see [12]).
3. self-adjoint on $D(A) \cap D(B)$ whenever $A$ and $B$ are anticommuting self-adjoint operators (see [18]).
4. (Kato-Rellich) self-adjoint on $D(A)$ if $B$ is symmetric and $A$-bounded with relative bound $a < 1$, and $A$ is self-adjoint (see [13]).

For papers treating similar questions on sums, see [8, 9, 18].

2. Main Results

The first important result of the paper is a ”double maximality” one:

Theorem 2. Let $S, T$ be two densely defined unbounded operators on a Hilbert space $H$ with respective domains $D(S)$ and $D(T)$. Assume that

$$\begin{align*}
T &\subseteq S^*S, \\
T &\subseteq SS^*,
\end{align*}$$

Let $D \subseteq D(T)$ ($\subseteq D(S^*S) \cap D(SS^*)$) be dense.

1. Assume that $D$ is a core, for example, for $S^*S$. If $S$ is closed, then $S$ is normal.
2. If $S$ is not closed, then $\overline{S}$ is normal if $D$ is a core for $S^*\overline{S}$.

Proof.

1. Recall that $SS^*$ and $S^*S$ are both self-adjoint on the respective domain $D(SS^*)$ and $D(S^*S)$. We clearly have

$$0_{D(T)} = T - T \subseteq S^*S - SS^*.$$  

Hence

$$S^*S - SS^* \subseteq (S^*S - SS^*)^* \subseteq [0_{D(T)}]^* = 0_H.$$  

If we denote the restriction of $S^*S$ to $D$ by $S^*S_D$, then

$$S^*S_D \subseteq S^*S - SS^* + SS^* \subseteq SS^*.$$  

Since $D$ is a core for $S^*S$, we have

$$S^*S = \overline{S^*S_D}.$$  

Since self-adjoint operators are maximally symmetric, passing to closures in the inclusions \((1)\) we see that we have

$$S^*S = SS^*,$$

proving the normality of $S$.

2. If $S$ is not closed, the proof is very similar. We just observe that $S^*$ is densely defined and that in this case

$$S^*\overline{S} - \overline{SS^*} \subseteq (S^*S - SS^*)^* \subseteq [0_{D(T)}]^* = 0_H.$$  

\(\square\)

\(^1\) Kosaki [7] gave explicit examples of unbounded densely defined self-adjoint positive operators $A$ and $B$ such that $D(A) \cap D(B) = \{0\}$. 
Remark. Of course, if we only have

\[ T \subset S^*S, \quad T \subset SS^*, \]

(i.e. without any "core condition"), then \( S \) is not necessarily normal even if it is closed as seen in the following example:

Example. Let \( S \) be defined by

\[ Sf(x) = -f'(x) \text{ on } D(S) = \{ f \in L^2(0,1) : f' \in L^2(0,1) \} \]

Then \( S \) is densely defined and closed, but it is not normal. Indeed,

\[ S^*f(x) = -f'(x) \text{ on } D(S^*) = \{ f \in L^2(0,1) : f' \in L^2(0,1), f(0) = f(1) = 0 \} \]

so that

\[ SS^*f(x) = S^*Sf(x) = -f''(x) \]

with

\[ D(SS^*) = \{ f \in L^2(0,1) : f'' \in L^2(0,1), f(0) = f(1) = 0 \} \]

and

\[ D(S^*S) = \{ f \in L^2(0,1) : f'' \in L^2(0,1), f'(0) = f'(1) = 0 \}. \]

Hence \( S \) is not normal. Let \( T \) be defined by

\[ Tf(x) = -f''(x) \text{ on } D(T) = \{ f \in L^2(0,1) : f'' \in L^2(0,1), f(0) = f(1) = 0 \} \]

Then

\[ T \subset S^*S, \quad T \subset SS^*, \]

\( T \) and \( S \) are densely defined, \( S \) is closed, and yet as we have just seen \( S \) is not normal.

Adopting the same proof as that of Theorem 2 we can easily generalize the latter theorem to the following "double maximality" result which is, by the way, stronger than Theorem 5.31 in [19] (in [19], the coming \( T \) was assumed to be symmetric and it was also assumed that \( D(R) \subset D(S) \)). We leave the proof to the reader.

**Theorem 3.** Let \( R, S, T \) be three densely defined unbounded operators on a Hilbert space \( H \) with respective domains \( D(R), D(S) \) and \( D(T) \). Assume that

\[ \begin{cases} T \subset S^*S, \\ T \subset SS^*, \end{cases} \]

Assume further that \( R \) and \( S \) are self-adjoint. Let \( D \subset D(T) \subset D(R) \cap D(S) \) be dense. Let \( D \) be a core, for instance, for \( S \). Then \( R = S \).

**Remark.** After I proved Theorem 2 I came across a result due to Stochel-Szafraniec [17] which I was not aware of. The authors proved a similar result to mine. They further assumed that \( S^*S_D \) was essentially self-adjoint (something obtained in my proof) but then they obtained in their proof that \( D \) is a core for \( S^*S \) (something assumed in my theorem). In fact, it is well-known that a linear subspace \( D \) is core for a self-adjoint operator \( A \) iff \( A \) restricted to \( D \) is essentially self-adjoint.

Now we prove an interesting result on the sum of two symmetric operators. This is the natural generalization of the known result on the sum of two bounded symmetric (or self-adjoint) operators.
Theorem 4. Let $A$ and $B$ be two unbounded symmetric operators. Let $D$ be a dense linear manifold contained in the domain $D[(A + B)^2]$. If $D$ is a core for $(A + B)^*(A + B)$, then $A + B$ is essentially self-adjoint on $D$.

Remark. The hypothesis $A$ and $B$ being symmetric is weak but the assumption $(A + B)^2$ being densely defined is strong (where $A + B$ is symmetric).

Remember that Chernoff [1] (see also [4, 10, 15]) gave an explicit example of a symmetric, closed and semi-bounded operator $A$ satisfying $D(A^2) = \{0\}$ (hence $D(A^2)$ is far from being dense!).

For further investigations on when $D(A^n)$ is dense, see the intensive work [15].

Remark. In practice, especially when dealing with partial differential operators, it is usually fairly simple to find the appropriate dense domain $D$. In this case, the domain par excellence is $C_0^\infty(\mathbb{R}^n)$.

We may exploit Chernoff’s counterexample to show the importance of the dense manifold $D$ in the foregoing theorem as seen in

Example. Let $A$ be a closed and symmetric operator such that $D(A^2) = \{0\}$. Hence $A$ is not self-adjoint (if it were, then $A^2$ would be self-adjoint too and $D(A^2)$ would then be dense). Set $B = A$, then

$$D[(A + B)^2] = D(4A^2) = D(A^2) = \{0\}.$$ 

Hence $D[(A + B)^2]$ does not contain any dense set $D$. Finally, as observed above,

$$A + B = A + A = 2A$$

is not self-adjoint.

Now we prove Theorem 4.

Proof. Since $D \subset D[(A + B)^2]$, $(A + B)^2$ is densely defined, and then so is $A + B$. Hence $A + B$ is closeable for

$$A + B \subset A^* + B^* \subset (A + B)^*.$$ 

Then we have

$$A + B \subset (A + B)^* = (A + B)^* = A + B \subset (A + B)^*,$$

that is $A + B$ is symmetric. We also have

$$A + B \subset (A + B)^* \Rightarrow (A + B)^2 \subset (A + B)^*(A + B).$$

Similarly,

$$(A + B)^2 \subset (A + B)(A + B)^*.$$ 

Hence Theorem 2 implies that $A + B$ is normal. Since symmetric normal operators are self-adjoint, we immediately deduce that $A + B$ is essentially self-adjoint on $D$. 

We have the analog of Theorem 4 for a finite family of operators. The proof is left to the interested reader.

Theorem 5. Let $(A_k)_{1\leq k\leq n}$ be a family of symmetric operators. Let $D$ be a dense linear manifold contained in the domain $D[(A_1 + \cdots + A_n)^2]$. If $D$ is a core for $(A_1 + \cdots + A_n)^*(A_1 + \cdots + A_n)$, then $A_1 + \cdots + A_n$ is essentially self-adjoint on $D$. 

It is a classic matter to take an unbounded normal operator $A$ and then set $B = -A$ to see that $A + B$ is not normal (as it is not closed). But in this case $A + B$ is essentially normal for its closure is worth “0” defined everywhere. This observation has inspired me to give and prove the following result:

**Proposition 1.** Let $A$ and $B$ be two unbounded normal operators obeying $AB^* = B^*A$. Assume that only $B$ is invertible. Let $D$ be a dense linear manifold contained in the domains of $A^*A$, $B^*A$, $A^*B$ and $B^*B$. Then $A + B$ is essentially normal on $D$ if $D$ is a core for $(A + B)^* (A + B)$.

**Proof.** We have

\[
(A + B)(A + B)^* \supset (A + B)(A^* + B^*) = A(A^* + B^*) + B(A^* + B^*) \supset AA^* + AB^* + BA^* + BB^*.
\]

Similarly, we obtain

\[
(A + B)^* (A + B) \supset A^*A + B^*A + A^*B + B^*B.
\]

Since $AB^* = B^*A$ and $B$ is invertible, Lemma 1 yields $A^*B \subset BA^*$. Hence

\[
A^*A + B^*A + A^*B + B^*B \subset AA^* + AB^* + BA^* + BB^*.
\]

Set $Q = A^*A + B^*A + A^*B + B^*B$. Then

\[
(A + B)(A + B)^* \supset Q \text{ and } (A + B)^* (A + B) \supset Q.
\]

Since $Q$ is densely defined, Theorem 2 yields the desired result. □

The last result of the paper concerns the normality of the sum too. It is well-known that the sum of two bounded commuting normal operators is normal. This was generalized to the case where one operator is unbounded (see [9]). It is also known that the sum of two strongly anti-commuting unbounded self-adjoint operators is self-adjoint (see [18]). This result, however, cannot be generalized to the case of two strongly anticommuting normal operators even for the case of two bounded normal operators. Indeed, let

\[
A = \begin{pmatrix} 2 & 0 \\ 0 & -2 \end{pmatrix} \text{ and } B = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

Then $A$ and $B$ are both normal. They anticommute because

\[
AB = -BA = \begin{pmatrix} 0 & 2 \\ 2 & 0 \end{pmatrix},
\]

but as one can easily check

\[
A + B = \begin{pmatrix} 2 & 1 \\ -1 & -2 \end{pmatrix}
\]

is not normal.

Nevertheless, we have the following result:

**Theorem 6.** Let $A$ be an unbounded normal operator and let $B$ be bounded and self-adjoint. If $BA^* \subset -AB$, then $A + B$ is normal.

The proof requires the following lemma whose proof is very akin to the one in [9].
Lemma 2. Let $A$ be an unbounded normal operator with domain $D(A)$. Let $B$ be a bounded self-adjoint operator defined on a Hilbert space $H$. If $BA^* \subset -AB$, then

$$D[A^*(A + B)] = D(A^*A) \text{ and } D[A(A^* + B)] = D(AA^*),$$

so that

$$A^*(A + B) = A^*A + A^*B \text{ and } A(A^* + B) = AA^* + AB.$$

Now we prove Theorem 7.

Proof. Since $B$ is bounded (and self-adjoint), we have

$A + B$ is closed and $(A + B)^* = A^* + B^*$ (= $A^* + B$).

Now thanks to Lemma 2 we have

$$(A + B)^*(A + B) = A^*A + A^*B + BA + B^2.$$ and

$$(A + B)(A + B)^* = AA^* + AB + BA^* + B^2.$$ Since $BA^* \subset -AB$, we have $BA \subset -A^*B$ (by the Fuglede-Putnam theorem), so that $BA^* + AB \subset 0$ and $BA + A^*B \subset 0$.

Hence

$$(A + B)(A + B)^* = AA^* + AB + BA^* + BB^2 \subset AA^* + B^2$$ and

$$(A + B)^*(A + B) = A^*A + A^*B + BA + B^2 \subset A^*A + B^2.$$ Since $AA^*$ is self-adjoint and $B^2$ is self-adjoint (and bounded), $AA^* + B^2$ is self-adjoint too. Since $A + B$ is closed, $(A + B)(A + B)^*$ is self-adjoint. But, self-adjoint operators are maximally symmetric. Thus

$$(A + B)(A + B)^* = AA^* + B^2.$$ Similarly, we obtain

$$(A + B)^*(A + B) = A^*A + B^2.$$ Therefore, and by the normality of both $A$ and $B$, we get that

$$(A + B)(A + B)^* = (A + B)(A + B)^*,$$

completing the proof. □

Very similarly, we also have Theorem 7. Let $A$ and $B$ be two normal operators such that only $B$ is bounded. If $BA^* \subset -AB^*$ and $B^*A \subset -A^*B$, then $A + B$ is normal.
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