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Abstract

Boussinesq type equations have been widely studied to model the surface water wave. In this paper, we consider the \textit{abcd} Boussinesq system which is a family of Boussinesq type equations including many well-known models such as the classical Boussinesq system, the BBM-BBM system, the Bona-Smith system, etc. We propose local discontinuous Galerkin (LDG) methods, with carefully chosen numerical fluxes, to numerically solve this \textit{abcd} Boussinesq system. The main focus of this paper is to rigorously establish a priori error estimate of the proposed LDG methods for a wide range of the parameters $a, b, c, d$. Numerical experiments are shown to test the convergence rates, and to demonstrate that the proposed methods can simulate the head-on collision of traveling wave and finite time blow-up behavior well.

Keywords Local discontinuous Galerkin methods · Boussinesq equations · Coupled BBM equations · Error estimate · Numerical fluxes · Head-on collision

Mathematics Subject Classification 65M12 · 65M15 · 65M60

1 Introduction

In this paper, we present and analyze the discontinuous Galerkin (DG) method for a family of nonlinear dispersive water wave models: the \textit{abcd} Boussinesq system of the form

\begin{align}
\frac{\eta_t}{\eta_t} + u_x + (\eta u)_x + au_{xxx} - b\eta_{xxx} &= 0, \\
\frac{u_t}{u_t} + \eta_x + \left(\frac{u^2}{2}\right)_x + c\eta_{xxx} - d\eta_{xxx} &= 0,
\end{align}

(1)
where \( \eta \) denotes the proportional deviation of the free surface from its rest position, and \( u \) represents the proportional horizontal velocity. Here, \( a, b, c, d \) are constant satisfying \( a + b + c + d = 1/3 \). When \( a = b = c = d = 0 \), this model reduces to the well-known nonlinear shallow water equations (by replacing \( 1 + \eta \) with water height \( h \)). The goal of the paper is to provide the numerical approximations of (1) via DG methods, and establish rigorous error estimate on their convergence rate for a wide range of the parameters \( a, b, c, d \). Periodic boundary conditions are considered for simplicity, and similar analysis can be extended to other types of boundary conditions.

Nonlinear dispersive water wave models have wide applications in engineering applications. One typical example frequently encountered in practical is the propagation of water wave with small amplitude and long wavelength. For such applications, the Boussinesq approximation for water waves is developed by Boussinesq [9], which leads to the Boussinesq type equations. These models are derived from the full Euler equations, and have been frequently used in modeling water waves in shallow seas and harbors. Many different Boussinesq type equations have been proposed and studied, including the “good” Boussinesq equation and the improved Boussinesq equation. In [6], Bona et al. introduced a generalized case of the Boussinesq equations, which is called the \( abcd \) Boussinesq system (1). The constant parameters \( a, b, c, d \) in (1) satisfy the following relation:

\[
a + b = \frac{1}{2} \left( \theta^2 - \frac{1}{3} \right), \quad c + d = \frac{1}{2} (1 - \theta^2) \geq 0
\]

with the scaled height \( \theta \in [0, 1] \). \( \theta = 0 \) represents the bottom of the channel and \( \theta = 1 \) is the free surface. Based on different choices of the parameters \( a, b, c, d \), this family of equations reduces to some well-known water wave models, including the classical Boussinesq system \((a = b = c = 0, d = 1/3)\), the coupled Benjamin-Bona-Mahony (BBM) system \((a = c = 0, b = d = 1/6)\), the coupled Korteweg-de Vries (KdV) system \((b = d = 0, a = c = 1/6)\), and the Bona-Smith system \((a = 0, b = d)\), etc.

Since the introduction of the \( abcd \) Boussinesq system, there have been many theoretical and numerical studies of this model. In [7], Bona et al. showed that this system is (locally-in-time) well posed in the following cases:

\[
a, \ c \leq 0 \text{ and } b, \ d \geq 0 \quad \text{or} \quad a = c \geq 0 \text{ and } b, \ d \geq 0.
\]

The global existence of the solutions can only be shown for some special cases of the parameters \( a, b, c, d \). For instance in [7], Bona et al. confirmed the global existence for the Bona-Smith system with the assumption that the initial value satisfies some smallness condition. In [1], Amick proved the global existence for the classical Boussinesq system. In contrast, previous works show that solutions to some models, for example the coupled BBM system, could blow up in finite time when \( 1 + \eta < 0 \).

There have been many studies on various numerical methods for the special cases of the \( abcd \) Boussinesq system (1). In [25], Peregrine developed a straight-forward finite difference approximation to the classical Boussinesq system in order to study the propagation of undular bore. In [3], Bona and Chen rewrote the coupled BBM system into a system of integral equations, based on which they proposed a numerical scheme with fourth order accuracy in both time and space. They also utilized this scheme to simulate the collision of solitary waves. For the coupled KdV-KdV equations, Bona et al. [8] implemented the standard Galerkin semidiscretization with periodic smooth spline basis of order \( k \), and numerically obtained \((k + 1)\)-th order of accuracy for spatial convergence rate. Besides these numerical works for the special cases of the system (1), there have been several works to tackle the general family of \( abcd \) Boussinesq system with a large class of parameters \( a, b, c, d \). In [2], Antonopoulos
et al. extended the scheme in [8] onto general \(a, b, c, d\) parameters and achieved optimal order error estimate for the following categories:

\[(C1) \quad a, \ c < 0, \ b, \ d > 0; \quad (C2) \quad b, \ d > 0, \ a = c > 0; \quad (C3) \quad \text{either } b > 0, d = 0 \text{ or } b = 0, d > 0, \text{ and either } a, \ c < 0 \text{ or } a = c \geq 0; \quad (C4) \quad b, \ d > 0, \ ac = 0 \text{ and } a, \ c \leq 0.\]

Recently, Burtea and Courtès [11] presented fully discrete finite volume scheme for the Boussinesq system (1), and proved the convergence rate of first order in time and second order in space (when \(bd > 0\), first order in space when \(bd = 0\)). The analysis is provided for a broad range of the parameters \(a, b, c, d\), which satisfies

\[a, \ c \leq 0 \text{ and } b, \ d \geq 0,\]

excluding the following cases: \(a = b = 0, d \geq 0, c < 0\); \(a = d = 0, b > 0, c < 0\); \(a = b = d = 0, c < 0\) and \(b = d = 0, a < 0, c < 0\).

High-order DG methods are considered in this paper to provide efficient numerical approximation of the \(abcd\) Boussinesq system (1). The DG method is a class of finite element methods, which uses completely discontinuous basis functions, i.e., piecewise polynomials. It inherits the advantages of both finite element and finite volume methods, and has been widely applied in practical application in the last decade. We refer to [14, 16, 17], and [15] for a historic review. The DG method has various advantages, such as \(hp\)-adaptivity flexibility, the local conservativity, efficient parallel implementation, easy coordination with finite volume techniques, the ability of easy handling of complicated geometries and boundary conditions and so on. For equations with high-order spatial derivatives, several types of DG methods have been developed, including the interior penalty DG methods, local discontinuous Galerkin (LDG) methods, ultra-weak DG methods, hybridizable DG methods and many others. Among them, the LDG method was developed by Cockburn and Shu [18], and the main idea was to rewrite the original equation into a system of first-order equations by introducing auxiliary variables, and then discretize it with the standard DG methods. With carefully chosen numerical fluxes, the stability and error estimate of the LDG methods have been studied for many models with high order spatial derivatives, and we refer to the review paper [27] for the development and applications of LDG methods.

The LDG method has been applied to the scalar generalized KdV equation

\[u_t + f(u)_x + \epsilon u_{xxx} = 0\]

by Xu and Shu [26], and the sub-optimal error estimate of the \((k + 1/2)\)-th order was obtained. Energy conserving ultra-weak DG and LDG methods for the KdV equation were studied in [5, 21], where energy conserving methods that exactly preserve the discrete energy were shown to provide more accurate numerical approximation in the long time simulation. In [23], energy-conserving LDG methods for the improved Boussinesq equation with the optimal error estimate were studied. In [10], both energy conserving and energy dissipative LDG methods are designed for the coupled BBM system. The optimal error estimate of the LDG methods is carried out only for the linearized BBM system. It is usually challenging to generalize the error estimate of the scalar nonlinear equation to a nonlinear system. In [24], the sub-optimal error estimate is acquired for a family of symmetrizable first-order system. In particular, the nonlinear shallow water equation, i.e., system (1) with \(a = b = c = d = 0\), is a symmetrizable system. The error estimate of the nonlinear coupled BBM system was not available in [10], due to the presence of both nonlinear first-order derivative and third-order mixed derivative terms. Recently, an optimal error estimate of the energy conserving and
energy-dissipative LDG method for the scalar BBM equation was presented in [22], by a novel observation to discover the connection between the error of the auxiliary and primary variables. In this paper, we consider the \(abcd\) Boussinesq system (1) and first rewrite the model into several first order differential equations. The main contribution of this paper is to design high-order accurate LDG methods, with carefully chosen numerical fluxes, for the \(abcd\) Boussinesq system (1), and to establish rigorous error estimate of the proposed LDG methods for a wide range of the parameters \(a, b, c, d\), including the coupled nonlinear BBM system that was not analyzed in [10]. More specifically, we will provide the error estimate for the cases (C1)–(C4) of the parameters \(a, b, c, d\), similar to those studied in [2], but different analyses are needed to handle the numerical fluxes and boundaries terms arising from the DG approximation. One important tool in our analysis is the connection between the error of the auxiliary and primary variables, discovered in [22]. Numerical examples are also provided to demonstrate the convergence rates and to show that the proposed method has the capability to simulate the head-on collision and finite time blow-up behavior well.

The structure of this paper is as follows. Section 2 provides an introduction of the notations used throughout the paper. In Sect. 3, the proposed LDG scheme and the corresponding numerical fluxes are presented. Section 4 devotes to the main theoretical results on the error estimate of the proposed methods. Depending on different cases of the parameters \(a, b, c, d\), several theorems are provided to discuss the convergence rate of the numerical methods. Numerical results are provided in Sect. 5, which consists of two tests: accuracy test and wave collisions. Conclusion remarks are given in Sect. 6.

2 Notations and Projections

The computational domain \(I\) can be divided into subintervals, denoted by \(I_j = \left[ x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}} \right]\) for \(1, 2, \cdots, N\). The center of each cell is \(x_j = \frac{1}{2}(x_{j-\frac{1}{2}} + x_{j+\frac{1}{2}})\) and the mesh size of each cell is \(h_j = x_{j+\frac{1}{2}} - x_{j-\frac{1}{2}}\), with the maximum mesh size denoted by \(h = \max h_j\). We further assume that the mesh to be quasi-uniform, i.e., the ratio \(h_h/j\) always stay bounded for all \(j\) during mesh refinement. Denote \(H^k(I_j)\) as the standard Hilbert space, and \(P^k(I_j)\) as the space of polynomials of degree up to \(k\) on the cell \(I_j\). The piecewise polynomial space \(V^k_h\) is defined as

\[ V^k_h = \{ v : v|_{I_j} \in P^k(I_j), \ j = 1, 2, \cdots, N \}. \]

The numerical solutions that approximate the unknown functions \(u, \eta\) are denoted by \(u_h\) and \(\eta_h\) in the solution space \(V^k_h\). For ease of presentation, the following notations are introduced: for any function \(g(x)\), and \(x_\lambda\) inside the computational domain where \(\lambda\) comes from some index set, define

\[ g_\lambda = g(x_\lambda), \quad g_\lambda^+ = \lim_{x \to x_\lambda^+} g(x), \quad [g]_\lambda = g_\lambda^+ - g_\lambda^-, \quad \{g\}_\lambda = \frac{1}{2}(g_\lambda^+ + g_\lambda^-). \]

In our analysis, we use the following norms:

- \(\|v\| = \|v\|_{L^2}, \text{ and } \|v\|_{L^\infty}\) denote the \(L^2\) norm and \(L^\infty\) norm of \(v\);
- \(\|v\|_{\Gamma_h} = \sqrt{\sum_{j=1}^{N} (v_{j+\frac{1}{2}})^2}\), where \(\Gamma_h\) denotes the set of boundary points of all the elements \(I_j\).
\[ ||v|| = \sqrt{\sum_{j=1}^{N} [v]_{j+\frac{1}{2}}^2}. \]

Throughout this paper, \( C \) denotes a generic positive constant independent of the spatial and temporal step sizes \( h \) and \( \Delta t \), which may have different values at different occasions.

Next, we discuss some projection operators that will be used in the error estimate analysis, and present their approximation property. We define the standard \( L^2 \) projection \( \mathcal{P} \) in the following way: for any element \( I_j \),

\[
\int_{I_j} (\mathcal{P} g - g(x))v(x) \, dx = 0, \quad \forall v(x) \in P^k(I_j).
\]

The Radau projection \( \mathcal{P}^\pm \) is defined such that for any element \( I_j \), we have

\[
\int_{I_j} (\mathcal{P}^+ g - g(x))v(x) \, dx = 0, \quad \forall v(x) \in P^{k-1}(I_j), \quad \text{and} \quad (\mathcal{P}^+ g)_{j-\frac{1}{2}} = g_{j-\frac{1}{2}},
\]

\[
\int_{I_j} (\mathcal{P}^- g - g(x))v(x) \, dx = 0, \quad \forall v(x) \in P^{k-1}(I_j), \quad \text{and} \quad (\mathcal{P}^- g)_{j+\frac{1}{2}} = g_{j+\frac{1}{2}}.
\]

The following approximation property of these projections has been studied in [12] and is listed below:

\[
\|\mathcal{P}^* g - g\| + h\|\mathcal{P}^* g - g\|_{\infty} + h^\frac{1}{2}\|\mathcal{P}^* g - g\|_{\Gamma_h} \leq Ch^{k+1},
\]

where \( \mathcal{P}^* = \mathcal{P}, \mathcal{P}^\pm \).

Another useful tool to be used throughout this paper is the inverse property: for any \( g \in V_h^k \), we have

\[
\|g_x\| \leq C h^{-1}\|g\|, \quad \|g\|_{\Gamma_h} \leq Ch^{-\frac{1}{2}}\|g\|.
\]

### 3 The Local Discontinuous Galerkin Method

Following the idea of LDG method, we first rewrite the system of (1) as a system of first-order equations

\[
\begin{align*}
\eta_t + u_x + (\eta u)_x + aq_x - b\theta_t &= 0, \quad w = \eta_x, \quad \theta = \zeta = w_x, \quad (5a) \\
u_t + \eta_x + f(u)_x + c\zeta_x - dp_t &= 0, \quad v = u_x, \quad p = q = v_x, \quad (5b)
\end{align*}
\]

where \( f(u) = u^2/2 \). Denote the nonlinear flux term as \( F(\eta, u) = (u + \eta u, \eta + u^2/2)^T \), and introduce its approximation via the standard Lax-Friedrichs numerical flux:

\[
\hat{F} = \begin{pmatrix}
\{ u_h \} + \{ \eta_h u_h \} - \frac{\alpha}{2} [\eta_h] \\
\{ \eta_h \} + \frac{1}{2} [u_h^2] - \frac{\alpha}{2} [u_h]
\end{pmatrix} =: \begin{pmatrix}
\hat{F}_1 \\
\hat{F}_2
\end{pmatrix},
\]

where \( \alpha = \max(|u| + \sqrt{1 + \eta}) \) with the maximum taking over the whole region. The LDG method for approximating (5) is given as follows: find \( \eta_h, u_h, v_h, w_h, p_h, \theta_h, q_h, \zeta_h \in V_h^k \), such that the following equations
\[
\begin{aligned}
\int_{I_j} (\eta_h - b \theta_h) \rho \, dx &= \int_{I_j} (u_h + u_h \eta_h + a q_h) \rho \, dx + (\hat{F}_1 + \alpha \tilde{q}_h) \rho_{j+\frac{1}{2}}^+ - (\hat{F}_1 + \alpha \tilde{q}_h) \rho_{j-\frac{1}{2}}^- = 0, \\
\int_{I_j} (u_h - d p_h) \rho \, dx &= \int_{I_j} (\eta_h + f \eta_h + c \zeta_h) \tilde{\phi} \, dx + (\hat{F}_2 + c \tilde{\zeta}_h) \tilde{\rho}_{j+\frac{1}{2}}^- - (\hat{F}_2 + c \tilde{\zeta}_h) \tilde{\rho}_{j-\frac{1}{2}}^+ = 0, \\
\int_{I_j} v_h \phi \, dx + \int_{I_j} u_h \phi_x \, dx - \tilde{u}_h \phi_{j+\frac{1}{2}}^- + \tilde{u}_h \phi_{j-\frac{1}{2}}^+ = 0, \\
\int_{I_j} p_h \psi \, dx + \int_{I_j} v_h \psi_x \, dx - \tilde{v}_h \psi_{j+\frac{1}{2}}^- + \tilde{v}_h \psi_{j-\frac{1}{2}}^+ = 0, \\
\int_{I_j} q_h \phi \, dx + \int_{I_j} u_h \phi_x \, dx - \tilde{w}_h \phi_{j+\frac{1}{2}}^- + \tilde{w}_h \phi_{j-\frac{1}{2}}^+ = 0, \\
\int_{I_j} w_h \phi \, dx + \int_{I_j} \tilde{h} \phi_x \, dx - \tilde{\eta}_h \phi_{j+\frac{1}{2}}^- + \tilde{\eta}_h \phi_{j-\frac{1}{2}}^+ = 0, \\
\int_{I_j} \tilde{\eta}_h \psi \, dx + \int_{I_j} w_h \psi_x \, dx - \tilde{\omega}_h \psi_{j+\frac{1}{2}}^- + \tilde{\omega}_h \psi_{j-\frac{1}{2}}^+ = 0, \\
\int_{I_j} \tilde{\omega}_h \tilde{\phi} \, dx + \int_{I_j} w_h \tilde{\phi}_x \, dx - \tilde{\omega}_h \tilde{\phi}_{j+\frac{1}{2}}^- + \tilde{\omega}_h \tilde{\phi}_{j-\frac{1}{2}}^+ = 0
\end{aligned}
\] (7)

hold for all the test functions \(\rho, \phi, \psi, \tilde{\rho}, \tilde{\psi}, \varphi, \tilde{\varphi} \in V_h^k\). We choose the following numerical fluxes:

\[
\begin{aligned}
\hat{q}_h &= q_h^- \quad \hat{\eta}_h = \eta_h^+ \quad \hat{\omega}_h = \omega_h^- \quad \hat{w}_h = \omega_h^- + \text{sgn}(a) \frac{\lambda |w_h|}{2}, \\
\hat{\zeta}_h &= \zeta_h^- \quad \hat{u}_h = u_h^+ \quad \hat{v}_h = v_h^- \quad \hat{\varphi}_h = \varphi_h^+ + \text{sgn}(c) \frac{\lambda |w_h|}{2}
\end{aligned}
\] (8)

at the cell interfaces, where \(\text{sgn}(a)\) represents the sign of parameter \(a\) and \(\lambda\) is a positive constant. Without loss of generality, \(\lambda\) is taken as 1 in the remainder of this paper.

Notice that this choice of numerical fluxes is not unique. To ensure stability, the essential guideline is to take \(\hat{q}_h\) and \(\hat{u}_h\) from the opposite direction, \(\hat{\eta}_h\) and \(\hat{\omega}_h\) from the opposite direction. Another remark is that \(w_h\) and \(v_h\) are both approximated by two variables (\(\theta, \zeta\) and \(q, p\), which leads to two different fluxes for \(v_h\) and \(w_h\)). This will be useful in our error estimate. For short hand notation, we introduce the DG discretization operator \(A_j\), defined in the following way:

\[
A_j(f, g; \hat{f}) = \int_{I_j} f g \, dx - \left( \hat{f} g^\cdot \right)_{j+\frac{1}{2}}^- + \left( \hat{f} g^\cdot \right)_{j-\frac{1}{2}}^+,
\]

for any \(g \in V_h^k\) and \(f \in H^{k+1}(I)\), with \(\hat{f}\) being the numerical fluxes.

The initial data \(u_h(x, 0), \eta_h(x, 0), \psi_h(x, 0), \omega_h(x, 0), \varphi_h(x, 0)\) are chosen in the following way to ensure the good approximation property of these initial data at \(t = 0\). Given initial condition \(u(x, 0) = u_0(x)\) and \(\eta(x, 0) = \eta_0(x)\), define

\[
u_h(x, 0) = \mathcal{P}^+ u(x, 0), \quad \eta_h(x, 0) = \mathcal{P}^+ \eta(x, 0),
\]

and let \(v_h(x, 0), w_h(x, 0), p_h(x, 0)\) be the solutions to the following equations:

\[
\begin{aligned}
\int_{I_j} v_h \phi \, dx + \int_{I_j} u_h \phi_x \, dx - \tilde{v}_h \phi_{j+\frac{1}{2}}^- + \tilde{v}_h \phi_{j-\frac{1}{2}}^+ &= 0, \\
\int_{I_j} w_h \phi \, dx + \int_{I_j} \tilde{\eta}_h \phi_x \, dx - \tilde{\omega}_h \phi_{j+\frac{1}{2}}^- + \tilde{\omega}_h \phi_{j-\frac{1}{2}}^+ &= 0, \\
\int_{I_j} p_h \psi \, dx + \int_{I_j} v_h \psi_x \, dx - \tilde{\omega}_h \psi_{j+\frac{1}{2}}^- + \tilde{\omega}_h \psi_{j-\frac{1}{2}}^+ &= 0.
\end{aligned}
\] (9) (10) (11)
Lemma 1 The numerical initial conditions satisfy
\[
\|u(x, 0) - u_h(x, 0)\|^2 + \|v(x, 0) - v_h(x, 0)\|^2 \leq Ch^{2k+2},
\]
\[
\|\eta(x, 0) - \eta_h(x, 0)\|^2 + \|w(x, 0) - w_h(x, 0)\|^2 \leq Ch^{2k+2},
\]
\[
\|p(x, 0) - p_h(x, 0)\|^2 \leq Ch^{2k}.
\]

Proof By the projection property (3), we have
\[
\|u(x, 0) - u_h(x, 0)\| = \|\mathcal{P}^+ u(x, 0) - u(x, 0)\| \leq Ch^{k+1},
\]
\[
\|\eta(x, 0) - \eta_h(x, 0)\| = \|\mathcal{P}^+ \eta(x, 0) - \eta(x, 0)\| \leq Ch^{k+1}.
\]

Equation (9) leads to the error equation
\[
\int_{I_j} (v - v_h) \phi dx + \int_{I_j} (u - \mathcal{P}^+ u) \phi_x dx - \left((u - \mathcal{P}^+ u)^+ \phi^-\right)_{j+\frac{1}{2}} + \left((u - \mathcal{P}^+ u)^+ \phi^+\right)_{j-\frac{1}{2}} = 0,
\]
which reduces to
\[
\int_{I_j} (v - v_h) \phi dx = 0,
\]
as a result of the projection \(\mathcal{P}^+\). Choose \(\phi = \mathcal{P} v - v_h\), and decompose \(v - v_h = (\mathcal{P} v - v_h) - (\mathcal{P} v - v)\). We have
\[
\int_{I_j} (\mathcal{P} v - v_h)^2 dx = \int_{I_j} (\mathcal{P} v - v)(\mathcal{P} v - v_h) dx = 0.
\]

Therefore, we conclude \(v_h(x, 0) = \mathcal{P} v(x, 0)\), and \(\|v(x, 0) - v_h(x, 0)\| \leq Ch^{k+1}\). Similarly, we can show that \(\|w(x, 0) - w_h(x, 0)\| \leq Ch^{k+1}\). Equation (11) leads to
\[
\int_{I_j} (p - p_h) \psi dx + \int_{I_j} (v - \mathcal{P} v) \psi_x dx - \left((v - \mathcal{P} v)^- \psi^-\right)_{j+\frac{1}{2}} + \left((v - \mathcal{P} v)^- \psi^+\right)_{j-\frac{1}{2}} = 0.
\]
By choosing \(\psi = \mathcal{P} p - p_h\) and decomposing \(p - p_h = (\mathcal{P} p - p_h) - (\mathcal{P} p - p)\), we have
\[
\int_{I_j} (\mathcal{P} p - p_h)^2 dx = ((\mathcal{P} v - v)^- [\mathcal{P} p - p_h])_{j+\frac{1}{2}}.
\]
Summing over all cells \(I_j\), utilizing the inverse property (4) and the projection property (3), we obtain
\[
\int_{I} (\mathcal{P} p - p_h)^2 dx = \sum_{j=1}^{N} ((\mathcal{P} v - v)^- [\mathcal{P} p - p_h])_{j+\frac{1}{2}}
\]
\[
= \sum_{j=1}^{N} \left(h^{-\frac{1}{2}} (\mathcal{P} v - v)^- h^{\frac{1}{2}} [\mathcal{P} p - p_h]\right)_{j+\frac{1}{2}}
\]
\[
\leq \frac{1}{2} \int_{I} (\mathcal{P} p - p_h)^2 dx + Ch^{2k},
\]
which leads to \(\|p(x, 0) - p_h(x, 0)\|^2 \leq Ch^{2k}\) and finishes the proof.
Note that the (suboptimal) initial error of $p_h$ is only used in the proof of Theorem 5, and the error estimate in that theorem is also suboptimal. One may construct a different choice of the numerical initial values to ensure the optimal error of $p_h$ as well, see for instance [20].

4 Error Estimate

In this section, we derive the error estimate of the proposed semi-discrete LDG method (7). The analysis will be separated into five subsections, each corresponding to one of five different cases of the parameters $a, b, c$ and $d$ to be studied.

We start by defining the error terms and presenting the error equations. For any function $g$ and its numerical approximation $g_h$, the error can be separated into two components

$$e^g := g - g_h = \xi^g - \epsilon^g,$$

where

$$\xi^g = P^*g - g_h, \quad \epsilon^g = P^*g - g,$$

denote the error between a particular projection $P^*$ of $g$ and the numerical solution, and the projection error, respectively. Here $P^*$ could be $P$ or $P^\pm$, and may vary for different $g$.

For our unknown variables, the following projections are taken as $P^+\eta, P\theta, P\zeta, Pw, P^+u, Pp, Pq, Pv$.

We would like to comment that these projections are for the purpose of proving the error estimate only, and will not be used in our numerical method (7) nor its numerical implementation.

Clearly the exact solutions also satisfy the Eq. (7), and one can show that the following error equations:

$$\int_{Ij} ((\xi^\eta - \epsilon^\eta) - b(\xi^\theta - \epsilon^\theta))_t \rho dx - aA_j(\xi^q - \epsilon^q, \rho; (\xi^q - \epsilon^q)^-) = \int_{Ij} ((\xi^u - \epsilon^u) + (u\eta - u_h\eta_h))\rho_x dx - ((u + \eta u - \widehat{F_1})\rho^-)_{j+\frac{1}{2}} + ((u + \eta u - \widehat{F_1})\rho^+)_{j-\frac{1}{2}}, \quad (13)$$

$$\int_{Ij} ((\xi^u - \epsilon^u) - d(\xi^p - \epsilon^p))_t \rho^dx - cA_j(\xi^\xi - \epsilon^\xi, \rho; (\xi^\xi - \epsilon^\xi)^-) = \int_{Ij} ((\xi^\eta - \epsilon^\eta) + f(u) - f(u_h))\rho_x dx - (\eta + f(u) - \widehat{F_2})\rho^-)_{j+\frac{1}{2}} + ((\eta + f(u) - \widehat{F_2})\rho^+)_{j-\frac{1}{2}}, \quad (14)$$

$$\int_{Ij} (\xi^v - \epsilon^v)\phi dx + A_j(\xi^u - \epsilon^u, \phi; (\xi^u - \epsilon^u)^+) = 0, \quad (15)$$

$$\int_{Ij} (\xi^p - \epsilon^p)\psi dx + A_j(\xi^v - \epsilon^v, \psi; (\xi^v - \epsilon^v)^-) = 0, \quad (16)$$

$$\int_{Ij} (\xi^q - \epsilon^q)\varphi dx + A_j\left(\xi^v - \epsilon^v, \varphi; (\xi^v - \epsilon^v)^+ + \frac{\text{sgn}(c)}{2}[\xi^w - \epsilon^w]\right) = 0, \quad (17)$$
\begin{align}
\int_{I_j} (\xi^w - \epsilon^w) \tilde{\phi} dx + A_j (\xi^\eta - \epsilon^\eta, \tilde{\phi}; (\xi^\eta - \epsilon^\eta)^+) = 0, \quad (18) \\
\int_{I_j} (\xi^\theta - \epsilon^\theta) \tilde{\psi} dx + A_j (\xi^w - \epsilon^w, \tilde{\psi}; (\xi^w - \epsilon^w)^-) = 0, \quad (19) \\
\int_{I_j} (\xi^\xi - \epsilon^\xi) \tilde{\varphi} dx + A_j (\xi^w - \epsilon^w, \tilde{\varphi}; (\xi^w - \epsilon^w)^- + \frac{\text{sgn}(a)}{2} [\xi^v - \epsilon^v]) = 0 \quad (20)
\end{align}

hold for all the test functions \( \rho, \phi, \psi, \tilde{\rho}, \tilde{\phi}, \tilde{\psi}, \varphi, \tilde{\varphi} \in V_h^k \).

Before stating the main results on the error estimate, we would like to provide the following lemma that will be frequently used in the proof. This lemma, presented in [22, Lemma 2.4], provides the relation between the error of the variable \( g_h \) and that of the other variable which approximates \( g_x \).

**Lemma 2** For \( u_h, \eta_h, v_h, w_h \) defined in the DG method (7), there exist the following inequalities:

\[
\| \xi^u_x \| + h^{-\frac{1}{2}} [\xi^u] \leq C \| \xi^v \|, \quad \| \xi^\eta_x \| + h^{-\frac{1}{2}} [\xi^\eta] \leq C \| \xi^w \|.
\]

To deal with the nonlinear term appearing in this model, we make the following a priori error estimate assumption:

for \( h \) small enough, \( \| u - u_h \| + \| \eta - \eta_h \| \leq h \).

The same technique has been studied in [22, 26] to treat the nonlinear term in the KdV and BBM equations. We refer to these papers for the detailed explanation of this technique, and the verification to justify why such assumption could be made.

### 4.1 The Case of \( a, c < 0 \) and \( b, d > 0 \)

**Theorem 1** When \( a, c < 0 \) and \( b, d > 0 \), let \( u, \eta \) be the exact solutions to the system (1) which are sufficiently smooth and bounded. Let \( \eta_h, u_h \in V_h^k \) be the numerical solutions of the LDG scheme (7). For small enough \( h \), there holds the following error estimate:

\[
\| u - u_h \|^2 + \| \eta - \eta_h \|^2 + \| v - v_h \|^2 + \| w - w_h \|^2 \leq C h^{2k+1}. \quad (21)
\]

Choose the test functions \( \rho = -c \xi^\eta, \tilde{\rho} = -a \xi^u \) in (13) and (14), \( \phi = -ad \xi^v + ac \xi^\xi, \tilde{\phi} = -bc \xi^w + ac \xi^\theta \) in (15) and (18), \( \psi = -ad \xi^u, \tilde{\psi} = -bc \xi^v \) after taking the time derivative of (16) and (19), and \( \varphi = -ac \xi^w, \tilde{\varphi} = -ac \xi^u \) in (17) and (20), respectively. Summing up all these equations and applying the property of the projection operator, i.e.,

\[
\int_{I_j} e^\rho \phi dx = \int_{I_j} e^\theta \phi dx = \int_{I_j} e^\psi \phi dx = \int_{I_j} e^v \phi dx = \int_{I_j} e^w \phi dx = \int_{I_j} e^\xi \phi dx = 0, \quad \forall \phi \in V_h^k,
\]

and

\[
A_j (e^u, \phi; (e^u)^+) = A_j (e^\eta, \phi; (e^\eta)^+) = 0, \quad \forall \phi \in V_h^{k-1},
\]

we have

\[
P_j - Q_j = -c \mathcal{H}_j - a C_j, \quad (22)
\]
where
\[
\mathcal{H}_j = \int_{I_j} ((\xi^u - e^u) + (u\eta - u_h\eta_h))\xi^\eta dx - (u + \eta u - \hat{F}_1)\xi^{\eta^u} j + \frac{1}{2} + ((u + \eta u - \hat{F}_1)\xi^{\eta^u}) j - \frac{1}{2},
\]
\[
\mathcal{C}_j = \int_{I_j} ((\xi^\eta - e^\eta) + f(u) - f(u_h))\xi^\eta dx - ((\eta + f(u) - \hat{F}_2)\xi^{u^\eta} j + \frac{1}{2} + ((\eta + f(u) - \hat{F}_2)\xi^{u^\eta}) j - \frac{1}{2},
\]
\[
\mathcal{P}_j = \frac{1}{2} \frac{\partial}{\partial t} \int_{I_j} (-c(\xi^\eta)^2 - bc(\xi^u)^2 - a(\xi^u)^2 - ad(\xi^v)^2) dx - bc(\xi_i^{w^i} - \xi^{u^i}) j + \frac{1}{2} - ad(\xi_i^{u^i} - \xi^{u^i}) j - \frac{1}{2} + ac(\xi^q - \xi^{u^i}) j + \frac{1}{2} - ac(\xi^q - \xi^{u^i}) j - \frac{1}{2} + ac(\xi^q - \xi^{u^i}) j + \frac{1}{2} - ac(\xi^q - \xi^{u^i}) j - \frac{1}{2} + ac(\xi^q - \xi^{u^i}) j + \frac{1}{2},
\]
\[
\mathcal{Q}_j = \int_{I_j} (-c_1(\xi^\eta)^2 - a_1(\xi^u)^2) dx + ac(\xi^q - \xi^{u^i} j - \frac{1}{2} - (\xi^{q^i} - \xi^{u^i}) j + \frac{1}{2} + (\xi^q - \xi^{u^i} j - \frac{1}{2} - (\xi^{q^i} - \xi^{u^i}) j + \frac{1}{2}.
\]

Summing over all the cells \( I_j \), noting \(|a| = -a, \ |c| = -c\), yields,
\[
\sum_{j=1}^{N} \mathcal{P}_j - \sum_{j=1}^{N} \mathcal{Q}_j = \sum_{j=1}^{N} |c|\mathcal{H}_j + \sum_{j=1}^{N} |a|\mathcal{C}_j.
\]

We would like to first establish Lemmas 3 and 4, and the proof of this theorem is a direct result of these two lemmas. Moreover, these lemmas will be used frequently in the proof of other theorems in this section.

**Lemma 3** For the terms \( \mathcal{P}_j \) and \( \mathcal{Q}_j \) defined in (25) and (26), we have
\[
\sum_{j=1}^{N} \mathcal{P}_j = \frac{1}{2} \frac{\partial}{\partial t} \int_{I} (|c|(\xi^\eta)^2 + |bc|(\xi^u)^2 + |a|(\xi^u)^2 + |ad|(\xi^v)^2) dx,
\]
\[
\sum_{j=1}^{N} \mathcal{Q}_j \leq \left(\|\xi^u\|^2 + \|\xi^\eta\|^2 + \|\xi^w\|^2 + \|\xi^v\|^2\right) + Ch^{2k+1}.
\]
Proof By summing $P_j$ in (25) over all the elements $I_j$, we have

$$
\sum_{j=1}^{N} P_j = \frac{1}{2} \frac{\partial}{\partial t} \int_I \left( |c| (\xi^\eta)^2 + |bc| (\xi^u)^2 + |a| (\xi^u)^2 + |ad| (\xi^v)^2 \right) \, dx,
$$
where all the cell interface terms cancelled due to the periodic boundary conditions. Similarly, summing $Q_j$ in (26) over all the elements $I_j$ yields

$$
\sum_{j=1}^{N} Q_j = \int_I \left( -c \xi^\eta \xi^\eta - a \xi^u \xi^u \right) \, dx
+ \sum_{j=1}^{N} \left( (bce_i^{u, -} + ace^{q, -}) [\xi^\eta] \right)_{1/2} - \sum_{j=1}^{N} ac \left( (\epsilon^v, + - \frac{1}{2} |\epsilon^u| + \frac{1}{2} \xi^u)[\xi^u] \right)_{1/2}
+ \sum_{j=1}^{N} \left( (ade_i^{v, -} + ace^{\xi, -}) [\xi^u] \right)_{1/2} - \sum_{j=1}^{N} ac \left( (\epsilon^w, - - \frac{1}{2} |\epsilon^v| + \frac{1}{2} \xi^v)[\xi^v] \right)_{1/2}.
$$

(30)

By Young’s inequality and the projection property (3), we can easily show that

$$
\int_I \left( -c \xi^\eta \xi^\eta - a \xi^u \xi^u \right) \, dx \leq \|\xi^u\|^2 + \|\xi^\eta\|^2 + Ch^{2k+2}.
$$

According to Young’s inequality, the projection property, and Lemma 2, we have

$$
\sum_{j=1}^{N} \left( (bce_i^{u, -} + ace^{q, -}) [\xi^\eta] \right)_{1/2} \leq C \sum_{j=1}^{N} h^{-1} [\xi^\eta]_{1/2}^2 + Ch \left( \|\epsilon_i^w\|_{\Gamma_h}^2 + \|\epsilon_i^q\|_{\Gamma_h}^2 \right)
\leq C \|\xi^w\|^2 + Ch^{2k+2}.
$$

(31)

Similarly, we have

$$
\sum_{j=1}^{N} \left( (ade_i^{v, -} + ace^{\xi, -}) [\xi^u] \right)_{1/2} \leq C \|\xi^v\|^2 + Ch^{2k+2}.
$$

The Young’s inequality and the projection property (3) lead to

$$
\sum_{j=1}^{N} (\epsilon^v, + [\xi^w])_{1/2} \leq \sum_{j=1}^{N} \frac{1}{4} [\xi^w]_{1/2}^2 + Ch^{2k+1},
$$

$$
\sum_{j=1}^{N} (|\epsilon^w| [\xi^w])_{1/2} \leq \sum_{j=1}^{N} \frac{1}{2} [\xi^w]_{1/2}^2 + Ch^{2k+1}.
$$

Therefore,

$$
- \sum_{j=1}^{N} \left( (\epsilon^v, + - \frac{1}{2} |\epsilon^w| + \frac{1}{2} \xi^w)[\xi^w] \right)_{1/2} \leq Ch^{2k+1},
$$

and similarly,

$$
- \sum_{j=1}^{N} \left( (\epsilon^w, - - \frac{1}{2} |\epsilon^v| + \frac{1}{2} \xi^v)[\xi^v] \right)_{1/2} \leq Ch^{2k+1}.
$$
Collecting all these approximations, (30) becomes
\[ \sum_{j=1}^{N} Q_j \leq (\|\xi''\|^2 + \|\xi'\|^2 + \|\xi'\|^2 + \|\xi''\|^2) + Ch^{2k+1}, \]
which finishes the proof.

**Lemma 4** For the approximation of the nonlinear terms $\mathcal{H}_j$ and $\mathcal{C}_j$ defined in (23) and (24), we have
\begin{align*}
\sum_{j=1}^{N} |c|\mathcal{H}_j &\leq C (\|\xi''\|^2 + \|\xi'\|^2 + \|\xi'\|^2) + Ch^{2k+2}. \quad (32) \\
\sum_{j=1}^{N} |a|\mathcal{C}_j &\leq C (\|\xi''\|^2 + \|\xi'\|^2 + \|\xi'\|^2) + Ch^{2k+2}. \quad (33)
\end{align*}

**Proof** Following the definition (23) of $\mathcal{H}_j$, we have
\[ \sum_{j=1}^{N} \mathcal{H}_j = \int_I ((\xi'' - e'') + u\eta - u_h\eta_h)\xi''_M dx + \sum_{j=1}^{N} (u + u\eta - \hat{F}_1)[\xi'']_{j+\frac{1}{2}} =: I + II, \]
which is separated into two terms to be treated differently. We start with providing the bound of $I$. It can be observed that
\[ \int_I (\xi'' - e'')\xi''_M dx = \int_I \xi''_M\xi''_M dx \leq \frac{1}{2}(\|\xi''\|^2 + \|\xi''\|^2) \leq C(\|\xi''\|^2 + \|\xi''\|^2), \]
where the first equality follows from the projection property and the last inequality uses Lemma 2. Furthermore, the difference of the nonlinear term becomes
\[ u\eta - u_h\eta_h = u(\xi'' - e'') + \eta(\xi'' - e'') - (\xi'' - e'')(\xi'' - e''). \quad (34) \]
By applying Lemma 2 and the projection error (3), and utilizing the assumption that $u$ and $\eta$ are uniformly bounded, we have
\begin{align*}
\int_I u(\xi'' - e'')\xi''_M dx &\leq C(\|\xi''\|^2 + \|e''\|^2 + \|\xi''\|^2) \leq C(\|\xi''\|^2 + \|\xi''\|^2) + Ch^{2k+2}, \\
\int_I \eta(\xi'' - e'')\xi''_M dx &\leq C(\|\xi''\|^2 + \|e''\|^2 + \|\xi''\|^2) \leq C(\|\xi''\|^2 + \|\xi''\|^2) + Ch^{2k+2}, \\
\end{align*}
and, since $\xi'' - e'' = u - u_h$ is also uniformly bounded by a priori assumption,
\[ \int_I (\xi'' - e'')(\xi'' - e'')\xi''_M dx \leq C(\|\xi''\|^2 + \|\xi''\|^2 + \|\xi''\|^2) + Ch^{2k+2}, \]
which leads to the estimate
\[ I \leq C(\|\xi''\|^2 + \|\xi''\|^2 + \|\xi''\|^2) + Ch^{2k+2}. \]

Next, we approximate the term II, which is separated into the sum of the following four terms:
II = \sum_{j=1}^{N} ((u + \eta u - \hat{F}_1)\xi^n)_{j+\frac{1}{2}} = \sum_{j=1}^{N} ((u + \eta u - \{u_h\} - \{\eta_h\}u_h + \frac{\alpha}{2}(\eta_h)[\xi^n])_{j+\frac{1}{2}}

= \sum_{j=1}^{N} ((u - \{u_h\})\xi^n)_{j+\frac{1}{2}} + \frac{1}{2} \sum_{j=1}^{N} ((\eta u - \eta_h u_h^2)\xi^n)_{j+\frac{1}{2}} + \frac{1}{2} \sum_{j=1}^{N} ((\eta u - \eta_h u_h^2)\xi^n)_{j+\frac{1}{2}} \quad + \frac{\alpha}{2} \sum_{j=1}^{N} ((\eta h)\xi^n)_{j+\frac{1}{2}}

=: II_1 + II_2 + II_3 + II_4.

By Young’s inequality and Lemma 2, we have

\begin{align*}
II_1 &= \sum_{j=1}^{N} (((\xi^u) - (\xi^u))\xi^n)_{j+\frac{1}{2}} = \sum_{j=1}^{N} \left(h_{\frac{3}{2}} (\xi^u - \xi^u)h_{\frac{3}{2}} [\xi^n] \right)_{j+\frac{1}{2}} \\
&\leq C h \left(\|\xi^u\|_{1_h}^2 + \|\xi^u\|_{1_h}^2 \right) + C \sum_{j=1}^{N} h^{-1}[\xi^n]_{j+\frac{1}{2}} \\
&\leq C \left(\|\xi^u\|^2 + h^{2k+2} \right) + C \|\xi^u\|^2. 
\end{align*}

(35)

Utilizing the decomposition (34) and applying Young’s inequality and Lemma 2 yield

\begin{align*}
II_3 &= \frac{1}{2} \sum_{j=1}^{N} \left((u(\xi^n, - (\xi^u))\eta(\xi^u, - (\xi^u) - (\xi^n, - (\xi^u) - (\xi^n, - (\xi^u) - (\xi^n, - (\xi^u)) [\xi^n])_{j+\frac{1}{2}} \\
&\leq C \left(\|\xi^u\|^2 + \|\xi^n\|^2 + h^{2k+2} \right) + C \|\xi^u\|^2. 
\end{align*}

(36)

Following the similar analysis, and noting that (\xi^u, j+\frac{1}{2} = (\xi^u, j+\frac{1}{2} = 0 as a result of these Radau projections, we can obtain

\begin{align*}
II_2 &\leq C (\|\xi^u\|^2 + \|\xi^n\|^2) + C \|\xi^u\|^2,
\end{align*}

and furthermore, since [\eta_h] = [\eta - \eta_h] = [\xi^n - \xi^n],

\begin{align*}
II_4 &= \frac{\alpha}{2} \sum_{j=1}^{N} \left[\xi^n - \{\xi^n\}\xi^n\right]_{j+\frac{1}{2}} = \frac{\alpha}{2} \sum_{j=1}^{N} \left(\xi^n - \xi^n\right)_{j+\frac{1}{2}} - \frac{\alpha}{2} \sum_{j=1}^{N} \left[\xi^n\right]_{j+\frac{1}{2}} \\
&\leq C (\|\xi^u\|^2 + h^{2k+2} + C h\|\xi^u\|^2.
\end{align*}

The combination of these results leads to

\begin{align*}
\sum_{j=1}^{N} \mathcal{H}_j = 1 + II \leq C \left(\|\xi^u\|^2 + \|\xi^n\|^2 + \|\xi^u\|^2 \right) + C h^{2k+2}.
\end{align*}

Following the similar line of the proof, we can obtain the approximation of C_j,

\begin{align*}
\sum_{j=1}^{N} C_j &\leq C (\|\xi^u\|^2 + \|\xi^n\|^2 + \|\xi^u\|^2) + C h^{2k+2},
\end{align*}

which finishes the proof.
Combining the results of Lemma 3 and Lemma 4 with (27), we obtain

$$\frac{\partial}{\partial t} \int \left( |c| (\xi^u)^2 + |bc| (\xi^v)^2 + |a| (\xi^\eta)^2 + |ad| (\xi^w)^2 \right) dx \leq C \left( \|\xi^u\|^2 + \|\xi^\eta\|^2 + \|\xi^v\|^2 + \|\xi^w\|^2 \right) + Ch^{2k+1}.$$ 

Applying the Gronwall’s inequality, combining with Lemma 1 on the optimal errors of the initial conditions, and the optimal projection error of $\|\epsilon_{u,\eta,v,w}\|$, we have the error estimate (21), which finishes the proof of Theorem 1.

**Remark 1** As observed in (5), two auxiliary variables ($\theta$ and $\zeta$) are introduced to approximate $w_x$, and as a result, the $\eta_{XX}$ and $\eta_{XXX}$ terms are rewritten as $\theta_t$ and $\zeta_x$, respectively. We use the alternating flux when evaluating $\theta$, and the upwind flux when evaluating $\zeta$. The extra numerical dissipation introduced by this upwind flux is important in bounding the term $Q_j$, otherwise, the approximation will reduce to the order of $h^{2k}$. For the same reason, the auxiliary variables ($p$ and $q$) are introduced to approximate $v_x$.

### 4.2 The Case of $a = c \geq 0$, $b$, $d > 0$

**Theorem 2** When $a = c \geq 0$, $b$, $d > 0$, let $u, \eta$ be the exact solutions to the system (1) which are sufficiently smooth and bounded. Let $\eta_h, u_h \in V_h^k$ be the numerical solutions of the LDG scheme. For small enough $h$, there holds the following error estimate:

$$\|u - u_h\|^2 + \|\eta - \eta_h\|^2 + \|v - v_h\|^2 + \|w - w_h\|^2 \leq Ch^{2k+1}. \quad (37)$$

In particular, if $a = c = 0$, we have

$$\|u - u_h\|^2 + \|\eta - \eta_h\|^2 + \|v - v_h\|^2 + \|w - w_h\|^2 \leq Ch^{2k+2}. \quad (38)$$

**Proof** The proof of this theorem is similar to that of Theorem 1. Below we will sketch the proof and mainly present the different steps.

Choose the test functions $\rho = \xi^u$, $\tilde{\rho} = \xi^u$ in (13) and (14), $\phi = d\xi^u - a\xi^\zeta$, $\tilde{\phi} = b\xi^w - a\xi^q$ in (15) and (18), $\psi = d\xi^u$, $\tilde{\psi} = b\xi^w$ after taking the time derivative of (16) and (19), and $\varphi = a\xi^w$, $\tilde{\varphi} = a\xi^v$ in (17) and (20), respectively. Summing up all these equations and applying the property of the projection operator, we obtain

$$\sum_{j=1}^{N} P_j - \sum_{j=1}^{N} Q_j = \sum_{j=1}^{N} H_j + \sum_{j=1}^{N} C_j.$$
where the nonlinear term $H_j$ and $C_j$ are defined in (23) and (24), and

$$
\sum_{j=1}^{N} P_j = \frac{1}{2} \frac{\partial}{\partial t} \int_I \left( (\xi^\eta)^2 + b(\xi^w)^2 + (\xi^u)^2 + d(\xi^v)^2 \right) \, dx,
$$

$$
\sum_{j=1}^{N} Q_j = \int_I \left( \xi^\eta \xi^\eta + \xi^u \xi^u \right) \, dx + \sum_{j=1}^{N} \left( \left( b \xi_t \xi^u - a \xi^q \xi^q \right) [\xi^\eta] \right)_{j+\frac{1}{2}} + \sum_{j=1}^{N} a \left( \left( \xi^v \xi^v + \frac{1}{2} \xi^w \xi^w - \frac{1}{2} [\xi^w] \xi^w \right) \right)_{j+\frac{1}{2}} + \sum_{j=1}^{N} \left( \left( d \xi_t \xi^v - a \xi^\epsilon \xi^\epsilon \right) [\xi^u] \right)_{j+\frac{1}{2}} + \sum_{j=1}^{N} a \left( \left( \xi^w \xi^w + \frac{1}{2} \xi^v \xi^v - \frac{1}{2} [\xi^v] \xi^v \right) \right)_{j+\frac{1}{2}} + \sum_{j=1}^{N} \left( \left( d \xi_t \xi^v - a \xi^\epsilon \xi^\epsilon \right) [\xi^u] \right)_{j+\frac{1}{2}} + \sum_{j=1}^{N} a \left( \left( \xi^w \xi^w + \frac{1}{2} \xi^v \xi^v - \frac{1}{2} [\xi^v] \xi^v \right) \right)_{j+\frac{1}{2}} =: I + II + III + IV + V.
$$

Following the exactly same analysis as that in Lemma 3 yields

$$
I + II + IV \leq C \left( \|\xi^\eta\|^2 + \|\xi^u\|^2 + \|\xi^w\|^2 + \|\xi^v\|^2 + h^{2k+2} \right),
$$

then

$$
III + V = |a| \left( \sum_{j=1}^{N} \left( \left( \xi^v \xi^v + \frac{1}{2} \xi^w \xi^w - \frac{1}{2} [\xi^w] \xi^w \right) \right)_{j+\frac{1}{2}} + \sum_{j=1}^{N} \left( \left( \xi^w \xi^w + \frac{1}{2} \xi^v \xi^v - \frac{1}{2} [\xi^v] \xi^v \right) \right)_{j+\frac{1}{2}} \right) \leq C |a| h^{2k+1}.
$$

Therefore,

$$
\sum_{j=1}^{N} P_j - \sum_{j=1}^{N} Q_j \geq \frac{1}{2} \frac{\partial}{\partial t} \int_I \left( (\xi^\eta)^2 + b(\xi^w)^2 + (\xi^u)^2 + d(\xi^v)^2 \right) \, dx - C \left( \|\xi^\eta\|^2 + \|\xi^u\|^2 + \|\xi^w\|^2 + \|\xi^v\|^2 + h^{2k+2} + |a| h^{2k+1} \right).
$$

Combining this with the result in Lemma 4, we have

$$
\frac{\partial}{\partial t} \int_I \left( (\xi^\eta)^2 + b(\xi^w)^2 + (\xi^u)^2 + d(\xi^v)^2 \right) \, dx \leq C \left( \|\xi^u\|^2 + \|\xi^w\|^2 + \|\xi^\eta\|^2 + \|\xi^v\|^2 \right) + C \left( h^{2k+2} + |a| h^{2k+1} \right),
$$

which leads to (37) when $a \neq 0$, and (38) when $a = 0$.

**Remark 2** We would like to point out that when $a = c = 0$, this model reduces to the coupled BBM equations. In [10], LDG methods were presented for this model, based on slightly different reformulation of the original model. Both energy conserving and energy dissipative methods were studied in that paper, however, optimal error estimate analysis was obtained only for the linearized model. In this theorem, we are able to provide the optimal error estimate for the fully nonlinear BBM-BBM equations.
4.3 The Case of Either $b > 0$, $d = 0$ or $b = 0$, $d > 0$, and Either $a$, $c < 0$ or $a = c \geq 0$

Two theorems will be presented in this subsection, with the first one on the case of $d = 0$, $b > 0$ and the other on the case of $b = 0$, $d > 0$.

**Theorem 3** When $b > 0$, $d = 0$, either $a$, $c < 0$ or $a = c \geq 0$, let $u, \eta$ be the exact solutions to the system (1) which are sufficiently smooth and bounded. Let $\eta_h, u_h \in V_h^k$ be the numerical solutions of the LDG scheme (7). For small enough $h$ there holds the following error estimate

$$
\|u - u_h\|^2 + \|\eta - \eta_h\|^2 + \|w - w_h\|^2 \leq Ch^{2k+1}.
$$

Below we only present the proof for the case of $a$, $c < 0$, which follows the steps as that in Theorem 1. The other case of $a = c \geq 0$ can be shown in a similar way, by combining the proof below with that of Theorem 2.

**Proof** When $d = 0$, $a$, $c < 0$, $b > 0$, the system (1) reduces to

$$
\begin{aligned}
\left\{ \begin{array}{l}
\eta_t + u_x + (\eta u)_x + au_{xxx} - b\eta_{xxx} = 0, \\
u_t + \eta_x + \left(\frac{u^2}{2}\right)_x + c\eta_{xxx} = 0.
\end{array} \right.
\end{aligned}
$$

Follow the step as in the proof of Theorem 1 to obtain

$$
\sum_{j=1}^{N} \mathcal{P}_j - \sum_{j=1}^{N} \mathcal{Q}_j = \sum_{j=1}^{N} |c|\mathcal{H}_j + \sum_{j=1}^{N} |a|\mathcal{C}_j,
$$

where $\mathcal{P}_j$, $\mathcal{Q}_j$, $\mathcal{H}_j$ and $\mathcal{C}_j$ have the exact same definitions, except with $d = 0$. From Lemma 3, we have

$$
\sum_{j=1}^{N} \mathcal{P}_j = \frac{1}{2} \frac{\partial}{\partial t} \int_I \left(|c| (\xi^\eta)^2 + |bc| (\xi^u)^2 + |a| (\xi^h)^2\right) dx,
$$

$$
\sum_{j=1}^{N} \mathcal{Q}_j \leq C \left(\|\xi^\eta\|^2 + \|\xi^\eta\|^2 + \|\xi^u\|^2 + h^{2k+1}\right) + ac \sum_{j=1}^{N} (\xi^\eta u)_{j+\frac{1}{2}},
$$

where the last term in $\sum_{j=1}^{N} \mathcal{Q}_j$ cannot be bounded as what is done in Lemma 3 due to $d = 0$. We refer to (32) for the estimate of $\mathcal{H}_j$.

The approximation of $\mathcal{C}_j$ needs to be handled differently, since we can not allow $\|\xi^v\|$, which does not appear in (42), to show up here. Recall that

$$
\sum_{j=1}^{N} |a|\mathcal{C}_j = \int_I |a| \left(\xi^{\eta} - \eta^{\eta} + \frac{u^2}{2} - \frac{u_h^2}{2}\right) \xi^u dx + \sum_{j=1}^{N} |a| \left(\left((\eta + \frac{u^2}{2} - \hat{f}) [\xi^u]\right)_{j+\frac{1}{2}},
$$

which can be separated into the linear term and nonlinear term

$$
\begin{aligned}
\sum_{j=1}^{N} |a|\mathcal{C}_j &= \int_I |a| \left(\xi^{\eta} - \eta^{\eta}\right) \xi^u dx + \sum_{j=1}^{N} |a| \left(\left((\eta - \eta_h) [\xi^u]\right)_{j+\frac{1}{2}} + \int_I |a| \left(\frac{u^2}{2} - \frac{u_h^2}{2}\right) \xi^u dx \\
&+ \sum_{j=1}^{N} |a| \left(\left(\frac{u^2}{2} - \hat{f}\right) [\xi^u]\right)_{j+\frac{1}{2}}
\end{aligned}
$$

\(\square\) Springer
with \( \hat{f} = \hat{F}_2 - \{
abla \} = \frac{a}{2} - \frac{a}{2} [u_h] \). Applying the projection property and integration by parts, the linear part can be reformulated as

\[
\int_I |a| (\xi^n - \eta^n) \xi^n_\delta \, dx + \sum_{j=1}^N |a| (\eta - \{\eta\}) [\xi^n_j]_{j+\frac{1}{2}} \]

\[
= \int_I |a| \xi^n \xi^n_\delta \, dx + \sum_{j=1}^N |a| (\{\xi^n - \eta^n\} \xi^n_j)_{j+\frac{1}{2}} 
= - \int_I |a| \xi^n \xi^n_\delta \, dx - \sum_{j=1}^N |a| (\{\xi^n - \eta^n\} \xi^n_j)_{j+\frac{1}{2}} 
\]

Utilizing Lemma 2, the first term can be bounded as

\[- \int_I |a| \xi^n \xi^n_\delta \, dx \leq |a| \|\xi^n\| \|\xi^n\| \leq C \|\xi^n\|^2 + \|\xi^n\|^2,\]

and the second term can be approximated by

\[
- \sum_{j=1}^N |a| (\{\xi^n - \eta^n\} \xi^n_j)_{j+\frac{1}{2}} = - \sum_{j=1}^N |a| h^{-\frac{1}{2}} \xi^n_j h^{\frac{1}{2}} (\xi^n_j)_{j+\frac{1}{2}} - \sum_{j=1}^N |a| (\{\xi^n - \eta^n\} \xi^n_j)_{j+\frac{1}{2}} \leq Ch^{-1} N \|\xi^n\|^2_{j+\frac{1}{2}} + Ch \|\xi^n\|^2_{j+\frac{1}{2}} - \sum_{j=1}^N |a| (\{\xi^n - \eta^n\} \xi^n_j)_{j+\frac{1}{2}} \leq C \left( \|\xi^n\|^2 + \|\xi^n\|^2 \right) - \sum_{j=1}^N |a| (\{\xi^n - \eta^n\} \xi^n_j)_{j+\frac{1}{2}}.\]  

To estimate the nonlinear terms in (44), we introduce the following lemma, which is exactly Lemma 3.4 and Lemma 3.5 in [26], and we will omit the proof here.

**Lemma 5** With \( f(u) \) and \( \hat{f} \) defined above, there exists some positive number \( \alpha(\hat{f}; u_h) \) such that

\[
\int_I |a| (f(u) - f(u_h)) \xi^n_\delta \, dx + \sum_{j=1}^N |a| (f(u) - \hat{f}) [\xi^n_j]_{j+\frac{1}{2}} \leq -\frac{1}{4} \sum_{j=1}^N (\alpha(\hat{f}; u_h) [\xi^n_j]^2)_{j+\frac{1}{2}} + C \left( \|\xi^n\|^2 + h^{2k+1} \right).\]

Combining all these estimates together, we have the following result:

\[
\sum_{j=1}^N |a| C_j \leq C \left( \|\xi^n\|^2 + \|\xi^n\|^2 + h^{2k+1} \right) - \frac{1}{4} \sum_{j=1}^N (\alpha(\hat{f}; u_h) [\xi^n_j]^2)_{j+\frac{1}{2}} - \sum_{j=1}^N |a| (\{\xi^n\} \xi^n_j)_{j+\frac{1}{2}}.\]
Recall that

\[ \sum_{j=1}^{N} P_j - \sum_{j=1}^{N} Q_j = \sum_{j=1}^{N} |c| \mathcal{H}_j + \sum_{j=1}^{N} |a| C_j, \]

we have

\[
\frac{1}{2} \frac{\partial}{\partial t} \int_I \left( |c| (\xi^u)^2 + |bc| (\xi^w)^2 + |a| (\xi^u)^2 \right) dx + \frac{1}{4} \sum_{j=1}^{N} \left( \alpha (\hat{f}; u_h) |\xi^u|_j \right)_{j+\frac{1}{2}} \\
\leq C \left( \|\xi^u\|^2 + \|\xi^w\|^2 + \|\xi^u\|^2 + \|\xi^w\|^2 + h^{2k+1} \right) + ac \sum_{j=1}^{N} \left( \epsilon^q - [\xi^u] \right)_j + \frac{1}{2} |a| \sum_{j=1}^{N} \left( [\epsilon^q] |\xi^u|_j \right)_{j+\frac{1}{2}},
\]

which leads to

\[
\frac{\partial}{\partial t} \int_I \left( |c| (\xi^u)^2 + |a| (\xi^u)^2 + |bc| (\xi^w)^2 \right) dx \geq C \left( \|\xi^u\|^2 + \|\xi^u\|^2 + \|\xi^w\|^2 \right) + Ch^{2k+1}.
\]

by applying Young’s inequality and the projection error estimate (3). Then, the estimate (39) follows from this, the Gronwall’s inequality, Lemma 1 on optimal initial conditions, and the optimal projection error (3).

**Theorem 4** When \( b = 0, \ d > 0, \) either \( a, \ c < 0 \) or \( a = c \geq 0, \) let \( u, \eta \) be the exact solutions to the system (1) which are sufficiently smooth and bounded. Let \( \eta_h, u_h \in V_h^k \) be the numerical solutions of the LDG scheme (7). For small enough \( h, \) there holds the following error estimate

\[
\|u - u_h\|^2 + \|\eta - \eta_h\|^2 + \|v - v_h\|^2 \leq Ch^{2k+1}. \tag{47}
\]

**Proof** For the same reason, we only present the proof for the case of \( a, \ c < 0. \) Follow the steps in Theorem 1, we can derive

\[
\sum_{j=1}^{N} P_j - \sum_{j=1}^{N} Q_j = \sum_{j=1}^{N} |c| \mathcal{H}_j + \sum_{j=1}^{N} |a| C_j,
\]

with

\[
\sum_{j=1}^{N} P_j = \frac{1}{2} \frac{\partial}{\partial t} \int_I \left( |c| (\xi^u)^2 + |ad| (\xi^v)^2 + |a| (\xi^u)^2 \right) dx, \tag{48}
\]

\[
\sum_{j=1}^{N} Q_j \leq C \left( \|\xi^u\|^2 + \|\xi^v\|^2 + \|\xi^v\|^2 + h^{2k+1} \right) + ac \sum_{j=1}^{N} \left( \epsilon^q - [\xi^u] \right)_j + \frac{1}{2} |a| \sum_{j=1}^{N} \left( [\epsilon^q] |\xi^u|_j \right)_{j+\frac{1}{2}}, \tag{49}
\]

following the result in Lemma 3, where the last term in \( \sum_{j=1}^{N} Q_j \) is different from that in the proof of Theorem 3 due to \( b = 0. \) Another difference in the proof is that the term \( C_j \) can now be bounded as in (33), and the approximation of \( \mathcal{H}_j \) needs to be handled differently, since
we can not allow \( \| \xi^u \| \) that does not appear in (48) to show up here. Recall that

\[
\sum_{j=1}^{N} \mathcal{H}_j = \int_I (\xi^u - e^u) \xi^u_j \, dx + \sum_{j=1}^{N} ((u - \{u_h\}) [\xi^u])_{j+\frac{1}{2}} + \int_I (u\eta - u_h\eta_h) \xi^u_j \, dx + \sum_{j=1}^{N} \left( (u\eta - \{u_h\} \eta_h) + \frac{\alpha}{2} [\eta_h] \right) [\xi^u]_{j+\frac{1}{2}}. \tag{50}
\]

For the linear term, we can follow the same analysis as in (45) and (46) to derive

\[
\int_I (\xi^u - e^u) \xi^u_j \, dx + \sum_{j=1}^{N} ((u - \{u_h\}) [\xi^u])_{j+\frac{1}{2}} \leq C(\| \xi^u \|^2 + \| \xi^\eta \|^2) + C h^{2k+1} - \sum_{j=1}^{N} \left( \{e^u\} [\xi^u] \right)_{j+\frac{1}{2}}.
\]

For the nonlinear term, we decompose it as the sum of \( \Pi_1, \Pi_2, \Pi_3 \), outlined below.

\[
\int_I (u\eta - u_h\eta_h) \xi^u_j \, dx + \sum_{j=1}^{N} \left( (u\eta - \{u_h\} \eta_h) + \frac{\alpha}{2} [\eta_h] \right) [\xi^u]_{j+\frac{1}{2}} =: \Pi_1 + \Pi_2 + \Pi_3. \tag{51}
\]

One can easily observe that

\[
\Pi_3 = \sum_{j=1}^{N} \left( \frac{\alpha}{2} [\eta_h] [\xi^\eta] \right)_{j+\frac{1}{2}} = \sum_{j=1}^{N} \left( \frac{\alpha}{2} [\xi^\eta] \right)_{j+\frac{1}{2}} - \sum_{j=1}^{N} \left( \frac{\alpha}{2} [\xi^\eta]^2 \right)_{j+\frac{1}{2}} \leq C h^{2k+1} - \frac{7\alpha}{16} \sum_{j=1}^{N} (\xi^\eta)^2_{j+\frac{1}{2}}.
\]

To bound \( \Pi_2 \), we rewrite it into the following form by adding and subtracting the same term:

\[
\Pi_2 = \sum_{j=1}^{N} \int_{I_j} \eta_h(x_j) (\xi^u - e^u) \xi^u_j \, dx + \sum_{j=1}^{N} \eta_h(x_j) \left( \{\xi^u - e^u\} [\xi^u] \right)_{j+\frac{1}{2}} + \sum_{j=1}^{N} \int_{I_j} (\eta_h - \eta_h(x_j)) (\xi^u - e^u) \xi^u_j \, dx + \sum_{j=1}^{N} (\{\eta_h - \eta_h(x_j)\} (\xi^u - e^u) [\xi^u] \right)_{j+\frac{1}{2}}.
\]

Applying integration by parts, Young’s inequality, Lemma 2, the definition of the projection and its optimal error estimate (3), we obtain
\[ \sum_{j=1}^{N} \int_{I_j} \eta_h(x_j)(\xi^u - e^u)\xi^\eta_x \, dx + \sum_{j=1}^{N} \eta_h(x_j) \left( ([\xi^u] - e^u)[\xi^\eta] \right)_{j+\frac{1}{2}} \]

\[ = \sum_{j=1}^{N} \int_{I_j} \eta_h(x_j)\xi^u\xi^\eta_x \, dx + \sum_{j=1}^{N} \eta_h(x_j) \left( ([\xi^u]\xi^\eta) \right)_{j+\frac{1}{2}} - \sum_{j=1}^{N} \eta_h(x_j) \left( ([e^u]\xi^\eta) \right)_{j+\frac{1}{2}} \]

\[ = -\sum_{j=1}^{N} \int_{I_j} \eta_h(x_j)\xi^\eta\xi^u_x \, dx - \sum_{j=1}^{N} \eta_h(x_j) \left( ([\xi^u]\xi^\eta) \right)_{j+\frac{1}{2}} - \sum_{j=1}^{N} \eta_h(x_j) \left( ([e^u]\xi^\eta) \right)_{j+\frac{1}{2}} \]

\[ \leq C(\|\xi^\eta\|^2 + \|\xi^u\|^2) + CH^{2k+1} + \frac{\alpha}{16} \sum_{j=1}^{N} \left( ([\xi^\eta])^2 \right)_{j+\frac{1}{2}}. \]

Noting the fact that \( \eta_h(x) - \eta_h(x_j) = O(h) \) for any \( x \in I_j \), we can apply Young’s inequality, projection property (3), and the inverse inequality (4) to obtain

\[ \left| \sum_{j=1}^{N} \int_{I_j} (\eta_h - \eta_h(x_j)) (\xi^u - e^u)\xi^\eta_x \, dx + \sum_{j=1}^{N} \left( (\eta_h - \eta_h(x_j)) ([\xi^u] - e^u) \right) \right|_{j+\frac{1}{2}} \]

\[ \leq \sum_{j=1}^{N} \int_{I_j} Ch([\xi^u] - e^u)\xi^\eta_x \, dx + \sum_{j=1}^{N} \left( Ch([\xi^u] - e^u)\xi^\eta \right)_{j+\frac{1}{2}} \leq C(\|\xi^u\|^2 + \|\xi^\eta\|^2) + CH^{2k+2}. \]

Therefore, we obtain the following estimate:

\[ \Pi_2 \leq C(\|\xi^\eta\|^2 + \|\xi^u\|^2 + \|\xi^u\|^2) + CH^{2k+1} + \frac{\alpha}{16} \sum_{j=1}^{N} \left( ([\xi^\eta])^2 \right)_{j+\frac{1}{2}}. \]

Next, we will estimate the term \( \Pi_1 \). From integration by parts and the property of projection, we have

\[ \sum_{j=1}^{N} \int_{I_j} u(x_j)(\xi^\eta - e^\eta)\xi^\eta_x \, dx + \sum_{j=1}^{N} \left( u(x_j)[\xi^\eta] \right)_{j+\frac{1}{2}} = 0. \] (52)

Therefore, we obtain

\[ \Pi_1 = \sum_{j=1}^{N} \int_{I_j} u(\xi^\eta - e^\eta)\xi^\eta_x \, dx + \sum_{j=1}^{N} \left( u(\xi^\eta) - (e^\eta) \right) \]

\[ - \sum_{j=1}^{N} \int_{I_j} u(x_j)(\xi^\eta - e^\eta)\xi^\eta_x \, dx - \sum_{j=1}^{N} \left( u(x_j)[\xi^\eta] \right)_{j+\frac{1}{2}} \]

\[ = \sum_{j=1}^{N} \int_{I_j} (u - u(x_j))(\xi^\eta - e^\eta)\xi^\eta_x \, dx + \sum_{j=1}^{N} \left( (u - u(x_j))\xi^\eta \right)_{j+\frac{1}{2}} - \sum_{j=1}^{N} \left( u[e^\eta] \right) \].

Since \( u(x) - u(x_j) = O(h) \) for any \( x \in I_j \), applying Young’s inequality, inverse inequality (4), and projection property (3) yields

\[ \sum_{j=1}^{N} \int_{I_j} (u - u(x_j))(\xi^\eta - e^\eta)\xi^\eta_x \, dx \leq \sum_{j=1}^{N} \int_{I_j} C([\xi^\eta] - e^\eta)h\xi^\eta_x \, dx \leq C(\|\xi^\eta\|^2 + h^{2k+2}). \]
\[
\sum_{j=1}^{N} (u - u(x_j)) [\xi^q] [\xi^q]_{j+\frac{1}{2}} \leq \sum_{j=1}^{N} (Ch[\xi^q] [\xi^q])_{j+\frac{1}{2}} \leq C [\xi^q]^2,
\]

\[
- \sum_{j=1}^{N} (u[\epsilon^q])_{j+\frac{1}{2}} \leq Ch^{2k+1} + \frac{\alpha}{8} \sum_{j=1}^{N} ([\xi^q]^2)_{j+\frac{1}{2}}.
\]

Therefore, we obtain the estimate of \(\Pi_1\) as

\[
\Pi_1 \leq C([\xi^q]^2 + h^{2k+1}) + \frac{\alpha}{8} \sum_{j=1}^{N} ([\xi^q]^2)_{j+\frac{1}{2}},
\]

and the estimate of the nonlinear term is given by

\[
\int_I (u\eta - u_h \eta_h) \xi^q dx + \sum_{j=1}^{N} \left( \left( u\eta - \{u_h \eta_h \} + \frac{\alpha}{2} [\eta_h] \right) [\xi^q]^2 \right)_{j+\frac{1}{2}} = \Pi_1 + \Pi_2 + \Pi_3
\]

\[
\leq C([\xi^q]^2 + [\xi^v]^2 + [\xi^u]^2) + Ch^{2k+1} - \frac{\alpha}{4} \sum_{j=1}^{N} ([\xi^q]^2)_{j+\frac{1}{2}}.
\]

As a result, we have shown that

\[
\sum_{j=1}^{N} \mathcal{H}_j \leq C([\xi^q]^2 + [\xi^v]^2 + [\xi^u]^2) + Ch^{2k+1} - \frac{\alpha}{4} \sum_{j=1}^{N} ([\xi^q]^2)_{j+\frac{1}{2}} - \sum_{j=1}^{N} (\{e^u\}[\xi^q])_{j+\frac{1}{2}}.
\]

Recall the relation

\[
\sum_{j=1}^{N} P_j - \sum_{j=1}^{N} Q_j = \sum_{j=1}^{N} |c[\mathcal{H}_j] + \sum_{j=1}^{N} |a|C_j|
\]

we have

\[
\frac{1}{2} \frac{\partial}{\partial t} \int_I \left( |c|([\xi^q]^2 + |ad|([\xi^v]^2 + |a|([\xi^u]^2) dx + \frac{|c|\alpha}{4} \sum_{j=1}^{N} ([\xi^q]^2)_{j+\frac{1}{2}}
\]

\[
\leq C([\xi^q]^2 + [\xi^v]^2 + [\xi^u]^2) + Ch^{2k+1} + ac \sum_{j=1}^{N} (e^q \cdot [\xi^q])_{j+\frac{1}{2}} - \sum_{j=1}^{N} (|c|[e^u][\xi^q])_{j+\frac{1}{2}},
\]

which leads to

\[
\frac{\partial}{\partial t} \int_I \left( |c|([\xi^q]^2 + |ad|([\xi^v]^2 + |a|([\xi^u]^2) dx \leq C([\xi^q]^2 + [\xi^v]^2 + [\xi^u]^2) + Ch^{2k+1}.
\]

The estimate (47) follows from the Gronwall’s inequality, Lemma 1, and the optimal projection error (3).

### 4.4 The Case of \(b, \ d > 0, \ ac = 0\) and \(a, \ c \leq 0\)

**Theorem 5** When \(b, \ d > 0, \ ac = 0\) and \(a, \ c \leq 0\), let \(u, \ \eta\) be the exact solutions to the system (1) which are sufficiently smooth and bounded. Let \(\eta_h, \ u_h \in V_h^k\) be the numerical solutions of the LDG scheme (7). For small enough \(h\), there holds the following error estimate

\[
\|u - u_h\|^2 + ||\eta - \eta_h||^2 + \|v - v_h\|^2 + \|w - w_h\|^2 + \|p - p_h\|^2 \leq Ch^{2k}.
\]
Below we only prove the case \( c = 0 \), and the other case of \( a = 0 \) can be done following a similar idea. One more projection of \( v \), defined as

\[ \tilde{\xi}^v = \mathcal{P}^- v - v_h, \quad \tilde{\epsilon}^v = \mathcal{P}^- v - v, \quad \text{with} \quad \tilde{\xi}^v - \tilde{\epsilon}^v = v - v_h, \]

is needed in the proof, and this leads to the following extra error equations, in addition to (13)-(20):

\[ \int_{I_j} (\tilde{\xi}^v - \tilde{\epsilon}^v) \phi^* dx + A_j (\xi^v - \epsilon^v, \phi^*; (\xi^v - \epsilon^v)^+) = 0, \quad (54) \]

\[ \int_{I_j} (\tilde{\xi}^v - \tilde{\epsilon}^v) \psi^* dx + A_j (\xi^v - \tilde{\epsilon}^v, \psi^*; (\xi^v - \tilde{\epsilon}^v)^-) = 0. \quad (55) \]

**Proof** Different set of test functions is chosen here, since the term \( c\eta_{xxx} \) disappears when \( c = 0 \). Choose the test functions \( \phi = \xi^v, \quad \tilde{\phi} = \xi^v + a\xi^P \) in (13) and (14), \( \phi = d\xi^v, \quad \tilde{\phi} = b\xi^v - a(\xi^0 - \xi^v) \) in (15) and (18), \( \psi = -a\xi^v, \quad \varphi = a\xi^v, \quad \psi^* = -a\xi^v \) in (16), (17), and (55), and \( \psi = d\xi^v, \quad \tilde{\psi} = b\xi^v, \quad \phi^* = -a\xi^v \) after taking the time derivative of (16), (19) and (54), respectively. Summing up all the equations involved above, applying the projection properties, and noting that \( c = 0 \), we have

\[ \mathcal{P}^*_j - Q^*_j = \mathcal{H}_j + C_j - \mathcal{D}_j, \quad (56) \]

where

\[ \mathcal{P}^*_j = \frac{\partial}{\partial t} \int_{I_j} \left( (\xi^v)^2 + (\xi^h)^2 + b(\xi^v)^2 + d(\xi^v)^2 - a(\xi^v)^2 - ad(\xi^P)^2 \right) dx \]

\[ + b \left( (\xi_t^v, -\xi^h)^j_{-\frac{1}{2}} - (\xi_t^v, -\xi^h)^{j+\frac{1}{2}} \right) \]

\[ + d \left( (\xi_t^u, -\xi^u)^j_{-\frac{1}{2}} - (\xi_t^u, -\xi^u)^{j+\frac{1}{2}} \right) \]

\[ - a \left( (\xi^v, -\xi^u)^j_{-\frac{1}{2}} - (\xi^v, -\xi^u)^{j+\frac{1}{2}} \right) - a \left( (\xi^v, -\xi^h)^j_{-\frac{1}{2}} - (\xi^v, -\xi^h)^{j+\frac{1}{2}} \right) \]

\[ \mathcal{Q}^*_j = \int_{I_j} \left( \epsilon_t^v \xi^v + \epsilon_t^u (\xi^u + a\xi^P) - a\epsilon_t^v \tilde{\epsilon}^v \right) dx + b \left( (\epsilon_t^v, -\xi^h)^j_{-\frac{1}{2}} - (\epsilon_t^v, -\xi^h)^{j+\frac{1}{2}} \right) \]

\[ + d \left( (\epsilon_t^u, -\xi^u)^j_{-\frac{1}{2}} - (\epsilon_t^u, -\xi^u)^{j+\frac{1}{2}} \right) \]

\[ - a \left( (\epsilon^u, +\xi^v)^j_{-\frac{1}{2}} - (\epsilon^u, +\xi^v)^{j+\frac{1}{2}} \right) \]

\[ - a \left( (\epsilon^v, -\xi^w)^j_{-\frac{1}{2}} - (\epsilon^v, -\xi^w)^{j+\frac{1}{2}} \right) - a \left( - (\epsilon^v, +\xi^w)^j_{-\frac{1}{2}} \right) \]

\[ + (\epsilon^v, +\xi^w)^j_{+\frac{1}{2}} - a \left( (\epsilon^q, -\xi^h)^j_{-\frac{1}{2}} - (\epsilon^q, -\xi^h)^{j+\frac{1}{2}} \right), \quad (58) \]
\( \mathcal{H}_j \) and \( C_j \) are defined in (23)-(24), and
\[
\mathcal{D}_j = \int_{I_j} (f(u) - f(u_h))|a|\xi_v^p \, dx - (\eta_h^+ - \eta_h) + f(u) - \hat{f})|a|\xi_v^p, \quad j = 1, \ldots, N
\]

where
\[
\int_{I_j} (\xi_v^p)^2 + (\xi_u^p)^2 + d(\xi_v^p)^2 + |a|\xi_v^p \, dx
\]

Summing over all the elements \( I_j \), we obtain
\[
\sum_{j=1}^N \mathcal{P}_j^* - \sum_{j=1}^N \mathcal{Q}_j^* = \sum_{j=1}^N \mathcal{H}_j + \sum_{j=1}^N C_j - \sum_{j=1}^N \mathcal{D}_j,
\]

where
\[
\sum_{j=1}^N \mathcal{P}_j^* = \frac{\partial}{\partial t} \int_I \left( (\xi_v^p)^2 + (\xi_u^p)^2 + b(\xi_v^p)^2 + d(\xi_v^p)^2 + |a|\xi_v^p \right) \, dx - |a| \sum_{j=1}^N \left( [\xi_v^p][\xi_u^p] \right)_{j}^{1,2}
\]

and
\[
\sum_{j=1}^N \mathcal{Q}_j^* = \int_I \left( \epsilon_i^\eta \xi_v^p + \epsilon_i^u (\xi_u^p + a\xi_v^p) - a\epsilon_i^v \xi_v^p \right) \, dx + \sum_{j=1}^N \left( -ae_i^q, -be_i^w, \xi_v^p \right)_{j}^{1,2} + \sum_{j=1}^N \left( d\epsilon_i^v, -[\xi_v^p] \right)_{j}^{1,2} + a \sum_{j=1}^N \left( [\xi_v^p][\xi_u^p] \right)_{j}^{1,2}
\]

Recall Lemma 4, we have
\[
\sum_{j=1}^N (\mathcal{H}_j + C_j) \leq C \left( \|\xi_v^p\|^2 + \|\xi_v^p\|^2 + \|\xi_u^p\|^2 + \|\xi_v^p\|^2 \right) + Ch^{2k+2}.
\]

Applying Young’s inequality and the projection property (3) leads to
\[
\int_I \left( \epsilon_i^\eta \xi_v^p + \epsilon_i^u (\xi_u^p + a\xi_v^p) - a\epsilon_i^v \xi_v^p \right) \, dx \leq C \left( \|\xi_v^p\|^2 + \|\xi_v^p\|^2 + \|\xi_u^p\|^2 + \|\xi_v^p\|^2 \right) + Ch^{2k+2},
\]

and utilizing Lemma 2 (and its analogue for \( [\tilde{\xi}^v] \)) yields
\[
\sum_{j=1}^N \left( -ae_i^q, -be_i^w, \xi_v^p \right)_{j}^{1,2} + \sum_{j=1}^N \left( d\epsilon_i^v, -[\xi_v^p] \right)_{j}^{1,2} \leq C \left( \|\xi_u^p\|^2 + \|\xi_u^p\|^2 + \|\xi_v^p\|^2 \right) + Ch^{2k+2}.
\]

We can apply Young’s inequality, the projection property (3) and the inverse inequality (4) to obtain
\[
\sum_{j=1}^N \left( [\epsilon_v^p][\xi_u^p] \right)_{j}^{1,2} \leq C \|\xi_u^p\|^2 + Ch^{2k}.
\]
Combining these results leads to

\[ \sum_{j=1}^{N} Q_j^* \leq C \left( \| \xi_u \|^2 + \| \xi_v \|^2 + \| \xi_p \|^2 + \| \xi_u \|^2 + \| \xi_v \|^2 \right) + C h^{2k}. \]

Next, we would like to estimate \( \sum_{j=1}^{N} D_j \), which takes the form of

\[ \sum_{j=1}^{N} D_j = |a| \int f(u) - f(u_h) \xi_p^p dx + |a| \sum_{j=1}^{N} \left( \eta^+_h - \eta_h + f(u) - \hat{f} \right)(\xi_p^p)_{j+\frac{1}{2}} \]

\[ =: |a| \Lambda_1 + |a| \Lambda_2. \]

Notice that

\[ f(u) - f(u_h) = \frac{u^2}{2} - \frac{\left(u_h\right)^2}{2} = \frac{1}{2} (u + u_h)(u - u_h) = \frac{1}{2} (u + u_h)(\xi_u - \xi_u). \]

If we define \( \mathcal{L}(x) = (u + u_h)/2 \), then by mean value theorem we have \( |\mathcal{L}(x) - \mathcal{L}(x_j)| = O(h) \) for \( x \in I_j \). Applying integration by parts, together with Young’s inequality, the inverse inequality (4), Lemma 2 and the projection property (3), we have

\[
|\Lambda_1| = \left| \sum_{j=1}^{N} \int_{I_j} (f(u) - f(u_h)) \xi_p^p dx \right| = \left| \sum_{j=1}^{N} \int_{I_j} \mathcal{L}(x)(\xi_u - \xi_u)\xi_p^p dx \right| \\
= \left| \sum_{j=1}^{N} \int_{I_j} (\mathcal{L}(x) - \mathcal{L}(x_j)) (\xi_u - \xi_u)\xi_p^p dx + \sum_{j=1}^{N} \int_{I_j} \mathcal{L}(x_j)(\xi_u - \xi_u)\xi_p^p dx \right| \\
\leq \left| \sum_{j=1}^{N} \int_{I_j} C|\xi_u - \xi_u| h|\xi_p^p| dx \right| + \left| \sum_{j=1}^{N} \int_{I_j} \mathcal{L}(x_j)|\xi_u|\xi_p^p dx - \sum_{j=1}^{N} \mathcal{L}(x_j)|\xi_u|\xi_p^p \right|_{j+\frac{1}{2}} \\
\leq C \left( \| \xi_u \|^2 + \| \xi_p \|^2 + h^{2k+2} \right) + C \left( \| \xi_v \|^2 + \| \xi_p \|^2 \right) + C \left( \| \xi_v \|^2 + \| \xi_p \|^2 \right).
\]

We now turn to the approximation of \( \Lambda_2 \), which has the following explicit expression:

\[
\Lambda_2 = \sum_{j=1}^{N} \left( \eta^+_h - \eta_h + f(u) - \hat{f} \right)(\xi_p^p)_{j+\frac{1}{2}} \\
= \sum_{j=1}^{N} \left( \eta^+_h - \eta_h + \frac{u^2}{2} - \frac{\left(u_h\right)^2}{2} + \frac{\alpha}{2}[u_h] \right)(\xi_p^p)_{j+\frac{1}{2}}.
\]

Applying Young’s inequality, the projection property (3), the inverse inequality (4) and Lemma 2, we have
\[
\frac{N}{2} \sum_{j=1}^{N} ((\check{\eta}_{h} - \eta_{h})[\check{\xi}^{P}])_{j+\frac{1}{2}} = \frac{1}{2} \sum_{j=1}^{N} ((\check{\xi}^{\eta} - \check{\xi}^{u})[\check{\xi}^{P}])_{j+\frac{1}{2}} \leq C \left( \|\xi^{w}\|^2 + \|\xi^{P}\|^2 + h^{2k} \right),
\]
\[
\frac{N}{2} \sum_{j=1}^{N} \alpha \left( ([u_{h}][\check{\xi}^{P}])_{j+\frac{1}{2}} \right) = \frac{N}{2} \sum_{j=1}^{N} \alpha \left( ([u_{h} - u][\check{\xi}^{P}])_{j+\frac{1}{2}} \right) \leq C \sum_{j=1}^{N} \left( (\check{\xi}^{u} - \check{\xi}^{u})[\check{\xi}^{P}])_{j+\frac{1}{2}} \right) \leq C \left( \|\xi^{v}\|^2 + \|\xi^{P}\|^2 + h^{2k} \right).
\]

Similarly, utilizing the fact that \( u + \{u_{h}\} \) is uniformly bounded leads to
\[
\frac{N}{2} \sum_{j=1}^{N} \left( u^2 - \frac{u_{h}^2}{2} \right) [\check{\xi}^{P}]_{j+\frac{1}{2}} \leq \frac{1}{2} \sum_{j=1}^{N} \left( (u + \{u_{h}\})(\check{\xi}^{u} - \check{\xi}^{u})\{\check{\xi}^{P}\})_{j+\frac{1}{2}} \right) \leq C \left( \|\xi^{v}\|^2 + \|\xi^{P}\|^2 + \|\xi^{w}\|^2 + h^{2k} \right).
\]

Therefore,
\[
|\Lambda_{2}| \leq C \left( \|\xi^{v}\|^2 + \|\xi^{P}\|^2 + \|\xi^{w}\|^2 + h^{2k} \right),
\]

which leads to
\[
\sum_{j=1}^{N} D_{j} = |a\Lambda_{1} + a\Lambda_{2}| \leq |a| (|\Lambda_{1}| + |\Lambda_{2}|) \leq C \left( \|\xi^{u}\|^2 + \|\xi^{P}\|^2 + \|\xi^{w}\|^2 + \|\xi^{v}\|^2 + h^{2k} \right).
\]

Finally, recall the equality
\[
\sum_{j=1}^{N} P_{j}^{*} = \sum_{j=1}^{N} \left( Q_{j}^{*} + C_{j} + H_{j} - D_{j} \right),
\]
and by Lemma 2 and Young’s inequality,
\[
\sum_{j=1}^{N} \left( (\check{\xi}^{v})[\check{\xi}^{w}] \right)_{j+\frac{1}{2}} \leq C \left( \|\xi^{P}\|^2 + \|\xi^{w}\|^2 \right),
\]

we obtain
\[
\frac{\partial}{\partial t} \int_{\Omega} \left( (\check{\xi}^{\eta})^2 + (\check{\xi}^{u})^2 + b(\check{\xi}^{w})^2 + d(\check{\xi}^{v})^2 + |a|(\check{\xi}^{v})^2 + |ad|(\check{\xi}^{P})^2 \right) \, dx \leq C \left( \|\xi^{u}\|^2 + \|\xi^{\eta}\|^2 + \|\xi^{w}\|^2 + \|\xi^{v}\|^2 + \|\xi^{u}\|^2 + \|\xi^{P}\|^2 + h^{2k} \right).
\]

We can apply the Gronwall’s inequality and the estimate (53) follows from Lemma 1 and the optimal projection error (3).

### 4.5 The Case of \( a = b = c = d = 0 \)

**Theorem 6** When \( a = b = c = d = 0 \), let \( u, \eta \) be the exact solutions to the system (1) which are sufficiently smooth and bounded. Let \( \eta_{h}, u_{h} \in V_{h}^{k} \) be the numerical solutions of the LDG scheme (7). For small enough \( h \), there holds the following error estimate:
\[
\|u - u_{h}\|^2 + \|\eta - \eta_{h}\|^2 \leq Ch^{2k+1}.
\]
Under this assumption, the $abcd$ Boussinesq system reduces to the nonlinear shallow water equations, which is a first-order symmetrizable system of conservation law. Therefore, the above theorem is a direct application of [24, Theorem 2.1].

5 Numerical Experiments

The numerical results of the proposed LDG methods are presented in this section. The third-order strong stability preserving Runge-Kutta methods [19] are used as the temporal discretization. We first perform the accuracy test for different choices of the parameters $a, b, c, d$, and then present several wave collision tests, including a simulation with finite-time blow-up wave, to demonstrate the performance of our methods.

5.1 Accuracy Test

Based on different choices of the parameters $a, b, c, d$ studied in Sect. 4, several accuracy tests are carried out to compare the numerical solutions with the exact solutions (specified for each test below). Uniform meshes are considered. $N_x$ denotes the total number of spatial cells, and $N_t$ denotes the number of temporal steps. Periodic boundary conditions are applied for each examples. Note that some exact solutions, for instance the solitary-wave solutions, are not periodic in space. Thanks to their exponential decaying property, their values at two boundaries are very small, hence one can treat them as periodic functions and use this trick to check for accuracy. We choose the final time $T$ to be small such that the error due to periodic boundary conditions could be negligible. We implemented the LDG schemes with both $k = 1$ and $k = 2$, which correspond to piecewise linear basis and piecewise quadratic basis functions, respectively.

Case 1 (Theorem 1). First, we consider the parameters $a = -\frac{7}{30}, b = \frac{7}{15}, c = -\frac{2}{5}, d = \frac{1}{2}$, which match the assumptions in Theorem 1. For such choice of parameters, the following traveling-wave exact solutions have been provided in [13]:

$$
\begin{align*}
\eta(x, t) &= \frac{3}{8} \operatorname{sech}^2 \left( \frac{1}{2} \sqrt{\frac{5}{7}} \left( x - 20 - \frac{5\sqrt{7}}{6} t \right) \right), \\
u(x, t) &= \frac{1}{2\sqrt{2}} \operatorname{sech}^2 \left( \frac{1}{2} \sqrt{\frac{5}{7}} \left( x - 20 - \frac{5\sqrt{7}}{6} t \right) \right).
\end{align*}
$$

(60)

The computational domain is set as $I = [0, 40]$. The initial conditions of $u(x, 0)$ and $\eta(x, 0)$ are obtained by setting $t = 0$ in (60), and the numerical errors are computed at the final stopping time $T = 0.8$. The numerical errors in $L^2$ and $L^\infty$ norms and the corresponding convergence rates are presented in Table 1 for $k = 1$ and in Table 2 for $k = 2$. Under both cases, the optimal convergence orders, i.e., $(k + 1)$-th order, in both $u$ and $\eta$ can be observed, which indicated that the error estimate of $(k + 1/2)$-th order in Theorem 1 is not sharp. As we can observe that the lost of 1/2 accuracy in the proof is due to the third-order spatial derivative terms $u_{xxx}, \eta_{xxx}$, and one may try the idea presented in [28] to provide optimal error estimate for linear high-order wave equations. The main idea there was to derive energy stability for the various auxiliary variables via using the scheme and its time derivatives with different test functions. Due to the existence of the nonlinear terms, we expect this procedure to be very cumbersome, and will investigate this in a future work.
Table 1  Numerical errors and convergence rates of Case 1, with \( k = 1 \)

| Nx | Nt | \( \| e_u \|_{L^2} \) | Rate | \( \| e_\eta \|_{L^2} \) | Rate | \( \| e_u \|_\infty \) | Rate | \( \| e_\eta \|_\infty \) | Rate |
|----|----|----------------|------|----------------|------|----------------|------|----------------|------|
| 20 | 20 | 0.05225 | 0 | 0.05056 | 0 | 0.02611 | 0 | 0.01857 | 0 |
| 40 | 40 | 0.01359 | 1.9426 | 0.01211 | 2.0620 | 0.01433 | 0.8653 | 9.159E−3 | 1.0196 |
| 80 | 80 | 2.952E−3 | 2.2029 | 2.926E−3 | 2.0492 | 4.152E−3 | 1.7878 | 3.895E−3 | 1.2377 |
| 160 | 160 | 6.805E−4 | 2.1172 | 7.078E−4 | 2.0474 | 1.167E−3 | 1.8310 | 1.208E−3 | 1.6886 |
| 320 | 320 | 1.657E−4 | 2.0380 | 1.748E−4 | 2.0174 | 3.105E−4 | 1.9099 | 3.273E−4 | 1.8842 |

Case 2 (Theorem 2 with \( a = c \neq 0 \)). Here, we consider the parameters \( a = c = 1/12 \), \( b = 1/18 \), \( d = 1/9 \), which match the assumptions in Theorem 2. As the exact solution is not available, we consider the following manufactured “exact” solution of the form:

\[
\begin{aligned}
\eta(x, t) &= \cos(x + t), \\
u(x, t) &= \sin(x + t),
\end{aligned}
\]

and modify the \( abcd \) Boussinesq system to be

\[
\begin{aligned}
\partial_t \eta + u_x + (\eta u)_x + \frac{1}{12}u_{xxx} - \frac{1}{18} \eta_{xxt} &= \cos(2x + 2t) + \frac{11}{12} \cos(x + t) - \frac{19}{18} \sin(x + t), \\
\partial_t u + \eta_x + \left( \frac{u^2}{2} \right)_x + \frac{1}{12} \eta_{xxx} - \frac{1}{9} u_{xxt} &= \frac{1}{2} \sin(2x + 2t) + \frac{10}{9} \cos(x + t) - \frac{11}{12} \sin(x + t),
\end{aligned}
\]

by adding some source terms on the right-hand side. The computational domain is set as \( I = [0, 2\pi] \). The initial conditions of \( u(x, 0) \) and \( \eta(x, 0) \) are obtained by setting \( t = 0 \) in the “exact” solutions, and the numerical errors are computed at the final stopping time \( T = \pi/50 \). The numerical errors in \( L^2 \) and \( L^\infty \) norms and the corresponding convergence rates are presented in Table 3 for \( k = 1 \) and in Table 4 for \( k = 2 \). Again, the optimal convergence orders, i.e., \((k + 1)\)-th order, in both \( u \) and \( \eta \) can be observed, which indicated that the error estimate of \((k + 1/2)\)-th order in Theorem 2 is not sharp. The same remedy discussed in Case 1 may be applied to improve the error estimate.

Case 3 (Theorem 2 with \( a = c = 0 \)). In Theorem 2, we are able to prove the optimal convergence rate when \( a = c = 0 \), under which case the \( abcd \) Boussinesq system reduces to the coupled BBM equations. In the following test, we choose the parameters \( a = c = 0 \), \( b = d = 1/6 \), and the corresponding traveling-wave exact solutions, provided in \([10]\), are given by
Table 3 Numerical errors and convergence rates of Case 2, with $k = 1$

| $N_x$ | $N_t$ | $\|e_u\|_{L^2}$ | Rate | $\|e_\eta\|_{L^2}$ | Rate | $\|e_u\|_{\infty}$ | Rate | $\|e_\eta\|_{\infty}$ | Rate |
|-------|-------|-----------------|------|-----------------|------|-----------------|------|-----------------|------|
| 20    | 20    | 9.183E-3        | 0    | 0.01057         | 0    | 0.01409         | 0    | 0.01581         | 0    |
| 40    | 40    | 2.732E-3        | 1.7492 | 2.772E-3       | 1.9306 | 4.132E-3       | 1.7697 | 4.171E-3       | 1.9231 |
| 80    | 80    | 6.789E-4        | 2.0053 | 6.732E-4       | 2.0422 | 2.028E-3       | 2.0069 | 1.020E-3       | 2.0312 |
| 160   | 160   | 1.697E-4        | 2.0004 | 1.691E-4       | 1.9935 | 2.571E-4       | 1.9995 | 2.563E-4       | 1.9931 |
| 320   | 320   | 4.240E-5        | 2.0005 | 4.232E-5       | 1.9980 | 6.427E-5       | 2.0000 | 6.418E-5       | 1.9979 |

Table 4 Numerical errors and convergence rates of Case 2, with $k = 2$

| $N_x$ | $N_t$ | $\|e_u\|_{L^2}$ | Rate | $\|e_\eta\|_{L^2}$ | Rate | $\|e_u\|_{\infty}$ | Rate | $\|e_\eta\|_{\infty}$ | Rate |
|-------|-------|-----------------|------|-----------------|------|-----------------|------|-----------------|------|
| 20    | 20    | 3.395E-4        | 0    | 3.281E-4        | 0    | 6.426E-4        | 0    | 4.727E-4        | 0    |
| 40    | 40    | 3.705E-5        | 3.1958 | 3.671E-5       | 3.1599 | 6.561E-5       | 3.2920 | 6.795E-5       | 2.7984 |
| 80    | 80    | 4.262E-6        | 3.1200 | 4.510E-6       | 3.0252 | 7.926E-6       | 3.0492 | 8.431E-6       | 3.0106 |
| 160   | 160   | 5.413E-7        | 2.9769 | 5.422E-7       | 3.0562 | 1.010E-6       | 2.9721 | 1.015E-6       | 3.0539 |
| 320   | 320   | 6.747E-8        | 3.0042 | 6.734E-8       | 3.0093 | 1.264E-7       | 2.9991 | 1.259E-7       | 3.0109 |

Table 5 Numerical errors and convergence rates of Case 3, with $k = 1$

| $N_x$ | $N_t$ | $\|e_u\|_{L^2}$ | Rate | $\|e_\eta\|_{L^2}$ | Rate | $\|e_u\|_{\infty}$ | Rate | $\|e_\eta\|_{\infty}$ | Rate |
|-------|-------|-----------------|------|-----------------|------|-----------------|------|-----------------|------|
| 20    | 20    | 0.6819          | 0    | 1.8824          | 0    | 0.7956          | 0    | 1.5628          | 0    |
| 40    | 40    | 0.3377          | 1.0139 | 0.2893          | 2.7018 | 0.4860          | 0.7111 | 0.3183          | 2.2956 |
| 80    | 80    | 0.1108          | 1.6077 | 0.1898          | 0.6084 | 0.2138          | 1.1846 | 0.3091          | 0.0424 |
| 160   | 160   | 0.0281          | 1.9784 | 0.0500          | 1.9241 | 0.0663          | 1.6879 | 0.1255          | 1.2999 |
| 320   | 320   | 7.057E-3        | 1.9944 | 0.01261         | 1.9872 | 0.01745         | 1.9268 | 0.03474         | 1.8534 |

\[
\begin{align*}
\eta(x, t) &= \frac{15}{4} \left( -2 + \cosh \left( \sqrt{\frac{18}{5}} \left( x - 20 - \frac{5}{2}t \right) \right) \right) \sech^4 \left( \sqrt{\frac{9}{10}} \left( x - 20 - \frac{5}{2}t \right) \right), \\
u(x, t) &= \frac{15}{2} \sech^2 \left( \sqrt{\frac{9}{10}} \left( x - \frac{L}{2} - \frac{5}{2}t \right) \right).
\end{align*}
\]

The computational domain is set as $I = [0, 40]$. The initial conditions of $u(x, 0)$ and $\eta(x, 0)$ are obtained by setting $t = 0$ in the exact solutions, and the numerical error is computed at the final stopping time $T = 0.01$. The numerical error in $L^2$ and $L^\infty$ norms and the corresponding convergence rates are presented in Table 5 for $k = 1$ and in Table 6 for $k = 2$. The optimal convergence orders in both $u$ and $\eta$ can be observed, which matches the optimal error estimate analysis in Theorem 2.

Case 4 (Theorem 3). Here, we consider the parameters $a = c = \frac{1}{9}$, $b = \frac{1}{9}$, $d = 0$, which match the assumptions in Theorem 3. As the exact solution is not available, we consider the following manufactured “exact” solution of the form:

\[
\begin{align*}
\eta(x, t) &= \cos(x + t), \\
u(x, t) &= \sin(x + t),
\end{align*}
\]
and modify the $abcd$ Boussinesq system to be

\[
\begin{align*}
\eta_t + u_x + (\eta u)_x + \frac{1}{9} u_{xxx} - \frac{1}{9} \eta_{xxx} &= \cos(2x + 2t) + \frac{8}{9} \cos(x + t) - \frac{10}{9} \sin(x + t), \\
u_t + \eta_x + \left( \frac{a^2}{2} \right)_x + \frac{1}{9} \eta_{xxx} &= \frac{1}{2} \cos(2x + 2t) + \cos(x + t) - \frac{3}{9} \sin(x + t)
\end{align*}
\]

by adding some source terms on the right-hand side. The computational domain is set as $I = [0, 8 \pi]$. The initial conditions of $u(x, 0)$ and $\eta(x, 0)$ are obtained by setting $t = 0$ in the "exact" solutions, and the numerical errors are computed at the final stopping time $T = 0.04$. The numerical errors in $L^2$ and $L^\infty$ norms and the corresponding convergence rates are presented in Table 7 for $k = 1$ and in Table 8 for $k = 2$. The optimal convergence orders, i.e., $k + 1$-th order, in both $u$ and $\eta$ can be observed.

**Case 5 (Theorem 4).** Here, we consider the parameters $a = c = b = 0$, $d = \frac{1}{5}$, which match the assumptions in Theorem 4. An exact solution is presented in [11] as follows:

\[
\begin{align*}
\eta(x, t) &= -1 \\
u(x, t) &= \frac{2}{3} + \text{sech}^2 \left( \frac{1}{\sqrt{2}} (x - 20 - t) \right)
\end{align*}
\]

The computational domain is set as $I = [0, 40]$. The initial conditions of $u(x, 0)$ and $\eta(x, 0)$ are obtained by setting $t = 0$ in the exact solutions, and the numerical error are computed
Table 9 Numerical errors and convergence rates of Case 5, with $k = 1$

| Nx | Nt | $\|e_u\|_2$ | Rate | $\|e_\eta\|_2$ | $\|e_u\|_\infty$ | Rate | $\|e_\eta\|_\infty$ |
|----|----|-------------|------|----------------|-----------------|------|----------------|
| 20 | 20 | 0.05729    | 0    | 7.61E−16   | 0.07459        | 0    | 2.22E−16    |
| 40 | 40 | 0.03581   | 0.6779 | 7.32E−16   | 0.05536        | 0.4301 | 2.22E−16 |
| 80 | 80 | 9.57E−3 | 1.9027 | 7.16E−16   | 0.01849        | 1.5820 | 2.22E−16 |
| 160| 160| 2.41E−3 | 1.9889 | 7.34E−16   | 5.020E−3       | 1.8812 | 2.22E−16 |
| 320| 320| 6.04E−4 | 1.9971 | 7.69E−16   | 1.29E−3        | 1.8812 | 2.22E−16 |

Table 10 Numerical errors and convergence rates of Case 5, with $k = 2$

| Nx | Nt | $\|e_u\|_2$ | Rate | $\|e_\eta\|_2$ | $\|e_u\|_\infty$ | Rate | $\|e_\eta\|_\infty$ |
|----|----|-------------|------|----------------|-----------------|------|----------------|
| 20 | 20 | 0.04538    | 0    | 1.77E−15   | 0.06536        | 1.22E−15 | |
| 40 | 40 | 5.87E−3   | 2.9504 | 2.296E−15  | 0.01028        | 2.6750 | 1.22E−15 |
| 80 | 80 | 6.75E−4   | 3.1190 | 4.429E−15  | 1.342E−3       | 2.9372 | 3.10E−15 |
| 160| 160| 8.53E−5   | 2.9860 | 4.197E−14  | 1.819E−4       | 2.8837 | 3.10E−14 |
| 320| 320| 1.06E−5   | 2.9961 | 6.027E−14  | 2.313E−5       | 2.9748 | 3.02E−14 |

at the final stopping time $T = 0.01$. The numerical errors in $L^2$ and $L^\infty$ norms and the corresponding convergence rates are presented in Table 9 for $k = 1$ and in Table 10 for $k = 2$. For this case, we can observe that $\|e_u\|_2$ demonstrates a $(k + 1)$-th order of accuracy, and $\|e_\eta\|_2$ presents the machine error at the level of $10^{-14}$. This is due to the fact that the exact solution $\eta(t, x) = −1$ is a constant, hence its approximation via polynomial is exact and the update equation for $\eta$ is also exact.

Case 6 (Theorem 5). The parameters $a = 0$, $b = d = \frac{1}{3}$, $c = −\frac{1}{3}$, which match the assumptions in Theorem 5, are chosen in this test. A set of exact solutions, studied in [11], takes the form of

$$
\begin{align*}
\eta(x, t) &= −1, \\
u(x, t) &= 1 + 6\sech^2\left(\frac{\sqrt{3}}{2}\left(x − 20 − \sqrt{2}t\right)\right).
\end{align*}
$$

The computational domain is set as $I = [0, 40]$. The initial conditions of $u(x, 0)$ and $\eta(x, 0)$ are obtained by setting $t = 0$ in the exact solutions, and the numerical errors are computed at the final stopping time $T = 0.01$. The numerical errors in $L^2$ and $L^\infty$ norms and the corresponding convergence rates are presented in Table 11 for $k = 1$ and in Table 12 for $k = 2$. We can observe that $\|e_u\|_2$ demonstrates a $(k + 1)$-th order of accuracy, and, for the same reason as in Case 5, $\|e_\eta\|_2$ presents the machine error.

Case 7 (KdV-KdV system). In this last example for accuracy test, we consider the case of $b = d = 0$, under which case the $abcd$ Boussinesq system reduces to the coupled KdV-KdV equations. Note that we were not able to provide an error estimate analytically for this system. Let $b = d = 0$, $a = c = \frac{1}{6}$, there exits exact solutions of the form [13]

$$
\begin{align*}
\eta(x, t) &= −1 + \frac{3}{2}\sech^2\left(\frac{\sqrt{3}}{2}\left(x − 20 − \sqrt{2}t\right)\right), \\
u(x, t) &= \frac{3}{\sqrt{2}}\sech^2\left(\frac{\sqrt{3}}{2}\left(x − 20 − \sqrt{2}t\right)\right).
\end{align*}
$$
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The computational domain is set as $I = [0, 40]$. The initial conditions of $u(x, 0)$ and $\eta(x, 0)$ are obtained by setting $t = 0$ in the exact solutions, and the numerical errors are computed at the final stopping time $T = 0.01$. The numerical errors in $L^2$ and $L^\infty$ norms and the corresponding convergence rates are presented in Table 13 for $k = 1$ and in Table 14 for $k = 2$. The optimal convergence orders in both $u$ and $\eta$ can be observed numerically. This is consistent with the Galerkin approximation of the KdV-KdV equations in [8].
5.2 Wave Collisions

Motivated by the experiments in [4, 11], we consider two examples of traveling-wave collisions in this section. The head-on collision, namely, two waves travel in opposite direction, is considered here.

5.2.1 Finite Time Blow Up

First, we consider the experiment performed in [4, 11] for the coupled BBM equations with the choice of parameters $a = c = 0$, $b = d = \frac{1}{8}$. The system admits the traveling wave exact solution of the form

\[
\begin{align*}
\eta_{\pm}(x, t) &= \frac{15}{2} \text{sech}^2 \left( \frac{3}{\sqrt{10}} \left( x \pm \frac{5}{2} t \right) \right) - \frac{45}{4} \text{sech}^4 \left( \frac{3}{\sqrt{10}} \left( x \pm \frac{5}{2} t \right) \right), \\
u_{\pm}(x, t) &= \pm \frac{15}{2} \text{sech}^2 \left( \frac{3}{\sqrt{10}} \left( x \pm \frac{5}{2} t \right) \right)
\end{align*}
\]

traveling at opposite direction. The initial conditions are set as

\[
\begin{align*}
\eta(x, 0) &= \eta_{+}(x-x_{+}, 0) + \eta_{-}(x-x_{-}, 0), \\
u(x, 0) &= u_{+}(x-x_{+}, 0) + u_{-}(x-x_{-}, 0),
\end{align*}
\]

where $x_{\pm} = \pm 7$ in the computational domain $I = [-14, 14]$. Initially, the waves are centered at $7$ and $-7$, and will propagate towards each other.

We use the LDG scheme with $k = 2$ and $h = 0.175$ to simulate this example. The time step size is chosen to be $\Delta t = 0.00107 h$ up to $t = 3.24$, and $\Delta t = 0.00052 h$ for $3.24 \leq t \leq 4.4$. The numerical solutions $u_h$ and $\eta_h$ at various times (before the blow-up) are shown in Fig. 1. We can observe that the $L_{\infty}$-norm of the numerical solutions $\eta_h$ at $t = 4.4$ reaches 120, which indicates the possible blow-up of the $\eta_h$, as well as the spatial derivative of $u_h$. This is consistent with the observations in [4, 11].

5.2.2 Head-on Collision

We consider the system equations with the choice of parameters $a = -\frac{7}{30}, b = \frac{7}{15}, c = -\frac{2}{5}, d = \frac{1}{2}$, and the initial conditions given in [11]:

\[
\begin{align*}
\eta(x, 0) &= \eta_{+}(x) + \eta_{-}(x), \\
u(x, 0) &= u_{+}(x) + u_{-}(x),
\end{align*}
\]

where

\[
\begin{align*}
\eta_{\pm}(x) &= \frac{1}{\sqrt{8}} \text{sech}^2 \left( \sqrt{\frac{5}{28}} (x-x_{\pm}) \right), \\
u_{\pm}(x) &= \pm \frac{3}{8} \text{sech}^2 \left( \sqrt{\frac{5}{28}} (x+x_{\pm}) \right).
\end{align*}
\]

Here, the computational domain is set as $I = [-14, 14]$, and $x_{\pm} = \pm 7$. Two waves travel towards each other, and collide around $t = 6$.

We use the LDG scheme with $k = 2$ and $h = 0.175$ to simulate this example. The time step size is chosen to be $\Delta t \approx 0.00214 h$. The numerical solutions $u_h$ and $\eta_h$ at various times (before and after the collision) are shown in Fig. 2. Numerically, we can observe that these two waves merge, and then split up and continue to travel independently.
Fig. 1 The numerical solutions $u_h$ and $\eta_h$ of the finite time blow-up test at different times
Fig. 2 The numerical solutions $u_h$ and $\eta_h$ of the head-on collision test at different times
6 Conclusion Remark

In this paper we developed and analyzed the LDG methods for the $abcd$ Boussinesq system. By utilizing the connection between the error of the auxiliary and primary variables, we proved the optimal error estimate for our LDG scheme applied to the BBM-BBM system, and sub-optimal error estimate for a wide range of parameters $a, b, c, d > 0$. Numerical experiments are provided to test the accuracy of our methods, and optimal error estimates are observed for all the cases, including the KdV-KdV system which is not covered in our theoretical analysis. We also simulate wave collisions of traveling wave solutions and observe finite time blow-up behavior of the numerical solutions.
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