THE USE OF A GENETIC ALGORITHM FOR MUSIC HARMONIZATION OF TRANSITIONAL FRAGMENTS IN COMPUTER GAMES
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Abstract: The problem of musical accompaniment harmonization for adjacent transitional fragments in computer games is considered. A harmonization method based on a tonal model of the musical composition in conjunction with a genetic algorithm seeking the global extremum of the harmonic function is proposed. For the method under consideration, all operators of the genetic algorithm and fitness functions are defined. A scheme was developed for the formation of transitional musical compositions and a flowchart was proposed for using the genetic algorithm in its implementation. Using examples of well-known musical compositions, a study was conducted of the genetic algorithm features and its most appropriate parameters were found in the context of the problem under consideration. This allowed us to obtain expression for the computational costs of the proposed method, which are necessary for balancing the computational load in the computer between the game algorithm itself and the musical harmonization algorithm. Moreover, the study showed that using genetic algorithm allows even for a small number of iterations to achieve melody harmonization level no worse than professional composer achieved, and even exceed this level when performing extra iterations.
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1. INTRODUCTION

Video games are an actively and continuously developing modern media trend [1]. Studies show that approximately 60% of Americans play video games, and the average age of players is 30 years [2]. One of the important components of a modern video game is music. In a video game, musical accompaniment reinforces the narrative [3], represents characters and scenes, enhances dramatic tension, and can also be a meaningful part of the gameplay [4].

Along with the growing interest in procedurally generated content, there is also a request for the use of procedurally generated music (PGM) [5]. This is due to the desire to reduce the cost of game development [1, 6], the need for personalization of the game experience [7], a long or often repeated gameplay, the full cycle of which can take several tens of hours [4].

Although the practices and methods of writing music for games come from film scoring, the interactive nature of the video game requires significant changes in the approach to creating musical accompaniment. This distinction is a result of an active, rather than passive character of the player role in the game. There are adaptive and interactive PGM systems [5]. In the interactive PGM system music is considered as part of the gameplay, and the player has the ability to directly influence the music parameters. In adaptive PGM systems, interaction with the player occurs more indirectly - through associations of game states and events with various musical themes [8]. Such system should be synchronized with the main game subsystems, since it needs to quickly react to changes in the gameplay and notify the player about this by changing the music [9].

From the aesthetic point of view the harmonious transition from the current fragment of musical accompaniment in the gameplay to the next one is extremely important. In PGM implementation harmony is the compliance of musical
accompaniment to all the rules of classical musical harmony [10]. We mean harmonization as the process of assignment musical chords to a given musical theme, presented as a melody. In adaptive PGM harmonization usually is used only for the current musical theme, and when changing the theme, a pause is used in musical accompaniment.

Using harmonization for musical theme transitions could significantly improve perception of the gameplay. Therefore, the development of methods for smooth harmonic change of musical themes is relevant.

This task is complicated by both the uncertainty of the moment of changing the musical themes and the uncertainty of the next theme choice, which are caused by the current game state and also the player's actions. Providing a continuous harmonic change of musical themes in these conditions is possible only if there is a continuous preliminary calculation of all possible transitions between musical themes. However, the volume of these calculations should not exceed the available computing power in order not to slow down the calculation of actions in the computer gameplay itself.

2. RELATED WORKS AND PROBLEM FORMULATION

Current use of the well-known PGM methods in video games is limited due to the heavy CPU load [5, 9]. The standard response time for player's actions in gameplay should be within 150-200 ms [11, 12]. When playing online, delay response over this value results in partial loss of gameplay control [13]. The time delay requirement for adaptive musical accompaniment is not so strict due to its indirect connection with the player’s actions, but music should be synchronized with the gameplay, and its changes must correspond to the gameplay pace. The musical accompaniment should react to game state changes and notify the player about it [3].

In the video game the musical accompaniment should be associated with key game states by certain musical themes [4, 8]. The total set of all the musical themes used in the current game session we will call the repertoire.

The scheme of game states for each specific episode of the game can be represented as a graph, the vertices of which are game states, and the edges are possible transitions (Fig. 1). The transition from the current state to one of the other possible will be called a scenario. If the musical themes of the game states are represented by melodies, they must be harmonized before playing.

To ensure a harmonious musical transition from one game state to another, it is necessary to provide mutual harmonization of the boundary sections of both melodies. These boundary sections of adjacent musical themes we will call the transition area. Fig. 2 presents an example of a possible dynamically transition areas (dotted line).

For each game state (if it is not the only one) there is at least one scenario connecting it with other states, or one degenerate scenario case which continues the current theme.

The choice of the scenario and the transition moment is usually determined by the player action so they are random for PGM. The adaptive music accompaniment system, therefore, should provide a harmonious transition from the current musical theme to any other possible in real time without delay. In this regard, each playback time period can be considered as a transition area.

Music has its own, inherent time division [15]. In temporal sense music duration is a series of bars - equal time parts, containing short, completed musical motifs or their constituent parts. Rhythm is one of the most important components of music perception [16]. When two melodies are combined it is necessary to ensure smooth transition between closing bar of the current melody, and the opening bar of the next melody. Therefore, transition area can occur only after bar closing. The duration of transition area and melody bar in the music accompaniment should be correlated.
Within one melody, the bar duration has constant time value, but for different melodies it can be different. The bar duration is determined by the tempo and rhythm of the melody [17]. It was shown that both the tempo [18] and the rhythm [19] are important features for the emotional perception of music, so we should expect that every game scenario will include melodies with different tempo and rhythm and therefore with different bar duration (Fig. 3).

As the maximum duration of the transition area, we should select the shortest bar duration in the musical accompaniment. This will allow for calculation of all transition scenarios by the end of any bar, and make the transition to the first bar of a new melody immediately.

To realize a harmonious musical transition, joint harmonization of both melodies can be applied. By combining the end of the previous melody with the beginning of a new one, the resulting music passage can be considered as a new short melody. Having harmonized it, we will get a short composition, which can be used as complete transition between two melodies. Further we will call it a musical composition of the transition.

The melody harmonization means supplement of the single melody with chords that satisfy all the rules of musical harmony. Currently, there are various formulations for the rules of musical harmony and, accordingly, different methods of the same melody harmonizing [20]. The implementation of computational melody harmonization requires an effective formal presentation of the musical composition and the formal function of the harmonization quality of the musical composition. A large number of such models are known in the literature [21-23], but they must also be considered in terms of ease of use in conjunction with modern methods of searching for global extrema of complex functions. In this sense the most promising is the tonal model [24], which makes it easy to adapt one of the most effective modern methods of searching for a global extremum - the genetic algorithm for the task of melody harmonizing [24-26].

The classical structure of the genetic algorithm is as follows (Fig. 4).

Melody data is algorithm input. Melody is combined with each of the \( N \) randomly created chord progressions and forms \( N \) compositions. Each composition is called chromosome and a full set of them is called population. The value of harmoniousness function is calculated for each composition of the population. The best harmonious compositions are selected and considered as parents for the crossbreeding. During crossbreeding data of the parents are mixed, and new chromosomes are created. These chromosomes become new population, and this process must be repeated again. To avoid sticking to the local minimum of the harmoniousness function, each iteration includes random changes of chromosomes which are called mutation.

The tonal model [24] is a three-dimensional matrix, the elements of which encode the pitch of the note and the vector of notes durations attached to it (Fig. 5). The rows of the matrix set the individual voices. The columns correspond to the chords. At the intersection of the row and the column, there is a pitch vector of three elements: the tonality degree \( D \), the octave \( O \) and the alteration sign \( A \).

The model is complemented with vector of durations, showing the duration of each column in...
relative value named beat, and the special function $d^1$, which relates tonality degree with specific pitch class of sound.

The pitch $P$ is calculated as follows:

$$P = d^{-1}(D) + 12 \cdot O + A . \tag{1}$$

The standard way to evaluate harmony is a list of harmony rules that describes the relationships of adjacent chords [24, 27, 28], and the total is calculated as the weighted sum of the values of the rules [29]. The set of rules has the general form $F = \{f \mid f : E \times E \rightarrow \{1,0\}\}$ in which rule $f$ gives the value 1 in case if pair of chords $E$ violates it, and 0 otherwise.

Harmony $H$ is a value that can be calculated using the following formula for composition $c$ using the rules $F$:

$$H(c) = 1 - \frac{1}{q(L-1)} \sum_{i=1}^{\vert F \vert} \sum_{j=1}^{L-1} q(f_i)(a_j, a_{j+1}). \tag{2}$$

where $c$ is the composition; $L$ is the number of all chords; $Q$ is the sum of the weights of all rules; $f_i$ is the $i$-th harmonic rule; $\vert F \vert$ - number of rules; $q$ is the function of the weights of the rules; $a_j$ - $j$-th chord in composition.

To calculate the harmony value, we will use a limited list of the most significant rules of musical harmony (Table 1) [24].

**Table 1. Harmony rules**

| Weight $q$ | Rule $f$                        | Violation condition                                                                 |
|------------|---------------------------------|-------------------------------------------------------------------------------------|
| 1          | Slip in voice                   | at least one voice contains a horizontal interval longer than 6 semitones           |
| 1          | Melodic chord connection        | two in-line chords do not have common sounds                                        |
| 2          | Doubling of the third           | at least one chord of the pair contains a doubled third                             |
| 2          | Parallel voice movement         | the length of all horizontal interval has one sign                                  |
| 2          | Slip in the melody is not      | the melody contains a slip, but the lowest voice does not contain it                |
|            | compensated by a bass slip     |                                                                                    |
| 4          | Parallel fifths                 | horizontal interval with a length of a fifth or more in voices (fifth = 4 steps)    |
| 4          | Parallel octaves                | horizontal interval with a length of an octave or more in voices                    |
| 4          | Non harmonic chord progression  | violation of the rules of chord progression (see table. 2)                         |
| 8          | Non tertian chord structure     | at least one chord has a non-third structure                                        |

Chord progression is formed using the rules that show for each chord the functions of the chords, which can be used after the given one. The function of a chord $g$ means its harmonic value within one tonality [30,31]. These rules are listed in Table 2. The table shows whether it is possible to use the chord of $g_2$ function after the chord of $g_1$ function [30].

**Table 2. Rules for the chord progression formation**

| $g$ | $g_2$ |
|-----|-------|
|     | I     | II    | III   | IV    | V     | VI    | VII   |
| I   | +     | +     | +     | +     | +     | +     | +     |
| II  | +     | +     | +     | +     | -     | -     | -     |
| III | +     | -     | -     | +     | +     | +     | +     |
| IV  | +     | +     | -     | +     | +     | -     | -     |
| V   | +     | -     | +     | -     | +     | +     | +     |
| VI  | +     | +     | +     | +     | -     | +     | -     |
| VII | +     | -     | -     | -     | -     | -     | +     |
3. PURPOSE AND OBJECTIVES OF THE STUDY

The aim of the work is to develop a method for matching musical accompaniment of adjacent fragments of computer games, based on the use of the tonal model in musical compositions and the genetic algorithm for finding the global extremum of the multi-extremal harmony function.

To achieve the goal, the following tasks were set:
– develop a general computational scheme for the method harmonizing music for transitional fragments in computer games;
– explore typical parameters of the harmonization process using the example of well-known melodies;
– determine the computational operation volume for the developed method and find the conditions under which this volume does not slow down the computational processes in the computer game itself.

4. DESCRIPTION OF THE PROPOSED METHOD

Flowchart in Fig. 6 shows the forming process of the musical composition for a current transition. For its work, the system stores the following internal data:
– repertoire of musical themes $M_i$ ($i=0, 1, \ldots$),
– $M_0$, the current music theme;
– $t_r$, the duration of the transition;
– $t$, play time $M_0$ before start playing musical composition of the current transition.

Forming process of the musical composition for a current transition has four stages.

At the first stage, $M_0$ is input to the SCEN block. The block accesses the scenario map to determine to which music themes $M_1 \ldots M_n$ can potentially be transitions from the current theme $M_0$, and then extract them from the repertoire repository.

---

Figure 6 – Flowchart for the forming process of the musical composition for a current transition
At the second stage, CROP blocks, using transition duration \( t_r \), extract the \( L0...Ln \) sections from the selected musical themes which will form musical compositions for potential transitions. For themes \( M1...Mn \), the segment is always extracted from the beginning of the melody, but for theme \( M0 \) it is necessary to cut off the part that has already been played. The parameter \( t \) allows us to specify the exact place in the \( M0 \) from which transition area begins.

At the third stage the sections are combined and harmonized. The left and right melodic parts of the transition area are input to each HAR block. The resulting outputs of the HAR block are harmonized musical compositions of the potential transitions \( H1...Hn \).

At the fourth stage, the parameter \( M^* \), which determines the musical theme to which the transition is necessary input to the SELECT block. From the set \( H1...Hn \) the required musical composition of the transition \( H^* \) is selected, which provides a harmonic transition from the theme \( M0 \) to the theme \( M^* \). It is resulting output musical composition for the transition.

If \( M^* = M0 \), the time counter \( t \) is increased by the value of \( t_r \). Otherwise, the duration of the used initial section of the \( M^* \) theme is set in the counter, and the value \( M^* \) is assigned to the \( M0 \) parameter.

5. CHARACTERISTICS OF THE TRANSITION AREA

In general, any number of chords, up to two, can be in the transition region. For each played bar it is necessary to calculate the musical compositions for all potential transitions that may occur after its completion. The worst is the situation when the current theme \( M0 \) has a minimum bar and we transit to a musical theme also with minimal bar. Then the transition duration of the musical composition will be resulting duration of the two shortest bars.

Bar duration is characterized by two values: the number of beats per minute (BPM) and the time signature. Beat is a conditional time value in which the duration of notes is expressed. BPM allows one to calculate the duration of one beat in seconds using the formula:

\[
t = \frac{60}{\text{BPM}}
\]  

(3)

The most commonly used tempos are in the range of 80-160 BPM [32]. The time signature \( R \) indicates the bar duration in beat and is usually represented as a natural fraction with a denominator multiple of 2. Used common time signatures usually are \( 2/2, 2/4, 3/2, 3/4, 3/8, 4/4, 6/4, 6/8 \) [17]. The number of beats is calculated by the formula:

\[
\theta = 4R,
\]  

(4)

where \( \theta \) is the bar duration in beats.

Thus, the duration of any bar is calculated by the formula:

\[
t = \frac{240R}{\text{BPM}}.
\]  

(5)

The shortest duration bar will occur in compositions with a minimum time signature and maximum tempo. Among those listed the minimum time signature is 3/8, and the highest rate is 160 BPM. The minimum duration of such bar according to the formula (5) is \( t_{\min} = 0.56 \text{ s} \), therefore the duration of the transition area will be \( 2t_{\min} = 1.12 \text{ s} \).

The most significant parameter of the computational complexity is the number of chords involved in harmonization, which determine the length of the chromosome. The chromosome has a maximum length if the entire transition area is filled with chords of the shortest duration. It is calculated by the formula:

\[
L_{\text{max}} = 2 \cdot \frac{\Theta}{\theta} = 8 \cdot \frac{R}{\theta},
\]  

(6)

where \( \Theta \) is the smallest permissible sound duration.

Taking \( \theta = 0.5 \), which corresponds to the duration of the so-called eighth note, we get \( L_{\text{max}} = 6 \).

6. COMPUTATIONAL COMPLEXITY OF THE METHOD FOR MATCHING MUSICAL ACCOMPANIMENT OF ADJACENT FRAGMENTS

The computational complexity of genetic algorithms is determined by the complexity of the fitness function. Due to the high repeatability of the fitness function calculations, the total calculation volume of the algorithm full cycle is almost equal to the calculation volume of the fitness function [33]. By simplifying the model, we can assume that the time required for chromosome evaluation corresponds to the duration of the entire iteration. Thus, the computational complexity for one iteration is comparable to the computational complexity of assessing the population for harmony.

In the proposed method, computational operations for evaluation the global extremum of the
harmony function (fitness function) are operations with integers.

Let $\lambda$ be the number of operations with integers necessary to calculate the fitness function for a chromosome with minimum length (2 chords). Then the number of operations required for calculating the fitness function for a chromosome with length $L$ will be $(L-1)\lambda$. The fitness function is calculated for each of the $N$ individuals of the population for each of $I$ iterations in algorithm. The number of operations of the entire cycle for genetic algorithm will be

$$IN(L-1)\lambda.$$  \hspace{1cm} (7)

The required computational power $M$ for harmonizing $a$ scenarios in $t$ seconds can be calculated using the formula:

$$M = \frac{aN(L-1)\lambda}{t}.$$  \hspace{1cm} (8)

The high independence of these calculations makes it possible to widely use parallel computing, calculating the fitness function of individuals or even individual pairs of chords in separate computing units.

For $aN(L-1)$ computing units, with the slowest one has a performance of $M_{\text{min}}$, the full cycle operation time will not exceed the value obtained by the formula:

$$t = I \frac{\lambda}{M_{\text{min}}}.$$  \hspace{1cm} (9)

For the fitness function described by formula (2) and Tables 1 and 2, $\lambda$ is 3025 operations with integers.

There are no clear theoretical considerations for determining the optimal size $N$ of the population in the case of nonbinary chromosomes. Optimal configuration of the genetic process is traditionally considered complicated problem, requiring special attention to the nature of the data represented by the chromosome [34].

Increasing the size of a population always leads to increase in the overall harmony of the population, since it increases the chance of good results already in the initial population. Increasing the chromosome length increases the search area and reduces this chance, so the choice of population size should be made according to the length of the chromosome.

Simultaneously increasing the size of the population and the length of the chromosome, however, significantly increases the amount of computation, so we should determine the optimal value of $N$.

It can be argued that a population increase gives a significant increase in harmony only to a certain value, after which the improvement practically is insignificant. It could be found experimentally.

The harmonization way of musical compositions and the type of harmony function is determined primarily by the musical style in which the composition is written and by the harmony relations specified within the style. These harmonic relations are determined by a set of certain rules, which, as a rule, are independent on composers. The skills and qualification of the composer definitely affects the quality of the musical work, however, for simplicity we believe that if the composer works within the bounds of the desired genre, he compiles the harmonious requirements in the composition at a level sufficient for the operation of the procedural music system. Since at the moment there are no harmony statistics for the music works of various composers, it will be logical to choose well-known works that are considered to be quite harmonious in the music world for determining numerical parameters. In the work we choose the classic harmonic style (for simplicity). For comparison, compositions in classical four-part homophony were selected.

Results in Fig. 7 shows averaged harmony achieved for populations of various sizes with different number of iterations. There melodies from the musical compositions “There is a Balm in Gilead” [35], “He Keeps me Singins” [36], “Jesus, Thy Boundless Love to Me” were harmonized [38]. From the results in Fig. 7 it can be seen that already for the value $N=600$, regardless of the number of completed iterations, the subsequent increase in population size $N$ has no notable effect on harmony.

The result based on the harmonization calculation for typical melodies make it possible to find a simple relationship between the desired level of harmony of the musical composition and the required number of iterations in the genetic algorithm.

Results in Fig. 8 show the dependence of the harmony level on the number of iterations for the genetic algorithm using the population size $N = 600$. For harmonization, melodies from the same musical compositions as in Fig. 7 were used. The dotted line on each graph indicates the level of harmony achieved by the composer. It can be noted that in the range of 10-16 iterations, the algorithm result can already be equal to the composer's level of harmony, which will be quite enough for adaptive music system.
Figure 7 – Harmony diagrams of compositions for different number of iterations $I$ and population size $N$

Figure 8 - The results of harmonization using the genetic algorithm for melodies from the compositions: (a) “There is a Balm in Gilead”, (b) “He Keeps me Singins”, (c) “Moment by Moment”, (d) “Jesus, Thy Boundless Love to Me”
Averaging the values of $H$ over all values of $I$, we can calculate the average harmony value as a function of the iteration number $I$. The average harmony value for compositions of 6 chords, calculated from the author's music, is $H_{\text{author}} = 0.988$.

The relationship between $I$ and $H$ is summarized in the table (Table 3). This allows us to estimate the required number of iterations for determining the computational complexity of calculating the transition music for the desired level of harmony.

Having estimated all the components in the formula (7), we can determine the necessary computational performance $M$ required to calculate a scenario with a given level of harmony $H$:

$$M = 19444700\alpha I(\alpha H).$$ (10)

| $I$ | $H$ | $I$ | $H$ |
|-----|-----|-----|-----|
| 5   | 0.950 | 15 | 0.989 |
| 6   | 0.959 | 16 | 0.990 |
| 7   | 0.971 | 17 | 0.991 |
| 8   | 0.976 | 18 | 0.991 |
| 9   | 0.980 | 19 | 0.992 |
| 10  | 0.982 | 20 | 0.992 |
| 11  | 0.984 | 21 | 0.992 |
| 12  | 0.986 | 22 | 0.993 |
| 13  | 0.988 | 23 | 0.993 |
| 14  | 0.989 | 24 | 0.993 |

For example, for parameters: the number of scenarios $\alpha = 5$, for the required level of harmony $H = 0.988$, the required number of iterations will be $I = 13$ (according to the results of Table 3) and then required computational performance according to formula (9) will be about $M = 96$ million integer operations per second.

7. CONCLUSION

New method for music harmonization for adjacent transitional fragments in computer games is proposed. The method is based on using the tonal model of musical compositions and the genetic algorithm for finding the global extremum of the multi-extremal harmony function. In this sense, the goal of the work is shifted from the methods of searching for the extremum to determination of the correct parameters of the algorithm and preparation of the input data for it. At the moment, procedural methods for generating music in video games are used rarely because of their high demands on computing resources. The proposed method allows for the practical use of theoretical results by harmonization methods. The method of computation of harmony transitions during the game is shown, a formula for calculating performance and required resources is obtained. The results of computational experiments prove the effectiveness of the developed approach.

The method allows for a reasonable computational cost ensuring smooth harmonious transitions between musical themes in a computer game. An additional advantage of the method is the use of mainly only integer operations, in contrast to the software of computer games, in which mainly floating-point operations are used. Together with the high computational parallelism of the proposed method, this significantly reduces the competition for processor resources between the game algorithm and the music generation algorithm.

Based on the analysis of the use of the tonal model and the genetic algorithm for the harmonization a number of well-known melodies, typical parameters values of the method were obtained. This made it possible to obtain the relationships for calculating method parameters depending on the number of game states, the temporal characteristics of the associated musical themes and the desired level of harmony.

The use of these relations allows balancing the computational load in the computer between the game algorithm itself and the musical accompaniment calculation algorithm.

An additional result of the work is the fact that the use of computer algorithms based on the tonal model and the genetic optimization algorithm makes it possible to obtain an even higher level of harmonization of musical composition than it can be obtained by professional composers.
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