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Abstract: Digital twins have gained a lot of attention in modern day industry, but practical challenges arise from the requirement of continuous and real-time data integration. The actual physical systems are also exposed to disturbances unknown to the real-time simulation. Therefore, adaptation is required to ensure reliable performance and to improve the usability of digital twins in monitoring and diagnostics. This study proposes a general approach to the real-time adaptation of digital twins based on a mechanism guided by evolutionary optimization. The mechanism evaluates the deviation between the measured state of the real system and the estimated state provided by the model under adaptation. The deviation is minimized by adapting the model input based on the differential evolution algorithm. To test the mechanism, the measured data were generated via simulations based on a physical model of the real system. The estimated data were generated by a surrogate model, namely a simplified version of the physical model. A case study is presented where the adaptation mechanism is applied on the digital twin of a marine thruster. Satisfactory accuracy was achieved in the optimization during continuous adaptation. However, further research is required on the algorithms and hardware to reach the real-time computation requirement.
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1 Introduction

Digital twin (DT) technology is the core component of cyber-physical systems (CPS) [1]. Such technologies have emerged from the rapid advances in ICT technologies and from national strategies and initiatives, such as ‘Industrie 4.0’, ‘Industrial Internet of Things’ (IIoT), and ‘Made in China 2025’, to name a few [1]. Grieves defined the DT originally in 2003 [2], although the definition by NASA was widely adopted later [3]. NASA defined DT as an integrated multi-physics, multi-scale, probabilistic ultra-fidelity simulation that reflects the state of the physical twin in a timely manner by using the best available physical models, sensor updates, and historical data [3]. Since then, various additional definitions have emerged [1].

The backbone technology of digital twins is real-time and multi-source data collection [4]. Information about the system operations, history, behavior, and the current state are required to create digital simulation models that dynamically update and change along with their physical counterparts. DT also adopts modern data visualization schemes such as virtual reality (VR) and augmented reality (AR), providing illustrative and user-friendly views [4].

The general and standard architecture for the digital twin [2] is composed of three components: physical objects, digital models, and the data that connect the physical and digital domains. The physical objects provide the basis for the building of the digital models. The digital models support the control, simulation, and decision-making of the physical objects. The data are the requirement for creating new knowledge. Additional components to the architecture have been proposed as well [5].

Although a common perspective is that digital twins are virtual copies of physical systems [1–3], there are some differences in the definitions of the data integration levels [6]. Kritzinger et al. [6] defined three levels of data integration, as illustrated in Figure 1. The digital model is a digital representation of the physical object without automated data exchange between the physical and digital objects. The digital shadow has an automated data flow from the physical object to the digital object, but not vice versa. Finally, the digital twin has fully integrated data flows in both directions. In the recently reported research, the interaction between the physical and virtual objects is mainly...
The coupling between simulation and optimization is an essential subject for current research [15]. Practical challenges arise from the continuous and real-time data integration in digital twins. Zhang et al. [16] inferred that the calculation time in real-time optimization has decreased from hours to minutes recently. The minute level is adequate for certain applications such as chemical process control with large time constants. However, in certain applications such as in rotating machines, the significant phenomena may occur at rates from hertz to several kilohertz. The optimization algorithms face great challenges to meet the real-time requirements in such cases.

Moreover, physics-based simulators tend to be complex and relatively slow. Such simulators are used for gaining insight into how the system behaves and for analyzing the system outputs. The simulators are not necessarily optimized for fast iterative computations. Lighter modeling approaches such as surrogate models [17–19] are therefore needed in practical online applications.

In this study, an online adaptation mechanism for digital twins is proposed. A DT of a driveline in a marine thruster is used for testing the mechanism. A linear regression model is applied as a surrogate model to substitute for the physics-based Simulink® model of the driveline in order to speed up the computation. Differential evolution (DE) is used as the optimization algorithm due to its good convergence properties in global optimization [20].

In principle, the online adaptation is a parameter estimation task in moving time windows [21]. Model adaptation is a well-known research area, which has been studied from various perspectives such as concept drift adaptation [22], soft sensor adaptation [23], state estimation [24], adaptive control [25], physical model adaptation with statistical correction models [26], disturbance model adaptation [27], and the adaptation to different local operating regimes [28]. The mechanism proposed in this study uses global optimization and is a model-independent solution, which makes it a general solution and suited for a variety of different simulators, and both physics-based and data-based models.

The research objective in this paper is to study the real-time applicability and accuracy of the proposed adaptation mechanism. The need for this approach originated from the objective to estimate torque anywhere on the thruster driveline without a physical sensor in the corresponding location. Although such estimations can be done through modeling in this simulated case, direct modeling is not always possible, and a more general solution is therefore needed for digital twins. Moreover, the digital models or simulators that are run parallel to the physical system may operate under assumptions that do not fully match...
the real events. In such a case, the model needs online adaptation to respond correctly to the events confronted by the physical system. This creates practical challenges for real-time simulation and adaptation, which are demonstrated in this study.

The rest of the paper is organized as follows. Section 2 introduces the studied product digital twin and the proposed adaptation mechanism. The results from the tests are shown and discussed in Section 3. Finally, the study is summarized in Section 4.

2 Digital twin adaptation

2.1 Thruster driveline digital twin

Figure 2 shows a simplified drawing of an azimuth thruster, which can be applied in towboats, for example. This thruster driveline is operated by an electric motor. The driveline can be divided into three parts: the input shaft, vertical shaft, and propeller shaft. The driveline includes two reduction gears, the propeller, and a flexible coupling in the input shaft.

Figure 2: Simplified drawing of thruster driveline.

Transient torsional vibration models were used on the physical modeling of the driveline. The complete driveline was compiled in the Simulink® environment using Simscape™ components. The Simulink® model can be used to estimate torque in any part of the driveline. A detailed representation of the system and its model structure is omitted in this study due to proprietary limitations.

2.2 Adaptation mechanism

Figure 3 portrays the digital-physical interaction of a digital twin and the position of the adaptation mechanism in the overall schema. The physical object is the real system, which is monitored online and generates measured data. It is affected by unknown events that cannot be predicted in advance. The system has a digital model (twin), which acquires data from the input function and the measurements. The input function receives estimated (parameter) values from the adaptation algorithm (differential evolution). The input adaptation is an iterative procedure, where the deviation of the measured system output and the estimated output is minimized. When the data integration level of a digital shadow is applied, the estimates can be used in decision support, for example. If the estimates are used to control the system operation automatically, the highest data integration level is obtained [6].

In this study, the digital model is used to estimate the values of a variable, of which in situ measurement is avoided due to practical considerations, such as low cost efficiency. The estimated variable is the torque from the propeller (see Figure 2). The measured and estimated torque values of the driveline could be used for maintenance support and lifecycle management in a practical application. However, the practical use of the information provided by the digital twin is beyond the scope of this study.

The adaptation is done in short time windows and therefore the real-time requirements are strict. Here, the input function estimates a constant value for each time window. However, a more complicated input function, such as a polynomial function, can be used as well. In this study, only one variable of the model was adapted. However, the mechanism is not limited to the adaptation of a single variable.
2.2.1 Differential evolution

Differential evolution, developed by Storn and Price [20], is a heuristic approach to global optimization with real numbers [29]. It has been used successfully in diverse domains [30–33], and therefore provides a well-founded basis for the general mechanism of digital twin adaptation.

A DE algorithm consists of four basic steps, which include the initialization of the population, mutation, crossover, and selection. The initial vector population (individual trial solutions) is chosen randomly and should cover the entire parameter space. A new population is produced at the end of each iteration (or generation) by mutation and crossover operations on individual vectors [29]. In the selection stage, individuals of the new population are compared with individuals of the old population. The best individual based on the value of the objective function is selected as a competent individual of the population for the next generation. The termination of optimization is done based on a fixed number of iterations or by attaining a pre-specified objective function value, for example.

DE utilizes \( NP \) parameter vectors as a population for each generation \( G \). Each vector is \( D \)-dimensional, where \( D \) is the number of parameters to be manipulated, i.e., the number of input function parameters in this case. \( NP \) is a user-specified number, such as \( 10 \cdot D \). The method has several variants for the mutation strategies and all of them are based on the mathematical subtraction operation with parameter vectors. In this study, the classical strategy of ‘DE/rand/1/bin’ was selected [34].

Other user-specified parameters include the crossover probability constant (CR) from the interval \([0, 1]\) and the factor that controls the amplification of differential variation (\( F \)) from the interval \([0, 2]\). The values \( F = 0.8 \) and \( CR = 0.5 \) were tested in this study. The maximum number of iterations (itermax) and the value to reach (VTR) in the objective function were defined to reach the end of optimization. Practical advice on defining the parameter values is given in [34].

The original form of DE was modified here with the addition of a constraints check to minimize the calculation work. In the constraints check, the vectors of a new population were pre-checked and rejected if the trial solutions were outside the user-specified range, thus avoiding the generation of non-feasible solutions.

2.2.2 Objective function

The objective of model input adaptation is to fit the model output values to the reference values by adjusting the model input values. An objective function that describes the problem well is necessary for successful optimization. In this study, the difference between the model output and reference values was minimized based on the mean relative error (MRE). The objective function \( J \) can therefore be defined as

\[
J(\theta) = \left[ \frac{1}{N} \sum_{t=1}^{N} \left( \frac{|\hat{y}_t - y_t|}{y_t} \right) \right] \cdot 100\% \tag{1}
\]

where \( \theta \) is the evaluated parameter subset, \( \hat{y}_t \) is the model output value, \( y_t \) is the reference value, and \( N \) is the number of time instants in the time series. In this study, the parameter subset includes only one value, because a single constant was estimated. The reference data were generated by the surrogate model using the input data generated by the Simulink® model.

In this study, the adapted variable was the torque from the propeller. The variable \( \gamma \) used in the objective function was the torque from the flexible coupling (see Figure 2). However, the mechanism is not limited to the use of a single variable in the objective function owing to the global optimizer.

2.2.3 Surrogate modeling

In this study, a surrogate model of the simulator was generated in order to speed up the adaptation procedure. The model is a linear regression model, which can be defined as

\[
\hat{y} = a_1 \cdot x_1 + a_2 \cdot x_2 + a_3 \tag{2}
\]

where \( x_1 \) is the value of the torque from the propeller; \( x_2 \) is the value of the torque from the upper gear; \( a_1 \) and \( a_2 \) are the regression coefficients and \( a_3 \) is the intercept defined using least squares fitting [35]. The defined values are \( a_1 = -0.2798 \), \( a_2 = 1.5025 \), and \( a_3 = 27.1046 \). The model response \( \hat{y} \) is the estimate of the torque from the flexible coupling (\( \gamma \)).

The Simulink® model was used to generate the data for the surrogate model fitting. The data and the surrogate model response (\( \hat{y} \)) are shown in Figure 4. The simulated signals include an acceleration phase (0–5 s) and a constant phase, which is disturbed by unknown events around the time instants of 9, 14, and 20 s. The unknown events are simulated ice loads on the propeller, which were generated based on the definitions made by the classification society. The sampling frequency in this study was set to 1 kHz.

To evaluate the fitness of the surrogate model, the following values were computed based on the model response (period 1–25 s): MRE = 0.09%, RMSE = 35.45 Nm.
Figure 4: The values of model variables including the estimates from the surrogate model.

Figure 6: The values of model variables including the estimates from the surrogate model.

(root-mean-square error), and $R^2 = 1.00$ (coefficient of determination) [35]. The first second of the 25-second simulation was omitted, because the modeling error was relatively large at the start and would give a false impression of the overall performance. Otherwise, the surrogate model emulates the original simulator performance accurately in the presented operating conditions.

Practical modeling approaches require validation, such as cross-validation [36], but in this case the model was used to test the adaptation mechanism only. Model validation on separate data sets was therefore omitted. The main objective in the surrogate modeling was to develop as simple a model as possible for testing purposes only.

3 Results and discussion

Nine different tests, presented in Table 1, were done using a varying maximum number for the iterations in DE, itermax = [25, 100, 200]. The tests included a varying value to reach (VTR) and time window length. The tested values were VTR = [0.05%, 0.01%, 0.002%] and the number of time instants in a window were [2, 5, 10]. The estimated parameter value (a.k.a. the value of the input variable, $x_1$) was constrained in the range of $-100000$–$200000$ Nm in DE. The values outside this range were rejected from the new population. The computations were done using Matlab R2017a on Dell PowerEdge R720 with a 2.8 GHz 10-core E5-2680v2 Xeon processor and 512 GB memory.

Figure 5 presents the MRE values for the adapted input variable (propeller torque) in each test. The adapted values were compared with the values generated by the simulator (see Figure 4). The MRE values were computed based on the data points from the period 1–25 s. The results indicate that the error decreased together with a decreasing window size. This is accounted for with the use of a constant value in each time window. The resolution is better in the shorter windows, resulting in smaller error values.

Table 1: Test settings.

| Setting number | Value to reach, VTR (%) | Time instants in window |
|----------------|-------------------------|------------------------|
| 1              | 0.05                    | 10                     |
| 2              | 0.05                    | 5                      |
| 3              | 0.05                    | 2                      |
| 4              | 0.01                    | 10                     |
| 5              | 0.01                    | 5                      |
| 6              | 0.01                    | 2                      |
| 7              | 0.002                   | 10                     |
| 8              | 0.002                   | 5                      |
| 9              | 0.002                   | 2                      |

Interestingly, the VTR value did not have a major influence on the result. This can be inferred by comparing the MRE of test settings 3, 6, and 9, for example. This indicates that the error in the model output did not decrease after a certain limit. This is confirmed in Figure 6, which shows that the error in the model output did not decrease substantially when the VTR was reduced. The reason for the minor effect of VTR originates from the fact that DE reached the achievable optimum already at the highest tested VTR (0.05%). This indicates that the defined VTR could not be attained in every time window by estimating a constant in the input function.

The results in Figures 5 and 6 indicate that the optimization was completed typically when the maximum number of iterations was attained. The lowest number of iterations (itermax = 25) was clearly too low, because more accurate estimates could be reached with a higher number of iterations. Then again, two hundred was too much, because the error did not decrease when compared with the case of one hundred iterations.

The upper plot in Figure 7 shows the relative errors for each time instant (1–25 s) from the case where the MRE was
the smallest (0.09%) on the adapted variable (see Figure 5). One hundred iterations and test setting no. 9 were used. The results show that the highest error of 3.25% was obtained during the first ice load at the time instant of 8.7 s. Other simulation stages with relatively high errors include the acceleration stage, and the two other ice load instances. Obviously, a changing system state resulted in higher errors than the constant state. However, in general the relative errors were small.

The lower plot in Figure 7 shows the relative errors for each time instant from the case where the MRE was the highest (0.58%) on the adapted variable (see Figure 5). Twenty-five iterations and test setting no. 4 were used. The maximum error (27.78%) was obtained during the acceleration phase at the time instant of 1.7 s. As in the upper plot, the highest errors were obtained during the ice load instances and the acceleration phase in general. A constant system state resulted in relatively small error values.

Figure 8 presents the computation time of each test. The number of iterations and the number of time instants in a time window had a large effect on the computation time. The computation time increased together with the increase of itermax. In fact, the computation time was almost directly proportional to the number of iterations. One hundred iterations took roughly half of the time needed for two hundred iterations and 25 iterations took close to a quarter of the time required for one hundred iterations. Moreover, the number of time instants (i.e., data points) in a window had a strong negative correlation with the computation time. Five time instants in a window took around double the time required for ten instants. Two instants took around 2.5 times the duration needed for five time instants. In conclusion, the computation time increased when smaller time windows were used.

In summary, the results show that relatively small errors were obtained in the model input by using the proposed adaptation mechanism. The presented case study was a simplified demonstration where the adaptation of a single constant in short time windows was tested. In order to obtain even more accurate estimates, more complicated input functions, such as linear or polynomial functions, could be used. The approach is not limited to using a single variable in adaptation. On the contrary, several variables can be optimized in more complex applications due to the suitability of the differential evolution algorithm for multi-parameter global optimization tasks [29].

Based on these results, the proposed adaptation mechanism has great potential for online adaptation in the future. The adaptation of the complete 25-second signal with the smallest error (setting no. 9, itermax = 100) took 630 seconds, which is around 25.2 times the duration of the signal. The fastest adaptation (setting no. 7, itermax = 25) took 34 seconds, which resulted in an MRE of 0.57% in the adapted input variable. Parallel computing was not applied in this study, but such a solution could potentially improve the real-time performance of the method. Moreover, the adaptation can be restricted solely to time instances with anomalous events if the typical performance of the physical object is simulated accurately enough at other time instances. The performance of the adaptation mechanism has a trade-off between the desired accuracy and computation time.
4 Conclusions

In this paper, the shortcomings of practical DT applications for industrial monitoring were studied, namely continuous and real-time data integration and model adaptation. A mechanism based on differential evolution was proposed for the online adaptation of digital twins with the aim of achieving real-time performance. The mechanism was demonstrated by estimating constants that represented model input variable values in short time windows. A surrogate model of the physics-based driveline model of a marine thruster was used to simplify the problem and to reduce the computational time. The results revealed that small errors were achieved in the model output and in the estimated input variable. However, the real-time requirement for the kilohertz rate was not achieved with the applied settings. Therefore, additional research should be done on parallel processing in order to reduce the computational time. Other possibilities include hardware-based speed improvements, algorithm optimization, and the use of more efficient programming techniques. Finally, the application of the proposed mechanism in more complex problems and other practical digital twin applications is recommended.
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