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Abstract Multi-label image recognition with partial labels (MLR-PL), in which some labels are known while others are unknown for each image, may greatly reduce the cost of annotation and thus facilitate large-scale MLR. We find that strong semantic correlations exist within each image and across different images, and these correlations can help transfer the knowledge possessed by the known labels to retrieve the unknown labels and thus improve the performance of the MLR-PL task. In this work, we propose a novel heterogeneous semantic transfer (HST) framework that consists of two complementary transfer modules that explore both within-image and cross-image semantic correlations to transfer the knowledge possessed by known labels to generate pseudo labels for the unknown labels. Specifically, an intra-image semantic transfer (IST) module learns an image-specific label co-occurrence matrix for each image and maps the known labels to complement the unknown labels based on these matrices. Additionally, a cross-image transfer (CST) module learns category-specific feature-prototype similarities and then helps complement the unknown labels that have high degrees of similarity with the corresponding prototypes. It is worthy-noting that the HST framework requires searching appropriate thresholds to determine the co-occurrence and similarity scores to generate pseudo labels for the IST and CST modules, respectively. To avoid highly time-consuming and resource-intensive manual tuning, we introduce a differential threshold learning algorithm that adjusts the nondifferential indication function to a differential formulation to automatically learn the appropriate thresholds. Finally, both the known and generated pseudo labels are used to train MLR models. Extensive experiments conducted on the Microsoft COCO, Visual Genome, and Pascal VOC 2007 datasets show that the proposed HST framework achieves superior performance to that of current state-of-the-art algorithms. Specifically, it obtains mean average precision (mAP) improvements of 1.4%, 3.3%, and 0.4% on the three datasets over the results of the best-performing previously developed algorithm.
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1 Introduction

Multi-label image recognition (MLR) is a more practical and necessary task than its single-label counterpart because images of daily life generally contain multiple objects belonging to diverse categories. Recently, many efforts \cite{5,11,53} have been dedicated to addressing this task, as it benefits various applications ranging
from content-based image retrieval \cite{23,50} and person re-identification \cite{22,39,54} to recommendation systems \cite{4,51} and facial expression recognition \cite{24,34}. Despite the acknowledged progress, current leading algorithms \cite{5,9,11} utilize notoriously data-hungry deep convolutional networks \cite{15,35} to learn discriminative features; such networks depend heavily on large-scale datasets that have clean and complete annotations. However, it is extremely time-consuming and labor-intensive to annotate a consistent and exhaustive list of labels for each image. In contrast, it is easy and scalable to annotate partial labels for each image, which can be regarded as an alternative way to address the above problem. In this work, we aim to address the task of learning MLR models with partial labels (MLR-PL), i.e., merely a few positive and negative labels are known, while the others are unknown, as shown in Figure 1.

Current algorithms mainly formulate MLR as a multiple binary classification task. Regarding the unknown labels as missing or negative labels is an intuitive and simple way to adapt these algorithms to address the MLR-PL task \cite{18,36}. However, such an adaptation loses some data or even incurs some noisy labels, which may hurt the training process and inevitably lead to an obvious performance drop. Fortunately, strong semantic correlations exist within each image and across different images, and we can mine these correlations to help complement the unknown labels.

In this work, we explore the mining of these correlations to help complement the unknown labels via a novel heterogeneous semantic transfer (HST) framework. This framework consists of two complementary modules that learn image-specific co-occurrence matrices to help the transfer semantic labels within each image and the category-specific feature-prototype similarities to transfer semantic labels across different images. Although a previous work \cite{17} also noticed label/image dependencies, it merely introduced a statistical co-occurrence matrix and image-level similarities to regularize the training process of MLR models. In contrast, the HST framework can learn image-specific co-occurrence matrices and category-specific feature-prototype similarities, which can capture finer-grained correlations to help construct accurate pseudo labels for the unknown labels to facilitate the MLR-PL task. For example, in Figure 2, the feature vectors of the \textit{truck} are similar in two different images, and we can use the annotated \textit{truck} in the upper image to help complement the unknown \textit{truck} in the lower image. Similarly, the \textit{traffic light} has a high co-occurrence probability with the \textit{car}, and we can complete this unknown label based on the co-occurrence.

![Figure 1: Illustration of MLR with complete and partial label settings.](image1)

![Figure 2: Two examples of images with partial labels (the unknown labels are highlighted in red).](image2)
labels to help complement some unknown labels with high similarity. Finally, the known labels and complemented labels are used to supervise the training of the MLR model. The HST training process, together with the online generation of pseudo labels, is seamlessly conducted in an end-to-end manner.

To generate pseudo labels, the IST module requires a threshold to determine the co-occurrence probability values, while the CST module depends on a threshold to determine the similarity value for each setting. Manually setting the threshold values via a cross-validation pipeline is an intuitive and simple method. However, searching the optimal values for different datasets and known label proportions is extremely time-consuming and resource-intensive. To address this dilemma, we introduce a differential threshold learning (DTL) algorithm that adjusts the nondifferential indication function to a differential formulation and thus can make full use of the known labels to automatically learn the appropriate thresholds. In this way, the algorithm can avoid the highly time-consuming and resource-intensive hyperparameter tuning process, making the proposed HST framework more practical for real-world scenarios.

A preliminary version of this work was presented as a conference paper [6]. In this version, we inherit the idea of structured semantic transfer and strengthen this work in terms of the following four aspects. First, instead of learning instance-level feature similarities, the CST module is designed to learn category-specific representation prototypes and feature-prototype similarities that can help generate more robust and accurate pseudo labels. The detailed descriptions of this module are presented in Sec. 3.3 and the performance comparisons with the instance-level counterpart are presented in the third paragraph of Sec. 4.3.3. Second, a DTL algorithm is introduced to adaptively search the optimal threshold values for different datasets and settings, avoiding the highly time-consuming and resource-intensive hyperparameter tuning process. We present the detailed introduction to this algorithm in Sec. 4.3.5 and verify its effectiveness in Sec. 4.3.6. Third, we introduce different algorithms to implement the SARL module, demonstrating the feasibility of the proposed framework. We add the two implementation algorithms in Sec. 5.1 and their performance comparisons in Sec. 4.3.4. Finally, substantially more experiments are conducted to verify the effectiveness of the proposed framework and evaluate the actual contribution of each crucial module for a better understanding of the HST framework. Specifically, by improving the CST module and introducing the DTL algorithm, it improves the average mAP by 1.3%, 3.0%, and 0.5% on the MS-COCO, VG-200, and Pascal VOC 2007 datasets compared with the conference version.

The contributions of this work are summarized into four folds.

- We introduce an HST framework to simultaneously mine intra-image and cross-image correlations to help complement the unknown labels and thus facilitate the MLR-PL task.
- We propose an IST module to learn image-specific co-occurrences and help generate pseudo labels and a CST module to learn category-specific representation prototypes and feature-prototype similarities to help complement the unknown labels.
- We design a DTL algorithm that can make use of the known labels to automatically learn the thresholds for different datasets and settings.
- We conduct extensive experiments on variant datasets (e.g., Microsoft COCO, Pascal VOC, and Visual Genome) to demonstrate the effectiveness of the proposed HST framework. We also perform ablation studies to analyze the contribution of each module to attain a better understanding of our framework. Trained models and codes are available at https://github.com/HCP-MLR/MLR-PL.

The rest of this paper is organized as follows. We review the works that are related to MLR with complete and partial labels in Section 2. We then introduce the proposed HST framework in Section 3 and present the experiments and evaluations in Section 4. Finally, we conclude the work in Section 5.

2 Related Works

MLR has received increasing attention [4, 5, 9, 11, 29, 33] since it is more practical and necessary than its single-label counterpart. To solve this task, many efforts have been dedicated to discovering discriminative local regions for feature enhancement via object proposal algorithms [43, 47] or visual attention mechanisms [1, 8, 42]. Another line of works proposed capturing label dependencies to regularize the training of MLR models and thus improve their performance [9, 11, 32, 40, 42]. These works either introduced a recurrent neural network (RNN)/long short-term memory (LSTM) [16, 28] to implicitly capture label dependencies [40, 42] or explicitly modeled the label dependencies in the form of a structured graph and exploited graph neural networks [7, 25] to adaptively capture label dependencies. Recently, Chen et al. [9] presented state-of-the-art results obtained on several multi-label tasks.
datasets by using semantic-specific graph representation learning (SSGRL) to obtain semantic-aware features for different category labels, and we employ their SSGRL module for learning category-specific features in this work. However, despite achieving remarkable progress, all these methods rely on data-hungry deep neural networks (DNNs) \cite{15,35} to learn discriminative feature representations and thus require large-scale and clean datasets (e.g., Visual Genome \cite{21}, MS-COCO \cite{27} and Pascal VOC \cite{14}) for training. However, annotating a complete list of labels for every image is time-consuming and labor-intensive, making the collection of large-scale and complete multi-label datasets less practical and scalable.

An alternative way is learning MLR models with partial labels; i.e., only some of the labels are known while the rest labels are unknown \cite{13,17,18,36,38}. Humans can quickly capture some objects at a glance, but require much more time to annotate a consistent and exhaustive list of labels for each image. Thus, learning MLR models with partial labels can help reduce the annotation cost and thus make MLR more scalable and practical. To address this task, some works \cite{2,26,37,41} have simply regarded the unknown labels as negative labels and trained the models with a similar scheme for the fully labeled setting. These methods may suffer from severe performance drops, as many positive labels are wrongly annotated as negative, which has an obvious impact on model training. Other works \cite{38} have treated MLR as a task involving multiple independent binary classifications. However, this approach ignores the label dependencies that play a key role in MLR. To overcome this issue, some other works have exploited label dependencies to transfer the known labels to help complement the unknown labels \cite{8,13,19,41,46,49}. Cabral et al. \cite{8} introduced low-rank regularization to exploit label correlations and complete unprovided labels, while Wu et al. \cite{44} similarly adopted low-rank empirical risk minimization. A mixed graph was utilized in \cite{45} to encode a network of label dependencies. In \cite{19}, missing labels were treated as latent variables in probabilistic models and predicted by posterior inference through Bayesian networks. However, most of these works depend on solving an optimization problem that requires loading the whole training set into memory, and they cannot be incorporated into DNNs \cite{15,35} that are trained via the minibatch strategy. Such limitations result in inferior performance since fine-tuning is critical for transferring pretrained DNN models. More recently, Durand et al. \cite{13} proposed a loss that generalizes the standard binary cross-entropy (BCE) loss by exploiting label proportion information and uses it to train a DNN \cite{15} with partial labels. Huynh et al. \cite{17} introduced statistical co-occurrences and image-level feature similarity to regularize the standard BCE loss for DNNs. Pu et al. \cite{31} aim to blend category-specific feature from different images or prototypes and thus generate blended features with combined labels. This process can be regarded as augmenting new samples in feature spaces.

Different from these methods, the proposed framework introduces two complementary modules, where the first module learns image-specific co-occurrence correlations to transfer the provided labels within the same image to complement unknown labels, and the second module learns category-level representation prototypes and feature-prototype similarity correlations to transfer the provided labels across different images to complement unknown labels. The two modules can be effortlessly integrated into current MLR models, enabling the generation of pseudo labels in an online manner. This integration allows for the simultaneous execution of the MLR model training and pseudo label generation processes, ensuring a cohesive and efficient pipeline.

### 3 HST

In this section, we introduce the proposed HST framework that mines intra-image and cross-image correlations to help complement the unknown labels. It builds on a SARL module that extracts category-specific feature vectors for each image. The IST module first learns the co-occurrence probability of each category pair and then constructs a label co-occurrence matrix for each image. It then generates pseudo labels for the unknown labels that have high co-occurrence probabilities with the known labels. In this way, it transfers the semantic knowledge of the known labels to complement the unknown labels. Furthermore, the CST module learns the category-specific representation prototype and feature-prototype similarities. Then, it generates pseudo labels for the unknown labels that have high similarities with the prototypes of the corresponding labels. Finally, we can obtain accurate pseudo labels for the unknown labels and use both the generated pseudo labels and the known labels to train the multi-label model. An overall illustration is presented in Figure 3.

**Notation.** Here, we introduce the notations used throughout the paper. We denote the training dataset as $D = \{(I^1, y^1), \ldots, (I^N, y^N)\}$, in which $N$ is the number of training samples. $y^n = \{y^n_1, y^n_2, \ldots, y^n_C\} \in \{-1, 0, 1\}^C$ is the label vector for the $n$-th sample, and $C$ is the number of label. $y^n_c$ is assigned to 1 if label $c$ exists in the $n$-th image, assigned to -1 if it does not exist, and assigned to 0 if it is unknown.
3.1 SARL

The SARL module is introduced to incorporate category information to extract category-specific feature vectors for images. Given an input image $I^n$, we first utilize a backbone network to extract a pool of global feature maps $f^n$ and then utilize the SARL module to extract a feature vector for each category. This operation is formulated as:

$$[f^n_1, f^n_2, \ldots, f^n_C] = \phi_{sarl}(f^n). \tag{1}$$

Here, we utilize current algorithms to implement this module, i.e., semantic decoupling (SD) \[9\] and semantic attention (SA) \[48\], as described in the following.

SD first extracts a semantic embedding vector for each category and then incorporates this vector to guide the process of learning feature vectors for different categories that pay more attention to the corresponding regions. SA first generates category-specific activation maps by using class activation mapping \[52\] and then utilizes these maps to convert the transformed feature map into a content-aware vector for each category. Once we obtain the category-specific feature vectors, according to previous works \[9, 48\], we adopt a gated graph neural network followed by fully connected layers to compute the confidence score for each category. We finally use a sigmoid function on each score to compute the corresponding probability vector:

$$[p^n_1, p^n_2, \ldots, p^n_C] = \phi([f^n_1, f^n_2, \ldots, f^n_C]). \tag{2}$$

It is crucial that the category-specific feature vector $f^n_i$ can learn information that is actually relevant to category $i$. Both works \[9, 48\] ensure this point via two mechanisms. First, they introduce semantic information as guidance to learn feature vectors for the corresponding categories. Concretely, SD \[9\] exploits semantic representation (i.e., Glove features \[30\]) and SA \[48\] exploits the class activation maps to incorporate semantic information to guide class-relevant features for each class. Second, it mainly depends on $f^n_i$ to predict whether the category $i$ exists, which can also prompt learning category-specific features.

3.2 IST

Strong co-occurrence correlations are present among the semantic labels in real-world images, and naturally, these correlations can effectively guide the transfer of semantic knowledge derived from known labels to generate pseudo labels for the unknown labels. A recent work \[17\] applied dataset-level statistical correlations to achieve this goal. However, statistical correlations are not appropriate for every image and thus inevitably incur some incorrect labels. To avoid this problem, the
IST module is proposed to learn an image-specific label co-occurrence matrix and apply this matrix to complement the unknown labels for the corresponding image.

Given the feature vectors \( \{ f^n_1, f^n_2, \ldots, f^n_m \} \) for an input image \( I^n \), we need to compute the co-occurrence probability for each category pair. For categories \( i \) and \( j \), we first concatenate their feature vectors \( f^n_i \) and \( f^n_j \) and then feed the concatenated features to compute their co-occurrence probability, which is formulated as

\[
p^n_{i,j} = \phi_{\text{intra}}([f^n_i, f^n_j]),
\]

where \( \phi_{\text{intra}}() \) is implemented by several stacked fully connected layers. We compute the probabilities for all pairs and obtain a co-occurrence matrix \( P_n \in \mathbb{R}^{C \times C} \). Then, we estimate the pseudo labels for the unknown labels based on the co-occurrence matrix and the known labels. For a category \( i \) that is not provided, we can compute its pseudo label by

\[
\hat{y}^{n,\text{intra}}_i = 1 \left( \sum_{\{j|y^n_j = 1\}} p^n_{i,j} \cdot y^n_j \right) \geq \theta_{\text{intra}},
\]

where \( 1[\cdot] \) is an indicator function whose value is 1 if the argument is positive and 0 otherwise. \( \theta_{\text{intra}} \) is a threshold that helps to exclude the unlikely labels. We compute the pseudo labels for all unknown labels and set the known labels to 0, obtaining \( y^{n,\text{intra}} = \{ y^{n,\text{intra}}_1, y^{n,\text{intra}}_2, \ldots, y^{n,\text{intra}}_C \} \).

Formally, the co-occurrence prediction problem can be considered a binary classification task, and we can train the associated model by using the BCE loss. However, it is very difficult to train the co-occurrence predictor because the positive and negative pairs are extremely imbalanced. To address this task, we introduce the asymmetric loss [33] that dynamically downweights the importance of easy negative pairs; the loss function is defined as

\[
\mathcal{L}_{\text{ist}} = \sum^{N}_{n=1} \sum_{\{i,j\}} \ell^n_{i,j},
\]

where

\[
\ell^n_{i,j} = \begin{cases} 
(1 - p^n_{i,j})^\gamma_1 \log(p^n_{i,j}) & \{i, j\} \in \mathcal{D}^n \\
(p^n_{i,j} - m)^\gamma_2 \log(1 - p^n_{i,j}) & \{i, j\} \notin \mathcal{D}^n.
\end{cases}
\]

Here, \( \mathcal{D}^n \) is the set of label pairs that co-occur in image \( n \), \( \gamma_1, \gamma_2 \), and \( m \) are three parameters used to balance the loss, and they have been fully explored in work [33]. Thus, we follow this work to set them to 1, 2, and 0.05, respectively.

### 3.3 CST

Intuitively, objects belonging to the same category but present in different images share similar visual appearances. In other words, if two images share similar visual features, they tend to have the same labels. In the context of multi-label images, two difficulties are faced when taking advantage of these correlations. First, each image contains multiple objects that belong to diverse categories, and image-level similarities can hardly measure object similarities. Second, objects that belong to the same category but are derived from different images may share diverse appearances, and instance-level similarities cannot accurately measure label correlations. In this work, we design the CST module to learn representation prototypes for each category, estimate category-specific feature-prototype similarities and complement the unknown labels that have high similarities with the corresponding prototypes.

The prototypes are used to represent the overall descriptions of the corresponding categories. For each category \( c \), we first select all the images that are annotated with label \( c \) and extract the feature vectors of label \( c \) for all these images. This produces a set of feature vectors, i.e., \( \{ f^n_1, f^n_2, \ldots, f^n_m \} \), in which \( N_c \) denotes the number of selected images. Then, the simple K-means algorithm is used to cluster these features into \( K \) prototypes, i.e., \( P_c = \{ p^1_c, p^2_c, \ldots, p^K_c \} \). We repeat the above process to extract the prototypes for all categories.

For each category \( c \) of images \( I^n \), we compute the cosine distance between the feature vector \( f^n_c \) and the prototype \( p^k_c \), which is formulated as

\[
\hat{s}^{n,k}_c = \text{cosine}(f^n_c, p^k_c) = \frac{f^n_c \cdot p^k_c}{\|f^n_c\| \cdot \|p^k_c\|}.
\]

Given an unknown label \( c \) in image \( n \), we can compute the similarities between \( f^n_c \) and the corresponding prototypes \( \{ p^1_c, p^2_c, \ldots, p^K_c \} \). We average all the similarities to obtain its overall similarity with category \( c \) (i.e., \( \hat{s}^n_c \)) and estimate the existence of category \( c \) by

\[
\hat{y}^{n,\text{cross}}_c = 1[(\hat{s}^n_c, c \geq \theta_{\text{cross}})].
\]

Similarly, \( 1[\cdot] \) is an indicator function, and \( \theta_{\text{cross}} \) is a threshold. We also estimate the pseudo labels for all unknown labels and set the known labels to 0, obtaining \( y^{n,\text{cross}} = \{ y^{n,\text{cross}}_1, y^{n,\text{cross}}_2, \ldots, y^{n,\text{cross}}_C \} \).

To obtain compact representation prototypes, it is expected that the feature vectors that belong to the same category have high similarities. To achieve this end, the similarity between \( f^n_c \) and \( f^n_c \) should be high if images \( m \) and \( n \) have the same known label \( c \), and the similarity should be low otherwise. For a category \( c \) of images \( m \) and \( n \), we define instance-level similarity by
using the cosine distance; this is formulated as follows:

\[ s_{c}^{n,m} = \text{cosine}(f_{c}^{n}, f_{c}^{m}) = \frac{f_{c}^{n} \cdot f_{c}^{m}}{\|f_{c}^{n}\| \cdot \|f_{c}^{m}\|} \quad (9) \]

Then, we formulate the above objective as a ranking task and introduce a paired loss for training; this loss function is formulated as

\[ L_{\text{cat}} = \sum_{n=1}^{N} \sum_{c=1}^{C} \sum_{m} \ell_{c}^{m,n}, \quad (10) \]

where

\[ \ell_{c}^{m,n} = \begin{cases} 1 - s_{c}^{m,n} & y_{c}^{m} = 1, y_{c}^{n} = 1 \\ 1 + s_{c}^{m,n} & \text{otherwise.} \end{cases} \quad (11) \]

### 3.4 DTL

As discussed above, \( \theta_{\text{intra}} \) and \( \theta_{\text{cross}} \) are two crucial hyperparameters that control the precision and recall of the generated pseudo labels. On the one hand, setting these thresholds to small values may lead to the recall of more labels but will inevitably incur some noisy false-positive labels that may hurt the model training process. On the other hand, setting them to large threshold values may cause more positive labels to be missed, resulting in the loss of some data. Thus, it is crucial to exhaustively search for the threshold values that can achieve the optimal performance for different datasets and settings. However, such a process is time-consuming and resource-intensive.

Fortunately, we also can generate pseudo labels for the known labels by Equations [4] and [5] and make full use of the known labels to supervise the threshold learning procedure. To achieve this goal, we propose a DTL algorithm that formulates the nondifferential indication function as a differential formulation to learn the thresholds. For a positive known label \( c \) of an image \( n \), it is expected that the indicator function is true, and thus, the existence probabilities \( \sum_{(j|y_{c}^{n} = 1)} p_{c,j}^{n} \) and \( \frac{1}{K} \sum_{k=1}^{K} s_{c,k}^{n} \) should be larger than the corresponding thresholds. For a negative known label \( c \) of image \( n \), the two existence probabilities should be smaller than the corresponding thresholds. Thus, we can define the threshold differences by

\[ d_{c}^{n,\text{intra}} = \left( \sum_{(j|y_{c}^{n} = 1)} p_{c,j}^{n} - \theta_{\text{intra}} \right), \quad (12) \]

\[ d_{c}^{n,\text{cross}} = \left( \frac{1}{K} \sum_{k=1}^{K} s_{c,k}^{n} - \theta_{\text{cross}} \right), \quad (13) \]

In this way, we can generate the threshold differences for all known labels and set the threshold differences for the unknown labels to 0, resulting in \( d_{c}^{n,\text{intra}} = \{d_{1}^{n,\text{intra}}, d_{2}^{n,\text{intra}}, \ldots, d_{C}^{n,\text{intra}}\} \) and \( d_{c}^{n,\text{cross}} = \{d_{1}^{n,\text{cross}}, d_{2}^{n,\text{cross}}, \ldots, d_{C}^{n,\text{cross}}\} \). Then, we can define the objective losses for optimization as follows:

\[ L_{\text{ist}} = \sum_{n=1}^{N} (\ell^{n}(y^{n}, d_{c}^{n,\text{intra}})), \quad (14) \]

\[ L_{\text{cat}} = \sum_{n=1}^{N} (\ell^{n}(y^{n}, d_{c}^{n,\text{inter}})). \quad (15) \]

where \( \ell^{n}(y^{n}, d_{c}^{n,\text{intra}}) \) and \( \ell^{n}(y^{n}, d_{c}^{n,\text{inter}}) \) are the partial BCE losses as defined in Equation [16].

### 3.5 Optimization

We follow previous work and use the partial BCE loss as the objective function. Specifically, given the predicted probability distribution \( \hat{p}^{n} = \{p_{c}^{n}, p_{c}^{2}, \ldots, p_{c}^{C}\} \) and the ground-truth known labels, the objective function can be defined as

\[ \ell^{n}(y^{n}, \hat{p}^{n}) = \frac{1}{\sum_{c=1}^{C} |y_{c}^{n}|} \sum_{c=1}^{C} \left[ 1(y_{c}^{n} = 1) \log(p_{c}) + 1(y_{c}^{n} = -1) \log(1 - p_{c}) \right]. \quad (16) \]

We define a similar objective function for the pseudo labels generated by the IST and CST modules, i.e., \( \ell^{n}(y^{n,\text{intra}}, \hat{p}^{n}) \) and \( \ell^{n}(y^{n,\text{cross}}, \hat{p}^{n}) \), respectively. The final classification loss is defined as the summation of the three losses over all samples, which is formulated as

\[ L_{\text{cls}} = \sum_{n=1}^{N} (\ell^{n}(y^{n}, \hat{p}^{n}) + \ell^{n}(y^{n,\text{intra}}, \hat{p}^{n}) + \ell^{n}(y^{n,\text{cross}}, \hat{p}^{n})). \quad (17) \]

The final loss can be defined as the sum of the classification loss and the intra-image and cross-image losses:

\[ L = L_{\text{cls}} + \lambda_{1} L_{\text{ist}} + \lambda_{2} L_{\text{cat}} + \lambda_{3} (L_{\text{dtl}} + L_{\text{dcl}}). \quad (18) \]

To ensure all losses contribute to parameter training and may obtain overall well performance, it is expected that different losses share the same amplitude. To this end, \( \lambda_{1}, \lambda_{2} \) and \( \lambda_{3} \) are balance parameters that are set to 10.0, 0.05 and 0.1 in the experiments, respectively.
4 Experiments

In this section, we conduct extensive comparisons with current leading algorithms to demonstrate the superiority of the proposed HST framework. We also perform comprehensive ablation studies to analyze the actual contribution of each component for attaining a better understanding of our approach.

4.1 Experimental Settings

Datasets. We follow previous works [13] to conduct experiments on the MS-COCO [27], Visual Genome [21], and Pascal VOC 2007 [14] datasets for evaluation purposes. MS-COCO contains approximately 120k images that cover 80 daily life categories. It is further divided into a training set of approximately 80k images and a validation set of approximately 40k images. Visual Genome contains 108,249 images and covers 80,138 categories. Since most categories have very few samples, we merely consider the 200 most frequent categories, resulting in a VG-200 subset. We randomly select 10,000 images as the test set and the remaining 98,249 images as the training set. Pascal VOC 2007 is the most widely used dataset for multi-label evaluation. It contains approximately 10k images derived from 20 object categories, and these images are divided into a training/validation set of approximately 5,011 images and a test set of 4,952 images.

Because the three datasets are fully annotated, we randomly drop some labels to create a training set with partial labels. In the experiments, the proportion of dropped labels varies from 10% to 90%, resulting in 90% to 10% known labels.

Evaluation Metrics. For a fair comparison, we follow current works [13, 17] and adopt the mean average precision (mAP) over all categories under different proportions of known labels for evaluation purposes. The proportions are set to 10%, 20%, · · · , 90%. We also compute the average mAP over all proportion settings. The overall and per-class F1-measures are also widely used to evaluate MLR models [9], and we additionally follow previous works [5] to adopt the OF1 and CF1 metrics for a more comprehensive evaluation.

Implementation Details. To fairly compare our approach with existing algorithms, we follow previous works [13] and adopt the 101-layer ResNet [15] as the backbone to extract global feature maps \( f \). Then, we utilize \( \phi_{\text{autol}}(\cdot) \) to learn \( f_1^c, f_2^c, \ldots, f_n^c \). The classifier \( \phi(\cdot) \) is implemented with a gated graph neural network to explore contextual information, and this is followed by a fully connected layer to produce the score vector. The co-occurrence estimation function \( \phi_{\text{intra}}(\cdot) \) is implemented by three fully connected layers, among which the first layer maps the 1024-dimension vector to a 512-dimension vector and applies a rectified linear unit (ReLU) function, the second layer maps the 512-dimension vector to a 1,024-dimension vector and is also followed by a ReLU function, and the last layer maps to a score that indicates the co-occurrence probability.

The proposed framework is trained by using the loss \( \mathcal{L} \), as shown in Equation (18). The parameters of ResNet-101 are initialized by those pre-trained on the ImageNet dataset, and the parameters of all other layers are initialized randomly. The model is trained via the adaptive moment estimation (ADAM) algorithm [20] with a batch size of 32, momentum of 0.999 and 0.9, and a weight decay of \( 5 \times 10^{-4} \). The original learning rate is set to 0.00001, and it is divided by 10 every 10 epochs. The model is trained with 20 epochs in total. During training, the input image is resized to 512×512 and we randomly choose a number from \{512, 448, 384, 320, 256\} as the width and height to crop the image to a patch. Finally, the cropped patch is further resized to 448×448. Then, we perform random horizontal flipping and normalization. \( \theta_{\text{intra}} \) and \( \theta_{\text{cross}} \) are two crucial parameters that control the accuracy of the generated pseudo labels. During the training process, the parameters are set to 1 for the first 5 epochs to avoid incurring any pseudo labels.

During inference, the IST and CST modules are removed, and the image is resized to 448×448 for evaluation purposes.

4.2 Comparison with State-of-the-Art Methods

To evaluate the effectiveness of the proposed HST framework, we compare it with the following algorithms, which can be classified into three groups. 1) SSGRL (ICCV’19) [9], knowledge-guided graph routing (KGGR; TPAMI’22) [5], graph convolution with machine learning (GCN-ML; CVPR’19) [11] and P-GCN (TPAMI’21) [10] introduce graph neural networks to model label dependencies, and they achieve state-of-the-art performance on the traditional MLR task. We adapt these methods to address MLR-PL by replacing the loss with the partial BCE loss while keeping other components unchanged. 2) CL (CVPR’19) [13] alternately labels the unknown labels with strong evidence to update the training set and retrain the model with an updated training set. We also treat this approach as a strong baseline for addressing the MLR-PL task. 3) Partial BCE (CVPR’19) [13] and ASL (ICCV’21) [33] were proposed to address the MLR-PL and MLR tasks, respectively, by designing new loss functions. The former
introduces a normalized BCE loss to better exploit partial labels for training the multi-label models, and the latter introduces a novel asymmetric loss based on the focal loss \cite{26} to better balance negative and positive samples in the traditional MLR task. For fair comparisons, we adopt the same ResNet-101 network as the backbone and follow the exact same train/validation split settings.

### 4.2.1 Performance on MS-COCO

The mAP, OF1, and CF1 measures are the most important metrics for evaluating MLR performance. As shown in Tables 1 and 2, our HST framework obtains average mAP, OF1, and CF1 values of 77.9%, 76.7%, and 72.6% on the MS-COCO dataset, with average improvements of 1.2%, 0.9%, and 1.4%, respectively. In addition to these average results, we further present the mAPs achieved on all proportion settings, as shown in Table 1. We find that the traditional MLR algorithms can achieve competitive performance when the proportion of known labels is high (e.g., 80%-90%), but they suffer from obvious performance drops when the proportion decreases (e.g., 10%-20%). ASL adaptively balances the loss weights for the negative and positive samples and achieves very good performance across different known label settings. By exploiting the intra-image and cross-image semantic correlations to generate pseudo labels for unknown labels, our HST framework obtains the best performance for almost all known label proportion settings. Specifically, it obtains mAPs of 70.6%, 75.8%, 77.3%, 78.3%, 79.0%, 79.4%, 79.9%, 80.2%, and 80.4% under the settings of 10%-90% known labels, outperforming the second-best ASL algorithm by 0.9%, 1.8%, 2.2%, 1.5%, 1.5%, 1.3%, 1.2%, 1.1%, and 0.7%, respectively. Notably, SST is the preliminary version of this research. The extension of SST to HST demonstrates improved performance across all evaluated metrics.

### 4.2.2 Performance on VG-200

Compared to MS-COCO, VG-200 is a more challenging dataset that covers more categories. Here, we also present the comparisons performed on this dataset to provide more comprehensive evaluations. As shown in Tables 1 and 2, our HST framework obtains the best average mAP, OF1, and CF1 values of 44.8%, 46.3%, and 37.9%, respectively, so it demonstrates a more obvious improvement over the current leading algorithms. As shown in Table 1, we find that some algorithms (e.g.,...
Datasets & Methods & Avg. OF1 & Avg. CF1

| MS-COCO | SSGRL  | 73.9 | 68.1 |
| GCN-ML  | 73.1   | 68.4 |
| KGGR    | 73.7   | 69.7 |
| ASL     | 46.7   | 47.9 |
| CL      | 61.9   | 48.3 |
| Partial BCE | 74.0 | 68.8 |
| SST     | 75.8   | 71.2 |
| HST     | 76.7   | 72.6 |

| VG-200 | SSGRL  | 37.8 | 26.1 |
| GCN-ML  | 38.7   | 25.6 |
| KGGR    | 41.2   | 33.6 |
| ASL     | 24.9   | 23.3 |
| CL      | 23.6   | 10.9 |
| Partial BCE | 36.1 | 25.7 |
| SST     | 39.9   | 30.8 |
| HST     | 46.3   | 37.9 |

| VOC 2007 | SSGRL  | 87.7 | 84.5 |
| GCN-ML  | 87.3   | 84.6 |
| KGGR    | 86.5   | 84.7 |
| ASL     | 41.0   | 40.9 |
| CL      | 83.8   | 75.4 |
| Partial BCE | 87.9 | 84.8 |
| SST     | 88.2   | 85.6 |
| HST     | 88.4   | 86.1 |

Table 2 The average OF1 and CF1 values of our HST framework and current state-of-the-art competitors for MLR-PL on the MS-COCO, VG-200, and Pascal VOC 2007 datasets. The best results are highlighted in bold.

KGGR and GCN-ML) obtain better results under the high known label proportion settings, while other algorithms (e.g., ASL) perform better under the low known label proportion settings. The HST framework still obtains the best performance for all settings. Concretely, the HST framework obtains 4.6% and 8.6% mAP improvements over the KGGR and GCN-ML algorithms under the 10% known label proportion setting and obtains a 6.2% mAP improvement over ASL under the 90% known label proportion setting. Similarly, HST exhibits a significant enhancement over SST, achieving improvements in average mAP, OF1, and CF1 scores by 3.0%, 6.4%, and 7.1%, respectively.

4.2.3 Performance on Pascal VOC 2007

Pascal VOC 2007 is the most widely used dataset for MLR, and we also present the results obtained on this dataset in Tables 1 and 2. As this dataset covers only 20 categories and is simpler than Visual Genome and MS-COCO, current algorithms achieve comparable results when utilizing certain proportions of known labels (e.g., more than 40%). However, the performance also drops dramatically when the proportion decreases to 10% and 20%. In contrast, our proposed HST framework consistently outperforms the current methods under all proportion settings. Specifically, it outperforms the traditional multi-label methods (i.e., KGGR and P-GCN) and the second-best SST method by 3.0%, 1.8%, and 2.8% in term of mAP when the known label proportion is 10%.

4.3 Ablation Studies

In this section, we present comprehensive experiments to analyze the actual contribution of each crucial component. Here, we mainly present the average mAP, OF1, and CF1 as they can better describe the overall performance.

4.3.1 Analysis of HST

As mentioned above, HST uses the SD algorithm to implement the SARL module, and thus, SSGRL can be regarded as the baseline. Here, we emphasize the comparisons with the SSGRL method to verify the effectiveness of the whole HST module. As shown in Table 3 the baseline SSGRL method obtains average mAP values of 74.1%, 39.7%, 89.5% on the MS-COCO, VG-200, and Pascal VOC 2007 datasets, respectively. By integrating the HST module to complement the unknown labels, the average mAP values are boosted to 77.9%, 44.8%, 90.9%, with improvements of 3.8%, 5.1%, and 1.4%, respectively. Similar improvements can be observed for other metrics, such as the average OF1 and CF1 values, as shown in Table 3.

HST introduces intra- and cross-image semantic correlations to help generate pseudo labels for the unknown labels. To further verify the effectiveness of these semantic correlations, we implement another baseline that simply generates pseudo labels based on the predicted confidence scores (denoted as “SSGRL w/ PL”) for comparison purposes. As shown in Tables 3 “SSGRL w/ PL” obtains slightly better performance than...
SSGRL. However, the proposed HST framework performs better than this baseline, with average mAP improvements of 2.6%, 4.0%, and 1.3% on the MS-COCO, VG-200, and Pascal VOC 2007 datasets, respectively. Similarly, “SSGRL w/ PL” also achieves slight performance improvements but is still worse than the proposed HST framework in terms of other metrics, such as OF1 and CF1.

Since the HST framework consists of two complementary modules, i.e., the IST module and the CST module, in the following, we further conduct more ablation experiments to analyze the actual contribution of each module for a more in-depth understanding.

4.3.2 Analysis of the IST Module

To evaluate the actual contribution of the IST module, we compare the performance of our HST framework utilizing only this module with the performance of the baseline SSGRL method. As presented in Table 4, “Ours IST” achieves obvious performance improvements over the baseline SSGRL method, i.e., average mAP improvements of 2.3%, 2.7%, and 0.5% on the MS-COCO, VG-200, and Pascal VOC 2007 datasets, respectively. In addition, as shown in Table 4, “Ours IST” also outperforms the baseline SSGRL method in terms of the OF1 and CF1 metrics; i.e., it achieves average OF1 improvements of 1.6% and 4.4% and average CF1 improvements of 2.6%, 6.7% on the MS-COCO and VG-200 datasets, respectively. These results demonstrate that the semantic correlations within images can be helpful for complementing unknown labels.

In the IST module, the loss $L_{ist}$ helps to learn an accurate image-specific co-occurrence matrix for generating highly confident pseudo labels. To evaluate the contribution of this module, we conduct experiments that only utilize the IST module without the loss $L_{ist}$ (Ours IST w/o $L_{ist}$). Our framework employing only the IST module without the loss $L_{ist}$ (Ours IST w/o $L_{ist}$) our framework (Ours) on the MS-COCO, VG-200 and Pascal VOC 2007 datasets. The best results are highlighted in bold.

Table 4 The average mAP, OF1, and CF1 values of the baseline SSGRL method, our framework with only the IST module (Ours IST), our framework utilizing only the IST model with statistical co-occurrence (Ours IST w/ stat), our framework employing only the IST module without the loss $L_{stat}$ (Ours IST w/o $L_{stat}$) our framework (Ours) on the MS-COCO, VG-200 and Pascal VOC 2007 datasets. The best results are highlighted in bold.

| Datasets     | Methods           | Average Results |
|--------------|-------------------|-----------------|
|              | mAP   | OF1   | CF1   |
| MS-COCO      | SSGRL | 74.1  | 29.9  | 66.1  |
|              | Ours IST | 76.4  | 76.5  | 77.0  |
|              | Ours IST w/ stat | 70.7  | 71.0  | 63.4  |
|              | Ours IST w/o $L_{ist}$ | 75.5  | 75.2  | 70.4  |
|              | Ours     | 77.9  | 76.7  | 72.6  |
| VG-200       | SSGRL | 39.7  | 37.8  | 26.1  |
|              | Ours IST | 42.4  | 42.2  | 32.8  |
|              | Ours IST w/ stat | 39.6  | 37.4  | 27.8  |
|              | Ours IST w/o $L_{ist}$ | 41.6  | 42.6  | 32.3  |
|              | Ours     | 44.8  | 46.3  | 37.9  |
| VOC 2007     | SSGRL | 89.5  | 87.7  | 84.5  |
|              | Ours IST | 90.0  | 87.3  | 84.3  |
|              | Ours IST w/ stat | 86.7  | 83.3  | 81.0  |
|              | Ours IST w/o $L_{ist}$ | 89.0  | 87.0  | 83.9  |
|              | Ours     | 90.9  | 88.4  | 86.1  |

To better model label co-occurrences, we propose to learn an image-specific co-occurrence matrix. To verify the contribution of this matrix, we conduct an experiment that uses the statistical co-occurrences computed on the training set to replace the learned image-specific co-occurrence matrix, with the other aspects unchanged (namely, “Ours IST w/ stat”). As shown in Table 4, it decreases the average mAPs by 0.9%, 0.8%, and 1.0% on the MS-COCO, VG-200, and Pascal VOC 2007 datasets, respectively.

To delve deep into the IST module, we further visualize some examples with co-occurrence matrices in Figure 4. As shown, a statistical co-occurrence matrix can provide some common co-occurring pair information to complement unknown labels (e.g., “person” and “handbag”; “fork” and “knife”), but it is not suitable for each image. For instance, given the first example, the statistical co-occurrence matrix will output a high confidence value for “knife” based on the existence of

![Fig. 4 Several examples of images with partial labels (unknown labels are highlighted in red) and their corresponding co-occurrence matrices: (a) the statistical co-occurrence matrix, (b) the image-specific co-occurrence matrix generated by IST without $L_{stat}$, (c) the image-specific co-occurrence matrix generated by IST.](image-url)
4.3.3 Analysis of the CST Module

To evaluate the actual contribution of the CST module, we add the CST module to the baseline SSGRL method, namely, “Ours CST”, and compare it with the baseline SSGRL approach. As shown in Table 5, the CST module improves the average mAPs from 74.1%, 39.7%, and 89.5% to 76.5%, 42.1%, and 90.4% on the MS-COCO, VG-200, and Pascal VOC 2007 datasets, respectively. Similar to the IST module, “Ours CST” consistently outperforms the baseline SSGRL method in terms of the OF1 and CF1 metrics; i.e., it provides average OF1 improvements of 0.7%, 4.7%, and 0.2% and average CF1 improvements of 1.7%, 9.3%, and 0.9% on the MS-COCO, VG-200 and Pascal VOC 2007 datasets, respectively.

As with the IST module, the loss $L_{cat}$ helps the CST module to obtain compact representation prototypes. Here, we conduct experiments that merely utilize the CST module without this loss for comparison purposes (namely, “Ours CST w/o $L_{cat}$”) to verify its effect. As shown in Table 5, it decreases the average mAPs by 1.0%, 0.6%, and 0.4% on the MS-COCO, VG-200, and Pascal VOC 2007 datasets, respectively.

In the conference version, we utilized instance-level feature similarities to help generate pseudo labels. Here, we also conduct experiments to compare the performance of the proposed instance-prototype and instance-level similarities. As presented in Tables 5, replacing the instance-prototype similarities with instance-level similarities decreases the values of all metrics. For example, this version suffers from average mAPs drop of 1.0%, 0.6%, and 0.4% on the MS-COCO, VG-200, and Pascal VOC 2007 datasets, respectively. One possible reason for these phenomena is that prototype representation can better describe the overall information of each category and thus can better measure the correlations between each instance and the corresponding categories.

As discussed above, we learn $K$ prototypes for each category, and here, we conduct experiments that vary the number of prototypes $K$ from 1 to 20 to find the optimal number. As shown in Figure 5, increasing $K$ from 1 to 10 can improve the average mAP and the mAPs under different known label proportions, but increasing $K$ to 20 decreases the performance. Thus, we set $K$ as 10 in all the experiments.

| Datasets    | Methods          | Average Results |
|-------------|------------------|-----------------|
|             | mAP   | OF1   | CF1   |
| MS-COCO     | SSGRL | 74.1  | 76.5  | 89.6  |
|             | Ours CST | 76.5  | 74.6  | 69.8  |
|             | Ours CST w/ IL | 75.5  | 70.9  | 69.9  |
|             | Ours CST w/o $L_{cat}$ | 74.8  | 72.7  | 69.8  |
|             | Ours | 77.9  | 76.7  | 72.6  |
| VG-200      | SSGRL | 39.7  | 42.7  | 53.4  |
|             | Ours CST | 42.7  | 42.5  | 35.4  |
|             | Ours CST w/ IL | 42.1  | 41.7  | 34.0  |
|             | Ours CST w/o $L_{cat}$ | 42.1  | 41.6  | 33.5  |
|             | Ours | 44.8  | 46.3  | 37.9  |
| VOC 2007    | SSGRL | 89.5  | 87.7  | 84.5  |
|             | Ours CST | 90.4  | 87.9  | 85.4  |
|             | Ours CST w/ IL | 90.0  | 87.6  | 85.0  |
|             | Ours CST w/o $L_{cat}$ | 89.9  | 87.5  | 84.9  |
|             | Ours | 90.9  | 88.4  | 86.1  |

Table 5 The average mAP, OF1, and CF1 values of the baseline SSGRL method, our framework with only the CST module (Ours CST), our framework utilizing only the CST module with instance-level features (Ours CST w/ IL), our framework employing only the CST module without the loss $L_{cat}$ (Ours CST w/o $L_{cat}$) and our framework (Ours) on the MS-COCO, VG-200 and Pascal VOC 2007 datasets. The best results are highlighted in bold.
Fig. 6 Some examples of the input images and semantic maps corresponding to the categories existing in the images generated by SD (Left) and SA (right), respectively.

Table 7 Comparison of the mAPs achieved by our framework with different fixed threshold values and adaptively learned values. The best results are highlighted in bold.

4.3.4 Analysis of SARL

SARL is a basic module of the HST framework. In this work, we employ two algorithms, namely SD and SA, to implement this module. Here, we conduct experiments to evaluate the impact of using these two implementation algorithms. As demonstrated in Tables 6, we observe that both algorithms yield comparable performance levels. This finding indicates that the HST framework is versatile in its use of different SARL implementation algorithms and is not exclusively dependent on the SD module. Notably, when utilizing the SD
algorithm (referred to as "Ours"), our model achieves average mAP values of 77.9%, 44.8%, and 90.9% on the MS-COCO, VG-200, and Pascal VOC 2007 datasets, respectively. These figures slightly surpass the results obtained using the SA algorithm. Based on these outcomes, we have chosen to implement the SARL module using the SD algorithm throughout this work.

As discussed above, SARL learns category-specific features by introducing semantic information (i.e., semantic vectors and class activation maps in work [9] and [48]) as guidance and making predictions mainly based on the corresponding feature vectors. Here, we further visualize some examples of the input image and the semantic maps generated by SD or SA of the corresponding existing categories in Figure 6. These results show that both SD and SA are able to highlight the semantic regions well when the objects of the corresponding categories exist.

4.3.5 Analysis of DTL

In the IST and CST modules, \( \theta_{\text{intra}} \) and \( \theta_{\text{cross}} \) are two crucial hyperparameters that control the precision and recall of the generated pseudo labels. We conduct experiments that vary \( \theta_{\text{intra}} \) and \( \theta_{\text{cross}} \) from 0.1 to 0.9 and present the results in Table 7. We find that the optimal values for different datasets and settings are different.

On one hand, for the same MS-COCO dataset with different known label proportions, the optimal thresholds the best thresholds are 0.7, 0.8, and 0.5 for the 10%, 20%, and 60% known label proportion settings. On the other hand, for the same 10% known label proportions on different datasets, the best thresholds are 0.7, 0.5, and 0.6 on the MS-COCO, VG-200, and VOC 2007 datasets. However, searching the optimal thresholds from the space \{0.1, 0.2, . . . , 0.9\} requires nearly 10 times more resources when setting \( \theta_{\text{intra}} \) and \( \theta_{\text{cross}} \) to the same value and nearly 100 times when setting them to different values. To avoid wasting time and resources, we propose the DTL algorithm to adaptively learn the optimal value. As shown in Table 7, the DTL algorithm can always obtain the best mAPs under different known label proportion settings. Compared with setting them to 0.7 which achieves the overall best performance, it improves the average mAPs by 0.4%, 0.9%, and 0.4% without any manual tuning.

4.4 Analyses of Complementary Augmentation

HST introduces and leverages semantic correlations to retrieve unknown labels, thereby enhancing MLR-PL performance. Contemporary studies [31] also employ representation mixup techniques to generate blended features with combined labels (known as SARB). This approach is somewhat complementary with HST and has the potential to further augment its performance. In this context, we conducted an experiment integrating the feature blending strategy into HST, referred to as HST w/ FB. As depicted in Table 8, HST demonstrates competitive performance in comparison to feature blending works, achieving identical mAP and slightly better CF1 and OF1 scores. The integration of feature blending into HST can still lead to improvement across all performance metrics, with increases in average mAP, CF1, and OF1 by 0.8%, 0.5%, and 0.3%, respectively. These results indicate that HST can effectively incorporate complementary strategies to further enhance its efficacy.

| Methods       | Average Results |
|---------------|-----------------|
|               | mAP  | OF1  | CF1  |
| SARB          | 77.9 | 76.5 | 72.2 |
| HST           | 77.9 | 76.7 | 72.6 |
| HST w/ FB     | 78.7 | 77.1 | 72.9 |

Table 8 The average mAP, OF1 and CF1 values of SARB, HST, and HST integrated with feature blending (denoted as HST w/ FB) on the MS-COCO dataset. The best results are highlighted in bold.

5 Conclusion

In this work, we aim to address the task of cost-efficient MLR-PL, in which only a few labels are known while the rest are unknown for each image. To address this task, we propose a novel heterogeneous semantic transfer framework that explores intra-image and cross-image semantic correlations to help complement the unknown labels. Concretely, the proposed approach consists of an IST module to learn a image-specific co-occurrence matrix for each image and cross-image semantic correlations to help complement the unknown labels. Concretely, the proposed approach consists of an IST module to learn a image-specific co-occurrence matrix for each image and cross-image semantic correlations to help complement the unknown labels. Finally, we conduct extensive experiments on various multi-label datasets (e.g., MS-COCO, VG-200, and Pascal VOC 2007) to demonstrate the superiority of the developed method.
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