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Abstract

This paper researches a location-price game in a dual-circle market system, where two circular markets are interconnected with different demand levels. Based on the Bertrand and Salop models, a double intersecting circle model is established for a dual-circle market system in which two players (firms) develop a spatial game under price competition. By a two-stage (location-then-price) structure and backward induction approach, the existence of price and location equilibrium outcomes is obtained for the location game. Furthermore, by Ferrari method for quartic equation, the location equilibrium is presented by algebraic expression, which directly reflects the relationship between the equilibrium position and the proportion factor of demand levels. Finally, an algorithm is designed to simulate the game process of two players in the dual-circle market and simulation results show that two players almost reach the equilibrium positions obtained by theory, wherever their initial positions are.

1. Introduction

The scale of the coronavirus disease 2019 (COVID-19) pandemic is unprecedented, which is the current challenge of all global actors. From the economic perspective, the current pandemic has had a profound impact on the supply chain, domestic and foreign demands, enterprise decision-making, consumer purchasing power, and many other aspects. For instance, New Zealand fishermen, who had already harvested more than 100 tonnes of live rock lobster for the international market, reluctantly accept the fact that the demand for lobster had dropped sharply due to the sudden cancellation of export orders. To help the economy recover from the effects of the COVID-19 pandemic, governments adopt more precise and well-targeted fiscal policies to stimulate domestic demands, boost social consumption, and investment needs. Thus, firms will face different demand levels in the international and domestic markets. Moreover, this difference in demand level will change with the recovery of the economy.

In this paper, we consider the location problem of two competitive firms in the international and domestic markets with different demand level. Taking into account the fact that each firm may adapt its subsequent actions based on the other side’s actions, it is natural to turn to game theory for ideas and principles to analyze this location problem. Since game theory was pioneered by John von Neumann in 1928 [1], it has been widely applied in politics, military strategy, economics, biology, computer science, and many other fields [2–5]. Meanwhile, the location game, as an important topic in the fields of industrial organization and transportation economics, has been attracting much attention from many researchers [6–8].

From the existing literature, according to firms’ competition patterns, local game models can be divided into two classical categories. One is location-quantity game and another is location-price game. Both of them are two-stage game, in which, at the first stage, each firm determines its own location. However, at the second stage, each firm in location-quantity case behaves as the Cournot oligopoly and
conduces the quantity competition, while, in location-price case, each firm performs as the Bertrand oligopoly and develops the price competition. It should be noted that Bertrand pattern shows some more differences compared with the Cournot pattern. At the second stage of the location-price game, instead of choosing to supply a quantity for each customer in the market, each firm sets a suitable price for all customers and takes the advantage of price and distance differences to attract more customers, who will always buy one unit of the product [9]. Therefore, a Nash equilibrium occurs at this second stage when both firms do not wish to adjust their price based on the price set by the other firms, implying that their profits cannot be Pareto improved by changing prices. Generally, the price of a product is a main factor of the demand for it, while the quantities supplied in a market seem to be a more indirect factor of the demand [9]. Thus, the present research will adopt the assumption of competition in prices.

In addition to competition pattern, location space is one of the important components of location game. The type of location space directly determines the measure method of the minimum transportation distance. For instance, the minimum distance is the Euclidean distance in a convex region and the Hamiltonian distance on a grid, whereas it is the length of an arc on a circle. Different location game models with various location spaces are available in the literature [10–13].

The basic location space is the bounded linear area, which is first introduced to location game by Hotelling [14]. Inspired by Hotelling model, a great amount of rich literature of location game with linear location space was emerged. In [15], by using quadratic transportation costs in place of linear ones, a modified version of Hotelling’s example was proposed to show that the principle of minimum differentiation is invalid. In [16], in the case of modifying some assumptions for the classic Hotelling model, the authors considered duopoly and spatial competition and proved that the social optimal positions of firms are the same as the equilibrium positions in a bounded interval. In [17], the author proved the existence of a Nash equilibrium in prices and locations in learn markets and examined the effects of the magnitude of changes in marginal costs and of the freight rates for one or both firms. In [18], the authors investigated the problem of existence of equilibrium prices and locations in the extended Hotelling model. In [19], the author re-examined Hotelling model of duopolistic competition and claimed that the principle of minimum differentiation is never exhibited by the subgame-perfect equilibrium. In [20], the authors made some comparisons between Bertrand and Cournot competitions in location game, where the location space is a linear bounded area. In [21], the author derived some sufficient conditions of the existence of equilibrium outcome for Hotelling games, which are dependent on the number of firms.

In the real world, markets are usually located along complex transportation networks. In order to accurately represent actual markets, a large number of researchers considered the complex location spaces such as circles, spokes, and networks. In [22], the existence and uniqueness of a unique price equilibrium in multiplayer location game are proved under the quadratic transportation cost function, where the location space is a circular road. In [23], the problems of existence and nonexistence of an equilibrium were studied for a location-price game in the circle market. A linear and circular model with spatial Cournot competition was explored in [24], where the dependence between location equilibrium and demand density was examined. In [25], the authors demonstrated that the unique equilibrium location is in the equidistant pattern for the multiple players in a circular market. The spatial Cournot competition of two identical firms was researched in two intersecting circular markets in [26], and it is proved that the unique symmetric equilibrium is located at the two intersection points. In [27], the authors considered the nonlocalized spatial competition using a spokes model and analyzed the influence of the number of firms on the equilibrium price. In [28], the authors focused on methods of computing equilibria for multisupplier location competition, where the cost structure is heterogeneous, and the location space is a network. In [29], the author researched a noncooperative location game for two mobile firms in a market region, where the location space is a subset of the plane. The results show that firms will never locate at the same time if they have the same cost rate.

Strongly motivated by the above discussion, in this paper, we investigate the two-player location-price game in a dual-circle market. The location space is considered on two intersecting circles, which can be viewed as domestic and international interconnected markets as shown in Figure 1. In such a location game, two firms choose the optimal position in the domestic market as their locations and develop price competition such that their profits are maximized. Different from the previous works [26], we consider the spatial Bertrand competition of two firms in two intersecting circular markets, where the demands of the two markets may be at different levels due to external shocks. The main contributions of this paper are highlighted as follows:

1. Not only is the existence of a location equilibrium in the location-price game proved for a dual-circle market, but also the equilibrium outcome is presented by algebraic expression, which can be computed directly.
2. An algorithm is designed to simulate the competitive process in which two players move dynamically in the market. The simulated and theoretical results are in good agreement with each other, which shows the feasibility and effectiveness of the algorithm.
3. The effects of the difference degree of demand level between two circular markets on the location equilibrium are researched, which implies that the equilibrium locations of the players tend to be the maximum differentiation, if the demand level ratio of domestic market to international market is sufficiently high.
2. Descriptions of the Dual-Circle Market Model

2.1. Some Assumptions. There are two players (firms 1 and 2), which produce homogeneous products, in a dual-circle market system including domestic and international markets (as shown in Figure 1). The two players will choose optimal locations on the domestic market and play Bertrand-Stackelberg game to maximize their respective profits.

Let two intersecting circles (denoted by “L” and “R”) be domestic and international markets (as shown in Figure 2). Without loss of generality, it is assumed that the circumferences of the circles are both 1, and they intersect at two points H_1 and H_2, which can be viewed as two transportation hubs. On circle L and on circle R, the lengths of the arcs $H_1 H_2$ are both $s \in ((1/6), (1/2))$. To represent the positions of the points on the circles, we map the points on circle L with counter-clockwise direction and on circle R with clockwise direction to the interval [0, 1], respectively. Assume that the leftmost point on circle L corresponds to zero, while the rightmost point on circle R corresponds to zero. Therefore, if the position value of point C on circle L is $x \in [0, 1]$, it means that the distance from O to C on circle L with counter-clockwise direction is x. No matter whether from the viewpoint of circle L or circle R, the position values of $H_1$ and $H_2$, respectively, are

$$h_1 = \frac{1}{2} - \frac{s}{2},$$

$$h_2 = \frac{1}{2} + \frac{s}{2}. \quad (1)$$

Customers are distributed over circles L and R with a constant density $\rho$. Then, the total number of customers on each circle is $\rho$, since the length of each circle is 1. Affected by some exogenous factors, the number of effective customers may be lower or higher than that under normal circumstances. The relationship between effective customer densities and normal customer densities can be expressed as follows:

$$\overline{\rho}^L = \mu^L \rho,$$

$$\overline{\rho}^R = \mu^R \rho, \quad (2)$$

where $\overline{\rho}^L$ and $\overline{\rho}^R$ are effective customer densities on circles R and L, respectively; $\mu^L$ and $\mu^R$ are corresponding effective customer levels. If $\mu^L > 1$, the consumption of customers is stimulated. If $\mu^L < 1$, the consumption of customers is restrained. Let $\theta = (\mu^L / \mu^R)$ be the proportion factor of domestic and international demand levels, which is used to measure the difference between the two demand levels.

Suppose that each firm prices the products, where the products from one of the firms are sold for the same price to any customer who then has to pay the transportation costs. Let $p_i$ be the mill price of the products from firm i. Furthermore, $\overline{T}^L(d)$ and $\overline{T}^R(d)$ are the transportation cost functions from circles L and R to the locations of firms, which are described as follows:

$$\overline{T}^L(d) = k \left(d - \frac{1}{2}d^2\right), \quad \overline{T}^R(d) = k d, \quad (3)$$

where $k > 0$ is a transportation cost constant and d is the transportation distance. It should be noted that the maximum distance between any two positions on the two circles is $1 - s$, which is not greater than 1. The convex function $\overline{T}^L(d)$ is increasing on [0, 1] and the derivative $(\overline{T}^L(d))'$ is decreasing, which reflects the effect of scale transportation. Compared with $\overline{T}^L(d)$, the transportation cost $\overline{T}^R(d)$ from circle R has no quadratic term $-(1/2)d^2$, which means that $\overline{T}^R(d)$ is larger than $\overline{T}^L(d)$.

The net utilities of a customer at x on circles L and R buying products from firm i are supposed as follows:

$$u^L(x, p_i, x_i) = u - p_i - \overline{T}^L(d_{\text{min}}(x, x_i)),$$

$$u^R(x, p_i, x_i) = u - p_i - \overline{T}^R(d_{\text{min}}(x, x_i)), \quad (4)$$

where $u$ is a large positive constant representing the utility directly obtained by customers consuming homogeneous products, and $d_{\text{min}}(x, x_i)$ is the minimum distance from customer position $x$ to location $x_i$ of firm i. To discuss the mathematical expression of $d_{\text{min}}(x, x_i)$, we introduce a bivariate function:

$$g(x, y) = \min \{|x - y|, 1 - |x - y|\} = \frac{1}{2} - \frac{1}{2}|1 - 2|x - y||, \quad (5)$$

which depicts the minimum distance between any two positions x and y on a circle with length of 1. If customer x is on circle L, the minimum distance can be written as

$$d_{\text{min}}(x, x_i) = g(x, x_i) = \frac{1}{2} - \frac{1}{2}|1 - 2|x - x_i||. \quad (6)$$

If customer x is on circle R, the minimum distance can be written as

$$d_{\text{min}}(x, x_i) = \min \{g(x, h_1) + g(h_1, x_i), g(x, h_2) + g(h_2, x_i)\}, \quad (7)$$

where $h_1 = (1/2) - (s/2)$ and $h_2 = (1/2) + (s/2)$, which are position values of transportation hubs $H_1$ and $H_2$.

2.2. Range of Equilibrium Locations. Let $x^*_1$ and $x^*_2$ be Nash equilibrium locations of players 1 and 2 on circle L. Without loss of generality, we assume that $x^*_1 \leq x^*_2$. The dual-circle market model is fully symmetrical with axis OO', in two
senses: (i) the geometry of the model is symmetrical, and (ii) the effective customer densities are equal at any two positions, which are symmetrical with axis. Facing such a symmetrical dual-circle market, the two players will adopt peer-to-peer strategies. Then the equilibrium locations \( x_1^* \) and \( x_2^* \) should be symmetrical with axis \( OO' \). In other words, \( x_1^* \) and \( x_2^* \) satisfy \( x_1^* + x_2^* = 1 \). Consider two extreme situations. In the first situation, suppose that the effective customer density is zero on circle \( R \), which means that the demand for products is nought. There is only one circle \( L \) in the market. According to the principle of maximum differentiation for one circle market [30], the equilibrium locations \( x_1^* \) and \( x_2^* \) should be at positions \((1/4)\) and \((3/4)\). In the second situation, suppose that the effective customer density is zero on circle \( L \). The equilibrium locations \( x_1^* \) and \( x_2^* \) should be set as close to points \( A \) and \( B \) as possible to attract more customers on circle \( R \). Consequently, \( x_1^* \) and \( x_2^* \) are equal to \((1/2)\) \(-\) \((s/2)\) and \((1/2)\) \(+\) \((s/2)\), respectively. Based on the above analysis, we draw the following observation.

**Observation 1.** Suppose that the pair \((x_1^*, x_2^*)\) is a Nash equilibrium outcome of players 1 and 2 with the location-price game in the dual-circle market. Then \( x_1^* \) lies in \([(1/4), (1/2) \(-\) \((s/2)\)]\) and \( x_2^* \) lies in \([(1/2)\) \(+\) \((s/2), (1/4)\)]\).

We use the inverse method to explain the rationality of the observation. Assume that \( x_1^* \in [0, (1/4)] \) and \( x_2^* \in [(3/4), 1] \). Moving point \( x_1^* \) to \( A \) by a small distance \( \delta \), player 1 can obtain another position \( \tilde{x}_1^* \), where \( \tilde{x}_1^* = x_1^* + \delta \). On the one hand, player 1 at \( \tilde{x}_1^* \) will get more profit from circle \( L \) market based on the principle of maximum differentiation for one circle market. On the other hand, since \( \tilde{x}_1^* \) is closer to \( A \) than \( x_1^* \) is, it leads to more customers attracted by player 1. Thus, player 1 at \( \tilde{x}_1^* \) will get more profit from circle \( R \) market. Therefore, player 1 at \( \tilde{x}_1^* \) will get more total profit than at \( x_1^* \), which contradicts the fact that the pair \((x_1^*, x_2^*)\) is a Nash equilibrium. So, the pair \((x_1^*, x_2^*)\) cannot be in \([0, (1/4)] \times (3/4, 1]\). In a similar way, we can explain that neither \( x_1^* \) nor \( x_2^* \) can be in the interval \([(1/2)\) \(\) \(-\) \((s/2), (1/2)\) \(+\) \((s/2)\)].

**Remark 1.** Observation 1 suggests, in the location-game, the position pair \((x_1, x_2)\) of two players just be considered in the feasible region \([(1/4), (1/2) \(-\) \((s/2)\)] \times [(1/2)\) \(+\) \((s/2), (3/4)\)]\]. This consideration is marked different from that in [26], where position \( x_1 \) is fixed at one intersection point \( H_3 \), while position \( x_2 \) is set in a neighbourhood of another intersection point \( H_1 \). In this paper, since the demand levels of markets \( L \) and \( R \) may be different, the dual-circle market system is not fully asymmetrical with respect to the axis \( H_L, H_R \). Consequently, neither \( x_1 \) nor \( x_2 \) should be fixed at point \( H_1 \) or \( H_3 \).

2.3. Attraction Domain of Customers. The net utilities (4) measure the intensity by which a customer at \( x \) is willing to buy the products of player \( i \). The set of all customers buying the products of player \( i \) is called an attraction domain for this player. To determine the boundaries of the attraction domain, we need to examine position \( x \) of marginal customer whose net utility buying from player 1 or player 2 is indifferent. According to (4), position \( x \) can be computed from the following equation:

\[
\begin{align*}
& p_1 + T^L(d_{\min}(x, x_1)) = p_2 + T^L(d_{\min}(x, x_2)), \\
& p_1 + T^R(d_{\min}(x, x_1)) = p_2 + T^R(d_{\min}(x, x_2)).
\end{align*}
\]

(8)

For simplicity, we give some notations. Let \( L^L_1 \) and \( L^R_1 \) be the lengths of attraction domains on circles \( L \) and \( R \) for player \( i \), respectively. Let \( m_1 = (k/2)(x_2 - x_1)(2 + x_1 - x_2), m_2 = (k/2)(x_2 - x_1)(1 - x_1 + x_2), m_3 = (k/2)(1 - x_1 - x_2)(1 - x_1 + x_2), n = ks, \) and \( M = k((1/m_1) - (1/2m_2)) = (3/(2+ x_1 - x_2))(1 - x_1 + x_2)) \). Obviously, \( m_1 > m_2 > m_3 > m_2 > n > 0, \) and \( M > 0 \). By solving equation (8) to obtain boundaries of the attraction domain of each player, we have the following results on the lengths of attraction domains.

**Lemma 1.** If customers on circle \( L \) choose products neither from player 1 nor from player 2 based on the net utility function (4), positions \( L^L_1 \) and \( L^R_1 \) of two indifferent customers as well as lengths \( L^L_1 \) and \( L^R_1 \) of attraction domains for players 1 and 2 are listed in Table 1.

The proof of Lemma 1 is presented in the Appendix.
### Table 1: Lengths of attraction domains on circle $L$ for two players.

| Cases                        | Two positions | For player 1 | For player 2 |
|------------------------------|---------------|--------------|--------------|
| $p_1 - p_2 \in (-\infty, -m_1)$ | None          | $L_1^L = 1$  | $L_2^L = 0$  |
| $p_1 - p_2 \in [-m_1, -m_2)$ | $\bar{x}_1^L = (1/2)(x_1 + x_2) - (p_1 - p_2/k(2 + x_1 - x_2))\bar{x}_2^L = (1/2)(x_1 + x_2) - (p_1 - p_2/k(x_1 - x_2)) + 1$ | $L_1^I = -(1/m_1)(p_1 - p_2)$ | $L_2^I = (1/m_1)(p_1 - p_2) + 1$ |
| $p_1 - p_2 \in [-m_2, m_2)$  | $\bar{x}_1^L = \frac{1}{2}(x_1 + x_2) - (p_1 - p_2/k(2 + x_1 - x_2))\bar{x}_2^L = \frac{1}{2}(x_1 + x_2) + (p_1 - p_2/k(1 - x_1 + x_2)) + (1/2)$ | $L_1^I = -(1/m_1 + 1/2m_2)(p_1 - p_2) + (1/2)$ | $L_2^I = (1/m_1 - 1/2m_2)(p_1 - p_2) + (1/2)$ |
| $p_1 - p_2 \in [m_2, m_1)$  | $\bar{x}_1^L = \frac{1}{2}(x_1 + x_2) - (p_1 - p_2/k(2 + x_1 - x_2))\bar{x}_2^L = \frac{1}{2}(x_1 + x_2) + (p_1 - p_2/k(1 - x_1 + x_2)) - (1/2)$ | $L_1^I = -(1/m_1 + 1/2m_2)(p_1 - p_2) + (1/2)$ | $L_2^I = (1/m_1 - 1/2m_2)(p_1 - p_2) + (1/2)$ |
| $p_1 - p_2 \in [m_1, m_1)$  | $\bar{x}_1^L = \frac{1}{2}(x_1 + x_2) - (p_1 - p_2/k(2 + x_1 - x_2))\bar{x}_2^L = \frac{1}{2}(x_1 + x_2) - (p_1 - p_2/k(x_1 - x_2)) - 1$ | $L_1^I = -(1/m_1)(p_1 - p_2) + 1$ | $L_2^I = (1/m_1)(p_1 - p_2)$ |
| $p_1 - p_2 \in (m_1, \infty)$ | None          | $L_1^L = 0$  | $L_2^L = 1$  |
**Lemma 2.** Let $\Delta T = T_R(a - x_1) - T_R(x_2 - b) = k(1 - x_1 - x_2)$, which is the difference of transportation cost between from A to player 1 and from B to player 2. If customers on circle $R$ choose products neither from player 1 nor from player 2 based on the net utility function (4), lengths $L_R^1$ and $L_R^2$ of attraction domains for players 1 and 2 are listed in Table 2.

The proof of Lemma 2 is very similar to that of Lemma 1, so it is omitted.

**Remark 2.** From Lemma 1 and Lemma 2, the lengths of attraction domains on circle $R$ and $L$ are both 1 for player 1 if $p_1 - p_2 < \min(-m_1, -n - \Delta T)$, which shows that player 1 occupies the total market by low price.

For the convenience of representation, we make a variable substitution from $(x_1, x_2)$ to $(x, y)$ as follows:

$$
\begin{align*}
x &= x_2 - x_1, \\
y &= x_1 + x_2.
\end{align*}
$$

The region $\{(x_1, x_2) | (1/4) \leq x_1 \leq (1/2) - (s/2), (1/2) + (s/2) \leq x_1 \leq (3/4)\}$ in the $x_1Ox_2$ coordinate system is corresponding to the region $\{(x, y) | (1/2) \leq y - x \leq 1 - s, 1 + s \leq x + y \leq (3/2)\}$ in the $xOy$ coordinate system, which is the square region $ABCD$ in Figure 3. In order to express the demand of each player in the form of piecewise function, we need to divide the feasible region properly. As shown in Figure 3, the region $ABCD$ is separated into nine subregions by four curves, where the algebraic expressions of the four curves $I_1, I_2, I_3,$ and $I_4$ are

$$
\begin{align*}
y &= \frac{1}{2}x^2 - x + s + 1, \quad x \in [2 - 2\sqrt{1-s}, 2 - \sqrt{3-2s}], \\
y &= -\frac{1}{2}x^2 + \frac{1}{2}x + s + 1, \quad x \in \left[-\frac{3}{2} + \frac{1}{2}\sqrt{9 + 16s}, -\frac{3}{2} + \frac{1}{2}\sqrt{13 + 8s}\right], \\
y &= \frac{1}{2}x^2 + \frac{1}{2}x - s + 1, \quad x \in \left[\frac{3}{2} + \frac{1}{2}\sqrt{9 + 16s}, \frac{3}{2} + \frac{1}{2}\sqrt{13 + 8s}\right], \\
y &= -\frac{1}{2}x^2 + x - s + 1, \quad x \in [2 - 2\sqrt{1-s}, 2 - \sqrt{3-2s}].
\end{align*}
$$

For the relationship of end points of intervals of $p_1 - p_2$ in Tables 1 and 2, we have the results on the orders of these end points, which are shown in Table 3.

Therefore, if two players develop location-price competition in region I, the demand function for player 1 can be represented as follows:

$$
D_1^1(p_1, p_2, x_1, x_2) = \begin{cases} 
(\mu^L + \mu^R)p, \\
\mu^L p + \mu^R \left[\frac{1}{2} - \frac{1}{k} (p_1 - p_2 + \Delta T)\right], \\
\frac{\mu^L p}{m_1} (p_1 - p_2) + \mu^R \left[\frac{1}{2} - \frac{1}{k} (p_1 - p_2 + \Delta T)\right], \\
\mu^L p \left[\frac{1}{m_1} + \frac{1}{2m_2}\right] (p_1 - p_2) + \frac{1}{2} + \mu^R \left[\frac{1}{2} - \frac{1}{k} (p_1 - p_2 + \Delta T)\right], \\
\mu^L p \left[1 - \frac{1}{m_1} (p_1 - p_2)\right] + \mu^R \left[\frac{1}{2} - \frac{1}{k} (p_1 - p_2 + \Delta T)\right], \\
\mu^R \left[\frac{1}{2} - \frac{1}{k} (p_1 - p_2 + \Delta T)\right], \\
0,
\end{cases}
$$

Correspondingly, the demand function of player 2 is $D_2^1(p_1, p_2, x_1, x_2) = (\mu^L + \mu^R)p - D_1^1(p_1, p_2, x_1, x_2)$. If two players develop location-price competition in region II, the demand function for player 1 can be represented as follows:
Table 2: Lengths of attraction domains on circle $R$ for two players.

| Cases | Two positions | For player 1          | For player 2          |
|-------|---------------|-----------------------|-----------------------|
| $p_1 - p_2 \in (-\infty, -n - \Delta T)$ | None            | $L_1^R = 1$            | $L_2^R = 0$            |
| $p_1 - p_2 \in [-n - \Delta T, -\Delta T]$ | $\bar{x}_1 = (1/2)(x_1 + x_2) - (1/2k)(p_1 - p_2)$, $\bar{x}_2 = -(1/2)(x_1 + x_2) + (1/2)(p_1 - p_2) + (3/2)$ | $L_1^R = -(1/k)(p_1 - p_2 + \Delta T) + (1/2)$ | $L_2^R = (1/k)(p_1 - p_2 + \Delta T) + (1/2)$ |
| $p_1 - p_2 \in [-\Delta T, n - \Delta T]$ | $\bar{x}_1 = (1/2)(x_1 + x_2) - (1/2k)(p_1 - p_2)$, $\bar{x}_2 = -(1/2)(x_1 + x_2) + (1/2)(p_1 - p_2) + \frac{1}{2}$ | $L_1^R = -(1/k)(p_1 - p_2 + \Delta T) + (1/2)$ | $L_2^R = (1/k)(p_1 - p_2 + \Delta T) + (1/2)$ |
| $p_1 - p_2 \in (n - \Delta T, +\infty)$ | None            | $L_1^R = 0$            | $L_2^R = 1$            |
Then the demand function of player 2 is $D_2^H(p_1, p_2, x_1, x_2) = (\mu^L + \mu^R)p - D_1^H(p_1, p_2, x_1, x_2)$. If two players develop location-price competition in region III, the demand function for player 1 can be represented as follows:

$$D_1^H(p_1, p_2, x_1, x_2) = \begin{cases} 
(\mu^L + \mu^R)p, \\
\frac{\mu^L}{m_1}(p_1 - p_2) + \mu^R, \\
\frac{\mu^L}{m_1}(p_1 - p_2) + \mu^R \left( \frac{1}{2} - \frac{1}{k}(p_1 - p_2 + \Delta T) \right), \\
\mu^L \left( 1 - \frac{1}{m_1}(p_1 - p_2) \right) + \mu^R \left( \frac{1}{2} - \frac{1}{k}(p_1 - p_2 + \Delta T) \right), \\
\mu^L \left( 1 - \frac{1}{m_1}(p_1 - p_2) \right), \\
0,
\end{cases}$$

where $\mu^L$ and $\mu^R$ are the lower and upper bounds of the demand function, respectively, and $m_1$ is the market size.

**Table 3:** Orders of end points of intervals of $p_1 - p_2$.

| Cases | Orders |
|-------|--------|
| $(x_1, x_2)$ in region I | $-\Delta T \leq m_1 \leq m_2 \leq m_1 \leq -\Delta T$ |
| $(x_1, x_2)$ in region II | $-\Delta T \leq m_1 \leq m_2 \leq m_1 \leq -\Delta T$ |
| $(x_1, x_2)$ in region III | $-\Delta T \leq m_1 \leq m_2 \leq m_1 \leq -\Delta T$ |
| $(x_1, x_2)$ in region IV | $-\Delta T \leq m_1 \leq m_2 \leq m_1 \leq -\Delta T$ |
| $(x_1, x_2)$ in region V | $-\Delta T \leq m_1 \leq m_2 \leq m_1 \leq -\Delta T$ |
| $(x_1, x_2)$ in region VI | $-\Delta T \leq m_1 \leq m_2 \leq m_1 \leq -\Delta T$ |
| $(x_1, x_2)$ in region VII | $-\Delta T \leq m_1 \leq m_2 \leq m_1 \leq -\Delta T$ |
| $(x_1, x_2)$ in region VIII | $-\Delta T \leq m_1 \leq m_2 \leq m_1 \leq -\Delta T$ |
| $(x_1, x_2)$ in region IX | $-\Delta T \leq m_1 \leq m_2 \leq m_1 \leq -\Delta T$ |

$$p_1 - p_2 \in (-\infty, -m_1),$$

$$p_1 - p_2 \in [-m_1, -\Delta T],$$

$$p_1 - p_2 \in [-\Delta T, -m_2],$$

$$p_1 - p_2 \in [m_2, m_1],$$

$$p_1 - p_2 \in (n - \Delta T, m_1],$$

$$p_1 - p_2 \in (m_1, +\infty).$$

(12)
In addition, the demand function of player 2 is \( D_2^{III}(p_1, p_2, x_1, x_2) = (\mu^L + \mu^R)p - D_1^{III}(p_1, p_2, x_1, x_2) \). For saving space, we just list the demand functions in regions I, II, and III in this paper.

### 3. Location-Price Game

In this section, we consider the location game as a two-stage pattern. In the first stage of the game, the two firms choose their locations \( x_1 \) and \( x_2 \) independently. In the second stage, the firms determine their prices \( p_1 \) and \( p_2 \) after observing the locations. We employ backward induction method to solve the game.

In the second stage, firms simultaneously determine their prices at each position in region ABCD. In the following, we only discuss the case of the positions in region I. For other cases, the discussion is very similar. Since the positions of two players are in region I, their profits are

\[
\pi_i(p_1, p_2, x_1, x_2) = p_iD_i^I(p_1, p_2, x_1, x_2),
\]

where \( i = 1, 2 \). To obtain a price equilibrium, we need to solve the following equations derived from the first-order conditions of the profits in \( p_1 \) and \( p_2 \):

\[
\frac{\partial \pi_i}{\partial p_1} = 0, \\
\frac{\partial \pi_i}{\partial p_2} = 0.
\]

We discuss the solutions of equations (15) in seven cases:

(i) \( p_1 - p_2 \in (-\infty, -n - \Delta T) \); (ii) \( p_1 - p_2 \in [-n - \Delta T, -m_1) \);

(iii) \( p_1 - p_2 \in [-m_1, -m_2) \); (iv) \( p_1 - p_2 \in [-m_2, -n - \Delta T) \); (v) \( p_1 - p_2 \in [m_1, m_2) \); (vi) \( p_1 - p_2 \in (n - \Delta T, +\infty) \). It will be shown that equation (15) has a solution in case (iv), while the equations have no solutions in other cases.

Obviously, there is no solution in equation (15) for cases (i) and (vii). For case (ii), equation (15) is equivalent to

\[
\begin{align*}
\frac{2\mu^L}{k} p_1 + \frac{\mu^R}{k} p_2 + \mu^L + \mu^R \left( \frac{1}{2} - \frac{\Delta T}{k} \right) &= 0, \\
\frac{2\mu^R}{k} p_1 + \frac{2\mu^L}{k} p_2 + \mu^L + \mu^R \left( \frac{1}{2} + \frac{\Delta T}{k} \right) &= 0.
\end{align*}
\]  

Subtracting the two equations in (16), we have that

\[ p_1 - p_2 = \frac{1}{3} \left( \frac{k\mu^L}{\mu^R} - 2\Delta T \right). \]  

However, \( p_1 - p_2 \) in (17) does not lie in \([-n - \Delta T, -m_1) \), since \(-2(3/2)\Delta T > -m_1 \). Therefore, equation (15) has no solutions for case (ii).

For case (iii), equation (15) is equivalent

\[
\begin{align*}
\left( \frac{\mu^L}{m_1} + \frac{\mu^R}{k} \right) (2p_1 - p_2) + \mu^R \left( \frac{1}{2} - \frac{\Delta T}{k} \right) &= 0, \\
\left( \frac{\mu^L}{m_1} + \frac{\mu^R}{k} \right) (p_1 - 2p_2) + \mu^L \left( \frac{1}{2} + \frac{\Delta T}{k} \right) + \mu^R &= 0.
\end{align*}
\]  

Subtracting the two equations in (18), we have that
Therefore, $p_1$ and $p_2$ should satisfy condition (19) if $(p_1, p_2)$ is a solution of (18). However, condition (19) does not hold for any $(p_1, p_2)$ in case (iii). The reason is that

$$3 \left( \frac{\mu^L}{m_1} + \frac{\mu^R}{k} \right) (p_1 - p_2) + \frac{2\mu^R \Delta T}{k} + \mu^L = 0. \quad (19)$$

Therefore, equation (15) has no solutions for case (iii). For cases (v) and (vi), there are no solutions in equation (15). The proofs are very similar to those of cases (ii) and (iii), so they are omitted.

For case (iv), equation (15) is equivalent to

$$\begin{cases} -\frac{1}{k} (\mu^L M + \mu^R) (2p_1 - p_2) - \mu^R (1 - y) + \frac{1}{2} (\mu^L + \mu^R) = 0, \\ \frac{1}{k} (\mu^L M + \mu^R) (p_1 - 2p_2) + \mu^R (1 - y) + \frac{1}{2} (\mu^L + \mu^R) = 0. \end{cases} \quad (21)$$

Solving the equation, we can obtain $p_1^* = ((2y + 3\theta + 1)/6(\theta M(x) + 1))$ and $p_2^* = ((-2y + 3\theta + 5)k/6(\theta M(x) + 1))$. Furthermore, it can be calculated that

$$|p_1^* - p_2^*| = \frac{2|y - 1|k}{3(\theta M(x) + 1)} \leq \frac{2k}{3} |y - 1| < m_2. \quad (22)$$

Therefore, $-n - \Delta T \leq -m_2 < p_1^* - p_2^* < m_2 \leq n - \Delta T$.

Summarizing the above discussion, we obtain the proposition on the price equilibrium.

**Proposition 1.** In the location-price game in the dual-circle market, there exists a price equilibrium $(p_1^*, p_2^*)$ for any $(x_1, x_2)$ located in region ABCD, which can be determined by

$$p_1^*(x_1, x_2) = \frac{(2y + 3\theta + 1)k}{6(\theta M(x) + 1)}, \quad (23)$$

$$p_2^*(x_1, x_2) = \frac{(-2y + 3\theta + 5)k}{6(\theta M(x) + 1)} \quad (24)$$

where $\theta = (\mu^L/\mu^R)$ and $M(x) = (3/(2 - x)) (1 + x)$. Moreover,

$$-\min\{m_2, n + \Delta T\} \leq p_1^* - p_2^* \leq \min\{m_2, n - \Delta T\}. \quad (25)$$

**Remark 3.** From (25), it is shown that prices $p_1$ and $p_2$ of two players are not very different, when the price game is in equilibrium. Note that

$$\begin{vmatrix} 3 & 2y + 1 \\ M(x) & 1 \end{vmatrix} < 0, \quad (26)$$

$$\begin{vmatrix} 3 & -2y + 5 \\ M(x) & 1 \end{vmatrix} < 0. \quad (27)$$

It follows from (23) and (24) that $(\Delta p_1^*/\Delta \theta) < 0$ and $(\Delta p_2^*/\Delta \theta) < 0$. Therefore, $p_1^*$ and $p_2^*$ are monotonically decreasing with respect to $\theta$. It is revealed that if the increase of domestic demand level is greater than that of international demand level, the price competition between two players will be intensified, which may lead to an undercutting phenomenon.

Back to the first stage, each firm chooses an optimal location such that its profit cannot be Pareto improved. Before we discuss this, let us propose the following lemma ensuring that the optimal locations can be calculated directly.

**Lemma 3.** Consider $s \in ((1/6), (1/2))$ and

$$\theta_0 = \frac{-B + \sqrt{B^2 - 4AC}}{2A}, \quad (27)$$

where $A = 9(1 - 2s)$, $B = 9(1 - 2s) - 12(2 - s)(1 + s)$, and $C = -4(2 - s)^2(1 + s)^2$. Let $G(x, \theta) = 12\theta(2 - x) (1 + x) + 4 (2 - x)^2 (1 + x) - 9\theta(\theta + 1)(1 - 2x)$. If $\theta \geq \theta_0$, the following equation of $x$,

$$G(x, \theta) = 0, \quad (28)$$

has a unique solution $x^*$ in $[s, (1/2)]$, which can be given by

$$x^*(\theta) = \frac{1}{2} \left( \frac{\xi - \sqrt{\xi^2 - 4(h - \zeta)}}{2} \right), \quad (29)$$

where $h = a + \eta$, $\xi = \sqrt{2\eta + a}$, $\zeta = -(b/2\xi)$, $\eta = \sqrt{3 - (\beta/2) + \sqrt{\beta + 3 - (\beta/2) + \sqrt{\delta - 5/6}a}$, $\delta = (\alpha^2/27) + (\beta^2/4)$, $\alpha = -(a^2/12) - c$, $\beta = -(a^2/108) + (ac/3) - (b^2/8)$, $a = -(9/2) - 3\theta$, $b = -(9/2)\theta(\theta + 1)$, and $c = (27/4)\theta + (81/16)$. Furthermore, $(dx^*/d\theta) > 0$ for all $\theta \in (\theta_0, +\infty)$.

The proof of Lemma 3 is presented in the Appendix.

In the location subgame, the profit functions of players 1 and 2 are written as
equivalent equations are obtained as follows:

\[
\begin{align*}
   \pi_1 &= p_1^* \left( \mu^L \rho \left( \left( \frac{1}{m_1} + \frac{1}{2m_2} \right) (p_1^* - p_2^*) + \frac{1}{2} \right) + \mu^R \rho \left( \frac{1}{2} - \frac{1}{k} (p_1^* - p_2^* + \Delta T) \right) \right), \\
   \pi_2 &= p_2^* \left( \mu^L + \mu^R \right) \rho - \mu^L \rho \left( \left( \frac{1}{m_1} + \frac{1}{2m_2} \right) (p_1^* - p_2^*) - \frac{1}{2} \right) + \mu^R \rho \left( \frac{1}{2} - \frac{1}{k} (p_1^* - p_2^* + \Delta T) \right),
\end{align*}
\]

for any \((x_1, x_2)\) in region ABCD, where \(p_1^*\) and \(p_2^*\) satisfy condition (25) by Proposition 1. The equations can be reduced to

\[
\begin{align*}
   \pi_1 &= \frac{k \mu^L \rho (2y + 3\theta + 1)^2}{36(\theta M(x) + 1)}, \\
   \pi_2 &= \frac{k \mu^L \rho (-2y + 3\theta + 5)^2}{36(\theta M(x) + 1)},
\end{align*}
\]

where \(\theta\) and \(M(x)\) are defined in Proposition 1. According to the following first-order conditions of the profits in \(x_1\) and \(x_2\),

\[
\frac{\partial \pi_1}{\partial x_1} = 0, \quad \frac{\partial \pi_2}{\partial x_2} = 0,
\]

\[
-b \pm \sqrt{b^2 - 4ac} = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a},
\]

We see that

\[
\begin{align*}
   4(\theta M(x) + 1) - \frac{3\theta (2y + 3\theta + 1)(1 - 2x)}{(2 - x)^2(1 + x)^2} &= 0, \\
   -4(\theta M(x) + 1) + \frac{3\theta (-2y + 3\theta + 5)(1 - 2x)}{(2 - x)^2(1 + x)^2} &= 0.
\end{align*}
\]

Adding and subtracting the above two equations, the equivalent equations are obtained as follows:

\[
\begin{align*}
   G(x, \theta) &= 0, \\
   y &= 1,
\end{align*}
\]

where \(G(x, \theta)\) is defined in (28) in Lemma 3. Therefore, \(x^*\) defined in (29) and \(y^* = 1\) are a solution pair of (34), which are equivalent to (32). Then the solution of (32) is \(x_1^* = (1/2) - (1/2)x^*\) and \(x_2^* = (1/2) + (1/2)x^*\) because of (9).

Based on the above discussion, we summarize what has been proved.

**Proposition 2.** In the location-price game in the dual-circle market, the two players choose the price policy of (23) and (24) based on their positions \((x_1, x_2)\) located in region ABCD. If the proportion factor \(\theta = (\rho^L/\rho^R) \geq \theta_0\), there exists a location equilibrium \((x_1^*, x_2^*)\), which can be determined by

\[
\begin{align*}
   x_1^* &= \frac{1}{2} - \frac{1}{2} x^*, \\
   x_2^* &= \frac{1}{2} + \frac{1}{2} x^*,
\end{align*}
\]

where \(\theta_0\) and \(x^*\) are determined by (27) and (29) in Lemma 3.

**Remark 4.** Proposition 2 indicates that the location equilibrium \((x_1^*, x_2^*)\) exists and lies in \([(1/4), (1/2) - (s/2)] \times [(1/2) + (s/2), (3/4)]\) if \(\theta \geq \theta_0\). In fact, if \(\theta < \theta_0\), the location equilibrium will be at positions \(H_1\) and \(H_2\) of two hubs; that is, \((x_1^*, x_2^*) = ((1/2) - (s/2), (1/2) + (s/2))\), according to the explanation of Observation 1. Noting that \((dx^*/d\theta) > 0\), we see that

\[
\begin{align*}
   \lim_{\theta \to \theta_0} x_1^* &= \frac{1}{2} - \frac{s}{2}, \\
   \lim_{\theta \to \theta_0} x_2^* &= \frac{1}{2} + \frac{s}{2},
\end{align*}
\]

which means that \(x_1^*\) and \(x_2^*\) will be close to \((1/4)\) and \((3/4)\), respectively, if the level of domestic demand is much higher than that of international demand. Otherwise, \(x_1^*\) and \(x_2^*\) will be close to the hubs’ positions when \(\theta\) approaches \(\theta_0\).

### 4. Numerical Simulations

To illustrate the competitive dynamics in the dual-circle market and verify the validity of the results, we design an algorithm to simulate the game process of players 1 and 2, which is presented in Algorithm 1. In the simulation, two players move around circle \(L\) round by round after they randomly and independently choose points \(x_1\) and \(x_2\) as their initial positions. In each round, player 1 first adjusts the position based on the rival’s location to obtain a maximum profit. Then, player 2 adjusts the position using the same method as player 1 does. In this way, the two players move alternately on the circle until neither of their profits increase.

Let \(s = (1/4)\), \(k = 1\), \(\rho = 1\), \(\mu^L = 4\), and \(\mu^R = 1\). Then \(\theta = (\rho^L/\rho^R) = 4\). On the one hand, we can compute that the location equilibrium is \(x_1^* = 0.4179\) and \(x_2^* = 0.5821\) according to (35). On the other hand, the final positions of the two players are \(x_1 = 0.4179\) and \(x_2 = 0.5822\) after 100 rounds of adjustment by Algorithm 1, which are almost the same as \(x_1^*\) and \(x_2^*\) computed by (35). Figures 4 and 5 show...
(1) Initialize parameters $k, \rho, s, \mu^l$, and $\mu^R$ and compute $\theta = (\mu^l/\mu^R)$.
(2) Initialize $x_1$ and $x_2$ with two random numbers in $[(1/4), (1/2) − (s/2)]$ and $[(1/2) + (s/2), (3/4)]$, respectively.
(3) Set New$x_1 = 0$, New$x_2 = 0$, and $h = 0.000001$.
(4) Compute $p_1 = p_1^*(x_1, x_2)$ and $p_2 = p_2^*(x_1, x_2)$ according to (23) and (24).
(5) Compute $\pi_1$ and $\pi_2$ according to (30).
(6) while New$x_1 \neq x_1$ or New$x_2 \neq x_2$ do
(7) \hspace{1em} while New$x_1 \neq x_1$ do
(8) \hspace{2em} $x_1 = \text{New}x_1, \pi_1 = \text{New}\pi_1$.
(9) \hspace{2em} Compute $p_1 = p_1^* (x_1 + h, x_2)$ and $p_2 = p_2^* (x_1 + h, x_2)$ according to (23) and (24).
(10) \hspace{2em} Compute New$\pi_{11} = \pi_1 (p_1, p_2, x_1 + h, x_2)$ according to (30).
(11) \hspace{2em} Compute $p_1 = p_1^* (x_1 - h, x_2)$ and $p_2 = p_2^* (x_1 - h, x_2)$ according to (23) and (24).
(12) \hspace{2em} Compute New$\pi_{12} = \pi_1 (p_1, p_2, x_1 - h, x_2)$ according to (30).
(13) \hspace{2em} if New$\pi_{11} > \pi_1$ then
(14) \hspace{3em} New$x_1 = x_1 + h, \text{New}\pi_1 = \text{New}\pi_{11}$.
(15) \hspace{2em} end if
(16) \hspace{2em} if New$\pi_{12} > \pi_1$ then
(17) \hspace{3em} New$x_1 = x_1 - h, \text{New}\pi_1 = \text{New}\pi_{12}$.
(18) \hspace{2em} end if
(19) \hspace{2em} end while
(20) \hspace{1em} while New$x_2 \neq x_2$ do
(21) \hspace{2em} $x_2 = \text{New}x_2, \pi_2 = \text{New}\pi_2$.
(22) \hspace{2em} Compute $p_1 = p_1^* (x_1, x_2 + h)$ and $p_2 = p_2^* (x_1, x_2 + h)$ according to (23) and (24).
(23) \hspace{2em} Compute New$\pi_{21} = \pi_2 (p_1, p_2, x_1, x_2 + h)$ according to (30).
(24) \hspace{2em} Compute $p_1 = p_1^* (x_1, x_2 - h)$ and $p_2 = p_2^* (x_1, x_2 - h)$ according to (23) and (24).
(25) \hspace{2em} Compute New$\pi_{22} = \pi_2 (p_1, p_2, x_1, x_2 - h)$ according to (30).
(26) \hspace{2em} if New$\pi_{21} > \pi_2$ then
(27) \hspace{3em} New$x_2 = x_2 + h, \text{New}\pi_2 = \text{New}\pi_{21}$.
(28) \hspace{2em} end if
(29) \hspace{2em} if New$\pi_{22} > \pi_2$ then
(30) \hspace{3em} New$x_2 = x_2 - h, \text{New}\pi_2 = \text{New}\pi_{22}$.
(31) \hspace{2em} end if
(32) \hspace{2em} end while
(33) \hspace{2em} end while
(34) return New$x_1$ and New$x_2$.

**Algorithm 1: Location-price game algorithm.**

---

**Figure 4:** Player 1’s dynamic evolution of 100 rounds with 5 random initial positions.

**Figure 5:** Player 2’s dynamic evolution of 100 rounds with 5 random initial positions.
two players’ dynamic evolution of 100 rounds with 5 random initial positions, from which it is seen that two players almost reach the equilibrium positions $x_1^*$ and $x_2^*$ obtained by theory, wherever their initial positions are.

5. Conclusion

To study the location-price game in a dual-circle market system including domestic and international markets with different demand levels, we consider the shape of the market as two intersecting circles. Employing a two-stage game method, we solve the subgame-perfect Nash equilibria of the location game in the dual-circle market. In addition, we design an algorithm to simulate the dynamic evolution of the location-price game in the dual-circle market and make a numerical simulation to illustrate and validate the obtained results. Due to the impact of the recent COVID-19 pandemic, the domestic and international market demand levels have decreased to varying degrees. Therefore, it is practically significant to consider the location-price game with the different demand levels in two markets in this paper. The obtained results show that firms would like to look for their new equilibrium locations when the domestic demand level is larger than the international one to a certain extent. Otherwise, they should be in their original equilibrium positions that are near the transportation hubs. This paper considers that customers are evenly distributed over each circle market with a constant density. In fact, the density of customers may not be constant in the real world. Therefore, we will mainly focus on the research of the location game with uneven customer distributions.

Appendix

The proof of Lemma 1. If $p_1 - p_2 \in (-\infty, -m_1)$, there is no solution of (8), since $p_1 + T^d(d_{\min}(\mathcal{X}, x_1)) < p_2 + T^d(d_{\min}(\mathcal{X}, x_2))$. Therefore, $R_1^l = 1$ and $R_2^l = 0$.

If $p_1 - p_2 \in (m_1, +\infty)$, there is no solution of (8), since $p_1 + c(d_{\min}(\mathcal{X}, x_1)) > p_2 + c(d_{\min}(\mathcal{X}, x_2))$. Therefore, $R_1^l = 0$ and $R_2^l = 1$.

If $p_1 - p_2 \in [-m_1, m_1]$, there exists an indifferent customer in interval $[x_1, x_2]$. According to (3) and (6), equation (8) can be changed into

$$p_1 - p_2 = k\left[(x_2 - x_1)^2 - \frac{1}{2}(x_2 - x_1)^2\right]$$

Substituting $x_1 = \frac{1}{2}(x_1 + x_2) + \frac{p_1 - p_2}{k(2 + x_1 - x_2)}$. Therefore, $R_1^l = 1$ and $R_2^l = 0$.

In case (i), where $p_1 - p_2 \in [-m_1, -m_2]$, position $x_1^*$ lies in $[x_2, x_1 + (1/2)]$. According to (3) and (6), equation (8) can be changed into

$$p_1 - p_2 = k\left[(x_1 - x_2)^2 - \frac{1}{2}(x_1 - x_2)^2\right]$$

Solving the equation above, we have

$$x_1^* = \frac{1}{2}(x_1 + x_2) - \frac{p_1 - p_2}{k(2 + x_1 - x_2)}.$$ (A.2)
\[ x_2^L = \frac{1}{2} (x_1 + x_2) + \frac{p_1 - p_2}{k(1 - x_1 + x_2)} - \frac{1}{2} \quad (A.10) \]

Then, the lengths of attraction domains are
\[ L_1^L = x_1^L - x_2^L = \frac{1}{2} - \frac{p_1 - p_2}{k(2 + x_1 - x_2)} - \frac{p_1 - p_2}{k(1 - x_1 + x_2)} \]
\[ = \frac{1}{2} - \frac{3(p_1 - p_2)}{-k(1 - x_1 + x_2)(x_1 + x_2)} = -\frac{1}{m_1} \frac{1}{2m_2} (p_1 - p_2) + \frac{1}{2} \]
\[ L_2^L = 1 - L_1^L = \left( \frac{1}{m_1} \frac{1}{2m_2} (p_1 - p_2) + \frac{1}{2} \right) \quad (A.11) \]

In case (iv), where \( p_1 - p_2 \in [m_2, m_1] \), position \( x_2^L \) lies in \([x_2 - (1/2), x_1]\). According to (3) and (6), equation (8) can be changed into
\[ p_1 - p_2 = k\left[ x_2 - x_1^L \right] - \frac{1}{2} (x_2 - x_2^L)^2 \]
\[ - k\left[ x_1 - x_2^L \right] - \frac{1}{2} (x_1 - x_2^L)^2 \]

Solving the equation above, we have
\[ x_2^L = \frac{1}{2} (x_1 + x_2) - \frac{p_1 - p_2}{k(x_1 - x_2)} - 1. \quad (A.13) \]

Then, the lengths of attraction domains are
\[ L_1^L = x_1^L - x_2^L = 1 - \frac{p_1 - p_2}{k(2 + x_1 - x_2)} + \frac{p_1 - p_2}{k(x_1 - x_2)} \]
\[ = 1 + \frac{2(p_1 - p_2)}{k(x_1 - x_2)(2 + x_1 - x_2)} = \frac{1}{m_1} (p_1 - p_2) + 1, \]
\[ L_2^L = 1 - L_1^L = \frac{1}{m_1} (p_1 - p_2). \quad (A.14) \]

The proof of Lemma 3. First, we prove the existence and uniqueness of the solution of (28). Noting that \( A > 0, C < 0, \) and \( 0 < \theta_0 \leq \theta \leq -(B/2A) \), it can be computed directly that
\[ G(s, \theta) = 12\theta (2 - s) (1 + s) + 4 (2 - s)^2 (1 + s)^2 \]
\[ - 9\theta (1 + 2s) \]
\[ = -A\theta^2 - B\theta - C \leq -A\theta_0^2 - B\theta_0 - C = 0, \]
\[ G\left( \frac{1}{2} \theta \right) = 27\theta + \frac{81}{4} > 0. \quad (A.15) \]

It follows from intermediate zero theorem for continuous functions that there exists \( x^* \in [s, (1/2)] \) satisfying (28). In addition, since \((\partial G/\partial x) = 12(1 - 2s) + 8(2 - s)(1 + x)(1 - 2x) + 18\theta(\theta + 1) > 0\), the solution \( x^* \) is unique.

Second, we compute the solution \( x^* \) by Ferrari method for quartic equation. Employing variable transformation \( p = (1/2) - x \), equation (28) can be written as
\[ y^4 + ay^2 + by + c = 0. \quad (A.16) \]

Completing the square yields
\[ (y^2 + a + \eta)^2 = (2\eta + a)y^2 - by + \eta^2 + 2a\eta + a^2 - c. \quad (A.17) \]

By Cardano’s formula, we see that \( \eta \) satisfies the following cubic equation:
\[ \left( \eta + \frac{5}{6}a \right)^3 + a\left( \eta + \frac{5}{6}a \right) + \beta = 0, \quad (A.18) \]

which is equivalent to
\[ \eta^2 + 2\eta + a^2 - c = \frac{b^2}{4(2\eta + a)} \quad (A.19) \]

Combining with (A.17) and (A.19), we see that
\[ (y^2 + h)^2 = (\xi y + \zeta)^2. \quad (A.20) \]

For this equation, there are four roots:
\[ y_{1,2} = \frac{\xi \pm \sqrt{\xi^2 - 4(h - \zeta)}}{2}, \quad (A.21) \]
\[ y_{3,4} = -\frac{\xi \pm \sqrt{\xi^2 - 4(h + \zeta)}}{2} \]

where \( y_2 = (\xi - \sqrt{\xi^2 - 4(h - \zeta)}/2 \) lies in \([0, (1/2)]\). Therefore, \( x^* \) defined in (29) is in \([s, (1/2)]\) and it is the solution of (28).

Finally, we prove that \((dx^*/d\theta) > 0\). Let \( A = 9(1 - 2x), \quad B = 9(1 - 2x) - 12(2 - x)(1 + x), \) and \( \bar{C} = -4(2 - x)^3(1 + x)^2 \). It follows from (28) that \( \theta = (B - \sqrt{B^2 - 4\bar{C}A}/2A). \) It is computed directly that \((\partial G/\partial x) = 12(1 - 2x) + 8(2 - x)(1 + x)(1 - 2x) + 18\theta(\theta + 1) > 0 \) and
\[ (\partial G/\partial \theta) = 12(2 - x)(1 + x) - 9(2\theta + 1)(1 - 2x) \]
\[ = -\sqrt{B^2 - 4\bar{C}A} < 0. \quad (A.22) \]

Therefore, \((dx^*/d\theta) = -((\partial G/\partial \theta) (\partial G/\partial x)) > 0\).
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