Unusual Chemical Processes in Interstellar Chemistry: Past and Present
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The chemistry that occurs in interstellar clouds consists of both gas-phase processes and reactions on the surfaces of dust grains, the latter particularly on and in water-dominated ice mantles in cold clouds. Some of these processes, especially at low temperature, are very unusual by terrestrial standards. For example, in the gas-phase, two-body association reactions form a metastable species known as a complex, which is then stabilized by the emission of radiation under low-density conditions, especially at low temperatures. In the solid phase, it has been thought that the major process for surface reactions is diffusive in nature, occurring when two species undergoing random walks collide with each other on a surface that has both potential wells and intermediate barriers. There is experimental evidence for this process, although very few rates at low interstellar temperatures are well measured. Moreover, since dust particles are discrete, modeling has to take account that reactant pairs are on the same grain, a problem that can be treated using stochastic approaches. In addition, it has been shown more recently that surface reactions can occur more rapidly if they undergo any of a number of non-diffusive processes including so-called three-body mechanisms. There is some experimental support for this hypothesis. These and other unusual gaseous and solid-state processes will be discussed from the theoretical and experimental points of view, and their possible role in the synthesis of organic molecules in interstellar clouds explained. In addition, their historical development will be reviewed.
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INTRODUCTION

The Interstellar Medium

The interstellar medium is exceedingly diverse (Tielens, 2005). Much of it is composed of so-called interstellar clouds of gas and dust, which range from rather wispy diffuse clouds to dense clouds that are impervious to background light and so can appear black against the sky. Temperatures range from 50—100 K in diffuse clouds down to 10 K or below in cold dense clouds. Cold regions in clouds with warmer regions are often called “cold cores.” Gas densities can be as low as 10 cm⁻³ in diffuse clouds to upwards of 10⁵ cm⁻³ in dense regions. The larger clouds can be very heterogeneous in both temperature and density.
TABLE 1 | Classes of gaseous and icy interstellar molecules.

| Simple        | H$_2$ | CO    | H$_2$O   | H$_3^+$(H$_2$D$^+$) | HCN | HNC | NH$_3$ |
|---------------|-------|-------|----------|---------------------|-----|-----|--------|
| Carbon-chains | CCCCCS| HNCCO | CCCCCCH  | CCCCCCH$^-$         | C$_2$H$_5$CN | CH$_3$N | n-C$_3$H$_7$ON | i-C$_3$H$_7$ON |
| COMs          | CH$_3$OH | CH$_3$COH$_3$ | HCOOHCH$_3$ | C$_2$H$_5$CN | CH$_3$NH$_2$ | n-C$_3$H$_7$ON | i-C$_3$H$_7$ON |
| Inorganic     | PN    | MgNC  | HCP      | NaON               | TiO$_2$ | NaCl | PH$_3$  |
| Fullerenes    | C$_{60}$ | C$_{70}$ | C$_{80}$  | c-C$_{9}$H$_8$    | c-C$_{10}$H$_{11}$CN | c-C$_{11}$H$_{11}$CN | CH$_4$ |
| PAHs          | C$_2$H$_5$CN | C$_2$H$_5$CN | C$_2$H$_5$H$_3$ | C$_2$H$_5$CN | CH$_4$ | CH$_3$OH | NH$_3$ | OCN$^-$ |

Portions of dense interstellar clouds are also the sites of star and exoplanet formation, which occur via a long sequence of individual stages of differing physical conditions, mainly higher temperatures and densities, which depend strongly on whether low-mass stars such as our sun or high-mass stars are the final product (Draine, 2011). The production of low-mass stars arises from the collapse and warm-up of cold cores through regions known as “prestellar cores” followed by “protostellar cores,” a term for stars in the act of formation, during which gas and dust collapse inwards to form so-called “hot corinos” with temperatures exceeding 100 K. During this stage, early-stage disks are formed surrounding the protostar. As the disks form, the collapsing dust particles eventually collide with each other to form larger objects, such as comets, meteors, and terminating in exo-planets, while the disks become so-called planetary disks. So-called giant clouds can have thousands of stars already formed from protostars and probably equally many in the act of formation. The evolutionary stages of high-mass stars are somewhat different than the stages for low-mass stars. Here, the term “hot core” for example refers to hot objects that occur post-massive star formation and can be linked to ultra-compact HII regions.

In most interstellar sources, molecules can be found in the gas-phase; altogether more than 250 molecules have been detected in interstellar and circumstellar clouds (see Woon, 2021 for a detailed listing). The collection of molecules in sources of differing physical conditions are different; indeed the chemical composition can help to understand these physical conditions. The dominant molecule in virtually all sources is molecular hydrogen, which is not surprising because it is the most abundant element. Rather than listing all of the interstellar molecules observed to date, we have preferred to give the reader a sense of the different types of molecules detected in the interstellar medium. Groups of selected gaseous molecules such as “carbon-chains” and “complex organic molecules” are listed in rows in Table 1. The chosen molecules are well-known species. Also listed in this table are some molecules detected on and in ice mantles that surround dust particles in cold regions of clouds. The dust particles themselves consist either of carbonaceous or silicate materials and range in size from several Angstroms to over a micro-meter. Most gas-phase molecules in dense clouds are detected via their rotational spectra (Townes and Schawlow, 1955); most of these molecules are organic in nature. Some are very much like terrestrial organic species whereas others are very unusual by the standards of our planet. The larger terrestrial-like molecules are semi-saturated and are known as “Complex Organic Molecules”, or COMs for short, even though the criterion of complexity is applied at the rather low value of a minimum of six atoms (Herbst and van Dishoeck, 2009). The more unusual species are often referred to as “carbon chains” and are highly unsaturated linear or near-linear species. These carbon chains include radicals and ions, both positively and negatively charged. The most abundant species in granular ices is water, with other abundant species either carbonaceous in nature, such as carbon monoxide and dioxide, and other small species such as ammonia. Molecules found in granular icy mantles are detected via vibrational spectroscopy and range in size up to methanol, which is also found in the gas (Wilson et al., 1980). Vibrational spectroscopy can in general not be done easily from the ground, and space observatories such as the JWST, now planned for launch in December 2021, are needed.

Interstellar molecules are synthesized via a diverse collection of chemical processes that consist of well-known reactions and very unusual processes, an improved understanding of which has occurred because of their likely interstellar importance. These reactions are collected together in networks, such as KIDA (Kinetic Database for Astrochemistry; Wakelam et al., 2015; http://kida.astrophy.u-bordeaux.fr/) and UDFA (UMIST Database For Astrochemistry; Markwick, 2012; McElroy et al., 2013, http://udfa.amarkwick.net/) and used in large simulations with up to a hundred thousand chemical reactions to determine molecular abundances or synthetic spectra via solutions of kinetic equations and radiative transfer. Reactions on grain surfaces have been added to KIDA and the combined gas-grain network is known as Nautilus (Ruaid et al., 2016). Another gas-grain network, named MAGICKAL, has been built by Garrod (2013a) and, albeit complete, particularly emphasizes surface chemistry. In this review, some of the unusual gas-phase and granular processes will be discussed within a historical background. These reactions include those that can occur efficiently only in low density regions.

**GAS PHASE PROCESSES**

**Radiative Association**

Radiative association is a process in which two atoms or molecules collide to form a short-lived intermediate, which can be stabilized by emission of radiation. The process has rarely been seen in the laboratory (Gerlich and Hornig, 1992; Luca et al., 2002), but is thought to be of importance in both
diffuse and dense interstellar clouds. In the early days of astrochemistry, the gas-phase chemistry in diffuse clouds was of paramount importance, because some of these clouds, with gas densities of $10^7$ cm$^{-3}$ and temperatures of 50–100 K (Black and Dalgarno, 1977) are relatively close to the earth and could be studied by absorption in the visible and ultraviolet (Federman et al., 1980; Carruthers, 1970).

Radiative association of two atoms in diffuse clouds has been investigated theoretically. If we consider two atoms colliding, the most common mechanism allows the atoms to travel along an excited electronic state, while radiating to bound levels of the ground state. This process can be treated semiclassically or fully quantum mechanically (Giusti-Suzor et al., 1976). The formation of the diatomic molecule CH$^+$ was originally thought to occur via the radiative association (Solomon and Klemperer, 1972; Giusti-Suzor et al., 1976).

\[
C^+ + H \rightarrow CH^+ + h\nu \quad (1)
\]

with a rate coefficient of approximately $10^{-17}$ cm$^3$ s$^{-1}$, which corresponds to 1 in $10^8$ collisions. This process is not sufficiently rapid to produce the observed abundance of CH$^+$. Once it was known that much of the hydrogen in diffuse clouds could be molecular in nature, however, the production of both CH and CH$^+$ was predicted to occur via the precursor CH$_2$ (3) produced in the radiative association (Black and Dalgarno, 1973; Herbst et al., 1977):

\[
C^+ + H_2 \rightarrow CH_2^+ + h\nu, \quad (2)
\]

which occurs via several excited electronic states, and was calculated to be more rapid than reaction (1) by two to three orders of magnitude. The production of CH$_2^+$ then leads to CH via dissociative recombination:

\[
CH_2^+ + e^- \rightarrow CH + H \quad (3)
\]

although there is a competitive channel in which CH$_2$ reacts with H$_2$ to form CH$_3^+$ + H. The formation of CH$^+$ was thought to occur via photodissociation of the species CH$_2$ (3) and CH$_3$. Although this mechanism produces a sufficient abundance of CH in diffuse clouds, the production of CH$^+$ was once again insufficient to account for its abundance. A shock-wave mechanism which powers the endothermic reaction to form CH$^+$ (Elitzur and Watson, 1978):

\[
C^+ + H_2 \rightarrow CH^+ + H, \quad (4)
\]

is still under consideration. Calculated state-to-state rate constants involving the lowest two vibrational states of H$_2$ under the conditions of the Orion Bar photon-dominated region indicate a role for vibrational excitation to power Equation 4 (Zanchet et al., 2013). A more recent candidate is intermittent turbulence (Falgarone and Puget, 1995; Moseley et al., 2021).

By the mid 1970s, the chemistry of so-called dense interstellar clouds began to overtake the study of diffuse clouds due to the development of radio astronomical techniques and to the abundance of organic molecules starting with H$_2$CO (Snyder et al., 1969), which are abundant in these regions. With gas densities of at least $10^4$ cm$^{-3}$, and temperatures as low as 10 K, these clouds provide a better environment for chemistry than diffuse clouds (Watson, 1972a; Watson, 1972b; Herbst and Klemperer, 1973). The original thinking was that the gas-phase chemistry is dominated by barrierless ion-neutral reactions with ions produced by cosmic ray bombardment. Among the ion-neutral processes, radiative association was considered in early models of dense cloud chemistry (Herbst and Klemperer, 1973). Unlike the simple approach to radiative association of diatomic species, the basic idea is that the multidimensional potential surface from reactants to products has an intermediate deep well, known as a complex, rather than the more common transition state barrier. The complex, in its ground electronic state, can relax via emission of excited vibrational states to stable levels of the ground state. Although complexes involving neutral species are less studied theoretically, they can be important for systems with two neutral radicals (Vuitton et al., 2012). Whether we are considering an ion-molecule or a neutral-neutral system, we can write the overall radiative association as

\[
A + B \rightarrow AB^* \rightarrow AB; C + D, \quad (5)
\]

where A and B designate reactants, AB$^*$ the intermediate complex, AB, the relaxed stable association product formed via emission from the complex, and C and D competitive reaction products. These products can form from the complex and so compete directly with complex emission or they can be formed from reactants and compete indirectly by division of the total rate coefficient.

**Theoretical Methods**

If the complex can be stabilized by emission of radiation with some degree of efficiency, radiative association can be an important process for the growth of molecules in the cold interstellar medium at densities far too low for collisional stabilization. In most instances, however, the stabilization by radiation is less efficient than the re-dissociation of the complex into reactants. The competition between dissociation into products and radiative stabilization of the complex depends strongly on whether the C + D products are endothermic. In the simplest treatment, which assumes the complex to be at steady-state, the rate coefficient for radiative association $k_{ra}$ (cm$^3$ s$^{-1}$) is given by the equation (Herbst, 1980a):

\[
k_{ra} = k_1 k_r/[k_1 + k_2 + k_3] \quad (6)
\]

where $k_1$ (cm$^3$ s$^{-1}$) is the rate coefficient for complex formation, $k_1$ (s$^{-1}$) is the complex re-dissociation rate, $k_r$ (s$^{-1}$) is the radiative stabilization rate, normally assumed to consist of single photon emission in the infrared, and $k_3$ (s$^{-1}$) is the rate at which the complex dissociates into new products, a process which often possesses a barrier. Indeed, if there is no barrier in the exit channel and the process is exothermic, the complex normally produces products rapidly, perhaps even more rapidly than re-dissociation, vitiating the radiative channel, and radiative association becomes too inefficient to be of importance. In a common case, there is no rapid process for complex destruction.
so that only re-dissociation and radiative stabilization compete, although the re-dissociation rate normally exceeds the radiative stabilization rate, \( k_r \). With the assumption that polyatomic molecular vibrations can be treated as coupled harmonic oscillators, the rate of emission of an infra-red photon can be obtained as a linear function of overall vibrational energy in excess of the zero-point energy (Herbst, 1982) with values ranging from 10–100 \( s^{-1} \).

Under the condition that \( k_r > k_r \), the radiative association rate coefficient reduces to the much simpler equation:

\[
k_{ra} = \frac{k_r}{k_r}. \tag{7}
\]

With the assumption that the ratio \( k_r / k_r \) can be treated via the principle of detailed balancing (Herbst, 1980a,b), the rate coefficient can be written in terms of canonical partition functions \( q_i \) which are normalized sums over the populations of individual levels at a temperature \( T \) for the reactants and the complex (Herbst, 1980a,b):

\[
k_{ra} = \frac{q_{AB}^*}{q_A q_B} k_r. \tag{8}
\]

Solution of Equation 8 shows that a larger radiative association rate coefficient is associated with 1) a lower temperature, 2) a larger number of atoms in the complex, and 3) a deeper complex well. Looked at another way, the inverse temperature dependence stems from the longer period of time necessary for the complex vibrational motion to transfer sufficient energy to a mode, so that it leads to re-dissociation. In a temperature range when the rotational partition functions can be treated continuously and the vibrational partition functions discretely, the temperature dependence of the radiative association rate coefficient is given by the expression

\[
k_{ra} \propto T^{-(r_a + r_b + 1)/2} \]

where \( r_a \) and \( r_b \) are the number of rotational degrees of freedom of the two reactants A and B. Thus, for two asymmetric tops, the inverse temperature dependence goes as \( T^{-3.5} \). Equations 7 and 8 fail if the re-dissociation rate falls below the radiative stabilization rate of the complex \( k_{1} < k_r \), at which the radiative association rate is predicted to exceed the collisional rate of the two reactants, an unphysical result. If \( k_{1} \) is only slightly larger than \( k_r \), use of Equation 6 in the absence of a competitive exothermic channel \( k_{2} = 0 \) leads to a much lower temperature dependence, especially at low temperatures.

The canonical expression in Equation 8 does not deal directly with the long-range attractive potential nor with detailed angular momentum considerations. Following Bates (1979a) and (1979b), Herbst (1980b) modified the canonical expression to include the orbital angular momentum \( L \) in a quasi-diatomic centrifugal barrier term built upon the long-range Langevin potential for ion-neutral collisions. The result is a modification of the canonical approach leading to a weaker temperature dependence.

A far more complex treatment, including all assorted angular momenta, was introduced by Klots (1976), and Chesnavich and Bowers (1977), and was later utilized by Herbst (1985a) and Tennis et al. (2021). This approach, known as the phase space approach, allows the use of different long-range potentials, including those applicable to neutral-neutral systems, and is microcanonical in nature. Moreover, it is able to treat non-equilibrium systems such as shocks, as well as systems in which radiative association competes with barriers in the exit channel of non-associative channels. An example occurs for the association of \( CH_3^+ + NH_3 \) to form \( CH_3NH_3^+ \) in competition with the barriered exit channel leading to \( H_4CN^+ + H_2 \) (Herbst, 1985b).

With the phase space theory, the overall microcanonical rate coefficient \( k_{ra} \) for radiative association is given by the equation (Herbst, 1985a)

\[
k_{ra} (J_A, J_B, E_{coll} \rightarrow J, E) = \frac{k_r (J_A, J_B, E_{coll} \rightarrow J, E) k_r}{k_r (J, E) + k_r + k_r}, \tag{9}
\]

where \( E \) is the total energy of the system, \( E_{coll} \) is the collisional value, \( J \) is the total angular momentum, and \( J_A \) and \( J_B \) are the angular momenta of the reactants. The rate coefficients \( k_i \) in Equation 9 designate the rates of the same processes as those in Equation 6. The value of \( k_i \) is determined by the product of the relative velocity of the reactants and the phase space capture cross section, determined by either the long-range attractive potential relevant to ion-neutral or neutral-neutral collisions. The complex re-dissociation rate \( k_r \) is obtained from \( k_r \) by microscopic reversibility (Klots, 1976). Roaming, a term designating motion between two different potentials, can also be included in the \( k_r \) term in Equation 8 (Sivaramakrishnan et al., 2011; Tennis et al., 2021). Thermal or non-thermal rate coefficients of \( k_{ra} \) can be obtained by suitable integrations (Chesnavich and Bowers, 1977). A recent example of a calculated radiative association rate coefficient between the radicals \( CH_3 + CH_3O \) to form dimethyl ether using the phase space approach has been done by Tennis et al. (2021). With the inclusion of a competitive roaming channel in the calculations to form the exothermic products \( CH_4 + H_2CO \), the radiative association rate coefficient at 10 K is approximately \( 3 \times 10^{-14} \) \( cm^3s^{-1} \), or 0.1 of the collisional value. The rate coefficient is possibly large enough to account for the abundance of dimethyl ether in the low temperature source TMC-1 (Balucani et al., 2015).

Although phase space theories (and simpler approaches) can be used to study neutral-neutral radiative association, this is not as common as theories based on the re-dissociation of the complex. In a major paper, Ryzhov et al. (1996) showed that both the RRKM approach and the Variational transition state theoretical approach (VTST) can be utilized to obtain radiative association rate coefficients. Although this paper discussed these approaches with regard to an ion-neutral system, later papers have reported studies of neutral-neutral association, both radiative and collisional. An important paper in this field involves the atmosphere of Titan, the moon of Saturn with a large number of organic species (Vuitton et al., 2012). The theoretical method used in this paper involves transition state approaches in which the barrier is defined from the bottom of the complex well. Detailed balance converts complex dissociation into complex stabilization. The potential can be defined in much more detail than in the phase space approaches, which utilize long-range capture potentials only. Since there is no experimental information to the best of our knowledge for any neutral-neutral
radiative association, comparison can only be made with other theoretical treatments. Let us compare the phase space/canonical and transition state theories for similar reactions. The radical-radical reaction

$$\text{CH}_3 + \text{CH}_3 \rightarrow \text{C}_2\text{H}_6 + \hbar$$ \hspace{1cm} (10)

has been studied from 50 to 300 K by Vuitton et al. (2012) whereas Tennis et al. (2021) have studied the similar reaction

$$\text{CH}_3 + \text{CH}_2\text{O} \rightarrow \text{C}_2\text{H}_5\text{O} + \hbar$$ \hspace{1cm} (11)

using the phase space and canonical theories in the range 10—100 K. At 100 K, the methyl-methyl reaction is calculated to have a rate coefficient of $1.3 \times 10^{-12}$ cm$^3$ s$^{-1}$, whereas the methyl-methoxy reaction has a calculated rate coefficient of $3.2 \times 10^{-12}$ cm$^3$ s$^{-1}$ with the phase space theory and, for completeness, a value of $3.3 \times 10^{-11}$ cm$^3$ s$^{-1}$ with the canonical theory. The binding energies of the complex in the two reactions are similar. Note that reaction (11) has one more heavy atom so, according to Vuitton et al. should have roughly the larger rate coefficient by 1-2 orders of magnitude if the complex species have similar binding energies. The temperature dependence of CH$_3$ + CH$_3$ goes as $T^{-3.25}$ where that of CH$_3$ + CH$_2$O goes as roughly $T^{-3}$, at temperatures well above 100 K, but shows a lesser temperature dependence as the association approaches the limiting collisional value.

**Radiative Association and Laboratory Experiments**

Radiative association has not been studied extensively in the laboratory because it only occurs at low densities; at higher densities collisional stabilization of the complex dominates, a process often known as three-body or ternary association. At even higher densities, saturation sets in. Ion-molecule collisions leading to one type of association or another have been studied in the laboratory by a variety of techniques. As listed roughly in order of decreasing gas density, the techniques include the SIFT (Selected Ion flow drift-tube; Smith et al., 1990) and CRESU (reaction kinetics in uniform supersonic flow; Marquette et al., 1985) techniques, which operate at higher densities, and the ion-cyclotron resonance technique (Huntress and Beauchamp, 1969) as well as a variety of ion traps such as the Penning trap which can operate at low enough densities to reach a region where radiative association can be studied (Barlow et al., 1984). The CRESU technique can be used for both ion-neutral and neutral-neutral collisions and operates down to temperatures of near 10 K (Cooke and Sims, 2019).

For a wide range of densities of the bath gas M, the rate law for collisional stabilization of the complex is third-order (ternary) and increases linearly with the bath gas density:

$$\frac{d[AB]}{dt} = k_{3b}[A][B][M],$$ \hspace{1cm} (12)

where

$$k_{3b} = k_1 k_2 / k_{-1}. \hspace{1cm} (13)$$

Here $k_2$ is the collisional stabilization rate coefficient, which is estimated to be $10^{-10}$ cm$^3$ s$^{-1}$ for neutral complexes and $10^{-9}$ cm$^3$ s$^{-1}$ for ionic complexes. At still higher densities, the rate law reaches saturation, where all collisions produce stable complexes. The radiative stabilization of the complex is independent of [M] at low densities and the rate of radiative association can be written as

$$\frac{d[AB]}{dt} = k_{ra}[A][B]$$ \hspace{1cm} (14)

where

$$k_{ra} = k_2 / k_{-1},$$ \hspace{1cm} (15)

as already discussed in Section 2.2. The two derivatives are equal when $k_2[M] = k_r$. Assuming the emission rate to be $\approx 10^5$ s$^{-1}$ (Herbst, 1982), this occurs when the bath gas [M] = $10^{12}$ cm$^{-3}$ for neutral reactants and an order of magnitude less for ionic-neutral reactants if the collision rate coefficient $k_r$ is assumed to be $10^{-10}$ cm$^3$ s$^{-1}$ for neutral-neutral collisions and $10^{-9}$ cm$^3$ for ion-neutral collisions.

Although ternary processes are not expected to occur in the interstellar medium, they can be used indirectly in experiments to measure radiative association. If an experiment starts at higher densities and the density is gradually lowered until the two association mechanisms are equal, one should expect to see a region in which extrapolation to zero density shows a feature that gradually becomes horizontal when radiative association is dominant. Figure 1 illustrates the experimental dependence of the rate of association between CH$_3^+$ + H$_2$O in a bath gas of Helium with a 22-pole ion trap at an effective temperature of 50 ± 30 K (Luca et al., 2002). The figure shows that by a density of $10^{12}$ cm$^{-3}$, the dependence loses its linear relationship with He...
and tends to flatten out, eventually reaching an extrapolated value for the radiative association rate coefficient at a density of $10^{11}$ cm$^{-3}$ of approximately $5 \times 10^{-13}$ cm$^{3}$ s$^{-1}$, or (more accurately) an upper limit of $2 \times 10^{-12}$ cm$^{3}$ s$^{-1}$. This value at 50 K is lower than the calculated canonical value of $9 \times 10^{-12}$ cm$^{3}$ s$^{-1}$ and is closer to the centrifugal barrier value of $2 \times 10^{-12}$ cm$^{3}$ s$^{-1}$ (Herbst, 1980a; Herbst, 1980b). It should be noted that the extrapolation to low densities is dependent to some extent on the bath gas used, so that a more detailed experiment would involve the use of different bath gases. Another ion trap measurement was undertaken by Barlow et al. (1984), who used a Penning trap to study radiative association directly at low density. For the system CH$_3$$^+$ + H$_2$ at a temperature of 13 K, the rate coefficient was measured to be $1.1 \times 10^{-13}$ cm$^3$ s$^{-1}$. It is likely that the Penning trap is the more reliable result, but the value at 13 K is well below the canonical theoretical value at 10 K of $6 \times 10^{-10}$ cm$^{3}$ s$^{-1}$ and the centrifugal barrier result at the same temperature of $7 \times 10^{-11}$ cm$^{3}$ s$^{-1}$. (Herbst, 1980a,b).

A more approximate use of ternary (three-body) association in the determination of radiative association rates is to convert the measured ternary rate into the unmeasured radiative association. From Eqs 13 and 15, one can see that the removal of $k_z$ and its replacement by $k_x$ converts a ternary rate coefficient into a radiative rate coefficient. This approach is most accurate if the ternary association is not in or near the collisionally saturated regime where complex formation occurs on every collision and Equation 9 no longer holds. Although the SIFT apparatus is often used for the conversion, its operating density at roughly $10^{16}$ cm$^{-3}$ (Adams and Smith, 1978; Smith and Adams, 1978) can put it close to the saturation limit at very low temperatures (Schiff and Bohme 1979). A detailed study of this approach with an emphasis on the CRESU apparatus has been reported by Herbst (2022).

A number of additional complications can confuse the issue when there is more than one product possibly undergoing radiative association. For example, McEwan et al. (1980), with an ion-cyclotron apparatus, studied the association reactions

$$\text{CH}_3^+ + \text{HCN} \rightarrow \text{CH}_3\text{NCH}^+; \text{CH}_3\text{CNH}^+ \quad (16)$$

at room temperature and found, over a large density range of $3.5 \times 10^{10}$ cm$^{-3}$ to $7.0 \times 10^{12}$ cm$^{-3}$, an observed rate coefficient of $2 \times 10^{-10}$ cm$^{-3}$, independent of density, but less than an experimental result of $2 \times 10^{-9}$ cm$^{-3}$ at the much higher density of $10^{16}$ cm$^{-3}$, which can be assumed to be the saturated collisional rate. A subsequent experimental paper by Anichich et al. (1995) confirms that radiative association does indeed occur. But theoretical calculations by Defrees et al. (1985) indicate that the radiative association can produce both CH$_3$CNH$^+$ and CH$_3$NCH$^+$ and that the use of a master equation calculation leads to an approximate abundance ratio for CH$_3$NC/CH$_3$CN between 0.1 and 0.4.

### Role in Molecular Synthesis in Cold Dense Clouds

In addition to the well-studied association reaction between CH$_3$$^+$ and H$_2$ (Gerlich and Horning, 1992), Smith (1992), reviewing the approach of Smith and Adams (1978) which used conversion from ternary association rates, concluded that association reactions between CH$_3$$^+$ and a variety of neutral molecules (e.g., CO, CH$_3$OH, H$_2$CO, NH$_x$, H$_2$O, HCN, CH$_3$CN, and HC$_3$N) can occur as radiative association in the low densities of interstellar clouds. The product molecular ions produced react subsequently via dissociative recombination with electrons to form neutral species including some now regarded as COMs, such as CH$_2$CO, CH$_3$OH, C$_2$H$_6$OH, CH$_2$OCH$_3$, CH$_3$CHO, CH$_3$NH$_2$, CH$_3$CN, CH$_3$NC, C$_2$H$_5$CN, and CH$_3$C$_2$N. (See Figure 2 as shown in Smith, 1992). In addition to these processes, Huntress and Mitchell (1979) proposed analogous association reactions involving the ions CH$_3$O$^+$, CH$_2$CO$^+$, CH$_3^+$, HCO$^+$, NO$^+$, and H$_2$CN$^+$ leading to the synthesis of a large number of species up to eight atoms in size.

In retrospect, although some of these suggestions for COM formation have some merit pending more detailed theory or experiment, others may be optimistic because of a number of problems. First, much of the existing information on radiative association rates has been obtained by conversion of ternary collisional processes measured in the laboratory. As discussed above, this conversion ideally requires a collisional association process far removed from saturation, or extrapolation of ternary systems to low densities to reach the radiative limit (Gerlich and Horning, 1992; Luca et al., 2002). In the absence of evidence to the contrary, the radiative association reaction coefficients can be obtained from ternary measurements at higher temperatures where it is more likely that the three-body region is reached. The proper temperature dependence is then needed to obtain radiative association rates at lower temperatures. A large number of reported radiative association rate coefficients were tabulated by Smith and Adams (1978), using this approach. The value obtained for CH$_3$$^+$ + H$_2$O at 20 and 50 K is considerably higher than the value obtained by Luca et al. (2002). Conversion using an ion-cyclotron apparatus, which can operate at low densities, is likely to avoid the high-density problem, although reaching low temperatures is also a problem. The complex case of CRESU studies has been discussed by Herbst (2022).

The second problem concerns the products of dissociative recombination reactions. Some of the rate coefficients for these processes had been known during the early years of astrochemistry and typically range from $10^{-6} - 10^{-7}$ cm$^3$ s$^{-1}$ at room temperature with a temperature dependence of $T^{-1/2}$. The neutral products and their branching fractions, however, were almost completely undetermined, to the best of our knowledge. Much of the early literature on chemical simulations of dense clouds contained the guess that the branching fractions were dominated by a product channel with one hydrogen atom and a heavy species, or by a heavy molecule with two hydrogen atoms removed. The situation regarding product branching fractions gradually improved with experiments using both benchtop experiments (Herd et al., 1990) and large-scale experiments with magnetic storage rings (Zajfman et al., 2003; Mitchell et al., 2005; Geppert and Larsson, 2013). The net result is that branching fractions in which atomic H and a larger species are formed most often constitute a minor fraction of the products; e.g., 5–10%, not the 50–100% as assumed earlier. The case of NH$_4^+$ is an exception. Here the NH$_3$ + H channel has a measured...
branching fraction of 0.8—0.9, which can be partially explained by dynamic studies, which indicate that the dissociation occurs via the ground neutral potential (Öjekull et al., 2004). This process coupled with the efficient production of NH$_4^+$ allows the gas-phase production of ammonia to proceed efficiently at low temperatures.

If we consider the formation of methanol via the radiation association between CH$_3^+$ and H$_2$O to form CH$_3$OH$_2^+$ followed by the dissociative recombination to form methanol:

$$\text{CH}_3\text{OH}_2^+ + e \rightarrow \text{CH}_3\text{OH} + \text{H}, \quad (17)$$

and compare optimistic rates (Adams and Smith, 1978; Smith and Adams, 1978) with the best current estimates (Luca et al., 2002; Geppert et al., 2006), the overall rate using current estimates is the lower by 3-4 orders of magnitude. The net result is that the current explanation to explain the abundance of methanol probably does not involve the radiative association and dissociative recombination steps, but involves a totally different and much more rapid process: successive addition of atomic H to CO on grains followed by desorption into the gas:

$$\text{CO} - s \rightarrow \text{HCO} - s \rightarrow \text{H}_2\text{CO} - s \rightarrow \text{H}_3\text{CO} (\text{H}_2\text{COH})$$
$$- s \rightarrow \text{CH}_3\text{OH}^+ \quad (18)$$

where the s refers to surface species (Watanabe and Kouchi, 2002). Moreover, even if the radiative associative processes proposed by Smith and Adams (1978) and Huntress and Mitchell (1979) and reviewed by Smith (1992) are accurate, there is no guarantee that they are more important than other gas-phase and grain-surface mechanisms.

In addition to radiative association by ion-molecule systems, radiative association via two neutral species, typically radicals, has been suggested as a possible source of complex organic molecules. In particular, the radiative association between the radicals CH$_3$ and CH$_3$O to form CH$_3$OCH$_3$ (dimethyl ether) has been suggested as an important synthetic process in cold cores (Balucani et al., 2015). A phase space calculation at 10 K leads to a rate coefficient of $3 \times 10^{-11}$ cm$^3$ s$^{-1}$, which is close to the collisional limit (Tennis et al., 2021). A number of other radical-radical association reactions are probably important in the upper atmosphere of Titan (Vuitton et al., 2012).

### Reactions With a U-Shaped Rate Dependence on Temperature

As in radiative association, there are other bimolecular reactions in which both a collision complex and a barrier along a potential exist. The most interesting of these reactions are those in which the rate coefficient has a U-shaped temperature dependence in which the rate coefficient has a minimum at intermediate temperatures and then increases as the temperature increases and decreases from the minimum. One of the earliest studies of such a reaction concerns NH$_3^+$ and H$_2$ (Herbst et al., 1991):

$$\text{NH}_3^+ + \text{H}_2 \rightarrow \text{NH}_4^+ + \text{H}, \quad (19)$$

which has been studied both experimentally and theoretically. It was thought initially that this reaction could lead to the formation of ammonia in cold interstellar clouds (10 K) with the ammonia formed by dissociative recombination of NH$_4^+$. Early experimental studies, however, showed the reaction to be slow at room temperature with a rate coefficient of $5 \times 10^{-13}$ cm$^3$ s$^{-1}$, and to increase in rate at higher temperatures with a fitted barrier of 2.1 kcal mol$^{-1}$ (Smith and Adams, 1981). Such an activation energy would imply an exceedingly slow rate at low temperatures such as 10 K, leading to the need for another mechanism to produce ammonia in the cold interstellar medium. Smith and Adams (1981) then found surprisingly that although the rate coefficient decreased at temperatures down to about 100 K, it then leveled off at 80—100 K. An ion-trap study by Luine and
Dunn (1985) and a drift-tube study by Böhringer (1985) found that the rate coefficient actually begins to increase at still lower temperatures, reaching approx. $10^{-12}$ cm$^3$ s$^{-1}$ at 10 K, a rate coefficient large enough to reinstate reaction (19) followed by dissociative recombination as a prime candidate to produce ammonia in the cold ISM. The initial suggestion for a mechanism to explain the overall temperature dependence of NH$_3$ was a complex in the entrance channel followed by tunneling under a subsequent transition state barrier. (See Figures 1, 2 of Herbst et al., 1991). Quantum chemical and phase space calculations including tunneling led to satisfactory agreement with the experimental results (Herbst et al., 1991). An experimental study of an analogous reaction between C$_2$H$_2$ and H$_2$ at temperatures near 2 K also invoked a tunneling mechanism to explain the inverse temperature dependence (Hawley and Smith, 1989).

More recently, CRESU experiments have been employed to study a number of neutral-neutral reactions with the same U-shaped temperature dependence. The initial investigation was done by Shannon et al. (2013) on the system OH + CH$_3$OH:

$$\text{OH} + \text{CH}_3\text{OH} \rightarrow \text{CH}_3\text{O} + \text{H}_2\text{O} \quad (20)$$

and showed a strong inverse temperature dependence at temperatures below 70 K, with the result at 63 K two orders of magnitude higher than at 200 K. See also the subsequent measurements of Ocaña et al. (2019) at temperatures from 177.5 K down to 11.7 K. Note that at lower temperatures, the dominant product is methoxy (CH$_3$O) rather than the lower energy form hydroxymethane (H$_2$COH), although transition states for both processes exist. Shannon et al. (2013) suggested the same mechanism mentioned above by Herbst et al. (1991) in which the formation of a hydrogen-bonded complex is followed by tunneling under a barrier. To support this mechanism, they utilized the MESMER code (Glowacki et al., 2012), which handles multiple potential wells, to reproduce their experimental results. A specific theoretical approach is discussed by Cooke and Sims (2019) for reactions involving CN. Here the system first enters a so-called loose transition followed by a tight transition state, which can be still lower in energy than the reactants. The results of a two-transition state model are shown in their Figure 3. The dominant transition state switches from loose at low temperatures to tight at higher temperatures.

Much experimental and theoretical work followed the initial work of Shannon et al. (2013). Heard (2018) plotted a large number of reactions studied with the CRESU technique involving the radical OH and a variety of organic species that have a U-shaped rate dependence on temperature. Figure 2 reproduces the plot: one panel shows the rate coefficient vs temperature, the other the rate coefficient divided by the 300 K value vs temperature. Both show the characteristic U-shape with an increase in rate down to temperatures near 10 K. One point of contention is whether or not the process is binary or tertiary, given the high density of the CRESU experiments. Low temperature results on OH + CH$_3$OH show the results to be independent of total density, hence binary, but there are
theoretical (Gao et al., 2018) and experimental results to the contrary. For example, Ocaña et al. (2019) showed the process to show some pressure dependence at 120–150 K, whereas no pressure dependence was found at temperatures below 100 K. A number of other theoretical treatments, including the quasi-classical trajectory approach and the ring polymer approach have been discussed by Canosa (2019). From the point of view of astrochemistry, if the OH + CH3OH reaction is indeed rapid and binary at 10 K, it is clearly important in the formation of CH3O (Acharyya et al., 2015; Balucani et al., 2015). The methoxy radical can then undergo radiative association with the methyl radical (CH3) to form dimethyl ether (Balucani et al., 2015).

GRANULAR PROCESSES

Reactions on interstellar grains play an important role in interstellar chemistry, especially for low temperature regions, where dust particles are covered by a thick layer of ices dominated by water, CO, and CO2. Perhaps the most important process, however, is the formation of molecular hydrogen from two hydrogen atoms, which can even occur in diffuse clouds. A detailed review of this process has recently appeared (Wakelam et al., 2017). Hydrogen atoms are also important in the formation of surface methanol from carbon monoxide, where four reactions are needed, as shown in Equation 18. Methanol remains the most complex molecule detected on grain surfaces, although theoretical calculations show that molecules as complex as glycine can also be formed on granular surfaces (Garrod, 2013a).

Direct experiments on surface reactions (Minissale et al., 2013; He et al., 2015), and on related processes such as non-thermal reactive desorption (Minissale et al., 2016), photodesorption (Payolle et al., 2011), radiolysis (Tomasada et al., 2012), and photodissociation followed by reaction (Dupuy et al., 2021) have also been undertaken. Experimental tests of reaction mechanisms—diffusive (Langmuir-Hinshelwood; Katz et al., 1999) and Eley-Rideal (Yuan et al., 2014)—have also been performed, although the latter occurs rarely. Measurements on diffusive surface reactions can often be fit by models of diffusion with important parameters being two types of barriers—those due to diffusion and those due to chemical activation (Herbst and Millar, 2008). Simple models for diffusion are often used in place of more complex analyses of reactions when inserted into chemical simulations. Unlike the case of gas-phase reactions though, the connection between laboratory experiments and processes in the low-density interstellar medium is a complex one, and necessitates a larger amount of theoretical discussion.

For many years, the chemistry occurring on ice mantles surrounding interstellar grains of carbon or silicates has been treated by coupled rate equations which treat reactions via random diffusive motion of weakly bound adsorbates, a process known as the Langmuir-Hinshelwood mechanism (Hasegawa, 1993). There are two main problems with this approach, although both can be ameliorated if not totally cured. The first problem, historically, has to do with the small number of reactive species that can be available for reactions on a single grain, which leads to the need for discrete treatments with uncertainties (Biham et al., 2001; Green et al., 2001). This need can be treated by a variety of stochastic methods, or, less rigorously, by a modification of the diffusive rate equations. The second, which is much less historical, has to do with the rate of diffusion at low temperatures, which can in some instances be too slow to explain the synthesis of large molecules. The solution here is to find more rapid processes, which typically involve three bodies and are at least partially non-diffusive in nature (Jin and Garrod, 2020).

Rate Equations vs Stochastic Treatments

Before we discuss stochastic treatments of the chemistry occurring on interstellar dust particles, we need to review the more standard rate equations. Rate equations in standard chemical treatments normally contain the assumption that large numbers of species are involved so that chemical concentrations can be treated as averages. This assumption is normally so common that chemists don’t even have to worry about the possibility that the assumption need not hold in all instances. Although the rate equations for gas-phase processes in the interstellar medium can use this standard form, the equations for chemistry on dust particles are more complex (Hasegawa, 1993). Here the simplest approach is to compute the probability that a moving particle A, normally assumed to be weakly bound or “physisorbed” to the grain or to a lower monolayer of the ice mantle, will hop over a potential or tunnel through it and react according to the probability that a second particle B is available for reaction at the adjacent site. The probability that this adjacent site contains a reactive molecule is simply the fraction of granular minimum energy sites occupied by B. The first-order (s⁻¹) hopping rate for a species A is given by the equation:

\[ k_{\text{hop}} = v \exp\left(\frac{-E_b}{T}\right) \]  

where v is the “attempt” frequency and \( E_b \) is the diffusive energy barrier, which is normally assumed to be a fraction of the desorption energy. The term “attempt frequency” stands for the pre-exponential term when it is in frequency units. For physisorbed species, it is typically 1-3 x 10^{12} s⁻¹. The tunneling rate, typically through a rectangular barrier with a width of \( a = 0.1-0.2 \) nm, is given by the expression

\[ k_{\text{tun}} = v \exp\left(-2\left(\frac{a}{h}\right)\sqrt{2\mu E_b}\right) \]  

where \( \mu \) is the reduced mass of A and B, although more realistic potentials such as the Eckart potential have been utilized. The overall rate of diffusive reaction occurring via hopping to an adjacent site in which A and B react to form AB is given by the equation

\[ \frac{d[AB]}{dt} = -\left(\frac{d[A]}{dt} + \frac{d[B]}{dt}\right) = -(k_{\text{hop,A}} + k_{\text{hop,B}})[A][B]/N \]  

where [A] and [B] are defined by the number of sites they occupy while N is the number of sites on the monolayer on which A and B diffuse, which is typically 10^6 for a grain of 0.1 \( \mu \). The formula can be extended to inner monolayers of the mantle.

\[ \text{Equation 18} \]
approach does not account for long-range motion in between collisions (Willis and Garrod, 2017).

If species A and B react without a chemical activation barrier, the probability of a reaction between the two species is 100% if located in the same site. If, on the other hand, there is a chemical activation energy barrier $E_A$, the rate of reaction is reduced. While tunneling is often assumed to occur for chemical reactions, it is often ignored for diffusive barriers. There are two ways to account for activation energy. In the simpler of the two, one multiplies the right-hand side of Equation 22 with a Boltzmann term of the type $\kappa = \exp (-E_A/T)$ or an equivalent form for tunneling with $E_A$ replacing $E_b$ in Equation 23. The second and more accurate method, known as the competitive approach, defines $\kappa$ in terms of the competition between the diffusive barrier and the activation energy barrier. Assume that the activation energy is much smaller than the diffusive barrier. Then the species A and B will have many chances to react before they move off to other sites. On the other hand, if the activation energy is much larger than the diffusive barrier, the A and B species will be much more likely to move on rather than react. If we assume that tunneling under the activation energy barrier dominates diffusive hopping, the formula for $\kappa$ is given by (Herbst and Millar, 2008):

$$\kappa = \frac{k_{\text{run}}}{k_{\text{run}} + k_{\text{hop},A} + k_{\text{hop},B}}.$$  \hspace{1cm} (24)

If the activation tunneling exceeds the diffusive hopping, $\kappa$ approaches unity, so that the activation energy is essentially zero.

Although the earliest gas-grain models of interstellar chemistry assumed that diffusion occurred throughout the ice mantle, an approach known as a two-phase model, it is now more common to utilize a three-phase model, where the three phases refer to the gas, the surface of the ice mantle, and the bulk mantle ice. It is typically assumed that diffusion is slower in the bulk (Garrod, 2013a; Ruaud et al., 2015, Ruaud et al., 2016). Three-phase gas-grain models (e.g., Nautilus and Magickal) have been reasonably successful in simulating the chemistry of cold dense cores, hot cores, protoplanetary disks, and photon-dominated regions.

**Stochastic Approaches**

But suppose that we deal with small closed systems, such as the surfaces of tiny dust particles, in which there may be small numbers of reactive species, and suppose there are many such dust particles. One could take the standard volume average used in rate equations and get a totally wrong answer. As an extreme example, assume that on each dust grain there exists one hydrogen atom and we are interested in the rate of the formation of molecular hydrogen. The rate approach would ignore on which grains the hydrogen atoms exist, and come up with a non-zero rate of formation of H$_2$. But it is obvious that in reality the answer would be that zero hydrogen molecules are formed. Of course, a more common situation might be that only a few hydrogen atoms exist per grain, so that the rate of formation of H$_2$ over a large number of grains would be non-zero, but the uncertainties in these small numbers per grain would be quite large. So, a more accurate treatment under these conditions would include discrete numbers of species per grain with large fluctuations. Such techniques include the master equation approach, in which differential equations involving probabilities are used instead of normal rate equations. Each differential equation consists of the relationship between the time derivative of the probability that a specific discrete number of each species, say three atoms of species A, and terms involving the incoming flux of species from the gas, the desorption rate of molecules from the surface, and the recombination on the surface, all involving the probability of gain or loss of three atoms of species A.

Let us take the simple system of atomic and molecular hydrogen, as done by Biham et al. (2001), and consider the time dependence of the probability of zero hydrogen atoms $P_H(0)$ on a grain. The appropriate differential equation is given by:

$$\frac{dP_H(0)}{dt} = -F_{H}P_H(0) + W_{H}P_H(1) + 2 \times 1 \times A_{H}P_H(2). \hspace{1cm} (25)$$

Here the first term on the right concerns incoming flux (which does not occur), the second term consists of desorption, in which one atom on a grain desorbs and increases the probability that no atoms remain, while the third term increases the probability that no atoms remain by the recombination of two hydrogen atoms on a grain. The master equation consists of all of the differential equations involving the time-dependent probability of discrete numbers of H atoms and H$_2$ molecules. In principle, there is no limit to the number of equations, but if only one monolayer is considered the limit can be obtained from the number of adsorption sites. Assuming that the number of species of H or H$_2$ eventually decreases, cut-off can occur when the probability of a given number becomes arbitrarily small. From the individual probabilities, an expectation value can be obtained as well as the average of the squared probabilities, leading to a standard deviation of the concentrations of H and H$_2$. The results are normally tabulated in terms of a recombination efficiency, which is equal to the flux of desorbing H$_2$ per adsorbed H atoms. For large grains, the standard rate treatment and the master equation treatment get the same efficiency. For smaller grains, however, the standard rate approach and the master equation approach differ; the smaller the grain, the larger the difference. In particular, recombination efficiency of the standard rate approach stays constant at a given value while the master equation efficiency decreases beyond a certain size grain. The drop occurs because the average number of H atoms approaches a number smaller than 2, confirming that for small grains, there is insufficient atomic hydrogen to produce H$_2$.

Biham et al. (2001) also developed a somewhat more complex system, which involves both oxygen and hydrogen atoms and the molecules formed from them—H$_2$, OH, O$_2$, and H$_2$O— as had been studied by Caselli et al. (1998) in a study of how to improve rate equations. They also showed that to a good approximation one can use rate equations for some species and the master equation for the others. This hybrid approach is useful when extending the simulations to larger gas-grain systems (Stantcheva et al., 2002).
In addition to Biham et al. (2001), early master equation stochastic treatments include those of Charnley (2001), and Green et al. (2001). Green et al. (2001) used a similar master equation technique to study the simple system of H and H₂, as had Biham et al. (2001), but solved the system exactly rather than numerically. They also studied the hydrogen-oxygen system of Caselli et al. (1998) as well as a more complex system of these authors involving the atoms H, N, and O forming the additional molecules NH, NH₂, NH₃, N₂, and NO.

Charnley (2001) used a system of reactions involving the adsorption of H, O, CO and exothermic reactions. He calculated the surface abundances of CO, CO₂, O₂, and H₂O as a function of time. Stantcheva et al. (2002) used a somewhat larger system, which followed the reactions and products starting with H, O, and CO species in the gas, including ten reactions to produce H₂, OH, H₂O, HCO, H₂CO, H₂O, CH₃OH, O₂ and CO₂. These surface species were divided into major and minor ones. The purpose of the division is to restrict the master equation to major species on the surface, so simpler and fast normal rate equations can be used for major species on the surface and all species in the gas. The master equation of Stantcheva et al. (2002) included a five-fold joint probability $dP(1,1,1,1,1)$ for minor species (H, O, OH HCO, H₂CO) on the surface. In a subsequent paper, Stantcheva and Herbst. (2004) reported the results of a gas-grain model, in which rate equations were used for the gas chemistry and a master equation for the surface chemistry.

Master equation solutions can be mimicked by an assortment of Monte Carlo techniques, in which random numbers are utilized to follow the motions of species. Depending upon the degree of detail, Monte Carlo calculations can be divided into macroscopic and microscopic approaches, the latter determining the position of all atoms in an ensemble such as a dust particle, whether on lattices or off them. Although interstellar clouds are composed of both gas and dust particles, the problems discussed up to now clearly involve mainly the dust chemistry.

The advantage of the master equation approach over the Monte Carlo approach is that the differential equations for the surface species—master equation or rate equation—and the gas-phase species can be solved simultaneously. When a Monte Carlo approach is utilized for the surface, rate equations cannot be used for the gas-phase species because the clocks for rate equations and for random number generation are different. One can use a macroscopic Monte Carlo approach for the gas-phase chemistry, in which the coordinates of individual molecules are not followed, while a microscopic Monte Carlo approach can be used for the more detailed trajectories of the atoms and molecules on and in the ice mantle. Although this hybrid Monte Carlo approach may be slower than the master equation approach, it is less difficult to set up, especially when dealing with large numbers of equations. The Monte Carlo procedure has two advantages over the master equation approach: it can be used for inhomogeneous surfaces, and it treats random walk correctly.

There are a number of different Monte Carlo techniques depending upon the problem to be solved.

An early approach was used by Tielens and Hagen (1982). Another approach—a purely microscopic system—has been used to study molecular hydrogen formation on various regular and irregular surfaces (Chang et al., 2005; Iqbal et al., 2012). Here we report studies that use a technique known sometimes as the continuous-time random walk approach (CTRW), formulated originally by Montroll and Weiss (1965). The CTRW technique can follow the motion of atoms between discrete surface sites, which cannot be done with other MC techniques (Figure 3). The basic idea is to call random numbers to determine where on a surface a given type of atom is, what process it is undergoing, and at what time it occurs (Chang et al., 2005). The physics occurs on a 2D or 3D grid of boxes, with the boxes representing sites for atoms or molecules, ranging from atop the mantle to deep within the granular structure. The output consists of the molecules in specific binding sites on the surface or a number of monolayers atop the ice mantle as a function of time. Although barriers between sites can slow the process, as mentioned above. The time between successive events is known as a waiting time, and the waiting time between successive events for a given process is given by a Poisson distribution with a random number in the range (0,1). The system moves forward by choosing the process with the time in the future nearest the current time.

For a simulation in which both gaseous and granular chemistry occur, two variants of the CTRW process are needed. In macroscopic approaches, used for the gas, one starts with an initial volume V containing initial abundances of gaseous atoms and molecules (Charnley, 1998; Vasyunin et al., 2009; Chang and Herbst, 2012). The following discussion comes from Chang et al. (2005). Here, the volume is not divided into sites. The unimolecular rate $s^{-1}$ for each reaction considered, designated $r_i$, is calculated according to the type of process: a one-body process such as photodissociation, a two-body process such as any two-body reaction, and accretion onto a grain. The time for each reaction $i$ to occur—the so-called waiting time—is given by the expression $t_i = \ln(Z)/r_i$, where $Z$ is a random number in the range (0,1). For example, if $Z = 0.693/r_i$, the waiting time is equal to 0.693/2, and if $Z = 0.9$, the waiting time is 0.105/2. We then consider the absolute time for each reaction by adding the waiting time to either the time when the reaction last occurred or when the chemistry started. If the $i$th reaction occurs first, we recalculate the concentrations of reactants and species involved in this reaction. The rates of other reactions are also recalculated if the numbers of their reactants change.

The microscopic approach, used for the grain chemistry, must be coupled to the macroscopic model for the gas. The details of the coupling are discussed by Chang and Herbst (2012). Comparison between microscopic-macroscopic Monte Carlo and master equation calculations for small gas-grain systems can show reasonable agreement. For large gas-grain systems the macroscopic-microscopic system is by far the easier to use even though treatment of the gas-phase chemistry does require the macroscopic CTRW approach. The microscopic Monte Carlo approach for three-dimensional dust mantles is very time-consuming, however, and, in addition, there are problems caused by the random number generation for systems in which concentrations vary greatly. For example, the concentration of molecular hydrogen is so much larger than all other species that specific fixes are needed to avoid changing H₂ each time a random species is picked. A few large-scale...
simulations have been done with the microscopic-macroscopic technique (see Figure 4), and the chemical simulations show that stochastic methods can be used to produce complex organic molecules at low temperatures (Chang and Herbst, 2014, Chang and Herbst, 2016). A third stochastic approach, known as the hybrid moment approach, has also been formulated (Du and Parise, 2011) and found to be faster than the Monte Carlo method.

The simulations of surface, mantle, and bulk chemistry of grains can be divided into two types of methods, known as on-lattice and off-lattice approaches. The on-lattice approach equates a grid of boxes with sites in which molecules can be found, but can still mimic irregular systems. The off-lattice uses an actual potential, typically composed of sums of Lennard-Jones potentials. Motion of atoms and molecules then leads to a change in the overall potential. Off-lattice calculations are often used for the joint build-up of dust particles, determination of porosity, and the chemistry that occurs during the build-up (Garrod, 2013b; Christianson and Garrod, 2021).

**Modifications of Rate Equations**

Given the difficulties of carrying out chemical simulations using stochastic approaches, several investigators have attempted to modify the rate equations to bring the results closer to those of stochastic calculations. The first attempt was reported by Caselli et al. (1998), who used several simple systems at 10 K. In the first, a gas of O and H atoms accretes onto grain surfaces to form H2O, OH, and O2, while in the second, N atoms are also added to the gas to form the additional surface molecules NH3 and H2O. In the third system the gas also contains H2. Monte Carlo simulations similar to those of Tielens and Hagen (1982) were used to calculate chemical abundances, and a number of modifications to the rate equations were tested to see how well the modifications allow the rate equation approach to reproduce the results of the Monte Carlo approach. Suitable modifications involving the O, H system were found for the following diffusive rate coefficients: $k_{\text{HH}}$, $k_{\text{HO}}$, and $k_{\text{OO}}$, by converting them to sums of rates of evaporation and sweeping, or accretion and sweeping, depending upon whether $x > 1$ or $x < 1$ where $x$ is defined by the division of the evaporation rate of H by the accretion rate of H ($t_{\text{evap}}^{-1}$/$t_{\text{acc}}^{-1}$). With these corrections and some others, it was possible to reproduce some Monte Carlo results for the simple system. The authors noted that the use of modifications for complex gas-grain systems will lead to smaller effects given the large number of alternative pathways. This outcome was tested by Shalabiea et al. (1998) using the time-dependent gas-grain model for dark interstellar clouds of Hasegawa and Herbst (1993); it was also found that the modifications were needed at only the earliest times.
An improved set of modifications was introduced by Garrod, (2008), and utilized and compared successfully with a large gas-grain simulation treated by the unified Monte Carlo method of Vasyunin et al. (2009). One important rate coefficient concerns the switch-over between deterministic and stochastic contributions. It is based on two equations, the first of which governs the rate of the probabilistic surface reaction between species A and B, \( R_{\text{mod}}(AB) \):

\[
R_{\text{mod}}(AB) = R_{\text{arr}}(B) \cdot P(A) \cdot \eta_{AB}(A) + R_{\text{arr}}(A) \cdot P(B) \cdot \eta_{AB}(B)
\]  

(26)

where \( R_{\text{arr}} \) stands for arrival/formation rate of a species, \( P \) for the probability of a species being present when the other arrives, and \( \eta \) for the efficiency of the reaction between A and B. The efficiency takes into account competition with selected other reactions. The probability \( P(i = A \text{ or } B) \) is given by the Poisson probability distribution \( \{N(i)\} \), which can be obtained by use of a random number. The other major equation yields the total production rate, which includes the deterministic and modified rates for reaction A + B:

\[
R_{\text{tot}}(AB) = f_{AB} \cdot R_{\text{mod}}(AB) + (1 - f_{AB}) \cdot k_{AB} \cdot <N(A)> <N(B)>
\]  

(27)

Here \( f \) is a switching function, equal to 1 when both expectation values \( <N(A)> \) and \( <N(B)> \) are less than or equal to unity, but which is much lower when either of these quantities is greater than unity. The second term is written in terms of a rate coefficient, with expectation values of A and B, as shown in Equation 15 of Garrod (2008).

These improved modified rate equations do an excellent job of reproducing the Monte Carlo calculations of Vasyunin et al. (2009). The modified rate approach of Garrod (2008) has also been used successfully to study the effect of surface inhomogeneity on surface reaction rates (Cuppen and Garrod, 2011), where it agrees well with CTRW Monte Carlo results for a study of the surface formation of molecular hydrogen.

**Diffusionless Processes**

The idea of diffusionless processes on a surface was first discussed by Theulé et al. (2013) and reviewed in Theulé (2020). If we consider two species in adjacent sites, they need not undergo a long-range barriered diffusive motion, although chemical activation energy can still play a role. In this situation, the rate coefficient can be given by the simple Arrhenius Law (Theulé, 2020):

\[
k(T) = A \exp\left(-\frac{E_a}{T}\right)
\]  

(28)

where \( A \) is the pre-exponential factor and \( E_a \) is the activation energy in K. In the absence of such chemical activation energy, one can imagine a process that is essentially “instantaneous,” or, more realistically, on the order of a vibrational frequency. This two-body process can be considered part of a more complex process, one example of which is a three-body surface process. As an example, consider the formation of CO\(_2\) on an ice mantle. The CO + O reaction has a significant activation barrier and also a diffusion barrier on the surface or inner ice monolayers. As a result, this process is rather slow at low temperatures. Imagine, on the other hand, two surface atoms H and O, which can diffuse rapidly even at 10 K (Katz et al., 1999; Minissale et al., 2014). If they form an OH radical, and the radical lies above a CO molecule in an inner monolayer, the OH and CO can undergo a well-known reaction to form CO\(_2\) and H with a small activation energy in a rapid diffusionless process. So, this three-body process contains both diffusive and nondiffusive aspects (see Figure 5).

How does one treat the mathematics of combined diffusive and non-diffusive processes? If a CTRW stochastic treatment is used, the process occurs naturally since one follows the motion of all particles, using an on-lattice or off-lattice potential. For ordinary rate equations, a useful equation for the rate \( R_{AB} \) of either of these processes has been written by Jin and Garrod (2020):

\[
R_{AB} = f_{\text{act}}(AB) R_{\text{comp}}(A) \left(\frac{N(B)}{N_s}\right) + f_{\text{act}}(AB) R_{\text{comp}}(B) \left(\frac{N(A)}{N_s}\right),
\]  

(29)

in which individual reactants can be treated separately. Here \( R_{AB} \) is an overall rate coefficient, \( f_{\text{act}} \) is the efficiency related to activation energy barriers (and \( \kappa \); see Eq. (24)) if they exist, \( R_{\text{comp}} \) is a so-called “completion rate” for species A or B, and is defined by the specific process, \( N(A) \) and \( N(B) \) are the numbers of A and B species on the grain mantle, and \( N_s \) is the number of surface (or bulk) mantle sites. For an ordinary diffusion process with both A and B diffusing, the completion rate is related to the hopping or tunneling over a diffusive barrier, which is similar to Equations 21 and 23.

For a process between two species that do not undergo diffusive motion (e.g. CO + OH above), the completion rate involves the probability that A and B lie in adjacent sites and can
undergo an “instantaneous” nondiffusive motion to lead to a product. For a diffusive process followed by a nondiffusive one (as is the case for CO₂ above), one can compute the diffusive rate via Equation 29 to obtain the result for H + O forming OH, and multiply the result by the probability that OH lies above or adjacent to a CO molecule. Here use of Equation 29 has a single $R_{comp}$ for OH that does not include a Boltzmann term because the completion rate only involves the probability that a CO molecule lies in an adjacent site to OH, which is $N(\text{CO})/N_{\infty}$. More complex approaches exist if there is activation energy for one process.

Particular values of $R_{comp}$ are mentioned in Jin and Garrod (2020) for the following diffusionless processes: the Eley-Rideal mechanism, a number of types of three-body processes involving collisions, and photodissociation-induced reactions, in which photons produce a reactant. The Eley-Rideal mechanism involves no diffusion or horizontal motion; a species lands vertically atop an adsorbate and undergoes reaction. For example, suppose we consider the reaction between O and CO to form CO₂, a process that has an activation energy of about 1000 K. If the O atom lands upon CO at a constant rate, the value of $R_{comp}(\text{O})$ is equal to its rapid accretion rate if there is no activation energy.

Now consider an unusual photodissociation process in which oxygen-containing species on a grain surface (e.g. O₂, H₂O) undergo photodissociation to produce a metastable state of an oxygen atom—O (¹D)—which lives for a long enough period to react nondiffusively with almost any other species on the grain mantle that lies in an adjacent site. There are two values of $R_{comp} = R_{\text{photo}} N(i)$ for each molecule $i$ undergoing photodissociation to form O (¹D): one for external radiation and the other for cosmic-ray-induced radiation (Carder et al., 2021). The particular reaction with methane (CH₄) has been studied in the laboratory, and produces methanol and formaldehyde (Bergner et al., 2017). The results can be reproduced assuming that after photodissociation, the newly formed metastable oxygen instantaneously reacts with methane lying adjacent to or under the O (¹D) to form methanol and formaldehyde (Carder et al., 2021). Analogous reactions with larger hydrocarbons than methane can lead to larger complex organic molecules.

According to Jin and Garrod (2020), large organic molecules can be formed efficiently in cold regions with the inclusion of diffusionless processes of various types. An extension to higher temperatures can be found in Garrod et al. (2021). In addition to providing an explanation for the formation of complex organic molecules in cold interstellar clouds, the nondiffusive surface chemistry explains a number of experiments in the laboratory at low temperatures in which species such as glycolaldehyde, ethylene glycol, and methyl formate are produced starting from HCO and H₂CO (Fedoseev et al., 2015; Chuang et al., 2016). Although these experiments do not mimic interstellar conditions, they do provide additional evidence that nondiffusive chemistry does exist in interstellar clouds. Moreover, non-diffusive chemistry can often be much more efficient than diffusive chemistry at these low temperatures. In more recent work, an extension of the research of Jin and Garrod (2020) to determine the rate of formation of complex organic
molecules in regions of active star formation as temperatures rise shows a rather complex time and temperature dependence (Garrod et al., 2021).

**Radiolysis**

One approach in which both chemists and astronomers played a significant role is known as radiolysis. In this process, cosmic rays bombard an icy grain mantle to initiate a complex series of reactions starting with secondary electrons and neutrals and bombarding an icy grain mantle to initiate a complex series of reactions. Adams, N. G., and Smith, D. (1978). Reactions of CH₃⁺/HCN System. A Final Word? J. Chem. Phys. 12, 4385–4416. doi:10.1068/0022-3700/12/24/018

**SUMMARY**

In this review, a number of unusual chemical processes thought to occur in the interstellar medium have been described. These processes include reactions in the gas phase and reactions on the surface and in the bulk of icy grain mantles. The understanding or partial understanding of these processes has aided both the fields of chemistry and astronomy. Although astrochemists can be first to suggest unusual processes that might help to solve astrochemical problems, more detailed studies—both theoretical and experimental—by chemists and chemical physicists can lead to a much greater knowledge of these unusual processes. The knowledge in turn can be used to improve chemical simulations and lead to an increase in what they can tell us about physical conditions and dynamics in the interstellar medium. Most of the unusual processes reviewed here have a history in which astrochemists played an important role, if not as exact an order as mentioned.

In the future, processes mentioned here such as radiative association, metastable reactions on icy surfaces, stochastic kinetics, and diffusionless surface reactions as well as other processes such as sputtering, negative ion formation, reactive desorption, reactive excitation, and nuclear spin astrochemistry will take a larger place in large chemical simulations and aid our understanding of the interstellar medium in general and star and planetary formation in particular.
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