Computational complexity and pragmatic solutions for flexible tile based DNA self-assembly

Leyda Almodóvar\textsuperscript{a}, Jo Ellis-Monaghan\textsuperscript{b}, Amanda Harsy\textsuperscript{c}, Cory Johnson\textsuperscript{d}, Jessica Sorrells\textsuperscript{e}

\textsuperscript{a}Stonehill College, Easton, MA
\textsuperscript{b}University of Amsterdam, the Netherlands
\textsuperscript{c}Lewis University, Romeoville, IL
\textsuperscript{d}California State University, San Bernardino, San Bernardino, CA
\textsuperscript{e}Converse University, Spartanburg, SC

Abstract

Branched junction molecule assembly of DNA nanostructures, pioneered by See-man’s laboratory in the 1980s, has become increasingly sophisticated, as have the assembly targets. A critical design step is finding minimal sets of branched junction molecules that will self-assemble into target structures without unwanted substructures forming. We use graph theory, which is a natural design tool for self-assembling DNA complexes, to address this problem. After determining that finding optimal design strategies for this method is generally NP-complete, we provide pragmatic solutions in the form of programs for special settings and provably optimal solutions for natural assembly targets such as platonic solids, regular lattices, and nanotubes. These examples also illustrate the range of design challenges.
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1. Introduction & Background

Branched junction molecule self-assembly of DNA nanostructures, pioneered by Seeman’s laboratory in the 1980s, has become increasingly sophisticated, as have the assembly targets. In this method, multi-armed DNA molecules with controlled sequences of unsatisfied sites on the ends of their arms bond with one another to self-assemble into a desired shape. *Tiles* are combinatorial abstractions of these branched junction molecules. We address the fundamental design problem of determining optimal sets of tiles that will self-assemble into the targeted shapes.

We use graph theory, which is a natural design tool for self-assembling DNA complexes, to model self-assembly from flexible-armed tiles. Results presented here add to the current knowledge of optimal solutions and algorithms for different classes of graphs, including lattice graphs, which can be used in nanotube construction. This includes creating general design theory and finding accurate bounds for the number of tile types and bond-edge types for a variety of new graphs. Questions regarding design strategies for realizing a target graph are considered under three different scenarios of graded levels of restriction.

We begin by establishing the computational complexity of two common design challenges, namely determining what a given collection of tiles will produce, and determining whether a collection of tiles that will produce a desired target structure will also produce unwanted incidental smaller structures. We prove that in both cases the problem is intractible. This means that unless P=NP, fast general algorithms are unfeasible. Thus, we turn to explicit designs for high-utility graphs such as the platonic solids and lattices. While provably optimal designs are possible for these special graphs, the designs in turn reveal new challenges. The examples given here highlight some of those challenges.

Some of the target graphs we analyze are mathematically standard, such as the platonic solids. The hexahedron (cube graph) is particularly notable in terms of DNA nanostructures. The DNA cube was first successfully constructed from branched-junction molecules in 1991 [8], signifying the first laboratory achievement of a “closed” DNA nanostructure. The ability to produce a cube established DNA as a material that could form functional structures via self-assembly. In general, the platonic solids are $k$-regular, thus optimal pots for the least restrictive scenario were determined previously in [12]. Optimal pots for more restrictive scenarios were previously known only for the tetrahedron. We have determined optimal solutions in more restrictive scenarios for the hexahedron, octahedron, and icosahedron, as well as upper bounds for the dodecahedron (see [3]).

Other graphs we have chosen because of their applications. DNA nanotubes are a fundamental form used for molecular channeling, drug delivery, and biomolecular sensing [38, 49]. We investigate both planar lattices and tube structures formed by identifying edges of lattices. “Closing” tile lattices to form tubes by identifying lattice boundaries is a method frequently used in laboratories, but finding efficient ways to construct these tubes has proven challenging [32, 49]. In this work we provide optimal solutions for all sizes of square and
triangular lattice tubes under the conditions of the least restrictive scenario. In addition to the proofs directly included here, we provide a repository of results for a variety of graph families under different restrictive conditions (again, see [3]).

Furthermore, the examples here demonstrate the difficulty of finding solutions in the more restrictive scenarios. A system of linear equations can give lower bounds, but due to the complexity results mentioned above, only in special settings. We illustrate the possibility of two non-isomorphic graphs forming from the unique solution of the linear system, again highlighting the difficulty of this problem in more restrictive scenarios. The triangle lattice graph example chosen gives optimal solutions in the most restrictive scenario for both the number of molecule structure types and the number of DNA strand types, but proves that the two cannot be realized simultaneously.

Our work provides rigorous theoretical tools for the emergent science of DNA-self assembly. Addressing the problem of minimizing the number of molecule structures and cohesive-end types is essential especially in the case where a wetlab design fails since having fewer tiles and bonds can make it easier to determine the error for the failed design [21]. Moreover, the parameters investigated here, such as the minimum number of different tiles needed to realize a particular graph \( G \), are new graph invariants and thus of intrinsic combinatorial interest. In determining these parameters for various families of graphs, we lay the foundations for future work discovering what structural information they might encode.

1.1. Paper Organization

The remainder of the paper is structured as follows. In Section 1.2 we give an overview of the history and applications of DNA self-assembly. In Section 1.3 we provide some basic definitions and terminology used throughout this paper and also describe the various laboratory conditions considered in our work. Section 2 describes the computational complexity of determining what graphs may be constructed from a given collection of molecule types and of assuring that no undesired substructures will form. In Section 3 we discuss software we created that assists with the optimization design problems this research tackles. We share selected results from platonic solids, lattice, and tube graphs in Section 4. The graph results we share were chosen due to their unique results. Other results are outlined in Figure 13 with details shared in [3].

1.2. DNA Self-Assembly Background

DNA self-assembly, and self-assembly in general, is a rapidly advancing field, with [36][42] providing good overviews. Synthetic DNA molecules have been designed to self-assemble into given nanostructures, starting with branched DNA molecules [20][47], nanoscale arrays [50][51], numerous polyhedra [5][8][22][23][45][54], arbitrary graphs [20][39][52], a variety of DNA and RNA knots [30][31][46], and the first macroscopic self-assembled 3D DNA crystals [57]. This has led to molecular scaffoldings made of DNA and other proteins which have wide-ranging potential [44]. Such applications include construction of containers for
the transport and release of nano-cargos, templates for the controlled growth of nano-objects, biomolecular computing, biosensors, fine screen filters (lattices) at the nano-size scale, nano-circuitry, robotics, and drug-delivery methods (see \[1, 10, 14, 17, 20, 27, 28, 33, 35, 41, 48, 53, 54\]). In particular, DNA nanotechnology is arguably the most powerful method for building nanoscale structures resembling macroscopic robots [18]. In 2012, polyhedral cages were self-assembled from branched DNA tiles using biotin to guide the process [55]. DNA “origami” methods have been utilized in biophysics for nucleosome assembly [15, 16, 29].

DNA-based designs have increased rapidly in recent years because they are relatively cheap and easy to synthesize [21]. Furthermore, their predictable behavior and structure allows them to be programmable. Most pharmaceutical companies have started utilizing this DNA-based technology to design new drug-like molecules [19]. Since 1994, the use of computer algorithms has become a powerful tool to help solve the combinatorial optimization problems within DNA-based designs [1]. Specifically, mathematical methods especially in the realm of linear programming and graph theory have been used to help optimize automate design strategies for DNA-templated programs [5, 21].

Graph theory can expedite the process of designing component molecular building blocks for self-assembly since the target structures are often wire frames such as polyhedral skeletons, surface meshes, cages, lattice subsets, and other graph-like structures. See [24] for some of the first graph theoretical foundations of DNA self-assembly designs. Self-assembling DNA molecules have already been modeled by graphs which represent cubes [8], octahedra [37, 56], and polyhedra including buckyballs, tetrahedra, and dodecahedra [22]. In [11], Ellis-Monaghan and Pangborn discuss several other mathematical techniques which may be used to aid in solving these design problems including origami and linear strand threading methods. Ellis-Monaghan et al. and LaBean and Li give a survey of construction methods in [10, 28].

1.3. Graph Theoretical Definitions and Notation

We use the graph theoretical formalism of [10], and provide some of the essential constructions here for the convenience of the reader (see also [21]). A discrete graph \( G \) consists of a set \( V = V(G) \) of vertices and a set \( E = E(G) \) of edges together with a map \( \mu : E \to V^{(2)} \) where \( V^{(2)} \) is the set of (not necessarily distinct) unordered pairs of elements of \( V \). If \( \mu(e) = \{u, v\} \), then \( u \) and \( v \) are the vertices incident with \( e \). We allow graphs to have loops and multiple edges, so that it is possible for \( \mu(e) = \{u, v\} \) with \( u = v \) (in the case of a loop edge) or for \( \mu(e) = \mu(f) \) (in the case of multiple edges). We denote a half-edge of a vertex \( v \) as \( (v, e) \) if \( v \in \mu(e) \). Throughout we use the notation \( \# \) to denote size or quantity, so that e.g. \( \#V(G) \) will denote the order of \( G \).

**Definition 1.1.** A \( k \)-armed branched junction molecule is a star-shaped molecule whose arms are formed from strands of DNA, possibly multiple strands. At the end of each of these arms is a region of unsatisfied bases, forming a cohesive-end (also known informally as a sticky end). Arms with complementary cohesive-ends can bond via Watson-Crick base pairing.
In the simplest setting, the arms of a branched junction molecule are double stranded DNA with one strand extending beyond the other to form a cohesive region (see \[43\]). In this case, the molecules are quite flexible. Thus, the mathematical model here assumes no geometric restrictions, for example on the inter-arm angles, edge lengths, or ability for any one arm to connect with any other. See \[14\] for a model that encompasses such geometric constraints.

**Definition 1.2.** A cohesive-end type is an element of a finite set \( S = \Sigma \cup \hat{\Sigma} \) of hatted and un-hatted symbols. Each cohesive-end type corresponds to a distinct arrangement of bases forming a cohesive-end on the end of a branched junction molecule arm, such that a hatted and an un-hatted symbol, say \( a \) and \( \hat{a} \), correspond to complementary cohesive-ends. We do not allow palindromic cohesive-ends, so a cohesive-end corresponding to \( a \) is complementary to but different from the cohesive-end corresponding to \( \hat{a} \) for all \( a \in \Sigma \). Moreover we use the convention that \( \hat{\hat{a}} = a \).

**Definition 1.3.** A cohesive-end type joined to its complement forms a bond-edge type, which we identify by the un-hatted symbol, so for example, cohesive-end types \( a \) and \( \hat{a} \) will join to form a bond-edge of type \( a \).

**Definition 1.4.** A \( k \)-armed branched junction molecule is represented in the mathematical model by a vertex of degree \( k \) with \( k \) incident half-edges called a tile. \(^1\)

\(^1\)Such tiles are sometimes called ‘flexible tiles’ to distinguish them from the small, rigid
The half-edges of a tile are labeled by the cohesive-end types corresponding to the cohesive-ends on the arms of the molecule the tile represents. A tile is denoted by a multi-set of its cohesive-end types whose multiple entries of the same cohesive-end type are indicated by the exponent to the corresponding symbol. See Figure 3. The number of arms of a tile \( t \) is denoted by \( \#t \).

**Definition 1.5.** A **pot** is a collection of tiles such that if a cohesive-end type appears in the multi-set of any tile in the pot, its complement also appears on some tile in the pot. More precisely, a pot is a set \( P = \{t_1, \ldots, t_k\} \) where each \( t_i \) is a tile and for all \( a \in \Sigma \), if there is \( i \) such that \( a \in t_i \) then there is \( j \in \{1, \ldots, k\} \) such that \( \hat{a} \in t_j \). The set of bond-edge types that appear in tiles of \( P \) is denoted with \( \Sigma(P) \), and we write \( \#P \) to denote the number of distinct tile types in \( P \) and \( \#\Sigma(P) \) to denote the number of distinct bond-edge types that appear in \( P \). These distinct bond-edge types may be thought of as colors, as in [7].

The objective is to assemble a target graph from the collection of tiles, or conversely to determine which graphs can be assembled from a given collection of tiles. This requires mapping tiles to the vertices of the target graph, and labels from \( S \) to the half-edges. The formal notation for this process is described in the following definitions.

**Definition 1.6.** An **assembly design** of a graph \( G \) is a labeling \( \lambda : H \to \Sigma \cup \hat{\Sigma} \) of the half-edges of \( G \) with the elements of \( \Sigma \) and \( \hat{\Sigma} \) such that if \( e \in E(G) \) and

---

*tiles of Wang tilings or tile assembly models (TAM), surveyed for example in [13]. However, for simplicity we use just the word ‘tile’ here.*
Figure 3: Pot of tiles, $P = \{(a, b, x), \{\hat{a}, \hat{b}, \hat{x}\}, \{a, b, x\}, \{\hat{a}, \hat{b}, \hat{x}\}\}$

$\mu(e) = \{u, v\}$, then $\lambda(v, e) = \lambda(u, e)$. This means that each edge of $G$ receives both a hatted and an un-hatted version of the same symbol, one on each of its half-edges. We use the convention that $\lambda$ provides each edge with an orientation that starts from the un-hatted half-edge to the hatted half-edge.

**Definition 1.7.** An assembling pot $P_\lambda(G)$ for a graph $G$ with assembly design $\lambda$ is the set $P_\lambda(G) = \{t_v | v \in V(G)\}$ where $t_v = \{\lambda(v, e) | v \in \mu(e), e \in E(G)\}$. This means that for each vertex $v$ of $G$, the assembly design specifies a tile $t_v$ whose multi-set is the set of labels of half-edges incident to $v$. Note there are two complementary labels when $v$ has a loop, and that in general it is possible for $t_u = t_v$ even when $u \neq v$. If we view a vertex $v$ as its set of half-edges and a tile as a multiset of labels, then the labeling $\lambda$ can be used to map vertices to tiles by $\lambda: V \to P_\lambda(G)$ such that $\lambda(v) = t_v$.

**Definition 1.8.** We say a pot $P$ realizes the graph $G$ if there exists an assembly design $\lambda: H \to \Sigma \cup \hat{\Sigma}$ such that $P_\lambda(G) \subseteq P$.

Note that a graph may be realized in more than one way by a pot. For example a pot containing tiles $\{a, \hat{a}\}$ and $\{b, \hat{b}\}$ can realize the graph consisting of a single vertex with one loop in two ways.

**Definition 1.9.** The set of graphs with their associated assembly designs realized by a pot $P$, namely $\{(G, \lambda) : P_\lambda(G) \subseteq P\}$, is called the output of $P$ and is denoted by $O(P)$.

We consider design process questions regarding which types of final structures can be constructed from a given pot of tiles. Inversely, we can also find a pot of tiles that will realize a given target graph. The goal in answering these questions will be to determine the minimum number of branched junction molecules needed for self-assembling DNA nanostructures as well as their combinatorial structures. Given a target graph $G$, we seek pots $P$ to realize $G$ under three different conditions of varying restriction.
• Scenario 1. Least Restrictive: $G \in \mathcal{O}(P)$. Note: This allows the possibility that there exists $H \in \mathcal{O}(P)$ such that $\#V(H) < \#V(G)$.

• Scenario 2. Moderately Restrictive: $G \in \mathcal{O}(P)$ and for all $H \in \mathcal{O}(P)$, $\#V(H) \geq \#V(G)$. Note: This allows the possibility that there exists $H \in \mathcal{O}(P)$ such that $\#V(H) = \#V(G)$ but $H \not\cong G$.

• Scenario 3. Highly Restrictive: $G \in \mathcal{O}(P)$, and for all $H \in \mathcal{O}(P)$, $\#V(H) \geq \#V(G)$, and if $\#V(H) = \#V(G)$ then $H \cong G$.

For convenience when discussing the three scenarios described above, we adopt the following notation.

Definition 1.10. $T_i(G) = \min\{\#P \mid P \text{ realizes } G \text{ according to Scenario } i\}$.

Definition 1.11. $B_i(G) = \min\{\#\Sigma(P) \mid P \text{ realizes } G \text{ according to Scenario } i\}$.

Note that the more restrictive scenarios require that a pot $P$ be specified such that no graphs with fewer vertices than $G$ are in $\mathcal{O}(P)$. To determine the graph on fewest vertices formed from a given pot $P$, it is useful to analyze solutions to the equations that the tile types in $P$ must satisfy. We denote the proportion of tile type $t_i$ used in the assembly process as $r_i$, while the number of times a tile $t_i$ appears in the realization of a graph is denoted as $R_i$.

Definition 1.12. Let $P = \{t_1, ..., t_p\}$ be a pot and let $z_{i,j}$ denote the net number of cohesive-ends of type $a_i$ on tile $t_j$, where un-hatted cohesive-ends are counted positively and hatted cohesive-ends are counted negatively. Then the following system of equations must be satisfied by any connected graph in $\mathcal{O}(P)$:

\[
\begin{align*}
  z_{1,1}r_1 + z_{1,2}r_2 + ... + z_{1,p}r_p &= 0 \\
  \vdots \\
  z_{m,1}r_1 + z_{m,2}r_2 + ... + z_{m,p}r_p &= 0 \\
  r_1 + r_2 + ... + r_p &= 1
\end{align*}
\]

The construction matrix of $P$, denoted $M(P)$, is the corresponding augmented matrix:

\[
M(P) = \begin{bmatrix}
  z_{1,1} & z_{1,2} & \cdots & z_{1,p} & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  z_{m,1} & z_{m,2} & \cdots & z_{m,p} & 0 \\
  1 & 1 & \cdots & 1 & 1
\end{bmatrix}.
\]

Definition 1.13. The solution space of the construction matrix of a pot $P$ is called the spectrum of $P$, and is denoted $\mathcal{S}(P)$.

The construction matrix is used primarily to determine whether a given pot satisfies the restrictions of Scenario 2 for a desired target graph. When $M(P)$
has a unique solution \( \langle r_1, \ldots, r_p \rangle \) it is easy to see that the smallest order of a graph in \( O(P) \) is the least common denominator of the \( r_i \)'s. More generally, we recall the following result from [12].

**Proposition 1.14.** Let \( P = \{t_1, \ldots, t_p\} \) be a pot. Then:

1. If a graph \( G \) of order \( n \) is realized by \( P \) using \( R_j \) tiles of type \( t_j \), then \( \frac{1}{n}(R_1, \ldots, R_p) \) is a solution of the construction matrix \( M(P) \), i.e. is in \( S(P) \).

2. If \( (r_1, \ldots, r_p) \in S(P) \), and \( n \) is a positive integer such that \( nr_j \in \mathbb{Z}_{\geq 0} \) for all \( j \), then there is a graph of order \( n \) in \( O(P) \) that is realized by using \( nr_j \) tiles of type \( t_j \).

3. The smallest order of a graph in \( O(P) \) is \( \min\{\text{lcm}\{b_j|r_j \neq 0 \text{ and } r_j = a_j/b_j\}\} \) where the minimum is taken over all \( \langle r_1, \ldots, r_p \rangle \in S(P) \) such that \( r_j \geq 0 \) and \( a_j/b_j \) is in reduced form for all \( j \).

2. **Computational Complexity**

Essential to design strategies in Scenarios 2 and 3 is determining what graphs a pot can realize and establishing that nothing smaller than the target graph can be realized by the pot. Thus, we begin by establishing the computational complexity of two problems, that of determining if a given pot will realize any graph of a given order, and that of determining whether a pot that realizes a given graph can also realize any smaller graph.

We show that in both cases, the problem is intractable. These outcomes mean that determining the spectrum of a pot is in general intractable, as is determining if a pot that realizes a targeted graph will also realize incidental smaller complete structures of given size. Although these are disappointing outcomes from a pragmatic point of view, as with most NP-hard problems, they open a new vista of attractive problems through the need to approach the design objectives now through restricted cases and special classes, such as those explored in this paper.

2.1. **Intractability of determining the spectrum of a pot**

We first observe that if we ask whether a pot \( P \) realizes a complete complex of size \( k \), we can let the \( r_i \)'s in Definition 1.12 be the number of tiles of each type, instead of the proportion of tiles of each type. This reduces the question to asking if the following matrix has a solution \( \langle r_1, \ldots, r_n \rangle \) in \( \mathbb{Z}^n \).

\[
M_k(P) = \begin{bmatrix}
  z_{1,1} & z_{1,2} & \cdots & z_{1,p} & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  z_{m,1} & z_{m,2} & \cdots & z_{m,p} & 0 \\
  1 & 1 & \cdots & 1 & k
\end{bmatrix}
\]
Since the entries of $M_k(P)$ are also integers, this is now an integer linear programming (ILP) problem. Integer linear programming is NP-hard in general, but this is a very specific form of an ILP, and thus needs an independent proof of hardness.

The proof we give here uses essential ideas from [25] that were developed there for biomolecular computation, but that here are adapted to our notation and now used to give explicit proofs of computational complexity.

Here is the decision problem.

**POT REALIZATION PROBLEM (PRP).** Given a pot $P$ and a positive integer $k$, does $P$ realize a graph $G$ with $k$ vertices?

Thus, the PRP asks if, given a pot $P$ and positive integer $k$, there exists a $k$-vertex graph $G$ and an assembly design $\lambda$ such that $P_{\lambda}(G) \subseteq P$. A ‘yes’ instance can be certified simply by checking that each element of $P_{\lambda}(G)$ is in $P$. Thus, the PRP is in NP.

We will prove that the PRP is NP-complete with a polynomial-time reduction to 3-coloring, namely determining if a graph can be properly colored with three colors. 3-coloring is known to be NP-complete even for simple, 4-regular, planar graphs (see [9]).

Since determining if a graph of order $k$ is realized by the pot $P$ is equivalent to finding an integer solution to $M_k(P)$, showing that PRP is NP-hard is equivalent to showing that the ILP problem of finding a solution for $M_k(P)$ is NP-hard.

**Theorem 2.1.** The PRP is NP-hard.

*Proof.* Assume we are given a simple, connected, 4-regular, planar graph $G$ with $m$ edges and $n$ vertices, as well as three colors denoted $r$, $b$, and $g$.

We construct a pot $P$ as follows. We begin by labeling the vertices of $G$, say with uppercase letters (or some sufficiently large set of symbols), and also labeling the edges of $G$, say with lowercase letters (or some sufficiently large set of symbols disjoint from those labeling the vertices). As usual, we identify each vertex and edge with their labels. See Figure 4.
For each vertex, we create three 4-armed tiles, one for each color. Each arm is labeled by the triple of the vertex label, the label of one of the edges incident with the vertex, and a color label, as in Figure 5.

This can clearly be done in linear time in the number of vertices. Then, for each edge, we create six 2-armed tiles. For each arm, we construct a triple consisting of: the edge label; a vertex label so that the two arms on a tile receive the labels of the two vertices the edge is incident to; and a color label so that the two arms receive different color labels, and so that the six tiles receive all six of the possible ways to color the two ends differently. We then take the ‘hat’ of each triple to label the arms of the 2-armed tiles, as in Figure 6.

Creating these tiles can be done in linear time in the number of edges.

Note that any 2-armed tile can only join two 4-armed tiles with different colors, as in Figure 7. We now show that a complete complex of size $k = m + n$ is realized by the pot $P$ if and only if $G$ is 3-colorable.

Suppose the graph $G$ is 3-colorable. We begin by giving $G$ a proper coloring. We then let $G'$ be the graph on $m + n$ vertices that results from subdividing each edge of $G$, i.e. inserting a vertex of degree two in the middle of each edge, as in Figure 8. Note that there is a proper coloring of $G'$ if and only if there is a coloring of the vertices of degree four in $G'$ so that no two vertices of degree four are joined by a path of length two.

For each vertex of degree four in $G'$, we reuse the uppercase label of the corresponding vertex in $G$. When there is an edge labeled $e$ in $G$, we also use the label $e$ for the vertex of $G'$ that arises from subdividing the edge $e$ of $G$. Suppose that $\gamma = (e, A)$ is an edge of $G'$ (and every edge of $G'$ has this form for some edge label $e$ and vertex label $A$ from the original graph $G$ ), so that the two half-edges are $(e, \gamma)$ and $(A, \gamma)$. Suppose further that $A$ has color $x$ in the
Figure 7: Assembly attaching vertices $A$ and $C$ with proper coloring at the edge $c$.

Figure 8: The graph $G'$ created by subdividing the edges of $G$. 
coloring of $G$. Then $\lambda : (e, \gamma) \rightarrow \hat{A}ex$ and $\lambda : (A, \gamma) \rightarrow Aex$ gives an assembly
design for $G'$.

With this assembly design, if $A$ is a vertex of $G$ with incident edges $e_1, e_2, e_3, e_4$
and with color $x$ in the coloring of $G$, then when we view $A$ as a vertex of $G'$
we have that $\lambda(A) = \{Ae_1x, Ae_2x, Ae_3x, Ae_4x\}$ which is an element of $P$. By
construction, if $e$ is vertex of degree two in $G'$, then $\lambda(e) \in P$. Thus $G'$, a graph
of order $k$, is realized by $P$.

Thus, if $G$ is 3-colorable, then $P$ realizes a complete complex of size $k$, namely $G'$.

Now suppose $P$ realizes a graph $F$ with $k = m + n$ vertices. We claim that
$F$ is isomorphic to $G'$. Recall that a function $f$ is a graph homomorphism from
$G'$ to $G$ if $(u, v) \in E(G') \implies (f(u), f(v)) \in E(G)$.

Let $\mu$ be an assembly design for $F$ with image in $P$. Then for any vertex
$v \in F$, the arm labels on $\mu(v)$ identify a vertex label of $G$, and hence of $G'$.
We define $s : V(F) \rightarrow V(G')$ by mapping $v \in V(F)$ to the unique vertex of $G'$
with the label identified by $\mu(v)$. We see that the map $s$ is surjective as follows. If $v$ is any vertex of $F$ and $w'$ is any vertex of $G'$, then there must be a
sequence of tiles in the assembly design of $G'$ from $\mu(v)$ to some tile with arms
labeled by the vertex label of $w'$. This follows because $G$ is connected, so there
is a path from $v' = s(v)$ to $w'$ in $G'$. Because $F$ is is a complete complex, in
$P_\mu(F)$ there must be a sequence of tiles, alternating between 2- and 4- armed
tiles, with labels identifying, respectively, the edges and vertices along this path,
irrespective of the colors on the labels. Since the terminus of this sequence is
a tile with label identifying the label of $w'$, then there is a vertex of $F$ that $s$
maps to $w$. Thus $s$ is surjective. Since $s$ is surjective, and $F$ is the same order
as $G'$, it follows that $s$ is a bijection.

To see that $s$ is a graph homomorphism, note that if $(v, w)$ is an edge of $F$, then
necessarily one of $v$ or $w$ is of degree two and the other is of degree four.
Say $v$ has degree two and $w$ has degree four. Further suppose that $s(v) = v'$,
where $v'$ has label $e$ corresponding to an edge $e$ in $G$, and $s(w) = w'$ where $w'$
has label $A$ corresponding to a vertex label in $G$. Since $v$ and $w$ are adjacent
in $F$, the tiles they map to in the assembly design have arms with labels of the
form $\hat{A}ex$ (for $v$) and $\hat{A}x$ (for $w$), for some color $x$. But since $e$ is an edge of
$G$, it also labels the corresponding vertex $v$ of $G'$. Thus $(s(v), s(w)) = (v', w')$
is an edge of $G'$.

Since $s$ is a bijection between the vertex sets that preserves vertex degrees,
it follows that $F$ and $G'$ have the same degree sequences, which means that they
have the same number of edges. Thus, $s$ is also a bijection on the edge sets, and
hence an isomorphism.

The assembly of $F$ produces a color label for each vertex of degree four in $F$,
and the bijection $s$ then assigns these colors to each vertex of degree four in $G'$.
However, each 2-armed tile in $P$ can only join two 4-armed tiles with different
color labels. Thus this coloring of of $G'$ is such that no two vertices with the
same color label are joined by a path of length two. This in turn gives a proper
3-coloring of $G$. 

\[13\]
Thus, if $P$ realizes a complete complex of size $k$, then $G$ is 3-colorable. This completes the reduction of the PRP to 3-coloring, and hence the proof. 

Since we cannot determine if a pot realizes a graph of a given size, we cannot in general determine its spectrum, hence the following corollary.

**Corollary 2.2.** Determining the set $\mathcal{O}(P)$ is NP-hard.

### 2.2. Intractability of preventing substructures

The following question is both pragmatically relevant and more subtle than Theorem 2.1. Given a graph $G$ and a pot $P$ that realizes $G$, for example $P = P_\lambda(G)$ for some design $\lambda$, will the pot $P$ realize any other graphs of the same order or smaller than $G$? This question arises when there is a design for the target structure, but if smaller structures can form from the pot, they may consume the tiles more efficiently than larger structures such as the target, and thus reduce yield. Also, if undesired complete complexes the same size as the target are realized by the pot, it may be problematic to distinguish the target from the output of the experiment.

We begin with the first question, namely establishing the computational complexity of determining if an assembling pot $P_\lambda(H)$ arising from an assembly design $\lambda$ for a graph $G$ can realize any graphs strictly smaller than $G$. This question can also be formulated as a sort of ILP problem, albeit a somewhat unusual one. It asks: Given that an integer solution to $M_k(P)$ exists, does there exist an integer solution to $M_j(P)$ for $j < k$?

We show once again that this problem is intractable. Here is the decision problem.

**Substructure Realization Problem (SRP).** Given an assembling pot $P_\lambda(H)$ for a graph $H$ of order $n$ and an integer $m$ with $0 < m < n$, does $P_\lambda(H)$ realize a graph $F$ with $m$ vertices?

Again, a ‘yes’ instance can be certified simply by checking that each element of a pot $P_\mu(F)$ from an assembly design $\mu$ for a graph $F$ with order less than $n$ is in $P_\lambda(H)$. Thus, the SRP is in NP.

We will prove that the SRP is NP-complete here as well with a polynomial-time reduction to 3-coloring.

**Theorem 2.3.** The SRP is NP-hard.

**Proof.** We show that the SRP is hard even in the special case that $n = 8k$ and $m = 3k$.

The proof is in two steps. In the first step, starting with a 4-regular planar graph $G$ of order $k$, we construct a graph $H$ of order $8k$ in polynomial time. We then find an assembling pot $P_\lambda(H)$ for it, also in polynomial time. In the second step we show that the pot $P_\lambda(H)$ realizes a graph of order $3k$ if and only if $G$ is 3-colorable.
Step 1. Let $G$ be a simple, connected, 4-regular, planar graph with $k$ vertices (and hence necessarily $2k$ edges). We again label the vertices of $G$ by (for example) uppercase letters, and the edges by (for example) lower case letters. Let $G''$ be the graph that results from subdividing all the edges of $G$ using vertices of degree two, and adding three loops to each vertex of degree four, as in Figure 9.

Note $G''$ has $3k$ vertices and that a proper coloring of $G$ corresponds to a coloring of the degree ten vertices of $G''$ so that there is no path of length two between vertices of the same color. We label the degree ten vertices of $G''$ by the corresponding uppercase letter from $G$, and the degree two vertices by the lower case letter corresponding to the subdivided edge from $G$.

We then create another new graph, $H$, also derived from $G$. We begin by replacing each vertex of $G$ by the vertex 'blow up' shown in Figure 10.

When there is an edge $e$ in $G$, we add six edges between the ‘blow ups’ corresponding to the end points of $e$. We then let the graph $H$ be the result of subdividing each of these edges as in Figure 11.

$H$ thus has $8k$ vertices of degrees either two or ten.

The creation of $H$ clearly may be accomplished in polynomial time in the number of vertices of $G$.

Then, for each vertex of degree ten, we create three 10-armed tiles, one for each color. Four of the arms are labeled as in Theorem 2.1, namely by the triple of the vertex label from the original graph $G$, the label of one of the edges incident with the vertex, and a color label. Then, for the remaining six arms, for a tile with color label $r$, we label three of them by the original vertex label, then $br$, $gr$ or $rr$. The other three arms receive the hatted versions of these labels. For a tile with color label $b$, three of the six additional arms are again labeled by the original vertex label, and then by $br$, $bg$, and $bb$, and the other three by the hatted versions. For a vertex with color label $g$, we use $gr$, $bg$, and
Figure 10: The ‘blow up’ of a vertex of $G$.

Figure 11: The six subdivided edges between the blow up of a vertex labeled A in $G$ and a blow up of a vertex labeled B.
Figure 12: A blow up of a vertex $A$ incident to edges $a, e, d, c$ in $G$. The tile corresponding to a red vertex is $\{Aar, Aer, Adr, Acr, Arr, Abr, Abg, Agr, \hat{A}gr\}$. The tile corresponding to a green vertex is $\{Aag, Aeg, Adg, Acg, Agg, \hat{A}gg, Agr, \hat{A}gr, Abg, \hat{A}bg\}$. The tile corresponding to a blue vertex is $\{Aab, Aeb, Adb, Abc, Abb, Abr, Abg, \hat{A}bg\}$.

This can clearly be done in linear time in the number of vertices. Note that the tiles here are similar to those for Theorem 2.1, with the addition of three pairs of self-complementary arms added to the 4-armed tiles in Theorem 2.1.

Then, for each vertex of degree two, we create six 2-armed tiles, exactly as in Theorem 2.1 and Figure 6, namely a triple consisting of: the edge label; a vertex label so that the two arms on a tile receive the labels of the two vertices the edge is incident to; and a color label so that the two arms receive different color labels. We then take the ‘hat’ of each triple. Creating these tiles can be done in linear time in the number of edges. This establishes the assembling pot $P = P_\lambda(H)$.

**Step 2.** We now show that $P$ realizes a graph of order $m = 3k$, in particular the graph $G''$, if and only if the original graph $G$ is 3-colorable.

**Part 1.** $G$ 3-colorable implies $P$ realizes $G''$. If $G$ is 3-colorable, then we see that $P$ realizes $G''$ as follows. First fix a 3-coloring of $G$. Suppose $A$ is a vertex with color $c$ in the labeling and coloring of $G$, and further suppose $A$ is incident with edges $e_1, e_2, e_3, e_4$. Then an assembly design for $G''$ maps the corresponding vertex $A$ in $G''$ to the tile $\{Ae_1c, Ae_2c, Ae_3c, Ae_4c, Acc, Acc_1, Acc_2, \hat{Acc}, \hat{Acc_1}, \hat{Acc_2}\}$. Here $c_1$ and $c_2$ are the two colors other than $c$, and we reorder $c$ and $c_i$ in $Vcc_i$ as needed to be in alphabetical order.

A vertex, labeled say $a$, of degree two in $G''$ is part of a path of length two between two vertices of degree ten labeled, say $A$ and $B$. Suppose the corresponding vertices in $G$ are colored $c_A$ and $c_B$. Then the assembly map assigns to the vertex $a$ the tile $\{\hat{A}ac_A, B\hat{B}ac_B\}$.

Since the three pairs of complementary arms can form loops on the 10-armed tiles, these tiles can behave as looped versions of the 4-armed tiles in Theorem 2.1. $G$ is 3-colorable by assumption, and so we have an assembly...
design for $G''$ as in Theorem 2.1. Since each of these tiles is in the pot $P$, the pot $P$ does realize $G''$ and hence a graph of order $3k$.

**Part 2.** $P$ realizes $G''$ implies $G$ is 3-colorable. Now assume $P$ realizes a graph of order $3k$, say $F$. We claim that $F$ is isomorphic to $G''$.

We let $\mu$ be an assembly design for $F$ with image in $P$. We define a map $s : F \to G''$ exactly as in Theorem 2.1. The proof that $s$ is a bijection between the vertex sets follows *mutatis mutandis* from the proof in Theorem 2.1. Again, if we show that $s$ is a homomorphism, then since the degree sequences of $F$ and $G''$ are the same, $s$ must be an isomorphism.

For an edge of $F$ between a vertex of degree two and a vertex of degree ten, the proof that it maps to an edge of $G''$ is exactly the same as in Theorem 2.1.

Thus to complete the proof that $s$ is an isomorphism it remains only to show that if $f$ is an edge in $F$ between two vertices of degree ten, then it maps to some edge of $G''$. However, the only arms of 10-armed tiles that can bond to arms of another 10-armed tile have the same vertex labels (e.g. Arr and $\hat{\text{Arr}}$). It follows that if $f$ is an edge in $F$ between two vertices of degree ten, then $s$ maps its endpoints to the same vertex in $G''$, and thus $s$ maps $f$ to a loop on that vertex.

Thus, $P$ realizes $G''$.

However, since the three self-complementary arms on the 10-armed tiles must form loops in realizing $G''$, these tiles perform effectively as the 4-armed tiles in Theorem 2.1 with two of them connected by a path of length two only if they have different colors. Thus, if $P$ assembles $G''$ then $G''$ has no path of length two between vertices of the same color, and this exactly corresponds to a proper coloring of $G$. \(\square\)

We leave open the computational complexity of determining if an assembling pot for a graph $G$ can also realize a graph $H$ the same order as $G$ but not isomorphic to $G$, but conjecture that this problem is NP-hard as well.

Note that having a unique solution to the matrix of the pot does not fully resolve this question, since it is possible that the same proportions of tiles that create the target $G$ also create some other graph not isomorphic to $G$. (See for example the assembly design for the complete graph given in Scenario 2.)

Since both the PRP and the SRP are NP-hard, the design challenges now fall to finding algorithms and optimal solutions for specific situations. In the next section we provide a program for special forms of the construction matrix, and sections following give explicit solutions for selected graphs that illustrate both general techniques and specific design difficulties.

### 3. Construction Matrices with Limited Degrees of Freedom

Although not true in general, in practice the construction matrix often has limited degrees of freedom. We leverage both this phenomenon and the special form of the construction matrix to providing a program that solves the ILP in the case of only a few degrees of freedom.
While rank($M(P) - #P$) can be arbitrarily large, the pots of tiles for the graph classes in Scenario 2 in [12] satisfied the property that $B_2(G) + 1 = T_2(G)$. That is, rank($M(P) - #P$) = 0 for each corresponding construction matrix $M(P)$, and thus the construction matrix readily verifies that no smaller graphs may be realized by the same pot of tiles. For more complex graphs, especially lattice graphs which grow in multiple dimensions, sometimes rank($M(P)$) − #P > 0. When this occurs, the spectrum of the pot is a set of solutions with at least one free variable.

Our program produces an output when the construction matrix contains at most two degrees of freedom. The program can readily be adapted for higher degrees of freedom, but with increasing run-time costs. The program can be found in [2].

To make use of this software, a user can input the order of a target graph and the construction matrix corresponding to a pot that realizes the target graph. The output of the program will indicate if a smaller graph or graph of the same order may be created from the pot of tiles. If so, the output will contain the proportions of tile types to produce such a graph. If the solution to the construction matrix has more than two degrees of freedom, a message informs the user of this and the program terminates.

3.1. Algorithm description

Let $P = \{t_1, \ldots, t_p\}$ be a pot. Recall, if $\langle r_1, \ldots, r_p \rangle \in S(P)$, and if there exists $n \in \mathbb{Z}^+$ such that $nr_j \in \mathbb{Z}_{\geq 0}$ for all $j$, then there exists a graph $G \in O(P)$ such that $\#V(G) = n$. In general, although a solution set with at least one free variable contains infinitely many solutions, we are only interested in solutions that describe proportions of tile types. This means for each $i$, $r_i \in \mathbb{Q}$ and $0 \leq r_i \leq 1$. The program exploits both the restriction on the $r_i$ and an upper bound provided by the user input to test finitely many integers for $n$. In the event of one or two degrees of freedom, the program follows mathematical processes to find possible values for the free variable(s) in which $nr_i$ is a nonnegative integer for some nonconstant $r_i$. The finitely many possibilities for the free variable(s) and corresponding values for $n$ are then checked against the remaining equations since $nr_j$ must be a nonnegative integer simultaneously for every $j$.

3.2. Algorithm Summary

**Input:** The construction matrix, $M(P)$, of a pot and an integer, $m$ (the order of the target graph).

**Output:**

1. If the number of degrees of freedom of $M(P)$ is 0, then the output is the unique solution $\langle r_1, \ldots, r_p \rangle$ and the smallest positive integer $n \leq m$ such that $nr_j \in \mathbb{Z}_{\geq 0}$ for all $j$.

2. If the number of degrees of freedom of $M(P)$ is 1 or 2, then the output is all solutions $\langle r_1, \ldots, r_p \rangle$ and corresponding positive integers $n \leq m$ such that $nr_j \in \mathbb{Z}_{\geq 0}$ for all $j$. 


3. If the number of degrees of freedom of \( M(P) \) is 3 or more, then a message is displayed stating as much.

**Algorithm:**

1. Compute \( \text{RREF}(M(P)) \) and calculate the number of free variables.
2. If there are 0 free variables, calculate the LCD of the solution vector \( \langle r_1, \ldots, r_p \rangle \); return the solution vector if \( \text{LCD} \leq m \) and a message else.
3. If there is 1 free variable:
   (a) Express solution to system of equations in parametric form \( r_i(t) = a_i t + c_i \) where \( a_i, c_i \in \mathbb{Q} \).
   (b) For each constant equation, \( r_i(t) \), find \( N_i = \{ n_{i,j} \in \mathbb{Z} \mid 1 \leq n_{i,j} \leq m \text{ and } n_{i,j} \cdot r_i(t) \in \mathbb{Z}_{\geq 0} \} \) and let \( S = \bigcap_i N_i \).
   (c) Let \( r_k(t) \) be the first nonconstant equation. For each \( n \in S \) and for each integer \( y \) where \( 1 \leq y \leq m \), solve the equation \( n \cdot r_k(t) = y \). If \( t \in [0,1] \) (necessary since \( t \) is a proportion), then store the pairs \( n \) and \( t \) in lists \( N \) and \( T \), respectively.
   (d) For each pair \( n \in N \) and \( t \in T \), check if \( n \cdot r_i(t) \in \mathbb{Z}_{\geq 0} \) for all \( i > k \). Only values of \( n \) and \( t \) which satisfy this condition are saved for the next iteration.
   (e) For each \( t \in T \), compute the solution vector \( \langle r_1, \ldots, r_p \rangle \). Output the solution vector and the corresponding value of \( n \).
4. If there are 2 free variables, the process is similar.
   (a) Express solutions to linear system in parametric form as \( r_i(t,u) = a_{i,t} t + b_{i,u} u + c_i \) where \( a_i, b_i, c_i \in \mathbb{Q} \).
   (b) For each constant equation, find \( N_i = \{ n_{i,j} \in \mathbb{Z} \mid 1 \leq n_{i,j} \leq m \text{ and } n_{i,j} \cdot r_i(t) \in \mathbb{Z}_{\geq 0} \} \) and let \( S = \bigcap_i N_i \).
   (c) Let \( r_k(t,u) \) and \( r_{k+1}(t,u) \) be the first two nonconstant equations. For each \( n \in S \) and for every pair of integers \( y_1, y_2 \) such that \( 1 \leq y_1, y_2 \leq m \), solve the system of equations \( n \cdot r_k(t,u) = y_1 \) and \( n \cdot r_{k+1}(t,u) = y_2 \). If \( (t,u) \in [0,1] \times [0,1] \), then store the triples \( n, t, u \) in the lists \( N, T, U \), respectively.
   (d) For each corresponding triple \( n \in N, t \in T, u \in U \), check if \( n \cdot r_i(t,u) \in \mathbb{Z}_{\geq 0} \) for each \( i > k + 1 \). Only triples \( (n,t,u) \) which satisfy this condition are stored for the next iteration.
   (e) For each \( (t,u) \in T \times U \), compute the solution vector \( \langle r_1, \ldots, r_p \rangle \). Output the solution vector and the corresponding value of \( n \).

This algorithm can clearly be extended to higher degrees of freedom, but with increasingly greater runtime costs.
4. Selected Results with Proofs

In this section we include a collection of results illustrating the difficulty of finding optimal pots for selected graphs in each of the three restrictive scenarios. Each of the examples demonstrates one or another particular design challenge. We state and prove optimal pots for the cube graph for all three scenarios in Section 4.1. Scenario 3 requires several preliminary lemmas, and the final outcome demonstrates the need for two different pots to realize the minimum number of tiles and the minimum number of bond-edge types. This answers a question posed in [12] in proving that it is not always possible to achieve both $B_3$ and $T_3$ in the same pot. In Section 4.2, we provide Scenario 1 solutions for square lattices of any size, as well as an example of a pot $P$ realizing a small square lattice in which two different solutions from $S(P)$ can realize isomorphic graphs and one solution from $S(P)$ can realize two non-isomorphic graphs. This example demonstrates the utility of our Maple code in achieving optimal designs. In Section 4.3 we examine a small triangular lattice graph for which we prove it is not possible to design a pot realizing the minimum number of tile types and minimum number of bond-edge types simultaneously, demonstrating that the cube graph is not the unique graph for which this occurs. Section 4.4 provides results for all square and triangular lattice tube graphs in Scenario 1.

We summarize our entire collection of results for platonic solids, lattices, and tubes in Figure 13. Results and corresponding proofs not given here are provided in a separate repository of proofs [3]. Note that $B_1(G) = 1$ for all graphs, $T_1(G)$ value depends on dimensions of $G$, and all values for complete graphs were previously known [12]. These values are included in the table for the reader’s convenience.

We begin with the following two lemmas which are of general utility in the remainder of our work, since they address structural constraints that arise in Scenarios 1 and 3. The first lemma asserts that $T_1$ and $B_1$ can always be achieved by the same pot, and thus increasing the size of $\Sigma(P)$ will not reduce the size of $P$.

**Lemma 4.1.** Given any graph $G$, there exists a pot $P$ such that $G \in \mathcal{O}(P)$, with $\#\Sigma(P) = 1$, and $\#P = T_1(G)$.

**Proof.** Suppose there exists a pot $P'$ where $G \in \mathcal{O}(P')$, and $\#P' = T_1(G)$. Suppose $\#\Sigma(P') > 1$, with $a_1, a_2 \in \Sigma(P')$. Then, every instance of $a_2$ may be replaced by $a_1$ and $\hat{a}_2$ may be replaced by $\hat{a}_1$. This process may be repeated for each $a_i \neq a_1$ until we obtain a pot $P$ such that $\#\Sigma(P) = 1$. Then $G \in \mathcal{O}(P)$ as well, and $T_1(G) \leq \#P$ while $\#\Sigma(P) = 1$. \hfill $\square$

---

\(2\) Results for $K_4$ previously known [12].

\(3\) $T_1(G)$ value depends on dimensions of $G$.

\(4\) These $B_i(G)$ and $T_i(G)$ values are for the $2 \times 3$ lattice only.

\(5\) $T_1(G)$ value depends on dimensions of $G$.

\(6\) $T_1(G)$ value depends on dimensions of $G$. 
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| Graph Type              | Scenario 1 | Scenario 2 | Scenario 3 |
|------------------------|------------|------------|------------|
| Tetrahedron \((K_4)\) | \(B_1(G) = 1\) | \(B_2(G) = 1\) | \(B_3(G) = 3\) |
|                        | \(T_1(G) = 2\) | \(T_2(G) = 2\) | \(T_3(G) = 4\) |
| Hexahedron             | \(B_1(G) = 1\) | \(B_2(G) = 2\) | \(B_3(G) = 5\) |
|                        | \(T_1(G) = 2\) | \(T_2(G) = 3\) | \(T_3(G) = 6\) |
| Octahedron             | \(B_1(G) = 1\) | \(B_2(G) = 2\) | \(B_3(G) = 4\) |
|                        | \(T_1(G) = 1\) | \(T_2(G) = 3\) | \(T_3(G) = 5\) |
| Icosahedron            | \(B_1(G) = 1\) | \(B_2(G) = 2\) | \(B_3(G) = 9\) |
|                        | \(T_2(G) = 2\) | \(T_2(G) = 3\) | \(T_3(G) = 12\) |
| Dodecahedron           | \(B_1(G) = 1\) | \(B_2(G) \leq 4\) | \(B_3(G) \geq 10\) |
|                        | \(T_1(G) = 2\) | \(T_3(G) \leq 6\) | \(T_3(G) = 20\) |
| Square Lattice         | \(B_1(G) = 1\) | \(B_2(G) = 2\) | \(B_3(G) = 3\) |
|                        | \(T_1(G) = 3\) | \(T_2(G) = 4\) | \(T_3(G) = 4\) |
|                        | or 4        | or 4        | 4          |
| Triangle Lattice       | \(B_1(G) = 1\) | \(T_1(G) = 4\) |              |
|                        | or 5        |              |              |
| Square Lattice Tube    | \(B_1(G) = 1\) | \(T_1(G) = 3\) |              |
| Triangle Lattice Tube  | \(B_1(G) = 1\) | \(T_1(G) = 1\) |              |
|                        | or 2        |              |              |

Figure 13: Known results for Platonic Solids, Lattice Graphs, Tube Lattice Graphs
The next result shows that incident half-edges can always be labeled with the same cohesive-end type. Recall that we cannot have half-edges labeled $a$ and $\hat{a}$ on the same vertex in Scenario 3 without the possibility that a non-isomorphic graph can be realized if those half-edges were to disconnect and re-join in a different way. However, identical labeling of edges amounts to a “swapping” of the two edges, and the graph structure remains unchanged.

**Lemma 4.2.** If $P$ realizes $G$ and if two incident edges $e_1 = \{u, v\}$ and $e_2 = \{u, w\}$ are labeled with the same bond-edge type with matching cohesive-end type orientation, then there is an isomorphism $\phi : E(G) \rightarrow E(G')$ where $\phi(e_1) = e_2$, $\phi(e_2) = e_1$ and $\phi(e_i) = e_i$ for all $i \neq 1, 2$.

### 4.1. Cube Graph and the Challenges of Scenario 3

The platonic solids are natural choices for study in this context, as they both represent mathematically standard graphs and also model the polyhedral cage structures assembled in laboratories [55]. Complete results in all scenarios were only previously known for the tetrahedron, $K_4$. We provide a collection of results for the other platonic solids in [3], but here we focus on the hexahedron, or the cube. The cube is of special importance, as the production of a self-assembled DNA cube served as an initial motivator for much of the existing DNA self-assembly research [40].

Since the cube is 3-regular, from [12] we know that $B_1(G) = 1$ and $T_1(G) = 2$. Finding $B_2(G) = 1$ and $T_2(G) = 2$ below is straightforward and demonstrates applications of the construction matrix. However, the challenges of Scenario 3 are particularly illustrated in this example, as Scenario 3 involves checking for and prohibiting the formation of graphs on eight vertices that are not isomorphic to the cube.

Recall that Proposition 1.14 specifies how the spectrum of a pot identifies the sizes of the graphs it realizes. In order to emphasize the sizes of graphs realized by a given pot, in the following we will generally express the spectrum of a pot as an integer vector, with a prefactor having as a term in its denominator the minimum value specified in Item 3 of Proposition 1.14.

**Proposition 4.3.** If $G$ is the cube graph, then $B_2(G) = 2$ and $T_2(G) = 3$, and these values are achieved simultaneously by the same pot.

*Proof.* Suppose $B_2(G) = 1$. Since $G$ is 3-regular, it follows that $\#P \geq 2$ [12]. There are only four tile types for a 3-regular graph using one bond-edge type. In order to avoid constructing a pot $P$ such that there exists $G' \in \mathcal{O}(P)$ with $\#V(G') = 2$, the only possible pot, without loss of generality, is $P' = \{t_1 = \{a^2, \hat{a}\}, t_2 = \{\hat{a}^3\}\}$. The spectrum of the pot is $\mathcal{S}(P') = \{\frac{1}{3r}, (3r, r) \mid r \in \mathbb{Z}^+\}$. $\mathcal{S}(P')$ shows there exists $G' \in \mathcal{O}(P')$ such that $\#V(G') = 4$. Thus, $B_2(G) \geq 2$.

The pot $P = \{\{a, \hat{a}\}, \{a^2, \hat{b}\}, \{a, \hat{a}^2\}\}$, with two bond-edge types and three tile types, realizes the graph of the cube (see Figure 14).

The spectrum of the pot, $\mathcal{S}(P) = \{\frac{1}{8r}, (2r, 4r) \mid r \in \mathbb{Z}^+\}$, shows that $\#V(H) \geq 8$ for all $H \in \mathcal{O}(P)$. Thus, this pot satisfies the restrictions of Scenario 2 for the cube. $\square$
Let $G$ denote the cube graph with vertices $v_1, \ldots, v_8$ as labeled in Figure 15. Let $t_n$ denote the tile corresponding to a vertex labeled $n$ for $n \in \{1, 2, \ldots, 8\}$.

For clarity, when we label edge $e = \{v_i, v_j\}$ with bond-edge type $a$, then we will use the directed edge $(v_i, v_j)$ notation to mean $\lambda(v_i, e) = a$ and $\lambda(v_j, e) = \hat{a}$.

The following lemmas provide assembly design restrictions for the cube in Scenario 3.

**Lemma 4.4.** For the cube $G$ in Scenario 3, suppose directed edge $e = \{v_i, v_j\}$ is labeled with bond-edge type $a$. Then bond-edge type $a$ may only be repeated on edges $(v_i, v_k)$, $(v_k, v_j)$, or on edge $(v_k, v_m)$ where $d(v_i, v_m) = d(v_j, v_k) = 3$.

**Proof.** Let $G$ be the cube with vertex labels as in Figure 15. Assume without loss of generality that directed edge $(v_1, v_3)$ is labeled with bond-edge type $a$. The directed edges $(v_1, v_2), (v_1, v_5), (v_4, v_3)$, or $(v_8, v_3)$ may be labeled with $a$ by Lemma 4.2. It can be verified that if directed edge $(v_6, v_7)$ is labeled with bond-edge type $a$, then breaking and reattaching the edges will result in an isomorphic graph. Directed edges $(v_2, v_1), (v_5, v_1), (v_3, v_4)$, and $(v_3, v_8)$ cannot
be labeled as since a vertex cannot have both a hatted and unhatted cohesive-end of the same type by Lemma 2 in [12].

If directed edges \((v_6, v_2), (v_4, v_2), (v_4, v_7), (v_5, v_5), (v_8, v_5),\) or \((v_8, v_7)\) are labeled with \(a\), then when the edges break and reattach, the resulting graph contains a multi-edge and is nonisomorphic to \(G\). Furthermore, if directed edges \((v_2, v_6), (v_7, v_4), (v_5, v_6), (v_7, v_6),\) or \((v_7, v_8)\) are labeled with \(a\), then when the edges break and reattach, the resulting graph contains a 3-cycle and is nonisomorphic to \(G\). If directed edges \((v_2, v_4)\) or \((v_5, v_8)\) are labeled with \(a\), then when the edges break and reattach, the resulting graph contains a 5-cycle and is nonisomorphic to \(G\).

**Lemma 4.5.** Let \(G\) be the cube graph. In Scenario 3, if \(G \in \mathcal{O}(P)\), with \(t \in P\), and \(\lambda(v_i) = \lambda(v_j) = t\) for some \(i \neq j\), then \(t = \{a, b, c\}\) where \(a, b, c\) are distinct bond-edge types.

**Proof.** Let \(G\) denote the cube graph with vertices \(v_1, ..., v_8\) as labeled in Figure 15. We show that a tile with a repeated bond-edge type may not be repeated in the assembly design of \(G\). Assume \(G \in \mathcal{O}(P)\) and \(t \in P\). Without loss of generality, let \(\lambda(v_1) = t = \{a^2, b\}\). Furthermore, suppose \(\lambda(v_1, \{v_1, v_3\}) = a\). Suppose \(\lambda(v_j) = t\) for \(j \in \{2, ..., 8\}\). By Lemma 3 in [12], \(t\) may not be repeated on adjacent vertices. Hence, we only need to consider the cases \(j = 4, 6, 7, 8\). As in the proof of Lemma 4.4, if \(\lambda(v_j) = t\) for \(j \in \{4, 6, 7, 8\}\), then a graph with a multi-edge or 3-cycle may be realized by \(P\). Hence, a tile with a repeated bond-edge type may not be repeated in the construction of the cube in Scenario 3.

**Lemma 4.6.** Let \(G\) be the cube graph. In Scenario 3, if \(G \in \mathcal{O}(P)\), and \(t \in P\), then \(\lambda(v_i) = t\) for at most two distinct \(v_i\).

**Proof.** We claim that a tile cannot be repeated more than two times in the assembly design of \(G\). Given the labeling of the cube vertices in Figure 15, assume \(\lambda(v_1) = t\). Suppose \(\lambda(v_i) = \lambda(v_j) = t\) where \(i \neq j\) and \(i, j \in \{2, 3, ..., 8\}\). From [12], \(i, j \in \{4, 6, 8\}\). Suppose without loss of generality \(\lambda(v_4) = \lambda(v_6) = t\). Then a graph with multi-edges between \(v_1\) and \(v_3\), \(v_4\), \(v_7\), or \(v_1\) and \(v_2\) may be realized. Therefore, a tile can be repeated at most twice.

**Lemma 4.7.** Let \(G\) be the cube graph. In Scenario 3, if \(G \in \mathcal{O}(P)\), then \(\lambda(v_i) = \lambda(v_j)\) for at most two disjoint sets of vertex pairs \(\{v_i, v_j\}\).

**Proof.** Without loss of generality, assume tiles \(t_1, t_2,\) and \(t_3\) are each repeated two times in the assembly design of \(G\), and \(\lambda(v_1) = t_1\). By Lemma 4.5, \(t_1 = \{a, b, c\}\), where \(a, b,\) and \(c\) are distinct bond-edge types. Furthermore, assume without loss of generality, \(\lambda(v_1, \{v_1, v_3\}) = a, \lambda(v_1, \{v_1, v_5\}) = b, \lambda(v_1, \{v_1, v_2\}) = c\) (see Figure 16). Then since tile types may not be repeated on adjacent vertices, \(\lambda(v_k) = t_1\) only if \(k = 4, 6, 7,\) or \(8\).

Note that if \(\lambda(v_7) = t_1\), then bond-edge type \(a\) must appear on either directed edges \((v_7, v_6), (v_7, v_8)\), or \((v_7, v_4)\) which contradicts Lemma 4.4. Thus \(k = 4, 6,\) or \(8\), but by the symmetry of the cube, these three cases are equivalent.
Suppose \( \lambda(v_1) = \lambda(v_8) = t_1 = \{a, b, c\} \). By Lemma 4.4, the three edges incident to \( v_8 \) can only be labeled in one way (see Figure 16).

![Figure 16: Repeating \( t_1 \) on two vertices](image)

Because two edges at \( v_3 \) are labeled with \( \hat{a} \) and two edges at \( v_5 \) are labeled with \( \hat{b} \), then the tile types at \( v_3 \) and \( v_5 \) cannot appear more than once by Lemma 4.5. Furthermore, since tile types cannot be repeated on adjacent vertices, then it must be the case that \( \lambda(v_2) = \lambda(v_7) = t_2 \) and \( \lambda(v_4) = \lambda(v_6) = t_3 \). Now consider \( t_2 \). Since \( d(v_1, v_6) \neq 3 \) and \( d(v_1, v_4) \neq 3 \), then \( a \notin t_2 \) and \( b \notin t_2 \) by Lemma 4.4. Thus, \( t_2 = \{\hat{c}, \hat{d}, \hat{e}\} \) and \( \hat{d}, \hat{e} \in t_3 \) (see Figure 17). Since \( \lambda(v_7) = t_2 \), then \( \lambda(v_7, \{v_7, v_4\}) = d \) or \( e \). Given that \( \lambda(v_4) = t_3 \) and \( \lambda(v_4, \{v_4, v_3\}) = \hat{e} \) then \( \lambda(v_7, \{v_7, v_4\}) \neq e \) by Lemma 4.5. It follows from Lemma 4.4 that \( \lambda(v_7, \{v_7, v_4\}) \neq d \) since \( \lambda(v_2, \{v_2, v_6\}) = \hat{d} \) and \( d(v_7, v_6) \neq 3 \).

![Figure 17: Repeating \( t_1, t_2, t_3 \)](image)

Therefore, three tile types may not be repeated two times each.

**Proposition 4.8.** Let \( G \) be the cube. Then \( T_3(G) = 6 \).

**Proof.** Suppose \( T_3(G) \leq 5 \). Then either \( R_i \geq 3 \) for some \( i \) or \( R_i = 2, R_j = 2, R_k = 2 \) for some \( i \neq j \neq k \). In other words, a tile must appear at least three times or three tiles must appear two times in the assembly design of \( G \). By
Lemma 4.6 and Lemma 4.7, this is not possible. Thus, \( T_3(G) \geq 6 \). Consider the pot \( P = \{ \{a, b, c\}, \{\hat{a}^2, \hat{e}\}, \{e, d, f\}, \{\hat{b}, \hat{d}\}, \{\hat{c}^2, \hat{e}\}, \{\hat{b}, \hat{f}\}\} \). Figure 18 shows that \( G \in O(P) \). Solutions to the construction matrix show that \( \#V(H) \geq 8 \) for all \( H \in O(P) \), since \( S(P) = \{ \frac{1}{8r}(2r, r, 2r, r, r) | r \in \mathbb{Z} \} \). Lemma 4.4 guarantees that if any edges break and re-attach the graph formed is isomorphic to \( G \).

**Proposition 4.9.** Let \( G \) be the cube. Then \( B_3(G) = 5 \).

**Proof.** Assume \( B_3(G) \leq 4 \). Then either at least one bond-edge type appears more than three times or four bond-edge types must each appear exactly three times. By Lemma 4.4, only the latter is possible, and repeated bond-edge types must appear on incident edges. In this case the only possible labeling of \( G \) results in the following pot:

\[
P' = \{ \{a^3\}, \{b^3\}, \{c^3\}, \{\hat{a}, \hat{b}, \hat{c}\}, \{\hat{a}, \hat{b}, \hat{d}\}, \{\hat{a}, \hat{c}, \hat{d}\}, \{b, \hat{c}, \hat{d}\}\}.
\]

However, there exists a graph \( H \in O(P') \) such that \( \#V(H) = 6 \), namely \( K_{(3,3)} \) using tiles \( \{a^3\}, \{b^3\}, \{c^3\} \), and \( \{\hat{a}, \hat{b}, \hat{c}\} \).

Thus \( B_3(G) \geq 5 \). The following pot \( P \) with \( \#\Sigma(P) = 5 \) realizes the cube as shown in Figure 19:

\[
P = \{ \{a^3\}, \{c^3\}, \{b^2, \hat{a}\}, \{c^2, \hat{b}\}, \{d^2, \hat{b}\}, \{\hat{a}, \hat{c}, \hat{e}\}, \{c, \hat{d}, \hat{e}\}, \{\hat{a}, \hat{d}, \hat{e}\}\}.
\]

The spectrum \( S(P) = \{ \frac{1}{8r}(r, r, r, r, r, r) | r \in \mathbb{Z} \} \) shows that \( \#V(H) \geq 8 \) for all \( H \in O(P) \). Because the only repeated bond-edge types are on edges \((v_i, v_j)\) and \((v_k, v_m)\) satisfying \( d(v_i, v_j) = (v_k, v_m) = 3 \), then as in the argument for Lemma 4.4, if any edges break and re-attach the resulting graph is isomorphic to \( G \).

Note that the cube graph is an example in which the pots that achieve the minimum number of tile types and the minimum number of bond-edge types
are different. Whether or not there exists a pot that can achieve both minima simultaneously remains an open question; however, we conjecture that no such pot exists.

4.2. Square Lattice Graphs and Isomorphism Limitations of the Construction Matrix

We study square and triangular lattice graphs and tube graphs with DNA meshes and mesh tubes in mind. Many of the examples of lattice and tube graphs we provide also illustrate the difficulty in determining optimal solutions, even in the least restrictive scenario. In this section, we provide Scenario 1 pots for all square lattices. We conclude with an example where non-isomorphic graphs of the same size are realized by the same pot, thus illustrating a limitation of the construction matrix.

Definition 4.10. A lattice graph, or grid graph, is a graph whose embedding in $\mathbb{R}^2$ forms a regular tiling.

Definition 4.11. The $m \times n$ square lattice graph is the graph Cartesian product $P_m \times P_n$ of path graphs on $m$ and $n$ vertices, where $\#V(G) = mn$ and the number of 4-cycles is $(m - 1)(n - 1)$.

In [12], it was shown that for all graphs, $av(G) \leq T_1(G) \leq ov(G) + 2ev(G)$, where $av(G)$ is the length of the valency sequence of $G$, $ov(G)$ is the length of the odd valency sequence of $G$, and $ev(G)$ is the length of the even valency sequence of $G$. For $m \times n$ square lattice graphs with $m > 2$ and $n > 2$, $3 \leq T_1(G) \leq 4$. For $2 \times n$ or $m \times 2$ square lattice graphs, $2 \leq T_1(G) \leq 3$. Note that the $2 \times 2$ square lattice graph is simply $C_4$ and we do not consider this graph as a proper square lattice. The results below find explicit pots of tiles that will realize a square lattice graphs of any size.

Proposition 4.12. Let $G$ be a square lattice graph of size $m \times n$ with $m, n > 2$ and $(m, n) \notin \{(3, 3), (3, 5), (4, 4)\}$. Then $T_1(G) = 4$. 

Figure 19: Pot realizing the cube in Proposition 4.9

Proposition 4.12. Let $G$ be a square lattice graph of size $m \times n$ with $m, n > 2$ and $(m, n) \notin \{(3, 3), (3, 5), (4, 4)\}$. Then $T_1(G) = 4$. 
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Proof. Assume \( G \in \mathcal{O}(P) \) with \( \#P = 3 \). Let \( t_i \in P \) denote the \( i \)th 1-armed tile. The following equation must be satisfied:

\[
4z_{1,1} + 2(m + n - 4)z_{1,2} + (m - 2)(n - 2)z_{1,3} = 0. \tag{3}
\]

Note that if \( m > 3 \) or \( n > 3 \) then at least one pair of vertices of degree three will be adjacent and at least one pair of vertices of degree four will be adjacent in \( G \), so \( z_{1,2} \in \{ \pm 1 \} \) and \( z_{1,3} \in \{ 0, \pm 2 \} \). Since \( t_1 \) is a 2-armed tile, \( z_{1,1} \in \{ 0, \pm 2 \} \) and \( 4z_{1,1} \in \{ 0, \pm 8 \} \).

In order for Equation (3) to hold, \( 2(m + n - 4)z_{1,2} + (m - 2)(n - 2)z_{1,3} \in \{ 0, \pm 8 \} \). If \( 2(n + m - 4)z_{1,2} + (m - 2)(n - 2)z_{1,3} = 0 \), then \( z_{1,3} \neq 0 \), hence \(|(n + m - 4)| = |(m - 2)(n - 2)| \). The only integer solution pair to this equation with \( m > 2, n > 2 \) is \((4, 4)\). If \( 2(n + m - 4)z_{1,2} + (m - 2)(n - 2)z_{1,3} = \pm 8 \), the integer solution pairs with \( m > 2, n > 2 \) are \((3, 5), (4, 4), \) and \((4, 8)\). It is straightforward to verify that any pot satisfying Equation (3) can not realize the \( 4 \times 8 \) square lattice graph.

The pot \( P = \{ \{a, \hat{a}\}, \{a, \hat{a}^2\}, \{a^2, \hat{a}\}, \{a^2, \hat{a}^2\} \} \) realizes all square lattice graphs of size \( m \times n \) with \( m > 2 \) and \( \{m, n\} \notin \{3, 3\}, \{3, 5\}, \{4, 4\} \). \( \square \)

Example 4.13. Realization of the pot given in Proposition 4.12 for the \( 5 \times 5 \) square lattice graph is shown in Figure 20.

![5x5 Square Lattice Graph](image)

**Figure 20:** Scenario 1 assembly design of \( 5 \times 5 \) square lattice graph

**Proposition 4.14.** If \( G \) is a square lattice graph of size \( 3 \times 3, 3 \times 5, \) or \( 4 \times 4 \) then \( T_1(G) = 3 \).

Proof. \( G \in \mathcal{O}(P) \) where \( P = \{ \{a^2\}, \{a, \hat{a}^2\}, \{a^2, \hat{a}^2\} \} \). Realizations of the pot \( P \) for the \( 4 \times 4 \) and \( 3 \times 5 \) square lattices are illustrated in Figures 21 and 22.
respectively. The square lattice graph of size $3 \times 3$ is also known as the gear graph $G_4$. Detailed results for this graph are given in [34].

Proposition 4.15. Let $G$ be a square lattice graph of size $2 \times n$ with $n > 2$, then $T_1(G) = 3$.

Proof. Recall the valency sequence of $G$ is $(2, 3)$, so $2 \leq T_1(G) \leq 3$ [12]. Let $G \in \mathcal{O}(P)$ with $\#P = 2$. Note that the 2-armed tile must be $\{a, \hat{a}\}$ since degree two vertices are adjacent to each other in $G$. There are $2(n - 2)$ degree three vertices in $G$, so $2(n - 2)z_{1,2} = 0$, where $z_{1,2}$ is the net number of cohesive-ends on the 3-armed tile type. This forces $z_{1,2} = 0$, which is impossible for a 3-armed tile with a single bond-edge type. Lemma 4.4 ensures that $T_1(G)$ can

\[ \begin{array}{cccc}
  a & \hat{a} & a & \hat{a} \\
  a & a & \hat{a} & \hat{a} \\
  \hat{a} & a & a & \hat{a} \\
  a & \hat{a} & a & a \\
\end{array} \]

Figure 21: Scenario 1 assembly design of $4 \times 4$ square lattice graph

\[ \begin{array}{cccc}
  a & \hat{a} & a & \hat{a} \\
  a & a & \hat{a} & \hat{a} \\
  \hat{a} & a & a & \hat{a} \\
  a & \hat{a} & a & a \\
\end{array} \]

Figure 22: Scenario 1 assembly design of $3 \times 5$ square lattice graph

The following proposition is specifically for $2 \times n$ square lattice graphs, which are sometimes referred to as “ladder” graphs.

Proposition 4.15. Let $G$ be a square lattice graph of size $2 \times n$ with $n > 2$, then $T_1(G) = 3$.
be achieved with a pot $P$ such that $\#\Sigma P = 1$. Thus, $T_1(G) = 3$, and $G$ is realized by the pot $P = \{\{a, \hat{a}\}, \{a^2, \hat{a}\}, \{a, a^2\}\}$. □

In Scenario 2, the construction matrix can be used to identify the order of the smallest graph realized by a pot of tiles, as well as the proportion of tiles to use to construct the graph. However, it is possible for a construction matrix to have multiple solutions. These solutions may or may not correspond to isomorphic graphs. Furthermore, a single solution may realize multiple non-isomorphic graphs. The following examples demonstrate the limitations of the solutions obtained from the construction matrix.

**Example 4.16.** It can be easily verified that the pot $P = \{\{a, b\}, \{a, \hat{b}\}, \{a^2, b\}, \{\hat{a}, \hat{b}\}\}$ realizes the $2 \times 3$ square lattice graph. The construction matrix and spectrum of the pot are shown below.

$$M(P) = \begin{bmatrix}
1 & 1 & -2 & -2 & 0 \\
1 & -1 & 1 & -1 & 0 \\
1 & 1 & 1 & 1 & 1
\end{bmatrix} \quad (4)$$

$$S(P) = \left\{ \frac{1}{6r} (r + t, 3r - t, 2r - t, t) \bigg| r \in \mathbb{Z}^+, t \in (\mathbb{Z} \cap [-r, 2r]) \right\} \quad (5)$$

Note that there is a free variable in the solution set for $M(P)$. This creates difficulty in assessing by hand the smallest ordered graph in $O(P)$. Using the program in Section 3.2, it can be shown that the order of the smallest graph that can be realized from this pot of tiles is six with $r = 1$ and $t \in \{0, 1, 2\}$. When $t = 0$, then one graph that can be realized is shown in Figure 23. When $t = 1$, two non-isomorphic graphs can be realized, including the $2 \times 3$ square lattice, as shown in Figures 24 and 25. Note that the graphs in Figures 23 and 25 are the same but are constructed using different tile proportions.
Example 4.16 demonstrates that given one pot of tiles, two isomorphic graphs may be realized using a different ratio of tiles. The example also shows that the same ratio of tiles may realize non-isomorphic graphs.

Remark 4.17. For the $2 \times 3$ square lattice graph $G$, $T_2(G) = 4$, $B_2(G) = 2$, $T_3(G) = 4$, and $B_3(G) = 3$. Proofs are provided in [3].

4.3. Triangle Lattice Graphs and No Pot Simultaneously Achieving $B_3$ and $T_3$

Definition 4.18. The $m \times n$ triangular lattice graph is the graph Cartesian product $P_m \times P_n$ of path graphs on $m$ and $n$ vertices with diagonal edges from the bottom left to the top right of each square. That is, if the vertices of the square lattice are integer Cartesian coordinates, then the diagonal edges are in between coordinates $(i,j)$ and $(i+1,j+1)$. The number of 3-cycles is $2(m-1)(n-1)$ and $\#V(G) = mn$.

An interesting question when finding $T_i(G)$ and $B_i(G)$ for $i = 2, 3$ is whether both minima can be achieved simultaneously. With the exception of the cube, both minima have been achieved for families of graphs presented in the literature. The following example shows that there is no pot that achieves both the minimum number of tiles and the minimum number of bond-edge types needed to realize the $2 \times 3$ triangular lattice graph in Scenario 3.

Example 4.19. Consider the $2 \times 3$ triangular lattice graph, $G$, as shown in Figure 26. By [4], $T_3(G) = 4$ and $B_3(G) = 3$.

Now we show that given a pot $P$ that uses only three bond-edge types, it is impossible to realize $G$ with four tile types. By way of contradiction, suppose that $\#P = 4$ and $\#\Sigma(P) = 3$. Since the degree four vertices $v_3$ and $v_4$ are adjacent, $\lambda(v_3) \neq \lambda(v_4)$ by Lemma 3 in [7]. Hence $P = \{t_1, t_2, t_3, t_4\}$ where $\lambda(v_1) = \lambda(v_6) = t_1$, $\lambda(v_2) = \lambda(v_5) = t_2$, $\lambda(v_3) = t_3$ and $\lambda(v_4) = t_4$. Without loss of generality, there are only two choices for $t_2$, either $t_2 = \{a, a\}$ or $t_2 = \{a, b\}$. If $t_2 = \{a, a\}$ then $P$ can realize a graph in which a degree two vertex is adjacent
to two degree three vertices, which is not isomorphic to $G$ as shown in Figure 27. Hence, $t_2 = \{a, b\}$. Without loss of generality, assume $\lambda(v_2, \{v_2, v_4\}) = a$. As in the argument when $t_2 = \{a, a\}$, we have that $\lambda(v_5, \{v_5, v_6\}) \neq a$, otherwise a non-isomorphic graph may be realized as shown in Figure 27. For the remainder of this proof we assume, as above, $\lambda(v_2, \{v_2, v_4\}) = a$, $\lambda(v_5, \{v_5, v_3\}) = a$, $\lambda(v_2, \{v_2, v_1\}) = b$, and $\lambda(v_5, \{v_5, v_6\}) = b$.

Consider the two remaining arms of $t_1$. If either of these arms is labeled with $\hat{a}$ or $b$, a graph with a loop can be realized. If either of the arms are labeled with $a$ or $\hat{b}$ a graph with multiple edges can be realized. Thus, we must label both of the arms with a new bond-edge type, $c$. Notice that with this labeling multiple edges can form between vertices $v_1$ and $v_4$ or between $v_4$ and $v_6$, thus creating a non-isomorphic graph. This shows there exists $H \in O(P)$ such that $H$ is not isomorphic to $G$ when $\# P = 4$ and $\# \Sigma(P) = 3$.

Scenario 1 solutions for selected dimensions of triangle lattice graphs are provided in [3, 4]. For all triangle lattice graphs of the type described here, $4 \leq T_1(G) \leq 5$ [3].

![Figure 27: 2 × 3 triangle lattice graph](image)

4.4. Triangle and Square Lattice Tube Graphs in Scenario 1

Fortunately, there are classes and settings for which provably optimal strategies are readily attainable. Lattice tube graphs represent an abstraction of the construction of DNA tubes formed from meshes. In this section we give systematic design strategies for triangle and square lattice tube graphs in Scenario 1.

**Definition 4.20.** A lattice tube is a lattice graph in which one pair of opposite edges at the ends of each row of the lattice have been identified, allowing the lattice to wrap and form a tube structure in 3-space.

Since triangle lattice tubes in the case that $n \leq 3$ are degenerate, we will assume that $n \geq 4$. The $2 \times n$ case is 4-regular, so from [12] it follows that $T_1 = 1$. A labeling is shown in Figure 28. Thus, we will also assume $m \geq 3$.

**Proposition 4.21.** Let $G$ be a $m \times n$ triangle lattice tube graph with $n \geq 4$, and $m \geq 3$. Then $T_1(G) = 2$.

**Proof.** By Theorem 1 in [12], $av(G) \leq T_1(G) \leq ev(G) + 2ov(G)$. By inspection all vertices have degree four or six. Hence, $2 \leq T_1(G) \leq 2$. The pot $P = \{\{a^2, \hat{a}^2\}, \{a^3, \hat{a}^3\}\}$ will construct $G$ by labeling parallel edges the same orientation, as in Figure 29. 
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Again, since tubes in the case that $n \leq 3$ are degenerate, we will assume that $n \geq 4$ in the following proposition.

**Proposition 4.22.** Let $G$ be an $m \times n$ square lattice tube graph. Then $T_1(G) = 3$.

**Proof.** Note that the valency sequence of $G$ is $(3, 4)$, so $2 \leq T_1(G) \leq 3$. Assume $P$ is a pot such that $\#P = 2$ and $G \in \mathcal{O}(P)$. Let $t_1$ denote the 3-armed tile and $t_2$ denote the 4-armed tile. The following equation must be satisfied:

$$2(n - 1)z_{1,1} + (m - 2)(n - 2)z_{1,2} = 0$$

Notice that in $G$ degree three vertices are adjacent to one another and degree four vertices are adjacent to one another, so $z_{1,1} \in \{\pm 1\}$ and $z_{1,2} \in \{0, \pm 2\}$. Note that $z_{1,2} \neq 0$, as this would imply $2(n - 1)z_{1,1} = 0$, which is impossible since $n \neq 1$. Thus, $m$ and $n$ must satisfy the following equation:

$$|2(n - 1)| = |2(m - 2)(n - 2)|$$  \hspace{1cm} \quad (6)
The only integer solution pairs \((m, n)\) to Equation 6 are \((2, 1)\) and \((4, 3)\). In both cases \(n < 4\), so there exists no pot \(P\) such that \(#P = 2\) and \(G \in \mathcal{O}(P)\). The pot \(\{a^2, \hat{a}\}, \{a, \hat{a}^2\}, \{a^2, \hat{a}^2\}\) realizes any square lattice tube \(G\). An example is shown in Figure 30.

5. Conclusion

We have sought here to build theoretical foundations for the field of DNA self-assembly. Since abstractly formulated, these foundations are not limited to DNA self-assembly, but can inform any self-assembly process, at any scale, based on building blocks with controlled cohesion sites. We have shown that the general problem of determining the output of a pot, and of determining if a pot that realizes a given target will also realize smaller unwanted structures, are intractable. This necessitates pragmatic solutions in the form of algorithms and closed form solutions for optimal design strategies in special situations and for specific graphs and graphs classes. We have illustrated the utility of the construction matrix, our Maple code, and a variety of ad hoc methods, in providing provably optimal pots in the various scenarios for the cube graph, square and triangular lattice graphs, and square and triangular lattice tube graphs. These selected examples also illustrate some of the challenges in determining minimum values for numbers of tiles and numbers of bond-edge types in Scenarios 2 and 3, particularly since we have shown that the same pot may not achieve both minimums.

Figure 30: Scenario 1 assembly design of \(5 \times 5\) square lattice tube graph
Our work expands known results from a small set of standard graph families to a variety of other graph types, including those common to specific applications of laboratory based DNA self-assembly. We highlighted a few notable graphs and graph classes here, and note that further results for several other families of graphs can be found in [3]. Much work remains to be done in seeking algorithms of broader applicability and $B$ and $T$ values for further families of graphs. The graph theoretical implications warrant further exploration as well. $T(G)$ and $B(G)$ are entirely new graph invariants of independent mathematical and computational interest, which naturally suggests questions such as their relation to other graph parameters.
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