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Abstract

We study a numerical approximation for a nonlinear variable-order fractional differential equation via an integral equation method. Due to the lack of the monotonicity of the discretization coefficients of the variable-order fractional derivative in standard approximation schemes, existing numerical analysis techniques do not apply directly. By an approximate inversion technique, the proposed model is transformed as a second kind Volterra integral equation, based on which a collocation method under uniform or graded mesh is developed and analyzed. In particular, the error estimates improve the existing results by proving a consistent and sharper mesh grading parameter and characterizing the convergence rates in terms of the initial value of the variable order, which demonstrates its critical role in determining the smoothness of the solutions and thus the numerical accuracy.
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1. Introduction

Variable-order fractional differential equations, in which the order of the fractional operator may be a function of time, attract growing attentions in the past few decades \cite{4, 8, 14, 19, 20, 21, 22, 23}. Nevertheless, the corresponding mathematical and numerical analysis are far from well developed, and even the results for the following simple nonlinear variable-order fractional Cauchy problem

\begin{equation}
0D_t^{\alpha(t)} u(t), \quad t \in (0, T]: \quad u(0) = u_0
\end{equation}

are rarely available in the literature. Here the variable-order fractional integral operator $0I_t^{1-a(t)}$ and the Caputo variable-order fractional differential operator
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\(0D_t^{\alpha(t)}\) are defined by \([8, 13, 16]\)

\[
0I_t^{1-\alpha(t)} g(t) := \int_0^t \frac{1}{\Gamma(1-\alpha(s)) (t-s)^{\alpha(s)}} g(s) ds,
\]

\(0D_t^{\alpha(t)} g(t) = 0I_t^{1-\alpha(t)} g'(t)\). \hspace{1cm} (2)

The main difficulty of analyzing this problem lies in finding its equivalent second kind Volterra integral equations, which are only available for the constant-order case \(\alpha(t) \equiv \alpha\) \([3, 6, 9, 12]\) and for some variable-order fractional models that are naturally second kind Volterra integral equations \([11, 25]\). In a recent work an approximate inversion technique was proposed \([26]\), which provides a potential means to convert variable-order fractional problems into equivalent second kind integral equations that significantly facilitates the analysis. Motivated by this work, we aim to present a mathematical and numerical study for model (1) based on its equivalent integral equation.

In this work we follow the approximate inversion technique and the analysis in \([26]\) to convert model (1) to an equivalent second kind Volterra integral equation, based on which we prove the well-posedness and smoothing properties of the Caputo variable-order fractional Cauchy problem (1). The derived results serve as a compensation for \([26]\), which focuses on the Riemann-Liouville analogue of (1).

After analyzing model (1), we intend to develop a collocation method for the equivalent integral equation. The main advantages of this method as well as our contributions are summarized as follows:

- It is known that the commonly-used approximation methods for the Caputo fractional derivative like the L1 scheme \([7, 18]\) may generate non-monotonic discretization coefficients due to the impact of variable fractional order \([25]\). Therefore, traditional numerical analysis techniques do not apply. The proposed integral-equation-based collocation method could circumvent this monotonicity issue and thus significantly facilitates the error estimates.

- We find from the equivalent integral equation that if the variable order is linear and the partition is uniform, which is a commonly encountered case in real applications \([17]\), then the discretization coefficients of the collocation method has the translation invariant property that could be employed in numerical implementations to reduce the computational costs and memory requirements. In general, traditional approximation methods do not enjoy this benefit even in this special case, which demonstrates the advantage of the proposed integral equation method.

- In \([24, \text{Theorem 8.2}]\), there are similar estimates for the truncation error of the proposed method in this work under uniform or graded mesh. However, (i) the mesh grading parameter \(r\) for the case of singular solutions in \([24, \text{Theorem 8.2}]\) does not converge to that for the case of smooth solutions when the singularity gradually vanishes, which implies that the choice of \(r\) for the singular case is not sharp and consistent. Furthermore,
(ii) the convergence orders depend on the bound of the variable order in [24], which does not reflect the critical role of \( \alpha(0) \) in determining the smoothness of the solutions (cf. Theorems 2.4–2.5) and thus the convergence rates. In this work we improve the existing results by providing a sharper and consistent mesh grading \( r \) for the case of singular solutions and characterizing the convergence orders in terms of the initial value \( \alpha(0) \) of \( \alpha(t) \). These improvements will be justified by numerical experiments.

The rest of the paper is organized as follows: In §2 we analyze the well-posedness and smoothing properties of the proposed model. In §3 we develop a collocation method for the equivalent integral equation and in §4 we prove its optimal-order convergence estimates under uniform or graded mesh. Some numerical experiments are carried out in §5 to substantiate the mathematical and numerical analysis.

2. Model and analysis

In this work we consider the Cauchy problem of a nonlinear variable-order fractional differential equation (1). Let \( C^m[0, T] \) and \( C^m(0, T] \) for \( 0 \leq m \in \mathbb{N} \) be the spaces of \( m \)-th continuously differentiable functions on \( [0, T] \) and \( [\varepsilon, T] \) for any \( 0 < \varepsilon \ll 1 \), respectively, equipped with standard norms [1]. We then make the following assumptions on model (1):

Assumption A. \( \alpha \in C^2[0, T] \) and \( 0 < \alpha_* \leq \alpha(t) < 1 \) on \( t \in (0, T) \) for some \( 0 < \alpha_* < 1 \). \( f \) is second order differentiable on \( \mathbb{R} \times [0, T] \) with

\[
\sum_{i=1}^{2} |f_i| + \sum_{i,j=1}^{2} |f_{i,j}| \leq L
\]

for some \( L > 0 \) where \( f_1 \) and \( f_2 \) refer to the derivatives of \( f \) with respect to the first and the second arguments, respectively, and \( f_{i,j} := (f_i)_j = (f_j)_i \).

In this paper, We use \( Q \) to denote a generic positive constant that may assume different values at different cases.

2.1. Auxiliary inequalities

We present two inequalities to be used subsequently.

Lemma 2.1 (Discrete Gronwall inequality [2]) Suppose the non-negative sequence \( \{z_n\}_{n=1}^{N} \) satisfies

\[
z_n \leq Q \sum_{i=1}^{n-1} \frac{z_i}{(n-i)^{1-\beta}} + y, \quad 1 \leq n \leq N, \quad 0 < \beta < 1, \quad y \geq 0.
\]

Then \( z_n \) is bounded by

\[
z_n \leq y (1 + E_{\beta,1}(Q \Gamma(\beta))), \quad 1 \leq n \leq N.
\]
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Here $E_{p,q}(z)$ represents the Mittag-Leffler function defined by 
\[ E_{p,q}(z) := \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(pk + q)}, \quad z \in \mathbb{R}, \; p \in \mathbb{R}^+, \; q \in \mathbb{R}. \]

We finally prove a useful result that could be used in the future.

**Lemma 2.2** Let $g \in C(0,T)$ satisfy $|g| \leq Qt^{-\beta}$ for some $0 < \beta < 1$ and the Assumption A holds. Then $aI_{t}^{1-\alpha(t)}g \in C(0,T)$.

**Proof** It suffices to prove that $aI_{t}^{1-\alpha(t)}g \in C[\varepsilon,T]$ for any $0 < \varepsilon \ll 1$. Let $\varepsilon \leq t_{1} < t_{2} \leq T$ be such that $t_{2} - t_{1} < 1$. Then a direct calculation yields
\[ aI_{t_{2}}^{1-\alpha(t_{2})}g(t_{2}) - aI_{t_{1}}^{1-\alpha(t_{1})}g(t_{1}) = \int_{t_{1}}^{t_{2}} \frac{1}{\Gamma(1-\alpha(s))} \frac{g(s)}{(t_{2} - s)^{-\alpha(s)}} ds \]
\[ + \int_{0}^{\varepsilon/2} \frac{g(s)}{\Gamma(1-\alpha(s))} \left( \frac{1}{(t_{2} - s)^{-\alpha(s)}} - \frac{1}{(t_{1} - s)^{-\alpha(s)}} \right) ds \]
\[ + \int_{\varepsilon/2}^{t_{1}} \frac{g(s)}{\Gamma(1-\alpha(s))} \left( \frac{1}{(t_{2} - s)^{-\alpha(s)}} - \frac{1}{(t_{1} - s)^{-\alpha(s)}} \right) ds := \sum_{i=1}^{3} \bar{J}_{i}. \]

We intend to prove that this difference tends to 0 as $t_{2} - t_{1} \to 0^{+}$. We bound $\bar{J}_{1}$ by
\[ |\bar{J}_{1}| \leq Q\varepsilon^{-\beta} \int_{t_{1}}^{t_{2}} \frac{1}{(t_{2} - s)^{-\alpha}} ds \leq Q\varepsilon^{-\beta}(t_{2} - t_{1})^{1-\bar{\alpha}}, \quad \bar{\alpha} := \max_{\varepsilon \leq t \leq T} \alpha(t) < 1. \]

We apply the mean value theorem to bound $\bar{J}_{2}$ by
\[ |\bar{J}_{2}| \leq Q \int_{0}^{\varepsilon/2} \frac{\varepsilon^{\beta}(t_{2} - t_{1})}{(t_{1} - s)^{1+\alpha(s)}} ds \leq Q\varepsilon^{-\beta-\bar{\alpha}}(t_{2} - t_{1}). \]

We bound $\bar{J}_{3}$ by using the fact $(t_{1} - s)^{-\alpha(s)} > (t_{2} - s)^{-\alpha(s)}$ for any $\varepsilon/2 \leq s \leq t_{1}$
\[ |\bar{J}_{3}| \leq Q\varepsilon^{-\beta} \int_{\varepsilon/2}^{t_{1}} (t_{1} - s)^{-\alpha(s)} - (t_{2} - s)^{-\alpha(s)} ds \]
\[ = Q\varepsilon^{-\beta} \int_{\varepsilon/2}^{t_{1}} (t_{1} - s)^{-\alpha(s)} \left( 1 - \left( \frac{t_{1} - s}{t_{2} - s} \right)^{\alpha(s)} \right) ds \]
\[ \leq Q\varepsilon^{-\beta} \int_{\varepsilon/2}^{t_{1}} (t_{1} - s)^{-\bar{\alpha}} \left( 1 - \left( \frac{t_{1} - s}{t_{2} - s} \right)^{\bar{\alpha}} \right) ds \]
\[ = Q\varepsilon^{-\beta} \int_{\varepsilon/2}^{t_{1}} (t_{1} - s)^{-\bar{\alpha}} - (t_{2} - s)^{-\bar{\alpha}} ds \]
\[ = \frac{Q\varepsilon^{-\beta}}{1-\bar{\alpha}} [(t_{1} - \varepsilon/2)^{1-\bar{\alpha}} - ((t_{2} - \varepsilon/2)^{1-\bar{\alpha}} - (t_{2} - t_{1})^{1-\bar{\alpha}})] \]
\[ \leq Q\varepsilon^{-\beta}(t_{2} - t_{1})^{1-\bar{\alpha}}. \]

We incorporate the preceding estimates to finish the proof.
2.2. Analysis of model (1)

In a recent work the well-posedness and smoothing properties of the following variable-order Abel integral equation \( a^r_0 t^{1-\alpha(t)} u(t) = f(t) \) and the corresponding Riemann-Liouville variable-order fractional differential equation were proved via the approximate inversion technique [26], which reverts the variable-order fractional integral operator to the identify operator (or its multiple) added by a weak-singular integral operator. Based on that idea, we could also transform the nonlinear Caputo variable-order fractional Cauchy problem [11] to an equivalent integral equation and then perform the mathematical analysis similarly as [26].

Following [26, Theorem 2.1], we intend to show that the following variable-order fractional integral operator

\[
a_0^r \mathcal{I}^{\alpha(t)} \left( g(t) := \int_0^t \frac{1}{\Gamma(\alpha(t))} \frac{g(s)}{(t-s)^{1-\alpha(t)}} ds \right)
\]

serves as the approximate inversion of \( aD_0^\alpha(t) \). To demonstrate this, for any \( 0 < s < t \), we replace \( t \) by \( y \) in (1), multiply \( 1/\Gamma(\alpha(t))(t-s)^{1-\alpha(t)} \) on both sides of (1) and integrate the resulting equation from 0 to \( t \) to obtain

\[
\frac{1}{\Gamma(\alpha(t))} \int_0^t \frac{1}{(t-y)^{1-\alpha(t)}} \int_0^y \frac{1}{\Gamma(1-\alpha(s))} u'(s) ds dy = \frac{1}{\Gamma(\alpha(t))} \int_0^t \int_0^y \frac{f(u(y), y)}{(t-y)^{1-\alpha(t)}} dy dy.
\]

(5)

We exchange the order of the double integrals on the left-hand side of (5) and evaluate the interior integral analytically as follows

\[
\int_s^t \frac{1}{(t-y)^{1-\alpha(t)}(y-s)^{\alpha(s)}} dy = \frac{\Gamma(\alpha(t))\Gamma(1-\alpha(s))}{\Gamma(1+\alpha(t)-\alpha(s))}(t-s)^{\alpha(t)-\alpha(s)}
\]

to get

\[
\int_0^t K(t, s)u'(s) ds = \frac{1}{\Gamma(\alpha(t))} \int_0^t \frac{f(u(y), y)}{(t-y)^{1-\alpha(t)}} dy, \quad K(t, s) := \frac{(t-s)^{\alpha(t)-\alpha(s)}}{\Gamma(1+\alpha(t)-\alpha(s))}.
\]

(6)

Note that by Assumption A, the following properties of \( (t-s)^{\alpha(t)-\alpha(s)} \) hold

\[
(t-s)^{\alpha(t)-\alpha(s)} = e^{(\alpha(t)-\alpha(s))\ln(t-s)} = e^{\alpha(t)\ln(t-s)} - e^{\alpha(s)\ln(t-s)} \in \left[ e^{-Q_0\|\alpha\|C^1[0, T]}, e^{Q_0\|\alpha\|C^1[0, T]} \right], \quad Q_0 := \sup_{0 \leq s < t \leq T} |(t-s)\ln(t-s)|,
\]

\[
\lim_{s \to t^-} (t-s)^{\alpha(t)-\alpha(s)} = \lim_{s \to t^-} e^{(\alpha(t)-\alpha(s))\ln(t-s)} = 1.
\]

(7)

Then an integration by parts for the left-hand side of (6) yields a second kind Volterra integral equation

\[
u(t) - \int_0^t K_s(t, s)u(s) ds = \frac{u_0(e^{\alpha(t)-\alpha(0)})}{\Gamma(1+\alpha(t)-\alpha(0))} = \frac{1}{\Gamma(\alpha(t))} \int_0^t \frac{f(u(s), s) ds}{(t-s)^{1-\alpha(t)}}.
\]

(8)
The kernel $K_s(t, s)$ could be bounded by
\[
|K_s(t, s)| = K(t, s) \left| \frac{\alpha'(s) \Gamma(1 + \alpha(t) - \alpha(s)) - \alpha'(s) \ln(t - s) - \frac{\alpha(t) - \alpha(s)}{t - s}}{\Gamma(1 + \alpha(t) - \alpha(s))} \right| \leq Q \leq Q(1 + |\ln(t - s)|),
\]
where $Q = \frac{1}{(t - s)\varepsilon}$, $0 < \varepsilon \ll 1$. (9)

Based on this expression, we prove the well-posedness and smoothing properties of the variable-order fractional differential equation (1) in the following theorems. The proofs could be performed by similar techniques as those of [26, Theorems 3.1 and 4.1] and are thus omitted.

**Theorem 2.4** Suppose the Assumption A holds. Then for $\alpha(0) < 1$, model (1) has a unique solution $u \in C[0, T] \cap C^1(0, T)$ with
\[
\|u\|_{C[0, T]} + \max_{t \in [0, T]} t^{1-\alpha(0)}|u'(t)| \leq QM,
\]
where $Q = (|u_0| + \|f(0, \cdot)\|_{C[0, T]})$. (10)

For $\alpha(0) = 1$, model (1) has a unique solution $u \in C^1[0, T]$ with
\[
\|u\|_{C^1[0, T]} \leq QM.
\]
(11)

**Theorem 2.5** Suppose the Assumption A holds. Then if $\alpha(0) < 1$, $u \in C[0, T] \cap C^2(0, T)$ with
\[
\max_{t \in [0, T]} t^{2-\alpha(0)}|u''(t)| \leq QM.
\]
(12)

Here $Q$ may depend on $L$, $\alpha_*$ and $\|\alpha\|_{C^2[0, T]}$, and $M$ is defined in (10).

If $\alpha(0) = 1$ and $\alpha'(0) = 0$, $u \in C^2[0, T]$ with
\[
\|u\|_{C^2[0, T]} \leq QM.
\]
(13)

**Remark 2.6** It is worth mentioning that, after showing the well-posedness and smoothing properties (10)–(11) of the VIE (8) by methods in [26], we rewrite (8) back to its original form as
\[
0I_t^{\alpha(t)}(uI_t^{1-\alpha(t)}u'(t) - f(u, t)) = 0.
\]
(14)

By Lemma 2.2, the term $0I_t^{1-\alpha(t)}u'(t)$ and thus $0I_t^{1-\alpha(t)}u'(t) - f(u, t)$ is continuous on $(0, T)$. Then we could prove by contradiction that (14) implies $0I_t^{1-\alpha(t)}u'(t) - f(u, t) = 0$, and thus prove the equivalence between the model (1) and the VIE (8) in the solution space used in the above theorems. This also implies that it suffices to develop numerical methods for the VIE (8) instead of the original problem (1).
3. A collocation method

Based on the discussions in Remark 2.6, we present a collocation method for the second kind VIE (8). Let \( 0 = t_0 < t_1 < \cdots < t_N = T \) be a graded partition of \([0, T]\) with

\[
t_i = T \left( \frac{i}{N} \right)^r, \quad 0 \leq i \leq N, \quad r \geq 1,
\]

which reduces to a uniform partition for \( r = 1 \). Applying mean-value theorem bounds \( \tau_i = t_i - t_{i-1} \) by

\[
\max_{1 \leq i \leq N} \tau_i = \max_{1 \leq i \leq N} \frac{T^r - (i-1)^r}{N^r} \leq \max_{1 \leq i \leq N} \frac{rT^{i-1}}{N^r} \leq \frac{rT}{N}. \tag{15}
\]

Let \( X \) be the space of piecewise-linear functions with respect to the partition. For any function \( g(x) \) on \([0, T]\), we define

\[
\|g\|_{L^\infty} := \max_{0 \leq i \leq N} |g(t_i)|.
\]

Then the collocation method for (1) states as follows: find \( U(t) \in X \) such that

\[
U(t_n) = \int_0^{t_n} K_s(t_n, s)U(s)ds + \frac{1}{\Gamma(\alpha(t_n))} \int_0^{t_n} \frac{f(U(s), s)ds}{(t_n - s)^{1-\alpha(t_n)}} + \frac{u_0 t_n^\alpha(t_n) - \alpha(0)}{\Gamma(1 + \alpha(t_n) - \alpha(0))}, \quad 0 \leq n \leq N. \tag{16}
\]

3.1. A special case: linear variable order and uniform partition

In practical applications, the linear variable fractional order is often used in the model to fit the experimental data due to its simplicity [17]. The uniform partition is also commonly used in numerical methods. We will show that in the case of linear variable order and uniform partition with the mesh size \( \tau \), the discretization coefficients of the first right-hand side term of (10) exhibit translation invariant property that could be used in numerical implementations to reduce the computational costs and memory requirements. In general, traditional discretization methods for variable-order problem (1) do not enjoy this benefit even in this special case, which demonstrates the advantage of the proposed integral equation method.

Suppose \( \alpha(t) \) is a linear function of \( t \), we observe from (10) that \( K_s(t, s) \) is a function of \( t - s \). We then apply the exact formula of \( U(t) \) on each subinterval
\([t_{i-1}, t_i]\) to write the first right-hand side term of (16) in details as follows

\[
\int_0^{t_n} K_s(t_n, s) U(s) ds = \sum_{i=1}^{n} \int_{t_{i-1}}^{t_i} K_s(t_n, s) \left( \frac{s - t_{i-1}}{\tau} U(t_i) + \frac{t_i - s}{\tau} U(t_{i-1}) \right) ds
\]

\[
= \sum_{i=1}^{n} \int_{t_{i-1}}^{t_i} K_s(t_n, s) \frac{s - t_{i-1}}{\tau} ds U(t_n)
\]

\[
+ \sum_{i=1}^{n-1} \left( \int_{t_i}^{t_{i+1}} K_s(t_n, s) \frac{t_{i+1} - s}{\tau} ds + \int_{t_{i-1}}^{t_i} K_s(t_n, s) \frac{s - t_{i-1}}{\tau} ds \right) U(t_i)
\]

\[
+ \int_0^{t_1} K_s(t_n, s) \frac{t_1 - s}{\tau} ds u_0
\]

\[=: h_{n,n} U(t_n) + \sum_{i=1}^{n-1} h_{n,i} U(t_i) + \int_0^{t_1} K_s(t_n, s) \frac{t_1 - s}{\tau} ds u_0.
\]

By variable substitution \(s \rightarrow s + \tau\) we could verify that \(h_{n,i} = h_{n+1,i+1}\) for all reasonable \(i\) and \(n\), which shows the translation invariant property of \(\{h_{n,i}\}\).

4. Error estimate

We prove error estimates for the collocation scheme (16) in the following three cases:

(I) \(\alpha(0) = 1, \alpha'(0) = 0\) and \(r = 1\);

(II) \(\alpha(0) < 1\) and \(r = 1/\alpha(0)\);

(III) \(\alpha(0) < 1\) and \(r = 1\).

According to Theorems 2.4–2.5, case (I) implies the smooth solution and a uniform partition, and cases (II) and (III) imply the non-smooth solution and graded or uniform partition. We first estimate the truncation error \(R_n\), which is defined by

\[
R_n := \int_0^{t_n} \left| \frac{u(s) - \hat{U}(s)}{(t_n - s)^{\alpha_0}} \right| ds, \quad 1 - \alpha_0 < \varepsilon_0 < 1
\]

(17)

for case (I), and

\[
R_n := \int_0^{t_n} \left| \frac{u(s) - \hat{U}(s)}{(t_n - s)^{1-\alpha(t_0)}} \right| ds = \sum_{i=1}^{n} \int_{t_{i-1}}^{t_i} \left| \frac{u(s) - \hat{U}(s)}{(t_n - s)^{1-\alpha(t_0)}} \right| ds,
\]

(18)

for cases (II) and (III). Here \(\hat{U} \in X\) refers to the piecewise linear interpolation of \(u\), i.e., \(\hat{U} \in X\) satisfies \(\hat{U}(t_n) = u(t_n)\) for \(0 \leq n \leq N\). The reason of such definitions will be shown later. It is worth mentioning that in [24, Theorem 8.2], there are estimates for a similar term as \(R_n\) under uniform or graded mesh. However, those results could be further improved from two aspects:
The mesh grading parameter $r$ for the case of singular solutions in [24, Theorem 8.2] does not converge to that for the case of smooth solutions when the singularity gradually vanishes, which implies that the choice of $r$ in the singular case is not sharp and consistent. Therefore, we re-estimate $R_n$ in details in the following theorem to find a sharper and consistent mesh grading parameter $r$.

For the case of uniform partition and singular solutions in [24, Theorem 8.2], the order of the estimate depends on the bound of $\alpha$ but not on its value at the starting point (the initial value $\alpha(0)$ in the current case).

From Theorems 2.4 and 2.5 we find that the singularity of the solutions is determined by the behavior of $\alpha$ at $t = 0$. Therefore, it may be possible to improve the estimate of $R_n$ by characterizing it via $\alpha(0)$.

We address these issues to estimate $R_n$ in the following theorem.

**Theorem 4.1** Suppose the Assumption A holds. Then for cases (I) and (II) the following estimate holds

$$\max_{1 \leq n \leq N} |R_n| \leq QMN^{-2}.$$  

Here $M$ is defined in (10) and $Q$ may depend on $\alpha_*$, $\|\alpha\|_{C^2[0,1]}$ and $L$.

Otherwise, in case (III) a sub-optimal estimate holds

$$\max_{1 \leq n \leq N} |R_n| \leq QMN^{-2\alpha(0)}.$$  

**Remark 4.2** We find that as $\alpha(0)$ tends to 1, the mesh grading $r$ in (II) approaches 1 and thus the mesh is close to the uniform partition. Therefore, the mesh grading $r$ in the case (II) is consistent with that in (I). We also notice that both the mesh grading $r$ and the orders of the estimates are determined by $\alpha(0)$, which again demonstrates the key role of the initial value of $\alpha(t)$. In conclusion, the proved results improve those in [24, Theorem 8.2] from two aspects as mentioned above that will be justified by numerical experiments.

**Proof** Let $G^{(1)}_i(s; t) := (t_i - t)/\tau_i$ for $s \in [t_{i-1}, t]$ or $-(t - t_{i-1})/\tau_i$ for $s \in [t, t_i]$ and $G^{(2)}_i(s; t) := -(t_i - t)(s - t_{i-1})/\tau_i$ for $s \in [t_{i-1}, t]$ or $-(t - t_{i-1})(t_i - s)/\tau_i$ for $s \in [t, t_i]$. It is known that the error of the linear interpolation could be expressed as

$$u(x) - \hat{U}(x)\bigg|_{[t_{i-1}, t_i]} = \int_{t_{i-1}}^{t_i} G_i^{(m)}(s; t) \frac{d^m u(s)}{ds} ds, \quad 1 \leq i \leq N, \ m = 1, 2. \quad (19)$$

For case (I), $u \in C^2[0, T]$ by Theorem [2.5]. Then a standard interpolation estimate yields

$$|R_n| \leq Q\|u\|_{C^2[0,T]} N^{-2} \int_0^{t_n} (t_n - s)^{-\epsilon_0} ds \leq QMN^{-2}.$$
For case (II), we use (7), (10), (19) with $m = 1$, $t_1 = T N^{-r}$ and $t_n - t_1 \geq t_1$ for $n > 1$ as well as

$$\frac{1}{(t_n - t_1)^{1-\alpha(t_n)}} \leq \frac{Q}{(t_n - t_1)^{1-\alpha(t_1)}} \leq \frac{Q}{t_1^{1-\alpha(t_1)}} \leq \frac{Q}{t_1^{1-\alpha(0)}}$$

to bound the integral on the first interval $[0, t_1]$ in (18) by

$$\int_0^{t_1} \frac{|u(s) - \tilde{U}(s)|}{(t_n - s)^{1-\alpha(t_n)}} ds \leq \int_0^{t_1} \frac{1}{(t_n - s)^{1-\alpha(t_1)}} ds \leq Q M \int_0^{t_1} \frac{1}{(t_n - s)^{1-\alpha(t_n)}} ds \leq Q M t_1^{\alpha(0)}$$

$$\leq \begin{cases} Q M t_1^{\alpha(0)} t_1^{(1)}, & n = 1, \\ Q M t_1^{\alpha(0)} \frac{t_1}{(t_n - t_1)^{1-\alpha(t_n)}}, & n > 1 \end{cases} \leq Q M N^{-2\alpha(0)}.$$

We use (19) with $m = 2$ and (21) to bound the integral on $[t_{i-1}, t_i]$ for $2 \leq i \leq n$ in (18)

$$\int_{t_{i-1}}^{t_i} \frac{|u(s) - \tilde{U}(s)|}{(t_n - s)^{1-\alpha(t_n)}} ds \leq \tau_i \int_{t_{i-1}}^{t_i} \frac{|u''(y)|}{(t_n - s)^{1-\alpha(t_n)}} ds$$

$$\leq Q M \tau_i \int_{t_{i-1}}^{t_i} \frac{y^{\alpha(0) - 2}}{(t_n - s)^{1-\alpha(t_n)}} ds \leq Q M \tau_i^{2} t_i^{1-\alpha(t_n)} \int_{t_{i-1}}^{t_i} (t_n - s)^{\alpha(t_n) - 1} ds$$

$$\leq Q M \tau_i^{2} t_i^{1-\alpha(t_n)} \int_{t_{i-1}}^{t_i} (t_n - s)^{\alpha(t_n) - 1} ds$$

$$\leq Q M \tau_i^{2} t_i^{1-\alpha(t_n)} (t_n - t_{i-1})^{\alpha(t_n)} (t_n - t_i)^{\alpha(t_n)}.$$

In the rest of the proof we will consider

$$r = 1 \text{ or } r = \frac{1}{\alpha(0)}.$$

which implies $\alpha(0) \leq 1$. We use (19) and (21) to bound (21) with $i = n$ by

$$\int_{t_{n-1}}^{t_n} \frac{|u(s) - \tilde{U}(s)|}{(t_n - s)^{1-\alpha(t_n)}} ds$$

$$\leq Q M \tau_i^{2} t_i^{1-\alpha(t_n)} \int_{t_{n-1}}^{t_n} (t_n - s)^{\alpha(t_n) - 1} ds$$

$$\leq Q M \tau_i^{2} t_i^{1-\alpha(t_n)} \int_{t_{n-1}}^{t_n} (t_n - s)^{\alpha(t_n) - 1} ds$$

$$\leq Q M \tau_i^{2} t_i^{1-\alpha(t_n)} (t_n - t_{n-1})^{\alpha(t_n)} (t_n - t_{n})^{\alpha(t_n)}.$$

$$\leq Q M \tau_i^{2} t_i^{1-\alpha(t_n)} (t_n - t_{n-1})^{\alpha(t_n)} (t_n - t_{n})^{\alpha(t_n)}.$$
We use (15) and the facts that \( t_i \geq 2^{-r} t_n \) for \([n/2] \leq i \leq n\) and that \( \tau_i \) is increasing to bound
\[
\int_{t_{[n/2]}}^{t_{[n/2]}} \frac{|u(s) - \hat{U}(s)|}{(t_n - s)^{1-\alpha(t_n)}} ds
\]
\[
\leq QM \sum_{i=[n/2]+1}^{n-1} \frac{\tau_i^2 t_i^{\alpha(t_i)-2}}{t_{i-1}^{\alpha(t_{i-1})-2}} (t_n - t_{i-1})^{\alpha(t_{i-1})} (t_n - t_i)^{\alpha(t_i)}
\]
\[
\leq QM t_n^{\alpha(t_n)-2} \tau_n^2 (t_n - t_{[n/2]})^{\alpha(t_{[n/2]})} \leq QM t_n^{\alpha(t_n)+\alpha(t_{[n/2]})-2} \tau_n^2
\]
\[
\leq QM t_n^{\alpha(t_n)-2} \tau_n^2 \leq QM n^{r(\alpha(t_n)-2)} N^{2(r-1)} \frac{n^{2(r-1)}}{N^{2r}}
\]
\[
= QM \frac{n^{2\alpha(t_n)-2}}{N^{2r}} \leq QM \frac{n^{2\alpha(t_n)}}{N^{2r}}.
\]

We use (15), (21), the mean value theorem and the fact that \((t_n - t_i)^{1-\alpha(t_n)} \leq Q_n^{1-\alpha(t_n)}\) for \(1 \leq i \leq [n/2]\) to bound
\[
\int_{t_1}^{t_{[n/2]}} \frac{|u(s) - \hat{U}(s)|}{(t_n - s)^{1-\alpha(t_n)}} ds
\]
\[
\leq QM \sum_{i=2}^{[n/2]} \frac{\tau_i^2 t_i^{\alpha(t_i)-2}}{t_{i-1}^{\alpha(t_{i-1})-2}} (t_n - t_{i-1})^{\alpha(t_{i-1})-1} \tau_i
\]
\[
\leq QM t_n^{\alpha(t_n)-1} \sum_{i=2}^{[n/2]} \frac{t_i^{\alpha(t_i)-2} \tau_i^3}{t_{i-1}^{\alpha(t_{i-1})-1}}
\]
\[
\leq QM t_n^{\alpha(t_n)-1} \sum_{i=2}^{[n/2]} \frac{(i-1)^{r(\alpha(t_n)-2)} i^3(r-1)}{N^{r(\alpha(t_n)-2)}} N^{3r}
\]
\[
\leq QM n^{r(\alpha(t_n)-1)} \sum_{i=2}^{[n/2]} \frac{i^{r(\alpha(t_n)+1)-3}}{N^{2ra(t_n)}} \frac{n^{r(\alpha(t_n)-1)}}{N^{2ra(t_n)}} \leq QM \frac{n^{2\alpha(t_n)}}{N^{2r}}.
\]

If \( r = 1 \), then the right-hand side of (22) is bounded by
\[
\frac{QM n^{r(\alpha(t_n)-1)}}{N^{2ra(t_n)}} \sum_{i=2}^{[n/2]} i^{\alpha(t_i)-2} \leq QM \frac{n^{r(\alpha(t_n)-1)}}{N^{2ra(t_n)}} \leq QM \frac{n^{2\alpha(t_n)}}{N^{2r}}.
\]

If \( r = 1/\alpha(0) > 1 \), then the right-hand side of (22) is bounded by
\[
\frac{QM n^{r(\alpha(t_n)-1)}}{N^{2ra(t_n)}} \sum_{i=2}^{[n/2]} i^{r-2} \leq QM \frac{n^{r(\alpha(t_n)-1)+r-1}}{N^{2ra(t_n)}} = QM \frac{n^{2\alpha(t_n)}}{N^{2r}}.
\]

We collect the preceding estimates to complete the proof of case (II). The last estimate of this theorem is also a consequence of the above derivations.
Theorem 4.4 Suppose the Assumption A holds. Then for \( N \) sufficiently large, the optimal-order error estimate holds for scheme \([16]\) for cases (I) and (II)
\[
\|u - U\|_{L^\infty} \leq QMN^{-2}.
\]
(23)
Here \( M \) is defined in \([14]\) and \( Q = Q(\alpha_\ast, \|\alpha\|_{C^2[0,1]}, L) \).

For case (III), a sub-optimal estimate holds
\[
\|u - U\|_{L^\infty} \leq QMN^{-2\alpha(0)}.
\]

Proof Let \( E := \hat{U} - U \in X \) such that \( E(t_n) = u(t_n) - U(t_n) \). Subtracting \([14]\) from \([8]\) yields an error equation
\[
E(t_n) = \int_0^{t_n} K_s(t_n, s)(u(s) - U(s))ds + \int_0^{t_n} (f(u(s), s) - f(U(s), s))ds
\]
\[
= \int_0^{t_n} K_s(t_n, s)(\hat{U}(s) - U(s))ds + \int_0^{t_n} (f(\hat{U}(s), s) - f(U(s), s))ds
\]
\[
+ \int_0^{t_n} K_s(t_n, s)(u(s) - \hat{U}(s))ds + \int_0^{t_n} (f(u(s), s) - f(\hat{U}(s), s))ds.
\]
For case (I), we invoke \([8]\) with \( \varepsilon = \varepsilon_0 \) (\( \varepsilon_0 \) is given in \([17]\)) and
\[
\frac{1}{(t_n - s)^{1 - \alpha(t_n)}} = \frac{(t_n - s)^{\varepsilon_0 - (1 - \alpha(t_n))}}{(t_n - s)^{\varepsilon_0}} \leq \frac{Q}{(t_n - s)^{\varepsilon_0}}
\]
in the error equation to obtain
\[
|E(t_n)| \leq Q \int_0^{t_n} \frac{|E(s)|ds}{(t_n - s)^{\varepsilon_0}} + Q|R_n|.
\]
For cases (II) and (III), \( \alpha(0) < 1 \) implies that \( \alpha(t) \) is bounded away from 1 by some positive constant \( \alpha_\ast < 1 \). Therefore, we take \( \varepsilon = 1 - \alpha_\ast \) in \([19]\) to obtain
\[
|K_s(t, s)| \leq \frac{Q(t-s)^{\alpha_\ast - \alpha(t)}}{(t-s)^{1 - \alpha(t)}} \leq \frac{Q \max\{1, T\}}{(t-s)^{1 - \alpha(t)}}
\]
Thus we get from the error equation that
\[
|E(t_n)| \leq Q \int_0^{t_n} \frac{|E(s)|ds}{(t_n - s)^{1 - \alpha(t)}} + Q|R_n| \leq Q \int_0^{t_n} \frac{|E(s)|ds}{(t_n - s)^{1 - \alpha_\ast}} + Q|R_n|.
\]
The rest of the proof could be performed following that of \([24, \text{Theorem } 5.1}\) by using the Gronwall inequality in Lemma \([2.7]\) and is thus omitted.

5. Numerical experiments

We numerically substantiate the mathematical and numerical analysis in previous sections. To ensure the accuracy, the Legendre-Gauss-Lobatto numerical quadrature formula (see e.g., \([13, \text{§3.3.2}]\)) with 80 nodes on each subinterval \([t_{i-1}, t_i]\) was used to compute the temporal discretization coefficients in \([16]\).
5.1. Behavior of the solutions

We numerically investigate the regularity of the solutions to the variable-order fractional Cauchy problem (1) and its dependence on $\alpha(0)$. We set $[0, T] = [0, 1]$, $u_0 = 1$, $f = 1$, and the variable order $\alpha(t)$ is given

$$\alpha(t) = \alpha(1) + (\alpha(0) - \alpha(1)) \left(1 - t - \sin(2\pi(1-t)) \right).$$

(24)

We present the curves of this variable fractional order and the numerical solutions $U(t)$ to model (1) in the left and right plots of Figure 1, respectively, for the following three cases:

(i) $\alpha(0) = 1.0$, $\alpha(1) = 0.1$;  
(ii) $\alpha(0) = 0.6$, $\alpha(1) = 0.1$;  
(iii) $\alpha(0) = 0.3$, $\alpha(1) = 0.1$.

(25)

In the numerical simulations, we choose $N = 1440$. We observe that the numerical solution of case (i) is smooth near the initial time $t = 0$, while those for cases (ii) and (iii) exhibit singularities near $t = 0$ and the singularity gets stronger as $\alpha(0)$ decreases. This coincides with the mathematical analysis in Theorems 2.4–2.5.

![Figure 1: Plots of variable orders (left) and the numerical solutions $U(t)$ to (1) (right) for (i)–(iii).](image)

5.2. Convergence rates

We investigate the convergence behavior of the numerical approximations to the variable-order fractional differential equation (1). Let $[0, T] = [0, 1]$, $u_0 = 1$, $f(u) = 0.5 \times \sin^4(u)$ and $\alpha(t)$ be given by (24). As the exact solutions are not available, we use the numerical solutions $U_*$ discretized with $N = 1440$ and either a uniform mesh or a graded mesh of $r = 1/\alpha(0)$ as the reference solutions. We measure the convergence rate $\kappa$ of the numerical approximations by

$$\|U - U_*\|_{L^\infty} \leq QN^{-\kappa}.$$  

(26)
The Newton iterative method (see e.g., §7.1.1 in [1]) with the tolerance of $1 \times 10^{-10}$ is used to treat the nonlinearity and we observe from Tables 1–2 that in the case of $\alpha(0) = 1$ a second-order convergence rate was reached under the uniform partition. However, if $\alpha(0) < 1$, a uniform temporal partition leads only to a sub-optimal convergence rate $2\alpha(0)$. The second-order accuracy could be recovered by using the graded partition of $r = 1/\alpha(0)$. All these observations substantiate the theoretical analysis in Theorem 4.4.

Table 1: Convergence rates under the uniform mesh with different $(\alpha(0), \alpha(1))$.

| $1/N$ | $(1.0, 0.8)$ | $\kappa$ | $(0.6, 0.4)$ | $\kappa$ | $(0.4, 0.2)$ | $\kappa$ |
|-------|-------------|----------|-------------|----------|-------------|----------|
| 1/48  | 1.11E-05    | 1.98E-04 | 1.41E-03    | 1/72     | 5.04E-06    | 1.96     | 1.20E-04 | 9.89E-04 | 0.87 |
| 1/96  | 2.88E-06    | 1.94     | 8.46E-05    | 1.23     | 7.70E-04    | 0.87     |
| 1/120 | 1.87E-06    | 1.93     | 6.42E-05    | 1.24     | 6.33E-04    | 0.88     |

Table 2: Convergence rates under the graded mesh of $r = 1/\alpha(0)$ with different $(\alpha(0), \alpha(1))$.

| $1/N$ | $(0.6, 0.4)$ | $\kappa$ | $(0.4, 0.2)$ | $\kappa$ |
|-------|-------------|----------|-------------|----------|
| 1/48  | 1.05E-05    | 1.93E-05 | 1/72        | 4.61E-06  | 2.03     | 8.65E-06 | 1.98 |
| 1/96  | 2.55E-06    | 2.06     | 4.88E-06    | 1.99     |
| 1/120 | 1.61E-06    | 2.05     | 3.12E-06    | 2.00     |
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