Abstract

We present various improvements to the deformation method for computing the zeta function of smooth projective hypersurfaces over finite fields using $p$-adic cohomology. This includes new bounds for the $p$-adic and $t$-adic precisions required to obtain provably correct results and gains in the efficiency of the individual steps of the method. The algorithm that we thus obtain has lower time and space complexities than existing methods. Moreover, our implementation is more practical and can be applied more generally, which we illustrate with examples of generic quintic curves and quartic surfaces.
1 Introduction

Let $\mathbb{F}_q$ denote a finite field with $q$ elements, where $q$ is a power of the prime number $p$, and let $X$ denote an algebraic variety over $\mathbb{F}_q$.

Definition 1.1. The zeta function of $X$ is the formal power series

$$Z(X,T) = \exp\left(\sum_{i=1}^{\infty} \frac{|X(\mathbb{F}_{q^i})|}{i} T^i\right).$$

As we will see in the next section, $Z(X,T)$ is a rational function, i.e. it is contained in $\mathbb{Q}(T)$, and hence can be given by a finite amount of data. Therefore, it is natural to ask whether it can be computed effectively and, in fact, it is not hard to provide an algorithm as follows. Using well known bounds by Bombieri \cite{3} for the degrees of the numerator and denominator of $Z(X,T)$, one can reduce the computation of $Z(X,T)$ to that of a finite number of the $|X(\mathbb{F}_{q^i})|$, which can be determined by naive counting.

A more interesting problem is whether, and if so how, $Z(X,T)$ can be computed efficiently, where ‘efficiently’ can mean with low time complexity or just fast in practice. When $X$ is a (hyper-)elliptic curve, this problem is important in cryptographic applications and has been the subject of much attention, resulting in very efficient algorithms. For example, when $X$ is an elliptic curve, Schoof’s algorithm \cite{27}, which uses $\ell$-adic étale cohomology, has runtime polynomial in $\log(q)$, and is also very fast in practice using improvements due to Atkins and Elkies.

For more general algebraic varieties $X$, the only available option is usually to compute the rigid cohomology spaces of $X$, with their natural action of the Frobenius map, and then use a Lefschetz formula to deduce the zeta function. This method was introduced by Kedlaya in the case of hyperelliptic curves in odd characteristic \cite{15}. The same idea has been shown to work in much greater generality, for example for smooth projective hypersurfaces \cite{1}.

Lauder \cite{21,22} showed that instead of computing the action of the Frobenius map on the rigid cohomology spaces of a smooth projective hypersurface $X$ directly, it is better, at least in terms of time complexity, to embed $X$ in a family of smooth projective hypersurfaces containing a diagonal hypersurface. Following his deformation method, one first computes the action of the Frobenius map on the rigid cohomology of the diagonal hypersurface, and then solves a $p$-adic differential equation to obtain the Frobenius map on the rigid cohomology of the original hypersurface.

To be more precise, in \cite{21,22} Lauder did not directly work with rigid cohomology but with Dwork cohomology. While the two cohomology theories are equivalent, various comparison and finiteness results are more easily stated and proved in the context of rigid cohomology. In \cite{10} Gerkmann reformulated Lauder’s deformation method in terms of rigid cohomology. Moreover, he improved various precision bounds, making the algorithm more practical, which he demonstrated with many examples. Kedlaya introduced new ideas and results to further lower the precision bounds for the deformation method in \cite{18}.

The aim of this paper is to continue where Lauder, Gerkmann and Kedlaya left off. We make improvements to almost every step of the algorithm. This results in an algorithm with both lower time and space complexity than Lauder’s original algorithm, but perhaps more importantly, which is a lot more efficient in practice. The first author has written a (publicly available) implementation of our algorithm using the library FLINT \cite{12}. This implementation lowers the runtimes of the examples in \cite{10} by factors of 50 to 5,000. Moreover, it can be used to compute the zeta function in many cases where this was not possible before, e.g. for generic quartic surfaces.
We now briefly describe the contents of the remaining sections, necessarily relying on some terminology that is introduced only in Section 2. The reader who is not familiar with this terminology might prefer to start reading there.

In Section 2, we recall the main theoretical results that underpin the remaining sections of the paper. We limit ourselves to the bare minimum as there are already good references available for the relevant theory, see e.g. [18]. We also introduce the required terminology and notation. We conclude the section with an overview of the different steps of the deformation method, which are then treated individually in the next four sections.

In Section 3, we explain how to compute the Gauss–Manin connection on the cohomology of a family of smooth projective hypersurfaces. We define an explicit monomial basis for the cohomology that we will use throughout the paper. Our most important result in this section is Theorem 3.6 which allows us to compute very efficiently in the cohomology. We formalise the computation of the Gauss–Manin connection matrix in Algorithm 3.3. We also prove some lower bounds for the valuation of the matrix of Frobenius and its inverse that are essential for controlling the $p$-adic precision loss in the algorithm.

In Section 4, we show how to compute the Frobenius matrix of a diagonal hypersurface over a prime field. Our method is essentially based on a computation of Dwork, but by rewriting and slightly generalising his formulas we obtain Algorithm 4.1, which is a significant improvement to the corresponding algorithms of Lauder and Gerkmann, both in terms of time complexity and in practice.

In Section 5, we explain how to solve the differential equation for the Frobenius matrix. We use the same method as Lauder but incorporate improved convergence bounds for $p$-adic differential equations by Kedlaya. We collect the precision bounds that follow from our analysis in Theorem 5.5 and formalise the computation of the power series expansion of the Frobenius matrix in Algorithm 5.1.

In Section 6, we describe how to evaluate the Frobenius matrix at some fibre and compute its zeta function. We combine various bounds from different sources to lower the required $p$-adic and $t$-adic precisions. This finally results in Algorithm 6.1 which combines all of our previous algorithms, and is the main result of the paper.

In Section 7, we analyse the time and space complexity of our algorithm and compare these to Lauder’s work [21]. In Section 8, we compute various numerical examples, and compare our runtimes to those provided by Gerkmann [10].
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## 2 Theoretical background

We start by recalling the main result about the zeta function of algebraic varieties over finite fields.

**Theorem 2.1 (Weil conjectures).** If $X/\mathbb{F}_q$ is a smooth projective variety of dimension $m$, then

$$Z(X, T) = \frac{p_1p_3\cdots p_{2m-1}}{p_0p_2p_4\cdots p_{2m}},$$

where for all $i$:

1. $p_i = \prod_j (1 - \alpha_{i,j}T) \in \mathbb{Z}[T],$
2. the transformation $t \mapsto q^m/t$ maps the $\alpha_{i,j}$ bijectively to the $\alpha_{2m-i,k}$, preserving multiplicities,
3. $|\alpha_{i,j}| = q^{i/2}$ for all $j$, and every embedding $\overline{\mathbb{Q}} \hookrightarrow \mathbb{C}$.
Proof. The proof of this theorem was completed by Deligne in \[5\].

We let \( \mathbb{Q}_q \) denote the unique unramified extension of \( \mathbb{Q}_p \) with residue field \( \mathbb{F}_q \) and \( \mathbb{Z}_q \) its ring of integers. We denote the \( p \)-adic valuation on \( \mathbb{Q}_q \) by \( \text{ord}_p(-) \).

Definition 2.2. Let \( H^i_{\text{rig}}(X) \) denote the rigid cohomology spaces of \( X \). These are finite dimensional vector spaces over \( \mathbb{Q}_q \) that are contravariantly functorial in \( X \), and they are equipped with an action of the \( p \)-th and \( q \)-th power Frobenius map on \( X \) that we denote by \( F_p \) and \( F_q \), respectively. For the construction and basic properties of these spaces we refer to \[2\].

The relation between the zeta function and the rigid cohomology spaces is given by the so called Lefschetz formula.

Theorem 2.3 (Lefschetz formula). If \( X \) is a smooth proper algebraic variety over \( \mathbb{F}_q \) of dimension \( m \), then

\[
Z(X, T) = 2^m \prod_{i=0} \det \left( 1 - T F_q | H^i_{\text{rig}}(X) \right)^{(-1)^{i+1}}.
\]

Proof. See for example \[9\, \text{Theorem 6.3}\].

Let \( \pi : \mathcal{X} \to \mathfrak{S} \) be a smooth family of algebraic varieties defined over \( \mathbb{Q}_q \).

Definition 2.4. Let \( H^i_{\text{dR}}(\mathcal{X}/\mathfrak{S}) \) denote the \( i \)-th relative algebraic de Rham cohomology sheaf on \( \mathfrak{S} \). If \( \mathcal{X}/\mathfrak{S} \) admits a relative normal crossing compactification, then the \( H^i_{\text{dR}}(\mathcal{X}/\mathfrak{S}) \) are vector bundles.

The \( H^i_{\text{dR}}(\mathcal{X}/\mathfrak{S}) \) come equipped with an integrable connection, which is called the Gauss–Manin connection. Let us first recall the notion of a connection on a vector bundle.

Definition 2.5. Let \( E \) be a vector bundle on \( \mathfrak{S} \). A connection on \( E \) is a map of vector bundles \( \nabla : E \to \Omega^1_{\mathfrak{S}} \otimes E \) which satisfies the Leibniz rule

\[
\nabla(fe) = f \nabla(e) + df \otimes e
\]

for all local sections \( f \) of \( \mathcal{O}_{\mathfrak{S}} \) and \( e \) of \( E \).

The Gauss–Manin connection on \( H^i_{\text{dR}}(\mathcal{X}/\mathfrak{S}) \) can be defined as follows.

Definition 2.6. The de Rham complex \( \Omega^\bullet_{\mathcal{X}/\mathfrak{S}} \) can be equipped with the decreasing filtration

\[
F^i = \text{im}(\Omega^{i-1}_{\mathcal{X}/\mathfrak{S}} \otimes \pi^* \Omega^1_{\mathfrak{S}} \to \Omega^i_{\mathcal{X}/\mathfrak{S}}).
\]

The spectral sequence associated to this filtration has as its first sheet

\[
E_1^{p,q} = \Omega^p_{\mathfrak{S}} \otimes H^q_{\text{dR}}(\mathcal{X}/\mathfrak{S}).
\]

The Gauss–Manin connection \( \nabla : H^i(\mathcal{X}/\mathfrak{S}) \to \Omega^i_{\mathfrak{S}} \otimes H^i(\mathcal{X}/\mathfrak{S}) \) is now defined as the differential \( d_1 : E_1^{0,i} \to E_1^{1,i} \) in this spectral sequence.

Remark 2.7. We can give a more explicit description of \( \nabla \) when \( \mathcal{X}/\mathfrak{S} \) is affine. If we lift a relative \( i \)-cocycle \( \omega \in \Omega^i_{\mathcal{X}/\mathfrak{S}} \) to an absolute \( i \)-form \( \omega' \in \Omega^i_{\mathfrak{S}} \) and apply the absolute differential \( d \), we get an element of \( \Omega^{i+1}_{\mathfrak{S}} \wedge \Omega^i_{\mathcal{X}/\mathfrak{S}} \). Projecting onto \( \Omega^1_{\mathfrak{S}} \otimes H^i_{\text{dR}}(\mathcal{X}/\mathfrak{S}) \), we obtain \( \nabla(\omega) \).

Definition 2.8. We write \( \sigma \) for the standard \( p \)-th power Frobenius lift on \( \mathbb{P}^1_{\mathbb{Q}_q} \), i.e. the semilinear map that lifts the \( p \)-th power Frobenius map on \( \mathbb{P}^1_{\mathbb{F}_q} \) and satisfies \( \sigma(t) = t^p \).
Now suppose that $\mathcal{E}$ is a vector bundle with connection on some Zariski open subset $\mathcal{S}$ of $\mathbb{P}^1_{\mathbb{Q}_q}$ with complement $\mathcal{Z}$. Let $V$ denote the rigid analytic subspace of $\mathbb{P}^1_{\mathbb{Q}_q}$ which is the complement of the union of the open disks of radius 1 around the points of $\mathcal{Z}$.

**Definition 2.9.** A Frobenius structure on $\mathcal{E}$ is an isomorphism of vector bundles with connection $\sigma^*: \mathcal{E} \to \mathcal{E}$ defined on some strict neighbourhood of $V$.

**Theorem 2.10.** Let $S$ be a Zariski open subset of $\mathbb{P}^1_{\mathbb{Z}_q}$ and suppose that $X/S$ is a smooth family of algebraic varieties that admits a relative normal crossing compactification. Denote the generic fibres of $S$, $\mathcal{X}$ by $\mathcal{S} = S \otimes \mathbb{Q}_q$, $\mathcal{X} = X \otimes \mathbb{Q}_q$ and the special fibres by $S = S \otimes \mathbb{F}_q$, $X = X \otimes \mathbb{F}_q$, respectively. The vector bundle $H^i_{\text{dR}}(X, S)$ with the Gauss–Manin connection $\nabla$ admits a Frobenius structure $F$ with the following property. For any finite field extension $\mathbb{F}_q/\mathbb{F}_q$ and all $\tau \in S(\mathbb{F}_q)$,

$$(H^i_{\text{dR}}(X_\tau), F) \cong (H^i_{\text{dR}}(X/\mathcal{S}), F)$$

as $\mathbb{Q}_q$-vector spaces with a $\sigma$-semilinear endomorphism, where $\tau \in S(\mathbb{Z}_q)$ denotes the Teichmüller lift of $\tau$. We will therefore denote this Frobenius structure on $H^i_{\text{dR}}(X/\mathcal{S})$ by $F_{\tau}$ as well.

**Proof.** This result is well known, see for example [18, Theorem 6.1.3]. Although it is usually attributed to Berthelot, a complete reference seems to be missing from the literature. □

**Definition 2.11.** Let $H^i_{\text{rig}}(X/S)$ denote the vector bundle $H^i_{\text{dR}}(X/\mathcal{S})$ with its Frobenius structure $F_{\tau}$ from Theorem 2.10

**Remark 2.12.** One can show that $H^i_{\text{rig}}(X/S)$ is again functorial in $X/S$ and so does not depend on the lift $\mathcal{X}/S$. Moreover, one can still define $H^i_{\text{rig}}(X/S)$ when $X/S$ cannot be lifted to characteristic zero, see [2]. However, for our purposes the above definition will be sufficient.

In this paper we restrict our attention to one-parameter families of smooth projective hypersurfaces. So we let $P \in \mathbb{Z}_q[t][x_0, \ldots, x_n]$ be a Zariski open subset such that $P$ defines a family $\mathcal{X}/S$ of smooth hypersurfaces contained in $\mathbb{P}^n_{\mathbb{Z}_q}$. We let $\mathcal{U}/S$ denote the complement of $\mathcal{X}/S$ in $\mathbb{P}^n_{\mathbb{Z}_q}$, and write $\mathcal{X} = X \otimes \mathbb{Q}_q$, $\mathcal{U} = U \otimes \mathbb{Q}_q$, $\mathcal{S} = S \otimes \mathbb{Q}_q$ for the generic fibres, and $X = X \otimes \mathbb{F}_q$, $U = U \otimes \mathbb{Q}_q$, $S = S \otimes \mathbb{F}_q$ for the special fibres of $\mathcal{X}/\mathcal{U}$, $\mathcal{S}$, respectively. Moreover, we let $\mathbb{F}_q/\mathbb{F}_q$ denote a finite field extension and denote $a = \log_q(q)$.

**Theorem 2.13.** For all $\tau \in S(\mathbb{F}_q)$, we have

$$Z(X_\tau, T) = \frac{\chi(T)(-1)^n}{(1 - T)(1 - qT) \cdots (1 - q^{n-1}T)}, \quad (2.1)$$

where $\chi(T) = \det(1 - T q^{-1} F_q | H^n_{\text{rig}}(U_\tau)) \in \mathbb{Z}[T]$ denotes the reverse characteristic polynomial of the action of $q^{-1} F_q$ on $H^n_{\text{rig}}(U_\tau)$. Moreover, the polynomial $\chi(T)$ has degree

$$\frac{1}{d} (d - 1)^{n+1} + (-1)^{n+1}(d - 1). \quad (2.2)$$

**Proof.** This theorem is well known, see for example [1]. Since we need some intermediate results from the proof later on, we will give a brief sketch here. First, by Theorem 2.3 we have

$$Z(X_\tau, T) = \prod_{i=0}^{2(n-1)} \det(1 - T F_q | H^i_{\text{rig}}(X_\tau))(-1)^{i+1}.$$
Then, by the Lefschetz hyperplane theorem and Poincaré duality, we see that
\[ H^i_{\text{rig}}(X_\tau) \cong H^i_{\text{rig}}(\mathbb{P}_q) \] for all \( i \neq (n-1) \). Next, one shows by a computation that
\[ H^i_{\text{rig}}(\mathbb{P}_q) \cong \begin{cases} \mathbb{Q}_q(i) & \text{if } i \text{ even}, \\ 0 & \text{if } i \text{ odd}, \end{cases} \quad (2.3) \]
where \((i)\) denotes the \(i\)-th Tate twist, for which \( F_p \) is multiplied by \( p^{-i} \). It remains
to determine \( H^{n-1}_{\text{rig}}(X_\tau) \). One uses the excision short exact sequence
\[ 0 \longrightarrow H^{n-1}_{\text{rig}}(U_\tau) \longrightarrow H^{n-1}_{\text{rig}}(X_\tau)(-1) \longrightarrow H^{n+1}_{\text{rig}}(\mathbb{P}_q) \longrightarrow 0 \quad (2.4) \]
to relate \( H^{n-1}_{\text{rig}}(X_\tau) \) to \( H^{n-1}_{\text{rig}}(U_\tau) \) and complete the proof of (2.3). We will show in
Proposition 3.8 that the dimension of \( H^{n-1}_{\text{rig}}(U_\tau) \) is given by (2.2).

Let \([e_1, \ldots, e_b]\) be some basis of sections of \( H^0_{\text{dR}}(\mathcal{U}/\mathfrak{S}) \), and let \( M \in M_{b \times b}(\mathbb{Q}_q(t)) \)
denote the matrix of the Gauss–Manin connection \( \nabla \) with respect to this basis, i.e.
\[ \nabla(e_j) = \sum_{i=1}^b M_{i,j} e_i. \]
Let \( r \in \mathbb{Z}_q[t] \) with \( \text{ord}_p(r) = 0 \) be a denominator for \( M \), i.e. such that we can write
\( M = G/r \) with \( G \in M_{b \times b}(\mathbb{Q}_q[t]) \), and let \( \Phi \) denote the matrix of \( p^{-1} F_p \) with respect to the basis \([e_1, \ldots, e_b]\), i.e.
\[ p^{-1} F_p(e_j) = \sum_{i=1}^b \Phi_{i,j} e_i. \]

**Definition 2.14.** We define the ring of overconvergent functions
\[ \mathbb{Q}_q(t, 1/r)^\dagger = \left\{ \sum_{i,j=0}^{\infty} a_{i,j} t^i r^j : a_{i,j} \in \mathbb{Q}_q, 3c > 0 \text{ s.t. } \lim_{i+j \to \infty} (\text{ord}_p(a_{i,j}) - c(i+j)) \geq 0 \right\}, \]
as the \( p \)-adically meromorphic functions on \( \mathbb{P}_{\mathbb{Q}_q}^1 \) that are analytic outside of the open disks of radius \( \rho \) around the zeros of \( r \) and the point at infinity for some \( \rho < 1 \).

**Definition 2.15.** We extend the \( p \)-adic valuation to \( \mathbb{Q}_q(t, 1/r)^\dagger \) in the standard way, i.e. \( \text{ord}_p(f) \) is defined as the maximum, over all ways of writing the element \( f \) as \( \sum_{i,j=0}^{\infty} a_{i,j} t^i r^j \), of the minimum, over \( i, j \geq 0 \), of \( \text{ord}_p(a_{i,j}) \). Note that the norm on \( \mathbb{Q}_q(t, 1/r)^\dagger \) corresponding to this valuation is the Gauss norm. We also extend \( \text{ord}_p(-) \) to polynomials and matrices over \( \mathbb{Q}_q(t, 1/r)^\dagger \), by taking the minimum over the coefficients and entries, respectively.

**Assumption 2.16.** From now on we will always assume that \( 0 \in \mathfrak{S} \). Note that if this is not the case, then it can be achieved by applying a translation.

**Theorem 2.17.** The matrix \( \Phi \) is an element of \( M_{b \times b}(\mathbb{Q}_q(t, 1/r)^\dagger) \) and satisfies the differential equation
\[ \left( \frac{d}{dt} + M \right) \Phi = p^b - 1 \Phi \sigma(M), \quad \Phi(0) = \Phi_0, \]
where \( \Phi_0 \) is the matrix of \( p^{-1} F_p \) on \( H^1_{\text{rig}}(U_\tau) \) with respect to the basis \([e_0, \ldots, e_b]\).

**Proof.** That the differential equation is satisfied is an immediate consequence of the fact that \( F_p \) is a horizontal map of vector bundles with connection, and that \( \Phi(0) = \Phi_0 \) is also clear from Theorem 2.1. Note that by a residue disk on \( \mathfrak{S} \) we mean all points on \( S(\mathbb{Q}_q) \) that reduce modulo \( p \) to a given point of \( S(F_q) \). If \( M \) does not have any poles in a given residue disk, then \( \Phi \) cannot have any poles in that residue disk either, by Theorem 2.11 below. Hence the entries of \( \Phi \) are contained in \( \mathbb{Q}_q(t, 1/r)^\dagger \).
The deformation method can now be sketched as follows:

**Step 1.** Compute the matrix $M$ of the Gauss–Manin connection $\nabla$.

**Step 2.** Compute the matrix $\Phi_0$ of the action of $p^{-1}F_p$ on $H^n_{\mathrm{rig}}(U_0)$. If the family is chosen such that $X_0$ is a diagonal hypersurface over a prime field, this can be done as explained in Chapter 4.

**Step 3.** Solve the differential equation from Theorem 2.17 for $\Phi$.

**Step 4.** Substitute the Teichmüller lift $\hat{\tau}$ of an element $\tau \in S(F_q)$ into $\Phi$ to obtain the matrix $\Phi_\tau$ of the action of $p^{-1}F_p$ on $H^n_{\mathrm{rig}}(U_\tau)$. Compute the matrix $\Phi^{(a)}_\tau$ of the action of $q^{-1}F_q$ on $H^n_{\mathrm{rig}}(U_\tau)$, which is also equal to $(p^{-1}F_p)^a$.

Use Theorem 2.18 to compute the zeta function $Z(X_\tau, T)$ of the fibre $X_\tau$.

Note that we can only carry out these computations to finite $p$-adic precision. Therefore, we need to recall some bounds on the loss of $p$-adic precision when multiplying $p$-adic numbers and matrices.

**Proposition 2.18.** Let $v_1, \ldots, v_\ell \in \mathbb{Z}$ and $x_1, \ldots, x_\ell \in \mathbb{Q}_q$, $\ell \geq 2$, be such that $\ord_p(x_i) \geq v_i$ for all $i$. Suppose that $N \in \mathbb{Z}$ satisfies $N \geq \sum_{j=1}^{\ell} v_j$. Let $\tilde{x}_1, \ldots, \tilde{x}_\ell$ denote $p$-adic approximations to $x_1, \ldots, x_\ell$ such that

$$\ord_p(x_i - \tilde{x}_i) \geq N - \sum_{j \neq i} v_j$$

for all $i$. Then

$$\ord_p(x_1 \cdots x_\ell - \tilde{x}_1 \cdots \tilde{x}_\ell) \geq N.$$

**Proof.** For all $i$, 

$$\ord_p(\tilde{x}_i) \geq \min\{\ord_p(x_i - \tilde{x}_i), \ord_p(x_i)\} \geq \min\left\{N - \sum_{j \neq i} v_j, \ord_p(x_i)\right\} \geq v_i.$$ 

Therefore, we also have that

$$\ord_p((x_i - \tilde{x}_i)(\tilde{x}_1 \cdots \tilde{x}_{i-1}x_{i+1} \cdots x_\ell)) \geq N,$$

for all $i$. The result now follows by adding these $\ell$ inequalities.

**Proposition 2.19.** Let $v_1, \ldots, v_\ell \in \mathbb{Z}$ and $A_1, \ldots, A_\ell \in M_{b \times b}(\mathbb{Q}_q)$, $\ell \geq 2$, be such that $\ord_p(A_i) \geq v_i$ for all $i$. Suppose that $N \in \mathbb{Z}$ satisfies $N \geq \sum_{j=1}^{\ell} v_j$. Let $\tilde{A}_1, \ldots, \tilde{A}_\ell$ denote $p$-adic approximations to $A_1, \ldots, A_\ell$ such that

$$\ord_p(A_i - \tilde{A}_i) \geq N - \sum_{j \neq i} v_j$$

for all $i$. Then

$$\ord_p(A_1 \cdots A_\ell - \tilde{A}_1 \cdots \tilde{A}_\ell) \geq N. \quad (2.5)$$

**Proof.** We can follow the proof of Proposition 2.18, observing that for matrices $A, B \in M_{b \times b}(\mathbb{Q}_q)$, we still have that $\ord_p(A + B) \geq \min\{\ord_p(A), \ord_p(B)\}$ and $\ord_p(AB) \geq \ord_p(A) + \ord_p(B)$.

\[\square\]
3 Computing the connection matrix

In this section we compute the action of the Gauss–Manin connection $\nabla$ on the algebraic de Rham cohomology $H^n_{\text{dR}}(\mathcal{U}/\mathcal{S})$ of the generic fiber $\mathcal{U}/\mathcal{S} = \mathcal{U}/\mathcal{S} \otimes \mathbb{Q}_q$ of the complement $\mathcal{U}/\mathcal{S}$ of a family of smooth hypersurfaces $\mathcal{X}/\mathcal{S}$ contained in $\mathbb{P}^d_{\mathcal{S}}$ over some Zariski open subset $\mathcal{S} \subset \mathbb{P}^d_{\mathcal{S}}$. Let $\mathcal{X}/\mathcal{S}$ be defined by a homogeneous polynomial $P \in \mathbb{Z}_q[t][x_0, \ldots, x_n]$ of degree $d$. First we recall how to compute in $H^n_{\text{dR}}(\mathcal{U}/\mathcal{S})$ following the method of Griffiths and Dwork.

Proposition 3.1. Let $\Omega$ denote the $n$-form on $\mathcal{U}/\mathcal{S}$ defined by

$$\Omega = \sum_{i=0}^{n} (-1)^i x_i dx_0 \wedge \cdots \wedge \widehat{dx}_i \wedge \cdots \wedge dx_n.$$ 

The algebraic de Rham cohomology space $H^n_{\text{dR}}(\mathcal{U}/\mathcal{S})$ is isomorphic to the quotient of the space of closed $n$-forms $Q\Omega/P^k$ with $k \in \mathbb{N}$ and $Q \in H^0(\mathcal{S}, \mathcal{O}_\mathcal{S})[x_0, x_1, \ldots, x_n]$ homogeneous of degree $kd - (n + 1)$, by the subspace of exact $n$-forms generated by

$$\left(\partial_i Q\right)\Omega = k Q(\partial_i P)\Omega,$$

for all $0 \leq i \leq n$ with $k \in \mathbb{N}$ and $Q \in H^0(\mathcal{S}, \mathcal{O}_\mathcal{S})[x_0, x_1, \ldots, x_n]$ homogeneous of degree $kd - n$, where $\partial_i$ denotes the partial derivative operator with respect to $x_i$.

Proof. The proof is straightforward, for details see [11, §4].

As we prefer to perform linear algebra operations over a field, we will actually work with the de Rham cohomology vector space $H^n_{\text{dR}}(\mathcal{U}/\mathcal{S})$ of the generic fibre

$$\mathcal{U}_{\mathbb{Q}_q(t)} = \mathcal{U}/\mathcal{S} \times \text{Spec} \mathbb{Q}_q(t).$$

We now define an explicit basis of a simple form for $H^n_{\text{dR}}(\mathcal{U}_{\mathbb{Q}_q(t)})$ for the families that we are interested in.

Definition 3.2. For $k \in \mathbb{N}$, we define the following sets of monomials:

$$F_k = \{ x^n : u \in \mathbb{N}_0^{n+1}, |u| = kd - (n + 1) \},$$

$$B_k = \{ x^n : u \in \mathbb{N}_0^{n+1}, |u| = kd - (n + 1) \text{ and } u_i < d - 1 \text{ for all } i \},$$

$$R_k = F_k - B_k,$$

where $x^n = x_0^{u_0} \cdots x_n^{u_n}$ and $|u| = \sum_{i=0}^{n} u_i$. We also define

$$B_k = \{ Q\Omega/P^k : Q \in B_k \},$$

and write $B = B_1 \cup \cdots \cup B_n$ and $\mathcal{B} = B_1 \cup \cdots \cup B_n$.

We will show below that if the family $\mathcal{X}/\mathcal{S}$ contains a diagonal fibre, then the set $B$ forms a basis for $H^n_{\text{dR}}(\mathcal{U}_{\mathbb{Q}_q(t)})$.

Definition 3.3. For $k \in \mathbb{N}$, let $C_k^{(0)}$ be the set of monomials of total degree $(k - 1)d - n$ and then inductively, for $1 \leq j \leq n$, define $C_k^{(j)}$ to be the set of monomials in $C_k^{(j-1)}$ except for those divisible by $x_j^{d-1}$. Moreover, we define the multi-set $C_k$ as the disjoint union of $C_k^{(0)}, \ldots, C_k^{(n)}$. We shall write an element of this multi-set as $(j, g)$, when referring to a monomial $g$ in $C_k^{(j)}$. 

8
Lemma 3.4. For all $k \in \mathbb{N}$, the multi-sets $R_k$ and $C_k$ have the same cardinality.

Proof. We construct a bijection $R_k \rightarrow C_k$, representing the monomials by their exponent tuples. Let $u = (u_0, \ldots, u_n)$ be an element of $R_k$. If $u_0 \geq d - 1$, we define the image as $(u_0 - d - 1, u_1, \ldots, u_n) \in C_k^{(0)}$. More generally, if $u_0 < d - 1, \ldots, u_{j-1} < d - 1$ and $u_j \geq d - 1$, we define the image as $(u_0, \ldots, u_{j-1}, u_j - (d-1), u_{j+1}, \ldots, u_n) \in C_k^{(j)}$. It is easy to verify that this map is indeed a bijection. \[\Box\]

Definition 3.5. We define a square matrix $\Delta_k$ with row and column index sets $R_k$ and $C_k$ as follows. Given $f \in R_k$ and $(j, g) \in C_k$, we set the corresponding entry in $\Delta_k$ to be the coefficient of the monomial $f/g$ in $\partial_j P$ if $g$ divides $f$ and 0 otherwise.

Theorem 3.6. Suppose that the family $\mathcal{X}/\mathcal{S}$ of smooth projective hypersurfaces given by the polynomial $P$ in $\mathbb{Z}_q[t][x_0, \ldots, x_n]$ contains a diagonal fibre. For $k \in \mathbb{N}$ and $0 \leq j \leq n$, let $U_k^{(j)}$ be the $\mathbb{Q}_q(t)$-vector space of polynomials with basis $C_k^{(j)}$, and let $U_k$ denote the cartesian product $U_k = U_k^{(0)} \times \cdots \times U_k^{(n)}$. Moreover, let $V_k$ and $W_k$ be the $\mathbb{Q}_q(t)$-vector spaces of polynomials with bases $F_k$ and $R_k$, respectively, and let $\pi: V_k \rightarrow W_k$ denote the linear map that sends the elements of $B_k$ to zero and the elements of $R_k$ to themselves. Then the map

$$\phi_k: U_k \rightarrow W_k,$$

$$(Q_0, \ldots, Q_n) \mapsto \pi(Q_0 \partial_0 P + \cdots + Q_n \partial_n P) \quad (3.1)$$

is an isomorphism of $\mathbb{Q}_q(t)$-vector spaces.

Proof. Recall that $R_k$ and $C_k$ have the same cardinality by Lemma 3.4. If $R_k$ and $C_k$ are empty, then $U_k$ and $W_k$ are the zero vector spaces, and the theorem holds trivially. So suppose that $R_k$ and $C_k$ are nonempty. It is immediate that $\Delta_k$ is the matrix representing $\phi_k$ with respect to the bases $C_k$ and $R_k$ of $U_k$ and $W_k$, respectively.

The assumption that the family $\mathcal{X}/\mathcal{S}$ contains a diagonal hypersurface means that for some $t_0 \in \mathcal{S}(\mathbb{Z}_q)$, the fibre $\mathcal{X}_{t_0}$ is defined by a polynomial of the form

$$P_{t_0}(x_0, \ldots, x_n) = a_0 x_0^d + \cdots + a_n x_n^d$$

with $a_0, \ldots, a_n \in \mathbb{Z}_q^\times$.

We now show that the determinant of $\Delta_k$ is nonzero. Since evaluation of the matrix at $t = t_0$ commutes with computing the determinant, it suffices to show that the determinant of $(\Delta_k)|_{t = t_0}$ is nonzero. Since, for $0 \leq j \leq n$, we have $\partial_j P_{t_0}(x_0, \ldots, x_n) = da_j x_j^{d-1}$, there is precisely one nonzero entry in each column and each row of $\Delta_k$. Namely, in column $(j, g) \in C_k$ and row $g x_j^{d-1} \in R_k$ there is the nonzero entry $d a_j$. Note that this also implies that $(\Delta_k)|_{t = t_0} \in \mathbb{Z}_q^\times$. \[\Box\]

We can use Theorem 3.5 to give a routine DECOMPOSE, formalised in Algorithm 3.1 which given $Q \in \mathbb{Q}_q(t)[x_0, \ldots, x_n]$ homogeneous of degree $kd - (n + 1)$ returns an expression

$$Q = Q_0 \partial_0 P + \cdots + Q_n \partial_n P + \gamma_k$$

with $Q_0, \ldots, Q_n \in \mathbb{Q}_q(t)[x_0, \ldots, x_n]$ homogeneous of degree $kd - n$ and $\gamma_k$ in the $\mathbb{Q}_q(t)$-span of $B_k$. We can in turn use DECOMPOSE to furnish another routine REDUCE, formalised in Algorithm 3.2 which given a closed $n$-form $\Omega/P^k$ with $Q \in \mathbb{Q}_q(t)[x_0, \ldots, x_n]$ homogeneous of degree $kd - (n + 1)$ returns an expression

$$\frac{Q \Omega}{P^k} \equiv \frac{\gamma_1 \Omega}{P^1} + \cdots + \frac{\gamma_n \Omega}{P^n}$$

with $\gamma_i$ in the $\mathbb{Q}_q(t)$-span of $B_i$ for $1 \leq i \leq n$ and where $\equiv$ denotes equality in cohomology.
Algorithm 3.1 Obtain coordinates in the Jacobian ideal modulo basis elements

**Input:** \( P \in \mathbb{Z}_q[t][x_0, \ldots, x_n] \) homogeneous of degree \( d \), defining a family \( X/S \) of smooth projective hypersurfaces that contains a diagonal fibre, \( Q \in \mathbb{Q}_q(t)[x_0, \ldots, x_n] \) homogeneous of degree \( kd - (n + 1) \).

**Output:** \( Q_0, \ldots, Q_n \in \mathbb{Q}_q(t)[x_0, \ldots, x_n] \) homogeneous of degree \( k(d - 1) - n \), and \( \gamma_k \) in the \( \mathbb{Q}_q(t) \)-span of \( B_k \), such that \( Q = Q_0 \partial P_0 + \cdots + Q_n \partial P + \gamma_k \).

**procedure** DECOMPOSE\((P, Q)\)

1. Let \( w \) be the vector of length \( |R_k| \) such that the entry corresponding to \( x^u \in R_k \) is the coefficient of \( x^u \) in \( Q \).
2. Solve for the unique vector \( v \) of length \( |C_k| \) satisfying \( \Delta_k v = w \). We write \( v \) as \( (v^{(0)}, \ldots, v^{(n)}) \), where \( v^{(j)} \) is a vector of length \( |C_k^{(j)}| \) for \( 0 \leq j \leq n \), and let \( v_g^{(j)} \) be the entry in \( v^{(j)} \) corresponding to \( g \in C_k^{(j)} \).
3. For \( 0 \leq j \leq n \), compute \( Q_j = \sum_{g \in C_k^{(j)}} v_g^{(j)} g \).
4. Set \( \gamma_k = Q - (Q_0 \partial P_0 + \cdots + Q_n \partial P) \).
5. return \( Q_0, \ldots, Q_n, \gamma_k \)

Algorithm 3.2 Reduce \( Q\Omega/P^k \) in \( H^{n}_{dR}(\mathcal{U}Q_0(t)) \)

**Input:** \( P \in \mathbb{Z}_q[t][x_0, \ldots, x_n] \) homogeneous of degree \( d \), defining a family \( X/S \) of smooth projective hypersurfaces that contains a diagonal fibre, \( Q \in \mathbb{Q}_q(t)[x_0, \ldots, x_n] \) homogeneous of degree \( kd - (n + 1) \).

**Output:** \( \gamma_i \) in the \( \mathbb{Q}_q(t) \)-span of \( B_i \) for \( 1 \leq i \leq n \), with \( Q\Omega/P^k \equiv \gamma_1 \Omega/P^1 + \cdots + \gamma_n \Omega/P^n \).

**procedure** REDUCE\((P, Q)\)

while \( k \geq n + 1 \) do

\( Q_0, \ldots, Q_n, 0 \leftarrow \text{DECOMPOSE}(Q) \)

\( k \leftarrow k - 1 \)

\( Q \leftarrow k^{-1} \sum_{i=0}^n \partial_i Q_i \)

while \( Q \notin \mathbb{Q}_q(t) \)-span of \( B_k \) do

\( Q_0, \ldots, Q_n, \gamma_k \leftarrow \text{DECOMPOSE}(Q) \)

\( k \leftarrow k - 1 \)

\( Q \leftarrow k^{-1} \sum_{i=0}^n \partial_i Q_i \)

if \( Q \neq 0 \) then

\( \gamma_k \leftarrow Q \)

\( k \leftarrow k - 1 \)

\( \gamma_1, \ldots, \gamma_k \leftarrow 0 \)

return \( \gamma_1, \ldots, \gamma_n \)
We now establish that the set \( B \) indeed forms a basis for \( H^n_{\text{dR}}(U \mathbb{Q}_q(t)) \), as announced before. We start with an auxiliary result describing the cardinality of the set \( B \).

**Proposition 3.7.** The set \( B \) has cardinality

\[
\frac{1}{d} \left( (d-1)^{n+1} + (-1)^{n+1}(d-1) \right).
\]

**Proof.** First note that if we denote

\[
V = \left\{ (u_0, \ldots, u_n) \in (\mathbb{Z}/d\mathbb{Z})^{n+1} : \sum_{j=0}^{n} u_j = -(n+1) \right\},
\]

\[
W_j = \left\{ (u_0, \ldots, u_n) \in (\mathbb{Z}/d\mathbb{Z})^{n+1} : u_j = -1 \right\},
\]

then \( B \) is in one-to-one correspondence with the set \( V - (W_0 \cup \cdots \cup W_n) \). Now by the inclusion-exclusion principle,

\[
|V \cap (W_0 \cup \cdots \cup W_n)| = \sum_{j=0}^{n} |V \cap W_j| - \sum_{0 \leq j < k \leq n} |V \cap W_j \cap W_k| + \cdots + (-1)^n |V \cap W_0 \cap \cdots \cap W_n|
\]

\[
= \binom{n+1}{1} d^{n-1} - \binom{n+1}{2} d^{n-2} + \cdots + (-1)^{n-1} \binom{n+1}{n} + (-1)^n
\]

\[
= \frac{1}{d} \left( d^{n+1} + (-1)^{n+1} - (d-1)^{n+1} + (-1)^n \right),
\]

so that

\[
|V - (W_0 \cup \cdots \cup W_n)| = |V| - |V \cap (W_0 \cup \cdots \cup W_n)|
\]

\[
= d^n - \frac{1}{d} \left( d^{n+1} + (-1)^{n+1} - (d-1)^{n+1} + d(-1)^n \right)
\]

\[
= \frac{1}{d} \left( (d-1)^{n+1} + (-1)^{n+1}(d-1) \right),
\]

and the proof is complete.

**Proposition 3.8.** The rank of \( H^n_{\text{dR}}(U/\mathcal{S}) \) is

\[
\frac{1}{d} \left( (d-1)^{n+1} + (-1)^{n+1}(d-1) \right).
\]

**Proof.** Let \( \mathcal{U}_m/\mathcal{S} \) denote the complement of a family \( \mathcal{X}_m/\mathcal{S} \) of smooth projective hypersurfaces of degree \( d \) in \( \mathbb{P}_m^m \) and let \( b(d,m) \) denote the rank of \( H^n_{\text{dR}}(\mathcal{U}_m/\mathcal{S}) \). It is known that \( b(d,m) \) only depends on \( d, m \). Moreover, taking \( x = y = z \) in [6, Corollaire 2.4 (i)], we find that

\[
\sum_{m=1}^{\infty} b(d,m)x^{m-1} = \frac{(d-1)}{(1+x)(1-(d-1)x)} = \frac{1}{xd} \left( \frac{d-1}{1-(d-1)x} \right)
\]

as formal power series. From this the result follows easily.

**Theorem 3.9.** Suppose that the family of smooth projective hypersurfaces \( \mathcal{X}/\mathcal{S} \) contains a diagonal fibre. Then the set \( B \) from Definition 3.2 is a basis for the \( \mathbb{Q}_q(t) \)-vector space \( H^n_{\text{dR}}(U \mathbb{Q}_q(t)) \).
Proof. We already know that \( H^n_{\text{dir}}(\mathcal{U}_{q(t)}) \) is spanned by the classes of the \( n \)-forms \( Q \Omega/P^k \) with \( Q \in Q_q(t)[x_0, \ldots, x_n] \) homogeneous of degree \( kd - (n + 1) \) for \( k \in \mathbb{N} \).

Applying Algorithm \( 3.2 \) we obtain an expression for the class of \( Q \Omega/P^k \) as a \( Q_q(t) \)-linear combination of elements in \( \mathcal{B} \). This shows that \( \mathcal{B} \) spans the vector space \( H^n_{\text{dir}}(\mathcal{U}_{q(t)}) \). However, by the two propositions above, the dimension of \( H^n_{\text{dir}}(\mathcal{U}_{q(t)}) \) is equal to the cardinality of \( \mathcal{B} \), so that \( \mathcal{B} \) is linearly independent as well. \( \square \)

Remark 3.10. Let \( H_i \) denote the restriction of the Hodge filtration on \( H^{n-1}_{\text{dir}}(\mathcal{X}/\mathcal{S}) \) to \( H^n_{\text{dir}}(\mathcal{U}/\mathcal{S}) \) and write

\[
h^{k,n-1-i} = \text{rank}(H_i/H_{i+1})
\]

for the corresponding Hodge numbers. Recall that \( H_i = \text{Fil}^{n-i}H^n_{\text{dir}}(\mathcal{U}/\mathcal{S}) \) for the filtration by the pole order defined above. Applying the loop in Algorithm \( 3.2 \) just once, to lower the pole order from \( k \) to \( k-1 \), we see that \( B_k \) spans

\[
\text{Fil}^kH^n_{\text{dir}}(\mathcal{U}_{q(t)})/\text{Fil}^{k-1}H^n_{\text{dir}}(\mathcal{U}_{q(t)})
\]

for all \( 1 \leq k \leq n \). Hence it follows that \( |B_k| \geq h^{n-k,k-1} \), but since

\[
n \sum_{k=1}^n |B_k| = \dim H^n_{\text{dir}}(\mathcal{U}_{q(t)}) = \sum_{k=1}^n h^{n-k,k-1},
\]

this implies that \( |B_k| = h^{n-k,k-1} \) for all \( 1 \leq k \leq n \). So the Hodge numbers can be read off from the basis \( \mathcal{B} \).

We now describe the action of the Gauss–Manin connection \( \nabla \) on \( H^n_{\text{dir}}(\mathcal{U}_{q(t)}) \). Suppose that we are given a basis element \( x^u \Omega/P^k \in B_k \). Following the description in Section 2 we compute

\[
\nabla \left( \frac{x^u \Omega}{P^k} \right) \equiv dt \otimes \frac{-kx^u(\partial P/\partial t)\Omega}{P^{k+1}}, \tag{3.2}
\]

where \( \equiv \) denotes equality in \( \Omega_{q(t)} \otimes H^n_{\text{dir}}(\mathcal{U}_{q(t)}) \). We apply Algorithm 3.2 in order to write

\[
dt \otimes \frac{-kx^u(\partial P/\partial t)\Omega}{P^{k+1}} \equiv dt \otimes \left( \frac{\gamma_1}{P} + \cdots + \frac{\gamma_n}{P^n} \right) \Omega, \tag{3.3}
\]

where \( \gamma_i \) is an element in the \( \mathcal{Q}_q(t) \)-span of \( B_i \) for \( 1 \leq i \leq n \).

Remark 3.11. For the matrix \( M \) of \( \nabla \) to be correct to \( p \)-adic precision \( N_M \), we have to carry out this computation to a somewhat higher working precision \( N'_M \) due to the precision loss in Algorithm 3.2. For all \( k \in \mathbb{N} \), by definition \( \text{ord}_p(\Delta_k) \geq 0 \), and from the proof of Theorem 3.6 we know that \( \text{ord}_p(\text{det}(\Delta_k)) = 0 \). Therefore, there is no precision loss in Algorithm 3.2 and the only precision loss in Algorithm 3.2 comes from dividing by \( k-1 \) for \( k = 2, \ldots, n+1 \). Hence it is sufficient to take

\[
N'_M = N_M + \text{ord}_p(n!).
\]

This is formalised in Algorithm 3.3.

Definition 3.12. We define the polynomial \( R \in \mathbb{Z}_q[t] \) by

\[
R = \prod_{k=2}^{n+1} \text{det}(\Delta_k).
\]

Proposition 3.13. The matrix \( M \) of \( \nabla \) with respect to \( \mathcal{B} \) is of the form \( H/R \), with \( H \in M_{6 \times 6}(\mathbb{Q}_q[t]) \).
Algorithm 3.3 Compute the Gauss–Manin connection matrix

**Input:** $P$ in $\mathbb{Z}_q[t][x_0, \ldots, x_n]$ homogeneous of degree $d$, defining a family $\mathcal{X}/\mathcal{S}$ of smooth projective hypersurfaces that contains a diagonal fibre, $p$-adic precision $N_M$.

**Output:** The matrix $M$ of $\nabla$ with respect to $B$ to $p$-adic precision $N_M$.

**procedure** GM_CONNECTION($P$, $N_M$)

1. $N'_M \leftarrow N_M + \text{ord}_p(n!)$
2. Execute the following steps with $p$-adic working precision $N'_M$:
   - for $g \in B$
     1. $k \leftarrow (\text{deg}(g) + (n + 1))/d$
     2. $Q \leftarrow -kg(\partial P/\partial t)$
     3. $\gamma_1, \ldots, \gamma_n \leftarrow \text{REDUCE}(P, Q)$
   - for $f \in B$
     1. $l \leftarrow (\text{deg}(f) + (n + 1))/d$
     2. $M_{fg} \leftarrow \text{coefficient of } f \text{ in } \gamma_l$

3. return $M$

**Proof.** The only time in Algorithm 3.3 that nonconstant denominators are introduced is when the subroutine REDUCE calls its subroutine DECOMPOSE and a linear system $\Delta_k v = w$ is solved. Since this happens only for $k = 2, \ldots, n + 1$ and at most once for each such $k$, the result is clear.

**Remark 3.14.** Recall that $B$ is a basis for $H^n_{\text{dR}}(\mathbb{Q}_q(t))$ but not necessarily for $H^n_{\text{dR}}(\mathbb{Q}_q(t))$. However, if the zero locus of $R$ in $\mathbb{P}^{\mathbb{Z}_q}$ does not intersect $S$, then $B$ is a basis for $H^n_{\text{dR}}(\mathbb{Q}_q(t))$. That it spans the cohomology can be seen by applying Algorithm 3.2 and that it is linearly independent follows because it is so over $\mathbb{Q}_q(t)$. Therefore, it will be convenient to choose $S$ smaller, so that this condition is satisfied.

**Assumption 3.15.** From now on we assume that the zero locus of $R$ in $\mathbb{P}^{\mathbb{Z}_q}$ does not intersect $S$. In particular, this implies that $B$ is a basis for $H^n_{\text{dR}}(\mathbb{Q}_q(t))$.

**Remark 3.16.** Note that in Algorithm 3.3 we solve $O(|B|)$ linear systems given by the matrices $\Delta_k$ for $k = 2, \ldots, n + 1$. In practice, it is important to take advantage of this, e.g. by computing the decomposition $\Delta_k = LUP$, where $L$ is lower triangular, $U$ is upper triangular, and $P$ is a permutation matrix, which is guaranteed to exist for any square matrix. Since, moreover, the matrices $\Delta_k$ contain many zeros, methods from sparse linear algebra can be used to compute such a decomposition. Then, every call to DECOMPOSE reduces to solving a lower and an upper diagonal linear system.

In the rest of this section we will freely use the definitions and notation from Section 2. We let all of our matrices be defined with respect to the basis $B$. We have seen that there exists a Frobenius structure $F_p$ on $H^n_{\text{dR}}(\mathbb{Q}_q(t))$ and let $\Phi \in M_{n \times n}(\mathbb{Q}_q(t, 1/r)^\dagger)$ denote the matrix of the action of $p^{-1} F_p$, where $r$ is the denominator of the connection matrix $M$. Recall that $F_q/F_q$ denotes a finite field extension.

We need a priori lower bounds on the $p$-adic valuations of the matrices $\Phi$ and $\Phi^{-1}$ to bound the loss of $p$-adic precision in our computations. We will now recall how such bounds can be obtained following [1].

**Theorem 3.17.** For any finite field extension $F_q/F_q$ and all $\tau \in S(F_q)$, there exists a matrix $W_\tau \in M_{n \times n}(\mathbb{Q}_q)$ such that

$$\text{ord}_p(W_\tau) \geq -\sum_{i=1}^{n-1} |\log_p(i)|,$$

$$\text{ord}_p(W_\tau \Phi \tau \sigma(W_\tau^{-1})) \geq 0,$$
\[ \text{ord}_p(W_\tau^{-1}) \geq -\text{ord}_p((n-1)!), \quad \text{ord}_p(W_\tau \Phi^{-1}_\tau \sigma(W_\tau^{-1})) \geq -(n-1). \]

**Proof.** Let \( \Lambda_{\tau, \text{crys}} \) be the image of the integral logarithmic de Rham cohomology space \( H_{\text{rig}}^n(\mathbb{P}^n, s) \) in the rigid cohomology space \( H_{\text{rig}}^n(U_\tau) \). It is known that \( \Lambda_{\tau, \text{crys}} \otimes \mathbb{Q}_p \cong H_{\text{rig}}^n(U_\tau) \), so that \( \Lambda_{\tau, \text{crys}} \) is a lattice in \( H_{\text{rig}}^n(U_\tau) \). Let \( \Lambda_{\tau, \text{mon}} \) be the \( \mathbb{Z}_p \)-module in \( H_{\text{rig}}^n(U_\tau) \) generated by the classes of \( x^n \Omega/(p^n) \) with \( u \in \mathbb{N}_0^{n+1} \) such that \( \sum_{i=0}^n u_i = nd - (n+1) \). Since these classes generate \( H_{\text{rig}}^n(U_\tau) \), we have that \( \Lambda_{\tau, \text{mon}} \) is a lattice in \( H_{\text{rig}}^n(U_\tau) \) as well. We know that

\[ \Lambda_{\tau, \text{crys}} \subset \Lambda_{\tau, \text{mon}} \subset p^{-\sum_{i=1}^{n-1} \lceil \log_p(i) \rceil} \Lambda_{\tau, \text{crys}}. \]

The inclusion on the left is [1, Lemma 3.4.3], and the one on the right is [1, Proposition 3.4.6].

Let \( \Lambda_{\tau, \mathcal{B}} \) be the \( \mathbb{Z}_p \)-module in \( H_{\text{rig}}^n(U_\tau) \) generated by the basis \( \mathcal{B} \). Since \( \mathcal{B} \) spans \( H_{\text{rig}}^n(U_\tau) \), we have that \( \Lambda_{\tau, \mathcal{B}} \) is also a lattice in \( H_{\text{rig}}^n(U_\tau) \). Now we know that

\[ (n-1)! \Lambda_{\tau, \text{mon}} \subset \Lambda_{\tau, \mathcal{B}} \subset \Lambda_{\tau, \text{mon}}. \]

The inclusion on the left follows by explicitly reducing the generators of \( \Lambda_{\tau, \text{mon}} \) to the basis \( \mathcal{B} \) with Algorithm 3.2 using that \( R(\hat{\tau}) \in \mathbb{Z}_p^\times \), and the inclusion on the right is clear.

Combining these inclusions of lattices, we find that

\[ (n-1)! \Lambda_{\tau, \text{crys}} \subset \Lambda_{\tau, \mathcal{B}} \subset p^{-\sum_{i=1}^{n-1} \lceil \log_p(i) \rceil} \Lambda_{\tau, \text{crys}}. \]  
(3.4)

Now let \( [d_1, \ldots, d_b] \) be a \( \mathbb{Z}_p \)-basis for \( \Lambda_{\tau, \text{crys}} \) and let \( W_\tau \in M_{b \times b}(\mathbb{Q}_p) \) be the matrix in which the \( i \)-th column consists of the coordinates of \( d_i \) with respect to the basis \( \mathcal{B} \).

From the inclusions (3.4) it is clear that

\[ \text{ord}_p(W_\tau) \geq - \sum_{i=1}^{n-1} \lceil \log_p(i) \rceil, \]
\[ \text{ord}_p(W_\tau^{-1}) \geq - \text{ord}_p((n-1)!). \]

Note that \( W_\tau \Phi_\tau \sigma(W_\tau^{-1}) \) is the matrix of \( p^{-1} F_p \) on \( H_{\text{rig}}^n(U_\tau) \) with respect to the basis \( [d_1, \ldots, d_b] \). Now \( \Lambda_{\tau, \text{crys}} \) is contained in the crystalline cohomology space \( H_{\text{crys}}^{n-1}(X_\tau) \), which maps to itself under \( F_p \). So by the short exact sequence (2.4), the lattice \( \Lambda_{\tau, \text{crys}} \) maps to itself under \( p^{-1} F_p \), and

\[ \text{ord}_p(W_\tau \Phi_\tau^{-1} \sigma(W_\tau^{-1})) \geq 0. \]

Similarly, note that \( W_\tau \Phi_\tau^{-1} \sigma(W_\tau^{-1}) \) is the matrix of \( p F_p^{-1} \) on \( H_{\text{rig}}^n(U_\tau) \) with respect to the basis \( [d_1, \ldots, d_b] \). By Poincaré duality, the map \( p^{-1} F_p^{-1} \) maps the crystalline cohomology space \( H_{\text{crys}}^{n-1}(X_\tau) \) to itself. So by the short exact sequence (2.4), the lattice \( \Lambda_{\tau, \text{crys}} \) maps to itself under \( p^{-1} (p F_p^{-1}) \), and

\[ \text{ord}_p(W_\tau \Phi_\tau^{-1} \sigma(W_\tau^{-1})) \geq -(n-1). \]

**Definition 3.18.** Define the nonnegative integer

\[ \delta = \text{ord}_p((n-1)! + \sum_{i=1}^{n-1} \lceil \log_p(i) \rceil). \]

**Corollary 3.19.** We have

\[ \text{ord}_p(\Phi) \geq -\delta, \]
\[ \text{ord}_p(\Phi^{-1}) \geq -\delta - (n-1). \]
\textbf{Proof.} For every \( \tau \in S(\overline{\mathbb{F}}_q) \), we can apply Theorem 3.17 to obtain
\[
\text{ord}_p(\Phi \tau) \geq \text{ord}_p(W_{\tau}^{-1}) + \text{ord}_p(W_{\tau} \Phi \tau \sigma(W_{\tau}^{-1})) + \text{ord}_p(\sigma(W_{\tau}))
\]
\( \geq -\delta, \)
and also
\[
\text{ord}_p(\Phi^{-1}) \geq \text{ord}_p(W_{\tau}^{-1}) + \text{ord}_p(W_{\tau} \Phi^{-1} \sigma(W_{\tau}^{-1})) + \text{ord}_p(\sigma(W_{\tau}))
\]
\( \geq -\delta - (n - 1). \)

As these inequalities hold for infinitely many \( \tau \in S(\overline{\mathbb{F}}_q) \) we obtain the required bounds. \qed

\section{Frobenius on diagonal hypersurfaces}

\subsection{A formula for \( \Phi_0 \)}

We consider a single smooth projective diagonal hypersurface \( X_0 \) over \( \mathbb{Z}_p \) defined by a polynomial \( P_0 \in \mathbb{Z}_p[x_0, \ldots, x_n] \) of the form
\[
P_0(x_0, x_1, \ldots, x_n) = a_0 x_0^d + a_1 x_1^d + \cdots + a_n x_n^d,
\]
where \( a_0, a_1, \ldots, a_n \in \mathbb{Z}_p^* \) and \( p \nmid d \). Let \( X_0 = X_0 \otimes \mathbb{Q}_p \) denote the generic fibre of \( X_0 \) and let \( U_0 \) and \( U_0^{\mathcal{R}} \) be the complements of \( X_0 \) and \( X_0 \), respectively. We fix our choice of basis \( \mathcal{B} \) for \( H_{\text{rig}}(U_0) \) as in Definition 3.2. Our goal is to compute the matrix \( \Phi_0 \) representing the action of \( p^{-1} F'_p \) on \( H_{\text{rig}}(U_0) \cong H_{\text{rig}}(U_0) \), with respect to the basis \( \mathcal{B} \), to \( p \)-adic precision \( N_{\delta_0} \). It will turn out that this matrix has only one nonzero element in every row and column.

Let \( u = (u_0, \ldots, u_n) \) and \( v = (v_0, \ldots, v_n) \) be tuples of integers such that \( x^u, x^v \in B \) and \( p(u_i + 1) \equiv v_i + 1 \mod d \), for all \( i \). Furthermore, let \( k(u) \in \mathbb{N} \) denote the positive integer such that
\[
k(u)d - (n + 1) = \sum_{i=0}^{n} u_i.
\]
Finally, for all \( l \in \mathbb{Q} \) and integers \( r \geq 0 \), let the rising factorial \( \prod_{j=0}^{r-1} (l + j) \) be denoted by \( (l)_r \).

\textbf{Definition 4.1.} Let \( u, v \in \mathbb{Z}^{n+1} \) be such that we have \( x^u, x^v \in B \) and \( p(u_i + 1) \equiv v_i + 1 \mod d \) for all \( i \). We define
\[
\alpha_{u,v} = \prod_{i=0}^{n} a_i^{p(u_i+1)-(v_i+1)}d^{\sum_{m,r} \left( \frac{u_i + 1}{d} \right) \sum_{j=0}^{r} \frac{(pa_i^{p-1})^{r-j}}{(m-pj)!j!}},
\]
where the sum in the \( i \)-th factor of the product is over all integers \( m, r \geq 0 \) that satisfy \( p(u_i + 1) - (v_i + 1) = d(m - pr) \).

The following lemma will be useful in what follows.

\textbf{Lemma 4.2.} Let \( x^u, x^v \in B, 0 \leq i \leq n \) and \( m, n, r \geq 0 \) integers, such that
\[
p(u_i + 1) - (v_i + 1) = d(m - pr).
\]
Then we have \( r = \lfloor m/p \rfloor \).

\textbf{Proof.} Since \( 0 \leq u_i, v_i \leq d - 2 \), we obtain
\[
p - (d - 1) \leq p(u_i + 1) - (v_i + 1) \leq p(d - 1) - 1,
\]
and from this the result follows, also using that \( m - pr \in \mathbb{Z} \). \qed
The entries of $\Phi_0$ can be expressed in terms of the $\alpha_{u,v}$ in the following way.

**Theorem 4.3.** Let $\omega_1$ denote an element of $B$ corresponding to a tuple $u \in \mathbb{Z}^{n+1}$ and let $\omega_2$ denote the unique element of $B$ corresponding to a tuple $v \in \mathbb{Z}^{n+1}$ such that $p(u_i + 1) \equiv v_i + 1 \mod d$ for all $i$. Then

$$p^{-1} F_p(\omega_1) = (-1)^{k(v)} \frac{(k(v) - 1)!}{(k(u) - 1)!} p^{n-k(u)} \alpha_{u,v} \cdot \omega_2. \quad (4.1)$$

**Proof.** We start with some definitions. First, let $Q_p(\pi)$ denote the totally ramified extension of $\mathbb{Q}_p$ with $\pi^{p-1} = -p$ and extend the $p$-adic valuation such that $\ord_p(\pi) = (p-1)^{-1}$. For $0 \leq i \leq n$, define sets

$$W^{(i)} = \{(w_0, \ldots, w_n) \in \mathbb{N}_0^{n+1} : w_j \geq 1 \text{ for all } j \neq i \text{ and } |w| \equiv 0 \mod d\},$$

with $|w| = \sum_{i=0}^n w_i$. Note that $|w| = k(w-1)$, where $w-1$ denotes the tuple $(w_0-1, \ldots, w_n-1)$. Furthermore, still for $0 \leq i \leq n$, define $Q_p(\pi)$-vector spaces

$$\mathcal{L}^{(i)} = \left\{ \sum_{w \in W^{(i)}} b_w w^w : b_w \in Q_p(\pi), \exists c > 0 \text{ s.t. } \lim_{|w| \to \infty} (\ord_p(b_w) - c \cdot |w|) \geq 0 \right\}$$

and let $\mathcal{L} = \cap_{i=0}^n \mathcal{L}^{(i)}$ be the intersection of the $\mathcal{L}^{(i)}$. Moreover, let $D_i : \mathcal{L}^{(i)} \to \mathcal{L}$ denote the differential operator $D_i = x_i \partial_i + \pi x_i \partial_i(P_0)$. Finally, let $\psi_p, \alpha : \mathcal{L} \to \mathcal{L}$ be the $Q_p(\pi)$-linear maps defined by:

$$\psi_p(x^w) = \begin{cases} x^{w/p} & \text{if } p \mid w_i \text{ for all } 0 \leq i \leq n \\ 0 & \text{otherwise} \end{cases}$$

$$\alpha(x^w) = \psi_p\left(\exp\left(\pi\left(P_0(x_0, \ldots, x_n) - P_0(x_0^p, \ldots, x_n^p)\right)\right) \cdot x^w\right)$$

and let $\mathcal{R} : \mathcal{L} \to H^{n}_{\rig}(U_0) \otimes Q_p(\pi)$ denote the $Q_p(\pi)$-linear map defined by

$$\mathcal{R}(x^w) = \left(\frac{(|w|-1)!x^{w-1}\Omega}{(-\pi)^{|w|-1}P_0^{w}}\right)^{p^{-1}F_p^{-1}}$$

where $\Omega$ is defined as in Proposition 3.1. Then by [14, Theorem 2.15], the diagram

$$\begin{array}{ccc}
\mathcal{L} / \sum_{i=0}^n D_i \mathcal{L}^{(i)} & \xrightarrow{p^{-n}\alpha} & \mathcal{L} / \sum_{i=0}^n D_i \mathcal{L}^{(i)} \\
\downarrow \mathcal{R} & & \downarrow \mathcal{R} \\
H^{n}_{\rig}(U_0) \otimes Q_p(\pi) & \xrightarrow{(p^{-1}F_p)^{-1}} & H^{n}_{\rig}(U_0) \otimes Q_p(\pi)
\end{array}$$

commutes and by [14, Corollary 1.15] the vertical maps are isomorphisms. This implies that (4.1) is equivalent to

$$\alpha(x^{v+1}) \equiv \pi^{p\Exp(a_{u,v})} \alpha_{u,v} \cdot x^{w+1} \mod \sum_{i=0}^n D_i \mathcal{L}^{(i)},$$

which we will now prove.

Note that so far we have not used that $P_0$ is diagonal. Since $P_0(x_0, x_1, \ldots, x_n)$ is equal to $a_0x_0^d + a_1x_1^d + \cdots + a_nx_n^d$, we have

$$\exp\left(\pi\left(P_0(x_0, \ldots, x_n) - P_0(x_0^p, \ldots, x_n^p)\right)\right) = \prod_{i=0}^n \exp\left(\pi a_i(x_i^d - x_i^{dp})\right)$$
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and also
\[ D_i = x_i \partial_i + (\pi a_i) x_i^d. \]

For \(0 \leq i \leq n\), we denote
\[ Q_p(\pi)(x_i) = \left\{ \sum_{j=0}^{\infty} b_j x_j^i : b_j \in Q_p(\pi), \exists c > 0 \text{ s.t. } \lim_{j \to \infty} (ord_p(b_j) - c \cdot j) \geq 0 \right\} \]
and we define \( Q_p(\pi)\)-linear maps \( \psi_p, D_i \) on \( Q_p(\pi)(x_i) \) by the same formulas as before. Then
\[
\psi_p\left(\exp(\pi a_i (x_i^d - x_i^d))x_i^{v_i + 1}\right) = \sum_{m \geq 0} \left( \sum_{j=0}^{\left\lfloor \frac{m}{p} \right\rfloor} \frac{(-1)^j (\pi a_i)^{m - (p - 1)j}}{j!(m - pj)!} \right) x_i^{(dm + v_i + 1)/p},
\]
where the outer sum on the last line is over all integers \( m, r \geq 0 \) that satisfy \( p(u_i + 1) = (v_i + 1) = \frac{d(m - pr)}{d} \) and we have used Lemma 4.2. It is clear that
\[
x_i^{u_i + 1 + dr} \equiv \left( \frac{a_i + 1}{d} \right) (\pi a_i)^{r} x_i^{v_i + 1} \mod D_i Q_p(\pi)(x_i).\]

Hence, it follows that
\[
\psi_p\left(\exp(\pi a_i (x_i^d - x_i^d))x_i^{v_i + 1}\right) \equiv (\pi a_i)^{p(u_i + 1) - (v_i + 1)}/d \sum_{m, r} \frac{\left( \frac{a_i + 1}{d} \right)}{r \sum_{j=0}^{\left\lfloor \frac{m}{p} \right\rfloor} \frac{(p a_i)^{-1} r - j}{(m - pj)!} j!} x_i^{u_i + 1} \mod D_i Q_p(\pi)(x_i),
\]
where the sum is still over all integers \( m, r \geq 0 \) that satisfy \( p(u_i + 1) = (v_i + 1) = \frac{d(m - pr)}{d} \). For \( G_i \in Q_p(\pi)(x_i) \) with \( 0 \leq i \leq n \), we have
\[
\psi_p\left(\prod_{j=0}^{n} G_j \right) = \prod_{j=0}^{n} \psi_p(G_j), \quad D_i \left( \prod_{j=0}^{n} G_j \right) = D_i(G_i) \cdot \prod_{j \neq i} G_j.
\]

Therefore, we can take the product of the congruences above to conclude that
\[
\alpha(x_i^{u_i + 1}) \equiv \pi^{p(k(u_i - k(v_i))} x_i^{u_i + 1} \mod \sum_{i=0}^{n} D_i Q_p(\pi)(x_i).\]

Since \( L \cap \sum_{i=0}^{n} D_i Q_p(\pi)(x_i) = \sum_{i=0}^{n} D_i L^{(i)} \), we can replace \( \sum_{i=0}^{n} D_j Q_p(\pi)(x_i) \) by \( \sum_{i=0}^{n} D_j L^{(i)} \) in this expression, completing the proof.

**Remark 4.4.** The computation in the proof of Theorem 4.4 essentially goes back to Dwork [8, §4]. Following Dwork’s work, Lauder obtained a formula similar to ours [22, Proposition 10], that was used both by him [22] and Gerkmann [10] in their algorithms.

However, our approach is different in two ways. Firstly, our formula for \( \alpha_{u,v} \) is defined over \( Q_p \) instead of \( Q_p(\pi) \). By eliminating the \( \pi \)'s, we are able to improve the complexity of the computation of \( \Phi_0 \), and even of the whole deformation algorithm, by a factor \( p \), as we will see in Section 4. Secondly, Lauder’s formula is only valid when the \( a_i \) are Teichmüller lifts, i.e. \( a_i^{p-1} = 1 \). From a theoretical point of view, of course one can always choose the \( a_i \) to be Teichmüller lifts, but in computations this is unnecessarily restrictive.
4.2 Some estimates

There are two remaining problems for computing the matrix $\Phi_0$. Firstly, to compute $\Phi_0$ to $p$-adic precision $N_\Phi_0$ using Theorem 4.3 we have to compute the elements $\alpha_{u,v}$ to a somewhat higher precision $N'_\Phi_0$ because of loss of precision in the computation. In Corollary 4.8 we will obtain a bound for $N'_\Phi_0$. Secondly, the sums over $m,r$ in Definition 4.11 consist of infinitely many terms. In Proposition 4.10 we will derive a finite expression for $\alpha_{u,v}$ to precision $N'_\Phi_0$. We start with some estimates that will be needed in the proofs.

**Proposition 4.5.** For all integers $j,d,r \geq 1$ with $p \nmid d$,

$$\text{ord}_p \left( \frac{j}{d} \right)_r \geq \text{ord}_p(r!) \geq \frac{r}{p-1} - \left\lfloor \log_p(r) + 1 \right\rfloor.$$  

**Proof.** Let $s_p(r)$ denote the sum of digits in the $p$-adic expansion of $r$ and observe that $s_p(r) \leq (p-1) \left\lfloor \log_p(r) + 1 \right\rfloor$. Then

$$\text{ord}_p \left( \frac{j}{d} \right)_r \geq \text{ord}_p(r!) = \frac{r - s_p(r)}{p-1} \geq \frac{r}{p-1} - \left\lfloor \log_p(r) + 1 \right\rfloor.$$  

**Proposition 4.6.** For all integers $m \geq 0$ and $0 \leq i \leq n$,

$$\text{ord}_p \left( \sum_{j=0}^{\left\lfloor m/p \right\rfloor} \frac{(pa_i)^{m/p-j}}{(m-pj)!j!} \right) \geq \frac{p-1}{p^2} m + \left\lfloor \frac{m}{p} \right\rfloor - \frac{m}{p} - 1.$$  

**Proof.** Let $Q_p(\pi)$ denote the totally ramified extension of $\mathbb{Q}_p$ with $\pi^{p-1} = -p$ and extend the $p$-adic valuation such that $\text{ord}_p(\pi) = (p-1)^{-1}$. Expanding

$$\exp(\pi a_i(x - x^p)) = \sum_{m=0}^{\infty} \lambda_m x^m,$$

one checks easily that, for all $m \geq 0$,

$$\lambda_m = \sum_{j=0}^{\left\lfloor m/p \right\rfloor} (-1)^j (\pi a_i)^{m-(p-1)j} \frac{(pa_i)^{m-pj}}{(m-pj)!j!} \left( \sum_{j=0}^{\left\lfloor m/p \right\rfloor} \frac{(pa_i)^{m/p-j}}{(m-pj)!j!} \right).$$

Therefore, it suffices to show that $\text{ord}_p(\lambda_m) \geq m(p-1)/p^2$. This is well-known in the case $a_i = 1$, but the proof from Lemma 4.1 remains valid when $a_i \in \mathbb{Z}_p^\times$.  

**Theorem 4.7.** Let $\alpha_{u,v}$ be defined as in Definition 4.1. Then

$$0 \leq \text{ord}_p(\alpha_{u,v}) \leq \text{ord}_p \left( \frac{(k(v)-1)!}{(k(u)-1)!} \right) + (n-k(u)) + \delta,$$

where $\delta$ is defined as in Definition 4.10.

**Proof.** First, we prove the left-hand inequality. By Lemma 4.2, Proposition 4.5 and Proposition 4.8 it suffices to show that

$$\frac{p-1}{p^2} m + \left\lfloor \frac{m}{p} \right\rfloor - \frac{m}{p} + \text{ord}_p \left( \left\lfloor \frac{m}{p} \right\rfloor ! \right) > -1,$$

(4.2)
for all integers $m \geq p$. From Proposition 4.5 and the fact that $m \geq p \lfloor m/p \rfloor$, it follows that
\[
\frac{p - 1}{p^2} m + \left\lfloor \frac{m}{p} \right\rfloor - \frac{m}{p - 1} + \text{ord}_p \left( \left\lfloor \frac{m}{p} \right\rfloor ! \right) \geq \frac{p - 1}{p} \left\lfloor \frac{m}{p} \right\rfloor - \left\lfloor \log_p \left( \frac{m}{p} \right) + 1 \right\rfloor.
\]

One checks easily that the right-hand side is greater than $-1$, unless we have $p = 2$ and $m = 4, 5$. However, in these cases (4.2) still holds, as can be seen by direct substitution.

Next, we prove the right-hand inequality. Recall from Corollary 3.19 that the valuations of the entries of the matrix $\Phi_0$ are bounded below by $-\delta$. Thus by Theorem 4.3, we have
\[
-\delta \leq \text{ord}_p \left( \frac{(k(v) - 1)!}{(k(u) - 1)!} \right) + (n - k(u)) - \text{ord}_p (\alpha_{u,v}),
\]
from which the result follows.

Using Theorem 4.7, we can now bound the $p$-adic precision $N'_{\Phi_0}$ to which we have to compute the $\alpha_{u,v}$.

**Corollary 4.8.** In order to compute the matrix $\Phi_0$ to $p$-adic precision $N'_{\Phi_0}$, it is sufficient to compute the $\alpha_{u,v}$ to $p$-adic precision
\[
N'_{\Phi_0} = N_{\Phi_0} + (n - 1) + \text{ord}_p ((n - 1)!) + 2\delta,
\]
where $\delta$ is defined as in Definition 3.18.

**Proof.** Note that the loss of precision in inverting $\alpha_{u,v}$ is at most $2 \text{ord}_p (\alpha_{u,v})$. Therefore, it follows from Theorem 4.3 and Theorem 4.7 that it is sufficient to compute $\alpha_{u,v}$ to precision
\[
N_{\Phi_0} + \text{ord}_p \left( \frac{(k(v) - 1)!}{(k(u) - 1)!} \right) + (n - k(u)) + 2\delta \leq N_{\Phi_0} + (n - 1) + \text{ord}_p ((n - 1)!) + 2\delta,
\]
where we have used that $1 \leq k(u), k(v) \leq n$.

To derive a finite expression for $\alpha_{u,v}$ to precision $N'_{\Phi_0}$, we start with the following elementary lemma.

**Lemma 4.9.** Given integers $\alpha, \beta \geq 2$ and defining $x = \beta + \log_\alpha (\beta) + 1$, for all real numbers $y \geq x$, we have
\[
y - \log_\alpha (y) \geq \beta.
\]

**Proof.** We first note that the function $y \mapsto y - \log_\alpha (y)$ is increasing for $y \geq 2$ because it has derivative $1 - \log_\alpha (e) / y > 0$. Thus, it suffices to verify the result for $x$. Indeed, as $\beta \geq 2$ we have that $\log_\alpha (\beta) + 1 \leq \beta$, hence $\beta + \log_\alpha (\beta) + 1 \leq 2\beta \leq \alpha \beta$, which upon taking logarithms and rearranging yields the result.

**Proposition 4.10.** In order to compute $\alpha_{u,v}$ to $p$-adic precision $N'_{\Phi_0}$, it suffices to restrict the sums in Theorem 4.1 to pairs $m, r \geq 0$ such that $m \leq M$, or equivalently $r \leq R$, where
\[
M = \left\lceil \frac{p^2}{p - 1} (N'_{\Phi_0} + \log_p (N'_{\Phi_0} + 3) + 4) \right\rceil - 1, \quad R = \lfloor M/p \rfloor.
\]
Algorithm 4.1 Compute the matrix $\Phi_0$.

Input: $P_0 = a_0 x_0^d + \cdots + a_n x_n^d$, with $a_0, \ldots, a_n \in \mathbb{Z}_p^\times$, $p$-adic precision $N_{\Phi_0} \geq 0$.

Output: The matrix $\Phi_0$ for the action of $p^{-1} \mathbb{F}_p$ on $H_{\text{rig}}(U_0)$ with respect to basis $B$ to $p$-adic precision $N_{\Phi_0}$.

procedure $\text{DiagFrob}(P_0, N_{\Phi_0})$

1. Determine $N_{\Phi_0}$ from Corollary 4.8.
2. Let $\Phi_0 \in M_{b\times b}(\mathbb{Q}_p)$ be the zero matrix.

for $x^u \in B$ do

1. Determine the unique $x^v \in B$ such that $v_i = p(u_i + 1) - 1 \mod d$.
2. Compute $\alpha_{u,v}$ to $p$-adic precision $N_{\Phi_0}$ using Proposition 4.10.
3. Set $(\Phi_0)_{u,v} \leftarrow (-1)^{k(v)} \left( \frac{(k(v) - 1)!}{(k(u) - 1)!} \right) p^{n-k(u)} \alpha_{u,v}^{-1} \mod p^{N_{\Phi_0}}$.

3. return $\Phi_0$

Assumption 4.11. From now on we assume that our family of hypersurfaces $\mathcal{X}/S$ is defined by a polynomial $P \in \mathbb{Z}_q[t][x_0, \ldots, x_n]$ for which $P(0) \in \mathbb{Z}_q[x_0, \ldots, x_n]$ is of the form $P_0 = a_0 x_0^d + \cdots + a_n x_n^d$, with $a_0, \ldots, a_n \in \mathbb{Z}_p^\times$, so that we can apply Algorithm 4.1.

Remark 4.12. Note that Assumption 4.11 also implies that $S$ can be chosen to satisfy Assumption 2.16 and Assumption 3.15 since $P_0$ defines a smooth hypersurface and we have that $R(0) \in \mathbb{Z}_p^\times$.

5 Solving the differential equation

In this section we explain how to solve the $p$-adic differential equation for the horizontal sections of the Gauss–Manin connection $\nabla$, in order to obtain a local expansion of the matrix for the action of $p^{-1} \mathbb{F}_p$ on $H_{\text{rig}}^n(U/S)$.

All our matrices will be defined with respect to the basis $B$. Recall that $M \in M_{b\times b}(\mathbb{Q}_p(t))$ denotes the matrix for the Gauss–Manin connection $\nabla$ on $H_{\text{dR}}^n(U/\mathbb{S})$ and $\Phi \in M_{b\times b}(\mathbb{Q}_p(t, 1/r^t))$ the matrix for the $\sigma$-semilinear action of $p^{-1} \mathbb{F}_p$ on $H_{\text{rig}}^n(U/S)$, where $\sigma$ is defined as in Definition 2.3.

As we saw in Section 4, these matrices satisfy the differential equation

$$\left(\frac{d}{dt} + M\right) \Phi = pt^{p-1}\Phi\sigma(M), \quad \Phi(0) = \Phi_0, \quad (5.1)$$
where $\Phi_0 \in M_{b \times b}(\mathbb{Q}_p)$ is the matrix for the action of $p^{-1}F_p$ on $H^n_{\text{rig}}(U_0)$. Our goal is the computation of the power series expansion of $\Phi$ at $t = 0$ to $t$-adic precision $K$ and $p$-adic precision $N_\Phi$, i.e. as an element of $M_{b \times b}(\mathbb{Q}_p[[t]])$ modulo $t^K$ and $p^{N_\Phi}$.

We first observe that if $C \in M_{b \times b}(\mathbb{Q}_p[[t]])$ denotes the unique solution to the differential equation

$$\left(\frac{d}{dt} + M\right)C = 0, \quad C(0) = I,$$

where $I$ denotes the identity matrix, then the matrix $\Phi = C\Phi_0\sigma(C)^{-1}$ satisfies Equation (5.1). So it is sufficient to solve Equation (5.2). We now give a bound on the rate of convergence of $C = \sum_{i=0}^{\infty} C_i t^i$ that follows from recent work of Kedlaya [17]. We let $\delta$ be defined as in Definition 3.18.

**Theorem 5.1.** For all $i \geq 1$, we have

$$\text{ord}_p(C_i) \geq -(2\delta + (n-1)) \left\lceil \log_p(i) \right\rceil.$$

**Proof.** It follows from [17, Theorem 18.3.3] that

$$\text{ord}_p(C_i) \geq (\text{ord}_p(\Phi) + \text{ord}_p(\Phi^{-1})) \left\lceil \log_p(i) \right\rceil,$$

but from Corollary 3.19 we already know that $\text{ord}_p(\Phi) \geq -\delta$ and $\text{ord}_p(\Phi^{-1}) \geq -\delta - (n-1)$. \hfill \Box

**Remark 5.2.** In [17, Remark 18.3.4] Kedlaya also includes the bound

$$\text{ord}_p(C_i) \geq (b-1) \text{ord}_p(M) + (\text{ord}_p(\Phi) + \text{ord}_p(\Phi^{-1})) \left\lceil \log_p(i) \right\rceil,$$

which can sometimes be used to improve Theorem 5.1 slightly, for example when $\text{ord}_p(M)$ is nonnegative.

**Remark 5.3.** The bound from Theorem 5.1 also applies to the inverse matrix $C^{-1}$, as this matrix satisfies the dual differential equation

$$\left(\frac{d}{dt} - M^t\right)(C^{-1})^t = 0, \quad C^{-1}(0) = I,$$

that carries a Frobenius structure given by the matrix $(\Phi^{-1})^t$.

We only know the matrix $M$ to some finite $p$-adic precision $N_M$, and we need to compute $C$ to some finite $t$-adic and $p$-adic precisions $K, N_C$, respectively. The following result gives an expression for $N_M$ in terms of $K, N_C$. For a matrix $A = \sum_{i=0}^{\infty} A_i t^i$ we write $\overline{A} = \sum_{i=0}^{K-1} A_i t^i$ in what follows.

**Proposition 5.4.** Let $K, N_C \in \mathbb{N}$ and define

$$N_M = N_C + (2\delta + n) \left\lceil \log_p(K-1) \right\rceil + 1.$$

Let $\tilde{M} \in M_{b \times b}(\mathbb{Q}_p(t))$ be an approximation of $M$ to $p$-adic precision $N_M$, i.e. such that $\text{ord}_p(\tilde{M} - M) \geq N_M$, and suppose that $\tilde{C} = \sum_{i=0}^{\infty} \tilde{C}_i t^i$ satisfies the differential equation

$$\left(\frac{d}{dt} + \tilde{M}\right)\tilde{C} = 0, \quad \tilde{C}(0) = I.$$

Then $\text{ord}_p(\tilde{C}_i - C_i) \geq N_C$ for all $i < K$. 
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Proof. From the expressions
\[ C(t) = \exp \left( - \int_{0}^{t} M(s)ds \right), \quad \tilde{C}(t) = \exp \left( - \int_{0}^{t} \tilde{M}(s)ds \right), \]
it follows that
\[ \tilde{C}(t) - C(t) = C(t) \left( \exp \left( \int_{0}^{t} \left( \tilde{M}(s) - M(s) \right) ds \right) - 1 \right). \quad (5.4) \]
Since \( \text{ord}_p(\tilde{M} - M) \geq N_M \), we obtain
\[ \text{ord}_p \left( \frac{1}{i!} \left( \int_{0}^{t} \left( \tilde{M}(s) - M(s) \right) ds \right)^i \right) \geq N_C + (2\delta + n - 1) \left[ \log_p(K - 1) \right] \]
for all \( 1 \leq i \leq K - 1 \), where we have used that \( \text{ord}_p(i!) \leq i/(p - 1) \leq 1 \). Moreover, from Theorem 5.1 we already know that
\[ \text{ord}_p(\tilde{C} - C) \geq -(2\delta + n - 1) \left[ \log_p(K - 1) \right]. \]
From these two inequalities and Equation (5.4), we deduce \( \text{ord}_p(\tilde{C} - C) \geq N_C \). \( \square \)

Now we explain how to compute the solution \( C \) to Equation 6.2 to \( p \)-adic precision \( N_C \) and \( t \)-adic precision \( K \), assuming that the connection matrix \( M \) has been computed to \( p \)-adic precision \( N_M \) as defined in Proposition 5.4. We can write \( M = G/r \), with \( G = \sum_{i=0}^{\deg(G)} G_i t^i \in M_{n \times b}(\mathbb{Q}_p[t]) \) and \( r = \sum_{i=0}^{\deg(r)} r_i t^i \in \mathbb{Z}_p[t] \) a divisor of the polynomial \( R \) defined in Definition 3.12. Note that the degree of \( r \) might be smaller than the degree of \( R \), which will speed up our computations. By Assumption 4.11 we have \( r(0) \neq 0 \) mod \( p \), so in particular \( r(0) \neq 0 \).

We can obtain a power series solution \( C = \sum_{i=0}^{\infty} C_i t^i \) to the equation
\[ r \frac{dC}{dt} + GC = 0, \quad C(0) = I, \]
which is clearly equivalent to Equation 6.2, using the following recursion:
\[ C_0 = I, \]
\[ C_{i+1} = \frac{-1}{r_0(i+1)} \left( \sum_{j=\max\{0,i-\deg(G)\}}^{i} G_{i-j} C_j + \sum_{j=\max\{0,i-\deg(r)\}+1}^{i} r_{i-j+1} (jC_j) \right). \quad (5.5) \]
Again we will only carry out this computation to some finite \( p \)-adic working precision \( N'_C \), and if we want \( C \) to be correct to \( p \)-adic precision \( N_C \), then the precision \( N'_C \) has to be somewhat higher because of error propagation. An expression for \( N'_C \), in terms of \( N_C \) and the desired \( t \)-adic precision \( K \), was given by Lauder [23, Theorem 5.1], but his result can be significantly improved using Theorem 5.1, as we will now show.

Let \( \tilde{C} = \sum_{i=0}^{\infty} \tilde{C}_i t^i \) denote an approximation to \( C \) obtained using the approximate recursion:
\[ \tilde{C}_0 = I, \]
\[ \tilde{C}_{i+1} = \frac{-1}{r_0(i+1)} \left( \sum_{j=\max\{0,i-\deg(G)\}}^{i} G_{i-j} \tilde{C}_j + \sum_{j=\max\{0,i-\deg(r)\}+1}^{i} r_{i-j+1} (j\tilde{C}_j) \right) + E_{i+1}, \]
where \( \text{ord}_p(E_i) \geq N'_C \) for all \( i \geq 1 \), so that the matrices \( \tilde{C}_i \) are computed with \( p \)-adic working precision \( N'_C \).
Proposition 5.5. Let $K, N_C \in \mathbb{N}$, and suppose that

$$N_C' = N_C + (2(2\delta + (n - 1)) + 1) \lceil \log_p(K - 1) \rceil.$$  

Then $\text{ord}_p(C_i) \geq N_C$ for all $i < K$.

Proof. The matrix $\tilde{C}$ satisfies the differential equation

$$\frac{d\tilde{C}}{dt} + M\tilde{C} = E,$$

where we have denoted $E = \sum_{i=1}^{\infty} E_i t^i$. One also checks that the matrix $C^{-1}\tilde{C}$ satisfies the differential equation

$$\frac{dt(C^{-1}\tilde{C})}{dt} = C^{-1}E,$$

from which it follows that

$$\tilde{C}(t) - C(t) = C(C^{-1}\tilde{C} - I) = C(t) \left( \int_0^t C^{-1}(s)E(s)ds \right).$$  

(5.6)

We know from Theorem 5.1 and Remark 5.3 that

$$\text{ord}_p(C), \text{ord}_p(C^{-1}) \geq -(2\delta + n - 1) \lceil \log_p(K - 1) \rceil,$$  

(5.7)

and we hence obtain

$$\text{ord}_p \left( \int_0^t C^{-1}(s)E(s)ds \right) \geq N_C + (2\delta + n - 1) \lceil \log_p(K - 1) \rceil.$$  

From the bounds (5.6) and Equation (5.7), we deduce that $\text{ord}_p(C - \tilde{C}) \geq N_C$. □

Remark 5.6. A result similar to Proposition 5.5 with a larger constant in front of the logarithm was obtained by Lauder in [23, Theorem 5.1]. We have not been able to find something similar to Proposition 5.4 in Lauder’s work.

Remark 5.7. In order to determine the power series expansion of the matrix $\Phi$, we also need to compute the matrix $\sigma(C)^{-1}$. We could compute the matrix $C^{-1}$ using matrix inversion over the ring $\mathbb{Q}_p[[t]]$. However, solving 5.3 turns out to be more efficient.

We finally give all the precisions necessary for computing the power series expansion of $\Phi$ at $t = 0$ to $t$-adic precision $K$ and $p$-adic precision $N_\Phi$.

Theorem 5.8. Let $K, N_\Phi \in \mathbb{N}$ and define:

$$N_{\Phi_0} = N_\Phi + (2\delta + (n - 1)) \lceil \log_p(K - 1) \rceil + [\log_p([K/p] - 1)];$$
$$N_C = N_\Phi + (2\delta + (n - 1)) \lceil \log_p([K/p] - 1) \rceil + \delta;$$
$$N_{C^{-1}} = N_\Phi + (2\delta + (n - 1)) \lceil \log_p(K - 1) \rceil + \delta;$$
$$N_M = N_\Phi + (2(2\delta + (n - 1)) + 1) \lceil \log_p(K - 1) \rceil + 1;$$
$$N_C' = N_\Phi + (2(2\delta + (n - 1)) + 1) \lceil \log_p(K - 1) \rceil;$$
$$N_{C^{-1}}' = N_\Phi + (2(2\delta + (n - 1)) + 1) \lceil \log_p([K/p] - 1) \rceil.$$

In order to compute the power series expansion of the matrix $\Phi$ at $t = 0$ with $t$-adic precision $K$ and $p$-adic precision $N_\Phi$, it is sufficient to compute the matrix $\Phi_0$ to $p$-adic precision $N_{\Phi_0}$, the matrix $C$ to $t$-adic precision $K$ and $p$-adic precision $N_C$, the matrix $C^{-1}$ to $t$-adic precision $[K/p]$ and $p$-adic precision $N_{C^{-1}}$, and the matrix $M$ to $p$-adic precision $N_M$.

Therefore, while solving Equation (5.2) for $C$ and Equation (5.3) for $C^{-1}$, using a recursion like in Equation (5.5), it is sufficient to use $p$-adic working precisions $N_C'$ and $N_{C^{-1}}'$, respectively.
Proof. Recall that $\Phi = C\Phi_0\sigma(C)^{-1}$. The sufficient $t$-adic precisions are clear. We can apply Proposition 5.19 using Theorem 5.1 for both $C$ and $C^{-1}$ and the fact that $\operatorname{ord}_p(\Phi_0) \geq -\delta$ from Corollary 3.19 to obtain the sufficient $p$-adic precisions for the matrices $\Phi_0, C$ and $C^{-1}$. The sufficient precision for the matrix $M$ follows from Proposition 5.4 and the sufficient working precisions $N'_C$ and $N'_{C^{-1}}$ follow from Proposition 5.5.

Now we have all the ingredients to compute the power series expansion of $\Phi$ at $t = 0$ to any given $p$-adic and $t$-adic precisions, as formalised in Algorithm 5.1.

Algorithm 5.1 Compute the power series expansion of $\Phi$ at $t = 0$.

Input: $P \in \mathbb{Z}_q[t][x_0, \ldots, x_n]$ satisfying Assumption 4.11, $t$-adic precision $K$, $p$-adic precision $N_\Phi$.

Output: The power series expansion of $\Phi$ at $t = 0$ to $t$-adic precision $K$ and $p$-adic precision $N_\Phi$.

procedure FrobSeriesExpansion($N_\Phi, K$)
   1. Determine $N_M, N_{\Phi_0}, N_C, N_{C^{-1}}, N'_C$, and $N'_{C^{-1}}$ from Theorem 6.8.
   2. $M \leftarrow \text{GMCONNECTION}(P,N_M)$
   3. $\Phi_0 \leftarrow \text{DiagFrob}(P_0, N_{\Phi_0})$
   4. Solve Equation (5.2) for $C$ to $t$-adic precision $K$ and $p$-adic precision $N_C$:
      
      $C_0 \leftarrow I$
      
      for $i = 0$ to $K - 2$
      
      $C_{i+1} \leftarrow \frac{-1}{r_{0(i+1)}} \left( \sum_j G_{i-j} C_j + \sum_j r_{i-j+1}(jC_j) \right) \mod p^{N_C}$
      
      $C \leftarrow \sum_{i=0}^{K-1} C_i t^i \mod p^{N_C}$
   5. Solve Equation (5.3) for $C^{-1}$ to $t$-adic precision $\lceil K/p \rceil$ and $p$-adic precision $N_{C^{-1}}$:
      
      $(C^{-1})_0 \leftarrow I$
      
      for $i = 0$ to $\lceil K/p \rceil - 2$
      
      $(C^{-1})_{i+1} \leftarrow \frac{-1}{r_{0(i+1)}} \left( \sum_j -G'_{i-j}(C^{-1})_j + \sum_j r_{i-j+1}(j(C^{-1})_j) \right) \mod p^{N_{C^{-1}}}$
      
      $C^{-1} \leftarrow \sum_{i=0}^{\lceil K/p \rceil - 1} (C^{-1})_i t^i \mod p^{N_{C^{-1}}}$
   6. $\Phi \leftarrow C\Phi_0\sigma(C^{-1})$

   7. return $\Phi$

6 The zeta function of a fibre

6.1 Evaluating $\Phi$ at a point

In the previous section we described how to compute the power series expansion at $t = 0$ of the matrix $\Phi$ for the action of $p^{-1}F_p$ on $H^*_\text{rig}(U/S)$. We now want to evaluate $\Phi$ at the Teichmüller lift $\tilde{\tau}$ of some nonzero $\tau \in S(F_q)$, where $F_q/F_q$ is a finite field extension, but the power series expansion of $\Phi$ at $t = 0$ usually only converges on the open unit disc $|t| < 1$ and hence cannot be evaluated at $\tilde{\tau}$.

However, since $\Phi$ is a matrix of overconvergent functions, it can be approximated to any given $p$-adic precision $N$ by a matrix of rational functions, which can then be evaluated at $\tilde{\tau}$. To convert the power series expansion for $\Phi$ to such an approximation by rational functions, we need a bound on the pole order of these rational functions at their poles, as a function of $N$.
The bounds used by Lauder [21, §8.1] and Gerkmann [10, §6] were not very sharp, and this significantly impacted their algorithms. Recently, under some small additional assumptions, Kedlaya and the second author [13, Theorem 2.1] obtained a sharper bound that we state below in a simplified form. For \( z \in \mathbb{P}^1(\mathbb{Q}_q) \), we denote the valuation on \( \mathbb{Q}_q(t) \) corresponding to \( z \) by \( \text{ord}_{z}(-) \), and we extend \( \text{ord}_{z}(-) \) to polynomials and matrices over \( \mathbb{Q}_q(t) \) by taking the minimum over the coefficients and entries, respectively. We recall that \( M \) denotes the matrix of the Gauss–Manin connection \( \nabla \) with respect to the basis \( \mathcal{B} \) from Definition 3.2 and let \( \delta \) be defined as in Definition 3.13.

**Theorem 6.1.** Let \( D \subset \mathbb{P}^1(\mathbb{Q}_q) \) be a residue disk and \( z \in D \) a point such that \( M \) has at most a simple pole at \( z \) and no other poles contained in \( D \). Suppose that the exponents \( \lambda_1, \ldots, \lambda_b \) of \( M \) at \( z \), which are defined as the eigenvalues of the matrix \( (t - z)M |_{t = z} \) and known to be rational numbers, are contained in \( \mathbb{Z}_p \cap \mathbb{Q} \). For \( i \in \mathbb{N} \), let

\[
    f(i) = \max \{-(2\delta + (n - 1)) \lceil \log_q(i) \rceil, (b - 1) \text{ord}_p(M) - (2\delta + (n - 1)) \lceil \log_q(i) \rceil \},
\]

and define

\[
    c = \begin{cases} 
    0 & \text{if } \text{ord}_p(M) \geq 0, \\
    \min\{0, i + f(i) : i \in \mathbb{N}\} & \text{if } \text{ord}_p(M) < 0.
    \end{cases}
\]

For \( N \in \mathbb{N} \), let

\[
    g(N) = \max\{i \in \mathbb{N} : i + f(i) - \delta + c < N\},
\]

and define

\[
    \alpha_1 = \left\lceil -p \min_i \{\lambda_i\} + \max_i \{\lambda_i\} \right\rceil,
\]

\[
    \alpha_2 = \begin{cases} 
    0 & \text{if } M \text{ does not have a pole at } z, \\
    g(N) & \text{otherwise.}
    \end{cases}
\]

Then the matrix \( \Phi \) is congruent modulo \( p^N \) to a matrix \( \tilde{\Phi} \in M_{b \times b}(\mathbb{Q}_q(t)) \) for which

\[
    \text{ord}_z(\tilde{\Phi}) \geq -(\alpha_1 + p\alpha_2)
\]

and \( \tilde{\Phi} \) has no other poles contained in \( D \).

**Proof.** Since the matrix \( \Phi \) defines a Frobenius structure on the vector bundle \( H^n_{\text{rig}}(U/S) \) with connection \( \nabla \), we can apply [13, Theorem 2.1]. We have replaced \( \text{ord}_p(\Phi) \) and \( \text{ord}_p(\Phi^r) + \text{ord}_p(\Phi^{-1}) \) by their respective lower bounds \(-\delta\) and \(-2\delta + (n - 1)\), since we might not know them exactly a priori. \( \square \)

**Remark 6.2.** In practice, the constants \(-(2\delta + (n - 1)), c, \alpha_1, \) and \(-\delta\) are very small in absolute value, so that \( g(N) \) is about \( N \) and the lower bound for the order of \( \Phi \) modulo \( p^N \) at the point \( z \) is roughly \(-pN\).

**Remark 6.3.** The condition that \( M \) has a simple pole at \( z \) is not a serious restriction. By [24, Theorem 2.1], one can always find a matrix \( W \in GL_{b}(\mathbb{Q}_q[t, 1/(t - z)]) \) such that the connection matrix has a simple pole at \( z \) with respect to the basis \( \{w_1, \ldots, w_b\} \) defined by \( w_j = \sum_{i=1}^{b} W_{ij} e_i \) for all \( 1 \leq j \leq b \), where \( B = [e_1, \ldots, e_b] \) denotes our basis from Definition 3.2. Now by [19, Corollary 2.6], the matrix \( \Phi \) is congruent modulo \( p^{N + \text{ord}_p(W) + \text{ord}_p(W^{-1})} \) to a matrix \( \tilde{\Phi} \in M_{b \times b}(\mathbb{Q}_q(t)) \) for which

\[
    \text{ord}_z(\tilde{\Phi}) \geq -(\alpha_1 + p\alpha_2) + \text{ord}_z(W) + p\text{ord}_z(W^{-1})
\]
and $\tilde{\Phi}$ has no other poles contained in $D$. Here, $\alpha_1$ and $\alpha_2$ are defined as in Theorem 6.1 but with $\delta$ replaced by

$$\delta' = \delta - \left(\text{ord}_p(W) + \text{ord}_p(W^{-1})\right),$$

since for the matrix $\Phi'$ of $p^{-1}F_p$ with respect to the basis $[w_1, \ldots, w_b]$, in general we only have that $\text{ord}_p(\Phi') \geq -\delta'$.

When one of the other conditions in Theorem 6.1 is not satisfied, we can use the alternative bound below. Recall that our family of smooth projective hypersurfaces $X/S$ is defined by the homogeneous polynomial $P \in \mathbb{Z}_q[t][x_0, \ldots, x_n]$.

**Theorem 6.4.** Define the matrices $\Delta_k$ over $Q_q(t)$ as in Definition 3.5. Let $D \subset P^1(Q_q)$ be a residue disk and for any point $z \in D$ put

$$\mu_z = \sum_{k=2}^{n} \text{ord}_z(\Delta_k^{-1}),$$

$$\nu_z = \text{ord}_z(\Delta_{n+1}^{-1}).$$

For $N \in \mathbb{N}$, define

$$h(N) = \max \left\{ i \in \mathbb{N} : i + (n - 1) + \text{ord}_p((n - 1)!) - n \left[ \log_p(p(n + i) - 1) \right] < N \right\},$$

and put

$$\beta_z = \begin{cases} -\mu_z - (p(n + h(N)) - n)\nu_z & \text{if } z \neq \infty, \\ -\mu_z - (p(n + h(N)) - n)\nu_z + ph(N) \deg(P) & \text{if } z = \infty. \end{cases}$$

Then $\Phi$ is congruent modulo $p^N$ to a matrix $\tilde{\Phi} \in M_{b \times b}(Q_q(t))$ for which

$$\text{ord}_z(\tilde{\Phi}) \geq -\beta_z,$$

for all points $z \in D$.

**Proof.** First we extend $\sigma$ to the ring of overconvergent functions:

$$A^1 = \left\{ \sum_{i_0, \ldots, i_{n+3} = 0}^{\infty} a_{i_0, \ldots, i_{n+3}} \frac{x_0^{i_0} \cdots x_n^{i_n} t_{n+1}^{i_{n+1}}}{t_{n+2}^{p} P^{i_{n+3}}} : a_{i_0, \ldots, i_{n+3}} \in Q_q, \right. \left. \exists c > 0 \text{ s.t. } \lim_{t_0 \to \infty, t_0 + \cdots + t_{n+3} \to \infty} (\text{ord}_p(a_{i_0, \ldots, i_{n+3}}) - c(i_0 + \cdots + i_{n+3})) \geq 0 \right\},$$

by putting $\sigma(x_i) = x_i^p$ for $0 \leq i \leq n$. Note that

$$\sigma \left( \frac{1}{P} \right) = P^{-p} \left( 1 - \frac{P^p - \sigma(P)}{P^p} \right)^{-1}$$

is an element of $A^1$ since

$$\text{ord}_p(P^p - \sigma(P)) \geq 1.$$

We use the notation and terminology from Section 3. It is known that the de Rham cohomology of $A^1/Q_q(t, 1/r)^+$ is isomorphic to the rigid cohomology of $U/S$, and that the action of $F_p$ on the rigid cohomology of $U/S$ is induced by $\sigma$. Recall that our basis vectors for $H_{\text{rig}}(U/S)$ are of the form $x^u\Omega/P^\ell$ with $x^u \in B_r$ and $\ell \leq n$. We observe that

$$p^{-1}F_p \left( \frac{x^u\Omega}{P^\ell} \right) \equiv \sum_{i=0}^{\infty} \eta_i p^{n-1+i} \left( \frac{P^p - \sigma(P)}{P^p} \right)^i (x_0 \cdots x_n)^{p-1} \left( \frac{x^p u\Omega}{P^{p(\ell+1)}} \right)$$

26
in $H^n_{rig}(U/S)$, where $\eta_i \in N$ is defined by the equality $(1 - y)^{-t} = \sum_{i=0}^{\infty} \eta_i y^i$. Using Algorithm 3.2, we can write

$$\eta_i p^{n-1+i} \left( \frac{Pp - \sigma(P)}{p} \right)^i (x_0 \cdots x_n)^{p-1} \left( x^{p\eta_i} \Omega \right) \equiv \frac{\gamma_i \Omega}{P^1} + \cdots + \frac{\gamma_{i,n} \Omega}{P^n}. \quad (6.1)$$

where $\gamma_{i,j}$ is contained in the $L$-span of $B_j$ for all $i \geq 0$ and $0 \leq j \leq n$.

Actually, we can slightly modify Algorithm 3.2 so that we only have to solve systems of the form $D_{a,i} v = w$ as long as the pole order is at least $n + 1$. Indeed, we may assume, without loss of generality, that $Q = x^v$ is a monomial, and can find some other monomial $x^w$ such that $x^v - w$ is of degree $(n + 1)d - (n + 1)$. Now we apply Algorithm 3.2 to $x^{v - w}$, noting that $B_{n+1} = \emptyset$, and multiply the output by $x^{v - w}$ to obtain the decomposition of $x^v$.

Note that the left-hand side of Equation (6.1) does not have a pole at $z \neq \infty$, and $s$ has order at least $-ip \deg_s(P)$ at $z = \infty$. When applying Algorithm 3.2 to this expression, as long as the pole order is at least $n + 1$, the order at $z$ drops by at most $\nu_z$ in every reduction step, and it drops by at most $\mu_z$ in the remaining reduction steps. This implies that

$$\ord_z(\gamma_{i,j}) \geq \begin{cases} \mu_z + (p(n+i) - \nu_z) & \text{if } z \neq \infty, \\ \mu_z + (p(n+i) - \nu_z - pi \deg_s(P)) & \text{if } z = \infty. \end{cases} \quad (6.2)$$

For every $\tau \in S(F_q)$, we define lattices $\Lambda_{\tau, crys}$, $\Lambda_{\tau, B}$ in $H^n_{rig}(U_\tau)$ as in the proof of Theorem 3.17. It follows from Proposition 3.4.6, Equation (6.1), and the inclusion $(n - 1)!\Lambda_{\tau, crys} \subset \Lambda_{\tau, B}$ that

$$\frac{\gamma_i \Omega}{P^1} + \cdots + \frac{\gamma_{i,n} \Omega}{P^n} \in p^{i(n-1)-\ord_p((n-1)!)-n \lceil \log_p(p(n+i) - 1) \rceil} \Lambda_{\tau, B},$$

which implies that

$$\ord_p(\gamma_{i,j}) \geq i + (n - 1) - \ord_p((n-1)! - n \lceil \log_p(p(n+i) - 1) \rceil).$$

The entries of $\Phi$ are coefficients of sums of the form $\sum_{i=0}^{\infty} \gamma_{i,j}$. Now modulo $p^N$, we can restrict this sum to terms for which $\ord_p(\gamma_{i,j}) < N$, and we can compute the order at $z$ of these terms using (6.2). This completes the proof. \[\square\]

**Remark 6.5.** A result similar to, but weaker than, Theorem 6.3 was obtained by Gerkmann in [11, Section 6].

**Theorem 6.6.** Let $N_\theta \in N$. We can explicitly find $s \in Z[t]$ and $K \in N$, where $s$ divides some power of the polynomial $R$ from Definition 3.12, such that $s \Phi$ is congruent modulo $p^N$ to a matrix of polynomials of degree less than $K$.

**Proof.** On every residue disk $D \subset P^1(Q_q)$, we can apply either Theorem 6.1 (when it applies) or Theorem 6.4 in order to find numbers $\theta_j \in N_\theta$ such that $\Phi$ is congruent modulo $p^N$ to a matrix $\Phi \in M_{\delta \times \delta}(Q_q(l))$ for which $\ord_{\Phi}(\Phi) \geq -\theta_z$ for all $z \in D$. By Theorem 6.4 we can take $\theta_z = 0$ for $z \neq \infty$ if $R(z) \neq 0$, so that $\theta_z$ vanishes for all but finitely many $z \in P^1(Q_q)$. Moreover, by Theorem 6.1 we can also take $\theta_z = 0$ whenever the matrix $M$ does not have a pole in the residue disk at $z$. Finally, we may assume that $\theta_z = \theta_{z'}$ if $z, z'$ are conjugates over $Q_q$. We now define

$$s = \prod_{z \neq \infty, \ord_s(z) \geq 0} \prod_{z \neq \infty, \ord_s(z) < 0} (t - z)^{\theta_z} (t - z - 1)^{\theta_z}, \quad K = \left( \sum \theta_z \right) + 1,$$

which satisfy all the required conditions. \[\square\]
We compute the matrix $\Phi$ to $t$-adic precision $K$ and $p$-adic precision $N_\Phi$ using Algorithm 5.1. For any $\tau \in S(F_q)$, we can now compute

$$\Phi_\tau = s(\tilde{\tau})^{-1} (s\Phi \mod t^K) |_{t=\tilde{\tau}} \mod p^{N_\Phi}.$$ 

Since $\text{ord}_p(s(\tilde{\tau})) = 0$, $\text{ord}_p(\tilde{\tau}) \geq 0$ and $\text{ord}_p(\Phi) \geq -\delta$, by Proposition 2.19 the matrix $\Phi_\tau$ will also be correct to precision $N_\Phi$ provided that $\tilde{\tau}$ is computed to $p$-adic precision $N_\Phi + \delta$.

### 6.2 Computing the zeta function

Now we want to compute the zeta function of the fibre $X_\tau$ of our family $X/S$ lying over some $\tau \in S(F_q)$, where $F_q/F_q$ is a finite field extension. Recall from Theorem 2.13 that the zeta function of $X_\tau$ is of the form

$$Z(X_\tau, T) = \frac{\chi(T)^{-1}}{(1 - T)(1 - qT) \cdots (1 - q^{n-1}T)},$$

where $\chi(T) = \det(1 - Tq^{-1}F_q^H_n(U_\tau)) \in \mathbb{Z}[T]$ denotes the reverse characteristic polynomial of the action of $q^{-1}F_q$ on $H^n_{\text{rig}}(U_\tau)$.

We start by computing the matrix of the action of $q^{-1}F_q$ on $H^n_{\text{rig}}(U_\tau)$. Let us still denote $a = \log_q(q)$. Recall that $\Phi_\tau$ is the matrix of the action of $p^{-1}F_p$ on $H^n_{\text{rig}}(U_\tau)$ with respect to the basis $B$. As this action is $\sigma$-semilinear, we have that

$$\Phi_\tau(a) = \Phi_\tau \sigma(\Phi_\tau) \cdots \sigma^{a-1}(\Phi_\tau)$$

is the matrix of the action of $q^{-1}F_q$ on $H^n_{\text{rig}}(U_\tau)$.

We now analyse the loss of $p$-adic precision when computing the reverse characteristic polynomial $\chi(T) = 1 + \sum_{i=1}^b \chi_i T^i = \det(1 - T\Phi_\tau^{(a)})$.

**Theorem 6.7.** Let $N_\Phi \in \mathbb{N}$ be such that $N_\Phi \geq \delta$, where $\delta$ is defined as in Definition 3.18. Moreover, suppose that $\tilde{\Phi}_\tau$ is an approximation to $\Phi_\tau$ satisfying $\text{ord}_p(\tilde{\Phi}_\tau - \Phi_\tau) \geq N_\Phi$. Let us denote

$$\tilde{\chi}(T) = 1 + \sum_{i=1}^b \tilde{\chi}_i T^i = \det(1 - T\tilde{\Phi}_\tau^{(a)}).$$

Then for all $1 \leq i \leq b$, we have

$$\text{ord}_p(\chi_i - \tilde{\chi}_i) \geq N_\Phi - \delta.$$ 

**Proof.** Recall from Theorem 3.17 that there exists a matrix $W_\tau \in M_{b \times b}(\mathbb{Q}_p)$ satisfying $\text{ord}_p(W_\tau) + \text{ord}_p(W^{-1}_\tau) \geq -\delta$ such that for $\Phi'_\tau = W_\tau \Phi_\tau \sigma(W)^{-1}$ we have $\text{ord}_p(\Phi'_\tau) \geq 0$.

Defining the matrix $\tilde{\Phi}_\tau' = W_\tau \tilde{\Phi}_\tau \sigma(W)^{-1}$, we find that $\text{ord}_p(\Phi'_\tau - \tilde{\Phi}_\tau') \geq N - \delta$ and in particular $\text{ord}_p(\tilde{\Phi}_\tau') \geq 0$. Thus, we obtain

$$\text{ord}_p \left( \det \left( 1 - T(\Phi'_\tau)^{(a)} \right) - \det \left( 1 - T(\tilde{\Phi}_\tau')^{(a)} \right) \right) \geq N - \delta.$$ 

Note that $(\Phi'_\tau)^{(a)} = W_\tau \Phi_\tau^{(a)} W^{-1}_\tau$ and $(\tilde{\Phi}_\tau')^{(a)} = W_\tau \tilde{\Phi}_\tau^{(a)} W^{-1}_\tau$, so that

$$\chi(T) = \det \left( 1 - T(\Phi'_\tau)^{(a)} \right), \quad \tilde{\chi}(T) = \det \left( 1 - T(\tilde{\Phi}_\tau')^{(a)} \right).$$

This completes the proof. 

Remark 6.8. If we know $\Phi_\tau$ to $p$-adic precision $N_\Phi$, then $\chi(T)$ is determined to precision $N_\Phi - \delta$. However, we cannot compute $\chi(T)$ as in the proof of Theorem 6.7 since we do not know the matrix $W_\tau$ explicitly. When computing with respect to our basis $B$, there will be loss of $p$-adic precision. The loss of precision in computing $\Phi_\tau^{(a)}$ from $\Phi_\tau$ is at most $(a - 1)\delta$, and the loss of precision in computing $\chi(T)$ from $\Phi_\tau^{(a)}$ is at most $(b - 1)\delta$, by Proposition 2.18 and Corollary 3.19. Therefore, for $\chi(T)$ to be correct to $p$-adic precision $N_\Phi - \delta$, it is sufficient to compute $\chi(T)$ from $\Phi_\tau$ using $p$-adic working precision

$$(N_\Phi - \delta) + ((a - 1) + (b - 1))\delta = N_\Phi + (a + b - 3)\delta.$$ 

When $p \geq n$, one can improve Theorem 6.7 by taking into account the Hodge numbers $h^{i,n-1-i}$ of $H^n_{dR}(\mathcal{H}/\mathcal{O})$. Recall from Remark 3.10 that $h^{i,n-1-i} = |B_i|$.

Definition 6.9. Define $\Gamma: [0, b] \to \mathbb{R}$ to be the function whose graph is the convex polygon in the plane whose left-most point is the origin and which has slope $i$ over the interval of the horizontal axis

$$[h^{0,n-1} + \ldots + h^{i-1,n-i}, h^{0,n-1} + \ldots + h^{i,n-i-1}].$$

Note that $\Gamma(b) = b(n - 1)/2$ since $h^{i,n-1-i} = h^{n-1-i,i}$ for all $0 \leq i \leq n - 1$.

Theorem 6.10. We continue with the notation of Theorem 6.7. Let $N_\Phi \in \mathbb{N}$ and suppose that $p \geq n$. If $\tilde{\Phi}_\tau$ is an approximation to $\Phi_\tau$ such that $\text{ord}_p(\Phi_\tau - \tilde{\Phi}_\tau) \geq N_\Phi$ then, for all $1 \leq i \leq b$, we have

$$\text{ord}_p(\chi_i - \tilde{\chi}_i) \geq N_\Phi + a\Gamma(i - 1).$$

Proof. Note that in this case $\delta = 0$ and hence that $\text{ord}_p(\Phi_\tau) \geq 0$. By a result of Mazur [26, p. 665–666], the map $p^{-1}F_p$ sends $(H_i \cap \Lambda_{\tau,crys})$ into $p^i\Lambda_{\tau,crys}$, where $\Lambda_{\tau,crys}$ is defined as in the proof of Theorem 3.12 and $H_i$ as in Remark 3.10. This implies that the so called Hodge polygon of the $F$-crystal $(\Lambda_{\tau,crys}, p^{-1}F_p)$ lies above the graph of $\Gamma$. From this it follows that the Hodge polygon of the $F$-crystal $(\Lambda_{\tau,crys}, q^{-1}F_q)$ lies above the graph of $a\Gamma$. Hence we can find an invertible matrix $W_\tau \in M_{b\times b}(\mathbb{Z}_q)$ such that for all $1 \leq i \leq b$, the sum of the valuations of any $i$ different columns of $W_\tau\Phi_\tau^{(a)}W_\tau^{-1}$ is at least $a\Gamma(i)$. Note that

$$\text{ord}_p(W_\tau\Phi_\tau^{(a)}W_\tau^{-1} - W_\tau\tilde{\Phi}_\tau^{(a)}W_\tau^{-1}) \geq N_\Phi.$$ 

The coefficients $\chi_i$ and $\tilde{\chi}_i$ are alternating sums of products of $i$ elements from different columns of $W_\tau\Phi_\tau^{(a)}W_\tau^{-1}$ and $W_\tau\tilde{\Phi}_\tau^{(a)}W_\tau^{-1}$, respectively. Therefore, the required bound follows from Theorem 2.18. \hfill \Box

Remark 6.11. For $a = 1$, Theorem 6.10 was obtained by Lauder in [23, Proposition 9.4] and the general idea of using the Hodge filtration to lower $p$-adic precision bounds had already been suggested before in [1, Remark 1.6.4]. However, we have not been able to find Theorem 6.10 in the literature for $a \neq 1$.

Now we determine the $p$-adic precision $N_{\chi_i}$ to which we need to compute $\chi_i$ in order to recover the integer polynomial $\chi(T)$ exactly.

Theorem 6.12. In order to recover the integer polynomial $\chi(T)$ exactly, it suffices to compute $\chi_i$ to $p$-adic precision

$$N_{\chi_i} = \lfloor \log_p \left( 2(b/i)q^{(n-1)/2} \right) \rfloor + 1.$$ 

Proof. By Theorem 2.1 and the short exact sequence (2.4), we have

$$\chi(T) = \prod_{i=1}^b (1 - \alpha_iT),$$
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where the $\alpha_i$ are algebraic integers of absolute value $q^{(\rho-1)/2}$ that are permutated under the map $\alpha \mapsto q^{\rho-1}/\alpha$. If we denote $s_j = \sum_{i=1}^{b} \alpha_i^j$, then clearly

$$|s_j| \leq b q^{(\rho-1)/2}.$$  

for all $1 \leq j \leq b$. Moreover, if we write $\chi(T) = 1 + \sum_{i=1}^{b} \chi_i T^i$, then by the Newton–Girard identities we have

$$s_j + j \chi_j = - \sum_{i=1}^{j-1} s_{j-i} \chi_i.$$  

(6.3)

This means that if we are given $\chi_1, \ldots, \chi_{b-1}$, then we can limit $\chi_j$ to an explicit disk in the complex plane of radius $(b/j) q^{(\rho-1)/2}$. Therefore, if we know each $\chi_i$ to $p$-adic precision $N_{\chi_i}$ satisfying

$$p^{N_{\chi_i}} > \frac{2b}{1} q^{(\rho-1)/2},$$  

we can determine $\chi(T)$ exactly using the recursion (6.3).

**Remark 6.13.** This bound was first obtained by Kedlaya in [16], although it does not appear there in exactly this form.

**Theorem 6.14.** Let $N_{\chi_i}$ be defined as in Theorem 6.12. In order to compute $\chi(T)$ exactly, it is sufficient to compute $\Phi_\tau$ with $p$-adic precision

$$N_{\Phi} = \max_{1 \leq i \leq b} \{N_{\chi_i} + \delta\}.$$  

If moreover $p \geq n$, then this can be improved to

$$N_{\Phi} = \max_{1 \leq i \leq b} \{N_{\chi_i} - a \Gamma(i-1)\}.$$  

Proof. This follows easily by combining Theorem 6.12 with Theorem 6.7 and Theorem 6.10, respectively.

**Remark 6.15.** If the sign $\epsilon = \pm 1$ is known for which $\det(\Phi_\tau^{(\rho)}) = \epsilon q^{b(\rho-1)/2}$, then this can be improved further. Since $\prod_{i=1}^{b} \alpha_i^{(\rho)} = \epsilon q^{b(\rho-1)/2}$, and the $\alpha_i$ are permutated under the map $\alpha \mapsto q^{\rho-1}/\alpha$, we have

$$\chi_{b-1} = \epsilon(-1)^{b-1} q^{(\rho-1)(b/2-1)} \chi_b.$$  

So $\chi(T)$ is uniquely determined already by $\chi_1, \ldots, \chi_{[b/2]}$, and it is sufficient to take the maxima in Theorem 6.13 running only over $1 \leq i \leq [b/2]$. It is well known that $\epsilon = 1$ when $n$ is even, but when $n$ is odd $\epsilon$ is usually not known. In practice it is then often still possible to use a smaller precision by computing $\epsilon$ first. Let $j$ be the smallest positive integer such that $\chi([b/2]-j) \neq 0$. To recover $\chi_0, \ldots, \chi_{[b/2]+j}$, it is sufficient to take the maxima in Theorem 6.13 running only over $1 \leq i \leq [b/2] + j$. This allows us to determine $\epsilon$ from the two coefficients $\chi_{[b/2]-j}$ and $\chi_{[b/2]+j}$.

We now formalise the complete algorithm for computing $Z(X_\tau, T)$ in Algorithm 6.1.

**Remark 6.16.** The output of Algorithm 6.1 only depends on $X_\tau$. In particular, we can also take a polynomial $\tilde{P} \in \mathbb{F}_q[t][x_0, \ldots, x_n]$ as input and at the start of the algorithm take $P$ to be an arbitrary lift of $\tilde{P}$. For the complexity analysis in the next section, we thus take the input size to be the size of $\tilde{P}$. However, from a practical point of view, it is convenient to keep the lift $P$ as the input, since:

(i) the matrices $M, \Phi_0, C, \Phi, \Phi_\tau$ do depend on $P$,
(ii) Assumption 4.11 needs to hold for $P$,
(iii) the runtime and memory usage of the algorithm depend on $P$.  
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Algorithm 6.1 Compute $Z(X_\tau, T)$.

**Input:** $P \in \mathbb{Z}_q[t][x_0, \ldots, x_n]$ homogeneous of degree $d$ satisfying Assumption 4.11 and $\tau \in S(\mathbb{F}_q)$.

**Output:** The zeta function $Z(X_\tau, T)$ of the fibre $X_\tau$ lying over $\tau$.

**procedure** ZETAFUNCTION($P, \tau$)

1. Determine $N_\Phi$ from Theorem 6.14.
2. $N'_\Phi \leftarrow N_\Phi + (a + b - 3)\delta$.
3. Determine $K \in \mathbb{N}$ and $s \in \mathbb{Z}_q[t]$ from Theorem 6.6.
4. Compute $\Phi \leftarrow \text{FrobSeriesExpansion}(N_\Phi, K)$.
5. Determine $\hat{\tau} \in \mathbb{S}(\mathbb{Z}_q)$ to $p$-adic precision $N_\Phi + \delta$.
6. Compute $\Phi_{\tau} \leftarrow s(\hat{\tau})^{-1}(a\Phi \mod t^K)|_{t=\tau}$ to $p$-adic precision $N_\Phi$, using $p$-adic working precision $N_\Phi'$.
7. Compute $\chi(T) \leftarrow \det((1-T(\Phi_{\tau}\sigma(\Phi_{\tau}) \cdots \sigma^{u-1}(\Phi_{\tau}))))$ to $p$-adic precision $N_\Phi - \delta$, using $p$-adic working precision $N_\Phi'$.
8. Round $\chi(T)$ to $\mathbb{Z}[T]$ using the recursion (6.3).
9. Set $Z(X_\tau, T) \leftarrow (\chi(T)^{-1}P)/(1-T(1-qT) \cdots (1-q^{n-1}T))$.
10. **return** $Z(X_\tau, T)$

7 Complexity

In this section we determine the complexity of Algorithm 6.1. We denote $a' = \log_q(q)$, noting that $a'$ divides $a$, and let $d_t$ denote the degree of $P$ in the variable $t$.

We use the $\tilde{O}(\cdot)$ notation that ignores logarithmic factors, i.e. $\tilde{O}(f)$ denotes the class of functions that lie in $O(f \log^k(f))$ for some $k \in \mathbb{N}$.

Let us first revisit some results concerning the complexity of the, sometimes basic, constituent operations. We recall that two $k$-bit integers can be multiplied in $\tilde{O}(k)$ bit operations, and that two degree-$k$ polynomials can be multiplied in $\tilde{O}(k^2)$ ring operations. We let $\omega$ denote an exponent for matrix multiplication, so that two $k \times k$ matrices can be multiplied in $\tilde{O}(k^\omega)$ ring operations. An invertible $k \times k$ matrix can then be inverted in $\tilde{O}(k^\omega)$ ring operations as well. Moreover, it is known [20] that one can take $\omega \leq 2.3729$. Finally, we point out that the characteristic polynomial of a matrix can be computed in $\tilde{O}(b^{a'} \log(b))$ field operations using an algorithm of Keller-Gehrig [20].

Next we consider specific $p$-adic operations, referring the reader to Huberchts [13] for further details. First, images of elements of $\mathbb{Q}_p$ under $\sigma^i$, for $0 < i < a$, can be computed to $p$-adic precision $N$ in time $\tilde{O}(a \log^2(p) + aN \log(p))$. Second, the Teichmüller lift of an element of $\mathbb{F}_q$ can be computed to precision $N$ in time $\tilde{O}(aN \log^2(p))$.

We start by estimating the degrees of the numerator and denominator of the connection matrix $M$.

**Proposition 7.1.** The degrees of $H$, $R$ from Proposition 3.13 and $G$, $r$ from Section 5 are all $\tilde{O}((ndc^a d_t)^n)$.\]

**Proof.** Note that $\Delta_e$ in Definition 5.12 is a square matrix of degree $d_t$, with

\[
\binom{kd - 1}{n} \leq \binom{e(kd - 1)}{n} < (de)^n
\]

columns, where $e$ denotes the base for the natural logarithm. The result follows easily from this. Note that the degrees of the numerators and denominators of all intermediate results in Algorithm 6.3 are also $\tilde{O}((dc)^a d_t)$. \]
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Next we estimate the precisions that we require.

**Proposition 7.2.** All $p$-adic precisions that we use lie in $\tilde{O}(ad^n \log(dt))$ and $\deg(s), K$ are both $\tilde{O}(ad^n d^n dt)$.

**Proof.** Note that $b \in O(d^n)$ and $\delta \in O(n)$. In Theorem 6.14 we have
\[
\max_{1 \leq i \leq b} \{ N_{\chi_i} \} \in O(anb + \log(b)) \subset \tilde{O}(ad^n), \quad N_{\Phi} \in \tilde{O}(ad^n).
\]
The precisions $N_{\Phi}$ and $N_{\Phi} \pm \delta$ in Algorithm 6.1 are then $\tilde{O}(ad^n)$ as well. It follows from Theorem 6.9 that in Theorem 6.6 we can take $N \leq 1$.

Consequently, we obtain
\[
\deg(s), K \in \tilde{O}(apd^n d^n dt).
\]
The $p$-adic precisions $N_{\Phi}$, $N_{C}$, $N_{M}$, $N_{M^{-1}}$, $N'_{C}$, and $N'_{C^{-1}}$ in Theorem 5.8 are in $\tilde{O}(ad^n \log(dt))$, noting that the logarithms that appear there are to base $p$. Finally, the remaining $p$-adic precisions $N'_{M}$ and $N'_{N}$ are also $\tilde{O}(ad^n \log(dt))$ by Remark 3.11 and Corollary 4.8 respectively. \qed

We now analyse the computation of the connection matrix $M$.

**Proposition 7.3.** The computation of the connection matrix $M$ using Algorithm 3.3 requires
\[
\text{time: } \tilde{O}(aa' \log(p)(d^{n(\omega+2)}e^{n(\omega+1)} + d^{5n} e^{3n} dt)),
\]
\[
\text{space: } \tilde{O}(aa' \log(p)d^{4n}e^{3n} dt).
\]

**Proof.** We first need to construct and invert the matrices $\Delta_k$. This is dominated by the inversion, which requires $O((de)^{n\omega})$ operations in the ring $Q_p[t]$ to $p$-adic precision $\tilde{O}(ad^n \log(dt))$. As there are $O(n)$ of these matrices, this takes time
\[
\tilde{O}((de)^{n\omega}(a' \log(p))\log(dt))/((de)^n dt)) = \tilde{O}(aa' \log(p)d^{n(\omega+2)}e^{n(\omega+1)} dt).
\]

Then we multiply each of the monomials in our basis with $-k(\partial P/\partial t)$ for some $1 \leq k \leq n$ and reduce the product to the basis by repeatedly using Algorithm 3.3. For each of these monomials this takes time
\[
\tilde{O}((de)^{2n}(a' \log(p))\log(dt))/(de)^n dt) = \tilde{O}(aa' \log(p)d^{4n}e^{3n} dt),
\]
because of the quadratic complexity of the matrix-vector product. There are $b \in O(d^n)$ monomials in our basis and hence this takes time $\tilde{O}(aa' \log(p)d^{5n}e^{3n} dt)$.

During this computation we have to store $O(n)$ matrices and vectors of size
\[
\tilde{O}((de)^{2n}(a' \log(p))\log(dt))/(de)^n dt),
\]
which completes the proof. \qed

Next we consider the computation of the matrix $\Phi_0$.

**Proposition 7.4.** The computation of the matrix $\Phi_0$ with Algorithm 4.1 requires
\[
\text{time: } \tilde{O}(a^3pd^{n} \log^3(dt)),
\]
\[
\text{space: } \tilde{O}(a \log(p)d^{2n} \log(dt)).
\]
Proof. In Proposition 7.6 we have $R \in \bar{O}(N'_{\phi_0})$. In Definition 7.1 the sums
\[ \left( \frac{u_i + 1}{d} \right) \sum_{r \in 0}^{r \in 0 \text{ times}} \left( \frac{p a_i^{p-1} \left[ (m - p j) \right]!}{r - j} \right) \]
consist of $O(R)$ terms. Note that each term can be computed from the previous one in $O(p)$ operations in $Z_p$. For each $r$, the sum can therefore be computed in time $O(pR^2 N'_{\phi_0})$. We have to consider $O(R)$ values of $r$, so each $\alpha_{u,v}$ can be computed in time $\bar{O}(npR^2 N'_{\phi_0}) \subset \bar{O}(a^3 p \log^3(d_i))$.

We need to compute $b \in O(d^n)$ of these $\alpha_{u,v}$, so the computation of $\Phi_0$ takes time $\bar{O}(a^3 p \log^3(d_i))$.

The required space is dominated by that of the power series expansion of $\frac{u_i + 1}{d} \sum_{r \in 0}^{r \in 0 \text{ times}} \left( \frac{p a_i^{p-1} \left[ (m - p j) \right]!}{r - j} \right)$, this can be decreased to being quasiquadratic in $a$ while in the work of Lauder \[21\] it is quasiquadratic. The main reason for this is that Lauder computed in the totally ramified extension $Q_p(\pi)$ with $\pi^p - 1 = -p$, where a single multiplication already takes time quasiquadratic in $p$. It will turn out that this crucial improvement also decreases the overall time complexity of the deformation method from being quasiquadratic to quasiquadratic in $p$.

We should mention that there is a small downside to our approach. The time complexity in Proposition 7.3 is quasilinear in $p$, while in the work of Lauder \[21\] it is quasiquadratic. The main reason for this is that Lauder computed in the totally ramified extension $Q_p(\pi)$ with $\pi^p - 1 = -p$, where a single multiplication already takes time quasiquadratic in $p$. It will turn out that this crucial improvement also decreases the overall time complexity of the deformation method from being quasiquadratic to quasilinear in $p$.

We should mention that there is a small downside to our approach. The time complexity in Proposition 7.3 is quasilinear in $p$, while using fast exponentials over $Q_p(\pi)[[z]]$, this can be decreased to being quasiquadratic in $a$, which again has an effect on the entire deformation method. We address this in the following proposition.

Proposition 7.6. Alternatively, the matrix $\Phi_0$ can be computed in
\[ \text{time: } \bar{O}(a^2 p d^{2n} (p + d^n) \log^2(d_i)), \]
\[ \text{space: } \bar{O}(a^2 p^2 d^{2n} \log^2(d_i)). \]

Proof. In Proposition 7.6 we have $M \in \bar{O}(pN'_{\phi_0})$. Let $Q_p(\pi)$ denote the totally ramified extension of $Q_p$ with $\pi^p - 1 = -p$. Recall from the proof of Proposition 7.6 that in Definition 7.1 up to a factor $(-1)^r (\pi a_1)^{m - (p - 1)^r}$, the sum
\[ \sum_{j=0}^{r} \left( \frac{p a_i^{p-1} \left[ (m - p j) \right]!}{r - j} \right) \]
is equal to the coefficient $\lambda_m$ of $x^m$ in the power series expansion of $\exp(\pi a_1 (x - x^p))$. However, the power series expansion of $\exp(\pi a_1 (x - x^p))$ modulo $x^{M+1}$ can be computed in $\bar{O}(M)$ operations in $Q_p(\pi)$ following Brent \[4\]. Since a single operation in $Q_p(\pi)$ takes time $\bar{O}(pN'_{\phi_0})$, precomputing these power series expansions for all $0 \leq i \leq n$ takes time
\[ \bar{O}(np^2 (N'_{\phi_0})^2) \subset \bar{O}(a^2 p^2 d^{2n} \log^2(d_i)). \]
Each $\alpha_{u,v}$ can now be computed as in Proposition 7.3 in time
\[ \bar{O}(p(N'_{\phi_0})^2) \subset \bar{O}(a^2 p d^{2n} \log^2(d_i)), \]
so computing all $b \in O(d^n)$ of these $\alpha_{u,v}$ takes time $\bar{O}(a^2 p d^{3n} \log^2(d_i))$. Hence $\Phi_0$ can be computed in time $\bar{O}(a^2 p d^{2n} (p + d^n) \log^2(d_i))$.

The space requirement is dominated by that of the power series expansions of $\exp(\pi a_1 (x - x^p))$ modulo $x^{M+1}$ for $0 \leq i \leq n$ and is therefore given by
\[ \bar{O}(n M p N'_{\phi_0}) \subset \bar{O}(a^2 p^2 d^{2n} \log^2(d_i)). \]

\[ \bar{O}(n M p N'_{\phi_0}) \subset \bar{O}(a^2 p^2 d^{2n} \log^2(d_i)). \]
Finally, the matrix product $C$.

Moreover, applying $\sigma$ the result on the time complexity now follows.

Finally, we consider the substitution of $\hat{s}$ scalar-matrix product

Each of these can be thought of as a modular composition of polynomials over $C$.

Finally, we consider the substitution of $\hat{\tau}$ into the $b^2$ entries of the matrix $s\Phi$ mod $t^K$.

Each of these can be thought of as a modular composition of polynomials over $\mathbb{Q}_q$, where the modulus $m(t)$ is an irreducible polynomial defining the extension $\mathbb{Q}_q/\mathbb{Q}_q$ as a quotient of $\mathbb{Q}_q[t]$, which is of degree $a/\hat{a}'$. However, care has to be taken to include the additional reduction modulo $m(t)$ of the polynomials of degree less than $K$, so that polynomials involved in the modular composition have degree less than $a/\hat{a}'$.

Thus, the substitutions require time

$$\tilde{O}\left(b^2 (K(a' \log(p))(ad^n) + (a/a')(a' \log(p))(ad^n))\right) \subset \tilde{O}(a^2 a' pd^{\beta n} e^n d_t).$$

Clearly, evaluating and inverting $s(\hat{\tau})$ and performing the scalar multiplication can be ignored, and the result on the time complexity now follows.

The space requirement is dominated by the matrix $s\Phi$ mod $t^K$, which has size

$$\tilde{O}(b^2 K(a' \log(p))(ad^n)) \subset \tilde{O}(a^2 a' pd^{\beta n} e^n d_t).$$

**Proposition 7.8.** The computation of the matrix $\Phi_\tau$ from the matrix $\Phi$ and $\tau \in S(\mathbb{F}_q)$ requires

$$\begin{align*}
time & : \tilde{O}(a^2 a' pd^{\beta n} e^n d_t), \\
space & : \tilde{O}(a^2 a' pd^{\beta n} e^n d_t).
\end{align*}$$

**Proof.** We first recall that the Teichmüller lift $\hat{\tau} \in S(\mathbb{Z}_q)$ can be computed to $p$-adic precision $N_q + \delta \in \tilde{O}(ad^n)$ in time $\tilde{O}(a^2 d^n \log^2(p))$. Next, we observe that the scalar-matrix product $s\Phi$ mod $t^K$ over $\mathbb{Q}_q[t]$ requires time

$$\tilde{O}(b^2 K(a' \log(p))(ad^n)) \subset \tilde{O}(a^2 a' pd^{\beta n} e^n d_t).$$

Finally, we consider the substitution of $\hat{\tau}$ into the $b^2$ entries of the matrix $s\Phi$ mod $t^K$. Each of these can be thought of as a modular composition of polynomials over $\mathbb{Q}_q$, where the modulus $m(t)$ is an irreducible polynomial defining the extension $\mathbb{Q}_q/\mathbb{Q}_q$ as a quotient of $\mathbb{Q}_q[t]$, which is of degree $a/\hat{a}'$. However, care has to be taken to include the additional reduction modulo $m(t)$ of the polynomials of degree less than $K$, so that polynomials involved in the modular composition have degree less than $a/\hat{a}'$.

Thus, the substitutions require time

$$\tilde{O}\left(b^2 (K(a' \log(p))(ad^n) + (a/a')(a' \log(p))(ad^n))\right) \subset \tilde{O}(a^2 a' pd^{\beta n} e^n d_t).$$

Clearly, evaluating and inverting $s(\hat{\tau})$ and performing the scalar multiplication can be ignored, and the result on the time complexity now follows.

The space requirement is dominated by the matrix $s\Phi$ mod $t^K$, which has size

$$\tilde{O}(b^2 K(a' \log(p))(ad^n)) \subset \tilde{O}(a^2 a' pd^{\beta n} e^n d_t).$$
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Finally, we consider the computation of the polynomial $\chi(T)$.

**Proposition 7.9.** The computation of $\chi(T)$ from $\Phi_x$ requires

- time: $\tilde{O}(a^2 \log^2(p)d^n(\omega+1))$,
- space: $\tilde{O}(a^2 \log(p)d^{3n})$.

**Proof.** In order to compute $\Phi^{\omega}_x$ using fast exponentiation for semilinear maps as in [23, Lemma 32], we first need to apply powers of $\sigma$ to $O(b^2 \log(a))$ elements of $\mathbb{Q}_q$ and then multiply $O(\log(a))$ matrices of size $b \in O(d^n)$. This can be done in time

$$\tilde{O}\left(b^2 \log(a)\left(a \log^2(p) + (a \log(p))(ad^n)\right) + \log(a)b^{\omega}(a \log(p))(ad^n)\right) \subset \tilde{O}(a^2 \log^2(p)d^n(\omega+1)).$$

Next, we compute the reverse characteristic polynomial of matrix $\Phi$ using fast exponentiation for semilinear maps as in the proof of Proposition 7.6, the $d$-adic point counting algorithms tend to have in

$$\tilde{O}\left(b^2 \log(a)(ad^n)\right) \subset \tilde{O}(a^2 \log(p)d^n(\omega+1)).$$

Rounding this polynomial to $\mathbb{Z}[T]$ can be ignored.

We need to store $O(\log(a))$ matrices of size $b$ with entries in $\mathbb{Q}_q$. This requires space $O(b^2(\log(p))(ad^n)) \subset \tilde{O}(a^2 \log(p)d^{3n})$.

We can now state the total time and space requirements of Algorithm 6.1. Recall that $P \in \mathbb{Z}_q[t][x_0, \ldots, x_n]$ denotes a homogeneous polynomial of degree $d$ satisfying Assumption 4.1 and that $r \in S(\mathbb{F}_q)$, where $\mathbb{F}_q/F_q$ denotes a finite field extension of characteristic $p$. Moreover, we write $a = \log_p(q)$, $a' = \log_{p'}(q)$ and let $d_t$ be the degree of $P$ in the variable $t$. Finally, we let $e$ denote the base of the natural logarithm and $\omega$ an exponent for matrix multiplication.

**Theorem 7.10.** The computation of $Z(X_r, T)$ using Algorithm 6.1 requires

- time: $\tilde{O}\left(a^3pd^{4n} + a^2a'pd^n(\omega+4)e^{2n}d_t^2 + aa'(d^{n(\omega+2)}e^{n(\omega+1)} + d^5e^{3n})d_t\right)$,
- space: $\tilde{O}(a^2a'pd^n e^n d_t + aa'd^n e^{3n}d_t)$.

Alternatively, computing the matrix $\Phi_0$ as in the proof of Proposition 7.6 the computation of $Z(X_r, T)$ requires

- time: $\tilde{O}\left(a^2p^2d^{2n} + a^2a'pd^n(\omega+4)e^{2n}d_t^2 + aa'(d^{n(\omega+2)}e^{n(\omega+1)} + d^5e^{3n})d_t\right)$,
- space: $\tilde{O}(a^2p^2d^{2n} + a^2a'pd^n e^n d_t + aa'd^n e^{3n}d_t)$.

**Proof.** This follows by adding all complexities from the previous propositions and leaving out terms that are dominated by other terms or powers of logarithms of other terms.

**Remark 7.11.** In [21], Lauder took $d_t = 1$ and showed that his algorithm requires

- time: $\tilde{O}\left(a^3p^2(d^{n(\omega+5)}e^{3n} + d^ne^{5n})\right)$,
- space: $\tilde{O}(a^3p^2d^n e^{3n})$.

His main goal was to show that these complexities are $(pad^n)^{O(1)}$, which was not the case for previously known algorithms such as [1, 22]. Our Theorem 7.10 improves Lauder’s complexity bounds by lowering the constants implicit in the exponent $O(1)$. To our knowledge, the complexity bounds presented in Theorem 7.10 are therefore the best ones known. Note that since a natural measure for the input size is log($p$)ad, these bounds are only polynomial in the input size provided $p$ is fixed, which is something that all $p$-adic point counting algorithms tend to have in common.
8 Examples

In this section we apply Algorithm 6.1 to some examples using our implementation. This implementation is restricted to the case \( q = p \), i.e., to families of hypersurfaces defined over a prime field. In order to provide some context for the runtimes presented below, note that all computations were carried out on a machine with two Intel Core i7-3540M processors running at 3GHz and with 8GB of RAM, but only used a single processor. Moreover, timings were obtained using the C function `clock()` and are stated in minutes (m) or seconds (s).

8.1 Quintic curve

We consider the family of genus six curves over \( \mathbb{Z} \) given by the polynomial

\[
P = x_0^5 + x_1^5 + x_2^5 + tx_0x_1x_2^3,
\]

which Gerkmann [14, §7.4] considers as an element of \( \mathbb{Z}_p[t][x_0, x_1, x_2] \) for \( p = 2, 3, 7 \). Note that these are, in fact, three examples. The connection matrix \( M \in M_{12 \times 12}(\mathbb{Q}(t)) \) only has to be computed once, and turns out to have denominator \( r = 27t^4 + 3125 \). The set of exponents at each of the zeros of \( r \) is \( \{-1, 0\} \), and after changing basis by

\[
W = \text{diag}(t^{-1}, t, t^{-2}, t^{-1}, 1, 1, 1, 1, t^2, t^2, 1)
\]
as in Remark 6.3, the set of exponents at \( \infty \) is \( \{-2/3, 2/3, 1, 4/3, 7/3, 8/3, 13/3, 14/3\} \). Note that by Remark 8.13, we only need to determine the bottom half of the coefficients of the polynomial \( \chi(T) \) directly.

8.1.1 Precisions

Prime \( p = 2 \). We take \( \log_p(q) = 50 \) and let \( \tau \in \mathbb{F}_q \) be a zero of the Conway polynomial of \( \mathbb{F}_q/\mathbb{F}_p \), i.e., the standard irreducible polynomial used to represent this extension. We first compute \( \delta = 0 \) and \( N_\Phi = N'_\Phi = 153 \). As the roots of \( r \) are 2-adic integers and distinct modulo 2, we can apply Theorem 6.1 everywhere. We find \( \theta_1 = 320 \) at all zeros \( z \) of \( r \) and \( \theta_\infty = 12 \), so that we can take \( s = r^{220} \) and \( K = 1613 \). We now compute the remaining \( p \)-adic precisions \( N_{\Phi_0} = 174, N_C = 163, N_{C^{-1}} = 164, N_M = 187, N'_C = 184, N'_{C^{-1}} = 183, N'_{\Phi_0} = 176, \) and \( N'_M = 188 \).

Prime \( p = 3 \). We take \( \log_p(q) = 40 \) and let \( \tau \in \mathbb{F}_q \) be a zero of the Conway polynomial of \( \mathbb{F}_q/\mathbb{F}_p \). We first compute \( \delta = 0 \) and \( N_\Phi = N'_\Phi = 122 \). As the zeros of \( r \) are all contained in the residue disk at \( \infty \), we cannot apply Theorem 6.1 and have to apply Theorem 6.4 instead. At each of the zeros \( z \) of \( r \) we find \( \mu_z = 0, \nu_z = -1, \theta_z = 397 \) and at \( \infty \) we find \( \mu_\infty = -3, \nu_\infty = -2, \theta_\infty = 793 \), so that we can take \( s = r^{397} \) and \( K = 2779 \). We now compute the remaining \( p \)-adic precisions \( N_{\Phi_0} = 137, N_C = 129, N_{C^{-1}} = 130, N_M = 147, N'_C = 146, N'_{C^{-1}} = 143, N'_{\Phi_0} = 139, \) and \( N'_M = 147 \).

Prime \( p = 7 \). We take \( \log_p(q) = 10 \), and let \( \tau \in \mathbb{F}_q \) be a zero of the Conway polynomial of \( \mathbb{F}_q/\mathbb{F}_p \). We first compute \( \delta = 0 \) and \( N_\Phi = N'_\Phi = 31 \). As the zeros of \( r \) are 7-adic integers and distinct modulo 7, we can apply Theorem 6.1 everywhere. We find \( \theta_1 = 224 \) at all zeros \( z \) of \( r \) and \( \theta_\infty = 25 \), so that we can take \( s = r^{224} \) and \( K = 1146 \). We now compute the remaining \( p \)-adic precisions \( N_{\Phi_0} = 38, N_C = 34, N_{C^{-1}} = 37, N_M = 44, N'_C = 43, N'_{C^{-1}} = 40, N'_{\Phi_0} = 40, \) and \( N'_M = 44 \).

This implementation is available at https://github.com/SPancratz/deformation.
8.1.2 Timings

We now compare the performance of our FLINT implementation with the timings reported by Gerkmann. To save space, we do not include the polynomials \( \chi(T) \) that we obtained from these computations.

\[
| & p = 2 & p = 3 & p = 7 \\
\hline
\text{Computation} & \text{P–T} & \text{G} & \text{P–T} & \text{G} & \text{P–T} & \text{G} \\
\hline
M & 0.00s & 0.00s & 0.00s & 0.00s & 0.00s & 0.00s \\
\Phi_0 & 0.03s & 2.65m & 0.03s & 5.86m & 0.01s & 1.31m \\
\Phi & 0.67s & 1.33m & 1.28s & 1.38m & 0.29s & 0.89m \\
Z(X_r, T) & 9.20s & 3.96m & 6.42s & 101.40s & 0.15s & 1.09m \\
Total & 9.90s & 7.94m & 7.73s & 8.93m & 0.45s & 3.29m \\
\hline
\]

Our timings in these examples are a factor of 50 – 500 lower than the ones provided by Gerkmann.

8.2 Quartic surface

We consider the family of quartic K3 surfaces over \( \mathbb{Z}_3 \) given by

\[
P = x_0^4 + x_1^4 + x_2^3 + x_3^3 + tx_0x_1x_2x_3,
\]

which Gerkmann considers in [10, §7.5]. The connection matrix \( M \in M_{21 \times 21}(\mathbb{Q}(t)) \) turns out to have denominator \( r = t^4 - 256 \). The set of exponents at each of the zeros of \( r \) is \( \{-3/2, -1/2, 0\} \), and after changing basis by

\[
W = \text{diag}(t^{-2}, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1)
\]

as in Remark 6.3, the set of exponents at \( \infty \) is \( \{1, 2, 3\} \).

8.2.1 Precisions

We take \( a = \log_3(q) = 20 \), let \( \alpha \in \mathbb{F}_q \) be a zero of the Conway polynomial of \( \mathbb{F}_q/\mathbb{F}_3 \), and take \( \tau = \alpha^{2345} \). We first compute \( \delta = 0 \) and \( N_\Phi = N'_\Phi = 43 \). Since the zeros of \( r \) are 3-adic integers and different modulo 3, we can apply Theorem 6.1 everywhere. We find \( \theta_z = 148 \) at all zeros of \( r \) and \( \theta_\infty = 6 \), so that we can take \( s = r^{148} \) and \( K = 599 \). We now compute the remaining \( p \)-adic precisions \( N_{\Phi_0} = 65, N_C = 53, N_{C^{-1}} = 55, N_M = 74, N'_C = 73, N'_{C^{-1}} = 68, N'_M = 68 \) and \( N_M = 75 \).

8.2.2 Timings

\[
| & \text{P–T} & \text{G} \\
\hline
\text{Computation} & \text{M} & \text{P–T} & \text{G} \\
\hline
\Phi_0 & 0.01s & 45.26m \\
\Phi & 0.22s & 19.90m \\
Z(X_r, T) & 0.76s & 18.66m \\
Total & 0.99s & 83.82m \\
\hline
\]

As the final result of the computation we find that \( q \chi(T/q) \) is equal to

\[
- 3486784401T^{21} - 396751972437T^{20} - 1915066148667T^{19} - 4825889465107T^{18} \\
- 5528214875697T^{17} + 2430011387657T^{16} + 1641410078472T^{15} + 1793016627512T^{14}
\]
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8.3.1 Precisions

We first compute the connection matrix \( M \) for a family of quintic curves or quartic surfaces given by a polynomial with all nonzero terms. Indeed, this was the main motivation for the work in the PhD thesis of the first author and the present paper. We are now able to compute the zeta function of e.g. quintic curves and quartic surfaces over small finite fields given by a polynomial with all coefficients nonzero.

8.3 Generic quintic curve

We consider the family of generic quintic curves over \( \mathbb{Z}_{11} \) given by

\[
P = x_0^5 + x_1^4 + x_2^3 + t(3x_0^3x_1 - x_0^2x_2 + 2x_0x_1^4 + x_1^4x_2 + 4x_0x_2^3 + 5x_1x_2^4 + x_0^2x_1^2 + x_0^2x_2^3 + x_1^3x_2^2 + x_2^5x_1^2 + x_2^3x_1^2 + x_0^3x_1^3 + x_0^3x_1x_2 + x_0^2x_1^2x_2 + x_0x_1^3x_2 + x_0^3x_1^2x_3 + x_0^2x_1x_2^2 + x_0x_1^2x_3 + x_0x_1x_2^3)
\]

The connection matrix \( M \in M_{12 \times 12}(\mathbb{Q}(t)) \) has denominator \( r = r_1r_2 \), with polynomials \( r_1, r_2 \in \mathbb{Z}[t] \) that are irreducible of degree 30 and 48, respectively. The set of exponents is \( \{0, 1\} \) at the zeros of \( r_1 \) and \( \{-1, 0\} \) at the zeros of \( r_2 \). Moreover, the matrix \( M \) has a simple pole at \( \infty \) and the set of exponents is \( \{1, 2\} \) there.

8.3.1 Precisions

We take \( a = \log_{11}(q) = 10 \) and let \( \tau \) be a zero of the Conway polynomial of \( \mathbf{F}_q/\mathbf{F}_{11} \). We first compute \( \delta = 0 \) and \( N_\Phi = N_\Phi = 31 \). Since the zeros of \( r \) are 11-adic integers and different modulo 11, we can apply Theorem 5.1 everywhere. We find \( \theta_2 = 352 \) at the zeros of \( r_2 \) and \( \theta_\infty = 9 \) at \( \infty \). At the residue disk of a zero \( z \) of \( r_1 \), noting that \( R \) has no other zeros there, we get a better bound by applying Theorem 6.4 with \( \mu_2 = -1 \), \( \nu_2 = 0 \) and find \( \theta_2 = 1 \), so that we can take \( s = r_1r_2^{352} \) and \( K = 16936 \). We now compute the remaining \( p \)-adic precisions \( N_{\Phi_0} = 40 \), \( N_C = 35 \), \( N_{C^{-1}} = 36 \), \( N_M = 47 \), \( N_{C'} = 46 \), \( N_{C'-1} = 43 \), \( N_{\Phi_0'} = 42 \) and \( N_M' = 47 \).
### 8.3.2 Timings

| Computation | P'-T |
|-------------|------|
| $M$         | 4.43s|
| $\Phi_0$    | 0.04s|
| $\Phi$      | 3.76m|
| $Z(X_\tau, T)$ | 9.48s|
| Total       | 3.99m|

As the final result of the computation we find that $\chi(T)$ is equal to

\[
3044816395414118099574449295360278774639038415066698088621947601T^{12} + 377843732979240804898049404689878781937792T^{11} + 2363967422084796290417361507756397434903378558130350T^{10} + 5414155391870148138663709375664697695242620108T^9 - 36323194229728163613616475334779570949613459T^8 - 413899167378556924826836480720472276T^7 - 2801524311350739254470240817992T^6 - 159576046483273177468242676T^5 - 5399211371732435505659T^4 + 3102762464729708T^3 + 52231690350T^2 + 321792T + 1.

### 8.4 Generic quartic surface

We consider the family of generic quartic K3 surfaces over $\mathbb{Z}/T$ given by

\[
P = x_0^4 + x_1^4 + x_2^4 + x_3^4 + t(-3x_0^3x_1 + 2x_0^3x_2 - 2x_0x_1x_2x_3 + x_0^3x_3 - x_0x_1^3 - 3x_1^2x_2 + x_2^2x_3 + 2x_1^2x_2 - 2x_0x_1x_2x_3 + 3x_0^2x_2x_3 - x_0x_1^2x_2 - 2x_0x_1x_2x_3 + 3x_0^2x_2x_3 + x_0x_1^2x_2 + 2x_0x_1x_2x_3 + 2x_0x_2x_3 + 2x_0x_1x_2x_3 + 2x_0x_2x_3 + 2x_1x_2x_3).
\]

The connection matrix $M \in M_{21 \times 21}(\mathbb{Q}(t))$ has denominator $r = r_1r_2r_3$, with polynomials $r_1, r_2, r_3 \in \mathbb{Z}[t]$ that are irreducible of degree 16, 104 and 108, respectively. The matrix $M$ has a simple pole at $\infty$ and the set of exponents is $\{1, 2, 3\}$ there.

#### 8.4.1 Precisions

We take $\tau$ to be 1 in $\mathbb{F}_\tau$. We first compute $\delta = 0$ and $N_0 = N'_0 = 4$. Since we do not know the exponents of $M$ at its finite poles, we cannot use Theorem 6.1 at poles outside the residue disk at infinity. Applying Theorem 6.3 at all the zeros $z$ of $R$, using the bound $\text{ord}_z(\Delta^{-1}) \geq -\text{ord}_z(\det(\Delta))$, we find that we can take $s = \det(\Delta_2)\det(\Delta_3)\det(\Delta_4)^{r_7}$, which has degree 25927. However, most of the zeros of $R$ do not lie in the residue disk of a pole of $M$ and hence the corresponding factors can be removed from $s$, which decreases the degree of $s$ to 8833. We can apply Theorem 6.1 at $\infty$ to find $\theta_\infty = -4$, so that we can take $K = 8830$. We now compute the remaining $p$-adic precisions $N_0 = 22, N_0 = 12, N_0 = 14, N_0 = 30, N_C = 29, N_{C-1} = 24, N_N = 25$, and $N_0 = 30$. 
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8.4.2 Timings

| Computation          | P–T          |
|----------------------|--------------|
| \( M \)              | 3.55m        |
| \( \Phi_0 \)          | 0.02s        |
| \( \Phi \)            | 17.53m       |
| \( Z(X_r, T) \)       | 6.7s         |
| **Total**             | **21.19m**   |

As the final result of the computation we find that \( 7 \chi(T/7) \) is equal to

\[
7T^{21} - 5T^{20} + 6T^{19} - 6T^{18} + 4T^{17} - 11T^{16} + 5T^{15} - 9T^{14} + 4T^{13} + 3T^{12} + 4T^{11} + 4T^{10} + 3T^9 + 4T^8 - 9T^7 + 5T^6 - 11T^5 + 4T^4 - 6T^3 + 6T^2 - 5T + 7.
\]

8.5 Larger primes

We consider the family of quartic surfaces over \( \mathbb{Z} \) given by the polynomial

\[
P(x_0, x_1, x_2, x_3) = x_0^4 + 2x_1^4 + 3x_2^4 + 4x_3^4 + t(x_0x_1x_2x_3 + 2x_0^2x_2^2 + 3x_0x_3^3)
\]

which we consider as an element of \( \mathbb{Z}_p[t][x_0, x_1, x_2, x_3] \) for various primes \( p \), most of which are much larger than those in the previous examples. The connection matrix \( M \in M_{21 \times 21}(\mathbb{Q}(t)) \) has denominator \( r = r_1r_2r_3r_4 \), with polynomials \( r_1, r_2, r_3, r_4 \in \mathbb{Z}[t] \) that are irreducible of degree 3, 5, 12 and 16, respectively. The set of exponents at each of the zeros of \( r \) is a subset of the set \( \{-3/2, -1/2, 0, 1\} \), and after changing basis by

\[
W = \text{diag}(t, t, 1, 1, 1, 1, 1, 1, 1, 1, 1, t^{-1}, 1, 1, t^{-1}, 1, t)
\]

as in Remark 6.3, the set of exponents at \( \infty \) is \( \{1, 3/2, 2, 3\} \). We take \( \tau \) to be \( 1 \in \mathbb{F}_p \).

8.5.1 Precisions

For all primes \( p \) that we consider, the zeros of \( r \) are \( p \)-adic integers and different modulo \( p \). Therefore, we can apply Theorem 6.1 everywhere. As an example, we determine the precisions in the case \( p = 2^9 + 9 \). We first compute \( \delta = 0 \) and \( N_\Phi = N'_\Phi = 3 \). We find \( \theta_x = 1824 \) at all zeros \( z \) of \( r \) and \( \theta_\infty = 4 \), so that we can take \( s = r^{1824} \) and \( K = 65668 \). We now compute the remaining \( p \)-adic precisions \( N_{\Phi_0} = 9, N_C = 5, N_{C-1} = 7, N_M = 14, N'_C = 13, N'_{C-1} = 8, N'_{\Phi_0} = 11 \) and \( N'_M = 14 \).

8.5.2 Timings

| \( p \)         | \( 2^2 + 1 \) | \( 2^3 + 3 \) | \( 2^4 + 1 \) | \( 2^5 + 5 \) | \( 2^6 + 3 \) |
|-----------------|--------------|--------------|--------------|--------------|--------------|
| Computation     |              |              |              |              |              |
| \( M \)         | 0.10s        | 0.10s        | 0.10s        | 0.10s        | 0.10s        |
| \( \Phi_0 \)    | 0.01s        | 0.00s        | 0.01s        | 0.01s        | 0.00s        |
| \( \Phi \)      | 5.89s        | 9.19s        | 9.38s        | 20.06s       | 42.18s       |
| \( Z(X_r, T) \) | 0.07s        | 0.14s        | 0.08s        | 0.37s        | 0.91s        |
| **Total**       | 6.07s        | 9.43s        | 9.57s        | 20.54s       | 43.19s       |
Our timings in this example confirm that the running time of the algorithm is (quasi)linear in \( p \) and the memory usage also turns out to be (quasi)linear in \( p \) as predicted. In the case \( p = 2^{11} + 5 \), the computation requires about 6 GB of memory. As an example, for the prime \( p = 2^{11} + 5 \) we find that \( p\chi(T/p) \) is equal to

\[
2053T^{21} - 4885T^{20} + 6922T^{19} - 7050T^{18} + 1163T^{17} + 7077T^{16} - 12948T^{15} + 12948T^{14} - 9130T^{13} + 3722T^{12} + 128T^{11} + 3722T^{10} - 9130T^8 + 12948T^7 - 12948T^6 + 7077T^5 + 1163T^4 - 7050T^3 + 6922T^2 - 4885T + 2053.
\]

**Remark 8.1.** In all of our timings, we have not included the time required to compute the \( p \)-adic and \( t \)-adic precisions, since we used MAGMA for this. Note, however, that we can readily determine \( \det(\Delta_k) \) from the LUP decomposition of \( \Delta_k \) and that the factorisation of the polynomials \( r \), \( R \) over \( \mathbb{Q} \) and \( \mathbb{F}_p \) was instantaneous in all cases. The only step that required noticeably more time was the computation of the exponents in the generic examples. For the family of generic quintic curves, this required 10s, 47s and 1.5s at the zeros of \( r_1 \), the zeros of \( r_2 \) and at \( \infty \), respectively. For the family of generic quartic surfaces, this required 13s and 59s at the zeros of \( r_1 \) and at \( \infty \), respectively, but almost four hours for both the zeros of \( r_2 \) and \( r_3 \). Note, however, that in this last case we only use the exponents at \( \infty \) in the precision analysis and that the other exponents are not needed for the result of the computation to be provably correct.
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