Interplay of non-symmorphic symmetry and spin-orbit coupling in hyperkagome spin liquids: Applications to Na$_4$Ir$_3$O$_8$
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Na$_4$Ir$_3$O$_8$ provides a material platform to study three-dimensional quantum spin liquids in the geometrically frustrated hyperkagome lattice of Ir$^{4+}$ ions. In this work, we consider quantum spin liquids on hyperkagome lattice for generic spin models, focusing on the effects of anisotropic spin interactions. In particular, we classify possible $Z_2$ and $U(1)$ spin liquid states, following the projective symmetry group analysis in the slave-fermion representation. There are only three distinct $Z_2$ spin liquids, together with 2 different $U(1)$ spin liquids. The non-symmetric space group symmetry of hyperkagome lattice plays a vital role in simplifying the classification, forbidding “π-flux” or “staggered-flux” phases in contrast to symmorphic space groups. We further prove that both $U(1)$ states and one $Z_2$ state among all 3 are symmetry-protected gapless spin liquids, robust against any symmetry-preserving perturbations. Motivated by the “spin-freezing” behavior recently observed in Na$_4$Ir$_3$O$_8$ at low temperatures, we further investigate the nearest-neighbor spin model with dominant Heisenberg interaction subject to all possible anisotropic perturbations from spin-orbit couplings. We found a $U(1)$ spin liquid ground state with spinon fermi surfaces is energetically favored over $Z_2$ states. Among all spin-orbit coupling terms, we show that only Dzyaloshinskii-Moriya (DM) interaction can induce spin anisotropy in the ground state when perturbing from the isotropic Heisenberg limit. Our work paves the way for a systematic study of quantum spin liquids in various materials with a hyperkagome crystal structure.

I. INTRODUCTION

Quantum spin liquids are exotic states of matter that defy the traditional Landau’s paradigm of symmetry breaking. They are featured by a disordered ground state that evades ordering down to zero temperature, and fractionalized excitations on top of it$^{[1–4]}$. In parallel to rapid theoretical progress on top of it$^{[1–4]}$. In parallel to rapid theoretical progress in understanding these quantum phases, more and more candidate spin liquid materials were discovered and extensively studied thanks to advancements in material synthesis and experimental characterization techniques. Most of these spin liquid materials contain layered (quasi-)two-dimensional lattices of magnetic moments, while Na$_4$Ir$_3$O$_8$ was found to be one rare candidate of spin liquid materials featuring a disordered ground state that evades the traditional Landau's paradigm of symmetry breaking. This material consists of an e$^{-}$-flux or staggered-flux phase in contrast to symmorphic space groups. It is characterized in the $\mu$SR experiment$^{[15]}$ by a much larger magnetization in the field-cooled (FC) process compared with that in the zero-field-cooled (ZFC) process below 6K. Also, in the NMR experiment$^{[16]}$, the spin relaxation rate 1/\(T_1\) drops by orders of magnitude below 6K. The origin of such spin freezing still begs further investigation: while the $\mu$SR results were interpreted as the evidence of a short-range ordered magnetic ground state at low temperatures$^{[15]}$, the later NMR data contrasted such an ordering$^{[16]}$, and indicated a disordered paramagnetic phase. But it is clear from both experiments that below 6 ~ 7K, the spin dynamics of the system drastically slows down. Therefore, a microscopic mechanism that breaks the continuous spin-rotational symmetry, such as spin-orbit coupling, may hamper the spin relaxation and play vital roles in the spin freezing phenomena. As such, several recent works have studied the anisotropic effects by mapping out the classical magnetic phase diagrams$^{[17] [18]}$ in the presence of anisotropic interactions. In this work, we will focus on the effects of quantum fluctuations and study quantum spin liquids with spin anisotropy$^{[19] [21]}$.

Early works of quantum spin liquids in Na$_4$Ir$_3$O$_8$ mainly focus on the spin-isotropic Heisenberg model due to the following observation: when strong spin-orbit coupling of 5$d$ electrons in Ir outweighs the crystal field, the resulting model consists of an effective $J_{eff} = 1/2$ moment on each Ir ion, with dominant Heisenberg interactions over various small anisotropic interactions$^{[14]}$. Several studies on isotropic spin liquids in the slave-fermion representation finds agreement with thermodynamic measurements at higher temperatures on different aspects$^{[9] [10]}$.

More recently, two experimental studies of muon spin relaxation ($\mu$SR)$^{[15]}$ and nuclear magnetic resonance (NMR)$^{[16]}$ discovered a new “spin freezing” behavior in Na$_4$Ir$_3$O$_8$ below 6 ~ 7K, which may underscore the spin-anisotropic effects at low temperatures. This is characterized in the $\mu$SR experiment$^{[15]}$ by a much larger magnetization in the field-cooled (FC) process compared with that in the zero-field-cooled (ZFC) process below 6K. Also, in the NMR experiment$^{[16]}$, the spin relaxation rate 1/\(T_1\) drops by orders of magnitude below 6K. The origin of such spin freezing still begs further investigation: while the $\mu$SR results were interpreted as the evidence of a short-range ordered magnetic ground state at low temperatures$^{[15]}$, the later NMR data contrasted such an ordering$^{[16]}$, and indicated a disordered paramagnetic phase. But it is clear from both experiments that below 6 ~ 7K, the spin dynamics of the system drastically slows down. Therefore, a microscopic mechanism that breaks the continuous spin-rotational symmetry, such as spin-orbit coupling, may hamper the spin relaxation and play vital roles in the spin freezing phenomena. As such, several recent works have studied the anisotropic effects by mapping out the classical magnetic phase diagrams$^{[17] [18]}$ in the presence of anisotropic interactions. In this work, we will focus on the effects of quantum fluctuations and study quantum spin liquids with spin anisotropy$^{[19] [21]}$.

In addition to the progress of experiments, the hyperkagome lattice also draws theoretical attentions due to its non-symmetric space group symmetry — a space group operation combining translation by a fraction of the unit-cell and a point group operation, such as screw or glide operations. Recent works$^{[22] [23]}$ found that a non-symmetric symmetry forbids systems with certain integer filling numbers to be an
insulator, and therefore provide a road-map for the search of symmetry protected semimetals. For example the space group $P4_132$ of hyperkagome lattice features a 4-fold screw operation, and can only be a band insulator if the number of electrons per unit cell is a multiple of 8 due to time reversal symmetry. It is therefore intriguing to ask: does non-symmorphic space group\textsuperscript{[24]} provide any constraints on a gapped quantum spin liquid ground state? While $U(1)$ spin liquids are described by Gutzwiller-projected metals/insulators of spinons with a conserved “spinon filling number”, $Z_2$ spin liquids correspond to projected superconductors of spinons with no number conservation. In this work we extend previous results on symmetry criteria for gapless $Z_2$ spin liquids\textsuperscript{[25]} to the case with no spin conservation (due to spin-orbit couplings), addressing the stability of gapless spectrum in symmetric $Z_2$ spin liquids on hyperkagome lattice.

In view of these developments, we perform a systematic classification of symmetric $Z_2$ and $U(1)$ spin liquids on hyperkagome lattice, using the projective symmetry group (PSG) analysis\textsuperscript{[26]} in the slave-fermion representation. The results are summarized in Table III - V. This classification categorizes possible candidate wavefunctions of spin liquid states for a generic spin model on hyperkagome lattice, with or without spin-orbit couplings. We show that there are only 3 distinct $Z_2$ spin liquids and 2 different $U(1)$ spin liquids compatible with spin-1/2 moments per site on the hyperkagome lattice. We show that among all three $Z_2$ spin liquids 2(a,b,c) in TABLE III, only one state 2(b) has a gapless spectrum stable against any symmetry-preserving local perturbations. Meanwhile both $U(1)$ spin liquids have a robust gapless spectrum protected by space group and time reversal symmetries: $U(1)^0$ state features spinon fermi surfaces while $U(1)^1$ state hosts spinon Dirac cones at low energy. These results hold with or without global spin rotational symmetries, i.e. they apply to all cases irrespective of spin-orbit couplings. We emphasize that the classification is not limited to a specific spin model, and only requires space group and time reversal symmetries of the hyperkagome lattice. Therefore, it can be used to analyze other candidate spin liquid materials, such as PbCuTeO$_3$\textsuperscript{[27][28]}, where local spin moments also form the hyperkagome lattice. Moreover these results can help us narrow down the promising spin liquid candidates for real materials, given the experimental evidences for gapless excitations in both Na$_4$Ir$_2$O$_6$\textsuperscript{[5][29]} and PbCuTe$_2$O$_6$\textsuperscript{[28]}.

We further apply the above classification to study the possible spin liquid ground state in Na$_4$Ir$_2$O$_6$ with considerable spin-orbit couplings. Motivated by the $\mu$SR and NMR experiments mentioned earlier, we pay special attention to the effects of spin-anisotropic interactions, and investigate whether they induce spin-triplet couplings in the spin liquid state. For this purpose, we focus on a nearest-neighbor spin model that reflects the experimental signatures of Na$_4$Ir$_2$O$_6$. As pointed out previously in Ref\textsuperscript{[18]}, spin-anisotropic effects only become notable below $T \sim 6K$ in contrast to a large Heisenberg interaction $J \sim 300K$. Thus, we mainly deal with small anisotropic interaction as perturbations to the dominant Heisenberg term; the anisotropic perturbations are allowed to take all possible forms constrained only by the crystal symmetry. How does these terms from spin-orbit couplings\textsuperscript{[19][30]} affect the properties of a spin liquid ground state? A mean-field calculation shows that even in the presence of anisotropic interactions, a $U(1)$ spin liquid without spinon pairing is favored over their neighboring $Z_2$ states, reminiscent of the isotropic limit where only Heisenberg interactions are present\textsuperscript{[10]}. In particular, a gapless $U(1)$ spin liquid ($U(1)^0$ state) with fermi surfaces has lower energy than the Dirac spin liquid $U(1)^1$ state. Furthermore, most anisotropic interactions do not induce spin anisotropy in the ground state unless their strength is comparable to the Heisenberg interaction. In contrary, even an infinitesimal Dzyaloshinskii-Moriya (DM) interaction can induce spin anisotropy in the ground state, for a general reason lying in the mean-field energy functional. Therefore, we conclude that DM interaction is the most important factor to induce a spin-anisotropic spin liquid ground state in Na$_4$Ir$_2$O$_6$. We also show the distortion and spin textures of spinon Fermi surfaces induced by the DM interactions as compared to the isotropic spin liquid.

The rest of this paper is organized as follows. In section II we classify distinct $Z_2$ and $U(1)$ spin liquids compatible with space group and time reversal symmetries of hyperkagome lattices, following PSG formalism\textsuperscript{[26]} in the slave-fermion representation. In section III we analyze physical properties of these spin liquid states, in particular addressing the stability of gapless excitations in these states. In section IV we discuss mean-field energetics of these spin liquid states for a generic nearest-neighbour spin model of Na$_4$Ir$_2$O$_6$, focusing on spin anisotropy in the spin liquid ground state induced by spin-orbit couplings. Finally we conclude in section V.

We also briefly outline the contents of the Appendices. In Appendix A we describe the space group symmetry and compute its $Z_2$ extension in regard to the classification of $Z_2$ spin liquids. Next we classify symmetric $Z_0$ (see Appendix B) and $U(1)$ (see Appendix C) spin liquids on hyperkagome lattice, and study their mean-field ansatz in Appendix D.

II. CLASSIFYING SYMMETRIC SPIN LIQUIDS ON HYPERKAGOME LATTICE

A. Crystal structure of hyperkagome lattice

Since we need to use the crystal structure of hyperkagome lattice extensively throughout this work, we summarize its property and related space symmetry operations in this section. The hyperkagome lattice has a cubic structure with 12 sublattices per unit cell\textsuperscript{[5]}, as shown in Fig. 1. The positions for the 12 sublattices are listed in Table I. The 12 sublattice sites occupy the corners and the top of a truncated tetrahedron, and the tetrahedron fits into the cubic unit cell such that the (1,1,1) diagonal line of the cubic unit cell serves as the
central $C_3$ axis of the tetrahedron. Since the nearest neighbor (NN) bonds form a network of corner sharing regular triangles, hyperkagome lattice is not a bipartite lattice, giving rise to geometric frustrations for NN antiferromagnets on it. A pair of NN sites always come from different sublattices, and the relative locations of NN pairs are summarized in Table II.

The 24 independent NN bonds constitute 4 equilateral triangles to the neighboring corner-shared ones along $x$ (up to translation by unit-cell). For instance, $(10, 9, 2) \rightarrow (2, 3, 1) \rightarrow (1, 6, 12) \rightarrow (12, 11, 10) \rightarrow (10, 9, 2)$, and similarly $(7, 11, 8) \rightarrow (8, 9, 4) \rightarrow (4, 3, 5) \rightarrow (5, 6, 7) \rightarrow (7, 11, 8)$. Middle: 12 sublattices $s = 1, \ldots, 12$ occupy corners of the three side-faces and the top of a truncated tetrahedron. The $C_1$ rotation axis passes through the center of the tetrahedron, and is also the $(1, 1, 1)$ diagonal line of the cubic unit cell. Right: The triangles form four sets of non-parallel planes normal to the four diagonal lines of the cubic unit cell. Each plane has the shape of partially filled kagomé lattice. Here we show one of the four planes with (in our convention) the $C_1$ axis lying on it. Blue dashed lines are guides to the eyes showing the symmetry. Occupied sites are denoted by orange dots with site indices labeled. The $C_2$ axis passes through sublattice site 9.

FIG. 1. Structure and symmetry of the hyperkagome lattice. Left: A cubic unit cell of hyperkagome lattice consists of 12 sublattices, where the sublattice displacements are shown in Table I. There are 24 non-equivalent nearest neighbour bonds forming 8 corner-shared triangles per unit cell. Those staying within a unit cell are colored in orange while those connecting nearby unit cells are colored in green. The relative positions of nearest neighbour bonds are specified in Table II. The four-fold screw symmetry $S_4$ axis is parallel to $x$-axis and rotates each triangles to the neighbouring corner-shared ones along $x$ (up to translation by unit-cell). For instance, $(10, 9, 2) \rightarrow (2, 3, 1) \rightarrow (1, 6, 12) \rightarrow (12, 11, 10) \rightarrow (10, 9, 2)$, and similarly $(7, 11, 8) \rightarrow (8, 9, 4) \rightarrow (4, 3, 5) \rightarrow (5, 6, 7) \rightarrow (7, 11, 8)$.

Their actions on an arbitrary lattice site are summarized in Table II and illustrated in Fig. II. The hyperkagome lattice is non-centrosymmetric with neither inversion centers nor mirror planes, so it has a chiral octahedral point group $O$, consisting of 24 elements $[C_2^S, C_3^S, S_4^S]|v_2 = 0, 1, v_3 = 0, 1, 2, v_4 = 0, 1, 2, 3|$ that can take one NN bond to the rest of the 24 inequivalent NN bonds. The commutation relations of these symmetry operations are given in Appendix A.2. In recent literatures, different conventions have been adopted regarding the labels of sublattice sites and coordinate-axis, as well as symmetry operations. We summarize the different conventions in Appendix A.1 for comparison.

B. Slave-fermion representation of symmetric spin liquids

Next we construct mean-field Hamiltonians of spin liquid states preserving the symmetries discussed in the previous section, using the slave fermion representation and associated projective symmetry group classification[25]. Motivated by significant spin-orbit couplings in Na$_4$Ir$_2$O$_8$, below we discuss a general formalism of PSG construction in the presence of local spin anisotropy.

In the slave-fermion representation, we write the local spin...
TABLE I. Sublattice coordinates and the action of rotations. The coordinates of lattice sites are labeled by $x = \mathbf{R} + \mathbf{r}_s \equiv (x, y, z)$, where $\{\mathbf{R} = (x, y, z) | x, y, z \in \mathbb{Z}\}$ denotes the cubic unit cell, and $|\mathbf{r}_s|_s = 1, \ldots, 12$ denotes the displacement of 12 sublattices. The length of the cubic unit cell is set to 1. This table summarizes how the symmetry operations $C_s, S_s, S_s$ take a site at $(x, y, z)$ to a new location $(x', y', z')$ in the hyperkagome lattice.

| $s$ | $C_s$ | $S_s$ | $T_s$ |
|-----|-------|-------|------|
| 1   | $(\frac{1}{3}, \frac{1}{3}, \frac{1}{3})$ | $(7, -x, -z, y)$ | $(7, x, y, z)$ |
| 2   | $(\frac{1}{3}, \frac{1}{3}, \frac{1}{3})$ | $(8, -x, -z, -y + 1)$ | $(6, x, y + 1, z)$ |
| 3   | $(\frac{1}{3}, \frac{1}{3}, \frac{1}{3})$ | $(11, -x, -z - 1, -y)$ | $(5, x, y, z + 1)$ |
| 4   | $(\frac{1}{3}, \frac{1}{3}, \frac{1}{3})$ | $(10, -x, -z, -y + 1)$ | $(3, x, y, z)$ |
| 5   | $(\frac{1}{3}, \frac{1}{3}, \frac{1}{3})$ | $(12, -x - 1, -z, -y)$ | $(4, x, y, z + 1)$ |
| 6   | $(\frac{1}{3}, \frac{1}{3}, \frac{1}{3})$ | $(6, -x - 1, -z, -y)$ | $(8, x, y, z)$ |
| 7   | $(\frac{1}{3}, \frac{1}{3}, \frac{1}{3})$ | $(1, -x, -z, -y + 1)$ | $(9, x, y + 1, z)$ |
| 8   | $(\frac{1}{3}, \frac{1}{3}, \frac{1}{3})$ | $(2, -x, -z, -y + 1)$ | $(2, x, y, z + 1)$ |
| 9   | $(\frac{1}{3}, \frac{1}{3}, \frac{1}{3})$ | $(9, -x, -z, -y)$ | $(1, x, y, z + 1)$ |
| 10  | $(\frac{1}{3}, \frac{1}{3}, \frac{1}{3})$ | $(4, -x, -z - 1, -y)$ | $(12, x, y)$ |
| 11  | $(\frac{1}{3}, \frac{1}{3}, \frac{1}{3})$ | $(3, -x, -z, -y + 1)$ | $(10, x, y)$ |
| 12  | $(\frac{1}{3}, \frac{1}{3}, \frac{1}{3})$ | $(5, -x + 1, -z, -y)$ | $(10, x + 1, y)$ |

TABLE II. The relative positions for NN pairs $(x_1, x_2)$ and $(x_1, x_3)$.

| $x_1$ | $x_2$ | $x_3$ |
|-------|-------|-------|
| Triangle 1 | Triangle 2 | |
| 1 | $(2, -0, 0)$ | $(1, 0, 0)$ | |
| 2 | $(0, 1, 0)$ | $(2, 0, 0)$ | |
| 3 | $(0, -1, 0)$ | $(2, 0, 0)$ | |
| 4 | $(1, 0, 0)$ | $(0, 1, 0)$ | |
| 5 | $(0, 1, 0)$ | $(2, 0, 0)$ | |
| 6 | $(1, 0, 0)$ | $(0, 1, 0)$ | |
| 7 | $(0, 1, 0)$ | $(2, 0, 0)$ | |
| 8 | $(1, 0, 0)$ | $(0, 1, 0)$ | |
| 9 | $(0, 1, 0)$ | $(2, 0, 0)$ | |
| 10 | $(1, 0, 0)$ | $(0, 1, 0)$ | |
| 11 | $(0, 1, 0)$ | $(2, 0, 0)$ | |
| 12 | $(1, 0, 0)$ | $(0, 1, 0)$ | |

operator at site $i$ as

$$S_i = (\psi_i)^\dagger \frac{\sigma_{ij}}{2} (\psi_i) \psi_i,$$  

(7)

where $\sigma$’s are Pauli matrices, and the spinor $\psi_i = (f_i, f_i)^T$ involves the slave fermions

$$\{f_{i\alpha}, f_{i\beta}^\dagger\} = \delta_{ij} \delta_{\alpha\beta}, \quad \{f_{i\alpha}, f_{i\beta}\} = 0 = \{f_{i\alpha}^\dagger, f_{i\beta}^\dagger\}.$$  

(8)

Here $i,j$ are site indices and $\alpha, \beta$ are spin indices. In the following we will always omit the spin indices to lighten notations. For the convenience of later analysis, we introduce

$$\Psi_i = \left( f_i^\dagger \quad f_i^\dagger \right) = (\psi_i, T \psi_i),$$  

(9)

where $T = i\sigma_z K$ is the time-reversal operator and $K$ is complex conjugation. Then the spin operator can be rewritten as

$$S_i = \frac{1}{2} \text{Tr}(\Psi_i^\dagger \sigma \Psi_i).$$  

(10)

From the representation (10), we immediately see that an SU(2) rotation $W_i = e^{-i\hat{\theta}_i} T \sigma_3$ acting on the right

$$\Psi_i \rightarrow \Psi_i W_i \quad \text{(gauge rotation with Pauli matrices $\hat{\theta}$)}$$  

(11)

leaves the physical spin operator $S_i$ invariant, while an SU(2) rotation $R = e^{-i\hat{\theta}} T \sigma_3$ acting on the left

$$\Psi_i \rightarrow R^\dagger \Psi_i \quad \text{(spin rotation with Pauli matrices $\hat{\theta}$)}$$  

(12)

rotates the spin operator $S_i$ by an angle $\theta$. The invariance of physical spin operator $S_i$ under (11) indicates a local SU(2) gauge redundancy in the parton construction, crucial for the projective symmetry group defined later. Physically, such a gauge redundancy is due to the lack of “charge” degree of freedom for spin operators, so destroying a $\downarrow$-spin (f$_i$) is equivalent to creating a $\uparrow$-spin ($\uparrow$). Mathematically, the Hilbert space is enlarged by $f$-operators to include empty and double-occupancy on each site, which is absent in the physical Hilbert space ($\cos \theta f_{i\uparrow} f_{i\uparrow}^\dagger + \sin \theta f_{i\downarrow} f_{i\downarrow}^\dagger (0)$) spanned by $S_i$ operators in (10). That means we have the onsite constraint

$$f_{i\uparrow} f_{i\uparrow} + f_{i\downarrow} f_{i\downarrow} = 1,$$  

(13)

or written in a neat form invariant under SU(2) gauge rotations,

$$\text{Tr}(\Psi_i^\dagger \Psi_i \tau) = 0.$$  

(14)

Therefore in the constrained Hilbert space we have the gauge redundancy (11).

The slave fermion representation allows for a mean field decomposition of Hamiltonians describing spin-spin interaction without invoking magnetic ordering. The most general form of a mean field Hamiltonian is (see Appendix D for expansions in terms of $f$-operators)

$$H_{MF} = H_0 + H_x + H_s + H_z,$$

$$H_0 = \text{Tr}(\Psi_i^\dagger \Psi_i^{(0)}), \quad H_x = \text{Tr}(\sigma_{i\uparrow} \Psi_i^\dagger \Psi_i^{(x)}),$$

$$H_s = \text{Tr}(\sigma_{i\uparrow} \Psi_i^\dagger \Psi_i^{(s)}), \quad H_z = \text{Tr}(\sigma_{i\uparrow} \Psi_i^\dagger \Psi_i^{(z)}).$$  

(15)

where the mean field amplitudes are

$$u_{ij}^{(0)} = i b_{ij}^{(0)} + a_{ij}, \quad u_{ij}^{(x,y,z)} = b_{ij}^{(x,y,z)} + i a_{ij}^{(x,y,z)} \cdot \sigma,$$  

(16)

and $b_{ij}^{(x,y,z)}$, $a_{ij}^{(x,y,z)}$ are real numbers serving as mean field parameters. The summation over sites $\sum_{i,j}$ is omitted to lighten the notations. The Hermiticity of the Hamiltonian guarantees Eq. (16) and

$$b_{ij}^{(0)} = -b_{ij}^{(0)}, \quad a_{ij}^{(0)} = a_{ij}^{(0)}$$  

(17)

$$b_{ij}^{(x,y,z)} = b_{ij}^{(x,y,z)}, \quad a_{ij}^{(x,y,z)} = -a_{ij}^{(x,y,z)}.$$  

(18)
So for onsite terms we immediately have
\[ \hat{p}_a^{(0)} = a_a^{(x,y,z)} = 0. \] (19)

Note here the mean field Hamiltonian is split into singlet \( H_0 \) and triplet \( H_{sp,c} \) parts. The singlet part \( H_0 \) is invariant under \( SU(2) \) spin rotations as we can see from (12) and (15). It involves only the spin singlet hoppings \( (f_{ij}^\uparrow f_{ji}^\downarrow + f_{ij}^\downarrow f_{ji}^\uparrow) \) and singlet pairings \( (f_{ij}^\uparrow f_{ji}^\uparrow - f_{ij}^\downarrow f_{ji}^\downarrow) \). On the other hand, \( H_{x,y,z} \) generically breaks continuous spin rotational symmetry. \( H_z \) contains spin-dependent hopping \( (f_{ij}^\uparrow f_{ji}^\downarrow + f_{ij}^\downarrow f_{ji}^\uparrow) \) and triplet pairing \( (f_{ij}^\uparrow f_{ji}^\uparrow + f_{ij}^\downarrow f_{ji}^\downarrow) \), and \( H_x, H_y \) involve spin-flip hopping \( (f_{ij}^\uparrow f_{ji}^\downarrow \pm f_{ij}^\downarrow f_{ji}^\uparrow) \) and triplet pairing \( (f_{ij}^\uparrow f_{ji}^\uparrow \pm f_{ij}^\downarrow f_{ji}^\downarrow) \). Each \( H_A \) \((A = x, y, z)\) contains four real parameters for each bond \((i,j)\), and a general mean-field Hamiltonian \( H_{MF} \) involves 16 real parameters for each bond.

C. Classification of symmetric \( U(1) \) and \( Z_2 \) spin liquids

Since symmetric spin liquids are described by projected superconductors of fermionic spinons in the slave fermion representation, it’s crucial to understand how symmetry acts on the fermionic spinons \( \Psi_i \) in (4). In particular due to the \( SU(2) \) gauge redundancy in the slave fermion construction \( (10) \) of spin-1/2, each symmetry operation \( U \) in the symmetry group \( S_G \) can be followed by gauge rotation \( (G_U(i) \in SU(2)) \). More precisely, the mean-field Hamiltonian for fermionic spinons is only invariant under a combination of physical symmetry operation \( U \) and associated gauge rotation \( (G_U(i)) \):
\[ G_U U H_{MF} U^{-1} G_U^{-1} = H_{MF}. \] (20)

In particular, fractionalized fermionic spinons may not form a linear representation of the symmetry group, instead they can transform projectively under symmetry operations \( (31-33) \). As shown in Ref. \( (26) \), the projective symmetry operations on fermionic spinons can be systematically classified by their projective symmetry group \( (PSG) \) in the slave fermion representation.

We therefore classify the PSGs for symmetric \( Z_2 \) and \( U(1) \) spin liquids on hyperkagome lattice. We also construct their mean-field Hamiltonians \( (15) \) that is invariant under projective symmetry operations of time reversal \( T \), 3 translations for cubic unit cells \( T_1, T_2, T_3 \), and 24 point group operations generated by \( C_2, C_5, S_4 \) as discussed previously
\[ U = T_{\nu_T}^\nu_1 T_1^\nu_1 T_{\nu_T}^\nu_2 T_2^\nu_2 C_{\nu_T}^\nu_3 C_{\nu_T}^\nu_4 S_4^\nu_4 \] (21)
where \( \nu_T \in Z_2, \nu_{x,y,z} \in Z_3, \nu_1 \in Z_2, \nu_2 \in Z_5, \nu_3 \in Z_3, \nu_4 \in Z_4 \). The detailed calculations can be found in Appendix \( (32-33) \), while we summarize the PSG solutions in Table \( (11) \). There exists a convenient gauge where all gauge rotations are independent of unit-cell or sublattice indices, which simplifies further analysis. The gauge rotations associated with translations and 3-fold rotation can be chosen to be all trivial
\[ G_T(r, s) = G_{C_i}(r, s) = 1, \quad i = 1, 2, 3. \] (22)

while the gauge rotations for 2-fold rotation \( G_C(r, s) \equiv g_C \) and 4-fold screw \( G_S(r, s) \equiv g_S \) have the same form of
\[ g_C = g_S \in SU(2) \] (23)

Meanwhile anti-unitary time reversal symmetry is implemented by
\[ \Psi_{r,s} \rightarrow \sigma_2 \Psi_{r,s} \tau_2 \cdot G_T(r, s) \] (24)
with gauge rotation
\[ G_T(r, s) \equiv g_T \in SU(2). \] (25)

As shown in Appendix \( (13) \), there are 2 different \( U(1) \) spin liquids in the PSG classification, labeled as \( U(0)^1 \) and \( U(1)^1 \) states. They correspond to \( U(1) \)-uniform \( (U(0)^1) \) and \( U(1) \)-staggered \( (U(1)^1) \) phases studied in Ref. \( (10) \).

Meanwhile the solutions to PSG equations for symmetric \( Z_2 \) spin liquids must satisfy the following conditions (for details see Appendix \( (5) \))
\[ g_r^2 = \eta_r, \quad g_C^2 = \eta_{2}, \quad g_r g_C = \eta_{r} \theta g_C g_T \] (26)
and we find 5 gauge inequivalent solutions as listed in Table \( (11) \). Among them, 2 unphysical solutions with \( g_T = 1 \) are incompatible with spin-1/2 fermionic spinons (Kramers doublets), and always lead to vanishing mean-field ansatz. Therefore these 5 algebraic solutions only lead to 3 distinct symmetric \( Z_2 \) spin liquids on hyperkagome lattice: they are states \( 2(a), 2(b) \) and \( 2(c) \) in Table \( (11) \).

Such a simple classification result with only 2 symmetric \( U(1) \) states and 3 symmetric \( Z_2 \) states owes a lot to the presence of nonsymmorphic screw symmetry \( S_4 \). In particular, as proved in Appendix \( (5) \), screw operation \( S_4 \) generally rules out a large class of \( Z_2 \) spin liquids known as “\( \pi \)-flux phases” \( (26) \), where \( \pi \) flux is threaded in each unit cell. Similarly a class of \( U(1) \) spin liquids known as “staggered flux phases” \( (26) \) with alternating flux along one direction are also incompatible with screw \( S_4 \).

Before discussing physical properties of these spin liquids, we clarify the relation between the symmetric \( U(1) \) and \( Z_2 \) spin liquids on hyperkagome lattice. Quite generally, a \( Z_2 \) spin liquids can be viewed as a descendant of another \( U(1) \) spin liquid, by breaking the gauge group from \( U(1) \) down to \( Z_2 \) via the Anderson-Higgs mechanism. Such a continuous phase transition is driven by condensing the Cooper pairs of fermionic spinons in the slave fermion representation. In our case of hyperkagome spin liquids, each \( U(1) \) spin liquid hosts 2 such neighboring \( Z_2 \) states: \( U(1)^{\nu_T} \) state \((U(1)^{\nu_T}) \) in Ref. \( (10) \) is proximate to two \( Z_2 \) states \( 2(a) \) and \( 2(c) \), while \( U(1)^{\nu_{x,y,z}} \) state \((U(1)^{\nu_{x,y,z}}) \) in Ref. \( (10) \) is proximate to two \( Z_2 \) states \( 2(b) \) and \( 2(c) \). Note that \( 2(c) \) state is in the neighborhood of both \( U(1) \) states, as shown in Table \( (11) \). A schematic “global” phase diagram demonstrating the relation between different spin liquids is shown in FIG. \( (2) \).

In this work we only classify symmetric \( Z_2 \) and \( U(1) \) spin liquids within the slave-fermion representation. There are other symmetric \( Z_2 \) and \( U(1) \) spin liquids on hyperkagome lattice beyond the description of slave-fermion representation, for example the Schwinger-boson states studied.
symmetry in such a Bogoliubov-de Gennes (BdG) Hamiltonian, we only fill half (24) of the total 48 BdG bands in \( \{ \mathbf{A}_k \} \). However, these bands are generally not separated from each other, instead they are entangled due to certain symmetries. In our case of space group \( P4_132 \), non-symmetric screw symmetry \( S_4 \) dictates that bands always appear in quadruplets that cannot be disentangled\( [33–34] \). Meanwhile, time reversal symmetry \( T \) leads to an extra 2-fold band degeneracy at high symmetry points in \( \mathbf{k} \)-space. Finally, the combination \( C_2 \cdot T \) of 2-fold rotation and time reversal is an anti-unitary symmetry satisfying \( (C_2 \cdot T)^2 = -1 \) in state 2(b), giving rise to an extra 2-fold degeneracy in certain high-symmetry planes perpendicular to \( C_2 \) axis. Therefore, energy bands in the BdG Hamiltonian of state 2(b) always appear in a multiplet of \( 16 = 4 \times 2 \times 2 \), that cannot be disentangled without breaking symmetry. Hence all gapped ground states must fill a multiple of 16 bands, and it’s impossible for a gapped symmetric superconductor to fill only 24 bands. Therefore we proved the gaplessness of spinon mean-field Hamiltonian for state 2(b).

Next we analyze the two \( U(1) \) spin liquids, whose mean-field ansatz only contains hopping terms in the slave fermion representation. In \( U(1)^0 \) state, as shown in Appendix C, the fermionic spinons transform in the same fashion as usual electrons under the whole space group and time reversal symmetries. Due to their single occupancy constraint \( \{ \mathbf{13} \} \), in each unit cell we have 12 spinons on average. However as shown in Ref.\( [23] \), any gapped (short-range-entangled) insulator in space group \( P4_132 \) with time reversal symmetry\( [24] \) must have a filling number that’s multiple of 8 per unit cell, incompatible with our filling number 12. Therefore a symmetric \( U(1)^0 \) state must support gapless spinon excitations in the bulk, such as the spinon fermi surface in the left panel of FIG. A.

The other \( U(1) \) spin liquid labeled \( U(1)^1 \) state, on the other hand, have different implementations for \( C_2 \) and \( S_4 \) operations compared to \( U(1)^0 \) state. As shown in Appendix C both \( C_2 \) and \( S_4 \) operations are followed by gauge rotation \( i \tau_2 \) (up to a global \( U(1) \) gauge rotation \( e^{i \phi \tau} \)), corresponding to the particle-hole transformation \( f \rightarrow f^\dagger \) on fermionic spinons. Regarding this, we can simply write down the mean-field Hamiltonian of \( U(1)^1 \) state in the Nambu basis, and exactly the same argument for \( Z_2 \) state 2(b) discussed previously proves the gaplessness of \( U(1)^1 \) state.

Although the above analysis on 2(b) and \( U(1)^1 \) states is based on band structure of mean-field spinon Hamiltonian\( [15] \), their gaplessness can be shown to remain valid even in the presence of arbitrary short-range interactions between spinons\( [25,42] \), using an argument based on entanglement spectrum of a gapped state\( [23] \). Therefore among 3 symmetric \( Z_2 \) states classified on hyperkagome lattice, 2(b) is the only stable gapless \( Z_2 \) spin liquid. Meanwhile, both \( U(1) \) spin liquids (\( U(1)^0 \) and \( U(1)^1 \) states) are stable gapless spin liquid.

**B. Mean-field spectrum of fermionic spinons**
TABLE III. Summary of 5 algebraic PSGs in slave fermion representation for symmetry group $SG = P4_1 32 \times Z_2^T$ on hyperkagome lattice. Only 3 of them with $T^2 = g_T = -1$ are physical solutions with spin-1/2 fermionic spinons, leading to 3 distinct symmetric $Z_2$ spin liquids on hyperkagome lattice: 2(a), 2(b), 2(c) states. These 3 symmetric $Z_2$ states are in the neighborhood of 2 symmetric $U(1)$ spin liquids: $U_1^0$ and $U_1^1$ states. For details see Appendix B-C.

| Label | $\eta_1$ | $\eta_2$ | $g_T$ | $g_{T'} = g_{S4}$ | Physical? | $U(1)$ root states | Stably gapless? |
|-------|----------|----------|-------|--------------------|-----------|-------------------|---------------|
| 1(a)  | +1       | +1       | 1     | 1                  | No        | x                 | x             |
| 1(b)  | +1       | -1       | $i\tau_3$ | 1                  | No        | x                 | x             |
| 2(a)  | -1       | +1       | 1     | $i\tau_2$         | Yes       | $U_1^{10}$        | No            |
| 2(b)  | -1       | -1       | $i\tau_2$ | $i\tau_2$         | Yes       | $U_1^{11}$        | Yes           |
| 2(c)  | -1       | -1       | $i\tau_3$ | $i\tau_2$         | Yes       | $U_1^{10}$ and $U_1^{11}$ | No            |

FIG. 3. The bond-dependent mean-field amplitudes $(r^x, r^y, r^z)$ for triplet terms in Table V. Here we have chosen the bond (1, 2) to have amplitudes $(r^x, r^y, r^z)$, then all the other bonds are related by a combination of SO(3) and SU(2) rotations in (B18). Here we specify the results of SO(3) rotations, while the SU(2) rotation by $G_U$ in different cases are specified in Table V. The positive directions are denoted by blue arrows.

Due to space group symmetries, among all NN bonds, we only need to write down the mean-field amplitude $u_{ij}$ in one bond, and all the other bonds are generated by symmetry from condition (B5) for singlet terms, and (B18) for triplet terms. The details of symmetry constraints on mean-field amplitudes are analyzed in Appendix [D] and we present the results below. For unphysical PSG solutions 1(a) and 1(b) where $g_T = 1$, we immediately see that time-reversal (B26) leads to the constraint $u_{ij} = -u_{ji}$ for both singlet and triplet terms, hence no mean field realization in these cases. For physical $Z_2$ states 2(a,b,c) with $g_T = i\tau_2$, we list the spin-singlet amplitudes in Table [V] and the triplet terms in Table [V] and Fig. 3. Here we focus on the bonds connecting up to nearest neighboring sites. For further neighbouring bonds, similar analysis can be done using the PSG solutions in Table III.

Below we analyze the mean-field dispersions of fermionic spinons, and especially the low-energy excitations near the nodal surfaces. To do so, we rewrite the mean-field Hamiltonian (15) in the basis $\Phi_i = (f_{i\uparrow}, f_{i\downarrow}^\dagger, f_{i\downarrow}, -f_{i\uparrow}^\dagger)^\top$ as a 4×4 matrix

$$H_{MF} = \sum_{ij} \Phi_i^\dagger \begin{pmatrix} -u_{ij}^{(0)} + u_{ij}^{(z)} & u_{ij}^{(x)} - iu_{ij}^{(y)} \\ u_{ij}^{(x)} + iu_{ij}^{(y)} & -u_{ij}^{(0)} - u_{ij}^{(z)} \end{pmatrix} \Phi_j.$$  (28)

Making a Fourier transform into k-space, it will be a 48×48 matrix due to the 12 sublattices, 2 spin and 2 particle-hole indices.
TABLE IV. Singlet mean-field amplitudes $u_{ij}^{(0)}$ up to nearest neighbour (NN) bonds. Here $t_i$'s are Pauli matrices. The onsite terms are identical for all sites. The NN bonds are divided into two groups, where $u_{ij}^{(0)}$ denotes the bonds in the triangles $(1,2,3)$, $(9,8,4)$, $(7,6,5)$, $(12,11,10)$, and $u_{ij}^{(4)}$ denotes the bonds in the triangles $(1,6,12)$, $(3,4,5)$, $(10,9,2)$, $(7,8,11)$. That is, two corner-shared triangles belong to different groups. Note that we have $u_{ij}^{(0)} = u_{ji}^{(0)}$ from Eq. (17).

| Cases | Onsite $u_{ii}^{(0)}$ | N.N. $u_{ij}^{(0)}$ | N.N. $u_{ij}^{(4)}$ | Type |
|-------|---------------------|-----------------|-----------------|------|
| 2(a)  | $\Delta t_1 + \mu t_3$ | $s_1 t_1 + s_3 t_3$ | $s_1 t_1 + s_3 t_3$ | U(1) FS |
| 2(b)  | $0$ | $s_1 t_1 + s_3 t_3$ | $-s_1 t_1 - s_3 t_3$ | U(1) Dirac |
| 2(c)  | $\mu t_3$ | $s_1 t_1 + s_3 t_3$ | $-s_1 t_1 + s_3 t_3$ | $Z_2$ gapless |

TABLE V. Triplet mean field amplitudes $u_{ij}^{(4,2)}$ up to nearest neighbour bonds. Here $t_i$'s are Pauli matrices. The onsite terms vanishes identically. Note from Equation (18) that $u_{ij}^{(4,2)} = -u_{ji}^{(4,2)}$, unlike the singlet case. So the NN bonds are divided into two groups of oriented triangles (I) $(1,2,3)$, $(9,8,4)$, $(7,6,5)$, $(12,11,10)$, and (II) $(1,6,12)$, $(3,4,5)$, $(10,9,2)$, $(7,8,11)$, where $1 \to 2 \to 3$ and etc. are regarded as positive directions (see Fig. 3). $u^{(4,2)}_{(1,2,3)}$, $u^{(4,2)}_{(1,6,12)}$ denote the bonds in groups (I) and (II) respectively. Further, $t^{(4,2)}_{1,2,3}$ in different bonds are mixed. For example, we choose $(1,2)$ bond to have $(t_1', t_2', t_3')$ for $t_1^{(4,2)}$, and $(t_1', t_2', t_3')$ for $t_1^{(4,2)}$, then the $t_1^{(4,2)}$, $t_3^{(4,2)}$ in other bonds are specified in Fig. 3.

| Cases | Onsite $u_{ii}^{(4,2)}$ | N.N. $u_{ij}^{(4,2)}$ | N.N. $u_{ij}^{(4,2)}$ |
|-------|---------------------|-----------------|-----------------|
| 2(a)  | $0$ | $t_1^{(4,2)} t_1 + t_3^{(4,2)} t_3$ | $t_1^{(4,2)} t_1 + t_3^{(4,2)} t_3$ |
| 2(b)  | $0$ | $-t_1^{(4,2)} t_1 - t_3^{(4,2)} t_3$ | $-t_1^{(4,2)} t_1 - t_3^{(4,2)} t_3$ |
| 2(c)  | $0$ | $t_1^{(4,2)} t_1 + t_3^{(4,2)} t_3$ | $t_1^{(4,2)} t_1 + t_3^{(4,2)} t_3$ |

1. Isotropic case with $SU(2)$ spin rotational symmetry

We first discuss the $SU(2)$ spin-invariant case with only singlet terms (Table IV), corresponding to the isotropic limit. A further self-consistency calculation shows that at half-filling, $\Delta \approx 0.48 s_1, \mu \approx 0.48 s_3$ for the onsite term in 2(a). Thus, case 2(a) with up to NN mean-field amplitudes leads to a one-parameter family of Hamiltonians $[H^{(2)}][\varphi]$ with NN terms

$$2(a): \quad s_1 = A \sin \varphi, \quad s_3 = A \cos \varphi \quad (29)$$

and onsite terms

$$2(a): \quad \Delta \approx 0.48 A \sin \varphi, \quad \mu \approx 0.48 A \cos \varphi \quad (30)$$

Similarly, case 2(b) also leads to a one-parameter family of Hamiltonians $[H^{(2)}][\varphi]$ with NN terms

$$2(b): \quad s_1 = B \sin \varphi, \quad s_3 = B \cos \varphi \quad (31)$$

and vanishing on-site terms due to symmetry constraints.

For both 2(a) and 2(b) states, since the ratios of hopping and pairing amplitudes are the same in all NN bonds, one can always perform a global gauge rotation and eliminate e.g. the pairing $(t_1)$ term so that $\varphi = s_1 = 0$. These correspond to their root $U(1)$ spin liquids with NN amplitudes only: $U^{(0)}$ state (i.e. $U(1)$-uniform state in Ref. [10]) for case 2(a), and $U^{(0)}$ state (i.e. $U(1)$-staggered state in Ref. [10]) for case 2(b). More generally such a global gauge rotation can fix $\varphi$ to any desired value with the same spectrum. Therefore we cannot realize a $Z_2$ spin liquid with up to NN mean-field amplitudes for states 2(a) and 2(b).

In comparison, the mean-field Hamiltonians of 2(a) case has the same (unit) hopping amplitudes on all NN bonds, while bonds in neighboring triangles have opposite (unit) hopping amplitudes in case 2(b). Their spinon dispersions $\epsilon_k^{(2a)}$, $\epsilon_k^{(2b)}$ are plotted by the blue lines in Fig. 4 for $\theta = 0$ and $\theta = \pi/2$ respectively. We see that case 2(a) corresponds to a $U(1)$ spin liquid ($U^{(0)}$ state) with spinon Fermi surfaces, while 2(b) case leads to $U^{(0)}$ state featuring spinon Dirac cones at the fermi energy.

Finally in case 2(c), the NN hopping/pairing ratios are not the same on different bonds, and they are hence independent variables that cannot be fixed by a global gauge rotation. The spectrum of mean-field Hamiltonian $[H^{(2)}][\varphi]$ depends on the parameter $\theta = \arcsin(s_1/s_3)$ in this case. In particular, in two limits where only hopping ($\theta = 0$) or pairing ($\theta = \pi/2$) terms...
are present, the Hamiltonian of state 2(c) reduces to those of 2(a) and 2(b) cases respectively,

\begin{align}
H^{2(a)}[\theta = 0] &= H^{2(b)} \rightarrow U^1 \text{ state} \\
H^{2(b)}[\theta = \pi/2] &= H^{2(b)} \rightarrow U^1 \text{ state}
\end{align}

(32)

In the intermediate regime 0 < \theta < \pi/2, case 2(c) describes a Z2 spin liquid with both hopping and pairing terms, whose typical dispersion is illustrated in Fig. 4 for \( \theta = \pi/6 \). In summary, in the isotropic limit with SU(2) spin rotational symmetry, only the 2(c) case can realize a Z2 spin liquid with up to NN mean-field amplitudes, and it bridges the two root U(1) spin liquids (U^0 and U^1 states) for 2(a) and 2(b) cases. In fact, this state was investigated in Ref. [10], where a variational Monte-Carlo study of Gutzwiller projected wavefunctions found that the U^0 spin liquid state with \( \theta = 0 \) has the lowest variational energy.

2. Anisotropic case with spin-orbit couplings

Now let’s consider the effect of spin-orbit couplings which breaks spin rotational symmetry, and include the spin-triplet terms in the mean-field ansatz. The spin-triplet terms (Table IV) involve much more parameters than singlet ones and contain far more features. Before focusing on a special class of symmetric spin liquids motivated by an anisotropic spin model describing Na4Ir3O8 in section LV here we discuss some general features of the anisotropic spin liquids in comparison to the singlet ones.

For singlets terms, we choose the gauge so that \( s_1 = 0 \) for 2(a) and 2(b) cases as discussed earlier. For the NN triplet amplitudes \( \mu_3^{\pm \pm \mp} \) on certain bond (Table IV), one can choose a suitable spin quantization axis such that the only non-vanishing parameters are \( \mu_3^{x-x-x} \) for all the three cases 2(a,b,c). Then we can summarize the free parameters and the properties for the three states in the presence of spin anisotropy:

- 2(a): On-site amplitudes \( \Delta, \mu \), NN singlet amplitude \( s_3 \) and NN triplet amplitudes \( \mu_3^{x-x-x} \). A Z2 spin liquid can be realized as long as \( \mu_3^{x-x-x} \neq 0 \). Generally, for NN triplet pairs, otherwise it corresponds to a U(1) spin liquid U^0 state. The NN triplet pairings can open up a gap on the spinon fermi surface.

- 2(b): No on-site amplitudes allowed, NN singlet amplitude \( s_3 \) and NN triplet amplitudes \( \mu_3^{x-x-x} \). Generally, when \( \mu_3^{x-x-x} \neq 0 \) we realize a Z2 spin liquid with NN triplet pairings; otherwise it is a U(1) spin liquid U^1 state. The inclusion of triplet terms will change the linear Dirac-type dispersion in the singlet case, but generically can never open up a gap in the spinon spectrum.

- 2(c): On-site amplitude \( \mu \), NN singlet amplitudes \( s_1, s_3 \) and NN triplet amplitudes \( \mu_3^{x-x-x} \). Generally 2(a) state is separated from 2(a) state in the phase diagram by an intermediate U(1) spin liquid U^0 state, and from 2(b) state by an intermediate U^1 state. In the absence of pairing terms i.e. \( s_3 = s_3^{x-x-x} = 0 \), the 2(c) state reduces to a symmetric U(1) spin liquid. This is the situation we will focus on in the next section.

Generally for all three states, the inclusion of triplet terms will lift the spin degeneracy in spinon spectrum, splitting each
spinon band into two bands. In particular, the 4-fold degenerate flat bands will become dispersive and non-degenerate. We found that state 2(b) always has a gapless spinon spectrum while states 2(a) and 2(c) can be gapped in certain parameter ranges, consistent with the general proof provided in section [III A]. Hence state 2(b) provides an interesting example of stable gapless $Z_2$ spin liquids, whose gapless excitations are protected by only space group and time reversal symmetries with no spin conservations.

IV. THE SPIN MODEL FOR Na$_2$Ir$_2$O$_8$ AND ITS ENERGETICS

In previous sections, we have classified symmetric spin liquid states by their projective symmetry groups in the slave-fermion representation. Now we consider energetics of physical spin models, and focus on whether certain spin Hamiltonian will give rise to the spin-triplet mean-field amplitudes in the spin liquid states. For this purpose, we will only compare energy among different spin liquid states, and leave the energetic competition between spin liquids and various magnetically ordered states to future works. Also, we will restrict ourselves to nearest neighbour (NN) interactions only, as the NN Heisenberg model on hyperkagome lattice may already lead to a disordered spin liquid ground state. At first sight, one may think that as long as the physical Hamiltonian breaks the spin-rotational symmetry, the spin-anisotropic states will automatically be favored energetically. However, we shall see that this needs not to be the case, due to the strong suppression of spin anisotropy by Heisenberg-type interactions.

As discussed in the introduction, we consider a Hamiltonian with a dominant NN Heisenberg term with various spin-anisotropic perturbations.

$$H = H_J + H', \quad H_J = J \sum_{(i,j)} \mathbf{S}_i \cdot \mathbf{S}_j. \quad (33)$$

The most general perturbation Hamiltonian can be decomposed into the Dzyaloshinskii-Moriya (DM) term $H_D$, Kitaev term $H_K$, and symmetric exchange anisotropic (SEA) term $H_{\Gamma}$,

$$H' = H_D + H_K + H_{\Gamma} = \sum_{(i,j)} D_{ij} \cdot (\mathbf{S}_i \times \mathbf{S}_j) + \sum_{(i,j)} K^A_{ij} S^A_i S^A_j + \sum_{(i,j),B,C} \Gamma_{ij}^{BC} S^B_i S^C_j. \quad (34)$$

where $|D^A_{ij}|, |K^A_{ij}|, |\Gamma^{AB}_{ij}|$ may be much smaller than $J$, and $A, B, C$ are Cartesian coordinates as before. Each term involves three independent interaction parameters on each bond $(i,j)$. Now we make use of the symmetry of hyperkagome lattice to relate interaction parameters in different bands, especially the space group generated by 24 “point group” operations $C_3^x C_3^y S_{3z}^n$ and 3 unit-cell translations. Since physical spins $|\mathbf{S}_i|$ also rotate under point group operations in a spin-orbit coupled system, we have the symmetry constraints on the physical Hamiltonian

$$H[S^A_i] = UHU^\dagger = H[\sum B \mathcal{O}^{(U)}_{AB} S^B_i U(\nu)]. \quad (35)$$

where $\mathcal{O}^{(U)}$ are SO(3) matrices associated with point group operation $U$. Hence we are left with totally 9 parameters $\{D^A, K^A, \Gamma^A\}$ for all NN couplings:

$$H' = \sum_A \left[ D^A \sum_{(i,j)} (S^B_i S^C_j - S^C_i S^B_j) + K^A \sum_{(i,j)} S^A_i S^A_j \right. \left. + \Gamma^A \sum_{(i,j)} (S^B_i S^C_j + S^C_i S^B_j) \right]. \quad (36)$$

In a mean-field analysis of the above spin model in slave-fermion representation, each NN bond contribute the same energy due to symmetry and hence we will focus on one band, say the bond $(2,3)$ connecting sublattice No.2 and No.3 from now on. We make a further simplification in the discussion below that we only consider $D^C, K^2, \Gamma^0 \neq 0$ on bond $(2,3)$, resulting in the following mean-field energy (see Appendix [D 3]))

$$\mathcal{E} = \frac{\langle H \rangle}{N_{\text{site}}} = 2 \left( J \langle S_i^x S_j^x \rangle + D \langle S_i^z S_j^z - S_i^y S_j^y \rangle \right) + \Gamma \langle S_i^y S_j^y + S_i^z S_j^z \rangle \quad (37)$$

Such a simplification has been adopted in recent literatures when considering an idealized Na$_2$Ir$_2$O$_8$ structure. However, the essential physics we will discuss below does not rely on this assumption, and one can directly generalize this discussion to include all 9 interaction parameters in (36) for reasons elaborated in Appendix [D 3].

![FIG. 5. Phase diagram for a dominant Heisenberg interaction (J = 1) with perturbations of DM, Kitaev, and symmetric exchange anisotropy (SEA) types in mean-field energy (37). We consider the regime where perturbations are small $|D|, |K|, |\Gamma| \leq 0.2$. While an infinitesimal DM interaction can induce anisotropy in the spin liquid ground state, the Kitaev and SEA terms both need a finite strength $K, \Gamma$ comparable to Heisenberg $J$ to induce spin anisotropy. We have performed variational calculation of the mean-field energy (37) for all three Z$_2$ spin liquid states 2(a,b,c) in Table [V] and [VI] We set the Heisenberg interaction strength $J$ as unity, and consider perturbations $|D|, |K|, |\Gamma| \leq 0.2$ in (37). We first note that state 2(b) has much higher energy than 2(a) and 2(c) in the isotropic spin-singlet case. As we only]
consider perturbative effects of anisotropic terms, we mainly focus on 2(a) and 2(c) states here.

The variational energy of singlet state 2(c) for isotropic Heisenberg interactions had been calculated in Ref. [10], both at mean-field level and for projected wavefunctions using variational Monte-Carlo method. The ground state is a $U(1)$ spin liquid ($U^0$ state) with spherical Fermi surfaces at the center and corners of the Brillouin zone [9], which is connected to two $Z_2$ spin liquids 2(a) or 2(c) via continuous phase transitions (by turning up spinon pairing terms). Our variational calculation shows that even in the presence of anisotropic interactions, the $U^0$ (i.e. $U(1)$-uniform) state is still favored energetically over both $Z_2$ spin liquids 2(a) and 2(c). In other words, the spinon pairing amplitudes $s_1, t_1', t_1''$ vanish identically in mean-field ground state for all parameter regimes we consider. In the absence of pairings, 2(a) and 2(c) states reduce to the same $U^0$ spin liquid state as we discussed earlier. Then the question is whether a weak spin-orbit coupling (|$D_1|, |K_1|, |Γ_1| \ll J \equiv 1$) can induce an anisotropic $U(1)$ spin liquid ground state ($t_1', t_1'' \neq 0$ in Table [V]). The variational results show a dramatic difference in the effects of DM interactions from those of Kitaev and SEA types, as shown in Fig[5] An infinitesimal DM interaction is sufficient to induce anisotropy in the mean-field ground state, where the magnitude of anisotropy is proportional to the strength of DM interaction. For Kitaev or SEA types of perturbations, on the other hand, the spin liquid ground state remains spin rotational invariant unless $|K_1|, |Γ_1|$ become comparable to $J$.

To better understand the big difference between DM and other types of anisotropic interactions, below we analyze the mean-field energy [37]. The mean-field decompositions consist of the (isotropic) singlet part ($ρ_s, Δ_s$) and (anisotropic) triplet parts ($ρ_{x,y,z}, Δ_{x,y,z}$). The hopping amplitudes read

$$ρ_s = \frac{\langle f_{i1} f_{j1} \rangle + \langle f_{i1}^\dagger f_{j1}^\dagger \rangle}{2}, \quad ρ_ρ = \frac{\langle f_{i1}^\dagger f_{j1}^\dagger \rangle - \langle f_{i1} f_{j1} \rangle}{2i}, \quad ρ_ρ = \frac{\langle f_{i1}^\dagger f_{j1}^\dagger \rangle + \langle f_{i1} f_{j1} \rangle}{2};$$

and pairing amplitudes are

$$Δ_s = \frac{\langle f_{i1} f_{j1} \rangle - \langle f_{i1}^\dagger f_{j1}^\dagger \rangle}{2}, \quad Δ_ρ = \frac{\langle f_{i1} f_{j1} \rangle + \langle f_{i1}^\dagger f_{j1}^\dagger \rangle}{2i}, \quad Δ_ρ = \frac{\langle f_{i1} f_{j1} \rangle + \langle f_{i1}^\dagger f_{j1}^\dagger \rangle}{2i};$$

where the time-reversal symmetry guarantees $ρ_{x,y,z}, Δ_{x,y,z}$ to be real numbers (see Appendix [D] for details). Here ($ρ_s, ρ_ρ, ρ_ρ$) as well as ($Δ_s, Δ_ρ, Δ_ρ$) are chosen such that they rotate as SO(3) vectors under $SU(2)$ spin rotations. These amplitudes are related to the mean-field parameters in Table [IV][V] through consistent mean-field equations, whose details can be found in Appendix [D]. The mean-field amplitudes for different NN bonds ($i, j$) are illustrated in Fig[5]. Here focusing on one bond ($i = 2, j = 3$), we can write the mean-field energy per site as

$$E = \frac{\langle H \rangle}{N_{site}} = E_J + E_D + E_K + E_T$$

$$E_J = -J \left[3(ρ_x^2 + Δ_x^2) - ρ_ρ^2 - ρ_ρ^2 - Δ_x^2 - Δ_ρ^2\right]$$

$$E_D = 4D \left[Δ_s Δ_ρ + ρ_s ρ_ρ\right]$$

$$E_K = K \left[Δ_s^2 + Δ_ρ^2 - Δ_x^2 - Δ_ρ^2 + ρ_s^2 + ρ_ρ^2 - ρ_ρ^2\right]$$

$$E_T = 4Γ \left[Δ_s Δ_ρ + ρ_s ρ_ρ\right].$$

From the expression (43) it is clear that the Heisenberg term will favor singlet amplitudes and suppress all triplet amplitudes. Due to the dominant role of Heisenberg interaction $J \gg |D|, |K|, |Γ|$, the ground state has a strong tendency towards having an isotropic spin liquid ground state. However, the DM interaction can survive the suppression of spin anisotropy by coupling the triplet amplitudes $ρ_s, Δ_s$, with singlet amplitudes $ρ_ρ, Δ_ρ$. Since Heisenberg energy only depends quadratically on the triplet amplitudes while DM energy depends linearly on triplet terms, an arbitrary small $D/J$ will lead to non-zero triplet amplitudes in the presence of a finite singlet amplitude. Though the above analysis considers only one component $D^x, K^x, Γ^x$ in the anisotropic interactions, the conclusion remains valid even when all 9 parameters ($D^x, K^x, Γ^x$) are considered in the spin Hamiltonian. Thus, it is expected that for the real material Na$_4$Ir$_2$O$_8$ where all anisotropic perturbations are present[18], it is up to strength of DM interactions to decide how anisotropic the spin liquid ground state is.

![FIG. 6. Left: Mean field variational results showing that the DM interaction $D$ induces triplet amplitude $f^3_{ij}$ (in bond (2, 3)), amplitudes in other bonds can be referred from Fig. 5. The dependence is almost linear for small $D/J$. Right: Spinon dispersion for $D/J = 0.2$, where mean-field energy is minimized at $s_3 = 0.16584, ρ_ρ = 0.01672, μ = -0.079$.](image-url)
Finally we take a closer look at the Fermi surfaces of the anisotropic $U(1)$ spin liquid ground state in the presence of DM interactions. The Fermi surfaces in the spin-isotropic limit have been discussed in earlier literature\cite{22}, where each Fermi surface has double spin-degeneracy. When triplet amplitudes are turned on, the spin degeneracy of the Fermi surfaces are completely lifted, resulting in 6 Fermi surfaces with spin textures shown in Fig.\ref{fig:7} and \ref{fig:8}. The 9-12th bands contribute four Fermi surfaces at the corners of Brillouin zone (BZ), and the 13-14th bands contribute the Fermi surfaces at the BZ center. Fig.\ref{fig:8} clearly demonstrates the spin-momentum locking on the non-degenerate spinon fermi surface, due to spin-orbit coupling in this non-centrosymmetric crystal.

\section{Discussion and Outlook}

In this work, we classify symmetric $\mathbb{Z}_2$ and $U(1)$ spin liquids on a hyperkagome lattice in the slave-fermion representation. Non-symmorphic space group provides strong symmetry constraints to spinon symmetry fractionalization on hyperkagome lattice, and we found only three $\mathbb{Z}_2$ spin liquids and two $U(1)$ spin liquids as shown in TABLE \ref{table:III}. The small number of possible spin liquid states should greatly facilitate further analysis of their properties and more accurate calculations of energies in the future, such as a variational Monte-Carlo study of the Gutzwiller projected wavefunctions. We show that both $U(1)$ states have a stable gapless spectrum protected by space group and time reversal symmetries\cite{22,23}.

Meanwhile among all 3 $\mathbb{Z}_2$ states, we show that states $2(a)$ and $2(c)$ are generically gapped, while state $2(b)$ is a symmetry-protected gapless $\mathbb{Z}_2$ spin liquid\cite{25,26}. As shown schematically in Fig.\ref{fig:2}, two $\mathbb{Z}_2$ spin liquids $2(a)$ and $2(c)$ states share the same “root” $U(1)$ spin liquid $U1^0$ state, while $2(b)$ and $2(c)$ share another root state $U1^1$ state.

Experimentally, specific heat, magnetic susceptibility and thermal conductivity measurements\cite{5,6} all pointed to a gapless spin liquid ground state in Na$_3$Ir$_2$O$_8$. Therefore our classification and analysis on gapped vs. gapless spectrum can already narrow down the list of promising spin liquids to 3 candidates, including two $U(1)$ spin liquids ($U1^0$ and $U1^1$ states) and one $\mathbb{Z}_2$ spin liquid $2(b)$ state. Which one of them is realized as the spin liquid ground state in Na$_3$Ir$_2$O$_8$ is further determined by their energetics. Our mean-field calculations suggest that $U1^0$ state is energetically favored over other candidates.

Motivated by the recent experiments\cite{15,16} on Na$_4$Ir$_3$O$_8$ uncovering the low-energy spin anisotropy properties, we examined the effects of anisotropic interactions on symmetric spin liquid states. The spin anisotropy that breaks spin rotational symmetry on the spin liquid ground states is studied at the mean field level, and we found a drastic difference between DM interactions and other types of anisotropic interactions (Kitaev and symmetric anisotropy). While an infinitesimal DM interaction will always induce spin-triplet couplings in the mean-field ansatz, the other anisotropic interactions of Kitaev and symmetric anisotropy types need a finite threshold comparable to the Heisenberg interaction to break spin rotational symmetry in mean-field ground state. In the mean-field energy analysis, we attribute such a difference to the strong suppression of spin anisotropy by Heisenberg interaction, and
that only DM interaction can couple singlet and triplet amplitudes bilinearly in the energy functional that survives the suppression of spin anisotropy. It is interesting to see whether higher order quantum fluctuations would inherit or modify such a mean-field picture in future works.

Finally, we point out that hyperkagome lattice structure is also found in the material PbCuTeO₆ in recent experiments[27,28]. The three-dimensional network of Cu²⁺ constitutes a hyperkagome lattice, where both thermodynamic[27] and μSR, NMR[28] experiments suggest a spin liquid ground state, a gapless one as indicated by NMR data[28]. Therefore, our classification and gapless analysis of spin liquid states on hyperkagome lattices pave the road for further understanding the property of PbCuTeO₆ in the future.
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Appendix A: Symmetry group of hyperkagome lattice and its Z₂ extension

1. Conventions of site labeling and symmetry operations

Here we make connections of our site labeling of sublattices and the symmetry operations to previous literatures. Our sublattice site labelings are consistent with those in [14] [17], while the ë-ŷ axes in those literatures are rotated to (−ŷ)–(x) directions. In many literatures [14] [17] [13], instead of the 4-fold screw rotation S₄, a set of 12 two-fold rotations are used to describe the symmetry of hyperkagome lattice. Each sublattice sites are associated with one 2-fold rotation axis passing through it. In Table VI we express those 2-fold rotations in our convention, in terms of the point group operations followed by translations $U = T^{\nu_1} T^{\nu_2} T^{\nu_3}$. $T^{\nu_1} T^{\nu_2} T^{\nu_3}$

| $s$ | 1 | 2 | 3 | 4 | 5 | 6 |
|-----|---|---|---|---|---|---|
| $U$ | $C_2 C_3$ | $T_2 C_2 C_3$ | $T_2 C_2 C_3 T_s$ | $T_2 T_3 C_3 S_4$ | $T_2 T_3 C_3 S_4$ | $T_3 C_3$ |
| $s$ | 7 | 8 | 9 | 10 | 11 | 12 |
| $U$ | $C_2 C_3$ | $C_2$ | $C_2 S_4$ | $T_2 C_2 C_3 S_4$ | $T_3 C_3 S_4$ | $T_3 C_3 S_4$ |

2. Space group symmetry

The independent group elements in the symmetry group are

\[ U = T^{\nu_1} T^{\nu_2} T^{\nu_3} T^{\nu_4} T^{\nu_5} T^{\nu_6} T^{\nu_7} T^{\nu_8} \]

where $\nu_\tau \in \{2, 3, 4\}$, $\nu_\tau \in \{2, 3, 4\}$, $\nu_\tau \in \{2, 3, 4\}$, $\nu_\tau \in \{2, 3, 4\}$, $\nu_\tau \in \{2, 3, 4\}$, $\nu_\tau \in \{2, 3, 4\}$, $\nu_\tau \in \{2, 3, 4\}$. Here the operations consist of time reversal $T$, 3 translations and the 24 point-group symmetry formed by $C_2$, $C_3$, $S_4$ as discussed in the main text. As will be shown below, the 3 translations $T_i$ can be generated by screw operation $S_4$ and rotation $C_3$, therefore the above labeling (A1) for space group elements is in fact redundant. Although it inevitably leads to redundant algebraic relations between group elements below, this labeling scheme keeps track of all algebraic relations without missing any.

The algebraic relations among the operators are

\[ T^2 = C_2^2 = C_3^3 = e, \quad S_4^4 = T_1 \]  \hspace{1cm} (A2)

\[ \mathcal{U} T = T U, \quad U \in \{T_1, T_2, T_3, S_4\}. \]  \hspace{1cm} (A3)

\[ C_2 T_1 = T_1^{-1} C_2, \quad C_2 T_2 = T_2^{-1} C_2, \quad C_2 T_3 = T_2^{-1} C_2 \]  \hspace{1cm} (A4)

\[ C_3 T_1 = T_2 T_3 C_3, \quad C_2 T_2 = T_3 T_1 C_2, \quad C_2 T_3 = T_1 T_2 C_2 \]  \hspace{1cm} (A5)

\[ S_4 T_1 = T_1 S_4, \quad S_4 T_2 = T_3 S_4, \quad S_4 T_3 = T_2^{-1} S_4 \]  \hspace{1cm} (A6)

\[ C_2 C_3 = C_2 C_3^{-1}, \quad S_4 C_2 = T_1 T_2^{-1} C_2 S_4^{-1} = T_2^{-1} C_2 S_4^{-1}, \quad (A7) \]

\[ S_4 C_3 = T_1 C_2 S_4 = T_3 T_3^{-1} S_4^{-1}, \quad (A8) \]

\[ S_4 C_3^{-1} = T_1^{-1} T_2 C_3 S_4^{-1} \]  \hspace{1cm} (A9)

These relations allows one to write operations in arbitrary sequence as the standard form in Equation (A1).

Note that the commutation relation between translations $[T_i, T_j] = 0$ is actually not independent due to the presence of screw rotation symmetry. Explicitly, we have

\[ T_2 = (C_2 S_4^{-1})^2, \quad T_3 = (C_2 S_4)^2 \]

\[ \Rightarrow T_2 T_3 T_2^{-1} T_3^{-1} = C_2 S_4 C_2 S_4^{-1} T_2^{-1} T_3^{-1} S_4^{-1} C_2 S_4 C_2 S_4^{-1} = (C_2 S_4 C_2 S_4^{-1})^{-1} = (T_2 T_3^{-1} C_2 S_4 C_2 S_4 C_2 S_4)^{-1} = (T_2 T_3^{-1} S_4 T_2^{-1})^{-1} = 1. \]

Then sandwiching the above relation repeatedly by $C_3(... C_3$ we have all $T_i T_j T_i^{-1} T_j^{-1} = 1, i, j = x, y, z$.

The constraints can be rewritten in an alternative form as

\[ T^2 = C_2^2 = C_3^3 = e, \quad S_4^4 = T_1 \]  \hspace{1cm} (A10)

\[ T^{-1} U^{-1} T U = e, \quad U \in \{T_1, T_2, T_3, S_4\} \]  \hspace{1cm} (A11)

\[ T_1^{-1} C_2 T_1 C_2 = T_2^{-1} C_2 T_3^{-1} C_2 = T_3^{-1} C_2 T_2^{-1} C_2 = e, \]  \hspace{1cm} (A12)

\[ T_1^{-1} C_3 T_2 C_3 = T_2^{-1} C_3 T_3^{-1} C_3 = T_3^{-1} C_3 T_2^{-1} C_3 = e, \]  \hspace{1cm} (A13)

\[ T_1^{-1} S_4 T_1 S_4 = T_2^{-1} S_4 T_3^{-1} S_4 = T_3^{-1} S_4 T_2^{-1} S_4 = e, \]  \hspace{1cm} (A14)

\[ (C_2 C_3)^2 = T_3^{-1} T_1^{-1} (S_4 C_2)^2 = T_2 (S_4 C_2)^2 = e, \]  \hspace{1cm} (A15)

\[ T_1^{-1} T_2^{-1} T_3 C_2 (S_3 S_4)^2 S_4 = e. \]  \hspace{1cm} (A16)

where we used e to denote the identity element in the symmetry group.
3. $Z_2$ extension of the space group

The classification of symmetric $Z_2$ spin liquids hosting fermionic spinon excitations on hyperkagome lattice is mathematically related to the central extension of the symmetry group $SG$, with a center $A = Z_2$. Physically, fermionic spinons can transform projectively under symmetry operations due to their fractional statistics. Such a projective representation of symmetry group $SG$ with $A = Z_2$ coefficient is classified by the 2nd cohomology group $H^2(SG, A)$ with the following short exact sequence \[ 1 \to A \to PSG \to SG \to 1 \] (A17)

Such a central extension was coined the “projective symmetry group” $PSG$ \[26\] in the literature of slave-fermion construction of $Z_2$ spin liquids.

Therefore we classify the 2nd cohomology group $H^2(SG, Z_2)$ associated with symmetric $Z_2$ spin liquids on hyperkagome lattice, where the symmetry group is $SG = P4_432 \times Z_2^T$ in the spin-orbit-coupled system. More specifically, the group extension problem $H^2(SG, A)$ classifies gauge-invariant phase factors $\{ \omega(g_1, g_2) \}$

\[ \mathcal{R}^{(f)}_{r_1}, \mathcal{R}^{(f)}_{r_2}, g_{1,2} \in SG, \ \omega(g_1, g_2) \in A. \]

where $\mathcal{R}^{(f)}_{r}$ labels the symmetry operation on a single fermionic spinon $f$, associated with element $g_1$ of the symmetry group. In our case of $Z_2$ spin liquids, the fusion group of the fermionic spinons is $A = Z_2$ due to the $Z_2$ fusion rule $f \times f = 1$, leading to the $Z_2$-valued phase factors $\{ \omega(g_1, g_2) = \pm 1 \}$. One can always modify the symmetry operation $\mathcal{R}^{(f)}_{r}$ by a local unitary transformation $\mathcal{U}^{(g)}_{i}$ that form a linear representation of $SG$, i.e. redefining $\mathcal{R}^{(f)}_{r} \rightarrow \mathcal{U}^{(g)}_{i} \cdot \mathcal{R}^{(f)}_{r}$, which will not change the universality class and topological properties of the associated spin liquid phase. These “gauge transformations” $\{ \mathcal{U}^{(g)}_{i} \} \in SG$, however can modify the phase factors $\omega(g_1, g_2)$ by

\[ \omega(g_1, g_2) \rightarrow \omega(g_1, g_2) \mathcal{U}^{(g)}_{i} \mathcal{U}^{(g)}_{i}^{-1} \] (A18)

A typical example of such gauge transformations compatible with the $A = Z_2$ fusion rule is simply a phase factor of $\mathcal{U}^{(g)}_{i} = \pm 1$. To classify distinct $Z_2$ extensions of the symmetry group, we look for different sets of phase factors $\omega(g_1, g_2)$ that cannot related by any gauge transformations.

In the following we compute the 2nd cohomology group $H^2(P4_432 \times Z_2^T, Z_2)$ for our case of symmetric $Z_2$ spin liquids on hyperkagome lattice. First, notice that the whole multiplication table of symmetry group $SG = 4_132 \times Z_2^T$ can be generated by algebraic relations \[A10\] - \[A16\]. Therefore we merely need to classify the $Z_2$-valued phase factors $\omega$ associated with each algebraic identity in \[A10\] - \[A16\], more specifically the gauge invariant ones.

Two important consistent conditions for the $Z_2$-valued phase factors are the associativity condition

\[ \omega(g_1, g_2) \cdot \omega(g_1 g_2, g_3) = \omega(g_2, g_3) \cdot \omega(g_1, g_2 g_3) \] (A19)

and

\[ \omega(1, g) = \omega(g, 1) \equiv 1, \ \forall \ g \in SG. \] (A20)

As is shown below, the non-symmorphic screw operation $S_4$ in symmetry group $SG = P4_432 \times Z_2^T$ provides a strong constraint on phase factors $\{ \omega(g_1, g_2) = \pm 1 | g_i \in SG \}$ in $H^2(SG, Z_2)$. It significantly reduce the number of gauge inequivalent solutions and greatly simplify the calculation.

First, we denote the $Z_2$-valued phase factors associated with each algebraic identity in \[A10\] - \[A16\] as $\{ \Omega_\alpha = \mp 1 \}$, where subscripts $[\alpha]$ are the same as the subscripts of $[\eta_\alpha = \pm 1]$ in \[B28\] - \[B50\]. This is chosen for the convenience of comparison between algebraic 2nd cohomology described here, and physical PSG realizations in slave-fermion construction presented in Appendix \[B\]. In the following we briefly summarize the calculation of gauge-inequivalent solutions to $\{ \Omega_\alpha = \pm 1 \}$. They are related to the phase factors $\{ \omega(g_1, g_2) = \pm 1 | g_i \in SG \}$ in simple relations, for example $\Omega_T = \omega(T, T)$ for the first algebraic identity in \[A10\].

First of all, using gauge transformations $\{ \mathcal{U}^{(g)}_{i} \} = \pm 1 | g \in SG$ we can always fix the gauge so that

\[ \Omega_3 = \Omega_{3x} = \Omega_{3y} = \Omega_4 = \Omega_{234} = 1. \] (A21)

non-symmorphic symmetry $S_4$ with relation $\mathcal{R}^{(f)}_{T_1} = (\mathcal{R}^{(f)}_{S_4})^4$ leads to

\[ T_1 T_2 T_1^{-1} T_2^{-1} = T_1 T_3 T_1^{-1} T_3^{-1} = e \rightarrow \Omega_{3y} = \Omega_{3x} = 1. \] (A22)

This excludes a large class of $Z_2$ spin liquids known as “$\pi$-flux phases”, where spinons see a background field of $\pi$-flux per unit cell. We also have

\[ \Omega_{4x} = \Omega_{2x} = 1 \] (A23)

where the following relations are utilized

\[ (\mathcal{R}^{(f)}_{C_1})^2 = \Omega_2, \] (A24)

\[ (\mathcal{R}^{(f)}_{C_2})^2 = \Omega_2, \] (A25)

\[ (\mathcal{R}^{(f)}_{T_1})^2 = \Omega_{4x}, \] (A26)

Now using rotational symmetry $(\mathcal{R}^{(f)}_{C_1})^3 = \Omega_1 = 1$ we have

\[ \Omega_{3z} = \Omega_{3z} = 1 \] (A27)

Similarly by 2-fold rotation $C_2$ with relation \[A24\] we have

\[ \Omega_{2y} = \Omega_{2y} \] (A28)

Further use relation $(\mathcal{R}^{(f)}_{C_1})^3 = \Omega_{23}$ we have

\[ \Omega_{3\pm} = \Omega_{3\pm} = 1 \] (A29)

and hence $\Omega_{3x} = \Omega_{3y} = \Omega_{3z} = 1$. Using \[A25\] and $\Omega_{3y} = 1$ we can further show

\[ \Omega_{3z} = 1 \] (A30)

which also leads to

\[ \Omega_{4y} = \Omega_{23} = 1 \] (A31)
based on (A25). Meanwhile, another algebraic identity $C_3C_2 = C_3^2C_2C_3$ leads to
\[ \Omega_{23} = \Omega_2. \] (A32)

Therefore in summary, without considering time reversal symmetry $T$, there are $2^4 = 8$ different $Z_2$ extension (or projective representations with $Z_2$ coefficients) for the space group $P4_132$. They correspond to 3 independent coefficients (A24)-(A26).

\[ \{\Omega_2, \Omega_{24}, \Omega_{34} = \pm 1 \} = H^2(P4_132, Z_2) = (Z_2)^3 \] (A33)

Now let's include time reversal symmetry. Again using relations $T_1 = (S_4)^3$ and (A25)-(A26) associated with non-symmorphic screw $S_4$ we have
\[ \Omega_{eT} = \Omega_{iT} = \Omega_{eT} = 1 \] (A34)

And by $(R^{(f)}_{C_1})^3 = 1$ we have
\[ \Omega_{3T} = 1. \] (A35)

Finally according to relations (A15) or (A9) we must have
\[ \Omega_{2T} = \Omega_{4T}^- \] (A36)

Therefore time reversal symmetry $T$ only brings in one new $Z_2$-valued invariant
\[ R^{(f)}_{C_1}/R^{(f)}_T = \Omega_{2T} R^{(f)}_T R^{(f)}_{C_1}. \] (A37)

As a result, the $Z_2$-valued projective representations of symmetry group $SG = P4_132 \times Z_2^2$ are classified by
\[ \{\Omega_2, \Omega_{24}, \Omega_{34}, \Omega_{2T}, \Omega_{3T} = \pm 1 \} = H^2(P4_132 \times Z_2^2, Z_2) = (Z_2)^5 \] These $2^5 = 32$ central extensions of our symmetry group with a $Z_2$ center correspond to the 5 independent $Z_2$-valued coefficients: as listed in (A24)-(A26) and (A37), as well as $\Omega_T = \omega_j(T, T) = \pm 1$.

Physically by requiring fermionic spinons to be Kramers doublets carrying spin-$1/2$ each, we must have
\[ \Omega_T = \omega_j(T, T) = -1. \] (A38)

Therefore among the 32 $Z_2$-valued projective representations of symmetry group $SG = P4_132 \times Z_2^2$, only half of them ($2^4 = 16$ projective representations) satisfying (A38) are relevant for our consideration of symmetric $Z_2$ spin liquids on hyperkagome lattice.

### Appendix B: Classification of symmetric $Z_2$ spin liquids

Though symmetry fractionalization class of fermionic spinons in a symmetric $Z_2$ spin liquid must belong to an element of 2nd cohomology group $H^2(SG, A)$, a specific lattice spin model with this symmetry group may only realize certain (but not all) elements of $H^2(SG, A)$. Below we concretely construct those symmetric $Z_2$ spin liquids that can be realized by the slave-fermion representation on a hyperkagome lattice. As will be shown later, among the 32 $Z_2$-valued projective representations of group $SG = P4_132 \times Z_2^2$, only 3 can be realized as symmetric $Z_2$ spin liquids in the slave-fermion representation of spin-$1/2$ particles on hyperkagome lattice.

1. **Projective symmetry group (PSG) of symmetric spin liquids**

Spin liquid states remain disordered and preserve the symmetry of the system. But due to the gauge redundancy [11], the mean field amplitudes are only defined up to a local SU(2) transform. This leads to the projective symmetry obeyed by the mean field Hamiltonians. Specifically, let us denote an element in the symmetry group (SG) as $U \in SG$, and its action on the operators as
\[ U \Psi U^\dagger = R^U_{ij} \Psi_{U(ij)}. \] (B1)

Here $U(i)$ means the site index $i$ is changed to the transformed position $U(i)$, and $R_U$ is the spin rotation accompanying the symmetry operation. Then we see
\[ U H_A U^\dagger = \text{Tr} \left[ R_0 \sigma_A R_U \right] \Psi_{U(i)}^A \Psi_{U(j)}^A, \] (B2)

where $A = 0, x, y, z$, and $\sigma_0 = 1$ is the identity matrix.

We first look at $H_0$ where
\[ U H_0 U^\dagger = \text{Tr} \left[ \Psi_{U(i)} u_{ij} \Psi_{U(j)} \right]. \] (B3)

If $U H_0 U^\dagger = H_0$, the (mean field) Hamiltonian is certainly invariant under symmetry operation $U$. However, the redundancy [11] means that the equivalent class of Hamiltonians can be extended, as above equation is physically the same as
\[ U H_0 U^\dagger \Leftrightarrow \text{Tr} \left[ \Psi_{U(i)} G_U(U(i)) u_{ij} \Psi_{U(j)} \right], \] (B4)

where $G_U(U(i))$ denotes a local SU(2) gauge transform at site $U(i)$ for symmetry operation $U$. Then if
\[ G_U(U(i)) u_{ij} G_U(U(j)) = u_{U(i), U(j)}, \] (B5)

the right hand side of (B4) is the same as $H_0$, and $U H_0 U^\dagger$ is equivalent to $H_0$ up to a gauge transform. The condition (B5) is often expressed as
\[ G_U(U(i)) u_{ij} G_U(U(j)) = u_{U(i), U(j)}, \] (B6)

\[ U(i) = u_{U(i)} u_{-i(j)} \] (B7)

\[ U(i) = u_{U(i)} u_{-i(j)} \] (B8)

where (B6) is the projective symmetry satisfied by the mean field ans"ats. Condition (B6) means that the mean field Hamiltonian $H_0$ only needs to satisfy a projective symmetry $G_U(U(i)) = u_{ij}$ if the physical Hamiltonian, expressed in terms of $S_\nu$, satisfies a symmetry $U H_{phys} U^\dagger = H_{phys}$. Similar to $U \in SG$, the operations $G_U$ also form a group, dubbed projective symmetry group (PSG). Next, we discuss the properties of the gauge transforms $G_U(i)$.

A special case is when the symmetry operation $U = e$, the identity element, i.e.
\[ G_e(i) u_{ij} G_e(j) = u_{ij}. \] (B9)

Then the projective symmetry group only contains a gauge transform. The set of SU(2) matrices $\{G_e(i)\}$ satisfying (B9) are called the invariant gauge group (IGG). Clearly, if an element $G_U U \in PSG$ satisfies (B5), we can multiply it by $G_e \in$
IGG and $G_GU \, \epsilon PSG$ still satisfies (B5). That means we have a many-to-one homomorphic mapping $h : PSG \rightarrow SG$, or more precisely, $SG \subseteq PSG \subseteq IGG$. For IGG$= \pm 1, e^{i \theta g}$, SU(2), we have the PSG characterizing $Z_2$, $U(1)$ and SU(2) spin liquid states respectively.

The gauge group $G_{G(i)}$ describes the low energy fluctuation of the spin liquid ground state, and different choices of $G_{G(i)}$ gives different types of spin liquid states. The $G_{G(i)}$’s for various symmetry operations $U$ are not independent, as the group product rules $U_3 = U_1U_2$ enforces

$$G_{U_3}(U_{ij}(u_{ij})) = G_{U_1}(U_{ij}(U_{ij}(u_{ij}))),$$

or explicitly,

$$[G_{U_1}(U_{ij}(U_{ij}))G_{U_2}(U_{ij})]u_{ij}[G_{U_1}(U_{ij}(U_{ij}))G_{U_2}(U_{ij})]^\dagger = G_{U_3}(U_{ij}(u_{ij})G_{U_1}(U_{ij}(u_{ij}))).$$

(B11)

Therefore, the commutation rules for symmetry groups, i.e. $[U_1, U_2]$ gives all possible PSG. Solving the coupled equations (B12) for all combinations of $SG$ gives all possible PSG.

Two solutions to (B12) can be equivalent, because if $G_{U(i)}$ satisfy (B5) for $u_{ij}$, we have

$$W_{ij}W_{ij}^\dagger = \left[ W_{ij}G_{U(i)}(U_{ij}) \right] \left[ W_{ij}^{-1}G_{U(i)}^{-1}(U_{ij})^{-1}W_{ij}^{-1} \right] \left[ W_{ij}^{-1}G_{U(i)}^{-1}(U_{ij})^{-1}W_{ij}^{-1} \right]_{U_{ij}},$$

where $W_i$ is an arbitrary SU(2) matrix. That means

$$G_{U(i)}(U_{ij}(u_{ij})) = W_i G_{U(i)}(U_{ij}) W_i^{-1}(U_{ij}).$$

(B13)

Note that when superposing two operations

$$u_{ij}^{(A)} = G_{U_1}(U_{ij}(U_{ij}(u_{ij})))G_{U_2}(U_{ij}(u_{ij})))$$

satisfy (B5) for the ansätze $W_{ij}W_{ij}^\dagger$. Since two ansätze differing by an SU(2) gauge transform are equivalent, we see that $G_{U(i)}$ and $G_{U(i)}$ given by (B14) are equivalent. That is, the PSG solutions $G_{U(i)}$ are also only defined up to a local SU(2) transform (B14).

Now we look at the triplet terms $H_{xyz}$ that break spin rotation symmetry, i.e. in the presence of spin-orbit coupling. We similarly derive the projective symmetry condition satisfied by the triplet parts. First note that the SU(2) rotation can be mapped into SO(3) rotation,

$$R_{U(i)}(\sigma A_{AB}) = \sum_{B=x,y,z}^\dagger O_{AB}(U_{ij})^\dagger \sigma_B$$

(B15)

where the last line means gauge equivalence. To restore (projective) symmetry, we require

$$G_{U(i)}(U_{ij}(u_{ij}))(G_{U(i)}(U_{ij}))^\dagger = \sum_{c} c_{AC}^{(U)} u_{ij}^{(C)}(U_{ij})^\dagger$$

or it can be written as

$$G_{U(i)}(u_{ij}^{(A)})(G_{U(i)}^\dagger u_{ij}^{(B)})(U_{ij}) = u_{ij}^{(B)}(U_{ij})$$

(B16)

Here we have used the property of orthogonal matrices $O^T O = \mathbb{1}$ or $\delta_{BC} = (O^T)_{BA} O_{AC} = O_{AC} O_{AC}$. Conditions (B5), (B18) clearly show that given the PSG, the singlet term is decoupled from the triplet terms, while all the three triplet terms are generally mixed in Equation (B18). For later uses, we summarize the SO(3) matrices corresponding to the $C_2, C_3, S_4$ rotations in a hyperkagome lattice:

$$O^{(C_2)} = \begin{bmatrix} -1 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & -1 & 0 \end{bmatrix}, \quad O^{(C_3)} = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

Note that when superposing two operations

$$u_{ij}^{(A)} = G_{U_1}(U_{ij}(U_{ij}(u_{ij})))G_{U_2}(U_{ij}(u_{ij})))$$

the sequence of $O^{(U_2)} O^{(U_1)}$ is opposite to $G_{U_1} G_{U_2}$. In the above derivation, we have only considered unitary symmetry operators $U$. Now we discuss time-reversal operator which is anti-unitary

$$T = i \sigma_7 K, \quad T^{-1} = K(-i \sigma_7) = -i \sigma_7 K.$$  
(B21)

where $K$ takes complex conjugation on complex number on its right, $K i = -i K$. Written in terms of $f$-operators,

$$T = \sum_i (f^\dagger_i f_i) K.$$

(B22)

That means

$$\Psi_i T = i \sigma_7 \Psi_i K, \quad \Psi_i T^{-1} = \Psi_i(-i \sigma_7) K.$$

(B23)

Therefore, we have

$$\sum_{i} O_{AB}(\sigma A_{AB}) = \sum_{i} O_{AB} \Psi_i(U) \Psi_i(\Psi_i^A U_{ij}(U_{ij})^\dagger \sigma_B.$$  

(B24)
Following the convention in [26], we introduce the PSG as

\[
TH_\Delta T^{-1} \Leftrightarrow \text{Tr} \left[ (\sigma_y \sigma_x \sigma_y) \Psi_T (i (\sigma_\tau) \left( u_{ij}^{(A)} \right)^* \left( -i \sigma_y \sigma_x \sigma_y \right) \Psi^T \right] = \text{Tr} \left[ \sigma_y \Psi_T (i \left( -u_{ij}^{(A)} \right) G_T^T (j) \Psi^T \right]
\]

where in the last line we have used \( \sigma_y \sigma_x \sigma_y = \mathbb{1}, \sigma_y \sigma_x \sigma_y = -\sigma_{xy}, \) and from Equation (16), \( \sigma_y \left( u_{ij}^{(0)} \right)^* \sigma_y = -u_{ij}^{(0)} \), \( \sigma_y \left( u_{ij}^{(xy,2)} \right)^* \sigma_y = u_{ij}^{(xy,2)}. \) Thus, for time-reversal, the projective symmetry condition for singlet and triplet terms in \( H_{MF} \) are the same,

\[
G_T (i) u_{ij}^{(A)} G_T^T (j) = -u_{ij}^{(A)}.
\]

2. Constraints of the projective symmetry group

An element in PSG is denoted as

\[
G_U U = (G_T T)^{\nu_1} (G_T T)^{\nu_2} (G_T T)^{\nu_3} (G_T T)^{\nu_4}
\]

Corresponding to the SG, the constraints in PSG with \( IGG = \mathbb{Z}_2 \) are

- (B28)
- (B29)
- (B30)
- (B31)
- (B32)
- (B33)
- (B34)
- (B35)
- (B36)
- (B37)
- (B38)
- (B39)
- (B40)
- (B41)
- (B42)
- (B43)
- (B44)
- (B45)
- (B46)
- (B47)
- (B48)
- (B49)
- (B50)

where all of the \( \eta \)'s take values \( \pm 1 \). Solving these coupled constraint equations will give all possible gauge inequivalent generators in PSG, which is the task in the next two sections.

3. Solution of the PSG constraints: unit-cell part

We first focus on the unit-cell dependence of the constraints (B28)-(B49). The constraints can be reduced by gauge choices:

1. Consider the gauge redundancy of multiplying each \( G \) with \( \pm \tau_0 \), which is an element in IGG. Then if a generator shows up for odd number of times in the constraint equations, we can multiply the generator by \( -\tau_0 \) to change the sign of the corresponding \( \eta \)'s. That means we can use the gauge freedom of \( G_C \rightarrow \eta_{234} = \eta_{234} \rightarrow \eta_{234} \).
1. $G_{C_1} \rightarrow \eta_1 = 1, G_{T_1} \rightarrow \eta_4 = 1, G_{T_2} \rightarrow \eta_{3x} = 1, G_{T_3} \rightarrow \eta_{3y} = 1.$

2. Further, we can use the local $SU(2)$ gauge redundancy $G_U(i) \rightarrow W_i G_U(i) W_{U^{-1}(i)}$ and consider $U \sim T_1, T_2, T_3$ to set

\[
\begin{align*}
G_{T_1}(0,0,z) &= 1 \\
G_{T_2}(0,y,z) &= 1 \\
G_{T_3}(x,y,z) &= 1
\end{align*}
\]  

(B51)

Then

\[
[T_i, T_j] = 0 \rightarrow \begin{cases} 
G_{T_1}(x,y,z,s) = 1 \\
G_{T_2}(x,y,z,s) = \eta_{sxy}^i \\
G_{T_3}(x,y,z,s) = \eta_{sxy}^j 
\end{cases}
\]  

(B52)

Note here $T_i$ only relate the same sublattice sites in different unit cells. We will further use the local $SU(2)$ gauge choices among different sublattices in the next section.

3. We further reduce the unit-cell part of the generators. Using the commutations between $G_{T_i}$ and $G_{C_1}$, we have

\[
G_{C_1} = \eta_{sxy}^x \eta_{sxy}^y \eta_{sxy}^z (\eta_{sxy} \eta_{sxy}) \eta^{(x+y+z)} A(s; x, y, z) g_{C_1}(s),
\]  

(B53)

\[
A(s; x, y, z) \equiv \begin{cases} 
1 : & s = 1, 7, 9, 11, 12, 16, 18 \\
\eta_{sxy}^x : & s = 2, 4, 6, 8 \\
\eta_{sxy}^y : & s = 3, 10, 11
\end{cases}
\]  

(B54)

where $g_{C_1}(s)$ is an SU(2) matrix depending only on sublattice sites $s$. The condition $G_{C_1}^2 = \eta_3$ gives the constraint (i.e. consider the pair of sites $2 \leftrightarrow 8$)

\[
\eta_{3x} = 1, \quad \eta_{3y} \eta_{3z} = 1, \quad \eta_{3y} \eta_{3z} = 1
\]  

(B55)

Next, we use the commutations between $G_{T_i}$ and $G_{S_4}$ and obtain

\[
G_{S_4} = g_{S_4}(s) \eta_{sxy}^x \eta_{sxy}^y \times \begin{cases} 
\eta_{sxy}^z : & s = 7, 10, 11 \\
\eta_{sxy}^z : & s = 1, 2, 4, 6, 8, 9, 11, 12
\end{cases}
\]  

(B56)

where again $g_{S_4}(s)$ is an SU(2) matrix depending only on sublattice site $s$. Consider $S_4 : (1, x, y, z) \rightarrow (12, x, -z, y + 1) \rightarrow (10, x, 1, -y - 1, -z) \rightarrow (2, x + 1, z = 1, -y + 1)$ for $G_{S_4}^4 = 1$, we have the constraint

\[
\eta_{3x} = 1.
\]  

(B57)

So in sum, we have

\[
\eta_{3y} \eta_{3z} = \eta_{3x} = 1, \quad G_{T_1} = G_{T_2} = G_{T_3} = 1
\]  

(B58)

which greatly simplify the further derivations. Finally, use the commutation between $G_{C_1}, G_{T_i}$, we have

\[
G_{C_1}(x, y, z, s) = \eta_{3x}^i \eta_{3y}^j g_{C_1}(s).
\]  

(B59)

The condition $G_{C_1}^3 = \eta_3$ gives (i.e. consider the sites $1 \rightarrow 7 \rightarrow 9 \rightarrow 1$)

\[
\eta_{3x} \eta_{3y} = 1.
\]  

(B60)

4. Correspondingly, $G_{C_2}, G_{C_3}, G_{S_4}$ in Equations (B53), (B59) and (B60) are simplified to

\[
G_{C_1}(x, y, z, s) = \eta_{3x}^i \eta_{3y}^j \eta_{3z}^{t,y,z} g_{C_1}(s),
\]

(B61)

\[
G_{C_3}(x, y, z, s) = \eta_{3x}^i \eta_{3y}^j g_{C_1}(s),
\]

(B62)

\[
G_{S_4}(x, y, z, s) = \eta_{3x}^i \eta_{3y}^j g_{S_4}(s).
\]

(B63)

5. We solve the remaining unit-cell dependent part of the constraints. The condition $(G_{C_1} G_{C_2})^2 = \eta_{23}$ in (B47) gives (i.e. consider $1 \leftrightarrow 7$)

\[
\eta_{2x} \eta_{2y} \eta_{2z} = 1
\]  

(B64)

The condition $(G_{S_4} G_{C_2})^2 = \eta_{34}$ in (B48) gives (i.e. consider $1 \rightarrow 12 \rightarrow 11 \rightarrow 9$)

\[
\eta_{4x} \eta_{4y} = \eta_{4z} = 1
\]  

(B65)

These constraints: $\eta_{2x} \eta_{2y} \eta_{2z} = 1, \eta_{4x} \eta_{4y} = 1, \eta_{3x} \eta_{3y} = 1, \eta_{3y} \eta_{3z} = 1$ imply that the independent parameters are $\alpha_2, \alpha_3, \alpha_4 = \pm 1$:

\[
\eta_{2x} = \alpha_2 \alpha_3, \quad \eta_{2y} = \alpha_2, \quad \eta_{2z} = \alpha_2, \quad \eta_{4x} = \eta_{3y} = \eta_{3z} = \alpha_3, \quad \eta_{4z} = \alpha_4.
\]

(B66)

and

\[
G_{C_1}(x, y, z, s) = \alpha_{2}^{e_x+y+z} \alpha_{3}^{e_{xy}} g_{C_1}(s),
\]

(B68)

\[
G_{C_3}(x, y, z, s) = \alpha_{3}^{e_{xy}} g_{C_3}(s),
\]

(B69)

\[
G_{S_4}(x, y, z, s) = \alpha_{3}^{e_{xy}} g_{S_4}(s).
\]

(B70)

6. Finally, we look at those constraints related to time-reversal. Use $\eta_T$ and $\eta_{\sigma_T} \eta_T$, we have

\[
G_T(x, y, z, s) = \eta_{e_T} \eta_{e_T}^T \eta_{T} \eta_{T}^T g_T(s)
\]  

(B71)

From either $T^{-1} S^{-1} T S = 1$ or $T^{-1} C_2^{1-1} T C_2 = 1$, we have $\eta_{e_T} \eta_T = 1$, from $T^{-1} C_3^{1-1} T C_3 = 1$, we have $\eta_{e_T}^T \eta_T^T \eta_{e_T}^T \eta_T^T = 1 \Rightarrow (\eta_{e_T}^T \eta_T) \eta_{e_T}^T \eta_T^T = 1 \Rightarrow \eta_{\sigma_T} \eta_T = \eta_{\sigma_T} \eta_T = 1, \eta_{\sigma_T} = 1$. In sum, the independent parameter is $\alpha_1 = \eta_{\sigma_T} = \eta_{\sigma_T} = \eta_{\sigma_T}$, and

\[
G_T(x, y, z, s) = \alpha_1^{e_x+y+z} g_T(s).
\]

(B72)

The spatial dependence of the generators are fully encoded in the parametrization in Equations (B58), (B68)–(B70), and
The constraints are therefore reduced to
\begin{align}
G_T(i)^2 &= \eta_T \\
G_T(C_2(i))g_{C_1}^{-1}(s)G_T(i)g_{C_1}(s) &= \eta_T\eta_T \\
G_T(C_3^{-1}(i))g_{C_1}^{-1}(s)G_T(i)g_{C_1}(s) &= \eta_T\eta_T \\
G_T(S_4^{-1}(i))g_{S_4}^{-1}(s)G_T(i)g_{S_4}(s) &= \eta_T\eta_T \\
G_{C_1}(C_2(i))g_{C_1}(i) &= \eta_2 \\
G_{C_1}(C_3^{-1}(i))g_{C_1}(C_2(i))g_{C_1}(i) &= 1 \\
G_{S_4}(T_1S_4^{-1}(i))g_{S_4}(S_4^{-1}(i))g_{S_4}(S_4^{-1}(i))g_{S_4}(S_4^{-1}(i))g_{C_1}(i) &= \eta_{23} \\
G_{S_4}(T_1S_4^{-1}(i))g_{C_1}(C_2(i))g_{C_1}(S_4^{-1}(i))g_{S_4}(S_4^{-1}(i))g_{C_1}(i) &= \eta_{24} \\
G_{S_4}(T_1S_4^{-1}(i))g_{C_1}(C_2(i))g_{C_1}(S_4^{-1}(i))g_{S_4}(S_4^{-1}(i))g_{C_1}(i) &= \eta_{24} \\
G_{S_4}(S_4C_4^{-1}(S_4^{-1}(i))g_{C_1}(S_4^{-1}(i))g_{S_4}(S_4^{-1}(i))g_{S_4}(S_4^{-1}(i))g_{C_1}(i) &= 1
\end{align}
We will solve the sublattice part in the next section.

4. Solution of the PSG constraints: sublattice part

Before plugging in all the sublattice sites $s$ to the above equations, we make a few simplifications. First, from
\[ 1 = g_4(2)g_4(10)g_4(12)g_4(1) = \alpha_3g_4(1)g_4(2)g_4(10)g_4(12) \]
we see
\[ \alpha_3 = +1. \]
And from
\[ \eta_{24} = \alpha_4g_4(8)g_4(7)g_4(1)g_2(2) = \alpha_2g_4(1)g_4(2)g_4(8)g_4(7) \]
we have
\[ \alpha_4 = \alpha_2. \]

Now, we apply the local SU(2) gauge choice $G_U(i) \rightarrow W_iG_U(i)W_{U^{-1}}$ between different sublattices to reduce the constraints. Let $U \sim C_4,S_4$, we can choose a proper gauge such that
\[ g_{C_1}(7,9) = 1, \quad g_{S_4}(s \neq 1,7,9) = 1 \]
Then from Equations (B78) and (B79), we have
\[ g_{C_1}(1) = 1, \quad g_{S_4}(1,7) = 1, g_{S_4}(9) = \alpha_2 \]

Up to this point, we have used all of the SU(2) gauge redundancy. We have also solved Equation (B79) completely by specifying all $G_{C_1}$. Next we solve the remaining 9 constraints in (B73)-(B78) and (B74)-(B82) under the chosen gauge.

\[ a. \text{ Solving (B77), (B82), and a part of (B80)} \]

Now we focus on the following simplified conditions,
\[ \eta_2 = g_{C_1}(1)g_{C_1}(7) = \alpha_2g_{C_1}(2)g_{C_1}(8) \]
\[ \eta_3 = g_{C_1}(3)g_{C_1}(11) = \alpha_2g_{C_1}(4)g_{C_1}(10) \]
\[ \eta_4 = g_{C_1}(5)g_{C_1}(12) = \alpha_2g_{C_1}(6)g_{C_1}(9)^2 \]
\[ \eta_{24} = g_{C_1}(2)g_{C_1}(7) = g_{C_1}(8)g_{C_1}(10) = \eta_{23}g_{C_1}(9) \]
\[ \eta_{24} = \eta_{23}g_{C_1}(7) = \eta_{24}g_{C_1}(5) = \eta_{24}g_{C_1}(4)g_{C_1}(12) \]

First, from the equations for sites $(1,7,9)$ we have
\[ g_2(9)^2 = g_2(1)g_2(7) = g_2(7)g_2(1) = \eta_2 \]
\[ g_2(1)^2 = g_2(9)g_2(7) = \eta_{23} \]
That means $\eta_{23}g_2(7) = \eta_2g_2(1), \eta_2g_2(7) = \eta_{23}g_2(9)$, and therefore
\[ g_2(1) = g_2(7) = g_2(9) \]
\[ g_2(1)^2 = g_2(9)^2 = g_2(9)^2 = \eta_2 = \eta_{23} \]
So explicitly, we have the solution
\[ \eta_2 = +1: \quad g_2(1) = g_2(7) = g_2(9) = \lambda_1 \]
\[ \eta_2 = -1: \quad g_2(1) = g_2(7) = g_2(9) = \alpha_2 \tau_1 \]
where $\tau_1$ denotes $\hat{h} \cdot \vec{r}$ for an arbitrary unit vector $\hat{h}$, and $\lambda_1 = \pm 1$. Here $\hat{h}$ can be rotated due to SU(2) gauge redundancy. It is the relations between this direction and the other $\vec{h}'$ for $g_{C_1}, g_{S_4}$ that are gauge independent. So here we denote it as a general $\tau_1$ and will only choose the gauge at the end.

From the solutions for sites $(1,7,9)$, by repeatedly using Equations (B90), (B92), we have
\[ g_2(2) = g_2(5) = g_2(11) \]
\[ g_3(3) = g_3(8) = g_3(12) \]
\[ g_4(4) = g_4(10) \]
\[ g_6(6) = \lambda_1, \quad \eta_2 = +1 \]
Further, $\alpha_2\eta_2 = g_2(4)g_2(10) = g_2(6)^2$ gives
\[ \alpha_2 = +1 \]

These results completely solve the constraints concerning $\eta_2, \eta_{24}$ in (B77), (B82). Now we note that $\lambda_1$ is just the overall $\pm$ sign for $g_{C_1}(s)$, which is an element in IGG. This gauge choice will be fixed by Equation (B83) later as we have used the $\lambda_2$ freedom of $G_{C_4}$ to set $\eta_{23} = 1$ at the beginning. Also note that up to this point, we already have $\alpha_2 = \alpha_3 = \alpha_4 = 1$, so
\[ G_{C_1} = g_{C_1}(s), \quad G_{C_4} = g_{C_4}(s), \quad G_{S_4} = g_{S_4}(s) \]
and there is no spatial dependence. It simplifies the following analysis of the remaining sublattice-dependent equations.
Focus next on the relations

\[ 1 = g_C(8)g_C(6)g_C(2) = g_C(3)g_C(4)g_C(5) = g_C(10)g_C(11)g_C(12), \quad (B104) \]
\[ \eta_{34} = g_C(11) = g_C(12)^2 = g_C(2) = g_C(3)g_C(8) = g_C(5) = g_C(4)^2 = g_C(6)g_C(10), \quad (B105) \]

We can directly read

\[ g_C(11) = \eta_{34}, \quad g_C(2) = \eta_{34}, \quad g_C(5) = \eta_{34} \quad (B106) \]

Then for \( \eta_{34} = +1 \):

\[ g_C(12) = \lambda_2 \rightarrow g_C(10) = \lambda_2 \rightarrow g_C(6) = \lambda_2 \rightarrow g_C(8) = \lambda_2 \rightarrow g_C(3) = \lambda_2 \rightarrow g_C(4) = \lambda_2 \quad (B107) \]

When \( \eta_{34} = -1 \),

\[ g_C(12) = \lambda_2 \tau_j \rightarrow g_C(10) = \lambda_2 \tau_j \rightarrow g_C(6) = \lambda_2 \tau_j \rightarrow g_C(8) = \lambda_2 \tau_j \rightarrow g_C(3) = \lambda_2 \tau_j \rightarrow g_C(4) = \lambda_2 \tau_j \quad (B108) \]

where \( \lambda_2 = \pm 1 \). These results completely solve (B78) and (B81). Again, we will see \( \lambda_2 \) can be fixed uniquely by (B83).

### c. Solving (B80), (B83)

Plug in the above results for \( g_C(s), g_C(s) \) to (B80), we find the additional constraint

\[
\begin{align*}
1 & = \eta_{24}, \quad \eta_{34} = 1, \eta_2 = 1 \\
-1 & = \eta_{24}, \quad \eta_{34} = 1, \eta_2 = -1 \\
1 & = -\eta_{24}, \quad \eta_{34} = -1, \eta_2 = 1 \\
-1 & = -\eta_{24} \tau_i \tau_j \tau_i \tau_j, \quad \eta_{34} = -1, \eta_2 = -1.
\end{align*}
\quad (B109)
\]

where \( \tau_i, \tau_j \) are used in \( g_{C_2}, g_{C_3} \) respectively. That means \( \eta_{24} \) is not a free parameter. We can summarize the results obtained so far for \( g_C(1), g_C(2), g_C(4) \)

\[ \sqrt{\text{Case 1:}} \quad \eta_2 = +1, \eta_{34} = +1, \eta_{24} = +1; \quad g_C(s) = \lambda_1, \quad g_C(1, 2, 5, 7, 9, 11) = 1
\]
\[ g_C(3, 4, 6, 8, 10, 12) = \lambda_2 \quad (B110) \]

\[ \times \text{Case 2:} \quad \eta_2 = +1, \eta_{34} = +1, \eta_{24} = -1; \quad g_C(1, 4, 6, 7, 9, 10) = +\lambda_1
\]
\[ g_C(2, 3, 5, 8, 11, 12) = -\lambda_1 \quad (B111) \]

\[ \times \text{Case 3:} \quad \eta_2 = -1, \eta_{34} = +1, \eta_{24} = +1; \quad g_C(1, 2, 5, 7, 9, 11) = 1
\]
\[ g_C(3, 4, 6, 8, 10, 12) = \lambda_2 \tau_i \tau_j, \forall \tau_i \quad (B112) \]

\[ \sqrt{\text{Case 4:}} \quad \eta_2 = -1, \eta_{34} = +1, \eta_{24} = -1
\]
\[ g_C(1, 4, 6, 7, 9, 10) = +\lambda_1 \tau_i \]
\[ g_C(2, 3, 5, 8, 11, 12) = -\lambda_1 \tau_i \quad (B113) \]

\[ \times \text{Case 5:} \quad \eta_2 = -1, \eta_{34} = -1, \eta_{24} = -1
\]
\[ g_C(s) = \lambda_1 \tau_i \tau_j \\
\]
\[ g_C(1, 7, 9) = -g_C(2, 5, 11) = 1 \]
\[ g_C(3, 4, 6, 8, 10, 12) = \lambda_2 \tau_j \quad (B114) \]

Next, Equation (B83) can be simplified to \( g_C(i) = g_C(S_2^2(i)g_C(C_2C_1^{-1}(i)), \ i.e. \ g_C(1) = g_C(10)g_C(1) \). It provides the further constraint

\[ \lambda_1 = \lambda_2 \equiv +1, \quad (B115) \]

and show that only Case 1 and Case 4 stand. Equations concerning other sites give the same constraints.
where $\hat{n}$ is a unit vector along different directions for different sublattices. From [B118], use $g_C(1, 7, 9) = 1$, we have for $g_T(1, 7, 9)$.

\[ r^{(1)}_k = r^{(7)}_k = r^{(9)}_k = \tau_k, \]

\[ -\eta_{3T} = -\gamma_1 \gamma_7 = -\gamma_7 \gamma_9 = -\gamma_9 \gamma_1 \]  

(B127)

Then we similarly have $\eta_{3T} = +1$. Choose the gauge

\[ g_T(1) = g_T(7) = g_T(9) = i \tau_k \]  

(B128)

where $\tau_k$ is one of the three Pauli matrices $\tau_1, \tau_2, \tau_3$. Use [B119], we have all the other $g_T(s)$:

\[ g_T(1, 4, 6, 7, 9, 10) = i \tau_k. \]  

(B129)

\[ g_T(2, 3, 5, 8, 11, 12) = \eta_{4T} i \tau_k. \]  

(B130)

Here all of the $g_T(s)$ involve the same $\tau_k$. The relation between these $\tau_k$ and the $\tau_i, \tau_j$ used in $g_{C_2}, g_C$ is specified by the conditions (B117) (B118). First we use any pair of sites in (B117).

\[-\eta_{2T} = i \tau_k \begin{pmatrix} 1 \\ -i \tau_i \end{pmatrix} i \tau_k \begin{pmatrix} 1 \\ i \tau_j \end{pmatrix} = \begin{pmatrix} -1 \\ -\tau_k \tau_i \tau_k \tau_j \end{pmatrix} \]  

(B131)

where the upper and lower row in the bracket form for $\eta_2 = +1$ and $\eta_2 = -1$ respectively. Thus,

\[ \eta_2 = +1 : \eta_{2T} = +1, \]  

(B132)

\[ \eta_2 = -1 : \begin{cases} \eta_{2T} = +1, & \tau_k = \tau_i \\ \eta_{2T} = -1, & \tau_k \neq \tau_i \end{cases} \]  

(B133)

Thus, the relative relation between the Pauli matrices used in $g_T(s) \sim \tau_k$ and $g_{C_2}(s) \sim \tau_i$ is fixed. Then from [B118],

\[-1 = \eta_{4T} i \tau_k \begin{pmatrix} 1 \\ -i \tau_j \end{pmatrix} i \tau_k \begin{pmatrix} 1 \\ i \tau_j \end{pmatrix} = \eta_{4T} \begin{pmatrix} -1 \\ -\tau_k \tau_j \tau_k \tau_j \end{pmatrix} \]  

(B134)

where upper and lower row in the bracket form for $\eta_{34} = +1$ and $\eta_{34} = -1$ respectively. So

\[ \eta_{34} = +1 : \eta_{4T} = +1, \quad \eta_{34} = -1 : \begin{cases} \eta_{4T} = +1, & \tau_k = \tau_j \\ \eta_{4T} = -1, & \tau_k \neq \tau_j \end{cases} \]  

(B135)

Thus, the relative relation for the Pauli matrix used in $g_{C_2}(s) \sim \tau_j$ and $g_T(s) \sim \tau_k$ is also fixed.

5. Summary and PSG solutions in a site-independent gauge

We first summarize all of the results in the gauge used in previous sections, and then make gauge transforms to obtain better forms for the analysis of mean field ansätze. The states are specified by the $Z_2$ numbers $\eta_T, \eta_{2T}, \eta_{3T}, \eta_{34}, \eta_{34} = \pm 1$; they are not completely independent and only certain combinations are viable. There are totally 5 PSG solutions, labeled 1(a), 1(b) for $\eta_T = +1$ and 2(a), 2(b), 2(c) for $\eta_T = -1$. Choosing specific gauges for $\tau_i, \tau_j, \tau_k$ used for $g_{C_2}, g_C, g_T$, we have
1. $\eta_T = \eta_{2T} = \eta_{4T} = +1, g_T = 1$
   (a) $\eta_2 = \eta_{34} = \eta_{24} = +1, g_{C_3}(s) = g_{C_2}(s) = +1$
   (b) $\eta_2 = \eta_{34} = \eta_{24} = -1$
   
   $g_{C_3}(1, 4, 6, 7, 9, 10) = -g_{C_3}(2, 3, 5, 8, 11, 12) = i r_3$
   
   $g_{C_3}(1, 7, 9) = -g_{C_3}(2, 5, 11) = 1$
   
   $g_{C_2}(3, 4, 6, 8, 10, 12) = i r_3$

2. $\eta_T = -1$
   (a) $\eta_2 = \eta_{34} = \eta_{24} = +1, \eta_{2T} = \eta_{4T} = +1$. Then $g_T(s) = i r_2, g_{C_2}(s) = g_{C_3}(s) = 1$.
   (b) $\eta_2 = \eta_{34} = \eta_{24} = -1, \eta_{2T} = \eta_{4T} = +1$.
   
   $g_T(s) = i r_2$
   
   $g_{C_3}(1, 4, 6, 7, 9, 10) = -g_{C_3}(2, 3, 5, 8, 11, 12) = i r_2$
   
   $g_{C_3}(1, 7, 9) = -g_{C_3}(2, 5, 11) = 1$
   
   $g_{C_3}(3, 4, 6, 8, 10, 12) = i r_3$

Note that there is no unit-cell dependence so all the $g_U$'s are equal to $G_U$'s.

We would like to make gauge transforms $G_U(i) \rightarrow W U G_U(i) W_{U^{-1}(i)}$ to further eliminate site dependence for the PSG. It turns out that such gauge choice exists for all cases,

1. (a) No change
   (b) $W_{2,5,11} = -W_{3,8,12} = i r_3, W_{4,6,10} = -W_{1,7,9} = 1$.

2. (a) No change.
   (b) $W_{2,5,11} = -W_{3,8,12} = i r_2, W_{4,6,10} = -W_{1,7,9} = 1$.
   (c) $W_{2,5,11} = -W_{3,8,12} = i r_3, W_{4,6,10} = -W_{1,7,9} = 1$.

Then we have the PSG solutions summarized in Table III.

Appendix C: Classification of symmetric $U(1)$ spin liquids

In this section we classify symmetric $U(1)$ spin liquids of spin-1/2 particles on hyperkagome lattice in the slave-fermion construction. In the slave-fermion mean-field ansatz of these $U(1)$ spin liquids, there are only non-zero hopping amplitudes while all pairing amplitudes vanish identically. In other words the wavefunctions of $U(1)$ spin liquids are projected fermi liquids or projected insulators, in comparison to projected superconductors in the case of $Z_2$ spin liquids. In terms of classification, the major difference between $Z_2$ and $U(1)$ spin liquids lies in their invariant gauge group (IGG): $Z_2$ spin liquids have an IGG=$(G_Z(r) = \pm 1) = Z_2$, while $U(1)$ spin liquids have an IGG=$(G_U(r) = e^{i \phi(r)})|0 \leq \theta < 2\pi| = U(1)$.

As shown in Ref. [26], in the so-called “canonical gauge” where all mean-field amplitudes are hoppings in the $U(1)$ spin liquid, any gauge rotations that keep the hopping ansatz invariant must take the form of

$$G_Z(r) = (i r_1)^{\eta(r) \phi(r)} r_2, \quad n_2 = 0, 1, \quad \forall \, \theta \in SG. \quad (C1)$$

This is because the hopping flux through each plaquette may be reversed ($n_2 = 1$) by a symmetry operation $g$. In the case of $U(1)$ spin liquids, the constraints $G_2(B28)$-$B(30)$ for symmetry operations $G_2(\eta \in SG)$ still hold but with $U(1)$-valued coefficients $\eta_U = e^{i \phi_Z(r)}$ on the r.h.s. of the equations, as compared to $Z_2$ case. Below we outline the calculations of gauge-invariant solutions to these constraint equations.

First of all, non-symmorphic screw symmetry $S_4$ with constraints $B(44)$ and $B(48)$-$B(49)$ leads to

$$n_{C_2} = n_{S_4} = 0, 1. \quad (C3)$$

and constraint $B(50)$ further determines

$$n_{C_5} = 0. \quad (C4)$$

Using translations $T_i$ and 3-fold rotation $C_3$ with constraints $B(44)$-$B(43)$, we can always choose a gauge so that

$$G_T(i, r, s) \equiv 1, \quad G_T(x, y, z, s) = e^{i \phi_{xy} r_3}, \quad (C5)$$

$$G_T(x, y, z, s) = e^{i \phi_{xy} r_3}, \quad G_C(x, y, z, s) = e^{i \phi_{xy} r_3}. \quad (C6)$$

By using constraint $B(44)$ it’s straightforward to show that

$$\phi_{xy} = 0 \text{ mod } 2\pi. \quad (C6)$$

and hence

$$G_T(i, r, s) = G_C(i, r, s) \equiv 1. \quad (C7)$$

similar to the $Z_2$ spin liquid case.

Next we consider 2-fold rotation $C_2$ and 4-fold screw $S_4$. Using constraints $B(38)$-$B(40)$ and $B(44)$-$B(46)$ we can always choose a gauge so that

$$G_C(i, r, s) = (i r_1)^{\eta(r) \phi(r)} r_3, \quad G_S(i, r, s) = (i r_1)^{\eta(r) \phi(r)} r_3, \quad n_2 = n_4 = 0, 1. \quad (C8)$$

Due to constraints $B(44)$ and $B(46)$, by gauge fixing one can always trivialize the sublattice part and show

$$G_S(i, r, s) \equiv (i r_1)^{\eta(r)}, \quad n_4 = 0, 1. \quad (C9)$$

Furthermore, constraints $B(29)$, $B(47)$, $B(49)$ and $B(50)$ also lead to

$$G_C(i, r, s) \equiv (i r_1)^{\eta(r)}, \quad n_2 = n_4 = 0, 1. \quad (C10)$$

Now that spatial symmetries are all fixed, we consider time reversal operation in the end. Regarding that each fermionic
spinon carries spin-1/2 and forms a Kramers doublet, we require that $\pi_T = 1$ for our physical system in the canonical gauge. It’s straightforward to show that

$$G_T \equiv i\tau_1, \quad \text{ (C11)}$$

from constraints (B32)-(B37). by a proper gauge fixing. Therefore there are only two distinct spin-1/2 $U(1)$ spin liquids with fermionic spinons on hyperkagome lattice, with symmetry operations

$$G_T(r, s) = GC_i(r, s) \equiv 1, \quad G_T \equiv i\tau_1, \quad \text{ (C12)}$$

$$G_{C_2}(r, s) = GS_i(r, s) \equiv (i\tau_1)^{n_4}, \quad n_4 = 0, 1. \quad \text{ (C13)}$$

with IGG=$\{e^{i\theta}\gamma|0 \leq \theta < 2\pi\} = U(1)$. We label them as “$U^{1u_3}$” states. In the notation of Ref.[10], $U^{10}$ state is referred as “$U(1)$-uniform state” while $U^{11}$ state is referred as “$U(1)$-staggered state”.

It’s instructive to understand the relation between the 2 symmetric $U(1)$ states and the 3 symmetric $Z_2$ spin liquids classified in Appendix B. Quite generally, a $Z_2$ spin liquid can be obtained by breaking the $U(1)$ gauge group in a $U(1)$ spin liquid through the Anderson-Higgs mechanism. Specifically, which $Z_2$ spin liquid is connected to $U^{10}$ (or $U^{11}$) state via such a continuous phase transition induced by pairing (Higgs) terms? While this issue can be addressed by investigating their mean-field ansatz explicitly, here we identify the neighboring $Z_2$ states of each $U(1)$ state from an algebraic viewpoint by looking at their projective symmetry operations.

Once the IGG=$U(1)$ is broken down to its subgroup IGG=$Z_2$, the gauge rotation associated with each symmetry generator is fixed only up to a $\pm 1$ sign. In particular, each gauge rotation $G_{\theta}(r, s)$ in (C13) for $U(1)$ states can be accompanied by an extra $i\tau_3$ rotation in a neighboring $Z_2$ state. Simple algebra immediately leads to the results summarized in Table III 2(a) and 2(c) states lie in the neighborhood of $U^{10}$ state, while 2(b) and 2(c) states are in proximity to $U^{11}$ state. In particular, both $U(1)$ states can be driven into $Z_2$ state 2(c) by continuous phase transitions.

**Appendix D: Mean-field ansatz of $Z_2$ spin liquids**

1. Terms in mean field Hamiltonian

The following are mean field Hamiltonians (15) expanded in terms of slave-fermion operators $f_{ij}$:

$$H_0 = i\phi_0(f_{ij} f_{ij} + f_{ji} f_{ji} + f_{ij}^\dagger f_{ij}^\dagger + f_{ji}^\dagger f_{ji}^\dagger)$$

$$+ s_j(f_{ij} f_{ij} - f_{ji} f_{ji} + f_{ij}^\dagger f_{ij}^\dagger - f_{ji}^\dagger f_{ji}^\dagger)$$

$$+ s_1(f_{ij} f_{ij} + f_{ji} f_{ji} - f_{ij}^\dagger f_{ij}^\dagger - f_{ji}^\dagger f_{ji}^\dagger)$$

$$+ i s_2(-f_{ij} f_{ij} + f_{ji}^\dagger f_{ij}^\dagger)$$

2. Constraints for mean field amplitudes

The PSG solutions are summarized in Table III from which we can derive the mean field amplitudes. First we look at constraints on possible mean field amplitude. As discussed in the main text, if a symmetry operation takes a bond back to itself, it may constrain the possible MF terms allowed in the bond. Firstly, note time-reversal $T(u_{ij}) = -u_{ij}$. When $\eta_T = +1$, $G_T(s; x, y, z) = g_T(s) = 1$, so from (B26)

$$u_{ij} = G_T(i) u_{ij} G_T^\dagger(j) = u_{ij}. \quad \text{ (D5)}$$

That means the mean field amplitudes in all bonds must vanish. Thus, in the following we focus only on the $\eta_T = -1$ case. Then $G_T(s; x, y, z) = g_T(s) = i\tau_2$, implying

$$u_{ij} = G_T(i) u_{ij} G_T(j) = \tau_2 u_{ij} \tau_2. \quad \text{ (D6)}$$

It means

$$u_{ij} = a_{ij} \tau_1 + b_{ij} \tau_3. \quad \text{ (D7)}$$

for both singlet and triplet terms.

Secondly, we consider the constraints given by spatial symmetry operations. Let $j = (0, 0, 0, 1)$, and $i = (x, y, z, s)$ in $u_{ij}$,
where $s = 1, 2, 3, 6, 12$ involves only onsite and nearest neighbour amplitudes. As it turns out, the only symmetry operation that gives constraint is

$$C_2 C_3 : (x, y, z, 1) \rightarrow (-z, -y, -x, 1), \quad (0, 0, 0, 1) \rightarrow (0, 0, 0, 1)$$

None of the other operations take the sublattices $(s, 1)$ to either $(s, 1)$ or $(1, s)$. So the self-consistency only constrains the possible onsite terms and does not constrain the nearest neighbour terms. The reason is that there are 24 symmetry group elements connecting different sublattices; meanwhile, the hyperkagome lattice is made of corner-sharing triangles, so there are also exactly $4 \times 6 = 24$ different nearest neighbour bonds per unit cell. So 24 symmetry operation will take one nearest neighbour bond to 24 other different nearest neighbour bonds, and there is no remaining symmetry operation to give consistency constraints for N.N. bonds. (In comparison, there are 12 sublattice sites, and half of the symmetry operations give onsite consistency constraints). Then we have the PSG constraint for onsite amplitude

$$u_{(0,1), (0,1)} = g_{C_2} C_{C_3} C_1 u_{(0,1), (0,1)}$$

where we have adopted the gauge in Table III. This gives the onsite constraints in Table IV and V. There is no constraint for nearest neighbour amplitude as discussed above, so in all cases hopping and pairing for nearest neighbour bonds are all allowed. Further apply (B5) and consider all SG $\{U = C_2^{\nu_2} C_3^{\nu_3} S_4^{\nu_4} \} \in \mathbb{Z}_2, \mathbb{Z}_3, \mathbb{Z}_4$, we have the mean field amplitudes up to nearest neighbour bonds as summarized in Table IV and V. Mean field amplitudes for next nearest neighbours and etc. can be similarly obtained.

3. Mean Field Calculations

Written in terms of the slave fermions, the Heisenberg term becomes

$$S_i \cdot S_j = \frac{1}{4} \left( 2 f_{i\alpha}^{\dagger} \bar{f}_{j\beta} f_{j\beta} f_{j\alpha} - f_{i\alpha} f_{i\beta} f_{j\beta} f_{j\alpha} \right);$$

the DM terms $d_{\mu} = e_{\mu} \cdot (S_i \times S_j)$ become

$$d_x = \frac{i}{4} (f_{i\alpha}^{\dagger} f_{j\beta} f_{j\alpha} f_{i\beta} + f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} - f_{i\alpha} f_{i\beta} f_{j\beta} f_{j\alpha} - f_{i\alpha} f_{i\beta} f_{j\beta} f_{j\alpha})$$

$$d_y = \frac{i}{4} (f_{i\alpha}^{\dagger} f_{j\beta} f_{j\alpha} f_{i\beta} - f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} + f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} + f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha})$$

$$d_z = \frac{i}{2} (f_{i\alpha}^{\dagger} f_{j\beta} f_{j\alpha} f_{i\beta} - f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha})$$

$$\kappa_x \equiv S_x^0 S_j^0 = \frac{1}{4} (f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} + f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha})$$

$$\kappa_y \equiv S_y^0 S_j^0 = -\frac{1}{4} (f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} - f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha})$$

$$\kappa_z \equiv S_z^0 S_j^0 = \frac{1}{4} (f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} - f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha})$$

the $\Gamma$ terms $\gamma_{\mu} = S_x^0 S_j^0 + S_y^0 S_j^0$ (where $\mu, \nu, \rho$ form a cyclic) become

$$\gamma_x = \frac{i}{4} (f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} + f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} - f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} + f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha})$$

$$\gamma_y = \frac{i}{4} (f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} - f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} + f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} - f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha})$$

$$\gamma_z = \frac{i}{2} (f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} - f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha})$$

Next, we make the observation that we only need to compute the mean field energy on one bond for the spin liquid states, and all other bonds will yield the same energy. This is because the physical Hamiltonian on different bonds are related by the spin rotation $R$ accompanying the symmetry operation $U$; meanwhile, the mean field ansatz $H_A$ on different bonds are related by the same spin rotations $R$. Thus, computing the mean field energy in different bonds just correspond to computing the same energy with different quantization axes. Thus, we can conveniently choose to compute the bond connecting sublattices $(m_i = 2, n_j = 3)$,

$$\frac{\langle H \rangle}{N_{site}} = 2 \left( J (S_i \cdot S_j) + \sum_{\mu = x, y, z} D^\mu (d_{\mu}) + K^\mu (\kappa_{\mu}) + \Gamma^\mu (\gamma_{\mu}) \right).$$

The factor 2 comes from the fact that each site has 2 nearest neighbour bonds (without double counting). In the following we will focus on the bond $(2, 3)$ and drop the sublattice indices. Also, due to translation symmetry we will neglect the unit cell indices $i, j$.

Now we consider the mean field decomposition for the possible terms (D11)–(D20) in the spin model. Note that the mean field ansatz respect such symmetry, which means the mean field decomposition have equivalent terms. From $\mathcal{T}(f, f) = (f, f_{i})$, we have

$$\rho_{\alpha \beta} \equiv \langle f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} \rangle = \begin{pmatrix} f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} \\ f_{i\beta} f_{j\beta} f_{j\alpha} f_{i\alpha} \end{pmatrix} = \begin{pmatrix} \rho_1 & \rho_2 \\ -\rho_2 & \rho_1 \end{pmatrix}.$$  

$$\Delta_{\alpha \beta} \equiv \langle f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} \rangle = \begin{pmatrix} f_{i\alpha}^{\dagger} f_{j\beta} f_{j\beta} f_{j\alpha} \\ f_{i\beta} f_{j\beta} f_{j\alpha} f_{i\alpha} \end{pmatrix} = \begin{pmatrix} \Delta_2 & \Delta_1 \\ -\Delta_1 & \Delta_2 \end{pmatrix}.$$  

Here $\text{Re} \rho_1$ and $\text{Re} \Delta_1$ are the singlet MF amplitudes, and others are triplet amplitudes. We can further separate the singlet and
triplet parts
\[ \rho_1 = \rho_3 + i\rho_1, \quad \rho_2 = \rho_3 + i\rho_1 \] (D24)
\[ \Delta_1 = \Delta_1 + i\Delta_1, \quad \Delta_2 = \Delta_1 + i\Delta_1 \] (D25)

With all the above information, we can write the mean field energy per site \( \langle H \rangle \) as follows,
\[ \mathcal{E} \equiv \frac{\langle H \rangle}{N_{\text{site}}} = \mathcal{E}_J + \mathcal{E}_D + \mathcal{E}_K + \mathcal{E}_T. \] (D26)

The Heisenberg term reads
\[ \mathcal{E}_J = 2J(\mathbf{S}_i \cdot \mathbf{S}_j) = -J\left[3(\text{Re}\rho_1)^2 - (\text{Im}\rho_1)^2 - |\rho_2|^2\right] \]
\[ + J\left[3(\text{Re}\Delta_1)^2 - (\text{Im}\Delta_1)^2 - |\Delta_2|^2\right]. \] (D27)

Thus, it is clear that the Heisenberg term will favor singlet hopping \( \text{Re}\rho_1 = \frac{1}{2}(\langle f^\dagger_{i\mu} f_j \rangle + \langle f^\dagger_{j\mu} f_i \rangle) \) and singlet pairing \( \text{Re}\Delta_1 = \frac{1}{2}(\langle f^\dagger_{i\mu} f_j \rangle + \langle f^\dagger_{j\mu} f_i \rangle) \), and suppress the triplet terms. Further, the DM terms read
\[ \mathcal{E}_D = 4D_1(\rho_s \rho_3 - \rho_3 \Delta_3) + 4D_2(\rho_s \rho_3 + \rho_3 \rho_3) \]
\[ + 4D_3(\rho_s \rho_3 + \rho_3 \rho_3), \] (D28)
from which we see the linear coupling of singlet and triplet terms in all \( D_1, D_2, D_3 \) terms. On the other hand, in Kitaev terms
\[ \mathcal{E}_K = K^x [\Delta_1^2 - \Delta_1^2 + \Delta_2^2 + \rho_1^2 - \rho_2^2 + \rho_3^2] \]
\[ - K^y [\Delta_1^2 - \Delta_1^2 + \Delta_2^2 - \rho_1^2 + \rho_2^2 + \rho_3^2] \]
\[ + K^z [\Delta_1^2 + \Delta_2^2 - \Delta_2^2 + \rho_1^2 + \rho_2^2 - \rho_3^2] \] (D29)
and the transverse Ising terms
\[ \mathcal{E}_T = -4\Gamma^x(\Delta_1 \rho_3 - \rho_1 \rho_3) + 4\Gamma^x(\Delta_1 \rho_3 - \rho_3 \rho_3) \]
\[ + 4\Gamma^x(\Delta_1 \rho_3 + \rho_3 \rho_3), \] (D30)
we see that the singlet and triplet terms are completely decoupled.

To evaluate the mean field amplitudes for states written in \( k \)-space, we note the unit-cell translational invariance and perform the Fourier transform,
\[ \langle f^\dagger_{i\mu} f_{j\nu} \rangle = \frac{1}{N_{\text{cell}}} \sum_i \frac{1}{N_{\text{cell}}} \sum_{kk'} e^{ik(r_\nu + \delta_\nu)} e^{-ik'(r_\nu + \delta_\nu)} \langle f^\dagger_{mklp} f_{nk\nu} \rangle \]
\[ = \frac{1}{N_{\text{cell}}} \sum_k \langle f^\dagger_{mklp} f_{nk\nu} \rangle e^{ik(\delta_{\nu} - \delta_\nu)} \] (D31)
\[ \langle f^\dagger_{i\mu} f_{j\nu} \rangle = \frac{1}{N_{\text{cell}}} \sum_i \frac{1}{N_{\text{cell}}} \sum_{kk'} e^{ik(r_\nu + \delta_\nu)} e^{-ik'(r_\nu + \delta_\nu)} \langle f^\dagger_{mklp} f_{nk\nu} \rangle \]
\[ = \frac{1}{N_{\text{cell}}} \sum_k \langle f^\dagger_{mklp} f_{nk\nu} \rangle e^{ik(\delta_{\nu} - \delta_\nu)} \] (D32)

Here the Fourier transform convention is
\[ f_i = \frac{1}{\sqrt{N_{\text{cell}}}} \sum_k e^{-i\mathbf{k} \cdot \mathbf{r}_i} f_k \] (D33)
\[ f_k = \frac{1}{\sqrt{N_{\text{cell}}}} \sum_i e^{i\mathbf{k} \cdot \mathbf{r}_i} f_i. \] (D34)
where $\mathbf{R} = \mathbf{r}_i + \delta_m$, $\mathbf{r}_i$ is the unit cell coordinate, while $\delta_m$ is the sublattice displacement for sublattice $m$. $N_{\text{cell}} = N_{\text{site}}/12$ is the number of cubic unit cells.

It is also useful to adopt a self-consistency formalism, where the mean field Hamiltonian written in the basis $(f_{i1}, f_{i2}, f_{i3}, -f_{i3}^*)$ reads (for the $(i, j)$ block)

$$H_{MF}^{ij} = \frac{J}{4} \begin{pmatrix}
2\rho_1 + \rho_1^* & 2\Delta_1 + \Delta_1^* & -\rho_2 & \Delta_2^* \\
2\Delta_1 + \Delta_1^* & -(2\rho_1 + \rho_1^*) & \Delta_2^* & \rho_2^* \\
\rho_2 & -\Delta_2 & 2\rho_1^* + \rho_1 & 2\Delta_1^* + \Delta_1 \\
-\Delta_2 & -\rho_2 & 2\Delta_1^* + \Delta_1 & -(2\rho_1 + \rho_1^*)
\end{pmatrix}$$

$$H_{DF}^{ij} = \frac{iD}{2} \begin{pmatrix}
-\rho_1 & -\Delta_1 & 0 & 0 \\
-\Delta_1 & \rho_1 & 0 & 0 \\
0 & 0 & \rho_1^* & \Delta_1^* \\
0 & 0 & \Delta_1^* & -\rho_1^*
\end{pmatrix}$$

$$H_{K}^{ij} = \frac{K}{4} \begin{pmatrix}
-\rho_1^* & -\Delta_1^* & \rho_2^* & -\Delta_2^* \\
-\Delta_1^* & \rho_1 & -\Delta_1^* & \rho_2^* \\
\rho_2 & -\rho_2 & -\rho_1 & -\Delta_1^* \\
-\rho_2 & \rho_2 & 0 & \Delta_2^* \\
\end{pmatrix}$$

$$H_{\Gamma}^{ij} = \frac{i\Gamma}{2} \begin{pmatrix}
0 & 0 & -\rho_2 & \Delta_2 \\
0 & 0 & \Delta_2 & \rho_2 \\
0 & 0 & \rho_2 & 0 \\
\Delta_2 & \rho_2 & 0 & 0
\end{pmatrix}$$

Thus, the consistency equations are (consider bond $(i \in 2, j \in 3)$)

$$s_3 + it_3^i = -\frac{J}{4}(2\rho_1 + \rho_1^*) - \frac{iD}{2}\rho_1 - \frac{K}{4}\rho_1^*$$

$$s_1 + it_1^i = -\frac{J}{4}(2\Delta_1 + \Delta_1^*) - \frac{iD}{2}\Delta_1 - \frac{K}{4}\Delta_1^*$$

$$i\Gamma \rho_1^* + it_1^i = \frac{J}{4}\rho_2 + \frac{K}{4}\rho_2^* - \frac{i\Gamma}{2}\rho_2$$

$$i\Gamma \Delta_1^* + it_1^i = -\frac{J}{4}\Delta_2 - \frac{K}{4}\Delta_2^* + \frac{i\Gamma}{2}\Delta_2$$

4. Static spin structure factor

Here we compute the static spin structure factor

$$S(q) = \frac{1}{2N_s} \sum_{ij} e^{i(q \cdot r_{ij})} \langle (S_i \cdot S_j) \rangle.$$
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