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Abstract

Objectives: The aim of this paper is to contrast the retrospective and prospective use of experts’ beliefs in choosing between survival models in economic evaluations.

Methods: The use of experts’ retrospective (posterior) beliefs is discussed. A process for prospectively quantifying prior beliefs about model parameters in five standard models is described. Statistical criterion for comparing models, and the interpretation and computation of model probabilities is discussed. A case study is provided.

Results: Experts have little difficulty in expressing their posterior beliefs. Information criterion is an approximation to Bayesian model evidence and is based on data alone. In contrast, Bayes factors measure evidence in the data and makes use of prior information. When model averaging is of interest, there is no unique way to specify prior ignorance about model probabilities. Formulating and interpreting weights of similar models should acknowledge the dilution phenomenon such that highly correlated models are given smaller weights than those with low correlation.

Conclusion: The retrospective use of experts’ beliefs to validate a model is potentially misleading, may not achieve its intended objective and is an inefficient use of information. Experts’ beliefs should be elicited prospectively as probability distributions to strengthen inferences, facilitate the choice of model, and mitigate the impact of dilution on model probabilities in situations when model averaging is of interest.
Introduction

The primary outcome in cancer randomised controlled trials (RCTs) is often an intermediate outcome such as progression-free survival, while a health technology assessment (HTA) involves estimating mean overall survival (OS). The duration of an RCT is often short relative to the lifetime of participants and relatively few deaths may occur culminating in a type of data gap referred to as immature data.\(^1\) An estimate of mean OS involves specifying a statistical model for the data-generating process and estimating the parameters in the model. There will be structural uncertainty about the true model with different choices giving rise to different estimates of survival functions and mean OS.

The choice of which model to use for decision-making involves: 1) proposing a single model and deciding whether it is adequate for the purpose intended; 2) proposing a range of possible models and making comparisons of the extent to which inferences change according to each model; or 3) creating a single model involving features of all models that are considered plausible using model averaging.\(^2\) In England, submissions to the National Institute for Health and Care Excellence (NICE) often utilise clinical experts who are asked to express their beliefs about the plausibility of different models and to state which model is clinically most plausible.

The aim of this paper is to contrast the retrospective and prospective use of experts’ beliefs in choosing between survival models in economic evaluations. We present a case study to illustrate the prospective use of experts and provide a discussion.

Methods

Further details are provided in Appendix S1.
**Analytical Framework**

NICE Decision Support Unit Technical Support Document 14 says, “uncertainty [about parameters in survival models] can be taken into account using the variance-covariance matrices for the different parametric models”.\(^3\) This approach to dealing with uncertainty implies estimating parameters approximately either using frequentist methods, the predominant framework used in HTA, or by plugging posterior means, standard deviations and covariances from a Bayesian analysis into a multivariate normal distribution.\(^4\) However, frequentist methods do not generate a posterior joint distribution of parameters as required in an economic model and do not permit the inclusion of external information in the form of experts’ beliefs expressed as a probability distribution.

**The Bayesian method**

We assume that we have data from an RCT comparing experimental and control treatments. Furthermore, we assume that we have \(M\) alternative models, which typically include members of the Generalised \(F\) distribution\(^5\) and the Gompertz distribution but could include more flexible models. Each model, \(m = 1, \ldots, M\), comprises a likelihood function, \(f_m(\mathcal{D}|\theta_m)\), indexed by parameters \(\theta_m \in \Theta_m\) having prior distribution \(f_m(\theta_m)\). The prior distribution represents information that is available prior to (or, more generally, in addition to) the data, \(\mathcal{D}\). In the case of experts’ beliefs there is no temporal requirement, only that the experts are not aware of the data or results of any analysis of them before expressing their prior beliefs to avoid the possibility of using the evidence twice.

**Experts’ Beliefs**

**Retrospective beliefs**

The choice of model used for decision-making often involves presenting clinical experts with \(M\) model-based estimates of survival functions for each treatment and asking them to express
their beliefs about which model is the most plausible. The experts’ judgements might be obtained as follows:

- **Looking at the extrapolated survival functions, do the proportions of participants surviving after t months appear to be clinically plausible?**

- **Do any of the survival functions seem to reflect clinical practice?**
  - If not, what would a clinically plausible extrapolated survival function look like?
  - If so, which survival function do you think is clinically most plausible?

In principle, there is nothing wrong with asking experts to express their retrospective judgements about the weight to be given to different models, although it is not usually a sensible approach and is not a good way to reach posterior judgements. To do so is asking experts to think about both how well the models fit the data and how plausible they were *a priori*. Posterior judgements will almost invariably be better when the two sources of information – prior information and sample data – are considered independently.

The typical process used in HTA does not require experts to provide a rationale for their judgements or to quantify their retrospective beliefs according to a formal elicitation process. In addition, experts are rarely provided with a measure of uncertainty associated with survival functions. Consequently, experts’ retrospective judgements could be consistent with several models for the data-generating process irrespective of what the model-based central estimates imply.

Furthermore, asking experts to express their beliefs about the proportion of participants expected to survive after t months in clinical practice is potentially misleading. The quantities in the target population and the population defined by the entry criteria of the RCT are not necessarily the same because they depend on the joint distribution of prognostic factors in the respective populations.
**Prospective beliefs**

In a study in which a relatively large proportion of participants experience the event, the data will provide the majority of the evidence about parameters and will dominate any reasonable prior beliefs. Many Bayesian analyses make use of independent, so-called non-informative prior distributions for model parameters representing a state of prior ignorance.\(^6\) When data is immature posterior joint distributions for model parameters and functions of them will not represent reasonable posterior beliefs unless prior joint distributions for them represent reasonable prior beliefs.\(^7\)

**Interpreting clinical experts’ retrospective choice of model**

We begin by assuming that we perform a Bayesian analysis in which the prior joint distribution for model parameters represents the experts’ beliefs if we had been able to elicit it without reference to the data. After being presented with model-based (posterior) survival functions experts are asked to assess them relative to their (posterior) beliefs. Thus, the current process effectively produces \(M + 1\) posterior survival functions for each treatment each purporting to be the experts’ posterior survival functions. However, experts are not perfect at being able to assimilate information and it is reasonable for someone to make different judgements about an uncertain quantity when they think about the evidence in different ways. Nevertheless, particular estimates will be preferred through being from a more formal analysis. The preferred estimates are Bayesian posterior estimates because using Bayes’ theorem is usually preferred when making direct assessments of posterior probability.

Typically, we do not have Bayesian posterior estimates but have frequentist estimates. If we assume that prior information about model parameters *before observing the data* would have been weak then the \(M\) frequentist estimates of survival functions, \(S_m(t)\), *approximate* to the experts’ Bayesian posterior survival functions. Hence, the analysis provides \(M\) posterior
estimates of the proportion of participants alive over the observed and extrapolated periods. If the posterior estimates are not close to the experts (usually unquantified posterior) beliefs then, on the basis that experts are not perfect at assimilating information, they might wish to alter their (posterior) beliefs so that the mean of their distribution match the estimates. However, there are $M$ estimates of survival functions and it is not obvious how the experts discriminate between models while accounting for parameter and structural uncertainty.

**Elicitation of expert's beliefs about model parameters**

It is difficult for experts to express beliefs about parameters in survival models; it is better to ask their opinions about observable quantities.$^{8-13}$ Furthermore, it is important to acknowledge that beliefs about parameters within and across survival models are correlated in the sense that beliefs about the true value of one parameter affect beliefs about the true value of another parameter. This is done through elaboration by specifying a one-to-one transformation of the model parameters such that the quantities elicited are assumed to be independent.$^{14}$ Observable quantities could be the proportion of participants out of the whole population defined by a study’s inclusion/exclusion criteria who survive, $S(t_0)$, at some time, $t_0$, and functions of that quantity at one or more times depending on the number of parameters to be estimated. Beliefs about functions of $S(t_0)$ could be expressed as risk differences or relative risks. Parameter constraints are required to ensure that the process does not generate proportions less than zero or greater than one, to ensure that survival functions are monotonically decreasing and that it generates clinically plausible summaries.

**Model comparison**

**Information criterion**

Several relative goodness-of-fit measures are available to compare different models and each incorporate a different bias correction.$^{15, 16}$ Of these, Akaike’s Information Criterion (AIC)
and Bayesian Information Criterion (BIC) are the ones most commonly used in HTA with smaller values indicating a better fitting model.\(^\text{17}\) AIC identifies the model with the best predictive ability based on Kullback-Leibler divergence:

\[
\text{AIC}_m = -2 \times \log[f_m(\mathcal{D}|\hat{\theta}_m)] + 2 \times p_m
\]

where \(\hat{\theta}_m\) is the maximum likelihood estimate of \(\theta_m\) and \(p_m\) represents the number of parameters in model \(m\). BIC is a function of the data only and was derived as a large-sample approximation to twice the logarithm of the Bayes factor when comparing two competing models:\(^\text{18}\)

\[
\text{BIC}_m = -2 \times \log[f_m(\mathcal{D}|\hat{\theta}_m)] + p_m \log(n_m)
\]

where \(n_m\) is the number of observations. Volinsky et al.\(^\text{19}\) defined the prior distribution that is implicit when using BIC as the unit-information prior, which is vague, based on information from one observation, and proper. Furthermore, they recommend that the penalty for model complexity in the case of time-to-event data with censored observations be the number of uncensored observations. AIC and BIC are based on different underlying principles and can produce different conclusions with BIC based on a bigger adjustment for model complexity that increases with sample size (or events), \(n_m \geq 8\). Model choice based on BIC is consistent as the sample size increases in the sense that if one of \(M\) alternative models is the true model then the probability that it is selected converges to one.\(^\text{20}\) Information criterion assess the extent to which models with parameters estimated using the data alone provide a good representation of the data but provide no information with respect to extrapolated survival functions\(^\text{21, 22}\).
Bayes factors

The marginal likelihood for each model, also known as Bayesian model evidence (BME), is

$$f_m(\mathcal{D}) = \int f_m(\mathcal{D}|\theta_m) f_m(\theta_m) d\theta_m.$$  \hspace{1em} (16)

The ratio of marginal likelihoods of two models is the Bayes factor and summarises the relative support for model $i$ versus model $j$:

$$B_{ij} = \frac{f_i(\mathcal{D})}{f_j(\mathcal{D})}.$$  \hspace{1em} (2, 23)

Bayes factors depend on prior information about model parameters and explicitly account for experts’ beliefs about the proportion of participants expected to survive over the lifetime of participants through the prior joint distribution about model parameters.

Model probabilities

Experts cannot state with certainty “which survival function do you think is clinically most plausible?” They are effectively asked to consider their posterior beliefs about each model given the observed data, which depend on the prior joint distribution of model parameters through the marginal likelihood for each model:

$$f(m|\mathcal{D}) = \frac{f_m(\mathcal{D})f(m)}{\sum_{m=1}^{M} f_m(\mathcal{D})f(m)}.$$  \hspace{1em} (24)

Computing model probabilities

There is no unique way to specify prior ignorance about model probabilities; options depend on the number of parameters in each model and whether models are nested.

Formulating and interpreting weights of similar models, such as members of the Generalised F distribution, is not straightforward because of a phenomenon known as dilution. Dilution
arises when models are highly correlated or give similar predictions, and applies to prior and posterior model probabilities.\textsuperscript{25-27} Garthwaite et al. defined the following properties:\textsuperscript{27}

- The dilution property: Models that are highly correlated should be given smaller weights than those that have a low correlation.
- The strong dilution property: When a new model is added to a set of models and it is identical to at least one other model then the weights should be shared amongst those models, while the weights given to the other models should be unchanged.
- The monotonicity property: When a new model is added, weights of models already in the set will generally change but none of them should increase.

In principle, prior model probabilities could be elicited directly from experts. However, prior joint distributions about model parameters already provide information about the plausibility and similarity of different models. George proposed three dilution prior distributions, including one based on distance measures, \( D(m, m') \), between models \( m \) and \( m' \) that is applicable to any class of model. Hellinger’s distance between marginal likelihoods is:\textsuperscript{26}

\[
D^H(m, m') = \int \left[ f_m^{1/2}(y) - f_{m'}^{1/2}(y) \right]^2 dy
\]

where the integration is over the sample space of the data. Prior model probabilities could then be defined as:

\[
f_{D^H}(m) \propto a_m
\]

where \( a_m = \sum_{m'} D^H(m, m') \), the sum of the distances from model \( m \) to every other model. More weight will be assigned to distant, isolated models and less weight will be assigned to similar models.
Posterior model probabilities are conditional on the $M$ models, although it is unlikely that any of the proposed models is the true model for the data-generating process. Consequently, the model probabilities are interpreted as weights reflecting the relative importance of each of the $M$ models. Given the phenomenon of dilution, model choice based on the largest posterior model probability should be avoided.

**Case study**

We illustrate the methodology using data on recurrence-free survival (RFS) from randomised and non-randomised participants with node-positive breast cancer from the German Breast Cancer Study Group (Appendix S2).

**Results**

Suppose that, before the data was available, we elicited the prior quantiles for the uncertain quantities at 5 and 10 years, and fitted the distributions as given in Table 1.

|               | $S_1(5)$ | $\delta_{21}(5)$ | $\delta_{11}(10)$ | $\delta_{22}(10)$ |
|---------------|----------|-------------------|-------------------|-------------------|
| Lower quartile| 0.37     | 0.01              | 0.26              | 0.25              |
| Median        | 0.40     | 0.05              | 0.30              | 0.30              |
| Upper quartile| 0.45     | 0.10              | 0.35              | 0.37              |
| Distribution  | Beta(27.09,39.58) | N(0.053, 0.067²) | Beta(14.51,33.09) | Beta(8.33,18.61) |

The prior distribution for the proportion of participants given Treatment 1 surviving to 5 years is equivalent to 66.67 participants of whom 27.09 survived giving a mean proportion surviving of 40.6%.

Visually there is little to distinguish between the prior survival function for a Weibull distribution and other members of the generalised F; each of them coincides exactly with elicited proportions of participants surviving. The Gompertz survival function is most different as a consequence of its hazard function being strictly increasing (Figure 1 and Figures S2.1-4, respectively).
The Hellinger’s distances show that (Table 2): for Treatment 1, the Gompertz distribution is ‘distant’ to all other models, the exponential distribution is also ‘distant’ to the lognormal and log-logistic distributions and ‘close’ to the Weibull distribution, and the lognormal distribution is ‘close’ to the log-logistic distribution; for Treatment 2, the Gompertz distribution is ‘distant’ to all other models, the exponential distribution is also ‘distant’ to the lognormal and log-logistic distributions and ‘close’ to the Weibull distribution, the Weibull distribution is also ‘close’ to the lognormal distribution, and the lognormal distribution is ‘close’ to the log-logistic distribution. The prior model weights are not equal with more
weight *a priori* given to the Gompertz distribution and less weight given to more similar models.

The empirical hazard functions suggest an increase in the hazard of an event over the initial 18-24 months followed by a decrease in hazard up to approximately 3.5 years. There is a suggestion that the hazard may increase after that, although there is considerable uncertainty and no sample evidence beyond 7 years (Figure 2).

Figure 2: Empirical hazard functions with 95% confidence intervals
Table 2: Prior and Posterior Model Probabilities

| Treatment 1 | Hellinger’s Distance | $\sum_{m'} D^H(m, m')$ | $f(m)$ | $f_n(D)$ | $f(m|D)$ |
|-------------|----------------------|------------------------|--------|----------|----------|
| Exp          | Weibull              | Log-logistic           | Log-normal | Gompertz |
| Exponential  | 0                    | 0.0000095              | 0.0000536  | 0.0000391 | 0.0000453 | 0.0001475 | 0.2288124 | 1.58E-253 | 0.0000000  |
| Weibull      | 0.0000095            | 0                      | 0.0000207  | 0.0000124 | 0.0000301 | 0.0000727 | 0.1127737 | 1.14E-250 | 0.0000124  |
| Lognormal    | 0.0000391            | 0.0000124              | 0.000027   | 0         | 0.0000519 | 0.0001061 | 0.1645575 | 6.29E-246 | 0.9951537  |
| Log-logistic | 0.0000536            | 0.0000207              | 0          | 0.000027  | 0.0000570 | 0.0001340 | 0.2078213 | 2.42E-248 | 0.0048339  |
| Gompertz     | 0.0000453            | 0.0000301              | 0.0000570  | 0.0000519 | 0         | 0.0001844 | 0.2860351 | 2.46E-254 | 0.0000000  |

| Treatment 2 | Hellinger’s Distance | $\sum_{m'} D^H(m, m')$ | $f(m)$ | $f_n(D)$ | $f(m|D)$ |
|-------------|----------------------|------------------------|--------|----------|----------|
| Exp          | Weibull              | Log-logistic           | Log-normal | Gompertz |
| Exponential  | 0                    | 0.0000072              | 0.0000374  | 0.0000259 | 0.0000453 | 0.0001158 | 0.2170963 | 1.52E-131 | 0.0006924  |
| Weibull      | 0.0000072            | 0                      | 0.0000143  | 0.0000082 | 0.0000288 | 0.0000584 | 0.1095711 | 2.94E-130 | 0.0067560  |
| Lognormal    | 0.0000259            | 0.0000082              | 0.000018   | 0         | 0.0000469 | 0.0000828 | 0.1553155 | 2.82E-128 | 0.9204097  |
| Log-logistic | 0.0000374            | 0.0000143              | 0          | 0.0000018 | 0.0000509 | 0.0001043 | 0.1956360 | 1.69E-129 | 0.0694037  |
| Gompertz     | 0.0000453            | 0.0000288              | 0.0000509  | 0.0000469 | 0         | 0.0001719 | 0.3223811 | 4.05E-131 | 0.0027392  |
Of the models considered, the lognormal and log-logistic distributions are the only ones associated with increasing followed by decreasing hazards, and none of the considered models allow for multiple turning points.

Of the models considered, the Bayes factors indicate decisive evidence that the data from Treatment 1 was generated from a lognormal distribution rather than from any other of the models. The Bayes factors indicate decisive evidence that the data from Treatment 2 was generated from a lognormal distribution in preference to exponential and Gompertz distributions, very strong evidence in preference to a Weibull distribution, and strong evidence in preference to a log-logistic distribution. The posterior model weights could be used to create a single model if formal model averaging is of interest.\textsuperscript{2, 22, 29, 30}

The Kaplan-Meier and posterior expected parametric survival functions are presented in Figure 3.

Figure 3: Kaplan-Meier and posterior expected parametric survival functions
The lognormal distribution suggests a posterior incremental mean RFS of 3.04 years (95% CrI: -0.00, 7.34) (Table 3). The log-logistic distribution suggests a similar posterior incremental mean RFS of 3.73 years but with more uncertainty (95% CrI: -1.42, 12.13).

Table 3: RFS: Summaries of prior and posterior means

| Distribution | Prior Mean (yrs) (95% CrI) | Posterior Mean (yrs) (95% CrI) | Posterior Incremental Mean (yrs) 95% CrI |
|--------------|---------------------------|-------------------------------|-----------------------------------------|
|              | Treatment 1 | Treatment 2 | Treatment 1 | Treatment 2 | Treatment 1 | Treatment 2 |                          |
| Exponential  | 5.64 (4.08, 7.77) | 6.69 (3.97, 11.06) | 6.27 (5.56, 7.08) | 8.58 (7.17, 10.28) | 2.31 (0.79, 4.05) |
| Weibull      | 5.47 (4.16, 8.37) | 6.77 (4.27, 13.60) | 5.26 (4.71, 5.93) | 6.74 (5.69, 8.18) | 1.48 (0.29, 2.97) |
| Lognormal    | 6.14 (4.53, 10.87) | 8.00 (4.64, 20.68) | 7.51 (6.24, 9.20) | 10.54 (7.83, 14.80) | 3.04 (-0.00, 7.34) |
| Log-logistic | 7.02 (4.65, 16.72) | 9.19 (4.75, 28.63) | 9.21 (7.17, 12.35) | 12.94 (8.71, 21.23) | 3.73 (-1.42, 12.13) |
| Gompertz     | 5.93 (5.01, 7.17) | 6.65 (5.16, 9.07) | 5.10 (4.69, 5.57) | 6.06 (5.35, 6.94) | 0.96 (0.20, 1.85) |

a: Survival functions for distributions with inherently heavy tails have greater proportions of patients surviving up to 50 years, the maximum mean survival used as a constraint in the analysis.

**Discussion**

Clinical experts are often asked to retrospectively validate [sic] the choice of survival function used for decision making, thereby appearing to provide credibility to its choice. A problem that is often ignored with this approach arises because they are asked to express judgements in terms of what they expect in clinical practice rather than with respect to the population defined by a study. The target population is relevant but only in defining the baseline survival function on which to project estimates of relative treatment effect. In some situations the population defined by one or more studies may be representative of the target population but, if not, it may be necessary to use a different source of evidence to generate the baseline survival function. The impact on reimbursement decisions of using evidence from clinical trials to estimate both the relative treatment effect and the baseline survival function of the target population is unknown, particularly when decisions are based on a single study.
The *elicitation process* itself is often not transparent and flawed. Hindsight is a wonderful thing and experts appear to have little difficulty expressing their retrospective (posterior) beliefs about the proportion of participants surviving to different times after seeing model-based estimates. In practice, better posterior judgements would be obtained by considering prior information and sample data separately and applying Bayes’ Theorem. Cope et al. demonstrated the feasibility of incorporating experts’ beliefs in a fractional polynomial survival model but with some limitations. Experts were mainly from the study network and were aware of the results of the study which were published in the year prior to the elicitation so were effectively expressing posterior rather than prior beliefs.

Prior information always exists and should be used to strengthen inferences and improve decision-making. In the context of a survival analysis, and in addition to any external evidence available, it involves omitting implausible parameter sets, ensuring that prior survival functions are monotonically decreasing and that prior estimates of population mean are bounded. This information alone can strengthen inferences relative to a conventional analysis. Experts’ judgements should be elicited as probability distributions using a justifiable and transparent process before observing the data. Experts should be aware of the same body of evidence when making their judgements and have an opportunity to discuss amongst them the basis for their judgements. The process followed and the elicited distributions must be specified in a protocol to facilitate review by decision-makers, referees and other stake-holders.

We have shown for five standard parametric models how elaboration about observable quantities induces correlation between parameters in survival models. The uncertain quantities of interest were functions of the proportion of participants that survive out of the whole population defined by a study’s inclusion/exclusion criteria at one or more times depending on the number of parameters. The choice of times at which to elicit beliefs is
specified as part of the elicitation process. Consequently, the prior joint distribution of model parameters is not unique. We assumed the same standard parametric model for each treatment arm, which is common practice in submissions to NICE in the UK. It is not necessary to assume the same model for each treatment arm because the elicited quantities do not depend on the model for the data although, for standard models, not doing so would make it difficult to combine evidence across multiple studies. We made no assumption of a constant treatment effect (e.g. proportional hazard, proportional odds or acceleration factor) which we consider an unnecessary and often implausible modelling assumption.

Specifying plausible survival models is not straightforward and requires clinical knowledge of the underlying disease process, risk factors, the mechanisms of action of different treatments and the risk of an event over time. Such models may include mixture models that model heterogeneous time-to-event data, change-point models that reflect changes in hazard functions over time because of changes in treatment (e.g. induction and maintenance phases) and more flexible models that capture more complex features. Although models that are members of the Generalised $F$ distribution are commonly used in HTAs, they are likely at best to provide only an approximation to the lifetime hazard functions.\(^5\)

Information criterion using sample data alone cannot tell which model is the most appropriate data-generating process during the extrapolation period. External information should be used to strengthen inferences. When interest is in making inferences with respect to a preferred model, this should be based on more formal criteria such as Bayes factors rather than asking experts to choose a model.

We make no assertion regarding the appropriateness or use of model averaging. However, when there is interest in model averaging, it is important to appreciate that so-called non-informative prior information about model probabilities can be misleading because of the
phenomenon known as dilution. Furthermore, information criterion provide an often poor approximation to BME. We have shown that exact estimation of BME is feasible and computationally inexpensive.

Conclusion

Retrospective use of experts’ beliefs to validate (sic) a model is potentially misleading, may not achieve its intended objective and is an inefficient use of information. Experts’ posterior beliefs should be generated using Bayes’ theorem by combining prospectively elicited prior beliefs with sample data. This can be used to strengthen inferences, facilitate the choice of model and mitigate the impact of dilution on model probabilities in situations when model averaging is of interest. Further research is required to develop guidance on the elicitation of experts’ beliefs about parameters in standard and other survival models, the generation of practical examples and formulating prior model probabilities.
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Appendix S1: The Bayesian method

Estimating parameters

To allow for uncertainty about the relative plausibility of each model, we express the likelihood as $f(\mathcal{D}|m, \theta_m)$. A Bayesian analysis requires a prior joint distribution for $(m, \theta_m)$, which can be factorised as:

$$f(m, \theta_m) = f(\theta_m|m)f(m).$$

After observing data, $\mathcal{D}$, the posterior joint distribution, $f(m, \theta_m|\mathcal{D})$, is:

$$f(m, \theta_m|\mathcal{D}) = f(\theta_m|m, \mathcal{D})f(m|\mathcal{D}) = \frac{f(\theta_m|m, \mathcal{D})f_m(\mathcal{D})f(m)}{\sum_{m=1}^{M} f_m(\mathcal{D})f(m)}.$$

Marginal likelihood

Schöniger et al evaluated the performance of different information criterion as an approximation to $f_m(\mathcal{D})$ and concluded that they “are often heavily biased and that the choice of approximation method substantially influences the accuracy of model ranking. For reliable model selection, bias-free numerical methods should be preferred over [information criterion] whenever computationally feasible”.¹

Elicitation of experts’ beliefs

Process

The NICE Guide to the Methods of Technology Appraisal 2013 acknowledges that probability distributions “should not be arbitrarily chosen” and that “formal elicitation methods are available if there is a lack of [sample] data” with which to generate joint distributions of parameters.² There is an extensive literature on the elicitation of experts’...
beliefs using different elicitation protocols namely behavioural aggregation using the Sheffield Elicitation Framework (SHELF) (i.e. face-to-face elicitation), mathematical aggregation using Cooke’s method (i.e. individual elicitation), and the Delphi method using a mixture of behavioural and mathematical aggregation. There are advantages and disadvantages associated with each approach although, when there are multiple experts, we prefer SHELF, which generates a prior distribution that represents the belief of a rationale impartial observer and not necessarily a consensus distribution. A feature of SHELF is the generation of an evidence dossier containing all relevant information relating to the uncertain quantities of interest. The evidence dossier ensures that judgements are based on the same body of evidence and mitigates any bias associated with the availability heuristic.

Probability distributions can be elicited using fixed or variable interval methods such as the trial roulette method and bisection method, respectively, and fitted using the freely available SHELF software or the online tool MATCH. Eliciting beliefs about an odds ratio would avoid generating implausible proportions, although an odds ratio is unlikely to be a quantity that an expert is able to express beliefs about in most practical situations.
## Probability distributions

| Distribution | Density Function $f(t \mid \cdot)$ | Survival Function $S(t \mid \cdot)$ | Hazard Function $h(t \mid \cdot) = f(t \mid \cdot)/S(t \mid \cdot)$ |
|--------------|-----------------------------------|-----------------------------------|-----------------------------------|
| Exponential  | $f(t \mid \lambda) = \lambda e^{-\lambda t}$ $t > 0$; rate (scale) $\lambda > 0$ | $S(t \mid \lambda) = e^{-\lambda t}$ | $h(t \mid \lambda) = \lambda$ |
| Weibull      | $f(t \mid \nu, \lambda) = \nu \lambda t^{\nu-1} e^{-\lambda t}$ $t > 0$; shape $\nu > 0$; scale $\lambda > 0$ | $S(t \mid \nu, \lambda) = e^{-\lambda t^\nu}$ | $h(t \mid \nu, \lambda) = \nu \lambda t^{\nu-1}$ $\nu = 1$: Constant – exponential distribution $\nu < 1$: Decreasing monotonically $\nu > 1$: Increasing monotonically |
| Lognormal    | $f(t \mid \mu, \sigma) = \frac{1}{t \sigma \sqrt{2\pi}} \exp\left(-\frac{1}{2\sigma^2} (\log(t) - \mu)^2\right)$ $t > 0$; location $\mu \in (-\infty, \infty)$; shape $\sigma > 0$ | $S(t \mid \mu, \sigma) = \phi\left(-\frac{\log(t) - \mu}{\sigma}\right)$ | $h(t \mid \mu, \sigma) = \frac{1}{\sigma \sqrt{2\pi}} \exp\left(-\frac{1}{2\sigma^2} (\log(t) - \mu)^2\right)$ Unimodal - Increasing then decreasing |
| Log-logistic$^a$ | $f(t \mid \beta, \theta) = \frac{\beta}{\theta} \left(\frac{t}{\theta}\right)^{\beta-1} \left\{1 + \left(\frac{t}{\theta}\right)^{\beta}\right\}^{-2}$ $t > 0$; shape $\beta > 0$; scale $\theta > 0$ | $S(t \mid \beta, \theta) = \frac{1}{1 + \left(\frac{t}{\theta}\right)^{\beta}}$ | $h(t \mid \beta, \theta) = \frac{\beta}{\theta} \left(\frac{t}{\theta}\right)^{\beta-1} \left\{1 + \left(\frac{t}{\theta}\right)^{\beta}\right\}^{-2}$ $\beta > 1$: Unimodal - Increasing then decreasing $0 < \beta \leq 1$: Decreasing monotonically |
| Gompertz     | $f(t \mid \lambda, \theta) = \lambda \theta e^{\theta t} \exp\left(-\frac{\lambda}{\theta} (e^{\theta t} - 1)\right)$ $t > 0$; shape $\theta > 0$; scale $\lambda > 0$ | $S(t \mid \lambda, \theta) = \exp\left(-\frac{\lambda}{\theta} (e^{\theta t} - 1)\right)$ | $h(t \mid \lambda, \theta) = \lambda \theta e^{\theta t}$ $\theta > 0$: Increasing monotonically from $\lambda$ at time $t = 0$ $\theta = 0$: Constant – exponential distribution |

$^a$ The mean is not defined when $\beta \leq 1$
The exponential, gamma, Weibull, lognormal and log-logistic distributions are nested models and are all members of the Generalised F distribution (Figure S1.1).\textsuperscript{11}

Figure S1.1: Generalised F distribution

A Gompertz distribution is appropriate when the hazard increases over time so that \( S(t) \to 0 \) as \( t \to \infty \); a negative value of \( \theta \) implies that a proportion of people are immortal; a negative value of \( \lambda \) implies that the hazard of an event is negative until \( \lambda > e^\theta \). In practice, values of \( \lambda \) and \( \theta \) are generally restricted to a limited sample space and are highly correlated; the smaller the value of \( \theta \), the larger is the value of \( \lambda \). The mode of a Gompertz distribution is:\textsuperscript{12}

\[
\text{Mode}[X] = \frac{1}{\theta} \log \left( \frac{\theta}{\lambda} \right)
\]

Hence, the mode is negative when \( \theta < \lambda \) and is zero when \( \theta = \lambda \), which implies that \( \theta \) must be greater than \( \lambda \) for a plausible survival model.

The log-logistic and Gompertz distributions are not available as standard distributions in JAGS. Time-to-event data can be modelled using these distributions in JAGS by making use of the “zeros trick”. A Poisson(\( \phi \)) observation of zero has likelihood \( \exp(\phi) \) so that if
observed data is a set of 0’s and $\phi[t_i]$ is set to $-\log(L[t_i])$, we obtain the correct likelihood contribution.\textsuperscript{13}

For time-to-event data, the likelihood is:

$$L(t_i) = \prod_{i=1}^{n} f(t_i|\theta)^{d_i} S(t_i|\theta)^{(1-d_i)}.$$

$$\Rightarrow \log[L(t_i)] = \sum_{i=1}^{n} \left( d_i \times \log(f(t_i|\theta)) + (1 - d_i) \times \log(S(t_i|\theta)) \right)$$

$$= \sum_{i=1}^{n} d_i \times \log(h(t_i|\theta)) + \log(S(t_i|\theta))$$

where $d_i$ is an indicator variable that equals 1 if the event is observed and 0 if the event is censored.
Exponential distribution: Exact prior distribution for the rate parameter for a single treatment

We derive the prior distribution for the rate parameter $\lambda$ of an exponential distribution based on experts’ beliefs about the proportion of patients out of the whole population defined by a study’s inclusion/exclusion criteria who survive beyond time $t$ expressed using a beta distribution.

Let $\pi = S(t) = P(T > t) = \exp(-\lambda t)$ represent the probability of surviving beyond time $t$.

Re-arranging with respect to $\lambda$ gives $\lambda = \frac{-\log(\pi)}{t}$.

Taking derivatives, $d\lambda = -\frac{1}{t\pi} d\pi$, so that $\frac{1}{d\lambda} = \frac{t\exp(-\lambda t)}{d\pi}$.

Let $\pi \sim Beta(\alpha, \beta)$.

Now,

$$F_\Lambda(\lambda) = P(\Lambda < \lambda)$$

$$= P\left(-\frac{\log(\Pi)}{t} < \lambda\right)$$

$$= P(\Pi > \exp(-t\lambda))$$

$$= \int_{\exp(-t\lambda)}^{1} \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} \pi^{\alpha-1}(1 - \pi)^{\beta-1} d\pi.$$ 

Therefore,

$$f_\Lambda(\lambda) = \frac{d}{d\lambda} F_\Lambda(\lambda)$$

$$= -\frac{t\exp(-\lambda t)}{d\pi} \int_{\exp(-t\lambda)}^{1} \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} \pi^{\alpha-1}(1 - \pi)^{\beta-1} d\pi$$
\[ t \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} (\exp(-\lambda t))^{\alpha-1} (1 - \exp(-\lambda t))^{\beta-1} \exp(-\lambda t). \]

Knowing the exact form of the prior distribution is not necessary nor possible when interest is in expressing the prior joint distribution of multiple rate parameters from multiple treatments.
**Exponential distribution: Joint prior distributions for the rate parameters of multiple treatments**

The exponential distribution is the simplest parametric model used to analyse time-to-event data. It has a single parameter, $\lambda > 0$, representing the (hazard) rate of an event.

For a control and experimental treatment, the task is to generate a prior joint distribution for the rate parameters, $\lambda_1$ and $\lambda_2$.

Let $S_i(t_0)$ represent the proportion of patients out of the whole population defined by a study’s inclusion/exclusion criteria who survive at time $t_0$ on Treatment $i$, $i = 1, 2$.

Applying the complimentary log-log transformation to the survival function:

$$\log\left(-\log\left(S_i(t_0)\right)\right) = \log(\lambda_i) + \log(t_0)$$

The uncertain parameters of an exponential distribution are expressed as functions of $S_i(t_0)$:

$$\lambda_i = \frac{-\log(S_i(t_0))}{t_0}$$

Therefore, rather than eliciting beliefs about the joint distribution, $\pi(\lambda_1, \lambda_2)$, we elicit beliefs about $S_i(t_0)$.

To induce correlation between $S_i(t_0)$, we can elicit beliefs about the following functional parameters and assume them to be independent:

$$S_1(t_0)$$

$$\delta_{21} = S_2(t_0) - S_1(t_0)$$

Beliefs about $S_1(t_0)$ can be represented using beta distributions. Beliefs about $\delta_{21}$ can be represented using a normal distribution or as a scaled beta distribution to allow for the possibility of asymmetry in the prior distribution.
The necessary constraints to ensure plausible parameter values are:

\[ S_1(t_0) + \delta_{21} > 0 \]

\[ 1 - S_1(t_0) - \delta_{21} > 0 \]

The expected value of an exponential distribution is:

\[ E[X] = \frac{1}{\lambda} \]

The median of an exponential distribution is:

\[ Med[X] = \frac{\log(2)}{\lambda} \]
Weibull distribution: Joint prior distributions for the shape and scale parameters of multiple treatments

There are at least two parameterisations of the Weibull distribution; we use the parameterisation used by OpenBUGS/WinBUGS\(^\text{13}\) and JAGS\(^\text{15}\).

For a control and experimental treatment, the task is to generate a prior joint distribution for the shape and scale parameters, \(\nu_1, \lambda_1, \nu_2, \text{ and } \lambda_2\). Let \(S_i(t_0)\) and \(S_i(t_1)\) represent the proportion of participants out of the whole population defined by a study’s inclusion/exclusion criteria who survive at times \(t_0\) and \(t_1\) on Treatment \(i\), \(i = 1, 2\), where \(t_1 > t_0\). Applying the complementary log-log transformation to the survival function:

\[
\ln\left(-\ln(S_i(t_0))\right) = \ln(\lambda_i) + \nu_i \ln(t_0)
\]
\[
\ln\left(-\ln(S_i(t_1))\right) = \ln(\lambda_i) + \nu_i \ln(t_1)
\]

The parameters of the Weibull distributions are expressed as functions of \(S_i(t_0)\) and \(S_i(t_1)\):

\[
\nu_i = \frac{\ln\left(\frac{\ln(S_i(t_1))}{\ln(S_i(t_0))}\right)}{\ln\left(\frac{t_1}{t_0}\right)}
\]
\[
\lambda_i = \frac{-\ln(S_i(t_0))}{t_0^{\nu_i}}
\]

Therefore, rather than eliciting beliefs about the joint distribution, \(\pi(\nu_1, \lambda_1, \nu_2, \lambda_2)\), we elicit beliefs about \(S_i(t_0)\) and \(S_i(t_1)\). To induce correlation between \(S_i(t_1)\) and \(S_i(t_0)\), we can elicit beliefs about the following functional parameters and assume them to be independent:\(^\text{14}\)

\[
S_i(t_0)
\]
\[
\delta_{11} = S_1(t_0) - S_1(t_1)
\]
\[
\delta_{21} = S_2(t_0) - S_1(t_0)
\]
\[ \delta_{22} = S_2(t_0) - S_2(t_1) \]

Beliefs about \( S_1(t_0) \), \( \delta_{11} \) and \( \delta_{22} \) can be represented using beta distributions. Beliefs about \( \delta_{21} \) can be represented using a normal distribution or as a scaled beta distribution to allow for the possibility of asymmetry in the prior distribution.

The necessary constraints to ensure plausible parameter values are:

\[
\begin{align*}
S_1(t_0) + \delta_{21} &> 0 \\
1 - S_1(t_0) - \delta_{21} &> 0 \\
S_1(t_0) - \delta_{11} &> 0 \\
S_1(t_0) + \delta_{21} - \delta_{22} &> 0 \\
S_1(t_1) &> 0 \\
S_2(t_1) &> 0
\end{align*}
\]

Constraints could be placed on \( \lambda_i \) by recognising that \( S_i(1) = e^{-\lambda_i} \).

In situations when it is believed that the underlying hazard function is strictly increasing (decreasing) over time then the shape parameter, \( \nu_i \), could be constrained to be strictly greater than (less than one), although this would be a strong belief.

Constraints on model parameters do not affect the distributions of the elicited quantities.

The expected value of a Weibull distribution is:

\[
E[X] = \lambda^{-1/\nu} \Gamma \left( 1 + \frac{1}{\nu} \right)
\]

The median of a Weibull distribution is:

\[
\text{Med}[X] = \lambda^{-1/\nu} (\log(2))^{1/\nu}
\]
Lognormal distribution: Joint prior distribution for the location and shape parameters of multiple treatments

A lognormal distribution is characterised by a location parameter $\mu \in (-\infty, \infty)$ and shape parameter $\sigma > 0$ representing the mean and standard deviation on the log scale.

For a control and experimental treatment, the task is to generate a prior joint distribution for $\mu_i$ and $\sigma_i$. Let $S_i(t_0)$ and $S_i(t_1)$ represent the proportion of patients out of the whole population defined by a study’s inclusion/exclusion criteria who survive at times $t_0$ and $t_1$ on Treatment $i, i = 1, 2$, where $t_1 > t_0$.

A lognormal distribution can be written as:

$$\log(t) = \mu + \epsilon$$

where $\epsilon \sim N(0, \sigma^2)$.

The cumulative distribution and survival functions are:

$$F[t] = \phi \left( \frac{\log(t) - \mu}{\sigma} \right)$$

$$S[t] = 1 - F[\log(t)] = \phi \left( -\frac{\log(t) - \mu}{\sigma} \right)$$

Therefore,

$$-\phi^{-1}[S(t)] = \frac{\log(t) - \mu}{\sigma}$$

Let

$$\gamma_0 = -\frac{\mu}{\sigma}$$
and

\[ \gamma_1 = \frac{1}{\sigma} \]

so that

\[ \mu = -\frac{\gamma_0}{\gamma_1} \]

and

\[ \sigma = \frac{1}{\gamma_1} \]

Then,

\[ -\phi^{-1}[S(t)] = \gamma_0 + \gamma_1 \log(t) \]

The transformed parameters of the log-normal distributions are expressed as functions of \( S_i(t_0) \) and \( S_i(t_1) \):

\[ \gamma_{i0} = \frac{\log(t_1) \phi^{-1}(S_i(t_0)) - \log(t_0) \phi^{-1}(S_i(t_1))}{\log(t_0) - \log(t_1)} \]

\[ \gamma_{i1} = \frac{-\phi^{-1}(S_i(t_0)) + \phi^{-1}(S_i(t_1))}{\log(t_0) - \log(t_1)} \]

Therefore, rather than eliciting beliefs about the joint distribution, \( \pi(\mu_1, \sigma_1, \mu_2, \sigma_2) \), we elicit beliefs about \( S_i(t_0) \) and \( S_i(t_1) \). To induce correlation between \( S_i(t_1) \) and \( S_i(t_0) \), we can elicit beliefs about the following functional parameters and assume them to be independent:\(^{14}\)

\[ S_1(t_0) \]

\[ \delta_{11} = S_1(t_0) - S_1(t_1) \]
\[ \delta_{21} = S_2(t_0) - S_1(t_0) \]

\[ \delta_{22} = S_2(t_0) - S_2(t_1) \]

Beliefs about \( S_1(t_0), \delta_{11} \) and \( \delta_{22} \) can be represented using beta distributions. Beliefs about \( \delta_{21} \) can be represented using a normal distribution or as a scaled beta distribution to allow for the possibility of asymmetry in the prior distribution.

The necessary constraints to ensure plausible parameter values are:

\[ S_1(t_0) + \delta_{21} > 0 \]

\[ 1 - S_1(t_0) - \delta_{21} > 0 \]

\[ S_1(t_0) - \delta_{11} > 0 \]

\[ S_1(t_0) + \delta_{21} - \delta_{22} > 0 \]

\[ S_1(t_1) > 0 \]

\[ S_2(t_1) > 0 \]

Constraints could be placed on \( \gamma_{i0} \) by recognising that \( S_i(1) = \phi(-\gamma_{i0}) \).

Constraints on model parameters do not affect the distributions of the elicited quantities.

The expected value of a lognormal distribution is:

\[ E[X] = \exp(\mu + 0.5 \times \sigma^2) = \exp \left( -\frac{\gamma_0}{\gamma_1} + \frac{0.5}{\gamma_1^2} \right) \]

The median of a lognormal distribution is:

\[ \text{Med}[X] = \exp(\mu) = \exp \left( -\frac{\gamma_0}{\gamma_1} \right) \]
Log-logistic distribution: Joint prior distribution for the shape and scale parameters of multiple treatments

A log-logistic distribution is characterised by a shape parameter $\beta > 0$ and scale parameter $\theta > 0$. It can be derived as a mixture of a Weibull distribution with exponential mixing weights.

For a control and experimental treatment, the task is to generate a prior joint distribution for $\beta_i$ and $\theta_i$. Let $S_i(t_0)$ and $S_i(t_1)$ represent the proportion of patients out of the whole population defined by a study’s inclusion/exclusion criteria who survive at times $t_0$ and $t_1$ on Treatment $i$, $i = 1, 2$, where $t_1 > t_0$.

Now, the failure odds of a log-logistic model is:

$$\frac{1 - S(t)}{S(t)} = \left(\frac{t}{\theta}\right)^\beta$$

Therefore,

$$\log\left(\frac{1 - S(t)}{S(t)}\right) = \beta \left(\log(t) - \log(\theta)\right) = \alpha + \beta \log(t)$$

where

$$\alpha = -\beta \log(\theta)$$

The parameters of the log-logistic distributions are expressed as functions of $S_i(t_0)$ and $S_i(t_1)$:

$$\beta_i = \frac{\log(1 - S_i(t_0)) - \log(S_i(t_0))}{\log(t_0) - \log(t_1)} - \frac{\log(1 - S_i(t_1)) - \log(S_i(t_1))}{\log(t_0) - \log(t_1)}$$

$$\log(\theta_i) = \frac{\log(t_1)\left[\log(1 - S_i(t_0)) - \log(S_i(t_0))\right] - \log(t_0)\left[\log(1 - S_i(t_1)) - \log(S_i(t_1))\right]}{\beta_i \left(\log(t_0) - \log(t_1)\right)}$$
Therefore, rather than eliciting beliefs about the joint distribution, \( \pi(\beta_1, \theta_1, \beta_2, \theta_2) \), we elicit beliefs about \( S_i(t_0) \) and \( S_i(t_1) \). To induce correlation between \( S_i(t_1) \) and \( S_i(t_0) \), we can elicit beliefs about the following functional parameters and assume them to be independent: \(^{14}\)

\[
S_1(t_0)
\]

\[
\delta_{11} = S_1(t_0) - S_1(t_1)
\]

\[
\delta_{21} = S_2(t_0) - S_1(t_0)
\]

\[
\delta_{22} = S_2(t_0) - S_2(t_1)
\]

Beliefs about \( S_1(t_0) \), \( \delta_{11} \) and \( \delta_{22} \) can be represented using beta distributions. Beliefs about \( \delta_{21} \) can be represented using a normal distribution or as a scaled beta distribution to allow for the possibility of asymmetry in the prior distribution.

The necessary constraints to ensure plausible parameter values are:

\[
S_1(t_0) + \delta_{21} > 0
\]

\[
1 - S_1(t_0) - \delta_{21} > 0
\]

\[
S_1(t_0) - \delta_{11} > 0
\]

\[
S_1(t_0) + \delta_{21} - \delta_{22} > 0
\]

\[
S_1(t_1) > 0
\]

\[
S_2(t_1) > 0
\]

Constraints could be placed on \( \alpha_i \) by recognising that \( S_i(1) = [1 + e^{\alpha_i}]^{-1} \)

Constraints on model parameters do not affect the distributions of the elicited quantities.

The expected value of a log-logistic distribution is:
\[ E[t] = \theta \Gamma \left( 1 + \frac{1}{\beta} \right) \Gamma \left( 1 - \frac{1}{\beta} \right) \]

The expected value does not exist if \( \beta \leq 1 \).

Alternatively, using the properties that:

\[ \Gamma(x + 1) = x\Gamma(x) \]

\[ \Gamma(1 - x) = -x\Gamma(-x) \]

\[ \sin(\pi x) = \frac{\pi}{-x\Gamma(x)\Gamma(-x)} \]

The expected value of a log-logistic distribution is:

\[ E[t] = \frac{\theta \pi / \beta}{\sin \left( \frac{\pi}{\beta} \right)} \]

The median of a log-logistic distribution is:

\[ \text{Med}[t] = \theta \]
**Gompertz distribution: Joint prior distribution for the location and shape parameters of multiple treatments**

A Gompertz distribution is characterised by a shape parameter $\theta > 0$ and scale parameter $\lambda > 0$.

For a control and experimental treatment, the task is to generate a prior joint distribution for $\theta_i$ and $\lambda_i$. Let $S_i(t_0)$ and $S_i(t_1)$ represent the proportion of patients out of the whole population defined by a study’s inclusion/exclusion criteria who survive at times $t_0$ and $t_1$ on Treatment $i$, $i = 1, 2$, where $t_1 > t_0$.

Let time be divided into 3 time intervals, $[x_0, x_1], (x_1, x_2], (x_2, x_3]$, where $x_0 = 0$ and $x_3 = \infty$.

Now,

$$\pi = P(x_j < T \leq x_{j+1} | T > x_j) = 1 - \frac{S(x_{j+1})}{S(x_j)}$$

When the time intervals are short, the hazard rates within each time interval can be approximated to be constant such that:

$$h(x) = -\frac{\log(1 - \pi)}{\Delta x}$$

Setting $x_1 = t_0$ and $x_2 = t_1$,

$$\lambda_i e^{\theta_i t_0} = -\frac{\log \left( \frac{S(t_0)}{S(x_0)} \right)}{t_0 - x_0}$$

$$\lambda_i e^{\theta_i t_1} = -\frac{\log \left( \frac{S(t_1)}{S(t_0)} \right)}{t_1 - t_0}$$
'\Rightarrow \log(\lambda_i) + \theta_i t_0 = \log \left(- \frac{\log \left(\frac{S(t_0)}{S(x_0)}\right)}{(t_0 - x_0)}\right)

\Rightarrow \log(\lambda_i) + \theta_i t_1 = \log \left(- \frac{\log \left(\frac{S(t_1)}{S(t_0)}\right)}{(t_1 - t_0)}\right)

The parameters of the Gompertz distributions are expressed as functions of \(S_i(t_0)\) and \(S_i(t_1)\):

\[
\theta_i = \frac{\log \left(- \frac{\log \left(\frac{S(t_1)}{S(t_0)}\right)}{(t_1 - t_0)}\right) - \log \left(- \frac{\log \left(\frac{S(t_0)}{S(x_0)}\right)}{(t_0 - x_0)}\right)}{t_1 - t_0}
\]

\[
\log(\lambda_i) = \frac{t_1 \log \left(- \frac{\log \left(\frac{S(t_0)}{S(x_0)}\right)}{(t_0 - x_0)}\right) - t_0 \log \left(- \frac{\log \left(\frac{S(t_1)}{S(t_0)}\right)}{(t_1 - t_0)}\right)}{t_1 - t_0}
\]

Therefore, rather than eliciting beliefs about the joint distribution, \(\pi(\theta_1, \lambda_1, \theta_2, \lambda_2)\), we elicit beliefs about \(S_i(t_0)\) and \(S_i(t_1)\). To induce correlation between \(S_i(t_1)\) and \(S_i(t_0)\), we can elicit beliefs about the following functional parameters and assume them to be independent:\textsuperscript{14}

\[S_1(t_0)\]

\[
\delta_{11} = S_1(t_0) - S_1(t_1)
\]

\[
\delta_{21} = S_2(t_0) - S_1(t_0)
\]

\[
\delta_{22} = S_2(t_0) - S_2(t_1)
\]
Beliefs about $S_1(t_0)$, $\delta_{11}$ and $\delta_{22}$ can be represented using beta distributions. Beliefs about $\delta_{21}$ can be represented using a normal distribution or as a scaled beta distribution to allow for the possibility of asymmetry in the prior distribution.

The necessary constraints to ensure plausible parameter values are:

$$S_1(t_0) + \delta_{21} > 0$$
$$1 - S_1(t_0) - \delta_{21} > 0$$
$$S_1(t_0) - \delta_{11} > 0$$
$$S_1(t_0) + \delta_{21} - \delta_{22} > 0$$
$$S_1(t_1) > 0$$
$$S_2(t_1) > 0$$

The prior survival functions approximate the elicited quantities as a consequence of approximating the true hazards at times $t_0$ and $t_1$.

The expected value of a Gompertz distribution is:

$$E[t] = \frac{1}{\theta}e^{(\lambda/\theta)}\Gamma\left(0, \frac{\lambda}{\theta}\right)$$

$\Gamma\left(0, \frac{\lambda}{\theta}\right)$ is the incomplete exponential integral, a special case of the upper incomplete gamma function defined as $\Gamma(a, x) = \int_x^\infty t^{a-1}e^{-t}dt$.

The median of a Gompertz distribution is:

$$\text{Med}[t] = \frac{1}{\theta} \log\left[1 - \left(\frac{\theta}{\lambda}\right) \log\left(\frac{1}{2}\right)\right]$$
Computing survival probabilities and mean survival

Let $\psi_t(\theta_m)$ represent the proportion of participants surviving after $t$ months as a function of the model parameters. The Bayesian estimate of the survival function is computed as the expected value of its posterior distribution:

$$S_m(t) = E[\psi_t(\theta_m)].$$

Similarly, let $\varphi(\theta_m)$ represent the population mean survival as a function of the model parameters. The Bayesian estimate is computed as the expected value of its posterior distribution:

$$E[\varphi(\theta_m)].$$

Model probabilities

Non-informative prior distributions

There is no unique way to represent so-called non-informative prior distributions for model probabilities. Options include:

- Let $f(m) = 1/M$.
- If $f(1)$ represents the prior belief in model 1, then $f(m) = (1 - f(1))/(M - 1)$, $m = 2, \ldots, M$.
- If models are nested such that Model 1 $\subset$ Model 2 $\subset$ $\ldots$ $\subset$ Model $M$, then smaller prior probabilities are placed on models of higher dimension:
  - Jeffrey’s improper prior $f(m) = 1/(m + 1)$
  - Suppose there are $n_s$ models of dimension $\text{dim}(m_s)$, $s = 1, \ldots, S$. Then, let the prior probability be $f(m_s)$ for models of dimension $\text{dim}(m_s)$.
1. Give each model of dimension $\text{dim}(m_s)$ equal probability $f(m_s) = \frac{1}{S}$ so that $f(m) = f(m_s)/n_s$.

2. Give each model of dimension $\text{dim}(m_s)$ probability $f(m_s) = m_s^{-1}/\sum_{s=1}^{S} s^{-1}$ so that $f(m) = f(m_s)/n_s$.

**Empirical prior distributions**

Garthwaite et al. proposed an empirical Bayes approach based on formulating correlation matrices between models. Three weighting schemes were proposed based on the correlation matrix: minimum variance, capped eigenvalue and cos-square. The cos-square weighting scheme satisfies the strong dilution property and has weights that are always non-negative.

**Computing Bayesian model evidence using Monte Carlo simulation**

Step 1:

Generate $N$ random draws from the prior joint distribution of model parameters, $\theta$.

Step 2:

For each random draw ($i = 1, \ldots, N$) from the prior joint distribution of model parameters, compute the likelihood ($j = 1, \ldots, J$).

$$\text{lik}_i = \prod_j \left[ h(t_j|\theta_i) \right]^{\delta_j} S(t_j|\theta_i)$$

Step 3:

Compute the mean of the likelihoods.

$$BME = f_m(D) = \frac{\sum_{i=1}^{N} \text{lik}_i}{N}$$
Assessing Bayesian model evidence convergence

Compute the cumulative average of the likelihoods and plot against $N$.

$$BME_N = \frac{\sum_{i=1}^{N} lik_i}{N}$$

$N$ is sufficient when $BME_N$ stabilises.

Computing Hellinger’s distance using Monte Carlo simulation

Define

$$f_{DH}(m) \propto a_m$$

where

$$a_m = \sum_{m'} D^H(m, m')$$

the sum of the distances from model $m$ to every other model.

The aim is to compute:

$$D^H(m, m') = \int [f_m^{1/2}(y) - f_{m'}^{1/2}(y)]^2 dy$$

where the integration is over the sample space of the data for models $m$ and $m'$ and

$$f.(y) = \int f.(y|\theta) f.(\theta) d\theta$$

Now, using Monte Carlo simulation:

$$\int [f_m^{1/2}(y) - f_{m'}^{1/2}(y)]^2 dy \approx \frac{1}{J} \sum_{j=1}^{J} [f_m^{1/2}(y_j) - f_{m'}^{1/2}(y_j)]^2$$

where $y_1, ..., y_J$ are independent and identically distributed uniform random variables.

Similarly,
\[ f^{1/2}(y_j) \approx \frac{1}{N} \sum_{i=1}^{N} f^{1/2}(y_j | \theta_i) \]

where \( \theta_i \) are independent and identically distributed \( f(\theta) \).

**Step 1:**

Generate a uniform distributed random survival time, \( y_j \), over the sample space of the data, say \( U[0,100] \).

**Step 2:**

Generate random draws, \( \theta_{mi} \) and \( \theta_{m'i} \), from the prior joint distributions of parameters from model \( m \) and \( m' \), respectively.

**Step 3:**

Compute \( f(y_j | \theta_i) \) for the \( y_j \) generated at Step 1 with respect to parameter values \( \theta_{mi} \) and \( \theta_{m'i} \) generated at Step 2 for models \( m \) and \( m' \), respectively.

**Step 4:**

Compute the square root of \( f(y_j | \theta_i) \) generated at Step 3 for models \( m \) and \( m' \), respectively.

**Step 5:**

Repeat Steps 2-4 for a large number draws, \( i = 1, ..., N \), from the prior joint distributions of parameters from model \( m \) and \( m' \).

**Step 6:**

Compute the average of the values generated at Step 5 with respect to each model.

**Step 7:**

Compute the difference of the averages of the square roots computed at Step 6 and square the result.
Step 8:

Repeat steps 1-7 for a large number of random sample times, $j = 1, ..., J$.

Step 9:

Compute the average of the values computed at Step 8.
Appendix S2: German breast cancer study

Table S2.1 summarises the number of recurrence-free events and the ages of the patients at the start of treatment.

Table S2.1: Number of recurrence free events

|                     | No Hormonal Treatment (N=440) | Hormonal Treatment (N=246) |
|---------------------|-------------------------------|----------------------------|
| Recurrence-free events | 205 (46.6%)                 | 94 (38.2%)                 |
| Age yrs: Mean       | 51                           | 57                         |
| Minimum             | 21                           | 32                         |
Exponential Distribution

The prior and posterior distributions of model parameters, survival functions and Bayesian model evidence are presented in Figure S2.1.

Figure S2.1: Exponential distribution: Distribution of model parameters, survival functions and Bayesian model evidence
Weibull Distribution

When a sampled value from the prior distribution for $\delta_{i}$ is small between times $t_0$ and $t_1$, $v_i$ tends to zero and a proportion of patients tend to immortality. Similarly, when a sampled value from the prior distribution for $\delta_{i}$ is large between times $t_0$ and $t_1$, $v_i$ tends to infinity and a proportion of patients die quickly. According to Selvin, the usual values of the shape parameter of a Weibull distribution used to model human survival data are $0.3 \leq v_i \leq 3.5$. Using this constraint in the illustrative example generated several prior pairs of $(v_i, \lambda_i)$ corresponding to prior mean values that were greater than 50 years, while the average age of patients in the study was 53 years. To avoid implausibly high proportions of patients living beyond 100 years, we added the constraint that the population means should be no more than 50 years. A population mean survival of 50 years might still be implausible and, with clinical input, a stricter constraint could be used.
Lognormal Distribution

The illustrative example generated several prior pairs of \((\mu_i, \sigma_i)\) corresponding to prior mean values that were greater than 50 years. To avoid implausibly high proportions of patients living beyond 100 years, we added the constraint that the population means should be no more than 50 years. A population mean of 50 years might be implausible and, with clinical input, a stricter constraint could be used.

The prior and posterior distributions of model parameters, survival functions and Bayesian model evidence are presented in Figure S2.2.

Figure S2.2: Lognormal distribution: Joint distributions of model parameters, survival functions and Bayesian model evidence
Log-logistic Distribution

The illustrative example generated several prior pairs of \((\beta_i, \theta_i)\) corresponding to prior mean values that were greater than 50 years. To avoid implausibly high proportions of patients living beyond 100 years, we added the constraint that the population means should be no more than 50 years. A population mean of 50 years might be implausible and, with clinical input, a stricter constraint could be used.

The prior and posterior distributions of model parameters, survival functions and Bayesian model evidence are presented in Figure S2.3.

Figure S2.3: Log-logistic distribution: Joint distributions of model parameters, survival functions and Bayesian model evidence
Gompertz Distribution

Only approximately 23% of samples from the prior joint distribution satisfied the constraint that $\theta$ must be greater than $\lambda$ for a plausible survival model. This suggests \textit{a priori} that a Gompertz distribution is unlikely to be a model that is consistent with prior beliefs about the proportions of patients surviving.

The prior and posterior distributions of model parameters, survival functions and Bayesian model evidence are presented in Figure S2.4.

\textbf{Figure S2.4:} Gompertz distribution: Joint distributions of model parameters, survival functions and Bayesian model evidence
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