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Abstract

It is natural to generalize the online \(k\)-Server problem by allowing each request to specify not only a point \(p\), but also a subset \(S\) of servers that may serve it. To initiate a systematic study of this generalization, we focus on uniform and star metrics. For uniform metrics, the problem is equivalent to a generalization of Paging in which each request specifies not only a page \(p\), but also a subset \(S\) of cache slots, and is satisfied by having a copy of \(p\) in some slot in \(S\). We call this problem Slot-Heterogenous Paging.

In realistic settings only certain subsets of cache slots or servers would appear in requests. Therefore we parameterize the problem by specifying a family \(S \subseteq 2^{|k|}\) of requestable slot sets, and we establish bounds on the competitive ratio as a function of the cache size \(k\) and family \(S\). If all request sets are allowed \((S = 2^{|k|})\), the optimal deterministic and randomized competitive ratios are exponentially worse than for standard Paging \((S = \{\{k\}\})\). As a function of \(|S|\) and \(k\), the optimal deterministic ratio is polynomial: at most \(O(k^2|S|)\) and at least \(\Omega(\sqrt{|S|})\). For any laminar family \(S\) of height \(h\), the optimal ratios are \(O(hk)\) (deterministic) and \(O(h^2\log k)\) (randomized). The special case that we call All-or-One Paging extends standard Paging by allowing each request to specify a specific slot to put the requested page in. For All-or-One Paging the optimal competitive ratios are \(\Theta(k)\) (deterministic) and \(\Theta(\log k)\) (randomized), while the offline problem is \(\text{NP}\)-hard. We extend the deterministic upper bound to the weighted variant of All-or-One Paging (a generalization of standard Weighted Paging), showing that it is also \(\Theta(k)\).

Some results for the laminar case are shown via a reduction to the generalization of Paging in which each request specifies a set \(P\) of pages, and is satisfied by fetching any page from \(P\) into the cache. The optimal ratios for the latter problem (with laminar family of height \(h\)) are at most \(hk\) (deterministic) and \(hH_k\) (randomized).
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1 Introduction

The standard $k$-Server and Paging models assume homogenous (interchangeable) servers and cache slots. They don’t model applications where servers have different capabilities, nor the fact that modern cache systems often partition the slots, sometimes dynamically, with some parts exclusively accessible by specific processors, cores, processes, threads, or page sets (e.g., [27,37,44–46]).

This motivates us to generalize the online $k$-Server problem to allow each request to specify not only a point $p$, but also a subset $S$ of servers that may serve it. We call this generalization Heterogenous $k$-Server. To date, only a few special cases of this problem have been studied [20,41]. Here, following the strategy taken for other hard generalizations of $k$-Server [6,7,11,21,28,36], we initiate a systematic study of this problem by focusing on its restriction to uniform and star metrics. For uniform metrics, the problem is equivalent to a variant of Paging in which each request specifies a page $p$ and a subset $S$ of $k$ cache slots, to be satisfied by having a copy of $p$ in some slot in $S$. We call this problem Slot-Heterogenous Paging. For star metrics the problem reduces to a weighted variant, where the cost of retrieving a page is the weight of the page. For reasons discussed below, we parameterize these problems by allowing the requestable sets $S$ to be restricted to an arbitrary but pre-specified family $S \subseteq 2^[[k]]$. (Restricting to $S = \{[k]\}$ gives standard Paging and $k$-Server.)

Next is a summary of our results, followed by a summary of related work.

Slot-Heterogenous Paging (Section 3). As we point out, Slot-Heterogenous Paging easily reduces (preserving the competitive ratio) to the Generalized $k$-Server problem in uniform metrics, for which upper bounds of $k^2$ and $O(k^2 \log k)$ on the deterministic and randomized ratios are known [7,11].

- We show that the optimal deterministic and randomized competitive ratios for Slot-Heterogenous Paging are at least $\Omega(2^k/\sqrt{k})$ and $\Omega(k)$, respectively (Theorems 1(i) and 3).

Hence, the optimal ratios for Slot-Heterogenous Paging are exponentially worse than for standard Paging. The proofs of Theorems 1 and 3 employ some novel ideas that may be useful for other problems: the lower bound in Theorems 1(i) uses an adversary argument that requires the construction of a set family not yet studied in the literature, while the proof of Theorem 3 is carried out via a reduction from standard Paging with a cache of size $\exp(\Theta(k))$.

The large competitive ratios in these lower bounds occur only for instances that use exponentially many distinct request sets $S$. And in realistic settings only certain subsets of cache slots or servers would appear in requests, namely those that represent capabilities or functionalities relevant in a given setting. This motivates us to study the optimal ratios as a function of the cache size $k$ and the family $S$ of requestable slot sets, and to try to identify natural families that admit more reasonable ratios.

- We show that the optimal deterministic ratio is at most $k^2|S|$ for any family $S$ (Theorem 5).

Theorem 1(ii) shows a complementary lower bound: for infinitely many families $S$, every deterministic online algorithm has competitive ratio $\Omega(\sqrt{|S|})$.

Together Theorems 5 and 1(ii) imply that, as a function of $|S|$ and $k$, the optimal deterministic ratio for Slot-Heterogenous Paging is polynomial.

Slot-Laminar Paging (Section 4). We then consider the specific structure of $S$, showing better bounds when $S$ is laminar. This case, which we call Slot-Laminar Paging, models applications where slot (or server) capabilities are hierarchical. Laminarity implies that $|S| < 2k$, so (per Theorem 5 above) the optimal deterministic ratio is $O(k^3)$. 
We show that the optimal deterministic and randomized ratios for Slot-Laminar Paging are $O(h^2k)$ and $O(h^2 \log k)$, where $h \leq k$ is the height of $S$ (Theorem 8). We next tighten the deterministic bound to $O(hk)$ (Theorem 10).

The proof of Theorem 8 is via a reduction to an intermediate problem that we call Page-Laminar Paging (introduced below), while the proof of Theorem 10 refines the generic algorithm from Theorem 5. The dependence on $k$ in these bounds is asymptotically tight, as Slot-Laminar Paging generalizes standard Paging.

Page-Laminar Paging (Section 4.1). Page-Laminar Paging is a natural generalization of Paging in which each request is a set $P$ of pages from an arbitrary but fixed laminar family $P$, and is satisfiable by fetching any page from $P$ into any slot in the cache.

We show that the optimal deterministic and randomized ratios for Page-Laminar Paging are at most $hk$ and $hH_k$, where $h$ is the height of the laminar family and $H_k = \sum_{i=1}^{k} 1/i = \ln k + O(1)$ (Theorem 6).

The proof is by a reduction, which replaces each set request $P$ by a request to one carefully chosen page in $P$, yielding an instance of Paging, while increasing the optimal cost by at most a factor of $h$.

Reducing Slot-Laminar Paging to Page-Laminar Paging. The reduction of Slot-Laminar Paging to Page-Laminar Paging in Theorem 8 is achieved via a relaxation of Slot-Laminar Paging that drops the constraint that each slot holds at most one page, while still enforcing the cache-capacity constraint of $k$. This relaxed instance is naturally equivalent to an instance of Page-Laminar Paging. The proof then shows how any solution for the relaxed instance can be “rounded” back to a solution for the original Slot-Laminar Paging instance, losing an $O(h)$ factor in the cost and competitive ratio.

Weighted All-Or-One Paging (Section 5). All-or-One Paging is the restriction of Slot-Laminar Paging (with height $h = 2$) to $S = \{k\} \cup \{j\} \; j \in [k]$. That is, only two types of requests are allowed: general requests (allowing the requested page to be anywhere in the cache), and specific requests (requiring the page to be in a specified slot). Specific requests don’t give the algorithm any choice, so may appear easy to handle, but in fact make the problem substantially harder than standard Paging—recent independent work on All-or-One Paging [20] has shown that the optimal deterministic ratio is twice that of Paging, to within an additive constant. The optimal randomized ratio of All-or-One Paging is also at least twice that for Paging, as we show in the full paper [23]. Note that Theorem 8 upper bounds the optimal randomized ratio to within a constant factor of that for Paging. The full paper also has a proof that the offline problem is NP-hard [23], in sharp contrast to even $k$-Server, which can be solved in polynomial time for arbitrary metrics.

We initiate a study of Heterogenous $k$-Server in non-uniform metrics through Weighted All-Or-One Paging, which extends All-or-One Paging so that each page has a non-negative weight and the cost of each retrieval is the weight of the page instead of 1.

We show that the optimal deterministic ratio for Weighted All-Or-One Paging is $O(k)$, matching the ratio for standard Weighted Paging up to a small constant factor (Theorem 14).

The algorithm in the proof is implicitly a linear-programming primal-dual algorithm. With this approach, the crucial obstacle to overcome is that the standard linear program for standard Weighted Paging does not force pages into specific slots. Indeed, doing so makes the natural integer linear program an NP-hard multicommodity-flow problem. (Section 5 has an example that illustrates the challenge.) We show how to augment the linear program to partially model the slot constraints.
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**Table 1** Summary of upper (≤) and lower (≥) bounds on optimal competitive ratios. Here \( \text{mass}(S) = \sum_{S \subseteq S} |S| \) and \( S^* = \bigcup_{S \subseteq S} 2^S \). The lower bound for One-of-m Paging holds for some but not all \( m \) and \( k \)—see Theorem 1(ii). The upper bound for Slot-Laminar Paging in the deterministic case (Theorem 8) is in fact \( 2 \cdot \text{mass}(S) - k \), which is at most \( (2h - 1)k \). Also, offline All-or-One Paging and its generalizations are \( \mathbb{NP} \)-hard [23], as is offline Page-Subset Paging ([21]).

| Paging problem | set family | deterministic \( \leq \) | randomized \( \leq \) | where |
|----------------|------------|----------------|----------------|------|
| Slot-Heterogeneous | 2\(^k\) \setminus \{∅\} | \( k2^k \) | \( O(k^2 \log k) \) | via [7,11] |
| - arbitrary \( S \) | \( k \cdot \min(|S^*|, \text{mass}(S)) \) | \( \Omega(k) \) | Thms. 1(i), 3 |
| One-of-m, \( m \approx k/2 \) | \( \binom{k}{m} \) | \( \Omega(2^k/\sqrt{k}) \) | \( \min(|S^*|, \text{mass}(S)) \) | Thm. 5 |
| One-of-m, any \( m \) | \( \binom{k}{m} \) | \( \Omega((4k/m)^m/\sqrt{m}) \) | Thm. 1(ii) |
| Slot-Laminar | laminar \( S \), \( h \) | \( (2h - 1)k \) | \( 3h^2 H_k \) | Thms. 8, 10 |
| All-or-One | \( \{[k]\} \cup \{\{s\} : s \in [k]\} \) | \( 2k - 1 \) | \( 2H_k - 1 \) | [20,23,32] |
| - arbitrary | \( \{[k]\} \cup \{\{s\} : s \in [k]\} \) | \( 2k + 14 \) | [20] |
| Weighted All-or-One | \( \{[k]\} \cup \{\{s\} : s \in [k]\} \) | \( O(k) \) | Thm. 14 |
| Page-Subset | \( \mathcal{P} = \{\text{set pages}\} \) | \( \min\left(\binom{k + m}{k}, \binom{k + m}{m} - 1\right) \) | \( O(k^3 \log m) \) | [28] |
| - laminar \( \mathcal{P} \), \( h \) | \( k \left(\binom{k + m}{k} - 1\right) \) | \( \leq hH_k \) | Thm. 6 |

**Related work.** Paging and \( k \)-Server have played a central role in the theory of online computation since their introduction in the 1980s [12,38,43]. For \( k \)-Server, the optimal deterministic ratio is between \( k \) and \( 2k - 1 \) [35]. Recent work [26] offers hope for closing this gap, and substantial progress towards resolving the randomized case has been reported in [4,16]. For Weighted Paging the optimal ratios are \( k \) and \( \Theta(\log k) \) [1,5,29,39,43].

Restricted Caching is one previously studied model with heterogeneous cache slots. It is the restriction of Slot-Heterogenous Paging in which each page \( p \) has one fixed set \( S_p \subseteq [k] \) of slots, and each request to \( p \) requires \( p \) to be in some slot in \( S_p \). For this problem the optimal randomized ratio is \( O(\log^2 k) \) [18]. Better bounds are possible given further restrictions on the sets, as in Companion Caching, which models a cache partitioned into set-associative and fully-associative parts [14,15,30,40]. It is natural to ask whether Restricted \( k \)-Server—the restriction of Heterogenous \( k \)-Server that requires each point \( p \) to be served by a server in a fixed set \( S_p \)—is easier than Heterogenous \( k \)-Server; while the two problems are different for many metric classes, they can be shown to be equivalent in metric spaces with no isolated points, such as Euclidean spaces. The \( \mathbb{NP} \)-hardness result for Restricted Caching from [15] implies that offline Slot-Heterogenous Paging with \( S = \{\{s,k\} : s \in [k-1]\} \) is \( \mathbb{NP} \)-hard.

Other sophisticated online caching models include Snoopy Caching—in which multiple processors each have their own cache and coordinate to maintain consistency across writes [34], Multi-Level Caching—where the cost to access a slot depends on the slot [24], and Writeback-Aware Caching—where each page has multiple copies, each with a distinct level and weight, and each request specifies a page and a level, and can be satisfied by fetching a copy of this page at the given or a higher level [8,9]. (This is a special case of weighted Page-Laminar Paging where \( \mathcal{P} \) consists of pairwise-disjoint chains.) Multi-Core Caching models the fact that faults can change the request sequence (e.g. [33]).
Patel’s master thesis [41] studies Heterogenous $k$-Server with just two types of requests—general requests (to be served by any server) and specialized requests (to be served by any server in a fixed subset $S'$ of “specialized” servers)—and bounds the optimal ratios for uniform metrics and the line. Recent independent work on deterministic algorithms for online All-or-One Paging establishes a $2k - 1$ lower bound and a $2k + 14$ upper bound [20]. Earlier work in [32] presents a $2k - 1$ lower bound and a $3k$ upper bound on deterministic algorithms.

Heterogenous $k$-Server reduces (see Section 3) to the Generalized $k$-Server problem, in which each server moves in its own metric space, each request specifies one point in each space, and the request is satisfied by moving any one server to the requested point in its space [36]. For uniform metrics, the optimal competitive ratios for this problem are between $2^k$ and $k2^k$ (deterministic) and between $\Omega(k)$ and $O(k^2 \log k)$ (randomized) [7,11]. These ratios are exponentially worse than the ratios for standard $k$-Server. Heterogenous $k$-Server, parameterized by $S$, provides a spectrum of problems that bridges the two extremes.

Weighted $k$-Server is a restriction of Generalized $k$-Server in which servers move in the same metric space but have different weights, and the cost is the weighted distance [31]. For this problem (in non-uniform metrics) the deterministic and randomized ratios are at least (respectively) doubly exponential [6,7] and exponential [3,22].

Page-Subset Paging, restricted to $m$-element sets of pages, has been studied as (uniform) Metrical Service Systems with Multiple Servers [21,28]. For this problem the deterministic ratio is at least $\left(\frac{k+m}{k}\right) - 1$ [28], while the randomized ratio is $O(k^3 \log m)$ [21]. The $k$-Chasing problem extends $k$-Server by having each request $P$ be a convex subset of $\mathbb{R}^d$, to be satisfied by moving any server to any point in $P$ [17]. For $k$-Chasing, no online algorithm is competitive even for $d = k = 2$ [17], while for $k = 1$ the ratios grow with $d$ [2,42].

In the $k$-Taxi problem each request $(p,q)$ requires any server to move to $p$ then (for free) to $q$. For this problem the optimal ratios are exponentially worse than for standard $k$-Server [19,25].

## 2 Formal Definitions

### Slot-Heterogenous Paging.

A problem instance consists of a set $[k] = \{1, 2, \ldots, k\}$ of cache slots, a family $S \subseteq 2^{|k|} \setminus \{\emptyset\}$ of requestable slot sets, and a request sequence $\sigma = \{\sigma_t\}_{t=1}^T$, where each request has the form $\sigma_t = (p_t, S_t)$ for some page $p_t$ and set $S_t \in S$. A cache configuration $C$ is a function that specifies the content of each slot $s \in [k]$; this content is either a single page or empty. Configuration $C$ is said to satisfy a request $(p, S)$ if it assigns page $p$ to at least one slot in $S$. A solution for a given request sequence $\sigma$ is a sequence $\{C_t\}_{t=1}^T$ of cache configurations such that, for each $t \in [T]$, $C_t$ satisfies request $\sigma_t$. The objective is to minimize the number of retrievals, where a page $p$ is retrieved in slot $s$ at time $t$ if $C_t$ assigns $p$ to $s$, but $C_{t-1}$ does not (or $t = 1$). An event when $C_{t-1}$ does not assign $p_t$ to any slot in $S_t$ is called a fault. Obviously a fault triggers a retrieval but, while this is not strictly necessary, it is convenient to also allow an algorithm to make spontaneous retrievals, either by fetching into the cache a non-requested page or by moving pages within the cache.

### Slot-Laminar Paging.

This is the restriction of Slot-Heterogenous Paging to instances where $S$ is laminar: every pair $R, R' \in S$ of sets is either disjoint or nested. (This implies $|S| \leq 2k$.) A laminar family $S$ can be naturally represented by a forest (a collection of disjoint trees), with a set $R$ being a descendant of $R'$ if $R \subseteq R'$. When discussing Slot-Laminar Paging we will routinely use tree-related terminology; for example, we will refer to some sets in $S$
as leaves, roots, or internal nodes. The height $h$ of a laminar family $S$ is one less than the maximum height of a tree in $S$, that is the maximum $h$ for which $S$ contains a sequence of $h$ strictly nested sets: $R_1 \subset R_2 \subset \ldots \subset R_h$.

**All-or-One Paging.** This is the restriction of Slot-Laminar Paging to instances with $S = \{[k]\} \cup \{\{j\}\}_{j \in [k]}$. That is, there are two types of requests: general, of the form $(p, [k])$, requiring page $p$ to be in at least one slot of the cache, and specific, of the form $(p, \{j\})$, $j \in [k]$, requiring page $p$ to be in slot $j$. For convenience, $(p, *)$ is a synonym for $(p, [k])$, while $(p, j)$ is a synonym for $(p, \{j\})$.

**Weighted All-Or-One Paging.** This is the natural extension of All-or-One Paging in which each page $p$ is assigned a non-negative weight $wt(p)$, and the cost of retrieving $p$ is $wt(p)$ instead of 1.

**One-of-$m$ Paging.** This is the restriction of Slot-Heterogenous Paging to instances with $S = \binom{[k]}{m} = \{S \subseteq [k] : |S| = m\}$, that is, every request specifies a set of $m$ slots.

**Page-Subset Paging.** An instance consists of $k$ cache slots, a collection $\mathcal{P}$ of requestable sets of pages, and a request sequence $\pi = \{P_t\}_{t=1}^T$, where each $P_t$ is drawn from $\mathcal{P}$. A solution is a sequence $\{C_t\}_{t=1}^T$ of cache configurations (as previously defined) such that, at each time $t \in [T]$, $C_t$ assigns at least one page in $P_t$ to at least one slot. The objective is to minimize the number of retrievals. (Slots are interchangeable here, so a cache configuration could be defined as a multiset of at most $k$ pages, but using slot assignments is technically more convenient.)

**Page-Laminar Paging.** This is the restriction of Page-Subset Paging to instances where $\mathcal{P}$ is laminar.

**Generalized $k$-Server.** In this variant of $k$-Server, each server moves in its own metric space; each request specifies one point in each space, and the request is satisfied by moving any one server to the requested point in its space [36].

**Approximation algorithms.** An algorithm $A$ for a given cost minimization problem is called a $c$-approximation algorithm if, for each instance $\sigma$, $A$ satisfies $\text{cost}_A(\sigma) \leq c \cdot \text{opt}(\sigma) + b$, where $\text{cost}_A(\sigma)$ is the cost of $A$ on $\sigma$, $\text{opt}(\sigma)$ is the optimum cost of $\sigma$, and $b$ is a constant independent of $\sigma$.

**Online algorithms and competitive ratio.** In the online variants of the paging problems studied in this paper the requests arrive online, one per time step, and an online algorithm needs to satisfy each request before the next one is revealed. To simplify presentation we assume that the algorithm knows the underlying set family $S$ (or $\mathcal{P}$), but many of our algorithms work (or can be adapted to work) without knowing the set family in advance. An online algorithm $A$ is called $c$-competitive if $A$ is a $c$-approximation algorithm. As common in the literature, we will use the term “optimal deterministic (resp. randomized) competitive ratio” to refer to the optimal ratio of of a deterministic (resp. randomized) online algorithm for the given problem.
3 Slot-Heterogenous Paging

Any instance of Slot-Heterogenous Paging can be reduced to an instance of Generalized k-Server in uniform spaces, as follows. Represent each cache slot by a server in a uniform metric space whose points are the pages, then simulate each request \((p, S)\) by a sufficiently long sequence of requests, each of which specifies point \(p\) for each server in \(S\) and alternates between two different points for the remaining servers, in \([k] \setminus S\). Composing this reduction with the upper bounds from [7] yields immediate upper bounds of \(O(k2^k)\) and \(O(k^3 \log k)\) on the deterministic and randomized ratios for unrestricted Slot-Heterogenous Paging (that is, with \(S = 2^k \setminus \{\emptyset\}\)).

Theorems 1(i) and 3 (Section 3.1) show that these bounds are tight within \(\text{poly}(k)\) factors: the optimal ratios are at least \(\Omega(2^k/\sqrt{k})\) and \(\Omega(k)\), respectively. But restricting \(S\) allows better ratios: Theorem 5 (Section 3.2) shows an upper bound of \(k^2|S|\) on the optimal deterministic ratio for any family \(S\). For One-of-\(m\) Paging, Theorems 5 and 1(ii) (Section 3.1) imply that the optimal deterministic ratio is \(O(k^{m+1})\) and \(\Omega((4k/m)^{m/2}/\sqrt{m})\).

3.1 Lower bounds for Slot-Heterogenous Paging

We establish our lower bounds for Slot-Heterogenous Paging and One-of-\(m\) Paging given in Table 1.

\(\blacktriangleright\) Theorem 1.

(i) For all odd \(k\), the optimal deterministic ratio for One-of-\(m\) Paging with \(m = (k + 1)/2\) is at least \(\binom{k}{m} = \Omega(2^k/\sqrt{k})\). For all \(k\), the optimal ratio with \(m = \lfloor (k + 1)/2 \rfloor\) is \(\Omega(2^k/\sqrt{k})\).

(ii) For any even \(m \geq 2\) and any \(k > m\) that is an odd multiple of \(m - 1\), the optimal deterministic ratio for One-of-\(m\) Paging is at least \(\binom{m-1}{m/2} \binom{k}{m-1}^{m/2} = \Theta((4k/m)^{m/2}/\sqrt{m}) = \Omega(|S|),\) where \(S = \binom{[k]}{m}\).

Before proving Theorem 1, we prove Lemma 2. It states that for any \(S\) the existence of a family \(Z \subseteq 2^k\) with certain properties implies a lower bound of \(|Z|\) on the competitive ratio. The proof of the theorem then constructs such families \(Z\) for appropriate families \(S\) of requestable sets. Throughout this section \(\overline{X}\) denotes the complement of set \(X \subseteq [k]\), that is \(\overline{X} = [k] \setminus X\).

\(\blacktriangleright\) Lemma 2. For some \(S \subseteq 2^k\), suppose there are two set families \(\mathcal{G} \subseteq S\) and \(Z \subseteq 2^k\) such that

\(\text{gz0}\) For each \(X \subseteq [k]\) there is \(S \in \mathcal{G}\) such that \(S \subseteq X\) or \(S \subseteq \overline{X}\).

\(\text{gz1}\) If \(Z \in \mathcal{Z}\) then \(\mathcal{Z} \notin Z\).

\(\text{gz2}\) For each \(S \in \mathcal{G}\) there is \(Y \in Z\) such that \(S \not\subseteq Z\) and \(S \not\subseteq \overline{Z}\) for all \(Z \in \mathcal{Z} \setminus \{Y\}\).

Then the optimal deterministic ratio for Slot-Heterogenous Paging with family \(S\) is at least \(|Z|\).

Proof. The proof is an adversary argument based on the following idea. At each step, the adversary chooses a request that forces the algorithm to fault but causes at most two faults total among a fixed set of \(2|\mathcal{Z}|\) other solutions. At the end, the algorithm’s total cost is at least \(|Z|\) times the average cost of these other solutions, so its competitive ratio is at least \(|Z|\). This general approach is common for lower bounds on deterministic online algorithms (see e.g. lower bounds on the optimal ratios for \(k\)-Server [38], for Metrical Task Systems [13] and for Generalized \(k\)-Server on uniform metrics [36]).
Here are the details. Let \( \mathcal{A} \) be any deterministic online algorithm for Slot-Heterogeneous Paging with slot-set family \( \mathcal{S} \). The adversary will request just two pages, \( p_0 \) and \( p_1 \). For a set \( X \subseteq [k] \), let \( C_X \) denote the cache configuration where the slots in \( X \) contain \( p_0 \) and the slots in \( \overline{X} \) contain \( p_1 \). Without loss of generality assume that each slot of \( \mathcal{A} \)'s cache always holds \( p_0 \) or \( p_1 \)—its cache configuration is \( C_X \) for some \( X \).

At each step, if the current configuration of \( \mathcal{A} \) is \( C_X \), the adversary chooses \( S \in \mathcal{G} \) such that either \( S \subseteq X \) or \( S \subseteq \overline{X} \). (Such an \( S \) exists by Property (gz0).) If \( S \subseteq X \), then all slots in \( S \) hold \( p_0 \), and the adversary requests \( (p_1, S) \), causing a fault. Otherwise, \( S \subseteq \overline{X} \), so all slots in \( S \) hold \( p_1 \). In this case the adversary requests \( (p_0, S) \), causing a fault. The adversary repeats this \( K \) times, where \( K \) is arbitrarily large. Since \( \mathcal{A} \) faults at each step, the overall cost of \( \mathcal{A} \) is at least \( K \).

It remains to bound the optimal cost. Let \( \tilde{Z} = \{ Z : Z \in Z \} \). By (gz1), we have \( \tilde{Z} \cap Z = \emptyset \).

For each \( Z \in \mathcal{Z} \cup \tilde{Z} \) define a solution called the \( Z \)-strategy, as follows. The solution starts in configuration \( C_Z \). It stays in \( C_Z \) for the whole computation, except that on requests \( (p_a, S) \) that are not served by \( C_Z \) (that is, when all slots of \( C_Z \) in \( S \) contain \( p_1-a \)), it retrieves \( p_a \) to any slot \( j \in S \), serves the request, then retrieves \( p_1-a \) back into slot \( j \), restoring configuration \( C_Z \). This costs 2.

We next observe that in each step at most one \( Z \)-strategy faults (and pays 2). Assume that the request at a given step is to \( p_0 \) (the case of a request to \( p_1 \) is symmetric). Let this request be \( (p_0, S') \), where \( S' \in \mathcal{G} \). Let \( Y \subseteq [k] \) be the set from Property (gz2). For all \( Z \in (\mathcal{Z} \cup \tilde{Z}) \setminus \{ Y, \overline{Y} \} \), then, \( S \cap Z \neq \emptyset \), implying that configuration \( C_Z \) has a slot in \( S \) that contains \( p_0 \)—in other words, configuration \( C_Z \) satisfies \( S \). Also, either \( S \cap Y \neq \emptyset \) or \( S \cap \overline{Y} \neq \emptyset \), so one of the configurations \( C_Y \) or \( C_{\overline{Y}} \) also satisfies \( S \). Therefore only one \( Z \)-strategy (\( Y \) or \( \overline{Y} \)) might not satisfy \( S \).

So, in each step, at most one \( Z \)-strategy faults (and pays 2).

Thus the combined total cost for all \( Z \)-strategies (not counting the cost of at most \( K \) for moving to \( Z \) at the beginning) is at most \( 2K \). There are \( 2|Z| \) such strategies, so their average cost is at most \( (2K + k)/2|Z| \). The cost of \( \mathcal{A} \) is at least \( K \), so the ratio is at least \( \frac{K}{(2K+k)/2|Z|} = \frac{|Z|}{1+k/2K} \). Taking \( K \) arbitrarily large, the lemma follows.

**Proof of Theorem 1.** Part (i). Recall that \( m = \lfloor (k+1)/2 \rfloor \). First consider the case when \( k \) is odd. Apply Lemma 2, taking both \( \mathcal{G} \) and \( Z \) to be \( \binom{k}{m} \). Properties (gz0) and (gz1) follow directly from \( k \) being odd and the definitions of \( \mathcal{G} \) and \( Z \).

Property (gz2) also holds with \( Y = S \). (For any \( S \in \mathcal{G} \), every \( Z \in \mathcal{Z} \) satisfies \( |Z| = |S| \geq |Z| \), so \( S \not\subseteq Z \), while \( S \subseteq Z \) implies \( Z = S \).) Thus, by Lemma 2, the ratio is at least \( |Z| = \binom{k}{(k+1)/2} = \Theta(2^k/\sqrt{k}) \). This proves Part (i) for odd \( k \).

For even \( k \), let \( k' = k-1 \). Then apply Part (i) to \( k' \) using just cache slots in \( [k'] \), that is, using slot-set family \( S' = \binom{k}{m} \subseteq \binom{k}{m} = S \), with slot \( k \) playing no role as it is never requested.

Part (ii). Fix such an \( m \) and \( k \). Let \( \ell = k/(m-1) \) so \( \ell \geq 3 \) is odd. Recall that \( S = \binom{k}{m} \) is the family of requestable slot sets. Partition \( [k] \) arbitrarily into \( m-1 \) disjoint subsets \( B_1, B_2, \ldots, B^{m-1} \), each of cardinality \( \ell \). For each \( B^e \), order its slots arbitrarily as \( B^e = \{ b_1^e, b_2^e, \ldots, b_{\ell}^e \} \). For any index \( c \in \{1, 2, \ldots, \ell \} \) and an integer \( i \), let \( c \oplus i \) denote \((c + i - 1) \mod \ell + 1 \). In other words, we view each \( B^e \) as an odd-length cycle, and this cyclic structure is important in the proof. Any consecutive pair \( \{ b_c^e, b_{c+1}^e \} \) of slots on this cycle is called an edge. Thus each cycle \( B^e \) has \( \ell \) edges.

First we define \( \mathcal{G} \subseteq S \) for Lemma 2. The sets \( S \in \mathcal{G} \) are those obtainable as follows: choose any \( m/2 \) edges, no two from the same cycle, then let \( S \) contain the \( m \) slots in those \( m/2 \) chosen edges. (The six slots inside the three dashed ovals in Figure 1 show one \( S \) in \( \mathcal{G} \).) This set of \( m/2 \) edges uniquely determines \( S \), and vice versa.
We verify that \( \mathcal{G} \) has Property (gz0) from Lemma 2. Indeed, consider any \( X \subseteq [k] \). Call the slots in \( X \) white and the slots in \( \overline{X} \) black. Each cycle \( B^e \) has odd length, so has an edge \( \{c',c\_grey\} \) that is white (with two white slots) or black (with two black slots). So either (i) at least half the cycles have a white edge, or (ii) at least half have a black edge. Consider the first case (the other is symmetric). There are \( m - 1 \) cycles, and \( m \) is even, so at least \( m/2 \) cycles have a white edge. So there are \( m/2 \) white edges with no two in the same cycle. The set \( S \) comprised of the \( m \) white slots from those edges is in \( \mathcal{G} \), and is contained in \( X \) (because its slots are white). So \( \mathcal{G} \) has Property (gz0).

Next we define \( Z \subseteq 2^k \) for Lemma 2. The set \( Z \) contains, for each set \( S' \in \mathcal{G} \), one set \( Z_{S'} \), defined as follows. For each of the \( m/2 \) cycles \( B^e \) having an edge \( \{c',c\_grey\} \) in \( S' \), add to \( Z_{S'} \) the two slots on that edge, together with the \( (\ell - 3)/2 \) slots \( b^e_{\ell = 3}, b^e_{\ell = 5}, ..., b^e_{\ell = (\ell - 2)} \). For each of the \( m/2 - 1 \) remaining cycles \( B^e \), add to \( Z_{S'} \) the \( (\ell - 1)/2 \) slots \( b^e_{\ell = 3}, b^e_{\ell = 5}, ..., b^e_{\ell = 2} \). (The orange/shaded slots in Figure 1 show one set \( Z_{S'} \) in \( Z \).) Then \( Z_{S'} \) contains exactly \( m/2 \) edges (the ones in \( S' \)) while its complement \( \overline{Z}_{S'} \) contains exactly \( m/2 - 1 \) edges (one from each cycle with no edge in \( S' \)). This implies Property (gz1). Note that \( Z_{S'} \neq \overline{Z}_{S'} \) for different sets \( S', S'' \in \mathcal{G} \).

Next we show Property (gz2). Given any set \( S \in \mathcal{G} \), let \( Y = Z_S \in Z \). Consider any \( Z_{S'} \in Z \) such that \( S \subseteq Z_{S'} \) or \( S \subseteq \overline{Z}_{S'} \). We need to show \( Z_{S'} = Z_S \), i.e., \( S' = S \). It cannot be that \( S \subseteq Z_{S'} \), because \( S \) contains \( m/2 \) edges, whereas \( Z_{S'} \) contains \( m/2 - 1 \) edges. So \( S \subseteq \overline{Z}_{S'} \). But \( S \) and \( Z_{S'} \) each contain exactly \( m/2 \) edges, which therefore must be the same. It follows from the definition of \( Z_{S'} \) that \( S' = S \). So Property (gz2) holds.

So \( \mathcal{G} \) and \( Z \) have Properties (gz0)-(gz2) from Lemma 2. Directly from definition we have \( |Z| = |\mathcal{G}| \), while \( |\mathcal{G}| = (m/2)^m/2 \) because there are \( (m/2)^m/2 \) ways to choose \( m/2 \) distinct cycles, and then for each of these \( m/2 \) cycles there are \( \ell \) ways to choose one edge. Lemma 2 and \( \ell = k/(m - 1) \) imply that the optimal deterministic ratio is at least \( f(m,k) = (m/2)^m/(k/(m - 1))^{m/2} \). To complete the proof of part (ii) we lower-bound \( f(m,k) \). We observe that

\[
4^m = \Omega((\sqrt{m}(k/(k - m)))^{k-m+1/2}).
\]  

This can be verified by considering two cases: If \( k \geq m + 2 \) then, using \( 1 + z \leq e^z \), we have

\[
\sqrt{m}(k/(k - m))^{k-m+1/2} = \frac{\sqrt{m}(1 + m/(k - m))}{(1 + m/(k - m))^{k-m+1/2}} \leq \sqrt{m} \cdot e^{m/4} \leq 2 \cdot 4^m,
\]

for all \( m \geq 1 \). In the remaining case, for \( k = m+1 \), we have

\[
\sqrt{m}(k/(k - m))^{k-m+1/2} = \sqrt{m}(1 + m)^{3/2} \leq 4^m.
\]

Thus (1) indeed holds. Now, recalling that \( f(m,k) = \left(\frac{m}{m/2}\right)\left(\frac{k}{k/(m - 1)}\right)^{m/2} \), we derive

\[
f(m,k) = \Theta((2^m/\sqrt{m}) \cdot (k/(m - 1))^{m/2}) \quad \text{(Stirling’s approximation)}
\]

\[
= \Theta((4k/m)^{m/2} \cdot (1 + 1/(m - 1))^{m/2}/\sqrt{m}) \quad \text{(rewriting)}
\]

\[
= \Theta((4k/m)^{m/2}/\sqrt{m}) \quad ((1 + 1/(m - 1))^{m/2} \leq e) \quad (2)
\]
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**input:** Slot-Heterogenous Paging instance \((k, \mathcal{S}, \sigma = (\sigma_1, \ldots, \sigma_T))\)

1. let the initial cache configuration \(C_0\) be arbitrary; let \(\ell \leftarrow 1\) — \(\ell\) is the start of the current phase
2. for each time \(t \leftarrow 1, 2, \ldots, T\):
   1. if current configuration \(C_{t-1}\) satisfies request \(\sigma_t\): ignore the request (set \(C_t = C_{t-1}\))
   2. else:
      1. if any configuration satisfies all requests \(\sigma_\ell, \sigma_{\ell+1}, \ldots, \sigma_t\): let \(C_t\) be any such configuration
      2. else: let \(\ell \leftarrow t\); let \(C_t\) be any configuration satisfying \(\sigma_t\) — start the next phase

**Figure 2** Online algorithm ExhSearch for Slot-Heterogenous Paging.

This gives us one estimate on the competitive ratio in Theorem 1(ii). To obtain a second estimate, squaring both sides of (2), we obtain

\[
\begin{align*}
  f(m,k)^2 &= \Omega((4k/m)^m/m) = \Omega((k/m)^m \cdot 4^m/m) \\
  &= \Omega((k/m)^m \cdot (k/(k-m))^{k-m+1/2}/\sqrt{m}) \quad \text{(using (1))} \\
  &= \Omega\left(\binom{k}{m}\right) = \Omega(|\mathcal{S}|) \quad \text{(Stirling’s approximation)}
\end{align*}
\]

Therefore \(f(m,k) = \Omega(\sqrt{|\mathcal{S}|})\), as claimed, completing the proof of Theorem 1(ii).

Next we present a lower bound on the optimal competitive ratio for randomized algorithms:

**Theorem 3.** The optimal randomized ratio for One-of-\(m\) Paging with \(m = \lceil k/2 \rceil\) is \(\Omega(k)\).

The proof is by a reduction from standard Paging with some \(N\) pages and a cache of size \(N - 1\). For any \(N\), this problem has optimal randomized competitive ratio \(H_{N-1} = \Theta(\log N)\) [29]. This and the next lemma, whose proof is deferred to the full paper [23], imply the theorem.

**Lemma 4.** Every \(f(k)\)-competitive (randomized) online algorithm \(A\) for One-of-\(m\) Paging with \(m = \lceil k/2 \rceil\) can be converted into an \(O(f(k))\)-competitive (randomized) online algorithm \(B\) for standard Paging with \(N\) pages and a cache of size \(N - 1\), where \(N = 2^{\Theta(k)}\).

### 3.2 Upper bounds for deterministic Slot-Heterogenous Paging

This section gives upper bounds on the optimal deterministic competitive ratio for Slot-Heterogenous Paging with any slot-set family \(\mathcal{S}\), as a function of \(\text{mass}(\mathcal{S}) = \sum_{S \in \mathcal{S}} |S| \leq k|\mathcal{S}|\) and \(|\mathcal{S}^*|\), where \(\mathcal{S}^* = \bigcup_{S \in \mathcal{S}} 2^S\). The first bound follows from an easy counting argument. The second bound uses a refinement of the rank method of [7], which bounds the number of steps of a natural exhaustive-search algorithm by the rank of a certain upper-triangular matrix.

**Theorem 5.** Fix any \(\mathcal{S} \subseteq 2^k \setminus \{\emptyset\}\). The competitive ratio of Algorithm ExhSearch in Figure 2 for Slot-Heterogenous Paging with requestable sets from \(\mathcal{S}\) is at most \(k \cdot \min\{|\mathcal{S}^*|, \text{mass}(\mathcal{S})\}\).

The theorem implies that the competitive ratio of One-of-\(m\) Paging is polynomial in \(k\) when \(m\) is constant. Theorem 5 can be strengthened slightly by making the algorithm retrieve at most \(\min(t, k)\) pages for the \(t\)th request in each phase.
Proof of Theorem 5. By inspection of the algorithm, the length of each phase does not depend on previous phases. Focus on any one phase. We first bound the length, say \( L \), of the phase. To ease notation and without loss of generality, assume the phase is the first (with \( \ell = 1 \)) and the algorithm faults in each step \( t \), that is \( C_{t-1} \) does not satisfy \( \sigma_t = (p_t, S_t) \). (Otherwise first remove such requests; this doesn’t change the algorithm’s cost or increase the optimal cost.) So the following holds:

(UT) For each time \( t \in [L] \), configuration \( C_{t-1} \) satisfies requests \( \sigma_1, \sigma_2, \ldots , \sigma_{t-1} \), but not \( \sigma_t \).

The final configuration \( C_L \) in the phase satisfies all requests in the phase. In particular, for each \( S \in \mathcal{S} \), for each request \( (p, S) \) in the phase, \( C_L \) has \( p \) in some slot in \( S \), so (i) there are at most \( |S| \) distinct requests in the phase that use any given set \( S \in \mathcal{S} \). Property (UT) implies that (ii) every request \( \sigma_t \) in this phase is distinct (indeed, for any \( t' < t \), \( C_{t-1} \) satisfies \( \sigma_{t'} \), but not \( \sigma_t \)). Observations (i) and (ii) imply the following bound \( L \leq \sum_{S \in \mathcal{S}} |S| = \text{mass}(\mathcal{S}) \).

(As an aside, the above argument uses only that every request in the phase is distinct, a weaker condition than (UT). Given only that property, the above bound on \( L \) is tight for every \( \mathcal{S} \) in the following sense: consider any configuration \( C \) that puts a distinct page in each slot \( s \in [k] \), and a request sequence \( \sigma \) that requests in any order every pair \( (p, S) \) such that \( S \in \mathcal{S} \) and \( C \) assigns \( p \) to a slot in \( S \). Then \( \sigma \) is satisfied by a single configuration, while having \( \text{mass}(\mathcal{S}) \) distinct requests.)

Next we give a second bound on \( L \) that is tighter for some families \( \mathcal{S} \). Identify each page \( p \) with a distinct but arbitrary real number. For each cache configuration \( C_t \), let \( C^t_i \in \mathbb{R} \) denote the page in slot \( i \), if any, else 0. Define matrix \( M \in \mathbb{R}^{L \times L} \) by

\[
M_{st} = \prod_{i \in S_t} (C^t_i - p_t),
\]

so that \( M_{st} = 0 \) if and only if \( C^t_i = p_t \) for some \( i \in S_t \), that is, if and only if \( C_{s-1} \) satisfies \( \sigma_t \). So Property (UT) implies that \( M \) is upper-triangular and non-zero on the diagonal. So \( M \) has rank \( L \).

Expanding the formula for \( M_{st} \), we obtain

\[
M_{st} = \sum_{S \subseteq S_t} \left( \prod_{i \in S} C^t_i \right) \cdot \left( \prod_{i \in S^c \cap S} -p_t \right) = \sum_{S \subseteq S_t} \left( \prod_{i \in S} C^t_i \right) \cdot (-p_t)^{|S_t| - |S|} = \sum_{S \subseteq S^c} A_{sS} \cdot B_{St},
\]

where matrices \( A \in \mathbb{R}^{L \times \mathcal{S}} \) and \( B \in \mathbb{R}^{\mathcal{S}^c \times L} \) are defined by

\[
A_{sS} = \prod_{i \in S} C^t_{s-1} \quad \text{and} \quad B_{St} = \begin{cases} (-p_t)^{|S_t| - |S|} & \text{if } S \subseteq S_t \\ 0 & \text{otherwise.} \end{cases}
\]

That is, \( M = AB; A \) and \( B \) (and \( M \)) have rank at most \( |\mathcal{S}^c| \). And \( M \) has rank \( L \), so \( L \leq |\mathcal{S}^c| \). To bound the optimum cost, consider any phase other than the last. Let \( t' \) and \( t'' \) be the start and end times. Suppose for contradiction that the optimal solution incurs no cost (has no retrievals) during \([t' + 1, t'' + 1]\). Then its configuration at time \( t' \) satisfies all requests in \([t', t'' + 1]\), contradicting the algorithm’s condition for terminating the phase. So the optimal solution pays at least 1 per phase (other than the last). In any phase of length \( L \) the algorithm pays at most \( kL \) (at most \( k \) per step). This and two upper bounds on \( L \) imply Theorem 5. □
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4 Slot-Laminar Paging

In this section we prove upper bounds for Slot-Laminar Paging given in Table 1. Recall that in Slot-Laminar Paging family $S$ is assumed to be a laminar family of slot sets whose height we denote by $h$. Theorem 8 bounds the optimal ratios by $3h^2k$ (deterministic), $3h^2H_k$ (randomized) and $3h^2$ (offline polynomial-time approximation). The proof of Theorem 8 (Section 4.2) is by a reduction of Slot-Laminar Paging to Page-Laminar Paging, which we study in Section 4.1. Theorem 10, presented in Section 4.3, tightens the deterministic upper bound to $2hk$.

4.1 Page-Laminar Paging

Recall that Page-Laminar Paging generalizes Paging by allowing each request to be a set $P$ of pages. The request $P$ is satisfiable by having any page $p \in P$ in the cache. We require $P \in \mathcal{P}$, where $\mathcal{P}$ is a pre-specified laminar collection of sets of pages, whose height we denote by $h$. (See the example in Figure 3.) To our knowledge, this problem has not been yet studied in the literature. In particular, we do not know whether the optimum solution can be computed in polynomial time. (If the number of non-leaf sets in $\mathcal{P}$ is constant, the problem can be solved in polynomial time using dynamic programming and Belady-like rules for choosing pages to fetch and evict.)

- **Theorem 6.** Page-Laminar Paging admits the following polynomial-time algorithms: an $hk$-competitive deterministic online algorithm, an $hH_k$-competitive randomized online algorithm, and an offline $h$-approximation algorithm.

The proof is by reduction to standard Paging. Known polynomial-time algorithms for standard Paging include an optimal offline algorithm [10], a deterministic $k$-competitive online algorithm [43] and a randomized $H_k$-competitive online algorithm [1]. Theorem 7 follows directly from composing these known results with the following lemma, whose proof is deferred to the full paper [23].

- **Lemma 7.** Every $f(k)$-approximation algorithm $\mathcal{A}$ for Paging can be converted into an $hf(k)$-approximation algorithm $\mathcal{B}$ for Page-Laminar Paging, preserving the following properties: being polynomial-time, online, and/or deterministic.

4.2 Upper bounds for randomized and offline Slot-Laminar Paging

- **Theorem 8.** Slot-Laminar Paging admits the following polynomial-time algorithms: a deterministic $3h^2k$-competitive online algorithm, a randomized $3h^2H_k$-competitive online algorithm, and an offline $3h^2$-approximation algorithm.
Our focus here is on uniform treatment of the three variants of Slot-Laminar Paging in the above theorem, and the ratios in this theorem have not been optimized. For example, in Section 4.3 we give a better deterministic algorithm. For the special case when \( h = 2 \) the problem can be reduced to All-or-One Paging, for which the ratio can be improved even further [20].

The proof of Theorem 8 is by a reduction of Slot-Laminar Paging to Page-Laminar Paging, in Lemma 9 (proved in Appendix A). The reduction uses a relaxation of Slot-Laminar Paging that relaxes the constraint that each slot hold at most one page (but still enforces the cache-capacity constraint), yielding an instance of Page-Laminar Paging. The reduction simulates the given Page-Laminar Paging algorithm on multiple instances of Page-Laminar Paging—

one for each set \( S \in D \), obtained by relaxing the subsequence that contains just those requests contained in \( S \) — then aggregates the resulting Page-Laminar Paging solutions to obtain the global Slot-Laminar Paging solution. Lemma 9 and Theorem 6 (for Page-Laminar Paging) immediately imply Theorem 8.

▶ Lemma 9. Every \( f_h(k) \)-approximation algorithm \( A \) for Page-Laminar Paging can be converted into a \( 3hf_h(k) \)-approximation algorithm \( B \) for Slot-Laminar Paging, preserving the following properties: being polynomial-time, online, and/or deterministic.

### 4.3 Improved upper bound for deterministic Slot-Laminar Paging

For Slot-Laminar Paging, this section presents a deterministic algorithm with competitive ratio \( O(hk) \), improving upon the bound of \( O(h^2k) \) from Theorem 8. The algorithm, \( \text{RefSearch} \), refines \( \text{ExhSearch} \). Like \( \text{ExhSearch} \), it is phase-based and maintains a configuration that can satisfy all requests in a phase; however, in order to satisfy the next request in the current phase, the particular configuration is chosen by judiciously moving pages in certain slots that are serving requests along a path in the laminar hierarchy.

▶ Theorem 10. For Slot-Laminar Paging, Algorithm \( \text{RefSearch} \) (Fig. 4) has competitive ratio at most \( 2 \cdot \text{mass}(S) - k \leq (2h - 1)k \).

We begin by defining the terminology used in the algorithm and the proof, and establish some useful properties. Recall that a configuration \( D \) satisfies a request \( r = \langle p, S \rangle \) if there exists a slot \( s \in S \) such that \( s \) holds \( p \) in \( D \); in this case, we also say that slot \( s \) satisfies \( r \) in \( D \). A configuration \( D \) is said to satisfy a set \( R \) of requests if it satisfies every request in \( R \). A set \( R \) of requests will be called satisfiable if there exists a configuration that satisfies \( R \). To determine if a set \( R \) of requests is satisfied by a configuration, it is sufficient (and necessary) to examine the maximal subset of “deepest” requests in the laminar hierarchy. Formally, a request \( \langle p, S \rangle \) is an ancestor (resp., descendant) of \( \langle p', S' \rangle \) if \( S \supseteq S' \) (resp., \( S \subseteq S' \)). For any set \( R \) of requests, define \( \text{rep}(R) \) as the set of requests in \( R \) that do not have any proper descendants in \( R \). That is, \( \text{rep}(R) = \{ \langle p, S \rangle \in R : \forall S' \subset S, \langle p, S' \rangle \notin R \} \). For \( r = \langle p, S \rangle \), define \( \text{anc}(r, R) = \{ \langle p, S' \rangle \in R : S \subseteq S' \} \). Lemma 11 (proved in the full paper [23]) establishes some basic properties of \( \text{rep}(R) \).

▶ Lemma 11. Let \( R \) be a set of requests. Then,

(i) In any configuration, each slot can satisfy at most one request in \( \text{rep}(R) \).

(ii) A configuration satisfies \( R \) if and only if it satisfies \( \text{rep}(R) \).

(iii) \( R \) is satisfiable iff for any requestable set \( S \), \( \text{rep}(R) \) has at most \( |S| \) requests to subsets of \( S \).

Algorithm \( \text{RefSearch} \) is given in Figure 4. It consists of phases. The first phase starts in time Step 1, and each phase ends when adding the current request to the request set from this phase makes it unsatisfiable. Within a phase, redundant requests, that is those
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The following helper claim, which characterizes when a particular request is not satisfied by the current configuration, are ignored (Step 1.3). To serve a non-redundant request \( \sigma_i = (p, S) \), the cache content is rearranged to free a slot in \( S \). This rearrangement involves shifting the content of some slots that serve requests in \( \text{rep}(R) \) along the path from \( S \) to the root, to find a slot that is either unused or holds \( p \) (Step 1.4.2).

For technical reasons, in the analysis of Algorithm \textsc{RefSearch} it will be useful to introduce a slightly refined concept of configurations. Given a request set \( R \), an \( R\)-configuration is a configuration \( D \) in which each request in \( \text{rep}(R) \) is served by exactly one slot. (By Lemma 11(i), each slot can serve only one request in \( \text{rep}(R) \), but in general in a configuration serving \( R \) there may be multiple slots that serve the same request in \( \text{rep}(R) \).) Slots in \( D \) that do not serve requests in \( \text{rep}(R) \) are called free in \( D \). Observe that each configuration \( C_t \) of Algorithm \textsc{RefSearch} implicitly is an \( R_t\)-configuration – due to the assignment of slots in Step 1.4.2. Also, if the slot \( s_m \) chosen by the algorithm in Step 1.4.1 satisfies condition (ii.1) then \( s_m \) is a free slot of \( D \), according to our definition.

The following helper claim, which characterizes when a particular request is not satisfied by a given configuration, follows directly from Lemma 11(iii).

\textbf{Claim 12.} Let \( R \) be a set of requests and \( D \) be an \( R\)-configuration. Let also \( r = (p, S) \) be a request such that \( D \) does not satisfy \( r \), yet \( R \cup \{r\} \) is satisfiable. Then \( D \) has a slot \( s \) in \( S \) that is either free or satisfies a request \( (p', S') \in \text{rep}(R) \) where \( S \subsetneq S' \).

The following lemma establishes the validity of Steps 1.4.1 and 1.4.2 of Algorithm \textsc{RefSearch}. We defer the proof of Lemma 13 and the full proof of Theorem 10 to Appendix A.

\textbf{Lemma 13.} Let \( R \) be a set of requests and \( D \) be an \( R\)-configuration. Let \( r = (p_0, S_0) \) be a request such that \( r \) is not satisfied by \( D \) and \( R \cup \{r\} \) is satisfiable. Then there exist sequences \( \langle s_1, \ldots, s_m \rangle \), \( \langle S_0, S_1, \ldots, S_m-1 \rangle \), and \( \langle p_0, p_1, \ldots, p_{m-1} \rangle \) such that (i) \( S_{i-1} \subsetneq S_i \) and \( S_i \in S_{i-1} \) is currently satisfying request \( (p_i, S_i) \in \text{rep}(R) \), for \( 1 \leq i < m \), and (ii) \( s_m \in S_{m-1} \) is either a free slot or is currently satisfying \( (p_0, S') \in \text{rep}(R) \) for some \( S' \supseteq S_{m-2} \). Furthermore, transforming \( D \) by moving page \( p_{i-1} \) to slot \( s_i \) (and modifying the slot assignment in \( D \) accordingly), for \( 1 \leq i \leq m \), yields an \( (R \cup \{r\})\)-configuration.
Weighted All-Or-One Paging

This section initiates the study of Heterogenous k-Server in non-uniform metrics. Weighted All-Or-One Paging is the natural weighted extension of All-or-One Paging (allowing general and specific requests) in which the pages have weights and the cost of retrieving a page is its weight. (This is equivalent to Heterogenous k-Server in star metrics with requestable set family $\mathcal{S} = \{[k]\} \cup \{\{s\} : s \in [k]\}$.) This section proves the following theorem:

**Theorem 14.** Weighted All-Or-One Paging has a deterministic $O(k)$-competitive online algorithm.

The bound is optimal up to a small constant factor, as the optimal ratio for standard Weighted Paging is $k$. Figure 5 shows the algorithm. It is implicitly a linear-programming primal-dual algorithm. Note that the standard linear program for standard Weighted Paging doesn’t have constraints that force pages into specific slots — indeed, those constraints make even the unweighted problem an $\mathbb{NP}$-hard special case of Multicommodity Flow. As a small example that illustrates the challenge, consider a cache of size $k = 2$, and repeatedly make three requests: a general request to a weight-1 page, and specific requests to different weight-zero pages in slots 1 and 2. The weight-zero requests force the weight-1 page to be evicted with each round, so the optimal cost is the number of rounds. But the solution of the the classical linear-program relaxation will have value 1. Thus this linear program cannot be used to bound the competitive ratio.
Proof sketch of Theorem 14. Fix an optimal solution \( C \), that is \( \text{opt}(\sigma) = \text{cost}(C) \). For each \( t \in [T] \), let \( x_t \in \{0, 1\} \) be an indicator variable for the event that \( C \) evicts request \( t \) before satisfying another request \( t' > t \) with the same page/slot pair that satisfied \( t \). Let \( R \subseteq [T] \) be the set of all specific requests, and for each \( t \in R \), let \( y_t \) be the amount \( C \) pays to retrieve pages into slot \( s_t \) before the next specific request to slot \( s_t \) (if any). Define the pseudo-cost of the optimal solution to be \( \sum_{t=1}^{T} \text{wt}(p_t)x_t + \sum_{t \in R} y_t \). The pseudo-cost is at most \( 2 \text{opt}(\sigma) \).

As the algorithm proceeds, define the residual cost to be \( \sum_{t=1}^{T} \max(0, \text{wt}(p_t)x_t - \text{credit}[t]) + \sum_{t \in R} \max(0, y_t - \text{cap}[t]) \). The residual cost is initially the pseudo-cost (at most \( 2 \text{opt}(\sigma) \)), and remains non-negative throughout, so the total decrease in the residual cost is at most \( 2 \text{opt}(\sigma) \). In Appendix B, we show in Lemma 15 that whenever the algorithm is raising credits and capacities at time \( t \), there is either a cached request \( t' \) with \( x_{t'} = 1 \) and \( \text{credit}[t'] < \text{wt}(p_{t'}) \), or there is a slot \( s \) with \( y_s > \text{cap}[t] \), where \( t' = \ell_t(s) \in R \). It follows that the residual cost is decreasing at least at unit rate in Step 3.2.2.1.

On the other hand, the algorithm is raising \( k \) capacities and at most \( k \) credits, so the value of \( \phi = \sum_{t=1}^{T} \text{credit}[t] + \sum_{t \in R} \text{cap}[t] \) is increasing at rate at most \( 2k \). So, the final value of \( \phi \) is at most \( 4k \text{opt}(\sigma) \). To finish, we show by a charging argument that the algorithm’s cost is at most \( 6 \phi + 3 \text{opt}(\sigma) \leq (24k + 3) \text{opt}(\sigma) \). We defer the full proof to Appendix B.

6 Open Problems

The results here suggest many open problems and avenues for further research. Closing or tightening gaps left by our upper and lower bounds would be of interest. In particular:

- For Slot-Heterogenous Paging, is the upper bound in Theorem 5 tight for every \( S \subseteq 2^k \setminus \{\emptyset\} \), within poly\((k)\) factors?
- For Page-Laminar Paging it is easy to show a lower bound of \( \Omega(h) \), even for \( k = 1 \) and for randomized algorithms. But it still may be possible to eliminate or reduce the multiplicative dependence on \( h \). For example, is it possible to achieve ratio \( O(h + k) \) with a deterministic algorithm and \( O(h + H_k) \) with a randomized algorithm? Similarly, does Slot-Laminar Paging (where \( h \leq k \)) admit an \( O(k) \) deterministic ratio and \( O(\log k) \) randomized ratio?
- For deterministic All-or-One Paging, we conjecture that the optimal ratio is \( 2k - 1 \). (For \( k = 2 \) we can show an upper bound of \( 3 \).) In the randomized case, can ratio \( 2H_k - 1 \) be achieved?
- For Weighted All-Or-One Paging, is the optimal randomized ratio \( O(\text{polylog}(k)) \)?
- The status of Heterogenous \( k \)-Server in arbitrary metric spaces is widely open. Can ratio dependent only on \( k \) be achieved? This question, while challenging, could still be easier to resolve for Heterogenous \( k \)-Server than for Generalized \( k \)-Server.
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A Proofs for Slot-Laminar Paging

A.1 General upper bounds via reduction to page-laminar paging

Proof of Lemma 9. We first define the Page-Laminar Paging relaxation of a given Slot-Laminar Paging instance. The idea is to relax the constraint that each slot can hold at most one page, while keeping the capacity constraint. The relaxed problem is equivalent to a Page-Laminar Paging instance over “virtual” pages \(v(p,s)\) corresponding to page/slot pairs \((p,s)\). This virtual page can be placed in any slot, although it represents \(p\) being in slot \(s\).

Formally, this relaxation is defined as follows. Fix any \(k\)-slot Slot-Heterogenous Paging instance \(\sigma = (\sigma_1, \ldots, \sigma_T)\) with requestable slot-set family \(\mathcal{S}\). For any page \(p\) and \(S \in \mathcal{S}\), define \(V(p, S) = \{v(p,s) : s \in S\}\), where \(v(p,s)\) is a virtual page for the pair \((p,s)\). Define the relaxation of \(\sigma\) to be the \(k\)-slot Page-Subset Paging instance \(\pi = (P_1, \ldots, P_T)\) defined by \(P_t = V(p_t, S_t)\) (where \(\sigma_t = \langle p_t, S_t \rangle\) for \(t \in [T]\)). The requestable set family for \(\pi\) is \(\mathcal{P} = \{V(p, S) : p\) is any page and \(S \in \mathcal{S}\}\). Crucially, if \(\mathcal{S}\) is slot-laminar with height \(h\), then \(\mathcal{P}\) is page-laminar with the same height \(h\).

Instance \(\pi\) is a relaxation of \(\sigma\) in the sense that for any solution \(C\) for \(\sigma\) there is a solution \(D\) for \(\pi\) with \(\text{cost}(D) \leq \text{cost}(C)\). (Namely, have \(D\) keep in its cache the virtual pages \(v(p,s)\) such that \(C\) has page \(p\) cached in slot \(s\).) It follows that \(\text{opt}(\pi) \leq \text{opt}(\sigma)\).
Next we define the algorithm $B$. Fix an $f_h(k)$-approximation algorithm $A$ for Page-Laminar Paging. Fix the input $\sigma$ with $\sigma_t = \langle p_t, S_t \rangle$ (for $t \in [T]$) to Slot-Laminar Paging algorithm $B$. We assume for ease of presentation that Algorithm $A$ is an online algorithm, and present Algorithm $B$ as an online algorithm. If $A$ is not online, $B$ can easily be executed as an offline algorithm instead.

Assume that the family $S$ has just one root $R$ with $|R| \leq k$. (This is without loss of generality, as multiple roots, being disjoint, naturally decouple any Slot-Laminar Paging instance into independent problems, one for each root.)

For each $S \in \mathcal{S}$, define $S$’s Slot-Laminar Paging subinstance $\sigma_S$ to be obtained from $\sigma$ by deleting all requests that are not subsets of $S$. Let $\pi_S$ denote the (Page-Laminar Paging) relaxation of $\sigma_S$. Algorithm $B$ on input $\sigma$ executes, simultaneously, $A(\pi_S)$ for every requestable set $S \in \mathcal{S}$, giving each execution $A(\pi_S)$ its own independent cache of size $|S|$ composed of copies of the slots in $S$.

For each such $S$, Algorithm $B$ will build its own solution, denoted $B(\sigma_S)$, for $\sigma_S$, also using its own independent cache of size $|S|$ composed of copies of the slots in $S$. The desired solution to $\sigma$ will then be $B(\sigma_R)$ (note that $\sigma = \sigma_R$).

For internal bookkeeping purposes only, in presenting Algorithm $B$, we consider each virtual page $v(p, s)$ (as defined for Page-Laminar Paging) to be a copy of page $p$, and we have $B$ maintain cache configurations that place these virtual pages in specific slots, with the understanding that the actual cache configurations are obtained by replacing each virtual page $v(p, s)$ (in whatever slot it’s in) by a copy of page $p$. This virtual copy $v(p, s)$ is functionally equivalently to $p$; for example, if placed in slot $s'$, it will satisfy any request $\langle p, s' \rangle$ with $s' \in S'$. When we analyze the cost, we will consider two copies $v(p, s)$ and $v(p', s')$ to be distinct unless $(p', s') = (p, s)$. In particular, if $B$ evicts $v(p, s)$ while retrieving $v(p, s')$ (with $s' \neq s$) in the same slot, this contributes 1 to the cost of $B$. We will upper bound $B$’s cost overestimated in this way.

**Correctness.** the following invariant over time. For each requestable set $S$, for each virtual page $v(p, s)$ currently cached by $A(\pi_S)$:
1. the solution $B(\sigma_S)$ caches $v(p, s)$ in some slot in $S$, and
2. if $S$ has a child $c$ with $s \in c$, and $B(\sigma_c)$ has $v(p, s)$ in its cache $c$, then in $B(\sigma_S)$ copy $v(p, s)$ is in the same slot as in $B(\sigma_c)$.

The invariant suffices to guarantee correctness of the solution $B(\sigma_S)$ for each instance $\sigma_S$. Indeed, when $B(\sigma_S)$ receives a request $\langle p_t, S_t \rangle$, its relaxation $A(\pi_S)$ has just received the request $\{v(p_t, s) : s \in S_t\}$, so $A(\pi_S)$ is caching a virtual page $v(p_t, s)$ (for some $s \in S_t$) in $S$. By Condition 1, then, $B(\sigma_S)$ also has $v(p_t, s)$ in some slot in $S$. In the case $S = S_t$, this suffices for $B(\sigma_S)$ to satisfy the request. In the remaining case $S$ has a child $c$ with $S_t \subseteq c$, and $B(\sigma_c)$ just received the same request, so (assuming inductively that $B(\sigma_c)$ is correct for $\sigma_c$) $B(\sigma_c)$ has $v(p_t, s)$ in some slot $s'$ in $S_t$, so by Condition 2 of the invariant $B(\sigma_S)$ has $v(p_t, s)$ in the same slot $s'$ in $S_t$, as required. In particular, $B(\sigma_R)$ will be correct for $\sigma_R$.

To maintain the invariant $B$ does the following for each requestable set $S$. Whenever the relaxed solution $A(\pi_S)$ evicts a page $v(p, s)$, the solution $B(\sigma_S)$ also evicts $v(p, s)$. After this eviction both Conditions 1 and 2 will be preserved. Whenever $A(\pi_S)$ retrieves a page $v(p, s)$, the solution $B(\sigma_S)$ also retrieves $v(p, s)$, into any vacant slot in $S$ (there must be one, because $A(\sigma_S)$ caches at most $|S|$ pages). This retrieval can cause up to two violations of Condition 2 of the invariant: one at $B(\sigma_S)$, because $v(p, s)$ is already cached by a child $B(\sigma_c)$ but in some slot $s_1 \neq s'$; the other at the parent $B(\sigma_P)$ of $B(\sigma_S)$ (if any), because $v(p, s)$ is already cached by the parent, but in some slot $s_2 \neq s'$. In the case that the retrieval does
create two violations (and \( s_1 \neq s_2 \)), \( \mathbb{B} \) restores the invariant by “rotating” the contents of the slots \( s_1, s' \), and \( s_2 \) in \( \mathbb{B}(\pi_S) \) and in each ancestor, as shown in Figure 6. Note that \( y_{i+3} \) and \( z_{i+2} \) cannot be \( v(p,s) \), so moving \( v(p,s) \) out of slots \( s' \) and \( s_2 \) doesn’t introduce a violation there. Thus this rotation indeed restores the invariant, at the expense of three retrievals at the root. (The retrievals at other nodes only modify the internal state of \( \mathbb{B} \).) There are three other cases: two violations with \( s_1 = s_2 \), one violation at \( \mathbb{B}(\pi_S) \), or one violation at its parent, but all these three cases can be handled similarly, also with at most three retrievals (in fact at most two) at the root.

**Total cost.** Each retrieval by \( h(\pi_S) \) causes at most 3 retrievals in \( \mathbb{B}(\pi_R) \), so \( \text{cost}(\mathbb{B}(\pi_R)) \leq \sum_{S \in S} 3 \text{cost}(h(\pi_S)) \leq \sum_{S \in S} 3 f_h(|S|) \text{opt}(\pi_S) \leq 3 f_h(k) \sum_{S \in S} \text{opt}(\pi_S) \leq 3 h f_h(k) \text{opt}(\pi_R) \).

The second step uses that \( h(\pi_S) = f_h(|S|) \)-competitive for \( \pi_S \). The third step uses that \( \pi_S \) is a relaxation of \( \pi_S \), and \( \text{opt}(\pi_S) \leq \text{opt}(\pi_S) \), and that \( |S| \leq k \) so \( f_h(|S|) \leq f_h(k) \). The last step uses that the sets within any given level \( i \in \{1,2,\ldots,h\} \) of the laminar family are disjoint, so \( \text{opt}(\pi_R) \) is at least the sum, over the sets \( S \) within level \( i \), of \( \text{opt}(\pi_S) \). This shows that \( \mathbb{B} \) is a \( 3 h f_h(k) \)-approximation algorithm. To finish, we observe that \( \mathbb{B} \) is polynomial-time, online, and/or deterministic if \( A \) is.

### A.2 Improved upper bound for deterministic case

**Proof of Lemma 13.** The proof is by induction on the depth of \( S_0 \) in the laminar hierarchy. For the induction base, consider \( S_0 = [k] \). Since \( r \) is not satisfied by \( D \), \( R \cup \{r\} \) is satisfiable, and every requestable slot set is subset of \([k]\), we obtain from Claim 12 that there is a free slot \( s_1 \in S_0 \). The desired claim of the lemma holds with \( m = 1 \) and sequences \( \langle s_1 \rangle \), \( \langle S_0 \rangle \) and \( \langle p_0 \rangle \) which satisfy (i). Since \( s_1 \) is free, bringing page \( p_0 \) to slot \( s_1 \) yields a \( (R \cup \{r\}) \)-configuration.

We now establish the induction step. Let \( R, D \), and \( r = \langle p_0, S_0 \rangle \) be as given. By Claim 12 there are two cases. In the first case, there is a free slot \( s_1 \in S_0 \) in \( D \). Then the desired claim holds with \( m = 1 \), and sequences \( \langle s_1 \rangle \), \( \langle S_0 \rangle \) and \( \langle p_0 \rangle \). Furthermore, as in the base case, since \( s_1 \) is free, bringing page \( p_0 \) to slot \( s_1 \) yields an \( (R \cup \{r\}) \)-configuration.

---

1. We assume here that \( f_h(k') \leq f_h(k) \) for \( k' \leq k \), which is without loss of generality as one can simulate a cache of size \( k' \) using a cache of size \( k \) by introducing artificial requests that force \( k - k' \) slots to be continuously occupied.
The remainder of this proof concerns the second case, in which there is a slot \( s_1 \in S_0 \) currently satisfying a request \( r' = (p_1, S_1) \) in rep\((R)\) with \( S_0 \subset S_1 \). Let \( D' \) denote the configuration that is identical to \( D \) except that \( D \) has \( p_0 \) in slot \( s_1 \). Since \( D \) is an \( R \)-configuration, no other slot satisfies \( r' \) in \( D \); the same holds in \( D' \). Hence, \( D' \) does not satisfy \( r' \). Furthermore, \( D' \) satisfies every request in rep\((R)\) other than \( r' \). Let \( R' = R \cup \{ r \} \setminus \text{anc}(r', R) \). In \( D' \), \( s_1 \) satisfies \( r \). Consider any request \( x \) in \( R \setminus \text{anc}(r', R) \). By definition of rep\((R)\), there exists a request \( x' \) in rep\((R)\) that is a descendant of \( x \). Since \( R' \) does not include any ancestors of \( r' \), \( x' \) is not \( r' \) and hence is satisfied by some slot in \( D' \). We thus obtain that \( D' \) satisfies \( R' \) and, in fact \( D' \) is an \( R' \)-configuration. In \( D' \) slot \( s_1 \) is assigned to \( r \), and if there is a request \( (p, S') \) in rep\((R)\) then its assigned slot is designated as free in \( D' \). At the same time, \( D' \) does not satisfy \( r' \). Further, since \( R' \cup \{ r' \} \) is a subset of \( R \cup \{ r \} \), which is satisfiable, \( R' \cup \{ r' \} \) is also satisfiable. Since \( S_1 \supseteq S_0 \), by the induction hypothesis, there are sequences \( \langle s_2, \ldots, s_m \rangle \), \( \langle S_1, S_2, \ldots, S_{m-1} \rangle \) and \( \langle p_1, p_2, \ldots, p_{m-1} \rangle \) such that \( (i) \) \( S_{i-1} \subset S_i \) and \( s_i \in S_{i-1} \) is currently satisfying \( (p_i, S_i) \) in rep\((R')\), for \( 2 \leq i < m \); and \( \text{either (ii.1) } s_m \) is a free slot in \( D' \) or \( \text{(ii.2) } s_m \) is currently satisfying a request \( (p_m, S') \) in rep\((R)\) for some \( S' \supseteq S_1 \). Note, however, that that \( s_m \) has to be a free slot in \( D' \) since (ii.2) above cannot hold: any request \( (p_1, S') \) is in \( \text{anc}(r', R) \), all requests of which are excluded from \( R' \). Furthermore, transforming \( D' \) to \( D'' \) by moving page \( p_{i-1} \) to \( s_i \) for \( 2 \leq i \leq m \), satisfies \( R' \cup \{ r' \} \).

We now establish the desired claim for \( D \), \( R \), and \( r \). Consider sequences \( \langle s_1, \ldots, s_m \rangle \), \( \langle S_0, S_1, \ldots, S_{m-1} \rangle \) and \( \langle p_0, p_1, \ldots, p_{m-1} \rangle \). The desired condition (i) follows from (i) of the induction step above and the fact that in \( D \), \( s_1 \in S_0 \) is currently satisfying a request \( (p_1, S_1) \) in rep\((R)\) with \( S_0 \subset S_1 \). For (ii), note that since \( s_m \) is a free slot in \( D' \), either \( s_m \) is a free slot in \( D \) or \( (p_0, S') \) is in rep\((R)\) for some \( S' \supseteq S_{m-2} \), thus establishing (ii). Finally, transforming \( D \) to \( D'' \) by moving \( p_{i-1} \) to \( s_i \) for \( 1 \leq i \leq m \), satisfies \( R \cup \{ r \} \). Since any request satisfying \( r' \) also satisfies all ancestors of \( r' \), we have rep\((R \cup \{ r \}) = \text{rep}(R' \cup \{ r' \}) \), implying that \( D'' \) also satisfies \( R \cup \{ r \} \). This completes the induction step and the proof of the lemma. \( \blacksquare \)

**Proof of Theorem 10.** We first argue that at any time \( t \), configuration \( C_t \) of RefSearch satisfies the set \( R_t \) of requests from the current phase of the algorithm. The proof is by induction on the number of steps within a phase. When the phase is about to start at time \( t \) then \( R_{t-1} \) is set to \( \emptyset \), so the claim holds. For the induction step, consider a step \( t \) within a phase and assume that \( C_{t-1} \) satisfies \( R_{t-1} \). If \( C_{t-1} \) satisfies new request \( \sigma_t \), then by Step 3.3, \( C_t \) satisfies \( R_t \). Otherwise, \( R_{t-1} \cup \{ \sigma_t \} \) is satisfiable but \( C_{t-1} \) does not satisfy \( \sigma_t \). Then, by Lemma 13, Steps 1.4.1 and 1.4.2 derive a configuration \( C_t \) satisfying \( R_t \), completing the induction step and the argument that at any time \( t \), \( C_t \) satisfies \( R_t \).

We next analyze the competitive ratio. We first show that the number of page retrievals during a phase of RefSearch is at most \( 2 \cdot \text{mass}(S) \). Let \( R \) denote the set of requests in the current phase. We charge the cost in this phase to the depths of the requests in rep\((R)\). The cost of Step 1.4.2 is \( m \). If \( s_m \) satisfies condition (ii.1), then rep\((R \cup \{ \sigma_t \}) = \text{rep}(R) \cup \{ \sigma_t \} \) and the depth of \( S \) is at least \( m \), so the charge per unit depth is at most 1. Otherwise, condition (ii.2) holds and rep\((R \cup \{ \sigma_t \}) = \text{rep}(R) \cup \{ \sigma_t \} \setminus \{ (p, S') \} \). In this case we have \( \sigma_t \) inherit the charges to \( (p, S') \), and we charge the cost of \( m \) to the difference in depths of \( S \) and \( S' \), which is at least \( m - 1 \) (because \( S_{m-2} \subset S' \)), so the charge per unit depth is at most \( m/(m - 1) \leq 2 \). (Note that in this case \( m \geq 2 \).) When the phase ends, a request at depth \( d \) was charged at most \( d \) times, and these charges include at least a unit charge, so its total charge is at most \( 2d - 1 \). So, the algorithm’s cost per phase is at most \( 2 \cdot \text{mass}(S) - k \leq (2h - 1)k \). The optimal cost in a phase is at least 1 as no configuration satisfies all requests in the phase and the request that starts the next phase. The theorem follows. \( \blacksquare \)
B Proofs for Weighted All-Or-One Paging

Consider any execution of the algorithm on a $k$-slot instance $\sigma$. To ease notation and streamline the analysis, without loss of generality we will make the following assumptions:

- The first $k$ requests are specific requests for an artificial 0-wt page in each of the $k$ slots.
- Each request is not redundant (per Step 3.3).
- The last $k$ requests are specific requests for an artificial 0-wt page in each of the $k$ slots.

These assumptions can be made without loss of generality as the zero-weight requests do not have any cost, the algorithm ignores redundant requests, and removing redundant requests doesn’t increase the optimum cost. For technical convenience, we think of the algorithm and the optimal solution as caching request *times* rather than pages, with the understanding that request $t$ represents page $p_t$.

**Lemma 15.** Suppose that, while responding to a general request $t$, the algorithm is executing Step 3.2.2.1 (that is, the loop condition in Step 3.2.2 is satisfied). Then, in any solution $C$, just after $C$ has responded to request $t$, either

(i) $C$ has evicted some request $t'$ currently cached by the algorithm, or

(ii) for some slot $s \in [k]$, after the most recent specific request $t_s(s)$ to slot $s$ solution $C$ has incurred cost more than $\text{cap}(t_s(s))$ for retrievals into $s$.

**Proof.** If $C$ satisfies property (i), we are done. If (i) doesn’t hold then, just after responding to request $t$, in addition to the current general request $p_t$, solution $C$ caches every request $t'$ that is cached by the algorithm. This, together with the loop condition, implies that $C$ has at least $|B| + 1 \geq |A| + 1$ generally requested pages of weight at least $\frac{1}{2} \text{wt}(p_t)$ in its cache. Thus one of these pages, say $p_{t'}$, is in a slot $s \not\in A$. The choice of $p_{t'}$ and the definition of $A$ imply then that the cost of $C$ for retrievals into $s$ after time $t_s(s)$ is at least $\text{wt}(p_{t'}) \geq \frac{1}{2} \text{wt}(p_t) > \text{cap}(t_s(s))$, so property (ii) holds.

**Proof of Theorem 14.** Fix an optimal solution $C$, that is $\text{opt}(\sigma) = \text{cost}(C)$. For each $t \in [T]$, let $x_t \in \{0, 1\}$ be an indicator variable for the event that $C$ evicts request $t$ before satisfying another request $t' > t$ with the same page/slot pair that satisfied $t$. Let $R \subseteq [T]$ be the set of all specific requests, and for each $t \in R$, let $y_t$ be the amount $C$ pays to retrieve pages into slot $s_t$ before the next specific request to slot $s_t$ (if any). Define the pseudo-cost of the optimal solution to be $\sum_{t=1}^{T} \text{wt}(p_t)x_t + \sum_{t \in R} y_t$. The pseudo-cost is at most $2\text{opt}(\sigma)$. As the algorithm proceeds, define the residual cost to be $\sum_{t=1}^{T} \max(0, \text{wt}(p_t)x_t - \text{credit}[t]) + \sum_{t \in R} \max(0, y_t - \text{cap}[t])$. The residual cost is initially the pseudo-cost (at most $2\text{opt}(\sigma)$), and remains non-negative throughout, so the total decrease in the residual cost is at most $2\text{opt}(\sigma)$. By Lemma 15, whenever the algorithm is raising credits and capacities at time $t$, there is either a cached request $t'$ with $x_{t'} = 1$ and $\text{credit}[t'] < \text{wt}(p_{t'})$, or there is a slot $s$ with $y_t > \text{cap}[t']$, where $t' = t_s(s) \in R$. It follows that the residual cost is decreasing at least at unit rate in Step 3.2.2.1.

On the other hand, the algorithm is raising $k$ capacities and at most $k$ credits, so the value of $\phi = \sum_{t=1}^{T} \text{credit}[t] + \sum_{t \in R} \text{cap}[t]$ is increasing at rate at most $2k$. So, the final value of $\phi$ is at most $4k\text{opt}(\sigma)$. To finish, we show that the algorithm’s cost is at most $6\phi + 3\text{opt}(\sigma) \leq (24k + 3)\text{opt}(\sigma)$. Count the costs that the algorithm pays as follows:

1. Requests remaining in the cache at the end (time $T$). By the assumption on the last $k$ requests, these cost nothing to bring in. All other requests are evicted.
2. Requests evicted in Line 3.2.2.2. Each such request $t'$ is evicted only after $\text{credit}[t']$ reaches $\text{wt}(p_{t'})$. So these have total weight at most $\sum_{t'=1}^{T} \text{credit}[t']$. 
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3. **Specific requests** $t'$ **evicted from slot** $s_t$ **in Line 3.1.1.** Throughout the time interval $[t', t - 1]$, the algorithm has page $p_{t'}$ in slot $s_{t'} = s_t$, and $\sigma$ has neither an equivalent specific request nor a general request to $p_t$ (by our non-redundancy assumption). The optimal solution $C$ has $p_{t'}$ in slot $s_{t'}$ at time $t'$, but not at time $t$, so $\sigma$ evicts it during $[t' + 1, t]$. So the total cost of such requests is at most the total weight of specific requests evicted by $C$, and thus at most $\text{opt}(\sigma)$.

4. **General requests evicted from slot** $s_t$ **in Line 3.1.1.** By Line 3.2.3, any general request in slot $s_t$ at time $t$ has weight at most $2\text{cap}[t_{t-1}(s_t)]$. So the total weight of such requests is at most $2 \sum_{t' \in R} \text{cap}[t']$.

5. **General requests to page** $p_t$ **evicted in Line 3.1.1.** The algorithm replaces each such general request $t'$ by a specific request $t$ (which it later evicts, unless the weight is zero) to the same page. Have general request $t'$ **charge** its cost $\text{wt}(p_{t'}) = \text{wt}(p_t)$, and any amount charged to $t'$ (in Item 6 below), to specific request $t$. (We analyze the charging scheme for Items 5 and 6 below.)

6. **General requests** $t'$ **evicted in Line 3.2.3.** Have request $t'$ **charge** the cost of its eviction, and any amount charged to $t'$ to request $t$. Since the slot holding $p_{t'}$ is not in $B$, $\text{wt}(p_{t'}) < \frac{1}{2} \text{wt}(p_t)$.

Each general request $t$ receives at most one charge in Item 6, from a request $t'$ of at most half the weight of $t$; this general request $t'$ may also receive such charges, forming a chain of charges, but since the weights of the requests in this chain decrease geometrically, $t$ is charged at most its weight. In Item 5, each specific request $t$ is charged by at most one general request $t'$ of the same weight, that may also carry the chain charge not exceeding its weight. So this specific request is charged at most twice its weight. Overall, the charge of each request from Items 5 and 6 is at most twice its weight.

The total weight of evictions considered in Items 1, 2, 3, and 4 is at most $2\phi + \text{opt}(\sigma)$. Adding also the charges to these items by evictions considered in Items 5 and 6, we obtain that the total cost of the algorithm is bounded by $3(2\phi + \text{opt}(\sigma)) = 6\phi + 3\text{opt}(\sigma)$. □