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\textbf{ABSTRACT}

This paper presents DAHiTrA, a novel deep-learning model with hierarchical transformers to classify building damages based on satellite images in the aftermath of hurricanes. An automated building damage assessment provides critical information for decision making and resource allocation for rapid emergency response. Satellite imagery provides real-time, high-coverage information and offers opportunities to inform large-scale post-disaster building damage assessment. In addition, deep-learning methods have shown to be promising in classifying building damage. In this work, a novel transformer-based network is proposed for assessing building damage. This network leverages hierarchical spatial features of multiple resolutions and captures temporal difference in the feature domain after applying a transformer encoder on the spatial features. The proposed network achieves state-of-the-art performance when tested on a large-scale disaster damage dataset (xBD) for building localization and damage classification, as well as on LEVIR-CD dataset for change detection tasks. In addition, we introduce a new high-resolution satellite imagery dataset, Ida-BD (related to the 2021 Hurricane Ida in Louisiana in 2021) for domain adaptation to further evaluate the capability of the model to be applied to newly damaged areas with scarce data. The domain adaptation results indicate that the proposed model can be adapted to a new event with only limited fine-tuning. Hence, the proposed model advances the current state of the art through better performance and domain adaptation. Also, Ida-BD provides a higher-resolution annotated dataset for future studies in this field.
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1 INTRODUCTION

Rapid and automated damage assessment of buildings and infrastructure in the aftermath of disasters is critical to expedite emergency response and resources. Damage assessments done by ground crews can be time-consuming and labor-intensive (Spencer et al., 2019). To investigate expediting building damage assessments, studies have applied computer-vision techniques on building images (N. Wang et al., 2020; Zou et al., 2022), high-resolution aerial imagery (Cheng et al., 2021; Fujita et al., 2017), and satellite imagery (Cao & Choe, 2020; McCarthy et al., 2020; Tong et al., 2012). While aerial imagery can capture more details of the condition of buildings due to lower flying altitudes than satellite imagery, it requires extensive local planning and provides a smaller area of building coverage than satellite imagery. Satellite imagery, which provides near real-time and high-coverage information, offers opportunities to assist in large-scale post-disaster building damage assessments (Corbane et al., 2011). Studies (Hao et al., 2021; Shen et al., 2022; C. Wu et al., 2021) have shown that by leveraging satellite imagery and deep learning, the process of damage assessments can be accelerated with the generation of high-quality building footprints and damage-level classification.
for each building. The majority of existing models are built using a single dataset (xBD) (Gupta et al., 2019) but have not been tested on datasets that include newly damaged areas. In this work, we overcome these limitations by creating a novel deep-learning technique to perform damage classification, building segmentation tasks, and testing of the model on a new and higher-resolution dataset related to building damage, Ida-BD, in Louisiana in the aftermath of Hurricane Ida.

The most common approach for building damage assessment using satellite imagery is to pose the problem as a combination of segmentation and classification tasks and to train deep-learning models on pre-disaster and post-disaster satellite images. Many researchers have utilized convolutional neural networks (CNNs) to achieve models with acceptable performance (Gupta & Shah, 2021; Hao et al., 2021; C. Wu et al., 2021). For example, Weber and Kané (2020) considered building damage assessment as a semantic segmentation task in which damage levels are assigned to different class labels. Pre- and post-disaster image channels are concatenated into a single input, relying on the model to differentiate between the channels of pre- and post-disaster conditions, which complicates the learning process.

The problem of damage classification can be also modeled as change detection where the change is detected over a period of time with a pair of pre- and post-disaster images. Standard practice in the existing literature is to use a CNN-based network with a two-branch architecture for pre- and post-disaster images and directly concatenating the learned features to process pixel localization and classification (Gupta and Shah, 2021; Hao et al., 2021; C. Wu et al., 2021).

We argue that directly concatenating features complicates the task of localizing pixels for damage assessment; the network should concentrate on the changes between pre- and post-disaster images. Therefore, our classifier works on the difference between features. Since pre- and post-disaster images are usually obtained at different times and under different lighting or weather conditions, to find meaningful and unbiased difference, both images should be mapped to a common domain. Therefore, we used transformer blocks that map the features of post- and pre-disaster images into a common domain to better assess the difference. In addition, as damage is typically at different scales, features should be obtained at multi-resolutions. As a result, in our network, we take advantage of UNet-based structures to learn features at different scales and we build a hierarchy of those features obtained at different scales to localize and classify the changes between two images. In Section 5, we performed ablation studies to validate our design choices, and we also compared our method with the state-of-the-art techniques and demonstrated that our method outperforms the alternatives.

Every disaster is unique although they may share some similar characteristics. For example, the building damage caused by a hurricane may not be the same as the damage caused by another hurricane in the future. Therefore, using models based on images directly from previous disaster events to assess the damage of a new event requires the models to be tested on new datasets to evaluate the adaptation performance of the models. This has been a major limitation in previous studies since most of the existing models were created based on the xBD dataset with limited or no adaptation performance testing. To address this limitation, we introduced a new dataset, Ida-BD, with 87 image pairs (1024 x 1024) with a very high resolution (0.5 m/pixel) from Hurricane Ida (2021) in Louisiana. Hurricane Ida brought the strongest winds ever recorded in Louisiana and heavy rains, which caused an estimated $18 billion in building damage and at least 30 fatalities in Louisiana (Beven II et al., 2022). Since the near-real-time damage assessment face the scarcity of labeled datasets, already available datasets can be used for training, and some domain adaptation techniques or fine-tuning can be applied to obtain satisfactory results on the newly damaged areas with scarce data. As a result, Ida-BD dataset can serve as a benchmark for domain adaptation from larger datasets like xBD. In this paper, we also provide a baseline for the domain adaptation task using a simple transfer learning method. Accordingly, the contributions of this work are as follows:

- We present a hierarchical UNet-based architecture which uses transformer-based difference to perform well on both the damage classification and building segmentation tasks.
- We introduce a new dataset, Ida-BD, for evaluating the model’s adaptation performance and provide a baseline for damage assessment task.
- We provide a simple approach for effective domain adaptation and demonstrate the usefulness of the new dataset and efficacy of the proposed network for transfer learning.

The rest of the paper is organized as follows. We first discuss related works in the field of building damage classification and change detection using satellite images in Section 2. In Section 3, we detail our model architecture along with loss functions and training settings. Section 4 provides an overview of the datasets used for evaluation and the results are presented in the Section 5. We offer conclusions in Section 6.
Figure 1: The model architecture for damage detection and classification. A pair of pre-disaster and post-disaster images is fed into an encoder made up of stacked convolution blocks (orange and green layers), where each block downsamples the features space (dashed lines). The output from each block of pre- and post-disaster image encoders is passed jointly (solid lines) into the transformer block, which maps the spatial features into feature domain and then take the difference followed by transformer decoder to map the features back into spatial domain. Next the output mask is hierarchically built by up-sampling (dashed lines) and concatenating the features from lower dimension to higher dimension layers.

2 Related work

This section discusses recent methods used for building damage classification using satellite images. Since the xView2 challenge (Gupta et al., 2019) in 2019, many researchers have tried various techniques from Siamese networks (Hao et al., 2021; C. Wu et al., 2021), to convolutional networks (Gupta & Shah, 2021; Weber & Kané, 2020), to attention mechanisms (Shen et al., 2022) to solve the problem of damage classification.

Earlier models, such as Hao et al. (2021), combined the UNet model with the Siamese architecture where the UNet model learns the semantic segmentation of buildings and the Siamese network focuses on the damage classification by comparing the segmented outputs. C. Wu et al. (2021) further developed the model by using attention-based UNet where attention is applied to the incoming layers from the encoder module before fusing with the up-sampled features in the decoder. These architectures rely on global features learned from pre- and post-disaster images that are then merged to learn the change (here, damage) at the final stage. Since the majority of parameters prioritize learning the global features for a single image, this setting makes it difficult for the model to benefit from the multi-task supervision required to learn the change.

Gupta and Shah (2021) drew insights from DeepLabv3+ and adapted it for damage classification by using a backbone of Dilated ResNet and Atrous Spatial Pyramid Pooling module to generate multi-scale features from pre- and post-disaster images, then comparing their differences to learn the temporal change. Similar to Siamese networks, a large set of layers of this model focus on learning the changes in images separately, which limits the learning capacity of the last few layers to make an efficient change detection. Additionally, this model uses multi-scale features to capture input image variations, but these features are later simply concatenated and passed into a convolutional block for the final output. Because the change itself could be of varying resolutions, a hierarchical or multi-scale analysis would be useful to generate a better quality temporal change mask.

More recently, researchers modeled the temporal relation between pre- and post-disaster images using attention mechanisms. For instance, Shen et al. (2022) used cross-directional attention in a two-stage framework for building segmentation and damage assessment. After modeling for building segmentation using single UNet branch, the pre- and post-disaster images are fed into two separate branches and cross-directional attention is used to exchange information between the two parameter branches. We note that we can explicitly enforce the model to learn the temporal difference by mapping the pre- and post-disaster features from the spatial domain to another feature domain then taking their absolute difference. The self-attention can be used to map the features from spatial to the feature domain, which can be efficiently applied through transformers. The transformers, although not specifically used for building damage classification tasks, have been successfully applied for building change detection on satellite images. It can be seen that the damage classification problem (multi-class classification) is similar to change detection (binary classification) by viewing the level of damage as change, although the damage classification problem is more difficult due to the higher target dimensionality. Moreover, the damage classes are not mutually exclusive and distinct as compared to change
detection where the presence of new infrastructure directly indicates change. For instance, there is no definitive way to classify the roof damage as major damage instead of minor damage.

Among the state-of-the-art methods for change detection, Chen et al. (2022) introduced bi-temporal image transformer (BiT) to model pre- and post-change contexts into visual semantic tokens using spatial attention. The transformer encoder is then used to learn the temporal context between the two token sets, followed by a transformer decoder projecting the features back to the pixel-space. An explicit difference is then taken on the features to generate the change mask. Although this model has significantly outperformed previous models for change detection, its performance is limited by the feature space of the visual semantic tokens. The tokens are low-dimension features generated by a CNN module, and the transformer encoder and decoder have just this information to learn change and reconstruct a high-dimensional output. Also, the final change prediction mask is generated by a single-step up-sampling from the very low-resolution feature space (1/4th of the final resolution) which makes it difficult to generate high-resolution change masks.

Another recent work for change detection by Bandara and Patel (2022), which is the closest approach to our method, uses hierarchically structured transformer encoder modules along with multi-layer perceptron (MLP) decoders in a Siamese network architecture. In this network, transformers function as feature extractors and are applied on all scales of features; however, as analyzed in B. Wu et al. (2021), the transformers are inefficient at the early stages, and the convolutions are better at extracting low-level features. Therefore, we instead use the convolutions as the base feature extractors and then apply the transformers to map these features from different temporal domains to a common domain. Also, in the work by Bandara and Patel (2022), the difference module is based on concatenation of pre- and post-change features from the transformer encoder output followed by a single-step accumulation of change features from different resolutions. However, the hierarchical reconstruction of the output map provides the model more guidance for global context and hence produces better high-resolution results.

3 Method

We propose a novel neural network called DAHiTrA for multi-class change detection for the purpose of building damage assessment. DAHiTrA is based on UNet and transformers to learn hierarchical features of pre- and post-disaster images. Transformers offer common domains at multiple scales for pre- and post-disaster images (Figure 1). Here we explain DAHiTrA’s architecture and the utilized loss functions. We also discuss how to use DAHiTrA for domain adaptation on unseen small satellite image datasets.

3.1 Model architecture

Our model is motivated by the strengths of visual transformer and UNet architecture, which are established for effectively learning context and image segmentation tasks, respectively. We first trained UNet for building the segmentation task on the xBD dataset using pre-disaster images and intermittently giving the post-disaster images. This information is later used as a backbone to provide the initial encoding features. We further encode these features using transformers and take the difference in the feature domain and then pass it to the transformer decoders to map the features back in the spatial domain. In the decoding stage, we hierarchically build the output mask by up-ampling and concatenating the features from lower to higher dimension layers followed by convolutional layers to avoid any artifacts due to up-sampling. This leads to hierarchical development of the damage output mask, which performs well on both the classification and segmentation tasks.

3.1.1 Loss function

We used a class-weighted loss function provided in Equation 1 with a combination of focal loss and dice loss to perform well for the classification task on the unbalanced dataset. A total of five classes were considered: background (0), no damage (1), minor damage (2), major damage (3) and destroyed (4), and weights \( w_i \) were assigned as per the pixel distribution of the classes in xBD dataset (Table 1). The focal loss \( L_{foc}(i) \) is used to further address the class imbalance where a modulating term is applied to the cross-entropy loss function to focus the learning on hard mis-classified examples. The second loss is dice loss \( L_{dice}(i) \), which tries to maximize the overlap between predicted and ground-truth boundaries. The denominator considers the total number of boundary pixels at global scale, while the numerator considers the intersection, implicitly capturing local behaviour.
\[ \mathcal{L}_{\text{tot}} = \sum_i w_i (\mathcal{L}_{\text{foc}(i)} + \alpha \mathcal{L}_{\text{dice}(i)}) \quad i \in \{0, \ldots, 4\} \]  
\[ \mathcal{L}_{\text{foc}(i)} = \sum_i -(1-p_i)^\gamma \log(p_i) \quad i \in \{0, 1\} \]  
\[ \mathcal{L}_{\text{dice}(i)} = 1 - \frac{2 | \tilde{c} \cup c |}{| \tilde{c} | + | c |} \quad c \in \{0, 1\} \]

### Table 1: Class-wise pixels count distribution in xBD dataset and the corresponding weights used in training.

|     | 0 | 1 | 2 | 3 | 4 |
|-----|---|---|---|---|---|
| Pixels count | 96 | 2.7 | 0.1 | 0.1 | 0.1 |
| Weight assigned | 0.01 | 0.1 | 0.7 | 0.7 | 0.7 |

### Table 2: Class-wise pixel count distribution in xBD dataset and Ida-BD dataset.

|     | 0 | 1 | 2 | 3 | 4 |
|-----|---|---|---|---|---|
| xBD | 96.1 | 2.7 | 0.1 | 0.1 | 0.1 |
| Ida-BD | 81.7 | 11.9 | 4.6 | 1.6 | 0.05 |

#### 3.1.2 Training settings

The model is trained using Adam optimizer with learning rate starting with value of 1e-4, which is gradually reduced by factor of 0.6 following a multi-step learning rate scheduler. For the xBD dataset, the model takes in 1024 x 1024 images as input and is trained using a batch size of 8 for 50 epochs. For the LEVIR dataset, the model takes in 256 x 256 cropped images and is trained using a batch size of 16 for 200 epochs. Geometric and photometric data augmentations are heavily used to make the model robust to variations and noise in the dataset. We hold 10% of the data for validation and train on the remaining set.

#### 3.1.3 Domain adaptation

To use the model on small datasets like Ida-BD (introduced in Section 4.2), we use a simple transfer learning approach to fine-tune our model on the new dataset. The diverse nature of satellite imagery captured from different locations, terrains, and weather conditions makes machine-learning algorithms difficult to generalize, which means the model trained on the xBD dataset does not generalize well for other datasets. Additionally, training a model on small datasets from scratch is difficult for the highly complex tasks such as damage classification. Domain adaptation algorithms have been proposed (M. Wang & Deng, 2018) to enable models trained on images from one dataset (source) to work on images from another dataset (target). Here, we use the discrepancy-based method to fine-tune the network with labeled target data to diminish the domain shift. We ran the pre-trained model from xBD dataset on the target dataset for 10 epochs using a fixed learning rate of 1e-6.

### 4 Datasets

The xBD dataset (Gupta et al., 2019) was used for model training and testing for disaster damage detection and classification tasks. Later, we introduced a new dataset of higher resolution (but smaller size) from Hurricane Ida for damage assessment and explore the domain adaptation from xBD to this data. Additionally, we also use LEVIR-CD dataset to evaluate the model for the change detection task.

#### 4.1 xBD

We use the xBD dataset (Gupta et al., 2019) in this study for disaster damage detection and classification tasks. The xBD dataset is a large-scale building damage dataset that publicly available by providing high-resolution (0.8 m/pixel) satellite imagery with building segmentation and damage level labels. The xBD dataset provides geo-registered pairs of pre- and post-disaster images collected from 19 disaster events such as hurricanes and floods with an image size of 1024 x 1024 pixels. The dataset uses polygons to represent building segments and provides four damage categories—no damage, minor damage, major damage and destroyed—for each building. We make use of the tier 1 and tier 3 data...
4.2 Ida-BD

We offered a new dataset, Ida-BD, obtained from the WorldView-2 (WV2) satellite with very-high-resolution images taken in November 2020 and July 2021 for pre-disaster and September 2021 for post-disaster. The satellite imagery was collected close to New Orleans, Louisiana, one of the most heavily impacted areas during Hurricane Ida in late August 2021 (Figure 2a). The WV2 satellite provides panchromatic images with spectral resolution of 450–800 nm and spatial resolution of 46 cm. The panchromatic images in this dataset were first orthorectified by Apollo Mapping to 0.5 m/pixel. We then created 87 image pairs (pairs of pre- and post-disaster images at the same location) with a size of 1024 x 1024 pixels. The resolution of these images was finer than the ones in the xBD dataset. Similar to xBD, we used polygons to represent building segments and provided four damage categories. All annotations were done by the in-house team with quality control procedures using Labelbox (Labelbox, 2022). The annotation procedure is shown in Figure 2b. We first annotated building polygons in pre-disaster images to avoid incorrect building boundaries due to damage. Then, by overlapping the annotation of building boundaries, we classified building damage for each building based on post-disaster images. All annotations, including building boundaries and damage levels, were reviewed several times by experts on the team. The comparison of damage class distribution in xBD and Ida-BD datasets is shown in Table 2. Ida-BD shows more damaged buildings at all levels in terms of pixel counts compared with xBD except for the class of destroyed buildings. Due to the small size of the dataset, it is hard to use it directly for training a model from scratch; therefore, we leveraged domain adaptation using a pre-trained model on the xBD dataset for training and evaluation on this dataset. Since the xBD dataset includes various disaster types, the class distribution of xBD dataset is quite different from Ida-BD dataset. To address this shift in target distribution, we updated the class weights in the loss function according to the new distribution. We also use aggressive data augmentation for scaling and normalization to model transfer knowledge from the dataset with different resolution and RGB distribution. We have made this dataset publicly available at DesignSafe-CI (Lee et al., 2022).

4.3 LEVIR-CD

LEVIR-CD consists of bi-temporal satellite images from Texas capturing significant land-use changes such as new construction or building decline. This dataset has 637 pairs of very-high-resolution (VHR, 0.5 m/pixel) satellite imagery with periods of 5 to 14 years and a size of 1024 x 1024 pixels. There are nearly 31K building instances within this dataset, including various building types such as warehouses, garages, and apartment complexes. This dataset provides
binary masks as labels with values 1 for changed and 0 for unchanged. Similar to the split for the xBD dataset, we keep aside 10% of the data for validation and another 10% for testing while using the rest for model training.

5 Evaluation

In this section we present the evaluation results of the model on the datasets listed in Section 4. We first share the metrics used for the evaluation and then present the qualitative and quantitative results. Later we discuss ablation studies to examine the impact of components of our model and loss functions.

5.1 Metrics

We used the XView2 Challenge metrics to evaluate our results for the xBD dataset. The metrics include a weighted average of the F1-scores of building segmentation results and a harmonic mean of the F1-scores of class-wise damage classification results:

\[
Score = 0.3 \cdot F_{1_{Loc}} + 0.7 \cdot F_{1_{Class}}
\]

\[
F_{1_{Loc}} = \frac{2 \cdot |X \cup Y|}{|X| + |Y|}
\]

\[
F_{1_{Class}} = \frac{1}{F_{1_{i}} + \cdots + F_{1_{n}}}
\]

Here, \(F_{1_{Loc}}\) is the F1-Score for building segmentation. X and Y denote background and buildings interchangeably. \(F_{1_{i}}\) denotes class-specific F1 scores for each damage level. Since this metric heavily penalizes overfitting on the over-represented classes and given that xBD dataset is heavily skewed towards no-damage class, it is a challenging metric to use for evaluation.

5.2 Quantitative and qualitative results

Here we discuss the results for three tasks: damage detection and classification, change detection, and domain adaptation tasks. We evaluate the results for these tasks on xBD dataset, LEVIR dataset, and Ida-BD dataset.

5.2.1 Results for damage classification

We tested our model on the xBD dataset for the damage detection and classification tasks by comparing the F1-score and IOU metrics. We compared the results with Siamese UNet (C. Wu et al., 2021), which serves as a baseline for most of the works in damage detection. We compared with Dual-HRNet (Ku et al., 2020), which was one of the top-performing architectures in Xview2-challenge (Gupta et al., 2019). Additionally, we compared with the numbers published by the attention-based models RescueNet (Gupta & Shah, 2021) and BDANet (Shen et al., 2022). We observed that our model performs well on all the metrics, (Table 3). Considering class-wise performance individually, BDANet performs better for major and destroyed classes. We note, however, that our model performs well in all classes jointly and gives higher overall F1-score and IOU. The qualitative results are displayed in Figure 3, where our model assigns the same damage level to almost all pixels within a building boundary, in contrast to Siamese UNet and Dual-HRNet.

5.2.2 Results for change detection

We evaluated the performance of change detection on LEVIR dataset and compared it against the recent transformer-based networks proposed by [Chen et al., 2022] and [Bandara and Patel, 2022]. Our model performs significantly better in both overall F1-score and IOU metrics, as demonstrated in Table 4. In addition, we observed that adding a convolution layer after every merge of outputs from the transformer decoder and lower layer provides smoother results and fewer artifacts. The accuracy achieved under this setting is slightly lower than our final model, though higher than other recent works. The qualitative results are displayed in Figure 4, where we can see that the model produces finer building boundaries and captures a few additional buildings that had been missed by other models.
Figure 3: Qualitative results for damage classification (evaluation on xBD dataset). As highlighted in the boundary boxes, our model assigns more accurate damage level to almost all pixels within a building boundary as compared to Siamese UNet and Dual-HRNet.

Table 3: Average quantitative results for damage classification on xBD dataset. Our model outperforms the state-of-the-art methods in the overall IOU and F1-score metrics as well as class-specific F1-scores for minor damage class and no-damage class. Although BDANet performs better for major damage and destroyed classes, our model has higher overall scores.

| Model       | Score | IOU  | F1-Score | No Damage | Minor Damage | Major Damage | Destroyed |
|-------------|-------|------|----------|-----------|--------------|--------------|-----------|
| Siam-UNet   | 0.743 | 0.824| 0.709    | 0.955     | 0.576        | 0.744        | 0.662     |
| Dual-HRNet  | 0.769 | 0.834| 0.741    | 0.898     | 0.590        | 0.737        | 0.809     |
| RescueNet   | 0.766 | 0.840| 0.735    | 0.883     | 0.563        | 0.771        | 0.808     |
| BDANet      | 0.806 | 0.864| 0.782    | 0.925     | 0.616        | **0.788**    | **0.876** |
| Ours        | **0.819** | **0.872** | **0.796** | **0.978** | **0.711**    | 0.765        | 0.772     |

5.2.3 Results for domain adaptation

To evaluate the model adaptation performance on the Ida-BD dataset, we experimented with three training settings for our model using Siamese UNet as a baseline model. First, we trained the model on Ida-BD data from scratch and tested it. In the second setting, we initialized the model with weights from the pre-trained model on xBD data and compared it.
Table 4: Average quantitative results for change detection on LEVIR-CD dataset. Our model performs significantly better than the state-of-the-art methods in overall F1-score and IOU as well class-specific F1-scores.

| Model              | IOU  | F1-Score | 0 class | 1 class |
|--------------------|------|----------|---------|---------|
| Siam-UNet          | 0.813| 0.859    | 0.987   | 0.788   |
| BiT                | 0.829| 0.899    | 0.990   | 0.807   |
| Changeformer       | 0.828| 0.898    | 0.990   | 0.806   |
| Ours + with conv   | 0.833| 0.901    | 0.991   | 0.812   |
| Ours               | 0.842| 0.908    | 0.991   | 0.825   |

its performance. Finally, we evaluated the pre-trained model directly without any fine-tuning on the Ida-BD dataset. Since the percentage of destroyed category is relatively lower than the rest of the classes (Table 2), we merged the destroyed class with major damage class and thus framed the problem as four-class classification (i.e., background, no damage, minor damage, major damage) for the fine-tuning. As shown in Table 5, the best performance was obtained by initializing the model with weights from the network trained on xBD data are then fine-tuned on the Ida-BD dataset. Pre-training on the large-scale xBD dataset provides the model a good prior, and the model is able to better generalize. The qualitative results are displayed in Figure 5.

5.3 Ablation studies

In this sub-section, we discuss few experiments on the impact of different loss functions and various components of our model.
Figure 5: Qualitative results for domain adaptation (evaluation on Ida-BD dataset). Our model assigned significantly more accurate damage classes than Siamese UNet. Please compare the highlighted boxes as a reference.

Table 5: Domain adaptation on Ida-BD dataset. We experimented using three settings: (1) We trained the model on Ida-BD data (source and target) from scratch. (2) We initialized the model with weights from the pre-trained model on xBD data (source) and fine-tune on Ida-BD data (target). (3) We tested the model trained on xBD data (source) on Ida-BD (target) without target knowledge. The second setting performs the best for both the models while our model performs better than Siam-UNet in each of the settings in terms of F1-score and IOU.

| Model     | Pre-training | Training | IOU   | F1-Score | Class F1-scores          |
|-----------|--------------|----------|-------|----------|--------------------------|
|           |              |          |       |          | No Damage | Minor Damage | Major Damage |
| Siam-UNet | -            | Ida      | 0.697 | 0.472    | 0.906      | 0.313        | 0.483        |
| xBD       | Ida          | 0.748    | 0.507 | 0.846    | 0.322      | 0.609        |
| xBD       | -            | 0.584    | 0.307 | 0.916    | 0.208      | 0.251        |
| Ours      | -            | Ida      | 0.778 | 0.541    | 0.916      | 0.384        | 0.538        |
| xBD       | Ida          | 0.805    | 0.585 | 0.910    | 0.439      | 0.577        |
| xBD       | -            | 0.674    | 0.023 | 0.881    | 0.617      | 0.008        |
Table 6: Impact of loss functions (xBD data).

| Loss function               | IOU  | F1-Score |
|-----------------------------|------|----------|
| Focal + Dice                | 0.816| 0.796    |
| Focal + Dice + Ordinal      | 0.807| 0.791    |
| Buildings only Cross-entropy| 0.798| **0.803**|

5.3.1 Loss functions

We experimented with different combinations of loss functions (Table 6). The localization-aware loss (Gupta & Shah, 2021) gave better F1-scores for damage classes where pixels are accounted for in the cross-entropy loss calculation only in the presence of buildings. The segmentation results, however, were relatively poor, and we had to depend on segmentation masks generated from the pre-trained UNet model. We also tried ordinal loss in the form of mean square error between the ground truth and predicted output for buildings only by converting the values from a scale of 1 to 4 to the scale of 0 to 1. This loss did not work well for our task, which could be because of the highly imbalanced and sparse class distribution. The weighted sum of focal and dice loss provided the best performance in class-wise F1-scores as well as building boundary precision, since the former explicitly addresses the class imbalance and the latter ensures crisp building boundaries.

5.3.2 Transformer layers

We experimented with adding different numbers of transformer blocks between encoder and decoder; three iterations gave us the best results. We observed that adding transformer blocks at all levels, except the highest resolution layer, provided an incremental improvement in accuracy. An addition transformer block in final layer does not perform well, which could be because the input dimension is very high and it becomes hard for transformers to learn in this space, as discussed in B. Wu et al. (2021). Hence we used only the convolutional layer in the highest resolution layer. On the other hand, if the transformer is not used in any of the layers, the performance highly degrades, indicating the importance of transformer-encoded features. The test result values from the LEVIR-CD dataset are shared in the Table 7. Also, using a combination of transformer encoder and decoder along with the difference module, instead of just transformer encoder followed by difference module, provided a bump of accuracy by 0.8% for xBD dataset.

Table 7: Effect of the number of transformer layers used (LEVIR data).

| Number | IOU   | F1-Score |
|--------|-------|----------|
| 0      | 0.818 | 0.843    |
| 1      | 0.837 | 0.897    |
| 2      | **0.843** | 0.903   |
| 3      | 0.842 | **0.908**|
| 4      | 0.838 | 0.901    |

6 Concluding Remarks

With the growing number of disasters and limitations in trained human personnel to perform on-the-ground damage assessments, rapid and automated assessment of building damages is a critical step for disaster response. While a growing body of literature has shown the potential of using satellite imagery in deep learning models for automated damage assessment, our work was motivated by the need for models providing better performance than the existing ones and can be adapted in new disasters. To this end, we presented a coupled UNet architecture which uses transformer-based difference to perform well on both the damage classification and building segmentation tasks. We applied attention on the difference of the transformer encodings in the feature domain instead of the traditional spatial domain. We hierarchically built the output damage mask by up-sampling and concatenating the low dimension features with higher dimension features. The proposed method yield state-of-the-art results on xBD dataset and LEVIR-CD dataset for damage classification and change detection tasks respectively. We also provided a new baseline for the domain adaptation task on the Ida-BD dataset using xBD dataset. The model developed in this study can effectively detect damaged buildings and classify their damage levels by using high-resolution satellite imagery. The building damage detection results generated by the model provide better performance compared to the models in the existing literature. In addition, the domain adaptation results indicate that the model can be adapted to a new event with only little fine-tuning, which is critical for the application of the model for future events. In future work, we plan to improve the building boundaries using either GAN loss or exponential boundary loss, which could help to split different building instances.

The model and its outputs can inform emergency responders and decision makers of the locations of highly impacted buildings for source allocation of disaster response and recovery planning. For example, areas having more buildings identified as major damage may require more support in the aftermath of disasters. In addition to application to
building damage assessment, the proposed network architecture with hierarchical transformers can be used in other civil infrastructure and urban systems applications; for example, we expect this model architecture to perform well on problems such as road damage classification, structure change detection, and urban land cover change classification problems.
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8 Code Availability

The code of the proposed model in this study is available at https://github.com/nka77/DAHiTra

9 Data Availability

xBD dataset is publicly available at https://xview2.org/dataset LEVIR-CD dataset can be acquired from https://justchenhao.github.io/LEVIR/ Ida-BD is publicly available on DesignSafe-CI at https://www.designsafe-ci.org/data/browser/public/designsafe.storage.published/PRJ-3563
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