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Abstract

We show that a modification of the first layer of a Graph Convolutional Network (GCN) can be used to effectively propagate label information across neighbor nodes, for binary and multi-class classification problems. This is done by selectively eliminating self-loops for the label features during the training phase of a GCN. The GCN architecture is otherwise unchanged, without any extra hyper-parameters, and can be used in both a transductive and inductive setting. We show through several experiments that, depending on how many labels are available during the inference phase, this strategy can lead to a substantial improvement in the model performance compared to a standard GCN approach, including with imbalanced datasets.

1 Introduction

In recent years, the emergence and development of graph neural networks (GNNs) has allowed the extension of deep learning methods to data that have an underlying non-Euclidean structure. Many variants of GNNs have been proposed over the years, with applications ranging from recommender systems, to chemistry, traffic control, physics, and more [32]. One of such variants, Graph Convolutional Networks (GCN) [13], can be considered a state-of-the-art model for learning graph representations [22]. GCNs are multi-layer feedforward neural networks where, at each layer, a first-order approximation of a spectral graph convolution is applied. GCNs can be applied to semi-supervised node classification problems, where the graph is made of both labeled and unlabeled data and the goal is to predict the label of a node, given the graph structure and a set of features associated with each node.

In GCN, labels are not used in the learning phase and therefore this information does not affect the prediction of an unknown node. However, in many applications, nearby nodes or nodes that belong to the same graph structure might share the same label. For such applications, one would expect that the ability to use label information should lead to an improvement of the model.

In this paper, we show that a simple modification of the first layer of a GCN can make the model learn information from neighbor labels. This leads to a measurable improvement in performance in various experiments of citation and Bitcoin networks, depending on the availability of neighbor labels during the inference phase. The model maintains the properties of the original GCN approach, i.e., it does not add extra hyper-parameters and can be used in both a transductive setting - where the whole graph structure is known during the training phase - and an inductive setting - where the model is tested on previously unseen nodes. Supporting code is available at https://github.com/cbellei/LabelGCN.
2 Related work

The notion that nearby nodes of a graph are likely to have the same label has been modeled by researchers over the years through various variants of an algorithm that goes under the name of Label Propagation (LP) \[33, 11, 31, 26, 24, 29, 12, 7, 23\]. LP is a semi-supervised learning algorithm that propagates known labels along the edges of a graph, for the purpose of classifying unlabelled nodes. Examples of real-world datasets where information from neighbor labels has been shown to be beneficial include social networks, web pages, protein-protein interactions, citation graphs and anti-money laundering in the Bitcoin network \[5, 23, 18, 10\].

The idea of combining graph convolutions with label propagation has only been explored recently \[25, 4, 17\]. In \[25\], a model is proposed that unifies LP and GCN. There is a duality between the two models, in that LP can be interpreted as propagating labels along edges in the graph and averaging them linearly, while GCN as propagating features along the edges and combining them non-linearly through the various layers that compose the neural network. The original model proposed in \[25\] works in a transductive setting, where all node features and graph structure is available during the training phase; the GCN model has to learn both the weight matrix and a weighted adjacency matrix, which can lead to overfitting. In \[4\], a two-step process is proposed, that includes a first step of label propagation that feeds into a second step of a neural network classifier. Similarly in \[17\], a general framework for composing networks is discussed, which includes the possibility of composing GCN with a label propagation network.

The present paper proposes an alternative method to adding label propagation to GCN, through a simple variant of the original GCN approach. This has three main advantages: 1. it allows the model to work in an inductive setting, where the testing nodes are not part of the graph structure during the training phase; 2. it does not result in the addition of new hyper-parameters, which often increases the risk of overfitting the training data; 3. it does not add any significant algorithmic complexity to the original GCN approach.

3 Label-GCN

3.1 Graph Convolutional Networks

Graph Convolutional Networks \[13\] are a class of multi-layer neural network architectures designed to take advantage of the graph structure of a given dataset. The graph structure is specified by using an undirected adjacency matrix $A \in \mathbb{R}^{n \times n}$, where $n$ is the number of nodes in the graph, along with the input matrix $X \in \mathbb{R}^{n \times d}$ containing the features for each node, where $d$ is the dimension of the feature vector. The output of every new hidden layer in GCN combines a normalized adjacency matrix $\hat{A}$, the output of the previous hidden layer $H^{(l)} \in \mathbb{R}^{n \times d_l}$ and a weight matrix $W^{(l)} \in \mathbb{R}^{d_l \times d_{l+1}}$,

$$H^{(l+1)} = \sigma \left( \hat{A}H^{(l)}W^{(l)} \right)$$

$$\hat{A} = D^{-1/2} \tilde{A} D^{-1/2}, \quad \tilde{A} = A + I, \quad \tilde{D}_{ii} = \sum_j \tilde{A}_{ij}$$

The first hidden layer corresponds to the input matrix, $H^{(0)} := X$. The $\sigma$ operator in eq. (1) represents a non-linear activation function (typically ReLU). The normalized adjacency matrix $\hat{A}$ differs from the standard adjacency matrix $A$ in that self-loops are added and the matrix elements are rescaled through the diagonal node degree matrix $D$.

Over time, many variants of the original GCN approach have been proposed. Notable ones have been directed at improving the applicability of graph-based models for large scale applications \[8, 2, 28\]. A recent survey on the state of the research can be found in \[30\].

3.2 Label-GCN

For many applications, it is reasonable to assume that knowledge of the labels surrounding an unknown center node can help predict the label of the center node itself. This suggests adding a new
feature during learning of the network: the label of each node. However in the canonical formulation of GCN, eqs. (1) and (2), the convolution operation would include a self-loop for each center node. Simply adding the label as a new “feature” during the training phase of the model would clearly not work: the model would simply learn to use the label for the prediction, which would not be available during the testing phase. What is instead desirable is to train the network through the neighbors’ labels, without addition of the self-loops.

In order to achieve this, it is possible to modify the first layer of a GCN to include the labels of the neighbors, for each center node, but not the label of the center node itself. Labels can then become part of the feature vector, as long as the model is only allowed to see the labels of the neighbors. For a classification problem with \( K \) classes, assuming one-hot encoding the dimensionality of the input matrix therefore increases by a factor \( K \), such that \( X \in \mathbb{R}^{n \times (d + K)} \). The modified GCN network that achieves the required behavior is then

\[
H^{(1)} = \sigma \left( \hat{A}X - \operatorname{diag}(\hat{A})X \sum_{j=1}^{K} e_j e_j^T \right) W^{(0)}
\]

\[
H^{(l+1)} = \sigma (\hat{A}H^{(l)}W^{(l)}) \quad l \geq 1
\]

In eq. (3), \( e_j \) is a unit vector that has all its components equal to zero, except for the index associated with the position of the one-hot encoded class within the feature vector, \( e_j = [0, \ldots, 0, 1, 0, \ldots 0]^T \). The product \( e_j e_j^T \) is a single-entry matrix \( J_{jj} \) and the term

\[- \operatorname{diag}(\hat{A})X \sum_{j=1}^{K} e_j e_j^T\]

selectively eliminates the self-loops for the components of the feature vector corresponding to the labels. For all the other components, the standard convolution operation is applied.

Training the network using eq. (3) corresponds to masking the label of a center node. For a visual explanation, consider node A in Figure 1a. The standard convolution, eq. (4), aggregates all the values around the center node, including the value of the center node itself (Figure 1b). The modified convolution of eq. (3) computes the same aggregation, except for the components of the feature vector corresponding to the labels: in this case it only aggregates the neighbors, avoiding the self-loop (Figure 1c).

Figure 1: The difference between standard convolution, eq. (4), and the modified convolution, eq. (3), when self-loops are removed.

4 Experiments

4.1 Datasets

For our experiments, we test our model on four different datasets, treating the graphs as undirected. The datasets are the well-known citation graphs (CORA, CiteSeer [21] and PubMed [15]) and the Elliptic dataset, a Bitcoin transaction graph [27]. The statistics on the datasets are shown in Table 1. Given that the Bitcoin network graph is more recent and less studied, we give below more details about it and motivate why label propagation can work for such problems.
| Dataset   | Type            | Nodes  | Edges  | Classes | Features | Training/Validation/Test/Support |
|-----------|-----------------|--------|--------|---------|----------|----------------------------------|
| Cora      | Citation network| 2,708  | 5,429  | 7       | 1,433    | 140/140/273/2,155                |
| Citeseer  | Citation network| 3,312  | 4,715  | 6       | 3,703    | 120/120/332/2,740                |
| PubMed    | Citation network| 19,717 | 44,338 | 3       | 500      | 60/60/1973/17,624                |
| Elliptic  | Bitcoin network | 203,769| 234,355| 2       | 166      | 4,656/4,656/9,314/27,938        |

Table 1: Dataset statistics and splits for the experiments (transductive setting). The concept of "support" set is explained in Subsection 4.2.

4.1.1 The Elliptic Dataset

The Elliptic dataset is a publicly available dataset that is made of 203,769 nodes and 234,355 edges, divided into 49 distinct time steps [6]. Each node represents a transaction; an edge represents the flow of bitcoins between two transactions, as in Figure 2b. There are 166 features associated with each node. The classes in the dataset are grouped by entities belonging to the "licit", "illicit" or "unknown" categories; the proportion of nodes in the dataset are 21%, 2% and 77%, respectively. Therefore, this is an imbalanced dataset and only a fraction of it (23% or 46,564 nodes) is labelled.

4.1.2 Label propagation in the context of Bitcoin

The use of labels for the purpose of detecting illicit transactions in the Bitcoin network has been investigated in [10, 16]. In particular, in [16] it is shown that this information can lead to a significant improvement of the results on the Elliptic dataset. Here, we want to motivate the reason why this is the case.

One of the main features of Bitcoin (as well as of other blockchains such as Zcash, Litecoin, Bitcoin Cash, Bitcoin SV, ...) is that it is unspent-transaction-output (UTXO) based: each input of a given transaction unlocks the funds associated with an output from a previous transaction. The transaction generates new (unspent) outputs that can be spent by the private-key holders of those outputs in future transactions. Typically, among those private-key holders, one of them corresponds to the same entity that has generated the transaction itself. The reason is that 1. normally the inputs of a transaction are controlled by the same entity and 2. what is left of a transaction goes back as one of the outputs to the same entity generating it (the "change" address of the transaction). These two observations have implications with respect to the privacy aspects of the Bitcoin blockchain [19, 1, 20, 14, 9].

![Bitcoin Transaction](image)

Figure 2: A Bitcoin transaction is made of inputs and outputs. Typically, among the outputs there is one that is controlled by the same entity that controls the inputs (a). This has the effect of producing chains of transactions, each of which has been created and then broadcasted to the Bitcoin network by the same entity (b). Licit and illicit nodes in the Elliptic dataset show a different behavior in the one-hop averaged labels.

By following the change, long chains of transactions can be built - where each transaction has been broadcasted to the Bitcoin network by a single entity. Building a chain of transactions, starting from a given labelled transaction, can be seen as propagating the label along a specific direction as shown in Figure 2a,b. In the Elliptic dataset, the labels of the various known entities are grouped together...
Table 2: Model architectures for the experiments (transductive setting).

| Layer                     | # Neurons | Activation Function | Parameters |
|---------------------------|-----------|---------------------|------------|
| Graph Convolution         | 16 (100 Elliptic) | RELU                | -          |
| Dropout                   | -         | -                   | rate=0.5   |
| Graph Convolution         | 16 (100 Elliptic) | RELU                | -          |
| Dropout                   | -         | -                   | rate=0.5   |
| Dense (output)            | -         | -                   | -          |
| # classes                 | -         | Softmax             | -          |
| learning rate             | -         | -                   | 0.01       |
| early stopping - patience | -         | -                   | 10 (30 Elliptic) |

under the labels of "licit" and "illicit" instead of being specific to an actor. However, the logic around the propagation of labels through the change address still applies. Figure 2c, obtained after mapping "licit" → -1, "unknown" → 0, "illicit" → 1 shows that the average label at a distance of one-hop from a center node can indeed be a useful feature for the classification problem.

4.2 Setup

The Label-GCN model was trained after modifying the Stellargraph library [3] to include a layer implementing eq. (3).

The experiments were performed in both a transductive (CORA, PubMed, CitSeer, Elliptic) and inductive (Elliptic) setting. The models architectures for the transductive setting are shown in Table 2. The CORA, CiteSeer and PubMed datasets were trained with two hidden layers with 16 neurons each, the Elliptic dataset was trained with two hidden layers of 100 neurons each. For each model, the number of epochs for training were chosen using early stopping with a set patience. The convolution in the first layer was either calculated using eq. (1), for the standard GCN, or the modified convolution, eq. (3), for Label-GCN.

For a fair evaluation of the Label-GCN approach, the graphs were split in four different sets: a training, validation, test and support set. During the training phase of Label-GCN, the model can only see the labels associated with the training and validation set. Through these labels, the model learns how much it can rely on the neighbors’ labels to make a prediction. During the inference phase, the model is also able to see a given fraction of the labels from the support set (keeping the test set always unseen). As the fraction of labels that are available through the support set increases, our results show that the model performance always improves. A summary of this "workflow" is shown in Figure 3.

For the Elliptic dataset in the inductive setting, following [27] the model was trained for 1000 epochs using a learning rate of 0.001, still using 100 neurons for the hidden layers. Finally, the label features were one-hot encoded for the CORA, CiteSeer and PubMed datasets. For the Elliptic dataset, the mapping "licit" → -1, "unknown" → 0, "illicit" → 1 was applied.

| Training                | Validation | Test  | Support |
|-------------------------|------------|-------|---------|
| labels                  | labels     | no labels | no labels |

| Inference               | labels | labels | no labels | varying % labels |
|-------------------------|-------|--------|-----------|------------------|

Figure 3: Summary of the setup used for evaluating the Label-GCN approach.

4.3 Results

4.3.1 Transductive setting

Results for the CORA, CiteSeer and PubMed datasets are summarised in Table 3. The accuracy and standard deviation for the CORA and CiteSeer models were calculated using 100 random train/validation/test/support splits and 10 random initializations for each. The accuracy and standard deviation for the PubMed dataset were calculated using 20 splits and 10 random initializations.
The results for the Elliptic dataset are summarised in Table 4. For this experiment, the accuracy and standard deviation was calculated using 5 random train/validation/test/support splits and 2 random initializations. The experiment was treated as an anomaly detection problem on the "illicit" class.

Overall, both tables show that the performance of Label-GCN is superior to the performance of the GCN model alone, with the trend improving in favour of Label-GCN as more labels become available during the inference phase.

### 4.3.2 Inductive setting

Label-GCN was tested in an inductive setting on the Elliptic dataset. Following [27], various models were compared against each other. In particular, Label-GCN was compared against standard GCN, logistic regression (LR) and random forest (RF). All models were trained using the first 34 time steps $t_1 \ldots t_{34}$ of the dataset and tested against the remaining 15 time steps $t_{35} \ldots t_{49}$. Default parameters were used for LR, the RF model was run with $n_{\text{estimators}}=50$ and $\text{max_features}=50$ (sklearn library, version 0.23.2). In order to mitigate the imbalance in the "illicit" class, for GCN and Label-GCN the illicit nodes where over-sampled by a factor $x_6$.

| Method | |   | Illicit | |   |   | |   |
|--------|--------|--------|---------|--------|--------|--------|---------|--------|
|        | Precision | Recall | $F_1$ | $F_{1,t \geq 43}$ | Accuracy |
| Logistic Regr | 29.5 ± 0.0 | 65.8 ± 0.0 | 40.8 ± 0.0 | 5.0 ± 0.0 | 87.6 ± 0.0 |
| Logistic Regr $^{AF+NE-GCN}$ | 83.8 ± 2.7 | 39.0 ± 2.6 | 53.1 ± 2.5 | 1.7 ± 0.9 | 95.5 ± 0.2 |
| Logistic Regr $^{AF+NE-Label-GCN}$ | 92.9 ± 1.2 | 57.9 ± 3.0 | 71.3 ± 2.2 | 22.2 ± 5.2 | 97.0 ± 0.2 |
| RandomForest $^{AF}$ | 92.7 ± 1.3 | 72.1 ± 0.2 | 81.1 ± 0.5 | 3.0 ± 0.1 | 97.8 ± 0.1 |
| RandomForest $^{AF+NE-GCN}$ | 94.1 ± 1.7 | 67.7 ± 0.6 | 78.7 ± 0.7 | 3.0 ± 0.5 | 97.6 ± 0.1 |
| RandomForest $^{AF+NE-Label-GCN}$ | 97.4 ± 1.0 | 61.5 ± 2.7 | 75.4 ± 2.2 | 8.3 ± 4.0 | 97.4 ± 0.2 |
| GCN | 61.6 ± 3.8 | 52.2 ± 1.6 | 56.4 ± 1.4 | 1.5 ± 0.6 | 94.7 ± 0.3 |
| Label-GCN | 83.3 ± 3.0 | 69.2 ± 2.2 | 75.5 ± 0.3 | **36.4 ± 3.2** | 97.1 ± 0.1 |

Table 5: Results of the experiment for the Elliptic dataset (inductive setting). Following [27]. $AF$ refers to all features available in the dataset. $NE-GCN$ denotes the node embeddings computed through GCN, and $NE-Label-GCN$ the node embeddings computed through Label-GCN. The bottom part of the table shows the performance of the GCN and Label-GCN models alone. The column $F_{1,t \geq 43}$ shows the model performance after the dark market shutdown.
The testing phase was achieved in the following manner: at each time step $t_j$ ($j > 34$), the adjacency matrix was updated to reflect the graph corresponding to all times $t \leq t_j$. Then, for each test node at time $t = t_j$, full information of the node labels in the graph ($t \leq t_j$) was assumed. In other words, for each test node 100% of the labels were made available, except for the test node itself.

Table 5 presents the results of the experiment. They are overall in line with [27]. The performance of the standard GCN model is significantly improved by the addition of the neighbors’ label as a learning feature, through Label-GCN. However, the use of node embeddings from Label-GCN only leads to a considerable improvement of the performance for LR, while no such improvement is observed for RF, in terms of F1-score. In general, it is observed that using embeddings from GCN results in a higher precision score, at the expense of recall. Interestingly, whilst all models suffer from the dark market shutdown at $t = t_{43}$ [27], label propagation aids the robustness of the models against occurrences such as this one. This is shown through the column $F_{1,t \geq t_{43}}$ of Table 5, where the F1-score after $t = t_{43}$ shows a measurable improvement when using Label-GCN, despite still being low in absolute values. Although feature engineering and further optimizations could lead to better results, these are outside the scope of the present paper.

5 Conclusion

We have developed Label-GCN, a modification of GCN that allows the model to learn from available labels. We have shown that this can lead to substantial improvements of the model performance, when labels are available during both the training and inference phases. Implementation of the Label-GCN model requires minor changes compared to the standard GCN implementation, without the addition of hyper-parameters, and works in both a transductive and inductive setting. We expect Label-GCN to be also applicable to the many variants of GCN that have been proposed over time, with potential benefits especially in terms of applicability to large scale applications.
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