Evolution of a plasma column measured through modulation of a high-energy proton beam
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Abstract

Plasma wakefield acceleration is a method for accelerating particle beams using electromagnetic fields that are orders of magnitude larger than those found in conventional radio frequency cavities. The core component of a plasma wakefield accelerator is the plasma source, which ranges from millimeter-scale gas jets used in laser-driven experiments, to the ten-meter-long rubidium cell used in the AWAKE experiment. The density of the neutral gas is a controlled input to the experiment, but the density of the plasma after ionization depends on many factors. AWAKE uses a high-energy proton beam to drive the plasma wakefield, and the wakefield acts back on the proton bunch by modulating it at the plasma frequency. We infer the plasma density by measuring the frequency of modulation of the proton bunch, and we measure the evolution of the density versus time by varying the arrival of the proton beam with respect to the ionizing laser pulse. Using this technique, we uncover a microsecond-long period of a stable plasma density followed by a rapid decay in density. The stability of the plasma after ionization has implications for the design of much longer vapor cells that could be used to accelerate particle beams to extremely high energies.
The Advanced Wakefield Experiment (AWAKE) at CERN is the first plasma wakefield acceleration (PWFA) experiment to use a high-energy proton beam driver [1–4]. The 400 GeV proton beam from the Super Proton Synchrotron (SPS) accelerator contains approximately $3 \times 10^{11}$ particles per bunch, and the total stored energy in the beam is nearly 20 kJ, three orders of magnitude greater than the energy of electron beam drivers [5] and laser pulse drivers [6] used in state-of-art plasma acceleration experiments. The large amount of energy stored in the proton beam has the potential to simplify the design of a plasma wakefield accelerator: a trailing beam of electrons can be accelerated to extremely high energies in a single plasma stage, eliminating the need for complicated staging mechanisms [7–9]. On the other hand, a proton beam-driven plasma accelerator must be hundreds of meters long in order to extract a significant fraction of the drive beam energy, which motivates the development of novel, scalable plasma sources with the capability of controlling and diagnosing the plasma density with sub-percent accuracy. While optical interferometry is commonly used to measure plasma densities in excess of $10^{17}$ cm$^{-3}$ [10], no accurate diagnostics exist for the low density plasmas ($10^{14} – 10^{15}$ cm$^{-3}$) used in the AWAKE experiment.

In typical PWFA experiments, the drive bunch is shorter than the plasma wavelength and can drive a high-amplitude wakefield as soon as it enters the plasma, but the proton bunch at AWAKE is too long to effectively couple to the plasma wave. However, the proton beam excites a self-modulation instability (SMI) as it passes through the plasma, which causes the beam to form micro-bunches separated by the plasma wavelength [11–13]. The micro-bunches act together to resonantly drive a high-amplitude wakefield.

In order to control the onset of SMI, we use a high-power laser pulse to seed the instability. This process is referred to as seeded self-modulation (SSM) [14]. The seed pulse passes through and ionizes a rubidium (Rb) vapor source coincident with the passage of the proton beam. The seed pulse is temporally centered within the proton bunch, such that the head of the bunch transits through vapor and the tail transits through plasma. As the SSM develops, the micro-bunches and the plasma wave driven by the bunches have a fixed phase with respect to the seed pulse. The SSM phenomenon was recently demonstrated in a series of experiments at AWAKE [15, 16].

The onset of micro-bunching depends on the local plasma density and the electric field...
strength of the proton beam. In the SSM process, both of these factors are controlled by the laser seed pulse, which ionizes the Rb at a specific co-moving longitudinal position, and therefore field strength, within the bunch. If plasma is present ahead of the seed pulse, it has the potential to disrupt the seeding process. It is therefore important to understand the degree to which a pre-ionized plasma affects the proton beam and how long the plasma persists after ionization, as this will limit the repetition rate of a plasma accelerator based on the SSM mechanism. Further, we are interested in the spatio-temporal properties of a long, laser-ionized plasma column, as this influences the design of future proton beam-driven plasma accelerators.

In this work, we report on the lifetime and evolution of the plasma channel by inferring the plasma density from the frequency of a self-modulated proton bunch.

II. EXPERIMENTAL OVERVIEW

The 400 GeV proton beam from the SPS is delivered to the AWAKE experiment via an 800 m beamline. For the dataset considered here, the proton beam contained \(3.03 \pm 0.16 \times 10^{11}\) particles per bunch and a bunch length \(\sigma_z = 8.24 \pm 0.15\) cm \((\sigma_t = 275 \pm 5\) ps). The transverse emittance was approximately \(3.5\) mm-mrad in both planes. The beam is focused to a transverse spot size \(\sigma_r \approx 200\) µm at the entrance of the vapor cell. A sketch of the experimental layout highlighting the key components is shown in Figure 1.

The core of the AWAKE experiment is the 10 meter long Rb vapor cell [17, 18]. Rb vapor flows into the cell from reservoirs at either end of the chamber. The heating of Rb reservoirs is adjusted until the vapor density is the same at both ends of the cell. The uniform heating of the cell implies that if the density is the same at both ends, it is uniform throughout. There are diagnostic ports at both ends of the cell where a white-light laser passes transversely through the vapor cell. The density of the vapor is inferred from spectroscopic measurements of white-light absorption at the 780 nm and 795 nm absorption lines, with an uncertainty of 0.5% [19, 20]. The temperature of the cell was held at 468 K for this measurement.

The Rb vapor is ionized by a terawatt-class Ti:sapphire laser. The laser pulse energy can be varied from 40 to 450 mJ and the pulse length is approximately 120 fs [21]. The laser is focused with a full-width half-maximum spot size of \(2.05 \pm 0.05\) mm in \(x\) and \(1.20 \pm 0.02\) mm in \(y\) near the entrance of the vapor cell. The laser-ionized plasma has a guiding effect
FIG. 1. Experimental layout of the AWAKE experiment showing key components. Dipole magnets and optical mirrors are used to align the proton and laser beams upstream of the vapor cell. Downstream of the cell, the proton beam passes through an OTR foil and optical light is generated in the process. The light is transported to a streak camera for temporal imaging. The inset illustrates a uniform, Gaussian proton bunch entering the plasma which is micro-bunched by the time it exits the plasma.

The main laser pulse is derived from an 88 MHz oscillator that is phase-locked to the RF cavities in the SPS ring [22]. This allows for synchronization of the amplified laser pulse with the extracted proton beam with picosecond accuracy.

The principal diagnostic for the measurements described in this paper is a streak camera. The proton bunch passes through a metallic foil two meters downstream of the exit of the Rb cell. The beam produces optical transition radiation (OTR) as it passes through the foil. The OTR light has the same spatio-temporal pattern as the micro-bunched beam. The light is sent via an optical transport system to a dark room where it is imaged onto the aperture of a streak camera. Inside the streak camera, the OTR photons are converted into electrons by a photocathode and accelerated through a “streak tube” towards a phosphor
A time-varying, transverse voltage is applied to the streak tube such that the electrons receive a kick that depends on when they were produced at the photocathode. The electrons arrive at different transverse positions on the phosphor screen and the emitted light is imaged onto a CMOS camera. The streak camera manufacturer provides a calibration of the streak axis so that the vertical dimension of the image is mapped to the co-moving temporal dimension of the beam. The AWAKE streak camera is a Hamamatsu C10910-05 model with a 16-bit, 2048×2048 pixel ORCA-Flash4.0 CMOS sensor, which is binned 2 × 2 with a reduced region of interest (ROI) to produce a 508×672 pixel image when operating in streak mode. The streak camera provides time windows ranging from several ns down to 73 ps. For the smallest time window, the resolution is limited by the streak dynamics rather than the pixel size and is 1 ps [24]. An optical target (Ronchi ruling with 5 lines per mm) was placed at the location of the foil and imaged by the streak camera to determine the point spread function (PSF) in the non-streaked (transverse) plane. The full-width half-maximum (FWHM) resolution in the transverse plane was determined to be 0.187 mm, or roughly 8 pixels.

### III. STREAK IMAGE ANALYSIS

#### A. Fourier Transform of the Projection

The streak camera was operated with a time window of 208 ps near the center of the proton bunch. The streak camera recorded images of the modulated bunch which were analyzed to extract the frequency of modulation. The first step of the analysis identifies the signal region in the streak camera image and takes a projection of the data along the time axis. The projection is the average of the observed charge density across each horizontal slice of the image. A Hann Filter is applied to the projection which is then embedded in a zero-padded array. A Discrete Fourier Transform (DFT) is taken of the zero-padded array. The purpose of zero-padding the array is to smooth the result of the DFT, while the Hann Filter prevents aliasing due to embedding. Figures 2a) and 2b) illustrate the signal identification and resulting DFT for a sample image. The modulation frequency is identified by a peak-prominence algorithm. The peak-prominence is defined as the amplitude of the local maximum with respect to the nearest local minimum on the low frequency side of the
FIG. 2. a) Streak camera image of a modulated proton beam in a 200 ps-long time window. The vertical axis is the time axis, with $t = 0$ corresponding to the center of the proton bunch. The horizontal axis is the transverse spatial coordinate with $x = 0$ located at the beam centroid. The ROI is denoted by dashed blue lines. The solid black line shows the temporal projection of the image data in the region of interest. b) The absolute value of the DFT of the projection shown in a) after application of the analysis procedure described in Section III A. A peak in the spectrum is identified at $42.09 \pm 0.6$ GHz using the peak-prominence algorithm and is denoted by the red dot, where the uncertainty of 0.6 GHz reflects the bin spacing of the frequency axis. The prominence is denoted by the black arrow. c) Histogram of the peak frequencies identified by the analysis described in Section III B. The entries to the histogram are weighted by their prominence and the histogram is fitted by a Gaussian centered at $41.57 \pm 0.07$ GHz, where the error on the centroid is extracted from the fit.

maximum. This definition reduces sensitivity to the high-amplitude DC component in the signal.

B. Statistical Analysis

The procedure described in Section III A associates a single frequency with each streak camera image, but multiple frequencies are often observed across a single image. In the SSM phenomenon, focused protons appear at the center of the image and defocused protons appear at the edge of the image, phase-shifted by 180 degrees [15]. The projection is an average of the on-axis and off-axis modulations which results in a reduced amplitude of the peak frequency.

In order to account for the variation of frequencies across an image, the image is subdi-
vided into 40 columns, each 8 pixels wide, corresponding to the FWHM PSF resolution of the optical system. The DFT is taken for each column and the peak frequency is identified using the peak-prominence algorithm described above. The identified frequencies are added to a histogram, weighted by their prominence. Finally, a Gaussian is fitted to the resulting histogram, with the mean peak frequency and error on the mean extracted from the fit.

With the column-by-column approach, there is a risk of over-sampling the data and artificially reducing the statistical uncertainty. In the extreme case, where the columns are completely correlated with each other, using the column-by-column approach does not yield any additional information. To address this issue, we measure correlations between the frequencies in each column by generating a correlation matrix

$$\text{corr}_{ij} = \frac{1}{\sqrt{\sigma_i \sigma_j}} \sum_{n=1}^{n_{\text{evt}}} w_{i,n} (f_{i,n} - \bar{f}_i) w_{j,n} (f_{j,n} - \bar{f}_j),$$

(1)

with \(n_{\text{evt}}\) the number of events in the sample, \(w_{i,n}\) the weight (prominence) for column \(i\) and event \(n\), \(f_{i,n}\) is the frequency identified for column \(i\) and event \(n\), \(\bar{f}_i\) the average frequency in the column over \(n_{\text{evt}}\), and \(\sigma_i\) the standard deviation of frequencies in the column over \(n_{\text{evt}}\). The correlation matrix is normalized such that the diagonal elements \(\text{corr}_{ii} = 1\). We assess the average correlation between adjacent columns by summing along the off-diagonals of the matrix. The first off-diagonal sum gives the average correlation between adjacent columns, the second off-diagonal sum gives the average between next-to-adjacent columns, etc. We compare correlation matrices calculated for single pixel-wide columns and 8 pixel-wide columns. In the single pixel-wide case, non-zero correlations are observed between adjacent and next-to-adjacent columns. In the 8 pixel-wide case, the correlation between adjacent columns is close to zero, which indicates that the frequency measurements in each column are independent.

C. Plasma Density Identification

The measured microbunching frequency \(f\) is determined by the action of the plasma wakefield on the proton bunch integrated over the length of the Rb vapor cell. The simplest interpretation of \(f\) is that it corresponds to the plasma frequency \(\omega_p/2\pi\), such that the plasma density \(n\) is given by

$$n = \epsilon_0 m_e \left(\frac{2 \pi f}{e}\right)^2,$$

(2)
where $\epsilon_0$ is the permittivity of free space, $m_e$ is the mass of the electron, and $e$ is the charge of the electron. In previous work, we compared Rb vapor densities measured by the white-light interferometer with plasma densities derived from the microbunching frequency of the proton beam and found the two to be in agreement, which indicates a uniform, fully-ionized plasma [16].

There are a number of physical effects which may cause the measured microbunching frequency to differ from the underlying plasma frequency. These include longitudinal density gradients and frequency shifts due to the onset of microbunching. We are able to minimize the frequency shift due to the longitudinal density gradient through control of the vapor density. We estimate the frequency shift from this effect to be at most $\delta f/f = \delta n/2n \approx (9.5 \pm 1.0) \times 10^{-4}$ [25]. The phase of the wakefield is affected by forced oscillations of the plasma at the onset of microbunching [12–14]. This effect is strongest just behind the seed point. In general, streak camera images are taken many periods behind the seed position where we expect the microbunching frequency to match the plasma frequency. The one exception is the dataset corresponding to zero time delay, which is described in more detail in Section IV.

The standard error on the mean plasma density is given by

$$\sigma_n = 2n \sigma_f/f,$$  \hspace{1cm} (3)

where $\sigma_f$ is the standard error on the mean microbunching frequency. A typical data sample is composed of 10 events, with 40 frequency measurements each, corresponding to the 40 columns of the streak camera image. The statistical uncertainty on the $\sim 400$ measurements is typically $\sigma_f \approx 10^{-3}$, with a correspondingly small uncertainty on the plasma density. The statistical uncertainty on the plasma density achieved here is at least an order of magnitude better than what is achieved using optical probes of plasma density in PWFA experiments [10].

We can quantify the systematic uncertainty of the measurement in two ways. First, we compare the plasma density measurement at small time delays with the vapor density measurement, under the assumptions of complete ionization of the vapor and insufficient time for plasma recombination. For a time delay of 320 ps between a 135 mJ laser pulse and the center of the proton bunch, the measured plasma density is $n = (1.805 \pm 0.003) \times 10^{14}$ cm$^{-3}$, consistent with the measured vapor density is $n_{\text{Rb}} = (1.810 \pm 0.009) \times 10^{14}$ cm$^{-3}$. 
For time delays of 500 ns or longer, the plasma has had time to relax and we can no longer compare densities derived from the microbunching frequency measurement to the Rb vapor density. To assess systematic errors at longer time delays, we compare different versions of the analysis. The average frequency can be calculated for each dataset (10 events grouped by time delay and laser pulse energy) by taking the projection of each streak image, computing the DFT of the projection, averaging the DFTs, and extracting the peak frequency. This approach produces one measurement per dataset. Alternatively, we can compute the DFT of the projection of each streak image, extract the peak frequency, and take the average over 10 measurements. Finally, we can use the column-by-column approach where the average is over 400 measurements. Comparing the single-measurement case with the column-by-column approach, we find that the difference in measured frequencies is 0.036 GHz averaged over all datasets. This is less than $\bar{\sigma}_{f,400} = 0.167$ GHz, the average error of the column by column approach. Comparing the 10-measurement average with the column-by-column approach, we find that the difference in measured frequencies is 2.052 GHz averaged over all datasets, which is less than $\bar{\sigma}_{f,10} = 3.567$ GHz, the average error of the projection method with 10 measurements per dataset.

We conclude that the column-by-column analysis does not show a significant bias toward higher or lower plasma densities, when compared to other possible analyses or the Rb vapor density measurement. The measurement uncertainties quoted in the remainder of the paper reflect the statistical error on the mean from the column-by-column analysis.

IV. RESULTS

We study the evolution of the plasma density as a function of time after ionization at three laser pulse energies. The Rb vapor density is maintained at $(1.810 \pm 0.009) \times 10^{14}$ cm$^{-3}$, throughout the measurement. The relative laser–proton timing is adjusted via the phase-locking system mentioned in Section II. The time delay $\Delta t$ is varied from 0 $\mu$s (corresponding to the laser seed pulse coincident with the center of the proton bunch) to 80 $\mu$s. The laser energy is controlled by changing the angle of an attenuating polarizer. For every time delay setting, we record ten shots each for a laser pulse energy of 135 mJ, 95 mJ, and 40 mJ, which we refer to as the high, medium, and low energy settings, respectively. The shot-to-shot energy variations and the transverse laser profile are measured on a “virtual” laser line.
using leakage light from the mirror that folds the laser beam onto the proton beam axis. We record a single laser-off background shot for each setting, for an average of 33 events per time delay. Figure 3 shows example streak camera images of the self-modulated proton bunches for different time delays after ionization with the high-power laser setting.

**FIG. 3.** Streak camera images of the modulated proton beam for sample time delays $\Delta t$ after ionization by the laser pulse with the high-power setting. The frequency of the modulation is observed to decrease with time after ionization, indicating a decay in the plasma density.

The streak camera images are grouped by time delay and laser energy setting. We take the DFT of the projection of each image (Section III.A) to estimate the peak frequency for each time delay and laser energy. The results of this analysis for the 135 mJ laser pulse energy setting are shown as a waterfall plot in Figure 4. The data show a nearly constant modulation frequency over the first 1 $\mu$s, followed by rapid decay. Note that the larger time delays are logarithmically spaced. For time delays $\Delta t \geq 5 \mu$s, the second harmonic of the fundamental frequency is visible in the DFT spectrum.

The peak frequencies and error on the frequencies are determined using the column-by-column analysis described in Section III.B. The data are grouped into sets by time delay and laser pulse energy and the histograms for each image in the set are added together. The fit is performed on the ensemble histogram, with centroids and errors extracted from the fit.

The results of the time delay scan are shown in Figure 5. The point corresponding
FIG. 4. Fourier power spectra for the 135 mJ laser energy setting. Each subplot contains approximately 10 stacked Fourier spectra. The subplots are labeled by time after ionization, with 0 s at the top and 80 µs at the bottom. For time delays $\Delta t \geq 5$ µs, a second peak appears in the spectra at twice the frequency of the main peak.

For $\Delta t = 0$ s has been assigned an offset of 1 ps so that is visible on the log-scale plot and the uncertainties are multiplied by a factor of 10 for visibility. For a time delay of 0 s, corresponding to the laser co-propagating with the center of the proton bunch, the measured densities are $(1.783 \pm 0.002) \times 10^{14}$ cm$^{-3}$, $(1.777 \pm 0.002) \times 10^{14}$ cm$^{-3}$, and $(1.784 \pm 0.007) \times 10^{14}$ cm$^{-3}$ for the 135 mJ, 95 mJ, and 40 mJ laser pulse energy settings, respectively. These values are significantly less than the densities measured at a time delay of 320 ps ($(1.805 \pm 0.003) \times 10^{14}$ cm$^{-3}$, $(1.797 \pm 0.003) \times 10^{14}$ cm$^{-3}$, and $(1.793 \pm 0.003) \times 10^{14}$ cm$^{-3}$, for the 135 mJ, 95 mJ, and 40 mJ laser pulse energy settings, respectively), but we do not expect changes in the plasma density over such a short time scale. The lower density measured at $\Delta t = 0$ s may be attributed to a physical effect, the evolving phase velocity of the wake near the
seed point discussed in Section III C, and a measurement effect from the streak image which captures the proton bunch before and after the seed point. The unmodulated portion of the proton bunch can be seen towards the top of the $\Delta t = 0$ s image in Figure 3. Neither of these effects are expected in the data with 320 ps delay.

![Graph showing plasma density versus time for different energy laser settings](image)

FIG. 5. Plasma density versus time for the high, medium, and low energy laser settings, plotted on a log-log scale. The errors are shown multiplied by a factor of ten so that they are visible in the plot. The measured vapor density denoted by the black dashed line. The data points corresponding to $\Delta t = 0$ s are assigned an offset of 1 ps so that they are visible in the plot.

V. MODEL AND ANALYSIS

The data show three important features which we attempt to model. First, we observe a plateau in the plasma density lasting for up to a microsecond. The plateau is followed by an
exponential decrease in the plasma density, and at long timescales, we observe a power-law like decay. Our model starts by estimating the initial conditions of the plasma immediately after formation by the ionizing laser pulse.

A. Plasma Formation

The ionizing laser is focused into the Rb vapor cell with a FWHM spot size of 2.05 mm in $x$ and 1.20 mm in $y$. The peak intensity of the laser is $4.5 \times 10^{13}$ W/cm$^2$, $3.2 \times 10^{13}$ W/cm$^2$, $1.4 \times 10^{13}$ W/cm$^2$, for the 135 mJ, 95 mJ, and 40 mJ laser energy settings, respectively. The ground state ionization energy of Rb is $U = 4.18$ eV, while the Ti:sapphire laser photon energy is $h\nu = 1.59$ eV at a central wavelength of 780 nm. In all cases, the Keldysh parameter is approximately 1

$$\gamma_k = \frac{\omega \sqrt{2m_eU}}{eE} \approx 1,$$

where $\omega$ is the laser frequency and $E$ is the peak electric field [26]. For $\gamma_k \approx 1$, both multi-photon and field ionization mechanisms are present. We simulate the propagation of the ionizing laser pulse through the Rb vapor using a model that takes into account the nonlinear response of the vapor and multi-photon ionization [27]. The simulated laser pulse parameters match that of the experiment, except that simulation is radially symmetric and the geometric mean of the FWHM in $x$ and $y$ is used as the radial size.

We are interested in the spatial distribution and temperature of the electrons freed through ionization, as this will serve as the initial conditions for our plasma evolution model. Figure 6a) shows the radial and longitudinal ionization fraction of the Rb vapor along the 10 m length of the cell for the 135 mJ laser energy setting. The average radius of ionization is 2.2 mm. The transverse laser profile used in the model was Gaussian, but the laser mode profile in the experiment has a top-hat shape. Further simulations were performed with super-Gaussian modes. The results of these simulations show less uniformity at the boundary of the ionized region, but produce a similar value for the average ionized radius.

Figure 6b) shows the average energy of the plasma electrons in the ionized region. The minimum energy of the ionized electrons is 0.59 eV, corresponding to three-photon absorption $E_{min} = 3h\nu - U$. The median electron energy after ionization is 0.62 eV. The model does not include plasma electron energy gain in the ponderomotive potential of the laser pulse, which has a maximum amplitude of $U_p = 0.51$ eV. We expect the energy contribution from
$U_p$ to be negligible given that the laser is linearly polarized and plasma electrons will be preferentially ionized at the maximum of the electric field which corresponds to the zero-crossing of the ponderomotive potential. Simulations were also performed for the 95 mJ and 40 mJ laser energy settings. At 95 mJ, the average ionized radius is 2.0 mm and at 40 mJ it is 1.7 mm. In all cases, the median energy of the plasma electrons after ionization is 0.62 eV.

**FIG. 6.** a) Ionization fraction for the 135 mJ laser pulse setting with a Gaussian transverse pulse shape based on the laser propagation model. The average radius of the ionized plasma column is 2.2 mm. b) Energy of electrons freed by ionization. The minimum energy after ionization is 0.59 eV, while the median energy is 0.62 eV.

### B. Thermalization, Diffusion, and Recombination

Several processes contribute to the evolution of the plasma column after ionization. Our model accounts for the following effects: 1) diffusion of electron thermal energy, 2) ambipolar plasma diffusion, 3) thermalization of electrons and ions, 4) thermalization of ions and neutral atoms, and 5) three-body plasma recombination. These processes are driven by collisions between electrons, ions and neutral particles. The fundamental parameter governing collisions in plasma is the electron-electron collision frequency due to Coulomb scattering \[28 \text{--} 30\]

$$\nu_{ee} = \frac{4\sqrt{2\pi}}{3} \frac{e^4}{(4\pi\varepsilon_0)^2} \frac{n \ln \Lambda}{m_e^{1/2} T_e^{3/2}},$$ \hspace{1cm} (5)
where \( \ln \Lambda = \ln (12\pi n\lambda_d^3) \) is the Coulomb logarithm and \( \lambda_d \) the Debye length \([31]\). The inverse of the collision frequency, the collision time \( \tau_{ee} \), gives the characteristic timescale for electrons to reach thermal equilibrium. For a density \( n = 1.81 \times 10^{14} \text{ cm}^{-3} \), and an initial electron energy \( E = 0.62 \text{ eV} \), \( \tau_{ee} = 158 \text{ ps} \). This is by far the fastest timescale in the model, and our model assumes that the electrons begin in thermal equilibrium with temperature \( T_e = 2/3E = 0.41 \text{ eV} \).

The next relevant timescales are the ion-ion collision frequency \( \nu_{ii} = \sqrt{m_e/m_i}\nu_{ee} \) and the electron-ion collision frequency \( \nu_{ei} = m_e/m_i\nu_{ee} \). The mass of the Rb atom is 84.85 times the mass of the proton (155,000 times the mass of the electron), which allows us to neglect ion temperature when calculating collision frequencies. Ion-ion collisions are roughly 400 times slower than electron-electron collisions, and electron-ion collisions are roughly 155,000 times slower than electron-electron collisions.

The collision frequency between ions and neutrals is determined by the ion-neutral scattering cross section. The neutral atom cross section for elastic scattering is given by the size of the atom \( \sigma_{Rb} = \pi r_{Rb}^2 \approx 2 \times 10^{-15} \text{ cm}^2 \). However, because the valence electron of the Rb atom is loosely bound, scattering is dominated by the charge-exchange cross section \([32]\)

\[
\sigma_{CEX} = (a - b\ln v_T)^2,
\]

where \( a = 42 \times 10^{-8} \text{ cm} \), \( b = 1.85 \times 10^{-8} \text{ cm} \) and \( v_T \) is the ion thermal velocity. For \( v_T = 37,000 \text{ cm/s} \), corresponding to an ion thermal energy of 0.041 eV, we have \( \sigma_{CEX} = 5 \times 10^{-14} \text{ cm}^2 \), which is 25 times greater than the elastic scattering cross section. The ion-neutral collision frequency is given by \( \nu_{i0} = n_n v_T \sigma_{CEX} \), where \( n_n \) is the neutral atom density, and reaches a value of \( 3.42 \times 10^5 \text{ s}^{-1} \) at the edge of the plasma column, which is comparable to the electron-ion collision frequency at the same location. Collisions between electrons and neutrals are neglected because they occur at the smaller cross section \( \sigma_{Rb} \) and energy exchange between the two species is suppressed by a factor of \( m_e/m_{Rb} \).

Three-body recombination occurs when two electrons collide in the vicinity of an ion, with one electron captured by the ion while the other carries away the excess momentum. The three-body recombination coefficient is given by \([33]\)

\[
\alpha_3 = \frac{4\sqrt{2\pi}^{3/2}}{9} e^{10} \frac{e^{10}}{(4\pi \epsilon_0)^{5/2}} \frac{\ln \Lambda}{m_e^{1/2}T_e^{3/2}} = 8.75 \times 10^{-27}(T_e[\text{eV}])^{-9/2} \text{ cm}^6/\text{s}.
\]

The three-body recombination rate has an extremely strong dependence on the electron temperature, and increases rapidly as the electrons cool.
We are now in a position to describe the evolution of the plasma in terms of five quantities: the electron temperature $T_e(r,t)$, the ion temperature $T_i(r,t)$, the neutral temperature $T_0(r,t)$, the plasma density $n(r,t)$ and the neutral density which is simply $n_0(r,t) = n_{\text{init}} - n(r,t)$. The evolution of the plasma density is governed by ambipolar diffusion and three-body recombination

$$\frac{\partial n}{\partial t} = \nabla \cdot (D_a \nabla n) - \alpha_3 n^3,$$

with the ambipolar diffusion constant $D_a = (1 + T_e/T_i) D_i$, and $D_i = T_i/m_i \nu_{\text{tot}}$ and $\nu_{\text{tot}} = \nu_{ii} + \nu_{io}$ [31]. The ambipolar diffusion equation implies that the plasma is quasi-neutral so that $n(r,t)$ represents both the electron and ion densities. Inertial effects are estimated to be small and are not included in Equation 8.

The evolution of the electron temperature is given by

$$\frac{3}{2} \frac{n}{n} \frac{\partial T_e}{\partial t} = \nabla \cdot \left( \kappa_e \nabla T_e \right) + 3 \frac{m_e}{m_i} \nu_{ee} n (T_i - T_e),$$

where the electron thermal conductivity $\kappa_e = 3.2 n T_e / m_e \nu_{ee}$ [29]. The first term on the right hand side of the equation represents the thermal diffusion of electron temperature and the second term is the thermalization of electrons and ions.

Next, we have the ion temperature equation

$$\frac{3}{2} \frac{n}{n} \frac{\partial T_i}{\partial t} = \nabla \cdot \left( \kappa_i \nabla T_i \right) + 3 \frac{m_e}{m_i} \nu_{ee} n (T_e - T_i) + 2 \nu_{i0} n (T_0 - T_i),$$

where the ion thermal conductivity $\kappa_i = 3.9 n T_i / m_i \nu_{ii}$ [29]. Equation 10 mirrors Equation 9 with an additional term for ion-neutral thermalization. Finally, we include the heating of neutral atoms by ions

$$\frac{\partial T_0}{\partial t} = 2 \nu_{i0} (T_i - T_0).$$

The neutral temperature is also affected by the recombination process. When plasma ions and electrons combine, they add to the neutral density and increase the neutral temperature because the ions are typically warmer than the neutrals.

Equations 8–11 are a system of coupled partial differential equations which must be solved numerically. The most straightforward approach to solving these equations is to use a forward-Euler method and choose short timesteps so that the Courant-Friedrichs-Lewy (CFL) condition is satisfied. The CFL condition requires $s = \Delta t \alpha / \Delta r^2 < 1/2$ at all grid points. However, this condition is nearly impossible to satisfy for Equation 9 given
a reasonable time step and grid size. An alternative approach is to use a backward-Euler implicit method which is unconditionally stable and allows us to select a reasonable step size. In this case, a new complication arises because the coefficients of these equations \((D_a, \kappa_e, \nu_{ee})\) depend on \(n\) and \(T_e\) and must be recalculated at every step. We thus end up with a mismatch problem when the coefficients corresponding to time step \(k\) are multiplying the dependent variable at time step \(k + 1\). We therefore use the implicit method but with a small time step to ensure that the coefficients vary slowly between iterations (e.g. \(D^k_a \approx D^{k+1}_a\)).

The initial conditions are derived from the ionization model. The radial plasma density profile is computed by averaging the ionization fraction (Figure 6a) along \(z\), and the initial electron temperature is the average of the electron energy (Figure 6b) along \(z\), multiplied by a factor of two thirds. The boundary conditions for Equation 8 are \(\partial n/\partial r = 0\rvert_{r=0}\) and \(\partial n/\partial r = 0\rvert_{r=r_w}\), where \(r_w = 2\) cm is the radius of the pipe wall. We impose a minimum plasma density \(n_{\text{min}} = 10\) cm\(^{-3}\) in order to avoid singularities in our system of equations. The value \(n_{\text{min}} = 10\) cm\(^{-3}\) was chosen because it is consistent with the equilibrium ionization value given by the Saha equation for \(T = 0.041\) eV. We found that the specific value of \(n_{\text{min}}\) has no effect on the results when varying this parameter over 8 orders of magnitude.

The boundary conditions for Equations 9 and 10 depend on the interaction of the plasma with the wall of the vapor cell. When the plasma reaches the wall, the electrons will be absorbed more rapidly than the ions, leading to the formation of an ion sheath [31]. The ions exchange energy with the wall, but the electrons are insulated by the sheath. The rate of thermalization between the ions and the wall depend on the heat capacity and thermal conductivity of the wall, and in turn these parameters vary with temperature [34]. In our experiment, the formation of the plasma sheath is not instantaneous. The plasma ions travel outward at the ambipolar velocity \(v_a = (3T_e/m_i)^{1/2}\), requiring at least 15 \(\mu s\) to reach the boundary and form the sheath. During this time, hot electrons reaching the wall will be absorbed and the electron temperature decreases. We do not model this process in detail, but rather take as a free parameter the electron temperature at the wall. A value of \(T_e = 0.13\) eV provides the best fit to the data.

The results of the model are shown in Figure 7. There is excellent agreement between the model and the 135 mJ and 95 mJ data. The model overestimates the length of the plasma density plateau for the 40 mJ data, which indicates that the radius of the ionized region
is less than 1.7 mm, the value predicted by the laser propagation model. A better fit can be achieved by assuming an initial radius of 1.1 mm. The discrepancy between the value predicted by the laser propagation model and what we observe in experiment is likely due to reduced confinement of the low-energy laser pulse. The high-energy laser pulse ionizes a wide channel with excellent self-confining properties, while the low-energy pulse ionizes a narrower channel which is more sensitive to asymmetries in the laser profile and leads to loss of confinement and further reduction of the channel width [27].

![Graph showing plasma density versus log time](image)

**FIG. 7.** Plasma density versus log time compared to the on-axis density curves from the model. Error bars on the data are multiplied by a factor of 10 for visibility.

VI. DISCUSSION AND SUMMARY

In this work, we measure the decay of a singly-ionized Rubidium plasma as a function of time after ionization $0 < \Delta t < 80$ µs. The plasma density is inferred from the frequency of modulation of a high-energy proton beam. We observe three features in the data: a plateau in the plasma density for times $\Delta t \lesssim 1$ µs, a rapid decay in density for $1$ µs $< \Delta t < 5$ µs, and power-law decay thereafter. The data are well-characterized by a model which includes plasma diffusion, recombination, temperature diffusion, and intra-species thermalization.

This experiment was motivated by interest in the physics of the self-modulation instability, to understand optimal conditions for proton beam-driven plasma wakefield acceleration, and to gain understanding of the plasma relaxation rate which is useful for the design of future plasma sources for proton beam-driven plasma wakefield experiments. Of particular interest is the design of a ten meter long plasma source for AWAKE Run-II with uniform plasma density at the level of 0.25%, which will be ionized by a back-propagating laser [35].
The back-propagating laser implies a time delay of up to 66 ns between the time the laser ionizes the downstream end of the cell and the proton beam reaches the same location, assuming that the laser pulse and proton beam are coincident at the upstream end. It is critical to understand whether or not the plasma density will evolve significantly during the 66 ns immediately after ionization by the laser. For time delays $\Delta t \ll \tau_{ei}$, the plasma electron temperature is roughly constant and therefore the three-body recombination rate is also constant. The fractional variation in the on-axis plasma density at short time delays is approximately

$$\frac{\Delta n}{n} \approx \alpha_3 n^2 \Delta t.$$  \hspace{1cm} (12)

For a fixed density uniformity (e.g. $\Delta n/n = 0.25\%$), the decay time scales as $n^{-2}$.

The AWAKE Run-II experiment is designed to operate at $7 \times 10^{14}$ cm$^{-3}$ plasma density. Our model indicates that the plasma will decay by 0.25% after 10 ns, which is shorter than the transit time of the laser pulse. However, the situation can be rectified by introducing a 1.7% gradient in the vapor density such that the downstream end, which is ionized first, has a higher initial plasma density than the upstream end. The gradient is chosen to compensate for plasma recombination such that the proton beam sees a uniform plasma density as it transits the cell. The radial variation in plasma density also meets the uniformity criterion up to $r = 1$ mm, which is much larger than the plasma skin depth and beam size $k_p^{-1} = \sigma_r = 200$ $\mu$m.
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