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ABSTRACT

Personalization enables businesses to learn customer preferences from past interactions and thus to target individual customers with more relevant content. We consider the problem of predicting the optimal promotional offer for a given customer out of several options as a contextual bandit problem. Identifying information for the customer and/or the campaign can be used to deduce unknown customer/campaign features that improve optimal offer prediction. Using a generated synthetic email promo dataset, we demonstrate similar prediction accuracies for (a) a wide and deep network that takes identifying information (or other categorical features) as input to the wide part and (b) a deep-only neural network that includes embeddings of categorical features in the input. Improvements in accuracy from including categorical features depends on the variability of the unknown numerical features for each category. We also show that selecting options using upper confidence bound or Thompson sampling, approximated via Monte Carlo dropout layers in the wide and deep models, slightly improves model performance.
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1 Introduction

A personalized recommendation model can be conceptualized as a ranking system that learns from customers’ past engagements and interactions. Pu et al. (2011) Polatidis and Georgiadis (2013). Recommendation systems are a critical component of the digital marketing industry, where they are used for matching digital ads to customer preferences. In 2019, this industry was valued at 43.8 billion USD, with an expected compound annual growth rate of 17.4% for 2020–2027 Research ([n.d.]).

Deep neural networks are extensively used in personalized recommendation systems. Zhang et al. (2019) However, although they are good at generalization (prediction for previously unseen feature combinations), they struggle with memorization (prediction based on co-occurrences of previously observed categorical feature values) Cheng et al. (2016). Wide and deep networks that use wide linear models to memorize sparse feature cross-products and deep neural networks to generalise to unseen feature values help solve this problem Zhang et al. (2019).

Recommendation models are typically trained in an online setting, so as to learn from shifting user preferences. However, because predictions aid decision-making in the production context and influence customer decisions, they can create positive feedback loops that alter the underlying data generating process and result in a selection bias for the input data Chaney et al. (2017). Causal inference Bottou et al. (2013) and bandit theory Li et al. (2010) can be used to account for such algorithmic bias.
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The current paper makes the following contributions:

- We propose a strategy for generating synthetic email promo datasets with clearly defined measures for unknown deterministic features and feature randomness.
- We evaluate the performance of the wide & deep, wide-only and deep-only architectures.
- We show that bandit algorithms that use upper confidence bound (UCB) Agrawal and Goyal (2012) and Thompson sampling (TS)Auer et al. (2002) for action selection slightly improves model performance.

Our code is publicly available for use by future researchers.

2 Problem Formulation

A business regularly runs marketing campaigns and for each campaign needs to decide which of several promotional offers might most appeal to each customer. We assume that the preferences of each customer are entirely determined by that customer’s personal characteristics, as well as those of the offers: i.e., if we knew everything about a customer and all available offers, we could predict that customer’s preferred offer with certainty. Then, there exists a generally non-linear function \( f \) that deterministically maps \( C_j \) and \( P_k \), complete features of the \( j \)th customer and \( k \)th campaign respectively, to one of \( N \) available promotional offers, \( \mathcal{A} = \{1, ..., N\} \):

\[
f(C_j, P_k) = a \in \mathcal{A}
\]

The number of features that completely describe a customer (or a promotional campaign) is enormous, so only a \textit{subset} of features will ever be known. If \( L \) features are known for each customer and \( M \) features are known for each campaign, the projections of \( C_j \) and \( P_k \) onto the sub-spaces of known customer and campaign features are an \( L \)-dimensional vector and an \( M \)-dimensional vector, respectively. We denote corresponding vectors in the full feature space, with non-zero components representing the \textit{known} features as \( c'_j \) and \( p'_k \). We denote vectors in the full feature space that represent the \( L' \) \textit{unknown} customer features and \( M' \) \textit{unknown} campaign features as \( c''_j \) and \( p''_k \), respectively. Then,

\[
C_j = c'_j + c''_j, \quad P_k = p'_k + p''_k.
\]  

Given unique IDs \( j \) and \( k \) for each customer and promotional campaign respectively, there exists a \textit{one-to-one} mapping between each ID and the corresponding complete feature vector: \( j \leftrightarrow C_j, k \leftrightarrow P_k \). The existence of such mappings requires the existence of mappings of IDs to each of the components of the corresponding vectors (but not vice versa). Therefore, there must exist functions

\[
g : \ g(j) = c'_j, \quad h : \ h(k) = p'_k,
\]

that are generally nonlinear and not necessarily invertible.

Introducing Eqs. (2–3) into Eq. (1), we find:

\[
f(C_j, P_k) = f(c'_j + g(j), p'_k + h(k)) = F(c'_j, p'_k, j, k) = a,
\]

where \( F \) is some new nonlinear function. In the limit when no customer or promotional campaign features are known, but it is known that all relevant features are uniquely defined by the customer ID and the campaign ID, Eq. (4) reduces to

\[
F(j, k) = a.
\]

Optimal offers for previously unseen customers and promotional campaigns can be learned more quickly based on similarity to previously seen customers and promotional campaigns (generalization). The better the vectors \( c'_j \) and \( p'_k \) approximate the vectors \( C_j \) and \( P_k \), and the better the space of all customer and promotional campaign features is sampled, the more accurately the optimal offer for any new customer-promotional campaign pair can be inferred. Observing optimal offers for specific customer-promotional campaign pairs allows refining predictions for the rare cases when subtle differences between similar customer-promotional campaign pairs lead to different optimal offers. If similarity between different customer-promotional campaign pairs cannot be established \textit{a priori}, as is the case for Eq. (5), no generalization is possible and the optimal offer for each customer-campaign pair must be memorized individually, making the training process inefficient. With partial information about customer and promotional campaign features, memorization and generalization can be combined to enhance prediction accuracy and training efficiency.
3 Related Work

The idea of combining wide linear models with deep neural networks for building robust recommendation systems that can memorize as well as generalize was first proposed in Ref. Cheng et al. (2016), refining the idea of factorization machines Rendle (2012). The system was deployed and evaluated on the Google Play app store, which yielded a positive app acquisition gain of 3.9% in an online setting.

Personalized dynamic recommendation has been reframed in a contextual bandit setting to mitigate the cold-start problem and algorithmic bias Li et al. (2010). This paper also developed the LinUCB algorithm to efficiently estimate confidence bounds in closed form. Because computing the actual posterior distribution of the bandit problem is usually intractable, Refs. Dielman et al. (1994) and Gal and Ghahramani (2016) proposed sampling techniques that use Monte Carlo (MC) dropout to approximate the posterior distribution. Both UCB and TS on this approximated distribution perform well and are computationally efficient. Empirical evaluation of many techniques for approximating TS and the best practices for designing such approximations are discussed in Ref. Riquelme et al. (2018). Recently, combining bandit algorithms with deep neural networks in an ad recommendation system on a proprietary dataset has also been explored Guo et al. (2020).

4 Methodology

4.1 Generalizing via Embeddings

Embeddings map categorical variables to vectors of pre-defined dimensionality and allow reducing dimensionality and encoding similarities in the data. Typically randomly initialized, they are then learned in a relevant supervised machine learning task. Including an $L_c$-dimensional embedding vector for the user ID $j$ and an $M_c$-dimensional embedding vector for the campaign ID $k$ as input to a deep neural network allows training them, over many occurrences of individual customers and promotional campaigns in the dataset.

The resulting embeddings may capture unknown customer and promotional campaign features that may be important for selecting the optimal offer $a$. In practice, a customer is represented by the concatenation of the known customer feature vector and the customer ID embedding vector. Then, by construction, $c_j^L$ and the vector $c_j^{L_e}$ that represents embedding in the full customer feature space span orthogonal sub-spaces and are linearly independent. Consequently, $c_j^L + c_j^{L_e}$ spans an $(L + L_c)$-dimensional subspace of the total customer feature space and can, in principle, approximate the complete feature vector $C_j$ better than $c_j^L$ that spans only an $L$-dimensional sub-space. Similar reasoning applies to using an embedding vector $p_k^M$ for campaign IDs. If $c_j^L$ and $p_k^M$ are treated as fixed constraints, optimizing $c_j^L + c_j^{L_e}$ and $p_k^M + p_k^{M_e}$ only changes the embedding vectors. Because these vectors and the known feature vectors are linearly independent, training the embeddings does not double-count the known features, but rather augments them. Consequently, a nonlinear function

\[
\tilde{f}_e \left( c_j^L + c_j^{L_e}, p_k^M + p_k^{M_e} \right) = \tilde{a}_e \in \mathcal{A}
\]

that is learned using both the known feature vectors and the embedding vectors should return better predictions than the nonlinear function learned only using known feature vectors.

4.2 Memorizing Cross-Products

Instead of embeddings, one can use cross-products of customer and campaign IDs Cheng et al. (2016) (treated as categorical features) in the wide & deep neural network. We must explicitly make the assumption that the optimal offer is specific to every customer-promotional campaign pair, similarly to Eq. (5).

If sufficient data for all possible user ID-campaign ID pairs is available, a wide linear model is sufficient and adding a deep neural network provides no benefit for predicting the optimal offer. However, it is impossible to train the model on all possible user ID-campaign ID pairs if new customers are continuously added and new promotional campaigns are regularly run. Furthermore, if there is variability in customer or campaign features with a given user or campaign ID, then such variability cannot captured by $F$ in Eq. (5).

In section 4.1, the known customer and promotional campaign features were augmented with user ID and campaign ID embeddings that capture otherwise unknown customer and promotional campaign features, once sufficiently trained. In this approach, cross-products of user IDs and campaign IDs are input to a wide linear model, $l (j \times k)$, whereas the known customer and promotional campaign feature vectors are input to a deep nonlinear model, $\tilde{f}_d \left( c_j^L, p_k^M \right)$, in the
same way as in Eq. (6). The outputs of the linear and nonlinear transformations are then passed to the output layer:

$$
\sigma \left[ \tilde{f}_d \left( e_j^k, p_k^M \right), l (j \times k) \right] = a_{\text{cwe}} \in \mathbb{A}_c,
$$

where $\sigma$ is a nonlinear activation function.

### 4.3 Generated Dataset

The architectures discussed in Sections 4.1 and 4.2 represent different approximations of Eq. (4). We hypothesize that, given sufficient training data, both should result in similar prediction accuracy. To test this hypothesis, we generated a synthetic dataset of 10 million email promo campaign instances with the following features for each sample: user/customer ID; customer features 1 and 2; hidden customer feature; campaign ID; campaign features 1 and 2; hidden campaign feature.

The dataset contains 1,000 distinct customers, each identified by a unique ID and seen a random number of times, with occurrences randomly distributed throughout the dataset. The relative frequency of seeing a specific customer is 17 and 20,004, respectively. Every customer is described by three features: customer features 1 and 2, as well as a hidden customer feature. For a given customer, the mean values and the standard deviations for each of these features are constant. The mean values of customer features 1 and 2 are sampled from a uniform distribution on the interval $(-0.5, 0.5)$. The standard deviations for these features are sampled from uniform distributions on the intervals $(0, 0.2)$ and $(0, 0.3)$, respectively. The mean value of the hidden customer feature is sampled from a uniform distribution on the interval $(-0.2, 0.2)$, and the standard deviation is sampled from a uniform distribution on the interval $(0, 0.1)$. The values of all customer features vary from sample to sample and are sampled from normal distributions with fixed means and standard deviations for each customer. The numbers of samples with each combination of customer features 1 and 2 are shown in Fig. 1A; the numbers of samples with each value of the hidden customer feature are shown in Fig. 1B.

The samples are evenly distributed among 100 promotional campaigns, each identified by a unique campaign ID. Each promotional campaign consists of 100,000 samples, and the promotional campaigns are listed sequentially. Every promotional campaign is described by three features: campaign features 1 and 2, and hidden campaign feature. For a given promotional campaign, the mean values and the standard deviations for each of these features are constant. The mean values for campaign feature 1 and campaign feature 2 are sampled from a uniform distribution on the interval $(-0.5, 0.5)$. The standard deviations for these features are sampled from uniform distributions on the intervals $(0, 0.2)$ and $(0, 0.05)$, respectively. The mean value for the hidden campaign feature is sampled from a uniform distribution on the interval $(-0.15, 0.15)$, and the standard deviation is sampled from a uniform distribution on the interval $(0, 0.05)$. The values of all promotional campaign features for individual samples in the dataset are sampled in the same way as for customer features. The numbers of samples with each combination of campaign feature 1 and campaign feature 2 are shown in Fig. 1C; the numbers of samples with each value of the hidden campaign feature are shown in Fig. 1D.

As evident from Fig. 1, the customer feature space is sampled better than the campaign feature space because there are 1,000 distinct customers (compared to 100 distinct campaigns) and larger standard deviations. There is a one-to-one correspondence between the user ID and the mean values and standard deviations for each customer feature (likewise for the promotional campaign features). The actual feature values describing a specific occurrence of a given customer or promotional campaign are sampled from more or less narrow normal distributions, with fixed defined means and standard deviations. This ensures variation in the customer features between different samples with the same user ID, and in the promotional campaign features between different samples with the same campaign ID. This construction reflects the fact that, in practice, the values of many customer and promotional campaign features may vary somewhat between appearances of a customer or a promotional campaign in the dataset due to unaccounted for factors that are external to the customer–promotional campaign system and reflect its interaction with the broader “environment”.

The three customer features for the $n$th sample in the dataset can be represented by a three-dimensional customer feature vector, $c_n$, and the three promotional campaign features for the $n$th sample can be represented by a three-dimensional promotional campaign feature vector, $p_n$, where the sample number $n = 1, \ldots, 10,000,000$ (these vectors are schematically illustrated in Fig. 2).

The optimal offer for the $n$-th sample is defined by

$$
a_n = \begin{cases} 
1, & \text{cei} \left[ \frac{10}{\pi} \arccos \left( \frac{c_n \cdot p_n}{|c_n| |p_n|} \right) \right], \\
\text{ otherwise},
\end{cases}
$$

a piecewise continuous nonlinear function of the angle between the vectors $c_n$ and $p_n$ that can take 10 values, $a_n \in \{1, \ldots, 10\}$. For two samples $n$ and $n'$, where the customers and promotional campaigns have similar features, the
optimal offers defined by Eq. (8) will be the same, \( a_n = a_{n'} \), unless the angles between their customer and promotional campaign feature vectors happen to be separated by a point of discontinuity (in which case \( |a_n - a_{n'}| = 1 \)).

All models in our experiment were trained on 60% of the generated dataset, with 20% used for validation and 20% used for testing; the data was split into the training, validation, and test sets randomly. For comparison, a different split of the dataset was also used for training and testing two of the models: the first 80% of the data was randomly split into the training and validation datasets at a 3:1 ratio, and the remaining 20% was used for testing.

### 4.4 Model Architectures

This paper focuses on 3 network architectures: a wide model, a deep model, and a wide & deep model.

The wide model (Fig. 3A) took as input 100,000 cross-products between the 100 distinct user IDs and the 1,000 distinct campaign IDs in the dataset. This input was passed to a single linear transformation and a softmax function to select one of the ten possible offers. This model had 1 million trainable parameters.

The deep model (Fig. 3B) used a dense neural network with three hidden layers (with 512, 256, and 128 nodes and ReLU activation functions), followed by a softmax output layer to select among the ten possible offers. This model was trained with four different sets of features in the input:

1. 16-dimensional embeddings for user IDs and 7-dimensional embeddings for campaign IDs;
2. customer features 1 and 2 and campaign features 1 and 2;
3. customer features 1 and 2, campaign features 1 and 2, as well as 16-dimensional embeddings for user IDs and 7-dimensional embeddings for campaign IDs;
4. customer features 1 and 2, campaign features 1 and 2, as well as the hidden customer and campaign features.

Even with the largest input dimensions (version 3), this model had under 200 thousand trainable parameters (considerably fewer than the wide model). We found that increasing or decreasing the number of nodes in all hidden layers by a factor of 2 had no statistically significant effect on the resulting prediction accuracy.

For the wide and deep model (Fig. 3C), the cross-products between user IDs and campaign IDs (wide input) were first concatenated with the output of the third hidden layer of the deep model and then passed to the output softmax layer. Only customer features 1 & 2 and campaign features 1 & 2 were used as input for the deep model.

TensorFlow Abadi et al. (2015) implementations of these models were trained using categorical cross-entropy loss and the Adam optimizer with a learning rate of \( 10^{-3} \). Early stopping with a patience of 5 epochs (deep, wide) or 10 epochs (wide & deep) was applied. Varying the patience between 5 and 20 epochs had no significant effect on the resulting accuracy. Early stopping occurred after 16 epochs for the wide model, after 46, 33, 41, and 14 epochs respectively, for the four sets of inputs to the deep model, and after 108 epochs for the wide & deep model.

![Figure 1: Distributions of customer (top) and campaign (bottom) features in the dataset. Left - combinations of known feature values; right - hidden feature value.](image-url)
4.5 Bandit Implementation

A contextual bandits predicts an action that should be taken for a specific context in order to maximize a reward. In selecting an action, the bandit algorithm balances exploitation of prior knowledge about the rewards associated with various possible actions and exploration of actions that have not been tried enough times to confidently predict their associated rewards.

In the scenario considered in this paper, contextual bandits are applied to a multi-class classification problem, where the objective is to find the mapping of the customer and campaign features that serve as the context onto the optimal action, in accordance with Eq. (4). The probabilities of each action being optimal are returned by the softmax output layer of a neural network with one of the architectures described in Section 4.4. We treat these probabilities as the normalized rewards associated with each action.

We consider two popular bandit algorithms, Thompson sampling (TS) and upper confidence bound (UCB), and compare their performance to that of a neural network that does not use a bandit algorithm. The TS algorithm randomly samples a single value from the posterior distribution of the rewards associated with each action, then selects the action with the highest sampled reward. The UCB algorithm optimistically selects the action with the highest upper confidence bound for its reward value. The confidence bounds depend on the expected rewards associated with each action and on their uncertainties that can be estimated from the posterior distributions of rewards.

The posterior distributions of rewards are approximated using the Monte Carlo (MC) dropout method Gal and Ghahramani (2016). The reward distributions are approximated by making multiple forward passes through a neural network with MC dropout at inference time. To improve computational inefficiency, MC dropout (with dropout probability $p = 0.3$) is only applied in a “multi-head” layer that immediately precedes the softmax output layer Guo et al. (2020). Thus, only one forward pass through the computation graph up to the dropout layer is necessary, and multiple passes from the dropout layer onward can be executed in parallel.

To select an action using the TS algorithm, we perform a single pass through the network with MC dropout and pick the action with the largest sampled value. In the UCB algorithm at 95% confidence level, we perform 100 forward passes starting at the MC dropout layer and approximate the upper confidence bound for each action by the $5^{th}$-largest value among 100 samples.

5 Results

Table 1 shows the accuracy of the optimal offer predictions for all models, trained and tested on random subsets of our dataset.

As expected, random guessing results in 10% accuracy for predicting the optimal offer out of 10 possible offers. Also as expected, the prediction accuracy for the deep model that takes the complete customer and promotional campaign feature vectors as input approaches 100% (it is 97.2% for the test set and could potentially be further improved by providing additional training data, using a larger neural network, adjusting the learning rate, etc.).

Note that for all subsequent models, hidden customer and campaign features are not used: only customer features 1 and 2, campaign features 1 and 2, and/or the user and campaign IDs are used for predicting the optimal offer. Thus, the models were deliberately provided with incomplete information:

Figure 2: Schematic representation of customer feature vector $c_n$ (left) and campaign feature vector $p_n$ (right). Dashed black boxes show the range of possible feature combinations. Dashed colored boxes illustrate the range of feature variability for a given customer or campaign. Dashed lines show projections of the complete feature vector.
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Figure 3: Architectures used for the wide (A), deep (B) and wide & deep models (C). Italic numbers in square brackets indicate model versions with different inputs (See Table 1).

Table 1: Performance Comparison: Wide vs Deep vs Wide & Deep architectures

| Model       | Deep input                                | Wide input                        | Accuracy, % |
|-------------|-------------------------------------------|-----------------------------------|-------------|
|             |                                           |                                   | Train  | Valid | Test  |
| Random      | None                                      | None                              | 10.0   | 10.0  | 10.0  |
| Wide        | None                                      | user ID × campaign ID             | 35.2   | 33.3  | 33.3  |
| Deep        | 1 User & campaign ID embeddings           |                                   | 27.6   | 27.0  | 26.9  |
|             | 2 Customer features 1&2, Campaign features 1&2 | None                            | 68.0   | 68.1  | 68.0  |
|             | 3 Customer features 1&2, Campaign features 1&2, User & campaign ID embeddings |                       | 81.3   | 80.9  | 80.8  |
|             | 4 Customer features 1&2, Campaign features 1&2, Hidden User & Campaign features |                     | 97.7   | 98.0  | 97.2  |
| Wide & Deep | Customer features 1&2, Campaign features 1&2 | user ID × campaign ID            | 80.2   | 77.3  | 77.3  |
• Numerical customer and campaign features supplied projections of the complete customer and campaign feature vectors onto the "known" customer and campaign feature subspaces.

• In accordance with Eq. (3), the user and campaign IDs can be mapped to the mean value and standard deviation that define the distribution of the hidden customer and campaign features for a specific customer and a specific promotional campaign. However, the user and campaign IDs cannot be deterministically mapped to the values of the hidden customer and campaign features for a specific sample, because these features are randomly sampled from a normal distribution with a fixed mean and a fixed standard deviation.

Therefore, even with the user and campaign IDs available, the information that is provided to the models is incomplete. If only identifying information for the customer (user ID) and for the promotional campaign (campaign ID) were known, any inference of the optimal offer would be based on memorization. The wide-only model with the user ID and campaign ID cross products as input correctly predicts the optimal offer in about a third of cases, while the deep-only model with only the user ID and campaign ID embeddings as input correctly predicts the optimal offer in just over a quarter of all cases (see Table 1). The differences in accuracy between the two models are not due to difference in the number of trainable parameters, as varying layer sizes for the deep model did not significantly affect prediction accuracy. These differences are also not due to insufficient training data, as training both models on smaller subsets did not significantly change accuracies either. Therefore, the wide model outperforms the deep model when it comes to pure memorization, at least for the embedding sizes used for the user ID and the campaign ID. This difference in accuracy may be due to more efficient memorization for the wide model, compared to a deep model, where the user ID and the campaign ID embeddings are randomly initialized and then adjusted every time a user ID or campaign ID value is encountered in the training data.

Note that the poor performance of both the wide and the deep models trained using only the user and campaign IDs is largely determined by the relatively broad distributions of the customer (campaign) features for a given user ID (campaign ID). For instance, reducing the maximum standard deviations for customer feature 1, customer feature 2, and the hidden customer feature from 0.2, 0.3, and 0.1 respectively, to 0.05, 0.1, and 0.05 respectively, without changing the campaign feature distributions, improves the performance of the deep model from 26.9% to 62.1%. If the customer and campaign features were completely determined by the user and campaign IDs, in accordance with Eq. (3), then near-perfect prediction accuracy could, in principle, be achievable for both the wide and deep models, provided that they were sufficiently trained.

### Table 2: Performance Comparison: Different Feature Distributions for Training/Validation and Test Sets

| Model          | Deep input                                      | Wide input                      | Accuracy, % |   |
|----------------|-------------------------------------------------|---------------------------------|-------------|---|
|                | Customer features 1&2, Campaign features 1&2,  | None                            | Train       | Valid | Test  |
| Deep           | User & campaign ID embeddings                   |                                 | 81.9        | 81.2  | 58.1  |
| Wide & Deep    | Customer features 1&2, Campaign features 1&2    | user ID × campaign ID           | 80.0        | 77.6  | 63.2  |

If only the projections of the complete customer and campaign feature vectors onto the known customer and campaign feature subspaces (customer features 1 and 2, campaign features 1 and 2) were known, then the accuracy of the optimal offer predictions would largely be determined by how well these projections approximate the complete feature vectors. In the limit of the hidden customer and hidden campaign features being zero for all samples, customer features 1 and 2 and campaign features 1 and 2 would provide complete information about the customer and the promotional campaign. Consequently, near-perfect accuracy for this model could be expected, for a sufficiently large and sufficiently trained neural network. When the deep model only takes as input customer features 1 and 2 and campaign features 1 and 2 in our generated dataset that has relatively large hidden customer and campaign features, it can predict the optimal offer in over two thirds of cases (see Table 1). Further improving the prediction accuracy requires accounting for the hidden customer and campaign features that can, to an extent, be inferred from the user and campaign IDs. The precision of this inference is limited by the variability in the hidden features for a given customer (promotional campaign).

Predictably, the highest accuracy of the optimal offer predictions were achieved when both the identifying information for the customer and the promotional campaign, as well as the projections of the complete customer and campaign feature vectors onto the known customer and campaign feature subspaces were provided to the machine learning models. The deep model that took customer features 1 and 2, campaign features 1 and 2, as well as the user ID and campaign ID embeddings as input achieved an accuracy of 80.8% on the test set. The wide & deep model that took
Table 3: Performance Comparison: Bandit Algorithms

| Model    | Accuracy, % |       |       |
|----------|-------------|-------|-------|
|          | Train       | Valid | Test  |
| No Bandit| 80.2        | 77.3  | 77.3  |
| TS       | 81.1        | 80.3  | 79.3  |
| UCB      | 81.6        | 80.8  | 80.2  |

customer features 1 and 2 and campaign features 1 and 2 as input to the deep part, as well as user ID–campaign ID cross-products as input to the wide part, achieved an accuracy of 77.3% on the test set. Interestingly, the deep-only model slightly outperformed the wide & deep model, even though the wide model that took user ID–campaign ID cross-products as input outperformed the deep model that took only user ID and campaign ID embeddings as input. Examining the confusion matrices for the predicted optimal offer, \( \hat{a} \in \mathbb{A} \), vs. the actual optimal offer, \( a \in \mathbb{A} \), suggests that the performance of both models is largely limited by the randomness in the hidden customer and campaign features: \(|a - \hat{a}| \leq 1\) for over 95% of the predictions.

It should be noted that the reasonably high accuracies for the deep-only and the wide & deep models that took customer features 1 and 2, campaign features 1 and 2, as well as the user and campaign IDs as input were achieved because the training, validation, and test sets were randomly sampled from the generated dataset. Consequently, the training, validation, and test sets contained all possible user ID–campaign ID combinations. Randomly splitting the first 80% of the data between the training and validation sets at a 3:1 ratio and using the remaining 20% as the test set leads to significantly worse prediction accuracies on the test set for both the deep-only and the wide & deep models (Table 2). In this case, the model is trained and tested on different identifying information (different campaigns), making memorization useless, and, in fact, counterproductive: the accuracies on the test set for both the deep-only and the wide & deep models turn out to be considerably lower than the accuracy for the deep model that just uses customer features 1 and 2 and campaign features 1 and 2 as input (Table 1). In practice, this result means that considering a cross-product of a user ID with a campaign type, for which certain features are similar across multiple campaigns, is likely to lead to enhanced performance of a machine learning model. Conversely, using a cross-product of a user ID with a campaign ID that will not re-occur in the data to which the model will eventually be applied may be detrimental to the model’s prediction accuracy.

We evaluated the benefit of using the implementations of UCB and TS, outlined in Section 4.5, on the output of the wide & deep model for our dataset (see Table 3). Both bandit algorithms show a slight improvement in accuracy compared to the wide & deep model without explicit exploration. Our implementation of UCB consistently quantified uncertainty and predicted optimal offers better than TS, but was considerably more computationally expensive with, on average, an order of magnitude longer runtimes.

6 Conclusions and Future Work

Identifying features, such as user or campaign IDs, can significantly improve predictions of machine learning models, especially when properties of the customer and of the promotional campaign are uniquely determined by their identities. However, variability in features that correspond to the same ID reduces the predictive power of identifying features (or other categorical features that characterize the properties of individual customers or campaigns).

If the optimal offer is, to some extent, determined by the cross-product of two or more categorical features, then any improvements in the accuracy from using these features in a model hinges on the following requirement: the data used to train the model should contain the same combinations of the categorical feature values as the test set. Otherwise, using cross-products of categorical features may be detrimental to the model’s accuracy on the test set.

Cross-products of relevant categorical features can be provided as input to the wide part of a wide & deep neural network. Alternatively, embeddings for individual categorical features can be included in the input for a deep neural network. In the setting we explored, both models showed similar prediction accuracies and computational costs. These results may be dataset dependent, so it would be of interest to study how the accuracies and computational costs for both models depend on the total numbers of numerical and categorical features, the variability between features for a given customer and/or promotional campaign, the number of offers per campaign, the embedding sizes for categorical features, etc.

A wide & deep model requires more careful feature engineering than a deep model with embeddings for categorical features. Specifically, it requires explicitly identifying the cross-products of categorical features that affect the optimal
offer. Conversely, when using embeddings in a deep model, any interplay between categorical features is implicit in the trained network parameters. If the relevant cross-products are easily identifiable, using a wide & deep model may be the better option. Otherwise, particularly for datasets with many categorical features, a deep model with embeddings may require less extensive exploratory data analysis.

Our network approximations of the TS and UCB bandit algorithms conferred an increase in accuracy of 1–3% for predicting the optimal offer. However, the computational cost of bandit algorithms may complicate their adoption in online settings. Because in online settings a sound exploration strategy can limit algorithmic bias, we intend to explore possible solutions in future research.

References

Martín Abadi, Ashish Agarwal, Paul Barham, Eugene Brevdo, Zhifeng Chen, Craig Citro, Greg S. Corrado, Andy Davis, Jeffrey Dean, Matthieu Devin, Sanjay Ghemawat, Ian Goodfellow, Andrew Harp, Geoffrey Irving, Michael Isard, Yangqing Jia, Rafal Jozefowicz, Lukasz Kaiser, Manjunath Kudlur, Josh Levenberg, Dandelion Mané, Rajat Monga, Sherry Moore, Derek Murray, Chris Olah, Mike Schuster, Jonathon Shlens, Benoit Steiner, Ilya Sutskever, Kunal Talwar, Paul Tucker, Vincent Vanhoucke, Vijay Vasudevan, Fernanda Viégas, Oriol Vinyals, Pete Warden, Martin Wattenberg, Martin Wicke, Yuan Yu, and Xiaoqiang Zheng. 2015. TensorFlow: Large-Scale Machine Learning on Heterogeneous Systems. https://www.tensorflow.org/ Software available from tensorflow.org.

Shipra Agrawal and Navin Goyal. 2012. Thompson Sampling for Contextual Bandits with Linear Payoffs. CoRR abs/1209.3352 (2012). arXiv:1209.3352

Peter Auer, Nicolò Cesa-Bianchi, and Paul Fischer. 2002. Machine Learning 47, 2/3 (2002), 235–256. https://doi.org/10.1023/a:1013689704352

Léon Bottou, Jonas Peters, Joaquin Quiñonero-Candela, Denis X. Charles, D. Max Chickering, Elon Portugaly, Dipankar Ray, Patrice Simard, and Ed Snelson. 2013. Counterfactual Reasoning and Learning Systems: The Example of Computational Advertising. Journal of Machine Learning Research 14, 65 (2013), 3207–3260. http://jmlr.org/papers/v14/bottou13a.html

Allison J. B. Chaney, Brandon M. Stewart, and Barbara E. Engelhardt. 2017. How Algorithmic Confounding in Recommendation Systems Increases Homogeneity and Decreases Utility. CoRR abs/1710.11214 (2017). arXiv:1710.11214

Heng-Tze Cheng, Levent Koc, Jeremiah Harmsen, Tal Shaked, Tushar Chandra, Hrishi Aradhya, Glen Anderson, Greg Corrado, Wei Chai, Mustafa Ispar, Rohan Anil, Zakaria Haque, Lichan Hong, Vihan Jain, Xiaobing Liu, and Hemal Shah. 2016. Wide and Deep Learning for Recommender Systems. arXiv:1606.07792 [cs.LG]

Terry Dielman, Cynthia Lowry, and Roger Pfaffengerber. 1994. A comparison of quantile estimators. Communications in Statistics - Simulation and Computation 23, 2 (Jan. 1994), 355–371. https://doi.org/10.1080/03610919408813175

Yarin Gal and Zoubin Ghahramani. 2016. Dropout as a Bayesian Approximation: Representing Model Uncertainty in Deep Learning. arXiv:1506.02142 [stat.ML]

Dalin Guo, Sofia Ira Ktena, Ferenc Huszar, Pranay Kumar Myana, Wenzhe Shi, and Alykhan Tejani. 2020. Deep Bayesian Bandits: Exploring in Online Personalized Recommendations. arXiv:2008.00727 [cs.LG]

Lihong Li, Wei Chu, John Langford, and Robert E. Schapire. 2010. A contextual-bandit approach to personalized news article recommendation. Proceedings of the 19th international conference on World wide web - WWW ’10 (2010). https://doi.org/10.1145/1772690.1772756

Nikolaos Polatidis and C. Georgiadis. 2013. Recommender Systems: The Importance of Personalization in E-Business Environments. Int. J. E Entrepreneurship Innov. 4 (2013), 32–46.

Pearl Pu, Li Chen, and Rong Hu. 2011. A user-centric evaluation framework for recommender systems. In Proceedings of the fifth ACM conference on Recommender systems - RecSys ’11. ACM Press. https://doi.org/10.1145/2043932.2043962

Steffen Rendle. 2012. Factorization Machines with libFM. ACM Transactions on Intelligent Systems and Technology 3, 3 (May 2012), 1–22. https://doi.org/10.1145/2168752.2168771

Grand View Research. [n.d.]. Digital Marketing Software Market Size, Share and Trends Analysis Report By Solution (Content Management, Campaign Management), By Service, By Deployment, By Enterprise Size, By End-use, By Region, And Segment Forecasts, 2020 - 2027. Available at https://www.grandviewresearch.com/industry-analysis/digital-marketing-software-dms-market (2021/05/22).
Carlos Riquelme, George Tucker, and Jasper Snoek. 2018. Deep Bayesian Bandits Showdown: An Empirical Comparison of Bayesian Deep Networks for Thompson Sampling. arXiv:1802.09127 [stat.ML]

Shuai Zhang, Lina Yao, Aixin Sun, and Yi Tay. 2019. Deep Learning Based Recommender System. Comput. Surveys 52, 1 (Feb. 2019), 1–38. https://doi.org/10.1145/3285029

Appendix: Online Resources

The code used in this paper is publicly available at https://github.com/fellowship/deep-and-wide-bandit.

The dataset used can be found at https://www.kaggle.com/alekseykocherzhenko/deep-with-embeddings-vs-deep-and-wide.