A Novel Multicategory Defect Detection Method Based on the Convolutional Neural Network Method for TFT-LCD Panels
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1. Introduction

Defects on thin film transistor-liquid crystal displays (TFT-LCD) panel could be divided into either macro- or microdefects, depending on if they are easy to be detected by the naked eye or not. There have been abundant studies discussing the identification of macrodefects but very few on microones. This study proposed a multicategory classification model using a convolutional neural network model to work with automatic optical inspection (AOI) for identifying defective pixels on the TFT-LCD panel. Since the number of nondefective pixels outnumbered the defective ones, there exists a very serious class-imbalanced problem. To deal with that, this study designed a special training strategy that worked with data augmentation to increase the effectiveness of the proposed model. Actual panel images provided by a mobile manufacturer in Taiwan are used to demonstrate the efficiency and effectiveness of the proposed approach. After validation, the model constructed by this study had 98.9% total prediction accuracy and excellent specificity and sensitivity. The model could finish the detection and classification process automatically to replace the human inspection.

Defects on thin film transistor-liquid crystal displays (TFT-LCD) can be divided into macrodefects and microdefects [1]. The main difference between them is whether they can be easily detected by the naked eye or not. For example, Mura and light leakage are categorized as macrodefects, while defective pixels, pin holes, and particles are categorized as microdefects due to their minute size. Most studies related to the detection of defects on TFT-LCD panels focus on macro defects, especially Mura [2–7].

With the advances in technology, pixel sizes are getting smaller [8, 9]. Using a 15-inch panel with Full HD (FHD) resolution, commonly used in notebook computers, as an example, the pixel size is about 0.19 mm × 0.20 mm. According to Curcio et al. [10], the size limit that the human naked eye can distinguish is about 0.35 ARC points (arc-minute), which is equivalent to 300 pixels per inch (ppi), about 0.08 mm. To use the light-on test to sort panels based on the number of defective pixels, inspectors need to work in a high luminance ratio (low ambient light and high local illumination) environment for long working hours and search for defects that are close to the human limit. On the other hand, using automatic optical inspection (AOI) technology to assist visual inspection may reduce the risk of damage to inspectors’ eyes and can also improve the efficiency of the panel sorting process. Such a process reflects the trend of defect sorting processes in Industry 4.0. AOI technology relies on visual sensing equipment, such as photosensitive charge coupled device (CCD) cameras, to replace the human eye for object detection. In general, the AOI process can be divided into four stages: image acquisition, image preprocessing, image classification, and output results. In this process, the efficiency of the image preprocessing and image classification determines the efficiency of the entire
process. Many studies have discussed topics related to the assistance of AOI in decision-making [11–14]. Few studies have focused on the detection of defective pixels in TFT-LCD panels. Guo et al. [15] developed a process that used notch filter and threshold segmentation method to detect subpixel defects on LCD screen images. Çelik et al. [16] proposed a real-time defective pixel detection system for LCD TV products using a deep learning algorithm. They compared the ability to detect pixel-level defects by using RetinaNet [17], M2Det [18], and Yolov3 [19] network and found that RetinaNet based architecture provides balanced results in terms of accuracy and use of time. However, their model could only detect the defective pixels but did not furthermore categorize them into their corresponding type. According to ISO/TR 9241-310 standards, defective pixels can be divided into full-bright, full-dark, half-bright, and half-dark pixels. Each pixel on a color TFT-LCD panel is composed of individual red, green, and blue subpixels. Thus, TFT-LCD panel defects can include 12 different combinations of defective pixels. ISO/TR 9241 also describes the ISO’s tolerance for LCD panels in different classes. For example, class 0 panels are completely defect-free (i.e., no full or subpixel defects are allowed), while class 1 to class 3 panels may allow five to 50 defects. Currently, the best-quality panels (commonly referred to as Grade-A panels in practice) sold by TFT-LCD panel manufacturers to notebook computer manufacturers are class 1 (and above) panels, which means macrodefects have been screened out but there may still exist a small number of defective pixels.

Many defect classification studies on TFT-LCD panels were made from the perspective of TFT-LCD manufacturers. This study was motivated by a practical problem raised by a notebook computer manufacturer. It is known that notebook computers sold in the market could be divided by several grades in terms of price, ranging from several hundreds of US dollars to several thousands, under the same brand name. Therefore, to maximize the product value to its customers, a notebook computer manufacturer would want to put the best-quality TFT-LCD panels to its top-grade models and leave the ones with a couple of defects but still counted as grade-A panels to lower-grade models. The type, location, and number of defective pixels are critical for panel classifications. Traditionally, this panel sorting task was conducted by human eyes using light-on tests. With the recent advanced high-resolution camera and data processing technologies, AOI became an alternative. This paper aimed at constructing a multiclassification classification model based on deep learning that could be used to improve the efficiency of model construction to identify defective pixels in TFT-LCD panels while maintaining high classification accuracy. Real TFT-LCD images provided by a brand-name computer manufacturer in Taiwan were applied to demonstrate the feasibility and effectiveness of the proposed model.

The follow-up structure of this paper is as follows. Section 2 presents the preliminaries, including deep learning, the convolutional neural network (CNN), and edge detection. The model construction method and the construction process are introduced in Section 3. The numerical result of the model is shown in Section 4, and the conclusion is discussed in Section 5.

2. Preliminaries

2.1. Deep Learning. Deep learning topics regarding multilayer perceptrons are once again gaining attention from researchers, mainly due to the use of nonlinear activation functions, which gives multilayer perceptrons the ability to solve linear invisible problems that neural networks could not handle in the past [20]. Multilayer perceptrons have been widely used in various research areas, such as plant breeding [21], public construction project cost forecasts [22], landslide susceptibility [23], flood predictions [24], and thermal power plants [25].

In the case of model training for deep learning, in order to prevent overfitting, a sufficient amount of data is necessary. Tanner and Wong [26] first proposed the concept of data augmentation by using geometric transformation of the original dataset to increase the amount of data. This has become a widely applied method to solve the problem of insufficient data. The augmentation method is based on geometric transformations, such as rotation, flipping, or scaling, of the original images to accumulate the required data by using the existing dataset. This method could effectively solve the problem of a lack of training data without hurting the accuracy of the model training. For example, Cui et al. [27] and Ding et al. [28] applied the data augmentation method in topics regarding deep learning model training, showing the importance of data augmentation for training deep neural networks and how it can improve network performance by providing sufficient data.

Recently, deep learning has been proven to be a useful approach in image classification. For example, Lin et al. [29] used the CNN for wheat leaf disease classification, and Shao et al. [30] developed a novel convolutional deep belief network (DBN) to diagnose electric locomotive bearing faults. CNN is a commonly used mode in deep learning and has been successfully applied in many areas such as image processing, image recognition, medical analytics, noise reduction, and more. Liang et al. [31] applied CNN to classify blood cell images, Cui et al. [32] classified tire defects based on CNNs, Isogawa et al. [33] used CNN to perform noise reduction, and Lin et al. [29] constructed a CNN to identify wheat leaf diseases based on images. All these studies showed that CNN is a good fit for image recognition.

Deep learning is a kind of technology that implements machine learning and uses neural networks as the architecture for learning, extraction, and shaping multilevel representation data. During the history of deep learning’s development, Hinton et al. [34] successfully trained neural networks by applying restricted Boltzmann machines (RBM) for the development of DBNs and also developed a solution for backpropagation issues. A brief introduction of RBM, DBN, and multilayer perceptrons is as follows.

2.1.1. RBM. An RBM is a two-layer stochastic network. Its two layers are a visible layer and a hidden layer, as shown in Figure 1. Nodes inside the layers are not connected to one
another. Input value $x$ is sent into the network, and then each input value is multiplied by weight $w$ and summarized with bias value $\beta$. The summarized value becomes the output of the hidden layer through the activation function. After this step is complete, output $\alpha$ is treated as the new input of the hidden layer and goes back through the hidden layer, after which it is multiplied by weight $w$, then moved to the visible layer and was added by a new random bias $\beta$, then, it became output $z$ through the visible layer. The difference between the original input $x$ and $z$ is the baseline of the model adjustment. Figure 1 shows the basic structure of an RBM.

There are many relative types of research regarding RBM. For example, Chen et al. [35] applied RBM to enhance the performance of deep learning, Huang and Wang [36] used it to accelerate Monte Carlo simulations, and Liu et al. [37] inferred microRNA targets using RBM. Although RBM can be used to perform unsupervised learning and can be used for various purposes, it is still time consuming and faces efficiency issues in training, which is why researchers then stacked RBM to solve its lack of efficiency, thus ushering in the development of neural networks.

2.1.2. DBN. DBN is a powerful method of feature extraction proposed by Hinton and Salakhutdinov [38] that consists of a stack of RBMs. It can be interpreted as a probabilistic generative model where each node is called a probabilistic logic node (as it outputs the probability for each class). A generative pretraining step is used to help get rid of the overfitting problem. The basic structure of DBN is shown in Figure 2, which shows multiple layers being trained at the same time [38]. The output of the first stage becomes the input of the succeeding stage and continues until the last layer is reached. The continuous calculation and modification of the weights during the process decreases the training time of the neural network, which is the main reason why DBN is so widely applied in various areas.

For example, Zhao et al. [39] constructed a high-resolution SAR image classification model based on discriminant DBN, and Shao et al. [30] applied DBN to diagnose electric locomotive bearing faults. DBNs have better efficiency and more powerful learning ability features compared to RBMs, allowing DBNs to perform unsupervised learning and possess the ability to handle nonlinearly separable problems. However, the size of the DBN network expands dramatically with the complexity of the target, which inevitably results in increased computing hardware consumption.

2.1.3. Multilayer Perceptron. The concept of the perceptron was first proposed by Rosenblatt [40] as a feedforward neural network expressed by the feature vector (a binary linear classifier). A real vector input is mapped into a binary output value. The perceptron concept proposed by Rosenblatt [40] is shown in Figure 3.

Rosenblatt [41] stacked multiple perceptrons to form a multilayer perceptron and create a basic deep learning model. The multilayer perceptron consists of multiple node layers, each of which contains a number of independent neurons that are all connected to the lower layer. Each neuron in the lower layer gets a weight value in the upper layer and is trained through a backpropagation algorithm. Since the multilayer perceptron can only solve the problem of linear separability, the problem of linear indivisibility is solved by the nonlinear activation function. In image recognition, Lin et al. [42] reconstructed the algorithm of lost frames of multiview videos in wireless multimedia sensor networks using multilayer perceptrons.

2.2. CNN. A convolutional neural network (CNN) is a type of artificial neural network that is often used in image recognition and classification. LeCun et al. [43] proposed the concept of CNN, which is a feedforward neural network.
divided into a convolutional layer, a pooling layer, a flatten layer, a fully connected layer, and a loss function layer. The structure is as follows.

2.2.1. Convolutional Layer. The convolutional layer is a set of parallel feature maps. The original image is scanned through a custom convolution kernel, and the scanned area is dot-sorted. The convolution kernel continuously multiplies the numbers in the kernel and the picture. The feature map is then obtained as the output at the end of this process. Figure 4 shows the basic concept of the convolution process.

2.2.2. Pooling Layer. The pooling layer combines the output of one cluster of anterior neurons with individual neurons of the lower layer, thus reducing the size of the input image to lower the dimension of the feature map. Commonly used pooling methods include max-pooling, average-pooling, and min-pooling. The max-pooling method selects the maximum absolute value of the pooling feature generated by the convolutional layer. Yang et al. [44] stated that max-pooling can better preserve features in images and can outperform other pooling methods (such as average-pooling), making it more applicable in neural networks that involve image processing. Because max-pooling has better efficiency in image processing, this study chose the max-pooling method as the main pooling method. This study divided blocks into 2 * 2 windows, after which the maximum value in each block was taken as the corresponding output block to reduce the number of features. This method could not only reduce the number of parameters and calculations but also indirectly slow down the phenomenon of overfitting. The process of a max-pooling example is shown in Figure 5.

2.2.3. Flatten Layer. After going through the convolutional and pooling layers, some pooled feature maps will be obtained from the input images. In order to transform the feature maps into the input of the fully connected layer (which is a one-dimension vector), a flatten layer is required to flatten the pooled map. A concept of the flatten layer is shown in Figure 6.

2.2.4. Fully Connected Layer. After the feature is flattened, the network can then proceed to the fully connected layer. The fully connected layer gathers every feature map acquired from the previous layers connected to it and puts them into combinations. These combinations then help the model create probabilities of the category to which each input image should be assigned. These probabilities are input to the last layer and are used to present the final result.

2.2.5. Loss Function Layer. The loss function layer is the last layer of the network to present the output results with loss functions. Commonly used loss functions are softmax and sigmoid. The sigmoid function takes any kind of real number and returns it into a value that falls between 0 and 1. Since the probability only exists in the range of 0 to 1, the sigmoid function has better performance in predicting probabilities as the output. The softmax function takes the input of a vector consisting of K real numbers and then outputs the result to a probability distribution consisting of K
probabilities. All the output adds up to 1, and because of this, the softmax function is often used in processing problems that require a categorical output.

2.3. Edge Detection. Edge detection includes a variety of mathematical methods to identify an edge or a specific line in a digital image. Generally, an edge is a boundary that connects to two separate regions where the luminance of an image changes significantly or has discontinuities [45]. One of the most applied methods is Canny edge detection [46], due to its ability to extract features without disturbing them and also its low error rate at locating edges [47], making it valuable for image processing. A number of researchers have implemented Canny edge detection. Lee et al. [48] applied it for advanced mobile vision, and Zhou et al. [49] used Canny edge detection to develop visual odometry. The important steps of Canny edge detection are as follows [46]:

Step 1. Noise reduction

No edge detection techniques are likely to have good outputs using unprocessed images, so the first step is to reduce the noise in the original images.

Step 2. Compute gradients
The Canny algorithm takes the difference between neighboring 2 * 2 areas to calculate the gradient magnitude and gradient direction in the image, which is then used in the following hysteresis process.

Step 3. Hysteresis thresholding

Hysteresis is a method of connecting the polyline generated by pixel iteration and then checking whether it is an edge. If it is confirmed as an edge, it is necessary to then check whether there are other edges in the surrounding area of the position. Canny edge detection also uses two different thresholds: a high threshold and a low threshold. If the pixel is larger than the low threshold, it is marked as an edge. Pixels that are greater than the low threshold and the high threshold at the same time are marked as edge pixels. The entire process stops if there are no other changes in the image.

3. Research Methods

Deep learning can solve the problem of low feature extraction efficiency in machine learning, but it often ends up with several binary models, making it hard to be implemented for practical use. Therefore, construction of a multicategory classification model is inevitable. In order to construct a multicategory classification mode for TFT-LCD panels, this study built a model for four types of defects (full-bright pixels, full-dark pixels, half-bright pixels, and half-dark pixels) under three colors (red, green, and blue), along with defect-free images containing the three colors. Figure 7 organized several examples of defective pixels considered in this study. This allowed users to go through only one multicategory model instead of needing numerous binary classification models to classify the defects, as shown in Figure 8.

The process of building the model is shown in Figure 9. The inputs of this model were captured by optical cameras, which were used to form a deep learning model and obtain features for further picture classification. The output of this model shows the categories to which each picture should belong.

The steps of the proposed model construction are as follows:

3.1. Step 1: Preprocess the Data. The efficiency of deep learning is related to the computing device; the more power the device has, the more effective the model can be. However, it is important to reach a balance between them. If the input image contains too many pixels, there may be insufficient computer memory to train the model. Since the pixel-level defects are extremely small, it is possible to cut the image captures into several smaller segments according to the hardware limitations of the computing device. Entering a smaller image can also help shorten the training time of the model.

Another common issue found in defect-identifying problems is unbalanced data, as the number of images with defects is far less than the number of images without defects. If all images were fed into model training, the resulting model will be likely to classify all images as normal images, resulting in high overall classification accuracy but low validation accuracy of minority categories, which is useless. As images that contain defects are extremely hard to collect, the data augmentation method can be used to increase defect images to avoid unbalanced data.

In practice, when the AOI was implemented, there will be cases with slight angle differences on the images caused by misalignment of the panel. In order to simulate this situation while augmenting images, the rotation technique was implemented to create misaligned images. Moreover, this study flipped the images to simulate the situation in which defective pixels may appear on different locations of the images. By rotating and/or flipping images, the proliferated images could be close to the original image without distortion.

After gathering the data, this study used numbers to label the images, as shown in Table 1. The entire image dataset was then split into two sets: a training set (80%), and a testing set (20%), for further model training and testing.

3.2. Step 2: Construct the Neural Networks. A convolutional neural network is composed of multiple neural network layers. While constructing layers in the neural network, the dimensions of the input images must be carefully calculated and modified, and the number of features that each convolution layer extracts, along with the size of the convolution kernel (kernel size) and the type of activation function, have to be set beforehand. There are many kinds of layers in a CNN, each of which has different construction orders due to its functionality.

The first layer is the convolution. The number of convolution kernels and the size of each kernel are set in this layer, which are used to determine the number and size of the features to be acquired. The activation function used in model training is determined in this layer as well. When the accuracy of the training data and the verification data reach a certain level but the testing data shows that the classification result is relatively low, the model does not have the right feature values. When that happens, it is necessary to increase the convolution layer to get the desired features of the image.

Next are the pooling layers. The main purpose of pooling is to reduce the number of parameters, which can reduce the computation time and also reduce the possibility of overfitting. Of the many pooling options available, this study used max pooling, as it has the ability to preserve the position of the feature, which is important for defect classification.

After the pooling layers comes to the construction of the fully connected layer. The main purpose of this layer is to collect the features obtained by the previous layers and classify them to facilitate model training and output. In order to avoid overfitting, a dropout function is often placed after the fully connected layer, which uses a probability value as the input. During model training, the neuron gets the probability controlled by dropout layers and has been turned off that according to these probabilities, then, prevents the occurrence of correlation between the feature values and resulting in overfitting.
At last, the flatten layers are established and used to transform all the data acquired through the networks into a one-dimensional vector. The final output demonstrates the classification of defects through the softmax function.

### 3.3. Step 3: Train the Model

This study divided the data into training data, verification data, and testing data. The training and verification data were used to build the model, and the testing data were used to verify the classification ability of the model. The choice of the optimizer is an important part of
3.4. Step 4: Evaluate the Model. In the last step, the model was tested on classifying the testing data. Because this part of data was not included model training, the model has never seen it before testing, making it useful to create the baseline for the accuracy of the model. For each of the images that were classified as defective, the Canny edge detection technique was applied to mark the position of the defects.

This paper used the confusion matrix to evaluate the classification results yielded by the model. Unlike the traditional confusion matrix approach which is only used in cases with two categories, this study intended to output a confusion matrix with fifteen categories, which got differences in the definition of positive and negative categories. The positive category in this study referred to the category users intend to evaluate; the negative category, on the other hand, referred to any categories not being evaluated by users. As shown in Table 2, if this study wanted to get the result for category 0, the positive category would be category 0, and the negative category would be the set of all other categories. The sensitivity, specificity, and total prediction accuracy (TPA) are evaluating measures generated by the confusion matrix and are important in identifying misjudged outputs from the model. These measures are shown in equations (1) to (3).

Specificity is the rate of how many images with negative labels are correctly classified into the negative category, as shown in the following:

\[ \text{Specificity} = \frac{TN}{TN + FP} \]  

Sensitivity is the rate of how many images with positive labels are correctly classified into the positive category, as shown in the following:

\[ \text{Sensitivity} = \frac{TP}{TP + FN} \]  

TPA calculates the rate of the overall classification correctness, including false negatives and false positives, as shown in the following:

\[ \text{Total prediction accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]

4. Experiment and Analysis

This paper used data captured from TFT-LCD 15.6-inch panels provided by a brand-name notebook manufacturer in Taiwan to test the efficiency and effectiveness of the proposed method. Each original TFT-LCD panel size was 15.6 inches and had a brightness of 300 cd, a frequency of 60 Hz, and a resolution of 1920 * 1080-FHD. Using a high-resolution industrial camera, limited by the field of view (FOV), each 15.6-inch panel was captured 294 times and yielded 294 images with the size of 3684 * 4912 pixels (18.10 Mpix). This study constructed the model using Python 3.6 as the code language and used the Anaconda compiler to perform model training on a machine. The hardware used included an Intel core i9-9700K@3.60 GHz CPU, 64 GB DDR4-2400 RAM, a GTX-1080 graphic card, and the Windows 10 operating system.

4.1. TFT-LCD Defect Classification Process. The TFT-LCD defect classification process included three steps: data processing, defect classification, and classification completion.

Step 1: data processing
First, because of the limitations of the computing device, this study equally segmented the original TFT-LCD images into 100 pieces before inputting the images into the model. The model then resized the images for further use.

Step 2: defect classification
The model then classified the input images and output the classification result to the confusion matrix. The model then moved images that were classified as having defects for edge detection.

Step 3: classification completion
The model performs Canny edge detection in the last step of the classifying process, during which it marks the positions of the defects on the images. The process is complete after edge detection.

The basic process of defect classification using the deep learning model is shown in Figure 10.

4.2. Experiment Result. Per the experiment settings, 294 images with the size of 3684 * 4912 pixels could be resulted from scanning a 15.6-inch panel. Since the defective pixel is very small, to lighten the computing burden, this study further divided each image into 100 pieces, each of which of size 368 * 491 pixels. Moreover, to cut down the computing complexity more while still preserving important features of various defective pixels, the size of each image was reduced to 140 * 140 pixels. Therefore, one 15.6-inch TFT-LCD panel is represented by 29,400 images. Since the panels under inspection are all Grade-A panels purchased from TFT-LCD manufacturers, at most 10 defective pixels of various types, distributed at most 10 images if existed, are expected to have per ISO/TR 9241 standards. Therefore, it is expected to see that the images containing defective pixels are very rare and thus result in a serious class imbalance problem. In fact, it took the notebook manufacturer several months to complete the collection of images with 12 types of defective pixels.

To deal with the class imbalance problem, this paper randomly rotated images with defective pixels by degrees between 0 and 10 degrees and flipped them to generate more images. For each type of defective pixels, 400 images were prepared, including the original defective images. For 15 categories (the defect-free ones included), 6000 images were prepared for model training. Table 3 shows the details of the
6000 images, named as the original dataset, used for model training and testing.

The original dataset was split into a training dataset and a testing dataset at the ratio of 80% to 20%, resulting in 4800 images in the training dataset and 1200 images in the testing dataset. The labels were split in a likewise fashion. After this study trained the model using the datasets prepared in the previous steps, the result of the model training confusion matrix was as shown in Figure 11. The results of the sensitivity and specificity are shown in Table 4.

In practical use, the specificity, sensitivity, positive predictive value (PPV), and negative predictive value (NPV) are more important than the overall accuracy of the model. If a defect-free image is wrongly classified as a defective image in practical use, it may cause the downgrade of the original TFT-LCD panel. Low sensitivity and specificity may cause the downgrade or the incorrect grading of a TFT-LCD panel and bring significant losses to the company. Therefore, making sure that defect-free images can be correctly classified was the main focus of this study.

As shown in the confusion matrix in Figure 11 and the sensitivity and specificity results shown in Table 5, the model that trained with 6000 images got 77.38% of sensitivity in the blue half-bright category and 76.74% in the blue full-bright category, and many others with sensitivities under 90%, indicating that the result could cause a significant amount of false classification and clearly needed to be improved.

After investigating the misclassified images, it is found that many of them resulted from the image segmentation in which an image of size 3684 * 4912 was divided into 100 pieces of images with a size of 368 * 491. During the cutting process, some of the pixels were cut, causing some defect-free images to be classified as defective, or even more, defects were wrongfully classified as another type. Figure 12 demonstrated a sample in which a full-dark blue defect was classified as a half-dark blue defect due to this imaging cutting process.

The model developed by this study was based on deep learning. One of the advantages of deep learning is that preprocessing is not required. Therefore, this study increased the datasets in order to train the model with acceptable sensitivity and specificity.
This study extracted images that had been wrongly classified and generated more images based on them to augment the original dataset. The number of misclassified images and the newly generated images for each defect type were organized in Table 5. To balance the dataset, 400 defect-free images were added. These newly added images combined with the original dataset were used as a new dataset, called the modified dataset, for further use. The modified dataset contained 800 images in each category. The dataset was split into the training and testing datasets at the ratio of 80% to 20%, resulting in 6900 images in the training and 2400 images in the testing. The confusion matrix resulted from the testing data by using the model trained by the modified dataset is shown in Figure 13, and the results of the sensitivity and specificity for the modified dataset are shown in Table 6.

The result shown in Table 6 indicated a huge improvement in the sensitivity and specificity, which also indicated that increasing the number of defective images helped the model training significantly. The sensitivity of all categories, as shown in Table 6, were all increased, compared with the ones in Table 4. The lowest value of the sensitivities is 96.97%, which happened for a green half-dark defect. In the defect-free categories, the green and red colors all got 100% of sensitivity, while the blue one got 97.69% in sensitivity, indicating that the classification ability increased significantly. A ten-fold cross-validation resulted in 98.41% TPA.

| Label in the model | Category                   | Specificity (%) | Sensitivity (%) | TPA (%) |
|-------------------|----------------------------|-----------------|-----------------|---------|
| 0                 | Blue full-dark defect      | 99.37           | 88.04           |         |
| 1                 | Blue half-dark defect      | 99.37           | 89.13           |         |
| 2                 | Blue half-bright defect    | 98.12           | 77.38           |         |
| 3                 | Blue full-bright defect    | 98.38           | 76.74           |         |
| 4                 | Blue defect-free           | 98.12           | 83.13           |         |
| 5                 | Green full-dark defect     | 100             | 94.74           |         |
| 6                 | Green half-dark defect     | 99.82           | 95.38           |         |
| 7                 | Green half-bright defect   | 99.82           | 95.12           | 96.60   |
| 8                 | Green full-bright defect   | 99.65           | 96.92           |         |
| 9                 | Green defect-free          | 99.55           | 100             |         |
| 10                | Red full-dark defect       | 99.38           | 86.57           |         |
| 11                | Red half-dark defect       | 98.92           | 91.67           |         |
| 12                | Red half-bright defect     | 99.38           | 87.01           |         |
| 13                | Red full-bright defect     | 100             | 86.52           |         |
| 14                | Red defect-free            | 99.91           | 100             |         |

**Figure 11:** Confusion matrix of the original dataset.

**Table 4:** Sensitivity and specificity results—original dataset.
If all defect categories (categories 0, 1, 2, 3, 5, 6, 7, 8, 10, 11, 12, and 13) were combined together as "defects" category and all defect-free categories (categories 4, 9, and 14) were combined as "defect-free" category, the classification model was reduced to a binary classification one. The values of specificity and sensitivity resulting by using the original and
The modified datasets were summarized in Table 7. The numbers shown in Table 7 reflect the ability of the model, which had a sensitivity and specificity of over 95%, indicating that the model could accurately classify images to the correct categories with a low error rate.

This study trained a model that resulted in an accuracy of 98.9% and had high sensitivity, specificity, and TPA. The model also had high efficiency, as shown in Figure 14. It only took 467 seconds to complete the entire classification process of a 15.6-inch TFT-LCD panel. The time could be shortened with the proper design of parallel computing. It is also possible to design the screen sorting process properly to keep up the speed of the assembly line of notebook computers. Compared to the traditional inspection methods based on the human eyes, this study could segment a large number of panel images and inspect them in a short period of time with high accuracy, and then output defect images with the defect locations marked by the Canny edge detection. Images that were wrongly classified could also be input into the model for reclassification. All of the above showed that the model created by this study possessed capabilities that traditional methods lack and could definitely have a positive impact.

### 5. Conclusions

TFT-LCD panel detection and classification are important issues not only for TFT-LCD panel manufacturers but also for the companies that purchased ready-made panels for further product assembly, such as notebook computer manufacturers. Due to the fact that micodefects, especially defective pixels, were still allowed to exist in top-graded TFT-LCD panels supplied by TFT-LCD manufacturers, sorting and categorizing the panels are inevitable tasks for notebook computer manufacturers. The accuracy of the classification would affect the profit of the notebook computer manufacturer and the market competitiveness of the brand.

This study developed a defect classification model working with AOI by using a convolutional neural network of deep learning approach for identifying defective pixels on TFT-LCD panels to replace manual inspection relied on light-on tests by human eyes. To our knowledge, there were few similar studies that work on subpixel defect identification from the perspective of notebook computer manufacturers, the customers of TFT-LCD manufacturers. By using real images provided by a notebook computer manufacturers.
manufacturer in Taiwan, this study demonstrated that the proposed method could effectively identify various defective pixels under light-on tests so that the TFT-LCD panels could be properly graded to be assembled with different grades of computers. The simulation results showed that the proposed multiclassification classification model reached 98.9% total prediction accuracy and had great sensitivity and specificity in the actual panel image detection and classification. Moreover, it took 467 seconds to screen one panel by using the proposed model executing on personal computers. This time could be significantly shortened using parallel computing since each subimage could be inspected independently. The traditional manual screening requires inspectors to look for defects with a size close to human-eye limitation. Using AOI to replace manual inspection is not only a more efficient solution but also a must-go direction.
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