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Abstract
We model sectoral production by serially nesting binary compounding processes. The sequence of processes is discovered in a self-similar hierarchical structure stylized in macroscopic input-output transactions. The feedback system of unit cost functions, with recursively estimated nest-wise CES parameters, is calibrated for sectoral productivities to replicate two temporally distant cost share structures, observed in a set of linked input–output tables. We model representative households by multifactor CES, with parameters estimated by fixed effects regressions. By the integrated dynamical general equilibrium model, we extrapolate potential structural transformations, and measure the associated welfare changes, caused by exogenous sectoral productivity shocks.
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1. Introduction
Structural transformation refers to the reallocation of economic activity across a broad range of industrial sectors.\footnote{Matsuyama (2008) and Herrendorf et al. (2014) present seminal reviews of structural change/transformation.} It has played an important role in the growth of developing economies. Based on macroeconomic dynamic optimization frameworks, previous studies have focused on understanding stylized facts of structural transformation among and across different regions. Structural transformation has been studied in relation to sectoral productivity, capital intensity, international trade, scale economy, and technologies embodied in the elasticity of factor substitution, among others.\footnote{Important contributions, besides the classics, include Neui and Pissarides (2007); Echevarria (2008); Acemoglu and Guerrieri (2008); Buera and Kaboski (2012); Alvarez-Cuadrado et al. (2018), among others.} While these models explain long-term transitions of aggregate economic indicators, the underlying framework must be applicable for studying innovative activities, perhaps of the current or short-term economy, regarding a broader range of sectoral transactions.

This study extends the framework of structural transformation in this direction. In particular, we examine structural transformations concerning a wide range of sectoral activities comprising a wide range of factor...
inputs. Accordingly, we modify the typical two-factor sectoral production functions employed in previous models. We consider multiple \((N = 385)\) sectoral production functions with multiple (potentially 385) intermediate factor inputs, regarding sector and commodity classifications of the Japanese input–output tables, in addition to the two primary factor inputs, i.e., labor and capital services. For our purposes, structural transformation is not limited to a possible shifting of shares between capital and labor. Instead, we examine observed and potential shifts in the sectoral cost share structures of all factor inputs, regarding potential factor substitutions.

This study mainly aims to construct an empirical macroeconomic general equilibrium model concerning many commodities that are produced, consumed, and used as inputs of production. The pioneering contribution to the economy-wide modeling of production is Leontief’s input–output system. Even now, in the applied (computable) general equilibrium modeling literature, input–output tables and constant returns to scale production function play a key role, especially for intermediate productions (Burfisher, 2017). In contrast, we create another variant of production function that can endogenize transformations of factor cost share structures (or input coefficients) without imposing uniform (zero or unit or any) a priori elasticity of factor substitutions.

Previous applied general equilibrium analyses can be classified by production function characteristics. In the computable general equilibrium literature, constant elasticity of substitution (CES) functions have been extensively applied. Two-factor CES functions (Arrow et al., 1961) have been modified for empirical purposes in two broad aspects: one to relax the constant returns assumption, and the other to relax the two-factor restrictions. Estimating the elasticity of substitution of a non-constant returns to scale CES function involves non-linear regression. Kmenta (1967) used a Taylor series approximation to linearize the regression. Regarding multiple factor inputs, Sato (1967) nested CES functions in two stages. A CES function allows only single substitution elasticity among multiple inputs (Uzawa, 1962; McFadden, 1963).

Apart from CES, Hudson and Jorgenson (1974) developed empirical translog functions with four aggregated factors, which became the precursor to subsequent KLEM-type econometric general equilibrium models. A second-order generalization of Cobb–Douglas, translog functions are flexible with regard to substitution elasticities across factor inputs. For their empirical estimation, cost (expenditure) shares are typically utilized using a dual approach, in addition to first-order conditions (Dixon and Jorgenson, 2013). While first order conditions have been central in estimating substitution elasticities and productivity growths for two-factor CES functions from time series observations (e.g., Berndt, 1976; Antràs, 2004; Klump et al., 2012; Herrendorf et al., 2015; Kim et al., 2017) took a dual approach in estimating CES functions with multiple factors from cost share data observed in linked input–output tables.

We also model sectoral production, nevertheless, by serially nesting (i.e., cascading) two-factor CES functions, to allow for multiple factor inputs. We show that the nest-wise elasticity and share parameters of a cascaded CES function can be estimated with a constrained least squares minimization problem solvable via dynamic programming. We base our empirical study on linked input–output tables, where monetary transactions between all sectors and commodities are available in nominal and real values for different periods. The parameters of our empirical model are estimated at two points (i.e., a two-point regression), from which the
parameters become state-restoring. Under our set of empirical cascaded CES functions, the observed input coefficients of the two periods are completely restored. Furthermore, sectoral total factor productivity (TFP) growth measured under these functions, reveals a high level of concordance with those (i.e., Törnqvist) that are consistent with the underlying translog functions.

Cost share data (or, input coefficients) in this study are drawn from the linked input–output tables (MIAC, 2016), with the following two-way balances:

\[
\begin{align*}
    r_t K_{jt} + w_t L_{jt} + \sum_{i=1}^{N} p_{it} X_{ijt} &= p_{jt} Y_{jt} & 
    H_{it} + G_{it} + E_{it} + \sum_{j=1}^{N} X_{ijt} &= Y_{it}
\end{align*}
\]  

All symbols represent available data. Here, \( i = 1, \ldots, N \) indicates a commodity, \( j = 1, \ldots, N \) a sector, and \( t = 0, 1 \) a period concerned. The commodity price \((p_{1t}, \ldots, p_{Nt})\) are observable for the two periods \( t = 0, 1 \) since linked input–output tables are recorded in both nominal and real values. Capital service price \( r \) and averaged wage rate \( w \) are drawn from JIP (2015) database. \( X \) and \( Y \) represent intermediate factor inputs and commodity outputs, respectively. Regarding the left-hand side identity, \( K \) and \( L \) represent capital service and labor inputs, respectively. Regarding the right-hand side identity, \( H, G, \) and \( E \) represent household consumption, fixed capital formation, and net exports, respectively. We note by construction that the value added \( \sum_{j=1}^{N} (r_t K_{jt} + w_t L_{jt}) \) equals final demand \( \sum_{i=1}^{N} p_{it}(H_{it} + G_{it} + E_{it}) \).

The general equilibrium feedback system of dual (unit cost) functions that we derive traces the observed structural transformation under the fundamental (binary compounding) structure of production, which we assume to be immutable. In other words, for modeling sectoral activities in terms of binary compounding processes, a persistent sequence of processes (nests) must be specified. In this regard we use the sequence of sectors latent in input–output tables. If production comprises only binary compounding processes, factor inputs compile as the process compounds. When each compound is viewed as an intermediate output, it compiles as the process compounds further, after which the input–output structure becomes triangular at all levels of production. This scale-freeness in a triangular structure is utilized to specify the intrasectoral sequence of compounding processes.

The remainder of the paper is organized as follows. The next section specifies the nesting order (i.e., a stream order) of binary compounding processes applicable in all sectoral productions by triangulating the input–output incidence matrix. Section 3 indicates how the parameters of a cascaded CES function can be estimated via dynamic programming and observes that structural transformation can fully be traced by the restoring parameters. Section 4 estimates the indirect utility function of a representative household with multifactor CES by using a fixed effects regression. Section 5 integrates sectoral production with representative household consumption and demonstrates dynamic general equilibrium feedbacks with endogenized structural transformations. Section 6 provides concluding remarks.

---

Our two-period linked input–output tables are basically created by averaging two neighboring pairs of tables from three years (2000, 2005, 2011). Thus, we have a set of two tables, with \( X_{ij1} > 0 \) only if \( X_{ij0} > 0 \), and vice-versa; in other words, the variety of factor inputs is preserved between the two periods for each sector.
2. Fundamental Structure

Consider a cascaded production comprising $N$ binary processes ($j = 1, \cdots, N$) compounding $N + 1$ inputs ($i = 0, \cdots, N$) in an ascending order of index $i$. Define incidence such that $\phi_{ij} = 1$ if input $i$ enters process $j$ directly or indirectly, and $\phi_{ij} = 0$ if input $i$ never enters process $j$ even indirectly. For the case of a cascaded production, the incidence matrix $\Phi = \{\phi_{ij}\}$ becomes triangular, i.e., $\phi_{ij} = 1$ iff $i \leq j$ and $\phi_{ij} = 0$ iff $i > j$. Furthermore, every process $j = 1, \cdots, N$ constitutes part of an entire sequence of the compounding processes. That is, intermediate product $j$ (or the output of the $j$th compounding process) is produced by compounding inputs $i = 0, \cdots, j - 1$, in this order, which constitutes the first $j$ part of the entire sequence. Given that the underlying production is binary compounding, the processing sequence is unraveled if the ordering of inputs (or binary processes) makes the incidence matrix triangular.

Let us now focus on the $k$th process of an $N$ cascading production. Define $\sum_{i=1}^{N} \phi_{ik}$ and $\sum_{j=1}^{N} \phi_{kj}$ as indegree and outdegree of the $k$th process, respectively. For a perfectly triangular incidence matrix $\Phi$, the indegree-outdegree ratio of the $k$th process will be evaluated as follows:

$$\text{Indegree/outdegree of } k = \frac{\sum_{i=1}^{N} \phi_{ik}}{\sum_{j=1}^{N} \phi_{kj}} = \frac{k}{N - k + 1} \quad \text{(for a perfectly triangular } \Phi)$$

Besides that, it is convenient to use the following ranking index to indicate the $k$th rank out of $N$ alternatives:

$$\text{Ranking index of } k = \frac{N - k + 1}{N}$$

Sorting $N$ observed values in ascending order and plotting against the ranking index gives the complementary cumulative density function (CCDF) of the observed values (with equal probability).

In Figure 1 we plot, in a solid line, the ranking index of indegree/outdegree values of an incidence matrix $\Phi$ representing a cascading production (which should be perfectly triangular). In this case, the indegree/outdegree values of the $k$th process must be ranked $k$th in the ranking index. We may observe linearity between the log of the two functions as $k$ approaches $N$, i.e., $\log \frac{N - k + 1}{N} \approx -\log \frac{k}{N - k + 1}$, indicating asymptotic power-law relationships between them. In the same figure we also plot, in open dots, the indegree/outdegree values of the incidence matrix created from the 2005 input–output table of Japan (with $\phi_{ij} = 1$ iff $X_{ij} > 0$ and $\phi_{ij} = 0$ otherwise) in an ascending order against the corresponding ranking index.

If the $N$ processes spanning the entire economy were aggregated into $N$ sectors without spoiling the hierarchy of processes, the input–output table of $N$ sectors must also be triangular, and its ranking index should represent the economy-wide sectoral processing from upstream to downstream. For empirical purposes, we

---

4To this end, however, any circular flow must be ruled out. (Nakano and Nishimura, 2018).
5Chenery and Watanabe (1958) used the same criteria (ratios between indegree and outdegree) for categorizing industrial sectors, except that they used input coefficients $a_{ij}$ instead of incidents $\phi_{ij}$. For similar purposes, applied the concept of average propagation length.
6In many cases power-law distribution implies scale freeness and self-similarity. (Sizling and Storch, 2004).
7Note that we designate primary factors (or value added) for $i = 0$ so that $\phi_{0j} = 1$ for all $j$. 
apply this hierarchy, which we hereafter call the stream order, in all sectoral productions as well. Figure 2 shows correspondences between stream order and input–output table’s classification order which is based on Colin Clark’s three-sector model.

3. Sectoral Production

3.1. Two-Factor CES Production

We start with the following two-factor CES production function of constant returns to scale:

\[ q = f(K, L) = \left( \alpha \frac{1}{1-\gamma} K^{\frac{1}{1-\gamma}} + (1 - \alpha) \frac{1}{1-\gamma} L^{\frac{1}{1-\gamma}} \right)^{\frac{1}{\gamma-1}} \tag{2} \]

where \(1 - \gamma\) denotes the elasticity of substitution. \(K\) and \(L\) are the first and second factor inputs in physical quantity, respectively. \(q\) denotes the output, in physical quantity. The share parameter \(0 \leq \alpha \leq 1\) and \(\gamma\) are assumed to be constant over time. For convenience, we work on the following dual function of (2):

\[ \pi = c(r, w) = (\alpha r^\gamma + (1 - \alpha) w^\gamma)^{\frac{1}{\gamma}} \tag{3} \]

where \(r\) and \(w\) denote factor prices for the first and second inputs, respectively. The unit cost of \(q\) is denoted by \(\pi\). Duality between (2) and (3) implies \(\pi q = rK + wL\), or,

\[ \pi = rK/q + wL/q = r \frac{\partial \pi}{\partial r} + w \frac{\partial \pi}{\partial w} \tag{4} \]
The second identity of (4) is due to Euler’s theorem applied to (3), which is homogeneous of degree one.

Cost shares, which we denote by \(a\) for the first factor and \(1 - a\) for the second factor, can be restated by the following expansion with regard to (3) and (4):

\[
a = \frac{rK}{\pi q} = \frac{r}{\pi} \frac{\partial \pi}{\partial r} = \alpha \left( \frac{r}{\pi} \right)^\gamma
\]

\[
1 - a = \frac{wL}{\pi q} = \frac{w}{\pi} \frac{\partial \pi}{\partial w} = (1 - \alpha) \left( \frac{w}{\pi} \right)^\gamma
\]

Then, we can work on the ratio of the two cost shares as follows:

\[
\frac{a}{1 - a} = \frac{rK}{wL} = \frac{\alpha}{1 - \alpha} \left( \frac{r}{w} \right)^\gamma
\]  

(5)

By taking the natural log and indexing samples by \(t\), we have a linear regression equation as follows:

\[
\ln z_t = \ln \zeta + \gamma \ln \frac{r_t}{w_t} + \varepsilon_t
\]  

(6)

where, we define that \(z = \frac{a}{1 - a} = \frac{rK}{wL}\) and \(\zeta = \frac{\alpha}{1 - \alpha}\). The error terms are denoted by \(\varepsilon\). Below we present the OLS estimators for the unknown parameters:

\[
\hat{\gamma} = \frac{\text{Cov} (\ln z_t, \ln \frac{r_t}{w_t})}{\text{Var} (\ln \frac{r_t}{w_t})}
\]

\[
\hat{\zeta} = \frac{\sum_{t=0}^{T} \ln z_t - \hat{\gamma} \sum_{t=0}^{T} \ln \frac{r_t}{w_t}}{T + 1}
\]

3.2. Restoring Parameters

With a time dimension of two i.e., \(t = 0, 1\), (6) becomes a two-point regression (or, a before-after analysis), in which the parameters are solved with the following solution:

\[
\bar{\gamma} = \frac{\ln z_1 - \ln z_0}{\ln \frac{r_1}{w_1} - \ln \frac{r_0}{w_0}}
\]

\[
\ln \bar{\zeta} = \ln \frac{z_0 \ln \frac{r_1}{w_1} - \ln z_1 \ln \frac{r_0}{w_0}}{\ln \frac{r_1}{w_1} - \ln \frac{r_0}{w_0}}
\]

Here, we indicate the two-point estimator by a bar instead of a hat. In this case, the error terms are null, i.e., \(\varepsilon_0 = \varepsilon_1 = 0\). In other words, these parameters are state-restoring in the sense that two observed cost shares are completely restored by the two observed factor price ratios via (5) such that

\[
\frac{a_0}{1 - a_0} = \frac{\bar{\alpha}}{1 - \bar{\alpha}} \left( \frac{r_0}{w_0} \right)^{\bar{\gamma}}
\]

\[
\frac{a_1}{1 - a_1} = \frac{\bar{\alpha}}{1 - \bar{\alpha}} \left( \frac{r_1}{w_1} \right)^{\bar{\gamma}}
\]

where \(\bar{\alpha} = \frac{\bar{\zeta}}{1 + \bar{\zeta}}\) and \(a_t = z_t/(1 + z_t)\), as defined previously. Note that \(\bar{\alpha} = a_t\) if the parameters are normalized at \(t\). Moreover, the unit cost \(\pi_t\) (of output \(q_t\)) can be evaluated via (3) as follows:

\[
\pi_0 = \left( \bar{\alpha} r_0 \right)^{\bar{\gamma}} + (1 - \bar{\alpha}) \left( w_0 \right)^{\bar{\gamma}}
\]

\[
\pi_1 = \left( \bar{\alpha} r_1 \right)^{\bar{\gamma}} + (1 - \bar{\alpha}) \left( w_1 \right)^{\bar{\gamma}}
\]

\[8\] Although essentially equivalent, [Arrow et al. 1961], [Berkuti 1976], and [Antràs 2004] use \(K/L\) in the regressand. The CES functional form was derived from the regression equation by [Arrow et al. 1961]. As we measure all prices relative to those of the latest period, the parameters are normalized [Klump and de La Grandville 2000; Klump et al. 2012] at the latest period.
3.3. Cascaded CES Production

A cascaded (or serially nested) compounding function of \( N + 2 \) inputs (two primary and \( N \) intermediate inputs) for an industrial sector (whose index \( j \) is omitted) can be described as follows:

\[
Q = F(K, L, X_1, \cdots, X_N) = f_N (X_N, f_{N-1} (X_{N-1}, \cdots f_2 (X_2, f_1 (X_1, f_0 (K, L)))) \cdots)
\]

Here, \( Q \) and \( X_i \) denote the output of production and the \( i \)th input, respectively. There are \( N + 1 \) nests, each comprising a single input and a compound from the lower-level nest, except for the primary nest, which includes two factor inputs, \( K \) and \( L \). We let \( q_1 = f_0 (K, L) \) be the 0th (aggregated primary) factor input.

Assume that the \( n + 1 \)th compound output of the \( n \)th nest is given by the CES production function.

\[
q_{n+1} = f_n (X_n, \pi_n) = (\alpha_n)^{\frac{1}{\gamma_n}} (X_n)^{\gamma_n} + (1 - \alpha_n)^{\frac{1}{\gamma_n}} (\pi_n)^{\gamma_n - 1} (\gamma_n - 1) \tag{7}
\]

The nest production function (7) applies for \( n = 0, 1, \cdots, N \), and we suppose that \( X_0 = K \) and \( q_0 = L \). Here, \( 0 \leq \alpha_n \leq 1 \) denotes the share parameter of the \( n \)th nest, \( q_n \) is the compound output from the \( n - 1 \)th nest, and \( 1 - \gamma_n \) is the elasticity of substitution between \( X_n \) and \( q_n \). We assume that (7) exhibits constant returns to scale. The following is the dual of the production function given in (7):

\[
\pi_{n+1} = c_n (p_n, \pi_n) = (\alpha_n (p_n)^{\gamma_n} + (1 - \alpha_n) (\pi_n)^{\gamma_n})^{\frac{1}{\gamma_n}} \tag{8}
\]

Here, \( p_n \) denotes the price of the \( n \)th input, and \( \pi_n \) denotes the unit cost of the compound from the lower level nest. Since (8) must also hold for \( n = 0 \), we let \( p_0 = r \) and \( \pi_0 = w \) for consistency with (7). A cascaded CES dual function can be created by serially nesting (8) as follows:

\[
\Pi = C (r, w, p_1, \cdots, p_N)
\]

\[
= c_N (p_N, c_{N-1} (p_{N-1}, \cdots c_2 (p_2, c_1 (p_1, c_0 (r, w)))) \cdots) \tag{9}
\]

where \( \Pi = \pi_{N+1} \) denotes the unit cost of the output \( Q \) for the sector concerned.

3.4. Parameter Estimation

Due to zero profit condition (of constant returns to scale) in all nests, below must hold:

\[
\pi_{n+1} q_{n+1} = p_n X_n + \pi_n q_n \tag{10}
\]

By applying Shephard’s lemma to the unit cost function (9) and considering (10) gives the following:

\[
\frac{p_n}{\Pi} \frac{\partial C}{\partial p_n} = \frac{p_n X_n}{\Pi Q} = a_n \quad \frac{\pi_n}{\Pi} \frac{\partial C}{\partial \pi_n} = \frac{\pi_n q_n}{\Pi Q} = \sum_{i=0}^{n-1} a_i \tag{11}
\]
where \(a_n\) denotes the cost share of the \(n\)th input. Cost shares are observable from our data \((1)\) by \(a_n = \frac{p_nX_n}{pY}\).

Note that \(\Pi Q = pY\) holds due to zero profit condition. Also, note that \((11)\) stand for \(n = 0, \cdots, N\) as we allow \(\sum_{i=0}^{n-1} a_i = a_0 = a_{-1} = \frac{X_0}{\Pi Q} = \frac{mL}{pY} = a_L\), and \(a_0 = \frac{X_0}{\Pi Q} = \frac{K}{pY} = a_K\).

Then it follows that:

\[
\frac{p_nX_n}{\pi_nY_n} = \frac{a_n}{\sum_{i=0}^{n-1} a_i} = \frac{\alpha_n}{1 - \alpha_n} \left( \frac{p_n}{\pi_n} \right)^{\gamma_n}
\]  

(12)

The \(n\)th factor cost share is by definition \(a_n = \frac{p_nX_n}{pY}\). By defining \(z_n = \frac{\alpha_n}{\sum_{i=0}^{n-1} a_i}\) and \(\zeta_n = \frac{\alpha_n}{1 - \alpha_n}\), taking the natural log and indexing samples by \(t\), we have the following equation similar to \((6)\):

\[
\ln z_{nt} = \ln \zeta_n + \gamma_n \ln p_{nt}/\pi_{nt} + \varepsilon_{nt}
\]

(13)

Equation \((13)\) is a simple regression equation, except that \(\pi_{nt}\) is not an observed data but a state variable evaluated by the nest one stage inside. In other words, parameters \((\zeta_n, \gamma_n)\) are estimated conditional on \(\pi_{nt}\), which is given by the nest dual function whose parameters \((\zeta_{n-1}, \gamma_{n-1})\) are estimated conditional on \(\pi_{n-1t}\), and so on. The final standing state variable is available, nonetheless, i.e., \(\pi_{0t} = \omega_{0t}\) for all \(t\).

This property leads one to consider the following dynamic optimization problem, that is to

\[
\min_{\zeta_n, \gamma_n} \sum_{n=0}^{N} \sum_{t=0}^{T} \left( \ln z_{nt} - \ln \zeta_n - \gamma_n \ln p_{nt}/\pi_{nt} \right)^2
\]

subject to the \((n\text{-wise})\) state transition specified by the CES dual function \((8)\), in a following form:

\[
\pi_{n+1t} = c_n (p_{nt}, \pi_{nt}; \zeta_n, \gamma_n) = \left( \frac{\zeta_n (p_{nt})^{\gamma_n}}{1 + \zeta_n (p_{nt})^{\gamma_n}} + \frac{1}{1 + \zeta_n (p_{nt})^{\gamma_n}} \right)^{\frac{1}{\gamma_n}}
\]

We can interpret this problem by the following Bellman equation:

\[
\mathcal{V}(\pi_n) = \min_{\zeta_n, \gamma_n} \mathcal{O}_n (\zeta_n, \gamma_n; \pi_n) + \mathcal{V}(\mathcal{T}_n (\pi_n; \zeta_n, \gamma_n))
\]

(14)

The objective function and the state transition can be specified as follows:

\[
\mathcal{O}_n (\zeta_n, \gamma_n; \pi_n) = \sum_{t=0}^{T} \left( \ln z_{nt} - \ln \zeta_n - \gamma_n \ln p_{nt}/\pi_{nt} \right)^2
\]

\[
\mathcal{T}_n (\pi_n; \zeta_n, \gamma_n) = (c_n (p_{n0}, \pi_{n0}; \zeta_n, \gamma_n), \cdots, c_n (p_{nT}, \pi_{nT}; \zeta_n, \gamma_n)) = \pi_{n+1}
\]

We consider solving this problem through backward induction. At the terminal \((n = N)\), the problem

\footnote{Here, we describe nest unit cost (CES dual) in terms of state \(\pi_n = (\pi_{n0}, \cdots, \pi_{nT})\) and controls \((\zeta_n, \gamma_n)\).}
is to simply minimize the sum of squared residuals with no constraint, i.e.,

$$V(\pi_N) = \min_{\zeta_N, \gamma_N} O_N (\zeta_N, \gamma_N; \pi_N) = \min_{\zeta_N, \gamma_N} \sum_{t=0}^{T} (\ln z_{Nt} - \ln \zeta_N - \gamma_N \ln p_{Nt}/\pi_{Nt})^2$$  \hspace{1cm} (15)

Below are the solutions (OLS estimators) of (15):

$$\hat{\gamma}_N = \frac{\text{Cov}(\ln z_{Nt}, \ln p_{Nt}/\pi_{Nt})}{\text{Var}(\ln p_{Nt}/\pi_{Nt})} \quad \hat{\zeta}_N = \frac{\sum_{t=0}^{T} \ln z_{Nt} - \gamma \sum_{t=0}^{T} \ln p_{Nt}/\pi_{Nt}}{T + 1}$$

Using these parameters, the final value function can be reduced as follows:

$$V(\pi_N) = \sum_{t=0}^{T} (\ln z_{Nt} - \ln \hat{\zeta}_N - \hat{\gamma}_N \ln p_{Nt}/\pi_{Nt})^2$$

To solve the Bellman equation further backward, this value function must be evaluated, perhaps numerically. However, this task can become quite laborious, especially when the state variables’ dimension $T$ is large.

3.5. Restoring Parameters

The value function becomes null, i.e., $V(\pi_n) = 0$ for $n = N, N-1, \ldots, 1, 0$, in the case of a two-point regression, i.e., $T = 1$. In this case, the parameters of (14) can be solved, for all $n$ as follows:

$$\bar{\gamma}_n = \frac{\ln z_{n1} - \ln z_{n0}}{\ln p_{n1}/p_{n1} - \ln p_{n0}/p_{n0}} \quad \ln \bar{\zeta}_n = \frac{\ln z_{n0} \ln p_{n1}/p_{n1} - \ln z_{n1} \ln p_{n0}/p_{n0}}{\ln p_{n1}/p_{n1} - \ln p_{n0}/p_{n0}}$$  \hspace{1cm} (16)

Below, we verify this by induction. First, we know by the nature of a two-point regression that the terminal value function reduces to zero; that is, by substituting (16) into (15), we have the following:

$$V(\pi_N) = \sum_{t=0}^{1} (\ln z_{Nt} - \ln \bar{\zeta}_N - \bar{\gamma}_N \ln p_{Nt}/\pi_{Nt})^2 = 0$$  \hspace{1cm} (17)

Similarly, all error terms of a two-point regression must vanish for all $n$:

$$O_n (\bar{\zeta}_n, \bar{\gamma}_n; \pi_n) = \sum_{t=0}^{1} (\ln z_{nt} - \ln \bar{\zeta}_n - \bar{\gamma}_n \ln p_{nt}/\pi_{nt})^2 = 0$$  \hspace{1cm} (18)

By virtue of a Bellman equation (14), all value functions reduce to zero, with terminal condition (17), i.e.,

$$V(\pi_n) = O_n (\bar{\zeta}_n, \bar{\gamma}_n; \pi_n) + V(\pi_{n+1}) = 0$$

State variables $\pi_n = (\pi_{n0}, \pi_{n1})$ are recursively solved by the transition function $T$ under the restoring parameters $(\bar{\zeta}_n, \bar{\gamma}_n)$ obtained by (16) for $n = 0, 1, \ldots, N$, using initial condition, i.e., $\pi_0 = (\pi_{00}, \pi_{01}) = \ldots$
\((w_0, w_1)\), as follows:

\[ T_n (\cdots T_1 (T_0 (\pi_0; \tilde{\zeta}_0, \tilde{\gamma}_0); \tilde{\zeta}_1, \tilde{\gamma}_1) \cdots ) = \pi_{n+1} \]

Finally, we can calibrate the changes in TFP when output price \((p_0, p_1)\) can be monitored. Because a zero-profit condition implies \(p_tY_t = \pi_tQ_t\), where \(p_t\) and \(Y_t\) denote the observed price and output at \(t\), respectively, we shall introduce \(\theta_t\) such that

\[ Y_0/Q_0 = \theta_0 = \pi_0/p_0 \quad Y_1/Q_1 = \theta_1 = \pi_1/p_1 \]

From the first identity in both periods, we know that \(\theta_t\) is TFP. Thus, TFP growth (\(\text{TFP}_g = \Delta \ln \theta = \ln \theta_1/\theta_0\)) can be calibrated by the growth of unit cost less the growth of the observed output price, namely,

\[ \text{TFP}_g = \ln \theta_1/\theta_0 = \ln \pi_1/\pi_0 - \ln p_1/p_0 \quad (19) \]

Figure 3 displays sectoral TFP\(_g\), measured by cascaded CES production under the restoring parameters specified in (16). Factor substitution elasticities of a cascaded CES production is examined in Appendix.

### 3.6. Structural Transformation Restoration

We reconfirm that parameters (16) are state-restoring (i.e., two observed cost shares are completely restored by the observed factor prices) as (13) and (12) indicate the following for all \(n\):

\[ \frac{a_{n0}}{\sum_{i=0}^{n-1} a_{i0}} = \frac{\bar{\alpha}_n}{1 - \bar{\alpha}_n} \frac{(p_{n0})}{(\pi_{n0})} \bar{\gamma}_n \quad \frac{a_{n1}}{\sum_{i=0}^{n-1} a_{i1}} = \frac{\bar{\alpha}_n}{1 - \bar{\alpha}_n} \frac{(p_{n1})}{(\pi_{n1})} \bar{\gamma}_n \quad (20) \]

Notice that \(\pi_n\) can be obtained as a function of \((w_t, r_t, p_{1t}, \cdots, p_{n-1t})\) with regard to (8) given the parameters \((\bar{\alpha}_0, \cdots, \bar{\alpha}_{n-1}, \tilde{\gamma}_0, \cdots, \tilde{\gamma}_{n-1})\). With regard to (20), the observed cost shares \((a_{Lt}, a_{Kt}, a_{lt}, \cdots, a_{Nt})\) for the two periods \((t = 0, 1)\), where \(a_{Kt}\) corresponds to \(a_{0t}\) and \(a_{Lt} = 1 - a_{Kt} - a_{lt} - \cdots - a_{Nt}\), will be restored by the corresponding factor prices \((w_t, r_t, p_{1t}, \cdots, p_{Nt})\) under the parameters \((\bar{\alpha}_0, \cdots, \bar{\alpha}_N, \tilde{\gamma}_0, \cdots, \tilde{\gamma}_N)\) that are given by the observed cost shares and factor prices for the two periods, as given in (16).

Below we investigate this property from another perspective. As regards the Shephard’s lemma, cost shares can always be written in terms of the unit cost function, as follows:

\[ \frac{\partial C_j (p, r, w)}{\partial p_i} \frac{p_i}{\theta_j p_j} = a_{ij} \quad \frac{\partial C_j (p, r, w)}{\partial r} \frac{r}{\theta_j p_j} = a_{Kj} \quad \frac{\partial C_j (p, r, w)}{\partial w} \frac{w}{\theta_j p_j} = a_{Lj} \]

where, we now index sectors explicitly by \(j = 1, \cdots, N\) and intermediate factor inputs by \(i = 1, \cdots, N\). We write down the above more concisely as follows:

\[ \langle p \rangle \nabla C (\theta)^{-1} \langle p \rangle^{-1} = A \quad rC_r (\theta)^{-1} \langle p \rangle^{-1} = a_K \quad wC_w (\theta)^{-1} \langle p \rangle^{-1} = a_L \]
Angle brackets indicate diagonalization. \( A \) can otherwise be recognized as the input coefficient matrix. Furthermore, \( a_L \) may be referred to as labor intensity. We know from (20) that under the restoring parameters \((\alpha_j, \ldots, \alpha_j, \gamma_{j0}, \ldots, \gamma_{jN})\), the system of unit cost functions \( C \) traces the observed cost-share structures of the two periods \((A_0, a_{K0}, a_{L0}, A_1, a_{K1}, a_{L1})\) in terms of prices of all commodities \((p_0, r_0, w_0, p_1, r_1, w_1)\) and TFPs \((\theta_0, \theta_1)\). We write this explicitly below:

\[
(p_0) \nabla C (\theta_0)^{-1} (p_0)^{-1} = A_0 \\
(p_1) \nabla C (\theta_1)^{-1} (p_1)^{-1} = A_1
\]

(21) and (22)

The equilibrium price of commodities \( p \) is the fixed point of the following feedback system:

\[
p = C (p, r, w) (\theta)^{-1}
\]

(23)

We solve for the fixed point of (23) by recursively plugging \( p \) from the left-hand side into that from the right-hand side. This procedure will globally converge into a unique fixed point (i.e., equilibrium price) as long as we can be assured that (23) is a contraction mapping \((\text{Krasnosel'skiĭ}, 1964)\) with respect to \( p \). We know, however, that (23) is a contraction mapping since \( C_j(p_1, \ldots, p_N, r, w) \) is monotonic and homogeneous of degree one with respect to \((p_1, \ldots, p_N, r, w)\), for all \( j \). In that case, for any \( 0 < (p_1, \ldots, p_N, r, w) \), we can always find a large \( K \) and a small \( 0 < k < 1 \) such that \( kp_j < C_j(kp_1, \ldots, kp_N, r, w) / \theta_j \) \( C_j(Kp_1, \ldots, Kp_N, r, w) / \theta_j \) \( Kp_j \), for all \( j \), so that the rage \((kp_j, Kp_j)\) for all \( j \) is contracting by the mapping (23).

Under the restoring parameters, \((p_0, p_1)\) must be the fixed point solutions given the price of primary factors \((r_0, w_0, r_1, w_1)\) and TFPs \((\theta_0, \theta_1)\). We write this explicitly below:

\[
p_0 = C (p_0, r_0, w_0) (\theta_0)^{-1} \\
p_1 = C (p_1, r_1, w_1) (\theta_1)^{-1}
\]

(24)

Hence, regarding (21) and (24), we know that primary factor prices \((r_0, w_0, r_1, w_1)\) and TFPs \((\theta_0, \theta_1)\) lead to the observed cost-share structures (input coefficient matrices) of the two periods, namely, \((A_0, a_{K0}, a_{L0}, A_1, a_{K1}, a_{L1})\), under the restoring parameters.

3.7. Total Factor Productivity

As mentioned earlier, sector-wise TFPg of cascaded CES production evaluated using (19) under the restoring parameters is shown in Figure 3. In Figure 4 we display the same result in reference to the log of Törnqvist Index for each sector, obtainable by the following formula (where index \( j \) is omitted):

\[
\text{TFPg (translog)} = \sum_{i=1}^{N} \frac{a_{i0} + a_{i1}}{2} \ln \frac{p_{i1}}{p_{i0}} + \frac{a_{L0} + a_{L1}}{2} \ln \frac{w_1}{w_0} + \frac{a_{K0} + a_{K1}}{2} \ln \frac{r_1}{r_0} - \ln \frac{p_1}{p_0}
\]

Dievert (1976) showed that this log of Törnqvist Index exactly captures the underlying translog function’s productivity growth, which potentially materializes the two observed cost shares, even without knowing the
parameters. Notice that TFPg (cascaded CES) and TFPg (translog) show extreme concordances.

3.8. Structural Transformation Interpolation

Let us consider the following labor intensity growth between the two periods \( t = 0, 1 \) for the \( j \)th sector:

\[
\text{Labor intensity growth} = \Delta \ln a_{Lj} = \ln \frac{a_{Lj1}}{a_{Lj0}}
\]

Our database allows us to calculate labor intensity \( a_{Ljt} = \frac{w_t L_{jt}}{p_{jt} Y_{jt}} \) for all \( j \) sectors. However, they are also replicable by the system of unit cost functions \( C \) with restoring parameters as indicated in (21–22). We may then consider the following halfway labor intensity growth:

\[
\text{Halfway labor intensity growth} = \ln \frac{a_{Lj0.5}}{a_{Lj0}}
\]

where \( a_{Lj0.5} \) is obtained by the following calculations:

\[
a_{L0.5} = w_{0.5} C_w (\theta_{0.5})^{-1} (p_{0.5})^{-1} \quad \quad p_{0.5} = C (p_{0.5}, r_{0.5}, w_{0.5}, \theta_{0.5})^{-1}
\]

Here, sectoral TFP and primary factor prices are at halfway, i.e., \( r_{0.5} = \frac{r_1 + r_0}{2} \), \( w_{0.5} = \frac{w_1 + w_0}{2} \), and \( \theta_{0.5} = \frac{\theta_1 + \theta_0}{2} \). Halfway commodity equilibrium price \( p_{0.5} \) is obtained by feedback recursion. Figure 5 displays sectoral labor intensity growth. Figure 6 displays halfway labor intensity growth on the horizontal axis.
Figure 5: Sectoral labor intensity growth as recorded in linked input–output tables. Same results are obtainable via cascaded CES functions with restoring parameters.

Figure 6: Correspondences between labor intensity growth and halfway labor intensity growth. The 45-degree line from the vertical line indicates full labor intensity growth.

4. Representative Household

4.1. Indirect Utility Function

We now consider an immortal representative household with identical \( N \)-commodity CES utility function \( U(H_1, \cdots, H_N) \) of constant returns to scale, as follows:

\[
\sum_{t=0}^{\infty} \beta^t U(H_t) = \sum_{t=0}^{\infty} \beta^t \left( \sum_{i=1}^{N} (\mu_i) \frac{1}{\lambda} (H^\lambda_{it})^{\lambda-1} \right)^{\frac{\lambda-1}{\lambda}}
\]

(25)

where \( 0 < \beta < 1 \) denotes the discount (time preference) factor. Elasticity of substitution, denoted as \( 1 - \lambda \), is common across all goods. The share parameter \( \mu_i \) must add up to one. Here, we assume that total labor supply \( L_t = \sum_{j=1}^{N} L_{jt} \) is determined by the demand side for all \( t \), and not included in the utility function. Below is the representative household’s budget constraints:

\[
B_t + s_t(\rho K_{t+1} - (1 - \delta) \rho K_t) + R_t = r_t K_t + w_t L_t
\]

(26)

We denote the ratio between capital stock and capital service by \( \rho \) so that \( \rho K \) designates capital stock total when \( K \) denotes capital service total. Accordingly, \( s \) denotes the price of capital. The depreciation rate is denoted by \( \delta \). We use \( B \) to denote consumption expenditure total and \( R \) to denote the net export total. Regarding the linked input–output tables (1), (26) describes an equivalence between total expenditures and income of a representative household with the following: \( B_t = \sum_{i=1}^{N} p_{it} H_{it}, \ R_t = \sum_{i=1}^{N} p_{it} E_{it}, \ L_t = \sum_{j=1}^{N} L_{jt}, \ K_t = \sum_{j=1}^{N} K_{jt}, \) and \( s_t(\rho K_{t+1} - (1 - \delta) \rho K_t) = \sum_{i=1}^{N} p_{it} G_{it} \).
Maximization of (25) subject to (26) yields the following Euler equation:

$$\frac{\partial U}{p_{it} \partial H_{it}} = \beta s_{t+1} \rho (1 - \delta) + r_{t+1} \rho \frac{\partial U}{p_{it+1} \partial H_{it+1}}$$  \hspace{1cm} (27)$$

The CES indirect utility function must be of the following form:

$$V(p_{1t}, p_{2t}, \ldots, p_{Nt}; B_t) = \frac{B_t}{\left( \sum_{i=1}^{N} \mu_i(p_{it})^\lambda \right)^{\frac{1}{\lambda}}} = \frac{B_t}{I(p_t)}$$

Here, price index $I$ as defined above, is the cost of living index. We then know that the marginal utility of money can be expanded as follows:

$$\frac{\partial V}{\partial B_t} = \frac{\partial U}{p_{it} \partial H_{it}} = \frac{1}{I(p_t)}$$  \hspace{1cm} (28)$$

Hence, by (27) and (28), the following condition must hold.

$$\beta s_{t+1} \rho (1 - \delta) + r_{t+1} \rho = \frac{I(p_{t+1})}{I(p_t)}$$  \hspace{1cm} (29)$$

4.2. Estimation of Parameters

For a CES utility, Roy’s identity indicates the following:

$$\frac{\partial V}{\partial p_i} \bigg/ \frac{\partial V}{\partial B} = -H_i = -\frac{B}{\sum_{j=1}^{N} \mu_j(p_{jt})^\lambda} \mu_i(p_i)^{-1}$$

The expenditure share of item $i$ can be found by rearranging the above terms as follows:

$$b_i = \frac{p_i H_i}{B} = \frac{\mu_i(p_i)^\lambda}{\sum_{j=1}^{N} \mu_j(p_{jt})^\lambda} = \mu_i \left( \frac{p_i}{I(p)} \right)^\lambda$$  \hspace{1cm} (30)$$

Observing item-wise expenditure shares $b_i$ in our data as above, (30) can be expanded with an error term to obtain the following regression equation:

$$\ln b_{it} = \ln \mu_i - \lambda \ln I_t + \lambda \ln p_{it} + \varepsilon_{it}$$

where we index observed samples by $t$.

We thus find that $\lambda$ can be estimated via fixed effect or by the following simple regression:

$$\Delta \ln b_i = -\lambda \Delta \ln I + \lambda \Delta \ln p_i + \Delta \varepsilon_i$$  \hspace{1cm} (31)$$

Here, $\Delta$ indicates differences between observations for $t = 0, 1$. Upon estimation of (31), at least two issues must be dealt with. One is the endogeneity of the regressor, and the other is the heteroskedasticity of the
error term. Regarding endogeneity (i.e., endogeneity by the anticipated reverse causality that a representative household’s expenditures can affect commodity prices), we perform instrumental variables estimation using sector-wise (thus, commodity-wise) cascaded CES productivity growths $\Delta \ln \theta_i$ measured previously as instruments which must strongly correlate with the regressor but not with the error term.

Regarding heteroskedasticity, we consider potential measurement errors for log-difference transformation of two stochastic variables ($b_{i0}, b_{i1}$). We suppose that these are normally distributed random variables with mean $(b_{i0}, b_{i1})$ and a homoskedastic variance $\sigma^2$. In this case the dependent variable’s variance can be approximated as described below:

$$\text{Var} [\Delta \ln b_i] = \text{Var} [\ln b_{i1} - \ln b_{i0}] \approx \sigma^2 \left( \frac{1}{(b_{i1})^2} + \frac{1}{(b_{i0})^2} \right) = \sigma^2 (m_i)^2$$

We therefore perform a weighted two-stage least squares estimation using $m_i$ (defined above) as weights and $\Delta \ln \theta_i$ and $\exp (\Delta \ln \theta_i)$ as instruments. The result is shown below (with standard errors in parentheses):

$$\Delta \ln b_i = 0.00561 (0.00850) + 1.09631 (0.35218) \Delta \ln p_i$$

Considering the first-stage F statistic ($F(2, 265) = 119.57$) we are not concerned about a weak instrument. Regarding the Durbin–Wu–Hausman test for regressor endogeneity (Durbin $\chi^2(1) = 10.5032$, Wu-Hausman $F(1, 265) = 10.8093$), we reject the null hypothesis that the regressor is exogenous. In testing the instruments for overidentifying restrictions (Sargan $\chi^2(1) = 0.2917$, Basmann $\chi^2(1) = 0.2887$), we do not reject the null hypothesis that at least one of the instruments is endogenous.

For empirical study, we standardize prices at $t = 1$ so that $p_{11} = \cdots = p_{N1} = w_1 = r_1 = 1$.\footnote{As mentioned earlier, this is equivalent to normalizing the empirical CES function at $t = 1$.} In this event, the price index also is standardized as $I = 1$ regardless of the value of $\lambda$, since $\sum_{i=1}^N \mu_i = 1$. Then, according to (30), we know that $\mu_i = b_{i1}$ for all $i$. With the estimated substitution elasticity ($\lambda = 1.09631$), the price index function (normalized at $t = 1$) becomes as follows:

$$I (\mathbf{p}) = \left( b_{11} (p_{1})^\lambda + \cdots + b_{N1} (p_{N})^\lambda \right)^{\frac{1}{\lambda}}$$

5. Application

5.1. Structural Transformation Extrapolation

Below are the representative household’s budget constraints at $t = 0, 1$:

\begin{align*}
\mathcal{E}_0 + s_0 (\rho K_1 - (1 - \delta) \rho K_0) + \mathcal{R}_0 &= r_0 K_0 + w_0 L_0 \quad (32) \\
\mathcal{E}_1 + s_1 (\rho K_2 - (1 - \delta) \rho K_1) + \mathcal{R}_1 &= r_1 K_1 + w_1 L_1 \quad (33)
\end{align*}
In reference to the linked input–output tables, the right-hand sides represent total value added, and the left-hand sides represent total final demand. Here, the prices of capital service formation \( s_0 \rho \) and \( s_1 \rho \) are not observed directly. We may however estimate \( s_0 \rho \) as we employ \( \delta \) from external sources\(^{11}\) and employ \( K_0 \) and \( K_1 \) of the left-hand side of (32) from the right-hand sides of (32) and (33). We display below the dynamic first-order condition (29) for the two periods:

\[
\beta s_1 \rho (1 - \delta) + r_1 \frac{s_0 \rho}{s_0 \rho} = \frac{I(p_1)}{I(p_0)} 
\]

(34)

Since we employ \( \beta \) from external sources, we can use (34) to evaluate \( s_1 \rho \).\(^{12}\)

Let an alternative equilibrium at \( t = 1 \), with alternative productivity \( \theta' \), hereafter be indicated by a prime. The alternative equilibrium price \( p'_1 \) is specified as the fixed point of the following feedback system:

\[
p'_1 = C(p'_1, r_1, w_1) \langle \theta'_1 \rangle^{-1}
\]

Assume that primary factor prices \( (r_1, w_1) \) without feedbacks are fixed in the alternative equilibrium. Furthermore, assume for simplicity that capital service \( K_1 \) and the net export total \( R'_1 = \sum_{i=1}^{N} p_{i1} E_{i1} = \sum_{i=1}^{N} p_{i1} E_{i1} \) are also fixed.\(^{13}\) The household’s budget constraint then becomes as follows:

\[
B'_1 + s'_1 (\rho K'_2 - (1 - \delta) \rho K_1) + R_1 = r_1 K_1 + w_1 L'_1
\]

(35)

In order to estimate \( s'_1 \rho \) we apply (34) with the following modification:

\[
\frac{s'_1 \rho (1 - \delta)}{s_1 \rho (1 - \delta) + r_1} = \frac{I(p'_1)}{I(p_1)}
\]

We further evaluate the alternative fixed capital formation (the second term of (35)) using the price elasticity of fixed capital formation \( \eta \), which we measure below.

\[
\eta = \frac{(K_2 - (1 - \delta) K_1) - (K_1 - (1 - \delta) K_0)}{s_1 \rho - s_0 \rho} \frac{s_0 \rho}{K_1 - (1 - \delta) K_0} = -0.80
\]

Once we know \( B'_1 \) from (35), household consumption can be evaluated, regarding (30), as follows.

\[
p'_1 H'_1 = b_i (p'_1 / I(p'_1))^{\lambda} B'_1
\]

(36)

As regards total labor supply, we consider the demand side of labor, as indicated earlier. Total demanded

\(^{11}\) We use a five-year capital depreciation rate \( \delta = 1 - (1 - 0.125)^5 \) in reference to Nomura and Suga (2018).

\(^{12}\) We use a five-year time preference factor \( \beta = (1 + 0.03)^{-5} \) in reference to Kawasaki et al. (2001); Ida and Goto (2009).

\(^{13}\) In other words, we assume that price elasticity of exports (and imports) are all one for all \( i \).
labor for the alternative equilibrium can be evaluated by the following Leontief inverse calculation:

\[ L' = A'_L \left[ I - A'_L \right]^{-1} \langle p'_1 \rangle \left[ H'_1 + G'_1 + E'_1 \right] \tag{37} \]

where the extrapolated (transformed) structure can be specified as follows:

\[ A'_i = \langle p'_i \rangle \nabla C \langle \theta'_i \rangle^{-1} \langle p'_i \rangle^{-1} \quad \quad a'_{iL} = w_i C_w \langle \theta'_i \rangle^{-1} \langle p'_i \rangle^{-1} \]

In (37) the alternative vector of final demand is decomposed into three parts: household consumption \( H'_1 \), fixed capital formation \( G'_1 \), and net export \( E'_1 \). Here, net exports (either in total or in a vector) are assumed to be fixed, and fixed capital formation total is disaggregated into commodity-wise vectors by constant ratios, i.e., \( g_i = p_{i1} G_{i1} / \sum_{i=1}^{N} p_{i1} G_{i1} \). Below we describe them explicitly:

\[ p'_{i1}E'_i = p_{i1}E_{i1} \quad \quad p'_{i1}G'_i = g_i \left[ s'_i (\rho K_2 - (1 - \delta) \rho K_1) \right] \]

The alternative equilibrium \((B'_i, L'_i)\) is solved iteratively by (35, 36, 37), using \((B_1, L_1)\) as initial value. Finally, we evaluate social costs and benefits of the alternative equilibrium by the followings:

\[ \text{Benefit} = V'_1 - V_1 = \frac{B'_1}{I(p'_1)} - \frac{B_1}{I(p_1)} \quad \quad \text{Cost} = w_1 L'_1 - w_1 L_1 \tag{38} \]

### 5.2. Productivity Shock Injection

We virtually inject 1 billion yen of productivity shock into each industrial sector and see how much is gained in light of the extrapolated structural transformation. The alternative productivity at \( t = 1 \) inclusive of that injection into sector \( k \), which we denote by \( \theta'_i(k) \), can be specified as follows:

\[ \theta'_i(k) = (\theta_{i1}, \ldots, \theta'_{k1}, \ldots, \theta_{N1}) \quad \quad \theta'_{k1} = \theta_{k1} \left( \frac{p_{k1} Y_{k1} + 1 \text{ billion yen}}{p_{k1} Y_{k1}} \right) \]

where \( p_{k1} Y_{k1} \) is the monetary output of sector \( k \). We estimate the following instantaneous welfare gain of this injection according to (38), where we evaluate social benefit by the ex ante price index.

\[ \text{Welfare gain}(k) = \left( \frac{B'_i(k)}{I(p'_i(k))} - \frac{B_1}{I(p_1)} \right) I(p_1) - (w_1 L'_i(k) - w_1 L_1) \]

where \( p'_i(k) \) is the fixed point of the following feedback system:

\[ p'_i(k) = C \left( p'_i(k), r_1, w_1 \right) \langle \theta'_i(k) \rangle^{-1} \]

Note that \( B'_i(k) \) and \( L'_i(k) \) are the alternative budget and labor evaluated under this injection \( \theta'_i(k) \). For a welfare assessment of \( \theta'_i(k) \), we use the following figure (i.e., effectiveness), which evaluates welfare gain
of $k$ in terms of a cumulative discounted present value using the rate of time preference.

$$\text{Effectiveness}(k) = \frac{1}{1 \text{ billion yen}} \text{Welfare gain}(k) \frac{1 - \beta}{1 - \gamma_{nj}}$$

Figure 7 displays Effectiveness$(k)$ in a descending order (i.e., effectiveness order). Figure 8 displays this order against the stream order, while the color indicates the classification order. We observe two clusters in this figure. Regarding the classification order, the cluster of sectors with the highest effectiveness (e.g., Coal mining, crude petroleum and natural gas, Metallic ores, Miscellaneous edible crops, etc.) are typically primary industries (with dark colors). Another cluster is placed on the lower left-hand side of the figure. Regarding the classification order, these are basically secondary and tertiary sectors. Regarding the stream order, upstream sectors have larger effectiveness and downstream sectors have smaller effectiveness.

In Figure 9 we make comparison between sectoral effectivenesses of empirical cascaded CES and uniform unit elasticity (i.e., Cobb–Douglas) systems. Note that Cobb–Douglas system can be obtained by setting $1 - \gamma_{nj} = 1$ for all $n$ and $j$, via the cascaded CES system. Similarly, Leontief system can be obtained by setting $1 - \gamma_{nj} = 0$. Figure 10 compares sectoral effectivenesses of Cobb–Douglas and Leontief systems. The latent possibility of factor substitution does not necessarily have the enhancing effect on the overall performance (cost effectiveness) of the economy, let alone distributional modifications. However, the empirical cascaded CES system attains more effectiveness overall in comparison to the Cobb–Douglas system which in turn attains slightly more effectiveness overall in comparison to the inflexible Leontief system.
6. Concluding Remarks

In this study, we essentially model the metastructure of an economy that overarches structural transformations observed in a set of linked input–output tables. In this model, a shorter yet detailed structural transformation of the metastructure can be studied. As the model encloses potential alternative technologies for each sector, it comprises a set of sectoral production functions spanning many substitutable factor inputs. Each sectoral production is modeled by binary compounding processes ultimately cascaded under a universal sequence. As we discover a self-similar hierarchical structure stylized in the empirical input–output transactions, we utilize a corresponding sequence as the fundamental and persistent structure behind structural transformations.

For all sectoral productions, by assuming constant returns to scale, we find that CES elasticity and share parameters for all binary compounding processes can be estimated by means of nest-wise dynamic programming, using factor-wise cost-share observations. Moreover, sectoral TFP can be measured by the gap between the output of the cascaded CES and the observed output. If parameters are estimated with two-point regressions from the corresponding observations, the two temporary distant cost-share structures can be completely restored by the feedback system of empirical dual functions of cascaded CES, together with the sectoral growths of TFP.

In addition, we model the utility of a representative household by multifactor CES function with single substitution elasticity. Our approach concerning households’ expenditure shares enables us to estimate substitution elasticity using a fixed-effects regression that exploits the quantitative variety of the commodities consumed. Regarding our data, the shape of the representative utility is essentially Leontief. We then integrate the corresponding indirect utility function with a system of state-restoring unit cost functions, creating
a dynamic general equilibrium model that evaluates welfare changes associated with household expenditures and labor demand by extrapolating structural transformations.

For demonstration, we independently inject marginal productivity shocks of positive and equal monetary value into each sectoral production and evaluate the resulting welfare changes in light of structural transformations. Although the magnitude differs significantly, this experiment results in positive welfare gains in all cases. Regarding order of magnitudes of gainable welfare, primary sectors (i.e., farming, fishing, and mining) are effective overall. We discover that upstream sectors are more effective than downstream ones with regard to secondary (i.e., manufacturing and processing) and tertiary (i.e., service) sectors. Cascaded CES has a lot of scope for modification although its flexibility and versatility should lead to a variety of applications concerning the modeling of the economy’s metastructure.
Appendix: Substitution Elasticity of Cascaded CES Functions

We first examine the elasticities of a cascaded (serially nested) function between different factor inputs. We begin by taking the partial derivative of (9) with respect to $p_i$ and $p_j$ where we assume that $n > i > j$:

$$\frac{\partial C}{\partial p_i} = \frac{\partial C}{\partial p_j} = \frac{\partial C}{\partial \pi_N} \cdot \cdots \cdot \frac{\partial \pi_{n+1}}{\partial \pi_i} \cdot \frac{\partial \pi_n}{\partial \pi_{n-1}} \cdot \cdots \cdot \frac{\partial \pi_{i+1}}{\partial \pi_i} \cdot \frac{\partial \pi_i}{\partial \pi_{i-1}} \cdot \cdots \cdot \frac{\partial \pi_{j+1}}{\partial \pi_j}$$

Further differentiating partially by $p_n$ gives the following:

$$\frac{\partial^2 C}{\partial p_i \partial p_n} = \frac{\partial^2 C}{\partial p_j \partial p_n} = \frac{\partial}{\partial p_n} \left( \frac{\partial C}{\partial \pi_N} \cdot \cdots \cdot \frac{\partial \pi_{n+1}}{\partial \pi_i} \cdot \frac{\partial \pi_n}{\partial \pi_{n-1}} \cdot \cdots \cdot \frac{\partial \pi_{i+1}}{\partial \pi_i} \cdot \frac{\partial \pi_i}{\partial \pi_{i-1}} \cdot \cdots \cdot \frac{\partial \pi_{j+1}}{\partial \pi_j} \right)$$

Then, we find that:

$$\frac{\partial^2 C}{\partial p_i \partial p_n} = \frac{\partial^2 C}{\partial p_j \partial p_n} = \left( \frac{\partial C}{\partial \pi_N} \cdot \cdots \cdot \frac{\partial \pi_{n+1}}{\partial \pi_n} \right)^{-1} \frac{\partial}{\partial p_n} \left( \frac{\partial C}{\partial \pi_N} \cdot \cdots \cdot \frac{\partial \pi_{n+1}}{\partial \pi_n} \right)$$

The above argument depends only on the nest $n$ as long as the paired factor’s nest is inside (i.e., $n > i, j$). Hence, the Allen–Uzawa elasticity of substitution (AUES, denoted by $\eta_{AU}$) between nest $n$ and any nest inside of $n$, such as $i$ and $j$, will depend only on $n$. That is,

$$\frac{C}{\partial p_n} \frac{\partial^2 C}{\partial p_i \partial p_n} = \eta_{n+i}^{AU} = \frac{C}{\partial p_n} \frac{\partial^2 C}{\partial p_j \partial p_n} = \eta_{n+j}^{AU} = \eta_{n}^{AU} \quad n > i, j$$

(39)

In other words, the AUES between an input and its inner-nest inputs are the same, while those between an input and its outer-nest inputs are not necessarily the same. In Table 1, we highlight the same AUES with the same tone for the four-nest five-input case.

While AUES is a multifactor generalization of the two-factor elasticity of substitution, Morishima’s elasticity of substitution (or MES, denoted by $\eta^M$) is a multi-factor generalization of the original elasticity of substitution concept. $\eta^M$ can be defined via AUES as follows:

$$\eta_{ij}^M = a_j \left( \eta_{ij}^{AU} - \eta_{jj}^{AU} \right)$$

Here, $a_j$ indicates the $j$th factor’s cost share. Note that while AUES is symmetrical (i.e., $\eta_{ij}^{AU} = \eta_{ji}^{AU}$ for any $i \neq j$), MES is not necessarily so. Hence, with regard to (39), AUES is the same for all inner nest inputs

---

14 Characteristic relations between Allen–Uzawa and Morishima elasticities of substitution are discussed in detail in Blackorby and Russell (1989).
relative to the reference nest input. That is, if $i > j$, then $n_{ij}^{AU} = n_{ii}^{AU}$, while if $i < j$, then $n_{ij}^{AU} = n_{jj}^{AU}$. This leads to the following exposition of MES for a cascaded function:

\begin{align}
\eta_{ij}^M &= a_j (n_{ij}^{AU} - n_{jj}^{AU}) = a_j (n_{ij}^{AU} - n_{jj}^{AU}) \\
\eta_{ij}^M &= a_j (n_{ij}^{AU} - n_{jj}^{AU}) = a_j (n_{ij}^{AU} - n_{jj}^{AU})
\end{align}

(40)

In Table 2 we highlight the same MES with the same tone for the four-nest five-input case.

Below, we examine the elasticities of a cascaded CES function of $N + 1$ factor inputs. Without loss of generality, we focus on the $n$th nest and write the unit cost function as follows:

$$\pi = C(W_n)$$

$$W_n = \left(\pi_{n+1}\right)^{\gamma_n} = \alpha_n (p_n)^{\gamma_n} + (1 - \alpha_n) (\pi_n)^{\gamma_n}$$

where $n = 1, \ldots, N$, and $\pi_1 = p_0$. Note that $W_n$ is the $n$th compound price, raised to the power of $\gamma_n$ and that the remaining variables are included in $C$. We hereafter use $C' = \frac{dC}{dW_n}$ and $C'' = \frac{d^2C}{d(W_n)^2}$. For later convenience, we note that at the last nest, $n = N$, we must have

$$C(W_N) = (W_N)^{1/\gamma_N} = \pi_{N+1}$$

(41)

The key partial derivatives for examining the elasticities between nest inputs $n$ and $n - 1$ follow below:

$$\frac{\partial C}{\partial p_n} = C' \alpha_n \gamma_n (p_n)^{\gamma_n-1}$$

$$\frac{\partial C}{\partial p_{n-1}} = C' \alpha_{n-1} (1 - \alpha_n) \gamma_n (p_{n-1})^{\gamma_n-1} (\pi_n)^{\gamma_n-\gamma_n-1}$$

$$\frac{\partial^2 C}{\partial p_n \partial p_{n-1}} = C'' \alpha_n \alpha_{n-1} (1 - \alpha_n) (\gamma_n)^2 (p_n)^{\gamma_n-1} (p_{n-1})^{\gamma_n-1} (\pi_n)^{\gamma_n-\gamma_n-1}$$

$$\frac{\partial^2 C}{\partial p_n^2} = \alpha_n \gamma_n (p_n)^{\gamma_n-1} \left(C'' \alpha_n \gamma_n (p_n)^{\gamma_n-1} + C' (\gamma_n - 1) (p_n)^{-1}\right)$$

The AUES of $n - 1$ with respect to $n$ for a cascaded CES function can thus be evaluated as follows:

$$n_{n-1-n}^{AU} = \frac{C}{\frac{\partial C}{\partial p_n}} \frac{\frac{\partial^2 C}{\partial p_n \partial p_{n-1}}}{\frac{\partial C}{\partial p_{n-1}}} = \frac{C}{{C'} {C''}}$$

Hence, the AUES for a cascaded CES function can vary depending on the $i$th and subsequent inner-factor prices. However, an exception is the last nest, where (41) has the following exposition:

$$n_{N-1-N}^{AU} = \frac{C}{{C'} {C''}} = \frac{(W_N)^{1/\gamma_N}}{(W_N)^{1+1/\gamma_N}} \frac{\left(\frac{1-\gamma_N}{\gamma_N}\right)(W_N)^{-2+1/\gamma_N}}{\gamma_N} = 1 - \gamma_N$$

(42)

In Table 1 we summarize AUES with regard to (39) and (42). The elasticities, which are symmetrical
Table 1: AUES of a cascaded CES function \((N = 4)\).

| 4 | 3 | 2 | 1 | 0 |
|---|---|---|---|---|
| 4 | 1−γ4 | 1−γ4 | 1−γ4 | 1−γ4 |
| 3 | 1−γ4 | 1−γ4 | 1−γ4 | 1−γ4 |
| 2 | 1−γ4 | 1−γ4 | 1−γ4 | 1−γ4 |
| 1 | 1−γ4 | 1−γ4 | 1−γ4 | 1−γ4 |
| 0 | 1−γ4 | 1−γ4 | 1−γ4 | 1−γ4 |

Table 2: MES of a cascaded CES function \((N = 4)\).

| 4 | 3 | 2 | 1 | 0 |
|---|---|---|---|---|
| 4 | η43 | η42 | η41 | η40 |
| 3 | 1−γ4 | 1−γ4 | 1−γ4 | 1−γ4 |
| 2 | 1−γ4 | 1−γ4 | 1−γ4 | 1−γ4 |
| 1 | 1−γ4 | 1−γ4 | 1−γ4 | 1−γ4 |
| 0 | 1−γ4 | 1−γ4 | 1−γ4 | 1−γ4 |

and equal among the inputs nested inside, equal the last parameter \(1 − γ_N\) when elasticities are evaluated with respect to the last input. The MES of \(n − 1\) with respect to \(n\) can be evaluated in the same manner.

\[
\eta_{n−1}^M = a_n \left( η_{n−1}^U − η_{n}^U \right) = \frac{\partial C}{\partial p_n} \left( \frac{\partial^2 C}{\partial p_n \partial p_{n-1}} − \frac{\partial C}{\partial p_n} \frac{\partial^2 C}{\partial p_{n-1}} \right) = p_n \left( \frac{\partial^2 C}{\partial p_n \partial p_{n-1}} − \frac{\partial^2 C}{\partial p_n} \frac{\partial^2 C}{\partial p_{n-1}} \right)
\]

Regarding (43), the MES of a nest input with respect to a back-to-back inner nest input is constant at the CES elasticity parameter of that nest. At the same time, according to (40), a nest input MES is the same with respect to any inner nest input. Hence, a nest input MES with respect to any inner nest input is constant at the CES elasticity parameter of that nest. In Table 2, we summarize MES for a cascaded CES function.

Finally, we show that \(\eta_{10}^M = η_{10}^U = 1 − γ_1\). Below is a list of the partial derivatives we use to assess the MES for the nest at the core, i.e., \(n = 1\):

\[
\frac{\partial C}{\partial p_1} = C' \alpha_1 γ_1 (p_1)^{γ_1−1}
\]

\[
\frac{\partial C}{\partial p_0} = C' (1 − α_1) \gamma_1 (p_0)^{γ_1−1}
\]

\[
\frac{\partial^2 C}{\partial p_1 \partial p_0} = C'' \alpha_1 (1 − α_1) \gamma_1 (p_1)^{γ_1−1} (p_0)^{γ_1−1}
\]

\[
\frac{\partial^2 C}{\partial p_0^2} = (1 − α_1) \gamma_1 (p_0)^{γ_1−1} \left( C'' (1 − α_1) \gamma_1 (p_0)^{γ_1−1} + C' (γ_1 − 1) (p_0)^{−1} \right)
\]

Using the above terms, we acquire the following:

\[
η_{10}^M = \frac{\partial C}{\partial p_0} \left( p_0 \left( \frac{\partial^2 C}{\partial p_0 \partial p_1} − \frac{\partial C}{\partial p_0} \frac{\partial^2 C}{\partial p_1} \right) \right) = p_0 \left( \frac{\partial^2 C}{\partial p_0 \partial p_1} − \frac{\partial^2 C}{\partial p_0} \frac{\partial^2 C}{\partial p_1} \right)
\]

\[
= p_0 \left( \frac{C'' (1 − α_1) \gamma_1 (p_0)^{γ_1−1}}{C'} − \frac{C'' (1 − α_1) \gamma_1 (p_0)^{γ_1−1} + C' (γ_1 − 1) (p_0)^{−1}}{C'} \right) = 1 − γ_1
\]

23
References

Acemoglu, D., Guerrieri, V., 2008. Capital deepening and nonbalanced economic growth. Journal of Political Economy 116, 467–498. doi:10.1086/589523.

Alvarez-Cuadrado, P., Long, N.V., Poschke, M., 2018. Capital-labor substitution, structural change and the labor income share. Journal of Economic Dynamics and Control 87, 206 – 231. doi:10.1016/j.jedc.2017.12.010.

Antrás, P., 2004. Is the U.S. aggregate production function Cobb-Douglas? new estimates of the elasticity of substitution. Contributions in Macroeconomics 4, 67 – 69. doi:10.2202/1534-6005.1161.

Arrow, K.J., Chenery, H.B., Minhas, B.S., Solow, R.M., 1961. Capital-labor substitution and economic efficiencies. Review of Economics and Statistics 43, 225–250.

Berndt, E.R., 1976. Reconciling alternative estimates of the elasticity of substitution. Review of Economics and Statistics 58, 59 – 68.

Blackorby, C., Russell, R.R., 1989. Will the real elasticity of substitution please stand up? (a comparison of the Allen/Uzawa and Morishima elasticities). American Economic Review 79, 882 – 888.

Buera, F.J., Kaboski, J.P., 2012. Scale and the origins of structural change. Journal of Economic Theory 147, 684 – 712. doi:10.1016/j.jet.2010.11.007.

Burfisher, M.E., 2017. Introduction to Computable General Equilibrium Models. Cambridge University Press.

Chenery, H.B., Watanabe, T., 1958. International comparisons of the structure of production. Econometrica 26, 487–521.

Dievart, W.E., 1976. Exact and superlative index numbers. Journal of Econometrics 4, 115–145.

Dixon, P.B., Jorgenson, D.W. (Eds.), 2013. Handbook of Computable General Equilibrium Modeling. volume 1A of Handbooks in Economics. Elsevier, North Holland.

Echevarria, C., 2008. International trade and the sectoral composition of production. Review of Economic Dynamics 11, 192 – 206. doi:10.1016/j.red.2007.06.004.

Herrendorf, B., Herrington, C., Valentinyi, A., 2015. Sectoral technology and structural transformation. American Economic Journal: Macroeconomics 7, 104 – 133.

Herrendorf, B., Rogerson, R., Valentinyi, A., 2014. Chapter 6 - growth and structural transformation, in: Aghion, P., Durlauf, S.N. (Eds.), Handbook of Economic Growth. Elsevier. volume 2 of Handbook of Economic Growth, pp. 855 – 941. doi:10.1016/B978-0-444-53540-5.00006-9.

Hudson, E.A., Jorgenson, D., 1974. U.S. energy policy and economic growth, 1975-2000. Bell Journal of Economics 5, 461–514.

Ida, T., Goto, R., 2009. Simultaneous measurement of time and risk preferences: Stated preference discrete choice modeling analysis depending on smoking behavior. International Economic Review 50, 1169–1182. doi:10.1111/j.1468-2354.2009.00564.x.

JIP, 2015. Japan industrial productivity database. URL: http://www.rieti.go.jp/en/database/jip.html.

Kawasaki, K., Kumamoto, M., Ogawa, E., 2001. Empirical analysis on intrinsic bubbles in Japanese stock prices. The Hitotsubashi Review 126, 463–476. doi:10.15057/10342.

Kim, J., Nakano, S., Nishimura, K., 2017. Multifactor CES general equilibrium: Models and applications. Economic Modelling 63, 115–127. doi:10.1016/j.econmod.2017.01.024.

Klump, R., de La Grandville, O., 2000. Economic growth and the elasticity of substitution: Two theorems and some suggestions. American Economic Review 90, 282–291. doi:10.1257/aer.90.1.282.

Klump, R., McCadam, P., Willman, A., 2007. Factor substitution and factor-augmenting technical progress in the United States: A normalized supply-side system approach. The Review of Economics and Statistics 89, 183–192. doi:10.1162/rest.89.1.183.

Klump, R., McCadam, P., Willman, A., 2012. The normalized CES production function: Theory and empirics. Journal of Economic Surveys 26, 769–799. doi:10.1111/j.1467-6419.2012.00730.x.

Kmenta, J., 1967. On estimation of the CES production function. International Economic Review 8, 180–189.

Krasnosel’skiĭ, M.A., 1964. Positive Solutions of Operator Equations. Groningen, P. Noordhoff.
Matsuyama, K., 2008. Structural change. Palgrave Macmillan UK, London. The New Palgrave Dictionary of Economics, pp. 6408–6411. doi:10.1007/978-1-349-58802-2_1635.

McFadden, D., 1963. Constant elasticity of substitution production functions. Review of Economic Studies 30, 73–83.

MIAC, 2016. Ministry of Internal Affairs and Communications 2000–2005–2011 Linked Input-Output Tables [in Japanese]. URL: http://www.soumu.go.jp

Nakano, S., Nishimura, K., 2018. Structural propagation in a production network with restoring substitution elasticities. Physica A: Statistical Mechanics and its Applications 512, 986 – 999. doi:10.1016/j.physa.2018.08.110

Ngai, L.R., Pissarides, C.A., 2007. Structural change in a multisector model of growth. American Economic Review 97, 429 – 443.

Nomura, K., Suga, Y., 2018. Measurement of depreciation rates using microdata from disposal survey of Japan, in: The 35th IARIW General Conference, Copenhagen, Denmark.

Sato, K., 1967. A two level constant elasticity of substitution production function. Review of Economic Studies 34, 116–138.

Uzawa, H., 1962. Production functions with constant elasticities of substitution. Review of Economic Studies 29, 291–299.

Šizling, A.L., Storch, D., 2004. Power-law species-area relationships and self-similar species distributions within finite areas. Ecology Letters 7, 60–68. doi:10.1046/j.1461-0248.2003.00549.x