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Abstract

One of the major restrictions on the performance of video-based person re-id is partial noise caused by occlusion, blur and illumination. Since different spatial regions of a single frame have various quality, and the quality of the same region also varies across frames in a tracklet, a good way to address the problem is to effectively aggregate complementary information from all frames in a sequence, using better regions from other frames to compensate the influence of an image region with poor quality. To achieve this, we propose a novel Region-based Quality Estimation Network (RQEN), in which an ingenious training mechanism enables the effective learning to extract the complementary region-based information between different frames. Compared with other feature extraction methods, we achieved comparable results of 91.8%, 77.1% and 77.83% on the PRID 2011, iLIDS-VID and MARS, respectively.

In addition, to alleviate the lack of clean large-scale person re-id datasets for the community, this paper also contributes a new high-quality dataset, named “Labeled Pedestrian in the Wild (LPW)” which contains 7,694 tracklets with over 590,000 images. Despite its relatively large scale, the annotations also possess high cleanliness. Moreover, it’s more challenging in the following aspects: the age of characters varies from childhood to elderhood; the postures of people are diverse, including running and cycling in addition to the normal walking state.

Introduction

The purpose of person re-identification is to identify a person by comparing the similar images between the probe and a gallery set. Previous works can be divided into two categories, one is to learn a better feature extractor and the other is to design metric learning methods. Based on large-scale training data, these two types of work can achieve good performance on standard benchmarks through convolutional neural networks and carefully designed optimization strategy but may be strongly affected by occlusion or significant body movement.

In recent methods, instead of one single image, the image set of each person is used for feature extraction (McLaughlin, Martinez del Rincon, and Miller 2016) and distance metric learning (You et al. 2016). Compared to a single image, frames from a sequence provide richer information complementary to each other (Zheng et al. 2016). One intuitive way to aggregate information from a sequence is to simply take the average (Karanam, Li, and Radke 2015), but this can draw undesired noise into the feature. As shown in Figure 1, some images in this sequence exemplify an occasion of partial occlusion and using the simple average method will cause recognition failure because the effective information is weakened by noise information. Recent work (Liu, Yan, and Ouyang 2017) has proposed a novel model which generates the adaptive score for each image in a sequence. However, this score doesn’t specify which part causes major limitation, and possibly leads to the dumping of a frame due to its small noisy part, causing the loss of valuable information from all other regions of that frame. Our proposed RQEN method can concentrate more attention on the effective images’ regions in a sequence and aggregate the complementary region-based information between different frames.

Considering the factors above, to make our system robust to partially occluded or noisy images and selectively use complementary region-based information in the sequence, we propose a more adaptive region-based quality Estimation network (RQEN) consisting of regional feature generation part and region-based quality predictor part. It aims to weaken the influence of the images’ regions with poor quality and take advantage of the complementary information in
a sequence simultaneously. The method of jointly end-to-end training these two parts enables the network to learn to evaluate the information validity for different regions of the image. With the assist of latter set aggregation unit, images’ regions with higher confidence will contribute more information to the representation of image sequence, and the images’ regions with occlusion or noise will take up a lower proportion.

Another problem is that the current person re-identification datasets (Wang et al. 2014; Hirzer et al. 2011; Li et al. 2014; Zheng et al. 2015) are flawed either in scale or cleanliness. Prevailing sizes range from 200 to 1500 identities, but they possess poor cleanliness due to detection or tracking failure, which significantly undermines the performance of algorithms. Moreover, persons in most datasets are well-aligned by hand-drawn bounding boxes. But in reality, the bounding boxes detected by pedestrian detectors may undergo misalignment or part missing (Zheng et al. 2015). To address these problems, it’s important to introduce a large-scale dataset that is both clean and close to realistic settings.

For alleviating the scantiness of large-scale and clean datasets, We propose a new dataset named the “Labeled Pedestrian in the Wild (LPW)”. It contains 2,731 pedestrians in three different scenes where each annotated identity is captured by from 2 to 4 cameras. The LPW features a notable scale of 7,694 tracklets with over 590,000 images as well as the cleanliness of its tracklets. It distinguishes from existing datasets in three aspects: large scale with cleanliness, automatically detected bounding boxes and far more crowded scenes with greater age span. This dataset provides a more realistic and challenging benchmark, which facilitates the further exploration of more powerful algorithms.

To sum up, our contributions in this work are as follows:

• Be the first to take into account the quality of images’ different regions to better aggregate complementary region-based information in a sequence, using the information of a certain image region with higher quality to make up for the same region of the other frames with poor quality.

• Propose a pipeline of joint training multi-level features which enables the region-based quality predictor to generate proper evaluation of regional quality and advances state-of-the-art performance on iLIDS-VID and PRID 2011 for video-based person re-identification.

• Construct a new person re-identification dataset named “Labeled Pedestrian in the Wild” with large scale and good cleanliness. It contains 7,694 tracklets and over 590,000 images, and can be available on http://liuyu.us/dataset/lpw/index.html.

Related Works
Person re-identification is crucial for smart video surveillance, but it remains unsolved due to large intra-class and inter-class variations caused by lighting change, cameras’ view change, occlusion, and misalignment. Feature extraction and metric learning are the two key components that most recent works are devoted to exploring.

For feature extraction, different kinds of features (Wang et al. 2007; Liu, Li, and Wang 2017) have been tailored and employed in previous work. Cheng (Cheng et al. 2011) applies the drawing structure to person re-id. An adaptive body contour is used to represent the portrait, including the head, chest, thigh, and calf, and then the color characteristics of each part are extracted for matching. Zhao (Zhao, Ouyang, and Wang 2014) proposes the local patch matching method that learns the mid-level filters to generate the local discriminative features for the person re-id. (Wu et al. 2016) proposes Feature Fusion Net (FFN) for pedestrian image representation that hand-crafted histogram features can be complementary to Convolutional Neural Network (CNN) features. (McLaughlin, Martinez del Rincon, and Miller 2016) uses a recurrent neural network to learn the interaction between multiple frames in a video and a Siamese network to learn the discriminative video-level features for person re-id. (Yan et al. 2016) uses the Long-Short Term Memory (LSTM) network to aggregate frame-wise person features in a recurrent manner. (Cheng et al. 2016) uses both the global full-body and local body-parts features of the input persons to improve the person re-id performance. (Xiao et al. 2016) learns robust feature representation with data from multiple domains for the same task. (Zhou et al. 2017) proposes an end-to-end architecture to jointly learn features and metrics.

When it comes to metric learning, some works are devoted to learning more discriminative distance metric functions. Several methods have been proposed such as KISSME (Koestinger et al. 2012), LMNN (Dikmen et al. 2010), Mahalanobis (Roth et al. 2014) and applied to the person re-id problem. (You et al. 2016) proposes the top-push distance learning model to further enhance inter-class differences, and reduce intra-class differences. (Yi et al. 2014) uses a more general way to learn a similarity metric from image pixels directly. FaceNet (Schroff, Kalenichenko, and Philbin 2015) and Ding (Ding et al. 2015) apply this triplet framework to the face and person re-id task, respectively. (Li et al. 2014; Ahmed, Jones, and Marks 2015) use the Siamese network architecture for feature mapping from raw images to a feature space where images from the same person are close while images from different persons are widely separated. (Karanam et al. 2016) proposes a systematic evaluation of person re-id task by incorporating recent advances in both feature extraction and metric learning.

All these works use either multiple images or a selected subset of a sequence to extract feature, while none of them utilize complementary information for feature representation in multiple sub-regions from different frames. Our proposed Region-based Quality Estimation Network (RQEN) introduces an end-to-end architecture that can learn the quality of different image parts and selectively aggregate complementary information of a sequence to form a discriminative video-level representation different from recent works of learning aggregation based on fixed feature (Yang et al. 2017) or rough estimation of the image information (Liu, Yan, and Ouyang 2017). The corresponding features incorporating the sub-regions with high quality bear smaller intra-class variance and larger inter-class distance.
Proposed Method

Architecture Overview

The input of RQEN is a set $S = \{I_1, I_2, \cdots, I_n\}$ where each image belongs to the same person. At the beginning of the network, it’s sent into two different parts. The fully convolutional network will be used to generate the middle representations of input images. In the regional feature generation part, the landmark detector (Wei et al. 2016) marks the key points of the human body. The middle representation is divided into different regions according to the detected key points. Due to the poor resolution of people images from real-life surveillance systems, the detected landmarks for a single image usually aren’t accurate enough to directly give a satisfying division. Our solution is to calculate the key point distribution of the whole dataset and figure out a generally fixed three-region-division accordingly, which approximately suits any given single image. Let $u, m, l$ represent the upper part, middle part and the lower part of images, respectively. Each part corresponds to a region of the original image and they generate feature vectors $F_{I_i} = \{f_u(I_i), f_m(I_i), f_l(I_i)\}$ using average pooling method with the assist of landmarks. The other unit called region-based quality predictor can generate the quality estimation $\mu_{I_i} = \{\mu_u(I_i), \mu_m(I_i), \mu_l(I_i)\}$ for the corresponding regional features. On the basis of the former work (Liu, Yan, and Ouyang 2017), we directly feed the output feature maps of the pool2 layer into the region-based quality generation unit. Each score of different regions $\mu_{part}(I_i)$ estimates corresponding regional feature $f_{part}(I_i)$. Eventually, the scores and their corresponding features generate the video-level feature representation $F_w(S)$ through the set aggregation unit. We now discuss these units in following sections.

Strategy of Generating Region Proposals

Let $P_i = \{p_1, p_2, \cdots, p_m\}$ represents the landmark set of image $I_i$ and $m$ is the total number of landmarks which is set 14 in our method. Figure 3 shows some samples from iLIDS-VID dataset. Because of the low resolution and occlusion of some images, in many cases, landmarks are not available. A number of such detection failures exist in the datasets under surveillance. Taking into account these factors, in order to ensure more accurate generation of region proposals, we use the k-means clustering to cluster the landmarks in three sets $S^P = \{1, 2, 3, 4, 5, 6, 7, 8, 9, 10\}$, $S^C = \{9, 10, 11, 12\}$ and $S^P = \{11, 12, 13, 14\}$ assigned by 14 located body joints. According to the clustering centers, the full areas of image is divided into a generally fixed three-part-division $I_i = \{I_u, I_m, I_l\}$ in the height direction computed by location ratio (3:2:2 in our experiment) of cluster centers. As CNN has considerable translation invariance, though regions are fixed, most body movements can be tolerated which can effectively filter landmark detection errors.

Figure 2: The inference pipeline of the proposed RQEN. The input of this network is an image set belonging to the same person. Each of them generates the middle representation through the fully convolutional network. Then the representation will be fed to the regional feature generation unit with landmarks and region-based quality predictor. The scores of different regions in $[0, 1]$ are indicated by the color map, i.e. from blue to red. Then the scores and features of all images will be aggregated by set aggregation unit and the final representation of the image set will be produced. $\{\mu_u, I_m, \mu_l\}$ and $\{f_u, f_m, f_l\}$ represent the quality scores and features of image different regions, respectively. $\{F_u, F_m, F_l\}$ means the video-level feature representation of person.

Figure 3: Samples of 14 landmarks detected on iLIDS-VID. Landmarks of the first line are detected successfully and image of the second line with low resolution and blur failed to detect.
Region-based Quality Predictor

The quality of the image has a great influence on the feature extraction of the neural network and images of a sequence may contain a lot of noise such as blurry, occlusion and deformation. Discarding the information of the whole image because of the regional noise often leads to the loss of critical regional information which plays a key role in feature matching, so we propose the region-based quality predictor as shown in Figure 2. The middle representation of the input image is sent into a convolutional network consisting of convolution layer and fully connected layer. The fully connected layer generates the original scores \( \mu_{ori}(I_i) \) corresponding to images’ different regions and the scores are scaled to \([0, 1]\) by the sigmoid function \( \sigma(\cdot) \). The score of each region is generated by its corresponding feature map. In the last stage, scores belonging to the same region of the sequence are normalized, in order to facilitate video-level complementary information aggregation.

Set Aggregation Unit

An image set \( S = \{ I_1, I_2, \ldots, I_n \} \) is mapped to an representation with fixed dimension by set aggregation unit. For an image, the regional feature generation part generates the different regions’ representation \( F_{I_i} = \{ f_u(I_i), f_m(I_i), f_l(I_i) \} \) and the region-based quality predictor part generates the corresponding scores \( \mu_{I_i} = \{ \mu_u(I_i), \mu_m(I_i), \mu_l(I_i) \} \). The feature representation of an image sequence can be denoted as \( F_w(S) = \{ F_u(S), F_m(S), F_l(S) \} \), where \( F(\cdot) \) is the set aggregation function which generates feature representation with fixed dimension for a sequence with various size by incorporating all frames in a weighted manner where highly scored areas contribute more information. \( F(\cdot) \) is formulated as

\[
F_{part}(S) = \sum_{i=1}^{n} \mu_{part}(I_i) f_{part}(I_i)
\]

where \( \mu_{part}(I_i) \) and \( f_{part}(I_i) \) represent different regions’ scores and features, respectively and \( n \) is the number of images. All the scores are normalized, so there are \( \sum_{i=1}^{n} \mu_u(I_i) = 1, \sum_{i=1}^{n} \mu_m(I_i) = 1 \) and \( \sum_{i=1}^{n} \mu_l(I_i) = 1 \).

Learning Complementary Information Via Joint Training Frame-level and Video-level Features

The representation of information is not independent between different frames. The complementary information of different image regions in pedestrian image sets can effectively improve the performance of recognition. The extraction of complementary region-based information should weaken the influence of noise information and fuse more effective information of pedestrian expression. This can be accomplished via the RQEN we proposed with the assist of region-based quality scores.

Figure 4 shows the training stage of RQEN. The overall loss of RQEN can be formulated as follows:

\[
L = L_{softmax} + L_t
\]

Note that \( L_{softmax} \) is the softmax loss and \( L_t \) represents the triplet loss.

\[
L_t = [d(F_w(S_i^0), F_w(S_i^+)) - d(F_w(S_i^0), F_w(S_i^-)) + \tau]_+
\]

where the \( d(\cdot, \cdot) \) is \( L_2 \)-norm distances, \([\cdot]_+ \) indicates \( max(\cdot, 0) \) and \( \tau \) is the margin of triplet loss. The input of the network is a triplet \( S_i = S_i^0, S_i^+, S_i^- \), and the network maps \( S_i \) into a feature space with \( F(S_i) = F_w(S_i^0), F_w(S_i^+), F_w(S_i^-) \). We define \( S_i^0 \) as anchor set, \( S_i^+ \) as positive set, and \( S_i^- \) as negative set. In the stage of region-based quality score predictor, \( T \) represents input data, \( \mu_{ori}(I_i) \) stands for partial scores before normalization. The generation formulation is

\[
\mu_{ori}(I_i) = \sigma(W \cdot T + b)
\]

where \( \sigma(\cdot) \) is the sigmoid function scaling the scores to \([0, 1]\). The stage of normalization is

\[
\mu_{part}(I_i) = \frac{\sum_{i=1}^{n} \mu_{ori}(I_i)}{\sum_{i=1}^{n} \mu_{ori}(I_i)}
\]

By using the supervision of pedestrian identities, the frame-level features can be closer to the pedestrian center in feature space. The video-level features can be aggregated with the assist of region-based quality scores and the supervision of triplet loss prompted it to extract effective regional information between the frame-level features to further enhance inter-class differences and reduce intra-class differences. The more robust video-level features can be extracted via joint training frame-level and video-level features.

The Labeled Pedestrian in the Wild Dataset

In this section, a new person re-id dataset, the LPW dataset, is introduced. The dataset is collected in three different crowded scenes. There are three cameras placed in the first scene and four in other two scenes. During collection, the cameras with the same parameters set were placed at the two
intersections of the street. The LPW consists of 2,731 different pedestrians and we make sure that each annotated identity is captured by at least two cameras so that cross-camera search can be performed. Sample images from different perspectives of view are shown in Figure 5.

The conversion from raw video to tracklets is threefold. First, pedestrians are captured by an elaborate detector. Then the overlaps between bounding boxes in two consecutive frames are computed to correctly assign boxed person images into their tracklets. Finally, we manually clean up the dataset, eliminating contaminated images caused by wrong detection and impure tracklets with tracking errors. As a result, a total of 7,694 image sequences are generated with an average of 77 frames per sequence. There are 1058, 1114 and 559 pedestrians captured by two, three and four cameras, respectively.

Overall, our dataset has three characteristics. First, from the comparison in the Table 1 we can see that most existing datasets are either too small in size or large in size but not clean, which negatively affects the implementation of many new ideas. Our dataset not only has a large scale in the number of pedestrians but also bears cleanliness over sequences, which meets the training requirements of many deep networks. Second, other large data sets exist in many cases where area of pedestrian account for only a small proportion of the image and in LPW the bounding boxes is fine-tuned to make sure that area of pedestrian is dominant. Third, this dataset is collected in three different crowded scenes with a large span of age, frequent occlusion, and various postures, all reflecting real-world conditions. The large-scale dataset with good cleanliness can be fully exploited to obtain more discriminative information about the person of interest.

Experiments

In this section, we evaluate the performance of RQEN on two publicly available video datasets and proposed large-scale dataset for video-based person re-id: the PRID 2011 dataset (Hirzer et al. 2011), iLIDS-VID dataset (Wang et al. 2014), MARS (Zheng et al. 2016) and LPW. After that, we verify the generalization ability of our model on cross-database testing. Finally, the compatibility of generative scores with different image parts and the complementarity of information are discussed in detail.

Datasets and Settings

Datasets and Evaluation. In our experiments, we adopted a multi-shot experiment setting. The evaluation of PRID

| Datasets  | LPW  | MARS | Market | iLIDS-VID | PRID2011 | CUHK03 |
|-----------|------|------|--------|-----------|----------|--------|
| #identities | 2,731 | 1,261 | 1,501 | 300       | 200      | 1,360  |
| #BBoxes   | 590,547 | 1,067,516 | 32,668 | 43,800    | 40k      | 13,164 |
| DT failure | no   | yes  | yes    | no        | no       | no     |
| #tracklets | 7,694 | 20,715 | -     | 600       | 400      | -      |

Table 1: Comparing LPW with existing datasets containing MARS (Zheng et al. 2016), Market (Zheng et al. 2015), iLIDS-VID (Wang et al. 2014), PRID2011 (Hirzer et al. 2011) and CUHK03 (Li et al. 2014). The DT failure stands for whether detection or tracking failure in sequences exist. The symbol # represents the number of corresponding aspects.

| Conf  | (a) | (b) | (c) | (d) | (e) | (f) | (g) |
|-------|-----|-----|-----|-----|-----|-----|-----|
| +RU   | √   |     |     |     |     |     |     |
| +RM   |     | √   |     |     |     |     |     |
| +RL   |     |     | √   |     |     |     |     |
| +QFix |     |     |     | √   |     |     |     |
| +MP   |     |     |     |     | √   |     |     |

Overall, our dataset has three characteristics. First, from the comparison in the Table 1 we can see that most existing datasets are either too small in size or large in size but not clean, which negatively affects the implementation of many new ideas. Our dataset not only has a large scale in the number of pedestrians but also bears cleanliness over sequences, which meets the training requirements of many deep networks. Second, other large data sets exist in many cases where area of pedestrian account for only a small proportion of the image and in LPW the bounding boxes is fine-tuned to make sure that area of pedestrian is dominant. Third, this dataset is collected in three different crowded scenes with a large span of age, frequent occlusion, and various postures, all reflecting real-world conditions. The large-scale dataset with good cleanliness can be fully exploited to obtain more discriminative information about the person of interest.

Experiments

In this section, we evaluate the performance of RQEN on two publicly available video datasets and proposed large-scale dataset for video-based person re-id: the PRID 2011 dataset (Hirzer et al. 2011), iLIDS-VID dataset (Wang et al. 2014), MARS (Zheng et al. 2016) and LPW. After that, we verify the generalization ability of our model on cross-database testing. Finally, the compatibility of generative scores with different image parts and the complementarity of information are discussed in detail.

Datasets and Settings

Datasets and Evaluation. In our experiments, we adopted a multi-shot experiment setting. The evaluation of PRID

Table 2: Ablation study on iLIDS-VID and PRID2011

| Conf  | (a) | (b) | (c) | (d) | (e) | (f) | (g) |
|-------|-----|-----|-----|-----|-----|-----|-----|
| +RU   | √   |     |     |     |     |     |     |
| +RM   |     | √   |     |     |     |     |     |
| +RL   |     |     | √   |     |     |     |     |
| +QFix |     |     |     | √   |     |     |     |
| +MP   |     |     |     |     | √   |     |     |

Table 2 compares the influence of different units in RQEN. We remark that in this table all results are trained with the same data set and tested using the same configuration. Method(a) is the GoogLeNet (Szegedy et al. 2015) with the ImageNet model and benefited from stronger generalization ability of GoogLeNet with batch normalization, the performance of our baseline has achieved higher accuracy. In method(b),(c) and (d), +RU, +RM and +RL represent the features of different regions as mentioned in 2011 and iLIDS-VID is same with CNN+RNN (McLaughlin, Martinez del Rincon, and Miller 2016). In the LPW, the second scene and the third scene with a total of 1,975 people are used for training, and the first scene is tested with 756 people. For the LPW, the videos from view2 in the first scene are used as probe set and the other two views are used as the gallery set. The images of scene2 and scene3 are used for training. The reason for using scene1 as a test set is that the first scene contains all the challenging cases such as occlusion and significant changes of pedestrian pose in the other scenes. Features are measured using cosine distance. The results are reported in terms of Cumulative Matching Characteristics (CMC) curves. The evaluation of MARS is same as (Zheng et al. 2016). To obtain statistically reliable results, we repeat the experiment ten times on PRID2011, iLIDS-VID and report the average of the results.

Ablation Study on iLIDS-VID and PRID2011

Table 2 compares the influence of different units in RQEN. We remark that in this table all results are trained with the same data set and tested using the same configuration. Method(a) is the GoogLeNet (Szegedy et al. 2015) with batch normalization (Ioffe and Szegedy 2015) initialized with the ImageNet model and benefited from stronger generalization ability of GoogLeNet with batch normalization, the performance of our baseline has achieved higher accuracy. In method(b),(c) and (d), +RU, +RM and +RL represent the features of different regions as mentioned in
above and in the result, we can notice that the middle part has a wealth of information which fits our perception that the upper part and middle part of the body plays a better role in identifying a person. In order to verify the effectiveness of region-based quality generation part, we performed two other comparisons method(e) and (f). In the first experiment +QFix, we fixed the quality generation unit by setting all the quality scores to 1. The results have a large variance on PRID2011 and iLIDS-VID because of the limited identities. So the evaluations are repeated 100 times to get the average accuracy and the standard deviation for (e) and (g). Notice that joint training of image-level and video-level improves performance to a certain extent and with the assist of region-based quality, there is a greater increase in performance. Considering that RQEN has increased the number of parameters and in order to explore the impact of parameter increase on performance, we configure +MP which has the same number of parameters with RQEN. The branches generated scores is used for generating features and we directly concat the scalar with the feature produced by these branches to be the final feature. Over-fitting of the network caused by insufficient data results in the decrease of performance of method(f) on iLIDS-VID. Method(g) is the configuration of RQEN and all the region proposals and the corresponding region-based quality scores are used. The result of ablation study experiments on large-scale LPW is shown in Figure 6.

Comparison with Published Results

In the stage of the experiment, results of evaluation are shown in Table 3, Table 4, Table 7 and Figure 6. The result is compared with other state-of-the-art methods including CNN+XQDA (Zheng et al. 2016), CNN+RNN (McLaughlin, Martinez del Rincon, and Miller 2016), STA (Liu et al. 2015), TDL (You et al. 2016), CNN+SRM+TAM (Zhou et al. 2017), Reranking (Zhong et al. 2017), TriNet (Li et al. 2017) and QAN (Liu, Yan, and Ouyang 2017) where Matching rate(%) at Rank i means the accuracy of the matching within the top i gallery classes.

On PRID 2011 dataset, RQEN increases top-1 accuracy by 1.5% compared with the state-of-the-art. On iLIDS-VID dataset, RQEN increases top-1 accuracy by 9.1% compared with the state-of-the-art. Notice that the performance on iLIDS-VID has more improvement because the iLIDS-VID dataset has more images with partial occlusion, deformation, and our model can be effective for selecting the complementary information of the images’ regions with high confidence, abandoning the inherent noise of some regions in other frames. On the large dataset MARS, RQEN achieves the comparable results with the state-of-the-art. Because of the serious misalignment, there is a certain deviation in the region proposals used by RQEN. This situation can affect the performance of the network but the RQEN still has impressive performance benefited from a certain degree of translation invariance of CNN. On the more challenging LPW, we also configure the ablation study on large-scale dataset LPW. From Figure 6, we can notice that the RQEN still has stable performance and increase top-1 accuracy by 15.6% compared with the baseline. +QFM has a wealth of information for recognition. In order to verify the effectiveness of part quality generation part, we performed two other comparisons. In the +QFix, it has the similar performance with Batch normalization. In the +MP, the growth of parameters does bring performance improvements but still not good as RQEN. The experimental results show that the RQEN does improve performance effectively by automatically learning the complementary information between different frames in a sequence.
Table 5: Transfer learning ability of LPW. Comparison of performance with different pre-train dataset ImageNet and LPW.

| Matching rate(%) | PRID 2011 | iLIDS-VID |
|------------------|-----------|-----------|
| Rank             | 1  | 5  | 10 | 20 | 1  | 5  | 10 | 20 |
| RQEN+ImageNet    | 91.8| 98.4| **99.3**| 99.8| 77.1| 93.2| 97.7| **99.4**|
| RQEN+LPW         | **93.4**| **98.4**| 99.2| **100.0**| **80.0**| **94.4**| **98.2**| 99.3 |

Table 6: Cross-dataset testing performance on PRID 2011. CD (Hu et al. 2014) is trained on Shinpuhkan 2014 dataset and other methods are trained on iLIDS-VID. The PRID2011 is used for testing.

| Matching rate(%) | PRID 2011 |
|------------------|-----------|
| Rank             | 1  | 5  | 10 | 20 |
| RQEN             | **61.8**| **82.6**| **90.4**| **96.1**|
| QAN              | 34.0| 61.3| 74.0| 83.1|
| Batch normalization | 34.3| 61.2| 76.4| 88.8|
| CNN+RNN          | 28  | 57  | 69  | 81  |
| CD (Hu et al. 2014) | 17  | -   | 43  | 52  |

Table 7: Comparison with state-of-the-art methods on MARS dataset.

| Matching rate(%) | MARS |
|------------------|------|
| Rank             | 1  | 5  | 10 | 20 | mAP |
| our+XQDA+Rerank  | 77.83| 88.84| 94.29| **71.14**|
| our              | 73.74| 84.9| 91.62| 51.70|
| TriNet+Reranking | **83.03**| **93.69**| **97.63**| 66.43|
| IDE+Reranking    | 73.94| -   | -   | 68.45|
| CNN+SRM+TAM     | 70.6 | 90.0| 97.6| 50.7|
| CNN+XQDA        | 65.0 | 81.1| 88.9| 49.3|

Cross-Dataset Testing

Cross-dataset testing is a better way to confirm the validity of our model. Therefore, to better understand how well our proposed system generalizes, we also perform cross-dataset testing. For comparing with other methods in cross-dataset evaluation, we adopt the same protocol as (McLaughlin, Martinez del Rincon, and Miller 2016) and the result is shown in Table 6. We can notice that the RQEN outperforms the average pooling method of baseline and other state-of-the-art.

Transfer Learning Ability of LPW

We conduct two experiments to study the relationship between LPW and the two small datasets iLIDS-VID and PRID2011. We firstly train RQEN using LPW and then fine-tune the RQEN on iLIDS-VID and PRID2011, respectively. Table 5 shows the result and on both dataset. On iLIDS, fine-tuning from LPW is higher than ImageNet by 4% in rank-1 accuracy and on PRID2011 1% higher in rank-1. Note that LPW dataset is of great help to initial training in pedestrian re-identification.

Complementary Information Extraction

We generated the quality scores of the test set using RQEN used for intuitive exploration. Some partially occluded images are selected for evaluation. Figure 7 provides a vivid illustration of how the scores reflect the corresponding regional quality. The quality of images’ regions with some noise such as occlusion and blur is poor and the corresponding scores are lower.

Figure 1 clearly demonstrates the advantages of RQEN in the aggregation of sequence features. Compared with the average pooling method, it can make more effective use of complementary information in different images’ parts of the sequence. The effective information in the region of one frame can make up for missing portions of the same region’s information in other frames. The more robust feature representation can be extracted via RQEN with the assist of partial quality scores and get better performance.

Conclusion

This paper proposes the Region-based Quality Estimation Network (RQEN) for video-based person re-identification. RQEN can learn partial quality of each image and aggregate the images’ complementary partial information of different frames in an image sequence. We design an end-to-end training strategy with ingenious gradient design and jointly train the network with classification and verification signal. The RQEN leads to the state-of-the-art results on PRID 2011 and iLIDS-VID. We also propose a large-scale and clean dataset named “Labeled Pedestrian in the Wild (LPW)” which contains 7,694 tracklets with over 590,000 images. The dataset, which has occlusion, large posture change and huge age span, is more challenging and suitable for practical use.
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