Abstract

In this paper we propose a new diffuse interface model for the numerical simulation of inviscid compressible flows around fixed and moving solid bodies of arbitrary shape. The solids are assumed to be moving rigid bodies, without any elastic properties. The mathematical model is a simplified case of the seven-equation Baer-Nunziato model of compressible multi-phase flows. The resulting governing PDE system is a nonlinear system of hyperbolic conservation laws with non-conservative products. The geometry of the solid bodies is simply specified via a scalar field that represents the volume fraction of the fluid present in each control volume. This allows the discretization of arbitrarily complex geometries on simple uniform or adaptive Cartesian meshes. Inside the solid bodies, the fluid volume fraction is zero, while it is unitary inside the fluid phase. Due to the diffuse interface nature of the model, the volume fraction function can assume any value between zero and one in mixed cells that are occupied by both, fluid and solid.

We also prove that at the material interface, i.e. where the volume fraction jumps from unity to zero, the normal component of the fluid velocity assumes the value of the normal component of the solid velocity. This result can be directly derived from the governing equations, either via Riemann invariants or from the generalized Rankine Hugoniot conditions according to the theory of Dal Maso, Le Floch and Murat\cite{DMLM89}, which justifies the use of a path-conservative approach for treating the non-conservative products.

The governing partial differential equations of our new model are solved on simple uniform Cartesian grids via a high order path-conservative ADER discontinuous Galerkin (DG) finite element method with a posteriori sub-cell finite volume (FV) limiter. Since the numerical method is of the shock capturing type, the fluid-solid boundary is never explicitly tracked by the numerical method, neither via interface reconstruction, nor via mesh motion.

The effectiveness of the proposed approach is tested on a set of different numerical test problems, including 1D Riemann problems as well as supersonic flows over fixed and moving rigid bodies.
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numerical methods in order to tackle this type of problems: i) Lagrangian and Arbitrary-Lagrangian-Eulerian (ALE) methods on moving meshes, where the material interface is exactly resolved and tracked by the moving computational grid; ii) Eulerian sharp interface methods on fixed meshes with explicit interface reconstruction, such as the volume of fluid (VOF) method [69] or the level-set approach [102, 95] in combination with the ghost-fluid method [51, 52]; iii) Eulerian diffuse interface methods on fixed grids, where the presence of each material is only represented via a scalar color function and where no explicit interface reconstruction technique is applied, see e.g. [4, 121, 49, 99].

Probably the most natural choice seems to be a numerical scheme on moving boundary-fitted meshes, where the shape of the solid body is precisely represented by the moving computational grid and conventional wall boundary conditions can be applied at the fluid-solid interface. There is a vast literature on the topic, and it would be impossible to give a complete overview here. Concerning staggered and cell-centered Lagrangian finite volume schemes on moving meshes, we refer the reader to [119, 77, 76, 87, 88, 84, 86, 82, 11, 6, 12, 19, 81, 112, 21, 61, 62] and references therein. Concerning high order purely Lagrangian DG schemes, see the methods forwarded in [55, 56]. In the context of moving mesh schemes, we also mention the family of direct Arbitrary-Lagrangian-Eulerian (ALE) schemes, see for example [29, 54, 53, 18, 137, 138, 8, 9, 58, 59] for high order discontinuous Galerkin ALE schemes on moving meshes.

Concerning an overview of diffuse interface models and related numerical methods, the reader is referred to [4, 121, 120, 122, 124, 123, 73, 5, 27, 127, 132, 37, 92, 106, 105, 25, 30, 31, 59, 14]. A diffuse interface model for the interaction of compressible fluids with compressible elasto-plastic solids was recently forwarded by the group of Gavrilyuk and Favrie et al. in a series of papers, see [49, 99, 63, 50, 98]. For alternative approaches, see also [24, 11, 93, 72, 5]. The models developed and used in the aforementioned references can be considered as complete, since they fully describe the interaction of compressible flows with compressible elasto-plastic media. However, there are applications where the elastic deformations of the solid body are not relevant for the computation of the flow field in the fluid, hence these models would result in excessive computational cost and complexity. The objective of the present paper is therefore to derive a simple and reduced multi-phase flow model based on the diffuse interface approach, which is able to describe compressible flows around fixed and moving rigid solid bodies. An important consequence of this hypothesis will be that the resulting governing PDE system becomes very simple and easy to solve. Compared to the standard compressible Euler equations, there will be only one additional advection equation for the fluid volume fraction, together with some non-conservative terms that describe the interaction between the fluid and the solid.

It has to be mentioned that in the context of incompressible flows, another way to embed geometrically complex moving solid obstacles is the so-called immersed boundary method (IBM), which goes back to the seminal work of Peskin, see [109]. For an overview of recent developments, see [110, 94, 75, 74, 115, 26, 10] and references therein. In immersed boundary methods, an additional force term is added to the momentum equation of the Navier-Stokes equations which accounts for the presence of the solid body. The non-conservative terms that appear in the model derived in this paper will play a similar role as the additional forcing terms in the IBM approach. An immersed boundary method based on the volume fraction was proposed in [68] and is related to the compressible model presented in this work. At this point, it is also important to mention the work by Menshov et al. concerning the description of compressible flows around complex-shaped objects, see [91].

The rest of this article is structured as follows: in Section 2, we detail the derivation of our diffuse interface model describing compressible flows around moving solid obstacles, and in particular we provide a detailed proof that the solid and the gas velocities are equal at the material interface; then in Section 3, we briefly describe the numerical scheme employed for our simulations based on high order ADER-DG schemes with a posteriori sub–cell finite volume limiter for dealing with discontinuities. The non-conservative products are treated via the path-conservative approach of Parés and Castro [16, 103, 17, 60]. The obtained numerical results are shown in Section 4 and finally, in Section 5 we give some concluding remarks and an outlook to future research and developments.
2. Diffuse interface method based on a reduced Baer-Nunziato model

To derive the model we start from the full seven equation Baer-Nunziato (BN) model \[4, 121, 8, 127, 73, 97, 92\] without relaxation source terms, which reads

\[
\begin{align*}
\frac{\partial}{\partial t} \alpha_1 + \mathbf{v}_I \cdot \nabla \alpha_1 &= 0, \\
\frac{\partial}{\partial t} (\alpha_1 \rho_1) + \nabla \cdot (\alpha_1 \rho_1 \mathbf{v}_1) &= 0, \\
\frac{\partial}{\partial t} (\alpha_1 \rho_1 \mathbf{v}_1) + \nabla \cdot (\alpha_1 (\rho_1 \mathbf{v}_1 \otimes \mathbf{v}_1 + \mathbf{p}_1 I)) - \mathbf{p}_1 \nabla \alpha_1 &= 0, \\
\frac{\partial}{\partial t} (\alpha_1 \rho_1 E_1) + \nabla \cdot [\alpha_1 (\rho_1 E_1 + p_1) \mathbf{v}_1] - \rho_1 \mathbf{v}_I \cdot \nabla \alpha_1 &= 0, \\
\frac{\partial}{\partial t} (\alpha_2 \rho_2) + \nabla \cdot (\alpha_2 \rho_2 \mathbf{v}_2) &= 0, \\
\frac{\partial}{\partial t} (\alpha_2 \rho_2 \mathbf{v}_2) + \nabla \cdot (\alpha_2 (\rho_2 \mathbf{v}_2 \otimes \mathbf{v}_2 + \mathbf{p}_2 I)) - \mathbf{p}_2 \nabla \alpha_2 &= 0, \\
\frac{\partial}{\partial t} (\alpha_2 \rho_2 E_2) + \nabla \cdot [\alpha_2 (\rho_2 E_2 + p_2) \mathbf{v}_2] - \rho_2 \mathbf{v}_I \cdot \nabla \alpha_2 &= 0.
\end{align*}
\] (1)

In the above PDE system \(\alpha_j\) denotes the volume fraction of phase number \(j\), with \(j \in \{1, 2\}\), and the constraint \(\alpha_1 + \alpha_2 = 1\). Furthermore, \(\rho_j, \mathbf{v}_j, p_j\) and \(\rho_j E_j\) represent the density, the velocity vector, the pressure and the total energy per unit mass for phase number \(j\), respectively. Alternatively, the first phase is also called the gas phase (index \(g\)) and the second phase the solid phase (index \(s\)), respectively.

The model (1) is closed by an equation of state (EOS) for each phase \(j\) of the form

\[
e_j = e_j(\rho_j, p_j).
\] (2)

The definition of the total energy density for each phase is given by

\[
\rho_j E_j = \rho_j e_j + \frac{1}{2} \rho_j v_j^2,
\] (3)

where \(e_j\) is the internal energy. We further have

\[
\left(\frac{\partial e_j}{\partial p_i} \right)_{c_i} = \frac{p_i}{\rho_i^2}, \quad \left(\frac{\partial e_j}{\partial \rho_i} \right)_{c_i} = T_j \quad \text{and} \quad \left(\frac{\partial p_i}{\partial \rho_i} \right)_{c_i} = \alpha_i^2,
\] (4)

where \(\alpha_i\) denotes the speed of sound of phase \(i\) and \(s_i\) its specific entropy. For a thermodynamically consistent equation of state these derivatives are well defined and the speed of sound is positive.

For the numerical test problems shown later, we will use the stiffened gas EOS

\[
e_j = \frac{p_j + \gamma_j \pi_k}{\rho_j (\gamma_j - 1)}
\] (5)

with \(\gamma_j\) being the ratio of specific heats and \(\pi_j\) is a material constant.

In this paper, we choose \(\mathbf{v}_I = \mathbf{v}_2\) for the interface velocity and the interface pressure is assumed to be \(p_I = p_1\). This corresponds to the original choice proposed in [4], which has also been adopted in [3, 127, 22, 37, 43, 68]. However, alternative choices are also possible, see [121, 120].

By assuming that the solid phase is the second one and neglecting its elastic deformations, we can therefore consider only rigid body motion of the solid in a given velocity field. With the choice \(p_I = p_1\) and \(\mathbf{v}_I = \mathbf{v}_2\) a reduced BN model, similar to the approach presented in [30, 31, 59, 29, 14] therefore reads
\[
\frac{\partial}{\partial t} \alpha + \mathbf{v}_s \cdot \nabla \alpha = 0, \\
\frac{\partial}{\partial t} (ap) + \nabla \cdot (ap \mathbf{v}) = 0, \\
\frac{\partial}{\partial t} (ap \mathbf{v}) + \nabla \cdot (ap \mathbf{v} \otimes \mathbf{v} + ap \mathbf{I}) - p \nabla \alpha = 0, \\
\frac{\partial}{\partial t} (apE) + \nabla \cdot [(apE + ap) \mathbf{v}] - p \mathbf{v}_s \cdot \nabla \alpha = 0, \\
\frac{\partial}{\partial t} \mathbf{v}_s = 0. 
\]

(6)

From now on, for notational simplicity, we will drop the subscript 1 of the gas phase and only retain the subscript s for the velocity field of the solid phase. Note that the role of the term \(-p \nabla \alpha\) in the momentum equation is similar to the one of the forcing term in immersed boundary methods. In case of a jump in \(\alpha\) from zero to unity, \(\nabla \alpha\) would be the derivative of the Heaviside step function and thus a Dirac delta distribution. However, since we use a diffuse interface approach, where the discrete representation of \(\alpha\) is usually smoothed by numerical dissipation, the term \(\nabla \alpha\) will only be an approximation of the Dirac distribution. Also note that in regions where \(\alpha\) tends from unity to zero the gradient \(\nabla \alpha\) in (6) naturally plays the role of a normal vector to the body surface.

The above system can be written in more compact matrix-vector notation as

\[
\frac{\partial}{\partial t} \mathbf{Q} + \nabla \cdot \mathbf{F}(\mathbf{Q}) + \mathbf{B}(\mathbf{Q}) \cdot \nabla \mathbf{Q} = 0, 
\]

(7)

where \(\mathbf{Q} \in \Omega_{\mathbf{Q}} \subset \mathbb{R}^m\) is the vector of conservative variables, \(\Omega_{\mathbf{Q}}\) is the state space, \(\mathbf{F} = \mathbf{F}(\mathbf{Q})\) is the nonlinear flux tensor and \(\mathbf{B}(\mathbf{Q}) \cdot \nabla \mathbf{Q}\) is a so-called non-conservative product. The system (7) is called hyperbolic if for all directions \(\mathbf{n} \neq \mathbf{0}\) the matrix

\[
A_n = (\partial \mathbf{F}/\partial \mathbf{Q} + \mathbf{B}) \cdot \mathbf{n}
\]

has \(m\) real eigenvalues and a full set of \(m\) linearly independent eigenvectors.

The proposed model (6) allows the representation of moving rigid solid bodies of arbitrarily complex shape on uniform or adaptive Cartesian meshes simply at the aid of the scalar volume fraction function \(\alpha\), which is set to \(\alpha = 0\) inside the solid and to \(\alpha = 1\) inside the compressible gas. This completely removes the classical mesh generation problem, which can become very cumbersome and time consuming for complex geometries.

In the new approach presented in this paper, only Cartesian meshes are used. The entire information related to the geometry of the problem is contained in the scalar function \(\alpha\) and is automatically treated via the governing PDE system. No further explicit calculations concerning the geometry of the immersed solid bodies, such as normal vectors, volumes or areas, are needed. This is a unique feature of diffuse interface methods for fluid-structure interaction problems and has been used for the first time in the work of Favrie and Gavrilyuk et al. [49, 99, 63, 50, 98].

Note that despite the use of high order ADER-DG schemes, the proposed diffuse interface approach on Cartesian grids is necessarily less accurate than high order ALE schemes on moving body-fitted meshes, see [29, 54, 53, 18, 137]. However, the diffuse interface method is much easier to implement and can in principle also handle cracks and fragmentation of the solid, see [49, 99, 63, 50, 98], while such changes of topology would be much more challenging for traditional moving body-fitted meshes, unless topology changes are explicitly allowed, such as in the methods shown in [70, 111, 101, 78, 71, 100, 128, 58].

2.1. Solid and gas velocities at the material interface

Now, we want to show that the solid and the gas velocities are equal at the material interface if there is a jump of the gas volume fraction function from \(\alpha_R = 1\) in the pure gas to \(\alpha_L = 0\) in the solid. Since it is easy
to prove that the governing equations are rotationally invariant, it is sufficient to focus on the one dimensional case. This simplifies the calculations, by considering only the first component $u$ of vector $v = (u, v)$ and $u_s$ of the vector $v_s = (u_s, v_s)$, but the result obtained in the following will be valid in any general normal direction $n \neq 0$ in the multidimensional case.

Using the following notation for the conserved variables

$$Q = (q_1, q_2, q_3, q_4, q_5)^T = (\alpha, \rho, \alpha \rho u, \alpha \rho E, u_s), \quad (8)$$

we can introduce the conservative flux

$$F(Q) = \begin{pmatrix} 0 \\ q_3 \\ \frac{q_2^2}{q_3} + q_1 p \\ \frac{q_3}{q_2} (q_4 + q_1 p) \\ 0 \end{pmatrix}, \quad (9)$$

and the non-conservative part reads

$$B(Q) = \begin{pmatrix} u_s & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ -p & 0 & 0 & 0 & 0 \\ -pu_s & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}. \quad (10)$$

Thus, in one space dimension the system can be written in the following compact form

$$\partial_t Q + \partial_x F(Q) + B(Q) \partial_x Q = 0. \quad (11)$$

Using the system matrix $A$ introduced in (2), we can rewrite the system in the following quasilinear form

$$\partial_t Q + A(Q) \partial_x Q = 0. \quad (12)$$

with

$$A(Q) = \begin{pmatrix} q_5 & 0 & 0 & 0 & 0 \\ \frac{q_1}{q_2} \frac{\partial p}{\partial q_1} & 0 & 0 & 0 & 0 \\ -\frac{q_2}{q_3} + \frac{q_1}{q_2} \frac{\partial p}{\partial q_1} & 0 & 0 & 0 & 0 \\ \frac{q_2}{q_3} (q_2 + q_1 p) & \frac{q_1}{q_2} \frac{\partial p}{\partial q_2} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}. \quad (13)$$

Using the primitive variables $V = (\alpha, \rho, u, s, u_s)$ the system can be rewritten as

$$\partial_t V + C(V) \partial_x V = 0, \quad (14)$$

with the new system matrix

$$C(V) = \frac{\partial V}{\partial Q} A(Q(V)) \frac{\partial Q}{\partial V} = \begin{pmatrix} u_s & 0 & 0 & 0 & 0 \\ \frac{\rho}{\alpha} (u - u_s) & u & \rho & 0 & 0 \\ 0 & \frac{a^2}{\rho} u & 1 & \frac{\partial p}{\partial s} & 0 \\ 0 & 0 & 0 & u & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}. \quad (15)$$
The system matrix has the following eigenvalues

\[ \lambda_0 = u_s, \quad \lambda_{1,1} = u - a, \quad \lambda_{1,2} = u, \quad \lambda_{1,3} = u + a, \quad \lambda_2 = 0, \]

which do not explicitly depend on the volume fraction function \( \alpha \), as in [129], hence the geometric complexity of the solid bodies to be described will not explicitly enter into the CFL stability condition on the time step.

Note that the submatrix \((C)_{ij}\) with \(i, j \in \{2, 3, 4\}\) is the system matrix of the Euler equations of compressible gasdynamics. According to the calculated eigenvalues we obtain (modulo scaling) the following (right) eigenvectors

\[
R_0 = \begin{pmatrix}
\frac{1}{\rho(u - u_s)^2} \\
-\frac{\alpha((u - u_s)^2 - a^2)}{(u - u_s)a^2} \\
\frac{\alpha((u - u_s)^2 - a^2)}{0}
\end{pmatrix}, \quad R_{1,1} = \begin{pmatrix} 0 \\ 1 - \frac{a}{\rho} \\ 0 \end{pmatrix}, \quad R_{1,2} = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \quad R_{1,3} = \begin{pmatrix} 0 \\ 1 \\ \frac{1}{\rho} \end{pmatrix}, \quad R_2 = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}. \tag{17}
\]

We immediately verify that \( \sigma \) may only jump across the wave corresponding to \( R_0 \), and hence this wave corresponds to the material interface. It is easy to see that this wave is a contact wave. The eigenvectors \( R_{1,1}, R_{1,2} \) and \( R_{1,3} \) correspond to the standard eigenvectors of the Euler system. Across these waves \( \sigma \) and \( u_s \) will not change. As for the Euler case the fields corresponding to \( R_{1,1} \) and \( R_{1,3} \) are genuine nonlinear, whereas \( R_{1,2} \) is linearly degenerated. The eigenvector \( R_2 \) is also a contact, across this wave the solid velocity jumps from \( u_{s,l} \) to \( u_{s,r} \) given by the initial data. Written in the original variables \( Q \) the eigenvectors are given by

\[
R_0 = \begin{pmatrix} 1 \\ -\rho a^2 \\ -\rho u_0 a^2 \\ 0 \\ 0 \end{pmatrix}, \quad R_{1,1} = \begin{pmatrix} 0 \\ 1 \\ u - a \alpha \\ 0 \\ 0 \end{pmatrix}, \quad R_{1,2} = \begin{pmatrix} 0 \\ 1 \\ u \\ 0 \\ 0 \end{pmatrix}, \quad R_{1,3} = \begin{pmatrix} 0 \\ 1 \\ u + a \alpha \\ 0 \\ 0 \end{pmatrix}, \quad R_2 = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}. \tag{18}
\]

In the following we want to consider the Riemann problem for the following given states (being again \( Q = (\alpha, \rho, \rho u, \rho E, u_s) \))

\[
Q_L = (0, 0, 0, 0, u_{s,l})^T \quad \text{and} \quad Q_R = (1, \rho, \rho u, \rho E, u_{s,r})^T. \tag{19}
\]

The states left and right of the wave \( R_0 \) will be denoted with \( Q^- \) and \( Q^+ \), respectively.

2.1.1. Proof based on Riemann invariants

After rescaling the eigenvector in [13], we have the following useful Riemann invariants for the contact \( R_0 \)

\[
\frac{dq_2}{d\sigma} = 1, \quad \frac{dq_3}{d\sigma} = q_5 \quad \text{and} \quad \frac{dq_4}{d\sigma} = 0, \tag{20}
\]

where \( \sigma \) is the independent variable of the parametrization of the corresponding integral curve, see [23]; they can be reformulated to

\[
\frac{dq_3}{dq_2} = q_5, \tag{21}
\]
and since \( q_5 \equiv u_s \) is constant across \( \mathbf{R}_0 \), we have

\[
\int_{Q^-}^{Q^+} dq_3 = u_s \int_{Q^-}^{Q^+} dq_2. \tag{22}
\]

Due to the structure of the eigenvectors we have \( q_1^+ = \alpha_R = 1 \) (gas) and \( q_1^- = \alpha_L = 0 \) (solid) and it follows that

\[
q_5^+ = q_5 q_2^+ \iff \rho^+ u^+ = u_s, \quad \rho^+ \iff u^+ = u_s. \tag{23}
\]

Thus, we have for Riemann initial data with \( \alpha_L = 0 \) (solid) and \( \alpha_R = 1 \) (gas) that the velocity of the gas \( u^+ \) at the material interface is equal to the solid velocity \( u_s \). ■

2.1.2. Proof based on the generalized Rankine Hugoniot conditions

As discussed before (below Equation (17)), we have only one wave where \( \alpha \) may change and across the others it remains constant. In other words the non-conservative products vanish for \( \mathbf{R}_{1,1} \), \( \mathbf{R}_{1,2} \), \( \mathbf{R}_{1,3} \) and \( \mathbf{R}_2 \). Thus we have a conservative system there and may use the standard Rankine Hugoniot conditions across discontinuities. For the remaining wave \( \mathbf{R}_0 \) we follow the approach introduced by Dal Maso, Le Floch and Murat in [89]. Hence, we can establish jump conditions using the formula

\[
S \llbracket \mathbf{Q} \rrbracket = \int_0^1 \mathbf{A}(\Psi(Q^-, Q^+, \tau)) \frac{\partial \Psi}{\partial \tau} (\tau; Q^-, Q^+) \, d\tau. \tag{24}
\]

Here \( Q^- \) and \( Q^+ \) denote the left and right states of the wave \( \mathbf{R}_0 \). The matrix \( \mathbf{A} \) is given by [13] and \( \Psi(\tau; Q^-, Q^+) \) denotes a suitable path connecting both states properly, see [89]. In particular we choose the straight-line segment path

\[
\Psi(Q^-, Q^+, \tau) = (1 - \tau)Q^- + \tau Q^+. \tag{25}
\]

We now want to calculate the right state \( Q^+ \) for a given left state \( Q^- \). Since \( \alpha \) only changes across \( \mathbf{R}_0 \), we conclude from the initial data, that \( q_1^- = 0 \) and \( q_1^+ = 1 \), and we have the following left state

\[
Q^- = (0, 0, 0, q_5^-)^T. \tag{26}
\]

Hence for each \( \tau \in [0, 1] \) the path defines a state

\[
Q_\tau = \begin{pmatrix}
\tau q_1^- \\
\tau q_2^- \\
\tau q_3^- \\
(1 - \tau)q_5^- + \tau q_5^+
\end{pmatrix} \equiv \begin{pmatrix}
\tau \\
\tau \rho^+ \\
\tau \rho^+ u^+ \\
(1 - \tau)u_s^+ + \tau u_s^+
\end{pmatrix}. \tag{27}
\]

Further we have

\[
\frac{\partial \Psi}{\partial \tau} (Q^-, Q^+, \tau) = \Delta \mathbf{Q} = \begin{pmatrix}
q_1^+ \\
q_2^+ \\
q_3^+ \\
\Delta q_5
\end{pmatrix} \equiv \begin{pmatrix}
1 \\
\rho^+ \\
\rho^+ u^+ \\
\Delta u_s
\end{pmatrix}. \tag{28}
\]

(Where \( \Delta \mathbf{Q} = Q^+ - Q^- \)). Assuming the pressure to be given as \( p = p(\rho, e) \) we have

\[
e(Q) = \frac{q_4}{q_2} - \frac{1}{2} \left( \frac{q_1}{q_2} \right)^2 \quad \text{with} \quad de = -\left( \frac{q_4}{q_2} - \frac{q_2^2}{q_1^2} \right) dq_2 - \frac{q_3}{q_2} \, dq_3 + \frac{1}{q_2} \, dq_4
\]

\[
dp = -\frac{q_2}{q_1^2} \frac{\partial p}{\partial q_1} \, dq_1 + \left( \frac{\partial p}{\partial \rho} + \frac{\partial p}{\partial e} \frac{\partial e}{\partial dq_2} \right) dq_2 + \left( \frac{\partial p}{\partial e} \frac{\partial e}{\partial q_3} + \frac{\partial p}{\partial e} \frac{\partial e}{\partial q_4} \right) dq_3. \tag{29}
\]
Thus we verify that everywhere the $\tau$ cancels except for the terms where $q_3$ occurs, and $A(Q_t)$ literally is the same as (13) if we replace $q_3$ with $u_{t_1} = (1 - \tau)u_{t^*} + \tau u_{t^*}$ and use the right + values for $q_1, \ldots, q_4$. Integrating these terms gives $\tilde{u}_t = \frac{1}{2}(u_{t^*} + u_{t^*})$. Then the integration of (24) results in (neglecting the + in matrix $A$ in the first passage)

$$
\int_0^1 A(\Psi(Q^-, Q^*, \tau)) \frac{\partial y}{\partial \tau}(Q^-, Q^*, \tau) \, d\tau =
$$

$$
= \begin{pmatrix}
\tilde{u}_t & 0 & 0 & 0 & 0 \\
-q_1 \frac{\partial p}{\partial q_1} & 0 & \frac{q_2 q_4}{q_2^2} & \frac{q_3 q_4}{q_2^2} & q_3 \frac{\partial p}{\partial q_4} \\
\frac{q_3}{q_2} (\tilde{u}_t - q_3) p + \frac{q_3 q_4}{q_2} \frac{\partial p}{\partial q_1} & -\frac{(q_3^2)}{q_2^2} + q_3 \frac{\partial p}{\partial q_2} & 0 & q_3 \frac{\partial p}{\partial q_3} & q_4 \frac{\partial p}{\partial q_4} \\
0 & 0 & 0 & 0 & 0 \\
q_4 q_3 \frac{\partial p}{\partial q_4} & 0 & 0 & 0 & 0 \\
q_4 q_3 \frac{\partial p}{\partial q_4} & 0 & 0 & 0 & 0 \\
 q_4 \frac{\partial p}{\partial q_4} & 0 & 0 & 0 & 0
\end{pmatrix}
$$

$$
= \begin{pmatrix}
\tilde{u}_t q_3^2 & 0 & 0 & 0 & 0 \\
0 & 0 & q_3^2 \frac{\partial p}{\partial q_1} + q_2 \frac{\partial p}{\partial q_2} + q_3 \frac{\partial p}{\partial q_3} + q_4 \frac{\partial p}{\partial q_4} - (q_3^2)^2 q_2^2 / q_2^2 + 2 (q_3^2)^2 q_2^2 / q_2^2 \\
0 & q_3^2 \frac{\partial p}{\partial q_2} - (1 - q_3^2) \frac{\partial p}{\partial q_2} \Delta q_3 & 0 & q_3 \frac{\partial p}{\partial q_3} & q_4 \frac{\partial p}{\partial q_4} \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}
$$

Thus $Q^*$ is defined by the equation

$$
\begin{pmatrix}
\tilde{u}_t q_3^2 \\
0 \\
(q_3^2)^2 q_2^2 - (1 - q_3^2) \frac{\partial p}{\partial q_2} \\
q_3 \frac{\partial p}{\partial q_2} - (1 - q_3^2) q_3 \frac{\partial p}{\partial q_2} \Delta q_3
\end{pmatrix}
= S \|Q\| = S \begin{pmatrix}
q_3^2 \\
q_3^2 \\
q_3 \\
q_3 \Delta q_3
\end{pmatrix}.
$$

(31)

Since we already know from the previous analysis (above Equation (26)) that $q_3^* = 1$, (31) reduces to

$$
\begin{pmatrix}
\tilde{u}_t q_3^2 \\
\frac{q_2 q_3}{q_2^2} + \frac{q_3 q_4}{q_2^2} - (\tilde{u}_t + q_3) p \\
\frac{q_2 q_3}{q_2^2} + \frac{q_3 q_4}{q_2^2} - (\tilde{u}_t + q_3) p \\
\frac{q_2 q_3}{q_2^2} + \frac{q_3 q_4}{q_2^2} - (\tilde{u}_t + q_3) p
\end{pmatrix}
= S \begin{pmatrix}
1 \\
r^* u^* \\
r^* E^* \\
\Delta u_t
\end{pmatrix}.
$$

(32)
Assuming $S \neq 0$ gives $\Delta u_s = 0$ and thus (since $\bar{u}_s = 1 \cdot S$) $S = \bar{u}_s = u_s^r = u_s^l := u_s$ as expected (indeed it is a contact). Further we have $q_s^+ = S q_s^+$ which now gives the desired result

$$u_s = \frac{q_s^+}{q_s^2} = u^r.$$

(33)

This is the same as the obtained Riemann invariant [21]. Finally, for $S = 0$ it is trivial. Since we have a contact it follows that this is only the case for $S = u_s^r = u_s^l = 0$ and again $u^r = \frac{q_s^+}{q_s^2} = 0 = u_s$. ■

3. Brief summary of the high order path-conservative DG scheme with a posteriori sub-cell finite volume limiter

As already discussed before, the reduced Baer-Nunziato model [6] in $d$-space dimensions, under consideration in this work, can be cast in the following general form

$$\frac{\partial Q}{\partial t} + \nabla \cdot F(Q) + B(Q) \cdot \nabla Q = 0, \quad x \in \Omega \subset \mathbb{R}^d, \quad t \in \mathbb{R}^+_0,$$

(34)

which describes nonlinear systems of hyperbolic equations with non-conservative products, and for which we recall that $Q(x, t) \in Q_0 \subset \mathbb{R}^+$ is the state vector of $\nu$ conserved quantities, $F(Q) = (f, g, h)$ is a non-linear flux tensor, $B(Q) : \nabla Q$ collects the non-conservative products, and $\Omega$ denotes the computational domain, whereas $\Omega_0$ is the space of physically admissible states. Without loss of generality, we will present the method for the case $d = 3$.

To solve (34) we employ a discontinuous Galerkin (DG) scheme of arbitrary high order of accuracy both in space and in time, based on a fully discrete ADER predictor-corrector procedure, first proposed in [35, 32] and then detailed for the Cartesian case in [44, 27, 45, 14, 36, 48]. Note that the original ADER approach was introduced by Toro and Titarev in the context of finite volume schemes, using an approximate solution of the generalized Riemann problem [20] with piecewise polynomial initial data, see [130, 135, 131, 133] for details. Here below we briefly summarize the key ingredients of the scheme: after having introduced in Section 3.1 the domain discretization and the polynomial data representation $u_h$, we explain how to evolve $u_h$ in the small (see [67]), i.e. without needing of any communications with the neighbors, in order to obtain a predictor $q_h$ of the solution of high order in space and also in time. This predictor will be then used in the final corrector step described in Section 3.3 where the weak form of (34) is integrated in space and time, and where the numerical fluxes and non-conservative products are evaluated making use of the predictor $q_h$.

The corrector step evolves the discrete solution $u_h$ in time and takes into account the information coming from the cell neighbors via classical numerical flux functions (approximate Riemann solvers). We close the section by describing our a posteriori sub-cell finite volume limiter [45, 44, 40, 47, 9], which assures the robustness of the scheme even in the presence of discontinuities, but keeping at the same time also the high resolution of the underlying DG scheme.

3.1. Domain discretization and high order data representation in space

We discretize $\Omega$ by covering it with a Cartesian grid, called main grid, made of $N_E = N_x \times N_y \times N_z$ conforming elements (quadrilaterals if $d = 2$, or hexahedra if $d = 3$) $\Omega_{ijk}, i = 1, \ldots, N_x, j = 1, \ldots, N_y, k = 1, \ldots, N_z$ with volume $|\Omega_{ijk}| = \int_{\Omega_{ijk}} dx$ and such that

$$\Omega_{ijk} = [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}] \times [y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}] \times [z_{k-\frac{1}{2}}, z_{k+\frac{1}{2}}],$$

with $\Delta x_i = x_{i+\frac{1}{2}} - x_{i-\frac{1}{2}}, \quad \Delta y_j = y_{j+\frac{1}{2}} - y_{j-\frac{1}{2}}, \quad \Delta z_k = z_{k+\frac{1}{2}} - z_{k-\frac{1}{2}}$.

(35)

Moreover, for each element we define a reference frame of coordinates $\xi = (\xi, \eta, \zeta)$ linked to the Cartesian coordinates $x = (x, y, z)$ of $\Omega_{ijk}$ by

$$x = x_i + \xi \Delta x, \quad y = y_j + \eta \Delta y, \quad z = z_k + \zeta \Delta z, \quad \xi, \eta, \zeta \in [0, 1].$$

(36)
Then, in each cell $\Omega_{ijk}$, at the beginning of each time step, the conserved variables $Q$ are represented at the aid of $d$–dimensional piecewise polynomials of degree $N$

$$u_i(x, t^\ell) = u_i(\xi(x)) = \sum_{\ell=0}^{N-1} \varphi_\ell(\xi) \tilde{u}_\ell := \varphi_\ell(\xi) \tilde{u}_\ell, \quad x \in \Omega_{ijk}, \quad N = (N + 1)^d,$$  

where $\varphi_\ell(\xi)$ are nodal spatial basis functions given by the tensor product of a set of Lagrange interpolation polynomials of maximum degree $N$ such that

$$\varphi_\ell(\xi_{\text{GL}}^m) = \varphi_\ell(\xi_{\text{GL}}^m) \varphi_{\ell,m}(\xi_{\text{GL}}^m) = \left\{ \begin{array}{cl} 1 & \text{if } \ell_i = m, \\ 0 & \text{otherwise} \end{array} \right. \quad \ell, m = 1, \ldots, (N+1),$$

where $\xi_{\text{GL}}^m$ are the set of $(N + 1)^d$ Gauss-Legendre (GL) quadrature points obtained by the tensor product of the GL quadrature points $\xi_{\text{GL}}^m, \xi_{\text{GL}}^m, \xi_{\text{GL}}^m$ in the unit interval $[0, 1]$.

Let us finally underline that the use of a Cartesian grid makes it possible to work in a dimension by dimension fashion, which remarkably reduces the computational cost of the entire algorithm.

### 3.2. High order in time via an element-local space-time discontinuous Galerkin predictor

Representing the conserved variables through high order piecewise polynomials (37) already provides by construction high order of accuracy from the spatial point of view. Now, in order to achieve also high order of accuracy in time, we rely on the ADER predictor-corrector approach, which strongly differs from conventional semi-discrete Runge-Kutta based methods and which leads to a fully-discrete one-step method. The predictor step is fully local and avoids any interactions with the neighbors, and is thus well suited for parallel computing. It also results to be much simpler with respect to the cumbersome Cauchy-Kovalevskaya procedure used in traditional ADER schemes [136] [133].

The so-called predictor $q_h$ is a space-time polynomial of degree $N$ in $(d + 1)$-dimensions which takes the following form

$$q_h(x, t) = q_h(\xi(x), \tau(t)) = \sum_{\ell=0}^{Q-1} \theta_\ell(\xi, \tau) \hat{q}_\ell = \theta_\ell(\xi, \tau) \hat{q}_\ell, \quad x \in \Omega_{ijk}, \quad t \in [t^\ell, t^{\ell+1}], \quad Q = (N + 1)^{d+1},$$

where $\theta_\ell(\xi, \tau)$ is given by the tensor product of Lagrange interpolation polynomials $\varphi_\ell(\xi(x)) \varphi_\ell(\tau)$, with $\xi(x)$ given by (36) and the mapping for the time coordinate given by $t = t^\ell + \tau \Delta t, \tau \in [0, 1]$.

In order to determine the unknown coefficients $\hat{q}_\ell$ of (39) we search $q_h$ such that it satisfies a weak form of the governing PDE (34) integrated in space and time locally inside each $\Omega_{ijk}$ (with $\Omega_{ijk}^\circ = \Omega_{ijk} \setminus \partial \Omega_{ijk}$ being the interior of $\Omega_{ijk}$)

$$\int_{t^\ell}^{t^{\ell+1}} \int_{\Omega_{ijk}^\circ} \left( \theta_k \partial_t q_h \right) dx \, dt + \int_{t^\ell}^{t^{\ell+1}} \int_{\Omega_{ijk}^\circ} \theta_k \nabla \cdot \mathbf{F}(q_h) \, dx \, dt + \int_{t^\ell}^{t^{\ell+1}} \int_{\Omega_{ijk}^\circ} \theta_k \mathbf{B}(q_h) \cdot \nabla q_h \, dx \, dt = 0,$$  

where the first term is integrated in time by parts exploiting the causality principle (upwinding in time)

$$\int_{\Omega_{ijk}^\circ} \theta_k(x, t^{\ell+1}) q_h(x, t^{\ell+1}) \, dx - \int_{\Omega_{ijk}^\circ} \theta_k(x, t^\ell) u_h(x, t^\ell) \, dx - \int_{t^\ell}^{t^{\ell+1}} \int_{\Omega_{ijk}^\circ} \theta_k \theta_h(x, t) q_h(x, t) \, dx \, dt + \int_{t^\ell}^{t^{\ell+1}} \int_{\Omega_{ijk}^\circ} \theta_k(x, t) \mathbf{B}(q_h(x, t)) \cdot \nabla q_h(x, t) \, dx \, dt = 0,$$  

and $u_h(x, t^\ell)$ is the known initial condition at time $t^\ell$.

Now, the system (41), which contains only volume integrals to be calculated inside $\Omega_{ijk}$ and no surface integrals, can be solved via a simple discrete Picard iteration for each element $\Omega_{ijk}$, and there is no need of any communication with neighbor elements. We recall that this procedure has been introduced for the first time in [32] for unstructured meshes, it has been extended for example to moving meshes in [7] and to degenerate space time elements in [58]; finally, its convergence has been formally proved in [14].
3.3. Fully discrete one-step path-conservative ADER-DG scheme

The update formula of our ADER-DG scheme is recovered, as usual, starting from the weak formulation of the governing equations (34) (where the test functions \( \varphi_k \) coincide with the basis functions \( \varphi_\ell \) of (38))

\[
\int_{t^n}^{t^{n+1}} \int_{\Omega_{h,\ell}} \varphi_k (\partial_t \mathbf{Q} + \nabla \cdot \mathbf{F}(\mathbf{Q}) + \mathbf{B}(\mathbf{Q}) \cdot \nabla \mathbf{Q}) \, dx \, dt = 0;
\]

we then substitute \( \mathbf{Q} \) with (37) at time \( t = t^n \) (the known initial condition) and at \( t = t^{n+1} \) (to represent the unknown evolved conserved variables), and with the high order predictor \( \mathbf{q}_h \) previously computed for \( t \in [t^n, t^{n+1}] \), obtaining

\[
\left( \int_{\Omega_{h,\ell}} \varphi_k \psi_d \, dx \right) (\hat{\mathbf{u}}_{\ell}^{n+1} - \hat{\mathbf{u}}_{\ell}^n) + \int_{t^n}^{t^{n+1}} \int_{\partial\Omega_{h,\ell}} \varphi_k \mathcal{D} \left( \mathbf{q}_h^\ell, \mathbf{q}_h^\ell \right) : \mathbf{n} \, dS \, dt
\]

\[
- \int_{t^n}^{t^{n+1}} \int_{\Omega_{h,\ell}} \nabla \varphi_k : \mathbf{F}(\mathbf{q}_h) \, dx \, dt + \int_{t^n}^{t^{n+1}} \int_{\partial\Omega_{h,\ell}} \varphi_k \mathbf{B}(\mathbf{q}_h) : \nabla \mathbf{q}_h \, dx \, dt = 0.
\]

The use of \( \mathbf{q}_h \) allows to compute the integrals appearing in (43) with high order of accuracy. Moreover, note that due to the discontinuous character of the solution \( \mathbf{q}_h \) at the element interfaces \( \partial\Omega_{h,\ell} \), the jump term \( \mathcal{D} \), which contains the numerical flux as well as a discretization of the non-conservative product, is computed through a numerical flux function evaluated over \( \mathbf{q}_h^\ell \) and \( \mathbf{q}_h^\ell \) which are the so-called boundary-extrapolated data. In particular, we have employed a two-point path-conservative numerical flux function of Rusanov-type which reads as follows

\[
\mathcal{D}(\mathbf{q}_h^\ell, \mathbf{q}_h^\ell) : \mathbf{n} = \frac{1}{2} \left( \mathbf{F}(\mathbf{q}_h^\ell) + \mathbf{F}(\mathbf{q}_h^\ell) \right) : \mathbf{n} - \frac{1}{2} s_{\max} \left( \mathbf{q}_h^\ell - \mathbf{q}_h^\ell \right) + \frac{1}{2} \left( \int_0^1 \mathbf{B} \left( \mathbf{q}_h^\ell, \mathbf{q}_h^\ell, \tau \right) : \mathbf{n} \, ds \right) \cdot \left( \mathbf{q}_h^\ell - \mathbf{q}_h^\ell \right),
\]

where \( s_{\max} \) is the maximum eigenvalue of the system matrices \( \mathbf{A}(\mathbf{q}_h^\ell) \) and \( \mathbf{A}(\mathbf{q}_h^\ell) \) being

\[
\mathbf{A}(\mathbf{Q}) = \frac{\partial \mathbf{F}}{\partial \mathbf{Q}} + \mathbf{B},
\]

and the path \( \mathbf{q}_h = \mathbf{q}(\mathbf{q}_h^\ell, \mathbf{q}_h^\ell, s) \) is the straight-line segment path

\[
\psi = \psi(\mathbf{q}_h^\ell, \mathbf{q}_h^\ell, s) = \mathbf{q}_h^\ell + s \left( \mathbf{q}_h^\ell - \mathbf{q}_h^\ell \right), \quad s \in [0, 1],
\]

connecting \( \mathbf{q}_h^\ell \) and \( \mathbf{q}_h^\ell \) in phase-space. The path allows to treat the jump of the non-conservative products according to the theory introduced by Dal Maso, Le Floch and Murat in [89] (DLM theory) and is used for the construction of so-called path-conservative schemes, see [104, 103, 16, 95, 15, 17] for details. For the extension of path-conservative schemes to DG and finite volume methods of arbitrary high order, see [114, 84]. As already shown before, the straight line segment path is also consistent with the boundary condition that requires the local fluid velocity to be equal to the local solid velocity when the volume fraction jumps from unity to zero. Note that the segment path is merely needed for the definition of the jump terms at the element boundaries in the presence of non-conservative products of the type \( \mathbf{B}(\mathbf{Q}) \cdot \nabla \mathbf{Q} \) in the framework of path-conservative schemes and according to the DLM theory [89]: it has nothing to do with a piecewise linear representation of the geometry of the solid bodies. The geometry of the solids is only represented by the spatial distribution of the scalar field \( \alpha \).

We conclude this section by recalling that, since the employed method is explicit, the time step \( \Delta t \) is computed under a classical (global) Courant-Friedrichs-Lewy (CFL) stability condition with CFL \( \leq 1 \) and it is given by

\[
\Delta t_{\text{DG}} < \text{CFL} \frac{h_{\min}}{d (2N + 1) |\lambda_{\max}|},
\]

where \( h_{\min} \) is the minimum characteristic mesh-size and \( |\lambda_{\max}| \) is the spectral radius of the system matrix \( \mathbf{A} \).
3.3.1. Adaptive mesh refinement (AMR)

Furthermore, in order to increase the resolution in the areas of interest, the ADER-DG scheme described above has been implemented on space-time adaptive Cartesian meshes, with a cell-by-cell refinement approach; for all the details we refer to [44, 38, 141, 47, 46, 13, 140, 113].

The main idea behind our AMR technique consists in, starting from the main grid [35], introducing successive refinement levels, built according to the so called refinement factor $r$, which is the number of sub elements per space-direction in which a coarser element is broken in a refinement process, or which are merged in a recoarsening stage. The refinement/recoarsening process is driven by a prescribed refinement-estimator function well described in the above references. Finally, the numerical solution at the sub-cell level during a refinement step is obtained by a standard $L_2$ projection, while a reconstruction operator is employed to recover the solution on the main grid starting from the sub-cell level. Projection (49) and reconstruction (50) are also used in the limiter procedure and hence are better described in next Section 3.4.

3.4. A posteriori sub-cell finite volume limiter

Higher order discontinuous Galerkin schemes can be seen as linear schemes in the sense of Godunov [64], hence, in presence of discontinuities, spurious oscillations typically arise. To minimize their effects we adopt an a posteriori limiting procedure based on the MOOD paradigm [22, 28, 83]: indeed, we first apply our unlimited ADER-DG scheme everywhere, and then, at the end of each time step, we check a posteriori the reliability of the obtained candidate solution $u_h^{n}$ in each cell. This candidate solution is checked against physical and numerical admissibility criteria, such as floating point exceptions, violation of positivity or other physical bounds, or violation of a relaxed discrete maximum principle (DMP). Then, we mark as troubled those cells where the candidate DG solution cannot be accepted. For these troubled cells we now repeat the time step using, instead of the DG scheme, a more robust second order accurate TVD finite volume method, which we assume to produce always an acceptable solution.

Moreover, in order to maintain the accurate resolution of our original high order DG scheme, which would be lost when passing to a FV scheme, the FV scheme is applied on a finer sub-cell grid, see [45]. Indeed, for any troubled cell we define the corresponding sub-cell average of the DG solution at time $t^n$

$$ v_{ijk}^n(x, t^n) = \frac{1}{|\omega_{ijk}|} \int_{\omega_{ijk}} u_h^n(x, t^n) \, dx $$

where $|\omega_{ijk}|$ denotes the volume of sub-cell $\omega_{ijk}$ of element $\Omega_{ijk}$ and $\mathcal{P}(u_h^n)$ is the $L_2$ projection operator. We then apply a second order TVD FV method in order to evolve $v_{ijk}^n$ and we obtain the FV solution at the sub-cell level at the next time step $v_{ijk}^{n+1}$. Next, the DG polynomial $u_{h}^{n+1}$ for each $\Omega_{ijk}$ is recovered from $v_{ijk}^{n+1}$ by applying a reconstruction operator $R$ such that

$$ \int_{\omega_{ijk}} u_{h}^{n+1}(x, t^{n+1}) \, dx = \int_{\omega_{ijk}} v_{ijk}^{n+1}(x, t^n) \, dx := R(u_{ijk}^{n+1}(x, t^n)) \quad \forall a \in [1, N_{\alpha}], $$

which is conservative on the main cell $\Omega_{ijk}$ thanks to the additional linear constraint

$$ \int_{\Omega_{ijk}} u_{h}^{n+1}(x, t^{n+1}) \, dx = \int_{\Omega_{ijk}} v_{ijk}^{n+1}(x, t^{n+1}) \, dx. $$

Finally, note that for the sub-cell FV scheme we have a different CFL stability condition

$$ \Delta t_{\text{FV}} < \text{CFL} \frac{h_{\min}}{d N_a |\lambda_{\max}|}, $$

with $h_{\min}$ the minimum cell size referred to $\Omega_{ijk}$. Condition (51) guides us in choosing the number of employed sub-cells $N_a$, and in particular, following [45], we take $N_a = (2N + 1)$ so that $\Delta t_{\text{FV}} = \Delta t_{\text{DG}}$. This
Table 1: Initial data for fluid density, fluid velocity, fluid pressure and solid velocity for Riemann problems RP1, RP2 and RP3. Also the final times for each simulation are given.

|       | ρ | u  | v  | p  | u_s | v_s | t_{end} |
|-------|---|----|----|----|-----|-----|---------|
| RP1   | 1.0 | 0.0 | 0.0 | 1.0 | 1.0 | 0.0 | 0.4     |
| RP2   | 1.0 | 0.0 | 0.0 | 1.0 | -1.0| 0.0 | 0.4     |
| RP3   | 1.0 | -1.0| 0.0 | 1.0 | 3.0 | 0.0 | 0.2     |

choice allows us to maximize the resolution of the sub-cell FV scheme and to run it at its maximum possible CFL number.

We conclude this Section with two brief operational remarks on our limiting strategy. First, note that the reconstruction operator (49)-(50) might still lead to an oscillatory solution, since it is based on a linear unlimited least squares technique. If this is the case, the cell Ω_{ijk} will be detected as troubled at the next time level t_{n+2}, therefore the FV sub-cell limiter will be used again in that cell. Moreover, in order to overcome the possible issues due to the projection of a non valid reconstructed solution, the sub-cell averages v^{n+1}_{ijk,α} are always kept in memory to be reused (instead of recomputed) if a cell is detected to be troubled for the second consecutive time step.

Second, in order to keep our scheme conservative we also need to recompute the DG solution in the non-troubled neighbors (call one of them i) of a troubled cell (call it j). Otherwise at the common space–time lateral surface ∂Ω, the flux computed from Ω_i would be obtained through the DG scheme, while the one coming from the troubled neighbor Ω_j would be updated using the sub-cell FV scheme. Thus, the DG solution in these cells is recomputed in a mixed way: the volume integral and the surface integrals on good faces are kept, while the numerical flux across the troubled faces is always provided by the FV scheme.

4. Numerical examples

In all the following numerical examples, the fluid under consideration is described via the ideal gas equation of state with γ_g = 1.4 and π_g = 0. To avoid division by zero, the volume fraction α is set in all tests to be in the interval α ∈ [ε, 1 − ε], with ε a small parameter of the order 10^{-3} to 10^{-2}. In order to allow even smaller values of ε one could use the filtering technique detailed in [129].

4.1. 1D Riemann problems

The aim of this first series of numerical tests is to verify numerically that the fluid velocity at the material interface is indeed equal to the solid velocity when we have a jump in the fluid volume fraction from unity to zero. The two-dimensional computational domain is chosen as Ω = [-1, +1] × [-0.1, +0.1], and is discretized with 100 × 10 equidistant ADER-DG elements of polynomial approximation degree N = 3 and with a posteriori sub-cell finite volume limiter. The fluid volume fraction α is initially set to α_L = ε for x ≤ 0 and to α_R = 1 − ε for x > 0, with ε = 10^{-3}. All other quantities are simply initialized with a constant value throughout the entire computational domain, hence the entire flow field is generated by the jump in the scalar volume fraction function α alone. We consider three scenarios, RP1, RP2 and RP3, with initial data summarized in Table I.

The first Riemann problem (RP1) represents a solid piston that is moving into a fluid at rest with moderate positive speed, hence causing a right-moving shock wave, while the second Riemann problem (RP2) models a solid piston that is moving away from a fluid at rest with moderate negative speed, hence causing a right-moving rarefaction in the fluid. The last Riemann problem (RP3) describes a piston that hits a left-moving fluid with supersonic velocity and thus generates a rather strong shock, with a shock Mach number of about M = 5.
The exact solution of all Riemann problems can be easily found via the exact Riemann solver detailed in the textbook of Toro [134] and making use of Galilean invariance of Newtonian mechanics.

In Figures 1, 2 and 3 the numerical results for RP1, RP2 and RP3 are depicted for those parts of the computational domain that are occupied by the fluid at time $t_{end}$, i.e. the fluid solid interface is always on the left boundary of each figure. In all three cases we can observe an excellent agreement between the numerical solution of the new diffuse interface model proposed in this paper and the exact solution. It is also evident that in all simulations the fluid velocity assumes the value of the solid piston, as proven in Section 2.1.

Figure 1: Riemann problem RP1 (slowly moving piston problem with shock wave) and comparison with the exact solution at time $t = 0.4$. Fluid density (left), fluid velocity (center) and fluid pressure (right) in the volume occupied by the fluid.

Figure 2: Riemann problem RP2 (moving piston problem with rarefaction) and comparison with the exact solution at time $t = 0.4$. Fluid density (left), fluid velocity (center) and fluid pressure (right) in the volume occupied by the fluid.
4.2. Single Mach reflection

Here we solve the single Mach reflection problem proposed in [134] and for which experimental reference data in form of Schlieren images are available in [134] and [139]. The test consists of a shock wave initially located in \( x = 0 \) and traveling at shock Mach number of \( M = 1.7 \) to the right, where it is hitting a wedge of angle \( \varphi = 25^\circ \). The upstream density and pressure in front of the shock \((x > 0)\) are \( \rho_0 = 1 \) and \( p_0 = 1/\gamma g \), respectively. Ahead of the shock, the fluid is at rest \((v_0 = 0)\). The post-shock values for \( x < 0 \) can then be computed via the standard Rankine-Hugoniot conditions of the compressible Euler equations.

The computational domain is \( \Omega = [0, 3] \times [0, 2] \) and is discretized using 100 \( \times \) 50 ADER-DG elements of degree \( N = 5 \). The initial volume fraction function is chosen as \( \alpha = \varepsilon \) for \( y < \tan(\varphi) \cdot x \) and \( \alpha = 1 - \varepsilon \) elsewhere. The velocity of the solid is set to \( v_s = 0 \). The simulation is run until \( t = 1.2 \) and the obtained computational results are summarized in Figure 4. The obtained flow field agrees very well with the reference solution shown in [134]. The shock is in the right location and is well resolved with our high order scheme, although only a very coarse mesh has been used. The limiter is activated along the fluid-solid interface, and along the impinging and reflected shock waves. We emphasize again that all that is needed in order to represent the geometry of the rigid solid body is to set the volume fraction function \( \alpha \) to a small positive value inside the solid, and to almost unity outside.

4.3. Flow of a shock over a wedge

Here we solve a similar problem as before by considering the interaction of a mild shock wave with a two dimensional wedge. For this test, experimental reference data are again available under the form of Schlieren photographs, see [139] [125] [39].

The computational domain is \( \Omega = [-2, 6] \times [-3, 3] \) and is discretized with 200 \( \times \) 150 ADER-DG elements with polynomial approximation degree \( N = 5 \). The scheme is supplemented with a posteriori sub-cell finite volume limiter. The tip of a wedge with length \( L = 1 \) and height \( H = 1 \) is placed at \( x = 0 \). Inside the wedge we set the initial volume fraction function to \( \alpha = \varepsilon \), and outside we use \( \alpha = 1 - \varepsilon \), with \( \varepsilon = 10^{-2} \). In the gas, the exact solution of a shock wave of shock Mach number \( M_s = 1.3 \) is setup via the Rankine-Hugoniot conditions of the compressible Euler equations. In front of the shock, the fluid is at rest and has a density of \( \rho = 1.4 \) and a pressure of \( p = 1 \). The solid velocity is set to \( v_s = 0 \) everywhere.
Figure 4: Single Mach reflection problem at time $t = 1.2$ using an ADER-DG scheme with $N = 5$ and a posteriori sub-cell FV limiter. Density contour colors (top left), limiter map and computational mesh (top right), velocity component $u$ (bottom left) and velocity component $v$ (bottom right).
Figure 5: Density contours obtained with the diffuse interface model for the shock-wedge interaction problem using a sixth order ADER-DG scheme with a posteriori sub-cell finite volume limiter. Output times from top left to bottom right: $t = 1.5$, $t = 2.0$, $t = 2.5$, $t = 4.0$.

The computational results are depicted in Figure 5. Comparing our results qualitatively with the Schlieren images produced by Schardin [125], we note an excellent agreement. All the reflected and refracted waves as well as the vortices shed from the wedge are resolved correctly. Our set of images corresponds to pictures 2, 5, 8 and 17 shown in [125]. For a numerical reference solution obtained with high order ADER-FV schemes on a very fine boundary-fitted unstructured triangular mesh, see [39].

Again, this rather complex flow field is simply produced via a spatially variable volume fraction function $\alpha$, which defines the geometry of the obstacle. In principle, with our new approach obstacles of arbitrary shape could be described.

The temporal evolution of the limiter is shown in Figure 6. The limiter is activated on the fluid-solid interface and on the main shock wave, as expected.
Figure 6: Limiter map for the shock-wedge interaction problem using a sixth order ADER-DG scheme with \textit{a posteriori} sub-cell finite volume limiter. Blue cells are unlimited, while red cells have been flagged as troubled. Output times from top left to bottom right: $t = 1.5, t = 2.0, t = 2.5, t = 4.0$. 

4.4. Mach 3 flow over a blunt body

The next example concerns a supersonic flow with Mach number \( M = 3 \) over a circular cylinder. The two-dimensional computational domain is \( \Omega = [-1,0] \times [-1,1] \), which is discretized using 100 \( \times \) 200 ADER-DG elements of polynomial approximation degree \( N = 5 \) and \textit{a posteriori} sub-cell finite volume limiter. The initial condition for the volume fraction function is simply chosen as follows: inside a circular cylinder of radius \( R = 0.5 \) we set \( \alpha = \epsilon \) for \( \|\mathbf{x}\| \leq 0.5 \), while outside the cylinder, we set \( \alpha = 1 - \epsilon \) in the rest of the computational domain. Here, we use \( \epsilon = 10^{-2} \). All other flow quantities are then simply initialized with the following constant values: \( \rho = 1.4, u = 3, v = 0, p = 1, u_s = 0 \) and \( v_s = 0 \). The computational results obtained at time \( t = 1 \) are depicted in Figure 7. The typical detached bow shock ahead of the blunt body is formed. In the right panel of the same Figure, we also show the limiter map, where red elements are flagged as troubled, while blue cells indicate unlimited elements. One can not only easily see that the \textit{a posteriori} MOOD algorithm is able to detect the shock wave properly, but also that our very high order scheme is able to resolve the geometry of the blunt body and the shock wave very well, despite using a very coarse mesh. Thanks to the subcell FV limiter, the interface can typically be resolved within one to two elements of the DG scheme, see right panel in Figure 7. In the limiter map one can observe some false positive activations of the limiter in the smooth subsonic area behind the bow shock. However, these local effects do not reduce the overall quality of the simulation. Since the entire scheme is nonlinear and no special care about symmetry preservation was made, such false positive activations can be non-symmetric and can be triggered either via spurious numerical oscillations, accumulated roundoff errors or by passing acoustic waves. The main flow field, however, remains essentially symmetric w.r.t. the \( x \) axis.

We stress again that also in this test case the entire flow field and the bow shock are merely generated by the spatially varying volume fraction function, which is the only information that is needed in order to represent the geometry of the solid body.

Figure 7: Supersonic flow over a blunt body with Mach number \( M = 3 \) at time \( t = 1 \) using an ADER-DG scheme with \( N = 5 \) and \textit{a posteriori} sub-cell finite volume limiter. Density contour colors (left) and limiter map with uniform Cartesian grid (center). Only cells with \( \alpha > 0.5 \) are shown in the left and center panel. Equidistant alpha contour colors (right). The interface is typically resolved within one or two grid cells.
4.5. Three cylinders rotating in a compressible gas at supersonic speed

This last example is only meant to be a showcase to illustrate the applicability of the diffuse interface model proposed in this paper. We choose the computational domain \( \Omega = [-2, +2] \times [-2, +2] \), which is discretized with a Cartesian grid of 100 \( \times \) 100 equidistant ADER-DG elements. The polynomial degree of the basis functions is chosen as \( N = 3 \). Periodic boundary conditions are applied everywhere. The initial condition for the fluid is \( \rho = 1.4 \), \( \mathbf{v} = 0 \) and \( p = 1 \), while the solid velocity is initialized as a rigid body rotation with \( \mathbf{v}_i = \mathbf{\omega} \times \mathbf{x}_i \), with \( \mathbf{\omega} = (0, 0, -3) \). We consider three circular solid bodies of radius \( R_i = 0.2 \), whose centers \( \mathbf{x}_i \) are initially located on a circle of radius \( R_0 \), i.e., \( \mathbf{x}_i = R_0 (\cos(\epsilon_i), \sin(\epsilon_i)) \) with \( \epsilon_i = \frac{1}{3} \times 2\pi \). With this configuration, the centers of the circles move at a supersonic Mach number of \( M = 3 \). The entire test problem is setup by simply defining the solid velocity field and by setting inside each circular solid body \( \alpha = e \), while in the rest of the domain, we choose \( \alpha = 1 - e \), with \( e = 10^{-3} \). Nothing else needs to be done. Simulations are carried out until \( t = 2.0 \). The density contour colors at different output times are depicted in Figure 8, where we have blanked regions where \( \alpha < 0.5 \). One can clearly see the wake generated behind each cylinder, as well as the bow shock in front of each cylinder. At later times, the wakes and the bow shocks of two consecutive cylinders interact with each other. In order to assess the level of numerical diffusion present in the volume fraction function \( \alpha \), we also show the temporal evolution of \( \alpha \) in Figure 9. It can be seen that the interface is resolved within 3-4 DG cells, which is much more than in the case of the stationary blunt body shown in the previous section. In this context, less dissipative Riemann solvers, such as those forwarded in [43, 33], and better slope limiters [134] need to be used in the future, also in combination with AMR [44, 141].

One last time we stress that the entire setup of this test problem is very simple and that this very complex flow field and the description of the moving solid bodies is directly done inside the PDE system and only by prescribing a simple scalar volume fraction function. No moving body-fitted mesh needs to be generated.

5. Conclusion

In this paper we have introduced a new and very simple diffuse interface model for the simulation of compressible flows around fixed and moving rigid bodies of arbitrary shape. The proposed approach is so simple that all simulations can be carried out on uniform Cartesian grids. The geometry of each solid body is simply defined by a scalar volume fraction function, which assumes a value close to zero inside the solids and close to unity inside the compressible fluid. The computational setup can be done in a fully automatic manner, without the need to generate a body-fitted structured or unstructured mesh, which can become very time consuming for complex geometries. The work presented in this paper is a natural extension of the simple diffuse interface approach introduced in [30, 31, 59, 129] and [14]. The presented numerical algorithm with the underlying diffuse interface model is a consequent application of Godunov’s shock capturing ideas to the context of moving material interfaces. Rather than tracking the material interface via a moving mesh, one simply needs to evolve in time the additional scalar quantity \( \alpha \), which contains all the necessary information about the geometry of the problem.

In the first part of this paper we have proven, via Riemann invariants and via generalized Rankine-Hugoniot conditions derived from the DLM theory [89], that the normal component of the fluid velocity at the material interface assumes automatically the value of the normal component of the solid velocity when the fluid volume fraction \( \alpha \) jumps from unity to zero, i.e. the non-penetration boundary condition is naturally satisfied by the model. The proof based on generalized Rankine-Hugoniot conditions supposes a simple straight line segment path, which therefore also justifies its use inside path-conservative schemes, as those employed in this paper.

Future developments will concern the generalization to fluids interacting with elastic solids, via a combination of the compressible multi-phase model of Romenski et al. [118, 117, 116] and the equations of hyperelasticity in Euler coordinates of Godunov, Peshkov and Romenski (GPR model), forwarded in [65, 66, 108, 41, 42]. We also plan to include surface tension effects via the new hyperbolic surface tension model of Gavrilyuk et al., see [126, 20].
Figure 8: Three cylinders rotating at supersonic speed in a compressible gas. Output times from top left to bottom right: $t = 0.35$, $t = 0.5$, $t = 0.75$ and $t = 1.75$. 
Figure 9: Volume fraction function $\alpha$ for the three cylinders rotating at supersonic speed in a compressible gas. Output times from top left to bottom right: $t = 0.35$, $t = 0.5$, $t = 0.75$ and $t = 1.75$. 
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