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Abstract—This work presents a methodology to design trajectory tracking feedback control laws, which embed non-parametric statistical models, such as Gaussian Processes (GPs). The aim is to minimize unmodeled dynamics such as undesired slippages. The proposed approach has the benefit of avoiding complex terramechanics analysis to directly estimate from data the robot dynamics on a wide class of trajectories. Experiments in both real and simulated environments prove that the proposed methodology is promising.

I. INTRODUCTION

In the last decades, an increasing interest has been devoted to the design of high performance path tracking. In the literature, three main approaches to face this problem have emerged: (i) model-based and adaptive control [1]–[5]; (ii) Gaussian Processes or stochastic non-linear models for reinforcement learning of control policies [6], [7], and (iii) nominal models and data-driven estimation of the residual [8], [9].

The complexity of this problem requires several factors to be taken into account. First, theoretical understanding of the physical properties of the mechanical system, together with the physics underlying the interaction with the environment. Further, the identification of the system variables. Finally, uncertainty and noise in the measurements.

Motivated by the above considerations, in this work an hybrid approach is proposed, relying on both a derived nominal model and Bayesian non-parametric data-driven estimation, based on Conditional Independent Gaussian Processes (CI-GPs). The nominal model serves to identify the leading variables of the system as well as to drive the process of acquisition of the data. The CI-GPs captures all the dynamics effects, which have not been explicitly accounted for by the nominal model. The CI-GPs manages uncertainty and noise in the measurements as well.

In the hybrid method we propose here, the nominal model governs the leading physical variables, while the unforeseen physical variables are estimated by observations. Differently from the above mentioned approaches, the proposed model can capture dynamics effects, not designated by the nominal model, by improving the feedback with the required quantities provided by the stochastic model.

For example, Endo et al. in [3] proposed an odometry model for tracked vehicles accounting for slippage. However, their method requires the accurate measurement of the vehicle velocity using internal sensors (e.g., an inertial sensor) and friction coefficients that change according to the ground surface. Moreover, model-based approaches are sensible to accumulated long-term errors.

Differently from model-based controllers, learned models resort to data collection to estimate the true robot model. One of the main line of research, under this view, is policy learning, either with stochastic non-linear models [10] or Gaussian Processes [7]. However, the drawback of these approaches is that they require a huge amount of training examples for policy generation, though they have the advantage of minimizing the error in the long run.

The approaches based on the estimation of the residual assume that the real robot model is a linear combination of a prior and a disturbance model. The latter is then estimated from experience in order to compensate for effects not captured by the prior, such as environmental disturbances and unknown dynamics [9]. These approaches, however, do not account for the superimposition of the effects of the two models when linearly combined together, nor they take care of possible conflicts and misalignment between the individual estimates.

The work is organized as follows. Next section introduces the nominal model. In section III we introduce the trajectory control design and in Section IV we describe how the CI-GPs is grounded into the feedback control schema. In Section V we report the performance of the presented trajectory tracking control law incorporating the estimated model both in real and simulated environments. Finally, we conclude with directions for future work.

II. ROBOT MODEL

This section presents the first and second order kinematic models. We identify the main model variables and their general functional relationship.

The robot moves in a 2D world. Its configuration is described by $q = [x \ y \ \varphi]^T \in SE(2)$, where $x = [x \ y]^T \in \mathbb{R}^2$ represents the robot position and $\varphi \in S^1$ is its yaw orientation. A complete 3D robot model is presented in sect. VIII.

A. First Order Kinematic Model

The 2D kinematic model of a nonholonomic mobile robot is generally described by the following nonlinear driftless system [3], [11]

$$\dot{q} = G(q)v$$  (1)
where \( \mathbf{v} = [v_l, v_r]^T \in \mathbb{R}^2 \) is the vector of pseudo-velocities\(^1\) containing the right and left track velocities\(^2\) and \( G(q) \) is a \( 3 \times 2 \) matrix whose columns span the null space of the matrix \( A^T(q) \) associated to the Pfaffian constraints\(^3\). In practice, eq. (1) is typically specialized as
\[
\dot{q} = G(\varphi) \mathbf{v}
\]
(2)
where it is implicitly assumed that the robot generalized velocities \( \dot{q} \) and the system equation parameters are independent from the robot position \( x \). This kinematics equation form is due to the the pure rolling constraint\(^4\) which is typical of unicycle-like kinematics, and to the common assumption of an almost homogeneous supporting terrain.

The forward integration of eq. (2) by using proprioceptive sensory data is commonly referred to as dead reckoning\(^5\). This is typically used in the form of a first order difference equation obtained as
\[
\Delta q_t = T_s G(\varphi_t) \mathbf{v}_t = f(\varphi_t, \mathbf{v}_t) = \begin{bmatrix} f_x(\varphi_t, \mathbf{v}_t) \\ f_y(\varphi_t, \mathbf{v}_t) \\ f_\varphi(\varphi_t, \mathbf{v}_t) \end{bmatrix}
\]
(3)
where \( t \in \mathbb{N} \) denotes the time index, \( \Delta q_t = q_{t+1} - q_t \) is the finite difference of \( q_t \) at time \( t \), \( T_s \) is a sufficiently small sample time that allows to approximate \( \dot{q}_t \approx \Delta q_t / T_s \). We will refer to eq. (3) as the first order forward model.

The inverse model of eq. (3) can be written as
\[
\mathbf{v}_t = g(\Delta q^d_t, \varphi_t)
\]
(4)
which allows to compute the velocity commands \( \mathbf{v}_t \) which are required to obtain a desired \( \Delta q^d_t \) for a given robot orientation \( \varphi_t \). In principle, an inverse model can be obtained as
\[
\mathbf{v} = G^+(\varphi) \dot{q} = (G^T(\varphi) G(\varphi))^{-1} G(\varphi)^T \dot{q}
\]
(5)
where we assume rank \( (G(\varphi)) = 2 \) and \( G^+ \) is computed as a left pseudoinverse so as to guarantee \( G^+ G = I \). It follows that the composition \( g \circ f \) coincides with the identity function \( \text{id}_v \) on \( v \). For consistency we also require the inverse condition \( f \circ g = \text{id}_{\Delta q} \) to hold. In particular, we require
\[
\Delta \mathbf{x}_t^d = \begin{bmatrix} f_x(\varphi_t, g(\Delta q^d_t, \varphi_t)) \\ f_y(\varphi_t, g(\Delta q^d_t, \varphi_t)) \\ f_\varphi(\varphi_t, g(\Delta q^d_t, \varphi_t)) \end{bmatrix}
\]
(6)
\(^1\)The difference between pseudo-velocities \( \mathbf{v} \) and generalized velocities \( \dot{q} \) will be clearer in Sect. II-B which presents the general form of the dynamic model equations for mobile robots.
\(^2\)The most frequent definition of the pseudo-velocity vector is \( \mathbf{v} = [v, \omega]^T \in \mathbb{R}^2 \) where \( v \) and \( \omega \) are respectively the linear and angular velocities of the robot. Since \( [v_l, v_r]^T = T[v, \omega]^T \), where \( T \in \mathbb{R}^2 \) is an invertible \( 2 \times 2 \) matrix depending on constant parameters, the above formulation is equivalent.
\(^3\)Kinematics constraints can be compactly expressed by using the Pfaffian form \( A^T(q)q = 0 \) where the columns of \( A(q) \) are assumed to be smooth and linearly independent.
\(^4\)For wheeled mobile robots the pure rolling constraint can be expressed as
\[
[\sin \varphi - \cos \varphi \ 0] \dot{q} = 0.
\]
For tracked vehicles this constraint can be applied to each track in a slightly different form by typically using the slip ratios: these characterize the longitudinal slips of the left and right tracks. See more in Sect. VIII-B.

where we omit the condition on \( \Delta \varphi^d_t \) since the \( x \) and \( y \) coordinates are flat outputs\(^2\) for the considered class of nonholonomic mobile robots. It is worth noting that, as detailed in sect. III-A, eq. (6) allows the implementation of a feedback linearization control scheme.

**Proposition 2.1:** Equation (6) holds if and only if
\[
G(\varphi) G^+(\varphi) = \begin{bmatrix} I_2 & 0 \\ \cdots & \cdots \end{bmatrix}.
\]
(7)

**Proof:** If eqs (3) and (5) are plugged into eq. (6), eq. (7) immediately follows. Hereafter, we will use the subscript \( K \) to refer to the first order forward model \( f_K(\cdot) \) and its inverse model \( g^+_K(\cdot) \).

1) **Tracked Vehicles:** A simple but effective extension of the differential drive kinematic model adopts the following velocity transformations in order to include slippage effects
\[
\mathbf{v} = (v_l + v_r)/2 \quad \omega = \chi (v_r - v_l)/d.
\]
(8)
where \( \chi \in [0, 1] \), aka the steering efficiency\(^6\), acts as a damping factor on \( \omega \) and \( d \) is the vehicle tread. The resulting tracked vehicle kinematic model is
\[
\dot{q} = G_\chi(\varphi) \mathbf{v} = \begin{bmatrix} \cos \varphi & \sin \varphi \\ -\chi \frac{\sin \varphi}{d} & \frac{\sin \varphi}{d} \end{bmatrix} \mathbf{v}
\]
(10)
and its inverse model is
\[
\mathbf{v} = G_\chi^+(\varphi) \dot{q} = \begin{bmatrix} \cos \varphi & \sin \varphi & -\frac{d}{2\chi} \\ \cos \varphi & \sin \varphi & \frac{d}{2\chi} \end{bmatrix} \dot{q}
\]
(11)
It is worth noting that eqs (10)-(11) describe a classic unicycle model when \( \chi = 1 \). Moreover, \( G_\chi^+ \) does not satisfy eq. (7). In order to solve this latter problem, a different representative point for the robot position can be chosen, namely the point \( \mathbf{x}_B = [x_B, y_B] = [x + b \cos \varphi, y + b \sin \varphi] \), with \( b \neq 0 \), located along the sagittal axis of the vehicle at distance \( b \) from robot centre \( [x \ y] \). In this case, the forward model is
\[
\dot{q}_B = G_b(\varphi) \mathbf{v} = \begin{bmatrix} \cos \varphi & \sin \varphi & \frac{d}{2\chi b} & -\frac{\chi b \sin \varphi}{d} \\ \cos \varphi & \sin \varphi & \frac{d}{2\chi b} & \frac{\chi b \sin \varphi}{d} \end{bmatrix} \mathbf{v}
\]
(12)
and \( \mathbf{x}_B \) is no more subject to nonholonomic constraints. We select as inverse model
\[
\mathbf{v} = G_b^+(\varphi) \dot{q}_B = \begin{bmatrix} \cos \varphi & \sin \varphi & -\frac{d}{2\chi b} & \frac{\chi b \sin \varphi}{d} \\ \cos \varphi & \sin \varphi & \frac{d}{2\chi b} & -\frac{\chi b \sin \varphi}{d} \end{bmatrix} \dot{q}_B
\]
(13)
where \( \dot{q}_B = [x_B, y_B, \varphi] \). It is easy to show that \( G_b^+ G = I \) and \( G_b^+ \) satisfies eq. (7). By using proposition 2.1 we obtain that eq. (6) is satisfied with \( \dot{q} \) and \( \mathbf{x} \) respectively replaced by \( \dot{q}_B \) and \( \mathbf{x}_B \). Note that, by using \( \mathbf{x}_B \), the inverse model assumes the particular form
\[
\mathbf{v}_t = g_K(\Delta \mathbf{x}^d_{B,t}, \varphi_t)
\]
(14)
\(^\dagger\)I.e. the angle \( \varphi \) can be computed as a function of the time derivatives of the component \( x \) and \( y \)[11].

\(^\ddagger\)Indeed, this is not a surprise since unicycle-like models cannot be transformed into a linear controllable systems by using a static state feedback[12].
In the reminder of this paper, we will make use of this first order kinematic model.

B. Second Order Kinematic Model

The 2D dynamic model of a mobile robot can be generally described by the following state-space reduced model [11]

\[
\begin{align*}
\dot{q} &= G(\varphi) v \\
\dot{v} &= F(q, v, \tau)
\end{align*}
\]  

(15)

where the first equation is the kinematic model presented in eq. [2], \( \tau = [\tau_L \ \tau_R]^T \in \mathbb{R}^2 \) is the vector of left and right motor torques and the function \( F(\cdot) \) represents the reduced dynamic model expressed in terms of pseudo-velocities.

In general, commercial mobile robots come already equipped with two pre-tuned motor control systems. Each of these low-level control systems typically implements an independent control scheme around the controlled track/wheel. This control scheme is responsible of generating the motor torque signal \( \tau_i \in \mathbb{R} \) in order to track the input reference velocity \( v_d^{(i)} \in \mathbb{R} \), and in order to guarantee asymptotic stability and disturbance rejection. Clearly, the dynamic response of the complete robot system depends on a large number of factors and on the particular operating conditions, and it is very difficult to capture it in an exact mathematical model. Given the structure of eq. [15] and assuming the two motor control system dynamics can be modelled as two independent and decoupled linear low-pass filters, we adopt the following simplified model

\[
\begin{align*}
\dot{q} &= G(\varphi) v \\
\dot{v}_l &= \sum_{i=0}^{n-1} a_i v_l^{(i)} + b_0 v_l^d \\
\dot{v}_r &= \sum_{i=0}^{n-1} a_i v_r^{(i)} + b_0 v_r^d
\end{align*}
\]  

(16)

where \( v_l^{(n)} \) denotes the \( n \)-th time derivative of the actual velocity \( v \) (with \( v_l^{(0)} \equiv v \)) and the second and third equations model respectively the left and right low-pass-filter-like dynamics. Here, \( n \in \mathbb{N} \) determines the overall model order. Eq. [16] can be considered as a \( n+1 \)-order kinematic model.

Note that the filter coefficients \( a_i \in \mathbb{R} \) and \( b_0 \in \mathbb{R} \) can be used in order to model a certain dynamic behaviour through a Butterworth, Tschebyscheff or Bessel filters. In general, a second order low pass filter (i.e. \( n = 2 \)) is typically sufficient for capturing the main dynamics characteristics: rise time, overshoot and settling time of the step response. It is worth noting that as in the previous section, we implicitly assume that the robot velocities and the parameters of eq. [16] are independent from the robot position.

Now, assume the system dynamics bandwidth \( B \) is sufficiently small w.r.t. sample frequency \( 1/T_s \). By integrating the first part of eq. [16] with Euler method and the second part with high-order numerical methods [13], one can obtain the following equation

\[
\begin{align*}
\Delta q_t &= T_s G(\varphi_t) v_t \\
v_{t+n} &= \sum_{i=0}^{n-1} c_i v_{t+i} + d_0 v_l^d
\end{align*}
\]  

(17)

where the coefficients \( c_i \in \mathbb{R} \) and \( d_0 \in \mathbb{R} \) are the digital counterparts of the above terms \( a_i \) and \( b_0 \). Finally, we can obtain an overall input-output model of the following form

\[
\Delta q_{t+n} = f(\Delta q_t, \Delta q_{t+1}, ..., \Delta q_{t+n-1}, \varphi_t, v^d_t)
\]  

(18)

where \( \Delta q_{t+i} = q_{t+i} - q_{t+i-1} \) and we used the fact that \( v_{t+i} = G^+(\varphi_{t+i})\Delta q_{t+i}/T_s \) and \( \varphi_{t+i} = \varphi_t + \sum_{i=0}^{n-1} \Delta \varphi_{t+i} \).

For \( n = 1 \) we can obtain the following second order forward model

\[
\Delta q_{t+1} = f(\Delta q_t, \varphi_t, v_t^d) = \begin{bmatrix} f_x(\Delta q_t, \varphi_t, v_t^d) \\ f_y(\Delta q_t, \varphi_t, v_t^d) \end{bmatrix}
\]  

(19)

Here an exponentially weighted moving average can be used as first order low pass filter

\[
v_{t+1} = \alpha v_t + (1 - \alpha) v_t^d
\]  

(20)

where \( \alpha \in [0, 1] \) acts as a smoothing/forgetting factor. By using this filter, one obtains

\[
\Delta q_{t+1} = T_s G(\varphi_{t+1})(\alpha G^+(\varphi_t) \Delta q_t/T_s + (1 - \alpha) v_t^d)
\]  

(21)

where \( \varphi_{t+1} = \varphi_t + \Delta \varphi_t \). It is worth noting that in the previous equations \( \Delta q_{t+1} \) is used to convey second-order time derivative information since for small \( T_s \):

\[
\dot{q}_t \approx (\Delta q_{t+1} - \Delta q_t)/T_s^2
\]

The inverse model of eq. [19] is

\[
v_t^d = g(\Delta q_{t+1}, \Delta q_t, \varphi_t)
\]  

(22)

which allows to compute the reference velocities \( v_t^d \) which are required to obtain a desired \( \Delta q_{t+1} \) for given robot “velocity” \( \Delta q_t \) and orientation \( \varphi_t \). Starting from eq. [21] and using the left-pseudo inverse property \( G^+ G = I \), one obtains

\[
v_t^d = \frac{1}{1 - \alpha} (G^+(\varphi_{t+1}) \Delta q_{t+1}/T_s - \alpha G^+(\varphi_t) \Delta q_t/T_s)
\]  

(23)

where again \( \varphi_{t+1} = \varphi_t + \Delta \varphi_t \). As in sect. II-A, for consistency we require the condition \( f \circ g = \text{id}_{\Delta q} \) to hold. In particular, we require

\[
\Delta x_{t+1}^d = \begin{bmatrix} f_x(\Delta q_t, \varphi_t, g(\Delta q_{t+1}^d, \Delta q_t, \varphi_t)) \\ f_y(\Delta q_t, \varphi_t, g(\Delta q_{t+1}^d, \Delta q_t, \varphi_t)) \end{bmatrix}
\]  

(24)

where, as in Sect. II-A we omitted the condition on \( \Delta \varphi_{t+1}^d \) given the flatness of the considered nonholonomic systems. In sect. II-B eq. [24] will allow the implementation of feedback linearization scheme on the second order model.

Proposition 2.2: Equation [24] holds if and only if eq. [7] is satisfied.

Proof: By plugging eqs [21] and [23] into eq. [24], one can easily obtain eq. [7].

Hereafter, we will use the subscript \( D \) to refer to the second order forward kinematic model \( f_D(\cdot) \) and its inverse model \( g_D(\cdot) \).
Table I
ADOPTED FORWARD AND INVERSE FUNCTIONAL MODELS.

|                | Forward                          | Inverse                          |
|----------------|----------------------------------|----------------------------------|
| 1st order      | \( \Delta q_{B,t} = f_B(\phi_t, v_t) \) | \( v_t = g_K(\Delta x_{B,t}, \phi_t) \) |
| 2nd order      | \( \Delta q_{B,t+1} = f_D(\Delta q_{B,t}, v_t^b) \) | \( v_t^b = g_D(\Delta x_{B,t+1}^b, \Delta q_{B,t}, \phi_t) \) |

Fig. 1. First order control scheme.

Fig. 2. Second order control scheme.

1) Second Order Model for Tracked Vehicles: In this work, we consider the second order model which is obtained by plugging the matrix \( G_b \) of eqs (12)–(13) into eqs (21) and (23). As shown above, eq. (7) is satisfied by \( G_b \) and hence, by using proposition 2.2, eq. (24) holds with \( q \) and \( x \) respectively replace by \( q_B \) and \( x_B \). Note that, by using \( G_b \), we obtain the following form

\[
\Delta x_{B,t}^d = g_D(\Delta x_{B,t}^d, \Delta q_{B,t}, \phi_t)
\]  

(25)

In the reminder of this paper, we will make use of this second order model.

III. TRAJECTORY CONTROLLER DESIGN

A. First Order Model Control

Consider eqs (12)–(14) of sect. II-A. Since equation (6) is satisfied by \( G_b^+ \) the following corollary holds.

Corollary 3.1: Consider eq. (14), the control law

\[
v_t = g_K(u_t, \phi_t)
\]  

(26)

implements a feedback linearization control scheme \[14\] on the trajectory \( x_{B,t} \), i.e. one obtains \( \Delta x_{B,t} = u_t \).

At simple trajectory tracking controller can be obtained with

\[
u_t = \Delta x_{t}^d + K_P(x_{t}^d - x_{B,t})
\]  

(27)

where \( K_P = \text{diag}(k_{P,i}) \) is a 2x2 diagonal matrix which contains the scalar control gains \( k_{P,i} \in \mathbb{R} \) for \( i \in \{1, 2\} \). A block diagram representing this control law is sketched in Fig. 1. In fact, by plugging eqs (26)–(27) into eq. (6) one obtains

\[
\Delta x_{B,t} = \Delta x_{t}^d + K_P(x_{t}^d - x_{B,t})
\]  

(28)

which is characterized by the following discrete time error dynamics

\[
e_{t+1} = (1 - K_P)e_t
\]  

(29)

where \( e_t = x_{t}^d - x_{B,t} \). The error dynamics is asymptotically stable when the condition \( |1 - k_{P,i}| < 1 \) is satisfied for \( i \in \{1, 2\} \).

B. Second Order Model Control

Given the nominal model in eq. (25), the following control law

\[
v_t = g_D(u_{t+1}, \Delta q_{B,t}, \phi_t).
\]  

(30)

implements a feedback linearization control scheme on the trajectory \( x_{B,t} \). In fact a simple trajectory tracking controller can be obtained with

\[
u_{t+1} = \Delta x_{t+1}^d + K_D(\Delta x_{t}^d - \Delta x_{B,t}) + K_P(x_{t}^d - x_{B,t})
\]  

(31)

where \( K_D = \text{diag}(k_{D,i}) \) and \( K_P = \text{diag}(k_{P,i}) \), with \( k_{D,i} \in \mathbb{R} \) and \( k_{P,i} \in \mathbb{R} \) for \( i \in \{1, 2\} \), are the 2x2 diagonal gain matrices of the controller. A block diagram representing this control law is sketched in Figure 2.

If one plugs eqs (30)–(31) into eq. (24), the following equation is obtained

\[
\Delta x_{B,t+1} = \Delta x_{t+1}^d + K_D(\Delta x_{t}^d - \Delta x_{B,t}) + K_P(x_{t}^d - x_{B,t}).
\]  

(32)
By exploiting the fact that $\Delta x^d_i - \Delta x_{B,t} = e_{i+1} - e_t$, where $e_t = x^d_t - x_{B,t}$, one can immediately obtain the following error dynamics

$$e_{i+2} + (K_D - 1)e_{i+1} + (K_P - K_D)e_i = 0.$$  \hspace{1cm} (33)

whose system poles are

$$\lambda_{1,2} = -\frac{(k_{D,i} - 1) \pm \sqrt{(k_{D,i} - 1)^2 - 4(k_{P,i} - k_{D,i})}}{2}$$  \hspace{1cm} (34)

for $i \in \{1, 2\}$. The previous equation can be exploited to suitably select the control gains $k_{D,i}$ and $k_{P,i}$ in order to guarantee the system asymptotic stability condition $|\lambda_{1,2}| < 1$ for $i \in \{1, 2\}$.

**IV. CI-GP MODEL ESTIMATION**

In this section we consider the identification of the system variables given in eq. (25) and the nominal model control law given in eq. (30). Featuring the variables identified in the above equations and the observations from real and simulated data we provide a stochastic control model, which compensates the dynamic effects not explicitly accounted for in the nominal model.

Let $D = \{(z_i, w_i)\}_{i=1}^N$ be the set of observations, collected according to the identification of the system variables specified in eq. (25). Here

$$z_i = \begin{bmatrix} e_t \\ \varphi_t \end{bmatrix} \in \mathbb{R}^2 \quad \text{and} \quad w_i = \begin{bmatrix} \Delta x_{B,t+1} \\ \Delta q_{B,t} \end{bmatrix} \in \mathbb{R}^6$$  \hspace{1cm} (35)

Let $j \in \{1, 2\}$, we assume that $z_{i,j} \in z_i$ is the outcome of a latent function $\zeta_j : \mathbb{R}^6 \rightarrow \mathbb{R}$ on $w_i$, corrupted by Gaussian noise $\varepsilon_j$, that is

$$z_{i,j} = \zeta_j(w_i) + \varepsilon_j \quad \text{with} \quad \varepsilon_j \sim \mathcal{N}(0, \sigma_j^2)$$  \hspace{1cm} (36)

for every $i=1, \ldots, N$.

A GP prior with zero mean and covariance function $\kappa_j(\cdot, \cdot)$ is placed over each latent function $\zeta_j(\cdot)$. More precisely

$$\zeta_j(w) \sim \mathcal{GP}(0, \kappa_j(w, w'))$$  \hspace{1cm} (37)

On the basis of the assumptions in both eq. (36) and eq. (37) it follows that, for each $j \in \{1, 2\}$

$$\zeta_j | W \sim \mathcal{N}(0, K_j) \quad \text{and} \quad z_j | W \sim \mathcal{N}(0, K_j + \sigma_j^2 I)$$  \hspace{1cm} (38)

with

$$\zeta_j \triangleq \begin{bmatrix} \zeta_j(w_1) \\ \vdots \\ \zeta_j(w_N) \end{bmatrix}, \quad z_{j \cdot} \triangleq \begin{bmatrix} z_{1,j} \\ \vdots \\ z_{N,j} \end{bmatrix} \quad \text{and} \quad W = \begin{bmatrix} w_1^\top \\ \vdots \\ w_N^\top \end{bmatrix}^\top$$

$K_j$ is the kernel matrix whose entries $K_j(u, v) = \kappa_j(w_u, w_v)$.

Given a query input $w_\ast$, the model in eq. (38) returns an estimate $z_\ast \triangleq [z_{\ast,1} \cdots z_{\ast,N}]^\top$ such that

$$z_{\ast,j} = \kappa_{j \ast}^{-1}(K_j + \sigma_j^2 I) z_j, \quad j \in \{1, 2\}$$  \hspace{1cm} (39)

Here $\kappa_{j \ast} \triangleq [\kappa_j(w_1, w_\ast) \cdots \kappa_j(w_N, w_\ast)]^\top$ is the vector of covariances between the query $w_\ast$ and the $N$ training points in $D$.

Finally, learning of the hyperparameters $\Theta_j$ of each GP (which vary according to the chosen kernel function $\kappa_j(\cdot, \cdot)$), is performed separately and independently, for each component $j$, via the maximization of the marginal log-likelihoods of the outputs $z_j$ given the inputs $w_1, \ldots, w_N$, that is

$$\Theta_j^{\max} = \argmax_{\Theta_j} \{\log(p(z_j | W))\} \quad j \in \{1, 2\}$$  \hspace{1cm} (40)

with

$$\log(p(z_j | W)) = -\frac{1}{2} z_j^\top (K_j + \sigma_j^2 I)^{-1} z_j - \frac{1}{2} \log |K_j + \sigma_j^2 I| - \frac{N}{2} \log 2\pi$$  \hspace{1cm} (41)

Maximization of the log likelihood in eq. (41) can be done by using efficient gradient-based optimization algorithms such as conjugate gradients [15].

In Section V we report both the prediction accuracy of the CI-GP together with its performance within the control schema, which is described in the next section.
V. RESULTS

In this section we describe the experiments performed in both real and virtual environments for evaluating the prediction accuracy of the CI-GP in Section [V] and for measuring the performance of the designed trajectory tracking controller, when the CI-GP is integrated into the control schema. For the real world experiments we provide only the prediction accuracy of the estimated model and some snapshots (see [9]), due to the lack of a ground truth to evaluate the controller performance.

Data for estimating the parameters of the CI-GPs have been collected by giving as input to the trajectory tracking controller (see eq. (30)) several reference trajectories, belonging to three main classes: (1) figure-8 (see Figure 5(a)); (2) circular (see Figure 6(a)) and (3) free-form (see Figure 7(a)). We also varied the inclination of the surface on top of which the reference trajectories lie (see Figure 4). In order to simulate the track-soil interaction we also varied the friction coefficient of the terrain surfaces. During each tracking task, the measurements of the system variables have been taken according to the relation specified in eq. (25). The values of $k_{D,i}$ and $k_{P,i}$, for $i \in \{1, 2\}$, along the diagonal of the matrices $K_{D}$ and $K_{P}$ (see eq. (31)) are set equal to 0.05 and 0.02, respectively. The forgetting factor $\alpha$ is equal to 0.1 and, finally, the sample frequency $T_{s}=20$ Hz.

Figure 4(a) reports the trend of the prediction accuracy of the CI-GPs on a test set extracted from data collected while the robot is tracking a figure-8 reference trajectory on a horizontal surface. Figure 4(b) shows the accuracy of the CI-GPs on a test set collected on a free-form trajectory lying on a tilted plane with friction. This accuracy is measured by computing for each point of the test set the Euclidean norm.

After the estimation of the parameters of the CI-GP, the model has been grounded into the control schema in Figure 2. The performance of this hybrid control law is measured with respect to the Cartesian error between the path effectively tracked by the controller under these control law on a set of test reference trajectories.

Figure 5(b) shows the trend of the error of the controller, along a figure-8 reference trajectory (see Figure 5(a)). Figure 6(b) reports the Cartesian along a circular reference trajectory (see Figure 6(a)). On the other hand, Figure 7(b) shows the performance of the hybrid control law while the robot is instructed to follow a free-form reference trajectory (see Figure 7(a)). On the figure-8 and on the circular trajectories performance of this controller are very promising (the average error is equal to 0.1028 m, 0.1821, respectively). Conversely, on the free-form reference trajectory the performance decay.

Figure 8 shows the performance of the controller driving the robot along a free-form reference trajectory generated on a surface, tilted of 35 degrees, with friction coefficient $\mu_{d}=0.6$. In the presence of additional forces induced by the
tallied reference trajectory, the controller achieves an average error of 0.288 m.

Last experiment has been performed by the real robot during tracking of a reference path lying on a metal stair-case (see Figure 9). On this trajectory the average error of the controller is equal to 0.0233 m.

VI. CONCLUSIONS

In this work we presented a new hybrid approach for designing a trajectory tracking controller for tracked vehicles. The advantage of the proposed approach is that it combines a great accuracy in the prediction and actual control with a real time behavior over several classes of trajectories. The system has been experimented both in real world environments, including stairs and tilted planes at various inclination degrees, and simulated environments, where ground truth is available.

Here the nominal model has the main role of supporting the identification of that set of variables, which regulate the systems and that have to be used during the estimation process. Conversely, the estimated dynamics integrates the feedback of the nominal model together with its prediction to cope with not modeled dynamic effects. From the experiments, it turns out that the combination of the learned model and the control law behaves better than the nominal model in all environments, therefore this indicates that using the nominal model specifically as partial prior knowledge is a promising direction. We shall further investigate how to improve the feedback control to obtain good performance on a wider set of terrain classes.

VIII. 3D KINEMATIC MODEL

In this section, we consider a ground robot which moves on a 3D piecewise planar terrain. Without loss of generalit\textsuperscript{8}, assume the robot lies on a local supporting plane \( \pi \), whose normal unit vector is \( n = [ - \sin \alpha, 0, \cos \alpha ]^T \) (see Fig. 11). In this case, the plane equation is \( n^T p = 0 \), where \( p \in \mathbb{R}^3 \). Denote by \( R_s(\gamma) \in SO(3) \) an elementary rotation of an angle \( \gamma \) about axis \( s \). The homogeneous transformation matrix from robot body frame to world frame is

\[
T_w^b = \begin{bmatrix}
R_w^b & 0^T & p_w^b \\
0^T & 1
\end{bmatrix}
\]  

where \( p_w^b = [ x, y, z ]^T \in \mathbb{R}^3 \) specifies the position of the robot center w.r.t. world frame, \( R_w^b = R_z(\phi_b)R_y(\theta)R_x(\psi) \in SO(3) \) is the body frame rotation matrix w.r.t. world frame, and \( \varphi, \theta, \psi \in \mathbb{R} \) are respectively yaw, pitch and roll angles. One can rewrite \( R_w^b = [ u_b, v_b, w_b ]_b \), where \( u_b, v_b, w_b \) are unit vectors. Since the robot lies on \( \pi \), one has (i) \( n^T p_w^b = d_b \) (see Fig. 11).

\textsuperscript{8}By possibly using a coordinate transformation.
The previous equations show that, knowing the plane presentation, the vector \( q \) and \( p \) along a trajectory passing over a metal staircase. Average error 0.0233 m.

\[
\begin{align*}
\dot{x}_p &= \frac{v_r(1 - a_r) + v_l(1 - a_l)}{2} \cos \varphi_p \\
\dot{y}_p &= \frac{v_r(1 - a_r) + v_l(1 - a_l)}{2} \sin \varphi_p \\
\dot{\varphi}_p &= \frac{v_r(1 - a_r) - v_l(1 - a_l)}{d}
\end{align*}
\]

\( \dot{\varphi} = \frac{\cos^2 \varphi}{\cos \varphi \cos \theta} = \frac{\cos \varphi}{\cos^2 \theta} \) (48)

B. Tracked Vehicle Kinematics

The 3D kinematic model of a vehicle moving on the plane \( \pi \) can be described by the following equations [3]

\[
\begin{align*}
\dot{x}_p &= \frac{v_r(1 - a_r) + v_l(1 - a_l)}{2} \cos \varphi_p \\
\dot{y}_p &= \frac{v_r(1 - a_r) + v_l(1 - a_l)}{2} \sin \varphi_p \\
\dot{\varphi}_p &= \frac{v_r(1 - a_r) - v_l(1 - a_l)}{d}
\end{align*}
\]

By using the equations reported in Sect. VIII-A, one has in the world frame

\[
\begin{align*}
\dot{x} &= \frac{v_r(1 - a_r) + v_l(1 - a_l)}{2} \cos \varphi \cos \theta \\
\dot{y} &= \frac{v_r(1 - a_r) + v_l(1 - a_l)}{2} \sin \varphi \cos \theta \\
\dot{\varphi} &= \frac{v_r(1 - a_r) - v_l(1 - a_l)}{d} \cos \alpha \cos \theta
\end{align*}
\]
where $\theta$ is computed by using eq. (44). In particular, the slip ratios $a_r, a_l \in \mathbb{R}$ are defined as

$$ a_r = \frac{v_r - v'_r}{v_r} \tag{55} $$

$$ a_l = \frac{v_l - v'_l}{v_l} \tag{56} $$

The quantities $v'_r, v'_l \in \mathbb{R}$ are respectively the actual longitudinal velocities of the right and left tracks. Track $i$ slips if $v'_i > v_i$, it skids otherwise. If no slippage occurs, one has $v_r = v'_r, v_l = v'_l$ and thus $a_r = 0, a_l = 0$. Therefore, the slip ratios quantitatively characterize the longitudinal slips of the left and right tracks. These are estimated as proposed in [3] starting from the actual angular velocity of the vehicle (as estimated from gyro-sensor data) and assuming a given relationship model $a_r/a_l = F(v_r, v_l)$ which is typically specialized as

$$ a_r/a_l = -\text{sign}(v_l \cdot v_r) \left| \frac{v_l}{v_r} \right|^n \tag{57} $$

where $n$ is a parameter that depends on many factors and is experimentally estimated.

In practice, the lateral slip of the vehicle can be described by using the slip angle

$$ \beta = \tan^{-1}(v_{by}/v_{bx}) \tag{58} $$

where $v_{bx}, v_{by} \in \mathbb{R}$ are respectively the longitudinal and lateral components of the absolute vehicle velocity w.r.t. its body frame. It is worth noting that the slip angle can also be included in the vehicle kinematic model and can be online estimated by using an EKF [16].

Equations (55)–(58) can be used in order to model the actual vehicle slip motions.
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