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Abstract

We investigate the stationary diffusion equation with a coefficient given by a (transformed) Lévy random field. Lévy random fields are constructed by smoothing Lévy noise fields with kernels from the Matérn class. We show that Lévy noise naturally extends Gaussian white noise within Minlos’ theory of generalized random fields. Results on the distributional path spaces of Lévy noise are derived as well as the amount of smoothing to ensure such distributions become continuous paths. Given this, we derive results on the pathwise existence and measurability of solutions to the random boundary value problem (BVP). For the solutions of the BVP we prove existence of moments (in the $H^1$-norm) under adequate growth conditions on the Lévy measure of the noise field. Finally, a kernel expansion of the smoothed Lévy noise fields is introduced and convergence in $L^n$ ($n \geq 1$) of the solutions associated with the approximate random coefficients is proven with an explicit rate.
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1 Introduction

Random differential equations, i.e., initial and boundary value problems with uncertain data modeled as random variables or stochastic processes, have become an active area of research as a mathematical framework for uncertainty quantification. The stationary linear diffusion problem

$$- \nabla \cdot (a \nabla u) = f, \quad u|_{\partial D} = 0, \quad D \subset \mathbb{R}^d \text{ bounded},$$

(1)

with diffusion coefficient $a$ given as a random field has been extensively investigated as a model problem for a variety of numerical approximation methods. Numerous physical phenomena can be modeled by the random diffusion equation, among these Darcy flow in a porous medium with an uncertain spatial variation in hydraulic conductivity. In this setting the stochastic conductivity model $a = a(x, \omega)$ is typically assumed to follow a lognormal distribution, with the mean and covariance structure of the underlying Gaussian random field $\log a$ estimated using a variety of geostatistical methods. In each case, the random variation of the input data serves as a mathematical model for the uncertainty associated with these quantities, and the objective is typically to derive the statistical properties of functionals of the solution often referred to as quantities of interest.

Early existence and uniqueness results for the random linear elliptic diffusion problem (1) in an uncertainty quantification (UQ) setting for variational formulations in Bochner spaces modelling the combined deterministic and stochastic variation were presented in [23, 6, 7, 8, 43, 25] with a focus on numerical methods for their approximate solution. Subsequent work extended these initial results,
formulated for random fields characterized by finite-dimensional parameters, to the infinite-dimensional setting [20, 21, 33, 18, 19, 48, 10, 9, 24]. In the absence of uniform ellipticity, as in the case of a lognormal diffusion field $a$, variational formulations in the Bochner space setting require more intricate well-posedness analysis [26, 30, 47].

These analysis and approximation methods are based on the assumption that realizations of the diffusion coefficient lie in $L^\infty(D)$ or a subspace of smoother functions. Moreover, it is assumed that the diffusion field displays positive covariance between different locations, as this is typically the case for many modeled phenomena originating in the physical and engineering sciences; such differential equation models featuring correlated data are sometimes distinguished by the term random differential equations from the more general designation of stochastic differential equations, which may contain rougher stochastic processes. Indeed, early work on stochastic partial differential equations such as [62] was aimed at generalizing stochastic ODEs driven by rougher processes in the Itô, Skorohod or Stratonovich sense (see [49] for a more recent account). For stationary PDEs, Holden et al. [34] considered random diffusion coefficients with values in spaces of distributions, i.e., distribution-valued random variables, interpreting the product $a \nabla u$ as a Wick product. Regularity results on the stationary diffusion equation in Wick sense are given in [13]. See [42, 57] for numerical methods for Wick-random PDEs.

While much of the cited work employs random models based on transformed Gaussian random fields, there are effects which a Gaussian model cannot capture, particularly discontinuities and heavy-tail behavior, which nonetheless occur in applications such as flow in fractured media, anomalous diffusion and the modeling of heterogeneous materials [58, 17]. It is thus of interest to consider more general stochastic models for the diffusion coefficient, and in this work we extend the Gaussian model to random fields which follow a Lévy distribution [39, 5, 31].

Lévy random fields have been studied in a number of contexts, including among others stochastic analysis [3], physics [2], statistics [63] and simulation [63]. For extensions that include interaction between the discrete, discontinuous particle sources of Lévy fields, see [4, 31].

In geostatistical applications, Gaussian random fields with Matérn covariance function have been obtained by a stochastic pseudodifferential equation driven by Gaussian noise [40]. In this work, we generalise this approach by carefully analyzing the notion of noise as generalized random fields in the sense of Minlos [46, 28]. In fact, the resulting class of Lévy fields coincides with those studied in [2] in the context of (Euclidean) quantum field theory. We also mention recent work on numerical methods for Lévy diffusion fields in [12].

Our work is most closely related to that of Sarkis et al. [51, 26, 27], who consider (1) in the absence of uniform ellipticity and boundedness, allowing for a diffusion coefficient which is a smooth transformation of Gaussian white noise.

The contribution of this work consists of three parts: First, we show that Lévy random fields naturally extend [40] and [51, 26, 27] by passing from Gaussian white noise to Lévy noise, see e.g. [28, 1]. To this end, we characterize noise fields as generalized (distribution-valued) random fields “$Z(\cdot)$” in the sense of Minlos [46, 28, 36], where $Z(f) = \int Z(x)f(x)\,dx$ is only defined as a random variable after “integrating” the distribution-valued random variable $Z$ against a test function $f$. Here we restrict to fields that can also be “integrated” over bounded regions $\Lambda$, i.e., for which $Z(\mathbb{1}_\Lambda) = \int_\Lambda Z(x)\,dx$ can be suitably defined, where $\mathbb{1}_\Lambda$ denotes the indicator function of the set $\Lambda$. Noise fields can be characterized by the property of independent increments, i.e., $Z(\mathbb{1}_{\Lambda_j})$ are independent random variables for mutually disjoint sets $\Lambda_j$. Furthermore, we are interested in stationary noise fields $Z$ for which, roughly speaking, translations “$Z(x-c)$” follow the same statistical distribution for any shift $c$. Under conditions made precise below, we show that all such noise fields are actually Lévy noise fields. In this sense, passing from Gaussian white noise to Lévy noise naturally extends the approach in [40]. We also give sufficient conditions on Matérn smoothing kernels $k(x)$ under which the smoothed noise field has continuous paths. This analysis relies on a detailed analysis of Hilbert-Schmidt embeddings of test function spaces to prove that the paths of Lévy noise fields lie within certain dual spaces. Technically, this is based on the harmonic analysis of the Hamiltonian operator of the harmonic oscillator $|x|^2 - \Delta$, following Itô [36]. We determine conditions under which such dual spaces are mapped to continuous functions by Matérn smoothing kernels and thus conclude that $Z_k(x) = \int k(x-y)Z(y)\,dy$ has continuous paths. By composition with a continuous positive function $T$ of real arguments, we obtain Lévy models
\(a(x) = T(Z_k(x))\) of strictly positive random coefficients. The associated random boundary value problem \((1)\) can then be solved in a strong sense, i.e., path-wise for almost all paths \(a(x)\). \(T(z) = \exp(z)\) should be seen as the standard choice for the transformation \(T(z)\) leading to the well-established log-normal random coefficients, if the noise field is Gaussian white noise. Other choices of \(T(z)\) may also be of interest, e.g. a (smoothed) step function which, in combination with purely Poisson noise, results in a smoothed version of the penetrating spheres model for random two-phase composite materials, see e.g. [58].

Our second contribution is a proof of integrability of the random solutions of \((1)\). In place of the variational approach in both deterministic and random variables, we base our investigations on \textit{a priori estimates} of elliptic partial differential equations. These crucially depend on the minimal value of the coefficient \(a(x)\) on the domain \(D\). Given that \(T(z)\) assumes finite minimal values on bounded intervals, the minimal value problem for \(T(Z_k(x))\) turns into an extremal value problem for \([Z_k(x)]\) on the domain \(D\). We thus have to control the tails of the distribution of \(\sup_{x \in D} |Z_k(x)|\). This set of problems has been intensively studied in the context of \textit{empirical processes} by exploiting metric entropy estimates and concentration phenomena [29, 56, 61]. Here we follow this approach for the Gaussian part of the Lévy field, relying on a metric entropy estimate by Talagrand [55]. For its Poisson part, standard metric entropy estimates are not available (see however [56, Chapter 11] for some results for a different class of Lévy processes), as these are based on the theory of sub-Gaussian processes, and the Poisson part of a Lévy field is non sub-Gaussian. We instead develop Chernov-like bounds for the non-Gaussian part under the assumption that the Lévy measure defining the Poisson contributions has a Laplace transform. Instead of developing a general theory based on chaining-like arguments, we exploit the explicit representation of the Poisson part as an infinite sum of smoothed point processes. Combining both estimates for the suprema of Gaussian and Poisson parts with the \textit{a priori} estimate, we prove that \(u \in L^n((\Omega, \mathcal{A}, \mathbf{P}); H^1(D))\), where \(n \geq 1\). \((\Omega, \mathcal{A}, \mathbf{P})\) is the underlying probability space and \(H^1(D)\) is the Sobolev space of weakly differentiable functions.

Our paper’s third contribution consists of a suitable adaptation of the Karhunhen-Loève (KL) expansion for smoothed Lévy noise fields. As Lévy fields, unlike the Gaussian case, are not determined by their covariance function, we expand the smoothing kernel function \(k(x - y)\) instead of the covariance function. This kernel, by translation invariance, always has a continuous spectrum as an integral operator on \(L^2(\mathbb{R}^d, dx)\). Restriction of the field to the domain \(D\), however, only constrains \(x\), and we therefore have to ‘cut off’ the noise field “\(Z(y)\)” and restrict it to some larger domain \(\Lambda\) containing \(D\). With both variables in \(k(x - y)\) restricted to \(\Lambda\), Mercer’s theorem (e.g. [41, Theorem 1.80]) provides us with an expansion for \(k(x - y)\) as an integral kernel on \(L^2(\Lambda, dx)\). If \(k(x)\) is of Matérn type, the effect of the cut-off outside \(\Lambda\) vanishes exponentially in the distance between \(D\) and the boundary of \(\Lambda\). The expansion of the kernel function restricted to \(\Lambda\) then gives \(k(x - y) = \sum_{i=1}^{\infty} \lambda_i e_i(x) e_i(y)\) with eigenfunctions \(e_i(x)\) and eigenvalues \(\lambda_i\) that depend on \(\Lambda\). Rate estimates for the uniform convergence of this series are obtained via a thorough spectral analysis of the integral operator defined by \(k(x - y)\) using circular embeddings and refining techniques from [11]. Truncating the expansion at \(N\), we obtain an approximation of \(Z_k(x)\) by \(Z_k,N(x) = \sum_{j=1}^{N} \lambda_j e_j(x) Z(e_j)\) which thus only depends on the finite-dimensional Lévy distribution of the random vector \((Z(e_1), \ldots, Z(e_N))\). We obtain approximate solutions \(u_N\) to the solution \(u\) of \((1)\) with \(a(x) = T(Z_k(x))\) by replacing \(Z_k(x)\) by \(Z_k,N(x)\). We then prove, under suitable conditions, convergence \(u_N \to u\) in \(L^n((\Omega, \mathcal{A}, \mathbf{P}); H^1(D))\). We also provide convergence rates for the combined exponential decay in the cut-off to \(\Lambda\) and the truncation of the series via a suitable choice of \(\Lambda(N)\).

Our work thus provides a detailed exposition of Lévy generalized random fields and how they may be smoothed to yield random diffusion coefficients leading to well-posed problems for the random PDE. In addition, we show how the usual Karhunen-Loève expansion approach can be modified to yield a convergent approximation sequence obtained from truncations of the smoothed Levy field.

The paper is organised as follows: In Section 2 we recall the theory of generalized random fields and state results on path properties in dual spaces to certain spaces of test functions. We also determine the amount of smoothing with Matérn kernels needed to map such distributions to continuous functions and thus prove continuity of the paths for smoothed generalized random fields. In Section 3 we introduce Lévy noise and present a classification theorem which states that noise fields with certain continuity properties allowing for ‘integration over a region’ and possessing finite expectation are Lévy noise fields. We also recall the well-known decomposition of Lévy noise into deterministic, Gaussian and Poisson contributions and derive
the representation of Poisson noise as an infinite sum over compound Poisson point processes. Section 4 establishes the existence of solutions to the random PDE (1) and their integrability properties. In Section 5 we present the convergence of solutions obtained from finite-dimensional approximations of smoothed Lévy random fields and establish convergence rates. In the final Section 6 we briefly comment on possible future research directions. A number of technical results are presented in Appendices A–C.

2 Smoothing of Generalized Random Fields

In this section, we define Lévy noise fields as a generalization of Gaussian random fields. In contrast to the latter, realizations of random fields which follow a Lévy distribution cannot be represented as functions with values defined pointwise, and so more general mathematical concepts are needed. This is reflected in the term noise, which besides connoting the perturbation of a signal also refers to the lack of spatial correlation of such random fields, a feature already exhibited by Gaussian white noise. Such a mathematical framework is provided by the theory of generalized random fields, the definition and basic properties of which we recall for the reader’s convenience below.

2.1 Generalized Random Fields

Rather than by points in a subset of \( \mathbb{R}^d \), generalized random fields are families of random variables indexed by elements of an abstract vector space \( V \), which we will take to be a locally convex space over the real numbers. Specifically, \( V \) is a topological vector space possessing a base of convex zero-neighborhoods. The assumption of local convexity ensures the existence of a nontrivial dual space.

For a probability space \((\Omega, \mathcal{A}, P)\) we denote by \( L^0(\Omega, \mathcal{A}, P) \) the vector space of Borel measurable random variables. As usual, we do not distinguish notationally between a random variable and its equivalence class resulting from almost sure (a.s.) equality. Moreover, we set

\[
||X||_{L^0} := E[|X| \land 1] = \int_\Omega (|X| \land 1) \, dP, \quad X \in L^0(\Omega, \mathcal{A}, P),
\]

where \( a \wedge b := \min\{a, b\} \) for \( a, b \in \mathbb{R} \), and

\[
d_0(X, Y) := ||X - Y||_{L^0}, \quad X, Y \in L^0(\Omega, \mathcal{A}, P).
\]

It is easily seen that \( d_0 \) is a (translation-invariant) metric on \( L^0(\Omega, \mathcal{A}, P) \) making \( L^0(\Omega, \mathcal{A}, P) \) a Hausdorff topological vector space. Moreover, since for any \( \varepsilon \in (0, 1) \) and \( X \in L^0(\Omega, \mathcal{A}, P) \) we have

\[
\varepsilon P(|X| > \varepsilon) \leq ||X||_{L^0} \leq P(|X| > \varepsilon) + \varepsilon,
\]

it follows that convergence with respect to the metric \( d_0 \) coincides with convergence in probability. It is well known that the metric space \((L^0(\Omega, \mathcal{A}, P), d_0)\) is complete (see e.g. [37, Lemma 3.6]).

Definition 2.1 (Generalized Random Field). A generalized random field \( Z \) indexed by a locally convex topological vector space \( V \) is a collection of real-valued random variables \( \{Z(f)\}_{f \in V} \) on a common probability space \((\Omega, \mathcal{A}, P)\) such that the following conditions hold:

(i) Linearity: \( Z(\alpha f + \beta g) = \alpha Z(f) + \beta Z(g) \) a.s. for all \( f, g \in V \) and \( \alpha, \beta \in \mathbb{R} \).

(ii) Stochastic continuity: \( f \to f_0 \) in \( V \) implies \( Z(f) \to Z(f_0) \) in probability.

Thus, a generalized random field on \((\Omega, \mathcal{A}, P)\) indexed by \( V \) is a continuous linear mapping \( Z : V \to L^0(\Omega, \mathcal{A}, P) \), where \( L^0(\Omega, \mathcal{A}, P) \) is endowed with the metric \( d_0 \).

We call two generalized random fields \( Z \) and \( \tilde{Z} \) on probability spaces \((\Omega, \mathcal{A}, P)\) and \((\Omega, \mathcal{A}, \tilde{P})\) indexed by \( V \) equivalent (in law) if their finite-dimensional distributions coincide, i.e., if

\[
P(Z(f_1) \in A_1 \land \cdots \land Z(f_n) \in A_n) = \tilde{P}(\tilde{Z}(f_1) \in A_1 \land \cdots \land \tilde{Z}(f_n) \in A_n)
\]

holds for all \( n \in \mathbb{N}, f_1, \ldots, f_n \in V \) and \( A_1, \ldots, A_n \in \mathcal{B}^c(\mathbb{R}) \), where \( \mathcal{B}(\mathbb{R}) \) denotes the Borel \( \sigma \)-algebra on \( \mathbb{R} \).
Remark 2.2.

(i) For the (topological) dual $V'$ of a metrizable locally convex vector space $V$ and measurable $X: (\Omega, \mathfrak{A}, \mathbb{P}) \to (V', \mathcal{B})$, with $\mathcal{B}$ a $\sigma$-algebra on $V'$ for which the evaluation maps $V' \to \mathbb{R}$, $u \mapsto u(f), f \in V$, are measurable, an application of Lebesgue’s dominated convergence theorem shows that

$$Z: V \to L^0(\Omega, \mathfrak{A}, \mathbb{P}), \quad f \mapsto (\omega \mapsto X(\omega)(f)) =: X(f) =: Z(f, \omega)$$

is a generalized random field. In other words, in this setting $V'$-valued random variables are generalized random fields. However, for a general (metrizable) locally convex space $V$ it is not true that every generalized random field $Z$ indexed by $V$ can be realized (up to equivalence) in the above way by a $V'$-valued random variable. This does, however, hold for nuclear locally convex spaces $V$ by Minlos’ Theorem, see below.

(ii) Let $\tilde{V}$ be a locally convex space and let the subspace $V \subseteq \tilde{V}$ be dense. If $Z: V \to L^0(\Omega, \mathfrak{A}, \mathbb{P})$ is a generalized random field, then, due to the fact that $L^0(\Omega, \mathfrak{A}, \mathbb{P})$ endowed with the topology of convergence in probability is a complete Hausdorff space, it follows that there is a unique continuous linear extension $\tilde{Z}: \tilde{V} \to L^0(\Omega, \mathfrak{A}, \mathbb{P})$ of $Z$ (see e.g. [45, Lemma 22.19]). In particular, every generalized random field $Z$ on a locally convex space $V$ can be uniquely extended to a generalized random field on the completion of $V$.

In finite dimensions, Bochner’s theorem [52, Theorem 1.4.3] establishes that distributions of $\mathbb{R}^d$-valued random variables are in one-to-one correspondence with continuous, positive definite functions $\varphi: \mathbb{R}^d \to \mathbb{C}$ with $\varphi(0) = 1$ by way of the Fourier transform as $E [e^{iX(f)}] = \varphi(f)$ with $f \in \mathbb{R}^d$ and $X(f) = X \cdot f$ denoting the Euclidean inner product on $\mathbb{R}^d$. Although, as mentioned above, not every generalized random field indexed by a locally convex space $V$ can be represented by a $V'$-valued random variable, the one-to-one correspondence between generalized random fields indexed by $V$ (up to equivalence in law) and characteristic functionals on $V$ remains valid in this general setting.

Definition 2.3 (Characteristic Functional). A characteristic functional on a locally convex space $V$ is a mapping $\varphi: V \to \mathbb{C}$ with the following properties

(i) $\varphi(0) = 1$.

(ii) $\varphi$ is continuous,

(iii) $\varphi$ is positive definite, i.e., the matrix $[\varphi(f_i - f_j)]_{i,j=1}^n$ is Hermitian and positive semidefinite for all $n \in \mathbb{N}$ and $f_1, \ldots, f_n \in V$.

The following basic result on generalized random fields can be found e.g. in [36, Theorem 2.4.5]. Note that positive definite functions on a locally convex space are continuous if and only if they are continuous at $0$, which holds if and only if they are uniformly continuous, i.e., if for every $\varepsilon > 0$ there is a continuous seminorm $p$ on $V$ such that $|\varphi(f) - \varphi(g)| < \varepsilon$ whenever $p(f - g) < 1$ [14].

Theorem 2.4. Let $V$ be a locally convex space and $\varphi: V \to \mathbb{C}$ a characteristic functional. Then there exists a generalized random field $Z$ indexed by $V$ which is unique (up to equivalence in law) and satisfies $\varphi(f) = E [e^{iZ(f)}]$, $f \in V$. Conversely, for any generalized random field $Z$ indexed by $V$, its Fourier transform $\varphi(f) := E [e^{iZ(f)}]$, $f \in V$, is a characteristic functional.

As mentioned in Remark 2.2 (i), it is not always possible to represent a generalized random field $Z$ indexed by a locally convex space $V$ as a $V'$-valued random variable. A sufficient condition for this to hold is that the characteristic functional of $Z$ be continuous not only with respect to the topology given on $V$, but also in the Sazonov topology of $V$, which is the strongest of all multi-Hilbertian topologies which are Hilbert–Schmidt-weaker than the topology of $V$. For a precise definition of the Sazonov topology we refer to [22] and [36] (where it is referred to as the Kolmogorov-I-topology).

In general, the Sazonov topology on $V$ is strictly weaker than the original topology of $V$. However, a notable exception to this is the case when the locally convex space $V$ is nuclear. Recall that a locally convex space $V$
is nuclear if there is a directed family $\mathcal{P}$ of continuous Hilbert seminorms on $V$ that generate its topology such that for every $p \in \mathcal{P}$ there exists $q \in \mathcal{P}$ with $p \leq q$ and such that the so-called canonical linking map $i_q^p : V_q \to V_p$, i.e., the extension of the inclusion from the pre-Hilbert space $(V/\{f \in V; q(f) = 0\}, q)$ into the pre-Hilbert space $(V/\{f \in V; p(f) = 0\}, p)$ to their respective completions $V_q$ and $V_p$, is a Hilbert–Schmidt operator.

In order to formulate the version of Minlos’ Theorem which will be crucial for our considerations, we introduce the following notation. For a continuous seminorm $p$ on a locally convex space $V$ we denote as above by $V_p$ the local Banach space corresponding to $p$, i.e., the completion of the quotient $V/\{f \in V; p(f) = 0\}$ equipped with the quotient norm associated with $p$. By abuse of notation we denote the quotient norm as well as the norm on $V_p$ again by $p$. Then the dual space $V_p'$ of $V_p$ can be identified in a canonical way with the subspace $\{\omega \in V' : \exists C > 0 \forall f \in V : |\omega(f)| \leq C p(f)\}$ of $V'$. Finally, we denote the Borel $\sigma$-algebra on $V'$ generated by the weak*-topology $\sigma(V', V)$ by $\mathcal{B}(V')$. Due to the Banach-Alaoglu-Bourbaki Theorem, for every continuous seminorm $p$ on $V$ and every $n \in \mathbb{N}$ the set $\{\omega \in V' : |\omega(f)| \leq np(f) \forall f \in V\}$ is $\sigma(V', V)$-compact which implies $V_p' \subseteq \mathcal{B}(V')$. For the following version of Minlos’ Theorem, see [22, Proof of Theorem III.1.1] combined with [60, Theorem 1.3.4].

**Theorem 2.5 (Minlos).** Let $V$ be a nuclear space and $V'$ its topological dual. For a functional $\varphi : V \to \mathbb{C}$ the following are equivalent:

(i) $\varphi$ is a characteristic functional.

(ii) There is a probability measure $\mu$ on $(V', \mathcal{B}(V'))$ such that its Fourier transform $\hat{\mu}$ coincides with $\varphi$, where

$$\hat{\mu}(f) := \int_{V'} e^{i\omega(f)} \mu(d\omega), \quad f \in V. \quad (2)$$

Moreover, for a characteristic functional $\varphi$ the probability measure $\mu$ in (2) is uniquely determined.

Additionally, if for a characteristic functional $\varphi$ on a nuclear space $V$ there is a continuous Hilbert seminorm $p$ on $V$ such that $\varphi$ is continuous with respect to $p$, then for the corresponding unique probability measure $\mu$ on $(V', \mathcal{B}(V'))$ we have that $\mu(V_q') = 1$ for every continuous Hilbert seminorm $q$ on $V$ for which the canonical linking map $i_q^p : V_q \to V_p$ is Hilbert-Schmidt.

**Remark 2.6.**

(i) For an arbitrary locally convex space $V$ and any probability measure $\mu$ on $(V', \mathcal{B}(V'))$, the mapping

$$(V', \mathcal{B}(V'), \mu) \to \mathbb{R}, \quad \omega \mapsto \omega(f)$$

defines a (scalar) random variable for each $f \in V$. Therefore, the mapping

$$Z : V \to L^0(V', \mathcal{B}(V'), \mu), \quad f \mapsto (\omega \mapsto \omega(f))$$

defines a generalized random field indexed by $V$ which is called the canonical process associated with $\mu$. It should be noted that the canonical process satisfies a stronger continuity property than an arbitrary generalized random field since $(Z(f_i))_{i \in I}$ converges also pointwise on $V'$ (in particular $\mu$-almost everywhere) to $Z(f)$ whenever $(f_i)_{i \in I}$ is a net converging to $f$ in $V$.

(ii) Let $\varphi$ be a characteristic functional on the nuclear space $V$ which is continuous with respect to the continuous Hilbert seminorm $p$ and let $\mu$ be the corresponding probability measure on $(V', \mathcal{B}(V'))$. Moreover, let $q \geq p$ be a continuous Hilbert seminorm on $V$ such that the canonical linking map $i_q^p$ is Hilbert-Schmidt. It is straightforward to show that the trace $\sigma$-algebra $\mathcal{B}(V') \cap V'_q$ coincides with $\mathcal{B}(V_q')$, the Borel $\sigma$-algebra of $V_q'$ generated by the weak*-topology $\sigma(V_q', V_q)$. Thus, for the canonical process

$$Z : V_q \to L^0(V_q', \mathcal{B}(V_q'), \mu|_{V_q'})$$

associated with the restriction $\mu|_{V_q'}$ it holds that whenever $D \subseteq \mathbb{R}^d$ is open and a mapping

$$D \to V_q, \quad x \mapsto f_x$$


is continuous, $(Z(f_x))_{x \in D}$ is a random field indexed by $D$ which has almost surely continuous paths. The characteristic function of the random variable $Z(f_x)$ is given by $\varphi(f_x)$ for each $x \in D$; note that the characteristic functional $\varphi$ is uniformly continuous with respect to $p$ by assumption and thus can be extended in a unique way to a uniformly continuous functional on $V_p \supseteq V_q$.

We follow the approach outlined in Remark 2.6 (ii) below for the space $\mathcal{S}(\mathbb{R}^d)$ of Schwartz functions on $\mathbb{R}^d$ as the index space of generalized random fields $Z$ whose characteristic functionals are continuous with respect to a specific norm. These random fields $Z$ will then be convolved with Matérn kernels to yield random continuous functions on $\mathbb{R}^d$ with known pointwise distributions.

2.2 Generalized Random Fields Indexed by $\mathcal{S}$ and Their Convolution With Matérn Kernels

We now set the stage for a more precise characterization of the path properties of Lévy noise fields. We denote by $\mathcal{S} = \mathcal{S}(\mathbb{R}^d)$ the space of (real-valued) rapidly decreasing smooth functions on $\mathbb{R}^d$ endowed with its standard topology so that $\mathcal{S}$ is a separable nuclear Fréchet space, see e.g. [45]. Clearly, $\mathcal{S}$ is a subspace of $L^2(\mathbb{R}^d)$.

In view of Minlos’ Theorem 2.5, it will be important for us to know when linking maps between local Hilbert spaces of $\mathcal{S}$ are Hilbert-Schmidt. To facilitate this determination, we introduce a sequence of (semi-)norms on $\mathcal{S}$ which generate the same locally convex topology (cf. [36, Section I.1.3], [45, Example 29.5 (2)], or [50, Appendix to Section V.3] for the case $d = 1$) but for which this property can be easily verified. For $k \in \mathbb{N}_0$ we denote by $h_k$ the $k$-th Hermite function on $\mathbb{R}$, defined as

$$h_k(x) := (2^k k! \sqrt{\pi})^{-1/2}(-1)^k e^{-x^2/2} \left(\frac{d^k}{dx^k}\right) e^{-x^2}, \quad x \in \mathbb{R},$$

and for $\alpha \in \mathbb{N}_0^d$ we denote by $h_\alpha := h_{\alpha_1} \otimes \cdots \otimes h_{\alpha_d}$ the tensorized Hermite function $h_\alpha(x) := \prod_{j=1}^d h_{\alpha_j}(x_j)$ on $\mathbb{R}^d$. As is well known, the $(h_\alpha)_{\alpha \in \mathbb{N}_0^d}$ form an orthonormal basis of $L^2(\mathbb{R}^d)$. Denoting the inner product on $L^2(\mathbb{R}^d)$ by $(\cdot, \cdot)$, we observe that for every $p \in \mathbb{R}$ the set

$$\mathcal{S}_p := \left\{ f \in L^2(\mathbb{R}^d) : |f|^2_p := \sum_{\alpha \in \mathbb{N}_0^d} (2|\alpha| + d)^{2p}|(h_\alpha)|^2 < \infty \right\}$$

is a subspace of $L^2(\mathbb{R}^d)$ containing $\mathcal{S}$, $|\cdot|_p$ is a norm on $\mathcal{S}_p$ with associated inner product

$$(f, g)_p := \sum_{\alpha \in \mathbb{N}_0^d} (2|\alpha| + d)^{2p}(h_\alpha(h_\alpha, g)), \quad f, g \in \mathcal{S}_p,$$

and $\mathcal{S}_q \subseteq \mathcal{S}_p$ with continuous (even contractive) inclusion for every $p \leq q$. Furthermore, we have that

$$\mathcal{S} = \bigcap_{p \in \mathbb{R}} \mathcal{S}_p = \bigcap_{p \geq 0} \mathcal{S}_p = \bigcup_{p \in \mathbb{N}_0} \mathcal{S}_p$$

and $(|\cdot|_p)_{p \in \mathbb{R}}$ is an increasing family of seminorms on $\mathcal{S}$ which generates the standard topology on $\mathcal{S}$.

We use the above set of seminorms to construct Hilbert–Schmidt embeddings:

**Proposition 2.7.** For each $p \in \mathbb{R}$ and $\ell > \frac{d}{2}$ the linking map

$$i^p_{p+\ell} : (\mathcal{S}_p, |\cdot|_p) \to (\mathcal{S}_{p+\ell}, |\cdot|_{p+\ell})$$

from the local Hilbert space $\mathcal{S}_{p+\ell}$ to the local Hilbert space $\mathcal{S}_p$ is Hilbert-Schmidt.

**Proof.** Defining

$$h_{p, \alpha} := \prod_{j=1}^d (2\alpha_j + 1)^{-p} h_{\alpha_j}, \quad p \in \mathbb{R}, \quad \alpha \in \mathbb{N}_0^d,$$
it follows that for fixed $p \in \mathbb{R}$ the family $(h_{p,\alpha})_{\alpha \in \mathbb{N}_0^d}$ is an orthonormal basis of the pre-Hilbert space $(\mathcal{S}, \| \cdot \|_p)$ whose completion we denote by $(\mathcal{S}, \| \cdot \|_p)$. Because for $\beta \in \mathbb{N}_0^d, \ell \geq 0$ we have

$$\|h_{p+\ell, \beta}\|_p^2 = \sum_{\alpha \in \mathbb{N}_0^d} (2|\alpha| + d)^{2p}|(h_{p+\ell, \beta}, h_\alpha)|^2 = \frac{(2|\beta| + d)^{2p}}{\prod_{j=1}^{d} (2\beta_j + 1)^{2(p+\ell)}}$$

and because there is $1 \leq j \leq d$ with $\beta_j \geq |\beta|/d$, it follows that for fixed $\ell$ we have the estimate that for each $\beta$ whose completion we denote by $(\mathcal{S}, \| \cdot \|_p)$, defined just before Proposition 2.7. For $\alpha \in \mathbb{N}_0^d$, we conclude using Hölder’s inequality that, for all $\alpha \in \mathbb{N}_0^d$, we have

$$\|h_{\alpha}\|_p = \frac{\alpha + 1}{2} \|h_{\alpha} - e_j\|_p + \frac{\alpha + 1}{2} \|h_{\alpha} + e_j\|_p, \quad 1 \leq j \leq d, \alpha \in \mathbb{N}_0^d, x \in \mathbb{R}^d$$

satisfied by the Hermite functions. Here $e_j = (\delta_{\ell,j})_{1 \leq \ell \leq d}$ denotes the $j$-th unit coordinate vector in $\mathbb{R}^d$. Combining the above considerations we can now easily prove the following theorem.
**Theorem 2.8.** Let $\varphi : \mathcal{S} \to \mathbb{C}$ be a positive definite functional which is continuous with respect to the norm $|| \cdot ||$ and which satisfies $\varphi(0) = 1$. Then there is a unique probability measure $\mu$ on $(\mathcal{S}', \mathcal{B}(\mathcal{S}'))$ such that $\hat{\mu} = \varphi$. Moreover, $\mu(\mathcal{S}'_q) = 1$ if $q > \frac{3d}{4}$.

**Proof.** It follows from inequality (3) and the continuity of $\varphi$ that $\varphi$ is continuous with respect to $| \cdot |_2$ whenever $m > d/2$. Because $\mathcal{I}_{m/2+\ell}$ is Hilbert-Schmidt for every $\ell > d/2$ by Proposition 2.7, the assertion follows from Minlos’ Theorem 2.5. $\square$

For a tempered distribution $\omega \in \mathcal{S}'$ and a rapidly decreasing function $f \in \mathcal{S}$ the convolution

$$\omega * f : \mathbb{R}^d \to \mathbb{R}, \quad y \mapsto \langle \omega, \tau_y(f^\vee) \rangle = \langle \omega_x, f(y-x) \rangle$$

is a smooth function, where as usual we denote by $u(g) = \langle u, g \rangle$ the application of $u \in \mathcal{S}'$ to $g \in \mathcal{S}$. In addition, $(\tau_y g)(x) := g(x-y)$ denotes the translation of $g$ by $y \in \mathbb{R}^d$, $g^\wedge(x) := g(-x)$ the reflection of $g$ at the origin, and the subscript $\omega_x$ indicates that the tempered distribution $\omega$ acts on test functions depending on the variable $x$.

Similarly, for $q \in \mathbb{N}_0$ and $\omega \in \mathcal{S}'_q$, whenever $f \in \mathcal{S}_q$ is a function such that $\tau_y(f^\vee) \in \mathcal{S}_q$ for every $y \in \mathbb{R}^d$, the convolution

$$\mathbb{R}^d \to \mathcal{S}_q(\mathbb{R}^d), \quad y \mapsto \tau_y(f^\vee)$$

is defined and is obviously continuous whenever the mapping

$$\mathbb{R}^d \to \mathcal{S}_q(\mathbb{R}^d), \quad y \mapsto \tau_y(f^\vee)$$

is continuous. Therefore, whenever $\varphi$ is a $\mathbb{N} \to \mathbb{C}$-continuous characteristic functional on $\mathcal{S}$ with associated probability measure $\mu$ on $(\mathcal{S}', \mathcal{B}(\mathcal{S}'))$, it follows from Theorem 2.8 that for $\mu$-almost all $\omega$ the convolution $\omega * f$ is a well-defined function on $\mathbb{R}^d$ for each $f \in \mathcal{S}_q$, $q > \frac{3d}{4}$, for which $\tau_y(f^\vee) \in \mathcal{S}_q$ for every $y \in \mathbb{R}^d$, and this convolution yields a continuous function on $\mathbb{R}^d$ whenever

$$\mathbb{R}^d \to \mathcal{S}_q, \quad y \mapsto \tau_y(f^\vee)$$

is continuous. We are particularly interested in the case when $f$ is a Matérn kernel.

**Definition 2.9.** For $\alpha \in \mathbb{R}$ and $m > 0$ we introduce the function

$$\hat{k}_{\alpha,m} : \mathbb{R}^d \to \mathbb{R}, \quad \xi \mapsto \frac{1}{(|\xi|^2 + m^2)\alpha}$$

and define the Matérn kernel (with parameters $\alpha$ and $m$) as the inverse Fourier transform

$$k_{\alpha,m} := \mathcal{F}^{-1}(\hat{k}_{\alpha,m}).$$

Note that $\hat{k}_{\alpha,m}$ is a polynomially bounded smooth function and thus belongs to $\mathcal{S}'$, hence its inverse Fourier transform is well-defined.

The proof of the following lemma is somewhat technical and can be found in Appendix A.

**Lemma 2.10.** For $q \in \mathbb{N}_0$, $\alpha \in \mathbb{R}$, and $m > 0$ in the following statements, (i) implies (ii), (ii) implies (iii), and (iii) implies (iv).

(i) $\alpha > \frac{d}{4} + q + \max\left\{0, \frac{q^2}{4} \right\}$.

(ii) For every $y \in \mathbb{R}^d$ the translation $\tau_y(k_{\alpha,m}^\vee)$ lies in $\mathcal{S}_q$ and the mapping

$$\mathbb{R}^d \to (\mathcal{S}_q, | \cdot |_q), \quad y \mapsto \tau_y(k_{\alpha,m}^\vee)$$

is continuous.

(iii) For every $y \in \mathbb{R}^d$ the translation $\tau_y(k_{\alpha,m}^\vee)$ lies in $\mathcal{S}_q$.
(iv) $\alpha > \frac{d}{2} + q$.

In particular, if $q \in \{0, 1, 2, 3\}$ then (ii), (iii), and (iv) above are equivalent.

We can now state sufficient conditions on the amount of smoothing required in order that a random field with a $\|\cdot\|$-continuous characteristic functional have continuous realizations after smoothing by convolution with $k_{\alpha,m}$.

**Theorem 2.11.** Let $\varphi$ be a positive definite $\|\cdot\|$-continuous functional on $\mathcal{S} = \mathcal{S}(\mathbb{R}^d)$ with $\varphi(0) = 1$. Then there is a unique probability measure $\mu$ on $(\mathcal{S}', \mathcal{B}(\mathcal{S}'))$ satisfying $\hat{\mu} = \varphi$ and such that for all $\alpha > d + \max\{0, \frac{3d+12}{8}\}$, every $m > 0$, the function

$$\mathbb{R}^d \to \mathbb{R}, \quad y \mapsto \omega * k_{\alpha,m}(y) = \langle \omega, \tau_y(k_{\alpha,m}^\vee) \rangle$$

(is defined and continuous for $\mu$-almost all $\omega \in \mathcal{S}'$. Moreover, for fixed $y \in \mathbb{R}^d$ the distribution of the random variable

$$(\mathcal{S}', \mathcal{B}(\mathcal{S}'), \mu) \to (\mathbb{R}, \mathcal{B}(\mathbb{R})), \quad \omega \mapsto \omega * k_{\alpha,m}(y)$$

has the Fourier transform $\varphi(\tau_y(k_{\alpha,m}^\vee))$.

**Proof.** By Theorem 2.8 there is a unique probability measure $\mu$ on $(\mathcal{S}', \mathcal{B}(\mathcal{S}'))$ such that $\hat{\mu} = \varphi$ and $\mu(\mathcal{S}_q') = 1$ whenever $q > \frac{3d}{4}$. Now, for $\alpha > \frac{d}{4} + \frac{3d}{4} + \max\{0, \frac{3d-3}{2}\} = d + \max\{0, \frac{3d-12}{8}\}$ there is $q > \frac{3d}{4}$ such that $\alpha > \frac{d}{4} + q + \max\{0, \frac{3d-3}{2}\}$ so that by Lemma 2.10 the mapping

$$\mathbb{R}^d \to (\mathcal{S}_q, \cdot |_{\mathcal{S}_q}), \quad y \mapsto \tau_y(k_{\alpha,m}^\vee)$$

is correctly defined and continuous which, since $\mu(\mathcal{S}_q') = 1$ and hence $\mu(\mathcal{S}' \setminus \mathcal{S}_q') = 0$, implies that for $\mu$-almost all $\omega \in \mathcal{S}'$

$$\mathbb{R}^d \to \mathbb{C}, \quad y \mapsto \langle \omega, \tau_y(k_{\alpha,m}^\vee) \rangle = \omega * k_{\alpha,m}(y)$$

is the composition of continuous functions and therefore continuous.

Finally, since $\varphi$ is $\|\cdot\|$-continuous it follows from inequality (3) that $\varphi$ is also $|\cdot|_p$-continuous for every $p > \frac{d}{2}$. In particular, $\varphi$ is $|\cdot|_q$-continuous for $q$ as above. Because $\tau_y(k_{\alpha,m}^\vee)$ belongs to $\mathcal{S}_q$, the $|\cdot|_q$-completion of $\mathcal{S}$, there is a sequence $(f_n)_{n \in \mathbb{N}}$ in $\mathcal{S}$ which converges to $\tau_y(k_{\alpha,m}^\vee)$ with respect to $|\cdot|_q$. Applying Lebesgue’s dominated convergence theorem thus yields

$$\varphi(\tau_y(k_{\alpha,m}^\vee)) = \lim_{n \to \infty} \varphi(f_n) = \lim_{n \to \infty} \int_{\mathcal{S}_q} e^{i \langle \omega, f_n \rangle} \mu(\mathrm{d}\omega)$$

$$= \lim_{n \to \infty} \int_{\mathcal{S}_q} e^{i \langle \omega, f_n \rangle} \mu(\mathrm{d}\omega) = \int_{\mathcal{S}_q} e^{i \langle \omega, \tau_y(k_{\alpha,m}^\vee) \rangle} \mu(\mathrm{d}\omega),$$

which proves the theorem. \qed

## 3 Lévy Random Fields

In this section we employ the setting introduced in Section 2 to construct smoothed Lévy noise fields. These—composed with suitable transformations—will then be used as random coefficient functions in the diffusion equation.

### 3.1 Classification of Noise Fields

In this section we introduce and investigate the class of Lévy noise fields.
Definition 3.1. Let \( b \in \mathbb{R}, \sigma^2 \geq 0 \), and let \( \nu \) be a \( \sigma \)-finite Borel measure on \( \mathbb{R} \setminus \{0\} \) satisfying \( \int_{\mathbb{R} \setminus \{0\}} \min\{1, s^2\} \ \nu(ds) < \infty \). Then the function
\[
\psi : \mathbb{R} \rightarrow \mathbb{C}, \quad \psi(x) := ibt - \frac{\sigma^2 t^2}{2} + \int_{\mathbb{R} \setminus \{0\}} \left( e^{its} - 1 - itsI_{\{|s| \leq 1\}}(s) \right) \ \nu(ds)
\]
is called the Lévy characteristic with characteristic triplet \((b, \sigma^2, \nu)\).

A generalized random field \( Z \) indexed by \( \mathcal{S} \) is called a Lévy noise field if there is a characteristic triplet \((b, \sigma^2, \nu)\) such that for the characteristic functional \( \varphi \) of \( Z \) there holds
\[
\varphi(f) = \exp \left( \int_{\mathbb{R}^d} (\psi \circ f)(x) \ dx \right), \quad f \in \mathcal{S},
\]
where \( \psi \) is the Lévy characteristic associated with \((b, \sigma^2, \nu)\). In particular, this assumes \( \psi \circ f \in L^1(\mathbb{R}^d) \) for all \( f \in \mathcal{S} \). We then say that \( Z \) is associated with the characteristic triplet \((b, \sigma^2, \nu)\).

A classical reference for Lévy noise fields is [28]. See also [2, 4].

Lemma 3.2. A Lévy noise field \( Z \) can be decomposed as \( Z = Z_D + Z_G + Z_J \) with deterministic part \( Z_D \), Gaussian white noise \( Z_G \), and pure jump noise \( Z_J \), each of which are independent random fields with characteristic functionals
\[
\varphi_{Z_D}(f) = \exp \left( ib \int_{\mathbb{R}^d} f(x) \ dx \right),
\]
\[
\varphi_{Z_G}(f) = \exp \left( -\frac{\sigma^2}{2} \|f\|^2_{L^2(\mathbb{R}^d)} \right), \quad \text{and}
\]
\[
\varphi_{Z_J}(f) = \exp \left( \int_{\mathbb{R}^d} \int_{\mathbb{R} \setminus \{0\}} e^{isf} - 1 - isfI_{\{|s| \leq 1\}} \ \nu(ds) \ dx \right),
\]
respectively.

Proof. This is a direct consequence of Definition 3.1, which implies the factorization of the characteristic functional \( \varphi_Z(f) = \varphi_{Z_D}(f)\varphi_{Z_G}(f)\varphi_{Z_J}(f) \). \( \square \)

In view of Lemma 3.2, Lévy noise is seen to be a generalization of Gaussian noise, to which it simplifies when the pure jump part \( Z_J \) is omitted.

Proposition 3.3. Let \( \psi \) be a Lévy characteristic with triplet \((b, \sigma^2, \nu)\) in which the Lévy measure satisfies \( \int_{\mathbb{R} \setminus \{0\}} |s|I_{\{|s|>1\}}(s) \ \nu(ds) < \infty \). Then,
\[
\varphi : \mathcal{S} \rightarrow \mathbb{C}, \quad \varphi(f) := \exp \left( \int_{\mathbb{R}^d} (\psi \circ f)(x) \ dx \right)
\]
is a correctly defined characteristic functional which is continuous with respect to the norm \( \|\cdot\| \). In particular, there is a Lévy noise field \( Z \) (unique up to equivalence in law) associated with \((b, \sigma^2, \nu)\). Moreover, \( Z \) is continuous with respect to \( \|\cdot\| \).

Proof. For \( f \in \mathcal{S} \) we have \( f \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d) \) so that
\[
\int_{\mathbb{R}^d} \int_{\mathbb{R} \setminus \{0\}} |e^{isf}(x) - 1 - isf(x)I_{\{|s| \leq 1\}}(s)| \ \nu(ds) \ dx
= \int_{\mathbb{R}^d} \int_{0<|s| \leq 1} |e^{isf}(x) - 1 - isf(x)| \ \nu(ds) \ dx + \int_{\mathbb{R}^d} \int_{|s|>1} |e^{isf}(x) - 1| \ \nu(ds) \ dx
\leq \int_{\mathbb{R}^d} \int_{0<|s| \leq 1} |s|^2 |f(x)|^2 \ \nu(ds) \ dx + \int_{\mathbb{R}^d} \int_{|s|>1} |s| |f(x)| \ \nu(ds) \ dx
\leq \frac{1}{2} \int_{\mathbb{R} \setminus \{0\}} \min\{1, s^2\} \ \nu(ds) \|f\|^2_{L^2(\mathbb{R}^d)} + \int_{|s|>1} |s| \ \nu(ds) \|f\|_{L^1(\mathbb{R}^d)}
\]
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yields \( \psi \circ f \in L^1(\mathbb{R}^d) \) and
\[
\| \psi \circ f \|_{L^1(\mathbb{R}^d)} \leq (|b| + \int_{\{|x| > 1\}} |x| \nu(dx)) \|f\|_{L^1(\mathbb{R}^d)} + \left( \frac{\sigma^2 + \int_{\mathbb{R}^d \setminus \{0\}} \min\{1, x^2\} \nu(dx)}{2} \right) \|f\|_{L^2(\mathbb{R}^d)}^2.
\]
Thus,
\[
\varphi : \mathcal{S} \to \mathbb{C}, \quad \varphi(f) := \exp \left( \int_{\mathbb{R}^d} (\psi \circ f)(x) \, dx \right)
\]
is correctly defined. Since \( \varphi(0) = 1 \), the previous inequality implies that \( \varphi \) is continuous at 0 with respect to the norm \( \| \cdot \| \).

Finally, the restriction of \( \varphi \) to \( \mathcal{S}(\mathbb{R}^d) \) is positive definite, see [28, Theorem 6 p. 283]. Since \( \varphi \) is \( \| \cdot \| \)-continuous at 0, the restriction of \( \varphi \) to \( \mathcal{S}(\mathbb{R}^d) \) is (uniformly) \( \| \cdot \| \)-continuous. Because the latter subspace of \( \mathcal{S} \) is \( \| \cdot \| \)-dense in \( \mathcal{S} \), \( \varphi \) is positive definite. Therefore, by Theorem 2.4 (and inequality (3)) there is a generalized random field \( Z \) indexed by \( \mathcal{S} \) (which is continuous with respect to the \( \| \cdot \| \)-norm) whose Fourier transform is \( \varphi \), which proves the proposition.

\( \square \)

Remark 3.4. Convolving a compactly supported continuous function on \( \mathbb{R}^d \) with an approximate identity shows that \( \mathcal{S}(\mathbb{R}^d) \) is \( \| \cdot \| \)-dense in the compactly supported continuous functions on \( \mathbb{R}^d \). Hence \( \mathcal{S} \) is dense in \( L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d) \) when the latter space is equipped with the norm \( \| \cdot \| \). As noted in Remark 2.2, it thus follows that for every \( \| \cdot \| \)-continuous Lévy noise field \( Z \) there is a unique generalized random field indexed by \( L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d) \) which extends \( Z \). We denote this extension again by \( Z \). In particular, for a Borel subset \( \Lambda \) of \( \mathbb{R}^d \) with finite Lebesgue measure, we can define the (non-normalized) \( \Lambda \)-average of the Lévy noise field \( Z \) by \( Z(\mathbb{1}_\Lambda) \).

Definition 3.5 (Stationary noise field). A generalized random field \( Z \) indexed by \( \mathcal{S} \) is called

(i) a noise field if for any choice of index functions \( f_1, \ldots, f_n \in \mathcal{S} \) with mutually disjoint supports the random variables \( Z(f_1), \ldots, Z(f_n) \) are independent;

(ii) stationary if for every \( f \in \mathcal{S} \) and each \( a \in \mathbb{R}^d \) the random variables \( Z(f) \) and \( Z(f_a) \) have the same probability distribution, i.e., \( Z(f) \sim Z(f_a) \), where \( f_a(x) = (\tau_a f)(x) = f(x - a) \);

(iii) a stationary noise field if it is both a noise field and stationary.

Noise fields can be arbitrarily singular, as the distributional derivative of a noise field is again a noise field. In many situations, one would like to take spatial averages \( Z(\mathbb{1}_A) \) of a noise field for a bounded and measurable set \( A \subseteq \mathbb{R}^d \) and also ensure that this quantity has finite expectation. Note that for such \( A \), the indicator function \( \mathbb{1}_A \in V = L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d) \), but \( \mathbb{1}_A \notin \mathcal{S} \) which rules out all too singular distributional noises. In the setting outlined above, we obtain the following characterization of stationarity:

Theorem 3.6. Let \( Z \) be a generalized random field on \((\Omega, \mathcal{F}, \mathbb{P})\) indexed by \( \mathcal{S} \) which is \( \| \cdot \| \)-continuous. Assume that the unique \( \| \cdot \| \)-continuous extension of \( Z \) to \( L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d) \) satisfies \( Z(f) \in L^1(\Omega, \mathcal{F}, \mathbb{P}) \) for all \( f \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d) \). Then the following are equivalent.

(i) \( Z \) is a Lévy noise field.

(ii) \( Z \) is a stationary noise field.

Proof. Assuming first that \( Z \) is a Lévy noise field, there is a characteristic triplet \((b, \sigma^2, \nu)\) with associated Lévy characteristic \( \psi \) such that the Fourier transform \( \varphi \) of \( Z \) satisfies \( \varphi(f) = \exp \left( \int_{\mathbb{R}^d} (\psi \circ f)(x) \, dx \right) \), \( f \in \mathcal{S} \). By the translation invariance of Lebesgue measure we conclude that for all \( a \in \mathbb{R}^d \) there holds \( \varphi(f_a) = \varphi(f) \), i.e., the random variables \( Z(f_a) \) and \( Z(f) \) have the same characteristic function and therefore \( Z(f) \sim Z(f_a) \). Hence \( Z \) is a stationary field.
Now, for $f_1, \ldots, f_n \in \mathcal{F}$ with disjoint supports it follows for all $(\kappa_1, \ldots, \kappa_n) \in \mathbb{R}^n$ and every $x \in \mathbb{R}^d$ that 
$$
\psi(\sum_{j=1}^n \kappa_j f_j(x)) = \sum_{j=1}^n \psi(\kappa_j f_j(x))
$$
because at most one of the summands is different from 0 and $\psi(0) = 0$. Hence,

$$
\mathbb{E} \left[ e^{i \sum_{j=1}^n \kappa_j Z(f_j)} \right] = \mathbb{E} \left[ e^{i Z(\sum_{j=1}^n \kappa_j f_j)} \right] = \exp \left( \int_{\mathbb{R}^d} \psi(\sum_{j=1}^n \kappa_j f_j(x)) \, dx \right)
$$

$$
= \prod_{j=1}^n \exp \left( \int_{\mathbb{R}^d} \psi(\kappa_j f_j(x)) \, dx \right) = \prod_{j=1}^n \mathbb{E} \left[ e^{i \kappa_j Z(f_j)} \right],
$$
i.e., the Fourier transform of the joint distribution of the random variables $Z(f_1), \ldots, Z(f_n)$ equals the product of the characteristic functions of the $Z(f_j)$, thus $Z(f_1), \ldots, Z(f_n)$ are independent, so that (i) implies (ii).

In order to show that (ii) implies (i) we first observe that the $\|\|\|\cdot\|\|\|_1$-continuity of $Z$ allows, as described in Remark 3.4, to extend $Z$ uniquely to a generalized random field on $L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$, where we equip the latter with the norm $\|\|\|\cdot\|\|_1$. We denote this extension again by $Z$. Since $\tau_\delta$ is a continuous linear operator on $\mathcal{F}$ with respect to the norm $\|\|\|\cdot\|\|_1$, it follows by the $\|\|\|\cdot\|\|_1$-density of $\mathcal{F}$ in $L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$ that $Z(f_\delta) \sim Z(f)$ for all $f \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$.

By definition, a box in $\mathbb{R}^d$ is a set of the form $\prod_{j=1}^d [\beta_j, \gamma_j]$ where $\beta_j, \gamma_j \in \mathbb{R}$, $1 \leq j \leq d$ with $\gamma_j - \beta_j > 0$ independent of $j$, the so-called (side) length of the box. Let $\Lambda := \prod_{j=1}^d [\beta_j, \gamma_j]$ be a box of length $L > 0$. We subdivide $\Lambda$ into $n^d$ non-intersecting boxes $\Lambda_\ell$, each of side length $L/n$. Thus for each $1 \leq \ell \leq n^d$ we have $Z(1_{\Lambda_\ell}) \sim Z(1_{\Lambda_\ell})$ by the (extended) stationarity of $Z$. It follows from the construction that there are $\beta_j, \gamma_j \in \mathbb{R}$, $\gamma_j - \beta_j = L/n, 1 \leq j \leq d$ as well as $a^{(1)}, \ldots, a^{(n^d)} \in \mathbb{R}^d$ such that

$$
\Lambda_\ell = \prod_{j=1}^d (a_j^{(\ell)} + \beta_j, a_j^{(\ell)} + \gamma_j), \quad \ell = 1, 2, \ldots, n^d.
$$

For $\varepsilon \in (0, L/2n)$ we define

$$
\Lambda_\ell^\varepsilon := \prod_{j=1}^d (a_j^{(\ell)} + \beta_j + \varepsilon, a_j^{(\ell)} + \gamma_j - \varepsilon), \quad \ell = 1, 2, \ldots, n^d.
$$

Moreover, let $\phi \in C_c^\infty(\mathbb{R}^d)$ be such that $\supp \phi \subset (-1,1)^d$, $\phi \geq 0$, and $\int_{\mathbb{R}^d} \phi \, dx = 1$. We define $\phi_\varepsilon(x) := e^{-\varepsilon^2 \phi(x/\varepsilon)}$, $\varepsilon > 0$. Then, for $\varepsilon \in (0, L/2n)$ it follows that $\phi_\varepsilon * 1_{\Lambda_\ell^\varepsilon}, 1 \leq \ell \leq n^d$, are functions in $C_c^\infty(\mathbb{R}^d)$ satisfying

(1) $\forall 1 \leq \ell \leq n^d, \varepsilon \in (0, L/2n)$ : $\supp \phi_\varepsilon * 1_{\Lambda_\ell^\varepsilon} \subseteq \Lambda_\ell$,

(2) $\forall 1 \leq \ell \leq n^d, \varepsilon \in (0, L/2n)$ : $\sup_{x \in \mathbb{R}^d} |\phi_\varepsilon * 1_{\Lambda_\ell^\varepsilon}| \leq 1$.

In particular, for fixed $\varepsilon \in (0, L/2n)$ the functions $\phi_\varepsilon * 1_{\Lambda_\ell^\varepsilon}, 1 \leq \ell \leq n^d$, have mutually disjoint supports and, by Lebesgue’s dominated convergence theorem, $\lim_{\varepsilon \to 0} \phi_\varepsilon * 1_{\Lambda_\ell^\varepsilon} = 1_{\Lambda_\ell}$, with respect to $\|\|\|\cdot\|\|_1$.

By the $\|\|\|\cdot\|\|_1$-continuity of $Z$, $Z(\phi_\varepsilon * 1_{\Lambda_\ell^\varepsilon}) \to Z(1_{\Lambda_\ell})$ in probability if $\varepsilon \to 0$, see Remark 2.2 (ii). Consequently, also the vector $(Z(\phi_\varepsilon * 1_{\Lambda_\ell^\varepsilon}), \ldots, Z(\phi_\varepsilon * 1_{\Lambda_{n^d}^\varepsilon}))$ converges in probability to $(Z(1_{\Lambda_1}), \ldots, Z(1_{\Lambda_{n^d}}))$. As the random variables $Z(\phi_\varepsilon * 1_{\Lambda_\ell^\varepsilon})$ are independent, their joint characteristic function factors into a product of individual characteristic functions, each converging to the characteristic function of the corresponding $Z(1_{\Lambda_\ell})$ (as convergence in probability is stronger than convergence in law, which is equivalent to the point-wise convergence of characteristic functions). Thus, the joint characteristic function of $(Z(1_{\Lambda_1}), \ldots, Z(1_{\Lambda_{n^d}}))$, which coincides with the limit of the joint characteristic function of $(Z(\phi_\varepsilon * 1_{\Lambda_\ell^\varepsilon}), \ldots, Z(\phi_\varepsilon * 1_{\Lambda_{n^d}^\varepsilon}))$, factors into a product of the characteristic functions of $Z(1_{\Lambda_\ell})$. This implies that the random variables $Z(1_{\Lambda_\ell})$ are independent.

Defining

$$
B_{\ell,n} := \left[ \beta_1 + (\ell - 1) \frac{L}{n}, \beta_1 + \ell \frac{L}{n} \right] \times \prod_{j=2}^n (\beta_j, \gamma_j), \quad 1 \leq \ell \leq n,
$$
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we obtain a partition of $\Lambda$ into $n$ sets of which each is a disjoint union of a mutually disjoint subfamily of the $\Lambda_1, \ldots, \Lambda_{n^d}$ such that $Z(\mathbb{1}_{B_{1,n}}), \ldots, Z(\mathbb{1}_{B_{n,n}})$ are i.i.d. random variables. Obviously, $Z(\mathbb{1}_\Lambda) = \sum_{\ell=1}^n Z(\mathbb{1}_{B_{\ell,n}})$ and, since $n \in \mathbb{N}$ was chosen arbitrarily, $Z(\mathbb{1}_{\Lambda})$ has an infinitely divisible probability law. Thus, by the Lévy-Khinchine Theorem [53, Theorem 8.1] there is a uniquely determined characteristic triplet $(b_\Lambda, \sigma_\Lambda^2, \nu_\Lambda)$ with associated Lévy characteristic $\psi_\Lambda$ such that

$$E\left[e^{\beta Z(\mathbb{1}_\Lambda)}\right] = e^{c|\Lambda|\psi_\Lambda(\beta)} \quad \text{and} \quad E\left[e^{\beta^2 Z(\mathbb{1}_\Lambda)}\right] = e^{c|\Lambda|^2\psi_\Lambda(\beta)}.$$ 

for all $\beta \in \mathbb{R}$ and $\ell = 1, \ldots, n^d$, where for a Borel set $B \subseteq \mathbb{R}^d$ we denote by $|B|$ its Lebesgue measure.

Let now $\Lambda'$ be a box of length $L' > 0$ such that $L/L'$ is a rational number $n/m, m \in \mathbb{N}$. As above, we subdivide $\Lambda$ into $n^d$ mutually disjoint boxes $\Lambda_\ell$ of side length $L/n$ and $\Lambda'$ into $m^d$ mutually disjoint boxes $\Lambda'_k$ of side length $L'/m$. Because $L/n = L'/m$, it follows from the (extended) stationarity of $Z$ that the random variables $Z(\mathbb{1}_{\Lambda_\ell})$ and $Z(\mathbb{1}_{\Lambda'_k})$ have the same distribution, $1 \leq \ell \leq n^d, 1 \leq k \leq m^d$. This implies

$$e^{c|\Lambda_\ell|\psi_\Lambda(\beta)} = e^{c|\Lambda'_k|\psi_\Lambda(\beta)} \quad \forall \beta \in \mathbb{R}, 1 \leq \ell \leq n^d, 1 \leq k \leq m^d,$$

so that $|\Lambda_\ell| = (L/n)^d = (L/m)^d = |\Lambda'_k|$ and the continuity of the Lévy characteristics $\psi_\Lambda$ and $\psi_{\Lambda'}$ it follows that there is $k \in \mathbb{Z}$ with $\psi_\Lambda(\beta) = \psi_{\Lambda'}(\beta) + 2\pi i k$. Since $\psi_\Lambda(0) = 0 = \psi_{\Lambda'}(0)$ we conclude $\psi_\Lambda = \psi_{\Lambda'}$. Hence, there is a characteristic triplet $(b, \sigma^2, \nu)$ with associated Lévy characteristic $\psi$ such that for all boxes $\Lambda$ with rational side length $E\left[e^{\beta Z(\mathbb{1}_\Lambda)}\right] = e^{|\Lambda|\psi(\beta)}, \beta \in \mathbb{R}$. Because $Z(\mathbb{1}_\Lambda) \in L^1(\Omega, \mathcal{F}, P)$ it follows from [53, Example 25.12] that $\int_{\{|x|>1\}} |x| \nu(dx) < \infty$ so that by Proposition 3.3

$$\varphi_\psi : \mathcal{S} \to \mathbb{C}, \quad f \mapsto \exp\left(\int_{\mathbb{R}^d} (\varphi \circ f)(x) \, dx\right)$$

is a correctly defined, positive definite functional which is $\|\cdot\|$-continuous and which can be extended in a unique way to a $\|\cdot\|$-continuous characteristic functional on $L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$.

Now let $\Lambda^{(1)}, \ldots, \Lambda^{(n)}$ be mutually disjoint boxes in $\mathbb{R}^d$ of respective side lengths $L_j \in \mathbb{Q}$. By the same arguments as above for the $\Lambda_1, \ldots, \Lambda_n$ we obtain via mollification of the indicator functions of suitably shrunk boxes and the fact that $Z$ is a noise field, that $Z(\mathbb{1}_{\Lambda^{(1)}}, \ldots, Z(\mathbb{1}_{\Lambda^{(n)}})$ are independent. Considering the simple function $f = \sum_{j=1}^n k_j \mathbb{1}_{\Lambda^{(j)}}$, we obtain

$$\varphi(f) = E\left[e^{Z(f)}\right] = \prod_{j=1}^n e^{\varphi(\mathbb{1}_{\Lambda^{(j)}})} = \prod_{j=1}^n \int_{\mathbb{R}^d} \psi(k_j) \mathcal{L}(\mathbb{1}_{\Lambda^{(j)}})(x) \, dx = \prod_{j=1}^n \int_{\mathbb{R}^d} \psi(k_j) \mathcal{L}(\mathbb{1}_{\Lambda^{(j)}})(x) \, dx. \quad (5)$$

where we have used again that for functions with mutually disjoint (essential) supports $f_1, \ldots, f_n \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$ we have $\varphi(\sum_j f_j) = \sum_j \varphi(f_j)$ due to $\psi(0) = 0$.

Finally, since simple functions of the above form are $\|\cdot\|$-dense in $L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$ and $\varphi$ as well as $\varphi_\psi$ are $\|\cdot\|$-continuous it follows from (5) that $\varphi(f) = \varphi_\psi(f)$ for all $f \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$. In particular, $Z$ is a Lévy noise field.

For computational purposes such as quadrature or Karhunen-Loève expansion, knowledge about the expectation of polynomial expressions in the random fields is needed. It is thus essential to calculate the moments of Lévy noise fields.

**Proposition 3.7.** Let $Z$ be a $\|\cdot\|$-continuous Lévy noise field with characteristic triplet $(b, \sigma^2, \nu)$. Suppose the Lévy measure $\nu$ is such that the following integrals exist and are finite

$$b_1 := \int_{\{|x|>1\}} s \nu(ds) \quad \text{and} \quad b_n := \int_{\mathbb{R}^d \setminus \{0\}} s^n \nu(ds), \quad n \in \mathbb{N}, \quad n \geq 2.$$

Then $Z(f)$ has moments of all orders for every $f \in \mathcal{S}$ and

$$E\left[\sum_{j=1}^n Z(f_j)\right] = \sum_{\ell \in \{1, \ldots, n^d\}}^c \sum_{I \subseteq \{1, \ldots, n^d\}} \int_{\mathbb{R}^d} \prod_{j \in I} f_j(x) \, dx.$$
Remark 3.2 Smoothed Stationary Noise Fields

and define the smoothed random field with smoothing function or smoothing kernel

be found in Appendix B.

Bruno’s formula to 

Proof. Note that this is the cumulant expansion of moments. It can be obtained by application of Faa di Bruno’s formula to \( \varphi(f) = \exp\{ \int \psi \circ f \, dx \} \). For details, see e.g. [2, Proposition 3.6]. A complete proof can be found in Appendix B.

3.2 Smoothed Stationary Noise Fields

So far we have considered \( \| \| \) -continuous stationary noise fields \( Z \) which by definition are indexed by \( \mathcal{D}(\mathbb{R}^{d}) \) but can be extended uniquely to generalized random fields indexed by \( L^{1}(\mathbb{R}^{d}) \cap L^{2}(\mathbb{R}^{d}) \) and these extensions will again be denoted by \( Z \). However, we are interested in random functions on (an open, bounded subset \( D \) of) \( \mathbb{R}^{d} \) which will serve as conductivity coefficients for a stationary diffusion equation. We therefore introduce the following notion.

Definition 3.8 (Smoothed Random Fields). For a \( \| \| \) -continuous stationary noise field \( Z \) on the probability space \( (\Omega, \mathcal{A}, \mathbb{P}) \) and a function \( k \in L^{1}(\mathbb{R}^{d}) \cap L^{2}(\mathbb{R}^{d}) \), we define the smoothed random field (with window function, smoothing function, or smoothing kernel \( k \)) as the family of random variables

where \( k_{x} := \tau_{x}(k^{\cdot}) = k(x - \cdot) \). More generally, we shall call a bivariate \( k : \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R} \) a smoothing function (window function) if \( k(x, \cdot) \in L^{1}(\mathbb{R}^{d}) \cap L^{2}(\mathbb{R}^{d}) \) for every \( x \in \mathbb{R}^{d} \) and \( \mathbb{R}^{d} \rightarrow (L^{1}(\mathbb{R}^{d}) \cap L^{2}(\mathbb{R}^{d})), \| \|, x \mapsto k(x, \cdot) \) is continuous. For a bivariate smoothing function \( k \) we set (using the same notation) \( k_{x} := k(x, \cdot) \) and define the smoothed random field with smoothing function \( k \) as the family of random variables \( Z_{k}(x) := Z(k_{x}) \in L^{0}(\Omega, \mathcal{A}, \mathbb{P}), x \in \mathbb{R}^{d} \).

Remark 3.9.

(i) Since by Minlos’ Theorem 2.5 every generalized random field \( Z \) on \( (\Omega, \mathcal{A}, \mathbb{P}) \) indexed by \( \mathcal{D}(\mathbb{R}^{d}) \) is given by a \( \mathcal{D}(\mathbb{R}^{d}) \) -valued random variable (again denoted by \( Z \)), it follows for a window function \( k \in \mathcal{D}(\mathbb{R}^{d}) \) that

is \( \mathbb{P} \) -almost surely a smooth function as a convolution of a random tempered distribution with a Schwartz function.

(ii) For stationary noise fields \( Z \) it follows from the definition that, for an arbitrary window function \( k \in \mathcal{D}(\mathbb{R}^{d}) \), the random variables of the associated smoothed random field \( Z_{k} \) are identically distributed, i.e., \( Z_{k}(x_{1}) \sim Z_{k}(x_{2}) \) for every \( x_{1}, x_{2} \in \mathbb{R}^{d} \). Moreover, whenever \( x_{1}, \ldots, x_{n} \in \mathbb{R}^{d} \) are such that \( \tau_{x_{1}}f, \ldots, \tau_{x_{n}}f \) have mutually disjoint supports, then the random variables \( Z_{k}(x_{1}), \ldots, Z_{k}(x_{n}) \) are independent. It follows by standard arguments already employed in the proof of Theorem 3.6 that for a \( \| \| \) -continuous stationary noise field \( Z \) the “noise field property” as well as stationarity hold not only for \( f_{1}, \ldots, f_{n}, f \in \mathcal{D}(\mathbb{R}^{d}) \) but for arbitrary \( f_{1}, \ldots, f_{n}, f \in L^{1}(\mathbb{R}^{d}) \cap L^{2}(\mathbb{R}^{d}) \).

(iii) By Theorem 2.8 it follows that every \( \| \| \) -continuous stationary noise field \( Z \) is given by an \( \mathcal{D}_{q}(\mathbb{R}^{d}) \) -valued random variable, for an arbitrary \( q > \frac{3d}{2} \), where we use the notation introduced in Section 2.2. Therefore, if \( k \in \mathcal{D}_{q}(\mathbb{R}^{d}) \) is a function such that

is correctly defined, we may consider the smoothed random field \( Z_{k} \) with window function \( k \) even if \( k \notin L^{1}(\mathbb{R}^{d}) \cap L^{2}(\mathbb{R}^{d}) \). Moreover, if the function in (6) is also continuous (when \( \mathcal{D}_{q}(\mathbb{R}^{d}) \) is endowed
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with the Hilbert space norm $|\cdot|_q$ the resulting smoothed random field is almost surely a continuous function on $\mathbb{R}^d$. For Matérn kernels as window functions we considered this smoothing procedure in Theorem 2.11.

(iv) One can also view the smoothed Lévy field $Z_{k,a,m}$ as the distributional solution of the linear stochastic pseudodifferential equation

$$(-\Delta + m^2)^\alpha Z_{k,a,m}(f) = Z(f), \quad f \in \mathcal{S},$$

where $Z$ is a Lévy noise field and $\Delta$ denotes the Laplacian, see [2, 4]. In this sense our approach directly extends that given in [40] for sampling Gaussian fields.

### 3.3 Examples

We now present some examples for smoothed Lévy random fields.

#### 3.3.1 Gaussian Fields

Gaussian random fields are obtained as a special case of Lévy fields by setting $\alpha = 0$. The generalized random field associated with the characteristic triplet $(b, \sigma^2, 0)$ results in a stationary, uncorrelated noise field denoted by $G$ with characteristic functional $\varphi_G(f) = \exp\left(ib\int_{\mathbb{R}^d} f(y) \, dy - \frac{\sigma^2}{2} \|f\|_{L^2(\mathbb{R}^d)}^2\right)$. Since $b$ corresponds to a deterministic background field, we obtain classical white noise for $b = 0$. For $f \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$, the corresponding random variable $G(f)$ has variance $\sigma^2\|f\|_{L^2(\mathbb{R}^d)}^2$.

For the Gaussian random field smoothed with a window function $k \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$ it follows that $G(k,x)$ has a Gaussian distribution with mean $b\int_{\mathbb{R}^d} k(y) \, dy$ and variance $\sigma^2\int_{\mathbb{R}^d} k^2(y) \, dy$ for each $x \in \mathbb{R}^d$. Moreover, a straightforward calculation shows

$$\text{Cov}(G_k(x_1), G_k(x_2)) = \sigma^2 \int_{\mathbb{R}^d} k(x_1 - \tau)k(x_2 - \tau) \, d\tau = \sigma^2(\hat{k} \ast k)(x_1 - x_2).$$

In particular, setting $k = k_{\alpha,m}$ we obtain $\text{Cov}(G_k(x_1), G_k(x_2)) = \sigma^2 k_{2\alpha,m}(x_1 - x_2)$, which is the usual Matérn covariance function with smoothness parameter $2\alpha$.

**Remark 3.10.** In connection with Lemma 4.4 one can see from the preceding that the lower bound $\alpha > d$ in $d = 1, 2, 3$ obtained in Theorem 2.11 is not optimal for the Gaussian case, where $2\alpha > d$ is sufficient to obtain a continuous modification of $Z_{k,a,m}(x)$ by the Kolmogorov continuity criterion for random fields [38].

#### 3.3.2 Compound Poisson Random Fields

As an example for a Lévy noise field, we consider a compound Poisson random field, which is a special case with finite jump activity.

**Definition 3.11 (Compound Poisson Random Field).** Let $\nu$ be a finite Lévy measure on $\mathbb{R}\setminus\{0\}$. Setting $b := \int_{|x| \leq 1} s \, d\nu$ we call the generalized random field associated with the characteristic triplet $(b, 0, \nu)$ a compound Poisson random field, denoted by $P$.

The associated characteristic functional is given by

$$\varphi_P(f) = \exp\left(\int_{\mathbb{R}^d} \int_{\mathbb{R}\setminus\{0\}} e^{isf(x)} - 1 \, \nu(ds) \, dx\right), \quad f \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d).$$

Let $f \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$ with essential support in a region $\Lambda \subseteq \mathbb{R}^d$ with $|\Lambda| < \infty$. As the Lévy measure $\nu$ is finite, we define an intensity parameter $\lambda := \nu(\mathbb{R}\setminus\{0\})$ and obtain a probability measure $\tilde{\nu}$ on $\mathbb{R}$ by setting $\tilde{\nu}(\{0\}) := 0$.

Now, let $(\Omega, \mathcal{F}, P)$ be a probability space, let $N_{\Lambda}$ be a Poisson-distributed random variable with intensity $\lambda|\Lambda|$, and let $(X_1, S_1), (X_2, S_2), \ldots$ be a sequence of $\mathbb{R}^d \times \mathbb{R}\setminus\{0\}$-valued random variables which are identically distributed with $(X_1, S_1) \sim \frac{\lambda}{|\Lambda|} \otimes \tilde{\nu}$, where $dx$ is restricted to $\Lambda$, and such that $N_{\Lambda}, (X_1, S_1), (X_2, S_2), \ldots$
are independent. We define \( P_{\Lambda} := \sum_{j=1}^{N_{\Lambda}} S_{j} \delta_{X_{j}} \). Let in addition \( \{ \Lambda_{j} \}_{j \in \mathbb{N}} \) denote a partition of \( \mathbb{R}^{d} \) such that any compact set intersects at most finitely many \( \Lambda_{j} \) and let the \( P_{\Lambda_{j}} \) be mutually independent. We set \( P = \sum_{j=1}^{\infty} P_{\Lambda_{j}} \). For \( f \in \mathcal{S} \) with compact support let \( I = \{ j \in \mathbb{N} : \Lambda_{j} \cap \text{supp} f \neq \emptyset \} \). Then,

\[
\varphi_{P}(f) = E \left[ e^{P(f)} \right] = E \left[ e^{\sum_{j \in I} P_{\Lambda_{j}}(f)} \right] = \prod_{j \in I} E \left[ e^{P_{\Lambda_{j}}(f)} \right]
\]

\[
= \prod_{j \in I} \sum_{\ell_{j}=1}^{\infty} P(N_{\Lambda_{j}} = \ell_{j}) \int e^{i \ell_{j} f(x)} \mu_{\Lambda_{j}}(dx) = \prod_{j \in I} \sum_{\ell_{j}=1}^{\infty} e^{-i \ell_{j} |f|_{\Lambda_{j}}} \int e^{i \ell_{j} f(x)} \mu_{\Lambda_{j}}(dx)
\]

\[
= \prod_{j \in I} \sum_{\ell_{j}=1}^{\infty} e^{-i \ell_{j} |f|_{\Lambda_{j}}} \left( \int_{\Lambda_{j}} e^{i \ell_{j} f(x)} \mu_{\Lambda_{j}}(dx) \right)
\]

\[
= \prod_{j \in I} \exp \left( \int_{\Lambda_{j}} e^{i \ell_{j} f(x)} \mu_{\Lambda_{j}}(dx) \right) = \prod_{j \in I} \exp \left( \int_{\Lambda_{j}} (e^{i \ell_{j} f(x)} - 1) \mu_{\Lambda_{j}}(dx) \right).
\]

As the set of compactly supported Schwartz test functions is dense in \( \mathcal{S} \), we conclude (see Remark 2.2 (ii)) that we can extend \( P(f) \) to \( \mathcal{S} \). As the characteristic functionals coincide, the so constructed random field \( P(f) \) coincides with the field from Theorem 2.5 up to equivalence in law. Using the Borel-Cantelli lemma, it is an easy exercise to show that also in this representation, the locally finite and discrete signed measure \( P \) actually is a tempered distribution \( P \)-a.s..

For the smoothed compound Poisson noise field, we obtain \( P_{k} = \sum_{j=1}^{\infty} P_{\Lambda_{j},k} \). Let us assume that \( k \) is a continuous, bounded function in \( L^{1}(\mathbb{R}^{d}) \) (and hence also in \( L^{2}(\mathbb{R}^{d}) \)), then

\[
P_{\Lambda_{j},k}(x) = \sum_{\ell_{j}=1}^{N_{\Lambda_{j}}} S_{\ell_{j}}^{(j)} k(x - X_{\ell_{j}}^{(j)})
\]

shows that \( P_{\Lambda_{j},k}(x) \) is represented as a continuous function. Although this does not immediately imply that this is also true for \( P_{k}(x) \), it seems likely that this is true if \( k(x) \) has some global uniform continuity and decays sufficiently fast, see [4, Theorem 3.2] for a related argument.

**Remark 3.12.** As a useful estimate, we note that the absolute value of the signed measure \(|P|\) is given by \( \Sigma_{j=1}^{\infty} |P_{\Lambda_{j}}| = \Sigma_{j=1}^{\infty} |S_{\ell_{j}}^{(j)}| \delta_{X_{\ell_{j}}^{(j)}} \) holds \( P \)-a.s. We therefore conclude that for almost every \( x \in \mathbb{R}^{d} \) there holds

\[
|P_{k}(x)| \leq |P|_{|k|}(x)
\]

\( P \)-almost surely. Note that the right hand side, for fixed \( x \), is almost surely finite, as clearly \(|P|\) also is a compound Poisson noise field with characteristic triplet \((b^{+}, 0, \nu^{+})\), where \( \nu^{+} \) is the image measure of \( \nu \) under the mapping \( s \mapsto |s| \). Clearly, \( \nu^{+} \) is supported on \((0, \infty)\).

### 3.3.3 Lévy Noise of Infinite Activity

Under the assumption \( \int_{\{|s| \leq 1\}} |s| \nu(ds) < \infty \), the deterministic compensator term for the small jumps \( \int_{\mathbb{R} \setminus \{0\}} s \mathbb{1}_{\{|s| \leq 1\}}(s) \nu(ds) \) can still be subsumed into the constant \( b \) and the expression for the characteristic functional (8) remains valid. This case includes important examples such as (bi-) gamma distributions with \( \nu(ds) = \nu \mathbb{1}_{\{s > 0\}}(s) e^{-\alpha s} ds \) (\( \nu(ds) = \nu \mathbb{1}_{\{|s| \leq 1\}} ds \)), \( \nu \), \( \alpha > 0 \). As in this case and in others the jump measure \( \nu \) is infinite, the representation given in the compound Poisson case has to be extended as follows: The sets \( \Theta_{0} = \{ s \in \mathbb{R} : |s| > 1 \} \) and \( \Theta_{\ell} = \{ s \in \mathbb{R} : \frac{1}{\ell} \geq |s| > \frac{1}{\ell+1} \} \) form a partition of \( \mathbb{R} \setminus \{0\} \). Then the Lévy measures \( \nu_{\ell}(ds) = \mathbb{1}_{\Theta_{\ell}}(s) \nu(ds) \) are all finite and define independent compound Poisson processes \( P_{\ell} \). With a calculation similar to (9), we deduce that (8) is still valid and the same applies to (10), where \(|P| = \Sigma_{\ell=1}^{\infty} |P_{\ell}| \).

Also, \(|P|\) is a Lévy noise with triplet \((b^{+}, 0, \nu^{+})\) and the r.h.s. of (10) is \( P \)-a.s. true \( \forall x \in \mathbb{R}^{d} \) also in this case. Figure 1 shows sample paths of Gaussian, Poisson (compound Poisson with \( \nu = \delta_{1} \)) and bi-directional gamma noise fields with identical covariance.
Figure 1: Realizations of smoothed noise fields: Gaussian (left), Poisson (middle) and bi-gamma (right) – each with the same Matérn covariance function.

4 Existence of Moments of Solutions of the Random Diffusion Equation

In this section we first construct pathwise solutions to the linear stationary diffusion equation with transformed smoothed Lévy random fields as coefficients. After establishing a connection to extreme value theory, based on an estimate due to Talagrand for the Gaussian part combined with a large deviation-type estimate for the Poisson part, we identify sufficient conditions for the moments of the solution exist.

4.1 Pathwise Existence and Measurability of Solutions

Given a domain $D \subset \mathbb{R}^d$, i.e. $D$ is open, bounded, and connected with a Lipschitz boundary $\partial D$, a measurable partition of its boundary $\partial D = \partial_D \cup \partial_N$ such that $\partial_D \cap \partial_N = \emptyset$ and such that $\partial_D$ has positive surface measure, we consider the boundary value problem for the stationary diffusion equation

$$
\begin{cases}
-\nabla \cdot (a \nabla u) = f & \text{in } D, \\
u = g_D & \text{along } \partial_D, \\
n \cdot a \nabla u = g_N & \text{along } \partial_N,
\end{cases}
$$

(11)

where $f \in L^2(D)$ is a given source term, $g_D \in H^{\frac{1}{2}}(\partial_D)$ denotes given Dirichlet boundary data, $g_N \in H^{-\frac{1}{2}}(\partial_N)$ given Neumann boundary data, and $n$ denotes the unit outward normal vector along $\partial D$. The coefficient function $a \in L^\infty(D)$ models the conductivity throughout the domain $D$. As usual, we interpret (11) in the weak sense.

The boundary value problem (11) models a great variety of phenomena in the physical sciences, among these groundwater flow in a porous medium governed by Darcy’s law, which expresses the (pointwise) volumetric flux as a function of the hydraulic head $u$ by $-a(x) \nabla u(x)$. In such a setting, the precise value of the conductivity coefficient is typically uncertain, e.g. derived from sparse information based on limited observations. Modeling such uncertainty by introducing a probability distribution on the set of admissible coefficient functions $a$ results in a random PDE.

We now model the coefficient function $a$ as a transformed smoothed random field $a(x) = T(Z_k(x))$ with a suitable Borel-measurable real-valued function $T$ and a $\| \cdot \|$-continuous stationary noise field $Z$ smoothed by a window function $k \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$. Our goal is the estimation of quantities of interest associated with the solution $u$ of the random boundary value problem such as statistical moments, the probability of certain events or the expected or maximal flow through a subdomain or boundary.

As a first step, we establish the pathwise existence and uniqueness of solutions. For each $\omega \in \Omega$, the assumption

$$
0 < \text{ess inf}_{x \in \overline{D}} a(x, \omega) \leq \text{ess sup}_{x \in \overline{D}} a(x, \omega) < \infty
$$

(12)

ensures that the differential operator in the boundary value problem (11) obtained by setting $a$ to be a realization $a(\cdot, \omega)$ of the random field $a = T \circ Z_k$ is strictly elliptic. Hence, there exists a unique $u = u(\cdot, \omega) \in H^1(D)$ which solves (11) with $a = a(\cdot, \omega)$.

Lemma 4.1.
a) For $a \in L^\infty(D)$ with $\text{ess inf } a > 0$, $f \in L^2(D)$, $g_D \in H^\frac{1}{2}(\partial D)$, and $g_N \in H^{-\frac{1}{2}}(\partial N)$, the problem (11) has a unique solution $u \in H^1(D)$. Moreover, there is a constant $C \geq 1$ independent of $a$, $f$, $g_D$, and $g_N$ such that

$$
\|u\|_{H^1(D)} \leq C \frac{1 + \|a\|_{\text{ess inf } a}}{a} \left( \|f\|_{L^2(D)} + \|g_D\|_{H^\frac{1}{2}(\partial D)} + \|g_N\|_{H^{-\frac{1}{2}}(\partial N)} \right).
$$

(13)

One can choose $C = (1 + C_P^2) \max\{1, 2\|E\|, \|\text{tr} f\|\}$, where $C_P > 0$ only depends on $D$ and $\partial D$ and where $E : H^{1/2}(\partial D) \to H^1(D)$ denotes an extension operator and $\text{tr} : H^1(D) \to H^{1/2}(\partial D)$ the trace operator.

b) Let $Z$ be a $\|\cdot\|_{\mathbb{R}^d}$-continuous generalized random field and $k \in L^1 \cap L^2(\mathbb{R}^d)$ a window function such that the random field $(Z_k(x))_{x \in \mathbb{R}^d}$, has almost surely continuous paths. Then for a strictly positive, locally Lipschitz continuous function $T$ on $\mathbb{R}$, we have for the random conductivity $a := T \circ Z_k \in L^\infty(D)$ as well as $\text{ess inf } a > 0$ almost surely. Denoting the (almost surely) existing solution of (11) with conductivity function $a(\cdot, \omega)$ by $u(\cdot, \omega)$, the mapping $\omega \mapsto u(\cdot, \omega)$ is an $H^1(D)$-valued, Borel-measurable random variable.

c) Let $Z$ be a $\|\cdot\|_{\mathbb{R}^d}$-continuous generalized random field and let $k_{a,m}$ be a Matérn kernel with $\alpha > d + \max\{0, \frac{3d-12}{8}\}$. Then the random field $(Z_{k_{a,m}}(x))_{x \in \mathbb{R}^d}$ has almost surely continuous paths. The same assertion holds for $\alpha > d/2$ in case $Z$ is a Gaussian random field.

Proof. Existence and uniqueness in a) are well known and can be found in many textbooks on elliptic boundary value problems. However, as we could not find a reference for the a priori bound (13), we provide a brief sketch of its proof for the reader’s convenience. We seek $u \in H^1(D)$ with $\text{tr}(u) = g_D$ on $\partial D$ and

$$
\int_D a \nabla u \cdot \nabla v \, dx = \int_{\partial D} g_N \text{tr}(v) \, d\sigma + \int_D [fv - a \nabla(Eg_D) \cdot \nabla v] \, dx \quad (=: \ell(v))
$$

(14)

for all $v \in H^1_0(D) := \{w \in H^1(D); \text{tr}(v) = 0 \text{ on } \partial D\}$, where $E$ denotes an extension operator from $H^{1/2}(\partial D)$ to $H^1(D)$. By [59, Theorem 6.1.5.4 (page 358)] and [44, Theorem 3.29, Theorem 3.30], the left-hand side of (14) defines an inner product $(\cdot, \cdot)_a$ on the closed subspace $H^1_0(D) \subset H^1(D)$ whose associated norm $\|\cdot\|_a$ satisfies, for some suitable $C_P > 0$,

$$
\sqrt{\text{ess inf } a} \frac{\|v\|_{H^1_0(D)}}{1 + C_P^2} \leq \|v\|_a \leq \|a\|_{\text{ess inf } a} \|v\|_{H^1_0(D)} \quad \forall v \in H^1_0(D).
$$

(15)

Applying Riesz’ Representation Theorem to the continuous linear functional $\ell$ on the right in (14) gives a unique $v_\ell \in H^1_0(D)$ with $(v_\ell, v)_a = \ell(v) \forall v \in H^1_0(D)$ and

$$
\|v_\ell\|_{H^1_0(D)} \leq \frac{1 + C_P^2}{\text{ess inf } a} \left( \|f\|_{L^2(D)} + \|a\|_{\text{ess inf } a} \|E\|_{H^{1/2}(\partial D)} + \|g_N\|_{H^{-1/2}(\partial N)} \|\text{tr} f\| \right).
$$

Hence $u := v_\ell + Eg_D$ is the unique (weak) solution of (11) and the desired inequality follows with $C := (1 + C_P^2) \max\{1, 2\|E\|, \|\text{tr} f\|\}$.

To prove b), we first show that $(\Omega, \mathfrak{F}, \mathbb{P}) \to C(\tilde{D}), \omega \mapsto Z_k(\cdot, \omega)$ is measurable with respect to the Borel $\sigma$-algebra generated by the $\|\cdot\|_{\mathbb{R}^d}$-norm. In fact, as $Z_k(x) \in L^0(\Omega, \mathfrak{F}, \mathbb{P}), x \in \mathbb{R}^d$, for any $q \in C(\tilde{D})$ and $\varepsilon > 0$ we have that

$$
Z_k^{-1}\{B_{\varepsilon}(q)\} = \{z_k(q) \leq \varepsilon\} = \bigcap_{x \in \mathbb{R}^d} \{\|z_k(x) - q(x)\| \leq \varepsilon\}
$$

is measurable. Since $(C(\tilde{D}), \|\cdot\|_{\mathbb{R}^d})$ is separable, every open $U \subseteq C(\tilde{D})$ is a countable union of open balls $B_{\varepsilon}(q)$, so the above implies that $\{Z_k \in U\}$ is measurable for any open $U \subseteq C(\tilde{D})$.

Furthermore, due to the local Lipschitz continuity of $T$, $q \mapsto T \circ q$ is $\|\cdot\|_{\mathbb{R}^d}$-continuous on $C(\tilde{D})$ and thus $\|\cdot\|_{\mathbb{R}^d}$-Borel measurable. To see that for fixed $f \in L^2(D), g_D \in H^{1/2}(\partial D)$, and $g_N \in H^{-1/2}(\partial N)$ the solution map

$$
C_+(\tilde{D}) := \{a \in C(\tilde{D}); \text{inf } a > 0\} \to H^1(D), \quad a \mapsto u_a
$$

is measurable.
is continuous, where $u_a$ denotes the unique solution to (11) with conductivity $a$, cf. [32] or the methods applied in Section 5. Thus, $u \in L^1(\Omega, H^1(D))$, i.e. b) holds.

Finally, c) is an immediate consequence of Theorem 2.11 and Remark 3.10.

4.2 Integrability of the Solution

In this subsection we investigate the integrability of solutions to the boundary value problem (11) with random diffusion coefficient $a$ given by a transformed smoothed Lévy noise field. More generally, we are interested in the existence of moments of the Sobolev norm of solutions. Our first result in this direction states that the moments of the weak solution $u$ can be estimated using the extreme values of the random diffusion coefficient $a = T \circ Z_k$.

**Lemma 4.2.** Let $Z$ be a $\| \cdot \|_\infty$-continuous generalized random field and let $k \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$ be a window function such that $(Z_k(x))_{x \in \mathbb{R}^d}$ has almost surely continuous paths. Moreover, let $T$ be locally Lipschitz on $\mathbb{R}$ such that with $h \geq 0$, $B, \rho > 0$ it holds that $B^{-1}e^{-\rho|z|^h} \leq T(z) \leq Be^{|z|^h}$ for all $z \in \mathbb{R}$.

Then, for the random conductivity $a := T \circ Z_k$ there is $C \geq 1$ such that for all $f \in L^2(D)$, $g_D \in H^\frac{1}{2}(\partial D)$, and $g_N \in H^{-\frac{1}{2}}(\partial N)$ the solution $u$ to the random boundary value problem (11) satisfies

$$
\mathbb{E} \left[ \| u \|^n_{H^1(D)} \right] \leq \tilde{C}^{-n} 2^n \left( B^n + B^{2n} \right) \sum_{j=0}^{\infty} e^{2\rho(j+1)^h} \mathbb{P}(\sup_{x \in D} |Z_k(x)| \leq j), \quad \forall n \in \mathbb{N}
$$

with $\tilde{C} = C(\| f \|_{L^2(D)} + \| g_D \|_{H^\frac{1}{2}(\partial D)} + \| g_N \|_{H^{-\frac{1}{2}}(\partial N)})$.

**Proof.** By assumption, there is a $\mathbb{P}$-null set $N \in \mathcal{A}$ such that $(Z_k(x))_{x \in \mathbb{R}^d}$ has continuous paths on $N^c$. Thus, by setting the following functions equal to zero on $N$ as necessary, both

$$
\| a \|_\infty = \sup_{x \in D} T(Z_k(x)) = \sup_{x \in D \cap Q^d} T(Z_k(x))
$$

and

$$
\text{ess inf } a = \inf_{x \in D} T(Z_k(x)) = \inf_{x \in D \cap Q^d} T(Z_k(x))
$$

are measurable. Applying Lemma 4.1 a) and the law of total probability yields

$$
\tilde{C}^{-n} \mathbb{E} \left[ \| u \|^n_{H^1(D)} \right] \leq \mathbb{E} \left[ \frac{1 + \sup_{x \in D} T(Z_k(x))}{\inf_{x \in D} T(Z_k(x))} \right]^n
$$

$$
\leq \mathbb{E} \left[ \frac{(1 + B \sup_{x \in D} e^{\rho |Z_k(x)|^h})^n}{(B \inf_{x \in D} e^{\rho |Z_k(x)|^h})^{-n}} \right]
$$

$$
\leq \mathbb{E} \left[ \frac{2^{n-1} + 2^n B^n e^{\rho \sup_{x \in D} |Z_k(x)|^h}}{B^n e^{\rho \sup_{x \in D} |Z_k(x)|^h}} \right] \leq 2^{n-1} \left( B^n + B^{2n} \right) \mathbb{E} \left[ e^{2\rho \sup_{x \in D} |Z_k(x)|^h} \right]
$$

$$
\leq 2^{n-1} \left( B^n + B^{2n} \right) \sum_{j=0}^{\infty} \mathbb{E} \left[ e^{2\rho(j+1)^h} |j \leq \sup_{x \in D} |Z_k(x)| \leq j + 1| \right] \mathbb{P}(\sup_{x \in D} |Z_k(x)| \geq j)
$$

$$
\leq 2^{n-1} \left( B^n + B^{2n} \right) \sum_{j=0}^{\infty} e^{2\rho(j+1)^h} \mathbb{P}(\sup_{x \in D} |Z_k(x)| \geq j).
$$

Lemma 4.2 shows the need for estimating the probabilities $\mathbb{P}(\sup_{x \in D} |Z_k(x)| \geq j), j \in \mathbb{N}$. For a smoothed Lévy noise field $Z_k$ we obtain such an estimate by decomposing $Z_k$ into its Gaussian part $G_k$ and its Poisson part $P_k$ and then separately estimating the extreme values of each. For the Gaussian part, the following result due to Talagrand will be crucial.
Lemma 4.3. (Talagrand, [55, Thm. 2.4]) Let \((G(x))_{x \in \mathbb{D}}\) be a centered Gaussian field with a.s. continuous paths and let \(\tilde{\sigma}^2 = \sup_{x \in \mathbb{D}} E[G(x)^2]\). Consider the canonical distance \(d_c(x, y) := E[(G(x) - G(y))^2]^{1/2}\) on \(\mathbb{D}\) and let \(N(d, c, \varepsilon)\) be the smallest number of \(d\)-open balls with \(d_c\)-radius \(\varepsilon\) needed to cover \(\mathbb{D}\). Assume that for some constant \(A > \tilde{\sigma}\), some \(\nu > 0\) and \(0 \leq \varepsilon_0 \leq \tilde{\sigma}\), the number \(N(d, c, \varepsilon)\) is bounded above by \((A/\varepsilon)^2\) whenever \(\varepsilon \in (0, \varepsilon_0)\).

Then there is a universal constant \(K > 0\) such that for \(g \geq \tilde{\sigma}^2[(1 + \sqrt{\nu})/\varepsilon_0]\) we have

\[
P\left(\sup_{x \in \mathbb{D}} |G(x)| \geq g\right) \leq 2 \left(\frac{KAg}{\sqrt{\nu \tilde{\sigma}^2}}\right)^{\nu} \Phi\left(\frac{\tilde{\sigma}^2}{\sqrt{\nu \tilde{\sigma}^2}}\right) \leq \left(\frac{KAg}{\sqrt{\nu \tilde{\sigma}^2}}\right)^{\nu} e^{-\frac{g^2}{2\tilde{\sigma}^2}},
\]

where \(\Phi\) denotes the CDF of the standard normal distribution. If \(\varepsilon_0 = \tilde{\sigma}\), the condition on \(g\) is \(g \geq \sqrt{\nu}\).

Lemma 4.4. Let \(D \subset \mathbb{R}^d\) be open and bounded, \(\alpha > d/2\) and \(m > 0\). Then the following holds:

(i) For \(0 < \eta < 2\alpha - d\) there exists \(C = C(m, \eta, \alpha) > 0\) such that for all \(x, y \in \mathbb{R}^d\)

\[
|k_{\alpha, m}(x) - k_{\alpha, m}(y)| \leq C(m, \eta, \alpha) |x - y|^\eta.
\]

(ii) If \(\alpha > d/2\), then \(|k_{\alpha, m}|\) is bounded, decreases like \(f(x) = e^{-m|x|\xi}\), and the mapping \(y \mapsto \sup_{x \in \mathbb{D}} |\tau_y(k_{\alpha, m}(x))| \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)\).

Proof. (i) For fixed \(\eta \in (0, 1)\) and all \(z, w \in \mathbb{C}\) with \(|z - w| \leq 2\) we have \(|z - w| \leq 2^{1-\eta}|z - w|\eta\); moreover, we have \(|e^{-i\xi \cdot x} - e^{-i\xi \cdot y}| \leq 2\) for all \(x, y, \xi \in \mathbb{R}^d\) and, by the mean value theorem, \(|e^{-i\xi \cdot x} - e^{-i\xi \cdot y}| \leq |\xi \cdot (x - y)|\). Combining these, we obtain

\[
|k_{\alpha, m}(x) - k_{\alpha, m}(y)| = \frac{1}{(2\pi)^d} \left| \int_{\mathbb{R}^d} \frac{e^{-i\xi \cdot x} - e^{-i\xi \cdot y}}{(|\xi|^2 + m^2)^\alpha} \, d\xi \right|
\]

\[
\leq \frac{2^{1-\eta}}{(2\pi)^d} |x - y|^\eta \int_{\mathbb{R}^d} \frac{|\xi|^\eta}{(|\xi|^2 + m^2)^\alpha} \, d\xi.
\]

The last integral converges if \(0 < \eta < 2\alpha - d\).

(ii) By applying the Hankel transform one can see that

\[
\mathcal{F}^{-1}(\hat{k}_{\alpha, m})(x) = \frac{(|x|/m)^{\alpha - d/2} K_{\alpha-d/2}(|x|m)}{2^{\alpha-1} \Gamma(\alpha) (2\pi)^{d/2}}
\]

where \(K\) is the modified Bessel function of second kind. For a fixed \(\nu > 0\), \(K_\nu(|x|) \sim \frac{1}{2} \Gamma(\nu) \left(\frac{1}{2} |x|\right)^{-\nu}\) for \(|x| \to 0\) and \(K_\nu(|x|) \sim \sqrt{\pi/(2|x|)} e^{-|x|}\) for \(|x| \to \infty\). This implies that \(|k_{\alpha, m}|\) is bounded and decreases as \(e^{-m|x|}\). Therefore since \(D\) is relatively compact, \(\sup_{x \in \mathbb{D}} |\tau_y k_{\alpha, m}(x)|\) is bounded and exponentially decreasing as well, which implies the assertion.

The next result is formulated in a more general way than needed in this section. However, the general result will be used as stated in Section 5 below. The following assumption will be used repeatedly in the following. Recall that for a Borel measure \(\nu\) on \(\mathbb{R} \setminus \{0\}\) we denote by \(\nu_+\) its image measure on \(\mathbb{R}_+\) under \(|\cdot|\).

Assumption 4.5. Let \(Z\) be a \(\|\cdot\|\)-continuous Lévy field with characteristic triplet \((b, \sigma^2, \nu)\), such that \(\nu\) is a Lévy measure satisfying \(\int_{\mathbb{R} \setminus \{0\}} |x| \nu(dx) < \infty\) and \(\int_{\mathbb{R}} (e^{\beta s} - 1) \nu_+(ds) < \infty\) for some \(\beta > 0\).

The following proposition gives a Chernov-type exponential upper bound for the supremum over the Poisson part.
Proposition 4.6. Let $P$ be a compound Poisson field, i.e., a Lévy field with characteristic triplet given by $(\int_{\{|s| \leq 1\}} s \nu(ds), 0, \nu)$ with a finite measure $\nu$, which satisfies Assumption 4.5. Moreover, let $D \subseteq \mathbb{R}^d$ be open and bounded and let $k_t : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}, t \in I$, be a family of smoothing functions such that with $\tilde{k}_t(y) := \sup_{x \in D} |k_t(x, y)|$, $y \in \mathbb{R}^d$, $t \in I$ the following conditions hold:

i) $\forall t \in I : \tilde{k}_t \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)$.

ii) $\kappa_\infty := \sup_{t \in I} \|\tilde{k}_t\|_{L^\infty(\mathbb{R}^d)} < \infty$ as well as $\kappa_1 := \sup_{t \in I} \|\tilde{k}_t\|_{L^1(\mathbb{R}^d)} < \infty$.

Then, for all $t \in I$ and $\tau \in (0, 1)$ there holds for every $p > 0$

$$
\mathbf{P} \left( \sup_{x \in D} |P_{k_t}(x)| \geq p \right) \leq \exp \left( \frac{\beta \kappa_1}{\kappa_\infty} \left( e^{\beta \int_{\{0 < s \leq 1\}} |s| \nu_+(ds)} + \frac{1}{\beta \epsilon(1 - \tau)} \int_{\{s > 1\}} e^{\beta s \nu_+(ds)} \right) \right) e^{-\frac{\beta \epsilon}{\kappa_\infty} \tau p}.
$$

Proof. For $t \in I$ we define $\kappa_t := \|\tilde{k}_t\|_{L^\infty(\mathbb{R}^d)}$ as well as

$$
f_t : (0, \infty) \to [0, \infty], \quad f_t(\theta) := \int_{\mathbb{R}^d} \int_{\mathbb{R}_+} (e^{\theta s \tilde{k}_t(y)} - 1) \nu_+(ds) dy
$$

and

$$
\theta_t : (0, \infty) \to \mathbb{R} \cup \{\infty\}, \quad \theta_t(p) := \sup_{\theta > 0} \theta p - f_t(\theta).
$$

Then $f_t$ is a convex increasing function and $\theta_t$ is its Legendre transform (Fenchel transform, conjugate function).

With the notation from Remark 3.12 and a calculation analogous to eq. (9), for $\theta > 0$ we obtain, abbreviating $P_t(x) := P_{k_t}(x), t \in I, x \in D$,

$$
\mathbf{E} \left[ e^{\theta \sup_{x \in D} |P_{t}(x)|} \right] \leq \mathbf{E} \left[ e^{\theta \sup_{x \in D} \left| P_{k_t}(x) \right|} \right] \leq \mathbf{E} \left[ e^{\theta \sum_{j=1}^{N_{\Lambda}} |S_j^{(j)}| \overline{k}_t(X_t^{(j)})} \right]
$$

Applying Markov’s inequality, this yields for $p > 0$

$$
\mathbf{P} \left( \sup_{x \in D} |P_{t}(x)| \geq p \right) = \inf_{\theta > 0} \mathbf{P} \left( e^{\theta \sup_{x \in D} |P_{t}(x)|} \geq e^{\theta p} \right) \leq \inf_{\theta > 0} \mathbf{E} \left[ e^{\theta \sup_{x \in D} |P_{t}(x)|} \right] e^{\theta p} \leq e \left( \sup_{\theta > 0} \left\{ \theta p - \int_{\mathbb{R}^d} \int_{\mathbb{R}_+} (e^{\theta s \tilde{k}_t(y)} - 1) \nu_+(ds) dy \right\} \right) = e^{-\theta_t(p)}.
$$

Using the hypothesis on $\nu_+$, for $0 \leq \theta < \frac{\beta \epsilon}{\kappa_\infty}$ we derive

$$
f_t(\theta) = \int_{\mathbb{R}^d} \int_{\mathbb{R}_+} (e^{\theta s \tilde{k}_t(y)} - 1) \nu_+(ds) dy
$$

$$
= \int_{\mathbb{R}^d} \left( \int_{\{0 < s \leq 1\}} + \int_{\{s > 1\}} \right) (e^{\theta s \tilde{k}_t(y)} - 1) \nu_+(ds) dy
$$

$$
\leq \int_{\mathbb{R}^d} \int_{\mathbb{R}_+} (e^{\theta s \tilde{k}_t(y)} - 1) \nu_+(ds) dy
$$

$$
\leq \theta \|\tilde{k}_t\|_{L^1(\mathbb{R}^d)} e^{\theta k_t} \int_{\{0 < s \leq 1\}} |s| \nu_+(ds) + \int_{\{s > 1\}} e^{\theta s k_t} \nu_+(ds)
$$

$$
\leq \theta k_1 \left( e^{\theta k_t} \int_{\{0 < s \leq 1\}} |s| \nu_+(ds) + \frac{1}{(\beta - \theta k_1)e} \int_{\{s > 1\}} e^{\beta s} \nu_+(ds) \right),
$$
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where in the last step we have used the elementary fact that for $\alpha > 0$ we have $\max_{x > 0} xe^{-\alpha x} = \frac{1}{\alpha^\alpha}$. Thus, $f_t(\|0, \beta, \kappa_i\|)$ is finite and for arbitrary $\tau \in (0, 1)$ we obtain from (18) and $\kappa_\infty \geq \kappa_i$ for $\theta = \frac{\beta}{\kappa_\infty}$ from the definition of $\theta_i$

$$
\theta_i(p) \geq \frac{\beta}{\kappa_\infty} p - f_t \left( \frac{\beta}{\kappa_\infty} \right) \\
\geq \frac{\beta}{\kappa_\infty} p - \frac{\beta}{\kappa_\infty} \kappa_i \left( e^{\tau \beta} \int_{0<s\leq 1} |s| \nu_s(\text{d}s) + \frac{1}{(\beta - \tau \beta \frac{\kappa_i}{\kappa_\infty})} \int_{s>1} e^{\beta s \nu_s}(\text{d}s) \right)
$$

for every $p > 0$. The assertion now follows by combining the previous inequality with (17).

We are finally ready to present this section’s main result.

**Theorem 4.7.** Let the Lévy field $Z$ satisfy Assumption 4.5. Moreover, let $k : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$, $k(x, y) := k_{\alpha, m}(x - y)$ with $2\alpha > d$ and let $T$ be locally Lipschitz such that for $h \in [0, 1]$, $B, \rho > 0$ we have $B^{-1}e^{-\rho|z|^\beta} \leq T(z) \leq B e^{\rho|z|^\beta}$ for all $z \in \mathbb{R}$.

Then, for the solution $u$ of the random boundary value problem (11) with random conductivity function $a = T \circ Z_k$ we have $u \in L^\infty(\Omega; H^1(D))$, for any $n \in \mathbb{N}$ if $h < 1$ and for $n < \beta/2\kappa p$ if $h = 1$, where $\kappa := \sup_{x \in D, y \in \mathbb{R}^d}[k_{\alpha, m}(x - y)]$.

In particular, all moments of $u$ exist if $h \leq 1$ and $\int_{\mathbb{R}^d} (e^{\beta s} - 1) \nu_s(\text{d}s) < \infty$ for all $\beta > 0$.

**Proof.** We first show that without loss of generality, we may assume that $Z$ has the characteristic triplet $(b', \sigma^2, \nu)$ with $b' := \int_0^1 |s| \nu(\text{d}s)$. Indeed, $(b', \sigma^2, \nu)$ is a characteristic triplet whose associated Lévy noise field $\tilde{Z}$ is $||\cdot||$-continuous by Proposition 3.3. Moreover, for arbitrary $\alpha \in \mathbb{R}$, $T_\alpha(z) := T(z + \alpha)$ is locally Lipschitz, and with $\tilde{\beta} := \max\{1, 2\alpha^{-1}\} \rho$, $\tilde{B} := B e^{\alpha \rho|\cdot|^\beta}$ we have

$$
\tilde{B}^{-1}e^{-\tilde{\rho}|z|^\beta} \leq T_\alpha(z) \leq \tilde{B} e^{\tilde{\rho}|z|^\beta}.
$$

For the special case $a_k := (b - b') \int_{\mathbb{R}^d} k(y) \text{d}y$ we obtain $a = T \circ Z_k = T_{a_k} \circ Z_k$. Hence, replacing $T$ by $T_{a_k}$ and $Z$ by $\tilde{Z}$, we may indeed assume that $Z$ has the characteristic triplet $(b', \sigma^2, \nu)$. Therefore, we have $Z = G + P$, where $G$ is the $||\cdot||$-continuous generalized centered Gaussian field with characteristic triplet $(0, \sigma^2, 0)$ and $P$ is the $||\cdot||$-continuous Lévy field with characteristic triplet $(b', \sigma^2, \nu)$.

Let $d_c$ be the canonical distance of the centered Gaussian field $(G_k(x))_{x \in D}$ which has almost surely continuous paths by Theorem 2.11. We fix $\eta \in (0, 2\alpha - d)$ as well as $a > \alpha^{-1}$ and set $\tilde{\sigma} := \sup_{x \in D} \mathbb{E} \left[ |G_k(x)|^2 \right] = \sigma^2 \|k\|_{L^2(\mathbb{R}^d)}^2$.

With the aid of Lemma 4.4 i), for a suitable constant $C_1 = C_1(m, \eta, 2\alpha) > 0$, we have for arbitrary $x, y \in D$

$$
d(x, y)^2 = \text{Var}(G_k(x) - G_k(y)) = \text{Var}(G_k(x)) - \text{Var}(G_k(y)) - 2 \text{Cov}(G_k(x), G_k(y)).
$$

Then, with $C' := 2\sigma^2 C_1$, we have for all $\varepsilon > 0$ and $x \in \mathbb{R}^d$

$$
B_{\|\cdot\| \leq (\frac{\varepsilon^{2/3}}{C'})^{1/3}} \subset \left\{ y \in \mathbb{R}^d : |x - y| < \left( \frac{\varepsilon^2}{C'} \right)^{1/3} \right\}
$$

By the choice of $a$, this number $N$ is bounded by $(C' \frac{\varepsilon^2 a}{\varepsilon})^2 = (C' a^{\eta/2}/\varepsilon)^{2d/\eta}$. By (20) we thus obtain for all $\varepsilon > 0$

$$
N(D, d_c, \varepsilon) \leq (C' a^{\eta/2}/\varepsilon)^{2d/\eta},
$$
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so that \( d_e \) satisfies the covering property of Talagrand’s Lemma 4.3 with \( \nu := 2d_\eta / \eta \) and \( A := \max \{ C' \eta^{1/2}, \tilde{\sigma} + 1 \} \) for every \( \epsilon > 0 \). Thus, by Talagrand’s Lemma 4.3, with the universal constant \( K > 0 \), for every \( g \geq \tilde{\sigma}(1 + \sqrt{\nu}) \)

\[
P \left( \sup_{x \in D} |G_k(x)| \geq g \right) \leq \left( \frac{KA_\nu}{\sqrt{\nu} \tilde{\sigma}^2} \right)^v e^{-\frac{g^2}{2\tilde{\sigma}^2}}.
\] (21)

Next, we observe that by Lemma 4.4 ii), we have

\( \tilde{\kappa}(y) := \sup_{x \in D} |k(x, y)| = \sup_{x \in D} |k_{\alpha,m}(x - y)| \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d), \)

so that by Proposition 4.6 applied to the family of smoothing functions consisting only of \( k \), that for arbitrary \( \zeta \in (0, 1) \) there is a constant \( C_\zeta > 0 \) depending only on \( \zeta \), \( \|\tilde{\kappa}\|_{L^1(\mathbb{R}^d)} \), \( \|\tilde{\kappa}\|_{L^\infty(\mathbb{R}^d)} \), \( \beta \), and \( \nu \) such that for every \( p > 0 \)

\[
P \left( \sup_{x \in D} |P_k(x)| \geq p \right) \leq C_\zeta e^{-\frac{p}{2}(1-\zeta)p}.
\] (22)

Taking into account that \( Z = G + P \), it follows from Lemma 4.2 together with (21) and (22) that for every \( \zeta \in (0, 1) \) we have with \( D_\zeta := \max \{ \left( \frac{KA_\nu}{\tilde{\sigma} \sqrt{\nu}} \right)^v, C_\zeta, 1 \} \)

\[
E[\|u\|^{p_n}_{H^1(D)}] \leq C_\zeta 2^{n-1} (B^n + B^{2n}) \sum_{z=0}^{\infty} e^{2n\rho(z+1)h} P \left( \sup_{x \in D} |Z_k(x)| \geq z \right)
\]

\[
\leq C_\zeta 2^{n-1} (B^n + B^{2n}) D_\zeta \left\{ \sum_{z=0}^{\infty} e^{2n\rho(z+1)h} \right\}
\]

\[
\leq C_\zeta 2^{n-1} (B^n + B^{2n}) D_\zeta \left\{ \sum_{z=0}^{\infty} e^{2n\rho(z+1)h} + \sum_{z=\left\lfloor \rho(1+\sqrt{\nu}) / \zeta \right\rfloor + 1}^{\infty} e^{-\frac{z^2}{2\tilde{\sigma}^2} + e^{-\frac{p}{2}(1-\zeta)p}} \right\}.
\] (23)

Thus, in case \( h < 1 \) the above series converges. In case \( h = 1 \), the above series converges if \( n < (1 - \zeta)\beta / 2\kappa \). Hence, by choosing \( \zeta \) sufficiently close to zero, in case \( h = 1 \) the series converges for all \( n < \beta / 2\kappa \). \( \Box \)

**Remark 4.8.**

(i) By Theorem 4.7, in the case of \( h = 1 \) we get all moments up to an order that depends on \( \beta \). The larger \( \beta \) is, the more moments \( u \) has w.r.t. the Sobolev norm.

(ii) If we assume existence of the Laplace transform for \( \nu, \int_{\mathbb{R}^d} e^{B_\nu} \nu_s(\mathrm{d}s) < \infty \) for some \( \beta > 0 \), we exclude noises with infinite activity like Gamma noise. We therefore employ the more general condition \( \int_{\mathbb{R}^d} (e^{B_\nu} - 1) \nu_s(\mathrm{d}s) < \infty \).

(iii) In the special case where the smoothed Lévy noise field \( Z_k \) is a Gaussian field without a compound Poisson noise component, we have \( \theta(p) = \infty \) for all \( p > 0 \) so that (23) gives us the existence of all moments if \( h < 2 \). Moreover, in case of \( h = 2 \), we then obtain the existence of moments of order \( n < 1 / (4\rho \sigma^2 \|k\|_{L^2(\mathbb{R}^d)}^2) \). This improves [16], where this result was shown for \( h = 1 \).

## 5 Approximability of Solutions of the Random Diffusion Equation

In this section we approximate the random diffusion coefficient \( a \) in (11) by a finite modal expansion, thus reducing the coefficient from an infinite-dimensional Lévy random field to a finite-dimensional Lévy random vector. We prove that, under similar assumptions as for integrability, solutions of the diffusion equation with approximate diffusion coefficient converge in the Bochner space \( L^v((\Omega, \mathcal{F}, \mathbb{P}); H^1(D)) \) to that of the original equation. The remaining problem of the quadrature of high-dimensional uncorrelated, but possibly not independent, Lévy distributions is left for future work.
5.1 Dependence on Random Coefficient

Before we can give convergence results, we need to control the change in the solution \( u \) that stems from a change in the coefficients. This change e.g. can be due to a finite-dimensional approximation of Karhunen-Loève type, as will be the case below in Section 5.3. The results in this subsection are of independent interest and can be used, e.g., to control the error in statistical estimation of the law and smoothing function of the random field. Also, the results easily generalize to arbitrary continuous random fields and differentiable transformations \( T(z) \) which are exponentially bounded from below and above.

Consider a smoothed Lévy random field \( Z_k \) with continuous paths and smoothing function \( k : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \). Let \( k = k_N + r_N \) be any decomposition of the smoothing function \( k \) such that \( \lim_{N \to \infty} k_N(x, \cdot) = k(x, \cdot) \) with respect to \( \| \cdot \| \) for every \( x \in \mathbb{R}^d \). We define the random field \( Z_N(x) := Z_{k_N}(x), \; N \in \mathbb{N} \), to be an approximation to \( Z_k(x) \) and \( R_N(x) := Z_N(x) - Z_N(x) \) the corresponding remainder such that \( Z_k(x) = Z_N(x) + R_N(x) \). We assume that \( Z_N(x) \) has continuous paths on \( D \) and consequently so does \( R_N(x) \). This yields an approximating diffusion coefficient \( T(Z_N(x)) \) in equation (11) with associated random solution \( u_N \) to the corresponding weak problem.

To prove convergence of the weak solution \( u_N \to u \) in \( L^n((\Omega, \mathcal{F}, \mathbb{P}), H^1(D)) \), \( n \in \mathbb{N} \), as \( N \to \infty \), we will derive an estimate based on an interpolated diffusion equation with diffusion coefficient \( T(Z_{N,t}(x)) \) where \( Z_{N,t}(x) := Z_{k_N+\ell t}(x) = Z_N(x) + t R_N(x) \) with \( t \in [0, 1] \). The resulting weak form of equation eq. (11) with approximating diffusion coefficient and homogenized Dirichlet boundary conditions with weak solution \( u_{0,N,t} \in H^1_D(D) = \{ v \in H^1(D); \; \text{tr}(v) = 0 \; \text{on} \; \partial D \} \) is characterized by

\[
b_{N,t}(u_{0,N,t}, v) = \ell_{N,t}(v) \quad \forall v \in H^1_D(D),
\]

with

\[
b_{N,t}(u, v) := \int_D T(Z_{N,t}(x)) \nabla u(x) \cdot \nabla v(x) \; dx, \quad u, v \in H^1_D(D),
\]

and

\[
\ell_{N,t}(v) := \int_D \left[ f(x) v(x) - T(Z_{N,t}(x)) \nabla E_G D(x) \cdot \nabla v(x) \right] \; dx + \int_{\Gamma_N} g_N(x) v(x) \; d\sigma,
\]

where \( E_G D \in H^1(D) \) is an extension of \( g D \). The weak solution of (11) with inhomogeneous Dirichlet boundary condition then has the form \( u_{N,t} = u_{0,N,t} + E_G D \). From now on we additionally assume that the transformation \( T \) is continuously differentiable. It can then be shown that \( t \mapsto u_{0,N,t} \) (and thus \( t \mapsto u_{N,t} = u_{0,N,t} + E_G D \)) is differentiable with respect to the weak topology \([15, 54]\). We denote the derivative by \( \dot{u}_{0,N,t} \) and \( \dot{u}_{N,t} \), respectively. Moreover, setting

\[
b_{N,t}(u, v) := \int_D T'(Z_{N,t}(x)) R_N(x) \nabla u \cdot \nabla v(x) \; dx
\]

\[
\ell_{N,t}(v) := - \int_D T'(Z_{N,t}(x)) R_N(x) \nabla E_G D(x) \cdot \nabla v(x) \; dx
\]

for \( u, v \in H^1_D(D) \), one can show that

\[
b_{N,t}(\dot{u}_{0,N,t}, v) = \ell_{N,t}(v) - \dot{b}_{N,t}(u_{0,N,t}, v) \quad \forall v \in H^1_D(D).
\]

As one can show using (24), \( t \mapsto \dot{u}_{N,t} \) is continuous with respect to the strong \( H^1 \)-topology, so we conclude that \( t \mapsto u_{N,t} \) is also differentiable with respect to the strong topology and has the derivative \( \dot{u}_{N,t} \) [15].

**Lemma 5.1.** Let \( Z \) be a \( \| \cdot \| \)-continuous generalized random field and \( k : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) a smoothing function such that \( (Z_k(x))_{x \in D} \) has a.s. continuous paths. Moreover, let \( Z_{N,t} \) be as above and assume that \( T \) is continuously differentiable. Let \( u_{N,t} \) be the solution to (11) with random conductivity \( a := T \circ Z_{N,t} \). Then there holds

\[
\| \dot{u}_{N,t} \|_{H^1(D)} \leq C \left[ \sup_{x \in D} |T'(Z_{N,t}(x))| \sup_{x \in D} |R_N(x)| \left( \frac{1 + \sup_{x \in D} |T(Z_{N,t}(x))|}{\inf_{x \in D} |T(Z_{N,t}(x))|} \right)^2 \right] \left( \| f \|_{L^2(D)} + \| g D \|_{H^{-1/2}(\partial D)} + \| g_N \|_{H^{-1/2}(\partial N)} \right),
\]

for \( C > 0 \) a constant depending only on \( D \).
where \( C = (1 + C_p^2) \max\{1, 2\|\mathcal{E}\|, \|\mathbf{tr}\|\} \) with \( \mathcal{E} : H^{1/2}(\partial D) \to H^1(D) \) denoting an extension operator, \( \mathbf{tr} : H^1(D) \to H^{1/2}(\partial D) \) the trace operator, and where \( C_p > 0 \) only depends on \( D \) and \( \partial D \).

**Proof.** As noted above, we can write the weak solution to eq. (11) as \( u_{N,t} = u_{0N,t} + E \mathbf{g}_D \) and therefore we have \( \| \dot{u}_{N,t} \|_{H^1(D)} = \| u_{0N,t} \|_{H^1(D)} \). Setting \( \dot{C} := (1 + C_p^2) \max\{1, 2\|\mathcal{E}\|, \|\mathbf{tr}\|\} \), we combine (a generalization of) Poincaré’s inequality (cf. (15)), (24), the definition of \( \dot{b}_{N,t}, \dot{\ell}_{N,t} \), as well as inequality (13) to obtain

\[
\inf_{x \in D} |T(Z_{N,t}(x))| \leq \frac{\| u_{0N,t} \|_{H^1(D)}^2}{(1 + C_p^2)} \leq b_{N,t} \langle \dot{u}_{0N,t}, \dot{u}_{0N,t} \rangle = |\dot{b}_{N,t} \langle \dot{u}_{0N,t}, \dot{u}_{0N,t} \rangle|
\]

\[
\leq \int_D |T'\left(Z_{N,t}(x)\right)\rangle R_N(x) \nabla (E \mathbf{g}_D + u_{0N,t}(x)) \cdot \nabla \dot{u}_{0N,t}(x) \, dx
\]

\[
\leq \sup_{x \in D} |T'\left(Z_{N,t}(x)\right)\rangle \sup_{x \in D} \| R_N(x) \| \| u_{0N,t} \|_{H^1(D)} \| u_{0N,t} + E \mathbf{g}_D \|_{H^1(D)}
\]

\[
\leq \sup_{x \in D} |T'\left(Z_{N,t}(x)\right)\rangle \sup_{x \in D} \| R_N(x) \| \| u_{0N,t} \|_{H^1(D)} \left(\| \mathcal{E} \| g_D \| H^{1/2}(\partial D) \right)
\]

\[
+ \dot{C} \frac{1 + \sup_{x \in D} |T(Z_{N,t}(x))|}{\inf_{x \in D} |T(Z_{N,t}(x))|} \left(\| f \|_{L^2(D)} + \| g_D \|_{H^{1/2}(\partial D)} + \| g_N \|_{H^{-1/2}(\partial D)} \right).
\]

The assertion (25) now follows on dividing by \( \frac{\inf_{x \in D} |T(Z_{N,t}(x))|}{(1 + C_p^2)} \| \dot{u}_{0N,t} \|_{H^1(D)} \).

Using the above lemma, we next see that we can estimate the effect of the perturbation \( R_N \) by a term that is exponentially growing in the extreme values of \( Z_{N,t}(x) \) and a moment in the perturbation. The following assumption on the function \( T \) will be used repeatedly in the following.

**Assumption 5.2.** For the continuously differentiable function \( T : \mathbb{R} \to \mathbb{R}^+ \) there exist \( \rho, B > 0, h \in (0, 1] \) such that for all \( z \in \mathbb{R}^+ \) there holds

\[
B^{-1} e^{-\rho |z|^h} \leq T(z) \leq Be^{\rho |z|^h} \quad \text{and} \quad |T'(z)| \leq Be^{\rho |z|^h}.
\]

**Lemma 5.3.** Under the assumptions of Lemma 5.1 in addition to Assumption 5.2 we have that for any \( \varphi > 1 \) and \( \frac{1}{\varphi} + \frac{1}{\varphi^*} = 1, n \geq 1 \),

\[
\mathbb{E} \left\| u - u_N \right\|_{H^1(D)}^n \leq \hat{C} \mathbb{E} \left( \sup_{x \in D} |R_N(x)|^n \varphi \right) \sup_{t \in [0, 1]} \mathbb{E} \left[ e^{4\rho n \sup_{x \in D} |Z_{N,t}(x)|} \right]^{1/\varphi}.
\]

where \( \hat{C} = C^n (B^2 + B^3)^n (\| f \|_{L^2(D)} + \| g_D \|_{H^{1/2}(\partial D)} + \| g_N \|_{H^{-1/2}(\partial D)})^n \) with \( C \) from Lemma 5.1.

**Proof.** Using the properties of the Bochner integral for Banach space-valued functions and Jensen’s inequality for the ordinary integral over \([0, 1]\), we obtain

\[
\mathbb{E} \left\| u - u_N \right\|_{H^1(D)}^n = \mathbb{E} \left[ \int_0^1 \dot{u}_{N,t} \, dt \right]^n \leq \mathbb{E} \left[ \left( \int_0^1 \| \dot{u}_{N,t} \|_{H^1(D)} \, dt \right)^n \right]
\]

\[
\leq \mathbb{E} \left[ \int_0^1 \| \dot{u}_{N,t} \|_{H^1(D)}^n \, dt \right] = \int_0^1 \mathbb{E} \left[ \| \dot{u}_{N,t} \|_{H^1(D)}^n \right] \, dt,
\]

where we made use of the fact that we can interchange the order of integration for nonnegative integrands. Applying now Lemma 5.1 and Hölder’s inequality, we easily obtain (27).

**5.2 Convergence of Solution Moments**

From Lemma 5.3 it is clear that establishing convergence \( u_N \to u \) in \( L^n((\Omega, \mathcal{F}, \mathbf{P}), H^1(D)) \) can be based on two steps:

(i) A bound on the Laplace transform \( \mathbb{E} \left[ e^{4\rho n \sup_{x \in D} |Z_{N,t}(x)|} \right] \) of the extreme value of \( Z_{N,t} \) which is uniform in \( N \) and \( t \) and
Then, with proof. We abbreviate transform of the extreme values of since all Gaussians fields considered have almost surely continuous paths, applying Talagrand’s Lemma once following hold:

1) The canonical distances $d_i, i \in I$ and $d_c$ of the centered Gaussian fields $(G_k(x))_{x \in D}, i \in I$, and $(G_k(x))_{x \in D}$, respectively, satisfy $d_i \leq d_c, i \in I$, and $d_c$ satisfies the covering property of Talagrand’s Lemma 4.3.

2) The centered Gaussian fields $(G_k(x))_{x \in D}, i \in I$, and $(G_k(x))_{x \in D}$ all have almost surely continuous paths.

Then, with $\bar{\sigma}^2 := \sigma^2 \sup_{x \in D} \|k_i(x, \cdot)\|_{L^2(\mathbb{R}^d)}$ and $\bar{\sigma}^2 := \sigma^2 \sup_{x \in D} \|k(x, \cdot)\|_{L^2(\mathbb{R}^d)}$, there are constants $A > \bar{\sigma}^2, K > 0, v, \gamma > 0, \epsilon_0 \in (0, \bar{\sigma})$ such that for all $i \in I$

$$\forall g > \bar{\sigma}_i (1 + \sqrt{v})/\epsilon_0 : P \left( \sup_{x \in D} |G_{k_i}(x)| \geq g \right) \leq \left( \frac{K A g}{\sqrt{v} \bar{\sigma}^2} \right)^v \exp \left( -\frac{g^2}{2 \bar{\sigma}^2} \right). \tag{28}$$

Proof. We abbreviate $G_i(x) := G_{k_i}(x), i \in I, x \in D$. Since $k$ is a smoothing function, it follows that $\bar{\sigma}^2 < \infty$ and due to hypothesis i) we have for all $i \in I$

$$\bar{\sigma}_i^2 := \sup_{x \in D} E \left[ (G_i(x))^2 \right] = \sup_{x \in D} \sigma^2 \|k_i(x, \cdot)\|_{L^2(\mathbb{R}^d)} \leq \sup_{x \in D} \sigma^2 \|k(x, \cdot)\|_{L^2(\mathbb{R}^d)}$$

$$= \sup_{x \in D} E \left[ (G_k(x))^2 \right] = \bar{\sigma}^2$$

Hypothesis ii) implies that the $d_i$-ball centered at $x \in \mathbb{R}^d$ with $d_i$-radius $\epsilon > 0$ is contained in the $d_c$-ball centered at $x$ with $d_i$-radius $\epsilon$, so that in the notation of Talagrand’s Lemma $N(D, d_i, \epsilon) \leq N(D, d_c, \epsilon)$. Again by hypothesis ii) there are thus $A > \bar{\sigma}^2, v > 0, \epsilon_0 \in (0, \bar{\sigma})$ such that

$$\forall i \in I, \epsilon \in (0, \epsilon_0) : N(D, d_i, \epsilon) \leq \left( \frac{A}{\epsilon} \right)^v.$$ 

Since all Gaussians fields considered have almost surely continuous paths, applying Talagrand’s Lemma once more, there is $K > 0$ such that for all $i \in I$ and $g > \bar{\sigma}_i^2 (1 + \sqrt{v})/\epsilon_0$

$$P \left( \sup_{x \in D} |G_i(x)| \geq g \right) \leq \left( \frac{K A g}{\sqrt{v} \bar{\sigma}_i^2} \right)^v \exp \left( -\frac{g^2}{2 \bar{\sigma}_i^2} \right) \leq \left( \frac{K A g}{\sqrt{v} \bar{\sigma}^2} \right)^v \exp \left( -\frac{g^2}{2 \bar{\sigma}^2} \right) \left( \frac{\bar{\sigma}_i^2}{\bar{\sigma}^2} \right)^v \exp \left( -\bar{\sigma}_i^2 (1 + \sqrt{v})^2 \left( \frac{\bar{\sigma}_i^2}{\bar{\sigma}^2} - 1 \right) \right).$$

Since $f : [1, \infty) \to \mathbb{R}, f(x) := x^v \exp \left( -\bar{\sigma}_i^2 (1 + \sqrt{v})^2 (x - 1) \right)$ is bounded above, the claim follows from the previous inequality with $\gamma := \sup_{x \geq 1} f(x)$.

Following the two-step approach outlined above, we begin with a uniform estimate of the Laplace transform of the extreme values of $Z_{N,t}$ under suitable assumptions on the smoothing kernel $k$. To this end, we define for bivariate kernel functions $k = k(x, y)$

$$\tilde{k}(y) := \sup_{x \in D} |k(x, y)|, \quad y \in \mathbb{R}^d.$$
Definition 5.5. We say that a smoothing function \( k : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) has an orthogonal approximation sequence \( k = k_N + r_N, N \in \mathbb{N} \), if \( k_N \) and \( r_N \) are smoothing functions with

(i) \( \int_{\mathbb{R}^d} k(x_1, y) r_N(x_2, y) \, dy = 0 \) for \( x_1, x_2 \in \mathbb{R}^d \);

(ii) \( \max \{ \| \tilde{r}_N \|_{L^1(\mathbb{R}^d)}, \kappa_{r,N} \} \to 0 \) as \( N \to \infty \) where \( \kappa_{r,N} = \sup_{x \in D, y \in \mathbb{R}^d} |r_N(x, y)| \) and \( \tilde{r}_N \) is defined as above.

Lemma 5.6. Let the Lévy field \( Z \) satisfy Assumption 4.5. Moreover, let \( k : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be a smoothing function such that \( \tilde{k} \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d) \) and such that the canonical distance \( d_c \) of \( (G_k(x))_{x \in D} \) satisfies the covering property of Talagrand’s Lemma 4.3, where \( G \) is the centered Gaussian part of \( Z \), i.e. the \( \| \cdot \| \)-continuous Lévy field with characteristic triplet \((0, \sigma^2, 0)\). Furthermore, let \( k = k_N + r_N, N \in \mathbb{N} \), be an orthogonal approximation sequence for which the centered Gaussian fields \((G_{kN}(x))_{x \in D} \) and \((G_{rN}(x))_{x \in D} \). \( N \in \mathbb{N} \), all have a.s. continuous paths and for which \( \tilde{k}_N \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d), N \in \mathbb{N} \). Additionally, let \( \varrho > 1 \), \( \rho > 0 \), and \( n \in (0, \frac{\beta}{4\varrho \rho}) \), where \( \kappa := \| \tilde{k} \|_{L^\infty(\mathbb{R}^d)} \).

Then, there is \( M \in \mathbb{N} \) such that

\[
\sup_{N \geq M, t \in [0, 1]} \mathbb{E} \left[ e^{4\varrho m \sup_{x \in D} |Z_{N,t}(x)|} \right] < \infty.
\]

In case \( k_N(x, \cdot) \) and \( r_N(x, \cdot), x \in \mathbb{R}^d \), have disjoint supports for every \( N \in \mathbb{N} \) one can choose \( M = 1 \).

Proof. We define \( b' := \int_{[0,1]} \sigma(v) \, dv \) and denote by \( P \) the Lévy field associated with the characteristic triplet \((b', 0, \nu)\). Then, \( P \) is \( \| \cdot \| \)-continuous and for an arbitrary smoothing function \( l : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) the smoothed field \( Z_l \) satisfies

\[
Z_l(x) = (b - b') \int_{\mathbb{R}^d} l(x, y) \, dy + G_l(x) + P_l(x), \quad x \in \mathbb{R}^d.
\]

With \( G_{N,t}(x) := G_{kN+trN}(x), P_{N,t}(x) := P_{kN+trN}(x), N \in \mathbb{N}, t \in [0, 1] \) it follows for arbitrary \( B > 2|b - b'| \| \tilde{k} \|_{L^1(\mathbb{R}^d)} \) and each \( N \in \mathbb{N}, t \in [0, 1] \) and every \( \lambda \in (0, 1) \):

\[
\mathbb{E} \left[ e^{4\varrho m \sup_{x \in D} |Z_{N,t}(x)|} \right] \leq \sum_{j=0}^{\infty} e^{4\varrho m (j+1)B} \mathbb{P} \left( \sup_{x \in D} |G_{N,t}(x)| + \sup_{x \in D} |P_{N,t}(x)| \geq (j - \frac{1}{2})B \right)
\]

\[
\leq e^{4\varrho mB} \left( 1 + \sum_{j=1}^{\infty} e^{4\varrho m(j+1)B} \mathbb{P} \left( \sup_{x \in D} |G_{N,t}(x)| \geq (j - \frac{1}{2})B \right) + \mathbb{P} \left( \sup_{x \in D} |P_{N,t}(x)| \geq (j - \frac{1}{2})(1 - \lambda)B \right) \right).
\]

We next verify the hypothesis of Proposition 5.4 for the family of smoothing functions \( k_N + t r_N, N \in \mathbb{N}, t \in [0, 1] \) and the smoothing function \( k \). Using property (i) of an orthogonal approximation sequence, we set

\[
\bar{\sigma}^2_{N,t} := \sup_{x \in D} \mathbb{E} \left[ G_{N,t}(x) \right] = \sup_{x \in D} \sigma^2 \left( \int_{\mathbb{R}^d} |k_N(x, y)|^2 \, dy + \int_{\mathbb{R}^d} |r_N(x, y)|^2 \, dy \right)
\]

\[
\leq \sup_{x \in D} \sigma^2 \left( \int_{\mathbb{R}^d} |k_N(x, y)|^2 \, dy + \int_{\mathbb{R}^d} |r_N(x, y)|^2 \, dy \right) = \sup_{x \in D} \mathbb{E} \left[ G_k(x) \right] =: \bar{\sigma}^2,
\]

which implies hypothesis (i) of Proposition 5.4.

Denoting the canonical distances of the centered Gaussian random fields \((G_k(x))_{x \in D} \) and \((G_{N,t}(x))_{x \in D} \) by \( d_c \) and \( d_{N,t} \), respectively, we obtain for arbitrary \( N \in \mathbb{N}, t \in [0, 1] \) and each \( x_1, x_2 \in \mathbb{R}^d \), using property
(i) of an orthogonal approximation sequence,
\[
\begin{align*}
    d_{N,t}(x_1,x_2) &= \left( \mathbb{E} \left[ (G_{N,t}(x_1) - G_{N,t}(x_2))^2 \right] \right)^{1/2} \\
    &= \sigma \left( \int_{\mathbb{R}^d} \left( k_{N,t}(x_1,y) - k_{N,t}(x_2,y) \right)^2 \, dy \right)^{1/2} \\
    &= \sigma \left( \int_{\mathbb{R}^d} \left( k_N(x_1,y) - k_N(x_2,y) \right)^2 \, dy + \int_{\mathbb{R}^d} \left( r_N(x_1,y) - r_N(x_2,y) \right)^2 \, dy \right)^{1/2} \\
    &\leq \sigma \left( \int_{\mathbb{R}^d} \left( k_N(x_1,y) - k_N(x_2,y) \right)^2 \, dy + \int_{\mathbb{R}^d} \left( r_N(x_1,y) - r_N(x_2,y) \right)^2 \, dy \right)^{1/2} \\
    &= \sigma \left( \int k(x_1,y) - k(x_2,y) \right)^2 \right)^{1/2} = d_t(x_1,x_2),
\end{align*}
\]

implying hypothesis (ii) of Proposition 5.4. Since, by assumption on \(k_N\) and \(r_N\), hypothesis (iii) of Proposition 5.4 is satisfied as well, it follows from Proposition 5.4 that there are constants \(A > \sigma^2, K > 0, \nu, \gamma > 0, \epsilon_0 \in (0, \bar{\sigma})\) such that for all \(N \in \mathbb{N}, t \in [0,1], \lambda \in (0,1)\)
\[
P\left( \sup_{x \in D} \| G_{N,t}(x) \| \geq (j - \frac{1}{2})\lambda B \right) \leq \gamma \left( \frac{KA(j - \frac{1}{2})\lambda B}{\sqrt{\nu} \bar{\sigma}^2} \right)^\nu \exp\left( - \frac{((j - \frac{1}{2})\lambda B)^2}{2\bar{\sigma}^2} \right), \quad (30)
\]
whenever \(j > \frac{1}{2} + \frac{\sigma(1 + \sqrt{\nu})}{\lambda B \epsilon_0}\).

Next, because of
\[
\forall N \in \mathbb{N}, t \in [0,1]: \| \tilde{k}_{N,t} \|_{L^1(\mathbb{R}^d)} \leq \| \tilde{k} \|_{L^1(\mathbb{R}^d)} + \| r_N \|_{L^1(\mathbb{R}^d)}
\]
and property (ii) of an orthogonal approximation sequence
\[
\kappa_1 := \sup_{N \in \mathbb{N}, t \in [0,1]} \| \tilde{k}_{N,t} \|_{L^1(\mathbb{R}^d)} < \infty.
\]

Moreover, since for all \(N \in \mathbb{N}, t \in [0,1]\)
\[
\kappa_{N,t} = \sup_{x \in D} \| k_N(x, \cdot) + tr_N(x, \cdot) \|_{L^\infty(\mathbb{R}^d)} \leq \kappa + (1 - t)\kappa_{r,N} \leq \kappa + \kappa_{r,N} \quad (31)
\]
it follows from property (ii) of an orthogonal approximation sequence that for every \(\epsilon > 0\) there is \(M_\epsilon \in \mathbb{N}\) such that
\[
\forall N \in \mathbb{N}, N \geq M_\epsilon, t \in [0,1]: \kappa_{N,t} \leq \kappa + \epsilon.
\]
Moreover, in case \(k_N(x, \cdot)\) and \(r_N(x, \cdot)\) have disjoint supports for every \(N \in \mathbb{N}, x \in \mathbb{R}^d\), it follows that in (31) we even have \(\kappa_{N,t} \leq \kappa\).

Now, applying for fixed \(\epsilon > 0\) Proposition 4.6 to the family of smoothing functions \((k_N + tr_N)_{N \geq M_\epsilon, t \in [0,1]}\) (respectively to \((k_N + tr_N)_{N \in \mathbb{N}, t \in [0,1]}\) gives that for every \(\tau \in (0,1)\)
\[
P\left( \sup_{x \in D} \| P_{N,t}(x) \| \geq (j - \frac{1}{2})(1 - \lambda)B \right) \leq Ce^{-\frac{\beta}{4\epsilon}(j - \frac{1}{2})(1 - \lambda)B}, \quad (32)
\]
for all \(j \in \mathbb{N}, \lambda \in (0,1)\), whenever \(N \geq M_\epsilon\) (resp. \(N \in \mathbb{N}\), \(t \in [0,1]\)) and where
\[
C := \exp \left( \frac{\beta \kappa_1}{\kappa} \left( \int_{0<s<1} |s| \nu_+(ds) + \frac{1}{\beta \epsilon(1 - \tau)} \int_{s>1} e^{\beta s} \nu_+(ds) \right) \right).
\]
Finally, since \(n \in (0, \frac{\beta}{4\epsilon\kappa B})\) there are \(\lambda_0 \in (0,1)\) and \(\epsilon > 0\) such that \(n < \beta(1 - \lambda_0)/(\kappa + \epsilon)4\epsilon\rho\). Then, with \(B > |b - b'|\|\tilde{k}\|_{L^1(\mathbb{R}^d)}\) so large that \(2\bar{\sigma}(1 + \sqrt{\nu})/\epsilon_0 B \lambda_0 < 1/2\) it follows from (29), (30), and (32) that for
every \( \tau \in (0, 1) \) and for all \( N \geq M_\varepsilon \) (resp. \( N \in \mathbb{N} \)), \( t \in [0, 1] \)

\[
E \left[ e^{4Qpn \sup_{x \in D} |Z_{N,t}(x)|} \right] \leq e^{4QpnB} \left( 1 + \sum_{j=1}^\infty e^{4QpnjB} \left[ C + e^{- \frac{\beta}{2\tau}(j - \frac{1}{2})(1 - \lambda_0)\tau B} \right] \right) + \gamma \left( \frac{KA(j - \frac{1}{2})\lambda_0 B}{\sqrt{\nu \sigma^2}} \right)^v \exp \left( - \frac{((j - \frac{1}{2})\lambda_0 B)^2}{2\sigma^2} \right).
\]

Choosing \( \tau \) sufficiently close to 1, by the same arguments as employed in the proof of Theorem 4.7, the series converges since \( 4Qpn < \beta(1 - \lambda_0)/(\kappa + \varepsilon) \), hence the assertion follows.

**Lemma 5.7.** Let \( Z, k, k_N, \) and \( r_N, N \in \mathbb{N} \) be as in Lemma 5.6. Moreover, let \( g' > 1 \) and \( n \geq 1/g' \). Then, for every \( \delta \in (0, 1) \) there is a constant \( C > 0 \) depending only on \( \delta, Z, k, \) and \( n \gamma_0' \) such that

\[
\forall N \in \mathbb{N} : \| \sup_{x \in D} |R_N(x)|^{\gamma'} \|_{L^p(\Omega, \mathbb{R}, \mathbb{P})} \leq C \left( \max \{ \alpha_N, \alpha_N' - \delta \} \right)^{\gamma'}
\]

where \( \alpha_N := \max \{ \| \tilde{r}_N \|_{L^1(\mathbb{R}^d)}, \kappa r_N \} \). In particular, \( \lim_{N \to \infty} E \left[ \sup_{x \in D} |R_N(x)|^{n \gamma'} \right] = 0. \)

**Proof.** With the same notation as in the proof of Lemma 5.6 we have

\[
R_N(x) = (b - b') \int_{\mathbb{R}^d} r_N(x, y) \, dy + G_{r_N}(x) + P_{r_N}(x),
\]

so that by Jensen’s inequality

\[
E \left[ \sup_{x \in D} |R_N(x)|^{n \gamma'} \right] \leq 3^{n \gamma' - 1} \left( |b - b'|^{n \gamma'} \| \tilde{r}_N \|_{L^1(\mathbb{R}^d)}^{n \gamma'} + E \left[ \sup_{x \in D} |G_{r_N}(x)|^{n \gamma'} \right] + E \left[ \sup_{x \in D} |P_{r_N}(x)|^{n \gamma'} \right] \right) \quad (33)
\]

In order to estimate the Gaussian part, we proceed as in the proof of Lemma 5.6. From property (i) of an orthogonal approximation sequence we conclude

\[
\forall N \in \mathbb{N}, x \in D : \| r_N(x, \cdot) \|_{L^2(\mathbb{R}^d)} \leq \| k(x, \cdot) \|_{L^2(\mathbb{R}^d)} \text{ and } d_N \leq d_c,
\]

where \( d_N \) and \( d_c \) denote the canonical distances associated with \( (G_{r_N}(x))_{x \in D} \) and \( (G_k(x))_{x \in D} \), respectively. Therefore, by Proposition 5.4, or better the first inequality in (28), there are constants

\[
A > \tilde{\sigma}^2 := \sigma^2 \sup_{x \in D} \| k(x, \cdot) \|_{L^2(\mathbb{R}^d)}^2 \geq \sigma^2 \sup_{x \in D} \| r_N(x, \cdot) \|_{L^2(\mathbb{R}^d)}^2 =: \tilde{\sigma}_{r,N}^2,
\]

\( K, \nu > 0, \varepsilon_0 \in (0, \tilde{\sigma}) \) such that for every \( N \in \mathbb{N}, g > \tilde{\sigma}_{r,N}(1 + \sqrt{\nu})/\varepsilon_0 \)

\[
P \left( \sup_{x \in D} |G_{r_N}(x)| \geq g \right) \leq \left( \frac{KA}{\sqrt{\nu \tilde{\sigma}_{r,N}^2}} \right)^{\nu} \exp \left( - \frac{g^2}{2\tilde{\sigma}_{r,N}^2} \right).
\]

For \( j \in \mathbb{N} \) with \( j > \tilde{\sigma}^\delta (1 + \sqrt{\nu})/\varepsilon_0 \) it holds \( j\tilde{\sigma}_{r,N}^{1-\delta} > \sigma_{r,N}(1 + \sqrt{\nu})/\varepsilon_0 \) so that with \( M := \max \{ [\tilde{\sigma}^\delta (1 + \sqrt{\nu})/\varepsilon_0 \}

\]
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\[ \sqrt{\nu}/\nu \], [\bar{\sigma}^2 \sqrt{\nu + 2\delta/\sigma}] \]

\[
E \left[ \sup_{x \in D} |G_{r_N}(x)|^{nq'} \right] \leq \sum_{j=0}^{\infty} \left( j + 1 \right) \bar{\sigma}_{r,N}^{1-\delta} \left( \frac{KAj}{\sqrt{\nu} \bar{\sigma}_{r,N}} \right)^{\nu} \left( \frac{2^\delta}{2 \bar{\sigma}_{r,N}} \right)^{\nu} \exp \left( -\frac{j^2}{2 \bar{\sigma}_{r,N}^2} \right)
\]

where in the last step we have used that for every \( j > \left[ \bar{\sigma}^2 \sqrt{\nu + 2\delta/\sigma} \right] \) the functions \( f_j : [0, \infty) \to \mathbb{R} \), \( f_j(x) := (jx^{-(1+\delta)})^{\nu} \exp(-j^2/2\bar{\sigma}^2) \) are strictly increasing on \([0, \bar{\sigma}]\) and that \( \bar{\sigma}_{r,N} \in [0, \bar{\sigma}] \) for all \( N \in \mathbb{N} \). Therefore, since the above series converges, denoting by \( C_1 \) the expression in brackets on the right hand side of the above inequality and taking into account that

\[
\forall N \in \mathbb{N} : \bar{\sigma}_{r,N}^2 = \sigma^2 \sup_{x \in D} \int_{\mathbb{R}^d} |r_N(x, y)|^2 \, dy \leq \sigma^2 k_{r,N} \| \bar{r}_N \|_{L^1(\mathbb{R}^d)} \leq \sigma^2 \alpha_N^2,
\]

we derive

\[
\forall N \in \mathbb{N} : E \left[ \sup_{x \in D} |G_{r_N}(x)|^{nq'} \right] \leq \sigma^{1-\delta} C_1 \alpha_N^{(1-\delta)nq'}. \tag{34}
\]

We next consider the Poisson part in (33). By Hölder’s inequality, \( P_{r_N}(x) \leq |P|_{r_N}(x) \leq |P|(\bar{r}_N) \), cf. (10), Proposition 3.7, and \( \| \bar{r}_N \|^k_{L^1(\mathbb{R}^d)} k_{r,N}^{-k} \leq \alpha_N^k \) for every \( 0 \leq k \leq l \), we have for all \( N \in \mathbb{N} \)

\[
E \left[ \sup_{x \in D} |P_{r_N}(x)|^{nq'} \right] \leq \left( E \left[ \sup_{x \in D} |P_{r_N}(x)|^{nq'} \right] \right)^{\frac{nq'}{nq'}} \leq \left( \frac{k}{k} \prod_{\ell=1}^{k} c_{|L\ell|} \int_{\mathbb{R}^d} |\bar{r}_N| |L\ell| \, dx \right)^{\frac{nq'}{nq'}} \leq \left( \frac{k}{k} \prod_{\ell=1}^{k} c_{|L\ell|} \right)^{\frac{nq'}{nq'}} \leq \left( \frac{k}{k} \prod_{\ell=1}^{k} c_{|L\ell|}^{\alpha_nq'} \right)^{\frac{nq'}{nq'}} \leq \left( \frac{k}{k} \prod_{\ell=1}^{k} c_{|L\ell|}^{\alpha_nq'} \right)^{\alpha_nq'}, \tag{35}
\]

\[ \text{for all } N \in \mathbb{N}. \]
where \( \mathcal{A}([n_0']) \) denotes the collection of all partitions on \( \{1, \ldots, [n_0']\} \) into non-intersecting, none-empty sets \( I_1, \ldots, I_k, 1 \leq k \leq [n_0'] \), and \( c^+_I \) are suitable non-negative numbers, compare Proposition 3.7. Note that the constants \( c^+_I \) are taken w.r.t. the modified Lévy measure \( \nu_* \) associated with \( |P| \) instead of \( \nu \) associated with \( P \).

Therefore, setting \( C_2 \) to be the factor in front of \( a^{n_0'}_N \) in the previous inequality, we have

\[
\forall N \in \mathbb{N} : \mathbb{E} \left[ \sup_{x \in D} |P_{\tau_N}(x)|^{n_0'} \right] \leq C_2 a^{n_0'}_N. \tag{36}
\]

Combining (33), (34), and (35) we finally obtain

\[
\forall N \in \mathbb{N} : \mathbb{E} \left[ \sup_{x \in D} |R_N(x)|^{n_0'} \right] \leq 3^{n_0'-1} \left( |b - b'| + \sigma^4C_1 + C_2 \right) \left( \max\{a_N, a_N^{-\delta}\} \right)^{n_0'},
\]

which proves the claim. \( \square \)

Combining Lemmas 5.3, 5.6 and 5.7 we now obtain the following convergence result:

**Theorem 5.8.** Let \( Z \) be a Lévy field satisfying Assumption 4.5. Moreover, let \( k : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \) be a smoothing function such that \( \tilde{k} \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d) \) and such that the canonical distance \( d_c \) of \( (G_k(x))_{x \in D} \) satisfies the covering property of Talagrand’s Lemma 4.3, where \( G \) is the centered Gaussian part of \( Z \). Furthermore, let \( k = k_N + r_N, N \in \mathbb{N} \), be an orthogonal approximation sequence for which the centered Gaussian fields \( (G_{k_N}(x))_{x \in D} \) and \( (G_{r_N}(x))_{x \in D} \), \( N \in \mathbb{N} \), all have a.s. continuous paths and for which \( \tilde{k}_N \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d), N \in \mathbb{N} \).

Let \( u \) and \( u_N, N \in \mathbb{N} \), be the solution of (11) with random conductivity \( T \circ Z \) and \( T \circ Z_{k_N} \), respectively, where \( T \) satisfies Assumption 5.2. Assume that with \( k := \|\tilde{k}\|_{L^\infty(\mathbb{R}^d)} \) we have \( \beta > 4k \rho \). Then for all \( n \in [1, \frac{\beta}{4k \rho}] \), \( \xi \in (1, \frac{\beta}{4k \rho} m) \), and \( \delta \in (0, 1) \) there is a constant \( C' > 0 \) and \( M \in \mathbb{N} \) such that for all \( N \geq M \) we have

\[
\|u - u_N\|_{L^n(\Omega, \mathbb{A}, \mathbb{P}; H^1(D))} \leq C' \max\{a_N, a_N^{-\delta}\},
\]

where \( a_N = \max\{\|P_N\|_{L^1(\mathbb{R}^d)}, \kappa_{r,N}\} \). In case \( k_N(x, \cdot, \cdot) \) and \( r_N(x, \cdot, \cdot) \), \( N \in \mathbb{N} \), have disjoint supports for every \( x \in \mathbb{R}^d \), one can choose \( M = 1 \).

In particular, \( (u_N)_{N \in \mathbb{N}} \) converges to \( u \) in \( L^n((\Omega, \mathbb{A}, \mathbb{P}); H^1(D)) \). The constant \( C' \) depends only on \( B, Z, k, \frac{n_0}{\xi-1}, \|f\|_{L^2(\Omega)}, \|b\|_{H^{\frac{1}{2}}(\partial D)}, \|g\|_{H^{\frac{1}{2}}(\partial N)} \), and \( C \), the constant from Lemma 5.1.

### 5.3 Series Expansion of Lévy Coefficients

We provide a two-step procedure for approximating smoothed Lévy random fields and the associated solutions of (11), resulting in a finite-dimensional approximation of \( Z_k \) as a natural generalization of the Karhunen–Loève expansion for Lévy fields. In particular, we shall employ two specific orthogonal approximation sequences, one by restricting to sets in a compact exhaustion of \( \mathbb{R}^d \) and the other by truncated Mercer expansion. In the first step we restrict the second argument of the kernel \( k(x, y) \) to a set \( \Lambda_N \) from a compact exhaustion \( (\Lambda_N)_{N \in \mathbb{N}} \) of \( \mathbb{R}^d \), i.e., \( (\Lambda_N)_{N \in \mathbb{N}} \) is a sequence of compact subsets of \( \mathbb{R}^d \) with \( \Lambda_N \subset \text{int}(\Lambda_{N+1}) \), \( N \in \mathbb{N} \), and \( \bigcup \Lambda_N = \mathbb{R}^d \). This is necessary as only \( x \) is restricted to \( D \), whereas \( y \) transports the effect of noise source terms from locations \( y \notin D \) into \( D \).

For a \( \|\cdot\| \)-continuous Lévy field \( Z \) it follows immediately that \( Z_N(f) := Z(f_{\Lambda_N}), N \in \mathbb{N} \), again defines a \( \|\cdot\| \)-continuous generalized random field, which, however, is no longer stationary. For a Matérn kernel \( k_{\alpha,m}, m > 0, \alpha > d + \max\{0, \frac{3d}{8}\} \) it therefore follows from Theorem 2.11 that for the smoothing function \( k(x, y) = k_{\alpha,m}(x - y) \) the smoothed fields \( (Z_N^N(x))_{x \in D} \), \( N \in \mathbb{N} \), have a.s. continuous paths. Moreover, it was shown in the proof of Theorem 4.7 that the canonical distance \( d_c \) associated with the Gaussian field \( (G_k(x))_{x \in D} \) (where \( G \) denotes, as usual, the centered Gaussian part of \( Z \)) satisfies the covering property of Talagrand’s Lemma 4.3 and, by Lemma 4.4 (ii), there holds \( \tilde{k} \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d) \) with \( \lim_{|y| \to \infty} \tilde{k}(y) = 0 \). Therefore, the assumptions of Theorem 5.8 are automatically satisfied for Matérn kernels as smoothing functions.
Corollary 5.9. Let \( Z, T \) and \( u \) be given as in Theorem 5.8. Furthermore, let \( k_{\alpha,m} \) be a Matérn kernel with \( \alpha > d \). For a compact exhaustion \((\Lambda_N)_{N \in \mathbb{N}}\) of \( \mathbb{R}^d \) with \( D \subset \Lambda_1 \), we set \( k_N(x, y) := k_{\alpha,m}(x, y) \mathbb{1}_{\Lambda_N}(y) \) and denote by \( u_N \) the solution of (11) with random conductivity \( T \circ Z_N \).

Then for all \( n \in [1, \frac{\beta}{4\pi^2}) \), \( p \in (1, \frac{\beta}{4\pi^2}) \), and \( 0 < m' < m \), there is a constant \( C > 0 \) such that for all \( N \in \mathbb{N} \) we have

\[
\| u - u_N \|_{L^p((\Omega, \mathcal{F}, P); H^1(D))} \leq C e^{-m'd_e(D, \Lambda_N)}
\]

where \( d_e(D, \Lambda_N^p) \) denotes the Euclidean distance between \( D \) and \( \Lambda_N^p \).

Proof. We first verify that \( k = k_N + r_N \) is an orthogonal approximation sequence in the sense of Definition 5.5. Condition (i) obviously holds as the \( y \)-domains of \( k_N \) and \( r_N \) are disjoint. To verify condition (ii), we use the decay rate \( k_{\alpha,m}(x, y) \leq Ce^{-m|x-y|} \) for \( |x-y| \to \infty \) from Lemma 4.4. (ii). This implies for \( 0 < m' < m \)

\[
\| \hat{r}_N \|_{L^1(\mathbb{R}^d)} \leq C \int_{\Lambda_N} \sup_{x \in D} e^{-m|x-y|} dy = Ce^{-md_e(D, \Lambda_N)} \int_{\Lambda_N^p} \sup_{x \in D} e^{-(m-m')|x-y|} dy
\]

where the last integral is finite as \( m' < m \), and can be estimated by a constant as the integration area gets smaller for \( N \to \infty \). We next have

\[
k_{r,N} = \| \hat{r}_N \|_{L^1(\mathbb{R}^d)} = \sup_{x \in D, y \in \Lambda_N} Ce^{-m|x-y|} = Ce^{-md_e(D, \Lambda_N)}
\]

and thus

\[
\alpha_N = \max\{ \| \hat{r}_N \|_{L^1(\mathbb{R}^d)}, k_{r,N} \} \leq Ce^{-m'd_e(D, \Lambda_N)}.
\]

We can now apply Theorem 5.8 and obtain

\[
\| u - u_N \|_{L^p((\Omega, \mathcal{F}, P); H^1(D))} \leq C' \max\{ \alpha_N, \alpha_N^{1-\delta} \} \leq C' C e^{-m'd_e(D, \Lambda_N)},
\]

where we merged \( m' \) and \( \delta \), as for \( m' \in (0, m) \) and \( \delta \in (0, 1) \) we again have \( (1 - \delta)m' \in (0, m) \). Redefining the constant \( C \) implies (37). \( \square \)

Remark 5.10.

(i) At first sight, the discontinuous cut-off \( \mathbb{1}_{\Lambda_N}(y) \) appears to contradict the assumptions needed for the continuity of the paths of \( Z_{\Lambda_N}(x) \), which is part of the prerequisites of Theorem 5.8. Nevertheless, we may still obtain continuous realizations of \( Z_{\Lambda_N}(x) \) from Theorem 2.11 as it is equivalent to apply the noise \( Z \) to \( k_N(x, \cdot) \) or to apply the noise \( \mathbb{1}_{\Lambda_N}Z \) to \( k(x, \cdot) \). As \( \varphi_N(f) = e^{\int_{\Lambda_N} \psi(f) dx} \) (and likewise for \( R_N(y) \) with \( \Lambda_N \) replaced by \( \Lambda_N^p \)), we see that this functional still is \( \| \cdot \| \)-continuous and therefore the results of Theorem 2.11 are compatible with the cut-off \( \Lambda_N \).

(ii) Likewise, the Hölder continuity of the covariance function \( k_{2\alpha,m} \) of the Gaussian part (see (19)) is immediately passed on to the truncated fields \( G_{k_N}(x), Z_{k_N,1}(x) \) and \( R_N(x) \), as by Definition 5.5 (i) the canonical distance of all these fields is dominated by that of \( G_k(x) \).

As we now are able to restrict both \( x \) and \( y \) to a (sufficiently large) bounded domain \( \Lambda \) at the cost of a small and controllable error, we can now apply Mercer expansion of the smoothing kernel on \( \Lambda \) and recall the following well-known result:

**Theorem 5.11** (Mercer’s Theorem, cf. [41, Theorem 1.80]). Let \( \Lambda \) be a compact subset of \( \mathbb{R}^d \) and \( k : \Lambda \times \Lambda \to \mathbb{R} \) be a continuous, positive definite kernel. Associated with \( k \) is a compact linear operator \( K : L^2(\Lambda) \to L^2(\Lambda) \) defined by

\[
[K\phi](x) = \int_{\Lambda} k(x, y)\phi(y) dy.
\]

Then there exist an orthonormal basis \( \{ e_i \}_{i \in \mathbb{N}} \) of \( L^2(\Lambda) \) consisting of eigenfunctions of \( K \) such that the associated sequence of eigenvalues \( \{ \lambda_i \}_{i \in \mathbb{N}} \) is non-negative with zero as its only possible point of accumulation. The eigenfunctions corresponding to positive eigenvalues are continuous on \( \Lambda \) and \( k \) has the representation

\[
k(x, y) = \sum_{i=1}^{\infty} \lambda_i e_i(x)e_i(y), \quad x, y \in \Lambda,
\]

where the convergence is absolute and uniform.
Remark 5.12.

(i) In what follows we will obtain a finite-dimensional approximation of the smoothed random field by expanding the smoothing kernel $k$ rather than its covariance function $k^r \ast k$, as in a Karhunen-Loève (KL) expansion. The difference to the standard KL-expansion lies in the fact that the covariance function of the truncated noise is $\int_{\Lambda} k(x-z)k(y-z) \, dz$ in contrast to $\int_{\mathbb{R}^d} k(x-z)k(y-z) \, dz$ expanded in the standard KL-expansion, where $x, y \in \Lambda$. It is easily seen that the eigenvalues obtained for the expansion of the first covariance function are $\lambda_j^2$ and the eigenfunctions $e_j(x)$ remain the same, as this operator is the square to the original integral operator defined by $k(x-y)$ on $L^2(\Lambda, dy)$.

(ii) Of course also an expansion of the paths of $Z_k(x)$ in eigenfunctions of the second covariance operator is possible in principle. However this requires an expansion of the smoothing kernel $k(x-y)$ in $x \in \Lambda$ (or $D$) and prove uniformity and decay properties of this expansion in $y \in \mathbb{R}^d$. This approach seems more involved than the cut-off method used here, as the spectral properties of the integral operator induced by $k(x-y)$ can not be used. Also, the cut-off method seems efficient as for Matérn kernels it does not lead to a worsening of rates of convergence in Theorem 5.15 below.

(iii) The assumptions of the above theorem clearly hold for $k(x,y) = k_{\alpha,m}(x-y)$ for $2\alpha > d$ when restricted to $\Lambda$ in both arguments $x,y$, cf. Lemma 4.4. Note that by Definition 2.9 the Fourier transform of $k_{\alpha,m}(x)$ is positive, which implies the positive definiteness of the kernel $k_{\alpha,m}(x-y)$.

(iv) Note that the eigenfunctions $e_i(x)$ and the eigenvalues $\lambda_i$ depend on $\Lambda$. For $\Lambda = \Lambda_N$ we use the notation $\lambda_{N,i}$ and $e_{N,i}(x)$.

Corollary 5.13. Under the assumptions given in Theorem 5.8, let in addition $k$ be a positive definite kernel. Then for fixed $N \in \mathbb{N}$ the decomposition

$$k_N(x,y) = k(x,y)1_{\Lambda_N}(y) = k_{N,N'}(x,y) + r_{N,N'}(x,y), \quad x,y \in \Lambda_N,$$

with $k_{N,N'}(x,y) = \sum_{i=1}^{N'} L_{N,i}e_{N,i}(x)e_{N,i}(y)$ the truncated Mercer expansion (Theorem 5.11) with remainder $r_{N,N'}$ represents an orthogonal approximation sequence in the sense of Definition 5.5 w.r.t. the approximation parameter $N' \in \mathbb{N}$. Then for the solution $u_N$ of (11) with smoothing kernel truncated in the $y$ variable (cf. Corollary 5.9) and the solution $u_{N,N'}$ associated with $Z_{k_{N,N'}}$, we have

$$\|u_N - u_{N,N'}\|_{L^2((\Omega, \mathbb{P});H^1(D))} \leq C|\Lambda_N| |\kappa_{r,N,N'}| \to 0 \quad \text{as } N' \to \infty,$$

(38)

where $\kappa_{r,N,N'} = \sup_{x \in D} |\sum_{i=1}^{N'} \lambda_{N,i}e_{N,i}(x)e_{N,i}(y)|$ and $|\Lambda_N| > 1$.

Proof. Mercer’s theorem provides

$$0 \leq \kappa_{r,N,N'} \leq \sup_{x \in \Lambda_N} \left| \sum_{i=N'+1}^{\infty} \lambda_{N,i}e_{N,i}(x)e_{N,i}(y) \right| \to 0 \quad \text{as } N' \to \infty.$$

Furthermore, as $\Lambda_N$ is bounded, $\|\tilde{r}_{N,N'}\|_{L^2(\Lambda_N)} \leq |\Lambda_N| |\kappa_{r,N,N'}|$. Now the assertion follows from Theorem 5.8. \qed

We want to state a convergence rate for Matérn kernels. For this we first establish an auxiliary result.

Lemma 5.14. Let $k = k_{\alpha,m}$ be a Matérn smoothing function with $\alpha > d$. Further, let $(\Lambda_N)_{N \in \mathbb{N}}$ denote a compact exhaustion of $\mathbb{R}^d$ with $D \subset \Lambda_1$ and $\text{diam}(\Lambda_1) \geq 1$. Then for every $\varepsilon \in (0, \frac{d}{\alpha} - \frac{1}{2})$ there exists a constant $C > 0$ such that for each $N \in \mathbb{N}$ the uniform bound $\kappa_{r,N,N'}$ on the remainder of the Mercer series of the restriction $k_N$ of $k$ to $\Lambda_N \times \Lambda_N$ satisfies

$$\kappa_{r,N,N'} \leq Cdiam(\Lambda_N)^{4(\alpha - \frac{d}{\alpha} - \varepsilon)}N'^{-2\frac{d}{\alpha}+2\varepsilon} \quad \forall N' \in \mathbb{N},$$

(39)

where $\kappa_{r,N,N'} = \sup_{x \in D} |\sum_{i=N'+1}^{\infty} \lambda_{N,i}e_{N,i}(x)e_{N,i}(y)|$.
Proof. Applying eq. (55) for a given $\varepsilon \in (0, \frac{a}{d} - \frac{1}{2})$ provides the existence of a constant $C > 0$ such that for all $N, N' \in \mathbb{N}$, there holds

$$
\kappa_{r, N, N'} \leq \sum_{i=N'+1}^{\infty} \sup_{x \in D, y \in \Lambda_{N,i}} |\lambda_{N,i} e_{N,i}(x) e_{N,i}(y)| \leq \sum_{i=N'+1}^{\infty} \|\sqrt{\lambda_{N,i}} e_{N,i}\|_{L^\infty(\Lambda_N)}^2
$$

$$
\leq C^2 \text{diam}(\Lambda_N)^{4(\alpha - \frac{d}{2} - \frac{1}{2})} \sum_{i=N'+1}^{\infty} i^{-2\frac{d}{2}+1+2\varepsilon}
$$

$$
\leq C^2 \text{diam}(\Lambda_N)^{4(\alpha - \frac{d}{2} - \frac{1}{2})} \int_{N'}^{\infty} x^{-2\frac{d}{2}+1+2\varepsilon} \, dx
$$

$$
\leq C^2 (2\alpha / d - 2 - 2\varepsilon)^{-1} \text{diam}(\Lambda_N)^{4(\alpha - \frac{d}{2} - \frac{1}{2})} N'^{-2\frac{d}{2}+2+2\varepsilon}.
$$

Note that the series converges since $-2\frac{d}{2} + 1 + 2\varepsilon < -1$. Redefining $C$ yields the assertion. \qed

We now combine Corollaries 5.9 and 5.13 to obtain our second main result:

**Theorem 5.15.** Let the assumption of Theorem 5.8 hold and let $k_{\alpha,m}$ be a Matérn kernel with $\alpha > d$. Let $\delta := \text{diam}(D)$ and fix $x_0 \in D$ with $D \subseteq x_0 + [-\frac{\delta}{2}, \frac{\delta}{2}]^d$. For fixed $0 < \tilde{m} < m$ let

$$
\delta_N := \frac{\delta + 1}{2} + \frac{2}{\tilde{m}} \left( \frac{\alpha}{d} - 1 \right) \log N \text{ and } \Lambda_N := x_0 + [-\delta_N, \delta_N]^d, N \in \mathbb{N}.
$$

Moreover, we denote the solution resulting from the truncated Mercer expansion in Corollary 5.13 for the above $\Lambda_N$ by $u_{N,N}$ and the solution given in Lemma 4.1 a) by $u$.

For every $\nu \in (0, 2\alpha / d - 2)$ there is a constant $C > 0$ such that

$$
\forall N \in \mathbb{N} : \|u - u_{N,N}\|_{L^\nu((\Omega,\mathcal{A},\mathbb{P}), H^1(D))} \leq C N^{-\nu}.
$$

Proof. Let $\nu \in (0, 2\alpha / d - 2)$ be given. We fix $\varepsilon \in (0, \frac{a}{d} - 1)$ such that $\nu < 2\alpha / d - 2 - 2\varepsilon$. With this $\varepsilon$ and $\tilde{m} \in (0, m)$ from the hypothesis we define

$$
m' := \frac{\tilde{m} (\frac{a}{d} - 1 - \varepsilon)}{(\frac{a}{d} - 1)} \in (0, m)
$$

so that

$$
\frac{2}{m'} \left( \frac{\alpha}{d} - 1 - \varepsilon \right) = \frac{2}{\tilde{m}} \left( \frac{\alpha}{d} - 1 \right)
$$

resulting in

$$
\delta_N = \frac{\delta + 1}{2} + \frac{2}{m'} \left( \frac{\alpha}{d} - 1 - \varepsilon \right) \log N
$$

as well as

$$
d_\varepsilon(D, \Lambda_N^\varepsilon) > \frac{2(\frac{a}{d} - 1 - \varepsilon)}{m'} \log N, \quad N \in \mathbb{N}.
$$

Since $|\Lambda_N| = 2^d \delta_{\Lambda_N}^d$, $\text{diam}(\Lambda_N) > 1$, and $\text{diam}(\Lambda_N) = \sqrt{2^d \delta_{\Lambda_N}^d}$, combining theorem 5.9, theorem 5.13 and theorem 5.14, we obtain with suitable constants, denoting $\| \cdot \|_{L^\nu((\Omega,\mathcal{A},\mathbb{P}), H^1(D))}$ by just $\| \cdot \|$, we have

$$
\|u - u_{N,N}\| \leq \|u - u_N\| + \|u_N - u_{N,N}\| \leq C' e^{-m'd_\varepsilon(D,\Lambda_N^\varepsilon)} + C |\Lambda_N| C (\text{diam}(\Lambda_N))^{4(\alpha - \frac{d}{2} - \frac{1}{2})} N^{-2(\frac{d}{2} - 1 - \varepsilon)}
$$

$$
\leq C' N^{-2(\frac{d}{2} - 1 - \varepsilon)} + \tilde{C} C 2^d \sqrt{2^d \delta_{\Lambda_N^\varepsilon}^d} N^{-2(\frac{d}{2} - 1 - \varepsilon)}
$$

$$
= C' N^{-2(\frac{d}{2} - 1 - \varepsilon)} + \tilde{C} C 2^d \sqrt{2^d \delta_{\Lambda_N^\varepsilon}^d} N^{-2(\frac{d}{2} - 1 - \varepsilon)}
$$

Next, we use for

$$
\delta_N = \frac{\delta + 1}{2} + \frac{2}{m'} \left( \frac{\alpha}{d} - 1 - \varepsilon \right) \log N
$$
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that for arbitrary $\varepsilon' > 0$ there is $C'' > 0$, depending only on $\delta, \alpha, d, m', \varepsilon,$ and $\varepsilon'$, with $\delta_N^{2(\alpha - \varepsilon)} \leq C'' N^{\varepsilon'}, N \in \mathbb{N}$. Applying this to $\varepsilon'$ with $\nu + \varepsilon' < 2 \left( \frac{d}{d} - 1 - \varepsilon \right)$ we continue with our inequality from above and obtain

$$
\|u - u_{N,N}\| \leq C' N^{-2(\frac{d}{d} - 1 - \varepsilon)} + C' C_N 2^d \sqrt{2d} \delta_N^{2(\alpha - \varepsilon)} N^{-2(\frac{d}{d} - 1 - \varepsilon)} + C' C_N 2^d \sqrt{2d} N^{-2(\frac{d}{d} - 1 - \varepsilon) + \varepsilon'} 
$$

which proves the assertion. □

Remark 5.16.

(i) We can combine Theorem 5.8 and Corollary 5.13 to obtain the convergence of the approximated solutions for any positive definite kernel function satisfying the assumptions of Theorem 5.8. For the derivation of a convergence rate, however, additional knowledge of the remainder $r_N$ is needed.

(ii) Note that $Z_{k,N,N}(x) = \sum_{i=1}^N a_{N,i} e_{N,i}(x) Z(e_{N,i})$ depends only on the finite-dimensional Lévy distribution of $(Z(e_{1,i}), \ldots, Z(e_{N,N}))$. Thus, Theorem 5.15 provides an approximation scheme for $u$ obtained from coefficients from an infinite-dimensional distribution by $u_{N,N}$ obtained from a finite-dimensional distributions.

6 Outlook

We have established a comprehensive theory for the existence, integrability and finite-dimensional approximation of solutions to the random PDEs (1) with conductivity given by transformed Lévy random fields including rates of convergence.

At this point it seems natural to proceed with a numerical treatment of the PDEs based on the established stochastic approximation scheme. However, this is not straightforward as the uncorrelated Lévy random variables $(Z(e_1), \ldots, Z(e_n))$ of the finite-dimensional approximation will, in general, fail to be independent. Standard (sparse) tensor quadrature formulae for numerically computing the expected value of quantities of interest are therefore not applicable without modification. Research on quadrature rules to numerically integrate high-dimensional Lévy distributions is needed.

The statistical investigation of the actual distribution of, e.g., hydraulic conductivity in groundwater problems, is necessary to further clarify the relevance of Lévy models. The option to insert discrete regions of enhanced conductivity via non-isotropic kernel functions $k$ with random orientation applied to smooth Poisson noise seems adequate to model crack-like structures in the subsurface. Only minor changes to the theory presented here would be needed to cover this case as well.

Considering statistical aspects further, the results in Section 5 allow an interesting additional application. Even in the Gaussian case, a proof of the robustness of uncertainty quantification methods under statistical estimation error of the covariance or semi-variogram functions is missing. We suggest that our arguments used in the proof of the approximation can be adapted to show that given a consistent estimation of the covariance function, the expected value of quantities of interest converges in the large sample limit.

In this work, we have treated Lévy processes with a Poisson part that permits infinite activity $\int_{|s| \leq 1} v(ds) = \infty$ while satisfying $\int_{|s| \leq 1} |s|^2 v(ds) < \infty$. This allowed us to shift the compensator term $\int s 1_{|s| \leq 1}(s)$ for small jumps in the Lévy characteristic to the constant $b$, cf. Definition 3.1. Lévy measures for which only $\int_{|s| \leq 1} |s|^2 v(ds) < \infty$ require a different set of tail estimates to be developed. At the same time it would be of interest to weaken the integrability conditions for the Lévy measure and allow for thicker tails for $v(ds)$ for large $s$. E.g. the methods presented here are far from being applicable to $\alpha$-stable Lévy fields with extremely fat tails.

Another interesting direction of research is to work directly with Lévy random fields with positive paths making the transformation $T(\varepsilon)$ unnecessary. E.g. smoothed Gamma noise with a positive kernel function $k(x)$ is an interesting candidate as gamma and lognormal distributions are rather similar. If one avoids using the transformation $T(\varepsilon)$, the maximum value problem for $Z_k(x)$, however, is turned in a minimum value
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where $\tau$ is well-defined. Moreover, if not only (40) is satisfied but also the mapping Lemma A.1. derivatives is polynomially bounded.

In order to determine those values of $\alpha$ which satisfy the above property, we will apply part iii) of the following lemma to $f = \hat{k}_{\alpha,m}$. Recall that a smooth function is said to be of moderate growth if each of its partial derivatives is polynomially bounded.

**Lemma A.1.**

i) For every smooth function $Q$ on $\mathbb{R}$ which is of moderate growth and every $y \in \mathbb{R}^d$ there holds that for all $f \in \mathcal{S}'(\mathbb{R}^d)$

$$
\left( |\xi|^2 - \Delta \right) \left[ Q(\xi \cdot y) f \right] = Q(\xi \cdot y) \left( |\xi|^2 - \Delta \right) f - |y|^2 Q''(\xi \cdot y) f - 2Q'(\xi \cdot y) \langle y, \nabla \rangle f.
$$

where $\langle y, \nabla \rangle = \sum_{j=1}^{d} y_j \partial_j$ denotes the derivative in direction $y$.

ii) For every $r \in \mathbb{N}$, $y \in \mathbb{R}^d$, and each $f \in \mathcal{S}'(\mathbb{R}^d)$ we have

$$
\left( |\xi|^2 - \Delta \right) \langle y, \nabla \rangle^r f = 
\begin{cases}
\text{if } r = 1 : & \langle y, \nabla \rangle \left( |\xi|^2 - \Delta \right) f - 2\xi \cdot y f, \\
\text{if } r \geq 2 : & \langle y, \nabla \rangle^r \left( |\xi|^2 - \Delta \right) f - r(r-1)|y|^2 \langle y, \nabla \rangle^{r-2} f \\
& -2r \xi \cdot y \langle y, \nabla \rangle^{r-1} f.
\end{cases}
$$
iii) For every $p \in \mathbb{N}$ there are $k_l \in \mathbb{N}, r_{n,l} \in \mathbb{N}_0$ and univariate polynomials $P_{n,l}, Q_{n,l}$, where $l \in \{0,\ldots, \max\{0, p - 2\}\}, n \in \{1,\ldots, k_l\}$, such that for all $f \in \mathcal{S}'(\mathbb{R}^d)$ and $y \in \mathbb{R}^d$

\[
\left(|\xi|^2 - \Delta\right)^p \left(e^{i\xi \cdot y} f\right) = e^{i\xi \cdot y} \left(\left(|\xi|^2 - \Delta\right)^p f - 2ip\langle y, \nabla \rangle \left(|\xi|^2 - \Delta\right)^{p-1} f \right.
\]
\[
+ p|y|^2 \left(|\xi|^2 - \Delta\right)^{p-1} f
\]
\[
+ \sum_{l=0}^{p-2} \sum_{n=1}^{k_l} P_{n,l}(|y|^2)Q_{n,l}(\xi \cdot y)\langle y, \nabla \rangle^{r_{n,l}} \left(|\xi|^2 - \Delta\right)^l f \bigg) \n
\]

and such that $\deg Q_{n,l} \leq p - 1, r_{n,l} \leq p$ as well as

\[
\deg P_{n,l} + \deg Q_{n,l} + r_{n,l} + l \leq p + 1
\]

for all $l \in \{0,\ldots, \max\{0, p - 2\}\}, n \in \{1,\ldots, k_l\}$.

**Proof.** A direct calculation shows that i) holds.

ii) Since the constant coefficient differential operators $\langle y, \nabla \rangle$ and $\Delta$ commute,

\[
\langle y, \nabla \rangle (|\xi|^2 f - \Delta f) = 2\xi \cdot y f + |\xi|^2 \langle y, \nabla \rangle f - \Delta (y, \nabla) f,
\]

which yields the assertion for $r = 1$. Using the just proved equality twice, it is straightforward to show that the asserted equation is true for $r = 2$. Asssuming that the equation holds for $r \geq 2$ a straightforward calculation gives

\[
\left(|\xi|^2 - \Delta\right) \langle y, \nabla \rangle^{r+1} f = \langle y, \nabla \rangle^{r+1} \left(|\xi|^2 - \Delta\right) f - 2(r+1)|y|^2 \langle y, \nabla \rangle^{r-1} f
\]
\[
- 2(r+1)\xi \cdot y f - \langle y, \nabla \rangle^{r} f
\]

proving ii).

iii) We prove the claim by induction on $p$. For $p = 1$, part i) yields

\[
(|\xi|^2 - \Delta)(e^{i\xi \cdot y} f) = e^{i\xi \cdot y} \left(\left(|\xi|^2 - \Delta\right) f - 2i(y, \nabla) f + |y|^2 f \right).
\]

Assuming that the claim holds for $p \in \mathbb{N}$ we obtain by the induction hypothesis and the case $p = 1$ that

\[
\left(|\xi|^2 - \Delta\right)^{p+1} \left(e^{i\xi \cdot y} f\right)
\]
\[
= e^{i\xi \cdot y} \left(\left(|\xi|^2 - \Delta\right)^{p+1} f - 2ip\left(|\xi|^2 - \Delta\right) \langle y, \nabla \rangle \left(|\xi|^2 - \Delta\right)^{p-1} f + p|y|^2 \left(|\xi|^2 - \Delta\right)^p f \right.
\]
\[
+ \sum_{l=0}^{p-2} \sum_{n=1}^{k_l} \left(|\xi|^2 - \Delta\right) \left[P_{n,l}(|y|^2)Q_{n,l}(\xi \cdot y)\langle y, \nabla \rangle^{r_{n,l}} \left(|\xi|^2 - \Delta\right)^l f \right]
\]
\[
- 2i(y, \nabla) \left(|\xi|^2 - \Delta\right)^p f - 4p(y, \nabla)^2 \left(|\xi|^2 - \Delta\right)^{p-1} f
\]
\[
- 2ip|y|^2 (y, \nabla) \left(|\xi|^2 - \Delta\right)^{p-1} f
\]
\[
- \sum_{l=0}^{p-2} \sum_{n=1}^{k_l} 2i(y, \nabla) \left[P_{n,l}(|y|^2)Q_{n,l}(\xi \cdot y)\langle y, \nabla \rangle^{r_{n,l}} \left(|\xi|^2 - \Delta\right)^l f \right]
\]
\[
+ |y|^2 \left(|\xi|^2 - \Delta\right)^p f - 2ip|y|^2 \left(|\xi|^2 - \Delta\right)^{p-1} f + p|y|^2 \left(|\xi|^2 - \Delta\right)^p f
\]
\[
+ \sum_{l=0}^{p-2} \sum_{n=1}^{k_l} |y|^2 P_{n,l}(|y|^2)Q_{n,l}(\xi \cdot y)\langle y, \nabla \rangle^{r_{n,l}} \left(|\xi|^2 - \Delta\right)^l f \bigg). \quad (42)
\]
For the second double sum on the right hand side of the above equality (42) we calculate

\[
\sum_{l=0}^{p-2} \sum_{n=1}^{k_l} 2\iota(n, \nabla) \left[ P_{n,l}(|y|^2)Q_{n,l}(\xi \cdot y)(y, \nabla) \left( |\xi|^2 - \Delta \right)^I f \right] \\
= \sum_{l=0}^{p-2} \sum_{n=1}^{k_l} 2\iota P_{n,l}(|y|^2)Q_{n,l}(\xi \cdot y)|y|^2(y, \nabla) \left( |\xi|^2 - \Delta \right)^I f \\
+ \sum_{l=0}^{p-2} \sum_{n=1}^{k_l} 2\iota P_{n,l}(|y|^2)Q_{n,l}(\xi \cdot y)(y, \nabla)^{n+1} \left( |\xi|^2 - \Delta \right)^I f, 
\]

while an application of parts i) and ii) to the summands of the first double sum on the right hand side of equality (42) combined with \(\Delta_\xi Q_{n,l}(\xi \cdot y) = Q_{n,l}'(\xi \cdot y)|y|^2\) and \(\nabla_\xi Q_{n,l}(\xi \cdot y) = Q_{n,l}'(\xi \cdot y)\) gives

\[
\left( |\xi|^2 - \Delta \right) \left[ P_{n,l}(|y|^2)Q_{n,l}(\xi \cdot y)(y, \nabla) \left( |\xi|^2 - \Delta \right)^I f \right] \\
= \begin{cases} 
P_{n,l}(|y|^2)Q_{n,l}(\xi \cdot y)(y, \nabla) \left( |\xi|^2 - \Delta \right)^{l+1} f \\
- P_{n,l}(|y|^2)|y|^2Q_{n,l}'(\xi \cdot y)(y, \nabla) \left( |\xi|^2 - \Delta \right)^I f \\
- 2P_{n,l}(|y|^2)Q_{n,l}'(\xi \cdot y)(y, \nabla)^2 \left( |\xi|^2 - \Delta \right)^I f \\
- 2P_{n,l}(|y|^2)Q_{n,l}(\xi \cdot y)\xi \cdot y \left( |\xi|^2 - \Delta \right)^I f \\
\end{cases} \\
\text{if } r_{n,l} = 0 : \\
\text{if } r_{n,l} = 1 : \\
\text{if } r_{n,l} \geq 2 : \\
\end{cases}
\]

By this equality, it holds for the first double sum on the right hand side of (42)

\[
\sum_{l=0}^{p-2} \sum_{n=1}^{k_l} \left( |\xi|^2 - \Delta \right) \left[ P_{n,l}(|y|^2)Q_{n,l}(\xi \cdot y)(y, \nabla) \left( |\xi|^2 - \Delta \right)^I f \right] \\
= \sum_{l=0}^{p-2} \sum_{n=1}^{k_l} P_{n,l}(|y|^2)Q_{n,l}(\xi \cdot y)(y, \nabla) \left( |\xi|^2 - \Delta \right)^{l+1} f \\
- \sum_{l=0}^{p-2} \sum_{n=1}^{k_l} P_{n,l}(|y|^2)|y|^2Q_{n,l}'(\xi \cdot y)(y, \nabla) \left( |\xi|^2 - \Delta \right)^I f \\
- \sum_{l=0}^{p-2} \sum_{n=1}^{k_l} P_{n,l}(|y|^2)2Q_{n,l}'(\xi \cdot y)(y, \nabla)^{n+1} \left( |\xi|^2 - \Delta \right)^I f \\
- \sum_{l=0}^{p-2} \sum_{n=1}^{k_l} 2r_{n,l}P_{n,l}(|y|^2)Q_{n,l}(\xi \cdot y)\xi \cdot y \left( |\xi|^2 - \Delta \right)^{n+1} f \\
- \sum_{l=0}^{p-2} \sum_{n=1}^{k_l} r_{n,l}(r_{n,l} - 1)P_{n,l}(|y|^2)|y|^2Q_{n,l}(\xi \cdot y)(y, \nabla)^{n+2} \left( |\xi|^2 - \Delta \right)^I f. 
\]
Inserting (45) and (43) into the first double sum and second double sum of the right hand side in (42), respectively, applying part ii) to the second summand, and rearranging the terms we derive

\[ (|\xi|^2 - \Delta)^{p+1} (e^{i\xi \cdot y} f) \]
\[ = e^{i\xi \cdot y} \left( (|\xi|^2 - \Delta)^{p+1} f - 2i(p+1)(y, \nabla)(|\xi|^2 - \Delta)^{p} f + (p+1)|y|^2 (|\xi|^2 - \Delta)^{p} f \right) \]
\[ + \sum_{l=0}^{p-2} k_l \sum_{n=1}^{\infty} P_{n,l}(|y|^2) Q_{n,l}(\xi \cdot y) (y, \nabla)^n \cdot (|\xi|^2 - \Delta)^{l+1} f \]
\[ + \sum_{l=0}^{p-2} k_l \sum_{n=1}^{\infty} P_{n,l}(|y|^2) |y|^2 (Q_{n,l}(\xi \cdot y) - 2iQ_{n,l}'(\xi \cdot y) - Q_{n,l}'')(\xi \cdot y)). \]

\[ \cdot (y, \nabla)^n \cdot (|\xi|^2 - \Delta)^{l+1} f \]
\[ + \sum_{l=0}^{p-2} k_l \sum_{n=1}^{\infty} P_{n,l}(|y|^2)(2iQ_{n,l}(\xi \cdot y) - 2Q_{n,l}'(\xi \cdot y)) (y, \nabla)^n \cdot (|\xi|^2 - \Delta)^{l+1} f \]
\[ - \sum_{l=0}^{p-2} k_l \sum_{n=1}^{\infty} 2r_{n,l} P_{n,l}(|y|^2) Q_{n,l}(\xi \cdot y) \xi \cdot y (y, \nabla)^n \cdot (|\xi|^2 - \Delta)^{l+1} f \]
\[ - \sum_{l=0}^{p-2} k_l \sum_{n=1}^{\infty} r_{n,l}(r_{n,l} - 1) P_{n,l}(|y|^2) |y|^2 Q_{n,l}(\xi \cdot y) (y, \nabla)^n \cdot (|\xi|^2 - \Delta)^{l+1} f \]
\[ + 4ip\xi \cdot y (|\xi|^2 - \Delta)^{p-1} f - 4p(y, \nabla)^2 (|\xi|^2 - \Delta)^{p-1} f - 2ip|y|^2 (y, \nabla)(|\xi|^2 - \Delta)^{p-1} f \]
\[ - 2ip|y|^2 (|\xi|^2 - \Delta)^{p-1} f + p (|y|^2)^2 (|\xi|^2 - \Delta)^{p-1} f. \]

Thus, \((|\xi|^2 - \Delta)^{p+1} (e^{i\xi \cdot y} f)\) is of the asserted form. Moreover, since the powers of the directional derivative \((y, \nabla)\) are at most \(\max\{2, r_{n,l} + 1\}\), by the induction hypothesis, they are bounded by \(p+1\). Furthermore, the polynomials of one variable \(t\) which are applied to the scalar product \(\xi \cdot y\) are either \(Q_{n,l}, Q_{n,l} - 2iQ_{n,l}' - Q_{n,l}'', 2iQ_{n,l} - 2Q_{n,l}'\) \(t \mapsto Q_{n,l}(t)\), or \(t \mapsto t\), which by the induction hypothesis implies that their respective degree is bounded above by \(p\). Finally, using again the induction hypothesis, it follows that in each summand of the above expression the sum of the degrees of the polynomials in \(|y|^2, \xi \cdot y\), the power of \((y, \nabla)\), and the power of \((|\xi|^2 - \Delta)\) is bounded above by \(p + 1\) which proves the assertion for \(p + 1\) and gives iii). \(\square\)

Our objective is to apply part iii) of the previous lemma to \(f(\xi) = \frac{1}{(|\xi|^2 + m^2)^{\alpha}}\) in order to derive for which \(\alpha \in \mathbb{R}, m > 0\)

\[ \forall y \in \mathbb{R}^d : \left( |\xi|^2 - \Delta \right)^q \left[ \frac{e^{i\xi \cdot y}}{(|\xi|^2 + m^2)^{\alpha}} \right] \in L^2(\mathbb{R}^d) \]

holds. For this we still need one more technical result.

**Proposition A.2.** Let \(\alpha \in \mathbb{R} \) and \(m > 0\).

i) Let \(A\) be a polynomial of a single variable and \(y \in \mathbb{R}^d\). Denoting for \(r \in \mathbb{N}\) the integer part of \(\frac{r}{2}\) by \(\left\lfloor \frac{r}{2} \right\rfloor\) there are polynomials \(A_0, \ldots, A_{\left\lfloor \frac{r}{2} \right\rfloor}\) of a single variable such that \(\deg A_j = \deg A + j\) and

\[ \langle y, \nabla \rangle^r \left[ \frac{A(|\xi|^2)}{(|\xi|^2 + m^2)^{\alpha}} \right] = \sum_{j=0}^{\left\lfloor \frac{r}{2} \right\rfloor} A_j(|\xi|^2)(\xi \cdot y)^{r-2j}|y|^{2j} \left[ \frac{1}{(|\xi|^2 + m^2)^{\alpha+r}} \right]. \]

ii) For every \(p \in \mathbb{N}_0\) there is a univariate polynomial \(Q\) with \(\deg Q_p = 3p\) such that

\[ \frac{1}{(|\xi|^2 + m^2)^{\alpha}} = \frac{Q_p(|\xi|^2)}{(|\xi|^2 + m^2)^{\alpha+2p}}. \]
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Proof. The assertion in i) is clearly true for \( y = 0 \). For \( y \neq 0 \), multiplying both sides of the asserted equality by \( |y|^{-2} \) we see that we can assume without loss of generality that \( |y| = 1 \). For \( |y| = 1 \) we prove i) by induction on \( r \). For \( r = 1 \) a straightforward calculation shows that

\[ \langle y, \nabla \rangle \left[ \frac{A(|\xi|^2)}{(|\xi|^2 + m^2)^\alpha} \right] = \frac{2(A'(|\xi|^2)(|\xi|^2 + m^2) - \alpha A(|\xi|^2))\xi \cdot y}{(|\xi|^2 + m^2)^{\alpha + 1}}. \]

Since no polynomial is a solution to the ordinary differential equation \( u'(t)(t + m^2) - cu(t) = 0, c \in \mathbb{R} \), the degree of the polynomial

\[ \mathbb{R} \ni t \mapsto A'(t)(t + m^2) - \alpha A(t) \]

equals \( \text{deg} \ A \) which proves the claim for \( r = 1 \).

Assume the claim to be true for \( r \in \mathbb{N} \). Taking into account that \( r - 2[\frac{\xi}{y}] = 1 \), or when \( [\frac{\xi}{y}] + 1 = [\frac{r+1}{y}] \), and using \( |y| = 1 \) as well as the induction hypothesis, it follows

\[
\langle y, \nabla \rangle^{r+1} \left[ \frac{A(|\xi|^2)}{(|\xi|^2 + m^2)^\alpha} \right] = \langle y, \nabla \rangle \left[ \sum_{j=0}^{\lfloor \frac{r}{2} \rfloor} A_j(|\xi|^2)(\xi \cdot y)^{r-2j} \right] \\
= \frac{(2A_0'(|\xi|^2)(|\xi|^2 + m^2) - 2(\alpha + r)A_0(|\xi|^2))(\xi \cdot y)^{r+1}}{(|\xi|^2 + m^2)^{\alpha + r + 1}} \\
+ \sum_{j=1}^{\lfloor \frac{r}{2} \rfloor} \frac{(2A_j(|\xi|^2) + (r + 2(j - 1))A_{j-1}(|\xi|^2))(|\xi|^2 + m^2)(\xi \cdot y)^{r+2j-2}}{(|\xi|^2 + m^2)^{\alpha + r + 1}} \\
- \sum_{j=1}^{\lfloor \frac{r}{2} \rfloor} \frac{2(\alpha + r)A_j(|\xi|^2)(\xi \cdot y)^{r+2j}}{(|\xi|^2 + m^2)^{\alpha + r + 1}} \\
+ \begin{cases} 
A \left( \frac{\xi}{y} \right) (|\xi|^2 + m^2)^{\alpha + r + 1} (\xi \cdot y)^{r + 2j - \lfloor \frac{r}{2} \rfloor} & \text{if } r \text{ is odd} \\
0 & \text{if } r \text{ is even}
\end{cases}
\]

Using the induction hypothesis once more we see that the degree of the polynomial

\[ \tilde{A}_0 : \mathbb{R} \ni t \mapsto 2A_0'(t)(t + m^2) - 2(\alpha + r)A_0(t) \]

is equal to \( \text{deg} \ A_0 = \text{deg} \ A \) while for \( 1 \leq j \leq \lfloor \frac{r}{2} \rfloor \) the degree of the polynomials

\[ \tilde{A}_j : \mathbb{R} \ni t \mapsto (2A_j'(t) + (r + 2(j - 1))A_{j-1}(t))(t + m^2) - 2(\alpha + r)A_j(t) \]

satisfies \( \text{deg}(\tilde{A}_j) = \text{deg} \ A_j = \text{deg} \ A + j \). Finally, for odd \( r \) the degree of the polynomial

\[ \tilde{A}_{\lfloor \frac{r}{2} \rfloor} : \mathbb{R} \ni t \mapsto A_{\lfloor \frac{r}{2} \rfloor}(t) (t + m^2) \]

is equal to \( \text{deg} A_{\lfloor \frac{r}{2} \rfloor} + 1 = \text{deg} A + \lfloor \frac{r}{2} \rfloor + 1 \) by the induction hypothesis. Because by the above we have

\[
\langle y, \nabla \rangle^{r+1} \left[ \frac{A(|\xi|^2)}{(|\xi|^2 + m^2)^\alpha} \right] = \sum_{j=0}^{\lfloor \frac{r}{2} \rfloor} \frac{A_j(|\xi|^2)(\xi \cdot y)^{r+2j}}{(|\xi|^2 + m^2)^{\alpha + r + 1}}
\]

it follows that the claim also holds for \( r + 1 \) which proves i).

In order to prove ii), we switch to polar coordinates (writing \( r^2 = |\xi|^2 \) as usual), so we actually claim that for every \( p \in \mathbb{N}_0 \) there is a univariate polynomial \( Q_p \) with real coefficients and of degree \( 3p \) such that

\[
\left( r^2 - \frac{1}{r^{d-1}} \frac{\partial}{\partial r} \left( r^{d-1} \frac{\partial}{\partial r} \right) \right)^p \frac{1}{(r^2 + m^2)^\alpha} = \frac{Q_p(r^2)}{(r^2 + m^2)^{\alpha + 2p}}.
\]
Indeed, for $p = 0$ the claim is obviously true. Assuming the claim to be true for $p \in \mathbb{N}_0$ a tedious but straightforward calculation yields

$$
\left( r^2 - \frac{1}{r^{d-1}} \frac{\partial}{\partial r} \left( r^{d-1} \frac{\partial}{\partial r} \right) \right)^{p+1} \frac{1}{(r^2 + m^2)^\alpha} = \frac{Q_{p+1}(r^2)}{(r^2 + m^2)^{\alpha+2(p+1)}},
$$

where

$$
Q_{p+1}(t) := t(t + m^2)^2 Q_p(t) - d(t + m^2) Q'_p(t) \left( 2(t + m^2) - (2\alpha + 4p) Q_p(t) \right)
$$

$$
- 4t(t + m^2) (Q''_p(t)(t + m^2) + (1 - \alpha - 2p) Q'_p(t))
$$

$$
+ (2\alpha + 4p + 2)t(2(t + m^2) - (2\alpha + 4p) Q_p(t))
$$

is a polynomial with real coefficients of degree $Q_p + 3 = 3(p + 1)$, which proves ii). \qed

We subsume the results so far obtained in the next proposition which is an immediate consequence of Proposition A.2 ii) applied to each summand obtained by applying Lemma A.1 iii) to $f = k_{\alpha,m}$.

**Proposition A.3.** Let $q \in \mathbb{N}_0$ be fixed. Moreover, let $\alpha \in \mathbb{R}$ and $m > 0$. Then, there are $k_l \in \mathbb{N}, 0 \leq r_{n,l} \leq q, 0 \leq l \leq \max\{0, q - 2\}, 1 \leq n \leq k_l$ and univariate polynomials $P_{n,l}, Q_{n,l}$ with deg $Q_{n,l} \leq q - 1$, $\tilde{Q}_q$ with deg $\tilde{Q}_q = 3q$, $\tilde{Q}_{q-1}$ with deg $\tilde{Q}_{q-1} = 3(q - 1)$, $\tilde{Q}_{q-1,1}$ with deg $\tilde{Q}_{q-1,1} = 3(q - 1)$, and $\tilde{Q}_{l,j,r_{n,l}}$ with deg $\tilde{Q}_{l,j,r_{n,l}} = 3l + j$, where $0 \leq l \leq \max\{0, q - 2\}, 1 \leq n \leq k_l, 0 \leq j \leq \left\lfloor \frac{2l + 2}{3} \right\rfloor$ such that for all $y \in \mathbb{R}^d$

$$
\left( |\xi|^2 - \Delta \right)^q \left( \frac{e^{i\xi \cdot y}}{(|\xi|^2 + m^2)\alpha} \right) = e^{i\xi \cdot y} \left( \frac{\tilde{Q}_q(|\xi|^2)}{(|\xi|^2 + m^2)\alpha + 2q} \right)
$$

$$
- 2iq \frac{\tilde{Q}_{q-1,1}(|\xi|^2)\xi \cdot y}{(|\xi|^2 + m^2)^{\alpha+2(q-1)+1} + q|y|^2} \tilde{Q}_{q-1}(|\xi|^2)
$$

$$
+ \sum_{l=0}^{q-2} \sum_{n=1}^{k_l} \sum_{j=0}^{\left\lfloor \frac{2l + 2}{3} \right\rfloor} \left[ \tilde{Q}_{l,j,r_{n,l}} \frac{P_{n,l}(|y|^2)\xi \cdot y}{(|\xi|^2 + m^2)^{\alpha+2l+2r_{n,l}}} \right] \frac{(|\xi|^2)(\xi \cdot y)^{r_{n,l}-2j}}{(|\xi|^2 + m^2)^{\alpha+2l+2r_{n,l}}}.
$$

(47)

Now we have everything at our disposal to prove Lemma 2.10.

**Proof of Lemma 2.10.** Before we prove the implications asserted in Lemma 2.10, we consider when for fixed $y \in \mathbb{R}^d$ each of the summands in (47) belongs to $L^2(\mathbb{R}^d)$. Because for fixed $y \in \mathbb{R}^d$ each summand is a continuous function of $\xi \in \mathbb{R}^d$, we can assume without loss of generality that $|\xi| \geq 1$ in the following considerations.

While for fixed $y \in \mathbb{R}^d$ the first summand in (47) belongs to $L^2(\mathbb{R}^d)$ whenever $\alpha > \frac{d}{4} + q$ the second and third summand in (47) are in $L^2(\mathbb{R}^d)$ for $\alpha > \frac{d}{4} + q - \frac{3}{2}$ and $\alpha > \frac{d}{4} + q - 1$, respectively. Finally, an application of the Cauchy-Schwarz inequality shows that each term appearing in the triple sum in (47) belongs to $L^2(\mathbb{R}^d)$ for fixed $y \in \mathbb{R}^d$ if $\alpha > \frac{d}{4} + \frac{3}{2}(q - 1)$.

Hence, a sufficient condition on $\alpha > 0$ (and $m \in \mathbb{R}$) in order that

$$
\forall y \in \mathbb{R}^d : \mathbb{R}^d \rightarrow \mathbb{C}, \quad \xi \mapsto \left( |\xi|^2 - \Delta \right)^q \left( \frac{e^{i\xi \cdot y}}{(|\xi|^2 + m^2)\alpha} \right) \in L^2(\mathbb{R}^d)
$$

holds is $\alpha > \max\{ \frac{d}{4} + q, \frac{d}{4} + \frac{3}{2}(q - 1) \} = \frac{d}{4} + q + \max\{0, \frac{q-3}{2} \}$, so that i) implies iii). Moreover, if i) holds,
employing (47) for \( y_0 \in \mathbb{R}^d \) and \( y \in \mathbb{R}^d \) from a fixed compact neighborhood of \( y_0 \) it follows that

\[
\left\| \left( |\xi|^2 - \Delta \right)^q \left( \frac{e^{i\xi \cdot y_0}}{(|\xi|^2 + m^2)^\alpha} \right) - \left( |\xi|^2 - \Delta \right)^q \left( \frac{e^{i\xi \cdot y}}{(|\xi|^2 + m^2)^\alpha} \right) \right\|_{L^2}^2
= \int_{\mathbb{R}^d} \left( e^{i\xi \cdot y_0} - e^{i\xi \cdot y} \right) \frac{Q_q(|\xi|^2)}{(|\xi|^2 + m^2)^{\alpha + 2q}}
- 2i\eta(e^{i\xi \cdot y_0} \xi \cdot y_0 - e^{i\xi \cdot y} \xi \cdot y) \frac{\hat{Q}_{q-1,1}(|\xi|^2)}{(|\xi|^2 + m^2)^{\alpha + 2(q-1) + 1}}
+ \eta(e^{i\xi \cdot y_0} |y|^2 - e^{i\xi \cdot y} |y|^2) \frac{\hat{Q}_{q-1}(|\xi|^2)}{(|\xi|^2 + m^2)^{\alpha + 2(q-1)}}
+ \sum_{l=0}^{q-2} \sum_{k=1}^k \sum_{n=1}^{\lfloor \frac{n}{2} \rfloor} (e^{i\xi \cdot y_0} p_{n,l}(|y|^2)|y|^{2j} Q_{n,l}(\xi \cdot y_0)(\xi \cdot y)_{n,l}^{-2j} - e^{i\xi \cdot y} p_{n,l}(|y|^2)|y|^{2j} Q_{n,l}(\xi \cdot y)(\xi \cdot y)_{n,l}^{-2j}) \frac{\hat{Q}_{l,j,n,l}(|\xi|^2)}{(|\xi|^2 + m^2)^{\alpha + 2j + n - l}} \Bigg| d\xi.
\]

Since \( y \) belongs to a fixed compact neighborhood of \( y_0 \) the above integrands have an integrable majorant independent of \( y \) so that Lebesgue’s Dominated Convergence Theorem implies the continuity of

\[
\mathbb{R}^d \to L^2(\mathbb{R}^d), \quad y \mapsto \left( |\xi|^2 - \Delta \right)^q \left( \frac{e^{i\xi \cdot y}}{(|\xi|^2 + m^2)^\alpha} \right)
\]

in \( y_0 \). Since \( y_0 \) was chosen arbitrarily we conclude continuity of

\[
\mathbb{R}^d \to (\mathcal{S}_q(\mathbb{R}^d), |\cdot|_q), \quad y \mapsto \frac{e^{i\xi \cdot y}}{(|\xi|^2 + m^2)^\alpha}.
\]

Since the Hermite functions \( h_\alpha \) are eigenfunctions of the Fourier transform and the corresponding eigenvalues are unimodular, it follows that the Fourier transform is a contractive linear self mapping on \( \mathcal{S}_q(\mathbb{R}^d) \) implying with the above the continuity of

\[
\mathbb{R}^d \to (\mathcal{S}_q(\mathbb{R}^d), |\cdot|_q), \quad y \mapsto \mathcal{F} \left( \frac{e^{i\xi \cdot y}}{(|\xi|^2 + m^2)^\alpha} \right) = \tau_y \left( \mathcal{F} \left( \frac{1}{(|\xi|^2 + m^2)^\alpha} \right) \right)^{(y)}
\]

Hence, i) implies ii). Moreover, obviously, iii) follows from ii).

Next, we assume that iii) is valid. By the arguments elaborated at the beginning of Appendix A (see (41)) we assume that

\[
h : \mathbb{R}^d \to \mathbb{C}, \quad \xi \mapsto \left( |\xi|^2 - \Delta \right)^q \left( \frac{e^{i\xi \cdot y}}{(|\xi|^2 + m^2)^\alpha} \right)
\]

belongs to \( L^2(\mathbb{R}^d) \) for every \( y \in \mathbb{R}^d \). For the particular case \( y = 0 \), by Proposition A.2 ii), the above \( h \) becomes

\[
h(\xi) = \frac{Q_q(|\xi|^2)}{(|\xi|^2 + m^2)^{\alpha + 2q}}
\]

with a suitable polynomial \( Q_q \) on \( \mathbb{R} \) of degree \( 3q \). Thus, there are \( C > 0 \) and \( R > m^2 \) with \( |Q_q(|\xi|^2)| \geq C|\xi|^{6q}, |\xi| \geq R \), so that

\[
\infty \geq \int_{\mathbb{R}^d} \frac{|Q_q(|\xi|^2)|^2}{(|\xi|^2 + m^2)^{2\alpha + 4q}} \, d\xi \geq C\sigma(S^{d-1}) \int_{R}^{\infty} r^{4q + d - 1 - 4\alpha} \, dr
\]

where \( \sigma(S^{d-1}) \) denotes the surface of the unit sphere of \( \mathbb{R}^d \). Thus, \( 4q + d - 1 - 4\alpha < -1 \), which shows that iii) implies iv). The proof of Lemma 2.10 is complete.
B Proof of Proposition 3.7 and Some Consequences

We first prove Proposition 3.7. In order to do so, for \( f_j \in \mathcal{S} \), we consider the joint characteristic function of the random vector \( Z^n := (Z(f_1), \ldots, Z(f_n))^T \), which by linearity of \( Z \) is given by

\[
\varphi_{Z^n}(t_1, \ldots, t_n) = \mathbb{E} e^{i \sum_{j=1}^n t_j Z(f_j)} = \mathbb{E} e^{i Z \left( \sum_{j=1}^n t_j f_j \right)} = \varphi_Z \left( \sum_{j=1}^n t_j f_j \right)
\]

where

\[
\psi(t) = ibt - \frac{\sigma^2 t^2}{2} + \int_{\mathbb{R} \setminus \{0\}} e^{its} - 1 - its \mathbb{I}_{\{|s| \leq 1\}}(s) \nu(ds).
\]

Since the mixed moments \( \mathbb{E} \left[ \prod_{j=1}^n Z(f_j) \right] \) are related to the joint characteristic function \( \varphi_{Z^n} \) via

\[
\mathbb{E} \left[ \prod_{j=1}^n Z(f_j) \right] = \left. \frac{1}{i^n} \frac{\partial^n}{\partial t_1 \ldots \partial t_n} \varphi_{Z^n}(t) \right|_{t=0},
\]

the former can be calculated by an application of Faà di Bruno’s formula to \( f(x) = e^x \) and

\[
g(t) = g(t_1, \ldots, t_n) = \int_{\mathbb{R}^d} \left( \psi \circ \left( \sum_{j=1}^n t_j f_j \right) \right)(x) \, dx.
\]

Theorem B.1 (Faà di Bruno). Let \( g : \mathbb{R}^n \to \mathbb{C} \) have partial derivatives up to order \( n \) and \( f : \mathbb{C} \to \mathbb{C} \) be \( n \) times differentiable in an open neighborhood of \( g(\mathbb{R}^n) \). Then there holds

\[
\frac{\partial^n}{\partial t_1 \ldots \partial t_n} f \circ g = \sum_{j=1}^n f^{(j)} \circ g \sum_{I \in \mathcal{P}_k^{(n)}} \prod_{j=1}^j \partial_{t_{i_j}} g,
\]

where \( \mathcal{P}_k^{(n)} \) is the collection of partitions of \( \{1, \ldots, n\} \) into exactly \( k \) disjoint subsets, \( \partial_A = \left[ \prod_{j \in A} \frac{\partial}{\partial x_j} \right] \) and

\[
f^{(k)}(x) = \left( \frac{d^k}{dx^k} f \right)(x).
\]

Taking into account \( g(0) = 0 \) it thus only remains to calculate the partial derivatives of

\[
g(t) = \int_{\mathbb{R}^d} ibk(x) - \frac{\sigma^2 k(x)^2}{2} + \int_{\mathbb{R} \setminus \{0\}} e^{ik(x)s} - 1 - ik(x)s \mathbb{I}_{\{|s| \leq 1\}}(s) \nu(ds) \, dx,
\]

where we have used the abbreviation \( k := \sum_{j=1}^n t_j f_j \). It follows from the general assumption on \( \nu \), i.e. \( \int_{\mathbb{R} \setminus \{0\}} \min\{1, s^2\} \nu(ds) < \infty \), that the majorant 2 \( \min\{|s|, 1\}|k(x)| \) of the inner integrand is integrable. Thus, a standard consequence of Lebesgue’s dominated convergence theorem together with an application of Fubini’s theorem yields for \( 1 \leq m \leq n \)

\[
\frac{1}{i} \frac{\partial}{\partial t_m} g(0) = \int_{\mathbb{R}^d} b f_m(x) + \int_{|x| > 1} f_m(x)s \nu(ds) \, dx = \left( b + \int_{|x| > 1} s \nu(ds) \right) \int_{\mathbb{R}^d} f_m(x) \, dx.
\]

Likewise, the general assumption \( \int_{\mathbb{R} \setminus \{0\}} \min\{1, s^2\} \nu(ds) < \infty \) yields for \( 1 \leq m_1, m_2 \leq n \)

\[
\frac{1}{i^2} \frac{\partial^2}{\partial t_{m_1} \partial t_{m_2}} g(0) = \left( \sigma^2 + \int_{\mathbb{R} \setminus \{0\}} s^2 \nu(ds) \right) \int_{\mathbb{R}^d} f_{m_1}(x)f_{m_2}(x) \, dx.
\]
Inductively, since by hypothesis $\int_{\Omega \setminus \{0\}} s^l v(ds) < \infty$ for $l \geq 3$, we derive

$$\frac{1}{t^l} \frac{\partial^l}{\partial t_{m_1} \cdots \partial t_{m_l}} g(0) = \int_{\Omega \setminus \{0\}} s^l v(ds) \int_{\mathbb{R}^d} \prod_{j=1}^l f_{m_j}(x) \, dx$$

Defining $b_1 = \int_{|s| > 1} s v(ds)$ and $b_n = \int_{\Omega \setminus \{0\}} s^n v(ds)$ for $n \geq 2$, as well as

$$c_n = \begin{cases} b + b_1 & : n = 1, \\ \sigma^2 + b_2 & : n = 2, \\ b_n & : n \geq 3, \end{cases}$$

we finally obtain

$$E \left[ \prod_{j=1}^n Z(f_j) \right] = \frac{1}{t^l} \sum_{j=1}^n \prod_{l \in \mathcal{P}(f_j)} \prod_{j=1}^l \partial_{t_l} g(0) = \sum_{l \in \mathcal{F}(n)} \prod_{j=1}^l c_{|l|} \int_{\mathbb{R}^d} \prod_{m \in l_t} f_{m} \, dx.$$  

Note that the total order of differentiation per summand equals $n$, thus the factor $\frac{1}{t^l}$ can be split up among all factors as above. This completes the proof of Proposition 3.7. □

As an application of Proposition 3.7 we calculate the covariance of $Z(f_1)$ and $Z(f_2)$ for a Lévy noise field $Z$ on $(\Omega, \mathcal{F}, \mathbb{P})$. First of all, we note that the above proof shows $Z(f) \in L^2(\Omega, \mathcal{F}, \mathbb{P})$, $f \in \mathcal{F}$. Since $Z$ is $\| \cdot \|_2$-continuous and $\mathcal{F}$ is $\| \cdot \|_2$-dense in $L^1(\Omega, \mathcal{F}, \mathbb{P})$, we conclude $Z(f) \in L^2(\Omega, \mathcal{F}, \mathbb{P})$ for $f \in L^1(\Omega, \mathcal{F}, \mathbb{P})$. Thus, the covariance of $Z(f_1)$ and $Z(f_2)$ is well-defined and with $c_1$ and $c_2$ as above we have

$$E \left[ Z(f_1) \right] = c_1 \int_{\mathbb{R}^d} f_1(y) \, dy,$$

$$E \left[ Z(f_1) Z(f_2) \right] = c_2 \int_{\mathbb{R}^d} f_1(y) f_2(y) \, dy + c_1^2 \int_{\mathbb{R}^d} f_1(y) \, dy \int_{\mathbb{R}^d} f_2(y) \, dy$$

as well as

$$\text{Cov}(Z(f_1), Z(f_2)) = E \left[ (Z(f_1) Z(f_2)) - E \left[ Z(f_1) \right] E \left[ Z(f_2) \right] \right]$$

$$= c_2 \int_{\mathbb{R}^d} f_1(y) f_2(y) \, dy + c_1^2 \int_{\mathbb{R}^d} f_1(y) \, dy \int_{\mathbb{R}^d} f_2(y) \, dy - c_1^2 \int_{\mathbb{R}^d} f_1(y) \, dy \int_{\mathbb{R}^d} f_2(y) \, dy$$

$$= (\sigma^2 + \int_{\mathbb{R}^d \backslash \{0\}} s^2 v(ds)) \int_{\mathbb{R}^d} f_1(y) f_2(y) \, dy.$$

The special case of $f_1 = k_{x_1} = k(x_1 - \cdot)$, $f_2 = k_{x_2} = k(x_2 - \cdot)$, $k \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$, $x_1, x_2 \in \mathbb{R}^d$ gives the two-point covariance function of the smoothed Lévy noise field $Z_k$

$$C(x_1, x_2) := \text{Cov}(Z_k(x_1), Z_k(x_2)) = \text{Cov}(Z(k_{x_1}), Z(k_{x_2}))$$

$$= (\sigma^2 + \int_{\mathbb{R}^d \backslash \{0\}} s^2 v(ds)) \int_{\mathbb{R}^d} k(x_1 - y) k(x_2 - y) \, dy.$$

In case of Matérn kernels $k_{\alpha, m}$, we have

$$\int_{\mathbb{R}^d} k_{\alpha, m}(x_1 - y) k_{\alpha, m}(x_2 - y) \, dy = (k^{\alpha} * k)(x_1 - x_2) = k_{2\alpha, m}(x_1 - x_2).$$

Comparing the covariance function of a smoothed Lévy field to the covariance of a smoothed pure Gaussian random field, i.e. $\nu = 0$, we have

$$C_{\text{Lévy}} = \frac{\sigma^2 + \int_{\mathbb{R}^d \backslash \{0\}} s^2 v(ds)}{\sigma^2} C_{\text{Gauss}}.$$

In particular, the eigenfunctions of the integral operators associated with $C_{\text{Lévy}}$ and $C_{\text{Gauss}}$ coincide while the corresponding eigenvalues are multiples of one another.
C  Bounds for Eigenvalues and Eigenfunctions of Matérn Integral Operators

The purpose of this appendix is to establish bounds on the eigenvalues and eigenfunctions of the compact operator \( K : L^2(\Lambda) \rightarrow L^2(\Lambda), \Lambda \subset \mathbb{R}^d \) compact with \( \Lambda = \text{int}(\overline{\Lambda}) \), where

\[
[Kf](x) = \int_{\Lambda} k_{\alpha,m}(x - y)f(y) \, dy, \quad f \in L^2(\Lambda), \ x \in \mathbb{R}^d,
\]

and where \( k_{\alpha,m} \) is the Matérn kernel with parameters \( \alpha > \frac{d}{2}, m > 0 \). Our approach is very much inspired by [11]. However, beside giving explicitly the dependence of the constants on the domain \( \Lambda \) we simplify some of the arguments for our particular setting.

Since \( k_{\alpha,m} \) is real-valued and has a positive Fourier transform, \( K \) is a positive, self-adjoint operator. We denote by \( (e_{\lambda,j})_{j \in \mathbb{N}} =: (e_j)_{j \in \mathbb{N}} \) and \( (\lambda_{\lambda,j})_{j \in \mathbb{N}} =: (\lambda_j)_{j \in \mathbb{N}} \) the orthonormal basis of \( L^2(\Lambda) \) consisting of eigenfunctions of \( K \) and the corresponding sequence of eigenvalues. Since \( K \) is positive, \( \lambda_j \geq 0, j \in \mathbb{N} \). As usual we assume that the eigenvalue sequence is decreasing.

Extending every \( f \in L^2(\Lambda) \) by zero to \( \mathbb{R}^d \) and denoting this extension of \( f \) to \( \mathbb{R}^d \) again by \( f \), we interpret \( L^2(\Lambda) \) as a closed subspace of \( L^2(\mathbb{R}^d) \). Since \( \Lambda \) is compact we likewise have \( L^2(\Lambda) \subset L^1(\mathbb{R}^d) \), thus

\[
k_{\alpha,m} \ast f \in L^1(\mathbb{R}^d) \quad \forall f \in L^2(\Lambda)
\]

and \( Kf = (k_{\alpha,m} \ast f)|_\Lambda \). Clearly, \( K \) is the compression to \( L^2(\Lambda) \) of the convolution operator on \( L^2(\mathbb{R}^d) \) with convolutor \( k_{\alpha,m} \).

Recall that for \( s \in \mathbb{R} \) we have the Sobolev space

\[
H^s(\mathbb{R}^d) = \{ u \in \mathcal{S}'(\mathbb{R}^d); (1 + |\xi|^2)^{\frac{s}{2}} \hat{u} \in L^2(\mathbb{R}^d) \}
\]

with norm

\[
\|u\|_{H^s(\mathbb{R}^d)} = (2\pi)^{-d} \|(1 + |\xi|^2)^{\frac{s}{2}} \hat{u}\|_{L^2(\mathbb{R}^d)}.
\]

Moreover, for \( G \subset \mathbb{R}^d \) open, we have

\[
H^s(G) = \{ u \in \mathcal{S}'(G); \exists U \in H^s(\mathbb{R}^d): U|_G = u \}
\]

with norm

\[
\|u\|_{H^s(\mathbb{R}^d)} = \min_{U \in H^s(\mathbb{R}^d), U|_G = u} \|U\|_{H^s(\mathbb{R}^d)}.
\]

It follows immediately that \( k_{\alpha,m} \ast f \in H^\alpha(\mathbb{R}^d), f \in L^2(\mathbb{R}^d), \) and since \( \alpha > \frac{d}{2} \) we have \( k_{\alpha,m} \ast f \in L^1(\mathbb{R}^d), f \in L^2(\mathbb{R}^d) \). Because

\[
\forall j \in \mathbb{N} : \lambda_j e_j = (k_{\alpha,m} \ast e_j)|_\Lambda
\]

it follows \( \lambda_j \neq 0 \) for \( j \in \mathbb{N} \) as well as \( e_j \in H^\alpha(\text{int}(\Lambda)) \cap C(\Lambda) \).

Let \( \frac{d}{2} < s < \alpha \). By the Fourier inversion formula and the fact that due to \( s > \frac{d}{2} \) the Fourier transform of every \( H^s(\mathbb{R}^d) \) function belongs to \( L^1(\mathbb{R}^d) \) (see e.g. [35, Corollary 7.9.4]) for every \( U \in H^s(\mathbb{R}^d) \) with \( U|_{\text{int}(\Lambda)} = e_j \)

\[
\|e_j\|_{H^\alpha(\mathbb{R}^d)} \leq (2\pi)^{-d} \||\hat{U}||_{L^1(\mathbb{R}^d)} \leq \|(1 + |\xi|^2)^{-s}\|_{L^1(\mathbb{R}^d)} \|U\|_{H^s(\mathbb{R}^d)}
\]

so that with \( c_s := \|(1 + |\xi|^2)^{-s}\|_{L^1(\mathbb{R}^d)} \) we have

\[
\forall j \in \mathbb{N} : \|e_j\|_{H^\alpha(\mathbb{R}^d)} \leq c_s \|e_j\|_{H^s(\text{int}(\Lambda))}.
\]

Applying an interpolation inequality (see e.g. [44, Theorem B.8 and Lemma B.1]) gives

\[
\forall j \in \mathbb{N} : \|e_j\|_{L^\infty(\Lambda)} \leq c_s \alpha \left( \frac{\sin(\frac{\pi s}{\alpha})}{\pi s(\alpha - s)} \right)^{\frac{1}{2}} \|e_j\|_{L^2(\Lambda)}^{1 - \frac{s}{\alpha}} \|e_j\|_{H^\alpha(\text{int}(\Lambda))}^{\frac{s}{\alpha}}
\]

(48)

\[
= c_s \alpha \left( \frac{\sin(\frac{\pi s}{\alpha})}{\pi s(\alpha - s)} \right)^{\frac{1}{2}} \|e_j\|_{H^\alpha(\text{int}(\Lambda))}.
\]
From the definition of \( \| \cdot \|_{H^\alpha(\Lambda)} \) and Plancherel’s Theorem we conclude

\[
\lambda_j^2 \| e_j \|_{H^\alpha(\Lambda)}^2 \leq \| k_{\alpha,m} * e_j \|_{H^\alpha(\mathbb{R}^d)}^2 = (2\pi)^{-2d} \int_{\mathbb{R}^d} (1 + |\xi|^2)^\alpha (m^2 + |\xi|^2)^{-2\alpha} |e_j|^2 \, d\xi \\
\leq \max\{1, m^{-2\alpha}\} (2\pi)^{-2d} \int_{\mathbb{R}^d} k_{\alpha,m} * e_j \, dx \\
= \max\{1, m^{-2\alpha}\} (2\pi)^{-2d} \langle Ke_j, e_j \rangle_{L^2(\Lambda)} = \max\{1, m^{-2\alpha}\} (2\pi)^{-2d} \lambda_j.
\]

Combining the previous inequality with (48) we obtain for every \( s \in (\frac{d}{2}, \alpha) \):

\[
\forall j \in \mathbb{N} : \sqrt{\lambda_j} \| e_j \|_{L^\infty(\Lambda)} \leq c_s \alpha \left( \frac{\sin(\frac{\pi \alpha}{\alpha - s})}{\pi s(\alpha - s)} \right) \frac{1}{2} \max\{1, m^{-s}\} (2\pi)^{-\frac{ds}{\alpha - s}} \lambda_j^{\frac{1}{2} - \frac{s}{\alpha - s}}. \quad (49)
\]

Next we derive estimates for the eigenvalue sequence \( (\lambda_j)_{j \in \mathbb{N}} \). Let \( \delta \geq \text{diam}(\Lambda) \). Without loss of generality we assume that \( \Lambda \subseteq [-\delta, \delta]^d \). Thus our integral operator \( K \) is determined by \( k_{\alpha,m}|_{[-\delta, \delta]^d} \). For arbitrary \( \gamma > \delta \) we can interpret \( L^2(\Lambda) \) as a subspace of \( L^2([-\gamma, \gamma]^d) \) by extending functions by zero. Again we do not distinguish notationally functions from \( L^2(\Lambda) \) and their extensions.

If \( k \) is any continuous, real-valued and even extension of \( k_{\alpha,m}|_{[-\delta, \delta]^d} \) to \([-\gamma, \gamma]^d\) — note that \( k_{\alpha,m} \) is a radial function, so in particular even — it follows that \( k_{\alpha,m} \) is a positive self-adjoint compact operator and \( \lambda_j \) is a self-adjoint, compact operator which satisfies \( Kf = Kf|_{\Lambda}, f \in L^2(\Lambda) \). Since \( K \) is self-adjoint and compact, there exists an orthonormal basis \( (f_j)_{j \in \mathbb{N}} \) of \( L^2([-\gamma, \gamma]^d) \) consisting of eigenfunctions of \( K \) and a real sequence of corresponding eigenvalues \( (\lambda_j)_{j \in \mathbb{N}} \) which without loss of generality have decreasing moduli.

Clearly, for every \( j \in \mathbb{N} \) the operators

\[
B_j : L^2(\Lambda) \rightarrow L^2(\Lambda), \ f \mapsto \sum_{l=1}^j \lambda_l(f, e_l)e_l, \\
C_j : L^2(\Lambda) \rightarrow L^2(\Lambda), \ f \mapsto \sum_{l=1}^j \lambda_l(f, f_l|_{\Lambda})f_l|_{\Lambda}
\]

and

\[
\tilde{C}_j : L^2([-\gamma, \gamma]^d) \rightarrow L^2([-\gamma, \gamma]^d), \ f \mapsto \sum_{l=1}^j \lambda_l(f, f_l)
\]

are continuous linear operators with at most \( j \)-dimensional range, where \( (\cdot, \cdot) \) denotes the inner product in \( L^2(\Lambda) \) and \( L^2([-\gamma, \gamma]^d) \), respectively.

Then \( \tilde{C}_j f|_{\Lambda} = C_j f \) for \( f \in L^2(\Lambda), j \in \mathbb{N}_0 \), and denoting temporarily the norms of \( L^2(\Lambda) \) and \( L^2([-\gamma, \gamma]^d) \) and the corresponding operator norms by \( \| \cdot \|_\Lambda \) and \( \| \cdot \|_\gamma \), respectively, we have

\[
\forall f \in L^2(\Lambda) : \| Kf - C_j f \|_\Lambda = \| (Kf - \tilde{C}_j f)|_{\Lambda} \|_\Lambda \leq \| Kf - \tilde{C}_j f \|_\gamma
\]

so that

\[
\forall j \in \mathbb{N} : \| K - C_j \|_\Lambda \leq \| K - \tilde{C}_j \|_\gamma. \quad (50)
\]

Since \( K \) is a positive self-adjoint compact operator and \( \tilde{K} \) is a self-adjoint compact operator, by a well known result (see e.g. [45, Lemma 16.5 and its proof]) we obtain with (50):

\[
\forall j \in \mathbb{N} : \lambda_j = \| K - B_{j-1} \|_\Lambda \leq \| K - C_{j-1} \|_\Lambda \leq \| K - \tilde{C}_{j-1} \|_\gamma = |\lambda_j|. \quad (51)
\]

Up to now we did not specify the extension \( k \) of \( k_{\alpha,m}|_{[-\delta, \delta]^d} \). For this we fix \( \chi > \max\{1, \frac{1}{\alpha}\} \) and a real valued, even \( \phi_{1, \chi} \in \mathcal{D}(\mathbb{R}^d) \) with \( \phi_{1, \chi}|_{[-\frac{1}{\chi}, \frac{1}{\chi}]^d} = 1 \) and \( \text{supp} \phi_{1, \chi} \subseteq [-1, 1]^d \). For \( \gamma \geq \chi \delta \) we define
\( \phi_{\gamma,k}(x) := \phi_{1,k}(\frac{x}{\gamma}) \) so that \( \phi_{\gamma,k} \big|_{[-\delta,\delta]^d} = 1 \) and \( \text{supp} \phi_{\gamma,k} \subseteq [-\gamma, \gamma]^d \). In order to simplify the notation we write \( \phi_1 \) and \( \phi_{\gamma} \) instead of \( \phi_{1,k} \) and \( \phi_{\gamma,k} \), respectively.

Then \( k_{\gamma} := k_{\gamma,m} \phi_{\gamma} \) is an even extension of \( k_{\alpha,m} \big|_{[-\delta,\delta]^d} \) with \( \text{supp} k_{\gamma} \subseteq [-\gamma, \gamma]^d \), \( \gamma \geq \chi \delta \). We define the \( \gamma \)-periodic extension \( k_\gamma \) of \( k_\gamma \) by

\[
\forall x \in \mathbb{R}^d : k_\gamma(x) := \sum_{n \in \mathbb{Z}^d} k_\gamma(x + 2\gamma n).
\]

Then for the integral operator \( \tilde{K} \) corresponding to \( k_{\gamma} \) we have

\[
\forall x \in \mathbb{R}^d, n \in \mathbb{Z}^d : [\tilde{K} e^{-i \frac{\pi}{\gamma} n \cdot x}](x) = \int_{[-\gamma, \gamma]^d} k_\gamma(x-y) e^{-i \frac{\pi}{\gamma} n \cdot y} \, dy = \int_{[-\gamma, \gamma]^d} k_\gamma(x-y) e^{-i \frac{\pi}{\gamma} n \cdot y} \, dy = \int_{[-\gamma, \gamma]^d} k_\gamma(z) e^{-i \frac{\pi}{\gamma} n \cdot z} \, dz = \int_{[-\gamma, \gamma]^d} \frac{k_\gamma(z) e^{-i \frac{\pi}{\gamma} n \cdot z} \, dz}{\int_{[-\gamma, \gamma]^d} k_\gamma(z) e^{-i \frac{\pi}{\gamma} n \cdot z} \, dz}.
\]

Since \( \{ e^{-i \frac{\pi}{\gamma} n \cdot x}, n \in \mathbb{Z}^d \} \) is an orthogonal basis of \( L^2([-\gamma, \gamma]^d) \) it follows that the Fourier coefficients \( c_n(k_\gamma) \) of \( k_\gamma \)

\[
\forall n \in \mathbb{Z}^d : c_n(k_\gamma) := \int_{[-\gamma, \gamma]^d} k_\gamma(z) e^{-i \frac{\pi}{\gamma} n \cdot z} \, dz = \int_{[-\gamma, \gamma]^d} k_\gamma(z) e^{-i \frac{\pi}{\gamma} n \cdot z} \, dz
\]

(which are real since \( k_{\gamma} \) is even) are the eigenvalues of \( \tilde{K} \), i.e., a suitable enumeration of \( (c_n(k_\gamma))_{n \in \mathbb{Z}^d} \) yields the eigenvalue sequence \( (\hat{\lambda}_j)_{j \in \mathbb{N}} \).

Because \( \text{supp} k_{\gamma} \subseteq [-\gamma, \gamma]^d \) we have

\[
\forall n \in \mathbb{Z}^d : |c_n(k_\gamma)| = \left| \int_{[-\gamma, \gamma]^d} k_\gamma(z) e^{-i \frac{\pi}{\gamma} n \cdot z} \, dz \right| = \left| \int_{\mathbb{R}^d} k_\gamma(z) e^{-i \frac{\pi}{\gamma} n \cdot z} \, dz \right| = \left| k_{\alpha,m} \ast \hat{\phi}_{\gamma} \left( -\frac{\pi}{\gamma} n \right) \left| k_{\alpha,m} \ast \hat{\phi}_{\gamma} \left( -\frac{\pi}{\gamma} n \right) \right| \right|.
\]

Moreover, for \( \xi \in \mathbb{R}^d \) it holds

\[
|\hat{k}_{\alpha,m} \ast \hat{\phi}_{\gamma}(\xi)| \leq \int_{|\eta| \leq \frac{|\xi|}{\gamma}} |\hat{k}_{\alpha,m}(\eta) \hat{\phi}_{\gamma}(\xi - \eta)| \, d\eta + \int_{|\eta| \geq \frac{|\xi|}{\gamma}} |\hat{k}_{\alpha,m}(\eta) \hat{\phi}_{\gamma}(\xi - \eta)| \, d\eta
\]

\[
\leq \max_{|\xi| \geq \frac{|\xi|}{\gamma}} |\hat{\phi}_{\gamma}(\xi)| \|\hat{k}_{\alpha,m}\|_{L^1(\mathbb{R}^d)} + \max_{|\xi| \geq \frac{|\xi|}{\gamma}} |\hat{k}_{\alpha,m}(\xi)| \|\hat{\phi}_{\gamma}\|_{L^1(\mathbb{R}^d)}.
\]

Because \( \hat{\phi}_{\gamma}(\xi) = \gamma^d \hat{\phi}_1 (\gamma \xi) \) it follows

\[
\|\hat{\phi}_{\gamma}\|_{L^1(\mathbb{R}^d)} = \|\hat{\phi}_1\|_{L^1(\mathbb{R}^d)}.
\]

Moreover, due to \( \gamma \geq \chi \delta \geq 1 \) and \( \alpha > \frac{d}{2} \) we have

\[
|\hat{\phi}_{\gamma}(\xi)| = \gamma^d \left( 1 + |\gamma \xi|^2 \right)^{-\frac{\alpha}{2}} \left( 1 + |\gamma \xi|^2 \right)^{\frac{\alpha}{2}} |\hat{\phi}_1 (\gamma \xi)|
\]

\[
= \gamma^d \left( 1 + |\gamma \xi|^2 \right)^{-\frac{\alpha}{2}} \left( (1 - \Delta)^{\frac{\alpha}{2}} |\hat{\phi}_1 (\gamma \xi)|
\]

\[
\leq \gamma^{2\alpha} \left( 1 + |\xi|^2 \right)^{-\frac{\alpha}{2}} \left( (1 - \Delta)^{\frac{\alpha}{2}} |\hat{\phi}_1| \right)_{L^1(\mathbb{R}^d)}.
\]

Inserting this and (54) into (53) gives for \( \xi \in \mathbb{R}^d \):

\[
|\hat{k}_{\alpha,m} \ast \hat{\phi}_{\gamma}(\xi)| \leq \gamma^{2\alpha} \left( 1 + \frac{|\xi|^2}{4} \right)^{-\frac{\alpha}{2}} \left( (1 - \Delta)^{\frac{\alpha}{2}} |\hat{\phi}_1| \right)_{L^1(\mathbb{R}^d)} \|\hat{k}_{\alpha,m}\|_{L^1(\mathbb{R}^d)}
\]

\[
+ \left( m^2 + \frac{|\xi|^2}{4} \right)^{-\frac{\alpha}{2}} |\hat{\phi}_1|_{L^1(\mathbb{R}^d)} \|\hat{k}_{\alpha,m}\|_{L^1(\mathbb{R}^d)}
\]

\[
\leq \gamma^{2\alpha} \max \{ 1, m^{-2\alpha} \} \left( 1 + \frac{|\xi|^2}{4} \right)^{-\frac{\alpha}{2}} \left( (1 - \Delta)^{\frac{\alpha}{2}} |\hat{\phi}_1| \right)_{L^1(\mathbb{R}^d)} \|\hat{k}_{\alpha,m}\|_{L^1(\mathbb{R}^d)}
\]

\[
+ \|\hat{\phi}_1\|_{L^1(\mathbb{R}^d)} \|\hat{k}_{\alpha,m}\|_{L^1(\mathbb{R}^d)}.
\]
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Thus, with (52) we get for every \( n \in \mathbb{Z}^d \)
\[
|c_n(k_p)| \leq \max\{1, m^{-2\alpha}\} \left[ \|(1 - \Delta)^{[\alpha]} \phi_1\|_{L^1(\mathbb{R}^d)} \|\hat{k}_{\alpha,m}\|_{L^1(\mathbb{R}^d)} + \|\hat{\phi}_1\|_{L^1(\mathbb{R}^d)} \right] \cdot \gamma^{2\alpha} \max\left\{1, \frac{2\gamma}{\pi}\right\} \left( 1 + |n|^2 \right)^{-\alpha}.
\]

For \( \gamma \geq \chi \delta \) we conclude for every \( n \in \mathbb{Z}^d \) and \( 0 < \eta \leq |c_n(k_p)| \) that
\[
|n| \leq \max\{1, m^{-1}\} \left[ \|(1 - \Delta)^{[\alpha]} \phi_1\|_{L^1(\mathbb{R}^d)} \|\hat{k}_{\alpha,m}\|_{L^1(\mathbb{R}^d)} + \|\hat{\phi}_1\|_{L^1(\mathbb{R}^d)} \right]^{\frac{1}{\eta}} \cdot \max\left\{1, \frac{2\gamma}{\pi}\right\} \gamma \eta^{-\frac{1}{2\alpha}}.
\]

Hence, for \( \gamma \geq \chi \delta \) and \( \eta > 0 \) we obtain
\[
\#\{n \in \mathbb{Z}^d; |c_n(k_p)| \geq \eta\} \leq 2^d \max\{1, m^{-d}\} \cdot \left[ \|(1 - \Delta)^{[\alpha]} \phi_1\|_{L^1(\mathbb{R}^d)} \|\hat{k}_{\alpha,m}\|_{L^1(\mathbb{R}^d)} + \|\hat{\phi}_1\|_{L^1(\mathbb{R}^d)} \right]^{\frac{d}{\eta}} \left( \max\left\{1, \frac{2\gamma}{\pi}\right\} \right)^d \gamma^d \eta^{-\frac{d}{2\alpha}}.
\]

For the eigenvalue sequence \( (\tilde{\lambda}_j)_{j \in \mathbb{N}} \) of the operator \( \tilde{K} \) associated with \( k, \gamma \geq \chi \delta \), it thus follows for all \( j \in \mathbb{N} \)
\[
|\tilde{\lambda}_j| \leq 4^{\alpha} \max\{1, m^{-2\alpha}\} \left[ \|(1 - \Delta)^{[\alpha]} \phi_1\|_{L^1(\mathbb{R}^d)} \|\hat{k}_{\alpha,m}\|_{L^1(\mathbb{R}^d)} + \|\hat{\phi}_1\|_{L^1(\mathbb{R}^d)} \right] \cdot \left( \max\left\{1, \frac{2\gamma}{\pi}\right\} \right)^{2\alpha} \gamma^{2\alpha} j^{-\frac{d}{2\alpha}}.
\]

Hence, taking (51) and (49) into account we finally obtain for every \( s \in (\frac{d}{2}, \alpha), \gamma \geq \chi \delta \) and each \( j \in \mathbb{N} \)
\[
\sqrt{\lambda_j} e_j L^m(\Lambda) \leq c_{\alpha} \left( \frac{\sin \left( \frac{s\pi}{\alpha} \right)}{\pi s (\alpha - s)} \right)^{\frac{1}{2}} \max\{1, m^{-s}\} (2\pi)^{-\frac{d}{2}} \alpha^{-s} \max\{1, m^{-(\alpha-s)}\} \cdot \left[ \|(1 - \Delta)^{[\alpha]} \phi_1\|_{L^1(\mathbb{R}^d)} \|\hat{k}_{\alpha,m}\|_{L^1(\mathbb{R}^d)} + \|\hat{\phi}_1\|_{L^1(\mathbb{R}^d)} \right]^{\frac{d-s}{2\alpha}} \gamma^{2(\alpha-s)} j^{-\frac{d}{2\alpha} + s}.
\]

It follows that for every \( \delta > 0 \) and each \( \epsilon \in (0, \frac{d}{2} - \frac{1}{2}) \) (with \( s = \frac{d}{2} + \epsilon \) in the previous inequality) for every \( \chi \geq \max\{1, \frac{1}{\alpha}\} \) there is a constant \( C > 0 \), depending only on \( \alpha, m, \epsilon, \) and \( \chi \), such that for every compact subset \( \Lambda \subseteq \mathbb{R}^d \) with \( \text{int}(\Lambda) = \Lambda \) and \( \text{diam}(\Lambda) \leq \delta \) and every \( \gamma \geq \chi \delta \), there holds
\[
\sqrt{\lambda_j} e_j L^m(\Lambda) \leq C \gamma^{2(\alpha-\frac{d}{2} - \epsilon)} j^{-\frac{d}{2\alpha} + \frac{d}{2} + \epsilon}, \quad j \in \mathbb{N}.
\]
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