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SUMMARY The conventional linear or tiled address maps can degrade performance and memory utilization when traffic patterns are not matched with an underlying address map. The address map is usually fixed at design time. Accordingly, it is difficult to adapt to given applications. Modern embedded system usually accommodates memory management units (MMUs). As a result, depending on virtual address patterns, the system can suffer from performance overheads due to page table walks. To alleviate this performance overhead, we propose to cluster and rearrange tiles to construct an MMU-aware configurable address map. To construct the clustered tiled map, the generic tile number remapping algorithm is presented. In the presented scheme, an address map is configured based on the adaptive dimensioning algorithm. Considering image processing applications, a design, an analysis, an implementation, and simulations are conducted. The results indicate the proposed method can improve the performance and the memory utilization with moderate hardware costs.
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1. Introduction

A modern system typically accommodates memory management units (MMUs) to enhance memory utilization. MMU enables us to isolate the virtual address space from the resource constrained physical address space. Despite this advantage, MMU has certain performance overheads due to page table walks. To conduct an address translation, MMU accesses main memory to acquire page table entries. This is called page table walk. Frequent page table walks can significantly degrade the performance because an application can be stalled. Therefore, it is desired to reduce page table walks and their overheads [1].

System performance is significantly affected by memory address patterns. In an image processing application, a memory access pattern is typically regular and has certain strides. A stride is defined as an address difference between adjacent memory transactions. As an example, in a raster-scan display and image blending applications, an access pattern is horizontally linear. In these applications, the stride is a transaction size, for example 64 B. When this linear access pattern is considered, a linear address map is favorable for MMU because temporal and spatial localities are high. In certain cases, however, the stride of an application is large. As an example, in an image rotation, an image is accessed in the vertical direction. In this case, the stride is an image horizontal size. This pattern is not favorable for MMU especially when an image size increases because the locality becomes low. Accordingly, page table walks can frequently occur. To reduce the page table walk overheads, the tiled address map can be considered. When an image processing application operates in tile level, the tiled map can be better than the linear map. However, the tiled map still can be insufficient when an address stride is large. In this work, to reduce page table walks, we propose to rearrange and cluster tiles in a configurable way. In the presented scheme, the address map is configured based on the access pattern of a given application. The presented approach combines the advantages of the efficiency of the legacy address maps and the configurability of our design. Considering image processing workloads in input/output (I/O) devices, we present a generic algorithm, an analysis, a design, and experiments. The main contributions of this paper are:

• We present the novel tiled address map that can be clustered in a configurable way. To construct the configurable address map, the tile number remapping algorithm is proposed. The presented address map does not require the additional memory space when an image size is un-aligned with a tile size.

• The adaptive dimensioning algorithm to configure the address map is presented.

• The performance and the memory utilization of the presented address map are evaluated.

• A hardware design is presented and the overheads are evaluated.

This paper is organized as follows. In Sect. 2, related work is described. In Sect. 3, the conventional designs are presented. In Sect. 4, the proposed design is presented. In Sect. 5, the experimental results are described. Finally, the conclusions are drawn in Sect. 6.

2. Related Work

(1) MMU architectures to reduce page table walks: In [1]–[4], to reduce page table walks, the MMU architectures that exploit a contiguous allocation in a physical memory are presented. In [1], a page table contains the information on contiguous allocations. In [2] and [3], a single TLB entry can be mapped to multiple pages. The multipage mapping approaches such as Clustered TLBs [2] and CoLT [3] pack multiple page table entries into a single TLB entry. In [4],...
an address range translation is presented. The range translation maps a contiguous virtual address range to contiguous physical pages. Our work differs from [1]–[4] in that we present a method to reduce page table walks by rearranging an address map for a given MMU architecture.

(2) Data tiling: A number of data tiling techniques for efficient memory accesses are reported. In [5], the tiling operation of 2D data for an embedded hardware accelerator is presented. When an application code has nested loops, the memory transfers of 2D (rectangular) data can be reduced using the loop-tiled operation and its scheduling. In [6], the software technique called data layout transformation for a given address map is presented. Considering a DRAM mapping, an 1D array is transformed into a structure for efficient processing in GPU. In [7], for a given address layout, an input/output MMU (IOMMU) design that operates partitioned data tiles is presented. In [7], page table walk overheads are reduced by exploiting the shared pages among the accelerators. Our work differs from [5]–[7] in that we present an address layout transformation taking a virtual memory mapping into account.

(3) Address tiling: A number of tiled address maps for efficient memory accesses are reported. In [8], the tile sizing algorithm using the constraint programming is presented. In [9], an MMU performance for various tile sizes is analyzed. In [9], an address generation algorithm especially for unaligned image sizes is not presented. In [10], the 4D tile format is presented where a dimension is fixed. In [11], a cache memory mapping with both unit tile and unit line accessibility based on the 4-level Z-order tiling layout is presented. Our work is similar to [9]–[11] in that a clustered tile address layout is presented. Our work differs from [9]–[11] in that the tiled map is configurable.

In [12], the tiled address map is rearranged to enhance memory bank interleaving. In our work, tiles can be clustered taking a virtual memory scheme into account. In [13], the tiled address map to reduce page table walk overheads is presented. Our work is close to [13] in that an address map is rearranged by clustering tiles. Our work differs from [12] and [13] in the followings ways. First, the address map is configurable. We present the clustering algorithm that operates in a systematic way. The presented design unifies the tiled map and the conventional linear map. The presented design does not require the additional memory space when an image size is un-aligned with a tile size. Second, we present the novel dimensioning algorithm to determine the configuration parameters. Third, performance and hardware overhead evaluations are presented.

3. Conventional Designs

An MMU operation and the conventional address maps are described as a background. Then their issues are presented.

3.1 MMU Operation

When an application is invoked, an operating system (OS) allocates the virtual memory space. The address space is divided in pages. When a page size is 4 kB, the offset in a page is 12 bits. OS finds free space in a physical memory. OS maps virtual pages into physical pages. As depicted in Fig. 1 (a), OS constructs a page table for the mapping. Then OS stores the page table in main memory. A page table entry (PTE) contains a physical page number (PPN) for a virtual page number (VPN). In Fig. 1 (b), the page table contains four PTEs. When an application runs, MMU translates a virtual address (VA) into a physical address (PA) by converting VPN into PPN.

In Fig. 1 (b), MMU operates as follows. A master generates transactions with virtual addresses. A transaction has a request channel (to memory) and a response channel (from memory). First, in the request channel, MMU receives a request transaction from the master. TLB lookup is conducted. If TLB is hit, MMU translates the address and sends the transaction to the memory. If TLB is miss, MMU conducts a page table walk (PTW). Second, in the response channel, MMU receives a response from the memory. If the response is a page table walk, TLB is updated and the address is translated.

The capacity of a page table walk is defined by the following:

\[
PtwCapacity = \text{(Number of acquired PTEs)} \times \text{(Page size)},
\]

where \(PtwCapacity\) indicates the address space size (in bytes) that a page table walk can cover. This is determined by the number of acquired page table entries and a page size. There are two types of page table walks.

(1) Single fetch: A page table walk acquires a demanding
Table 1 Parameter definitions in the conventional linear and tiled maps.

| Parameters | Description | Unit |
|------------|-------------|------|
| BaseAddr   | Base address |      |
| (A, B)     | Pixel coordinate (Horizontal, Vertical) | Pixel |
| (ImgH, ImgV) | Image size (Horizontal, Vertical) | Pixel |
| (TileH, TileV) | Tile size (Horizontal, Vertical) | Pixel |
| BytePixel  | Pixel size | Byte |
| AposInTile | Horizontal position of coordinate A in a tile | Pixel |
| BposInTile | Vertical position of coordinate B in a tile | Pixel |
| TileSize   | Tile size | Byte |

\[
\text{TileSize} = \text{TileH} \times \text{TileV} \times \text{BytePixel}
\]

Table 1: Parameter definitions in the conventional linear and tiled maps.

(1) **Linear map**: In Fig. 2 (a), the linear map is depicted. Addresses sequentially increase in the horizontal direction. An arrow indicates the order of addresses. The address of a coordinate \((A, B)\) is:

\[
\text{Address} = \text{BaseAddr} + \text{BytePixel} \times (A + B \times \text{ImgH}),
\]

(2) **Tiled map**: In Fig. 2 (b), the tiled map [12] is depicted. A number in a circle is a tile number and indicates the order of tiles. Tile numbers are linearly arranged. Additionally, the pixel addresses inside a tile are linearly arranged. As a result, an image constitutes a band of tiles as depicted in Fig. 2 (c). The main advantage is that an image size is not necessary to be aligned with a tile size. The address of a coordinate \((A, B)\) is [12]:

\[
\text{Address} = \text{BaseAddr} + (\text{TileNum} \times \text{TileSize}) + \text{BytePixel} \times (\text{BposInTile} \times \text{TileH} + \text{AposInTile}),
\]

(3) where \(\text{TileNum}\) denotes a tile number. This can be calculated by the following [12]:

\[
\text{TileNum} = \frac{A + (\text{ImgH} \times \lfloor \frac{B}{\text{TileH}} \rfloor)}{\text{TileH}}.
\]

(4) Suppose a tile size is \(16 \times 16\) pixels. \(\text{BaseAddr}\) is 1000. \(\text{ImgH}\) is 128 pixels. Then \(\text{TileNum}\) for the coordinate \((16, 1)\) is \(1 = \lfloor \frac{1000 + 128 \times \frac{1}{16}}{128} \rfloor\). \(\text{TileSize}\) is 1024 B \((= 16 \times 16 \times 4B)\). \(\text{BposInTile}\) is 1 \((= 1 \times 16)\). \(\text{TileH}\) is 16 pixels. \(\text{AposInTile}\) is 0 \((= 16 + 128 \times \frac{1}{16})\). In this case, the address of the coordinate \((16, 1)\) is 2088 \((= 1000 + (1 \times 1024) + 4 \times (1 \times 16 + 0))\).

(2) **Block fetch**: A page table walk can acquire multiple consecutive PTEs [14]. This is called block fetch (BF). The number of entries to acquire is determined by data width, burst length of a transaction, and a PTE size. Suppose data width is 16 B, burst length is 4, and a PTE size is 4 B. Then the block fetch can acquire up to 16 \((= \frac{16 \times 4}{4})\) PTEs. Compared to the single fetch, the block fetch can reduce page table walks. When a page size is 4 kB, \(\text{PtwCapacity}\) is 4 kB \((= 1 \times 4kB)\).

3.2 **Address Maps**

An address map associates an image pixel coordinate with the virtual address of a transaction. There are three general rules to map an image pixel into an address. First, a unique image pixel is mapped to a unique address. Second, a virtual address should be within the allocated memory space. Third, when multiple masters (or processes) share the address space, the masters should use the same address map to maintain the consistent data communication. In Table 1, the parameters are shown. There are two types of address maps widely used in practice.

(1) **Linear map**: In Fig. 2 (a), the linear map is depicted. Addresses sequentially increase in the horizontal direction. An arrow indicates the order of addresses. The address of a coordinate \((A, B)\) is:

\[
\text{Address} = \text{BaseAddr} + \text{BytePixel} \times (A + B \times \text{ImgH}),
\]

where \(\text{BaseAddr}\) denotes the base address of an allocated memory. \(\text{BaseAddr}\) is the address of the coordinate \((0, 0)\).

(2) **Tiled map**: In Fig. 2 (b), the tiled map [12] is depicted. A number in a circle is a tile number and indicates the order of tiles. Tile numbers are linearly arranged. Additionally, the pixel addresses inside a tile are linearly arranged. As a result, an image constitutes a band of tiles as depicted in Fig. 2 (c). The main advantage is that an image size is not necessary to be aligned with a tile size. The address of a coordinate \((A, B)\) is [12]:

\[
\text{Address} = \text{BaseAddr} + (\text{TileNum} \times \text{TileSize}) + \text{BytePixel} \times (\text{BposInTile} \times \text{TileH} + \text{AposInTile}),
\]

where \(\text{TileNum}\) denotes a tile number. This can be calculated by the following [12]:

\[
\text{TileNum} = \frac{A + (\text{ImgH} \times \lfloor \frac{B}{\text{TileH}} \rfloor)}{\text{TileH}}.
\]
incur TLB misses, and incur page table walks. To alleviate this problem, a tiled map can be used. In Fig. 3 (b), the tiled map [12] is depicted. A tile size is 1 kB ($= 16 \times 16 \times 4B$). Accordingly, the addresses in a tile are within the same 4-kB boundary. This means the addresses in a tile have the high spatial locality. This can improve a TLB hit rate compared to the linear map. However, the tiled map still can have certain page table walk overheads because of the mismatch issue. It is noted that different applications can have different access patterns. Based on these motivations, an adaptive approach is proposed in the next section as a solution to the mismatch issue.

Another issue is an allocated memory size. The address map in [13] inherently assumes that an image size is aligned with a tile size. This means an image size should be multiple of a tile size. As an example, in Figs. 3 (a) and 3 (b), the allocated memory size is 256 kB ($= 1024 \times 64 \times 4B$). Suppose an image size is 1016 × 56. In Fig. 3 (a), the allocated memory size is 222 kB ($= 1016 \times 56 \times 4B$). In the approach of [13], the allocated memory size is still 256 kB to align an image size with a tile size. In this case, the memory space 34 ($= 256 - 222$) kB is additionally allocated and is not utilized.

4. Address Remapping with Configurable Tiles

The aim is to alleviate the above-mentioned mismatch issue, reduce page table walks, improve memory utilization, and improve performance. Additionally, we aim to avoid the wasted memory space when an image size is un-aligned with a tile size. We mainly consider an I/O device accelerator that operates dedicated image processing tasks in an embedded system. In this case, the address map hardware calculates an address for an image pixel coordinate. It is desired to design the hardware with an insignificant cost. In this section, the proposed address map is presented. Additionally, the adaptive dimensioning algorithm to configure the address map is presented.

4.1 Overview

The general approach is to devise an address map such that an access pattern and an underlying address map are as close as possible. To do this, an address layout is rearranged to adapt to an access pattern. The method to rearrange an address layout is to cluster tiles in a systematic way. To efficiently implement the adaptivity feature, a configurable map is devised. In Fig. 4, the design approach is depicted. In Table 2, the main parameters are shown. In Fig. 4 (a), the level-0 tiled map is depicted. This operates as a baseline. The linear map can be implemented by configuring $TileV$ as 1. In Figs. 4 (c) and 4 (d), the clustered map examples are depicted. These can be built by remapping tile numbers. For a given level $j$, the address map operates the following three steps:

1. For a coordinate $(A, B)$, $TileNum_0$ is calculated using Eq. (4).
2. $TileNum_0$ is remapped to $TileNum_j$.
3. For $TileNum_j$, an address is calculated using Eq. (3).

where $TileNum_j$ denotes a tile number in the level $j$.

![Fig. 3](image_url) Address mapping examples.

![Fig. 4](image_url) The proposed design approach.
Tile number remapping algorithm

Given: \( n_j \), LEVEL, TileH, ImgH

Input: TileNum\(_j\) (Tile number in level \( j \))

Output: TileNum\(_{j+1}\) (Tile number in level \( j+1 \))

1. \[ T = n_j \times \text{floor} \left( \frac{\text{ImgH}}{\text{TileH} \times n_j} \right) \]
2. \[ \text{GRowNum} = \text{floor} \left( \frac{\text{TileNum}_{j}}{T} \right) \]
3. // Level-1 remapping
4. \[ \text{DistInRow}_{j} = n_j \times (n_j-1) \]
5. \[ \text{DistOutRow}_{j} = T - n_j \]
6. \[ \text{PairNum}_{j} = \text{floor} \left( \frac{\text{TileNum}_{j} \% n_j}{n_j} \right) \]
7. \[ \text{CGRowNum}_{j} = \text{GRowNum} \times n_j \]
8. \[ \text{Distance}_{j} = (\text{PairNum}_{j} \times \text{DistInRow}_{j}) - (\text{CGRowNum}_{j} \times \text{DistOutRow}_{j}) \]
9. \[ \text{TileNum}_{j+1} = \text{TileNum}_{j} + \text{Distance}_{j} \]
10. // Hierarchical remapping
11. for \((j = 2; j < \text{LEVEL}; j++)\) do
12. \[ n_j = n_{j-1}/2 \]
13. \[ \text{DistInRow}_{j} = n_j \times (n_j-1) \]
14. \[ \text{DistOutRow}_{j} = n_j \times n_j \]
15. \[ \text{PairNum}_{j} = \text{floor} \left( \frac{\text{TileNum}_{j} \% n_j}{n_j} \right) \]
16. \[ \text{CGRowNum}_{j} = \text{GRowNum} \times n_j \]
17. \[ \text{Distance}_{j} = (\text{PairNum}_{j} \times \text{DistInRow}_{j}) - (\text{CGRowNum}_{j} \times \text{DistOutRow}_{j}) \]
18. \[ \text{TileNum}_{j+1} = \text{TileNum}_{j+1} + \text{Distance}_{j} \]
19. end for

Fig. 5  Tile number remapping algorithm.

The level-1 clustered tile contains \( n_1 \times n_1 \) tiles. In Fig. 4(c), \( n_1 \) is 4 tiles. The level-2 clustered tile contains \( n_2 \times n_2 \) tiles within \( n_1 \times n_1 \) tiles. In Fig. 4(d), \( n_2 \) is 2 tiles. To simplify hardware implementations, \( n_{j+1} \) is defined by \( \frac{n_j}{2} \). Additionally, \( n_j \), TileH, and TileV are power-of-2 numbers. Five parameters to determine an address layout are an image size (ImgH, ImgV), a tile size (TileH, TileV), a clustered-tile length (\( n_x \)), a pixel size (BytePixel), and a level (LEVEL). When these parameter values are available, a unique address map can be obtained. A tiled map is denoted by TileL\(_{x,y}\). In this notation, \( x \) is a level and \( y \) is \( n_1 \). As an example, Fig. 4(c) is denoted by TileL\(_{1,4}\).

4.2 Tile Number Remapping

In this section, the algorithm to remap a tile number is presented. In Table 3, the variables are shown. In Fig. 5, the algorithm is shown. For an input (TileNum\(_0\)) and given values, Distance\(_j\) (in the level \( j \)) is calculated. Distance\(_j\) indicates the difference of the tile numbers before and after the remapping. Then TileNum\(_j\) is obtained by TileNum\(_{j-1} + \)

Table 3  Variables in Fig. 5.

| Parameters | Description | Unit |
|------------|-------------|------|
| GRowNum    | Granular row number | -    |
| CGRowNum   | Circular GRowNum | -    |
| PairNum    | Pair number | -    |
| DistInRow  | Tile number distance between adjacent pairs inside a granular row | Tile |
| DistOutRow | Tile number distance between the pairs outside a granular row | Tile |
| Distance   | Tile number distance between the original tile and the remapped tile | Tile |

Distance\(_j\). The algorithm operates in the following way:

- When an application is invoked, an image size (ImgH) and the dimension information (TileH, TileV, \( n_1 \), LEVEL) are determined. Then \( T, n_j, \text{DistInRow}_j, \) and \( \text{DistOutRow}_j \) are derived.
- When an application runs, for a pixel coordinate, TileNum\(_0\), GRowNum\(_j\), PairNum\(_j\), CGRowNum\(_j\), and Distance\(_j\) are calculated. Finally, TileNum\(_j\) is obtained.

The design can operate in multiple levels. The level-1 clustering algorithm is described in lines 4–9 in Fig. 5. In the level 1, \( T \) is not necessarily a power-of-2 number. The algorithm further allows multi-level clustering up to the user-defined LEVEL. This is described in lines 11–19 in Fig. 5. It operates similar to the level 1. The difference is that the clustering (in the level \( j \)) is conducted within \( n_{j-1} \times n_{j-1} \) tiles.

In Fig. 6, an example is depicted. Tiles in Fig. 6(a) are clustered as depicted in Figs. 6(b) and 6(c). To obtain Fig. 6(b), the parameter values are calculated as shown in Fig. 6(d). To obtain Fig. 6(c), the parameter values are calculated as shown in Fig. 6(e). In Fig. 6(f), when a coordinate is (16, 16), TileNum\(_0\) is 9. Distance\(_1\) is 4. Then TileNum\(_1\) is 5 (= TileNum\(_0\) + Distance\(_1\) = 9 – 4). Distance\(_2\) is 2. Then TileNum\(_2\) is 3 (= TileNum\(_1\) + Distance\(_2\) = 5 – 2).

The algorithm in Fig. 5 suggests that Distance\(_j\) can be directly calculated from an input (TileNum\(_0\)) and given values. Therefore, the remapped tile number can be calculated by the following:

\[
\text{TileNum}_{j} = \text{TileNum}_{0} + \sum_{i=1}^{j} \text{Distance}_{i} \tag{5}
\]

where \( j \) is a natural integer and indicates a level.

4.3 Handling Un-Aligned Image Size

The advantage of the presented design is that an image size is not necessary to be aligned with a tile size. In the presented approach, the allocated memory size (in bytes) is ImgH \( \times \) ImgV \( \times \) BytePixel. In Fig. 7(a), the level-0 map is depicted. The image contains 4 rows. A row contains 4.5 tiles. The algorithm operates in the granularity of \( T \) tiles. Accordingly, the algorithm treats Fig. 7(a) as Fig. 7(b). We call a row in Fig. 7(b) a granular row to differentiate with an original row in Fig. 7(a). The image contains 5 granular rows. A granular row contains 4 tiles. \( T (= 4 \) tiles) is aligned with \( n_1 (= 2 \) tiles) in that \( T \) is multiple of \( n_1 \). To construct a clustered map, tile numbers are remapped from Fig. 7(b) to Fig. 7(c). In Fig. 7(c), a clustered tile contains \( 2 \times 2 \) tiles (or \( 32 \times 32 \) pixels). In Fig. 7(d), the final address layout is depicted. In this example, the remapping is applied to GRowNum \( = 0 \sim 3 \) (or tile numbers \( 0 \sim 15 \)). In this way, the presented tiled map can be generated for an un-aligned image size.
the additional memory space. The allocated memory size (in bytes) is the following:

\[
\text{Memory size} = \left\lceil \frac{\text{ImgH}}{(n_1 \times \text{TileH})} \right\rceil \times (n_1 \times \text{TileH}) \times \left\lceil \frac{\text{ImgV}}{(n_1 \times \text{TileV})} \right\rceil \times (n_1 \times \text{TileV}) \times \text{BytePixel}.
\]

(6)

In Fig. 7, our design requires 18 kB (= 72 x 64 x 4B). For comparison, the design in [13] requires 24 kB (= 96 x 64 x 4B) to make an image size aligned with 32 pixels. This means the design in [13] requires 33% more memory space than our design. In Table 4, the allocated memory size over-

### Table 4

| Image sizes | 2 | 4 | 8 | 16 | 32 |
|-------------|---|---|---|----|----|
| 720 x 480   | 2.2 | 12.1 | 12.1 | 12.1 | 34.1 |
| 1280 x 720  | 2.2 | 6.3 | 6.3 | 6.3 | 41.4 |
| 1440 x 1080 | 0.7 | 2.2 | 6.3 | 6.3 | 21.9 |
| 1920 x 1080 | 0.7 | 0.7 | 6.3 | 20.9 | 34.1 |
| 4096 x 2160 | 0.7 | 0.7 | 0.7 | 6.3 | 15.6 |

head in [13] is shown. As an example, when an image size is 720 x 480 and n1 is 4, the design in [13] requires 12.1% more memory space than our design.

### 4.4 Configurable Hardware Design

The presented address map is configurable in that various address layouts are implemented using a single hardware design. In Fig. 8 (a), the address map logic is depicted. This logic calculates an address for a coordinate. Three components are as follows.

1. **Level-0 tile number calculation**: For a coordinate \((A, B)\), \(\text{TileNum}_0\) is calculated using Eq. (4).

2. **Tile number remapping**: In Fig. 8 (b), the logic is depicted. This logic implements the tile number remapping algorithm in Fig. 5. In this logic, maximally three levels are allowed. \(\text{NewTileNum}\) is calculated using Eq. (5).

3. **Address calculation**: For the calculated tile number, an address is obtained using Eq. (3).
4.5 Adaptive Dimensioning

In Fig. 8, a unique address map for a given image can be determined by four configuration parameters (TileH, TileV, n1, and LEVEL). In this section, the method to determine these parameters is presented. Image processing applications (related to image display) are mainly considered. The presented approach allows OS to determine an address map using access patterns and the type of page table walks. The design space to determine the parameters is significant. Therefore, an algorithm to reduce complexity is presented. The parameter values can be determined as follows.

(1) **Tile size (TileH, TileV):** A tile contains TileH $\times$ TileV pixels. These can be determined by a transaction size. Then adjacent pixel data can be packed in a single transaction. As an example, when BytePixel is 4 B and a transaction size is 64 B, TileH and TileV would be chosen by 16 ($= \frac{64}{4}$) pixels.

(2) **Clustered tile length (n1):** The level-1 clustered tile contains $n_1 \times n_1$ tiles. To narrow down the design exploration space, $n_1$ is constrained by the following:

$$n_1 \leq \sqrt{P}, \text{ where } P = \frac{PwCapacity}{TileSize},$$  \hspace{1cm} (7)

where PwCapacity is the capacity of a page table walk.

$\text{TileSize}$ is a tile size in bytes. We give this constraint to enable a page table walk to cover the address space for a clustered tile. In Fig. 9, the algorithm to determine $n_1$ is shown. In lines 7–8 of Fig. 9, cost functions are defined. The cost function represents the approximate and the relative amount of TLB misses assuming a TLB is empty as follows.

- **CostHor** is a cost when an access pattern is horizontal. CostHor is defined by $\frac{n_1}{P}$. This is because a TLB miss can occur once every $\frac{P}{n_1}$ transactions. As an example, in Fig. 3 (b), $n_1$ is 1. When PwCapacity is 4 kB and TileSize is 1 kB, $P = 4 \, (= \frac{4kB}{1kB})$. Then a TLB miss can occur once every 4 ($= \frac{4}{1}$) transactions. Accordingly, CostHor is $\frac{1}{4}$.

- **CostVer** is a cost when an access pattern is vertical. CostVer is defined by $1 \times \frac{TileV}{n_1}$. This is because a TLB miss can occur once every $TileV \times n_1$ transactions. As an example, in Fig. 3 (b), TileV is 16 and $n_1$ is 1. Then a TLB miss can occur once every 16 ($= \frac{16}{1}$) transactions. Accordingly, CostVer is $\frac{1}{16}$.

In this way, the design space is explored to find $n_1$ such that Cost is minimized. As $1 + \log_2 \sqrt{P}$ iterations are required, the algorithm requires $O(\log_2 \sqrt{P})$ complexity.

(3) **LEVEL:** When $n_1$ is obtained, LEVEL is determined by the following:

$$LEVEL = \log_2 n_1.$$

A dimensioning example is as follows. When $TileSize$ is 1 kB and TileV is 16 pixels, the results are depicted in Fig. 10. The Cost values vary with $n_1$ values, an access pattern, and the type of page table walks. Suppose a page table walk is the single fetch. Then PwCapacity is 4 kB. In case...
an access pattern is vertical, $n_1$ is determined by 2 as suggested in Fig. 10(a). This is because $Cost$ is the minimum when $n_1$ is 2. $LEVEL$ is determined by 1 ($= \log_2 2$). Accordingly, a clustered tile contains $2 \times 2$ tiles in the level 1. This layout is denoted by $TileL_{1n2}$.

Another dimensioning example is as follows. Suppose a page table block is the block fetch. Then $PtwCapacity$ is 64 kB. In case an access pattern is vertical, $n_1$ is determined by 8 as suggested in Fig. 10(b). $LEVEL$ is determined by 3 ($= \log_2 8$). Accordingly, a clustered tile contains $8 \times 8$ tiles in the level 1, $4 \times 4$ tiles in the level 2, and $2 \times 2$ tiles in the level 3. This layout is denoted by $TileL_{3n8}$.

4.6 Configuration and Remapping

We describe when the address maps are configured and when the remapping occurs. The targeted address map is configured when an application is invoked. An access pattern can be known when an application is invoked. OS (or device driver) determines a targeted address map and configures the hardware. To do this, OS can use the dimensioning algorithm shown in Fig. 9. Alternatively, a system designer can analyze various access patterns in off line. The address pattern of an image processing application is typically regular. The off-line analysis result (for example, Fig. 10) can be stored in a table structure. Then OS can refer to the table when an application is invoked. As an example, in a mobile device, when an image is generated in the portrait mode and displayed in the landscape mode, the image should be rotated. Then the access pattern will be vertical. In case MMU conducts the single fetch, OS can refer to Fig. 10 (a). The targeted address map can be accordingly configured.

The address map hardware conducts the remapping in run time to implement the targeted map. The proposed design technique (shown in Fig. 4) is to construct the targeted address map by remapping a tile number. It is noted that the remapping does not change the targeted address map. The targeted address layout does not change during run time.

4.7 Consideration on Data Channel Layouts

In the previous sections, the packed pixel data format with a single plane was considered. In this format, pixel data have an interleaved layout, for example, RGBRGB..., which is considered by $BytePixel$. All pixel data are stored in a single buffer. This format was considered for the sake of simplicity. To design an address map, three rules described in Sect. 3.2 are obeyed. Additionally, it is assumed that image pixels in a single plane have the same size denoted by $BytePixel$. When there are multiple planes, a plane has a separate buffer allocated in a memory. The presented approach is to devise per-plane address layouts for a given access pattern and a channel layout. An address map can be separately determined for a plane. The operation scenario is the following:

- When an application is invoked, OS separately configures the targeted address map for a plane. In Fig. 11, the configuration parameters are shown in a shaded rectangle.
- When an application runs, the hardware controller in an image processing unit sends the signals to the address map for a plane. The signal interface is depicted in Fig. 11. Then the address map hardware calculates an address for given inputs.

The hardware controller should be appropriately designed to support various channel layouts. In this work, we focus on the address map hardware design and the configuration. The design of a controller for various channel layouts and extensive performance evaluations are left for future work.

5. Experimental Results

The experimented system is depicted in Fig. 12. The system is configured as shown in Table 5. A cycle-based transaction-level performance model is implemented in C++. The model is integrated in the simulation environment of [1]. Traffic generators are implemented to represent the memory access behavior of masters. An image size is 4096 $\times$ 2160 pixels. A pixel is 4-byte sized RGB format. A tile size is $16 \times 16$ pixels. A transaction contains 64 bytes of data. The interface of a component operates with AXI bus protocol [15]. A single datum is 128 bits wide. A physical address is 32 bits wide. When a virtual page is mapped to a physical page, the physical pages are randomly generated. A page size is 4 kB widely used in Linux and other operating systems.

In Table 6, the workloads for the simulation are shown. In camera preview, a camera captures an image and the raster-scan image is displayed. In image scaling, an image is resized. In image blending, two images are combined to generate a composite image. In rotated preview, a camera captures an image and a rotated image is displayed. To eval-
Performance varies with access patterns and underlying address maps. When an access pattern is linear, the linear map is better than others. When an access pattern is not linear, our clustered tiled map is better than the linear map. This is because TLB hit rates are improved when the clustered tiled map is used.

The block fetch tends to perform much better than the single fetch. However, performance still varies with access patterns and the address maps. Performance tends to improve when our selected map is used.

In Fig. 13, our selected map performs 28% better than others on average.

Second, to evaluate MMU performance, we measure TLB hit rates. In Fig. 14, the results are shown. In camera preview, image scaling, and image blending workloads, the linear map is better than others. This is because TLB hit rate in the linear map is higher than 98% and is sufficiently high. However, in rotated preview and rotated display workloads, TLB hit rate in the linear map is significantly low. As an example, in Fig. 14 (a), TLB hit rates are 50% in rotated preview and 0% in rotated display. This is undesirable and is because of the vertical access pattern. TLB hit rates increase when our tiled maps are used. This means our approach can improve MMU performance. In Fig. 14 (b), the block fetch performs better than the single fetch. Even in this case, TLB hit rates tend to improve when our selected map is used.

Third, to evaluate the memory utilization, we measure bandwidth overheads of page table walks. The overhead is measured by \( \frac{\text{Total number of transactions in main memory}}{\text{Total number of page table walks}} \). In Fig. 15, the percentage of page table walks in the memory bandwidth is shown. In camera preview, image scaling, and image blending workloads, the linear map is better as the overhead is less than 2%. This overhead is insignificant and is because of high TLB hit rates. However, in Fig. 15 (a), the overheads are 34% in rotated preview and 50% in rotated display when the linear map is used. This means page table walks significantly occupy the memory bandwidth. This is undesirable and is because of low TLB hit rates. The overheads decrease when our tiled maps are used. This means our approach can improve memory utilization. In Fig. 15 (b), the block fetch utilizes the memory better than the single fetch. Even in this case, the memory utilization tends to improve when our selected map is used.
Fourth, we conduct a performance experiment for a 3-plane channel layout. In this layout, Y, U, and V data are stored in separate buffers. A pixel size ($\text{BytePixel}$) is 1 B. The targeted address map is determined using the dimensioning algorithm in Fig. 9. In this case, two configuration parameters are affected as follows.

- $\text{PtwCapacity}$ for the block fetch should be determined by the number of planes. TLB accommodates 16 entries. In the previous experiments, the block fetch acquires 16 page table entries. This is because a single RGB plane was considered. However, when there are multiple planes, $\text{PtwCapacity}$ for the block fetch should be reduced. In this experiment, as there are 3 planes and TLB has 16 entries, the block fetch acquires 4 page table entries.

- $\text{TileH}$ should be determined by $\text{BytePixel}$ and a transaction size. In this experiment, as $\text{BytePixel}$ is 1 B and a transaction size is 64 B, $\text{TileH}$ is determined by 64 pixels.

In Fig. 16, the results are shown. Similar to previous experiments, when an access pattern is linear, the linear map is better than others. When an access pattern is not linear, our clustered tiled map is better than the linear map. This is because TLB hit rates are improved when the clustered tiled map is used. The block fetch tends to perform much better than the single fetch. Performance tends to improve when our selected map is used. In Fig. 16, our selected map performs 34% better than others on average.

Finally, we evaluate the hardware cost of the address map component. To measure an area overhead, the logic
in Fig. 8 (b) is implemented in Verilog, synthesized, placed, and routed in Xilinx FPGA device. Similar to [12], TileH and TileV are set by 16. The tile remapping logic operates in 241 MHz clock frequency. In Table 7, the area in the number of look-up tables (LUTs) is shown. When the number of levels is three, our design requires 4.3× more area than [12]. The targeted device contains 612000 LUTs in total. Our design has certain area overheads compared to [12]. Additionally, we evaluate the power consumption overhead. To measure the power consumption (in Watts), the designs are placed and routed. Then Xilinx XPower tool is used. The supplied voltage of the device is 1 volt. In Table 8, the results are shown. The static power is due to the inherent FPGA fabrics. The dynamic power is related to design activities. When the number of levels is three, our design requires 3× more dynamic power than [12]. Our design has certain power overheads compared to [12]. These increased hardware costs would be traded for improved performance.

6. Conclusions

We presented the tile remapping algorithm to construct the configurable address map. An image size in the presented approach can be un-aligned with a tile size. The presented design unifies the tiled map and the conventional linear map. The design allows a system to configure an address map for the access pattern of an application. Three advantages (performance, memory utilization, allocated memory size) and two disadvantages (hardware area, power overheads) are presented. The block fetch can reduce the overheads of the single fetch in terms of TLB hit rate. However, performance still can be degraded depending on address maps and access patterns. By configuring the address map using the adaptive dimensioning algorithm, the page table walk overheads can be reduced.
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