A radiation-hardened 14T SRAM cell for highly reliable space application
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Abstract A 14T SRAM bit-cell, implemented in 130-nm CMOS technology, with excellent read stability and soft error tolerance performance has been proposed. The parasitic extracted simulations show that compared with considered memory cells, the proposed cell achieves up to 146% read access time saving at the cost of acceptable layout area and leakage power dissipation overhead. The RSNM of 14T bit-cell is about x2.6 that of DICE structure, revealing excellent read stability. In addition, the proposed cell provides larger the critical charge, which indicates more superior soft error resilience ability.
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1. Introduction

Devices dimensions are increasingly descending as the technology node scaling, which renders static random access memories (SRAMs) extensively applied in aerospace more sensitive to single event upsets (SEUs) induced by radiation particles [1, 2, 3, 4, 5, 6, 7]. SEUs caused by a reversed-bias p-n junction collecting excessive charge on which energetic particles striking give rise to data upset, namely, destroy the data integrity and then conduce to function failure of logic elements, such as latch [8, 9, 10, 11, 12, 13], DFF, SRAM bit-cell. Among these digital modules, we focus on the memory cell occupying a large portion of total memories area. In recent years, various methods have been proposed to harden SRAM cells, including chiefly three categories: 1) layout level; 2) circuit level design; 3) system level design. On the one hand, the application of layout design techniques is restricted by complicated layout design rules. On the other hand, radiation hardening techniques by system level design such as error correction codes (ECC) [14, 15, 16, 17, 18, 19] tend to bring about non-negligible area and delay overheads.

In terms of radiation hardening of circuit level design, the majority of effective solutions are to create redundant logic structures to shelter stored data, of which one commonly investigated is to increase extra transistors. In past several decades, lots of SRAM cells aiming to mitigate SEU have been reported, such as 10T-StackN, 10T-StackP [20], 10T-Quatro [21], 12T-QUCCE [22] and 12T-DICE [23]. However, 10T-StackN and 10T-StackP can only tolerate 1 → 0 SEU and 0 → 1 SEU respectively. Similarly, only a 1 → 0 SEU can be mitigated by 10T-Quatro. 12T-QUCCE and 12T-DICE can fully recover two types SEU by approximately feedback structure, whereas they suffer from weak read static noise margin and develop diverse soft error resilience ability.

In this paper, a new radiation-hardened and highly reliable SRAM cell named as HRSC has been proposed. More superior performance has been acquired by the separation of write and read operation compared with these cells mentioned above. Eventually, the proposed cell consists of 14 transistors.

The rest of this paper is primarily arranged as follows. Section 2 presents the structure, operation process, SEU tolerance analysis of the proposed 14T HRSC. Post-layout netlist simulations results including validating the effectiveness of alleviating SEU, related stability comparisons in several supply voltage regions, cost comparisons and soft error resilience performance in terms of these cells mentioned above are shown in Section 3. Finally, Section 4 concludes this paper.

2. Proposed 14T HRSC

2.1 Schematic and read/write operation

The schematic of the proposed cell is shown in Fig. 1, which has four storage nodes (Q1, Q2, QN1, QN2). The nodes Q2 and QN2 are the redundant nodes of nodes Q1 and QN1 with opposite logic states. The circuit includes a four-inter-locked-branches structure identical with DICE and two NMOS transistors N9 and N10 controlled by node QN1 and RWL respectively.

In the following function analysis, we assume the proposed cell stores ‘0’ state, namely, the logic states of nodes Q1, Q2, QN1 and QN2 are ‘0’, ‘0’, ‘1’ and ‘1’ respectively. When both WWL and RWL are deactivated, the pass
gates N5-N8 are turned off. Therefore, the four nodes are isolated from BL/BLB and RBL, thus their original states are maintained.

For write ‘1’ operation, as depicted in Fig. 1, BL and BLB are set to be ‘1’ and ‘0’ respectively. When WWL is activated, the data of BL and BLB is fed to four nodes by four access transistors. In this case, even though the BL voltage produces a threshold voltage loss after transported by transistors N5 and N7, both nodes Q1 and Q2 are still able to build up a right ‘1’ state rapidly thanks to nodes QN1 and QN2 turning on the pull-up transistors P1 and P3 respectively.

Instead of reusing WWL and BL/BLB for write and read operation, we separate write and read operation by introducing transistors N9 and N10. In order to read ‘0’ state successfully, on the one hand, WWL is set to ‘0’ to make four nodes immune to the states of BL and BLB. On the other hand, RBL is pre-charged to supply voltage initially, RWL is enabled subsequently to switch on transistor N10. Different from discharging BL or BLB to amplify the voltage difference between them for a traditional DICE cell, RBL of the proposed cell begins to be discharged by additional transistors N9 and N10, of which the voltage drop will be amplified by a single-end sense amplifier. Eventually, the logic ‘0’ state will be output accurately.

2.2 Error tolerance analysis

Supposing the proposed cell state is shown as in Fig. 1, i.e., Q1 = ‘0’, QN1 = ‘1’, Q2 = ‘0’ and QN2 = ‘1’ respectively, the SEU tolerance analyses and soft error recovery mechanism of four nodes are given as follows.

When suffering from an SEU, node Q1 will be charged to state 1. As a result, transistors N4 and P2 will be turned on and off respectively, then node QN1 will be pulled down to ‘0’ state resulting in transistors P1 and N3 being turned on and switched off respectively. In this case, both nodes QN2 and Q2 are utterly immune to the impact of the SEU. Hence nodes Q and QN1 will recover to right logic state and keep steady with the persistent help of storage nodes QN2 and Q2 maintaining correct state. Similar SEU recovery analyses are suitable for node QN1 on account of the symmetry of the proposed cell storage structure.

If node QN2 is discharged to 0 by a radiation particle, transistors P3 and N1 will be turned on and off respectively. Therefore, node Q2 will be pulled up to ‘1’ state, which switched transistors P4 and N2 off and on respectively. Under such circumstance, nodes Q1 and QN1 will maintain their original states constantly, thereby nodes Q2 and QN2 will recover to their original states. Analyses are similar to that of node QN1.

The layout of the 14T HRSC has been given in Fig. 2 based on 130-nm CMOS technology and implemented in Cadence Virtuoso. In addition, all simulations in this paper are obtained in HSPICE and performed with utilizing post-layout netlist extracted by Calibre PEX. As demonstrated in Fig. 3, write and read function of the proposed cell have been achieved successfully with setting related conditions mentioned above.

3. Evaluation

3.1 SEU tolerance verification

The reverse-biased p-n junction is the sensitive region of solid circuits when a radiation particle striking a transistor. Accordingly, a positive and a negative transient pulse are generated for a PMOS transistor and a NMOS transistor respectively.

An exponential current source is exerted to approximately represent the transient pulse model and verify the soft error in simulations. The rise and decay time constant of applied current pulse given in [24] were set to be 50 ps and 164 ps, respectively.

It should be noted that both a positive pulse and a negative pulse are likely to be induced for the four nodes of proposed cell. In consequence, each node has been simulated for 0 → 1 and 1 → 0 upset situations in Fig. 3, from which we can observe that four nodes can recover to their original states in typical PVT condition (supply voltage equals to 1.2 V, typical process corner and temperature is 25°C) when suffering from a positive or negative transient pulse (four upset cases for each state, eight upset cases totally).

3.2 Cost comparison

Firstly, the layout areas and leakage power dissipation of diverse memory cells are compared. It is worth noting that
Table I  Cost comparisons in typical PVT condition.

| Cell Type   | Area (µm²) | AS    | Power (µW) | PS       |
|-------------|------------|-------|------------|----------|
| 6T          | 6.9342     | -58.12% | 12.55      | 46.91%   |
| 10T-StackN  | 12.8111    | -22.62% | 11.86      | -18.83%  |
| 10T-StackP  | 12.5849    | -23.99% | 18.55      | -21.65%  |
| 10T-Quatro  | 13.4386    | -18.83% | 18.45      | -21.95%  |
| 12T-QUCCE   | 16.5400    | -0.10%  | 24.77      | 4.78%    |
| 12T-DICE    | 13.7376    | -17.03% | 24.93      | 3.40%    |
| Proposed    | 16.5564    | -      | 23.64      | -        |

These memory cells layout are drawn without violating any design rules. As shown in Table I, layout topology area of the proposed cell costs extra 58.12%, 22.62%, 23.99%, 18.83%, 0.10%, 17.03% of 6T, 10T-StackN, 10T-StackP, 10T-Quatro, 12T-QUCCE, 12T-DICE respectively as a result of the maximum number transistors. Nevertheless, 10T-StackN and 10T-StackP cannot fully tolerate SEU as stated above.

With respect to leakage power dissipation of hold mode, the proposed cell saves 4.78% and 5.46% of 12T-QUCCE and 12T-DICE respectively, but consumes additional 46.91%, 49.83%, 21.53%, 21.95% of 6T, 10T-StackN, 10T-StackP, 10T-Quatro respectively correlated with the transistor counts of cells. Here, AS, PS, RS and WS stand for savings of area, power dissipation, read access time and write access time respectively.

Read and write access time comparisons results of these memory cells have been listed in Table II. HRSC has the smallest read access time by reason of the employment of single-end read structure. When reading 0 state, the parasitic capacitance of RBL has been availably decreased by separating write and read operation, i.e., reducing the load capacitance of pull-down path of write operation by adopting a single RBL instead of a pair of BLs. Nonetheless, single-end structure introduces slight augment of parasitic capacitance of node QN1 resulting in larger write access time. In addition, 10T-Quatro experiences poor write stability [25] resulting in the worst write ability.

3.3 Comparison of static noise margin

Static noise margins (SNM) are universally utilized as evaluating criterion of SRAM cells reliability [26, 27], which can be concretely divided into Read SNM (RSNM), Write SNM (WSNM), Hold SNM (HSNM).

Fig. 4 gives comparisons of RSNM, WSNM and HSNM of diverse memory cells in typical PVT condition. It can be seen that the RSNM of 14T HRSC has been enlarged more than two times by isolating storage node from the BLs as mentioned above in comparison to DICE cell, which means HRSC has excellent read stability.

The WSNM of 12T-QUCCE, 12T-DICE and HRSC are close because of the same write mechanisms that transporting BLs data to all storage nodes, which renders nearly identical write ability. Besides, when entering in write mode, 10T-StackP instantly establishing nodes states by powerful pull-down of NMOS drive transistors. However, contrary to 10T-StackP, 10T-StackN takes advantages of weak PMOS pull-up transistors to build up logic state. As a result, 10T-StackN and 10T-StackP exhibit a lower and highest WSNM respectively as displayed in Fig. 4(b).

In Fig. 4(c), composed of similar feedback structures, 10T-Quatro, 12T-QUCCE, 12T-DICE and HRSC have approximately equivalent HSNM. On the other hand, owing to asymmetric feedback loop of four nodes of 10T-StackP and 10T-StackN, they suffer lowest HSNM.

Fig. 5 shows comparisons of RSNM and HSNM of considered cells in several supply voltages. In lower supply voltage regions, HRSC keeps rather excellent read stability with the biggest RSNM and HSNM and comparable WSNM, which reveals the proposed cell has synthetically splendid operation performance.
3.4 Critical charge comparison
The charge collected by the inverse-biased p-n junction is larger than critical charge when a particle strikes a storage node, which will lead to a data state upset [28, 29, 30].

As shown in Table III, we compare the magnitude of critical charge of diverse cells in typical PVT condition to evaluate the SEU tolerance. Here, \( Q_{\text{critical}} \) stands for the minimum critical charge which can upset any one node of all storage nodes of memory cells. 6T has the smallest \( Q_{\text{critical}} \) for lack of the protection of redundant storage nodes. 10T_StackN and 10T_StackP have comparable \( Q_{\text{critical}} \) due to inadequate soft error tolerance. \( Q_{\text{critical}} \) of the proposed cell is about 17x, 16x, 11.8x, 4x and 4x that of 6T, 10T_StackN, 10T_StackP, 10T_Quatro and 12T_QUCCCE respectively. In the other hand, compared with 12T_DICE, the improvement of node capacitance of the proposed cell realized by introducing the gate capacitance of N9 leads to the larger \( Q_{\text{critical}} \).

Consequently, HRSC shows the best performance in soft error tolerance under radiation environment.

4. Conclusion
To avoid storage node being disturbed by BLs states directly, we propose a novel 14T SRAM bit-cell, implemented in 130-nm CMOS technology, with effectively enhanced read stability and optimized read speed in this paper. Compared with other SEU-tolerant SRAM cells, post-layout netlist simulations show that the proposed bit-cell has the smallest read access time and comparable write access time in typical PVT condition at the cost of acceptable layout area overhead. With respect to stability, simulations indicate that RSNM of the proposed bit-cell has been significantly improved more than two times compared with DICE cell. Furthermore, WSNM and HSNM of the proposed cell are comparable with other cells. The similar variation tendencies are validated in lower supply voltages. Moreover, compared to DICE cell, the proposed cell has enhanced the critical charge value, which demonstrates it superior in soft error tolerance. Consequently, the proposed memory cell is superior in comprehensive performance in terms of considered memory cells, thus one can be a hopeful candidate of SRAM cells for aerospace application.

References

[1] V. Ferlet-Cavrois, et al.: “Single event transients in digital CMOS—a review,” IEEE Trans. Nucl. Sci. 60 (2013) 1767 (DOI: 10.1109/TNS. 2013.2255624).
[2] E. Ibe, et al.: “Impact of scaling on neutron-induced soft error in SRAMs from a 250 nm to a 22 nm design rule,” IEEE Trans. Electron Devices 57 (2010) 1527 (DOI: 10.1109/TED.2010.2047907).
[3] R.C. Baumann: “Radiation-induced soft errors in advanced semiconductor technologies,” IEEE Trans. Device Mater. Rel. 5 (2005) 305 (DOI: 10.1109/TDMR.2005.853449).
[4] R.C. Baumann: “Soft errors in advanced semiconductor devices-part I: the three radiation sources,” IEEE Trans. Device Mater. Rel. 1 (2001) 17 (DOI: 10.1109/7298.946456).
[5] P.E. Dodd and L.W. Massengill: “Basic mechanisms and modeling of single-event upset in digital microelectronics,” IEEE Trans. Nucl. Sci. 50 (2003) 583 (DOI: 10.1109/TNS.2003.813129).
[6] T. Karnik and P. Házucha: “Characterization of soft errors caused by single event upsets in CMOS processes,” IEEE Trans. Dependable Secure Comput. 1 (2004) 128 (DOI: 10.1109/TDSC.2004.14).
[7] S. Martinie, et al.: “Underground experiment and modeling of alpha emitters induced soft-error rate in CMOS 65 nm SRAM,” IEEE Trans. Nucl. Sci. 59 (2012) 1045 (DOI: 10.1109/TNS.2012.2189246).
[8] N. Eftaxiopoulos, et al.: “DIRT latch: a novel low cost double node upset tolerant latch,” Microelectron. Reliab. 68 (2017) 57 (DOI: 10.1016/j.microrel.2016.11.006).
[9] P. Reviriego, et al.: “Multiple cell upset correction in memories using difference set codes,” IEEE Trans. Circuits Syst. I, Reg. Papers 59 (2012) 2592 (DOI: 10.1109/TCSI.2012.2190632).
[10] X. Liu: “Multiple node upset-tolerant latch design,” IEEE Trans. Device Mater. Rel. 19 (2019) 387 (DOI: 10.1109/TDMR.2019. 2912811).
[11] H. Nan and K. Choi: “High performance, low cost, and robust soft error tolerant latch designs for nanoscale CMOS technology,” IEEE Trans. Circuits Syst. I, Reg. Papers 59 (2012) 1445 (DOI: 10.1109/TCSI.2012.2177135).
[12] A. Yan, et al.: “Quadruple cross-coupled dual-interlocked-storage-cells-based multiple-node-upset-tolerant latch designs,” IEEE Trans. Circuits Syst. I, Reg. Papers 67 (2020) 879 (DOI: 10.1109/ TCSI.2019.2959007).
[13] F.M. Sajjade, et al.: “Rule-based design for multiple nodes upset tolerant latch architecture,” IEEE Trans. Device Mater. Rel. 19 (2019) 680 (DOI: 10.1109/TDMR.2019.2945917).
[14] C.A. Argyrides, et al.: “Matrix-based codes for adjacent error correction,” IEEE Trans. Nucl. Sci. 57 (2010) 2106 (DOI: 10.1109/TNS.2010.2043265).

[15] P. Reviriego, et al.: “Multiple cell upset correction in memories using difference set codes,” IEEE Trans. Circuits Syst. I, Reg. Papers 59 (2012) 2592 (DOI: 10.1109/TCSI.2012.2190632).

[16] A. Sánchez-Macián, et al.: “Enhanced detection of double and triple adjacent errors in hamming codes through selective bit placement,” IEEE Trans. Device Mater. Rel. 12 (2012) 357 (DOI: 10.1109/TDMR.2012.2186965).

[17] M.A. Bajura, et al.: “Models and algorithmic limits for an ECC-based approach to hardening sub-100-nm SRAMs,” IEEE Trans. Nucl. Sci. 54 (2007) 935 (DOI: 10.1109/TNS.2007.892119).

[18] A. Dutta and N.A. Touba: “Multiple bit upset tolerant memory using a selective cycle avoidance based SEC-DED-DAEC code,” 25th IEEE VLSI Test Symposium (2007) 349 (DOI: 10.1109/VTSS.2007.40).

[19] M.Y. Hsiao: “A class of optimal minimum odd-weight-column SEC-DED codes,” IBM J. Res. Dev. 14 (1970) 395 (DOI: 10.1147/rd.14.0395).

[20] I. Jung, et al.: “A novel sort error hardened 10T SRAM cells for low voltage operation,” 2012 IEEE 55th International Midwest Symposium on Circuits and Systems (2012) 714 (DOI: 10.1109/MWSCAS.2012.6292120).

[21] J.S. Shah, et al.: “A 32 kb macro with 8T soft error robust SRAM cell in 65-nm CMOS,” IEEE Trans. Nucl. Sci. 62 (2015) 1367 (DOI: 10.1109/TNS.2015.2429589).

[22] J. Jiang, et al.: “Quadruple cross-coupled latch-based 10T and 12T SRAM bit-cell designs for highly reliable terrestrial applications,” IEEE Trans. Circuits Syst. I, Reg. Papers 66 (2019) 967 (DOI: 10.1109/TCSI.2018.2872507).

[23] T. Calin, et al.: “Upset hardened memory design for submicron CMOS technology,” IEEE Trans. Nucl. Sci. 43 (1996) 2874 (DOI: 10.1109/23.556880).

[24] H. Cha and J.H. Patel: “Logic-level model for α-particle hits in CMOS circuits,” Proc. IEEE International Conference on Computer Design: VLSI in Computers and Processors (1993) 538 (DOI: 10.1109/ICCD.1993.393319).

[25] L.D.T. Dang, et al.: “Studying the variation effects of radiation hardened quatro SRAM bit-cell,” IEEE Trans. Nucl. Sci. 63 (2016) 2399 (DOI: 10.1109/TNS.2016.2590426).

[26] N. Verma and A.P. Chandrakasan: “A 256 kb 65 nm 8T subthreshold SRAM employing sense-amplifier redundancy,” IEEE J. Solid-State Circuits 43 (2008) 141 (DOI: 10.1109/JSSC.2007.908005).

[27] M. Nabavi and M. Sachdev: “A 290-nmV, 3.34-MHz, 6T SRAM with pMOS access transistors and boosted wordline in 65-nm CMOS technology,” IEEE J. Solid-State Circuits 53 (2018) 656 (DOI: 10.1109/JSSC.2017.2747151).

[28] P.E. Dodd and L.W. Massengill: “Basic mechanisms and modeling of single-event upset in digital microelectronics,” IEEE Trans. Nucl. Sci. 50 (2003) 583 (DOI: 10.1109/TNS.2003.813129).

[29] P.E. Dodd and F.W. Sexton: “Critical charge concepts for CMOS SRAMs,” IEEE Trans. Nucl. Sci. 42 (1995) 1764 (DOI: 10.1109/23.488777).

[30] T. Karnik and P. Hazucha: “Characterization of soft errors caused by single event upsets in CMOS processes,” IEEE Trans. Dependable Secure Comput. 1 (2004) 126 (DOI: 10.1109/TDSC.2004.14).