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Abstract—This paper proposes to encode the distribution of features learned from a convolutional neural network using a Gaussian Mixture Model. These parametric features, called GMM-CNN, are derived from chest computed tomography and X-ray scans of patients with Coronavirus Disease 2019. We use the proposed GMM-CNN features as input to a robust classifier based on random forests to differentiate between COVID-19 and other pneumonia cases. Our experiments assess the advantage of GMM-CNN features compared to standard CNN classification on test images. Using a random forest classifier (80% samples for training; 20% samples for testing), GMM-CNN features encoded with two mixture components provided a significantly better performance than standard CNN classification (p < 0.05). Specifically, our method achieved an accuracy in the range of 96.00–96.70% and an area under the ROC curve in the range of 99.29–99.45%, with the best performance obtained by combining GMM-CNN features from both computed tomography and X-ray images. Our results suggest that the proposed GMM-CNN features could improve the prediction of COVID-19 in chest computed tomography and X-ray scans.

Index Terms—COVID-19, CNN, GMM, Radiomics.

I. INTRODUCTION

Appeared in December 2019, the coronavirus disease 2019 (COVID–19) grew rapidly to become a world pandemic [11]. Symptoms of infected patients, which range in intensity, include fever and fatigue with mainly dry cough and respiratory problems. While many patients show mild onset symptoms without fever, 2–4% of infected subjects develop complications resulting in death [2]. Various methods are used to detect COVID-19, including temperature measurement, molecular analysis (i.e., RT-PCR: reverse-transcription polymerase chain reaction), chest computed tomography (CT) scan and chest X-ray [3]. Temperature is typically not considered as a definite measure for COVID-19 as it is a common marker for several other diseases. On the other hand, methods based on molecular examination (e.g., blood regimen, infection biomarkers, etc.) can generally validate the presence of COVID-19, however these methods tend to be costly, often take time for preparation and may cause side effects linked to illness. Moreover, studies have shown interstitial changes in early chest imaging of COVID-19 patients, specifically in the lateral area of the lung [3]. In particular, ground-glass opacity (GGO) has been associated with extreme infection cases. Although RT-PCR test is considered as first procedure, imaging offers an efficient approach to assess the presence of COVID-19. In some cases, patients with negative first RT-PCR test and positive chest CT were found to test positive in a second RT-PCR test performed a few days later [5]. The low sensitivity of RT-PCR tests has also been observed in screening COVID-19 patients [6].

Image-based techniques offer a non-invasive alternative to identify the presence of COVID-19. Previous works have demonstrated the potential of using predictive models with CT imaging to diagnose COVID-19 [7]. Chest CT has shown a high sensitivity for COVID-19 diagnosis [6], and X-ray images provide visual indexes related with such infection [8]. Moreover, a recent study suggests that clinicians could rely on positive X-ray images showing the low or high extent of pneumonia, whereas intermediate extent cases identified by X-ray should be complemented by CT for optimal risk assessment [9]. On the other hand, other studies have found that COVID-19 shared similar imaging features with viral pneumonia [10]. Fig. 1 shows CT and X-ray images of COVID-19 and NON-COVID-19 patients. We can observe GGO patterns with multifocal, bilateral, and peripheral lesions in CT images. Such lesions are commonly located in the inferior lobe [11]. Similarly, X-ray images may also present GGO and consolidation regions. As COVID-19 cases share similar patterns as other pneumonia cases, differentiating between these two types of infection may require expert radiologists. Considering the large number of patients and the limited availability of radiologists in a pandemic, automatic detection techniques could increase the rate and accuracy of early diagnosis.

Predictive models based on radiomics have led to a paradigm shift in analyzing complex medical data [12]. This approach, which extracts high-throughput features from digital medical images and uses them for various clinical prediction tasks, has had a high impact in medical image analysis and computer-aided diagnosis (CAD) [13]. For example, CT radiomic models have been proposed for predicting pneumonia in patients with COVID-19 [14] and assisting clinical decision-making [15]. Recently, deep learning algorithms have also been applied to CT images for the automated detection of COVID-19 [16] and to classify bacterial from viral pneumonia in pediatric chest radiographs [17]. The main advantage of using convolutional neural networks (CNNs), compared to the conventional radiomic approach, is that features are
learned directly from the data [18]. However, this data-driven strategy is prone to overfitting when few labeled examples are available, leading to a poor generalization of new data [19]. To overcome this problem, the work in [20] proposed a radiomic model that uses the conditional entropy of CNN features as input to a separate classifier. In [21], a patch-based CNN model with a limited number of trainable parameters was used to predict COVID-19 from CT images. Another strategy to alleviate the problem of overfitting in image classification is transfer learning [22]. This strategy, which reuses the features of a neural network trained on a related task, has been used for COVID-19 detection in CT and X-ray imaging [23].

To overcome the limitations of standard radiomics and deep learning methods for the image-based detection of COVID-19, we propose a novel approach that models the distribution of features in a pretrained CNN with a Gaussian mixture model (GMM). We hypothesize that feature maps in deep CNNs encode various scales of image texture that represent the heterogeneity of tissues. The main contributions of our work are as follows:

- We propose a new radiomic signature that encodes pretrained CNN features using a GMM. This signature captures characteristics of tissue heterogeneity that can effectively predict COVID-19 in CT and X-ray images;
- We study the value for COVID-19 prediction of GMM-CNN descriptors from two different deep CNN architectures, DarkNet and ResNet;
- We show the effectiveness of the proposed features as input to a random forest classifier for discriminating between COVID-19 and other viral pneumonia. Our method achieves state-of-art performance in terms of accuracy on a publicly available dataset.

The rest of this paper is structured as follows. Section II presents related works on radiomics and GMM applied to image analysis. Section III then describes the data used in this analysis and the proposed deep radiomic pipeline based on CNN and GMM. Afterwards, we present experimental results in Section IV and discuss our main findings in Section V. Last, Section VI summarizes the key contributions and results of our work.
of features. In contrast, the current work explores the benefit of features from deep CNN architectures (i.e., DarkNet and ResNet) for detecting COVID-19 in 2D chest CT and X-ray images.

III. METHODOLOGY

The proposed radiomic model uses GMMs to extract multiscale texture information from the feature maps of a deep CNN. Specifically, we encode the distribution of CNN features from different layers using the GMM parameters ($\omega$, $\mu$, $\sigma^2$). This compact representation, called GMM-CNN, is then given as input to a random forest (RF) classifier to discriminate between COVID-19 and NON-COVID-19 cases. Fig. 2 shows the flowchart of our radiomic model.

A. Patients and Data Acquisition

A total of 5,254 axial CT (COVID-19 = 2,628; NON-COVID-19 = 2,626) and 8,084 X-ray (COVID-19 = 4,042; NON-COVID-19 = 4,042) images were obtained from a public dataset[1]. These images were collected from multiple sites for the worldwide development and validation of AI applications to fight COVID-19. NON-COVID-19 cases correspond to other respiratory infections like viral and bacterial pneumonia. All images were previously deidentified by clinicians, and no institutional review board or Health Insurance Portability and Accountability Act approvals were preconditioned for our study. As pre-processing, images were resized, greyscaled, and normalized to the [0; 255] range with a size of 256×256 pixels.

B. Proposed radiomic descriptors

Deep CNNs are widely used in medical image analysis, showing impressive performance for tasks like image classification and segmentation, particularly when large datasets are available [39]. In general, a CNN is composed of a repeated stack of convolution and pooling layers, accompanied by one or more fully-connected layers and an output layer (e.g., softmax) that transforms logits into class probabilities. The convolutional filters and fully-connected layer weights are updated iteratively during training using the back propagation algorithm. Pre-trained CNNs can be used to reduce processing, as well as to improve training with limited data based on the principle of transfer learning. However, because of their very high learning capacity, deep CNNs can easily overfit the training data when few examples are available.

Unlike for natural image classification, where classes are recognized from salient objects in the image, detecting infections like COVID-19 in CT or X-ray images involves finding subtle and often local changes in image texture, which are captured by several layers of a CNN. Based on this idea, we generate texture descriptors by modeling the distribution of CNN features at different layers of a CNN using GMMs. Two deep CNN architectures are considered: ResNet50 [40] and DarkNet-19 [41]. The former is based on residual blocks that reuse features from previous layers via skip connections [42], thereby improving gradient flow. On the other hand, DarkNet is a standard feed-forward network used as classification module in the YOLOv4 object detection network [41]. Both networks were pretrained on the ImageNet dataset, which comprises over 14 million natural images belonging to around 20,000 categories. We considered stochastic gradient descent with momentum (SGDM) to update the network parameters with the batch size, learning rate and epochs number of 10, $1 \times 10^{-4}$, 10, respectively.

Fig. 3 shows examples of feature maps learned by DarkNet for COVID-19 and NON-COVID-19 cases. Although it is hard to see differences while inspecting these images, those differences become clearer when looking at the histograms of values in a feature map. Hence, feature distributions for COVID-19 and NON-COVID-19 have a similar number of modes, however the position of these modes differs. This observation motivates our use of GMM component parameters as a compact yet discriminative representation. Formally, let $z_{\ell,i}$ be the i-th feature map of layer $\ell$ in the network. We model the distribution $p(Z_{\ell,i})$ as a weighted sum of $k$ Gaussian components, i.e.,

$$p(Z_{\ell,i}) = \sum_{j=1}^{k} \omega_{\ell,i}^{(j)} \mathcal{G}(z_{\ell,i}; \mu_{\ell,i}^{(j)}, \sigma_{\ell,i}^{(j)2}),$$

where $\omega^{(j)}$ is the mixture weight of the j-th component, and $\mathcal{G}$ is the Gaussian probability distribution function with mean $\mu^{(j)}$ and variance $\sigma^{(j)2}$ defined as

$$\mathcal{G}(x; \mu, \sigma^2) = \frac{1}{\sigma \sqrt{2\pi}} \exp\left(- \frac{1}{2\sigma^2}(x-\mu)^2\right).$$

Using this model, we represent feature map $z_{\ell,i}$ by a row vector with $3 \times k$ elements:

$$y_{\ell,i} = [\mu^{(1)}_{\ell,i}, \sigma^{(1)}_{\ell,i}, \omega^{(1)}_{\ell,i}, \ldots, \mu^{(k)}_{\ell,i}, \sigma^{(k)}_{\ell,i}, \omega^{(k)}_{\ell,i}].$$

Let $m_{\ell}$ the number of feature maps in layer $\ell \in \{1, \ldots, n\}$. Considering feature maps in each convolutional layer and in the first fully-connected layer, we thus get a radiomic descriptor $y_{\text{GMM-CNN}}$ with a total of $3 \times k \times \sum_{\ell=1}^{n} m_{\ell}$ features, where $n$ is the total number of layer and $m_{\ell}$ is the number of feature maps in layer $\ell$:

$$y_{\text{GMM-CNN}} = [y_{1,1} \cdots y_{1,m_{1}} \cdots y_{n,1} \cdots y_{n,m_{n}}].$$

We compare our GMM-CNN radiomic model with features obtained by running principal component analysis (PCA) on the ImageNet dataset. In this baseline, we first compute the covariance matrix of features maps in each network layer, using training examples of ImageNet. The main eigenvectors of this matrix (i.e., the principal components) are then used to project the feature maps of CT slices or X-ray images on a linear subspace with maximum variance. In this work, we used $PC=3$ principal components, as it represented over 98% of variance in most feature maps, giving a vector $y_{\text{PCA}}$ with $3 \times \sum_{\ell=1}^{n} m_{\ell}$ features for each image.

C. Classification and performance metrics

Once computed, the GMM-CNN or PCA features are then used as input to a RF classifier for discriminating between
Fig. 2. The proposed radiomic model for detecting COVID-19 in CT and X-ray images: 1) CT-Xray scans are first acquired for COVID-19 patients; 2) The parameters of a GMM on each CNN feature map are extracted and used as multiscale texture descriptors. 3) The proposed descriptors are fed to a RF classifier for the final prediction.

Fig. 3. Example of feature maps from the first convolutional layer, i.e., conv2d1, for COVID-19 and NON-COVID-19 cases (left) with their histograms (right).

COVID-19 and NON-COVID-19 images. Although several other classifiers could be used for this task, e.g., support vector machines (SVMs) [43], we chose RF as it has few hyperparameters to tune (i.e., number of trees, the maximum tree depth, etc.) and has a built-in feature selection process that provides interpretability [44]. In addition, RFs can reduce the error due to data variance by exploiting a combination of decision tree bagging and random feature subspace selection [45]. To tune the hyper-parameters of this model, we performed a grid search on the validation set and selected the following setting: Num. decision trees = 500, Max. tree depth = 15.

We evaluate the performance of using the proposed features with a RF classifier, and compare this approach to fine-tuning the network on the COVID-19 prediction task. Toward this goal, we divide the data in two subsets with different subjects, a training set with 80% of examples and a test set with 20% of examples. Additionally, 20% of examples in the training set is set aside for validation. Performance is measured based on Accuracy, Sensitivity and Specificity:

\[
\text{Accuracy} = \frac{TP + TN}{N} \times 100
\]  

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \times 100
\]  

\[
\text{Specificity} = \frac{TN}{TN + FP} \times 100
\]

where \(TP\) (\(TN\), resp.) is the number of correctly predicted COVID-19 (NON-COVID-19) examples, \(FP\) (\(FN\), resp.) the number of examples incorrectly predicted as COVID-19 (NON-COVID-19, resp.), and \(N\) the total number of examples. The latter two metrics are used to derive the area under the curve (AUC) of the receiver operator characteristic (ROC) curve, which plots the True positive rate (Sensitivity) versus False positive rate (1-Specificity) at different decision thresholds. The statistical significance of performance differences between the tested models is assessed with a chi-square test [46]. All processing and analysis steps were performed using Matlab’s Deep Learning [47], Statistics, and Machine Learning Toolbox [48].

IV. EXPERIMENTAL RESULTS

We first test the proposed GMM-CNN model using combined feature maps from the DarkNet and ResNet networks,
and both CT and X-ray images. Different numbers of GMM components $k \in \{2, 3, 4\}$ are considered for this analysis. To have a better estimate of performance in this setting, we employ a 5-fold cross-validation (CV). In this strategy, available samples are randomly partitioned into 5 even-sized subsets and, for each fold, a different subset is used as test set while remaining samples are considered as training set (20% of these samples are set aside for validation). Table I reports the accuracy and AUC of the RF classifier using GMM-CNN features, for each CV fold. Overall, our GMM-CNN model using features from pretrained DarkNet and ResNet networks yields a high performance for different values of $k$, with an accuracy (AUC-ROC) range of 89.97 – 96.67% (99.18 – 96.61%). The highest accuracy (AUC-ROC) of 96.67% (99.18%) is achieved for $k = 2$ GMM components, showing the discriminative ability of our compact set of features. Although not reported in the table, we found that using a larger number of components $k \in \{5, \ldots, 10\}$ further decreased performance, giving an average accuracy (AUC-ROC) near 85% (90%) for $k = 10$. This suggests that components beyond $k = 2$ or $k = 3$ encode image-specific information and noise which leads to overfitting when learned.

Next, we compare our GMM-CNN + RF model against predicting the COVID-19 and NON-COVID-19 classes directly with the DarkNet or ResNet architectures. Fig. 4 provides an example of the accuracy and loss function values during training (70% training and 10% validation). As can be seen, a growing gap appears between the training and validation loss/accuracy curves. This indicates that the networks are overfitting the training data, as expected.

Next, we compare our GMM-CNN + RF model against predicting the COVID-19 and NON-COVID-19 classes directly with the DarkNet or ResNet architectures. Fig. 4 provides an example of the accuracy and loss function values during training (70% training and 10% validation). As can be seen, a growing gap appears between the training and validation loss/accuracy curves. This indicates that the networks are overfitting the training data, as expected.

![Fig. 4. Performance metrics of CNN models: accuracy and loss values of training and validation images using DarkNet50 (a) and ResNet50 (b) models.](image-url)

In Table II, we compare the performance of our GMM-CNN model with the approach using the CNNs directly, on the test data (20% of examples). Using the CNN’s prediction yields an accuracy of 89–91% for CT (Fig. 5A) and 91–92% for X-ray (Fig. 5A). The accuracy for CT and X-ray is improved by 5–6% when instead using the GMM-CNN features as input to the RF classifier. Likewise, employing our GMM-CNN + RF method to predict the COVID-19 in CT and X-ray images boosts the AUC-ROC by ~3%. Table II reports the p-values of Chi-square tests comparing the baseline models (DarkNet and ResNet) to our GMM-CNN + RF method. As can be seen, our method gives a significantly higher performance ($p < 0.05$), for all combinations of image modality and network architecture.

In the next experiment, we consider the axial CT and X-ray images and train the RF model on GMM-CNN features obtained from both the DarkNet and ResNet networks. We then compare our GMM-CNN model against running PCA on feature maps ($PC = 3$) or using the CNNs directly for prediction. As reported in Table III, using combined GMM-DarkNet and GMM-ResNet features as input to the RF classifier achieves the highest performance in all cases, with an accuracy, AUC, sensitivity and precision of 97.00%, 99.45%, 98.10% and 97.67%, respectively. In terms of accuracy, our method improves standard CNN classification by 1.9% – 2.0%, and PCA by 1.5%.

In Table IV, we compare the results of our method with those reported in recent COVID-19 classification studies. We use accuracy and AUC for this comparison, as these metrics are the most commonly-reported ones in the literature. We find that our results are comparable with the state-of-art found in [49]. Specifically, we obtain a similar accuracy (97% versus 91.82 – 97.48%) and a higher AUC (99.45% versus 98.00 – 99.45%).
Fig. 5. (Top) Confusion matrix obtained on the test (20%); (bottom) Receiver operating characteristic (ROC)-AUC curve using CT (A) and X-ray images (B).

TABLE III

| Model                | Accuracy | AUC   | Sensitivity | Precision |
|----------------------|----------|-------|-------------|-----------|
| DarkNet              | 95.10    | 98.37 | 96.32       | 95.13     |
| ResNet               | 94.80    | 98.64 | 93.43       | 95.06     |
| PCA (Dark+Res)       | 95.53    | 98.56 | 96.38       | 95.34     |
| GMM-CNN (Dark+Res)   | 97.00    | 99.45 | 98.10       | 97.67     |

TABLE IV

| Model               | Accuracy | AUC   | Imaging   |
|---------------------|----------|-------|-----------|
| Zhao et al. [50]    | 89.00    | 98.00 | CT        |
| Loey et al. [51]    | 82.91    | –     | CT        |
| Maghdid et al. [52] | 94.00 – 94.10 | –     | CT+X-ray  |
| Li et al. [53]      | –        | 96.00 | CT        |
| Khan et al. [49]    | 91.82 – 97.48 | 98.00–99.00 | X-ray    |

V. DISCUSSIONS

The assessment for COVID-19 is typically performed with an RT-PCR test, which may be followed by chest CT or X-
ray imaging [53]. Since COVID-19 is a recently discovered disease, this assessment may however vary across different experts and even regions [55]. A fast and effective model to detect, predict and screen COVID-19 patients is thus needed for managing the current situation worldwide. AI models based on image analysis provide a noninvasive and effective way to distinguish COVID-19 from other viral pneumonia [56]. Moreover, CT and X-ray images of COVID-19 patients can show abnormal tissues (lesions) that are not detected by early-stage radiography [57]. By learning to detect such anomalies, AI models could improve the screening and prediction COVID-19 [53]. Despite their outstanding performance on applications involving natural images, AI models based on deep learning have had a more limited success in medical image analysis due to the scarcity of annotated data. To alleviate this problem, we proposed a radiomic model, called GMM-CNN, which uses features learned from a deep CNN, and encoded with GMMs, to train a robust classifier based on random forests.

The experiments of this study demonstrated the advantage of our model compared to standard classification using deep CNNs (i.e., DarkNet and ResNet). Specifically, our results showed that a RF classifier trained with the proposed GMM-CNN features provides significant improvements (p < 0.05) over CNN-based classification for discriminating between COVID-19 and other viral pneumonia (c.f., Fig. 5). Our experiments also showed that the distribution of features in each CNN feature map could be modeled effectively with very few mixture components (k = 2, 3), giving rise to a highly compact and discriminative radiomic descriptor. Moreover, we demonstrated the benefit of combining features extracted from both CT and X-ray images, as well as using different CNN architectures. This is made possible by the use of a RF classifier which has a built-in mechanism for selecting relevant features and reduces overfitting with a bagging strategy. Further, the proposed method also offers outstanding performance in comparison to recent approaches for detecting COVID-19 in CT or X-ray images. In particular, it achieves state-of-the-art AUC in the literature. This is due to its ability to combine information from both imaging modalities, without the risk of overfitting like standard CNN classification.

Despite achieving promising results, our work also has limitations that could be addressed in future studies. For instance, our model does not include clinical and demographic information of patients, such as age, sex, treatments and overall survival, which was not available in the dataset. Adding this information as additional inputs to the RF classifier could further improve prediction accuracy and help provide a more personalized diagnosis and treatment for COVID-19. In future work, we plan on extending our study by applying the same proposed radiomics pipeline to additional databases. We also plan to study the impact COVID-19 on survival outcome, by finding texture variations in lung imaging data and analyzing their relationship to survival. Moreover, we will investigate potential links between our radiomic model and other conditions such as pneumonia, bronchitis and tuberculosis, which may occur along COVID-19 in infected patients.

VI. Conclusion

We proposed a novel radiomic model, GMM-CNN, to predict COVID-19 in CT and X-ray images. This model uses GMM to encode the distribution of features in different layers of a deep CNN into a compact and discriminating set of descriptors. Our results showed that using the proposed GMM-CNN features as input to a RF classifier outperforms standard CNN classification, yielding an accuracy of 97% and an AUC over 99%. This suggests that the proposed model could be used as an important tool for COVID-19 identification. As GMM-CNN features can be acquired from arbitrary images, the usefulness of our approach could also be tested on modalities other than CT and X-ray.
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