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Abstract—In this paper, we investigate a practical demand side management scenario where the selfish consumers compete to minimize their individual energy cost through scheduling their future energy consumption profiles. We adopt an instantaneous load billing scheme to effectively convince the consumers to shift their peak-time consumption and to fairly charge the consumers for their energy consumption. For the considered DSM scenario, an aggregative game is first formulated to model the strategic behaviors of the selfish consumers. By resorting to the variational inequality theory, we analyze the conditions for the existence and uniqueness of the Nash equilibrium (NE) of the formulated game. Subsequently, for the scenario where there is a central unit calculating and sending the real-time aggregated load to all consumers, we develop a one timescale distributed iterative proximal-point algorithm with provable convergence to achieve the NE of the formulated game. Finally, considering the alternative situation where the central unit does not exist, but the consumers are connected and they would like to share their estimated information with others, we present a distributed synchronous agreement-based algorithm and a distributed asynchronous gossip-based algorithm, by which the consumers can achieve the NE of the formulated game through exchanging information with their immediate neighbors.
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I. INTRODUCTION

RECENTLY, demand side management (DSM) has emerged as one of the key techniques to transform today’s aging power grid into a more efficiently and more reliably operated smart grid [1], [2]. Thanks to the two-way communication capabilities of smart grid, real-time pricing [3] has been regarded as a promising technique to implement DSM due to its ability to effectively convince consumers to shift their peak-time energy consumption to non-peak time. In real-time pricing schemes, the energy price for a certain operation period is normally designed to be proportional to the aggregated load of all consumers during the considered period [3]–[6]. As a result, the consumers would prefer to consume more energy during non-peak times rather than peak times in order to decrease their energy cost. This can improve the operation efficiency of the whole grid since its demand is flattened.

In a real-time pricing based DSM framework, the billing mechanism (i.e., how to charge the consumers for their energy usage) is of great importance since it may significantly affect the consumers’ motivation to participate in the DSM program. However, there has only been limited work investigating this important billing issue. [4] proposed a simple billing approach, where the consumers were charged in proportional to their total energy consumption for the next operation period. This total load billing method can minimize the whole grid energy cost. However, the consumers are charged the same amount if they consume the same total amount of electricity, regardless in peak or off-peak times, which leads to unfair charging for the consumers who use less electricity in peak times [5]. To address this problem, [5], [6] proposed a new billing approach, where each consumer is charged based on his/her instantaneous load in each time slot during the next operation period. As a result, the consumers will be charged more if they consume more during peak times and this can effectively improve the fairness of charging between different consumers [5]. In this paper, the billing approach proposed in [5], [6] is termed as instantaneous load billing, in contrast to the total load billing in [4]. Based on the proposed billing approach, [6] also developed a classical non-cooperative game for the DSM scenario where the traditional consumers as well as consumers owning distributed energy sources and/or energy storage compete to reduce their energy bills. However, the main analysis and results in [5] and [6] are only valid when the energy price is a linear function of the total load of all consumers in each time slot. Very recently, [7] extended [6] to the scenario with a general energy price function. Based on the proximal decomposition method [8], synchronous and asynchronous algorithms were respectively developed in [6] and [7] for the consumers to achieve their optimal strategies in a distributed manner.

In this paper, we develop three novel distributed algorithms for autonomous DSM scenario, which enable the selfish consumers to optimize their own energy payment through scheduling their future energy consumption. The key contributions of
this paper, with a particular emphasis on the differences with [6], [7], are summarized as follows:

1) Inspired by [5]–[7], we adopt the instantaneous load billing scheme to effectively convince the consumers to shift their peak-time energy consumption and fairly charge the consumers. In this paper, we are interested in a practical polynomial energy price model instead of the general polynomial price model considered in [7], since the polynomial model has been widely adopted in power systems (e.g., spot market price model [9], [10]). By exploring the aggregative property of the instantaneous load billing scheme that the energy cost of each consumer only depends on its own and all consumers’ aggregated energy consumption profiles [6], [7], we develop a novel aggregative game to model the strategic behaviors of the selfish consumers. Additionally, we perform new theoretical analysis for the Nash equilibrium (NE) of the formulated game. This analysis will be facilitated by using advanced variational inequality theory [14]. As shown in this paper, the formulation of the aggregative game can facilitate the game analysis, the algorithm design and the convergence proof for the proposed algorithms. In our previous work [15], a distributed and parallel gradient projection algorithm was proposed for the considered DSM framework.

2) For the algorithm design, we first consider the same setup as in [6], [7] where a central unit exists and broadcasts the real-time aggregated energy consumption profile to all consumers. In this case, the synchronous and asynchronous proximal decomposition algorithms proposed in [6] and [7] can be directly applied to compute the NE of the formulated game. It should be noted that the algorithms in [6], [7] are two timescale, which is due to the nature of the problem (i.e., the mapping function associated with distributed generation and storage is monotone) in [6], [7]. However, as shown later, the formulated problem in this paper can be guaranteed to possess strictly monotone mapping. Thus, we may not need to apply the two timescale algorithms, which are generally harder to implement in online settings than the one timescale algorithms [16]. Motivated by this, we develop a distributed iterative proximal-point-algorithm to achieve the NE of the formulated game. This new algorithm is a parallel and one timescale algorithm and the choice of algorithm parameters does not depend on the system arguments.

3) Considering the alternative situation without a central unit but where the consumers are connected and they exchange their estimated information with others, we develop a distributed agreement (consensus)-based algorithm, by which the consumers can achieve the NE of the formulated game through exchanging information with their immediate neighbors. Although information exchanges are required between the consumers in this algorithm, no private information (e.g., the exact energy consumption profile of each consumer) is shared between the consumers, thus effectively protecting the consumers’ privacy. Moreover, the parameters of this algorithm can also be chosen without knowing the system’s arguments a priori.

4) Although the central unit is not necessary for the aforementioned agreement-based algorithm, synchronization between the consumers and coordination in terms of algorithm step sizes are still required, which are challenging in very large networks. Motivated by this, we develop a distributed asynchronous gossip-based algorithm for computing the NE of the formulated game without the need of a central unit. In this developed algorithm, synchronization is not required between the consumers. Besides the asynchronous updates, the consumers are allowed to use uncoordinated step sizes that are based on the frequency of the consumer update. Note that although the distributed consensus and gossip algorithms are well-known techniques, their application to achieve the NE of the formulated game is not straightforward at all and is not feasible without the formulation of the aggregative game in this paper.

**Notations**

All the vectors, except as specially stated, are column vectors. $\mathbf{x}^T$ and $\| \mathbf{x} \|_2 = \sqrt{\mathbf{x}^T \mathbf{x}}$ denote the transpose and Euclidean norm of a vector $\mathbf{x}$, respectively. $A \times B$ is the Cartesian product of sets $A$ and $B$. $\mathbf{x} = (x_1, \ldots, x_N)^T$ denotes the operation of concatenating all vectors $x_1, \ldots, x_N$ into a single column vector, i.e., $\mathbf{x} = (x_1^T, \ldots, x_N^T)^T$. To emphasize the $n$-th element within $\mathbf{x}$, we sometimes write $\{x_n, x_{-n}\}$ instead of $\mathbf{x}$ with $x_{-n} = (x_m)_{m=1, m \neq n}$. We use $\| \cdot \|_K$ to denote the Euclidean projection operator onto a set $K$. $\nabla_\mathbf{x} f(\mathbf{x})$ and $\nabla_\mathbf{x}^2 f(\mathbf{x})$ respectively denote the gradient vector and Hessian matrix of a scalar function $f(\mathbf{x})$, while $J_\mathbf{x} F(\mathbf{x})$ denotes the Jacobian matrix of a vector function $F(\mathbf{x})$.

The rest of this paper is organized as follows. The system model and the instantaneous load billing scheme are described in Section II. Section III formulates the aggregative game and analyzes the existence and uniqueness for the NE of the formulated game. The three new distributed algorithms are proposed in Sections IV–VI, respectively. In Section VII, numerical results are presented to illustrate and validate the theoretical analysis. Finally, Section VIII concludes this paper.

**II. System Model**

We consider an electricity network comprised of $N$ consumers, which are served by a common energy provider. We denote the set of these consumers as $\mathcal{N} = \{1, \ldots, N\}$. Each consumer is equipped with an energy management controller unit, which has full responsibility for scheduling the consumer’s energy consumption. In addition, there exists a two-way communications network connecting each consumer to the energy provider. Similar to [4], [17], we assume that the energy requirement of each consumer is determined in advance for $H$ future time slots. Each time slot can represent different timing horizons, e.g., one hour of a day.

**A. Energy Consumption Model**

We consider an energy consumption model as in [17], where the $n$-th ($n \in \mathcal{N}$) consumer’s energy consumption profile can be formulated as

$$\mathbf{q}_n = \left( q_{n1}, \ldots, q_{nH} \right)^T$$  \hspace{1cm} (1)
where $q_{n}^{h}$ is the energy consumption of consumer $n$ in the $h$th time slot and it is subject to the following constraints:

$$q_{n}^{h,\text{min}} \leq q_{n}^{h} \leq q_{n}^{h,\text{max}} \quad \text{and} \quad \sum_{h=1}^{H} q_{n}^{h} = E_{n}$$  \hspace{1cm} (2)$$

where $q_{n}^{h,\text{min}}$ and $q_{n}^{h,\text{max}}$ denote consumer $n$’s minimum and maximum energy levels\(^2\) in time slot $h$, respectively, and $E_{n}$ is the total energy requirement of consumer $n$ over all time slots. Therefore, the individual feasible energy consumption set of consumer $n$ can be expressed as

$$Q_{n} = \left\{ q_{n} : \sum_{h=1}^{H} q_{n}^{h} = E_{n}, \quad \text{and} \quad q_{n}^{h,\text{min}} < q_{n}^{h} < q_{n}^{h,\text{max}}, \quad \forall h \in \mathcal{H} \right\}$$  \hspace{1cm} (3)$$

where $\mathcal{H} = \{1, \ldots, H\}$ is the set of all future $H$ time slots. The feasible energy consumption set of all consumers can thus be expressed as

$$Q = Q_{1} \times \cdots \times Q_{N}.$$  \hspace{1cm} (4)$$

B. Instantaneous Load Billing

To effectively convince the consumers to shift their peak-time energy consumption and fairly charge the consumers for their energy consumption, we adopt the instantaneous load billing scheme \([5]\)–\([7]\), where the energy price (the cost of one unit energy) of a certain time slot is set as an increasing and smooth function of the total demand in that time slot, and the consumers are charged based on the instantaneous energy price as well as the energy amount they consume in each time slot. Instead of the general price model \([7]\), we focus on a practical and specific polynomial energy price model in this paper, which has been widely adopted in power systems (e.g., the spot market price model \([9]\), \([10]\)). Specifically, the energy price of the $h$th time slot is given by

$$p_{h}(L_{h}) = a_{h}(E_{h})^{b_{h}} + c_{h}$$  \hspace{1cm} (5)$$

where $a_{h}$, $b_{h}$, $c_{h}$ are time slot-specific parameters with $a_{h} > 0$, $b_{h} \geq 1$, $c_{h} \geq 0$, and $L_{h}$ is the total energy consumed by all consumers in time slot $h$. Note that the price function in (5) can readily account for the important characteristics of energy prices that are needed for DSM in smart grid. For example, the increasing and convex price function ensures that the energy price will grow more rapidly as the aggregated load increases. This can effectively convince the consumers to shift their peak-time consumption to non-peak hours, thereby flattening the overall demand curve and reducing the need for carbon-intensive and expensive peaking power plants. Therefore, the considered energy price model can improve the efficiency of the energy provider, and motivate and engage the energy provider to enforce such price model.

\(^2\)Note that the minimum and maximum energy levels can be estimated in practice by sophisticated predictive techniques, such as machine learning and stochastic signal processing \([17]\). Moreover, the approaches presented in this work can be easily extended to the appliance-level energy consumption model \([4]\).

Follow the adopted energy price model, the total energy cost for consumer $n$ over all future $H$ time slots can thus be given by

$$B_{n}(q_{n}, q_{-n}) = \sum_{h=1}^{H} p_{h} \left( \sum_{m=1}^{N} q_{m}^{h} \right) q_{n}^{h}$$  \hspace{1cm} (6)$$

where $q_{-n} = (q_{m})_{m=1, m \neq n}^{N}$ denotes the $(N-1) \times 1$ vector of all consumers’ energy consumption profiles, except the $n$th one. This is in contrast to the total load billing method in \([4]\), where the energy payment of the $n$th consumer is calculated by

$$B_{n}^{\text{TLB}}(q_{n}, q_{-n}) = \frac{E_{n}}{N} \sum_{m=1}^{N} E_{m} \sum_{h=1}^{H} p_{h} \left( \sum_{m=1}^{N} q_{m}^{h} \right) q_{m}^{h}$$  \hspace{1cm} (7)$$

It has been shown in \([5]\) that the adopted billing method in (6) is fairer than the total load billing method given in (7). This will also be validated by the simulation results in this paper.

Note that (6) can be further rewritten as

$$B_{n}(q_{n}, q_{\Sigma}) = \sum_{h=1}^{H} p_{h} \left( \frac{1}{N} \sum_{m=1}^{N} q_{m}^{h} \right) q_{n}^{h}$$  \hspace{1cm} (8)$$

where $q_{\Sigma} = \sum_{m=1}^{N} q_{m}$ denotes the aggregated energy consumption profile of all consumers over future $H$ time slots and $q_{\Sigma}^{h} = \sum_{m=1}^{N} q_{m}^{h}$ is the $h$th element of $q_{\Sigma}$. From (8), we can see that the calculation of the total energy cost of each consumer only requires the knowledge of the aggregated energy consumption profile of all consumers ($q_{\Sigma}$), and that the individual consumption profile of each consumer ($q_{-n}$) is not required any more.

III. GAME FORMULATION AND ANALYSIS

In this section, we formulate an aggregative game for the considered DSM scenario. By employing variational inequality theory, we then analyze the existence and uniqueness of the NE for the formulated aggregative game.

A. Aggregative Game Formulation

We consider the scenario where all consumers are selfish. In particular, each consumer aims to minimize his/her total cost through energy consumption scheduling. Mathematically, this will involve the $n$th consumer ($n \in \mathcal{N}$) solving the following optimization problem:

$$\min_{q_{n}} B_{n}(q_{n}, q_{\Sigma}) \quad \text{s.t.} \quad q_{n} \in Q_{n}.$$  \hspace{1cm} (9)$$

We can observe from (9) that the consumers solve optimization problems which are coupled with the aggregated energy consumption of all consumers. Hence, this energy consumption control scenario can be modeled by the following aggregative game \([11]\)–\([13]\, Ch. 4]:

- **Players:** The $N$ consumers.
- **Actions:** Each consumer selects its energy consumption $q_{n} \in Q_{n}$, to minimize his/her total energy cost.
- **Payoffs:** The total energy cost $B_{n}(q_{n}, q_{\Sigma})$ defined in (8).

For convenience, we denote this Nash equilibrium (NE) problem as $\mathcal{G} = (\mathcal{N}, \{Q_{n}\}, \{B_{n}(q_{n}, q_{\Sigma})\})$. In the following subsection, we will employ variational inequality theory \([14]\) to analyze the formulated game.
B. NE Analysis

Before proceeding, it is convenient to present the following lemma regarding the properties of the formulated game’s action sets and payoff functions:

**Lemma 1:** For each $n = 1, \ldots, N$, the set $Q_n \in \mathbb{H}^{H_t}$ is convex and compact, and each function $B_n(q_n, q_{\Sigma})$ is continuously differentiable in $q_n$. For each $n \in \mathcal{N}$ and each fixed tuple $q_{-n}$, the function $B_n(\cdot, \cdot + \sum_{m=1, m \neq n} q_m)$ is convex in $q_n$ over the set $Q_n$.

**Proof:** See Appendix A.

Under Lemma 1 and according to [14, Prop. 1.4.2], we have the following lemma:

**Lemma 2:** The NE of the formulated game $G$ is equivalent to the solution of the variational inequality (VI) problem$^3$ denoted by $VI(Q, F)$ where $Q = Q_1 \times \cdots \times Q_N$ and

$$F(q) = (F_n(q_n, q_{\Sigma}))_{n=1}^N$$

with

$$F_n(q_n, q_{\Sigma}) = \nabla_{q_n} B_n(q_n, q_{\Sigma}).$$

By investigating the monotonicity property of the mapping $F(q)$, we can derive the following proposition:

**Proposition 1:** If the price parameter $b_h$ satisfies $b_h < 3 + 4/(N - 1)$ for any $h \in \mathcal{H}$, then the formulated aggregative game admits a unique NE.

**Proof:** See Appendix B.

**Remark 1:** As can be seen from Proposition 1, only a specific relationship between the exponential factor of the polynomial price function and the number of consumers is required to guarantee the uniqueness of the NE. Specifically, the exponential factor of the price function is subject to an upper bound, which is inversely proportional to the number of consumers $N$.

One could consider to solve the aforementioned game in a centralized manner, where a central unit adopts the algorithms proposed in [14, Ch. 12] to solve the associated VI problem. However, such an approach requires each consumer to release detailed information about their energy consumption feasible set, which may lead to consumers’ privacy and security concerns. To overcome this issue, in the following sections, we will develop three different distributed algorithms to achieve the NE of the formulated aggregative game for the scenarios with and without a central unit, which calculates the aggregated load and broadcasts it to consumers in each iteration of the algorithm.

IV. DISTRIBUTED ITERATIVE PROXIMAL-POINT ALGORITHM WITH A CENTRAL UNIT

In this section, we consider the same setting as in [6] and [7], where there is a central unit, which can provide the consumers with the latest information of the aggregated energy consumption profile after all consumers update their individual ones. In this case, we develop a distributed iterative Proximal-point algorithm to achieve the NE of the formulated aggregative game.

Before presenting our algorithm, it is worth mentioning that the formulated game can also be solved by the synchronous and asynchronous proximal decomposition algorithms proposed in [6] and [7], which were guaranteed to converge under some conditions on the algorithm parameters. The distributed algorithms in [6], [7] were proposed based on the proximal decomposition method [8] and solved a sequence of regularized versions of the original problem, each of which may need a distributed iterative process in itself. This is actually a two timescale approach (i.e., the proximal method updates at a slower timescale while solutions of the regularized problems change at a faster timescale) and is generally harder to implement in online settings [16]. Additionally, the regulation parameter of such kind of algorithms has to be chosen centrally since it is normally dependent on the system arguments. It should be noted that the two-timescale property of the algorithms in [6], [7] is due to the nature of the problem (i.e., the mapping function associated with distributed generation and storage is monotone). However, as shown in Appendix B, the formulated problem in this paper can be guaranteed to possess strictly monotone mapping. Thus, we may not need to apply the two timescale algorithms. Motivated by this, we present a single timescale distributed algorithm based on the iterative regulation technique [16], [18], which requires only one projection step in each iteration. This algorithm is formally described in Algorithm 1.

**Algorithm 1:** Distributed Iterative Proximal-point Algorithm

1: Set $t = 1$ and each consumer $n \in \mathcal{N}$ chooses a random $q_n(1)$ from their feasible set $Q_n$ and sends it to the central unit. The central unit calculates $q_{\Sigma}(1) = \sum_{n=1}^N q_n(1)$ and broadcasts it to the consumers. Given the values of the step-size $\gamma(t)$ and the parameter $\theta > 0$.

2: If a suitable termination criterion is satisfied: STOP.

3: For each consumer $n \in \mathcal{N}$:

3.1: Receive $q_{\Sigma}(t)$ from the central unit.

3.2: Update the energy consumption profile by

$$q_n(t + 1) = \left[q_n(t) - \gamma(t)(F_n(q_n(t), q_{\Sigma}(t))) + \theta(q_n(t) - q_n(t - 1))\right]_{Q_n}.$$  

3.3: Send the update $q_n(t + 1)$ to the central unit.

4: $t \leftarrow t + 1$; go to STEP 2.

The convergence property of Algorithm 1 is summarized in the following proposition:

**Proposition 2:** Assume that the condition in Proposition 1 holds. Then, the sequence of the energy consumption profile $\{q(t)\}$ generated by Algorithm 1 converges to the unique NE of the game $G$ if the step-size $\gamma(t)$ satisfies the following:

$$\sum_{t=1}^{\infty} \gamma(t) = \infty \quad \text{and} \quad \sum_{t=1}^{\infty} \gamma^3(t) < \infty.$$  

**Proof:** See Appendix C.

As shown above, Algorithm 1 can converge to the NE of the formulated game when there is a central unit that calculates the aggregated energy consumption profile $q_{\Sigma}$ and broadcasts it to all consumers in each iteration. However, the developed Algorithm 1 and the algorithms in [6] and [7] cannot be directly implemented for situations where the central unit does not exist, in which case the consumers thus do not have ready access to the aggregated energy consumption profile. Motivated by this issue, we will develop a distributed synchronous agreement-based algorithm and a distributed asynchronous gossip-based algorithm to achieve the NE of the formulated game in the following sections.

---

$^3$Given a subset $\mathcal{K}$ of the Euclidean $N$-dimensional space $\mathbb{H}^N$ and a mapping $F: \mathcal{K} \rightarrow \mathbb{R}^N$, the variational inequality problem, denoted $VI(K, F)$, is to find a vector $x^* \in K$ such that $\langle y - x^*, F(x^*) \rangle \geq 0$, $\forall y \in K$. 

---
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V. DISTRIBUTED SYNCHRONOUS AGREEMENT-BASED ALGORITHM WITHOUT A CENTRAL UNIT

In this section, we consider an alternative scenario where the central unit does not exist, but the consumers are connected in some manner and they are willing to share their estimated information through local communication. For this setting, we develop a distributed agreement-based algorithm, through which the consumers can achieve the NE of the game \( \mathcal{G} \) via exchanging information with their immediate neighbors. In the developed algorithm, the connection topology of the consumers is modeled as an undirected (not necessarily complete) static graph. In practice, such a connection can be established through either wired or wireless communication techniques. Specifically, the connection can be implemented by employing the power line communication technique or using the resources of cellular networks to establish a virtual private network. As these techniques are widely deployed, the connection of a large number of consumers in large areas is feasible. Since only immediate connected consumers exchange information, the amount of data to be exchanged at each iteration of the developed algorithm is proportional to the numbers of connections between the consumers.

Recall that, in the formulated aggregative game, each consumer’s payoff is only determined by his/her own energy consumption profile and the aggregated energy consumption profile of all consumers. Hence, the unique NE of the formulated game is achieved when the consumers reach an agreement (consensus) on the aggregated energy consumption profile. Following this equivalence and inspired by [13, Ch. 4], we develop a distributed agreement-based algorithm to achieve the unique NE of the considered aggregative game. In each iteration of this algorithm, each consumer \( n \in \mathcal{N} \) executes the following three steps:

1. **Step 1**: Estimate the average energy consumption of all consumers through a weighted combination of his/her own energy consumption estimated in the last iteration. We use \( \hat{q}_n^k(t) \) to denote the average energy consumption of all consumers estimated by consumer \( n \) in the \( t \)th iteration. Then, the aggregated load of the whole network estimated by consumer \( n \) in the \( t \)th iteration is \( N \hat{q}_n^k(t) \).

2. **Step 2**: Update his/her energy consumption profile based on the estimated aggregated load through executing a Euclidean projection operation.

3. **Step 3**: Update his/her own estimation of the average energy consumption.

### Algorithm 2: Synchronous Agreement-Based Algorithm

1. Set \( t = 1 \). Choose any feasible starting point \( q^1 \) and set \( \hat{q}_n^k(1) = q_n(1) \) for every \( n \in \mathcal{N} \). Given the weight parameters \( w_{n,k} \) and the step-size \( \alpha(t) \).
2. If a suitable termination criterion is satisfied: STOP.
3. Each consumer \( n \in \mathcal{N} \) updates his/her energy consumption profile and the estimated average energy consumption of all consumers via executing

\[
\begin{align*}
\hat{q}_n^k(t) &= w_{n,n} \hat{q}_n^k(t) + \sum_{k \in \mathcal{D}_n} w_{n,k} \hat{q}_n^k(t), \\
q_n(t+1) &= [q_n(t) - \alpha(t)F_n(q_n(t), N\hat{q}_n^k(t)); q_n(t)], \\
\hat{q}_n^k(t+1) &= \hat{q}_n^k(t) + q_n(t+1) - q_n(t).
\end{align*}
\]

4. \( t \leftarrow t + 1 \); go to STEP 2.

To proceed, it is convenient to first model the connection topology between consumers. For simplicity but without loss of generality, we model the connection topology of the consumers as an undirected static graph \( \mathcal{M}(\mathcal{N}, \mathcal{E}) \) with \( \mathcal{N} \) being the set of all consumers and \( \mathcal{E} \) being the set of undirected edges among the consumers. The notation \( \{n, k\} \in \mathcal{E} \) means that consumer \( n \) and consumer \( k \) are immediate neighbors, and \( \mathcal{D}_n \) denotes the set of consumer \( n \)’s neighbors, i.e., \( \mathcal{D}_n = \{k \in \mathcal{N} | \{n, k\} \in \mathcal{E}\} \). Now we are ready to present the distributed agreement-based algorithm, which is formally described in **Algorithm 2**, where the notation \( w_{n,k} \) denotes the nonnegative weight that consumer \( n \) assigns to the estimate of consumer \( k \), which is set to zero if \( k \notin \mathcal{D}_n \) and \( n \neq k \).

In terms of the convergence of Algorithm 2, we have the following proposition:

**Proposition 3**: Assume that the undirected graph \( \mathcal{M}(\mathcal{N}, \mathcal{E}) \) is connected, the step-size \( \{\alpha(t)\} \) is monotonically decreasing with \( t \) and satisfies the following:

\[
\sum_{t=0}^{\infty} \alpha(t) = \infty, \quad \text{and} \quad \sum_{t=0}^{\infty} [\alpha(t)]^2 < \infty
\]

and the weights adopted by the consumers meets the following:\(^4\)

\[
\sum_{k=1}^{N} w_{n,k} = 1, \quad \forall n, \quad \text{and} \quad \sum_{n=1}^{N} w_{n,k} = 1, \quad \forall k
\]

and the condition in Proposition 1 holds. Then the sequence \( \{q_n(t)\} \) generated by Algorithm 2 converges to the unique NE of the formulated game \( \mathcal{G} \).

**Proof**: See Appendix D.

**Remark 2**: In this paper, we use the following formula for the weights [13, Ch. 4]:

\[
w_{n,k} = \left\{\begin{array}{ll}
\frac{\tau}{|\mathcal{D}_n|} & \text{if } n \neq k, \\
\frac{\tau}{1 - |\mathcal{D}_n|} & \text{if } n = k
\end{array}\right.
\]

where \(|\mathcal{D}_n|\) denotes the cardinality of the set \( \mathcal{D}_n \), and \( 0 < \tau < 1 \) is used to measure the relative proportion of the neighbors’ estimates in each consumer’s estimation of the average energy consumption. It is straightforward to validate that the weights in (15) satisfy the conditions in (14). Other choices of the weights can be found in [19].

Although information exchanges are required between the consumers in Algorithm 2, the consumers only need to share their estimations of the average energy consumption of all consumers instead of their exact energy consumption profiles with their immediate neighbors. Thus, the developed algorithm can avoid the consumers’ security and privacy concerns.

Note that although the central unit is not necessary for the developed Algorithm 2, synchronization between the consumers and coordination in terms of algorithm step sizes are still required, which are challenging in very large networks. Motivated by this, we will develop a distributed asynchronous algorithm in next section.

VI. DISTRIBUTED ASYNCHRONOUS GOSSIP-BASED ALGORITHM WITHOUT A CENTRAL UNIT

In this section, we develop a distributed asynchronous gossip-based algorithm for computing the NE of the formulated game without the need of a central unit. The consumers perform their

\(^4\)Note that the summations in the following equations are actually equivalent to that over the set \( \mathcal{D}_n \). This is because that \( \alpha_{n,k} = 0 \) if consumer \( k \) is not a neighbor of consumer \( n \).
estimations and updates in the same way as in the Algorithm 2, but the updates occur asynchronously instead of synchronously. The developed algorithm allows the consumers to use uncoordinated step size values. More specifically, the consumers can choose the step size based on their own information-update frequency. The graph model for the connection topology of the consumers in Section V is also applicable in this section.

Algorithm 3: Asynchronous Gossip-based Algorithm

1: Set $t = 1$. Choose any feasible starting point $\mathbf{q}(1) = (\mathbf{q}_n(1))_{n \in \mathcal{N}}$ and set $\mathbf{q}_n^*(1) = \mathbf{q}_n(1)$ for every $n \in \mathcal{N}$.

2: If a suitable termination criterion is satisfied: STOP.

3: Each consumer $n \in \{I', J'\}$ counts the number of updates that he/she has executed up to time $t$ inclusively (denoted by $\alpha_n(t)$), sets the step size as $\alpha_n(t) = \frac{1}{\epsilon_n(t)}$, and updates his/her energy consumption profile and the estimated average energy consumption of all consumers via executing

$$\mathbf{q}_n(t+1) = \frac{\mathbf{q}_n^*(t) + \mathbf{q}_n(t)}{2},$$

4: $t \leftarrow t + 1$; go to STEP 2.

To allow for asynchronous updates, we adopt the gossip protocol [20] to model the consumers’ exchange of their estimations for the average energy consumption of all consumers. In this protocol, each consumer is assumed to have a clock which ticks according to a Poisson process with rate 1. At a tick of his/her clock, consumer $n$ contacts a randomly selected neighbor $k \in \mathcal{D}_n$ to exchange information. With reference to [20], the consumers’ clocks processes can be equivalently modeled as a single virtual clock that ticks according to a Poisson process with rate $\mathcal{N}$. We assume that only one consumer communicates with its neighbor at each tick of the virtual clock and we use $\mathcal{N}^t$ to denote $t$th tick of the virtual Poisson process. We discretize time so that the instant $t$ corresponds to the time-slot $[Z^t-1, Z^t)$. At each time $t$, every consumer $n$ has his/her consumption profile $\mathbf{q}_n(t)$ and estimation of the average energy consumption of all consumers $\mathbf{q}_n^*(t)$. Let $I' \in \mathcal{N}$ denote the consumer whose local clock ticked at time $t$. Note that $I'$ is uniformly distributed in the set $\mathcal{N}$ since the Poisson clocks at each consumer are independent. Moreover, the memoryless property of the Poisson arrival process ensures that the process $\{I'\}$ is independent and identically distributed.

We use $J'$ to denote the consumer randomly contacted by the consumer $I'$, where $J'$ is a neighbor of the consumer $I'$, i.e., $J' \in \mathcal{D}_{I'}$. Then, these two consumers will exchange their estimations of average energy consumption and update their own energy profiles. The developed asynchronous gossip-based algorithm is formally described in Algorithm 3. As can be seen from Algorithm 3, the consumers perform the same updates as in the synchronous Algorithm 2, but only two randomly selected consumers update their estimations of average energy consumption and their own energy profiles at each iteration, while the other consumers do not update.

For the convergence of Algorithm 3, we have the following proposition and the proof follows from Appendices B–D, the adopted step sizes and [13, Ch. 4, Prop. 12]:

**Proposition 4:** Assume that the condition in Proposition 1 holds and the undirected graph $\mathcal{G}(\mathcal{N}, \mathcal{E})$ is connected. Then, the sequence of the energy consumption profile $\{\mathbf{q}(t)\}$ generated by Algorithm 3 converges to the unique NE of the game $\mathcal{G}$ almost surely.

**Remark 3:** In this developed algorithm, synchronization is not required between the consumers. Besides the asynchronous updates, the consumers are allowed to use uncoordinated step sizes that are based on the frequency of the consumers’ updates. Specifically, consumer $n$ uses the step size

$$\alpha_n(t) = \frac{1}{\epsilon_n(t)}, \quad n \in \{I', J'\}$$

at the $t$th iteration, where $\epsilon_n(t)$ denotes the numbers of updates that consumer $n$ has performed up to time $t$ inclusively. In addition, analogous to Algorithm 2, no private information is required to exchange between the consumers in Algorithm 3.

It is worth mentioning that the pairwise gossip protocol (i.e., only a random pair of consumers is chosen to update at each iteration) is adopted for simplicity in this paper. The developed algorithm can be extended to the general setup where a random subset of consumers (more than one pair) exchange their estimations and update their energy profiles at each iteration. This will be considered in our future work.

VII. NUMERICAL RESULTS

In this section, we present some numerical results to validate the above theoretical analysis and illustrate the performance of the developed algorithms.

In the following simulation results, we consider the residential scenario consisting of $N = 50$ consumers, where the consumers determine their energy consumption for the following whole day, which starts from 8 AM. Each time slot is set as one hour, i.e., $H = 24$ and the first time slot corresponds to the hour between 8 AM and 9 AM. In Fig. 1, we provide a typical energy consumption interval of a residential consumer [21, Figs. 2.5–2.7], [22]. Considering that different consumers may have different energy consumption interval in practice, the “Low limit” and “Upper limit” of each consumer in each time slot are formed by, respectively, adding a random real number to the corresponding value in Fig. 1. Then, the initial energy consumption of a certain consumer in each time slot, $q_n^k(1)$, is uniformly chosen between his/her corresponding “Low limit” and “Upper limit.” The numerical results show that the selected consumption parameters yield the total energy consumption of every consumer in the order of 10 kWh to 30 kWh, which is representative of a residential consumer [22].

According to Fig. 1, we classify the whole time horizon into three segments: off-peak hours (12 AM to 7 AM), mid-peak hours (7 AM to 4 PM and 10 PM to 12 AM), and on-peak hours (4 PM to 10 PM). We also set $\alpha_n$ equal to 0.003, 0.004 and 0.005 for the off-peak, mid-peak and on-peak hours, respectively, and parameters $h_k$ and $c_k$ are set equal to 1.2 and 0 for $\forall h \in \mathcal{H}$, respectively. In the considered DSM scenario, the value $q_n^k(1)$ for the $n$th consumer is set to his/her ‘Low limit’ of the $k$th time slot. In addition, the values of $q_n^k(1)$ for mid-peak and on-peak hours are set to his/her maximum value of the “Upper limit,” while the values of $q_n^k(1)$ for the off-peak hours are uniformly chosen from the interval $[0.4, 0.6]$. The values of $F_n$ are
Fig. 1. Typical energy consumption interval of a residential consumer.

chosen to be equal to the sum of the consumers’ initial energy consumption profiles before applying the DSM program. Moreover, the parameters for the algorithms are chosen6 as follows: \( \gamma(t) = t^{-0.51} \) and \( \theta = 0.2 \) for Algorithm 1, and \( \xi(t) = t^{-0.51} \) and \( \tau = 0.5 \) for Algorithm 2. Finally, a randomly generated connection structure of the consumers for Algorithm 2 and 3 are given in Fig. 2, where two consumers are directly linked means that they are immediate neighbors, who can exchange information in the iterations of the algorithms.

Fig. 3 plots the total energy cost for three different consumers versus the number of iterations of the developed algorithms. It can be observed from Fig. 3(a) that both Algorithm 1 and Algorithm 2 converge to the NE of the formulated game very quickly. Specifically, the energy cost of each consumer has already achieved a relatively stable state after the first 10 iterations, which verifies the validity of both Proposition 2 and Proposition 3, as well as displaying the high efficiency of the developed algorithms. Fig. 3(b) is plotted to illustrate the convergence performance of the Algorithm 3. As can be observed from Fig. 3(b) that the total energy cost of different consumers approach to coincide with that obtained by Algorithm 1 and 2 after 200 iterations. This validates the results given in Proposition 4. Note that due to space limitations, we only show results in Fig. 3 for three randomly selected consumers, although it can be shown that similar results also hold for the other consumers and a wide range of settings with different parameters.

In Fig. 4, we compare the aggregated energy consumption profiles of all consumers corresponding to the situations before and after DSM program. We clearly observe from Fig. 4 that the proposed DSM scheme effectively encourages the consumers to shift their energy consumption from peak to non-peak hours. We also investigate the peak-to-average ratio (PAR) of the aggregated load defined as

\[
\text{PAR} = \frac{\sum_{h} B_{\text{h}}}{\sum_{h=1}^{m} B_{\text{h}}}. \tag{17}
\]

The simulation results show that the PAR decreases from 2.3189 to 1.6161 (i.e., 30.31% less) before and after the DSM program. This will result in a generally flattened demand profile, which will not only reduce the consumers’ energy cost but also benefit the efficiency of the whole power grid.

To show that the adopted billing method can fairly charge the consumers, we plot the energy consumption profiles of consumer 43 and consumer 50 after applying the proposed DSM program in Fig. 5. Their total daily energy requirements are \( E_{\text{43}} = 20.63 \) (kWh) and \( E_{\text{50}} = 19.99 \) (kWh), respectively. If the total load billing method [4] was used, consumer 43 would be charged more than consumer 50 since \( E_{\text{43}} > E_{\text{50}} \). However, as can be observed from Fig. 5, the on-peak energy usage of consumer 50 is larger than that of consumer 43. This can also be reflected by the PAR values of these two consumers, i.e., \( \text{PAR}_{\text{50}} = 1.9438 \) and \( \text{PAR}_{\text{43}} = 1.7863 \). Thus, it may be not fair to charge consumer 43 more than consumer 50 simply because he/she consumes more energy totally. In contrast, our numerical results show that consumer 43 and consumer 50 will finally be charged \( B_{\text{43}} = 10.56 \) and \( B_{\text{50}} = 10.66 \) (i.e., \( B_{\text{43}} < B_{\text{50}} \)) after the proposed DSM program. This result is understandable since the adopted billing method considers not only how much the consumers consume the energy totally but also how the consumers use the energy. By this example, we show that the adopted billing approach can charge the consumers more fairly, thereby motivating the consumers to participate in the DSM program.

Fig. 6 compares the total energy cost of all consumers for three different cases with different number of consumers. As expected, it can be observed from Fig. 6 that the total energy cost is significantly reduced after the proposed DSM program. We also compare the performance of the proposed game-theoretical DSM program with the optimal one obtained by solving the following social welfare optimization problem:

\[
\min_{\{q_1, \ldots, q_N\}} \sum_{n=1}^{N} B_{\text{n}}(q_n, q_{-n})
\]

\[
\text{s.t. } q_n \in Q_n, \forall n \in N. \tag{18}
\]

From Fig. 6, we can observe that the total energy cost achieved by the proposed DSM program is almost the same with the op-
VIII. CONCLUSION

In this paper, we formulated an aggregative game for the demand side management program based on energy consumption scheduling and instantaneous load billing, where the consumers are selfish and compete to minimize their individual energy cost. The sufficient condition for the existence and uniqueness of Nash equilibrium (NE) of the formulated game was subsequently given and proved. Based on the formulation of the aggregative game, we developed three distributed algorithms to achieve the NE of the formulated game, corresponding to the two scenarios where the consumers can or cannot access the real-time information of the aggregated load. In these algorithms, the choice for the algorithm parameters do not depend on the arguments of the system and no private information is required to exchange between consumers. Numerical results showed that the developed algorithms can quickly converge to the optimal one\(^7\). Thus, we can claim that the proposed DSM framework qualifies as a practically appealing candidate for the DSM of future smart grid.

\(^7\)The theoretical analysis of this observation (i.e., the price of anarchy analysis for the formulated game) is out of the scope of this paper and will be considered in future work.
the NE of the formulated game and efficiently convince the consumers to shift their on-peak consumption, which are beneficial to both the consumers and the whole grid.

APPENDIX

A. Proof of Lemma 1

It is evident that the statements in the first part of Lemma 1 holds. Hence, we only need to prove the convexity of $B_n (\cdot, \cdot + \sum_{m=1}^{N} m \neq n \ q_m)$ in $q_n$ for every fixed $q_{-n}$. This can be achieved by proving that the Hessian of $B_n (q_n, q_{-n})$ is positive semidefinite [23]. After some algebraic manipulation, we have

$$\nabla_{q_n}^2 B_n (q_n, q_{-n}) = \text{diag} \left\{ \left[ q_n^H p_n' (q_n^H) + 2p_n' (q_n^H) \right]_{h-1}^T \right\}. \tag{19}$$

Since (19) is a diagonal matrix with all diagonal elements being positive, the Hessian matrix of $B_n (q_n, q_{-n})$ is positive semidefinite. This completes the proof.

B. Proof of Proposition 1

Based on Lemma 2, the proof of this proposition follows if we can show that the formulated VI (Q, F) in Lemma 2 only possesses one solution. With reference to [8, Th. 4.1], [24, Th. 2.3], the VI (Q, F) admits a unique solution if the mapping $F (q)$ is strictly monotone over Q since the feasible set Q is compact and convex.

To prove the strict monotonicity of the mapping $F (q)$, it suffices to show that

$$\sum_{h=1}^{H} \sum_{n=1}^{N} \left[ (q_h^n - s_h^n) \left( \nabla_{q_h^n} B_n (q) - \nabla_{s_h^n} B_n (s) \right) \right] > 0 \tag{20}$$

for any $q = (q_n)_{n=1}^{N}$, $s = (s_n)_{n=1}^{N} \in Q$.

Let $p^h = (q_1^h, \ldots, q_N^h)^T$ and $j^h = (s_1^h, \ldots, s_N^h)^T$, then we can rewrite (20) as

$$\sum_{h=1}^{H} \left[ (p^h - j^h)^T \left( \nabla_{p^h} B_n (p^h) - \nabla_{j^h} B_n (j^h) \right) \right] > 0 \tag{21}$$

where $B_n (p^h) = p_h (q_h^h) q_h^n$, and $\nabla_{p^h} B_n (p^h) = \left( \nabla_{q_1^h} B_n^1 (p^h), \ldots, \nabla_{q_N^h} B_n (p^h) \right)^T$.

We observe that a sufficient condition for (21) to hold is if

$$\left( p^h - j^h \right)^T \left[ g_h (p^h) - g_h (j^h) \right] > 0, \quad \forall h \in H \tag{22}$$

where $g_h (p^h) = \nabla_{p^h} B_n (p^h)$, which is defined for the sake of notation.

Recall the definition of a strictly monotone mapping, we can obtain that (22) holds if the mapping $g_h (p^h)$ is strictly monotone. With reference to [8, Eq. (4.8)], the condition in (22) can be shown to be equivalent to proving the Jacobian matrix of $g_h (p^h)$ is positive definite. Since the transpose operation does not change the definite property of a given matrix, what we only need to prove is that the transpose of the Jacobian matrix of $g_h (p^h)$, denoted by $G_h (p^h) = \nabla_{p^h} g_h (p^h)$, is positive definite.

To proceed, we have the $(n, m)$th entry of $G_h (p^h)$ after some algebraic manipulation given by

$$\left[ G_h (p^h) \right]_{n,m} = \begin{cases} \sigma_h \left[ 2q_n^h + (b_h - 1) q_h^n \right], & \text{if } n = m, \\ \sigma_h \left[ q_n^h + (b_h - 1) q_h^n \right], & \text{if } n \neq m \end{cases} \tag{23}$$

where $\sigma_h = \alpha_h \beta_h (q_h^n)^{b_h - 2}$.

Since the matrix $G_h (p^h)$ may not be symmetric, we can prove its positive definiteness by showing that the symmetric matrix

$$G_h (p^h) + G_h (p^h)^T = \sigma_h \left( x^h 1^T + 1 (x^h)^T + 2q_h^n 1 \right) \tag{24}$$

is positive definite [25], where $x^h = q_h^n 1 + (b_h - 1) 1$, $1$ is a $N \times 1$ vector with every element of 1. This is equivalent to showing that the smallest eigenvalue of this matrix is positive.

After some appropriate calculations [25], the two non-zero eigenvalues of the matrix $T_n$ in (24) are given by

$$\eta_1^T = (N + 1 + b_h) q_h^n + \sqrt{N (z^h)^T z^h - 2q_h^n},$$

$$\eta_2^T = (N + 1 + b_h) q_h^n - \sqrt{N (z^h)^T z^h - 2q_h^n}. \tag{25}$$

Note that $N \geq 2$ is implicit here.

Since $\eta_1^{T_n} \geq \eta_2^{T_n}$, the smallest eigenvalue of the matrix $G_h (p^h) + G_h (p^h)^T$ can be expressed as

$$\eta_{\min} = \sigma_h \min \left( (N + 1 + b_h) q_h^n - \sqrt{N (z^h)^T z^h}, 2q_h^n \right) \tag{26}$$

where the second $2q_h^n$ term in the min function arises because there are $N - 2$ zero eigenvalues in the matrix $T_n$.

To further simplify (26), we have

$$\left( z^h \right)^T z^h = \sum_{n=1}^{N} \left( q_h^n + (b_h - 1) q_h^n \right)^2$$

$$\leq \left( N - 1 + (b_h)^2 \right) \left( q_h^n \right)^2. \tag{27}$$

Substituting (27) into (26), we obtain

$$\eta_{\min} \geq \sigma_h \min \left( \kappa_h q_h^n, 2q_h^n \right) \tag{28}$$

where $\kappa_h = (N + 1 + b_h) - \sqrt{N (N - 1 + (b_h)^2)}$.

Since $\sigma_h > 0$, we observe from the right hand side of (28) that $\eta_{\min} > 0$ if $\kappa_h > 0$, or equivalently $(N + 1 + b_h)^2 > N (N - 1 + (b_h)^2)$, which we can rewritten as $(1 + b_h) (N - 1) b_h < 3 (N + 1)$. Thus, a sufficient condition for $\kappa_h > 0$ is

$$b_h < 3 \frac{4}{N - 1}. \tag{29}$$

This completes the proof.

C. Proof of Proposition 2

The proof for the convergence of a general iterative proximal-point algorithm and the corresponding necessary conditions were presented in [18, Sec. 3]. Therefore, we only need

**Appendix A:**

A mapping $F (x); K \ni x \to \mathbb{R}^N$ is said to be strictly monotone on $K$ if $(x - y)^T (F (x) - F (y)) > 0, \forall x, y \in K$ and $x \neq y$. 

---

**Appendix B:**

Based on Lemma 2, the proof of this proposition follows if we can show that the formulated VI (Q, F) in Lemma 2 only possesses one solution. With reference to [8, Th. 4.1], [24, Th. 2.3], the VI (Q, F) admits a unique solution if the mapping $F (q)$ is strictly monotone over Q since the feasible set Q is compact and convex.

To prove the strict monotonicity of the mapping $F (q)$, it suffices to show that

$$\sum_{h=1}^{H} \sum_{n=1}^{N} \left[ (q_h^n - s_h^n) \left( \nabla_{q_h^n} B_n (q) - \nabla_{s_h^n} B_n (s) \right) \right] > 0 \tag{20}$$

for any $q = (q_n)_{n=1}^{N}$, $s = (s_n)_{n=1}^{N} \in Q$.

Let $p^h = (q_1^h, \ldots, q_N^h)^T$ and $j^h = (s_1^h, \ldots, s_N^h)^T$, then we can rewrite (20) as

$$\sum_{h=1}^{H} \left[ (p^h - j^h)^T \left( \nabla_{p^h} B_n (p^h) - \nabla_{j^h} B_n (j^h) \right) \right] > 0 \tag{21}$$

where $B_n (p^h) = p_h (q_h^h) q_h^n$, and $\nabla_{p^h} B_n (p^h) = \left( \nabla_{q_1^h} B_n^1 (p^h), \ldots, \nabla_{q_N^h} B_n (p^h) \right)^T$.

We observe that a sufficient condition for (21) to hold is if

$$\left( p^h - j^h \right)^T \left[ g_h (p^h) - g_h (j^h) \right] > 0, \quad \forall h \in H \tag{22}$$

where $g_h (p^h) = \nabla_{p^h} B_n (p^h)$, which is defined for the sake of notation.

Recall the definition of a strictly monotone mapping, we can obtain that (22) holds if the mapping $g_h (p^h)$ is strictly monotone. With reference to [8, Eq. (4.8)], the condition in (22) can be shown to be equivalent to proving the Jacobian matrix of $g_h (p^h)$ is positive definite. Since the transpose operation does not change the definite property of a given matrix, what we only need to prove is that the transpose of the Jacobian matrix of $g_h (p^h)$, denoted by $G_h (p^h) = \nabla_{p^h} g_h (p^h)$, is positive definite.
to prove that the formulated NEP $G_\Delta$ meets all the required conditions listed in [18, Assumption (A3)].

First, it is evident that the set $Q$ is compact, and that $\|q\|$ and $\|F(q)\|$ are both bounded for $\forall q \in Q$. Second, as we have proved in Appendix B, the mapping $F(q)$ is strictly monotone on $Q$ when the price parameter $b_q$ satisfies $b_q < 3 + 4/(N - 1)$ for $\forall q \in Q$. Therefore, we only need to prove that $F(q)$ is Lipschitz continuous over $Q$, i.e., that there exists a real constant $c_{lip} > 0$ such that, for all $q, s \in Q$,

$$\|F(q) - F(s)\|_2 \leq c_{lip} \|q - s\|_2.$$  

(30)

According to the definition of Euclidean norm, (30) can be shown to hold if each element of the function $F(q)$, denoted by $f_n^h(q) = dB_n(q)/dq_n^h$, is Lipschitz continuous in $q_n$, i.e., for any $n \in N$ and any $h \in H$, there exists a real constant $c_{lip,n} > 0$ such that, for all $q_n, s_n \in Q_n$,

$$|f_n^h(q_n) - f_n^h(s_n)| \leq c_{lip,n} \|q_n - s_n\|_2.$$  

(31)

We proceed now to prove (31) holds. After some algebraic manipulation, we have

$$f_n^h(q) = p_n^h(g_n^h) + p_n^h(g) = f_n^h(q_n^h, q_h^h).$$  

(32)

Substituting (32) into the left-hand side of (31), we have

$$\left|f_n^h(q) - f_n^h(s)\right| = \left|f_n^h(q_n^h, q_h^h) - f_n^h(s_n^h, s_h^h)\right| \leq \left|f_n^h(q_n^h, q_h^h) - f_n^h(s_n^h, q_h^h)\right| + \left|f_n^h(s_n^h, q_h^h) - f_n^h(s_n^h, s_h^h)\right|$$  

(33)

where $q_n^h = \sum_{h=1}^{N} q_n^h$ and the inequality follows to the triangular inequality.

Now by recalling that $p_n^h(g_n^h) = a_n(g_n^h)^{h_n} + c_n$, we can rewrite the function $f_n^h(q_n^h, q_h^h)$ as

$$f_n^h(q_n^h, q_h^h) = a_n(q_n^h)^{h_n} + c_n.$$  

(34)

With reference to [26, Ch. 12], it is straightforward to deduce that the function $f_n^h(q_n^h, q_h^h)$ in (34) is Lipschitz continuous in $q_n$ for a fixed $q_h$ and is Lipschitz continuous in $q_h$ for a fixed $q_n^h$. That is there exists two real constant $c_{lip,1,n} > 0$ and $c_{lip,2,n} > 0$ such that for any $q_n^h$ and $s_n^h$

$$\left|f_n^h(q_n^h, q_h^h) - f_n^h(s_n^h, q_h^h)\right| \leq c_{lip,1,n} \|q_n^h - s_n^h\|_2,$$

$$\left|f_n^h(q_n^h, q_h^h) - f_n^h(q_n^h, s_h^h)\right| \leq c_{lip,2,n} \|q_h^h - s_h^h\|_2.$$  

(35)

and for any $q_h$ and $s_h$:

$$\left|f_n^h(q_n^h, q_h^h) - f_n^h(s_n^h, s_h^h)\right| \leq c_{lip,2,n} \|q_h^h - s_h^h\|_2.$$  

(36)

By substituting (35) and (36) into (33), we deduce that it can always find a real constant $c_{lip,1,n} > 0$ such that (31) holds for all $q, s \in Q$. This completes the proof.

D. Proof of Proposition 3

The sufficient conditions (i.e., [13, Ch. 4, Assumptions 8–13]) and the rigorous proofs for the convergence of a general distributed agreement-based algorithm have been provided in [13, Ch. 4.1]. Hence, the proof of the Proposition 3 follows if the formulated aggregate game meets all the required conditions listed in [13, Ch. 4, Assumptions 8–13]. Based on the analysis in Lemma 1 and Proposition 1, the adopted structure of the weights and the assumption on the step-size, we can claim that the considered aggregative game has already satisfied all the conditions except the one stated in [13, Ch. 4, Assumptions 10]. Therefore, the remaining task is to prove that the formulated game also meets the condition in [13, Ch. 4, Assumptions 10].

Second, as we have shown to hold if each element of the function $F(q)$, denoted by $f_n^h(q) = dB_n(q)/dq_n^h$, is Lipschitz continuous in $q_n$, i.e., for any $n \in N$ and any $h \in H$, there exists a real constant $c_{lip,n} > 0$ such that, for all $q_n, s_n \in Q_n$,

$$\left|f_n^h(q_n) - f_n^h(s_n)\right| \leq c_{lip,n} \|q_n - s_n\|_2.$$  

(31)

Analogous to the analysis in Appendix C, $F_n(q_n, q_h)$ is Lipschitz continuous in $q_n$ if each element of this function, $f_n^h(q_n, q_h)$, is Lipschitz continuous in $q_h$. The validity for the Lipschitz continuity of $f_n^h(q_n, q_h)$ follows since $f_n^h(q_n, q_h) = f_n^h(q_n, q_h^h)$ and $f_n^h(q_n^h, q_h^h)$ is Lipschitz continuous in $q_h^h$ for a fixed $q_n^h$ (cf. Appendix C). This completes the proof.
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