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I. INTRODUCTION

The study of correlations in bipartite systems has been invigorated over the last couple of decades or so. Various measures and approaches to segregate the classical and quantum contents of correlations have been explored. Entanglement has continued to be the most popular of these correlations owing to its inherent potential advantages in performing quantum computation and communication tasks \cite{1}. More recently, however, there has been a rapidly growing interest in the study of correlations from a more direct measurement perspective \cite{2,3}, and several measures to quantify the same have been considered. Among these measures, quantum discord and classical correlation have been attracting much attention \cite{4}, and have lead to several interesting results \cite{5,6}.

In this work, we undertake a comprehensive analysis of the problem of computation of correlations in the two-qubit system, especially the so-called $X$-states \cite{7}; this class of states has come to be accorded a distinguished status in this regard \cite{8}. The problem of $X$-states has already been considered in \cite{9–15}, and that of more general two-qubit states in \cite{16–21}. The approach which we present here fully exploits the very geometric nature of the problem. In addition to being comprehensive, it helps to clarify and correct some issues in the literature regarding computation of correlations in $X$-states. It may be emphasised that the geometric methods used here have been the basic tools of (classical) polarization optics for a very long time, and involve elementary constructs like Stokes vectors, Poincaré sphere, and Mueller matrix \cite{22–25}. In this sense our approach to quantum discord and classical correlation is one inspired by classical polarization optics.

We assume, unless otherwise stated, that measurements are performed on subsystem $B$. The expression for quantum discord $D(\hat{\rho}_{AB})$ is then given by \cite{26,27}

\begin{equation}
D(\hat{\rho}_{AB}) = I(\hat{\rho}_{AB}) - C(\hat{\rho}_{AB}),
\end{equation}

\begin{equation}
I(\hat{\rho}_{AB}) = S(\hat{\rho}_A) + S(\hat{\rho}_B) - S(\hat{\rho}_{AB}),
\end{equation}

where $I(\hat{\rho}_{AB})$ denotes the mutual information which is supposed to capture the total correlation in the given bipartite state $\hat{\rho}_{AB}$ \cite{28}. The second quantity $C(\hat{\rho}_{AB})$ is the maximum amount of classical correlation that one could extract as a result of measurements on subsystem $B$. Now, classical correlation in a bipartite state $\hat{\rho}_{AB}$ is given by the expression \cite{27}

\begin{equation}
C(\hat{\rho}_{AB}) = \max_{\Pi^B} \left[ S(\hat{\rho}_A) - \sum_j p_j S(\hat{\rho}_A^j) \right],
\end{equation}

where the probabilities $\{p_j\}$ are given by

\begin{equation}
p_j = \text{Tr}[(\mathbb{1}_A \otimes \Pi^B_j)\hat{\rho}_{AB}],
\end{equation}

the (normalized) state of system $A$ after measurement $\Pi^B_j$ being given by

\begin{equation}
\hat{\rho}_A^j = \frac{\text{Tr}_B[\Pi^B_j \hat{\rho}_{AB}]}{p_j}.
\end{equation}

The set $\Pi^B = \{\Pi^B_j\}$ meets the defining conditions $\sum_j \Pi^B_j = \mathbb{1}$, and $\Pi^B_j \geq 0$ for all $j$. That is, $\{\Pi^B_j\}$ forms a POVM. The second term in the expression (1.2) for classical correlation is the (minimum, average) conditional entropy post measurement, and we may denote it by

\begin{equation}
S^{A}_{\text{min}} = \min_{\Pi^B} \sum_j p_j S(\hat{\rho}_A^j),
\end{equation}

the minimum being taken over the set of all POVM’s. Then the expression for classical correlation simply reads as

\begin{equation}
C(\hat{\rho}_{AB}) = S(\hat{\rho}_A) - S^{A}_{\text{min}},
\end{equation}

and, consequently, that for quantum discord as

\begin{equation}
D(\hat{\rho}_{AB}) = S(\hat{\rho}_B) - S(\hat{\rho}_{AB}) + S^{A}_{\text{min}}.
\end{equation}

Finally, we note that the first two terms of this expression for quantum discord are known as soon as the bipartite state $\hat{\rho}_{AB}$ is specified. Therefore the only quantity of computational interest is the conditional entropy $S^{A}_{\text{min}}$ of system
A post measurement (on B): this alone involves an optimization. It is to the task of computing $S^A_{\min}$ that the methods of classical polarization optics seem to be the most appropriate tools.

The content of the paper is organised as follows. We begin by indicating in Section II why we believe that the Mueller-Stokes formalism of classical polarization optics is the most appropriate tool for analyzing conditional states post measurement, and hence for computing quantum discord of a two-qubit state. The Mueller matrix associated with the density operator of an $X$-state is presented in Section III, and the correlation ellipsoid of (normalized) conditional states post measurement associated with a two-qubit state (or its Mueller matrix) is analysed in Section IV. With the geometric tool of the correlation ellipsoid on hand, the problem of computation of the optimal mean conditional entropy $S^A_{\min}$ is taken up in Sections V and VI. Our primary aim in Section V is to prove that the present optimization problem is one of convex optimization over an ellipsoid rather than over an ellipsoid, and hence efficient over a single variable. The actual computation of $S^A_{\min}$ is comprehensively treated in Section VI, bringing out clearly all possible situations that could arise. With measurements assumed to be carried out on the B-side, the computational aspects which depend on the reduced state $\hat{\rho}_A$ are clearly demarcated from those which do not. The correlation ellipsoid has an invariance group which is much larger than the group of local unitaries. The manner in which this larger invariance group helps the analysis is discussed in Section VII, including the manner in which it helps to connect the separability of a two-qubit $X$-state directly to its correlation ellipsoid. Section VIII is devoted to a detailed comparison of our results with those of Ali, Rau, and Alber [10]. $X$-states of vanishing discord are fully enumerated in Section IX, and contrasted with earlier enumerations. Finally, $X$-states for which the discord can be written down by inspection, with no need for optimization, are considered in Section X. This family is much larger than the $X$-states treated in the well-known work of Luo [9].

A comment may be in order before we turn to presentation of our analysis and results. While our treatment is geometrical in nature, the emphasis is on comprehensiveness. Thus, while many of our results are new, it is possible that some are known in scattered form in the works of earlier authors. For instance, while it is known from some earlier publications [11, 12, 14, 15, 17–19] that the main theorem of Ali, Rau, and Alber numerically fails for some $X$-states, the present work seems to be the first to demonstrate that their very proof of the theorem itself is untenable in a fundamental manner. While we prove that the numerical failure applies to only a very tiny region of the space of $X$-states, the failure of their proof would seem to apply not just to this tiny region but to all $X$-states since the symmetry on which they base the proof of their theorem is a property of generic $X$-states.

II. MUELLER-STOKES FORMALISM FOR TWO-QUBIT STATES

We begin with a brief indication as to why the Mueller-Stokes formalism of classical optics is possibly the most appropriate tool for handling quantum states post measurement. In classical polarization optics the state of a light beam is represented by a $2 \times 2$ complex positive matrix $\Phi$ called the polarization matrix [29]. The intensity of the beam is identified with $\text{Tr} \Phi$, and so the matrix $(\text{Tr} \Phi)^{-1} \Phi$ (normalized to unit trace) represents the actual state of polarization. The polarization matrix $\Phi$ is thus analogous to the density matrix of a qubit, the only distinction being that the trace of the latter needs to assume unit value. Even this one little difference is gone when one deals with conditional quantum states post measurement: the probability of obtaining a conditional state becomes analogous to intensity = $\text{Tr} \Phi$ of the classical context.

The Mueller-Stokes formalism itself arises from the following simple fact: any $2 \times 2$ matrix $\Phi$ can be invertibly associated with a four-vector $S$, called the Stokes vector, through

$$\Phi = \frac{1}{2} \sum_{k=0}^{3} S_k \sigma_k, \quad S_k = \text{Tr}(\sigma_k \Phi). \quad (2.1)$$

This representation is an immediate consequence of the fact that the Pauli triplet $\sigma_1, \sigma_2, \sigma_3$ and $\sigma_0 = \mathds{1}$, the unit matrix, form a complete orthonormal set of (hermitian) matrices.

Clearly, hermiticity of the polarization matrix $\Phi$ is equivalent to reality of the associated four-vector $S$ and $\text{Tr} \Phi = S_0$. Positivity of $\Phi$ reads $S_0 > 0, S_0^2 - S_1^2 - S_2^2 - S_3^2 \geq 0$ corresponding, respectively, to the pair $\text{Tr} \Phi > 0, \text{det} \Phi \geq 0$. Thus positive $2 \times 2$ matrices (or their Stokes vectors) are in one-to-one correspondence with points of the positive branch of the solid light cone. Unit trace (intensity) restriction corresponds to the section of this cone at unity along the ‘time’ axis, $S_0 = 1$. The resulting three-dimensional unit ball $B_3 \subset \mathbb{R}^3$ is the more familiar Bloch (Poincaré) ball, whose surface or boundary $P = S^2$ representing pure states (of unit intensity) is often called the Bloch (Poincaré) sphere. The interior points correspond to mixed (partially polarized) states.

Optical systems which map Stokes vectors linearly into Stokes vectors have been of particular interest in polarization
optics. Such a linear system is represented by a $4 \times 4$ real matrix $M$, the Mueller matrix \[22–25\] :

$$M : S^{\text{in}} \rightarrow S^{\text{out}} = MS^{\text{in}}. \tag{2.2}$$

It is evident that a (physical) Mueller matrix should necessarily map the positive solid light cone into itself. It needs to respect an additional subtle restriction, even in classical optics.

**Remark 1**: The Mueller-Stokes formulation of classical polarization optics traditionally assumes plane waves. It would appear, within such a framework, one need not possibly place on a Mueller matrix any more demand than the requirement that it map Stokes vectors to Stokes vectors. However, the very possibility that the input (classical) light could have its polarization and spatial degrees of freedom intertwined in an inseparable manner, leads to the additional requirement that the Mueller matrix acting ‘locally’ on the polarization indices alone map such an entangled (classical) beam into a physical beam at the output. Interestingly, it is only recently that such an entanglement-based requirement has been established [24, 25], leading to a full characterization of Mueller matrices in classical polarization optics.

To see the connection between Mueller matrices and two-qubit states unfold naturally, use a single index rather than a pair of indices to label the computational basis two-qubit states $\left\{|jk\rangle\right\}$ in the familiar manner: $(00, 01, 10, 11) = (0, 1, 2, 3)$. Now note that a two-qubit density operator $\hat{\rho}_{AB}$ can be expressed in two distinct ways:

$$\hat{\rho}_{AB} = \sum_{j,k=0}^{3} \rho_{jk} |j\rangle \langle k| = \frac{1}{4} \sum_{a,b=0}^{3} M_{ab} \sigma_a \otimes \sigma_b^*, \tag{2.3}$$

the second expression simply arising from the fact that the sixteen hermitian matrices $\{\sigma_a \otimes \sigma_b^*\}$ form a complete orthonormal set of $4 \times 4$ matrices. Hermiticity of operator $\hat{\rho}_{AB}$ is equivalent to reality of the matrix $M = ((M_{ab}))$, but the same hermiticity is equivalent to $\rho = ((\rho_{jk}))$ being a hermitian matrix.

**Remark 2**: It is clear from the defining equation (2.3) that the numerical entries of the two matrices $\rho, M$ thus associated with a given two-qubit state $\hat{\rho}_{AB}$ be related in an invertible linear manner. This linear relationship has been in use in polarization optics for a long time \[22, 25\] and, for convenience, it is reproduced in explicit form in the Appendix.

Given a bipartite state $\hat{\rho}_{AB}$, the reduced density operators $\hat{\rho}_A, \hat{\rho}_B$ of the subsystems are readily computed from the associated $M$:

$$\hat{\rho}_A = \text{Tr}[\hat{\rho}_{AB}] = \frac{1}{2} \sum_{a=0}^{3} M_{a0} \sigma_a, \quad \hat{\rho}_B = \text{Tr}[\hat{\rho}_{AB}] = \frac{1}{2} \sum_{b=0}^{3} M_{b0} \sigma_b^*. \tag{2.4}$$

That is, the leading column and leading row of $M$ are precisely the Stokes vectors of reduced states $\hat{\rho}_A, \hat{\rho}_B$ respectively.

It is clear that a generic POVM element is of the form $\Pi_j^B = \frac{1}{4} \sum_{k=0}^{3} S_k \sigma_k^*$. We shall call $S$ the Stokes vector of the POVM element $\Pi_j^B$. Occasionally one finds it convenient to write it in the form $S = (S_0, S)^T$ with the ‘spatial’ 3-vector part highlighted. The Stokes vector corresponding to a rank-one element has components that satisfy the relation $S_1^2 + S_2^2 + S_3^2 = S_0^2$. Thus, rank-one elements are light-like and rank-two elements are strictly time-like. One recalls that similar considerations apply to the density operator of a qubit as well.
The (unnormalised) state operator post measurement (measurement element $\Pi_j^B$) evaluates to

$$\rho^A_{\pi_j} = \text{Tr}_B[\hat{\rho}_{AB} \Pi_j^B]$$

$$= \frac{1}{8} \text{Tr}_B \left[ \left( \sum_{a,b=0}^3 M_{ab} \sigma_a \otimes \sigma_b^* \right) \left( \sum_{k=0}^3 S_k \sigma_k^* \right) \right]$$

$$= \frac{1}{8} \sum_{a,b=0}^3 \sum_{k=0}^3 M_{ab} S_k \sigma_a \text{Tr}(\sigma_b^* \sigma_k^*)$$

$$= \frac{1}{4} \sum_{a=0}^3 S'_a \sigma_a,$$

where we used $\text{Tr}(\sigma_b^* \sigma_k^*) = 2 \delta_{bk}$ in the last step.

**Remark 3:** It may be emphasised, for clarity, that we use Stokes vectors to represent both measurement elements and states. For instance, Stokes vector $S$ in Eq. (2.5) stands for a measurement element $\Pi_j^B$ on the B-side, whereas $S'$ stands for (unnormalised) state of subsystem $A$.

The Stokes vector of the resultant state in Eq. (2.5) is thus given by $S'_a = \sum_{k=0}^3 M_{ak} S_k$, which may be written in the suggestive form

$$S_{\text{out}} = MS_{\text{in}}.$$  (2.6)

Comparison with (2.2) prompts one to call $M$ the Mueller matrix associated with two-qubit state $\hat{\rho}_{AB}$. We repeat that the conditional state $\rho_{\pi_j}^A$ need not have unit trace, and so needs to be normalised when computing entropy post measurement. To this end, we write

$$\rho_{\pi_j}^A = p_j \hat{\rho}_{\pi_j},$$

$$p_j = \frac{S_{\text{out}}}{2}, \quad \hat{\rho}_{\pi_j} = \frac{1}{2} (I + (S_{\text{out}}^{-1}) S_{\text{out}} \cdot \sigma).$$  (2.7)

It is sometimes convenient to write the Mueller matrix $M$ associated with a given state $\hat{\rho}_{AB}$ in the block form

$$M = \begin{pmatrix} 1 & \xi^T \\ \lambda & \Gamma \end{pmatrix}, \quad \lambda, \xi \in \mathbb{R}^3.$$  (2.8)

Then the input-output relation (2.6) reads

$$S_{\text{out}} = S_{\text{in}} + \xi \cdot S_{\text{in}}, \quad S_{\text{in}} = S_{\text{in}} \lambda + \Gamma S_{\text{in}},$$

showing in particular that the probability of the conditional state $S_{\text{out}}$ on the A-side depends on the POVM element precisely through $\xi \cdot S_{\text{in}}$.

**Remark 4:** The linear relationship between two-qubit density operators $\rho$ (states) and Mueller matrices (single qubit maps) we have developed in this Section can be usefully viewed as an instance of the Choi-Jamiołkowski isomorphism.

**Remark 5:** We have chosen measurements to be made on the B qubit. Had we instead chosen to compute correlations by performing measurements on subsystem $A$ then, by similar considerations as detailed above, we would have found $M^T$ playing the role of the Mueller matrix $M$.

### III. X-States and Their Mueller Matrices

X-states are states whose density matrix $\rho$ has non-vanishing entries only along the diagonal and the anti-diagonal. That is, the numerical matrix $\rho$ has the ‘shape’ of $X$. A general X-state can thus be written, to begin with, as

$$\rho_X = \begin{pmatrix} \rho_00 & 0 & 0 & \rho_03 e^{i\phi_2} \\ 0 & \rho_{11} & \rho_{12} e^{i\phi_1} & 0 \\ 0 & \rho_{12} e^{-i\phi_1} & \rho_{22} & 0 \\ \rho_{03} e^{-i\phi_2} & 0 & 0 & \rho_{33} \end{pmatrix},$$  (3.1)
where the $\rho_{ij}$’s are all real nonnegative. One can get rid of the phases (of the off-diagonal elements) by a suitable local unitary transformation $U_A \otimes U_B$. This is not only possible, but also desirable because the quantities of interest, namely entanglement, mutual information, quantum discord and classical correlation, are all invariant under local unitary transformations. Since it is unlikely to be profitable to carry around a baggage of irrelevant parameters, we shall indeed shed $\phi_1, \phi_2$ by taking $\rho_X$ to its canonical form $\rho_X^{can}$. We have

$$\rho_X \rightarrow \rho_X^{can} = U_A \otimes U_B \rho_X U_A^\dagger \otimes U_B^\dagger,$$

where

$$\rho_X^{can} = \begin{pmatrix} \rho_{00} & 0 & 0 & \rho_{03} \\ 0 & \rho_{11} & \rho_{12} & 0 \\ 0 & \rho_{12} & \rho_{22} & 0 \\ \rho_{03} & 0 & 0 & \rho_{33} \end{pmatrix};$$

$$U_A = \text{diag}(e^{-i(2\phi_1+\phi_2)/4}, e^{i\phi_2/4}),$$

$$U_B = \text{diag}(e^{i(2\phi_1-\phi_2)/4}, e^{i\phi_2/4}).$$

**Remark 6:** We wish to clarify that $X$-states thus constitute, in the canonical form, a (real) 5-parameter family, three diagonal parameters ($\rho_{00} + \rho_{11} + \rho_{22} + \rho_{33} = m_{00} = 1$) and two off-diagonal parameters; it can be lifted, using local unitaries $U_A, U_B \in SU(2)$ which have three parameters each, to a 11-parameter subset in the 15-parameter state space (or generalized Bloch sphere) of two-qubit states: they are all local unitary equivalent to the conventional $X$-states, though they may no more have ‘shape’ $X$. ■

With this canonical form, it is clear that the Mueller matrix for the generic $X$-state $\rho_X^{can}$ has the form

$$M = \begin{pmatrix} 1 & 0 & 0 & m_{03} \\ 0 & m_{11} & 0 & 0 \\ 0 & 0 & m_{22} & 0 \\ m_{30} & 0 & 0 & m_{33} \end{pmatrix},$$

where

$$m_{11} = 2(\rho_{03} + \rho_{12}), \quad m_{22} = 2(\rho_{03} - \rho_{12}),$$

$$m_{03} = \rho_{00} + \rho_{22} - (\rho_{11} + \rho_{33}),$$

$$m_{33} = \rho_{00} + \rho_{33} - (\rho_{11} + \rho_{22}),$$

$$m_{30} = \rho_{00} + \rho_{11} - (\rho_{22} + \rho_{33}).$$

as can be read off from the defining equation (2.3) or from the relation in the Appendix. We note that the Mueller matrix of an $X$-state has a ‘sub-X’ form: the only nonvanishing off-diagonal entries are $m_{03}$ and $m_{30}$ ($m_{12} = 0 = m_{21}$). In our computation later we will sometimes need the inverse relations

$$\rho_{00} = \frac{1}{4}(m_{00} + m_{03} + m_{30} + m_{33}),$$

$$\rho_{11} = \frac{1}{4}(m_{00} - m_{03} + m_{30} - m_{33}),$$

$$\rho_{22} = \frac{1}{4}(m_{00} + m_{03} - m_{30} - m_{33}),$$

$$\rho_{33} = \frac{1}{4}(m_{00} - m_{03} - m_{30} + m_{33}),$$

$$\rho_{03} = \frac{1}{4}(m_{11} + m_{22}), \quad \rho_{12} = \frac{1}{4}(m_{11} - m_{22}).$$

The positivity properties of $\rho_X^{can}$, namely $\rho_{00} \rho_{33} \geq \rho_{03}^2$, $\rho_{11} \rho_{22} \geq \rho_{12}^2$, transcribes to the following conditions on the entries of its Mueller matrix:

$$(1 + m_{33})^2 - (m_{30} + m_{03})^2 \geq (m_{11} + m_{22})^2,$$

$$(1 - m_{33})^2 - (m_{30} - m_{03})^2 \geq (m_{11} - m_{22})^2.$$

**Remark 7:** As noted earlier the requirements (3.7), (3.8) on Mueller matrix (3.4) in the classical polarization optics context was established for the first time in Refs. [24, 25]. These correspond to complete positivity requirement on $M$
considered as a positive map (map which images the solid light cone into itself), and turns out to be equivalent to positivity of the corresponding two-qubit density operator.

By virtue of the direct-sum block structure of $X$-state density matrix, one can readily write down its (real) eigenvectors. We choose the following order for definiteness:

$$|\psi_0\rangle = c_\alpha |00\rangle + s_\alpha |11\rangle, \quad |\psi_1\rangle = c_\beta |01\rangle + s_\beta |10\rangle,$$
$$|\psi_2\rangle = -s_\beta |01\rangle + c_\beta |10\rangle, \quad |\psi_3\rangle = -s_\alpha |00\rangle + c_\alpha |11\rangle,$$

where $c_\alpha, s_\alpha$ denote respectively $\cos \alpha$ and $\sin \alpha$. And (dropping the superscript 'can') we have the spectral resolution

$$\hat{\rho}_X = \sum_{j=0}^{3} \lambda_j |\psi_j\rangle \langle \psi_j|,$$

where

$$c_\alpha = \sqrt{\frac{1+\nu_1}{2}}, \quad c_\beta = \sqrt{\frac{1+\nu_2}{2}},$$
$$\nu_1 = \frac{\rho_{00} - \rho_{33}}{\sqrt{4\rho_{03}^2 + (\rho_{00} - \rho_{33})^2}} = \frac{m_{30} + m_{03}}{\sqrt{(m_{11} + m_{22})^2 + (m_{30} + m_{03})^2}},$$
$$\nu_2 = \frac{\rho_{11} - \rho_{22}}{\sqrt{4\rho_{12}^2 + (\rho_{11} - \rho_{22})^2}} = \frac{m_{30} - m_{03}}{\sqrt{(m_{11} - m_{22})^2 + (m_{30} - m_{03})^2}},$$
$$\lambda_{0,0,3} = \frac{\rho_{00} + \rho_{33}}{2} \pm \sqrt{(\frac{\rho_{00} - \rho_{33}}{2})^2 + 4\rho_{03}^2} = \frac{1 + m_{33}}{4} \pm \sqrt{\frac{(m_{11} + m_{22})^2 + (m_{30} + m_{03})^2}{4}},$$
$$\lambda_{1,0,2} = \frac{\rho_{11} + \rho_{22}}{2} \pm \sqrt{(\frac{\rho_{11} - \rho_{22}}{2})^2 + 4\rho_{12}^2} = \frac{1 - m_{33}}{4} \pm \sqrt{\frac{(m_{11} - m_{22})^2 + (m_{30} - m_{03})^2}{4}}.$$

While computation of $S_{\text{min}}^A$ will have to wait for a detailed consideration of the manifold of conditional states of $\hat{\rho}_{AB}$, the other entropic quantities can be evaluated right away. Given a qubit state specified by Stokes vector $|1, S\rangle^T$, it is clear that its von Neumann entropy equals

$$S_2(r) = -\left[\frac{1+r}{2}\right] \log_2 \left[\frac{1+r}{2}\right] - \left[\frac{1-r}{2}\right] \log_2 \left[\frac{1-r}{2}\right],$$

where $r$ is the norm of the three vector $S$, or the distance of $S$ from the origin of the Bloch ball. Thus from Eq. [2.4] we have

$$S(\hat{\rho}_A) = S_2(|m_{30}\rangle), \quad S(\hat{\rho}_B) = S_2(|m_{03}\rangle),$$
$$S(\hat{\rho}_{AB}) \equiv S_2(|\lambda_j\rangle) = \sum_{j=0}^{3} -\lambda_j \log_2 (\lambda_j),$$

where $\lambda_j, j = 0, 1, 2, 3$ are the eigenvalues of the bipartite state $\hat{\rho}_{AB}$ given in Eq. (3.11). The mutual information thus assumes the value

$$I(\hat{\rho}_{AB}) = S_2(|m_{30}\rangle) + S_2(|m_{03}\rangle) - S_2(|\lambda_j\rangle).$$

**IV. CORRELATION ELLIPSOID: MANIFOLD OF CONDITIONAL STATES**

We have seen that the state of subsystem $A$ resulting from measurement of any POVM element on the B-side of $\hat{\rho}_{AB}$ is the Stokes vector resulting from the action of the associated Mueller matrix on the Stokes vector of the POVM element. In the case of rank-one measurement elements, the ‘input’ Stokes vectors correspond to light-like points on
the (surface $S^2 = \mathcal{P}$ of the) Bloch ball. Denoting the POVM elements as $S_{\text{in}} = (1, x, y, z)^T$, $x^2 + y^2 + z^2 = 1$, we ask for the collection of corresponding normalized conditional states. By Eq. (2.6) we have

$$S_{\text{out}} = MS_{\text{in}} = \begin{pmatrix} 1 + m_{03}z \\ m_{11}x \\ m_{22}y \\ m_{30} + m_{33}z \end{pmatrix} \rightarrow \begin{pmatrix} 1 \\ \frac {m_{11}x}{1 + m_{03}z} \\ \frac {m_{22}y}{1 + m_{03}z} \\ \frac {m_{30} + m_{33}z}{1 + m_{03}z} \end{pmatrix}. \quad (4.1)$$

It is clear that, for $S_{\text{in}}^0 = 1$, $S_{\text{out}}^0 \neq 1$ whenever $m_{03} \neq 0$ and the input is not in the x-y plane of the Poincaré sphere. It can be shown that the sphere $x^2 + y^2 + z^2 = 1$ at the ‘input’ is mapped to the ellipsoid

$$\frac{x^2}{a_x^2} + \frac{y^2}{a_y^2} + \frac{(z - z_c)^2}{a_z^2} = 1 \quad (4.2)$$

of normalized states at the output, the parameters of the ellipsoid being fully determined by the entries of $M$:

$$a_x = \frac{|m_{11}|}{\sqrt{1 - m_{03}^2}}, \quad a_y = \frac{|m_{22}|}{\sqrt{1 - m_{03}^2}}, \quad a_z = \frac{|m_{33} - m_{03}m_{30}|}{1 - m_{03}^2}, \quad z_c = \frac{m_{30} - m_{03}m_{33}}{1 - m_{03}^2}. \quad (4.3)$$

**Remark 8:** This ellipsoid of all possible (normalized) conditional states associated with a two-qubit state is sometimes known as the steering ellipsoid \[13,14,31\]. It degenerates into a single point if and only if the state is a product or uncorrelated state. It captures in a geometric manner correlations in the two-qubit state under consideration, and correlation is the object of focus in the present work. For these reasons, we prefer to call it the correlation ellipsoid associated with the given two-qubit state. While measurement elements $\Pi_j$ are mapped to points of the ellipsoid, measurement elements $a\Pi_j$ for all $a > 0$ and fixed $\Pi_j$ are mapped to one and the same point of the correlation ellipsoid. Thus, in the general case, each point of the ellipsoid corresponds to a ‘ray’ of measurement elements. In the degenerate case wherein the ellipsoid becomes a disc or line segment or a single point and only in that case, do several rays map to the same point.■

The x-z section of the correlation ellipsoid is pictorially depicted in Fig. \[1\]. It is clear that the geometry of the ellipsoid is determined by the four parameters $a_x, a_y, a_z, z_c$ and $z_c$ could be assumed nonnegative without loss of generality. The fifth parameter $m_{30}$ specifying the z-coordinate of the image I of the maximally mixed state as measurement element on the B side, is not part of this geometry. It is clear that I corresponds to $\hat{\rho}_A$.

Having thus considered the passage from a two-qubit X-state to its correlation ellipsoid, we may raise the converse issue of going from the correlation ellipsoid to the associated X-state. To do this, however, we need the parameter $z_I = m_{30}$ as an input in addition to the ellipsoid itself. Further, change of the signature of $m_{32}$ does not affect the ellipsoid in any manner, but changes the states and correspondingly the signature of $\text{det}M$. Thus, the signature of $\text{det}M$ needs to be recorded as an additional binary parameter. It can be easily seen that the nonnegative $a_x, a_y, a_z, z_c$ along with $z_I$ and $\text{sgn}(\text{det}M)$ fully reconstruct the X-state in its canonical form \[3.3,6.4\] [see Remark 16]. Using local unitary freedom we can render $m_{11}, m_{33} - m_{03}m_{30}$ and $z_c$ nonnegative so that $\text{sgn}(m_{22}) = \text{sgn}(\text{det}M)$; $z_I = m_{30}$ can assume either signature. It turns out to be convenient to denote by $\Omega^+$ the collection of all Mueller matrices with $\text{det}M \geq 0$ and by $\Omega^-$ those with $\text{det}M \leq 0$. The intersection $\Omega^+ \cap \Omega^-$ corresponds to Mueller matrices for which $\text{det}M = 0$, a measure zero subset. Further, in our analysis to follow we assume, without loss of generality,

$$a_x \geq a_y, \text{ i.e., } m_{11} \geq |m_{22}|. \quad (4.4)$$

**Remark 9:** Every two-qubit state has associated with it a unique correlation ellipsoid of (normalized) conditional states. An ellipsoid centered at the origin needs six parameters for its description: three for the sizes of the principal axes and three for the orientation of the ellipsoid as a rigid body in $\mathbb{R}^3$. For a generic (i.e., not necessarily X) state, the centre $C$ can be shifted from the origin to vectorial location $\vec{r}_c$, thus accounting for three parameters, and I can be located at $\vec{r}_I$ anywhere inside the ellipsoid, thus accounting for another three. The three-parameter local unitary freedom on the B-side, which has no effect whatsoever on the geometry of the ellipsoid (but determines which points of the input Poincaré sphere go to which points on the surface of the ellipsoid) accounts for the final three parameters, adding to a total of 15. For X-states the shift of $C$ from the origin needs to be along one of the principal directions and I is constrained to be located on this very principal axis. In other words, $\vec{r}_c$ and $\vec{r}_I$ become one-dimensional rather than three-dimensional variables rendering X-states a 11-parameter subfamily of the 15-parameter state space. Thus X-states are distinguished by the fact that C, I, and the origin are collinear with one of the principal axes of the ellipsoid. This geometric rendering pays no special respect to the shape X, but is manifestly invariant under local
FIG. 1. Showing the x-z section of the correlation ellipsoid associated with a generic X-state. The point I represents the location of $\hat{\rho}_A$, the image of the maximally mixed input, C the center of the ellipsoid, and E represents the image of the equatorial plane of the input Bloch sphere.

unitaries as against the characterization in terms of ‘shape’ $X$ of the matrix $\rho_{AB}$ in the computation basis. Since the latter (conventional) characterization is not even invariant under local unitaries, we are tempted to a strong appeal to the community in favour of our invariant geometric characterization of X-states.

V. OPTIMAL MEASUREMENT

In this Section we take up the central part of the present work which is to develop a provably optimal scheme for computation of the quantum discord for any X-state of a two-qubit system. Our treatment is both comprehensive and self-contained and, moreover, it is geometric in flavour. We begin by exploiting symmetry to show, without loss of generality, that the problem itself is one of optimization in just a single variable. The analysis is entirely based on the output or correlation ellipsoid associated with a two-qubit state $\hat{\rho}_{AB}$, and we continue to assume that measurements are carried out on the B-side.

The single-variable function under reference will be seen, on optimization, to divide the manifold of possible correlation ellipsoids into two subfamilies. For one subfamily the optimal measurement or POVM will be shown to be a von Neumann measurement along either x or z, independent of the location (inside the ellipsoid) of I, the image of the maximally mixed input. For the other subfamily, the optimal POVM will turn out to be either a von Neumann measurement along x or a three-element POVM, depending on the actual location of I in the ellipsoid. There exists no $X$-state for which the optimal measurement requires a four-element POVM, neither does there exist an $X$-state for which the optimal POVM is von Neumann in a direction which is neither along x nor z.

For the special case of the centre C of the ellipsoid coinciding with the origin $z = 0$ of the Poincaré sphere ($z_c = 0$), it will be shown that the optimal measurement is always a von Neumann measurement along x or z, irrespective of the location of $z_1$ in the ellipsoid. While this result may look analogous to the simple case of Bell mixtures earlier treated by Luo [9], it should be borne in mind that these centred $X$-states form a much larger family than the family of Bell mixtures, for in the Luo scenario I necessarily coincides with C and with the origin, but we place no such restriction of coincidence. Stated differently, in our case of centered ellipsoids $z_1$ is an independent variable in addition to $a_x, a_y, a_z$.

We shall return to the case of centered ellipsoids in Section X.

As we now turn to the analysis itself it is useful to record this: the popular result that the optimal POVM requires no more than four elements plays a priori no particular role in our analysis; it is for this reason that we shall have no occasion in our analysis to appeal to this important theorem [32, 33].

Proposition 1: The optimal POVM needs to comprise rank-one elements.

Proof: This fact is nearly obvious, and equally obvious is its proof. Suppose $\omega_j$ is a rank-two element of an optimal
POVM and $\hat{\rho}^A_j$ the associated conditional state of subsystem $A$. Write $\omega_j$ as a positive (convex) sum of rank-one elements $\omega_{j1}, \omega_{j2}$ and let $\hat{\rho}^A_{j1}, \hat{\rho}^A_{j2}$ be the conditional states corresponding respectively to $\omega_{j1}, \omega_{j2}$. It is then clear that $\hat{\rho}_j = \lambda\hat{\rho}^A_{j1} + (1 - \lambda)\hat{\rho}^A_{j2}$, for some $0 < \lambda < 1$. Concavity of the entropy function $S$ immediately implies $S(\hat{\rho}^A_j) > \lambda S(\hat{\rho}^A_{j1}) + (1 - \lambda)S(\hat{\rho}^A_{j2})$, in turn implying through (4.3) that the POVM under consideration could not have been optimal, thus completing the proof. It is clear from the nature of the proof that this fact applies to all states and not just to $X$-states, and to all Hilbert space dimensions and not just $d = 2$. \hfill\blacksquare

Remark 10: Since a rank-one POVM element $|v\rangle\langle v|$ is just a point $S$ on (the surface of) the Bloch (Poincaré) sphere $\mathcal{P}$, a four element rank-one POVM is a quadruple of points $\mathcal{S}^{(j)}$ on $\mathcal{P}$, with associated probabilities $p_j$. The POVM condition $\sum_j p_j |v_j\rangle\langle v_j| = \mathbb{I}$ demands that we have to solve the pair

$$p_1 + p_3 + p_3 + p_4 = 2,$$

$$\sum_j p_j \mathcal{S}^{(j)} = 0.$$  \hfill(5.1)

Once four points $\mathcal{S}^{(j)}$ on $\mathcal{P}$ are chosen, the ‘probabilities’ $\{p_j\}$ are not independent. To see this, consider the tetrahedron for which $\mathcal{S}^{(j)}$ are the vertices. If this tetrahedron does not contain the origin, then $\sum_j p_j \mathcal{S}^{(j)} = 0$ has no solution with nonnegative $\{p_j\}$. If it contains the origin, then there exits a solution and the solution is ‘essentially’ unique by Caratheodory theorem.

The condition $\sum_j p_j = 2$ comes into play in the following manner. Suppose we have a solution to $\sum_j p_j \mathcal{S}^{(j)} = 0$. It is clear that $p_j \rightarrow p_j = ap_j$, $j = 1, 2, 3, 4$, with no change in $\mathcal{S}^{(j)}$‘s, will also be a solution for any (j-independent) $a > 0$. It is this freedom in choosing the scale parameter $a$ that gets frozen by the condition $\sum_j p_j = 2$, rendering the association between tetrahedra and the solutions of the pair \hfill(5.1)\hfill

We thus arrive at a geometric understanding of the manifold of all (rank-one) four-element POVM’s (even though one would need such POVM’s only when one goes beyond $X$-states). This is precisely the manifold of all tetrahedra with vertices on $\mathcal{P}$, and containing the centre in the interior of $\mathcal{P}$. We are not considering four-element POVM’s whose $\mathcal{S}^{(j)}$ are coplanar with the origin of $\mathcal{P}$, because they are of no use as optimal measurements. It is clear that three element rank-one POVM’s are similarly characterized, again by the Caratheodory theorem, by triplets of points on $\mathcal{P}$ coplanar with the origin of $\mathcal{P}$, with the requirement that the triangle generated by the triplet contains the origin in the interior. Further, it is trivially seen in this manner that 2-element rank-one POVM’s are von Neumann measurements determined by pairs of antipodal $\mathcal{S}^{(j)}$’s on $\mathcal{P}$, i.e., ‘diameters’ of $\mathcal{P}$. \hfill\blacksquare

The correlation ellipsoid of an $X$-state (as a subset of the Poincaré sphere) has a $Z_2 \times Z_2$ symmetry generated by reflections respectively about the x-z and y-z planes. We shall now use the product of these two reflections—a $\pi$-rotation or inversion about the z-axis—to simplify, without loss of generality, our problem of optimization.

Proposition 2: All elements of the optimal POVM have to necessarily correspond to (light-like) Stokes vectors of the form $S_0(1, \sin \theta, 0, \cos \theta)^T$, i.e., the measurement elements are constrained to the x-z plane.

Proof: Suppose $\mathcal{N} = \{\omega_1, \omega_2, \cdots, \omega_k\}$ is an optimal POVM of rank-one elements (we are placing no restriction on the cardinality $k$ of $\mathcal{N}$, but rather expect it to unfold naturally from the analysis to follow). And let $\{\hat{\rho}^A_1, \hat{\rho}^A_2, \cdots, \hat{\rho}^A_k\}$ be the corresponding (normalized) conditional states, these being points on the boundary of the correlation ellipsoid. Let $\hat{\omega}_j$ and $\hat{\rho}^A_j$ represent, respectively, the images of $\omega_j$, $\hat{\rho}^A_j$ under $\pi$-rotation about the z-axis (of the input Poincaré sphere and of the correlation ellipsoid): $\hat{\omega}_j = \sigma_3 \omega_j \sigma_3$, $\hat{\rho}^A_j = \sigma_3 \hat{\rho}^A_j \sigma_3$. It follows from symmetry that $\tilde{\mathcal{N}} = \{\hat{\omega}_1, \hat{\omega}_2, \cdots, \hat{\omega}_k\}$ too is an optimal POVM. And so is also $\mathcal{N} \bigcup \tilde{\mathcal{N}}$, where we have used the decorated symbol $\bigcup$ rather than the set union symbol $\bigcup$ to distinguish from simple union of sets: if $S_0(1 \pm \sigma_3)$ happens to be an element $\omega_j$ of $\mathcal{N}$, then $\omega_j = \hat{\omega}_j$ for this element, and in that case this $\omega_j$ should be ‘included’ in $\mathcal{N} \bigcup \tilde{\mathcal{N}}$ not once but twice (equivalently its ‘weight’ $S_0$ needs to be doubled). The same consideration holds if $\tilde{\mathcal{N}}$ includes any $\omega_j$ and $\sigma_3 \omega_j \sigma_3$.

Our supposed to be optimal POVM can thus be assumed to comprise pairs of elements $\omega_j, \hat{\omega}_j$ related by inversion about the z-axis. Let us consider the associated pair of conditional states $\hat{\rho}^A_j, \tilde{\rho}^A_j$ on the (surface of the) correlation ellipsoid. They have identical z-coordinate $z_j$. The section of the ellipsoid (parallel to the x-y or equatorial plane) at $z = z_j$ is an ellipse, with major axis along $x$ (recall (4.3) wherein we have assumed, without loss of generality, $a_x \geq a_y$), and $\hat{\rho}^A_j$ and $\tilde{\rho}^A_j$ are on opposite ends of a line segment through the centre $z_j$ of the ellipse. Let us assume that this line segment is not the major axis of the ellipse $z = z_j$. That is, we assume $\hat{\rho}^A_j, \tilde{\rho}^A_j$ are not in the x-z plane.

Now slide (only) this pair along the ellipse smoothly, keeping them at equal and opposite distance from the z-axis until both reach opposite ends of the major axis of the ellipse, the x-z plane. It is clear that during this process of sliding both $\hat{\rho}^A_j, \tilde{\rho}^A_j$ recede away from the centre of the ellipse and hence away from the centre of the Poincaré sphere.
itself. As a result \( S(\hat{\rho}_j^A) \) decreases, thus improving the value of \( S^A_{\text{min}} \) in (1.3). This would have proved that the POVM \( N \) is not optimal, unless our assumption that \( \hat{\rho}_j^A, \hat{\rho}_j^A \) are not in the x-z plane is false. This completes proof of the proposition. ■

This preparation immediately leads to the following important result which forms the basis for our further analysis.

**Theorem 1**: The problem of computing quantum discord for X-states is a problem of convex optimization on a plane, and optimization over a single variable.

**Proof**: We have just proved that elements of the optimal POVM come, in view of the \( Z_2 \times Z_2 \) symmetry of X-states, in pairs \( S_0(1, \pm \sin \theta, 0, \cos \theta)^T \) of Stokes vectors \( \omega_j, \tilde{\omega}_j \) with \( 0 \leq \theta \leq \pi \). The corresponding conditional states come in pairs \( \hat{\rho}_j^A, \hat{\rho}_j^A = 1/2(\mathbb{I} \pm x_j \sigma_1 + z_j \sigma_3) \). The two states of such a pair of conditional states are at the same distance

\[
r(z_j) = \sqrt{z_j^2 + a_z^2 - (z_j - z_c)^2 a_z^2 / a_z^2}
\]  

from the origin of the Poincaré sphere, and hence they have the same von Neumann entropy

\[
f(z_j) = S_2(r(z_j)) = \frac{1 + r}{r} \log_2 \left( \frac{1 + r}{r} - \frac{1 - r}{2} \right) \log_2 \left( \frac{1 - r}{r} \right).
\]  

Further, continuing to assume without loss of generality \( a_x \geq a_y \), our convex optimization is not over the three-dimensional ellipsoid, but effectively a planar problem over the x-z elliptic section of the correlation ellipsoid (Proposition 2), and hence the optimal POVM cannot have more that three elements. Thus, the (Stokes vectors of the) optimal POVM elements on the B-side necessarily have the form,

\[
\Pi_\theta^{(3)} = \{2p_0(\theta)(1,0,0,1)^T, 2p_1(\theta)(1,\pm \sin \theta, 0, -\cos \theta)^T\}, \quad p_0(\theta) = \frac{\cos \theta}{1 + \cos \theta}, \quad p_1(\theta) = \frac{1}{\cos \theta}, \quad 0 \leq \theta \leq \pi/2.
\]

The optimization itself is thus over the single variable \( \theta \).

**Remark 11**: It is clear that \( \theta = 0 \) and \( \theta = \pi/2 \) correspond respectively to von Neumann measurement along z and x, and no other von Neumann measurement gets included in \( \Pi_\theta^{(3)} \). Every \( \Pi_\theta^{(3)} \) in the open interval \( 0 < \theta < \pi/2 \) corresponds to a genuine three-element POVM. The symmetry considerations above do allow also three-element POVM's of the form

\[
\bar{\Pi}_\theta^{(3)} = \{2p_0(\theta)(1,0,0,-1)^T, 2p_1(\theta)(1,\pm \sin \theta, 0, \cos \theta)^T\}, \quad 0 \leq \theta \leq \pi/2,
\]

but such POVM's lead to local maximum rather than minimum for \( S^A \), and hence are of no value to us. ■

**VI. COMPUTATION OF \( S^A_{\text{min}} \)**

A schematic diagram of the 3-element POVM \( \Pi_\theta^{(3)} \) of Eq. (5.4) is shown in Fig.2. The Bloch vectors of the corresponding conditional states \( \hat{\rho}_j^A, \hat{\rho}_j^A \) at the output are found to be of the form

\[
0, 0, z_c + a_z)^T, (x(z), 0, z)^T, (x(z), 0, z)^T, \quad x(z) = \frac{a_x}{a_z}(a_z^2 - (z - z_c)^2)^{1/2}.
\]

For these states denoted 1, 2, 3 in Fig.2 the weights should be chosen to realize as convex sum the state I (the image of the maximally mixed input) whose Bloch vector is \( (0,0,z I)^T \), von Neumann measurements along the z or x-axis correspond respectively to \( z = z_c - a_z \) or \( z = z_1 \). Using Eqs. (5.2), (5.3), the expression for \( S^A(z) \) is thus given by

\[
S^A(z) = p_1(z) f(z_c + a_z) + p_2(z) f(z),
\]

\[
p_1(z) = \frac{z_I - z}{z_c + a_z - z}, \quad p_2(z) = \frac{z_c + a_z - z_I}{z_c + a_z - z}.
\]
The minimization of \( S^A(z) \) with respect to the single variable \( z \) should give \( S^A_{\min} \). It may be noted in passing that, for a given I or \( z_f \), the three-element POVM parametrized by \( z \) makes no sense in the present context for \( z > z_f \) (since \( p_1(z) \) ought to be \( \geq 0 \)).

For clarity of presentation, we begin by considering a specific example \((a_z, z_c, z_I) = (0.58, 0.4, 0.6)\). To begin with, the relevant interval for the variable \( z \) in this case is \([z_c - a_z, z_c + a_z] = [-0.18, 0.98]\), and we shall examine the situation as we vary \( a_z \) for fixed \((a_z, z_c, z_I)\). The behaviour of \( S^A(z) \) for this example is depicted in Fig. 3 wherein each curve in the \((z, S^A(z))\) plane corresponds to a chosen value of \( a_z \), and the value of \( a_z \) increases as we go down Fig. 3. For values of \( a_z \leq a_z^V(a_z, z_c) \), for some \( a_z^V(a_z, z_c) \) to be detailed later, \( S^A(z) \) is seen to be a monotone increasing function of \( z \), and so its minimum \( S^A_{\min} \) obtains at the ‘lower’ end point \( z = z_c - a_z = -0.18 \), hence the optimal POVM corresponds to the vertical projection or von Neumann measurement along the \( z \)-axis. The curve marked 2 corresponds to \( a_z = a_z^V(a_z, z_c) \) [which equals 0.641441 for our example].

Similarly for values of \( a_z \geq a_z^H(a_z, z_c) \), \( S^A(z) \) proves to be a monotone decreasing function of \( z \), its minimum therefore obtains at the ‘upper’ end point which is \( z_I \) and not \( z_c + a_z \) [recall that the three-element POVM makes no sense for \( z > z_I \)]; hence the optimal POVM corresponds to horizontal projection or von Neumann measurement along \( x \)-axis. The curve marked 4 corresponds to \( a_z = a_z^H(a_z, z_c) \) [which equals 0.677305 for our example]. It will be shown later that both \( a_z^V(a_z, z_c) \) and \( a_z^H(a_z, z_c) \) do indeed depend only on \( a_z, z_c \) and not on \( z_I \). Both are therefore properties of the ellipsoid: all states with one and the same ellipsoid share the same \( a_z^V(a_z, z_c), a_z^H(a_z, z_c) \).

Thus, it is the region \( a_z^V(a_z, z_c) < a_z < a_z^H(a_z, z_c) \) of values of \( a_z \) that needs a more careful analysis, for it is only in this region that the optimal measurement could possibly correspond to a three-element POVM. Clearly, this region in the space of correlation ellipsoids is distinguished by the fact that \( S^A(z) \) has a minimum at some value \( z = z_0 \) in the open interval \([z_c - a_z, z_c + a_z]\). For \( a_z = a_z^V(a_z, z_c) \) this minimum occurs at \( z_0 = z_c - a_z \), moves with increasing values of \( a_z \) gradually towards \( z_c + a_z \), and reaches \( z_c + a_z \) itself as \( a_z \) reaches \( a_z^H(a_z, z_c) \).

Not only this qualitative behaviour, but also the exact value of \( z_0(a_z, z_c, a_x) \) is independent of \( z_I \). Let us evaluate \( z_0(a_z, z_c, a_x) \) by looking for the zero-crossing of the derivative function \( dS^A(z)/dz \) depicted in Fig. 4. We have

\[
\frac{dS^A(z)}{dz} = (z_c + a_z - z_I) G(a_z, a_x, z_c; z),
\]

\[
G(a_z, a_x, z_c; z) = \frac{1}{(z_c + a_z - z)^2} \left[ ((z_c + a_z - z)(a_x^2(z_c - z_c)/a_z^2 - z)X(z)]
\right.
\]

\[
- [f(z_c + a_z) - f(z)]
\right),
\]

\[
X(z) = \frac{1}{2r(z)} \log_2 \left[ \frac{1 + r(z)}{1 - r(z)} \right],
\]

and we need to look for \( z_0 \) that solves \( G(a_z, a_x, z_c; z_0) = 0 \). The reader may note that \( z_I \) does not enter the function \( G(a_z, a_x, z_c; z_0) \) defined in Eq. (6.3), showing that \( z_0 \) is indeed independent of \( z_I \) as claimed earlier: \( z_0 \) is a property of the correlation ellipsoid; all states with the same correlation ellipsoid have the same \( z_0 \).
FIG. 3. Showing $S^A(z)$ for various values of $a_x$. The vertical line marked $z_I$ denotes the reference $z = z_I$. A three-element POVM scheme could potentially result for values of $a_x \in (a^V_x(a_z, z_c), a^H_x(a_z, z_c))$ [the region between curves (2) and (4)]. For values of $a_x \leq a^V_x(a_z, z_c)$ [curve (2) and above], von Neumann projection along the $z$-axis is the optimal POVM and for values of $a_x \geq a^H_x(a_z, z_c)$ [curve (4) and below], von Neumann projection along the $x$-axis is the optimal one. The optimal $z_0$ (marked by a dot) for a curve is obtained by minimizing $S^A(z)$ on the curve. The function $S^A(z)$ in (6.2) is not meaningful for $z > z_I$, and this region is demarcated by the reference vertical line at $z = z_I$ and distinguished with dashed curves. In this example $(a_z, z_c) = (0.58, 0.4)$. For $z_I = 0.6$, a three-element POVM results for all (red) curves between (2) and (3). For this value of $z_I$, curves (3) and below correspond to horizontal von Neumann projection being the optimal POVM.

FIG. 4. Showing $dS^A(z)/dz$ for various values of $a_x$, the curves being labelled in increasing order of $a_x$. A root $z_0$ exits for values of $a_x \in (a^V_x(a_z, z_c), a^H_x(a_z, z_c))$ [between curves (2) and (4)]. For values of $a_x \leq a^V_x(a_z, z_c)$ and $a_x \geq a^H_x(a_z, z_c)$, there is no root $z_0$ [curves (1) and (5) being examples].

Let us focus on the two curves $a^V_x(a_z, z_c), a^H_x(a_z, z_c)$ alluded to earlier and defined through

$$a^V_x(a_z, z_c) : G(a_z, a^V_x(a_z, z_c); z_c - a_z) = 0,$$

$$a^H_x(a_z, z_c) : G(a_z, a^H_x(a_z, z_c); z_c + a_z) = 0.$$ 

(6.4)

The curve $a^V_x(a_z, z_c)$ characterizes, for a given $(a_z, z_c)$, the value of $a_x$ for which the first derivative of $S^A(z)$ vanishes at $z = z_c - a_z$ (i.e., $z_0 = z_c - a_z$), so that the vertical von Neumann projection is the optimal POVM for all $a_x \leq a^V_x(a_z, z_c)$. Similarly, the curve $a^H_x(a_z, z_c)$ captures the value of $a_x$ for which the first derivative of $S^A(z)$
vanishes at $z = z_c + a_z$. Solving for the two curves in terms of $a_z$ and $z_c$ we obtain, after some algebra,

$$a^V_x(a_z, z_c) = \sqrt{\frac{f(z_c - a_z) - f(z_c + a_z)}{2X(z_c - a_z)}} - a_z(z_c - a_z),$$

$$a^H_x(a_z, z_c) = \frac{(z_c + a_z)}{2[Y(z_c + a_z) - X(z_c + a_z)]} \times \left[(z_c - a_z)X(z_c + a_z) + 2a_z Y(z_c + a_z) - \sqrt{w}\right],$$

$$Y(z) = \frac{1}{(\ell \theta^2)(1 - \rho(z))^2},$$

$$w = X(z_c + a_z)[(z_c - a_z)^2X(z_c + a_z) + 4a_z z_c Y(z_c + a_z)].$$  (6.5)

These curves are marked (1) and (2) respectively in Fig. 5. Two aspects are of particular importance:

(i) $a^H_x(a_z, z_c) \geq a^V_x(a_z, z_c)$, the inequality saturating if and only if $z_c = 0$. In particular these two curves never meet (except at $a_z = a_z = 0$), the appearance in Fig. 5 notwithstanding. It is to emphasize this fact that an inset has been added to this figure. The straight line $a_x = a_x$, marked (3) in Fig. 5, shows that $a^V_x(a_z, z_c) \geq a_z$, the inequality again saturating if and only if $z_c = 0$.

(ii) It is only in the range $a^V_x(a_z, z_c) < a_z < a^H_x(a_z, z_c)$ that we get a solution $z_0$

$$G(a_z, a_z, z_c; z_0) = 0, \quad z_c - a_z < z_0 < z_c + a_z$$  (6.6)

corresponding to a potential three-element optimal POVM for some $X$-state corresponding to the ellipsoid under consideration; and, clearly, the optimal measurement for the state will actually correspond to a three-element POVM only if

$$a_z + z_c > z_l > z_0.$$  (6.7)

If $z_l \leq z_0$, the optimal measurement corresponds to a von Neumann projection along the x-axis, and never the z-axis.
FIG. 6. Showing $\delta(a_z)$ for various values of $z_c$, decreasing from left to right. The first (left most) curve corresponds to $z_c = 0.95$ and the last one to $z_c = 0.1$. The size of the ‘wedge’-shaped region of Fig. 5 is seen to first increase and then decrease with increasing $z_c$.

FIG. 7. Showing $S_{\text{min}}^A$ [curve (1)] and quantum discord [curve (4)] for a one-parameter family of states $\hat{\rho}(\alpha)$ with parameters $(a_x, a_y, a_z, z_c) = (\alpha, 0.59, 0.58, 0.4)$ and $z_l = 0.5$, as $\alpha$ varies over the range $[0.59, 0.7]$. We have $a_x^V(0.58, 0.4) = 0.641441$ and $a_x^H(0.58, 0.4) = 0.677305$. Point E $(a_x(E) = 0.641441)$ denotes the transition of the optimal measurement from a von Neumann measurement along the z-axis to a three-element POVM, while point F $(a_x(F) = 0.654947)$ denotes the transition of the optimal measurement from a three-element POVM to a von Neumann measurement along the x-axis. The curve (3) (or (2)) denotes the over-estimation of quantum discord (or $S_{\text{min}}^A$) by restricting the measurement scheme to a von Neumann measurement along the z or x-axis.

We note that the range of values of $a_x$ for a fixed $(a_z, z_c)$ where a potential three-element POVM can exist, the width of the ‘wedge’ region in Fig. 5, increases with increasing $a_z$. Let us define a parameter $\delta$ through $\delta(a_z, z_c) = a_x^H(a_z, z_c) - a_x^V(a_z, z_c)$ to capture the extent of the region bounded by curves (1) and (2) in Fig. 5. This object is shown in Fig. 6. We see that the range of values of $a_x$ for which a three-element POVM exists first increases with increasing $z_c$ and then decreases.

Remark 12: In the special case $z_c = 0$ of centered correlation ellipsoids it is clear from (6.5) that curves (1) and (2) of Fig. 5 coincide with the linear curve $a_x = a_z$ marked (3). And this behaviour is independent of the value of $-a_z < z_l < a_z$. As a consequence, the optimal POVM for centered ellipsoids is a z or x von Neumann projection according as $a_x < a_z$ or $a_x > a_z$. We shall return to this fact in Section X.

An illustrative example: We now evaluate quantum discord for a one-parameter family of states which we denote
by $\dot{\rho}(\alpha)$. The Mueller matrix associated with $\dot{\rho}(\alpha)$ is chosen as:

$$M(\alpha) = \begin{pmatrix}
1 & 0 & 0 & y \\
0 & \alpha(1-y^2)^{1/2} & 0 & 0 \\
0 & 0 & 0.59(1-y^2)^{1/2} & 0 \\
0.5 & 0 & 0 & 0.58 + 0.4y
\end{pmatrix}, \quad (6.8)$$

with $y = 0.1/0.58$ and $\alpha \in [0.59, 0.7]$. The ellipsoid parameters for our class of states are given by $(a_x, a_y, a_z, z_c) = (\alpha, 0.59, 0.58, 0.4)$, and $z_I = 0.5$. These states are in $\Omega$, and differ from one another only in $a_x$ which changes as the parameter $\alpha$ is varied in the interval $[0.59, 0.7]$. Using the optimal measurement schemes outlined above and in the earlier Section, we compute $S_{\text{min}}^A$ and the quantum discord. The results are depicted in Fig. 7 with $S_{\text{min}}^A$ denoted by the solid curve (1) and quantum discord by the solid curve (4). ‘Over-estimation’ of quantum discord by restricting to von Neumann measurements along $x$ or $z$-axis is shown by the broken curve (3) for comparison with the optimal three-element POVM curve (4), and this corresponds to the corresponding over-estimation of $S_{\text{min}}^A$ shown as broken curve (2). The point E denotes the transition from $z$-axis projection to a three-element POVM and point F denotes the transition from the three-element POVM to von Neumann measurement along the $x$-axis.

For purpose of clarity, the region of Fig. 7 between E and F is amplified in Fig. 8. What would have appeared as a sharp transition had one stuck to von Neumann projections along $x$ and $z$ (the Ali, Rau, Alber prescription) is clearly seen, in reality, to be a smooth affair.

**Purification and EoF**: The Koashi-Winter theorem or relation [34] shows that the classical correlation of a given bipartite state $\hat{\rho}_{AB}$ is related to the entanglement of formation of the ‘complimentary’ state $\hat{\rho}_{CA}$. That is,

$$C(\hat{\rho}_{AB}) = S(\hat{\rho}_{A}) - E_F(\hat{\rho}_{CA}). \quad (6.9)$$

Comparing with the definition of $S_{\text{min}}^A$ in Eq. (1.3), we see that

$$S_{\text{min}}^A(\hat{\rho}_{AB}) = E_F(\hat{\rho}_{CA}). \quad (6.10)$$

In other words, the Koashi-Winter relation connects and equates the (minimum average) conditional entropy post measurement of a bipartite state $\hat{\rho}_{AB}$ to the entanglement of formation of its complimentary state $\hat{\rho}_{CA}$, the latter state being defined through purification of $\hat{\rho}_{AB}$ to pure state $|\phi_{C:AB}\rangle$.

The purification can be written as $|\phi_{C:AB}\rangle = \sum_{j=0}^{3} \sqrt{\lambda_j} |e_j\rangle \otimes |\psi_j\rangle$, $\{|e_j\rangle\}$ being orthonormal vectors in the Hilbert space of subsystem $C$. And the complimentary state $\hat{\rho}_{CA}$ results when subsystem $B$ is simply discarded:

$$\hat{\rho}_{CA} = \text{Tr}_B[|\phi_{C:AB}\rangle \langle \phi_{C:AB}|]$$

$$= \sum_{j,k=0}^{3} \sqrt{\lambda_j \lambda_k} |e_j\rangle \langle e_k| \otimes \text{Tr}[|\psi_j\rangle \langle \psi_k|]. \quad (6.11)$$

It is easy to see that for the case of the two qubit X-states, the complimentary state belongs to a $2 \times 4$ system. Now that $S_{\text{min}}^A$ is determined for all $X$-states by our procedure, using Eqs. (6.9), (6.10), (6.11) one can immediately write down the expressions for the entanglement of formation for the complimentary states of the $2 \times 4$ system that correspond to the entire 11-parameter family of $X$-states. This would not, of course, determine the entanglement of
formation of all states of a $2 \times 4$ system (the state space being a 63-parameter convex set), but only for a 11-parameter subfamily thereof. We note in passing that examples of this connection for particular cases of states such as rank-two two-qubit states and Bell-mixtures have been earlier studied in [35, 36]. Thus what we have here is a generalization of these studies.

VII. INVARIANCE GROUP BEYOND LOCAL UNITARIES

Recall that a measurement element (on the B side) need not be normalized. Thus in constructing the correlation ellipsoid associated with a two-qubit state $\hat{\rho}_{AB}$, we gave as input to the Mueller matrix associated with $\hat{\rho}_{AB}$ an arbitrary four-vector in the positive solid light cone (corresponding to an arbitrary $2 \times 2$ positive matrix), and then normalized the output Stokes vector to obtain the image point on the correlation ellipsoid. It follows, on the one hand, that all measurement elements which differ from one another by positive multiplicative factors lead to the same image point on the correlation ellipsoid. On the other hand it follows that a $\hat{\rho}_{AB}$ has the same correlation ellipsoid as $\hat{\rho}_{AB}$, for all $a > 0$. As one consequence, it is not essential to normalize a Mueller matrix to $m_{00} = 1$ as far as construction of the correlation ellipsoid is concerned.

The fact that construction of the correlation ellipsoid deploys the entire positive solid light cone of positive operators readily implies that the ellipsoid inherits all the symmetries of this solid light cone. These symmetries are easily enumerated. Denoting by $\psi_1$, $\psi_2$ the computational basis components of a vector $|\psi\rangle$ in Bob’s Hilbert space $H_B$, a nonsingular linear transformation

$$J : \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} \rightarrow \begin{pmatrix} \psi'_1 \\ \psi'_2 \end{pmatrix} = J \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}$$

(7.1)

(or filtering) on $H_B$ corresponds on Stokes vectors to the transformation $|\det J| L$ where $L$ is an element of the Lorentz group $SO(3,1)$, and the factor $|\det J|$ corresponds to ‘radial’ scaling of the light cone [22, 23]. Following the convention of classical polarization optics, we may call $J$ the Jones matrix of the (non-singular) local filtering [22, 23]. When $(\det J)^{-1/2}J \sim L$ is polar decomposed, the positive definite factor corresponds to pure boosts of $SO(3,1)$ while the (local) unitary factor corresponds to the ‘spatial’ rotation subgroup $SO(3)$ of $SO(3,1)$ [22, 24, 25]. It follows that restriction of attention to the section $S_0 = 1$ (Bloch ball) confines the invariance group from $SO(3,1)$ to $SO(3)$.

The positive light cone is mapped onto itself also under inversion of all ‘spatial’ coordinates: $(S_0,S) \rightarrow (S_0,-S)$. This symmetry corresponds to the Mueller matrix $T = \text{diag}(1,-1,−1)$, which is equivalent to $T_0 = \text{diag}(1,1,−1,1)$, and hence corresponds to the transpose map on $2 \times 2$ matrices. In contradistinction to $SO(3,1)$, $T_0$ acts directly on the operators and cannot be realized or lifted as filtering on Hilbert space vectors; indeed, it cannot be realized as any physical process. Even so, it remains a symmetry of the positive light cone and hence of the correlation ellipsoid itself.

The full invariance group $\mathcal{G}$ of a correlation ellipsoid thus comprises two copies of the Lorentz group and the one-parameter semigroup of radial scaling by factor $a > 0$:

$$\mathcal{G} = \{SO(3,1), T_0SO(3,1) \approx SO(3,1)T_0, a\}. \quad (7.2)$$

All Mueller matrices $MM_0$ with $M_0 \in \mathcal{G}$ and fixed $M$ correspond to one and the same correlation ellipsoid. In what follows we examine briefly the manner in which these invariances could be exploited for our purpose, and we begin with $SO(3,1)$.

The Jones matrix $J = \exp[\mu a_3/2] = \text{diag}(e^{\mu/2}, e^{-\mu/2})$ corresponds to the Lorentz boost

$$M_0(\mu) = c_\mu \begin{bmatrix} 1 & 0 & 0 & t_\mu \\ 0 & (c_\mu)^{-1} & 0 & 0 \\ 0 & 0 & (c_\mu)^{-1} & 0 \\ t_\mu & 0 & 0 & 1 \end{bmatrix} \quad (7.3)$$

along the third ‘spatial’ direction on Stokes vectors. Here $c_\mu$, $t_\mu$ stand respectively for $\cosh \mu$ and $\tanh \mu$. To see the effect of this boost on the correlation ellipsoid, consider a Mueller matrix of the form (3.3) with $m_{03} = 0$ so that $m_{11} = a_x$, $m_{33} = a_z$, $m_{22} = \pm a_y$ and $z_c = m_{30}$. Absorbing the scale factor $c_\mu$ in Eq. (3.3) into the solid light cone, we have

$$MM_0(\mu) = \begin{bmatrix} 1 & 0 & 0 & t_\mu \\ 0 & m_{11}/c_\mu & 0 & 0 \\ 0 & 0 & m_{22}/c_\mu & 0 \\ m_{30} + m_{33}t_\mu & 0 & 0 & m_{33} + m_{30}t_\mu \end{bmatrix}. \quad (7.4)$$
ellipsoid parameters in (4.3) is through a transform \(m\) counts. It is clear that the effect of \(T\) freely moved around using local filtering, implies that the location of positivity of \(\hat{\psi}\) invariant under \(SO\). The ellipsoid we are free to move, without loss of generality, to the simplest case corresponding to \(J\).

Remark 14: The case of the spatial inversion \(T\), to which we now turn our attention, will prove to be quite different on both counts. It is clear that the effect of \(T_0 : M \rightarrow MT_0\) on an \(X\)-state Mueller matrix (in the canonical form) is to transform \(m_{22}\) to \(-m_{22}\), leaving all other entries of \(M\) invariant. Since the only way \(m_{22}\) enters the correlation ellipsoid parameters in (4.3) is through \(a_y = |m_{22}|\), it follows that the correlation ellipsoid itself is left invariant, but its signature gets reversed: \(\det MT_0 = -\det M\). This reversal of signature of the ellipsoid has important consequences.

![Diagram showing mutual information, quantum discord, and classical correlation as a function of \(z_I\) for fixed ellipsoid parameters \((a_z, z_c, a_y)\).](image)

FIG. 9. Showing mutual information (1), quantum discord (2), and classical correlation (3) as a function of \(z_I\) for fixed ellipsoid parameters \((a_z, z_c, a_y) = (0.58, 0.4, 0.65, 0.59)\), and hence fixed \(z_0 = 0.305919\). For \(z_I \leq z_0\), the optimal measurement is von Neumann projection along the x-axis, and for \(z_I > z_0\) the optimal measurement is a three-element POVM. The range for \(z_I\) is \((z_c - a_z, z_c + a_z) = (-0.18, 0.98)\). It should be appreciated that the entire situation corresponds to just one point in the interior of the wedge-shaped region of Fig. 4.

With the help of (4.3) we immediately verify that \(a_z, a_y, a_c\) and \(z_c\) associated with \(MM_0(\mu)\) are exactly those associated with \(M\) with no change whatsoever, consistent with the fact that we expect \(M\) and \(MM_0(\mu)\) to have the same correlation ellipsoid. Only \(z_I\), the image of identity, changes from \(m_{30} + m_{33} t_\mu\) as \(t_\mu\) varies over the permitted open interval \((-1, 1)\), the point \(z_I\) varies linearly over the open interval \((z_c - a_z, z_c + a_z)\). Thus, it is the Lorentz boost on the B side which connects states having one and the same correlation ellipsoid, but different values of \(z_I\).

As an illustration of this connection, we go back to Fig. 4 and consider a correlation ellipsoid corresponding to the point \((a_z, z_c, a_y) = (0.58, 0.4, 0.65, 0.59)\) in the interior of the wedge region between curves (1) and (2) of Fig. 5. We recall that a point in this region is distinguished by the fact that for states corresponding to this point the optimal POVM could potentially be a three-element POVM, but whether a three element POVM or a horizontal projection actually turns out to be the optimal one for a particular state requires the value of \(z_I\) as additional information on the state, beyond the correlation ellipsoid. The behaviour of classical correlation, quantum discord, and mutual information as the Lorentz boost on the B side sweeps \(z_I\) across the full interval \((z_c - a_z, z_c + a_z)\) is presented in Fig. 5. We repeat that the entire Fig. 5 corresponds to one fixed point in Fig. 4.

Remark 13: Any entangled two-qubit pure state can be written as

\[
|\psi\rangle_{AB} = (I \otimes J)|\psi_{\text{max}}\rangle,
\]

where the Jones matrix \(J\) is non-singular and \(|\psi_{\text{max}}\rangle\) is a Bell state. Since the associated \(SO(3, 1)\) does not affect the correlation ellipsoid, the ellipsoid corresponding to \(|\psi\rangle_{AB}\) is the same as that of the Bell state, and thereby it is the full Bloch sphere. Hence, \(S_{\text{min}}^A\) trivially evaluates to zero. Thus we see that for all two-qubit pure states \(I(\hat{\rho}_{AB}) = 2C(\hat{\rho}_{AB}) = 2D(\hat{\rho}_{AB}) = 2E(\rho_{AB})\). ■

Remark 14: It is useful to make two minor observations before we leave the present discussion of the role of \(SO(3, 1)\). First, it is obvious that a bipartite operator \(\hat{\rho}_{AB}\) is positive if and only if its image under any (nonsingular) local filtering \(J\) is positive. This, combined with the fact that the location of \(z_I\) inside the correlation ellipsoid can be freely moved around using local filtering, implies that the location of \(z_I\) has no role to play in the characterization of positivity of \(\hat{\rho}_{AB}\) given in (3.7), (3.8). Consequently, in forcing these positivity requirements on the correlation ellipsoid we are free to move, without loss of generality, to the simplest case corresponding to \(z_I = z_c\) or \(m_{03} = 0\).

Secondly, since determinant of an \(SO(3, 1)\) matrix is positive, we see that local filtering does not affect the signature of \(\det M\), and hence it leaves unaffected the signature of the correlation ellipsoid itself: \(\Omega^+\) and \(\Omega^-\) remain separately invariant under \(SO(3, 1)\). ■
As explained earlier during our discussion of the role of \(SO(3,1)\) we may assume, without loss of generality, \(z_t = z_c\) or, equivalently, \(m_{03} = 0\). The positivity conditions (3.7), (3.8) then read as the following requirements on the ellipsoid parameters:

\[
(1 + a_x)^2 - z_c^2 \geq (a_x + a_y)^2, \tag{7.6}
\]
\[
(1 - a_x)^2 - z_c^2 \geq (a_x - a_y)^2, \tag{7.7}
\]

in the case \(M \in \Omega^+ (\det M > 0)\), and

\[
(1 + a_x)^2 - z_c^2 \geq (a_x - a_y)^2, \tag{7.8}
\]
\[
(1 - a_x)^2 - z_c^2 \geq (a_x + a_y)^2, \tag{7.9}
\]

in the case \(M \in \Omega^- (\det M < 0)\). But (7.8) is manifestly weaker than (7.9) and hence is of little consequence. The demand that \(MT_0\) too correspond to a physical state requires

\[
(1 + a_x)^2 - z_c^2 \geq (a_x - a_y)^2, \tag{7.10}
\]
\[
(1 - a_x)^2 - z_c^2 \geq (a_x + a_y)^2, \tag{7.11}
\]

in the case \(M \in \Omega^+\), and

\[
(1 + a_x)^2 - z_c^2 \geq (a_x + a_y)^2, \tag{7.12}
\]
\[
(1 - a_x)^2 - z_c^2 \geq (a_x - a_y)^2, \tag{7.13}
\]

in the case of \(M \in \Omega^-\).

Now, in the case of \(M \in \Omega^+\), (7.10) is weaker than (7.6) and hence is of no consequence, but (7.11) is stronger than and subsumes both (7.6) and (7.7). In the case \(M \in \Omega^-\) on the other hand both (7.12) and (7.13) are weaker than (7.9). These considerations establish the following:

1. If \(M \in \Omega^-\), its positivity requirement is governed by the single condition (7.9) and, further, \(MT_0\) certainly corresponds to a physical state in \(\Omega^+\).

2. If \(M \in \Omega^+\), then \(MT_0 \in \Omega^-\) is physical if and only if the additional condition (7.11) which is the same as (7.9) is met.

Since \(T_0\) is the same as partial transpose on the B side, we conclude that a correlation ellipsoid corresponds to a separable state if and only if (7.9) is met, and it may be emphasised that this statement is independent of the signature of the ellipsoid. Stated differently, all \(M\) matrices in \(\Omega^-\) correspond to separable states, and those in \(\Omega^+\) whose signature reversed version are not present in \(\Omega^-\) correspond to entangled states. In other words, the set of entangled \(X\)-states constitute precisely the ‘\(\Omega^-\) complement’ of \(\Omega^+\).

Finally, this necessary and sufficient condition \((1 - a_x)^2 - z_c^2 \geq (a_x + a_y)^2\) for separability can be used to ask for the correlation ellipsoid of maximum volume that corresponds to a separable state, for a given \(z_c\). In the case \(z_c = 0\), it is easily seen that the maximum volume obtains for \(a_x = a_y = a_z = 1/3\), and evaluates to a fraction \(1/27\) of the volume of the Bloch ball. For \(z_c \neq 0\), this fractional volume \(V(z_c)\) can be shown to be

\[
V(z_c) = \frac{1}{54}(2 - \sqrt{1 + 3z_c^2})(1 + \sqrt{1 + 3z_c^2}). \tag{7.14}
\]

and corresponds to

\[
a_x = a_y = \frac{[(2 - \sqrt{1 + 3z_c^2})(1 + \sqrt{1 + 3z_c^2})]^{1/2}}{3\sqrt{2}}, \quad a_z = \frac{2 - \sqrt{1 + 3z_c^2}}{3}. \tag{7.15}
\]

It is a monotone decreasing function of \(z_c\). Thus \(\Omega^-\) has no ellipsoid of fractional volume \(> 1/27\).

**Remark 15:** It is clear that any \(X\)-state whose ellipsoid degenerates into an elliptic disc necessarily corresponds to a separable state. This sufficient separability condition may be contrasted with the case of discord wherein the ellipsoid has to necessarily become doubly degenerate into a line segment for nullity of quantum discord to obtain.

**Remark 16:** In Section IV we pointed to the fact that a *generic* \(X\)-state is completely specified by the ellipsoid parameters \(a_x, a_y, a_z, z_c\) along with \(z_t\), the location of the reduced state \(\rho_A\) in the interior of the ellipsoid, and the binary
\[ \epsilon = \pm 1 \text{ distinguishing } \Omega^+ \text{ from } \Omega^- \]. We can now present the explicit form for the density matrix \( \rho(a_x, a_y, a_z, z_f, \epsilon) \) associated with the correlation ellipsoid. We have

\[
\rho(a_x, a_y, a_z, z_f, \epsilon) = \frac{1}{4a_z^2} \begin{pmatrix}
(1 + z_c + a_z)(a_x + z_f - z_c) & 0 & 0 \\
0 & (1 - z_c - a_z)(a_x + z_f - z_c) & 0 \\
(a_x - a_y) & (a_x + a_y) & 0 \\
(a_x + a_y) & (a_x - a_y) & 0 \\
0 & 0 & (1 - z_c + a_z)(a_x + z_f - z_c)
\end{pmatrix}.
\]

(7.16)

The parameter \( y \) stands for \( y = \sqrt{a_z^2 + (z_f - z_c)^2} \).

That the non-generic case of \( a_z = 0 \) does not obtain as limit of (7.10) is obvious. What may not be obvious is the fact that this limiting case exhibits an interesting, and perhaps surprising, feature of its own [see Remark 23 after Eq. (10.15)].

VIII. COMPARISON WITH THE WORK OF ALI, RAU, AND ALBER

In this Section we contrast our approach and results with those of the famous work of Ali, Rau, and Alber (ARA) [10], whose principal claim comprises two parts:

C1: Among all von Neumann measurements, either the horizontal or the vertical projection always yields the optimal classical correlation and quantum discord.

C2: The values thus computed remain optimal even when general POVM’s are considered.

As for the second claim, the main text of ARA simply declares “The Appendix shows how we may generalize to POVM to get final compact expressions that are simple extensions of the more limited von Neumann measurements, thereby yielding the same value for the maximum classical correlation and discord.” The Appendix itself seems not to try enough towards validating this claim. It begins with “Instead of von Neumann projectors, consider more general POVM. For instance, choose three orthogonal unit vectors mutually at 120°, and corresponding projectors \ldots .” It is not immediately clear how ‘orthogonal’ is to be reconciled with ‘mutually at 120°’]. Their subsequent reference to their Eq. (11) possibly indicates that ARA have in mind two more sets of such three orthogonal unit vectors mutually at 120° related to SU(2) through SU(2) rotations. In the absence of concrete computation aimed at validating the claim, one is left to wonder if the second claim (C2) of ARA is more of an assertion than deduction.

We now know from our analysis in Section VI, however, that the actual situation in respect of the second claim is much more subtle: the optimal three-element POVM is hardly of the three orthogonal unit vectors mutually at 120° type and, further, when a three-element POVM is required as the optimal one, there seems to be no basis to anticipate that it would yield ‘the same value for the maximum classical correlation and discord’ as the one obtained from von Neumann.

Admittedly, the present work is not the first to discover that ARA is not the last word on quantum discord of X-states. Several authors have pointed to examples of X-states which fail ARA [11, 12, 14, 15, 17–19]. But these authors have largely been concerned with the second claim (C2) of ARA. In contradistinction, our considerations below focus exclusively on the first one (C1). In order that it be clearly understood as to what the ARA claim (C1) is not, we begin with the following three statements:

S1: If von Neumann projection proves to be the optimal POVM, then the projection is either along the x or z direction.

S2: von Neumann projection along the x or z direction always proves to be the optimal POVM.

S3: von Neumann projection along either the x or z direction proves to be the best among all von Neumann projections.

Our analysis has confirmed that the first statement (S1) is absolutely correct. We also know that the second statement (S2) is correct except for a very tiny fraction of states corresponding to the wedge-like region between curves (1) and (2) in Fig.3.

The first claim (C1) of ARA corresponds, however, to neither of these two but to the third statement (S3). We begin with a counter-example to prove that this claim (S3) is non-maintainable. The example corresponds to Mueller
FIG. 10. Showing the x-z section of the correlation ellipsoid associated with our example in Eq. (8.2), with $z_l = 0.3$, $z_c = 0.122479$, and $(a_x, a_y, a_z) = (0.780936, 0.616528, 0.77183)$. 

matrix

$$M = \begin{pmatrix} 1 & 0 & 0 & 0.23 \\ 0 & 0.76 & 0 & 0 \\ 0 & 0 & 0.6 & 0 \\ 0.3 & 0 & 0 & 0.8 \end{pmatrix}, \quad (8.2)$$

whose ellipsoid parameters are $(a_x, a_y, a_z, z_c) = (0.780936, 0.616528, 0.77183, 0.122479)$. These parameters, together with $z_l = 0.3$, fully specify the state in the canonical form.

The parameter values verify the positivity requirements (3.7) and (3.8). Further, it is seen that $M \in \Omega^+$ and corresponds to a nonseparable state. The x-z section of the correlation ellipsoid corresponding to this example is depicted in Fig. 10.

Let us denote by $S_{\text{vN}}^A(\theta)$ the average conditional entropy post von Neumann measurement $\Pi_{\theta}^{\text{vN}}$ parametrized by angle $\theta$:

$$\Pi_{\theta}^{\text{vN}} = \{(1, \sin \theta, 0, \cos \theta)^T, (1, -\sin \theta, 0, -\cos \theta)^T\}, \quad 0 \leq \theta \leq \pi/2. \quad (8.3)$$

It is clear that the output states are at distances $r(\theta)$, $r'(\theta)$ with respective conditional probabilities $p(\theta)$, $p'(\theta)$:

$$r(\theta) = \sqrt{(m_{11} \sin \theta)^2 + (m_{30} + m_{43} \cos \theta)^2},$$

$$r'(\theta) = \sqrt{(m_{11} \sin \theta)^2 + (m_{30} - m_{43} \cos \theta)^2};$$

$$p(\theta) = \frac{1 + m_{03} \cos \theta}{2}, \quad p'(\theta) = \frac{1 - m_{03} \cos \theta}{2}. \quad (8.4)$$

Thus $S_{\text{vN}}^A(\theta)$ evaluates to

$$S_{\text{vN}}^A(\theta) = \frac{1}{2} \left[ S_2(r(\theta)) + S_2(r'(\theta)) 
+ m_{03} \cos \theta (S_2(r(\theta)) - S_2(r'(\theta))) \right]. \quad (8.5)$$

The behaviour of $S_{\text{vN}}^A(\theta)$ as a function of $\theta$ is shown in Fig. 11 and it is manifest that the optimal von Neumann obtains neither at $\theta = 0$ nor at $\pi/2$, but at $\theta = 0.7792$ radians. More strikingly, it is not only that neither $\theta = 0$ or $\pi/2$ is the best, but both are indeed the worst in the sense that von Neumann projection along any other direction returns a better value! Thus this example renders the ARA claim (S3) untenable.
FIG. 11. Showing the (average) conditional entropy $S_{vN}^A(\theta)$ resulting from von Neumann measurement $\Pi_{vN}^A$ for the case of our example in Eq. (8.2). This example is so manufactured as to return the same value of $S_{vN}^A(\theta)$ for both $x$ and $z$ von Neumann and, further, to return a better $S_{vN}^A(\theta)$ for every other von Neumann.

FIG. 12. Showing variation of the mean conditional entropy $S^A$ as $a_x$ varies over the interval $[0.78032, 0.781553]$, with $(a_y, a_z, z_c)$ fixed at $(0.616528, 0.77183, 0.122479)$ and $z_I$ at 0.3. Curve (1) depicts $S_{vN}^A(\theta)$ for horizontal von Neumann measurement along $\theta = \pi/2$, the horizontal line [curve (2)] for vertical von Neumann measurement along $\theta = 0$, and curve (3) depicts $S_{min}^A$ resulting from the three element (optimal) POVM $\Pi_{vN}^{(3)}$. The example in Eq. (8.2) corresponds to $a_x = 0.780936$. The inset compares the various measurement schemes for this example. D refers to the measurement being restricted to the ARA theorem of von Neumann projection along x and z-axis, B to the best von Neumann projection, and F to the optimal (three-element) measurement.

Going beyond ARA, we know from our analysis in Section VI that if the von Neumann measurement indeed happens to be the optimal POVM, it can not obtain for any angle other than $\theta = 0$ or $\pi/2$. Thus, the fact that the best von Neumann for the present example corresponds to neither angle is already a sure signature that a three-element POVM is lurking around as the optimal one for the state under consideration. Prompted by this signature, we embed the state under consideration in a one-parameter family with fixed $(a_y, a_z, z_c) = (0.616528, 0.77183, 0.122479)$ and $z_I = 0.3$ but $a_x$ varying over the range $[0.7803, 0.7816]$. The results are shown in Fig. 12. Curve (1) and curve (2) correspond respectively to the horizontal and vertical von Neumann projections, whereas curve (3) corresponds to the optimal three-element POVM. We emphasise that curve (3) is not asymptotic to curves (1) or (2), but joins them at $G$ and $E$ respectively. Our example of Eq. (8.2) embedded in this one-parameter family is highlighted by points $D$, $B$, $F$. This example is so manufactured that $S_{vN}^A(\theta)$ computed by the horizontal projection equals the value computed by the vertical projection, and is denoted by point $D$. The point $B$ corresponds to $S_{vN}^A(\theta)$ evaluated using the best von Neumann, which obtains for $\theta = 0.779283$ radians as already noted, and $F$ to the value computed by the (three-element) optimal POVM. It may be noted that $D$ and $B$ differ only in the fifth place; even $D$ and $F$ differ only in the fourth place!
\[ 0.7804 \quad 0.7806 \quad 0.7808 \quad 0.7810 \quad 0.7812 \quad 0.7814 \]

\[ a_x \]

\[ \theta_{\text{opt}} \]

\[ \begin{array}{|c|c|c|c|}
\hline
\text{Scheme} & \text{Elements} & \text{Optimal value} & S^A \\
\hline
\text{ARA} & \sigma_x \text{ or } \sigma_z & \text{equal} & 0.441344 \\
\hline
\text{von Neumann} & \Pi_{\theta}^{N(3)}, \ \theta \in [0, \pi/2] & \theta_{\text{opt}} = 0.779283 & 0.44132 \\
\hline
\text{3-element POVM} & \Pi_{\theta}^{0(3)}, \ \theta \in [0, \pi/2] & \theta_{\text{opt}} = 1.02158 & 0.441172 \\
\hline
\end{array} \]

TABLE I. A comparison of the outcome of the ARA prescription with both the best von Neumann and the optimal three-element POVM for the example in Eq. (5.4).

FIG. 13. Showing the variation of optimal \( \theta = \theta_{\text{opt}} \) of \( \Pi_{\theta}^{(3)} \) [curve (1)] leading to \( S^A_{\text{min}} \) depicted as curve (3) in Fig. 12 as a function of \( a_x \). Curve (2) shows the continuous evolution of the probability \( p_0(\theta_{\text{opt}}) \) of the conditional state corresponding to input POVM element \((1, 0, 0, 1)^T\), scaled by a factor of 2 to \( 2p_0(\theta_{\text{opt}}) \) for convenience.

It is seen from Fig. 12 that vertical von Neumann is the optimal POVM up to the point E (i.e. for \( a_x \leq 0.780478 \)), from E all the way to G the three-element POVM \( \Pi_{\theta}^{(3)} \) is the optimal one, and beyond G (\( a_x \geq 0.781399 \)) the horizontal von Neumann is the optimal POVM. The continuous evolution of the parameter \( \theta \) in \( \Pi_{\theta}^{(3)} \) of Eq. (5.4) as one moves from E to G is shown in Fig. 13. Shown also is the continuous manner in which the probability \( p_0(\theta) \) in Eq. (5.4) continuously varies from 0.5 to zero as \( a_x \) varies over the range from E to G.

In order to reconcile the manifest contradiction between ARA’s first claim (S3 above) and our counter-example, we briefly reexamine their very analysis leading to the claim. As we shall see the decisive stage of their argument is symmetry-based or group theoretical in tenor. It is therefore unusual that they carry around an extra baggage of irrelevant phase parameters, not only in the main text but also in the reformulation presented in their Appendix: the traditional first step in symmetry-based approach is to transform the problem to its simplest form (often called the canonical form) without loss of generality. Their analysis begins with parametrization of von Neumann measurements as [their Eq. (11)]

\[ B_i = V I_i V^\dagger, \quad i = 0, 1, \quad \text{(8.6)} \]

where \( I_i = |i\rangle \langle i| \) is the projector on the computation state \( |i\rangle \in \{|0\rangle, |1\rangle\} \) and \( V \in SU(2) \). With the representation \( V = t I + i y \sigma_3, t^2 + y_1^2 + y_2^2 + y_3^2 = 1 \) for \( V \in SU(2) \) they claim that three of these four parameters \( t, y_1, y_2, y_3 \) are independent. Inspired by their Ref. [15] (our Ref. [9]), ARA recast \( t, y_1, y_2, y_3 \) into four new parameters \( m, n, k, \ell \) and once again emphasize that \( k, m, n \) are three independent parameters describing the manifold of von Neumann measurements.

**Remark 17:** It is obvious that every von Neumann measurement on a qubit is fully specified by a pure state (the orthogonal state being automatically fixed), and hence the manifold of von Neumann measurements can be no larger than \( S^2 \), the Bloch sphere. Indeed, this manifold is even ‘smaller’: it coincides with the real projective space \( RP^2 = S^2 / Z_2 \) of diameters in \( S^2 \), since a pure state and its orthogonal partner define one and the same von Neumann measurement. In any case, it is not immediately clear in what sense could this two-manifold be described by ‘three independent’ parameters.

**Remark 18:** We should hasten to add, for completeness, that ARA did introduce subsequently, in an unusually well cited erratum [37], another identity

\[ m^2 + n^2 = klm \quad \text{(8.7)} \]

which they claimed to be independent of \( t^2 + y_1^2 + y_2^2 + y_3^2 = 1 \), and hence expected it to reduce the number of independent variables parametrizing the manifold of von Neumann measurements from three to two. To understand
the structure of this new identity, which turns out to be of eighth degree in the original variables, define two complex numbers $\alpha = t - iy_3$, $\beta = y_1 + iy_2$. Then ARA’s definition of $k, \ell, m, n$ corresponds to $k = |\alpha|^2$, $\ell = |\beta|^2$, $m = (\text{Re}\alpha)^2$, and $n = (\text{Re}\beta)(\text{Im}\alpha\beta)$ so that the ARA identity Eq. (8.7) reads

$$
(\text{Re}\alpha\beta)^4 + (\text{Re}\alpha\beta)^2 (\text{Im}\alpha\beta) = |\alpha|^2(\text{Re}\alpha\beta)^2,
$$

showing that it is indeed independent of $t^2 + y_1^2 + y_2^2 + y_3^2 = k + \ell = 1$ as claimed by ARA. Indeed, it is simply the Pythagorean theorem $|z|^2 = (\text{Re}z)^2 + (\text{Im}z)^2$ valid for any complex number $z$ puffed up to the appearance of a sophisticated eighth degree real homogeneous form. It is unlikely that such an universal identity, valid for any four real numbers, would ever aid in reducing the number of independent parameters. Not only ARA, but also the large number of works which cite this erratum, seem to have missed this universality aspect of the ARA identity (8.7).

Returning now to the clinching part of the ARA analysis, after setting up the expression for the conditional entropy as a function of their independent variables $k, m, n$ they correctly note that it could be minimized “by setting equal to zero its partial derivatives with respect to $k, m, n$.” Rather than carrying out this step, however, they prefer a short cut in the form of a symmetry argument. They ‘observe’ that the problem has a symmetry (this is the symmetry of inversion about the $z$-axis which we used in Section V) to simplify our optimization problem, and then use the unusual symmetry argument that if a problem has a symmetry its solution ought to be invariant under that symmetry. Obviously, one knew in advance that the only von Neumann projections that are invariant under the symmetry under consideration are the (vertical or) $z$-projection and the horizontal projection, the latter meaning $x$- or $y$-projection according as $a_x > a_y$ or $a_y > a_x$. This version of symmetry argument is unusual, since the familiar folklore version reads: if a problem has a symmetry, its solution ought to be covariant (and not necessarily invariant) under the symmetry. In any case, unless the ARA version of symmetry argument be justified as arising from some special aspect of the problem under consideration, its deployment would amount to assuming a priori that either $z$ or $x$-projection is the best von Neumann; but then such an assumption would precisely amount to the claim (S3) ARA set out to prove as the very central theorem of their work. The point being made is that all generic $x$-states (i.e., states for which $a_y \neq a_x$) share the same $Z_2 \times Z_2$ symmetry; and therefore it would seem that the ARA argument anchored on this symmetry either stands for all $X$-states or for none.

Remark 19: The ARA version of symmetry argument would remain justified if it were the case that the problem is expected, from other considerations, to have a unique solution. This could happen, for instance, in the case of convex optimization. But von Neumann measurements do not form a convex set, and hence the ARA problem of optimization over von Neumann measurement is not one of convex optimization. Thus demanding a unique solution in their case would again amount to an a priori assumption equivalent to the theorem they set out to prove. It is for this subtle aspect which probably lies at the root of ARA failure.

IX. X-STATES WITH VANISHING DISCORD

Some authors have earlier considered methods to enumerate the zero discord $X$-states [38, 40]. Our analysis below is directly based on the very definition of vanishing discord and hence is elementary in nature; more importantly, it leads to an exhaustive classification of these states, correcting an earlier claim [40]. Any two-qubit state of vanishing quantum discord can be written as

$$
\hat{\rho}_{AB} = U_A|0\rangle\langle 0|U_A^\dagger \otimes p_1\hat{\rho}_{B1} + U_A|1\rangle\langle 1|U_A^\dagger \otimes p_2\hat{\rho}_{B2},
$$

with $p_1, p_2 \geq 0$, $p_1 + p_2 = 1$, the measurements being now assumed performed on subsystem A. We may write

$$
p_1\hat{\rho}_{B1} = \begin{bmatrix} a_1 & b_1 \\ b_1^* & c_1 \end{bmatrix}, \quad p_2\hat{\rho}_{B2} = \begin{bmatrix} a_2 & b_2 \\ b_2^* & c_2 \end{bmatrix},
$$

$$
U_A = \begin{bmatrix} \alpha & \beta \\ -\beta^* & \alpha^* \end{bmatrix} \in SU(2), \quad |\alpha|^2 + |\beta|^2 = 1.
$$

Clearly, the reduced state of subsystem B is $p_1\hat{\rho}_{B1} + p_2\hat{\rho}_{B2}$, and that of A equals $U_A (p_1|0\rangle\langle 0| + p_2|1\rangle\langle 1|)U_A^\dagger$. We should next reconcile this nullity condition with the demand that the state under consideration be an $X$-state in the canonical form (3.3). From the off-diagonal blocks of $\hat{\rho}_{AB}$ we immediately see that $a_1 = a_2$ and $c_1 = c_2$. Then $Tr\hat{\rho}_{AB} = a_1 + c_1 + a_2 + c_2 = 1$ implies $a_1 + c_1 = 1/2 = a_2 + c_2$. Vanishing of the 01 and 23 elements of $\hat{\rho}_{AB}$ forces

$$
|\alpha|^2 = 0 \quad \text{and} \quad |\beta|^2 = 0.
$$
the following constraints:

\[ |\alpha|^2 b_1 + |\beta|^2 b_2 = 0, \]
\[ |\alpha|^2 b_2 + |\beta|^2 b_1 = 0. \] (9.3)

These imply in turn that either $|\alpha| = |\beta| = 1/\sqrt{2}$ or $b_1 = b_2 = 0$. The first case of $|\alpha| = |\beta| = 1/\sqrt{2}$ forces $b_2 = -b_1$, and we end up with a two-parameter family of zero discord states in the canonical form:

\[ \hat{\rho}^{A}(a, b) = \frac{1}{4} \begin{pmatrix} 1 + a & 0 & 0 & b \\ 0 & 1 - a & b & 0 \\ 0 & b & 1 + a & 0 \\ b & 0 & 0 & 1 - a \end{pmatrix} \]
\[ = \frac{1}{4} [\sigma_0 \otimes \sigma_0 + a\sigma_0 \otimes \sigma_3 + b\sigma_1 \otimes \sigma_0]. \] (9.4)

Positivity of $\hat{\rho}^{A}(a, b)$ places the constraint $a^2 + b^2 \leq 1$, a disc in the $(\sigma_0 \otimes \sigma_3, \sigma_1 \otimes \sigma_1)$ plane. The special case $b = 0$ corresponds to the product state

\[ \hat{\rho}^{AB}(a) = \frac{1}{4} \mathbb{I} \otimes \begin{bmatrix} 1 + a & 0 \\ 0 & 1 - a \end{bmatrix}. \] (9.5)

If instead the measurement was performed on the $B$ subsystem, then it can be easily seen that similar arguments can be used to arrive at the following form for zero discord states:

\[ \hat{\rho}^{B}(a, b) = \frac{1}{4} \begin{pmatrix} 1 + a & 0 & 0 & b \\ 0 & 1 + a & b & 0 \\ 0 & b & 1 - a & 0 \\ b & 0 & 0 & 1 - a \end{pmatrix}, \]
\[ = \frac{1}{4} [\sigma_0 \otimes \sigma_0 + a\sigma_0 \otimes \sigma_3 + b\sigma_1 \otimes \sigma_0]. \] (9.6)

Positivity again constrains $a, b$ to the disc $a^2 + b^2 \leq 1$, this time in the $(\sigma_3 \otimes \sigma_0, \sigma_1 \otimes \sigma_1)$ plane.

The intersection between these two two-parameter families comprises the one-parameter family of $X$-states

\[ \hat{\rho}_{AB} = \frac{1}{4} [\sigma_0 \otimes \sigma_0 + b\sigma_1 \otimes \sigma_1], \quad -1 \leq b \leq 1. \] (9.7)

But these are not the only two-way zero discord states, and this fact is significant in the light of the claims of [40]. To see this, note that in deriving the canonical form (9.4) we assumed $\beta \neq 0$. So we now consider the case $\beta = 0$, so that (9.1) reads

\[ \hat{\rho}_{AB} = p_1|0\rangle\langle 0| \otimes \hat{\rho}_{B1} + p_2|1\rangle\langle 1| \otimes \hat{\rho}_{B2}. \] (9.8)

The demand that this be an $X$-state forces $\hat{\rho}_{AB}$ to be diagonal in the computational basis:

\[ \hat{\rho}_{AB}(\{p_{k\ell}\}) = \sum_{k,\ell=0}^{1} p_{k\ell} |k\rangle\langle k| \otimes |\ell\rangle\langle \ell|. \] (9.9)

It is manifest that all $X$-states of this three-parameter family, determined by probabilities $\{p_{k\ell}\}$, $\sum p_{k\ell} = 1$, and worth a tetrahedron in extent, have vanishing quantum discord and, indeed, vanishing two-way quantum discord.

The intersection of (9.3) and (9.6) given in (9.7) is not ‘really’ outside the tetrahedron (9.9) in the canonical form because it can be diagonalized by a local unitary $U_A \otimes U_B$, $U_A = U_B = \exp[-i\pi\sigma_2/4]$:

\[ \sigma_0 \otimes \sigma_0 + b\sigma_1 \otimes \sigma_1 \rightarrow \sigma_0 \otimes \sigma_0 + b\sigma_1 \otimes \sigma_3. \] (9.10)

Stated differently, the family of one-way (but not two-way) zero discord $X$-states in the canonical form is not a disc, but a disc with the diameter removed.
Remark 20: Strictly speaking, this is just an half disc with diameter removed, as seen from the fact that in (9.4), (9.6), and (9.7) the two states \((a, b), (a, -b)\) are local unitarily equivalent under \(U_A \otimes U_B = \sigma_0 \otimes \sigma_3\) or \(\sigma_3 \otimes \sigma_0\).

We now consider the nullity signature of these states on the associated correlation ellipsoids. For the one-way zero discord states in (9.6) the non-zero Mueller matrix entries are

\[
m_{30} = a, \quad m_{11} = b. \tag{9.11}
\]

This ellipsoid is actually a symmetric line segment parallel to the x-axis, of extent 2\(b\), translated by extent \(a\), perpendicular to the line segment (i.e., along z): \(\{(x, y, z) = (x, 0, a)| - b \leq x \leq b\}\); it is symmetric under reflection about the z-axis. Equivalently, the bisector of this line segment is radial. For measurements on the A side we have from (9.4)

\[
m_{03} = a, \quad m_{11} = b, \tag{9.12}
\]

and we get the same line segment structure (recall that now we have to consider \(M^T\) in place of \(M\)).

For the two-way zero discord states (9.9) we have

\[
m_{03} = p_{00} - p_{01} + p_{10} - p_{11},
m_{30} = p_{00} + p_{01} - p_{10} - p_{11},
m_{33} = p_{00} - p_{01} - p_{10} + p_{11}, \tag{9.13}
\]

corresponding to a point in the tetrahedron. We note that the associated correlation ellipsoid is a line segment of a diameter shifted along the diameter itself. That is, the line segment itself is radial. While the extent of the line segment and the shift are two parameters, the third parameter is the image \(I\) of the maximally mixed input, which corresponds to a point in the tetrahedron. We note that the associated correlation ellipsoid is a line segment of extent \(2I\) and, as an immediate consequence, \(S^A_{\text{min}}\) is obviously determined by the major axis of the ellipsoid. In the present case, \(z_I = \gamma_3 \sin \theta \neq 0\), and \(S^A_{\text{min}}\) does depend on \(z_I\). Indeed, the case of Bell-diagonal states corresponds to \(\sin \theta = 0\), and hence what we have here is a one-parameter generalization of the Bell-mixture case. ■

X. STATES NOT REQUIRING AN OPTIMIZATION

We now exhibit a large class of states for which one can write down analytic expression for quantum discord simply by inspection, without the necessity to perform explicit optimization over all measurements. This class is much larger than the one studied by Luo [9].

Centered states \((z_c = 0)\): Consider X-states for which the associated correlation ellipsoid is centered at the origin:

\[
z_c = \frac{m_{30} - m_{03} m_{33}}{1 - m_{03}^2} = 0,
\]

i.e., \(m_{30} = m_{03} m_{33}\). \tag{10.1}

This implies on the one hand that only two of the three Mueller matrix elements \(m_{03}, m_{30}, m_{33}\) are independent. On the other hand, it implies that the product of \(m_{03}, m_{30}, m_{33}\) is necessarily positive and thus, by local unitary, all the three can be arranged to be positive without loss of generality. Let us take \(m_{03} = \sin \theta > 0\), then we have \(m_{30} = m_{33} \sin \theta\). So, we now have in the canonical form a four-parameter family of Mueller matrices

\[
M(\gamma_1, \gamma_2, \gamma_3; \theta) = \begin{bmatrix}
1 & 0 & 0 & \sin \theta \\
0 & \gamma_1 \cos \theta & 0 & 0 \\
0 & 0 & \gamma_2 \cos \theta & 0 \\
\gamma_3 \sin \theta & 0 & 0 & \gamma_3
\end{bmatrix}, \tag{10.2}
\]

and correspondingly a three-parameter family of correlation ellipsoids centered at the origin, with principal axes \((a_x, a_y, a_z) = (\gamma_1, |\gamma_2|, |\gamma_3|), z_c = 0,\) and \(z_I = \gamma_3 \sin \theta\). We continue to assume \(|\gamma_2| \leq \gamma_1\).

Remark 21: Note that we are not considering here just the case of Bell-diagonal states, which too correspond to ellipsoids centered at the origin. In the Bell-diagonal case, the point I, which represents \(\hat{\rho}_A\), is located at the origin and, as an immediate consequence, \(S^A_{\text{min}}\) is obviously determined by the major axis of the ellipsoid. In the present case, \(z_I = \gamma_3 \sin \theta \neq 0\), and \(S^A_{\text{min}}\) does depend on \(z_I\). Indeed, the case of Bell-diagonal states corresponds to \(\sin \theta = 0\), and hence what we have here is a one-parameter generalization of the Bell-mixture case. ■
The four parameter family of density matrices corresponding to Eq. (10.2) takes the form
\[
\rho(\gamma_1, \gamma_2, \gamma_3; \theta) = \frac{1}{4} \begin{pmatrix}
(1 + \gamma_3)(1 + \sin \theta) & 0 & 0 & (\gamma_1 + \gamma_2) \cos \theta \\
0 & (1 - \gamma_3)(1 - \sin \theta) & (\gamma_1 - \gamma_2) \cos \theta & 0 \\
0 & (\gamma_1 - \gamma_2) \cos \theta & (1 - \gamma_3)(1 + \sin \theta) & 0 \\
(\gamma_1 + \gamma_2) \cos \theta & 0 & 0 & (1 + \gamma_3)(1 - \sin \theta)
\end{pmatrix}.
\] (10.3)

The first CP condition (3.7) reads
\[
(1 + \gamma_3)^2 - \sin^2 \theta(1 + \gamma_3)^2 \geq (\gamma_1 + \gamma_2)^2 \cos^2 \theta,
\]
i.e., \(\gamma_1 + \gamma_2 - \gamma_3 \leq 1\),
(10.4)

while the second CP condition (3.8) reads
\[
(1 - \gamma_3)^2 - \sin^2 \theta(1 - \gamma_3)^2 \geq (\gamma_1 - \gamma_2)^2 \cos^2 \theta
\]
i.e., \(\gamma_1 + \gamma_3 - \gamma_2 \leq 1\).
(10.5)

Recalling that \(|\gamma_2| \leq \gamma_1\), these two conditions can be combined into a single CP condition
\[
\gamma_1 + |\gamma_3 - \gamma_2| \leq 1.
\] (10.6)

**Remark 22**: We note a special property of these states in respect of quantum discord. As noted in the Remark 12 after Eq. (6.7), for centered correlation ellipsoids the optimal POVM is von Neumann projection along either \(x\) or \(z\) according as \(a_x > a_z\) or \(a_x < a_z\). There is no need for ‘optimization’ in this case of centered ellipsoids.

Having thus fully characterized \(X\)-states corresponding to centered correlation ellipsoids, and having exposed their triviality in respect of ‘optimization’, we may now look at some particular cases.

**Circular states** \((a_x = a_z > a_y, z_c = 0)\): This special case of centered states corresponds to \(\gamma_3 = \gamma_1\). For this class of states, every von Neumann measurement in the \(x\)-\(z\) plane (indeed, any POVM with all the measurement elements lying in the \(x\)-\(z\) plane) is equally optimal. The fact that location of \(I\) plays no role in determining the optimal POVM or \(S^A_{\text{min}}\) for this class of \(X\)-states is pictorially obvious, independent of our analysis in Section VI.

The four eigenvalues of \(\hat{\rho}(\gamma_1, \gamma_2; \theta)\) of (10.3) are
\[
\{\lambda_j\} = \frac{1}{4} \{1 + \epsilon \gamma_1 \pm y\},
\]
\[
y = \sqrt{(1 + \epsilon \gamma_1)^2 \sin^2 \theta + (\gamma_1 + \epsilon \gamma_2)^2 \cos^2 \theta},
\] (10.7)
\(\epsilon\) being a signature. We can explicitly write down the various quantities of interest in respect of the circular states \(\hat{\rho}(\gamma_1, \gamma_2; \theta)\). First, we note that the conditional entropy post measurement is simply the entropy of any state on the boundary circle in the \(x\)-\(z\) plane, and hence
\[
S^A_{\text{min}} = S_2(m_{33}) = S_2(\gamma_1).
\] (10.8)

By Eqs. (3.13) and (3.14), we have
\[
I(\hat{\rho}(\gamma_1, \gamma_2; \theta)) = S_2(\gamma_1 \sin \theta) + S_2(\sin \theta) - S(\{\lambda_j\}),
\]
\[
C(\hat{\rho}(\gamma_1, \gamma_2; \theta)) = S_2(\gamma_1 \sin \theta) - S(\gamma_1),
\]
\[
D(\hat{\rho}(\gamma_1, \gamma_2; \theta)) = S_2(\sin \theta) + S_2(\gamma_1) - S(\{\lambda_j\}),
\] (10.9)
where \(\lambda_j = \lambda_j(\gamma_1, \gamma_2; \theta)\) are given in Eq. (10.7). Finally, we note that with the local unitary freedom, this 3-parameter class of states can be lifted to a 9-parameter family of states.

**Spherical states** \((a_x = a_z = a_y, z_c = 0)\): The correlation ellipsoid corresponding to these states is a sphere with \(z_c = 0\). They can be obtained as a subset of circular states by setting \(\gamma_1 = |\gamma_2|\). The expressions for the correlation are the same as those of circular states as given in Eq. (10.9). We note that, the spherical states form a 2-parameter
family of states in the canonical form. We can lift this family, using local unitaries, to a seven parameter family of states, five parameters coming from the local unitary transformations, one local parameter having been ‘lost’ owing to the degeneracy $m_{11} = |m_{22}|$ for spherical states.

**Bell mixtures** ($z_c = 0 = z_I$): Another particular case of centered states is the convex mixture of Bell-states which was the centre of the study in [9]. It corresponds to the additional restriction $z_I = 0$ on the general centered $X$-states. We can write the state as $\hat{\rho} = \sum_{j=1}^4 p_j |\phi_j\rangle \langle \phi_j|$, i.e.,

$$\hat{\rho} = \frac{1}{2} \begin{pmatrix} p_1 + p_2 & 0 & 0 & p_1 - p_2 \\ 0 & p_3 + p_4 & p_3 - p_4 & 0 \\ 0 & p_3 - p_4 & p_3 + p_4 & 0 \\ p_1 - p_2 & 0 & 0 & p_1 + p_2 \end{pmatrix}.$$  \hspace{1cm} (10.10)

The corresponding Mueller matrix is diagonal with

$$m_{11} = p_1 + p_3 - (p_2 + p_4),$$
$$m_{22} = p_1 + p_4 - (p_2 + p_3),$$
$$m_{33} = p_1 + p_2 - (p_3 + p_4).$$  \hspace{1cm} (10.11)

That the optimal measurement is a von Neumann projection along the direction of the longest principal axis of the ellipsoid is pictorially obvious in this case, and this fact was the focus of the detailed analysis of Luo [9].

**Linear states** ($a_z = 0$): Another example of states for which the quantum discord can be immediately written down is the class of states whose $x$-$z$ section of the correlation ellipsoid is a line segment. We call these states linear states, and they correspond to $a_z = 0$. We do not assume $z_c = 0$, and so this family is not a subset of the family of centered states. The condition $a_z = 0$ demands

$$m_{33} = m_{03} m_{30}. \hspace{1cm} (10.12)$$

As in the case of (10.11) $m_{33}, m_{03}, m_{30}$ can all be arranged to be nonnegative without loss of generality. Since det $M = 0$, the ellipsoid is in the intersection $\Omega^+ \cap \Omega^-$. The correlation ellipsoid is an elliptic disc whose centre is radially offset by an extent $z_c$ from the centre of the Bloch ball, to a plane parallel to the $x$-$y$ plane. We thus have a four parameter family of states in the canonical form, and the Mueller matrix for this family can be parametrized as

$$M(\gamma_1, \gamma_2, \gamma_3, \theta) = \begin{bmatrix} 1 & 0 & 0 & \sin \theta \\ 0 & \gamma_1 \cos \theta & 0 & 0 \\ 0 & 0 & \gamma_2 \cos \theta & 0 \\ \gamma_3 & 0 & 0 & \gamma_3 \sin \theta \end{bmatrix}, \hspace{1cm} (10.13)$$

where we continue to assume $|\gamma_2| < \gamma_1$. The parameters of the correlation ellipsoid is given by $(a_x, a_y, a_z, z_c) = (\gamma_1, |\gamma_2|, 0, \gamma_3)$, with $z_I = \gamma_3 = z_c$. Then the CP conditions demand that $\gamma_1 + |\gamma_2| \leq \sqrt{1 - \gamma_3^2}$. So we have $|\gamma_2| \leq \min (\gamma_1, \sqrt{1 - \gamma_3^2} - \gamma_1)$, and this condition subsumes $|\gamma_2| < \gamma_1$ but could prove to be stronger.

The four parameter family of density matrices (in the canonical form) corresponding to Eq. (10.12) takes the form

$$\rho(\gamma_1, \gamma_2, \gamma_3; \theta) = \frac{1}{4} \begin{bmatrix} (1 + \gamma_3)(1 + \sin \theta) & 0 & 0 & (\gamma_1 + \gamma_2) \cos \theta \\ 0 & (1 + \gamma_3)(1 - \sin \theta) & (\gamma_1 - \gamma_2) \cos \theta & 0 \\ 0 & (\gamma_1 - \gamma_2) \cos \theta & (1 - \gamma_3)(1 + \sin \theta) & 0 \\ (\gamma_1 + \gamma_2) \cos \theta & 0 & 0 & (1 - \gamma_3)(1 - \sin \theta) \end{bmatrix}. \hspace{1cm} (10.14)$$

That

$$S_{\min}^A = S_2\left(\sqrt{\gamma_1^2 + \gamma_3^2}\right), \hspace{1cm} (10.15)$$

is pictorially obvious from the fact that the correlation ellipsoid is an elliptic disc with major axis parallel to the x-axis.
Remark 23: The role of the larger invariant group SO(3, 1) in this case has an unusual aspect to it. On the Mueller matrix M, the effect of SO(3, 1) action is seen to run the angle θ over the range (−π/2, π/2). But the ellipsoid itself has no dependence on this SO(3, 1) action or on the angle θ. Not even z_I has any dependence on the SO(3, 1) element. Normally, SO(3, 1) action would have driven z_I freely over the range (z_a − a_z, z_a + a_z). Since a_z = 0, the degree of freedom z_I in the present case is frozen or compactified to the single point z_a. Thus, to reconstruct the state from the correlation ellipsoid, we need the SO(3, 1) element being supplied as an additional piece of information (over and above z_I).

Appendix: Matrix elements of $\rho$ and $M$

Matrix elements of $\rho_{AB}$ in terms of the Mueller matrix elements is given by:

$$\rho_{AB} = \frac{1}{4} \begin{bmatrix}
\rho_{00} + m_{03} + m_{30} + m_{33} & m_{01} + m_{02} + m_{31} + m_{32} & m_{10} - i m_{20} + m_{13} - i m_{23} & m_{11} + i m_{12} - i m_{21} + m_{22} \\
0 & m_{10} - i m_{02} + m_{31} - i m_{32} & m_{00} - m_{03} + m_{30} - m_{33} & m_{01} - i m_{20} - m_{13} + i m_{23} \\
m_{10} + i m_{20} + m_{13} + i m_{23} & m_{11} + i m_{12} + m_{21} + i m_{22} & m_{00} + m_{03} - m_{30} - m_{33} & m_{01} + i m_{20} - m_{13} - i m_{23} \\
m_{11} - i m_{12} - m_{21} - i m_{22} & m_{10} - i m_{20} - m_{31} - i m_{32} & m_{00} - m_{03} - m_{30} + m_{33} & m_{01} - i m_{20} + m_{13} + i m_{23}
\end{bmatrix},$$

and that of $M$ in terms of $\rho_{AB}$ by:

$$M = \begin{bmatrix}
1 & \rho_{01} + \rho_{10} + \rho_{23} + \rho_{32} & -i(\rho_{01} - \rho_{10}) + (\rho_{23} - \rho_{32}) & (\rho_{00} - \rho_{11}) + (\rho_{22} - \rho_{33}) \\
\rho_{02} + \rho_{20} + \rho_{13} + \rho_{31} & \rho_{03} + \rho_{30} + \rho_{12} + \rho_{21} & -i(\rho_{03} - \rho_{30}) + (\rho_{12} - \rho_{21}) & \rho_{00} + \rho_{33} - (\rho_{11} + \rho_{22}) \\
-i(\rho_{02} - \rho_{20}) + (\rho_{13} - \rho_{31}) & i(\rho_{01} + \rho_{12} - \rho_{21} - \rho_{10}) & \rho_{03} + \rho_{30} - \rho_{12} - \rho_{21} & \rho_{00} + \rho_{11} - (\rho_{22} + \rho_{33}) \\
\rho_{00} + \rho_{11} - (\rho_{22} + \rho_{33}) & \rho_{01} + \rho_{10} - (\rho_{23} + \rho_{32}) & -i(\rho_{01} + \rho_{10}) - (\rho_{23} - \rho_{32}) & \rho_{03} + \rho_{30} + (\rho_{11} + \rho_{22})
\end{bmatrix}.$$  

Note: This work was presented in the AQIS13 Conference, Chennai, India.
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