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With the continuous development of the network, the number of network assets continues to increase. Despite the convenience diversified network assets bring, it also poses new challenges to IP-based network asset management. Traditional asset discovery technologies mainly analyze network traffic, and detect relevant information (operating system, running software, etc.) of IP-based assets through methods such as active discovery, passive discovery, and discovery methods based on cyberspace search engines. These methods assign the same weight to all network IP-based network assets, and it is difficult to effectively analyze diversified network assets. In this paper, we propose the concept of IP-based core network assets, and collect the data of the relevant network assets based on this concept. Then, we construct a dataset and establish feature engineering for data preprocessing. As there is currently no relevant IP-based core network asset detection method, we propose an IP-based core network asset discovery technology based on pretraining of multiple autoencoders, MAE-CAD. The results show that our method can achieve 95.74% in Acc and 95.04% in F1 in the experimental environment (Acc = 98.11% and F1 = 97.16% in the actual network environment because of duplicate samples). In addition, MAE-CAD has excellent robustness. In an environment where the proportion of data is extremely unbalanced, when the IP-based core network asset data in the training set only accounts for 1/200 (0.5%), MAE-CAD can still obtain 92.91% in Acc and 91.57% in F1.

1. Introduction

With the development of network technology, more and more social activities rely on the network. According to China Internet Network Information Center (CNNIC) statistics, as of July 2021, China has 1.011 billion network users, and the number of various network assets continues to increase [1]. Many diversified network assets provide various services for people’s production and life, which brings great convenience for people, and at the same time poses higher requirements for cyber security [2–4]. People are more concerned about network security than ever before, such as privacy security, property security, etc. Before formulating various targeted protection measures for network assets, how to effectively identify the diversified network assets in the network, especially the network assets with high priority and high weight, is very important. Therefore, comprehensive network asset discovery is crucial for network managers to effectively manage assets, and it is also valuable for threat analysis and the establishment of a more complete network asset protection mechanism.

Traditional network asset discovery refers to the discovery of the operating system version, software version, printer model, and other asset information behind the IP or domain name through network data such as traffic and company registration information to provide information for other subsequent activities [5–7]. There are three main types of network asset discovery technologies: active discovery [8], passive discovery [7] and discovery based on network security search engines [9]. However, with the continuous development of networks, such as the further improvement of 5G and IPv6 technologies, the scale of information is also increasing, and network assets are constantly increasing. These assets often have different
importance under different conditions. When the information security management department conducts asset discovery, sometimes it only needs to detect specific core asset information. The traditional asset discovery technologies are basically used to discover asset information such as operating system version and software version in the Internet, which have certain limitations in diversified scenes and cannot meet personalized asset discovery.

In this paper, we divide the network assets in units of IP. In different circumstances, the assets behind different IPs have different priorities and importance. In addition, after artificially giving a definition of the importance of IP-based network assets, we refer to the network assets with high-priority and high-importance as IP-based core network assets. In contrast, low-priority and low-importance network assets are IP-based noncore network assets. Generally, we need to discover other IP-based core network assets in a region after given some network asset samples. A typical scene is that an asset management unit in a region needs to find out the online network assets in the region to facilitate subsequent operations. For instance, managers need to find out certain specific network assets within their regions and determine their effective value and operating status to protect and update them in time. This requires an effective and different method from traditional asset discovery techniques. However, there is currently no relevant detection technology.

With the current network environment as the background premise, we conduct research on IP-based core network asset discovery under the premise of establishing network asset specifications. We cooperate with network service providers to collect information about IP-based network assets in the Internet, and provide an offline network asset profiling technology based on multiple autoencoders, MAE-CAD.

The contributions of this paper are as follows:

1. We propose the definition of IP-based core network assets in specific scenes. And, based on this concept, we take the IP-based network assets of the government agencies as an example to collect a related IP-based core network asset dataset. In this dataset, the IP-based core network asset data scale reaches 100,000, and the IP-based noncore network asset data scale reaches 1 million. Under the premise of privacy protection and security, we desensitize the data and disclose the data source to support research in related fields.

2. We conduct feature engineering for IP-based network asset feature information to perform feature preprocessing. Methods such as data similarity fitting, feature merging, and missing feature complement are used for feature unification. Then, the features are vectorized and normalized, and the attributes of different feature spaces are transferred to a continuous space suitable for feature processing.

3. We propose an IP-based core network asset discovery technology based on neural network pre-training, MAE-CAD, which can automatically further extract and perform abstract fitting from the features constructed in feature engineering. First, multiple unbalanced AutoEncoders (AEs) [10] are used to construct a neural network, where the encoder has more neurons. This neural network is pretrained using unsupervised techniques with unlabeled network asset data. The training method is similar to Stacked AutoEncoder (SAE) [11, 12], the hidden output of the previous AE is the input of the next AE. Then, a neural network detector is composed of encoders in multiple AEs and a softmax classification layer, and it fine-tunes parameters based on the labeled data.

4. Based on the MAE-CAD, we implement a prototype system and verify it in experiments. Experiments show that our method has excellent performance. Compared with other methods (Bayes, SVM, etc.), MAE-CAD can obtain Acc = 94.49% in accuracy and F1 = 93.71% in F1 value. In addition, in the circumstance of data imbalance, that is, the ratio of IP-based core network asset data and IP-based noncore network asset data in the training set is 1:200, MAE-CAD can still obtain 92.91% in Acc and 91.57% in F1. This shows that MAE-CAD has excellent robustness. In the actual network environment, MAE-CAD can even reach Acc = 98.41% and F1 = 97.62% due to repeated feature samples in IP network asset data.

The remainder of this paper is organized as follows. Section 2 introduces the related work. In Section 3, we analyze the features of IP-based core network assets. Subsequently, Section 4 is the methodology and we introduce the composition of MAE-CAD. In Section 5, we evaluate our method and show the relevant experimental results. Finally, we discuss and summarize in Section 6 and Section 7, respectively.

2. Related Work

In this paper, the IP-based core network asset discovery, our study belongs to the field of asset discovery, and the technology used is related to neural networks. At present, the mainstream research methods for asset discovery are active discovery, passive discovery, and discovery based on network security search engines. We, respectively, introduce three aspects of related work.

2.1. Active Discovery Technology. Active discovery technology of network assets can be divided into discovery technologies based on network layer, transport layer, and application layer. The technology based on the network layer mainly uses the characteristics of the Internet Control Message Protocol (ICMP) to detect the information of the target host [13]. For instance, Arkin et al. [8] conduct a coarse-grained detection of the operating system based on the difference in the default TTL value restored by different operating systems for ICMP messages. The technology based on the transport layer mainly uses the Transmission Control Protocol (TCP) [14]. Based on its reliable transmission,
connection-oriented, byte stream, and other characteristics, TCP can be used for the identification of asset information such as the open port of the target host and the port service operating system. For instance, some fields in the TCP options can be used as the discrimination basis to identify the operating system, because the default values of the fields in the TCP corresponding to different operating systems are different [15]. The technology based on the application layer mainly uses Hypertext Transfer Protocol (HTTP) or Hypertext Transfer Protocol over SecureSocket layer (HTTPS) [5,6]. The explorer actively constructs a specific request packet, and analyzes the required network asset information based on the content of the returned response packet. For instance, the server field in the response packet may contain the current host’s operating system and system service information, and the HTML source code and image file data of the body in the packet may contain information such as the web service and device type used by the target host.

Vermeer et al. [5] construct a framework to systematize asset discovery technology. They extract asset discovery techniques from the latest academic literature in the field of security and networking, and put them into a systematic framework. This provides researchers and practitioners with the opportunity to discover and identify more assets than traditional technologies.

In general, the explorer can use the active discovery technology of network assets to perform flexible detection according to the needs, but this requires the explorer to actively interact with the target object, so the speed is slow. And, the target object may be aware of it, and then take measures to prohibit detection or return an error message.

2.2. Passive Discovery Technology. The technology of passive discovery of network assets is to deploy detectors at network exit nodes to passively collect traffic data flowing through Refs. [16–18]. Then, analyze certain fields in the traffic data to obtain the network asset information of the target object. After collecting traffic data, the analysis method is similar to active discovery, and there are also three technologies based on network layer, transport layer, and application layer. However, as the proportion of encrypted traffic (such as HTTPS traffic) continues to increase, the efficiency of passive discovery technology at the application layer continues to decline. Because the traffic collected by passive discovery technology is encrypted at the application layer, it is difficult for the explorer to obtain effective information.

The decentralized nature of traditional Industrial Control System (ICS) traffic and the lack of traditional network equipment capabilities make it difficult for standard passive discovery techniques to detect ICS. Wedgbury et al. [19] introduce an overview and understanding of passive ICS discovery, and provide an experimental result to demonstrate the performance of existing passive asset discovery tools in an ICS environment where port mirroring technology is not universally supported. Mavrikas et al. [7] proposed two tools to realize automatic and completely passive discovery of the host and its operating system (OS), and proved that machine learning can improve detection performance in passive OS detection. The test results performed on real ICS network data show the effectiveness of the proposed method.

In general, the passive discovery technology of network assets discovers and analyzes various types of network asset information in the same way as active discovery. It also discovers varied network asset information by analyzing the fields in the network layer, transport layer, and application layer protocol response packets. Passive discovery has the characteristics of fast speed and wide range, and the explorer does not interact with the target object during the discovery process, there is no risk of exposure, and it does not affect the normal work of the target object. However, for specific network assets, passive discovery technology has the disadvantage of low effectiveness. Especially as encrypted traffic continues to replace plaintext traffic in the network, the practicality of passive asset detection technology at the application layer is also declining.

2.3. Discovery Technology Based on Cyberspace Search Engines. The asset discovery technology based on cyberspace search engines mainly uses search engines to explore equipment and service information in the entire cyberspace [20,21]. Cyberspace search engines are different from traditional search engines such as Google, Baidu, Bing and other comprehensive information search engines. They are mainly aimed at detecting online IP-based devices on the Internet, such as cameras, routers, printers, and even Industrial control equipment and nuclear industry equipment in the industrial control network, such as Shodan [22] and ZoomEye [23].

In general, the asset discovery technology based on cyberspace search engines can discover more detailed network asset information that cannot be discovered through active and passive discovery, and the detection speed is faster. However, the disadvantage is that it is impossible to detect the network asset information in the enterprise LAN, and it is difficult to detect specific network assets, and cannot meet the personalized detection requirements. For instance, the IP-based core network assets in this paper cannot be directly detected by cyberspace search engines because of the need to formulate specific detection strategies.

2.4. Analysis and Summary. The current asset discovery technologies mainly focus on identifying asset information such as operating systems and software versions in the network, using online identification based on network traffic, which can achieve excellent results in the corresponding asset discovery scenes. Besides various solutions for asset management using existing asset discovery technologies, excellent results can also be achieved in specific scenes. However, these methods have certain limitations in the diversified asset identification and core asset management scenes within the enterprise, and it is difficult to perform flexible and personalized IP-based network asset identification, such as the IP-based core asset identification scene in this article. Therefore, we need to find a detection technology that can effectively discover IP-based
core network assets after core assets are defined in a specific scene.

3. Analysis of the Features of IP-Based Core Network Assets

In this section, we analyze the features of IP-based core network assets in a specific scene and introduce the data preprocessing method.

3.1. Scene Analysis. We focus on the identification and discovery of IP-based core network assets. In this paper, we refer to all devices that can be controlled online based on IP as network assets, and divide these network assets into IP units. In a region, there are often a variety of different network assets. These assets can be divided into different asset groups from different perspectives, such as classification according to traffic, function, and service life. According to different regulations, we can flexibly assign different priorities and importance to various network assets, so that some of them are called IP-based core network assets.

In order to better manage network assets and formulate targeted asset protection measures, managers need to discover IP-based core assets in relevant regions. As shown in Figure 1, we show the conceptual diagram of the distribution of IP-based core network assets and IP-based noncore network assets, in which the core network assets are marked by the red grid. There are different network assets in cyberspace. These network assets can be divided into core assets and noncore assets under the artificial definition. We need to identify the core assets among them.

Specifically, we set up such a scene in this article: IP-based government agency websites and important facilities are regarded as IP-based core network assets, and then it is necessary to find an effective detection method to find relevant core network assets in the cyberspace. Based on this concept, we collect some corresponding core asset and noncore asset data in the Internet. Based on this dataset, we propose a detection technology based on neural network pretraining to detect IP-based core network assets.

3.2. Network Asset Data Features. In this paper, we use IP-based related filing information features for data analysis. Table 1 shows the relevant IP-based network asset feature information, including data features such as IP terminal allocation methods, access gateways, and operators. We believe that these features can effectively characterize whether the network asset behind this IP are core network asset, and the similarity in features also represents the similarity of the asset behind it. For instance, if a network asset and a core network asset have the same first-level filing unit, it means that it is probably also a core network asset.

3.3. Vectorization of Features. When IP features are used in neural network detection, they need to be vectorized first to convert raw features into digital features, and map the feature attributes of different discrete spaces into a unified continuous numerical space.

3.3.1. Combination of Feature Values. In this paper, we combine the features with attributes by similarity to reduce the sparseness of data features. For instance, the access method (access_method) may have multiple values. We take it as a set. If two IPs are not empty in the feature set of this feature, they will be set to the same feature value. Others such as the e-mail service port (e-mail_port), the open port (open_port) all adopt this method. This feature processing method can effectively reduce the sparsity of the feature space, so that the IP feature attributes of the same core network assets have a higher degree of similarity, and the detection difficulty is reduced.

3.3.2. Vectorization of Text Features. Many features in feature composition of the IP-based network asset are textual information, such as the end use unit (end_use_unit) and the first-level filing unit (first_level_filing_unit), etc. In the actual network environment, many text feature information is not completely consistent, but they have the same meaning. For instance, in the feature of the country where the IP is located (country_ip), “China” and “the People’s Republic of China” express the same meaning. Therefore, in this paper, we adopt the method of text escaping and similarity calculation to deal with this type of feature, and replace the text with the same meaning with one feature value. After the feature values are merged, each text feature is converted into digital information through category coding.

3.3.3. Normalization of Digital Features. In the feature composition of the IP-based network asset, after text features are converted to digital features, the initial vectorized features are formed by combining with the digital features (is_authority_server, is_recursive, etc.). Different digital features have different scopes and scales, and exist in different feature spaces. If the neural network is used directly to detect these features, it will fail due to the high range of feature values. Therefore, we need to normalize each feature. MinMax [24] can reduce the data to [0,1] while maintaining the original distribution relationship between features. In this paper, we use MinMax for normalization for each feature, as shown below:

$$x = \frac{x - \min x_i}{\max x_i - \min x_i}$$

(1)

3.4. Missing Features. In the actual network, the IP feature information is not complete. The same is true for various attributes in the IP attribute dataset collected in this paper, and there is a phenomenon of missing features. We believe that when characterizing whether the network asset behind an IP is the core network asset, not all features have the same weight, but different features have different characterization strengths. Therefore, we divide the relevant features in Table 1 into noncore features and core features based on
Figure 1: The conceptual diagram of the distribution of IP-based core network assets and IP-based noncore network assets.

Table 1: Feature composition of the IP-based network asset.

| Index | Attribute               | Interpretation                                                                 |
|-------|-------------------------|-------------------------------------------------------------------------------|
| 0     | end_distribution_method | The end distribution method (reserved, self-use, distribution and use, self-contained) |
| 1     | end_use_unit            | The end use unit of the IP                                                    |
| 2     | end_access_unit         | The end access unit of the IP                                                 |
| 3     | first_level_filing_unit | The first-level filing unit of the IP                                         |
| 4     | usage_method            | The usage method of the IP (dynamic, dynamic fixed network, dynamic mobile network, static, unused, unknown) |
| 5     | ag_of_ip                | The access gateway of the IP                                                  |
| 6     | prov_ag                 | The province where the access gateway is located                             |
| 7     | city_ag                 | The city where the access gateway is located                                  |
| 8     | county_ag               | The county where the access gateway is located                                |
| 9     | detail_addr_ag          | The detailed address of the access gateway                                    |
| 10    | country_ip              | The country where the IP is located                                           |
| 11    | prov_ip                 | The province where the IP is located                                          |
| 12    | city_ip                 | The city where the IP is located                                              |
| 13    | county_ip               | The county where the IP is located                                            |
| 14    | detail_addr_ip          | The detailed address of the IP                                                |
| 15    | as_num                  | The AS number of the IP                                                       |
| 16    | Operators               | The operators of the IP                                                       |
| 17    | is_routable             | Whether the IP is routable                                                    |
| 18    | prefix_bgp              | The BGP [22] prefix of the IP                                                 |
| 19    | prefix_bgp_as           | The BGP prefix of the AS number                                               |
| 20    | Longitude               | The longitude of the IP                                                       |
| 21    | Latitude                | The latitude of the IP                                                        |
| 22    | addr_type               | The address type of the IP (network address, end user address, service user address) |
| 23    | access_method           | The access method of the IP (dedicated line access, broadband access, mobile network access) |
| 24    | net_loc                 | The network location of the IP (core network, backbone network, metropolitan area network, access network, customer premises network) |
| 25    | cloud_serv              | The cloud service used by the IP                                              |
| 26    | Website                 | The website of the IP                                                         |
| 27    | is_authority_server     | Is it an authoritative server                                                  |
| 28    | is_recursive            | Is it a recursive server                                                      |
| 29    | is_recursive_req        | Is it a recursive request server                                               |
| 30    | is_idc                  | Is it Internet data center                                                    |
experience and experimental analysis, as shown in Table 2. Noncore features can assist the detector to determine whether it is an IP-based core network asset, but it does not play a decisive role. Core features have greater weight and have greater instructions for IP asset identification. In the collection of IP-based network asset data in this paper, we replace with 0 when noncore features are missing, and discard relevant samples when core features are missing.

### 4. Methodology

#### 4.1. Problem definition

In this paper, we identify IP-based core network assets. In order to generalize the detection problem, so as to cover similar detection scenes, we formalized the corresponding detection process as follows:

There is network asset feature \( X = R^d \), \( d \) means the feature space, \( Y = \{ \text{core network asset, non – network asset} \} \) means the asset category, i.e., the label space. There is a network asset dataset \( D = \{ (x_i, y_i) | i = 1, 2, \ldots, N; x_i \in X; y_i \in Y \} \). Our task is to find a detection function \( f \) that maps \( X \) from the feature space to the label space \( Y \). For a network asset sample \( x, f(x) \in Y \) is given as the label of the sample as to whether it is a core network asset.

#### 4.2. MAE-CAD

**4.2.1. Overview**

In this paper, we propose a detection method based on pretraining of multiple autoencoders, MAE-CAD, for the discovery of IP-based core network assets. First, build multiple unbalanced AutoEncoders (AEs) for unsupervised pretraining, mainly based on the idea of layer-by-layer pretraining of neural networks based on Stacked Auto Encoder (SAE). The encoder output in the previous AE is the encoder input of the next AE. After pretraining, encoders in AEs and a softmax classification layer are combined as the classifier of MAE-CAD, and the labeled dataset is used for the fine-tuning of the classifier parameters. As shown in Figure 2, we show the pretraining and fine-tuning phase of MAE-CAD; the details are described later.

**4.2.2. MAE**

The multiple autoencoder (MAE) in MAE-CAD is improved based on the traditional AutoEncoder (AE) and Stacked AutoEncoder (SAE). Traditional AE is a neural network which is an unsupervised learning algorithm which uses back propagation to generate output value which is almost close to the input value, and the infrastructure is shown in Figure 3. Both encoder and decoder form a neural network. The encoder learns the function \( h \) and performs feature extraction and feature dimensionality reduction on the input data \( x \) to obtain the intermediate feature \( z \). The decoder learns the function \( h^{-1} \) to reconstruct the intermediate feature \( z \) and restore it to \( x' \) with the same dimension as \( x. x' \) must be as same as \( x \) as possible. Sparse autoencoder is a single-layer AE, and both the encoder and the decoder consist of only one layer of neurons [25]. Traditional stacked autoencoder (SAE) is a neural network consisting of several layers of sparse autoencoders where output of each hidden layer is connected to the input of the successive hidden layer. The learned data from the previous layer is used as an input for the next layer and this continues until the training is completed [12]. A SAE selects one layer of layer-by-layer pretraining at a time, gradually extracts features, and then performs tasks such as classification.

In this paper, we use multiple AEs to form a pretrained neural network, MAE. Compared with single AE, MAE uses a stack of multiple AEs, and each AE is unbalanced. The encoder inside has more neurons and network layers than the decoder. Compared with SAE, MAE can be considered as a complex SAE, and MAE uses a similar method to SAE for pretraining. MAE is composed of unbalanced AEs instead of sparse autoencoders, i.e., the encoder in each AE is multi-layer and the decoder is single-layer, which can make the encoder in each AE have stronger feature extraction capabilities. Traditional SAE only pretrains a single layer of neural network layer-by-layer. Here, we explore the use of multiple layers for pretraining, so that the model can fit more complex functions, to extract more complete feature information from the input data.

**4.2.3. Pretraining**

As shown in the pretraining phase (a) in Figure 2, MAE takes the preprocessed IP-based network asset data features as input in the first AE \( 1 \). After AE \( 1 \) pretraining converges; its encoder output is used as the input of the next AE \( 2 \). By analogy, MAE gradually learns the characteristics of the input data, and performs feature abstraction and dimensionality reduction. The ability of MAE lies in its ability to gradually learn multiple expressions of the original data. Each AE is based on the intermediate features of the previous AE, which can extract more abstract and complex features. In addition, in this paper, AE uses the Mean Square Error (MSE) [10] loss function to calculate the
difference, and performs gradient backhaul to continuously update the parameters of the encoder and decoder in each AE. 

The $MSE$ is shown in Equation (2); the $x$ is the input of the encoder, the $x'_{ij}$ is the output of the decoder, and $d$ is the feature space dimension.

$$
MSE(x_i) = \frac{1}{d} \sum_{j=1}^{d} x_{ij}^2 - x'_{ij}^2; \quad i = 1, 2, \ldots, N. 
$$ (2)

We believe that the pretrained network fits the structure of the training data to a certain extent. This makes the initial value of the entire network in a suitable state, which is convenient for accelerating the iterative convergence in the fine-tuning phase and further improving performance.

4.2.4. Fine-Tuning. As shown in the fine-tuning stage (b) in Figure 2, after training the AEs structure in the MAE above, we discard the decoding process, connect the encoders of each AE, and then connect a softmax classification layer to form a classifier. At this time, the parameters of the pretrained classifier have been adjusted to a state suitable for processing data, and it has certain dimensionality reduction and feature extraction capabilities. Then, we use the labeled data as the input of the classifier, perform supervised learning, and fine-tune the model parameters, which can further improve the detection ability of the classifier in a specific direction. Since it is a 2-classification, we use the Binary Cross Entropy (BCE) [26] loss to calculate the

| Core feature composition of the IP-based network asset. |
|----------------------------------|
| end_distribution_method, end_use_unit, end_access_unit, first_level_filing_unit, usage_method, ag_of_ip, as_num, is_routable, prefix_bgp, net_loc, is_authority_server, is_recursive, is_recursive_req, opera_sys, open_port, e-mail_port, e-mail_cat, online_rate |

Figure 2: The overall detection process of MAE-CAD. (a) the pretraining phase. (b) the fine-tuning phase.

Figure 3: The infrastructure of traditional AE.
gradient and fine-tune the classifier parameters, as shown in Equation (3).

\[
BCE(x_i) = y_i \ln(y_i) + (1 - y_i) \ln(1 - y_i); \quad \hat{y}_i = \text{Classifier}(x_i); \quad i = 1, 2, \ldots, N.
\]  

4.3. Algorithm. MAE-CAD consists of the phases of building MAE, unsupervised pretraining, and supervised fine-tuning with IP-based network asset data. In this paper, combined with the data preprocessing method, we show the overall training and detection process of MAE-CAD in the form of an algorithm, as shown in Algorithm 1.

The input is the labeled IP-based network asset dataset \( D = \{(x_i, y_i) | i = 1, 2, \ldots, N; x_i \in X; y_i \in Y\} \), the unlabeled auxiliary IP-based network asset dataset \( D' = \{x_i | i = 1, 2, \ldots, N'; x_i \in X\} \), and the IP-based network asset dataset to be detected \( S' = \{x_i | i = 1, 2, \ldots, N''; x_i \in X\} \), and various hyperparameter sets \( P \) (number of neurons, number of trainings, etc.) required by MAE-CAD. The output is the labeled dataset \( S = \{(x_i, y_i) | i = 1, 2, \ldots, N''; x_i \in X; y_i \in Y\} \) that gives results for each sample in \( S' \).

The algorithm is divided into three stages. In the data preprocessing phase, the data are processed into a format suitable for neural network according to the method in Section 3. In the model construction phase, a neural network MSE composed of multiple AEs is established. In the pretraining phase, unsupervised pretraining is performed on the MAE and the model parameters are adjusted. In the fine-tuning phase, encoders in the MAE are extracted, and a softmax layer is added to form the classifier, and supervised data are used for fine-tuning. In the detection phase, the network asset data to be detected is judged and the corresponding result is given.

5. Experiment and Evaluation

5.1. Dataset. Data are the most important resource for practical research. Limited by permissions and privacy and security protection, there is no relevant dataset on IP-based network assets in the current network environment. Therefore, in order to be more complete and more authentic, we have invested a lot of work in collecting and labeling IP-based network asset data. In this paper, we cooperate with relevant security units to collect and clean up IP-based network asset datasets from the Internet. And, with government agency websites and important facilities as core network assets, data feature analyses are carried out. Due to security and privacy protection, these data have been desensitized to ensure that relevant information will not cause privacy leakage to others while supporting research.

Specifically, the data set consists of IP-based core network asset information, IP-based noncore network asset information data, and a large amount of unlabeled information, as shown in Table 3. Among them, there are 98,901 samples of core asset data. There are 1 million samples of noncore asset data, and the remaining unlabeled data reaches 10 million. The data labeling method is that the relevant service provider performs labeling through internal whitelisting and partial manual verification. Based on this approach, we annotate part of the core network asset data and noncore network asset data, hoping to conduct effective semi-supervised learning based on a small number of labeled data and a large unlabeled data.

5.2. Evaluation Metrics and Environmental Configuration.

In this section, we evaluate MAE-CAD. First, introduce the configuration of related experiments. Then compare MAE-CAD with other methods, and finally, make a self-comparison.

5.2.1. Evaluation Metrics. In this paper, we use IP-based core network asset data as positive samples, and IP-based noncore network assets as negative samples. \( TP \) represents the number of positive samples detected as positive samples, and \( FP \) represents the number of negative samples detected as positive samples. \( TN \) represents the number of negative samples detected as negative samples, and \( FN \) represents the number of positive samples detected as negative samples. Based on these data, we use the accuracy \( Acc \), the precision \( P \), and the recall \( R \) as the basic detection metrics, as shown in Equation 4. In addition, \( F1 \) is also used to verify the comprehensive performance of the model in detecting network assets (see Equation 5). Because the same experiment will be repeated \( k \) times and will produce multiple indicators of the same type, here we calculate the macro average to get the result.

\[
\text{Acc} = \frac{1}{k} \sum_{j=1}^{k} \frac{TP_j + TN_j}{TP_j + TN_j + FP_j + FN_j},
\]

\[
P = \frac{1}{k} \sum_{j=1}^{k} \frac{TP_j}{TP_j + FP_j},
\]

\[
R = \frac{1}{k} \sum_{j=1}^{k} \frac{TP_j}{TP_j + FN_j},
\]

\[
F1 = \frac{1}{k} \sum_{j=1}^{k} \frac{2 \times P_j \times R_j}{P_j + R_j}.
\]

5.2.2. Environmental Configuration. The system environment is Ubuntu16.04 LTS. The hardware facilities are 64-core CPU and 64G memory. Pytorch is used to implement the MAE-CAD.
Based on experience and previous experimental results, we set some hyperparameters for the model and related experiments. For the model structure, MAE-CAD uses the Dense layer as the basic network layer to construct a classifier structure of 40-1024-512-256-128-32-2. Among them, 40-1024-512-256 belongs to the encoder of AE 1 in MAE (the corresponding decoder structure is 256-40), and 128-32 belongs to the encoder of the AE 2 in MAE (the corresponding decoder structure is 32-256), 32-2 belongs to the softmax classification layer. The activation functions of the pretraining phase and the fine-tuning phase are both LeakyReLU (negative_slope = 0.2) [27], and the optimization functions are both Adam [28]. The learning rate of Adam in the pretraining phase is 1e-3, and in the fine-tuning phase is 0.5 × 1e-3. The dropout (drop_rate = 0.3) [29] is also used in the fine-tuning phase. For the basic hyperparameters of the experiment, the number of repetitions of the same experiment k = 5. For the data configuration, by default, the positive/negative ratio of data samples in the training set and test set are roughly 1:1 after deduplication. Both the training set and the test set are randomly selected from the raw dataset, and there is no intersection between the two to ensure the effectiveness of the detection.

5.3. Comparison with Other Methods. As there is no relevant research on IP-based core network asset discovery before, we chose classic machine learning methods (Bayes [30], Logistic Regression (LR) [31], Decision Tree (DT) [32], Support Vector Machine (SVM) [33]) for comparison, and these methods are widely used in network asset discovery. For instance, Mavrakis et al. [7] verify that the use of machine learning in the passive discovery of ICS network assets can produce promising performance improvements.

The experimental results are shown in Table 4. Compared with the traditional methods, the MAE-CAD method has better performance, and is optimized in 3 of the 4 metrics. Although SVM has the highest recall R of 98.06%, its accuracy Acc is only 84.21%, which means that it has identified many IP-based noncore network assets as core network assets, increasing the false negatives. In contrast, MAE-CAD has a better trade-off between false positives and false negatives, and can get 94.55% in Acc and 95.54% in R. Therefore, MAE-CAD has the best overall performance.

5.4. Self-Comparison of MAE-CAD

5.4.1. Efficiency of Pretraining. In this paper, we verify the performance improvement brought by pretraining in MAE-CAD. We set the neural network layer structure of this MAE-CAD classifier as 40-1024-512-256-128-32-2, and the specific MAE structure is set as shown in Table 5. We perform pretraining based on MAEs with different numbers of AEs to explore its impact on the final detection.

Figure 4 shows the convergence results of the accuracy in the training set during the fine-tuning phase under the different conditions, and MAE-CAD can reach convergence under these conditions. In general, the use of pretraining can effectively improve the detection performance of the model, and the best convergence result can be obtained when MAE-CAD has 2 AEs in MAE for pretraining.

Table 6 shows the various metrics of MAE-CAD with different AEs in the test set. Similarly, the pretrained MAE-
CAD with 2 AEs has the best comprehensive detection performance, and its Acc and F1 can reach 95.74% and 95.04%, respectively.

However, it should also be noted that there is a situation when the number of AEs in MAE increases during pre-training, the convergence effect of the combined classifier and the final detection result will decrease, even lower than MAE-CAD without pretraining. For instance, in the structure 40-1024-512-256-128-32-2, when the number of AEs in the MAE reaches 3 and 5 (this is equivalent to pretraining the MAE layer-by-layer), the convergence and detection effect of MAE-CAD is lower than no pretraining. This is because the ability of MAE in MAE-CAD to extract features of IP-based network asset data still has certain limitations. When the number of AEs is too large and MAE needs to stack pretrained deeper networks, the model is easy to overfit and the parameters are adjusted to a fixed range, which makes it difficult for the classifier to adapt to labeled data in the fine-tuning phase. However, we believe that adding pretraining and constructing MAE with a suitable structure can improve the classifier’s ability to discover IP-based core network assets.

### 5.4.2. Robustness of MAE-CAD

In the actual network environment, the core network assets in a region often account for a small proportion, and other noncore network assets account for a large proportion, and the data of the two are extremely unbalanced.

Therefore, whether an asset discovery method still has good detection performance in an unbalanced experimental environment is one of the key factors for its application in the actual network environment. In order to measure the detection performance of MAE-CAD in different

| Methods     | Acc (%) | P (%)   | R (%)   | F1 (%) |
|-------------|---------|---------|---------|--------|
| Bayes       | 61.81   | 53.48   | 81.24   | 64.50  |
| LR          | 92.51   | 87.32   | 96.46   | 91.66  |
| DT          | 92.30   | 86.25   | 97.52   | 91.54  |
| SVM         | 91.32   | 84.21   | 98.06   | 90.61  |
| MAE-CAD     | 95.74   | 94.55   | 95.54   | 95.04  |

| Pre-training method | No pre-training | Pre-training with 1 AE | Pre-training with 2 AEs | Pre-training with 3 AEs | Pre-training with 5 AEs |
|---------------------|-----------------|------------------------|-------------------------|-------------------------|-------------------------|
| Acc (%)             | 95.45           | 95.51                  | 95.74                   | 94.31                   | 94.26                   |
| P (%)               | 93.56           | 93.31                  | 94.55                   | 90.70                   | 91.09                   |
| R (%)               | 95.95           | 96.39                  | 95.54                   | 96.58                   | 95.94                   |
| F1 (%)              | 94.74           | 94.83                  | 95.04                   | 93.55                   | 93.45                   |
environments, here we design training scenes of core-network-assets: non-core-network-assets with different proportions. MAE-CAD is trained separately based on these training sets of different proportions, and then tested on the same test set to test the robustness of the model.

The recall convergence process of MAE-CAD with different ratio of core-network-assets (positive samples): noncore-network-assets (negative samples) in the training set during the fine-tuning phase is shown in Figure 5. When the number of positive samples in the training set, that is, the number of the IP-based core network asset data, decreases to the model’s ability to detect positive samples continues to decline, and the degree of volatility continues to increase. When it drops to 1/200, the recall R can only converge to around 90%. This is because the positive samples in the training set continue to decrease, and the severe data imbalance causes the model to fit more features of the negative samples during the training process, so it is easier to judge an unknown sample as a negative sample (noncore network asset). This leads to a decline in recall rates.

However, MAE-CAD has powerful feature extraction capabilities. Even when the ratio of positive and negative samples in the training set, that is, the ratio of IP-based core network assets to nonco network assets reaches 1:200, MAE-CAD can still achieve convergence. The experimental detection results of MAE-CAD trained with the training set of different proportions are shown in Table 7. MAE-CAD has excellent performance under different conditions, and it can still get the excellent performance of $\text{Acc} = 92.91\%$, $F1 = 91.57\%$, $R = 90.20\%$ at the ratio of 1:200.

6. Discussion

For the selection of hyperparameters, due to too the many choices of hyperparameters, the search space is huge. In this paper, a series of hyperparameters are set based on experience and previous experimental basis. For hyperparameters with multiple optional values, we use grid search to determine the optimal feature combination.

For the problem of offline identification, there are obstacles to the collection of IP-based core network asset data. The distribution of these data in the cyberspace is very sparse and complex, and it is difficult to use automated technical means to collect and clean up diverse IP network asset information. Therefore, these data are currently cleaned and identified offline.

For the detection in the actual network environment, because many IP-based network assets in the actual network environment have the same features, MAE-CAD will detect many identical IP feature information. Under this premise, MAE-CAD can reach $\text{Acc} = 98.11\%$, $P = 96.92\%$, $R = 97.40\%$, $F1 = 97.16\%$.

For the division of IP-based core network assets, we regard IPs of government agency websites and important facilities as the core network assets. But the definition of core assets is flexible and has different concepts in different scenes. In addition, apart from the division of core assets and noncore assets, different IP-based network assets have multiple levels. In a more complex scene, network assets cannot simply be classified into two categories. Therefore, the research of network asset discovery based on multiple levels is also our next research work.

7. Conclusion

Focusing on the identification of IP-based assets in the Internet, we propose the concept of IP-based core network assets. We collect data about relevant network assets based on this concept, and establish feature engineering to perform data preprocessing. In addition, we propose an IP-based core network asset discovery technology based on pretrained multiple autoencoders, MAE-CAD. Compared with traditional machine learning methods, our method can obtain 95.74% in $\text{Acc}$ and 95.04% in $F1$. In the actual network environment, due to the duplication of asset characteristics, MAE-CAD can reach $\text{Acc} = 98.11\%$ and $F1 = 97.16\%$. More importantly, under the condition of unbalanced data (core network assets: noncore network assets=1:200 in the training set), 92.91% in $\text{Acc}$ and 91.57% in $F1$ can still be
obtained. This shows that MAE-CAD has excellent robustness.

We will further expand the dataset, establish a more diversified network asset information database, and develop a multi-level classification plan for network assets. Then, we will also study online detection solutions to achieve real-time monitoring.
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