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Abstract—Deep learning-based person Re-IDentification (ReID) often requires a large amount of training data to achieve good performance. Thus it appears that collecting more training data from diverse environments tends to improve the ReID performance. This paper re-examines this common belief and makes a somehow surprising observation: using more samples, i.e., training with samples from multiple datasets, does not necessarily lead to better performance by using the popular ReID models. In some cases, training with more samples may even hurt the performance of the evaluation is carried out in one of those datasets. We postulate that this phenomenon is due to the incapability of the standard network in adapting to diverse environments. To overcome this issue, we propose an approach called Domain-Camera-Sample Dynamic network (DCSD) whose parameters can be adaptive to various factors. Specifically, we consider the internal domain-related factor that can be identified from the input features, and external domain-related factors, such as dataset IDs or camera information. Our discovery is that training with such an adaptive model can better benefit from more training samples. Experimental results show that our DCSD can greatly boost the performance (up to 12.3%) while joint training in multiple datasets.
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I. INTRODUCTION

Due to the urgent demand for public security and the increasing number of surveillance cameras on campus, parks, streets, and shopping malls, person Re-IDentification (ReID) embraces many applications in intelligent video surveillance and presents a significant challenge in computer vision. ReID, as an important application of deep metric learning, aims to retrieve the images with the same identity of queries. The common solution is to construct an embedding space such that samples with identical identities (IDs) are gathered while samples with different IDs are well separated. Presently, deep learning methods dominate this community, with convincing superiority against hand-crafted competitors. The development of deep convolution network [1], [2] introduces a more powerful representation method for pedestrian images, which boosts the performance of ReID to a high level.

In real scenarios, there may be few person images in some special domains. In order to improve the performance of the models deployed in the domain, researchers may use more person images collected from other domains for joint training. Please note that the model is jointly trained on multiple domains during training, but only deployed on one of the source domains during the test phase. Generally speaking, the performance of deep convolution network on vision tasks increases based on the volume of training data size [3]. That means the more data, the better performance should be. However, as Table II shows, when multiple domains are jointly trained, the performance of person ReID is even worse than that of each domain independently trained. We call it domain conflict problem. The domain conflicts may come from three different aspects: datasets (domain), cameras, and samples. Different person ReID datasets are collected from different regions and times, resulting in great differences in appearance. As shown in Figure 2, people in CUHK-SYSU wear cool clothes and often go to shopping malls, but people in MSMT17 wear warm clothes. [4] highlight the presence of camera-level sub-domains as a unique characteristic in person ReID. And some works [5] treat each sample as an independent micro domain. Extracting robust feature representation is a key challenge in ReID. However, it is difficult for a traditional static network to extract robust feature representations in all domains. Because once the traditional convolution network is trained, the network parameters are fixed. Due to the domain conflict problem, it will be difficult for a traditional approach to deal with the data of all domains at the same time, especially when the data distribution of these domains is very different.

In this work, we propose a Domain-Camera-Sample Dynamic network (DCSD) to solve the domain conflict problem. When there is little training data in the current domain, DCSD can combine the data of other domains for joint training without domain conflict problems, so as to
improve the performance of the model when deployed in the current domain. Unlike the fixed network parameters, DCSD can simultaneously consider the domain, camera, and sample information to generate the sample-specific network. We use three different levels of domain-related information to generate network parameters, the key insight is that datasets, cameras, and samples are different levels of factors that lead to shifts in data distribution. For example, there are location and season bias among different datasets, illumination and angle bias among different cameras, and micro-specific bias among samples.

In summary, the contribution of this study is three-fold:

- In this work, we deliver some surprising findings that the performance of joint training in multiple-person ReID datasets is not as effective as that of individual training in each domain.
- We propose a Domain-Camera-Sample Dynamic network (DCSD) to solve the domain conflict problem. It simultaneously considering the domain, camera, and sample information to generate the sample-specific network.
- By conducting extensive experiments on various person ReID datasets, we demonstrate the superior performance of the proposed DCSD and show that it can lead to consistent performance improvement when the model is jointly trained on multiple domains. And we also achieve new state-of-the-art performance on multiple ReID benchmarks.

### II. RELATED WORK

#### A. Domain Adaptation

Domain gap often exists between multiple datasets, and many researchers study on the domain adaptation problem. [6] propose unsupervised domain adaptation of deep feed-forward architectures, which allows large-scale training based on a large amount of annotated data in the source domain and a large amount of unannotated data in the target domain. Similar to many previous shallow and deep domain adaptive techniques, the adaptation is achieved through aligning the distributions of features across the two domains. Such ideas have appeared in other works [7], [8]. Recent GAN methods [9], [10], [11] use an adversarial approach to learn a transformation in the pixel space from one domain to another. The methods seek to find a domain-invariant feature space using the maximum mean discrepancy for this purpose is also achieved superior results to a certain extent. Dynamic transfer for multi-source domain adaptation [5] across multiple domains and unifies multiple source domains into a single source domain, which simplifies the alignment between source and target domains. [12] proposed a multi-source framework from two perspectives, i.e. domain-specific view and domain-fusion view, for the unsupervised domain adaptive person ReID. The above domain adaptation methods focus on how to improve the performance of the target domain, and the target domain studied in this paper is one of source domains.

#### B. Dynamic Convolution

The convolution operator is the core of convolutional neural networks (CNNs) and occupies the most computation cost. In order to address the issue that light-weight convolutional neural networks (CNNs) suffer performance degradation as their low computational budgets constrain both the depth (number of convolution layers) and the width (number of channels) of CNNs, dynamic convolution, a new design method that
increases model complexity without increasing the network depth or width. Instead of using a single convolution kernel per layer, [13] aggregates multiple parallel convolution kernels dynamically based upon their attention, which are input dependent. Assembling multiple kernels is not only computationally efficient due to the small kernel size, but also has more representation power since these kernels are aggregated in a non-linear way via attention. [14] propose a novel dynamic convolution method to adaptively generate convolution kernels based on image content, which reduces the redundant computation cost existed in conventional convolution kernels. [15] propose an effective and efficient operator for visual representation learning, reversing the design principles of convolution and generalizing the formulation of self-attention, which are able to disclose the underlying relationship between self-attention and convolution. [16] propose a lightweight content-adaptive filtering technique called DDF, which the main subject is to predict decoupled spatial and channel dynamic filters. This method can seamlessly replace standard convolution layers, consistently improving the performance of ResNets while also reducing model parameters and computational costs.

Most of these methods use dynamic convolution to get a larger model capacity. These methods generate different parameters according to different input features. And domain, camera, and sample are the three factors that cause large domain shifts in person ReID. The proposed DCSD method uses three information to generate model parameters. It reduces the domain conflict between multiple datasets and improves the performance of multi-domain joint training.

III. APPROACH

In person Re-ID, there is a common problem of domain gap between different datasets, and even sub-domain gap exist between different cameras in the same dataset. Therefore, there are a lot of works on domain transfer for person Re-ID, that is, training in one domain and testing in another domain. However, few researchers have studied the domain conflict problem when training in multiple domains and testing in one of them.

From our experiments, we found that the performance of multiple Re-ID datasets in joint training is even worse than that of trained on single dataset. Further more, datasets with many cameras may have sub-domain conflicts problems. A static model is difficult to handle multiple datasets with large domain variances. Therefore, we propose a Domain-Camera-Sample Dynamic convolution module, which can generate a sample specific network according to the domain and camera information of each sample, so as to reduce the learning burden of the network and improve performance.

As shown in Figure 4, the DCSD is a $K \times K$ depthwise dynamic convolution, and its parameters are generated by its domain, camera and sample information. The domain information and camera information are predicted by the input feature with two MLPs, and then the input feature, domain information and camera information are added together to generating the convolution parameters. The input feature (sample information) is from the sample, which is an internal factor, while the domain information and camera information are external factors. In the process of generating convolution parameters, we use two branches, spatial branch and channel branch, to reduce the memory consumption. The spatial branch generates the features ($K \times K \times H \times W$) through a $1 \times 1$ convolution, and the channel branch generates the features ($K \times K \times C$) through two layers of fully connection. During the convolution operation, the corresponding ($K \times K$) kernel is obtained from the outputs from the two branches according to the spatial position and channel position, and they are multiplied to obtain the final ($K \times K$) kernel for the current position. We can use DCSD module to replace the standard convolution in the classical model to realize the DCSD model. In this paper, we use DCSD ($K = 3$) to replace all ($3 \times 3$) convolution layers in ResNet50, which is called ResNet50-DCSD.

A. DCSD Module

To better understand our approach, we give a brief review of the standard convolution. The input feature can be written as $X \in \mathbb{R}^{H \times W \times C}$, where $H$, $W$ and $C$ are height, width and number of channels of the input $X$ respectively. The convolution kernel of the standard convolution is $W \in \mathbb{R}^{K \times K \times C \times C'}$, where $K$ is the kernel size. If $pad = K - 1$ and $stride = 1$, then the output feature is $output \in \mathbb{R}^{H \times W \times C'}$, $C'$ is the output channels. And the convolution operation (ignore the bias) can be written as

$$\text{Output}_{k,l,c'} = \sum_{i,j,c} W_{i,j,c,c'} \cdot X_{k+i-1,l+j-1,c} \quad (1)$$

In dynamic convolution, the model needs to generate convolution parameters before the convolution operation. If the convolution kernel parameters are generated directly for standard convolution, the model size and computational cost will be extremely vast. In order to decrease the model size and computation cost, some methods [15], [16] use depthwise dynamic convolution instead of standard convolution. We also use depthwise dynamic convolution in DCSD, but there are some subtle details in DCSD are distinct from the normal methodologies. The parameters of our depthwise version of
dynamic convolution are jointly generated by domain, camera and sample information. The DCSD module can be written as

$$W = DCSD(X, \text{Domain} \cdot \text{detach}(), \text{Camera} \cdot \text{detach}())$$

where $X$ is the feature extracted from the sample, the information of Domain and Camera is predicted by $X$ through two MLPs, and the domain ID and camera ID are used for supervision training by cross entropy losses. We cut off the gradient propagation for Domain and Camera for making Domain and Camera only supervised by domain ID and camera ID. $\text{detach}()$ means that it detaches the output from the computational graph, so no gradient will be back propagated along the variable. As Figure 4 shows, DCSD generates convolution parameters through domain, camera and sample information, and then the convolution parameters are applied to the input feature.

The models in our experiments are trained by jointly minimizing the triplet loss and the cross-entropy losses. The cross-entropy losses include sample ID classification loss, domain ID classification losses and camera ID classification losses. Specifically, for $N$ vehicle image samples selected from $M$ IDs, the triplet loss can be formulated as

$$L_{tri} = \frac{1}{N} \sum_{i=1}^{N} \left[ D(x_i, x_i^p) - D(x_i, x_i^n) + \alpha \right]_+,$$

where $x_i, x_i^p,$ and $x_i^n$ denote the anchor, positive and negative samples respectively. In practice, we often choose the farthest positive sample and the closest negative sample in the batch to form a hard triplet. $D(\cdot)$ is a distance metric and $\alpha$ is a predefined margin scalar (e.g., 0.3). The $[\cdot]_+$ denotes $\max([\cdot], 0)$.

The cross-entropy loss can be defined as

$$L_{ce} = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{M} [y_i = j] \cdot \log(\text{Prob}_{i,j}),$$

where $[\cdot]$ denotes the indicator function and $y_i$ is the ground truth ID for the $i$-th sample. $\text{Prob}_{i,j}$ is the predicted probability for $i$-th sample belonging to the ID $j$. Note that, in our experiment, there are three different types of IDs: domain ID, camera ID and sample ID. Then the total loss is:

$$L_{total} = L_{tri} + L_{ce}^{\text{Sample}} + \frac{1}{B} \sum_{i=1}^{B} L_{ce}^{\text{Domain}} + \frac{1}{B} \sum_{i=1}^{B} L_{ce}^{\text{Camera}}$$

where $B$ is the number of BottleNeck in the model.

B. Global Camera ID

Our DCSD requires domain ID and camera ID as input information. We number datasets and use the index as their domain IDs, so each dataset has a unique domain ID. Because camera ID already existed in the datasets, there may be the same camera ID among datasets, so we need to use the global camera ID. In other words, we uniformly number all cameras among multiple datasets. The numbering method is shown in figure 3.
sets. We used 2,900 query persons, with each query containing both query and gallery sets instead of using variable gallery bounding box annotation. For testing on this dataset, we fixed modified the original dataset by using the ground-truth person CUHK-SYSU [39] were originally used for person search camera. including 5 testing set. View overlapping exists among different cameras, 751 persons of six camera views. It is collected from Tsinghua University and the pictures are from the outdoors. There are 365 identities in the training set and 750 identities in the testing set. View overlapping exists among different cameras, including 5 high-resolution cameras, and a low-resolution camera.

CUHK-SYSU [39] were originally used for person search which is collected from street snap and movies. And we modified the original dataset by using the ground-truth person bounding box annotation. For testing on this dataset, we fixed both query and gallery sets instead of using variable gallery sets. We used 2,900 query persons, with each query containing at least one image in the gallery. Note that CUHK-SYSU lacks camera ID information, so the cross-camera setting is ignored during the evaluation phase.

**A. Datasets**

We conduct extensive experiments on five public person ReID datasets, *i.e.*, Market1501, CUHK-SYSU, DukeMTMC, CUHK03 and MSMT17. The detailed statistics of person Re-Identification datasets are shown in Table [1]. For the joint training of multiple datasets, we mix the five datasets together and take random samples for training. The Cumulative Match Curve (CMC) at Rank-1 and the mean Average Precision (mAP) are used as the evaluation criteria.

**Market1501** [38] contains 32,668 images of 1,501 labeled persons of six camera views. It is collected from Tsinghua University and the pictures are from the outdoors. There are 751 identities in the training set and 750 identities in the testing set. View overlapping exists among different cameras, including 5 high-resolution cameras, and a low-resolution camera.

**CUHK-SYSU** [39] were originally used for person search which is collected from street snap and movies. And we modified the original dataset by using the ground-truth person bounding box annotation. For testing on this dataset, we fixed both query and gallery sets instead of using variable gallery sets. We used 2,900 query persons, with each query containing at least one image in the gallery. Note that CUHK-SYSU lacks camera ID information, so the cross-camera setting is ignored during the evaluation phase.

**Duke** [40] is a subset of the DukeMTMC used for person re-identification by images. It is collected from Duke University and the pictures are from the outdoors. It consists of 36,411 images of 1,812 persons from 8 high-resolution cameras. 16,522 images of 702 persons are randomly selected from the dataset as the training set, and the remaining 702 persons are divided into the testing set where contains 2,228 query images and 17,661 gallery images.

**CUHK03** [41] is collected from The Chinese University of Hong Kong and the pictures are from the indoors and outdoors. It has two ways of annotating bounding box including labelled by humans or detected from deformable part models (DPMs). The labeled dataset includes 7,365 training, 1,400 query and 5,328 gallery images while detected dataset consists of 7,365 training, 1,400 query and 5,328 gallery images. We use the labeled dataset as default.

**MSMT17** [42] is the current largest publicly available person Re-ID dataset. It has 126,441 images of 4,101 identities from indoors and outdoors. The video is collected with different weather conditions at three-time slots (morning, noon, afternoon). All annotations, including camera IDs, weathers, and time slots, are available.

### IV. EXPERIMENTS

We conduct extensive experiments on five public person ReID datasets, *i.e.*, Market1501, CUHK-SYSU, DukeMTMC, CUHK03 and MSMT17. The detailed statistics of person Re-Identification datasets are shown in Table [1].

#### Table II

| Method                      | CUHK03(L) Rank-1 mAP | CUHK-SYSU Rank-1 mAP | Market1501 Rank-1 mAP | Duke Rank-1 mAP | MSMT17 Rank-1 mAP |
|-----------------------------|-----------------------|----------------------|------------------------|----------------|-------------------|
| IDE [17]                    | 43.8                  | 38.9                 | 85.3                   | 73.2           | 52.8              |
| Gp-reid [18]                | -                     | -                    | 92.2                   | 85.2           | 72.8              |
| MGCM [19]                   | 50.1                  | 50.2                 | 83.8                   | -              | -                 |
| MaskReID [20]               | -                     | -                    | 90.0                   | 78.9           | 61.9              |
| AACN [21]                   | -                     | -                    | 85.9                   | 76.8           | 59.3              |
| SPRID [22]                  | -                     | -                    | 92.5                   | 84.4           | 71.0              |
| HA-CNN [23]                 | 44.4                  | 41.0                 | 91.2                   | 80.5           | 63.8              |
| DuATM [24]                  | 69.0                  | 63.9                 | 91.4                   | 76.6           | 64.6              |
| Mancs [25]                  | 68.0                  | 67.4                 | 95.7                   | 86.9           | 78.4              |
| MGN [26]                    | 63.9                  | 57.5                 | 94.2                   | 82.7           | 74.3              |
| HPM [27]                    | 78.9                  | 75.2                 | 95.7                   | 87.6           | 74.3              |
| DSA-reID [28]               | 72.3                  | 67.8                 | 94.8                   | 88.6           | 73.5              |
| OSNet [29]                  | 72.4                  | -                    | 94.4                   | 87.1           | 73.4              |
| IANet [30]                  | 76.5                  | 74.1                 | 95.3                   | 88.6           | 80.0              |
| ISP [31]                    | 76.5                  | 74.1                 | 95.3                   | 88.6           | 80.0              |
| TransReID (DeiT-S/16) [32]  | 69.1                  | 67.3                 | 86.0                   | 86.4           | 76.8              |
| BoT [33]                    | 67.5                  | 65.7                 | 89.3                   | 86.0           | 75.9              |
| BoT (Joint Training)        | 66.8                  | 66.5                 | 85.6                   | 88.6           | 79.0              |
| BoT-DCSD                    | 79.4                  | 78.0                 | 91.3                   | 89.6           | 80.6              |
| BoT-DCSD (Joint Training)   | +11.9                 | +12.3                | +19                    | +2.2           | +4.9              |
| Joint Training Gain         |                       |                      |                       | +3.6           | +4.7              |
| AGW [34]                    | 75.1                  | 73.4                 | 88.7                   | 89.2           | 79.4              |
| AGW (Joint Training)        | 70.3                  | 69.1                 | 90.8                   | 88.0           | 78.5              |
| AGW-DCSD                    | 77.2                  | 74.3                 | 83.6                   | 89.6           | 80.3              |
| AGW-DCSD (Joint Training)   | 80.9                  | **78.8**             | **92.7**               | **91.4**       | **89.3**          |
| Joint Training Gain         | +10.6                 | +9.7                 | +0.9                   | +0.6           | +1.7              |

"B PERFORMANCE GAP BETWEEN OT/AGW (JOINT TRAINING) AND "BO/AGW + DCSD (JOINT TRAINING)".
### TABLE III

The multi-domain joint training performance (%) comparisons with the state-of-the-arts domain generalization methods on CUHK03, Market1501, Duke and MSMT17. Each row is trained on the same source domain, and then test the performance on different target domains. **Bold** fonts represent the best, “*” means by our implementation.

| Method          | Source | CUHK03(L) Rank-1 mAP | CUHK-SYSU Rank-1 mAP | Market1501 Rank-1 mAP | Duke Rank-1 mAP | MSMT17 Rank-1 mAP |
|-----------------|--------|----------------------|----------------------|-----------------------|----------------|-------------------|
| BoT (Baseline)  | CUHK03(L) | 69.1 | 6.7 | 70.2 | 70.3 | 46.3 | 22.3 | 19.9 | 10.5 | 7.1 | 2.1 |
| BoT-DN*         | CUHK03(L) | 59.6 | 5.7 | 68.6 | 65.2 | 58.1 | 30.6 | 43.1 | 24.6 | 18.3 | 5.7 |
| BoT-SNR*        | CUHK03(L) | 71.9 | 7.0 | 76.7 | 74.5 | 65.4 | 38.9 | 41.2 | 25.6 | 22.1 | 7.5 |
| BoT-DCSD (Ours) | CUHK03(L) | 66.6 | 6.5 | 89.6 | 88.3 | 93.1 | 81.8 | 84.5 | 72.7 | 74.6 | 49.2 |
|                 | CUHK-SYSU | 71.9 | 7.0 | 76.7 | 74.5 | 65.4 | 38.9 | 41.2 | 25.6 | 22.1 | 7.5 |
|                 | Market1501 | 14.3 | 1.4 | 73.9 | 71.2 | 92.6 | 81.8 | 48.9 | 29.5 | 19.1 | 6.5 |
|                 | Duke | 8.8 | 0.8 | 63.8 | 61.0 | 57.1 | 28.2 | 85.8 | 71.4 | 21.7 | 6.9 |
|                 | MSMT17 | 14.7 | 1.5 | 75.0 | 72.3 | 92.7 | 89.2 | 85.8 | 71.4 | 21.7 | 6.9 |
|                 | Joint Training | 66.8 | 6.5 | 89.6 | 88.3 | 93.1 | 81.8 | 84.5 | 72.7 | 74.6 | 49.2 |
|                 | CUHK03(L) | 66.6 | 6.5 | 89.6 | 88.3 | 93.1 | 81.8 | 84.5 | 72.7 | 74.6 | 49.2 |
|                 | CUHK-SYSU | 71.9 | 7.0 | 76.7 | 74.5 | 65.4 | 38.9 | 41.2 | 25.6 | 22.1 | 7.5 |
|                 | Market1501 | 17.6 | 1.7 | 79.7 | 77.2 | 95.0 | 86.4 | 49.7 | 32.4 | 21.1 | 7.6 |
|                 | Duke | 11.0 | 1.0 | 73.8 | 71.1 | 62.1 | 33.0 | 89.1 | 77.5 | 26.7 | 9.1 |
|                 | MSMT17 | 16.9 | 1.7 | 81.3 | 78.5 | 64.4 | 37.4 | 63.4 | 45.6 | 77.3 | 52.3 |
|                 | Joint Training | 66.6 | 6.5 | 89.6 | 88.3 | 93.1 | 81.8 | 84.5 | 72.7 | 74.6 | 49.2 |
|                 | CUHK03(L) | 66.6 | 6.5 | 89.6 | 88.3 | 93.1 | 81.8 | 84.5 | 72.7 | 74.6 | 49.2 |
|                 | CUHK-SYSU | 71.9 | 7.0 | 76.7 | 74.5 | 65.4 | 38.9 | 41.2 | 25.6 | 22.1 | 7.5 |
|                 | Market1501 | 4.0 | 0.4 | 87.2 | 85.6 | 46.1 | 24.1 | 27.1 | 15.1 | 13.2 | 5.0 |
|                 | Duke | 5.4 | 0.6 | 66.9 | 63.5 | 48.6 | 22.3 | 88.6 | 79.0 | 14.1 | 4.5 |
|                 | MSMT17 | 12.5 | 1.2 | 78.3 | 75.0 | 52.4 | 27.1 | 49.9 | 33.1 | 79.8 | 59.5 |
|                 | Joint Training | 79.4 | 7.8 | 92.4 | 91.3 | 95.9 | 89.5 | 89.6 | 80.6 | 80.3 | 61.5 |

### TABLE IV

The params and FLOPs comparison with ResNet50.

| Model            | Params | FLOPs |
|------------------|--------|-------|
| ResNet50         | 57.6M  | 4.7B  |
| ResNet50-DCSD    | 18.2M  | 2.3B  |

B. Implementation Details

The proposed model is implemented using PyTorch in Ubuntu16.04. All experiments are conducted on an NVIDIA GTX 1080Ti GPU with 11GB memory. The images were resized to 256 × 128 and the batch size is 64 (4 images/ID and 16 IDs). We didn’t utilize the test with flip and re-ranking. Unless specified otherwise, we use BoT [34] as the baseline by default. The backbone is pre-trained on ImageNet. The margin in the triplet loss is 0. The backbone is pre-trained on ImageNet. The margin in the triplet loss is 0.3 in all our experiments. The model has trained 120 epochs and the learning rate is initialized to 3.5 × 10⁻⁴ and divided by 10 at the 40th epoch and 90th epoch. The detailed implementation of other methods follows the settings in their respective papers.

C. Experimental Results

In this section, we evaluate our proposed DCSD in comparison with state-of-the-art approaches on several benchmarks. For a fair comparison, we only demonstrate the performance of the TransReID [33] model trained with DeiT-S/16 which is comparable with ResNet50.

It can be seen from Table III that after the joint training of multiple datasets (domains), the ReID performance of BoT and AGW decreased significantly on most of the datasets. Although the data involved in training increased, the performance decreased due to the existence of multi-domain conflicts. For example, the Rank-1 of AGW on CUHK03 drop from 75.1% to 70.5%.

When we replace the ResNet50 in BoT and AGW with its corresponding DCSD model, the performance has increased on some datasets, such as MSMT17 and Duke. And the performance dropped on CUHK-SYSU. The model size and FLOPs are listed in Table IV. The reason for this phenomenon may be that MSMT17 and Duke have many cameras (15 and 8), so there may be some sub-domain conflict inside MSMT17 and Duke, so “BoT-DCSD” and “AGW-DCSD” can get good performance on MSMT17 and Duke. However, CUHK-SYSU only has one camera. Therefore, the performance with DCSD on CUHK-SYSU is not so well. For DCSD joint training, consistent performance improvements were achieved for all datasets. Note that the mAP of “BoT-DCSD” on CUHK03 and CUHK-SYSU are lower than that of “BoT” (−0.8% and −0.4%), but the mAP of “BoT-DCSD (joint training)” are higher than that of “BoT (joint training)” (+12.3% and +2.0%). Compared with the original method of joint training, “Joint Training Gain” can get up to 12.3% performance (mAP) improvement. Compared with other approaches, the performance of our method achieves state-of-
Fig. 5. Visualization of the generated parameter in DCSD. There are 16 DCSD modules in our ResNet50-DCSD, and we visualize the generated parameters of 0th, 12th, and 15th DCSD. The first column shows the visualization of convolution parameters generated only by sample features, and the second column shows the visualization of convolution parameters generated by comprehensively considering domain, camera, and sample information. The same color represents the same domain, best viewed in color.

V. ABLATION STUDY

In this section, we conduct investigations on how several key factors affect the model’s overall performance.

A. Domain-Related Factors

We divide the domain-related factors into internal domain-related factor and external domain-related factors. Specifically, we regard the domain information and camera information as the external domain-related factors while sample information as the internal domain-related factor. And in this subsection, we study the impact of these domain-related factors on performance in multi-domain joint training.

One possible reason is that learning a domain agnostic model is difficult, since different domains can give rise to very different image distributions [5]. When forcing a model to be domain agnostic, it essentially averages the domain conflict rather than avoids it. Therefore, the domain generalization methods may not work well in multi-domain joint training.

TABLE V

| Method          | CUHK03/L | CUHK-SYSU | Market1501 | Duke | MSMT17 |
|-----------------|----------|-----------|------------|------|--------|
| BoT (JT)        | 65.7     | 89.3      | 84.6       | 75.9 | 49.5   |
| BoT-DCSD (JT), S| 74.6     | 90.9      | 88.2       | 80.2 | 58.8   |
| BoT-DCSD (JT), S + D | 75.2 | 91.0      | 88.5       | 80.4 | 59.6   |
| BoT-DCSD (JT), S + C | 77.9 | 91.1      | 89.1       | 80.4 | 61.2   |
| BoT-DCSD (JT), S + D + C | 78.0 | 91.3      | 89.5       | 80.6 | 61.5   |
B. Stop Gradient

It can be seen from Figure [4] that the camera information and domain information predicted by MLPs will be used in two branches: the first branch is to predict the corresponding IDs and the second branch is to generate convolution parameters. In order to make the camera information and domain information more pure, we cut off the gradient propagation on the second branch that the camera information and domain information are only supervised by the corresponding IDs. We named it Stop Gradient (SG). In Table VI we can see that compared with “DCSD without GS”, “DCSD with GS” achieve consistent performance improvement on all datasets.

| Method | CUHK03(L) | CUHK-SYSU | Market1501 | Duke | MSMT17 |
|--------|-----------|-----------|------------|------|--------|
| BoT-DCSD (JT) w/o GS | 76.0 | 99.5 | 88.9 | 80.4 | 61.0 |
| BoT-DCSD (JT) with GS | 78.0 | 91.3 | 89.5 | 80.6 | 61.5 |
| AGW-DCSD (JT) w/o GS | 78.9 | 90.7 | 88.9 | 80.5 | 61.4 |
| AGW-DCSD (JT) with GS | 78.8 | 91.4 | 89.3 | 81.2 | 62.0 |

C. Visualization of Generated Parameter

We visualize the parameters generated by samples from different domains by t-SNE [44]. T-SNE visualizes high-dimensional data by giving each datapoint a location in a two or three-dimensional map. It is a variation of stochastic neighbor embedding that is much easier to optimize, and produces significantly better visualizations by reducing the tendency to crowd points together in the center of the map. In Figure [5] we can see that if only sample information is used to generate convolution parameters, the parameters generated by samples from different domains are not very different. But the parameters generated by the combination of domain, camera and sample information have good domain discrimination. It means that the network can dynamically generate a sample specific network which is suitable for the current domain.

VI. CONCLUSION

In this work, we deliver some surprising findings that the traditional static network is tough to deal with the conflict between multiple domains for person re-identification, which may lead to arousing the performance degradation when multi-domain joint training. And then we propose a Domain-Camera-Sample Dynamic network (DCSD) whose parameters can be adaptive to various factors. Without the need to dealing with the complex relationship between different domains, DCSD uses internal domain-related factor, such as features from the sample information, and external domain-related factors, such as domain information and camera information, to dynamically generate the sample-specific network. Experimental results show that DCSD can boost the performance (up to 12.3%) while joint training in multiple domains.
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