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Abstract—Spectral-based graph neural networks (SGNNs) have been attracting increasing attention in graph representation learning. However, existing SGNNs are limited in implementing graph filters with rigid transforms (e.g., graph Fourier or predefined graph wavelet transforms) and cannot adapt to signals residing on graphs and tasks at hand. In this paper, we propose a novel class of graph neural networks that realizes graph filters with adaptive graph wavelets. Specifically, the adaptive graph wavelets are learned with neural network-parameterized lifting structures, where structure-aware attention-based lifting operations (i.e., prediction and update operations) are developed to jointly consider graph structures and node features. We propose to lift based on diffusion wavelets to alleviate the structural information loss induced by partitioning non-bipartite graphs. By design, the locality and sparsity of the resulting wavelet transform as well as the scalability of the lifting structure are guaranteed. We further derive a soft-thresholding filtering operation by learning sparse graph representations in terms of the learned wavelets, yielding a localized, efficient, and scalable wavelet-based graph filters. To ensure that the learned graph representations are invariant to node permutations, a layer is employed at the input of the networks to reorder the nodes according to their local topology information. We evaluate the proposed networks in both node-level and graph-level representation learning tasks on benchmark citation and bioinformatics graph datasets. Extensive experiments demonstrate the superiority of the proposed networks over existing SGNNs in terms of accuracy, efficiency, and scalability.

Index Terms—Graph representation learning, wavelet-based graph filters, adaptive graph wavelets, lifting structures.

I. INTRODUCTION

Graphs are flexible and powerful data representation forms that could describe attributes/features of individual objects as well as the interactions among them. Examples include data defined on social networks, traffic networks, bioinformatics networks, and chemical compounds. Representation learning on graphs [1], [2] aims to jointly encode the node attributes and graph structures as a compact low-dimensional vector to facilitate downstream machine learning tasks, e.g., node classification and graph classification. The unprecedented successes achieved by convolutional neural networks (CNNs) in representation learning for Euclidean data have ignited the ever-increasing interest in generalizing CNNs to graph representation learning, aka graph neural networks (GNNs) [3]–[6]. In particular, spectral-based graph neural networks [7]–[12] grounded on spectral graph theory [13] and graph signal processing [14] have been attracting increasing attention due to their ability to explore graph signals from a graph spectral perspective and their interpretability via the established theory of graph signal processing [15] (e.g., graph filter banks [16], [17], scattering transform [18], [19], and frame theory [20]).

Existing spectral-based graph neural networks can be roughly classified into two categories according to the transform domain in which graph filters are realized, namely Fourier-based SGNNs [7], [8], [10], [21] and wavelet-based SGNNs [22]–[24]. The Fourier-based SGNNs perform filtering in the graph Fourier domain [7], [21]. The Fourier coefficients obtained with graph Fourier transform (GFT) are selectively amplified or attenuated with spectral filters before being transformed back to vertex domain through the inverse graph Fourier transform. However, on the one hand, the global Fourier transform limits the freedom of degree of graph filters in extracting expressive representations in terms of local features. On the other hand, the dense Fourier basis leads to heavy computation and memory overheads. Consequently, some constraints (e.g., smoothness) are placed on the learned graph filters for efficient and spatially localized graph feature extraction. For example, graph filters are usually restricted to be smooth in the spectral domain [21] or in the spaces spanned by low-order polynomials (e.g., Chebyshev [7] or rational polynomials [10]). Alternatively, wavelet-based SGNNs (graph wavelet networks for short) implement graph filters in the wavelet domain to leverage the inherent sparsity and locality of graph wavelet transforms [22]–[24], which opens up a new way for the design of SGNNs. However, all these graph wavelet networks [22]–[24] construct graph filters with manually-designed graph wavelets (e.g., predefined with some wavelet generating functions with fixed spectral shapes) which can not adapt to graph signals and tasks at hand. Therefore, the capacity of graph wavelet networks is not fully exploited yet. Moreover, for each graph wavelet filter, the
wavelet coefficients are amplified or attenuated using learned parameters in the wavelet domain whose amount is linearly proportional to the number of the input graph nodes. Thus, the learned graph wavelet filters are restricted to underlying graphs and their applicability to tasks with large-scale or varying-size graphs is limited.

In this paper, we propose to implement graph filters with adaptive graph wavelets to improve the model capacity and scalability and develop a novel class of graph neural networks. Inspired by the ability of lifting structures in adapting wavelets on graphs [25]–[27], we propose to learn adaptive graph wavelet transforms with neural network-parameterized lifting structures that mainly consist of two elementary operations, i.e., prediction and update operations. The two operations are implemented with structure-aware attention to jointly consider the graph topology and node features. To cope with the loss of the edges (i.e., structural information loss) in partitioning non-bipartite graphs during lifting [25], we propose to lift based on diffusion wavelets that can well preserve the local structural information [28]. The sparse and local diffusion wavelets together with the proposed structure-aware lifting operations that propagate information between directly-connected nodes guarantee the locality and sparsity of the learned graph wavelets. The scalability of the lifting structures is achieved by learning lifting operations with attention such that the number of learnable parameters is independent of the graph size. To improve the scalability and interpretability of graph wavelet filters, we further derive a soft-thresholding filtering operation by learning sparse graph representations in terms of the wavelets, avoiding the parameter-intensive and graph-dependent graph wavelet filters [22]–[24]. Moreover, to ensure that the learned graph representations are invariant to node permutations (i.e., permutation invariance), a permutation-invariant layer is further employed at the input of the network to sort the graph nodes into a permutation-invariant order according to a metric that can be efficiently calculated with diffusion wavelets. This metric captures the local topology information around each node, which is invariant to node permutations. We evaluate the proposed networks in node-level and graph-level representation learning tasks on benchmark graph datasets including citation networks (i.e., Cora, Citeseer and Pubmed) and bioinformatics datasets (i.e., PROTEINS, DD, NCI1, NCI109, and Mutagenicity). Extensive experimental results demonstrate the superiority of the proposed lifting-based adaptive graph wavelet networks over existing SGNNs. To sum up, our contributions are three folds:

- We propose a novel class of graph neural networks that implements localized, efficient, and scalable graph filters with adaptive graph wavelets and soft-thresholding filtering.
- We propose novel structure-aware attention-based lifting operations to jointly exploit the graph structures and node features in constructing adaptive graph wavelets while guaranteeing the locality and sparsity of the resulting wavelets as well as the scalability of the graph wavelet filters for large and varying-size graphs.
- Lifting-based adaptive graph wavelet networks are developed to learn permutation-invariant representations for node and graph classification, demonstrating superior or comparable performance with the state-of-the-arts.

The rest of this paper is organized as follows. We present related work about graph neural networks in Section II. In Section III, we provide some preliminaries on graph Fourier and wavelet transforms, Fourier-based and wavelet-based graph filters, and lifting structures. In Section IV, we present the proposed lifting-based adaptive graph wavelet filters and its properties (i.e., locality, sparsity, and vanishing moments). In Section V, lifting-based adaptive graph wavelet networks are developed for permutation-invariant graph representation learning. In Section VI, we evaluate the proposed models with extensive experiments on benchmark citation and bioinformatics graph datasets for node and graph classification tasks. Finally, We conclude this paper in Section VII.

II. RELATED WORK

The striking success achieved by convolutional neural networks on Euclidean domains has ignited the enormous interest in developing graph neural networks [3]–[6] for non-Euclidean data that can be represented with graphs. Existing graph neural networks can be roughly classified into two categories, i.e., spatial-based and spectral-based models. Spatial-based graph neural networks generally aggregate information from neighborhood of graph nodes. Early works (e.g., GraphSAGE [29], DiffGCN [30]) sample a fixed number of neighboring nodes according to some distance metrics (e.g., shortest-path distance or diffusion distance) to facilitate the learning of weight-sharing spatial filters. Recently, most of the spatial models follow the message passing scheme [31]. For example, GAT [32] adopts a self-attention mechanism to learn anisotropic weights for message passing. To incorporate high-order graph information, advanced feature extraction schemes e.g., JKNet [33], MixHop [34], APPNP [35] and GDC [36] are further proposed to leverage dense/residual connections or diffusion/random walk in order to facilitate multi-scale and long-range message passing. To improve the generalization performance and robustness of the GNNs, some advanced topological denoising [37], graph sparsification [38], and data augmentation approaches [39] are further leveraged to drop potentially tasks-irrelevant edges from the input graphs to improve graph representation learning.

In contrary to spatial-based models, spectral-based graph neural networks are grounded on spectral graph theory [13] and graph signal processing [14]. The pioneering works [15], [40] define graph filters in the graph Fourier domain spanned by the eigenvectors of the graph Laplacian operator. However, the graph Fourier bases are dense, global-supported, and fixed for underlying graphs, leading to computation, memory-intensive, and non-local graph filters. For efficient and localized graph filters, the spaces for the learnable graph filters are limited. For example, smooth graph filters are generally learned for better spatial locality according to the duality of the spectral and spatial domain [21]. ChebNet [7] achieves efficient computation and exact locality by learning graph filters represented with the low-order Chebyshev polynomials, which is further simplified by GCN [8] with 1-order
polynomials for semi-supervised node classification. Recently, GCNII and its variants [41] relieve the over-smoothing problem with initial residual connections and residual identity mapping and extend GCNs to truly deep nonlinear models. For more flexible spectral filter shapes (e.g., localized on narrow frequency bands), filters based on rational polynomials (e.g., Cayley polynomials [10]), Auto-regressive Moving Average filters [11], and feedback looped filters [12] are further developed. Another line of research proposes to implement graph filters with graph wavelet transforms to leverage their inherent sparsity and spectral and spatial locality. GWNN [22] implements graph filters with diffusion wavelets [42], where the wavelet coefficients are processed with parameter-intensive diagonal filters whose size depends linearly on the number of nodes of the underlying graphs. HANet [23] learns graph filters with Haar basis constructed based on a given chain of multi-resolution graphs [43], [44]. To reduce the number of filter parameters, weight-sharing scheme is proposed to leverage the clustering structures within the given chain of graphs. Nevertheless, the design of a proper chain of course-grained graphs is also a challenging problem in graph learning community. The most recent work, UFG [24], constructs graph filters with undecimated framelet transforms to leverage the low-pass and high-pass components and learn multi-scale features. However, the multi-scale and multi-band framelet transforms introduce significantly more computation and memory overheads in comparison to previous wavelet-based models. Moreover, the learnable parameters of the graph filters in the wavelet domain are still graph-dependent and intensive with a complexity of $O(JnN)$, where $J$, $n$, $N$ are the number of scales, bands, and graph nodes, respectively. Notably, the work in [24] also notices the benefits of soft-thresholding operations (i.e., wavelet-shrinkage), but utilizes it as an activation function following the learnable parameters to improve the representation robustness. In contrast, with adaptive graph wavelets, we adopt the soft-thresholding operation to perform filtering directly, avoiding the parameter-intensive and graph-dependent graph filters. Besides, there are some works that generalize scattering transforms [18] to graphs for robust representations [19], [45], [46] or incorporate band-pass information for more discriminative graph representation [47].

III. PRELIMINARIES

In this section, we briefly review graph Fourier and wavelet transforms, Fourier-based and wavelet-based graph filters, and lifting structures.

A. Graph Fourier and Wavelet Transforms

Existing spectral graph convolutions are generally defined in transform domains (e.g., graph Fourier or graph wavelet domain). Denote $G = (V, E, W)$ as an undirected graph with the node set $V$ and edge set $E$, and $W \in \mathbb{R}^{N \times N}$ is the adjacency matrix which encodes the pairwise relationships among the $N$ nodes. The normalized graph Laplacian matrix is calculated as $L = I - D^{-1/2}WD^{-1/2}$, where $D$ is the diagonal degree matrix with $D_{ii} = \sum_j W_{ij}$ and $I$ is a identity matrix. For undirected graphs, $L$ is a positive semi-definite matrix that has a complete set of orthogonal eigenvectors $\{u_i\}_{i \in \{1, 2, \ldots, N\}}$ with the corresponding ordered non-negative eigenvalues $\{\lambda_1, \lambda_2, \ldots, \lambda_N\}$. It can be rewritten as

$$L = U\Lambda U^T,$$

where $U = [u_1, u_2, \ldots, u_N]$ is the Fourier basis and $\Lambda = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_N)$ is the spectrum. For signal $x$ defined on graph $G$ with a scalar on each vertex, the graph Fourier transform is defined as $\tilde{x} = U^Tx$ and the inverse Fourier transform is $x = U\tilde{x}$. Consequently, the spectral graph wavelets [20] can be defined in graph Fourier domain as

$$\Psi_t = U G_t U^T,$$

where $G_t = \text{diag}(g(t\lambda_i))_{i \in \{1, 2, \ldots, N\}}$ and $g(t\lambda)$ is some spectral graph wavelet generating kernel with scaling parameter $t$ (e.g., diffusion kernels or functions satisfying the wavelets admission condition [20]). For example, with the diffusion kernel $g(\lambda) = e^{-\lambda}$, the diffusion wavelets with scaling parameter $t$ can be constructed as

$$\Psi_t = U e^{-t\Lambda} U^T.$$

The wavelet transform and inverse wavelet transform could be implemented as $f = \Psi_t^T f$ and $f = \tilde{\Psi}_t \tilde{f}$, respectively, where $\tilde{\Psi}_t$ is the corresponding dual wavelets.

B. Fourier-based and Wavelet-based Graph Filters

Graph filters are originally defined in graph Fourier domain [15] by generalizing the concepts in classical signal processing to graphs. Given a graph signal $x \in \mathbb{R}^N$ defined on a graph $G$, graph filtering with a graph filter $g \in \mathbb{R}^N$ is

$$x *_g = U(U^Tg \odot U^Tx) = U\tilde{g}U^Tx,$$

where $\tilde{g} = \text{diag}(U^Tg)$ is the corresponding filter in the spectral domain. Most of the existing graph filters follow this definition with different designs of $\tilde{g}$. To leverage the locality and sparsity of graph wavelet transforms, graph wavelet filters [22] are further developed to achieve graph filtering.

$$x' = \tilde{\Psi}_t \tilde{g} \tilde{\Psi}_t^T x$$

Existing graph wavelet networks [22]–[24] leverage predefined wavelets (e.g., diffusion, Haar or framelet wavelets) to implement graph wavelet filters and cannot adapt to signals and tasks at hand. Furthermore, graph filtering in Eq. (5) is performed in the graph wavelet domains with a learnable multiplication operator $\tilde{g}$, where the number of learnable parameters is intensive and graph-dependent. Thus, these networks cannot scale to large-scale and varying-size graphs. In this paper, we propose to improve previous graph wavelet networks [22]–[24] with adaptive graph wavelets learned with neural network-parameterized lifting structures.

C. Lifting Structures

Classical wavelets defined on regular domains (e.g., 1-D, 2-D, or 3-D grids) are constructed by shifting and scaling mother wavelets. This construction cannot be adapted to irregular graphs in a straightforward way due to the lack of the intrinsic
notions of translation and dilation. The lifting structure [48], [49], which factors the wavelet transforms into elementary steps, namely lifting steps, is a general framework to customize wavelets adapted to arbitrary domains (e.g., graphs, manifolds) or data/signals at hand, leading to the so-called second-generation wavelets. Its spatial implementation also leads to a computation- and memory-friendly calculation by performing wavelet transforms without explicitly calculating the wavelet basis. Lifting structures have been widely employed in constructing wavelets on graphs (or trees) for efficient data manipulations in sensor networks [50], sparse representation [26] and denoising [25] for graph signals. Typically, a single lifting step consists of three stages: splitting, prediction, and update, as presented in Fig. 1(a). To better illustrate the process of lifting in constructing wavelets on graphs, we take a simple graph (Fig. 2) for example.

- **Splitting**: The graph is divided into even and odd subsets, namely even subset $x_e$ and odd subset $x_o$. For simplicity, hereafter, we call the signals residing on the even and odd subsets even and odd coefficients, respectively.
- **Prediction**: This stage is equivalent to performing a high-pass filtering and subsampling $x$ for wavelet coefficients on the odd subset. The wavelet coefficients are obtained by calculating the prediction residual between odd coefficients and its predictor

$$d[i] = x_o[i] - P(x_e)[i],$$

where $P(x_e)$ is the linear combination of $x_e$ with the prediction weight $p_{ij}$ as $P(x_e)[i] = \sum_{j} p_{ij} x_e[j]$.
- **Update**: A low-pass filtered and coarse version of $x$ is obtained by updating the even coefficients $x_e$ with $d$.

$$c[j] = x_e[j] + U(d)[j],$$

where $U(d)$ is the linear combination of $d$ as $U(d)[j] = \sum_{i} u_{ij} d[i]$ and $u_{ij}$ is the update weight. The approximation coefficients $c$ correspond to the coefficients of a scaling transform.

The lifting process is invertible and the inverse wavelet transform can be performed as illustrated in Fig. 1(b). Note that the above prediction and update step can be iterated down for more advanced wavelet transforms. Considering the transform stability of the resulting wavelet transform, in this paper, the commonly-used update-first scheme is employed [26], [51]. In other words, we perform update before prediction.

Though lifting structures are widely employed in constructing graph wavelets [25], [26], [50], general graphs except the bipartite ones can not be trivially split into two disjoint subsets, leading to the so-called structural information loss problem [25], as shown in Fig. 2. To maximally preserve the edge information (structural information) in lifting, the graph partition is commonly formulated as the well-known Maxcut problem, which is, however, NP-hard. Greedy or spectral clustering algorithms are typically employed. Nevertheless, those algorithms are time-consuming and the greedy algorithms tend to produce different results in various runs. Moreover, the lifting operations are either hand-designed [25], [50] or parameter-intensive and graph-dependent. Hence, they can not scale to large and varying-size graphs [26]. In this paper, we propose an effective and scalable neural network-parameterized lifting structure to learn adaptive graph wavelets.

IV. LIFTING-BASED ADAPTIVE GRAPH WAVELET FILTERS

In this section, we propose lifting-based adaptive graph wavelet filters for graph wavelet networks. Denote $\Phi$ as the basis of adaptive graph wavelet transforms (learned through training and are adaptive to signals and tasks at hand). Graph filtering with the adaptive graph wavelet transform is

$$x' = \hat{\Phi} \hat{g} \Phi^T x,$$

where $\Phi^T x$ is the learned forward wavelet transform, $\hat{\Phi} x$ is the inverse wavelet transform, and $\hat{g}$ is the corresponding filter in the wavelet domain. It is analogous to existing Fourier/wavelet-based graph filters except that it is constructed in the domain of learned graph wavelets $\Phi$.

A. Design Choices

We learn the adaptive graph wavelet transforms with neural network-parameterized lifting structures. To ensure that the resulting adaptive transforms learned with the lifting structure are localized, efficient, and satisfy the admissibility condition of spectral graph wavelets [20], the learned transforms should have desirable properties like locality, sparsity, and with at least 1-order vanishing moment. Besides, the resulting graph wavelet filters need to scale to large-scale and varying-size graphs, i.e., scalability. In general, the challenges of constructing adaptive graph wavelet transforms with lifting structures are as follows:

- **Structural information loss** [25]. The splitting of graphs (except bipartite graphs) would inevitably drop some edges, leading to the loss of structural information.
- **Locality and Sparsity**. The learned transforms should be sparse and spatially-localized such that the resulting graph filters are efficient and localized.

Fig. 1. Illustrative diagram of lifting scheme. (a) illustrates the forward lifting process with one lifting step (i.e., one prediction and one update step) and (b) presents the corresponding backward lifting process.

Fig. 2. Illustration of lifting on an example graph. Structural information is lost after splitting the graph (e.g., the edges between node 3 and 1, 6 and 4 are lost and not utilized to propagation information), which degrades the ability for capturing signal correlations.
• **Vanishing moments.** The prediction and update operations should be well-designed such that the resulting wavelets are guaranteed to have at least 1-order vanishing moment, and consequently, satisfy the admissibility condition of spectral graph wavelets [20].

• **Scalability.** The parameter complexity of lifting structures should be independent of the size of the input graphs such that they can scale to tasks with large and varying-size graphs.

We address the above challenges respectively with the following design choices.

• **Lifting based on diffusion wavelets.** Instead of preserving more edges with non-deterministic and expensive greedy algorithms, we propose to perform diffusion graph wavelet transforms to encode the structural information around each node [28] before lifting. Diffusion graph wavelets are guaranteed to be spatially localized and sparse and can be efficiently calculated with Chebyshev polynomials [22].

• **Structure-aware lifting operations.** The lifting operations (i.e., prediction and update) are constrained to pass information between directly-connected nodes to guarantee the locality, which also ensures the sparsity of the resulting wavelet transforms for sparse graphs.

• **1-order vanishing moment condition.** We propose a constraint (i.e., 1-order vanishing moment condition) on the update and predict operators (i.e., \(U\) and \(P\)) to guarantee that a single lifting step produces wavelets with 1-order vanishing moment.

• **Attention-based lifting operations.** Instead of directly learning all prediction and update weights [26], we apply attention mechanism to estimate the prediction and update weights such that graph structures and node features can be jointly considered and the number of parameters is independent of the graph size.

As depicted in Fig. 3, the proposed lifting-based adaptive graph wavelet filter consists of five components: diffusion wavelet transform, forward lifting process, wavelet filtering, backward lifting process, and inverse diffusion wavelet transform.

Graph filtering (i.e., Eq. (8)) is achieved on multi-dimensional signals in a channel-wise fashion. For clarity, we describe the case of single-channel graph signals here and it can be further extended to the multi-channel case. We denote the input graph signal as \(x \in \mathbb{R}^N\), the diffusion wavelets and the dual ones with scaling parameter \(t\) as \(\Psi_t\) and \(\tilde{\Psi}_t\) respectively, and the forward and backward lifting processes with \(\Omega\) and \(\Omega^{-1}\), respectively. The graph filtering with lifting-based adaptive graph wavelet filters can be formulated as

\[
x' = \sigma(\tilde{\Psi}_t\Omega^{-1}(T_\theta(\Omega(\Psi_t^T x))))
\]

where \(\sigma\) is a nonlinear activation function (e.g., ReLU or sigmoid) and \(T_\theta\) is a soft-thresholding filtering operation with hyper-parameter \(\theta\) which will be elaborated in Section IV-D.

To elucidate this process, suppose that \(\Omega\) consists of a single lifting step. Given the coefficients \(\hat{x}\) after performing the diffusion wavelet transform \(\hat{x} = \Psi_t^T x\), the forward lifting is then performed, where \(\hat{x}\) is randomly and equally split into \(\hat{x}_o\) and \(\hat{x}_e\) (in practice, we randomly split the underlying graphs by half and rearrange the graph nodes accordingly before feeding the graph data into models such that we can easily access odd and even coefficients as \(\tilde{x} = [\hat{x}_o, \hat{x}_e]\)).

\[
\begin{align*}
\hat{x}_e &= \hat{x}_e + U(\hat{x}_o), \\
\hat{x}_o &= \hat{x}_o - P(\hat{x}_e),
\end{align*}
\]

Finally, \(\hat{x}_o'\) and \(\hat{x}_e'\) are merged as \(x' = [\hat{x}_o', \hat{x}_e']\) and transformed back to the spatial domain, i.e., \(x' = \Psi_t x'\). In the following subsections, we will elaborate each design choice.

### B. Lifting Based on Diffusion Wavelets

The lifting structures construct wavelets by exploiting the signal correlations between the odd (even) nodes and their even (odd) neighbors. Hence, the ability for lifting operations to accurately capture such correlations is crucial. For graph data, the structures are very important in modeling such correlations, i.e., the data on a node can be estimated from its close neighbors. However, the lifting process can only propagate information between the odd and even subsets and the edges within each subset will be inevitably dropped. This structural information loss may significantly hamper the ability of lifting structures to capture signal correlations. We resort to diffusion wavelets to alleviate structural information loss.

The diffusion wavelets with scaling parameter \(t\) can be generated with heat kernel as \(\Psi_t = U e^{-tA}U^T\). The scaling parameter \(t\) controls the locality of the wavelet basis. From a spatial perspective, each diffusion wavelet is centered at a node and spreads unit energy over its neighbor. These diffusion
patterns are able to characterize the local structural information around each node [28]. After diffusion wavelet transforms, each node aggregates the information from its neighboring nodes and the resulting node features are summaries of overlap local subgraphs. Hence, the correlations between these node features become stronger and easier to capture for lifting operations with incomplete neighboring nodes. From a spectral perspective, the diffusion wavelet transform performs as a low-pass filter that discards the high frequency components of input graph signals. Hence, the signals on a node may be easily estimated with incomplete neighbors.

However, the eigen-decomposition of the graph Laplacian is computationally expensive with the complexity of $O(N^3)$ for graphs with $N$ nodes and is prohibitive for large-scale graphs. Fortunately, as in [20], [22], efficient polynomial approximation methods (e.g., Chebyshev polynomial approximation) can be adopted to construct diffusion wavelets for large-scale graphs and the computational complexity can be reduced to $O(K|E|)$, where $K$ is the order of polynomials and $|E|$ is the number of edges in the graph. Note that most real-world graphs are sparse [52] with $|E| \ll N^2$. Thus, the diffusion wavelets can be efficiently calculated with Chebyshev polynomial approximation for large-scale graphs. Refer to the supplemental material for details of the Chebyshev polynomial approximation for diffusion wavelets.

The problem of structural information loss can be relieved by performing diffusion wavelet transforms before lifting. We further avoid partitioning the graphs with expensive greedy algorithms. Instead, we randomly split the graphs into two halves such that approximately half of the edges are preserved. Experimental results demonstrate the desirable performance of proposed method in practice.

C. Structure-aware Attention-based Lifting Operations

To ensure the locality and sparsity of the resulting graph wavelets, the update and prediction operations should be localized and sparse. We thus constrain them by propagating information between directly-connected odd and even nodes (i.e., structure-aware). Though graph structures are important information for capturing the signal correlations, they cannot comprehensively reflect them. Therefore, modeling these correlations with the given graph structures (possibly with edge weights) may not lead to desirable wavelets. Besides, constructing wavelets with graph structures solely cannot produce wavelets adapted to the signals and tasks at hand. Alternatively, learning all the prediction or update weights (i.e., $p_{ij}$ and $u_{ij}$) directly seems promising but it would result in parameter-intensive and graph-dependent lifting operations which are expensive for large and varying-size graphs and hard to train [26]. We use attention mechanisms [32] whose parameter complexity is independent of the size of input graphs to capture relationships between different objects and implement the lifting structures efficiently. Most importantly, graph structures and signals are jointly considered.

Specifically, we randomly split a graph with $N$ nodes and rearrange the data $x \in \mathbb{R}^{N \times d}$ on this graph as $x = [x_o, x_e]$, where $x_o$ and $x_e$ denote the data on odd and even nodes, respectively. The adjacency matrix can be rearranged as

$$W = \begin{bmatrix} O_{N \times N/2} & K_{N \times N/2} \\ Q_{N \times N/2} & E_{N \times N/2} \end{bmatrix},$$

where $O$ and $E$ are the adjacency matrices of the odd and even subgraphs while $K$ and $Q$ are the sub-matrices connecting nodes across the odd and even subsets which reflect their interactions. Note that $Q = K^T$ for undirected graphs.

The relationships between pairwise odd and even nodes are learned with attention mechanism. We first sample the adjacency matrix by keeping the connections across the odd and even subsets as

$$W_s = \begin{bmatrix} 0_{N \times N/2} & K_{N \times N/2} \\ Q_{N \times N/2} & 0_{N \times N/2} \end{bmatrix}.$$  

Then, the structure-aware attention mechanism [32] is adopted to learn the prediction and update weights to model the correlations between odd and even nodes as

$$W_{a,ij} = a_1[a_2x_i|a_2x_j], \text{ if } W_{s,ij} > 0,$$  

where $x_i \in \mathbb{R}^d$ is the feature of the $i$-th node, $a_1 \in \mathbb{R}^{2c}$ and $a_2 \in \mathbb{R}^{c \times d}$ are the learnable parameters shared for all nodes, and $||$ denotes concatenation along the channel dimension. This process produces a new adjacency matrix $W_a$ that could better model the correlations between the two subsets in a data-driven manner. The sub-matrices of $W_a$ that model the correlations between odd and even subsets are then utilized to calculate predict and update operators and are denoted as $K_a$ and $Q_a$.

Finally, to ensure that a single lifting step formulated as Eq. (10) is able to produce wavelets with at least 1-order vanishing moment, the update and predict operators $U$ and $P$ are required to satisfy the $1$-order vanishing moment condition.

$$U1 = 1, \quad P1 = \frac{1}{2},$$

where 1 and $\frac{1}{2}$ are constant vectors. In practice, the update and predict operators $U$ and $P$ can be calculated and normalized with Softmax operation to guarantee that the $1$-order vanishing moment condition is satisfied:

$$U = \text{Softmax}(Q_a), \quad P = \frac{1}{2}\text{Softmax}(K_a).$$

The structure-aware attention-based lifting operations can guarantee the locality, sparsity, 1-order vanishing moment, and scalability of lifting-based wavelets, as proven in Section IV-E.

D. Soft-thresholding Filtering

In contrary to existing graph wavelet filters that learn less interpretable graph representations by selectively amplifying or attenuating wavelet coefficients with parameter-intensive and graph-dependent multiplication operators [22]–[24], we propose to learn sparse graph representations in terms of the learned adaptive wavelets through soft-thresholding filtering operations, which is more interpretable, efficient, and can scale to tasks with large and varying-size graphs.
This design is inspired by the most recent work \cite{53} that interprets existing graph filters (e.g., \cite{8}, \cite{33}, \cite{35}, \cite{54}) with an optimization framework

\[
X' = \text{argmin}_{X'} (\|F_1 X' - F_2 X\|^2_F + \lambda \text{Tr}(X'^T L X')), \tag{17}
\]

where \(\lambda\) is a regularization coefficient controlling the influence of different terms, \(F_1, F_2\) are arbitrary graph convolutional kernels, and \(X\) is the input graph signal. In Eq. (17), the first term is a feature fitting term that encodes the information of input graph signals and the second term is the graph Laplacian regularization that captures the homophily by enforcing the smoothness of the learned representations in terms of the underlying graph. For example, GCN \cite{8} can be reformulated according to Eq. (17) by setting \(F_1 = F_2 = I\) and \(\lambda = 1\) as

\[
X' = \text{argmin}_{X'} (\|X' - X\|^2_F + \lambda \text{Tr}(X'^T L X')), \tag{18}
\]

which learns a smooth approximation of \(X\). Different convolutions build the relationships between \(X\) and \(X'\) in different spaces (e.g., original, low-frequency and high-frequency) with different convolutional kernels, but they all learn global smooth graph representations due to the graph Laplacian regularization term and high-frequency components of the input graph signals are attenuated globally. However, the homophily of local subgraphs varies across the graph. For example, the nodes in the center of a cluster exhibit more homophily with its neighbors than those in edges of clusters. Therefore, global smoothness regularization is not necessarily an optimal choice.

Graph wavelets are localized in both spatial and spectral domains, which could filter signals supported on different local subgraphs differently. With the transform \(\Phi\) (consists of scaling and wavelet transforms) learned with our lifting structure that is able to adaptively filter local graph signals in the spectral domain, we propose to replace the smoothness regularization in Eq. (17) with sparsity regularization for sparse wavelet representations

\[
X' = \text{argmin}_{X'} (\|\Phi^T X' - \Phi^T X\|^2_F + \theta \|\Phi^T X'\|_1), \tag{19}
\]

where \(\theta\) is a non-negative coefficient that controls the influence of the sparsity regularization term. Note instead of encoding the information of the input graph signal \(X\) into the filtered representation \(X'\) in the signal domain as is GCN (i.e., \(F_1 = F_2 = I\)), we encode these information in the wavelet domain, such that high-frequency regularity of \(X\) captured by the learned wavelets can be well preserved. Eq. (18) indicates that the learned representation is a sparse representation of the input graph signal \(X\). In such a way, smoothness (i.e., homophily) can be captured locally via the learnable graph wavelets.

The close-form solution of Eq. (18) leads to the proposed soft-thresholding wavelet filtering

\[
X' = \hat{\Phi} T_\theta (\Phi^T X), \tag{20}
\]

where \(\hat{\Phi}\) is the inverse wavelet transform and \(T_\theta\) is

\[
T_\theta(y) = \begin{cases} 
\text{sign}(y)(|y| - \theta), & |y| > \theta \\
0, & \text{otherwise}
\end{cases}
\]

where \(\theta\) is a non-negative hyper-parameter.

By replacing the parameter-intensive and graph-dependent multiplication operator with the soft-thresholding filtering operation, we can significantly improve the scalability and improve the interpretability via the sparse graph representations.

E. Properties of the Lifting-based Wavelets

We now show the locality and sparsity of the graph wavelet transforms learned with the proposed lifting structures and then prove that a single lifting step (i.e., Eq. (10) and Eq. (15)) produces wavelets with 1-order vanishing moment.

1) Locality and Sparsity: The locality of the resulting transforms is influenced by the locality of the diffusion graph wavelet transforms and the subsequent lifting process. Therefore, we first analyze the locality of diffusion wavelets and then study the locality of the proposed lifting structure. As \(k\)-order polynomial graph filters are exactly localized within \(k\)-hop neighboring nodes of the underlying graphs \cite{20}, spectral graph wavelets are typically approximated with polynomial graph filters to study their localization.

We start by defining the spectral graph wavelet localized on a single node. Note that the matrix consisting of spectral graph wavelets in a single scale (i.e., \(\Psi_t\) in (2)) is symmetric. For simplicity, we omit the transpose in the definitions and theorems when applying wavelet transforms to graph signals.

Definition 1: Denote \(\Psi_t\) as the spectral graph wavelet with scaling parameter \(t\). The wavelet localized on the \(m\)-th node \(\Psi_{t,m}\) is defined by applying the spectral graph wavelet transform to impulse on the \(m\)-th node i.e., \(\Psi_{t,m} = \Psi_t \delta_m\).

Lemma 1 shows that, if the error between the spectral graph wavelet kernel and its \(k\)-order polynomial approximation is bounded by a function of the scaling parameter \(t\) on the graph spectrum, the error between the spectral graph wavelet \(\Psi_{t,m}\) and its \(k\)-order polynomial approximation is bounded by the same function.

Lemma 1: Let \(L\) be a normalized Laplacian matrix of graph \(G\). Denote \(g(\lambda)\) as the wavelet kernel defined on graph spectrum \([0, \lambda_N]\), \(p_k\) a \(k\)-order polynomial kernel. We further define \(h(\lambda)\) the error between \(g(\lambda)\) and \(p_k\) i.e., \(h(\lambda) = |g(\lambda) - p_k(\lambda)|\). Given any scale \(t\), if \(\forall \lambda \in [0, \lambda_N], h(\lambda) \leq \xi(\lambda)\), we have that \(\|h(tL)\|_2 = \|g(tL) - p_k(tL)\|_2 \leq \xi(t)\). Moreover, \(\|h(tL)\delta_m\|_2 = \|g(tL)\delta_m - p_k(tL)\delta_m\|_2 \leq \xi(t)\), where \(\delta_m\) is the dirac function at any node \(m\).

Proof: Please refer to supplemental material.

In Theorem 1, we present the approximation error between a diffusion wavelet localized on a single node and its \(K\)-order polynomial approximation.

Theorem 1: Let \(g(t\lambda)\) be the diffusion wavelet kernel defined on graph spectrum \([0, \lambda_N]\) that generates \(\Psi_t\), \(p_K(t\lambda)\) be the \(K\)-order Taylor polynomial approximation of \(g(t\lambda)\) that generates the approximation wavelets \(\hat{\Psi}_t\). Then, for arbitrary \(\lambda \in [0, \lambda_N]\), we have \(|g(\lambda) - p_K(\lambda)| \leq \frac{\lambda_{K+1}}{(K+1)!} L^{K+1}\). Moreover, for diffusion wavelet localized on \(m\)-th node \(\Psi_{t,m}\) and its \(K\)-order approximation \(\hat{\Psi}_{t,m}\), we have

\[
\|\Psi_{t,m}\|_2 \leq \frac{\lambda_{K+1}}{(K+1)!} L^{K+1} \left( 1 + \sum_{k=1}^{K} \frac{(-1)^{k}}{k!} \|L^k \delta_m\|_2 \right), \tag{20}
\]
where \( \mathbf{E}_{t,m} = \mathbf{\Psi}_{t,m} - \mathbf{\tilde{\Psi}}_{t,m} \) is the approximation error of the diffusion wavelet and its \( K \)-order polynomial approximation.

**Proof:** Please refer to supplemental material.

Theorem 1 shows that when \( t \to 0 \), \( \| \mathbf{E}_{t,m} \|_2 \to 0 \). Therefore, when \( t \) gets smaller, the wavelet can be more accurately approximated by its \( K \)-order polynomial approximation which is precisely localized within \( K \)-hops of the underlying graphs. For sparse graphs (i.e., graphs with sparse adjacency matrix), the locality of diffusion graph wavelets also implies their sparsity (real-world graphs are typically sparse [52]).

Subsequently, we study the locality and sparsity of transforms realized with the proposed lifting structures. Since each of the proposed structure-aware attention-based operations (i.e., prediction and update operations) defined in Eq. (10) and Eq. (15) propagates information between directly-connected nodes, the prediction and update operations are both localized within one hop of neighboring nodes on the underlying graphs. Consequently, a single lifting step consists of the proposed structure-aware attention-based lifting operations is localized within two hops. Regarding sparsity, as the transforms realized with the proposed lifting structures are localized on the graphs, for an input graph with a sparse adjacency matrix and moderate expansion ratio, the resulting wavelets are sparse.

2) **Vanishing Moments:** Theorem 2 states that a single lifting step with the proposed lifting operations produces wavelets with 1-order vanishing moment [26].

**Theorem 2:** For any constant graph signals \( \mathbf{c} = \mathbf{c} \mathbf{l} \in \mathbb{R}^N \), where \( \mathbf{l} \) is the vector whose entries are all 1, the wavelet coefficients (transform coefficients on the odd subset) produced by the wavelet transforms via a single lifting step (Eq. (10) and Eq. (15)) are all zeros. That is the wavelets resulting from a single lifting step have 1-order vanishing moment.

**Proof:** The update and predict operators are constrained to satisfy Eq. (15). For any constant graph signal \( \mathbf{c} = \mathbf{c} \mathbf{l} \in \mathbb{R}^N \) that are split into \( \mathbf{c}_e \) and \( \mathbf{c}_o \), according to Eq. (10) and Eq. (15), we have \( \mathbf{c}_e = \mathbf{c}_e + \mathbf{Uc}_o = 2\mathbf{c}_e \) and \( \mathbf{c}_o = \mathbf{c}_o - \mathbf{Pc}_e = 0 \), where \( 0 \) denotes zero vector supported on the odd subset. So the wavelet coefficients on the odd subset are all zeros.

V. ADAPTIVE GRAPH WAVELET NETWORKS

To learn deep representations for multi-dimensional graph data, we now develop graph wavelet networks by stacking the proposed lifting-based graph wavelet filtering layers. However, there are two limitations that need be further addressed. First, the representations learned with the proposed graph filters are not invariant to the node permutations. Second, the proposed lifting-based graph wavelet filters process the input graph signal channel-wise. We address these issues in this section.

A. Permutation Invariant Layer

We develop a permutation-invariant layer at the input of the network to rearrange the graph nodes in a canonical order. Diffusion wavelets (which have been precomputed for our lifting-based graph wavelet filters) reveal how a node sees its local structure in an egocentric view. Therefore, they are able to characterize the information of local structure of each node [28], which is invariant to node permutations. In this paper, we adopt the smoothness of the diffusion wavelets to sort the input graph nodes.

**Definition 2 (Smoothness of diffusion wavelets):** Recall that \( \mathbf{L} \) is the graph Laplacian. Let \( \mathbf{\Psi} \) denote diffusion graph wavelets and \( \mathbf{\Psi}_i \) represent the diffusion wavelet localized on node \( i \). The smoothness of \( \mathbf{\Psi}_i \) is defined as \( s_i = \mathbf{\Psi}_i^T \mathbf{L} \mathbf{\Psi}_i \).

The smoothness of all the graph wavelets localized on different nodes \( s = [s_1, s_2, \ldots, s_N] \) can be easily calculated by gathering the diagonal elements of \( \mathbf{S} = \mathbf{\Psi}^T \mathbf{L} \mathbf{\Psi} \). We then prove in Theorem 3 that these smoothness values are permutation-equivariant.

**Theorem 3:** Let \( g(\lambda) \) be the kernel generating the diffusion wavelets \( \mathbf{\Psi} \) (i.e., \( \mathbf{\Psi} = g(\mathbf{L}) \)), and \( \mathbf{\Pi} \) be a permutation matrix. The graph Laplacian and diffusion wavelets of the permuted graph (i.e., \( \mathbf{L}_{\mathbf{\Pi}} \) and \( \mathbf{\Psi}_{\mathbf{\Pi}} \)) can be calculated as \( \mathbf{L}_{\mathbf{\Pi}} = \mathbf{\Pi} \mathbf{L} \mathbf{\Pi}^T \) and \( \mathbf{\Psi}_{\mathbf{\Pi}} = \mathbf{\Pi} \mathbf{\Psi} \mathbf{\Pi}^T \), respectively. Then, we have \( s_{\mathbf{\Pi}} = \mathbf{\Pi} s_{\mathbf{\Pi}} \mathbf{\Pi}^T \), where \( s \) and \( s_{\mathbf{\Pi}} \) are the smoothness values of diffusion wavelets on the original graph and the permuted one, respectively.

**Proof:** According to the definition of node permutations, we can directly formulate that \( \mathbf{L}_{\mathbf{\Pi}} = \mathbf{\Pi} \mathbf{L} \mathbf{\Pi}^T \). Since the spectrum of \( \mathbf{L} \) is discrete with \( N \) values, the kernel \( g(\lambda) \) defined on the graph spectrum can be exactly represented by a \( N \)-order polynomial function via interpolation. Therefore, the diffusion wavelets can be exactly represented with a polynomial graph filters \( \mathbf{\Psi} = g(\mathbf{L}) = p_N(\mathbf{L}) \) and \( \mathbf{\Psi}_{\mathbf{\Pi}} = g(\mathbf{L}_{\mathbf{\Pi}}) = p_N(\mathbf{L}_{\mathbf{\Pi}}) \). Since \( \mathbf{L}_{\mathbf{\Pi}} = \mathbf{\Pi} \mathbf{L} \mathbf{\Pi}^T \) and \( \mathbf{\Pi} \mathbf{\Pi}^T = \mathbf{I} \), so \( p_N(\mathbf{L}_{\mathbf{\Pi}}) = \mathbf{\Pi} p_N(\mathbf{L}) \mathbf{\Pi} \), and then we have \( \mathbf{\Psi}_{\mathbf{\Pi}} = \mathbf{\Pi} \mathbf{\Psi} \mathbf{\Pi}^T \).

For the smoothness \( s_{\mathbf{\Pi}} \), we have

\[
\begin{align*}
s_{\mathbf{\Pi}} &= \text{diag}(s_{\mathbf{\Pi}}) = \mathbf{\Psi}_{\mathbf{\Pi}}^T \mathbf{L}_{\mathbf{\Pi}} \mathbf{\Psi}_{\mathbf{\Pi}} \\
&= \text{diag}(\mathbf{\Pi} \mathbf{\Psi}^T \mathbf{\Pi} \mathbf{L} \mathbf{\Pi}^T \mathbf{\Pi} \mathbf{\Psi} \mathbf{\Pi}^T) \\
&= \text{diag}(\mathbf{\Pi} \mathbf{\Psi}^T \mathbf{L} \mathbf{\Psi} \mathbf{\Pi}^T) = \text{diag}(\mathbf{\Pi} s \mathbf{\Pi}^T) \\
&= \mathbf{\Pi} \text{diag}(s) = \mathbf{\Pi} s.
\end{align*}
\]

(21)

The smoothness is permutation-equivariant.
pair of input and output feature channel, leading to a considerably large number of parameters and heavy computational and memory overheads. To alleviate this problem, we adopt the detached strategy as in [22]. Features are first transformed with a feature transformation layer to explore interactions across channels before filtering. Specifically, the multi-channel graph signal $X^l \in \mathbb{R}^{N \times d_1}$ is transformed into $\hat{X}^l \in \mathbb{R}^{N \times d_2}$ before being fed into lifting-based graph filters as

$$\hat{X}^l = X^l W$$  \hspace{1cm} (22)$$

where $W \in \mathbb{R}^{d_1 \times d_2}$ is a learnable parameter matrix. Through this strategy, the number of the parameter as well as the computation complexity are significantly reduced.

Consequently, the proposed lifting-based graph wavelet network (LGWNN) consists of a permutation invariant layer at the input of the networks and stacked lifting-based graph wavelet filtering layers, each of which is composed of a feature transformation layer and a lifting-based graph wavelet filtering layer, as depicted in Fig. 4.

C. Model Complexity Analysis

Here, we analyze the computation and parameter complexity of the proposed lifting-based adaptive graph wavelet filters. The calculation of diffusion wavelets and the smoothness values for graph reordering are performed once. Therefore, we precompute the diffusion wavelets and their smoothness values and reorder the graph accordingly to construct an augmented graph datasets before training the models. Specifically, for small graphs, eigen-decomposition is performed to calculate the diffusion wavelets. For large-scale graphs, efficient Chebyshev polynomial approximations can be adopted instead to generate the diffusion wavelets [7, 20, 22]. The computational complexity can be reduced to $O(K|\mathcal{E}|)$, for $K$-order of polynomials and the graph with $|\mathcal{E}|$ edges.

For each graph filtering layer, let $x \in \mathbb{R}^{N \times d_{in}}$ denote the input graph signal with $N$ nodes and $d_{in}$ feature channels, and $y \in \mathbb{R}^{N \times d_{out}}$ denote the output graph feature, the computation complexity is $O(N d_{in} d_{out} + k N^2 d_{out} + m |\mathcal{E}| d_{out})$, where $|\mathcal{E}|$ is the number of edges across the odd and even subsets (for random splitting, $|\mathcal{E}| \approx \frac{1}{2}|\mathcal{E}|$), $m$ is the number of lifting steps (we adopt 1 lifting step i.e., $m = 1$), and $k$ is the sparsity of the adopted diffusion wavelet basis with $k \ll 1$. The parameter complexity of each lifting-based graph filter is only $O(d_{in} d_{out} + d_{out})$, independent of the graph size. Therefore, it can scale to tasks with large and varying-size graphs. Compared to previous graph wavelet filters, the proposed graph wavelet filter improves the adaptivity of wavelet transforms at the cost of slightly increasing the computational complexity of the forward pass for each graph filtering. However, the parameter complexity is significantly reduced especially for large graphs.

VI. Experiments

In this section, we evaluate the proposed networks on two benchmark graph representation learning tasks: semi-supervised node classification and graph classification. Ablation studies are further conducted for a thorough analysis.

A. Semi-supervised Node Classification

The semi-supervised node classification aims to learn the representations of nodes to predict their labels. A small set of node labels are observed during training and the model is optimized by minimizing the cross-entropy loss between predictions and the observed labels.

1) Datasets and Baselines: Cora, Citeseer and Pubmed are three benchmark datasets for semi-supervised node classification task. Each dataset consists of a single graph where documents are represented with nodes and citation links are indicated by edges. Each node is given with features corresponding to the bag-of-words representation of the document and a label indicating the document category. The details of the datasets are presented in Table II. Following the common experimental setting of prevailing models [8], [22], for each dataset, 20 labeled nodes of each class are adopted for training, 500 nodes for validation, and 1000 nodes for testing.

We evaluate the proposed network against traditional approaches as well as state-of-the-art spatial and spectral GNNs. The traditional approaches include label propagation (LP) [55], semi-supervised embedding (SemiEmb) [56], manifold regularization (ManiReg) [43], graph embeddings (DeepWalk) [57], iterative classification algorithm (ICA) [58] and Planetoid [59]. The spatial models include MoNet [60], GraphSAGE [29], and GAT [32]. The spectral models include Fourier-based SGNNs (e.g., Spectral CNN [40], ChebyNet [7], GCN [8], CayleyNet [10], GraphARMA [11]) as well as wavelet-based SGNNs (e.g., GWNN [22], HANet [23] and UFG [24]). Besides, we also compare with advance graph neural networks GCNN [41] and PDTNet [37].

2) Experimental Settings: We implement our models with an NVIDIA 1080Ti GPU. For fair comparison, we follow the same model configurations as prevailing SGNNs [8], [22] with two lifting-based adaptive graph wavelet layers with the ReLU function in the first layer and Softmax in the last layer. The number of hidden units is set to 16. Threshold is set for the diffusion wavelets to remove noises and improve the computational efficiency as in [22]. Models are trained with Adam optimizer for a maximum of 1000 epochs with an initial learning rate of 0.02. The threshold $\theta$ for soft-thresholding is set to 0.001. The training is early stopped if the validation loss does not decrease for 100 consecutive epochs. Grid search strategy is adopted to select the optimal hyper-parameters, including the number of lifting blocks, the scale and threshold of diffusion wavelets, weight decay and dropout rate. Table I
presents the optimal hyper-parameters for various datasets. We conduct 10 independent runs with 10 random seeds.

The results of traditional approaches are retrieved from [59] and spatial models (except for GraphSAGE [29] reported in [61]) and those of other spectral models (except for GWNN [22] and UFG [24]) are taken from respective works. We evaluate the advanced graph neural networks with the codes released by the authors. To make a fair comparison, the number of hidden units of GWNN and UFG is set to 16 and other hyper-parameters (i.e., learning rate, weight decay, and dropout rate) are finetuned with grid search according to the spaces recommended in respective papers. For advanced graph networks, we also evaluate GCNII with 16 units to make fair comparisons with other spectral models, and we denote it as GCNII16 in Table III. The optimal hyper-parameters for GCNII are set as recommended in [41] and those for both GCNII16 and PDTNet are selected with grid search according to the recommended spaces (if available). We run these models 10 times with different random seeds.

3) Classification Performance: Table III shows that the proposed models achieve superior or comparative performance with state-of-the-art SGNs on the three datasets. Especially, we achieve best performance on Cora and Pubmed. We suspect the possible reasons for the degraded performance on Citeseer are two folds. The first one is that Citeseer contains some isolated nodes, which will prevent the information propagation of diffusion wavelets as well as the lifting process in our model. The second one is that its average node degree is relatively small, which will also hamper the information propagation in lifting. Notably, though the soft-thresholding filtering operation has no learnable parameters, we significantly outperform other wavelet-based SGNs that are based on manually-designed wavelets and parameter-intensive filters (i.e., GWNN [22], HANet [23], UFGConvS and UFGConvR [24]) on almost all datasets, which validates the effectiveness of the proposed adaptive graph wavelet filters.

Regarding advanced graph neural networks, Table III demonstrates that GCNII achieves state-of-the-art performance in semi-supervised node classification with deep models (i.e., 64, 32, and 16 layers are employed in GCNII and GCNII16 on Cora, Citeseer, and Pubmed, respectively), validating the effectiveness of the initial residual and identity mapping in alleviating the over-smoothing problem of vanilla GCNs. Compared with GCNII16, with same width and much less layers (2 layers are employed in LGWNN on all the three datasets), LGWNN achieves comparable and superior performance on Cora and Pubmed respectively, indicating the effectiveness and efficiency of the proposed adaptive graph wavelet filters in extracting useful graph representations. The performance of LGWNN is inferior to that of GCNII16 on Citeseer, which may also be explained by the isolated nodes and small average node degree of Citeseer. Table III also reveals that the width of graph filtering layers in GCNII contributes to the performance gain. For example, by reducing the width of GCNII to 16 and outperforms other spectral models, the performance on all the three datasets is consistently degraded. Inspired by this observation, we further increase the width of the proposed model to explore its potential. We select the width from {32, 64} and denote the model as LGWNNwide. LGWNNwide yields improved classification accuracy on Cora and Citeseer and outperforms GCNII16 on Cora and Pubmed. These facts indicate that both width and depth influence the capacity of graph neural networks and also demonstrate the superiority of the proposed adaptive graph wavelet networks. Although PDTNet improves the robustness (as verified in [37]), the performance gain over vanilla GCNs is not evident in our experiments and LGWNNs significantly outperform PDTNet on all the three datasets.

### B. Graph Classification

Given a graph $G$ with $N$ node features $X \in \mathbb{R}^{N \times f_{in}}$ and adjacency matrix $W \in \mathbb{R}^{N \times N}$, graph classification aims to learn a graph-level representation $h(G) \in \mathbb{R}^{f_{out}}$ from the pair $(X, W)$ to predict the label for the graph $G$.
1) Datasets and Baselines: We evaluate the proposed model and state-of-the-art GNNs on five benchmark bioinformatics graph datasets, namely, PROTEINS, NCI1, NCI109, DD and Mutagenicity. All the datasets contain more than 1000 graphs with varying graph structures (e.g., average number of nodes and edges, average degree of node) and node attributes. The detailed statistics are presented in Table IV.

Following the common practice of the graph classification [11], the node features are the concatenation of the one-hot encoding of node labels, node degrees, and clustering coefficients. We split each dataset into 10 folds, 8 of them are adopted for training and the remaining 2 folds are used for validation and testing, respectively.

In addition to state-of-the-art GNNs (i.e., ARMA [11] and GIN [62]) specifically designed for graph classification, we also extend prevailing GNNs to graph classification based on Pytorch Geometric library [63], including spectral models (i.e., GCN [8], ChebNet [7], GWNN [22]) and spatial models (i.e., GraphSAGE [29] and GAT [32]).

2) Experimental Settings: For fair comparison, all the models adopt the same architecture which consists of three graph convolutional layers, a global mean pooling layer, and a fully-connected layer as GraphARMA [11]. The features learned in the three layers are concatenated for multi-scale graph representations before being fed into the global pooling layer. All the models are trained with Adam optimizer with learning rate of 0.001 for a maximum of 1000 epoch. The learning is terminated if the validation loss does not decrease in consecutive 50 epochs. The batch size and the feature dimensionality of the graph convolutional layers for all models are set to 32. Dropout rate is fixed as 0.5. For the proposed models, the number of lifting blocks, the scale and threshold for wavelets (threshold0), and the threshold for soft-thresholding (threshold1) are selected from \{1,2,3\}, \{0.5,0.7,1.0\}, \{0.01,0.001,0.0001\}, and \{0.01,0.1\} via grid search. The optimal configurations are presented in Table V. All the models are independently initialized and run 10 times.

3) Classification Performance: Table VI reports the mean results and standard deviations. The spectral-based graph neural networks generally outperform spatial-based models and achieve state-of-the-art performance on all the five datasets. It confirms that spectral-based models are better to capture the graph structural information. The proposed model achieves comparative results with state-of-the-art spectral graph neural networks i.e., GraphARMA [11] which has much more parameters than our model (approximately 8×). In particular, we achieve the best performance on PROTEINS and DD datasets as they have relatively large average node degree (i.e., 3.73 and 5.03, respectively) compared to the others, which facilitates adaptive wavelets learning in lifting. Notably, we significantly outperform previous wavelet-based SGGNs (i.e., GWNN) by a large margin on almost all datasets with 9.94% on NCI1, 6.85% on NCI109, 8.21% on Mutagenicity, and 3.68% on DD. These facts validate the superiority of the proposed lifting-based adaptive graph wavelet filters against the non-adaptive ones. The performance of the proposed model on NCI1 and NCI109 is slightly below the state-of-the-art spectral models. We suspect the reasons are the excessive sparse graph (i.e., relative small average node degree) and complex node features (i.e., high-dimensional node features), which increases the difficulty in modeling the signal correlations in lifting.

C. Ablation Studies

Ablation studies are further conducted on both node and graph classification tasks to validate our design choices, to study the influence of important hyper-parameters, and to compare the model complexity.

1) Effectiveness of Lifting Based on Diffusion Wavelets: We first study the effectiveness of lifting based on diffusion wavelets by removing the diffusion wavelet transform from LGWNN and replacing it with Maxcut scheme (i.e., maximally preserving the edges before lifting). We adopt the popular Kernighan–Lin algorithm [64] to cut graphs. However, its heavy computational complexity restricts its applicability to...
datasets with large or varying-size graphs. So we only apply it to Cora and Citeseer. Fig. 5 shows that the performance is consistently degraded on all the datasets after removing the diffusion wavelets. Moreover, we outperform the models with Maxcut scheme on Cora and Citeseer by a large margin. These facts confirm the effectiveness of our scheme in relieving the structural information loss.

2) Effectiveness of the Proposed Lifting Operations: We further evaluate the effectiveness of the proposed learnable lifting structures by dropping the lifting structures and replacing it with the fixed lifting operations (i.e., non-learnable) [25] in LGWNN. Note that the lifting structure with fixed operations constructs 5/3-like wavelets, which satisfies the 1-order vanishing moment condition but could not adapt to graph signals and tasks at hand. Fig. 6 shows that the performance of models with the proposed lifting structures consistently outperforms those models without lifting and with fixed lifting operations.

To show that the proposed lifting structure is effective in exploiting the node correlations to produce more small wavelet coefficients, we further compare the wavelet coefficients sparsity (i.e., the ratio of wavelet coefficients below the given threshold) before and after lifting in the first filtering layers on
Cor and Citeseer. Fig. 7 shows that the wavelet coefficients sparsity is consistently improved after lifting.

3) Effectiveness of Soft-thresholding Filtering: To show the superiority and applicability of the soft-thresholding filtering scheme, we perform experiments on the pioneering wavelet-based model i.e., GWNN [22]. We replace its parameter-intensive multiplication operator with soft-thresholding filtering operation, leading to T-GWNN. The thresholds for soft-thresholding operations are set to 0.001 for node classification and 0.01 for graph classification.

The results and parameter complexity of GWNN and T-GWNN are presented in Fig. 8 and Fig. 9, respectively. Fig. 8 shows that, for node classification task, comparable or even superior performance can be achieved by T-GWNN. It also shows that, for graph classification where datasets typically consist of varying-size graphs, the performance of T-GWNN significantly outperforms that of GWNN on most of the datasets except PROTEINS. The reason is that most of the datasets consists of graphs with highly varying sizes, which poses a great challenge for the multiplication operator learning while PROTEINS contains graphs with similar size. Fig. 9 shows that the parameter number is consistently reduced on all datasets with soft-thresholding filtering. These facts demonstrate the superiority of the soft-thresholding filtering and may advocate the study of learning sparse graph representation.

4) Influence of Hyper-parameters: We also explore the effects of important hyper-parameters including the scale and threshold of diffusion wavelets and the number of lifting blocks in graph filters on Cora and PROTEINS.

Fig. 10 shows that the performance is quite stable on both datasets. We can also observe that the performance is generally more stable and better in some scales (e.g., 0.7 and 0.8 for Cora and 1.0 and 0.7 for PROTEINS). Too large scales will remove too much high-frequency information from the input graph signals while too small scales would preserve too much noisy high frequency signals which will also degrade the performance. A general principle for selecting these two parameters is left for future study.

We further evaluate the influence of the number of lifting blocks. The number of lifting blocks is selected from \{1,2,3,4,5\}. Fig. 11 shows that the performance is stable with increasing number of lifting blocks and even slightly degraded. Best performance on both datasets is achieved with one lifting block. This shows that the proposed structure-aware attention-based lifting operations are effective in capturing signal correlations, leading to desirable graph wavelets.

5) Complexity Analysis: In this part, we compare the average training time (sec/epoch) and parameter complexity across different models on Cora and DD datasets. All the models for node classification are evaluated on a NVIDIA 1080 Ti GPU and for graph classification are studied on a NVIDIA 2080 Ti GPU. The model configurations and experimental settings are kept the same for fair comparison.

Fig. 12(a) shows that LGWNN has less parameters than Spectral CNN, GWNN and ChebyNet, similar to that of GCN on Cora. Fig. 12(b) shows that the training speed of LGWNN is comparable to ChebyNet, and is slightly slower compared to GWNN due to the additional lifting structures.

Regarding graph classification tasks, Fig. 12(c) shows that the parameter complexity of LGWNN is much less than GraphARMA [11] and similar to the others. Fig. 12(d) shows that we need slightly more training time than other models as the cost for adaptive graph wavelets.

VII. CONCLUSION

In this paper, we proposed a novel class of lifting-based adaptive graph wavelet networks that implements graph filtering with adaptive graph wavelet transforms. Efficient and scalable lifting structures with structure-aware attention-based prediction and update operations are proposed to efficiently learn wavelets adapted to graph signals and tasks at hand. The locality, sparsity, and vanishing moments are guaranteed by design. We further proposed a soft-thresholding operation for wavelet filtering, resulting in efficient, scalable, and interpretable graph wavelet filters. Moreover, permutation-invariant and feature transformation layers are further adopted to facilitate permutation-invariant graph representation learning. Experiments on both node- and graph-level tasks demonstrate the effectiveness and efficiency of the proposed model. In the future, we will apply the proposed model in graph signal reconstruction and denoising tasks.
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