CFD Simulation of a Temperature Control System for Galvanizing Line of Metal Band Based on Jet Cooling Heat Transfer
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Abstract: The work focuses on the development of a thermo-fluid dynamic simulation model of a section of close cooling, called a jet cooler, inserted in the galvanizing line of metal band production. Two models of increasing accuracy have been tested and calibrated by experimental data. Special attention to turbulence modeling and boundary conditions has been given. A literature survey was focused on the jet impingement process (the reference heat transfer mechanism for the system component) and on available correlations to predict the heat exchange coefficient. The numerical simulation of jet impingement has been applied to a module of an actual industrial cooler for steel band production. The operation of the jet cooler was simulated in real operating conditions to get a detailed insight into the jet impingement mechanism in order to optimize the heat transfer and reduce, as far as possible, the cooling fluid mass flow rate. The comparison of heat transfer correlations, used in industrial preliminary design, with detailed CFD results is discussed.
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1. Introduction

Jet impingement is a very efficient solution for cooling hot components, since very high heat fluxes can be removed. In many industrial processes, this cooling technique is used for the cooling of gas turbine blades, of electronic components, and the cooling process of metallic and glassy materials. In the galvanizing lines, it is necessary to quickly cool the steel before it enters the molten zinc bath. The temperature decrease in the metal, during the passage through close cooling sections, lies between 250 and 280 °C, and must be carried out with a certain rate that correlates with the mechanical characteristic of the steel under production and with the speed of the production line (production rate). A thorough study of this section of the system is of some importance; by optimizing the system, the overall dimensions can be reduced, as well as the electricity consumption of the fans.

The energetic optimization of industrial components in industrial plants with very high energy consumption, like steel or glass production systems, is of utmost importance to reduce both fuel consumption and pollutant emissions; a small percentage increase in efficiency can give relevant fuel and money savings. Even the tiniest effect in design improvement is therefore welcome. The use of CFD (Computational Fluid Dynamics) simulation can give a significant support to the development of industrial components where the heat transfer process is involved [1–3]. The effect of real gas flow can be also introduced [4] when severe expansion processes with a strong temperature gradient and heat transfer are involved, like in turbomachinery applications [5]. Over the years, several experimental
and numerical studies have been conducted both on single jets and on multi-jet systems. In the available literature, dealing with both experimental and numerical analysis, the effect of different parameters on the flow field and on the heat exchange properties at the wall was tested; the main parameters considered were: Reynolds number, distance between jet and wall, spacing between the jets, and geometry of the nozzle. Zuckerman and Lior [6] have reviewed the rich literature on the subject, reporting a number of empirical correlations developed by various authors for the prediction of the average Nusselt number on the surface to be cooled. Katti and Prabhu [7] experimentally investigated the effects of Reynolds number and of jet–wall distance on the heat exchange, for a single jet system, with a detailed study of the variation in the heat exchange coefficient along the radial distance from the jet axis. Geers [8] has experimentally tested the interaction of flows from multi-jet systems. The multi-jet configuration primarily affects the flow field, increasing the production of turbulent kinetic energy that determines the spatial distribution of heat exchange. The above solution is of particular interest to the present application and different simulations are discussed in the following sections.

On the numerical side, research applications (Behnia et al. [9]) have mainly studied axisymmetric jet impingement models, analyzing the influence of operating parameters and checking the validity of turbulence models in predicting both flow and thermal fields. Taking into account other studies from Bovo et al. [10], Thielen [11], Pattamatta et al. [12], Chougule et al. [13], and Wae-hayee et al. [14], it is clear that there is no single turbulence model that can be identified as the most effective for this physical phenomenon.

In the present work, the attention is focused on the heat transfer from a single jet or from a jet cluster to set up a proper CFD model for the analysis of the actual industrial configuration. Different test cases have been considered in order to have a proper insight into the flow mechanisms and to validate the proposed CFD approach. Initial simulations were performed on 2D axisymmetric models, comparing the results with experimental data from the literature and from the ERCOFTAC database [15]. Later, a 3D model was developed, with a matrix of $3 \times 3$ jets, using the data provided by Geers [16]. Finally, a section representative of the industrial jet cooler was simulated based on an actual configuration installed. The CFD results were also compared to those corresponding to a set of empirical correlations from the literature [6], which form the base for the industrial design process. The CFD approach can integrate the use of empirical correlations or support the calibration of specific correlations for a given product.

2. Numerical Simulations on Jet Impingement

2.1. Axisymmetric 2D Model

In order to compare the numerical results with the experimental investigations from the literature, two models of increasing accuracy are developed. The main geometrical parameters of the model are the vertical distance $H$ from the jet nozzle exit to the wall and the nozzle diameter $D$. Geometries defined by $H/D = 2$ and 6 are considered with the same Reynolds number, referred to as the nozzle outlet:

$$Re = \frac{u_{\text{mean}}D}{v} \quad (1)$$

The Reynolds number is set at 23,000. The computational domain is made of a pipe of diameter $D$, a solid wall, an upper surface, and the outlet surface.

The pipe length is at least 10 $D$ in order to guarantee a fully developed boundary layer at the jet outlet section. In Figure 1, the domain, with components and boundary conditions, is sketched. Structured meshes, generated using an ICEM-CFD package are considered, as shown in Figure 1.
Figure 1. The 2D axisymmetric computational domain: case H/D = 2.

In Figure 2, the velocity contours are shown. In case the domain does not include the straight pipe, the jet velocity profile at the inlet boundary condition is obtained from a separate simulation of the flow in the isolated pipe. A constant heat flow is imposed along the wall and the atmospheric pressure is set at the outlet sections. According to the literature for similar applications, the $v^2f$ turbulence model is selected. The analyses are set to steady flow with an upwind second-order spatial discretization. The simulation convergence is based on the stabilization for the wall temperature. The main heat transfer parameter is the Nusselt number:

$$Nu = \frac{hD}{k}$$

(2)

where $h$ is the local or average coefficient of convective heat exchange, calculated as follows:

$$h = \frac{\dot{q}}{(T_{wall} - T_{jet})}$$

(3)

Figure 2. Velocity magnitude contours in case H/D = 2.

Figure 3. Nusselt number along the wall H/D = 2—CFD vs. experimental data.

Figure 4. Nusselt number along the wall H/D = 6—CFD vs. experimental data.

2.2. 3D Model

To check the effects of the interaction among different jets, a 3D case is analyzed: it is characterized by nine in-line jets arranged in three rows. Geers [8] experimentally investigated the same geometry considered; in Figure 5, the top view of the geometry is shown. A perforated plate generates the jet cluster; the diameter $D = 13$ mm, the distance $s$ between hole centers is 52 mm, and the jet–wall distance is $H = 52$ mm. The dimensionless ratios $H/D = 4$ and $s/D = 4$ are obtained.
D is the nozzle diameter and k is the thermal conductivity of the evolving fluid (air). The values of air thermal properties (thermal conductivity and kinematic viscosity) are evaluated at the fluid inlet temperature. In Figures 3 and 4, the Nusselt number distributions on the wall for cases H/D = 2 and H/D = 6 are respectively shown. The Nusselt number distribution is plotted at distance r from the jet center using the non-dimensional variable r/D. A good match between the present numerical results and the experimental data provided by Yan [17] and Baughn et al. [18] is observed. The predicted heat exchange is underestimated with respect to the data from Katti et al. [7].

![Figure 3](image_url) Nusselt number along the wall H/D = 2—CFD vs. experimental data.

![Figure 4](image_url) Nusselt number along the wall H/D = 6—CFD vs. experimental data.

2.2. 3D Model

To check the effects of the interaction among different jets, a 3D case is analyzed: it is characterized by nine in-line jets arranged in three rows. Geers [8] experimentally investigated the same geometry considered; in Figure 5, the top view of the geometry is shown. A perforated plate generates the jet cluster; the diameter D = 13 mm, the distance s between hole centers is 52 mm, and the jet–wall distance is H = 52 mm. The dimensionless ratios H/D = 4 and s/D = 4 are obtained.
Taking advantage of the geometrical symmetry, only a quarter of the actual geometry is modeled. The symmetry condition is imposed on the outer surfaces of the volume passing through the axes of the modeled jets. The inlet boundary conditions for jet velocity and turbulence profiles are obtained from a separate model that simulates the flow from the orifice. In Figure 6, an overview of the domain with the block-structured mesh is shown, and in Figure 7, the detail of the orifice mesh for the inlet velocity and turbulence profile is reported.

After a sensitivity analysis on the grid, to find the proper refinement, a mesh with about $1.1 \times 10^6$ elements is selected to give a value of $y^+ < 1$ at the wall. Three simulations are carried out, with the
same Reynolds number \((\text{Re} = 20,000)\). The kinematic viscosity for the above Reynolds number is evaluated at the temperature of the jet. Different turbulence closures are compared for the 3D flow structure analysis: realizable \(k-\varepsilon\) (with the use of enhanced wall treatment), \(v^2f\), and \(k-\omega\) SST.

The jet reference temperature was chosen to compare the results with Geers’ data; the thermal conductivity was also evaluated at the same temperature as in the Nusselt number calculation. A constant heat flux is set at the wall, and the pressure is set equal to the environment on the outlet surfaces. As in the previous case, the SIMPLE spatial scheme is used and the variability of the thermo-physical properties with temperature is considered. The first-order upwind discretization scheme is preferred over the higher order scheme because of its higher stability. Numerical instabilities arise with the higher order upwind scheme.

In Figure 8, the numerical results from the different turbulence closures are compared to the reference data. After a qualitative comparison based on the experimental and numerical contours, it can be noted that the realizable \(k-\varepsilon\) model provides the best results. In contrast to Behnia et al. [9] and consistent with Wae-Hayee et al. [14] and Pattamatta et al. [12], for a 2D model, the realizable \(k-\varepsilon\) model can provide comparable or better results than the \(v^2f\) option. Such a difference, if compared to the 2D case, can be attributed to a higher robustness of the \(k-\varepsilon\) model, which is stronger and more stable, in obtaining the convergence and the wall temperature stabilization. Furthermore, the incoming turbulence is very different between a fully developed flow and the flow generated by an orifice. In the former, it is greater at the center of the jet, while in the latter, the turbulence is higher along the edges of the jet, because of the vena contracta formation. These different velocity and turbulent profiles give different jets from a physical point of view.

![Nusselt contours for different turbulence models](image)

**Figure 8.** Nusselt contours for different turbulence models. Top left: experimental data by Geer. Top right: contours with realizable \(k-\varepsilon\) model. Bottom left: contours with \(k-\omega\) SST model. Bottom right: contours with \(v^2f\) model. The variable \(x/D\) (0-6) in the abscissa, \(y/D\) (0-6) in the ordinates.

The turbulent profile from the orifice has lower values of turbulent kinetic energy on the jet axis. From a numerical point of view, this lower value of incoming kinetic energy gives a lower overestimation of \(k\), typical of the \(k-\varepsilon\) model in stagnation zones.

In Figure 9a,b, the trends of the predicted Nusselt number distributions along the wall for \(x/D = 0\) and \(x/D = 4\) are respectively shown. They correspond to the planes passing through the axis centers of the jets. The above data are compared with the results from Geers [8]. The realizable model \(k-\varepsilon\) provides a linear distribution of heat exchange compared to the other models, showing a better match with the experimental data trend. All the turbulence closures considered give an overestimation of the
peak value. The k-ε is able to give a closer match with the reference shape with a lower overestimation of the Nusselt number compared to the other models. The peak value is largely overestimated (about 25%) but it occurs in a very small area close to the jet center with negligible effects on the overall heat exchange.

In Figure 10, the velocity contours at plane x/D = 0 from the numerical simulation (above) and the experimental data (below) are compared. A difference is observed at the jet axis. Compared to the experimental case, the numerical data have a lower speed decrease on the jet axis. This may further account for the overestimation of the heat exchange in the stagnation area.

In Table 1, a comparison of various results is reported, based on the mean convective heat transfer coefficient on the wall. Such a parameter is selected because some correlations are based on a different reference temperature, i.e., the film temperature $T_{film}$, defined as follows:

$$T_{film} = \frac{T_{inlet} + T_{wall}}{2}$$  \hspace{1cm} (4)

It is incorrect to compare Nusselt values calculated with respect to different temperatures; it is preferable to compare the heat transfer coefficient that is a physical quantity independent of the reference temperature selection.

The correlations of Huber and Viskanta [6] and Goldstein and Seol [6] were applied on the basis of both temperatures, since the available literature did not specify what the reference temperature was. The most accurate correlations are those proposed by Geers and by Milani. The error of the CFD results is about 10% with respect to an average value. This percentage is acceptable from an industrial design point of view. With the above positive results, the proposed CFD model for jet clusters can be considered a valid tool for the simulation of the industrial jet cooler module made of several jet clusters.
Table 1. Comparison of CFD, experimental, and numerical correlation [6] data.

| Nu (Average) | Convective Heat Transfer Coefficient $h$ [W/m$^2$ K] | Percentage Error |
|--------------|-----------------------------------------------------|------------------|
| Geers—exp    | 83.13                                               | 165.18           |
| CFD          | 92.20                                               | 183.19           | 10.90 |

**Correlations**

|                         | Nu (Average) | Convective Heat Transfer Coefficient $h$ [W/m$^2$ K] | Percentage Error |
|-------------------------|--------------|-----------------------------------------------------|------------------|
| Geers (inlet)           | 81.20        | 161.39                                              | $-$2.29          |
| Milani (film)           | 289.58       | 158.88                                              | $-$3.82          |
| Floreschutz (film)      | 97.03        | 192.79                                              | 16.70            |
| Huber-Viskanta (inlet)  | 90.01        | 178.84                                              | 8.27             |
| Huber-Viskanta (film)   | 73.38        | 145.80                                              | $-$11.73         |
| Goldstein-Seol (inlet)  | 51.56        | 102.45                                              | $-$37.33         |
| Goldstein-Seol (film)   | 42.16        | 83.77                                               | $-$49.29         |

Figure 10. Velocity contours for the plane $x/D = 0$ (numerical above, experimental below).
3. Industrial Jet Cooler Module

3.1. CFD Simulation of the Module

A module of the industrial cooler is considered in the present paragraph. A sketch of the system is shown in Figure 11. Channels connecting the close cooling chamber with the pressure plenums generate the jets. The process fluid is a hydrogen–nitrogen mixture (HNX) to avoid oxidation of the surface of the metal sheet, and it is fed by a system of industrial fans. The hot fluid is cooled by means of a water heat exchanger and is then recirculated. In Table 2, the main geometrical data of the industrial cooler under investigation are reported. The pressure \( p_{\text{jet}} \) of the fluid at the inlet of the jets is given with respect to the jet diameter along the spanwise and streamwise directions.

![Figure 11. Schematic of the jet cooler system.](image)

|                          |                  |                  |
|--------------------------|------------------|------------------|
| H/D                      | 6.250            |                  |
| \( (p_{\text{jet}}/D)_{\text{spanwise}} \) | 6.875            |                  |
| \( (p_{\text{jet}}/D)_{\text{streamwise}} \) | 6.250            |                  |
| Band thickness [mm]      | 0.680            |                  |

A single module is composed of 256 jets, arranged in 16 staggered rows. Each row is displaced with respect to the previous one, in the direction of the jets, by a distance equal to a quarter of the drilling; every four rows of jets, the starting configuration is repeated. In Figure 12, the details of the arrangement of the holes are shown; the upstream and downstream parts of the complete geometry modeled are not shown in the figure. The metal band to be cooled moves at a constant speed in a direction parallel to the longitudinal sides of the model. Only a central section of the jet cooler is considered; periodicity conditions on the lateral surfaces, to reduce computation time, are introduced. Figure 13 includes a part in front of the holes and a suction mouth for the HNX (colored in red).
drilling; every four rows of jets, the starting configuration is repeated. In Figure 12, the details of the arrangement of the holes are shown; the upstream and downstream parts of the complete geometry modeled are not shown in the figure. The metal band to be cooled moves at a constant speed in a direction parallel to the longitudinal sides of the model. Only a central section of the jet cooler is considered; periodicity conditions on the lateral surfaces, to reduce computation time, are introduced. Figure 13 includes a part in front of the holes and a suction mouth for the HNX (colored in red).

Since the band is moving, the process is intrinsically unsteady. The frame motion option is selected and applied to the solid volume, i.e., the band. In this way, the temperature of the band at the inlet surface, equal to 660 °C, is set as a boundary condition on the wall, instead of a thermal condition on the surface hit by the jets. The temperature information propagates with a defined speed in the solid volume (set equal to the speed of the band). With this approach, it is possible to simulate the actual cooling of the band through a steady calculation. This input temperature is set up to simulate a jet cooler placed at the center of the line to set the flow periodicity without strong assumptions; the border effects at the entrance and the exit of the system are neglected. On the surface affected by the jets, the moving wall condition is enforced to correctly represent the flow drag due to the moving band.

As previously mentioned, the condition of periodicity is set on the lateral surfaces of the flow volume (as sketched in Figure 13) to take into account that such geometry represents only a module of
the entire jet cooler. With this hypothesis, the boundary effects due to the lateral side walls are also neglected. For the test cases, the jet input boundary conditions of the speed and turbulence profiles are obtained with a separate calculation, carried out on the geometry of the inflow duct to the chamber. In Figure 14, the detail of the plenum with the hole used to develop the jet in the present case is reported. The above model is used to obtain the velocity and turbulence profiles used as inlet boundary conditions for each jet of the module. A detail of the corresponding structured mesh is reported in Figure 15.

**Figure 14.** Velocity contours on the mid-section of the inflow duct. (a) Overall view and (b) detail of outlet section.

**Figure 15.** Mesh detail.
The outlet pressure of 100 Pa is set on the suction mouth (Figure 13). A symmetry condition is imposed on the lower surface of the metal strip, since in the real system, the jet coolers are located on both sides (upper and lower) of the strip, to ensure uniform cooling.

Based on the previous experience with the test cases, the turbulence model used is the realizable k-ε, with the option of enhanced wall treatment.

The discrete ordinate (DO) radiation model is activated to take into account the radiative heat transfer. The structured mesh has $7 \times 10^6$ elements with a grid refinement to get $y+ < 1$ at the wall. The metal band is also meshed and the conjugate heat transfer is considered to simulate the heat conduction mechanism into the band. In Figure 16, the streamlines through the modeled volume show the overall flow structure and highlight a correct repartition induced by the periodicity condition towards the suction mouth.

![Figure 16. Streamlines in jet cooler model.](image1)

The distortion of the jets, in the streamwise direction, closest to the suction mouth can be clearly noticed in the side view shown in Figure 17. This situation affects the heat exchange in the area closest to the suction, with a reduction because the deflected jets do not correctly impinge on the band surface. In Figure 18, the surface temperature of the band is shown. The result obtained is comparable to the distribution due to a steady analysis; the temperature decreases from the inlet to the outlet of the computational volume. A higher temperature gradient can be seen in the area below the jets, as expected. The predicted $\Delta T$ between inlet and outlet is approximately 35 °C and matches the design intent for this specific jet cooler; this confirms that the simulation approach is representative of the actual solution. Considering the length of the jet cooler and the speed of the band, a cooling rate equal to $-39.4 \, ^\circ C/s$ is obtained (see Figure 19), which is the main design parameter for the cooling process.

![Figure 17. Side view of streamline development.](image2)
The contours of the heat transfer coefficient along the band are shown in Figure 20. From this image, the difference between the central jets and those closest to the suction is evident; the former are not particularly affected by the adjacent ones due to the rather high values of the jet spacing $p_{jet}/D$ and $H/D$ ratios (where $p_{jet}$ is the pitch distance between the jet centers in the rake). The above contours give a regular distribution of the heat transfer coefficient that decreases when moving away from the stagnation area of each single jet. The above structure is no longer valid for the jets close to the suction, whose flow deflection strongly affects the thermal coefficient. These sets of jets are less efficient, as shown by the low values of $h$ in the contours of Figure 20. The distortion of the jet is reflected in a non-regular distribution of the heat coefficient.

3.2. Heat Coefficient from Correlations and CFD

To evaluate the convective thermal exchange coefficient, the radiant heat flux must be taken into account and subtracted from the total flux. The definition of the heat transfer coefficient is:

$$h = \frac{(\text{total heat flux} - \text{radiative heat flux})}{(T_{\text{wall}} - T_{\text{jet}})}$$  \hspace{1cm} (5)
The average value of the convective heat transfer coefficient for the entire belt is 110.359 \( \text{W/m}^2\text{K} \), while for the “impingement” area (i.e., the surface portion of the band below the jets) is 171.327 \( \text{W/m}^2\text{K} \). On the other hand, the radiant heat flux is equal to 13.3% of the total thermal flux on the band. If only the impingement area is considered, the percentage of the radiant heat flux, compared to the overall value, drops to 9.2%. Such a difference is due to the stronger importance of the convective heat exchange in the area where the jets impinge on the band.

Table 3 compares the results from the CFD with those obtained using the main correlations from the literature, as reviewed by Zuckerman et al. [6] and the proprietary data from Milani [19]. The correlations that have a better match with the numerical results are those of Milani and of Martin and Floreschutz. This is a significant result from the CFD approach in order to be coherent with the industrial design criteria based on correlations.

Table 3. Comparison of numerical results and numerical correlations [6].

|                  | Nu (Average) | Convective Heat Transfer Coefficient h [W/m² K] | Percentage Error |
|------------------|-------------|-----------------------------------------------|------------------|
| CFD              | 83.39       | 171.31                                        | —                |
| Geers (inlet)    | 102.25      | 210.06                                        | 22.61            |
| Milani (film)    | 339.55      | 165.92                                        | 3.15             |
| Floreschutz (film)| 53.14    | 178.51                                        | 4.20             |
| Martin (film)    | 46.65       | 156.72                                        | 8.25             |
| Huber-Viskanta (inlet)| 99.71 | 204.85                                        | 19.57            |
| Huber-Viskanta (film)| 49.18  | 165.22                                        | 3.55             |
| Goldstein-Seol (inlet)| 41.30 | 84.84                                         | 50.47            |
| Goldstein-Seol (film)| 20.57 | 69.12                                         | 59.65            |

Figure 20. Distribution of the coefficient with convective thermal exchange along the band.
4. Conclusions

The application of CFD analysis on test cases for jet coolers has allowed the setup of a simulation process based on CFD for the accurate prediction of the heat transfer coefficient. The distribution of inlet velocity and turbulence at the jet inlet is a crucial boundary condition that strongly affects the downstream impingement process and its related heat transfer. Separate and specific simulations are therefore required in order to set the proper velocity and turbulence distribution at the jet inlet section. The CFD model has been successfully applied to an industrial cooler module. The simulation setup has been confirmed by overall data from the industrial design. The use of the CFD approach is twofold:

- to calibrate the heat transfer correlations available in the literature for the specific industrial design layout;
- to give a detailed insight into the jet impingement mechanism in the system in order to optimize the heat transfer and reduce, if possible, the mass flow rate of the cooling fluid.

The simulation model can be routinely used for different geometries (for example, by varying the jet–wall distance or the pitch of jets), to check and to compare different layouts, and to identify the most efficient design (highest heat transfer, lowest mass flow rate) for a given plant.
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