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Abstract
The impact of gradient noise on training deep models is widely acknowledged but not well understood. In this context, we study the distribution of gradients during training. We introduce a method, Gradient Clustering, to minimize the variance of average mini-batch gradient with stratified sampling. We prove that the variance of average mini-batch gradient is minimized if the elements are sampled from a weighted clustering in the gradient space. We measure the gradient variance on common deep learning benchmarks and observe that, contrary to common assumptions, gradient variance increases during training, and smaller learning rates coincide with higher variance. In addition, we introduce normalized gradient variance as a statistic that better correlates with the speed of convergence compared to gradient variance.

1 Introduction

Many machine learning tasks entail the minimization of the risk, \( \mathbb{E}_x[\ell(x; \theta)] \), where \( x \) is an i.i.d. sample from a data distribution, and \( \ell \) is the per-example loss parametrized by \( \theta \). In supervised learning, inputs and ground-truth labels comprise \( x \), and \( \theta \) is a vector of model parameters. Empirical risk approximates the population risk by the risk of a sample set \( \{x_i\}_{i=1}^N \), the training set, as \( L(\theta) = \sum_{i=1}^N \ell(x_i; \theta) / N \). Empirical risk is often minimized using gradient-based optimization (first-order methods). For differentiable loss functions, the gradient of \( x \) is defined as \( \frac{\partial}{\partial \theta} \ell(x; \theta) \), i.e. the gradient of the loss with respect to the parameters evaluated at a point \( x \). Popular in deep learning, Mini-batch Stochastic Gradient Descent (mini-batch SGD) iteratively takes small steps in the opposite direction of the average gradient of \( B \) training samples. The mini-batch size is a hyperparameter that provides flexibility in trading per-step computation time for potentially fewer total steps. In GD the mini-batch is the entire training set while in SGD it is a single sample.

In general, using any unbiased stochastic estimate of the gradient and sufficiently small step sizes, SGD is guaranteed to converge to a minimum for various function classes [Robbins and Monro, 1951]. Common convergence bounds in stochastic optimization improve with smaller gradient variance [Bottou et al., 2018]. Mini-batch SGD is said to converge faster because the variance of the gradient estimates is reduced by a rate linear in the mini-batch size. In practice however, we observe diminishing returns in speeding up the training of almost any deep model on deep learning benchmarks [Shallue et al., 2018]. One explanation not studied by previous work is that the variance numerically reaches zero. The transition point to diminishing returns is known to depend on the choice of data, model and optimization method. Zhang et al. [2019] observed that the limitation of acceleration in large batches is reduced when momentum or preconditioning is used. Other works suggest that very small mini-batch sizes can still converge fast enough using a collection of tricks [Golmant et al., 2018, Masters and Luschi, 2018, Lin et al., 2020]. One hypothesis is that the stochasticity due to small mini-batches improves generalization by finding “flat minima” and avoiding “sharp minima” [Goodfellow and Vinyals, 2015, Keskar et al., 2017]. But this hypothesis does not explain why diminishing returns also happens in the training loss.
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Motivated by the diminishing returns phenomena, we study and model the distribution of the gradients. In the noisy gradient view, the average mini-batch gradient (or the mini-batch gradient) is treated as an unbiased estimator of the expected gradient where increasing the mini-batch size reduces the variance of this estimator. We propose a distributional view and argue that knowledge of the gradient distribution can be exploited to analyze and improve optimization speed as well as generalization to test data. A mean-aware optimization method is at best as strong as a distributional-aware optimization method. In our distributional view, the mini-batch gradient is only an estimate of the mean of the gradient distribution.

Questions: We identify the following understudied questions about the gradient distribution.

- **Structure of gradient distribution.** Is there structure in the distribution over gradients of standard learning problems?
- **Impact of gradient distribution on optimization.** What characteristics of the gradient distribution correlate with the convergence speed and the minimum training/test loss reached?
- **Impact of optimization on gradient distribution.** To what extent do the following factors affect the gradient distribution: data distribution, learning rate, model architecture, mini-batch size, optimization method, and the distance to local optima?

Contributions:

- **Exploiting clustered distributions.** We consider gradient distributions with distinct modes, i.e. the gradients can be clustered. We prove that the variance of average mini-batch gradient is minimized if the elements are sampled from a weighted clustering in gradient space (Section 3).
- **Efficient clustering to minimize variance.** We propose Gradient Clustering (GC) as a computationally efficient method for clustering in the gradient space (Section 3.2). Fig. 1 shows an example of clusters found by GC.
- **Relation between gradient variance and optimization.** We study the gradient variance on common deep learning benchmarks (MNIST, CIFAR-10, and ImageNet) as well as Random Features models recently studied in deep learning theory (Section 4). We observe that gradient variance increases during training, and smaller learning rates coincide with higher variance.
- **An alternative statistic.** We introduce normalized gradient variance as a statistic that better correlates with the speed of convergence compared to gradient variance (Section 4).

We emphasize that some of our contributions are primarily empirical yet unexpected. We encourage the reader to predict the behaviour of gradient variance before reaching our experiments section. We believe our results provide an opportunity for future theoretical and empirical work.

2 Related Work

**Modeling gradient distribution.** Despite various assumptions on the mini-batch gradient variance, there are limited studies of this statistic during the training of deep learning models. It is common to assume bounded variance in convergence analyses [Bottou et al., 2018]. Works on variance reduction
propose alternative estimates of the gradient mean with low variance [Le Roux et al., 2012, Johnson and Zhang, 2013] but they do not plot the variance which is the actual quantity they seek to reduce. Their ineffectiveness in deep learning has been observed but still requires explanation [Defazio and Bottou, 2019]. There are a few works that present gradient variance plots [Mohamed et al., 2019, Wen et al., 2019] but they are usually for a single gradient coordinate and synthetic problems. The Central limit theorem is also used to argue that the distribution of the mini-batch gradient is a Gaussian [Zhu et al., 2019], which has been challenged only recently [Simsekli et al., 2019]. There also exists a link between the Fisher [Amari, 1998], Neural Tangent Kernel [Jacot et al., 2018], and the gradient covariance matrix [Martens, 2014, Kunstner et al., 2019, Thomas et al., 2020]. As such, any analysis of one [e.g. Karakida et al., 2019] could potentially be used to understand others.

The variance is rarely used for improving optimization. Le Roux et al. [2011] considered the difference between the covariance matrix of the gradients and the Fisher matrix and proposed incorporating the covariance matrix as a measure of model uncertainty in optimization. It has also been suggested that the division by the second moments of the gradient in Adam can be interpreted as variance adaptation [Kunstner et al., 2019]. There are myriad papers on ad-hoc sampling and re-weighting methods for reducing dataset imbalance and increasing data diversity [Bengio and Senecal, 2008, Jiang et al., 2017, Vodrahalli et al., 2018, Jiang et al., 2019]. Although we do not use Gradient Clustering for optimization, the formulation can be interpreted as a unifying approach that defines variance reduction as an objective.

Clustering gradients. Methods related to gradient clustering have been proposed in low-variance gradient estimation [Hofmann et al., 2015, Zhao and Zhang, 2014, Chen et al., 2019] supported by promising theory. However, these methods have either limited their experiments to linear models or treated a deep model as a linear one. Our proposed GC method performs efficient clustering in the gradient space with very few assumptions. GC is also related to works on model visualization where the entire training set is used to understand the behaviour of a model [Raghu et al., 2017].

3 Mini-batch Gradient with Stratified Sampling

An important factor affecting optimization trade-offs is the diversity of training data. SGD entails a sampling process, often uniformly sampling from the training set. However, as illustrated in the following example, uniform sampling is not always ideal. Suppose there are duplicate data points in a training set. We can save computation time by removing all but one of the duplicates. To get the same gradient mean in expectation, it is sufficient to rescale the gradient of the remaining sample in proportion to the number of duplicates. In this example, mini-batch SGD will be inefficient because duplicates increase the variance of the average gradient mean.

Suppose we are given i.i.d. training data, \( \{ x_i \}_{i=1}^N \), and a partitioning of their gradients, \( g_i = \frac{\partial}{\partial \theta} L(x_i; \theta) \), into \( K \) subsets, where \( N_k \) is the size of the \( k \)-th set. We can estimate the gradient mean on the training set, \( \hat{g} = \frac{\partial}{\partial \theta} L(\theta) \), by averaging \( K \) gradients, one from each of \( K \) subsets, uniformly sampled:

\[
\hat{g}(a) = \frac{1}{N} \sum_{k=1}^{K} N_k g_{j,k}, \quad j \sim U[1, N_k],
\]

where \( g_{j,k} = \{ g_i | a_i = k \} \) are the gradients from a subset \( k \), \( g_{j,k} \in \mathbb{R}^d \) is the gradient of the \( j \)-th sample in the \( k \)-th subset, and \( a \in \{1, \ldots, K\}^N \) where \( a_i \) is the index of the cluster to which \( i \)-th data point is assigned, so \( N_k = \sum_{a=1}^{N} \mathbb{1}(a_i = k) \). Each sample is treated as a representative of its subset and weighted by the size of that subset. In the limit of \( K = N \), we recover the batch gradient mean used in GD and for \( K = 1 \) we recover the single-sample stochastic gradient in SGD.

Proposition 3.1. (Bias/Variance of Mini-batch Gradient with Stratified Sampling). For any partitioning of data, the estimator of the gradient mean using stratified sampling (Eq. (1)) is unbiased (\( \mathbb{E}[\hat{g}] = g \)) and \( \mathbb{V}[\hat{g}] = N^{-2} \sum_{k=1}^{K} N_k^2 \mathbb{V}[g_{j,k}] \), where \( \mathbb{V}[\cdot] \) is defined as the trace of the covariance matrix. (Proof in Appendix A.1)

Remark. In a dataset with duplicate samples, the gradients of duplicates do not contribute to the variance if assigned to the same partition with no other data points.

\[1\]While \( j, k \) index data based on the partitioning, \( i \) indexes the training points independent of partitioning.
we use hard assignments. In contrast, the additional $N_C$ term is given by the Frobenius-norm. We expand this term into three inner-products, and compute them separately. In

data by $i$ centers corresponding to this layer are denoted by $D$. For a single fully-connected layer, we denote the layer weights by $C$. We denote the gradient with respect to $\theta$ for the training set by $g = AD^T$, where $A \in \mathbb{R}^{I \times N}$ comprises the input activations to the layer, and $D \in \mathbb{R}^{O \times N}$ represents the gradients with respect to the layer outputs. The coordinates of cluster centers corresponding to this layer are denoted by $C \in \mathbb{R}^{K \times I \times O}$. We index the clusters using $k$ and the data by $i$. The $k$-th cluster center is approximated as $C_k = c_k d_k$.

For a single fully-connected layer, we denote the layer weights by $\theta \in \mathbb{R}^{I \times O}$, where $I$ and $O$ denote the input and output dimensions for the layer. We denote the gradient with respect to $\theta$ for the training set by $g = AD^T$, where $A \in \mathbb{R}^{I \times N}$ comprises the input activations to the layer, and $D \in \mathbb{R}^{O \times N}$ represents the gradients with respect to the layer outputs. The coordinates of cluster centers corresponding to this layer are denoted by $C \in \mathbb{R}^{K \times I \times O}$. We index the clusters using $k$ and the data by $i$. The $k$-th cluster center is approximated as $C_k = c_k d_k$.

Performing exact $\mathcal{A}U$ updates (Eqs. (3) and (4)) is computationally expensive as they require the gradient of every data point. Deep learning libraries usually provide efficient methods that compute average mini-batch gradients without ever computing full individual gradients. We introduce Gradient Clustering (GC) for performing efficient $\mathcal{A}U$ updates by breaking them into per-layer operations and introducing a low-rank approximation to cluster centers.

For any feed-forward network, we can decompose terms in $\mathcal{A}U$ updates into independent per-layer operations as shown in Fig. 2. The main operations are computing $\|C_k - g_i\|^2$ and cluster updates $C_{a_i,l} += g_i / N_{a_i}$ per layer $l$; henceforth, we drop the layer index for simplicity.

For a single fully-connected layer, we denote the layer weights by $\theta \in \mathbb{R}^{I \times O}$, where $I$ and $O$ denote the input and output dimensions for the layer. We denote the gradient with respect to $\theta$ for the training set by $g = AD^T$, where $A \in \mathbb{R}^{I \times N}$ comprises the input activations to the layer, and $D \in \mathbb{R}^{O \times N}$ represents the gradients with respect to the layer outputs. The coordinates of cluster centers corresponding to this layer are denoted by $C \in \mathbb{R}^{K \times I \times O}$. We index the clusters using $k$ and the data by $i$. The $k$-th cluster center is approximated as $C_k = c_k d_k$, using vectors $c_k \in \mathbb{R}^I$ and $d_k \in \mathbb{R}^O$.

In the $\mathcal{A}$ step we need to compute $\|C_k - g_i\|^2$ as part of the assignment cost, where $\| \cdot \|_F$ is the Frobenius-norm. We expand this term into three inner-products, and compute them separately. In
In this section, we evaluate the accuracy of estimators of the gradient mean. This is a surrogate task for evaluating the performance of a model of the gradient distribution. We compare our proposed GC estimator to average mini-batch Stochastic Gradient (SG-B), and SG-B with double the mini-batch size (SG-2B). SG-2B is an important baseline for two reasons. First, it is a competitive baseline that always reduces the variance by a factor of 2, and requires at most twice the memory size and twice the run-time per mini-batch [Shallue et al., 2018]. Second, the extra overhead of GC is approximately the same as keeping an extra mini-batch in the memory when the number of clusters is equal to the mini-batch size. We also include Stochastic Variance Reduced Gradient (SVRG) [Johnson and Zhang, 2013] as a method with the sole objective of estimating gradient mean with low variance.

We compare methods on a single trajectory of mini-batch SGD to decouple the optimization from gradient estimation. That is, we do not train with any of the estimators (hence no ‘D’ in SG-B and SG-2B). This allows us to continue analyzing a method even after it fails in reducing the variance. For training results using SG-B, SG-2B and SVRG, we refer the reader to Shallue et al. [2018], where the variance of a particular estimator (in short) as the average over all coordinates of the variance of the gradient mean estimate for a fixed model snapshot. Average variance is the normalized trace of the covariance matrix and of particular interest in random matrix theory [Tao, 2012]. We also measure Normalized Variance, defined as \( \frac{\mathbb{V}[g]}{E[g^2]} \), where the variance of a 1-dimensional random variable is divided by its second non-central moment. In signal processing, the inverse of this quantity is the signal to noise ratio (SNR). If SNR is less than one (normalized gradient larger than one), the power of the noise is greater than the signal. Additional details of the experimental setup can be found in Appendix C.

4.1 MNIST: Low Variance, CIFAR-10: Noisy Estimates, ImageNet: No Structure

In this section, we study the evolution of gradient variance during training of an MLP on MNIST [LeCun et al., 1998], ResNet8 [He et al., 2016] on CIFAR-10 [Krizhevsky et al., 2009], and ResNet18 on ImageNet [Deng et al., 2009]. Curves shown are from a single run and statistics are smoothed out over a rolling window. The standard deviation within the window is shown as a shaded area.

Normalized variance correlates with the time required to improve accuracy. In Figs. 3a to 3c, the variance of SG-2B is always half the variance of SG-B. A drawback of the variance is that it is...
not comparable across different problems. For example, on CIFAR-10 the variance of all methods reaches $10^{-4}$ while on ImageNet where usually $10\times$ more iterations are needed, the variance is below $10^{-6}$. In Figs. 3d to 3f, normalized variance better correlates with the convergence speed. Normalized variance on both MNIST and CIFAR-10 is always below 1 while on ImageNet it quickly goes above 1 (noise stronger than gradient). Notice that the denominator in the normalized variance is shared between all methods on the same trajectory of mini-batch SGD. As such, the normalized variance retains the relation of curves and is a scaled version of variance where the scaling varies during training as the norm of the gradient changes. For clarity, we only show the curve for SG-B.

**How does the difficulty of optimization change during training?** The variance on MNIST for all methods is constantly decreasing (Fig. 3a), i.e. the strength of noise decreases as we get closer to a local optima. These plots suggest that training an MLP on MNIST satisfies the Strong Growth Condition (SGC) [Schmidt and Le Roux, 2013] as the variance is numerically zero (below $10^{-8}$). Normalized variance (Fig. 3d) decreases over time and is well below 1 (gradient mean has larger magnitude than the variance). SVRG performs particularly well by the end of the training because the training loss has converged to near zero (cross-entropy less than 0.005). Promising published results with SVRG are usually on datasets similar to MNIST where the loss reaches relatively small values. In contrast, on both CIFAR-10 (Figs. 3b and 3e) and ImageNet (Figs. 3c and 3f), the variance and normalized variance of all methods increase during training and especially after the learning rate drops. This means gradient variance depends on the distance to local optima. We hypothesize that the gradient of each training point becomes more unique as training progresses.

**Variance can widely change during training but it happens only on a particularly noisy data.** On CIFAR-10, the variance of GC suddenly goes up but comes back down before any updates to the cluster centers (Fig. 3b) while the variance of SVRG monotonically increases between updates. To explain these behaviours, notice that immediately after cluster updates, GC and SVRG should always have at most the same average variance as SG-B. We observed this behaviour consistently across different architectures such as other variations of ResNet and VGG on CIFAR-10. Fig. 6 shows the effect of adding noise on CIFAR-10. Label smoothing [Szegedy et al., 2016] reduces fluctuations but not completely. On the other hand, label corruption, where we randomly change the labels for 10% of the training data eliminates the fluctuations. We hypothesize that the model is oscillating between different states with significantly different gradient distributions. The experiments with corrupt labels suggest that mislabeled data might be the cause of fluctuations such that having more randomness in the labels forces the model to ignore originally mislabeled data.

**Is the gradient distribution clustered in any dataset?** The variance of GC on MNIST (Fig. 3a) is consistently lower than SG-2B which means it is exploiting clustering in the gradient space. On CIFAR-10 (Fig. 3b) the variance of GC is lower than SG-B but not lower than SG-2B except when fluctuating. The improved variance is more noticeable when training with corrupt labels. On ImageNet (Figs. 3c and 3f), the variance of GC is overlapping with SG-B. An example of a gradient
distribution where GC is overlapping with SG-B is a uniform distribution. Gradient distribution can still be structured. For example, there could be clusters in subspaces of the gradient space.

4.2 Random Features Models: How Does Overparametrization Affect the Variance?

The Random Features (RF) model [Rahimi and Recht, 2007] provides an effective way to explore the behaviour of optimization methods across a family of learning problems. The RF model facilitates the discovery of optimization behaviours including the double-descent shape of the risk curve [Hastie et al., 2019, Mei and Montanari, 2019]. We train a student RF model with hidden dimensions $h_s$ on a fixed training set, $(x_i, y_i) \in \mathbb{R}^I \times \{\pm 1\}, i = 1, \ldots, N$, sampled from a model, $x_i \sim \mathcal{N}(0, I)$, $y_i = \text{sign}(\sigma(x_i^T \theta_1)^T b + b)$ where $\sigma$ is the ReLU activation function, and the teacher hidden features $\theta_1 \in \mathbb{R}^{I \times h_t}$, and second layer weights and bias, $\theta_2 \in \mathbb{R}^{h_t \times 1} \times 1$, $b \in \mathbb{R}$, are sampled from the standard normal distribution. Each $I$ dimensional random feature of the teacher is scaled to $\ell_2$ norm 1. We train a student RF model with random features $\theta_1 \in \mathbb{R}^{I \times h_t}$ and second layer weights $\theta_2 \in \mathbb{R}^{h_t \times 1}$ by minimizing the cross-entropy loss. In Fig. 4, we train hundreds of Random Features models and plot the average variance and normalized variance of gradient estimators. We show both maximum and mean of the statistics during training. The maximum better captures fluctuations of a gradient estimator and allows us to link our observations of variance to generalization using standard convergence bounds that rely on bounded noise [Bottou et al., 2018].

Do models with small generalization gap converge faster? Based on small error bars, the only hyperparameters that affect the variance are learning rate and the ratio of the size of the student hidden layer over the training set size. In contrast, in analysis of risk and the double descent phenomena, we usually observe a dependence on ratio of the student hidden layer size to the teacher hidden layer size [Mei and Montanari, 2019]. This suggests that models that generalize better are not necessarily ones that train faster.

Does “diminishing returns” happen because of overparametrization? Figs. 4b and 4c show that with the same learning rate, all methods achieve similar variance in the overparametrized regime.
Note that due to the normalization of random features, the gradients in each coordinate are expected to decrease as overparametrization increases. We conjecture that the diminishing returns in increasing the mini-batch size should also be observed in overparametrized random features models similar to linear and deeper models [Zhang et al., 2019, Shallue et al., 2018].

**Why does the loss usually drop immediately after a learning rate drop?** Fig. 4a shows that the variance is smaller for trajectories with larger learning rates and that the gap grows as overparametrization grows. This is a direct consequence of the dependence of the noise in the gradient on current parameters. In Section 4.1 we observe the opposite of this behaviour in deep models. In contrast, Fig. 5 shows that for overparametrization less than 5, all trajectories have similar normalized variance that is larger than one (noise is more powerful than the gradient). As such, we hypothesize that the reduction in variance is not the sole reason for the immediate decrease in the loss after a learning rate drop [e.g. He et al., 2016].

**How does SGD avoid local minima?** In Fig. 5a, the error bars in the maximum normalized variance are long for overparametrization coefficient less than 5. The reason is in some iterations the second moment of the gradient for some coordinates gets close to zero but the noise due to mini-batching is still non-zero. Often in the next iteration, the gradient becomes large again. This is an example where SGD avoids local minima due to noise.

**Why does SVRG fail in deep learning?** Figs. 4b and 4c show that the gain of SVRG vanishes in the over-parametrized regime (10) where all methods have relatively low variance (below $10^{-5}$). We hypothesize that the cause is the generally lower variance of the noise in the overparametrized regime rather than the staleness of the control-variate.

### 4.3 Duplicates: Back to the Motivation for Gradient Clustering

In Fig. 8, we trained random features models with additional duplicated data points. We observe that as the ratio of duplicates to non-duplicates increases, the gap between the variance of GC and other methods improve. Without duplicate data, GC is always between SG-B and SG-2B. It is almost never worse than SG-B and never better than SG-2B. GC is as good as SG-2B at mild overparametrization (1 − 4). We need a degree of overparametrization for GC to reduce the variance but too much overparametrization leaves no room for improvement. When duplicates exist, GC performs well with a gap that does not decrease by overparametrization.

Similarly, experiments on CIFAR-10 and CIFAR-100 (Fig. 7) show that GC significantly reduces the variance when duplicate data points exist. Note that because of common data augmentations, duplicate data points are not exactly duplicate in the input space and there is no guarantee that their gradients would be similar.

### 5 Conclusion

In this work we introduced tools for understanding the optimization behaviour and explaining previously perplexing observations in deep learning. We expect our contributions to not only guide improvements to optimization speed and generalization but also the design of interpretable models. We have provided evidence that structured gradient distributions such as clustered gradients exist and that statistics of gradients can provide insight into the optimization performance. However, exploiting this knowledge to improve optimization has proven to be challenging.
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A Additional Details of Gradient Clustering (Section 3)

A.1 Proof of Proposition 3.1

The gradient estimator, $\hat{g}$, is unbiased for any partitioning of data, i.e. equal to the average gradient of the training set,

$$
E[\hat{g}] = \frac{1}{N} \sum_{k=1}^{K} N_k E[g_{j,k}] = \frac{1}{N} \sum_{k=1}^{K} N_k \left( \sum_{j=1}^{N} g_{j,k} \right) = \frac{1}{N} \sum_{k=1}^{K} \sum_{j=1}^{N} g_{j,k} = \frac{1}{N} \sum_{i=1}^{N} g_i = g,
$$

where we use the fact that the expectation of a random sample drawn uniformly from a subset is equal to the expectation of the average of samples from that subset. Also note that the gradient of every training example appears once in $(*)$.

Although partitioning does not affect the bias of $\hat{g}$, it does affect the variance,

$$
\mathbb{V}[\hat{g}] = \frac{1}{N^2} \left( \sum_{i=1}^{N} N_i^2 \mathbb{V}[g_{j,k}] + 2 \sum_{k=1}^{K} N_k N_k \mathbb{C}[g_{j,k}; g_{j,k}] \right) = \frac{1}{N^2} \sum_{k=1}^{K} N_k^2 \mathbb{V}[g_{j,k}]
$$

where the variance is defined as the trace of the covariance matrix. Since we assume the training set is sampled i.i.d., the covariance between gradients of any two samples is zero. In a dataset with duplicate samples, the gradients of duplicates will be clustered into one cluster with zero variance if mingled with no other data points.

B Additional Details of Efficient GC (Section 3.2)

B.1 Convolutional Layers

In neural networks, the convolution operation is performed as an inner product between a set of weights $\theta \in \mathbb{R}^{h \times w \times I \times O}$, namely kernels, by patches of size $h \times w$ in the input. Assuming that we have preprocessed the input by extracting patches, the gradient w.r.t. $\theta$ is $g_i = \sum_t g_{b,t}$. $g_{b,t} \in \mathbb{R}^{I \times O}$ is the gradient at the spatial location $t \in T$ and $I = h \times w \times \hat{I}$ is the flattened dimension of a patch. The gradient at spatial location $t$ is computed as $g_{b,t} = A_{b,t} D_{b,t}$.

Like the fully-connected case, we use a rank-1 approximation to the cluster centers in a convolution layer, defining $C_k = c_k d_k^\top$. As such, all steps are performed efficiently. For the $A$ step we rewrite $\text{vec}(C_k) \odot \text{vec}(g_i)$,

$$
\text{vec}(C_k) \odot \text{vec} \left( \sum_t A_{b,t} D_{b,t}^\top \right) = \sum_{u,v} (c_{ku} d_{kv} (\sum_t A_{b,t} D_{b,tv}))
$$

(8)

$$
= \sum_k (\sum_u c_{ku} A_{b,tu}) (\sum_v d_{kv} D_{b,tv}),
$$

(9)

where the input dimension is indexed by $u$ and the output dimension is indexed by $v$. Eqs. 8 and 9 provide two ways of computing the inner-product, where we first compute the inner sums, then the outer sum. The efficiency of each formulation depends on the size of the kernel and layer’s input and output dimensions.

B.2 Complexity Analysis

GC, described in Fig. 2, performs two sets of operations, namely, the cluster center updates ($\mathcal{U}$ step), and the assignment update of data to clusters ($\mathcal{A}$ step). $\mathcal{A}$ steps instantly affect the optimization by changing the sampling process. As such, we perform an $\mathcal{A}$ step every few epochs and change the sampling right after. In contrast, the $\mathcal{U}$ step can be done in parallel and more frequently than the $\mathcal{A}$ step, or online using mini-batch updates. The cost of both steps is amortized over optimization steps.

Table 1 summarizes the run-time complexity of GC compared to the cost of single SGD step. The $\mathcal{U}$ step is always cheaper than a single back-prop step. The $\mathcal{A}$ step is cheaper for fully-connected layers if $K < \min(I, O)$. 
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For convolutional layers, we have two ways to compute the terms in the $A$ step (Eqs. 8 and 9). For $C \odot g$, if $\min(T, K) < K < \min(I, O)$, Eq. 9 is more efficient. For $g \odot g$, Eq. 9 is more efficient if $T < \min(I, O)$. If $K < T$, both methods have lower complexity than a single back-prop step. If we did not have the $N_k$ multiplier in the $A$ step, we could ignore the computation of the norm of the gradients, and hence further reduce the cost.

In common neural network architectures, the condition $K < T$ is easily satisfied as $T$ in all layers is almost always more than 10 and usually greater than 100, while 10-100 clusters provides significant variance reduction. As such, the total overhead cost with an efficient implementation is at most $2 \times$ the cost of a normal back-prop step. We can further reduce this cost by performing GC on a subset of the layers, e.g. one might exclude the lowest convolutional layers.

The total memory overhead is equivalent to increasing the mini-batch size by $K$ samples as we only need to store rank-1 approximations to the cluster centers.

C Additional Details for Experiments (Section 4)

The mini-batch size in GC and SVRG and the number of clusters in GC are the same as the mini-batch size in SG-B and the same as the mini-batch size used for training using SGD. To measure the gradient variance, we take snapshots of the model during training, sample tens of mini-batches from the training set (in case of GC, with stratified sampling), and measure the average variance of the gradients.

We measure the performance metrics (e.g. loss, accuracy and variance) as functions of the number of training iterations rather than wall-clock time. In other words, we do not consider computational overhead of different methods. In practice, such analysis is valid as long as the additional operations could be parallelized with negligible cost.

C.1 Experimental Details for Image Classification Models (Section 4.1)

On MNIST, our MLP model consists of there fully connected layers: layer1: $28 \times 28 \times 1024$, layer2: $1024 \times 1024$, layer3: $1024$, 10. We use ReLU activations and no dropout in this MLP. We train all methods with learning rate 0.02, weight decay $5 \times 10^{-4}$, and momentum 0.5. On CIFAR-10, we train ResNet8 with no batch normalization layer and learning rate 0.01, weight decay $5 \times 10^{-4}$, and momentum 0.9 for 80000 iterations. We decay the learning rate at 40000 and 60000 iterations by a factor of 0.1. On CIFAR-100, we train ResNet32 starting with learning rate 0.1. Other hyperparameters are the same as in CIFAR-10. On ImageNet, we train ResNet18 starting with learning rate 0.1, weight decay $1 \times 10^{-4}$, and momentum 0.9. We use a similar learning rate schedule to CIFAR-10.

In Appendix C.1 we list the following hyperparameters: the interval of measuring gradient variance and normalized variance (Log T), number of gradient estimates used on measuring variance (Estim T), the interval of updating the control variate in SVRG and the clustering in GC (U), and the number of GC update iterations (GC T).
| Dataset     | Model     | $B$  | $T$   | Log $T$ | Estim $T$ | $U$  | GC $T$ |
|-------------|-----------|------|-------|---------|-----------|------|--------|
| MNIST       | MLP       | 128  | 50000 | 500     | 50        | 2000 | 10     |
| CIFAR-10    | ResNet8   | 128  | 80000 | 500     | 50        | 20000| 3      |
| CIFAR-100   | ResNet32  | 128  | 80000 | 500     | 50        | 20000| 3      |
| ImageNet    | ResNet18  | 128  | 80000 | 1000    | 10        | 10000| 3      |

Table 2: Hyperparameters.

![Figure 9: Mean variance plots for Fig. 4](image)

In plots for random features models, each point is generated by keeping $h_s$ fixed at 1000 and varying $N$ in the range $[0.1, 10]$. We average over 3 random seeds, 2 teacher hidden dimensions and 2 input dimensions (both $\times 0.1$ and $\times 10$ student hidden). We use mini-batch size 10 for SG-B, SVRG, and GC.

A rough estimate of the overparametrization coefficient (discussed in Section 4.2) for deep models is to divide the total number of parameters by the number of training data. On MNIST the coefficient is approximately 37 for CNN and 31 for MLP. On CIFAR-10 it is approximately 3 for ResNet8 and 9 for ResNet32. Common data augmentations increase the effective training set size by $10 \times$. On the other hand, the depth potentially increases the capacity of models exponentially (cite the paper that theoretically says how many data points a model can memorize). As such, it is difficult to directly relate these numbers to the behaviours observed in RF models.

C.2 Experimental Details for Random Features Models (Section 4.2)

The number of training iterations is chosen such that the training loss has flattened. The maximum is taken over the last 70% of iterations (the variance is usually high for all methods in the first 30%). Mean variance plots for random features models are similar to max variance plots presented in Section 4.2.

We aggregate results from multiple experiments with the following range of hyperparameters. Each point is generated by keeping $h_s$ fixed at 1000 and varying $N$ in the range $[0.1, 10]$. We average over 3 random seeds, 2 teacher hidden dimensions and 2 input dimensions (both $\times 0.1$ and $\times 10$ student hidden).