Abstract—In this work, we study how to design uplink transmission with massive machine type devices in tactile internet, where ultra-short delay and ultra-high reliability are required. To characterize the transmission reliability constraint, we employ a two-state transmission model based on the achievable rate with finite blocklength channel codes. If the channel gain exceeds a threshold, a short packet can be transmitted with a small error probability; otherwise there is a packet loss. To exploit frequency diversity, we assign multiple subchannels to each active device, from which the device selects a subchannel with channel gain exceeding the threshold for transmission. To show the total device, from which the device selects a subchannel with channel power exceeding the threshold for transmission. To prove the total bandwidth required to ensure the reliability, we optimize the number of subchannels, the bandwidth of each subchannel, and the threshold for each device to minimize the total bandwidth of the system with a given number of antennas at the base station. Numerical results show that with 1000 devices in one cell, the required bandwidth of the optimized policy is acceptable even for prevalent cellular systems. Furthermore, we show that by increasing antennas at the BS, frequency diversity becomes unnecessary, and the required bandwidth is reduced.

I. INTRODUCTION

Achieving ultra-short end-to-end (E2E) delay and ultra-high reliability has become one of the major goals for the fifth generation (5G) cellular systems [1]. By ensuring ultra-low E2E delay with extremely small packet loss probability, tactile internet enables unprecedented mobile applications such as autonomous vehicles, mobile robots, augmented reality, and factory automation [2].

Human-to-machine and machine-to-machine (M2M) communications are two major categories of application in tactile internet [3], and the number of machine type devices is predicted to reach 26 billion by 2020 [4]. Therefore, ensuring the stringent quality-of-service (QoS) for massive machine type devices becomes an urgent task in future wireless systems [5]. For human type communications, e.g., video conference, a certain amount of bandwidth can be reserved to each user. For machine type communications, however, a device may stay dumb for a long period between the transmissions of two subsequent short packets [6]. Thus, it is not necessary to reserve bandwidth for each device. Moreover, in the scenarios that the number of devices is large, reserving bandwidth for each device leads to unaffordable total bandwidth requirement. To save bandwidth, the base station (BS) can only assign bandwidth to the active devices that require to transmit data.

Recently, the problem on how to ensure ultra-low E2E delay and ultra-high reliability has drawn increasing attention from academic and industrial communities [7][10]. Resource allocation for tactile internet applications has been studied in [7], where the queueing delay and queueing delay violation probability are taken into account. Studies in [8][10] show how to exploit diversity to increase reliability. In these works, the instantaneous data rate is characterized by the Shannon capacity, which is applicable when the blocklength of channel codes goes to infinite. Under ultra-short delay constraint, the blocklength is finite, and the Shannon capacity is not achievable. As a consequence, the ultra-low packet loss probability cannot be ensured.

The achievable rate with finite blocklength channel codes obtained in [11] has been applied to analyze queueing delay for real-time services and tactile internet in downlink transmission [12][13]. For real-time service with queueing delay around 5 ~ 10 ms, if Shannon capacity is used to design transmission policy, then the queueing delay bound and the delay bound requirement cannot be satisfied [12]. Based on this observation, the achievable rate in finite blocklength regimes is applied in downlink transmission design for tactile internet [13], where a short time (i.e., half of a short frame) is reserved for uplink (UL) transmission. However, the question on how to design UL transmission policy under ultra-short delay and ultra-high reliability remains open.

In this work, we focus on UL transmission design for tactile internet. We investigate the impact of spatial diversity and frequency diversity on ensuring the transmission reliability, and the total bandwidth required for a wireless system to support the QoS requirement of massive machine type devices. To this end, we employ a two-state transmission model to characterize the transmission reliability constraint based on the achievable rate with finite blocklength channel codes. We assign multiple subchannels to each active device, from which the device simply selects one subchannel with channel power exceeding a threshold for transmission after channel probing [14]. We optimize the number of subchannels, the bandwidth of each subchannel, and the threshold for each device to minimize the total bandwidth required by the system to ensure the reliability. Numerical results are provided to show the required total bandwidth and the impact of diversity.
II. SYSTEM MODEL

Consider a cellular system, where a BS with $N_t$ antennas is accessed by $M$ single-antenna devices. The packets generated at the devices are transmitted to the BS. After receiving the packets successfully, the BS sends the packets to related destinations. Before sending a transmission request, a device should first access to the BS [15]. Assume that the devices stay in one cell, and all the devices have accessed to the BS.

In this work, we focus on the UL transmission design for massive machine type devices, where the bandwidth will be assigned to a device only when it has a packet to transmit. To exploit frequency diversity, the BS assigns $N_m$ subchannels with independent channel gains to the $m$th device, as detailed later. Since the interference among devices causes severe deterioration in QoS, we assume that different subchannels are used for the devices requesting for concurrent transmissions.

The QoS provision is characterized by an E2E delay $D_{\text{max}}$ imposed on each packet of a device and the overall reliability $\varepsilon_{\text{max}}$ required by the device. In LTE systems, the E2E delay may include UL and downlink transmission delay, coding and processing delay, queuing delay, and routing delay in backhaul and core networks, while the overall reliability may include the packet loss due to transmission error and queuing delay violation. In this work, we restrict to the UL transmission delay and reliability. Specifically, the UL transmission procedure for each packet should be completed within a short time $D_U < D_{\text{max}}$ with a transmission error induced packet loss probability $\varepsilon_U < \varepsilon_{\text{max}}$ for each device.

To reduce transmission delay, we consider the short frame structure proposed in [16], where time is discretized into frames with duration $T_I$, which equals to the transmission time interval (TTI) of the system.

The UL transmission procedure includes the following steps: (i) generation of a packet by a device; (ii) UL transmission request from the device; (iii) bandwidth assignment at the BS; (iv) transmission grant and channel probing; (v) subchannel selection and packet transmission by the device. By assuming negligible processing delay, the delay caused by the control signaling and data transmission is $D_U = 3T_I$ [17].

Then, the transmission time of each packet should be less than the duration of one frame, $T_I$. This implies that retransmission in subsequent frames is not allowed in the case of a packet with error. In fact, retransmitting a packet can hardly improve the successful transmission probability when the channels in multiple frames stay in deep fading.

A. Traffic Model

As shown in [6][18], the packet arrival process in vehicle networks as well as in some other M2M communications can be modeled as Poisson processes, which is an aggregation of packets generated by multiple devices, where the packets generated by each device follow a Bernoulli process. Specifically, in each frame a device either transmits one packet or stays dumb randomly. Each packet includes $u$ bits information, which is small in machine type communications.

B. Channel Probing for Subchannel Selection

For the device with low maximal transmit power, equally allocating the power over multiple subchannels leads to low signal-to-noise ratio (SNR). If a device knows the channel gains of the assigned subchannels, it can select several subchannels with high gains to transmit. Nevertheless, for the machine type devices with small packets, a single subchannel in good condition is sufficient to transmit a packet with small error probability. This suggests that a device only needs to find the subchannels whose channel gains exceed a certain threshold, from which the device can randomly select one to transmit the packet.

To help each active device, say the $m$th device, determine whether the instantaneous channel gain of a subchannel is above the threshold $g_{m,i}^{\text{th}}$ or not, the BS only needs to broadcast downlink pilots that are orthogonal among subchannels. This procedure is referred to as channel probing as in [14].

C. Channel Model

Without retransmission, the UL data transmission for each packet should be completed in one frame. For the devices with low and medium velocity, the channel coherence time $T_c$ is much longer than the frame duration. To ensure low packet loss probability with the stringent delay requirement, channel coding should be performed within each frame, during which the channel is static. This kind of channel is referred to as quasi-static fading channel in [19].

Consider a frequency-selective channel. To maximize frequency diversity gain, the instantaneous channel gains on the $N_m$ subchannels assigned to the $m$th device should be independent, and hence the frequency separation of adjacent subchannels should be larger than the channel coherence bandwidth $W_c$, as shown in Fig. 1. In real-world systems, frequency is discretized into basic bandwidth units, e.g., subcarriers in orthogonal frequency division multiple access systems. Each subchannel consists of multiple bandwidth units. By adjusting the number of bandwidth units in one subchannel, the bandwidth of each subchannel can be changed. Denote $B_m$ as the bandwidth of each subchannel assigned to the $m$th device. We assume that $B_m < W_c$, such that each subchannel is subject to frequency-flat fading.

Denote the average channel gain of the $m$th device as $\alpha_m$, and the instantaneous channel gain on the $i$th subchannel assigned to the $m$th device as $g_{m,i}$. After channel probing, the device selects a subchannel with estimated instantaneous channel gain $g_{m,i} = (h_{m,i})^H h_m$, where $[\cdot]^H$ denotes the conjugate transpose and $h_m$ is the channel vector whose elements are independent and identically complex Gaussian distributed with
zero mean and unit variance. Assume that both $\alpha_m$ and $h_m$ are perfectly known at the BS. Since the machine type devices are usually of low cost, it is reasonable to assume that each active device simply employs the maximal transmit power to transmit the packet. For a single-input-multiple-output system, the maximal number of bits that can be transmitted from the $m$th device to the BS in one frame can be accurately approximated as [19]

$$s_m \approx \frac{T_I B_m}{\ln 2} \left\{ \ln \left( 1 + \frac{\alpha_m P_{\max} g_m}{N_0 B_m} \right) \cdot \sqrt{\frac{V_m}{T_I B_m} f_Q^{-1}(\epsilon_m)} \right\},$$

(1)

where $P_{\max}$ is the maximal transmit power of each device, $N_0$ is the single-sided noise spectral density, $\epsilon_m$ is the transmission error probability (i.e., the block error probability) of the $m$th device, $f_Q^{-1}(\cdot)$ is the inverse of the Q-function, and $V_m = 1 - \left[ 1 + \frac{\alpha_m P_{\max} g_m}{N_0 B_m} \right]^{-2}$ [19].

The number of symbols transmitted in one frame, also referred to as blocklength, is determined by the bandwidth and transmission duration according to $l_m = T_I B_m$. For large $l_m$, (1) can be approximated by the Shannon capacity, i.e.

$$s_m^\infty = \frac{T_I B_m}{\ln 2} \ln \left( 1 + \frac{\alpha_m P_{\max} g_m}{N_0 B_m} \right).$$

(2)

### III. Transmission Constraint on Reliability

#### A. Two-state Transmission Model

To analyze the availability or reliability of tactile internet, a transmission model based on the Shannon capacity was applied in existing studies [8][9]. Specifically, if the received SNR is higher than a threshold, a packet with size $u$ can be transmitted successfully, i.e., $s_m^\infty \geq u$. Otherwise, an outage occurs. However, with finite blocklength channel codes, the transmission error probability $\epsilon_m$ in (1) is always positive such that $s_m < s_m^\infty$, and cannot be ignored under ultra-high reliability requirement. Therefore, the existing transmission model underestimates the transmission error probability in high SNR regimes, and hence cannot ensure ultra-high reliability.

Further recalling that transmission is not allowed, we consider a transmission model based on the achievable rate with finite blocklength channel codes in (1). If the instantaneous channel gain $g_m$ is higher than a threshold $g_m^{th}$ such that $s_m \geq u$, then the packet can be transmitted successfully with probability $1 - \epsilon_m$. Otherwise, there is a packet loss. Substituting (1) into $s_m = u$, the threshold can be accurately approximated as

$$g_m^{th} \approx \frac{N_0 B_m}{\alpha_m P_{\max}} \left\{ \exp \left[ \frac{u \ln 2}{T_I B_m} + \sqrt{\frac{1}{T_I B_m} f_Q^{-1}(\epsilon_m)} \right] - 1 \right\},$$

(3)

since $V_m \approx 1$ is accurate in high SNR regime.

Such a transmission model considers the transmission error probability when $g_m^+ \geq g_m^{th}$, and hence is applicable for designing transmit policy under the ultra-high reliability constraint.

Since the model depends on two states of the channel, we refer to it as a two-state transmission model.

#### B. Constraint on UL Transmission Reliability

For the UL transmission of the $m$th device, the probability that there is at least one subchannel with instantaneous channel gain higher than $g_m^{th}$ can be expressed as follows:

$$\Pr \left\{ \bigcup_{i=1}^{N_m} \{ g_{m,i} \geq g_m^{th} \} \right\} = 1 - \prod_{i=1}^{N_m} \Pr \left\{ g_{m,i} < g_m^{th} \right\} = 1 - \left[ \int_0^{g_m^{th}} f_g(x) \, dx \right]^{N_m},$$

(4)

where $f_g(x)$ is the distribution of instantaneous channel gain. Since the elements of $h_m$ are complex Gaussian distributed, we have $f_g(x) = \frac{1}{(N-1)!} x^{N-1} e^{-x}$.

We use an indicator function to represent whether the packet is successfully transmitted or not. If the packet is successfully transmitted to the BS from the $m$th device, then $1_{m} = 1$. Otherwise, $1_{m} = 0$. From (4), we have

$$\Pr \{ 1_{m} = 1 \} = \Pr \left\{ \bigcup_{i=1}^{N_m} \{ g_{m,i} \geq g_m^{th} \} \right\} \geq 1 - \epsilon_m,

(5)

The above approximation is accurate since $\int_0^{g_m^{th}} f_g(x) \, dx \leq 1$ and $\epsilon_m$ are extremely small. To ensure the transmission reliability in UL, the following constraint should be satisfied,

$$f_u(N_m, B_m, \epsilon_m) \triangleq \left[ \int_0^{g_m^{th}} f_g(x) \, dx \right]^{N_m} + \epsilon_m \leq \epsilon^U.$$

(6)

### IV. Transmit Policy Optimization

In this section, we optimize the transmit policy that minimizes the required bandwidth to satisfy the QoS requirement of massive machine type devices.

To facilitate channel probing in selecting one subchannel, the DL pilot overhead linearly increases with $N_m$. To make the overhead acceptable, $N_m$ cannot be too large. Denote the maximal number of subchannels that can be assigned to each device as $N_{\max}$. Then, we have $N_m \leq N_{\max}$.

The threshold $g_m^{th}$ in (3) depends on $B_m$ and $\epsilon_m$. Therefore, with given $B_m$, the threshold can be adjusted by controlling the value of $\epsilon_m$. To determine how much bandwidth is required to ensure the reliability with a large number of devices, we optimize the values of $N_m$, $B_m$, and $\epsilon_m$ that minimizes the overall bandwidth from the following problem:

$$\min_{N_m, B_m, \epsilon_m} \sum_{m=1}^{M} N_m B_m$$

s.t. $0 < B_m \leq W_c,$

(7)

$$0 < N_m \leq N_{\max}, \quad N_m \in \mathbb{Z},$$

(7b)

$$0 < \epsilon_m < \epsilon^U,$$

(7c)
\[ f_u(N_m, B_m, \varepsilon_m) \leq \varepsilon^U, \]  \hspace{1cm} (7d)

where \( M_a \) is the number of active devices that need to transmit packets in a frame.

In the sequel, we propose an algorithm to find the global optimal solution of problem (7). Since the constraints for each device does not depend on those of the other devices, problem (7) can be equivalently decomposed into \( M_a \) single-device problems as follows:

\[
\min_{N_m, B_m, \varepsilon_m} \ N_m B_m \hspace{1cm} \text{s.t.} \hspace{1cm} (7a), (7b), (7c) \text{ and } (7d).
\]

To solve problem (5), we need some properties of \( f_u(N_m, B_m, \varepsilon_m) \).

**Property 1.** Given the values of \( N_m \) and \( \varepsilon_m \), \( f_u(N_m, B_m, \varepsilon_m) \) strictly decreases with \( B_m \).

**Proof.** See Appendix A

Based on Property 1 we have the following property.

**Property 2.** Given the value of \( N_m \), \( f_u(N_m, B_m, \varepsilon^*_m(B_m)) \) strictly decreases with \( B_m \), where \( \varepsilon^*_m(B_m) \) is the optimal value of \( \varepsilon_m \) that minimizes \( f_u(N_m, B_m, \varepsilon_m) \) with given \( B_m \).

**Proof.** See Appendix B

Since the value of \( f_u(N_m, B_m, \varepsilon^*_m(B_m)) \) with given \( N_m \) strictly decreases with \( B_m \), the minimal required \( B_m \) that satisfies (6) with given \( N_m \) can be obtained when \( f_u(N_m, B_m, \varepsilon^*_m(B_m)) = \varepsilon^U \), and hence the minimal \( B_m \) can be obtained via the binary search method [20]. The searching algorithm needs to compute the value of \( f_u(N_m, B_m, \varepsilon^*_m(B_m)) \), and hence needs to find \( \varepsilon^*_m(B_m) \) with given \( B_m \). To show when \( \varepsilon^*_m(B_m) \) can be obtained with a low complexity method, we need the following property.

**Property 3.** Given the values of \( N_m \) and \( B_m \), \( f_u(N_m, B_m, \varepsilon_m) \) is convex in \( \varepsilon_m \) when \( g_m^{th} < N_t - 1 \).

**Proof.** See proof in Appendix C

If \( f_u(N_m, B_m, \varepsilon_m) \) is convex in \( \varepsilon_m \), e.g., \( g_m^{th} < N_t - 1 \), then the global optimal solution \( \varepsilon^*_m(B_m) \) can be obtained by the exact linear search method [20]. Otherwise, to obtain the global optimal \( \varepsilon_m(B_m) \), the exhaustive search method should be used. Note that to ensure ultra-high reliability in (6), \( g_m^{th} \) cannot be too large. For example, when \( N_t \geq 2 \) and \( \varepsilon_{\max} \leq 10^{-5} \), which is true for most most tactile internet applications, we have \( g_m^{th} < N_t - 1 \) under constraint (6) in the cases \( N_{\max} \leq 10 \).

Based on Property 2 and Property 3, we propose a searching algorithm to find the optimal solution of problem (7). Given the value of \( N_m \), the optimal values of \( B_m \) and \( \varepsilon_m \) that minimizes (8) can be found via the binary search method and the exact linear search method. By searching \( B_m \) and \( \varepsilon_m \) with different values of \( N_m \in \{1, ..., N_{\max}\} \), the optimal solution of problem (8) can be obtained, and is denoted as \( \{N^*_m, B^*_m, \varepsilon^*_m\} \). To find the optimal solution of the original problem (7), the system needs to solve problem (8) \( M_a \) times. Hence, the complexity of problem (7) is \( O(M_a N_{\max}) \), which linearly increases with the number of active devices. The details of the algorithm are provided in Table I.

**V. Numerical Results**

In this section, we demonstrate the required radio resources to support the stringent uplink transmission reliability. To observe the impact of different factors, we first consider the channel only with path loss, and then extend to more realistic channel with log normal shadowing.

The number of devices in one cell is \( M = 1000 \). The distances between devices and the BS are uniformly distributed in [50, 250] m. The path loss model is \(-10 \log(\alpha_m) = 35.3 + 37.6 \log(d_m) \), where \( d_m \) is the distance between the \( m \)th device and the BS. The maximal transmit power of each device is set to be 23 dBm (\( P_{\max} = 0.2 \) W). Each packet contains 20 bytes data. The reliability requirement is \( \varepsilon_{\max} = 1 - 99.99999\% \) [2], and \( \varepsilon^U = 0.5 \varepsilon_{\max} \). The single-sided noise spectral density and coherence bandwidth is set to be \( N_0 = -174 \) dBm/Hz and \( W_c = 0.5 \) MHz, respectively. The frame duration is \( T_f = 0.1 \) ms. The maximal number of subchannels assigned to each active device is set to be \( N_{\max} = 10 \). This setup is used for all following results unless otherwise specified.

The optimal number of subchannels assigned to each active device with different device-BS distances is shown in Fig. 3. If the BS is only equipped with two antennas (\( N_t = 2 \)), the QoS requirement of some devices at the cell edge cannot be satisfied even when \( B_m = W_c \) and \( N_m = N_{\max} \), i.e. problem (7) is infeasible. When \( N_t \geq 16 \), \( N_m^* = 1 \) for all the devices.
(which is not shown in the figure), i.e., only one subchannel is assigned to each device. In other words, with large spatial diversity, frequency diversity is unnecessary.

Fig. 2. Optimal number of links for frequency diversity.

Fig. 3. CDF of total bandwidth required to support the QoS.

The cumulative distribution function (CDF) of the total bandwidth of the system required to support the QoS with the optimized transmit policy is shown in Fig. 3. The CDF is obtained by calculating the total required bandwidth in $10^6$ frames. The average packet rate is set to be 100 packets/s, which is relatively high in vehicle communications and M2M communications [6][18]. With frame duration $T_f = 0.1$ ms, the average packet rate is one packet per 100 frames. In other words, during 99% of time, a device stays dumb. If the system reserves bandwidth for each device like human type communications, which is acceptable in some devices still cannot be satisfied even with large $N_t$. While macro diversity can deal with such a problem to some extent [10], other more effective solutions are in urgent need.

\[ N_t \geq 8 \] is less than 10 MHz, because the BS only assigns bandwidth to the active devices that require to transmit packets in each frame.

In what follows, we take into account shadowing, which follows a log normal distribution with zero mean and 8 dB standard deviation [21], i.e., $-10 \log(\alpha_m) = 35.3 + 37.6 \log(d_m) + \delta_m^t$, where $\delta_m^t \sim N(0, 8)$. With shadowing, the percentage of devices that the QoS in (6) can not be satisfied is listed in Table II, which is obtained by solving problem (7). The results show that the percentage of devices without QoS guarantee decreases slowly by increasing receive antennas at the BS, owing to the array gain. However, the QoS requirement of some devices still cannot be satisfied even with large $N_t$.

| $N_t$ | Percentage |
|-------|------------|
| 16    | 6.2%       |
| 32    | 2.8%       |
| 64    | 1.5%       |
| 128   | 1.0%       |

TABLE II

Percentage of devices without QoS guarantee

VI. Conclusion

In this paper, we studied uplink transmission optimization for massive machine type devices in tactile internet. We employed a two-state transmission model using the achievable rate with finite blocklength channel codes to reflect the reliability constraint. Then, we proposed an algorithm to find the optimal number of links for frequency diversity, optimal bandwidth and transmission threshold required to ensure the uplink transmission reliability for each active device that minimizes the total bandwidth of the system. Numerical results validated that the total bandwidth required by the optimized policy is much smaller than reserving bandwidth for each device like human type communications, which is acceptable even for the prevalent cellular systems. The results showed that by increasing the number of antennas at the BS, the required total bandwidth can be reduced, and the percentage of devices without QoS guarantee due to shadowing decreases.

APPENDIX A

Proof of Property [1]

\[ f_a(N_m, B_m, \varepsilon_m) = \left[ \int_0^{g_m^{th}} \frac{1}{(N_t - 1)!} x^{N_t - 1} e^{-x} dx \right]^{N_m} + \varepsilon_m. \]  

(A.1)

Denote $f_e = \int_0^{g_m^{th}} \frac{1}{(N_t - 1)!} x^{N_t - 1} e^{-x} dx$. To prove $f_a(N_m, B_m, \varepsilon_m)$ strictly decreases with $B_m$, we only need to prove that $(f_e)^{N_m}$ strictly decreases with $B_m$. To this end, we first prove that $(f_e)^{g_m^{th}}$ strictly increases with $g_m^{th}$ and then prove that $g_m^{th}$ strictly decreases with $B_m$. From (A.1), we can obtain that

\[ \frac{\partial (f_e)^{N_m}}{\partial g_m^{th}} = (f_e)^{N_m - 1} N_m (g_m^{th})^{N_t - 1} e^{-g_m^{th}} \frac{N_m}{(N_t - 1)!} > 0. \]  

(A.2)
As a result, \((f_e)^N_m\) strictly increases with \(g_m^\text{th}\). Denote \(x = \sqrt{\frac{1}{B_m}}\). Then, (3) can be rewritten as follows,
\[
g_m^\text{th} = C_1 \frac{\sqrt{x}}{x} \left[ \exp \left( C_2 x^2 + C_3 x \right) - 1 \right],
\]
where \(C_1 = \frac{N_0 B_m}{\alpha_m \text{max}} > 0\), \(C_2 = \frac{\ln 2}{T_f} > 0\) and \(C_3 = \frac{1}{T_f B_m} > 0\). It is easy to see that \(g_m^\text{th}\) is an increasing and convex function of \(z\). According to the composition rules, \(g_m^\text{th}\) is convex in \(\varepsilon_m\) [20].

From (A.2), we can derive that
\[
\frac{\partial^2 (f_e)^N_m}{\partial (g_m^\text{th})^2} > (f_e)^{N_m-1} N_m (g_m^\text{th})^{N_m-2} e^{-g_m^\text{th}} (N_t - 1)! \left( \frac{N_t - 1 - g_m^\text{th}}{N_t - 1} \right).
\]
When \(N_t - 1 \geq g_m^\text{th}\), \(f_e\) is increasing and convex in \(g_m^\text{th}\).

According to the composition rules, \(f_e\) is convex in \(\varepsilon_m\), when \(N_t - 1 \geq g_m^\text{th}\).
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