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Moral rules allow humans to cooperate by indirect reciprocity. Yet, it is not clear which moral rules best implement indirect reciprocity and are favoured by natural selection. Previous studies either considered only public assessment, where individuals are deemed good or bad by all others, or compared a subset of possible strategies. Here we fill this gap by identifying which rules are evolutionary stable strategies (ESS) among all possible moral rules while considering private assessment. We develop an analytical model describing the frequency of long-term cooperation, determining when a strategy can be invaded by another. We show that there are numerous ESSs in absence of errors, which however cease to exist when errors are present. We identify the underlying properties of cooperative ESSs. Overall, this paper provides a first exhaustive evolutionary invasion analysis of moral rules considering private assessment. Moreover, this model is extendable to incorporate higher-order rules and other processes.

Morality states which action can be considered good, which action is deemed to be rewarded and which action should be punished. Moral rules are pervasive in human societies. They can be observed in a range of examples from the behaviours of 8 month-old infants1 to the moral norms of societies2. The pervasiveness of these rules could be explained by their capacity to create cooperation by indirect reciprocity. Indirect reciprocity describes a form of reciprocity where the action of an individual is reciprocated by a third party in future interactions. In its simplest form, cooperators get rewarded by receiving future cooperation, and defectors get punished by future defection. Indirect reciprocity can be beneficial as it is one of the few mechanisms that can create cooperation even when the interactions are not repeated or between related individuals.

Indirect reciprocity explains well the emergence of moral rules but it is not clear which moral rules best implement indirect reciprocity, and thus, which moral rules should be observed in the real world. The number of possible rules can quickly become staggering. When individuals judge the action of another, they can take into account not only the action observed, but also the reputation of the individuals involved in the interaction. For instance, helping someone is generally seen as a positive action, but helping a criminal can be deemed bad. Do individuals use only a few rules among all the possible rules, or do a wide variety of rules coexist? Are there features common to all these rules and if yes, what are they? For instance, ones could expect that successful rules are simple ones as observed in direct reciprocity, while others argued that rules could be so complex that it drove the evolution of larger brains.

Tackling this problem, previous works have compared the evolutionary success of a large number of rules. Their results show that only few strategies stand out in term of evolutionary success and the frequency of cooperation they enforce. These previous works have been a major contribution but its conclusions are limited. First, they did not consider the evolution of different assessment rules, i.e. how an individual is judged. Assessment rules were fixed in a group by moral norms, and all individuals within a group judge someone else actions in the same way. Although individuals within a group can share moral rules because they conform to common norms, evidence suggests that moral rules are also strongly determined by individual characteristics and thus, can differ between individuals. For instance, infants and toddlers, which were almost not exposed to social norms, already exhibit signs of indirect reciprocity12,13. Second, these previous models consider that the opinions and assessments are public. This means that individuals are considered either exclusively good or exclusively bad by all others at a given time. Yet, in the real world, individuals can disagree in their judgements because they have different moral rules or because they get contradictory information. For instance, hunter-gatherers exhibit reciprocity and moral16, but often disagree on who exhibit these moral values.

The limits of the assumption of public assessment are well acknowledged but models considering private assessment have been limited by analytical complexity. Indeed, disagreement between individual opinions can
itself result in future interactions being judged differently by the actor and an observer, fuelling more disagreement. As a result, previous work that considered private assessment or individual assessment rules limited their analysis to a small set of strategies, usually the ones that have been shown successful in models with public assessment\textsuperscript{18–21}. Recently,\textsuperscript{22} developed a model to explore the success of a large number of assessment rules against strategies that always cooperate or defect\textsuperscript{23}. Yet, an exhaustive study which confronts all possible rules with each other is still missing.

In this paper, we aim to fill this gap by identifying the evolutionary stable strategies among all possible moral rules. The contributions of this paper are two-fold. First, we provide the first exhaustive evolutionary invasion analysis of moral rules considering private assessment. We show that few moral rules stand out and we identify the common features of these rules. Second, we provide a model which describes the dynamics of opinions and provide the frequency of cooperation of an individual given its strategy with private assessment. This model can be extended to incorporate higher order rules and other processes, e.g. communication\textsuperscript{24}.

**Model description**

The model describes a well-mixed and infinitely large population of individuals that play a one-shot dyadic donation game. In this game, a randomly chosen individual called ‘donor’ decides whether to cooperate with another randomly chosen individual called ‘recipient’. If the donor cooperates, it pays a cost $c$ to provide a benefit $b$ to the receiver, while if it defects nothing happens. This game is a social dilemma as we consider $b > c$, because all would benefit if all individuals donated, but individuals are not willing to pay the cost.

Individuals hold private opinions on each other individual except themselves. Opinions are either 1 or 0, i.e. good or bad. Individuals use these opinions to apply their strategies. A strategy consists of a set of action rules, $A$, and two sets of assessment rules, $C$ and $D$.

$$A = \begin{pmatrix} a_1 \\ a_0 \end{pmatrix}, \quad C = \begin{pmatrix} c_{11} & c_{10} \\ c_{01} & c_{00} \end{pmatrix}, \quad D = \begin{pmatrix} d_{11} & d_{10} \\ d_{01} & d_{00} \end{pmatrix},$$ (1)

where $a_i, c_{ij}, d_{ij} \in \{0, 1\} \forall i, j \in \{0, 1\}$. The action rules determine how the individual will behave when it is chosen as a donor and meets a recipient it thinks to be good ($a_1$) or bad ($a_0$). For example, $a_1 = 1$ means to cooperate with someone good and $a_0 = 0$ to defect with someone bad. The assessment rules determine how the individual updates its opinions when it observes an interaction between two other players. The action of the donor and the current opinions of the observing individual (toward the two observed players) are considered. For example, the rule $c_{11} = 1$ means that a good donor cooperating with a bad recipient is regarded as good afterwards, whereas $d_{01} = 0$ means that a bad donor defecting with a good recipient is regarded as bad afterwards. Assessment rules are divided into two here for simplicity ($C$ applies to the case where donor cooperates and $D$ applies to the case where donor defects). The opinion about the recipient is not updated. Errors may occur during assessment or while implementing an action. Following literature\textsuperscript{25}, we consider (1) execution errors, at a rate $\mu_e$, where an individual does the opposite of what it intended (i.e. determined by her strategy) and (2) assessment errors, at a rate $\mu_a$, where an individual assigns the opposite opinion of what her assessment rules would suggest.

A large number of strategies are possible, and each strategy can differ in its evolutionary success. We want to compute the evolutionary success of different strategies and see if particular strategies stand out. Our method consists in deriving the long-run average proportion of good opinions others have on an individual, i.e. the individual’s h-score. We use this h-score to calculate the frequency of cooperation from and towards this individual which determine its fitness. We apply this method to compare the h-score and the fitness of individuals in a population with a resident strategy and a single mutant strategy to perform an ESS analysis.

**Results**

**Monomorphic population.** We confirm that the analytical model correctly approximates the h-score and the probability of cooperation at equilibrium, by comparing the predictions of the analytical model with agent-based simulations for any possible strategies in a monomorphic population. Some pairs of strategies are equivalent (as formally defined in the mirror image section of the extended method). They simply assess and act upon opinions in an opposite way (what one would call good is called bad by the other). After keeping one instance of each pair, we are left with 258 strategies including 256 discriminator strategies, unconditional cooperator and unconditional defector. The simulations implement the aforementioned model with a population of 100 individuals and one observer per interaction. The results of the simulations are taken after $4 \times 10^5$ interactions, and averaged over $10^5$ interactions and 30 independent replicates. We run analysis considering that (1) the error rate is negligible and (2) the error rate is not negligible. In the former, we consider that the error rate is equal to 0 in the analytical model and we keep a very low error rate in simulation (namely, $10^{-4}$). In the latter, we do not vary independently the execution and assessment error rates because we are interested in testing the robustness of the conclusion obtained from the model without errors, rather than describing the effect of a particular type of error.

The results show that the analytical model well approximates the h-score and the probability of cooperation at equilibrium. The mean difference between the h-score predicted and simulated is 0.014 in absence of error and 0.005 in presence of error. The mean difference between the frequency of cooperation predicted and simulated is 0.01 in absence of error and 0.0009 in presence of error. The detailed results are provided in SI. The results of the simulations are illustrated in supplementary Figure S1 and summarised in supplementary Figure S2.

**Evolutionary invasion analysis.** We now use the analytical model to conduct an evolutionary invasion analysis (in short, ESS analysis). As common assumptions in ESS analysis\textsuperscript{26}, we assume that (1) mutations are
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In absence of errors. First, we consider that the errors are negligible, that is $\mu_J = 0$ and $\mu_F = 0$.

Figure 1 shows that there are multiple evolutionary stable strategies (ESS), that is strategies that can not be invaded by others. Supplementary Figure S3 shows that some strategies are not ESS for all studied initial h-score $h(t)$. We focus on strategies that are ESS for all three initial h-scores.
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Figure 1. Number of ESS as a function of the benefit to cost ratio, $b/c$. The colour represents the probability of cooperation between residents. The results are presented for different initial h-scores $h(t)$ (0.1, 0.5 and 0.9, in top, middle and bottom rows, respectively).
initial h-score. For instance, they are ESS for a ratio \( b/c > 10 \) if the initial h-score is 0.9 or ESS for a ratio \( b/c > 2 \) if the initial h-score is 0.5. These strategies have in common that their opinions of mutant defecting with good individuals remain roughly the same. For instance, one strategy gives 0 to bad individuals defecting and gives 1 to good individuals defecting. Thus, the frequency of cooperation received by mutant defectors is approximately the initial h-score \( h(t_0) \) and their fitness \( h(t_0)b \).

Strategies C12–15 can not be invaded by a defector when their fitness \( b−c > h(t_0) \). This equation can be rearranged, leading to \( b/c > 1/(1−h(t_0)) \).

To summarise, the rules of ESS cooperators make them efficiently reciprocate once cooperation is fully established. The first pattern maintains cooperation while the second makes them defect with mutant defectors. Yet, this does not assure that they reach cooperation in the first place. For that, we can observe that ESS cooperators, besides \( c_{11} = 1 \) and \( c_{10} = 1 \), judge a number of other encounters as good. This number and the type of encounters can vary but they judge enough cases as good so that the h-score of an individual with a resident strategy seen by other individuals with the same strategy, increases towards 1 (the differential equation is always positive). This ensures that they go towards full cooperation even in presence of initial disagreement. For instance, the first three strategies (C1–C3) consider that cooperating is good and at least one other case as good. Because these strategies cooperate with a probability \( h \), it ensures that the differential equation is always positive \( h + p(d_{01}) - \delta h \geq 0 \). Another example is C4, which might appear surprising as they consider one cooperation as bad \( c_{00} = 0 \). However, this case is very rare and it leads to the differential equation remaining positive.

In short, the strategies that are evolutionary stable and cooperators have rules that (1) establish full cooperation with each other, (2) sustain full cooperation when established, and (3) reduce the frequency of cooperation with mutant defectors. Note that the presence of a single of these features in a strategy does not mean that the strategy will be ESS. Indeed, we looked at the common patterns among the ESS rather than correlating the rules with the success of strategies. Finally, we observe a diversity of rules because first, strategies can differ in their


differentiation of h-score of resident on mutant for the three types of ESS cooperators when mutant is always defect (AllD). From left to right, strategies that are ESS for a ratio of 1, 2 and \( 1/(1−h(t_0)) \).
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capacity to defect with defectors, and second, different rules can lead a population to full cooperation on the long term.

We now look at defector strategies that are ESS. Again, there are numerous strategies fulfilling these conditions but they have similar behaviour. Their distinctive feature is that they have a lower probability to cooperate with the mutant, than the mutant have with the resident. The rules have in common the pattern that \( d_{100} = d_{900} = 0 \). In other words, they always defect with defectors defecting with individuals they see as bad. This allows them to avoid cooperation when individuals do not cooperate with them. Again, defectors can be separated into different types as a function of the maximum ratio of benefit to cost required for them to be ESS. First, the defectors that are ESS for the whole range of benefit studied (D1–D16) never cooperate with each other nor with the mutant. They are behaviourally equivalent to strategies that always defect. This means that they do not pay any cost and thus no strategies can have a higher fitness than them. They also all have in common that \( c_{10} = c_{900} = 0 \). This means that any strategy interacting with them (that they consider as bad) will be considered bad, and receive future defection. Second, some defectors are ESS only for a very limited range of the benefit to cost ratio. These strategies cooperate with mutant, but at a lesser rate than mutant with resident. This means that mutant can invade if the benefit they received by cooperation outweighs the cost of their cooperation. Without going into the details, these strategies do not have the rules of \( c_{10} = c_{900} = 0 \) as previous strategies, and thus are not perfect defectors.

We notice that there are a large number of cases of polymorphism among these strategies. In the cases where these strategies can be invaded, there are between 75.5 and 88.4% of cases with polymorphism against 5–17% when looking at any strategies. The reason is that if the benefit that mutant provides to resident is negligible when mutant are a minority, it is not the case anymore when they compose most of the population. Thus, defector strategies that are ESS for only a limited set of the benefit to cost ratios could still be frequent for other ratios.

In presence of errors. When the errors are not negligible, the previously identified ESS are not evolutionary stable anymore except for always defect (AllD). This is because the errors in assessment lead discriminating cooperators to cooperate less, and discriminating defectors to defect less. For instance, the previously ESS cooperators maintain a lower level of cooperation between each other (and thus are easier to invade). In addition, the errors create disagreement and can have an effect on the long term. As a result, C* can cooperate more with mutant than with themselves, even when mutant are strong cooperators e.g. judge good all except \( d_{900} \). This is because the cooperation of such strategy breaks down only in specific cases, which allow them to quickly get their h-score back to 1. AllD is still an ESS even if it sometimes cooperates by mistake, because it is not affected by assessment errors and thus has still the lowest frequency of cooperation possible.

To gain further insights, we look at the difference of fitness between mutant and resident for different resident strategies. This difference of fitness gives us hints on the success of strategies when evolution is stochastic, that is when invasion is a probability based on the difference of fitness. We show the results for a high benefit to cost ratio in Fig. 4 and for other ratios in supplementary Figures S5 and S6. First, Fig. 4 shows that in absence of error, ESS cooperators have a higher difference of fitness as the benefit increases. This result suggests that ESS cooperators could be more prevalent than ESS defectors when selection is weak and if the benefit of cooperation is sufficiently high. Second, Fig. 4 shows the same (but weaker) trend when errors are not negligible. In particular, the difference of fitness is higher for C15 than the only ESS with error: always defect against the majority of mutants. This suggests that if in presence of errors, C15 is not ESS anymore, it could still be a very frequent strategy (and more frequent than always defect).

Discussion

Among the large number of possible moral rules, previous work shows that only a few of them stand out and should be observed in the real world11. Yet, models studying the evolution of moral rules considered either public assessment or a limited number of strategies and it still lacks of an exhaustive evolutionary analysis of moral rules with private assessment. In this paper, we fill this gap by building an analytical model to describe the change in opinions as a function of time. We used this model to study the invasibility of any strategies by any other strategies up to third-order assessment rules, and identify the evolutionary stable strategies. Our main results can be summarised in three points.

First, previous results suggested that considering private information breaks down cooperation and limits the evolution of cooperative moral rules by creating disagreement27. Our results show that this conclusion does not hold when interactions are long enough. In this case, our results show that there are evolutionary stable rules implementing cooperation even when assessment is private. This result is explained by the fact that some rules are capable of suppressing disagreement on the long term. In addition, our results show that the number of ESS in our study can even be higher than the number of ESS previously found when considering public information11. This is because multiple rules can end up implementing the same frequency of cooperation on the long term. For instance, strategies C-1 and C-3 differ in their rules about good individuals defecting with bad individuals (\( d_{10} \)) but they still end up with full cooperation at equilibrium. This adds long-term interactions to the list of mechanisms which explain the evolution of indirect reciprocity when assessment is private, alongside empathy20, pleasing29 and public institutions30.

Second, we identify the important properties of the rules that are ESS and cooperators. These strategies consider (1) good cooperators as good, (2) all or a part of defectors towards good individuals as bad, and (3) a varying number of other cases as good. The last rule allows the strategy to converge toward a full population of good cooperators, and the first two rules allow them to efficiently reciprocate once good reputation is established.

How do these successful rules compare to rules previously identified in the literature? To answer this question, we present the main rules in the comparative Table 1. A significant part of previous work has focused on two
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Figure 4. Difference of fitness between mutant and resident \( w_m - w_r \), for different strategies that are ESS when there are no errors. We differentiate between strategies that were cooperators, defectors and the strategy that always defect (AllD), which is the only ESS in presence of errors. The results are presented for a high benefit to cost ratio \( \frac{b}{c} = 20 \) to highlight the difference of fitness. Results for other, smaller benefit to cost ratios, can be found in supplementary figures S5 and S6, showing the same trend.

Table 1. Presentation of the main strategies identified in the literature, i.e. image scoring, standing strategy and the leading eight; and the ESS cooperators identified in our analysis C1–15. * mark wildcards. Note that all C1–15 have an additional restriction: \( p(o, r, r) > h_{r,r} \), which ensures that the h-score \( h_{r,r} \) increases up to 1 (see Eq. 4). This means that a maximum of one of the wildcards can be equal to 0 for C1–4 and C12–15, and a maximum of two wildcards can be equal to 0 for C5–11.
famous strategies, image scoring⁴, that is cooperate with cooperators and defect with defectors, and standing⁵, that is cooperate with cooperators, cooperate with defectors towards defectors and defect with defector towards cooperators (see Table 1). Image scoring was historically one of the first strategies to successfully implement indirect reciprocity⁴, but later work showed that standing is more evolutionary successful⁷. Our results concur as we found the standing strategy to be evolutionarily stable for any benefit superior to cost (standing strategy is C1), while image scoring is not an ESS. Note that image scoring would be an ESS if initial h-score is exactly 1.

In addition, our results show that the important rules of the standing strategy are \("\text{cooperate with good cooperators}\) and \("\text{defect with defectors against good}\)\), and that the part \("\text{cooperate with defectors against bad}\) can vary. This distinction provides important new insights into the ongoing debate. Indeed, some experimental evidence supports the presence of standing strategy in natural populations⁶ while others⁴⁹ appear to be against. In laboratory experiments⁵¹, researchers compared the amount of defection received by an unconditional defectors and a \("\text{justified}\) defector, that is individuals that defect with previous defectors. Their results showed that the difference is not strong enough to support standing strategy. As pointed out⁵⁰, these conclusions could be limited as they do not measure the amount of defection received by individuals that refuse to help previous donors. Our results show rigorously here that it is this amount of defection towards defectors against good individuals that matters for the success of the standing strategy rather than the cooperation toward justified defectors as measured in the experiments. Thus, our results suggest that further experiments with different measures is required to reject or accept the prevalence of standing strategy.

Our work also follows the exhaustive evolutionary analysis which showed eight successful strategies (called leading eight⁵¹). A direct comparison of the leading eight and the ESS described here is limited because this previous study focused on the evolutionary success of different action rules, i.e. what is the best action rule for a given assessment rule, while the model presented here focuses on assessment rules, i.e. how to judge someone. Yet, it can shed light on main differences between private assessment rules. The C*-strategies require that ε|G| = 1, a rule which is shared by only half of the leading eight. This rule is crucial with private assessment to avoid cooperators loosing their good standing. Those leading eight strategies which do not share this rule were shown to suffer greatly by private assessments before⁵⁷. Second, C*-rules also require that enough cases are considered good so that the whole population converge towards being good cooperators. On the other hand, C*-rules can vary in cases where leading eight can not. For instance, the leading eight always consider defection towards a good individual as bad. This is shared by the most successful strategies found here. However, the C*-strategies can also consider defection in one situation (d₁ or d₀) as good and still be ESS given that the benefit of cooperation is high enough. This is because such a rule in public assessment would lead to all individuals cooperating with defectors while this happens partially with private assessment.

Third, we find that the presence of errors breaks down the evolutionary stability of the previously identified strategies. This is because the property of these rules that allow them to converge toward full cooperation, also makes them vulnerable to errors. This result suggests that private assessment rules could not evolve when errors are frequent, and that public assessment for instance supported by an institution could be preferred in this case⁵¹. However, this result is mitigated by two points. First, we have considered that any difference of fitness, however small, leads to invasion or not. This is a classic assumption of ESS analyses but in the real world, selection can be weaker and stochasticity can result in non-ESS to be frequent. Important first steps have been made by a recent paper which considered stochastic evolution of a population mixing one discriminator strategy, with unconditional cooperators and defectors⁵¹. An extension could consider a population of different discriminator strategies in co-presence. Second, the effect of errors could be suppressed by additional mechanisms. Evidence shows that not only the outcome of an action plays a role in assessments but also the intention behind this action⁵²,⁵³, and thus errors in actions could have a limited effect. Another example is the role of communication and conformity which could counterbalanced the effect of errors and drive the h-score towards a general agreement. Further work integrating these mechanisms would provide a more realistic model and test if the strategies identified here could be frequent in presence of errors.

Results from models of indirect reciprocity can be confronted to the donor game conducted in laboratory experiments. For instance, experiments conducted by³⁴ showed that information about the partners’ previous partners’ reputation increases the level of cooperation. This is in agreement with our results that all the C*- use second-order information. Second, recent experiments have studied the strategies employed by individuals⁵⁵. They show that individuals often requested second-order information, and at a higher frequency when their partner has previously defected. We find some similarity in our results. All the C*- require to know the past interactions of their partner to judge its action when the partner defected, while only eight strategies require this information when the partner cooperated. This goes to 3 against 1 if we considered the most successful strategies C1–4. Last but not least, they showed a strong variation in behavioural strategies. This is in line with our results, which show that diverse behavioural strategies can be employed. However, these comparisons are limited as our model considers a large group size and long interactions, which are both assumptions often absent in laboratory experiments. A more promising path to test our results would be in study in natural populations.

We have made a number of assumptions in this model that need to be discussed. First, we approximated the reputation dynamics by a deterministic approach. This required two main assumptions, that the size of the population is infinitely large and that the number of observers is finite. The first assumption means that the results in this paper are applicable only to cases where the population is sufficiently large. The second assumption results naturally from physical limits of the number of observers, e.g. it is likely that an increase of ten fold of group size does not mean an increase of ten fold of the number of observers. However, it is important to note that there are possible exceptions, in particular systems where actions are widely shared e.g. e-commerce or medieval merchant guilds⁶⁰.

Second, we have considered that the initial h-scores are the same for all individuals, including the resident and mutant strategies. In real world, the opinion of an individual on a newly met individual could be part of
the individual strategy (in the same way that tit-for-tat could play cooperate or defect at the first round). We
did not consider this here to keep the number of strategies reasonable and we focused on the strategies that are
ESS for diverse initial h-scores. Future work could integrate the initial h-score in the strategy and replicate the
evolutionary analysis.

To conclude, the contribution of this paper is two fold. First, it provides a first exhaustive evolutionary analysis
of moral rules with private assessment. It provides more realistic results, as a large number of real-world situations
(including most of laboratory experiments) includes private assessment. Second, it provides an analytical
model that describes the opinion dynamics when assessment is private and allows further investigation of the
issue accurately and at a faster speed than with simulations, enabling exhaustive analyses. The model can easily
be extended to integrate other mechanisms. A natural progression of this work is (1) to study strategies up to
second-order action rules where action also depends of actor's reputation to compare results with the previous
exhaustive evolutionary analysis with public assessment\(^tt\), (2) to integrate the effect of communication and
conformity\(^tt\) as it plays a prevalent role in indirect reciprocity\(^tt\) and can be easily integrated in the model\(^tt\), and
(3) to add the possibility of costly punishment which has been shown to interact with indirect reciprocity\(^tt\).

Method
We build a deterministic model that approximates the average fitness of an individual of a given strategy. We first
consider a monomorphic population where all individuals have the same resident strategy. We do so to introduce
the method in its simplest form. We consider that the number of interactions is large enough, and thus, the fitness
\(w_i^r\) of a focal individual \(i\) is its average payoff (\(N\) is the population size):

\[
w_i^r = \frac{1}{N-1} \sum_{r=1}^{N-1} \left( bp^r(c_{i,r}) - cp^r(c_{i,i}) \right).
\]

(2)

The fitness of an individual \(i\) is the benefit \(b\) received when other individuals cooperate with the individual \(i\), dis-
counted by the cost \(c\) paid when the focal individual \(i\) cooperates. The probability that an individual \(r\) cooperates
with individual \(i\) is denoted by \(p(c_{i,r})\). The superscript \(^r\) denotes that the fitness and probability of cooperation
considered are at equilibrium. This probability itself depends on the many opinions that individuals have on
each other, which is difficult to track analytically. Instead of describing all the opinions, we define a h-score of an
individual \(i\) as the proportion of other individuals with opinion 1 on \(i\), or the average reputation of \(i\).

The h-score is useful because considering that the number of individuals is large enough and that the donor,
recipient and observers are chosen randomly, the h-score also describes the probability that a random individual
has an opinion of 1 on the focal individual \(i\), that is \(h_{i,r} = p(o_r = 1)\). Thus, we can combine h-score and the action
rules which describe how individuals act upon a given encounter, to describe the probability of cooperation:

\[
p^r(c_{i,r}) = h_{i,r} a_1 + (1 - h_{i,r}) a_0.
\]

(3)

Similarly, using the assessment rules, we can calculate the probability that h-score increases or decreases after
an interaction \(p(o_r = 1)\), and thus, the dynamics of h-score over time. The formula is given in Equation 9 in the
detailed method in SI. Execution and assessment errors modify respectively the probability of cooperation or
the probability of h-score to increase or decrease after an interaction as described in the equations 12 and 13 of
the extended method section (SI).

So far, we derived the change in h-score for an individual with a given strategy but we would like to derive the
change in h-score for any individuals. Let us note that because individuals have the same strategy, the direction
of change is similar across individuals and their h-score will converge towards the same equilibrium points. In
addition, we make the assumption that the number of observers is small and independent of the population
size. We also assume that the initial h-score of all individuals are the same. Following these two assumptions, the
differences in h-score between individuals due to stochasticity is small and negligible on the dynamics. Because
the change in h-score is very small after an interaction, it can be approximated by the following differential
equation\(^tt\) (see details in SI)

\[
\frac{d(h_{i,r})}{dt} = p(o_r = 1) - h_{i,r}.
\]

(4)

The average h-score at equilibrium can be found by solving the equation \(\frac{d(h_r)}{dt} = 0\). This equation is a polyno-
mial of \(h_r\) of a maximum degree of three (see Equations 19 to 22 in SI). The stability of equilibrium points is
determined by looking at the sign of the derivative at the equilibrium points\(^tt\).

We now extend the analytical model to conduct an evolutionary invasion analysis (in short, ESS analysis).
To know if a strategy can be invaded or not by another, we need to compute the difference of absolute fitness
between a mutant strategy in a population of resident strategy. If the fitness of the mutant is greater than that of
the resident, the mutant invades the population and becomes resident. If the fitness of the mutant is lower,
the mutant disappears and the resident resists invasion. When the two values of fitness are equal, the resident
also resists invasion because in an infinitely large population, a mutant strategy can not invade by drift. If two
strategies can mutually invade, there will be polymorphism.

The difference of fitness between a mutant \(w_m\) and a resident \(w_r\) is given as follows:

\[\Delta w = w_m - w_r = p^*(c_{m,r})b - p^*(c_{m,m})c - p^*(c_{r,r})(b - c).
\]

(5)

The fitness of the mutant is the benefit received when a resident cooperates with the mutant discounted by the
cost of the cooperation from mutant to resident. There are three different probabilities of cooperation. The
probability of cooperation between residents $p(c_{r,r})$ is calculated as in the case of a monomorphic population. The two remaining probabilities of cooperation can be computed as previously using $h$-score and action rules (Equation 15 in SI). To find the probability of cooperation at equilibrium, we describe the dynamics of the $h$-score as previously

$$\frac{d(h_{m,r})}{dt} = p(o_{m,r,r}) - h_{m,r},$$

$$\frac{d(h_{r,m})}{dt} = p(o_{r,r,m}) - h_{r,m}. \tag{6}$$

The probabilities of $h$-score to increase after the observation of an interaction, $p(o)$, can be described using the $h$-score and the assessment rules as previously (Equation 17 in SI). This system of two polynomial equations with two unknowns are solved numerically. To determine the stability of the equilibrium points, we look at the Jacobian matrix at the equilibrium of interest. The equilibrium is locally stable if the real part of the leading eigenvalue is negative\(^{20}\). Errors are integrated in the same way as in the case of monomorphic populations.

Data availability

The code is available online at 'https://github.com/CedricPeret' in the project 'RepDyn'.
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