BEURLING’S THEOREM FOR VALUATION HILBERT MODULES IN SEVERAL COMPLEX VARIABLES

CHARLES W. NEVILLE

Abstract. We develop a theory of Valuation Hilbert Modules and prove a version of Beurling’s theorem for these. Then we apply our version of Beurling’s theorem to obtain complete descriptions of the closed invariant subspaces of a number of Hilbert spaces of analytic functions in several complex variables, including $H^2$ of the polydisk the ball, and bounded symmetric domains, and weighted $A^2$ spaces on complex analytic manifolds.

Part I. Introduction.

1. Introduction.

In a celebrated 1949 paper, Arne Beurling completely characterized closed shift invariant subspaces of $H^2$ of the unit disk. The question of how to extend Beurling’s theorem to $H^2$ of the polydisk was raised as far back as 1964 by Henry Helson [22], p. 25 ff. This more than 50 year old problem was solved in a 2017 preprint and 2019 paper by Maji, Aneesh, Sankar, and Sarkar, [25], [26].

In this paper, we shall present an abstract version of Beurling’s theorem for valuation Hilbert modules. From this theorem, we shall deduce versions of Beurling’s theorem for a number of Hilbert spaces of analytic functions in several complex variables. These spaces include $H^2$ of the polydisk, the ball, and bounded symmetric domains, as well as weighted $A^2$ spaces on complex analytic manifolds. ($A^2$ spaces are Hilbert spaces of analytic functions whose absolute values are square integrable with respect to weighted volume measures. They are also called Bergman spaces.)

The general theory of valuation Hilbert modules presented here, and the generalizations of Beurling’s theorem for these, $H^2$ of the ball, bounded symmetric domains, and weighted $A^2$ spaces on complex analytic manifolds are new. As explained above, a generalization of Beurling’s theorem for the polydisk is not new, but our generalization is considerably different from that by Maji, Aneesh, Sankar, and Sarkar.

2. Preview.

In 1961, Halmos [14] presented a simple wandering subspace proof of Beurling’s theorem for $H^2$ of the unit disk. Hoffman’s book [23] contains an excellent exposition of this material. If $V$ is a closed, shift invariant subspace of $H^2$, a wandering subspace is a closed subspace $W$ of $V$ such that $V = W \oplus \perp zW \oplus \perp z^2W \oplus \perp \cdots$.

Throughout this paper, $R$ will be an algebra over the complex numbers, and $\mathbb{H}$ will be a complex Hilbert space which is an $R$ module. Suppose $ord_{\mathbb{H}}$ and $ord_R$ are valuations on $\mathbb{H}$ and $R$, respectively. Then we shall call $(\mathbb{H}, \text{ord}_{\mathbb{H}})$ a valuation Hilbert
module over the valuation algebra \((\mathbb{R}, \text{ord}_R)\). We have denoted the valuations by \(\text{ord}\) because, in applications involving analytic functions, \(\text{ord}(h)\) is typically the order of the zero of \(h\) at a distinguished basepoint \(a\).

Where it will cause no confusion, we shall denote both the algebra valuation on \(\mathbb{R}\) and the Hilbert module valuation on \(\mathbb{H}\) by the same symbol, \(\text{ord}\). We shall also make the gloss, whenever convenient, of denoting the valuation algebra \((\mathbb{R}, \text{ord})\) by \(\mathbb{R}\) alone, and the valuation Hilbert module \((\mathbb{H}, \text{ord})\) by \(\mathbb{H}\) alone. And because this is a preview, we shall wait until later in the paper to give the general definitions of valuations in proper detail.

In place of Halmos’s wandering subspace \(W\), our generalization of Beurling’s theorem to valuation Hilbert modules will involve the \textit{valuation homogeneous decomposition}. Let \(V\) be a closed subspace of \(\mathbb{H}\). The \textit{valuation subspace series} of \(V\) is the sequence of closed subspaces \(V = V_0 \supseteq V_1 \supseteq V_2 \cdots\), where \(V_k = \{h \in V : \text{ord}(h) \geq k\}\). The \textit{valuation homogeneous decomposition} of \(V\) is the orthogonal direct sum \(V = W_0 \oplus W_1 \oplus W_2 \cdots\), where \(W_k = V_k \ominus V_{k+1}\). (Compare with Halmos’s \(W = V \ominus zV\).) The name \textit{valuation homogeneous decomposition} arises from the fact the \(\text{ord}\) function is constant (or 0) on each valuation homogeneous component \(W_k\).

Because this is a preview, we have not offered any proofs. Nor have we specified the necessary and sufficient conditions on the valuation homogeneous decomposition that constitute our generalization of Beurling’s theorem to valuation Hilbert modules. These will be given below in the body of our paper in Part II.

To extend Beurling’s theorem to the Hilbert spaces of analytic functions mentioned in the introduction, namely \(H^2\) of the polydisk, the ball, bounded symmetric domains, and weighted \(A^2\) spaces on complex analytic manifolds, we shall show that each of these, with a suitably defined \(\text{ord}\) function and complex algebra \(\mathbb{R}\), is a valuation Hilbert module over \(\mathbb{R}\). Then we shall be able to read off a generalization of Beurling’s to each of these from our generalization of Beurling’s theorem for valuation Hilbert modules.

Finally, for short throughout this paper, we shall refer to our generalization of Beurling’s theorem for valuation Hilbert modules as our \textit{abstract Beurling’s theorem}.

### 3. A Brief History of the Problem.

The first major advance in the problem of extending Beurling’s theorem to \(H^2\) of the polydisk was made by Ahern and Clark in 1969. The theorem of Ahern and Clark characterized the closed submodules of \(H^2\) of the polydisk of finite codimension as the closures of polynomial ideals of finite codimension [2]. See also the the exposition in [36].

But in 1986, Agrawal, Clark, and Douglas observed, “Almost everyone who has thought about this topic must have considered the corresponding problem for \(H^2\) of the polydisk”, but that little progress had been made, except for counter-examples and the important theorem of Ahern and Clark [1].

After Agrawal, Clark, and Douglas wrote this, significant progress was made in related areas (cf. the papers [1], [3], [32], [11], and [13]). In 2007, there was a characterization of an important class of closed submodules of \(H^2\) of the polydisk with deep ties to operator theory [42]. And as we have seen, the problem was finally definitively solved in a 2017 preprint and a 2019 paper by Maji, Aneesh, Sankar, and Sarkar [25], [26].
Note and Correction: Our paper is a combination, revision, and extension of our two 2021 preprints, [29] and [30]. When we posted these, we were unaware that the problem of generalizing Beurling’s theorem to the polydisk had already been solved. We mistakenly claimed that we were the first to solve the problem. That honor goes, of course, to Maji, Aneesh, Sankar, and Sarkar [25], [26].

Part II. Valuation Hilbert Modules and Beurling’s Theorem.

4. Notation.

\( \mathbb{C} \) will be the complex numbers and \( \mathbb{C}^n \) complex n-space. \( \mathbb{R} \) will be the real numbers and \( \mathbb{R}_+ \) the positive reals, \( \{ r \in \mathbb{R} : r \geq 0 \} \). \( \mathbb{Z} \) will be the integers and \( \mathbb{Z}_+ \) the positive integers, \( \{ m \in \mathbb{Z} : m \geq 0 \} \).

\( \mathbb{P}_n = \mathbb{P}_n[\mathbb{C},z] = \mathbb{P}_n[\mathbb{C},z_1, \ldots, z_n] \) will be the algebra of polynomials with complex coefficients in the \( n \) complex variables \( z = z_1, \ldots, z_n \). We shall shamelessly identify polynomials with functions, so \( \mathbb{P}_n \) can be thought of as a space of complex-valued valued polynomial functions in the variables \( z = z_1, \ldots, z_n \).

\( R \) will be a commutative complex algebra (sometimes without left or right units) and \( \mathbb{H} \) a left Hilbert module over \( R \). That is \( \mathbb{H} \) will be both a Hilbert space and a left \( R \) module, and the multiplication maps \( m_r : h \mapsto rh \) will be continuous for each fixed \( r \in R \).

Our theory extends to cases where \( R \) is a non-commutative algebra, for example a non-commutative operator algebra, but we shall not consider these here.

The polydisk in \( \mathbb{C}^n \) of radius \( 0 < r < \infty \) centered at \( a = (a_1, \ldots, a_n) \in \mathbb{C}^n \) is the domain

\[
D^n(a, r) = \{ z = (z_1, \ldots, z_n) \in \mathbb{C}^n : |z_j - a_j| < r \text{ for } j = 1, \ldots, n \}.
\]

The unit polydisk in \( \mathbb{C}^n \) is the domain \( D^n(0, 1) \).

The ball in \( \mathbb{C}^n \) of radius \( 0 < r < \infty \) centered at \( a = (a_1, \ldots, a_n) \in \mathbb{C}^n \) is the domain

\[
B^n(a, r) = \{ z = (z_1, \ldots, z_n) \in \mathbb{C}^n : \sum_{j=1}^{n} |z_j - a_j|^2 < r \}.
\]

The unit ball in \( \mathbb{C}^n \) is the domain \( B^n(0, 1) \).

Orthogonal direct sums will be denoted by \( \oplus \), and orthogonal complements will be denoted by \( \ominus \). Algebraic direct sums will be denoted by \( \oplus \), and set theoretic complements will be denoted by \( \sim \).

\( \mathbb{H} \) will be a complex Hilbert space, that is the scalars will be complex numbers. Our theory applies equally well to real Hilbert spaces, but we shall not consider these here.

If \( X \) is a subset of a larger topological space \( Y \), we shall denote the closure of \( X \) by \( \text{cl} X = \text{cl}_Y X \), the interior of \( X \) by \( \text{int} X = \text{int}_Y X \), and the topological boundary of \( X \) by \( \partial X = \partial_Y X \). Finally, \( \text{card}(X) \) will denote the cardinality of the set \( X \).
5. The General Theory of Valuation Hilbert Modules.

The order of the zero of an analytic function at a point \( a \) in its domain is very similar to a valuation in abstract algebra. This motivates our definition of analytic valuations, and using \( \text{ord} \) to denote them:

**Definition 5.1.** An analytic valuation on a complex algebra \( R \) is a function \( \text{ord}_R: R \mapsto \mathbb{Z}_+ \cup \{\infty\} \) such that for all \( r, s \in R \),

\[
(5.1.1) \quad \text{ord}_R(r) = 0 \text{ if } r \text{ is a left or right unit of } R.
\]

\[
(5.1.2) \quad \text{ord}_R(r) = \infty \text{ if and only if } r = 0.
\]

\[
(5.1.3) \quad \text{ord}_R(rs) \geq \text{ord}_R(r) + \text{ord}_R(s).
\]

\[
(5.1.4) \quad \text{ord}_R(\lambda r) = \text{ord}_R(r) \text{ for } \lambda \in \mathbb{C}, \lambda \neq 0.
\]

\[
(5.1.5) \quad \text{ord}_R(r+s) \geq \min(\text{ord}_R(r), \text{ord}_R(s))
\]

Of course, condition (5.1.1) is satisfied vacuously if \( R \) does not have left or right units.

Here and throughout, we follow the usual conventions with respect to \( \infty: m < \infty \) for all \( m \in \mathbb{Z} \), and for such \( m, m \cdot \infty = \infty \cdot m = \infty \) if \( m \neq 0 \). Further, \( \infty \cdot 0 = 0 \cdot \infty = \infty \) and \( \infty \cdot \infty = \infty \).

**Definition 5.2.** A valuation algebra is an ordered pair \( (R, \text{ord}_R) \), where \( R \) is a complex algebra and \( \text{ord}_R \) is an analytic valuation on \( R \).

**Definition 5.3.** Let \( (R, \text{ord}_R) \) be a valuation algebra, and let \( \mathbb{H} \) be a complex Hilbert space which is a left \( R \) Hilbert module. A Hilbert module valuation on \( \mathbb{H} \) (with respect to \( (R, \text{ord}_R) \)) is a function \( \text{ord}_\mathbb{H}: \mathbb{H} \mapsto \mathbb{Z}_+ \cup \{\infty\} \) such that for all \( h, h_1 \) and \( h_2 \in \mathbb{H} \), and for all \( r \in R \),

\[
(5.3.1) \quad \text{ord}_\mathbb{H}(h) = \infty \text{ if and only if } h = 0.
\]

\[
(5.3.2) \quad \text{ord}_\mathbb{H}(rh) \geq \text{ord}_R(r) + \text{ord}_\mathbb{H}(h)
\]

\[
(5.3.3) \quad \text{ord}_\mathbb{H}(\lambda h) = \text{ord}_\mathbb{H}(h) \text{ for } \lambda \in \mathbb{C}, \lambda \neq 0.
\]

\[
(5.3.4) \quad \text{ord}_\mathbb{H}(h_1 + h_2) \geq \min(\text{ord}_\mathbb{H}(h_1), \text{ord}_\mathbb{H}(h_2)).
\]

\[
(5.3.5) \quad \text{The ord}_\mathbb{H} \text{ function is upper semi-continuous on } \mathbb{H}.
\]

**Definition 5.4.** Let \( (R, \text{ord}_R) \) be a valuation algebra. A valuation Hilbert module over \( (R, \text{ord}_R) \) is an ordered pair \( (\mathbb{H}, \text{ord}_\mathbb{H}) \), where \( \mathbb{H} \) is a left complex Hilbert module over \( R \) and \( \text{ord}_\mathbb{H} \) is a Hilbert module valuation on \( \mathbb{H} \) with respect to \( (R, \text{ord}_R) \).

Where it will cause no confusion, we shall denote both the algebra valuation on \( R \) and the Hilbert module valuation on \( \mathbb{H} \) by the same symbol, \( \text{ord} \). We shall also make the gloss, whenever convenient, of denoting the valuation algebra \( (R, \text{ord}) \) by \( R \) alone, and the valuation Hilbert module \( (\mathbb{H}, \text{ord}) \) by \( \mathbb{H} \) alone. Finally, as indicated above, we note that the concepts of a valuation algebra and a valuation Hilbert module apply equally well to real algebras and real Hilbert modules. But we shall not consider these here. Our focus will be exclusively on complex valuation algebras and complex Hilbert modules.

The properties of semicontinuous functions are given in, for example, references [43] and [20]. The easiest way to show that a given \( \text{ord} \) function is upper semicontinuous is to use the \( \lim \sup \) definition of upper semicontinuity, \( \text{ord}(h) \geq \lim \sup \text{ord}(h_k) \).

The simplest example of a valuation Hilbert module is \( H^2 \) of the unit disk:

**Example 5.5.** Let \( \mathbb{H} \) be \( H^2 \) of the unit disk, let \( R \) be the algebra of polynomials in one complex variable \( z \), and let \( \text{ord}(h) \) be the order of the zero of \( h \) at \( 0 \) for \( h \in \mathbb{H} \).
Similarly, let \( \text{ord}(r) \) be the order of the zero of \( r \) at 0 for \( r \in R \). Clearly, the \( \text{ord} \) function satisfies the conditions to be a Hilbert space valuation, respectively analytic algebra valuation, except possibly for upper semicontinuity.

To show that the \( \text{ord} \) function is upper semicontinuous, let \( h_k \) be a sequence in \( \mathbb{H} \) converging in \( H^2 \) norm to \( h \). Clearly, \( \text{ord}(h_k) \geq \limsup \text{ord}(h_k) \), so the \( \text{ord} \) function is, in fact, upper semicontinuous as well. Thus \((\mathbb{H}, \text{ord})\) is a valuation Hilbert module over the valuation algebra \((R, \text{ord})\).

**Example 5.6.** Let \( R, \mathbb{H}, \text{ord}, h, h_k \) be as in the previous example. If \( h(0) \neq 0 \), \( \text{ord}(h_k) \) converges to \( \text{ord}(h) = 0 \), so \( \text{ord} \) is continuous at \( h \). But if \( h \) has a zero at 0, then \( \text{ord}(h) > 0 \). Choose \( h_k = h + 1/k \) and observe that \( h_k \) converges to \( h \), but \( \text{ord}(h_k) = 0 \) does not converge to \( \text{ord}(h) \). Thus \( \text{ord} \) is not continuous at \( h \).

In section 8 below on Analytic Hilbert Modules and Standard Order Functions, we shall discuss the order of the zero of an analytic function of several complex variables, as well as conditions under which \( \text{ord}(h) = \) the order of the zero of \( h \) at a point \( a \) in the domain of \( h \) is an order function.

### 6. Invariant Subspaces of Valuation Hilbert Modules.

From now on, unless the contrary is stated, \( V \) will be a closed subspace of \( \mathbb{H} \).

**Definition 6.1.** The subspace \( V \) of \( \mathbb{H} \) is \( R \)-invariant if \( RV \subseteq V \). Usually, we shall simply say an \( R \)-invariant subspace of \( V \) is invariant.

The subalgebra \( R_1 = \{r \in R : \text{ord}(r) \geq 1\} \) will be particularly important in this paper. In fact, the natural form of our abstract Beurling’s theorem will concern \( R_1 \)-invariant subspaces.

**Definition 6.2.** Let \( R \) be a valuation algebra and let \( \mathbb{H} \) be a valuation Hilbert module over \( R \). Then a closed subspace \( V \) of \( \mathbb{H} \) is \( R_1 \)-invariant if \( R_1 V \subseteq V \).

A natural question is, when is an \( R_1 \)-invariant subspace \( V \) of \( \mathbb{H} \) a left submodule, that is when is \( RV \subseteq V \)? By definition, \( rV \subseteq V \) for every \( r \in R_1 \). The question is, what about \( rV \) when \( r \in R \sim R_1 \)? Conditions which guarantee that \( rV \subseteq V \) are given by the following definition and proposition:

**Definition 6.3.** Let \( R \) be a valuation algebra with unit element (ie. identity element) \( 1_R \). Then \( R \) is a unital valuation algebra if

\[
R = \{\lambda 1_R : \lambda \in \mathbb{C}\} \cup R_1
\]

**Proposition 6.4.** Let \( R \) be a valuation algebra and let \( \mathbb{H} \) be a left Hilbert module over \( R \). Then every \( R_1 \)-invariant subspace of \( \mathbb{H} \) is a left \( R \) submodule of \( \mathbb{H} \) if either of the following conditions hold:

\begin{align*}
(6.4.1) & \quad R = R_1, \text{ or} \\
(6.4.2) & \quad R \text{ is unital}.
\end{align*}

**Proof.** Clear. \( \square \)

A simple example of a valuation algebra satisfying condition 6.4.1 is

\[
R = \{f \in P_n[C, z] : f(0) = 0\}
\]
Two iconic examples of valuation algebras satisfying condition 6.4.2 are the algebra of polynomials $\mathbb{P}_n[\mathbb{C}, z]$ and the algebra $H^\infty(\mathbb{C}, (M, a))$ of bounded complex-valued analytic functions on a complex manifold $M$ with basepoint $a$. In the first case, $\text{ord}(f) =$ the order of the zero of $f$ at $0$, and in the second $\text{ord}(f) =$ the order of the zero of $f$ at $a$.

7. Decompositions of Valuation Hilbert modules.

The valuation on a valuation Hilbert module allows us to decompose it and its subspaces in useful ways. From now on, as stated earlier, $V$ will be a subspace of $\mathbb{H}$, though for a moment, it might not be closed. To avoid trivial issues, unless otherwise stated, $V \neq \{0\}$.

**Definition 7.1.** The valuation ideal series for $R$ is the decreasing sequence

$$R = R_0 \supseteq R_1 \supseteq R_2 \supseteq \cdots$$

where

$$R_k = \{r \in R : \text{ord}(r) \geq k\}.$$

The valuation subspace series for $V$ is the decreasing sequence

$$V = V_0 \supseteq V_1 \supseteq V_2 \supseteq \cdots$$

where

$$V_k = \{h \in V : \text{ord}(h) \geq k\}.$$

The names *valuation ideal series* and *valuation subspace series* are justified by the following proposition:

**Proposition 7.2.** Each $R_k$ is a two sided ideal, and each $V_k$ is a subspace.

*Proof.* Each set $R_k$ is a two sided ideal by items 5.1.3, 5.1.4, and 5.1.5. Each set $V_k$ is a subspace by properties 5.3.2, 5.3.3, and 5.3.4. □

**Proposition 7.3.** If the subspace $V$ is closed, then each subspace $V_k$ is also closed.

*Proof.* Suppose $V$ is closed, and let $V_k$ be one of these subspaces. Let $h_n, n = 1, 2, 3, \ldots$ be a sequence in $V_k$ converging to $h$. Each $h_n \in V_k$, so $\text{ord}(h_n) \geq k$. Since $V$ is closed and $V_k \subseteq V$, $h \in V$. Because the ord function is upper semicontinuous, $\text{ord}(h) \geq \lim sup_n h_n$. Further, $\text{ord}(h_n) \geq k$ because $h_n \in V_k$, so $\text{ord}(h) \geq k$. Hence $h \in V_k$ by definition 7.1.4, so $V_k$ is closed. □

From now on, we shall reinstate the assumption that, unless otherwise noted, $V$ is a *closed* subspace of $\mathbb{H}$.

**Definition 7.4.** A non-zero linear subspace $W$ of $V$ is *valuation homogeneous* if the ord function for $V$ is constant on $W \sim \{0\}$.

**Definition 7.5.** The *valuation homogeneous decomposition* of $V$ is the orthogonal direct sum

$$W_0 \oplus_\perp W_1 \oplus_\perp W_2 \oplus_\perp \cdots$$

where

$$W_0 = V_0 \oplus_\perp V_1, W_1 = V_1 \oplus_\perp V_2, W_2 = V_2 \oplus_\perp V_3, \ldots$$
and $V = V_0 \supset V_1 \supset V_2 \supset \cdots$ is the valuation subspace series for $V$. The orthogonal subspaces $W_0, W_1, W_2, \ldots$ are called the *valuation homogeneous components* of $V$.

The *valuation homogeneous decomposition* of $\mathbb{H}$ itself will be denoted by

$$H_0 \oplus_1 H_1 \oplus_1 H_2 \oplus_1 \cdots \quad (7.5.3)$$

**Proposition 7.6.** Let $W = W_0 \oplus_1 W_1 \oplus_1 \oplus_1 W_2 \cdots$. Then $W$ equals all of $V$.

**Proof.** By construction, $W \subseteq V$. We shall show that if $h \in V$ and $h \perp W$, then $h = 0$. This will prove $W = V$.

So let $h \in V$ and $h \perp W$. Then $h \perp W_0 \oplus_1 W_1 \oplus_1 \cdots \oplus_1 W_m$, for $m = 0, 1, 2, \ldots$. By construction,

$$V = W_0 \oplus_1 W_1 \oplus_1 \cdots \oplus_1 W_m \oplus_1 V_{m+1} \quad (7.7)$$

so $h \in V_{m+1}$ for all $m \in \mathbb{Z}_+$. From the definition of a Hilbert module, we see that $\text{ord}(h) \geq k$ for $k = m + 1, m + 2, m + 3, \ldots$. Thus $\text{ord}(h) = \infty$. By property 5.3.1 in the definition of a Hilbert module valuation, we see that $h = 0$. \[\square\]

The next proposition justifies calling the orthogonal direct sum 7.5.1 *the valuation homogeneous decomposition* of $V$.

**Proposition 7.8.** The valuation homogeneous components of $V$ are all closed valuation homogeneous subspaces. In fact, $\text{ord}(h) = m$ for all non-zero $h \in W_m$.

**Proof.** $W_m$ is a closed subspace because it is the orthogonal complement of a closed subspace. Let $h \in W_m$ and suppose that $\text{ord}(h) \neq m$. We shall show that $h$ must equal 0. Now $W_m = V_m \oplus_1 V_{m+1}$ from the definition of the valuation homogeneous decomposition of $V$, so $h \in V_m$, but $\text{ord}(h) \neq m$. Since $\text{ord}(h) \neq m$, $\text{ord}(h)$ must be $> m$, and so $h \in V_{m+1}$. But $W_m \perp V_{m+1}$, so $h \perp h$. Thus $h = 0$. \[\square\]

We also need to define the valuation homogeneous decomposition of an individual element of $\mathbb{H}$.

**Definition 7.9.** Let $h \in \mathbb{H}$. The *valuation homogeneous decomposition* of $h$ with respect to $\mathbb{H}$ is the convergent series of orthogonal terms

$$h = P_0^\mathbb{H}(h) \oplus_1 P_1^\mathbb{H}(h) \oplus_1 P_2^\mathbb{H}(h) \oplus_1 \cdots \quad (7.9.1)$$

The individual terms $P_k^\mathbb{H}(h)$ are called the *valuation homogeneous components* of $h$ with respect to $\mathbb{H}$.

If $h \in V$, the *valuation homogeneous decomposition* of $h$ with respect to $V$ is the convergent series of orthogonal terms

$$h = P_0^V(h) \oplus_1 P_1^V(h) \oplus_1 P_2^V(h) \oplus_1 \cdots \quad (7.9.2)$$

The individual terms $P_k^V$ are called the *valuation homogeneous components* of $h$ with respect to $V$.

In the above, $P_k^\mathbb{H}$ and $P_k^V$, are the orthogonal projections of $\mathbb{H}$ and $V$ onto $H_k$ and $W_k$ respectively.

Note that this series converges to $h$ because the valuation homogeneous decomposition of $V$ equals all of $V$ by proposition 7.6.
8. Analytic Hilbert Modules.

In this section, we shall define the class of Analytic Hilbert Modules, which is the concrete class of valuation Hilbert modules for which our abstract Beurling’s theorem, stated below in section 13, holds.

First, we remind the reader of the standard definition of the order of the zero of an analytic function on a domain in $\mathbb{C}^n$, as given by Walter Rudin ([36], section 1.1.6). We shall extend his definition to connected paracompact analytic manifolds:

**Definition 8.1.** Let $\Omega$ be a connected paracompact complex analytic manifold of complex dimension $n \geq 1$ with base point $a \in \Omega$, and let $f$ be a complex-valued analytic function on $\Omega$. Let $V \subset \Omega$ be an open coordinate neighborhood of $a$, and let $\phi: V \rightarrow \phi(V) \subseteq \mathbb{C}^n$ be an analytic coordinate mapping. To simplify notation, let $\psi = \phi^{-1}: \phi(V) \rightarrow V$. Let $h$ be a complex-valued analytic function on $V$ and let $f = h \circ \psi$. Consider the power series expansion of $f$ around $\phi(a)$ in homogeneous terms. Then the order of the zero of $h$ at $a$ is the minimal degree of these homogeneous terms.

Although the definition of the order of the zero of $h$ at $a$ superficially appears to depend on the coordinate map $\phi$, it is clear that it is coordinate invariant.

**Definition 8.2.** Let $\Omega$ be a connected paracompact analytic manifold of complex dimension $n \geq 1$ with a distinguished basepoint $a \in \Omega$ as in definition 8.1. Let $R$ be a complex algebra of complex-valued analytic functions with domain $\Omega$. Define the order of $r \in R$, $\text{ord}_R(r) = \text{ord}(r)$, to be the order of the zero of $r$ at $a$, as defined above.

Let $H$ be a complex Hilbert space of complex-valued analytic functions on $\Omega$. Define the the order of $h \in H$, $\text{ord}_H(h) = \text{ord}(h)$, to be the order of the zero of $h$ at $a$, again as defined above.

We shall call the order functions $\text{ord} = \text{ord}_R$ and $\text{ord} = \text{ord}_H$ standard order functions.

**Definition 8.3.** A valuation algebra $R$ is an analytic algebra if its order function $\text{ord}$ is a standard order function. $H$ is an analytic Hilbert Module on $\Omega$ over the analytic Algebra $R$ if $H$ is a left Hilbert module over $R$ under pointwise operations, if the order function $\text{ord}$ on $H$ is a standard order function, and if there exists an open neighborhood $\Omega_a \subset \Omega$ of the basepoint $a$ satisfying the following: Each sequence $h_n, n = 1, 2, 3, \ldots$ in $H$ converging to $h$ in $H$ norm also converges to $h$ uniformly on compact subsets of $\Omega_a$. In other words, the Hilbert space topology on $H$ is finer than the topology of compact convergence on $H$ locally on $\Omega_a$.

Note that our analytic Hilbert modules are different from Guo’s analytic Hilbert modules [13]. Note also that the ord function is invariant across all local coordinate systems in $\Omega$.

**Lemma 8.4.** Let $H$ be an analytic Hilbert module on $\Omega$ over the analytic algebra $R$. Then the standard order functions $\text{ord}_H = \text{ord}$ and $\text{ord}_R = \text{ord}$ on $H$ and $R$ are, respectively, order functions as defined in definitions 5.1 and 5.3:

**Proof.** Clearly, the ord functions on $R$ and $H$ satisfy all the properties specified in definitions 5.1 and 5.3, except possibly for upper semicontinuity. So all we have to do is show is that the ord function on $H$ is upper semi-continuous at the base point.
a. To this end, let $V \subseteq \Omega_a$ be an open coordinate neighborhood of the basepoint $a$. Let $\phi : V \to \phi(V)$ be a local coordinate mapping. Note for clarity that $\phi(V) \subseteq \mathbb{C}^n$. Without loss of generality, $\phi(a) = 0$.

Let $0 < r$, and let $D^n(0, r)$ be an $n$-dimensional polydisk centered at 0 such that $\psi(\text{cl } D^n(0, r)) \subseteq V$ and $\psi(0) = a$.

Let $h_j, j = 1, 2, 3, \ldots$ be a norm convergent sequence in $\mathbb{H}$ converging to $h \in \mathbb{H}$. By definition 8.3, the sequence $h_j$ also converges uniformly on compact subsets of $\Omega_a$ to $h$. Clearly, $\psi(\text{cl } D^n(0, r))$ is such a subset, so the sequence $h_j$ converges uniformly on $\psi(\text{cl } D^n(0, r))$ to $h$. To simplify notation, let $f_j = h_j \circ \psi$, and $f = h \circ \psi$. Then the sequence $f_j$ converges uniformly on $\text{cl } D^n(0, r)$ to $f$.

We shall freely use multi-index notation throughout the remainder of this proof, as well as the remainder of this paper. Recall that the degree of a monomial

$$a_m z^m = a_{m_1} z^{m_1} \cdots a_{m_n} z^{m_n}$$

is

$$\left| m \right| = |m_1| + \cdots + |m_n|,$$

where $m = m_1 + m_2 + \cdots + m_n$. Now $f$ is an ordinary analytic function, so $\text{ord}(f)$ is the degree of any of the terms of the power series expansion of $f$ of lowest degree. Let $a_m z^m$ be one of these terms, and let

$$\sum_{m_j} a_{j,m_j} z^{m_j}$$

be the power series expansion of $f_j$ for $j = 1, 2, 3, \ldots$. Since the sequence $f_j$ converges uniformly to $f$ on the closed polydisk $\text{cl } D^n(0, r)$, the power series coefficients of $f_j$ converge to the power series coefficients of $f$. Thus $|a_{j,m_j}| > (1/2)|a_m|$ for all $j >$ some integer $J$. Now $\text{ord}(f_j)$ is the degree of the lowest degree terms in the series 8.7. Consequently, $\text{ord}(f_j) \leq$ the degree of $a_m z^m$, that is $\text{ord}(f_j) \leq \text{ord}(f)$ for all $j > J$. Since $\limsup(\text{ord}(f_j))$ is the inf of the sups, we have

$$\text{ord}(f) \geq \limsup_{j \to J} (\text{ord}(f_j)) \geq \limsup_{j = 0} (\text{ord}(f_j))$$

that is $\text{ord}(f) \geq \limsup(\text{ord}(f_j))$. Thus the standard order function $\text{ord}_{\mathbb{H}} = \text{ord}$ is upper semicontinuous on $\mathbb{H}$. Similarly the standard order function $\text{ord}_{\mathbb{R}} = \text{ord}$ is upper semicontinuous on $\mathbb{R}$. Consequently, both are order functions as defined in definitions 5.1 and 5.3.

\begin{proof}

Remark 8.9. From now on, we shall assume that the order functions on an analytic Hilbert module and an analytic algebra are \textit{standard order functions}.

Remark 8.10. The usual proof that uniform convergence on compact subsets implies the convergence of the power series coefficients depends on the Cauchy Integral Theorem. In our case, we would need to compute the power series coefficients of an analytic function $f$ at 0 in the closed polydisk $\text{cl } D^n(0, r)$:

$$r^m a_m = \int_0^{2\pi} f(re^{i\theta})e^{-im\theta} d\theta/(2\pi^n).$$

Here, the integral is repeated $n$ times, $\theta = \theta_1 \cdots \theta_n$, and $d\theta = d\theta_1 \cdots d\theta_n$. (Rudin establishes this Cauchy formula for $a_m$ in the case where $r = 1$, [36], pp. 4–6.)

Usually, the Hilbert space $E$ is required to be separable (ie. contains a countable dense subset) to avoid measurability issues. However in our case, there are no measurability issues even for non-separable Hilbert spaces because $\text{cl } D^n(0, r)$ is
contained in the larger open set \( \phi(V) \), and so the integrand \( f \) is continuous on \( \text{cl} D^n(0, r) \).

**Definition 8.11.** In those cases where \( \mathbb{H} \) may or may not be an analytic Hilbert module and \( R \) an analytic algebra, we shall refer to them as, respectively, a general valuation Hilbert module and a general valuation algebra.

If \( \mathbb{H} \) is a general valuation Hilbert module and \( R \) is a general valuation algebra, we shall say so explicitly. And if we need to assume, as we often shall, that \( \mathbb{H} \) and \( R \) are, respectively, an analytic Hilbert module and an analytic algebra, we shall also say so explicitly.

9. The Minimum Value Theorem

The Minimum Value Theorem is:

**Theorem 9.1.** Let \( R \) be a valuation algebra, let \( \mathbb{H} \) be a valuation Hilbert module over \( R \), and let \( V \) be a closed \( R \)-invariant subspace of \( \mathbb{H} \). Suppose \( h \in V \). Because the ord function on \( \mathbb{H} \) takes values in the discrete set \( \mathbb{Z}_+ \), which is bounded below by 0, the infimum of the ord function over the valuation homogeneous components of \( h \) with respect to \( V \) exists and is equal to \( \text{ord}(h) \).

Consequently, \( \text{ord}(h) \) is the index of the first non-zero term in the valuation homogeneous decomposition of \( h \) with respect to \( V \).

This theorem turns out to be an essential part of the proof of our abstract Beurling’s Theorem. We do not know whether the Minimum Value Theorem holds for general valuation Hilbert modules, but it does for analytic Hilbert Modules, as we shall show now:

**Proof.** Suppose \( R \) is an analytic algebra and \( \mathbb{H} \) is an analytic Hilbert module over \( R \). Let \( h \in \mathbb{H} \), and suppose \( \text{ord}(h) = m \). We shall use the notation in the definition of the order of the zero of an analytic function given in definition 8.1.

To simplify notation, let \( h_k = P^V_k(h) \) for \( k = 0, 1, 2, \ldots \), and \( f_k = h_k \circ \phi \). Consider the orthogonal direct sum

\[
(9.2) \quad h = h_0 \oplus_{\perp} h_1 \oplus_{\perp} h_2 \oplus_{\perp} \cdots
\]

and the algebraic direct sum

\[
(9.3) \quad f = f_0 \oplus f_1 \oplus f_2 \oplus \cdots
\]

That the orthogonal direct sum 9.2 sums to \( h \) is guaranteed by proposition 7.6 and definition 7.9. That the algebraic direct sum 9.3 sums to \( f \) follows from equation 9.2 and the fact that \( f_k = h_k \circ \phi \). With this simplifying notation, note that he series 9.2 and 9.3 represent the valuation homogeneous decomposition of \( h \) with respect to \( V \).

Recall that \( \text{ord}(h) \) is the minimum degree of the homogeneous terms in the power series expansion of \( f = h \circ \phi \) around \( \phi(a) \).

Because \( P^V_k(h) \) is the orthogonal projection of \( h \) on \( W_k \), the terms of the power series for \( f_k \) are all 0 on the valuation homogeneous components \( W_r \), for \( r \neq k \). Thus the homogeneous term of degree \( k \) is the only non-zero term in the power series expansion of \( f_k \), and so \( \text{ord}(h_k) \) is the degree of the homogeneous term of degree \( k \) in this power series expansion. Thus \( \text{ord}(h_k) = k \).
Because the orthogonal sum 9.2 converges in norm to \( h \) and \( \mathbb{H} \) is an analytic Hilbert module, the analytic functions

\[
g_l = \sum_{k=0}^{l} h_k, \quad l = 0, 1, 2, \ldots
\]

converge uniformly on compact subsets of \( \Omega_a \) to \( h \), and so the power series coefficients of

\[
g_l \circ \phi = \sum_{k=0}^{l} f_k, \quad l = 0, 1, 2, \ldots
\]

converge uniformly to the power series for \( f \) on the closed polydisk \( \text{cl}D^n(0, 1) \).

Let \( m \) be the index of the first non-zero term in the power series expansion of \( f \) on \( \text{cl}D^n(0, 1) \). Then \( m = \text{ord}(f) = \text{ord}(h) \). From the uniform convergence of the power series coefficients of the sum 9.5 to the power series coefficients of \( f \), we conclude that \( \text{ord}(h) \) is the index of the first non-zero term in the valuation homogeneous decomposition of \( h \) with respect to \( V \), as required.

\[\Box\]

10. \( R_1 \) Inner Decompositions

For \( H^2 \) of the unit disk, closed invariant subspaces are generated by inner functions and wandering subspaces generated by these. The analogs of inner functions for valuation Hilbert modules are the \( R_1 \) inner subspaces and \( R_1 \) inner decompositions 10.1 defined below.

Throughout this section, \( R \) will be a general valuation algebra and \( \mathbb{H} \) will be a general valuation Hilbert module over \( R \).

**Definition 10.1.** A closed subspace \( W \) of \( \mathbb{H} \) is \( R_1 \) inner if \( R_1 \cdot W \perp W \).

The valuation homogeneous decomposition of \( V \) is \( R_1 \) inner if, for all \( k \) and \( m \in \mathbb{Z}^+ \), for all \( h \in W_k, g \in V, r \in R_1, \) and \( \text{ord}(rh - g) > m \), then

\[
rh - g \perp W_m.
\]

An \( R_1 \) inner homogeneous decomposition must satisfy more than the orthogonality condition for an \( R_1 \) inner subspace; it also must satisfy the “look ahead” condition given by equation 10.1.1. In this condition, note that there is not necessarily any relation between the integers \( k \) and \( m \). All the hypotheses state is that \( h \) belongs to the homogeneous component \( W_k \). Note also that we are not asserting that the element \( g \in V \) exists. All the hypotheses state is that if an element \( g \) does exist as above, then \( rh - g \perp W_m \).

As we shall see later, having the valuation homogeneous decomposition of \( V \) be \( R_1 \) inner is not sufficient for \( V \) to be \( R_1 \) invariant. However, it is necessary:

**Proposition 10.2.** If \( V \) is \( R_1 \) invariant, then the valuation homogeneous decomposition of \( V \) is \( R_1 \) inner.

**Proof.** Suppose \( V \) is \( R_1 \) invariant. Let \( h \in W_k, g \in V, \) and \( r \in R_1 \). Then \( rh \in V \), so \( rh - g \in V \). If \( \text{ord}(rh - g) > m \), then \( rh - g \in V_{m+1}, \) so \( rh - g \perp W_m \). \( \Box \)
11. Projections.

It would be strikingly convenient if the \( R \) inner property were a sufficient condition for \( V \) to be \( R \) invariant, but the simplest examples show that this is not so:

**Example 11.1.** Let \( R = \mathbb{P}_2[C, z_1, z_2] \), and let \( \mathbb{H} = H^2(C, D^2) \), complex-valued \( H^2 \) of the 2-dimensional polydisk \( D^2 = D^2(0,1) \). Let the ord functions on \( R \) and \( \mathbb{H} \) be standard order functions. Clearly, \((R, \text{ord})\) is a valuation algebra and \((\mathbb{H}, \text{ord})\) is a valuation Hilbert module. Let

\[
V = W_0 \oplus \perp W_1 \oplus \perp W_2 \oplus \perp \cdots
\]

(11.1.1)

where

\[
W_0 = \{0\}, \ W_1 = LH\{z_1, z_2\}, \ W_2 = LH\{z_1^2, z_2^2\},
\]

(11.1.2)

\[
W_3 = LH\{z_1^3, z_2^3, z_1 z_2, z_1^2 z_2, z_2^2\}, \ldots,
\]

and LH denotes the linear hull. Then \( V \) is closed, the decomposition 11.1.1 is the \( R \) homogeneous decomposition of \( V \), and it is \( R \) inner. However, \( V \) is not \( R \) invariant because \( W_2 \) lacks the needed element \( z_1 z_2 \). And, in fact, the closed \( R \) invariant subspace generated by \( V \) is the closed \( \mathbb{P}_2[C, z_1, z_2] \) submodule generated by \( z_1 \) and \( z_2 \).

We need to add an additional property to obtain sufficient conditions for a closed subspace \( V \) to be \( R \) invariant. And we need to define two sets of projections to state this property.

Henceforth, \( \mathbb{H} = \mathbb{H}_0 \supseteq \mathbb{H}_1 \supseteq \mathbb{H}_2 \cdots \) and \( \mathbb{V} = \mathbb{V}_0 \oplus \perp \mathbb{V}_1 \oplus \perp \mathbb{V}_2 \cdots \) will denote, respectively, the valuation subspace series and valuation homogeneous decomposition for the valuation Hilbert module \( \mathbb{H} \). And henceforth, just to be completely clear, \( V = V_0 \supseteq V_1 \supseteq V_2 \cdots \) and \( \mathbb{V} = \mathbb{V}_0 \oplus \perp \mathbb{V}_1 \oplus \perp \mathbb{V}_2 \cdots \) will denote, respectively, the valuation subspace series and valuation homogeneous decomposition for the closed non-zero subspace \( V \).

Also, until we come to the third projection lemma, lemma 12.6, we shall assume that \( R \) and \( \mathbb{H} \) are, respectively, a general valuation algebra and a general valuation Hilbert module over \( R \).

**Definition 11.2.**

\[
P^\mathbb{H}_k : \mathbb{H} \mapsto H_k, \quad Q^\mathbb{H}_{k+1} : \mathbb{H} \mapsto \mathbb{H}_{k+1}
\]

(11.2.1)

\[
P^\mathbb{V}_k : \mathbb{V} \mapsto W_k, \quad Q^\mathbb{V}_{k+1} : \mathbb{V} \mapsto V_{k+1}
\]

will denote the orthogonal projections of \( \mathbb{H} \) and \( \mathbb{V} \) onto \( H_k, \mathbb{H}_{k+1}, W_k, \) and \( V_{k+1} \), respectively. Note that

\[
P^\mathbb{H}_k + Q^\mathbb{H}_{k+1} = I \text{ on } \mathbb{H}_k
\]

(11.3)

\[
P^\mathbb{V}_k + Q^\mathbb{V}_{k+1} = I \text{ on } \mathbb{V}_k
\]

where \( I \) is the identity map, and
If whenever $r$ is a non-constant inner function not vanishing at 0, the simple Blaschke factor (11.5.1)

\[ P_k^\mathbb{H} + Q_{k+1}^\mathbb{H} = I \text{ on } \mathbb{H} \]

(11.4)

\[ \sum_{j=0}^{k} P_j^V + Q_{k+1}^V = I \text{ on } V \]

**Definition 11.5.** The valuation homogeneous decomposition of $V$ has the full projection property if for each $k$ and $m \in \mathbb{Z}_+$,

\[ P_m^\mathbb{H}(rh-g) \in P_m^\mathbb{H}(W_m), \]

whenever $r \in R_1$, $h \in W_k$, and $g \in V$, and $\text{ord}(rh-g) \geq m$.

**Proposition 11.6.** If $V$ is $R_1$ invariant, then the valuation homogeneous decomposition of $V$ has the full projection property.

**Proof.** Suppose $V$ is $R_1$ invariant. Let $k$ and $m \in \mathbb{Z}_+$, $r \in R_1$, $h \in W_k$, and $g \in V$. For simplicity, denote $rh-g$ by $f$, and suppose $\text{ord}(f) \geq m$.

Because $V$ is $R_1$ invariant, $rh \in V$ so $f \in V$. Suppose $\text{ord}(f) > m$, then $P_m^\mathbb{H}(f) = 0$ because $f \in \mathbb{H}_{m+1}$ and $H_m \perp \mathbb{H}_{m+1}$. Thus $P_m^\mathbb{H}(f) \in P_m^\mathbb{H}(W_m)$. On the other hand, if $\text{ord}(f) = m$, then we can write $f = f_m + F_{m+1}$, where $f_m \in W_m$ and $F_{m+1} \in V_{m+1} \perp \mathbb{H}_{m+1}$. Since $F_{m+1} \in \mathbb{H}_{m+1}$ and $H_m \perp \mathbb{H}_{m+1}$, $P_m^\mathbb{H}(F_{m+1}) = 0$. Thus $P_m^\mathbb{H}(rh-g) = P_m^\mathbb{H}(f) = P_m^\mathbb{H}(f_m) \in P_m^\mathbb{H}(W_m)$, as required. 

It would also be strikingly convenient if the full projection property were a sufficient condition for $V$ to be $R_1$ invariant, but the simplest examples show that this is not so:

**Example 11.7.** Let $R = \mathbb{P}_1[\mathbb{C}, z]$, and let $\mathbb{H} = H^2(\mathbb{C}, D^1)$, complex-valued $H^2$ of the unit disk $D^1$. Let $a \in D^1$ with $a \neq 0$, and consider the simplest possible non-constant inner function not vanishing at 0, the simple Blaschke factor

\[ B(z) = \frac{a - z}{1 - \overline{a}z} \]

Let

\[ V = \{a_0 + a_1z + a_2z^2B(z) + a_3z^3B(z) + \cdots : \sum |a_j|^2 < \infty\} \]

Then $V$ is a closed subspace of $H^2(\mathbb{C}, D^1)$, the one-dimensional subspaces

\[ W_0 = \text{LH}\{1\}, W_1 = \text{LH}\{z\}, \]

(11.7.3)

\[ W_2 = \text{LH}\{z^2B(z)\}, W_3 = \text{LH}\{z^2B(z)\}, \ldots \]

are closed, $R$ homogeneous, and mutually orthogonal (because $B$ is inner). As the reader can easily verify,

\[ V = W_0 \oplus_{\perp} W_1 \oplus_{\perp} W_2 \oplus_{\perp} W_3 \oplus_{\perp} \cdots \]

is the valuation homogeneous decomposition of $V$. Clearly, the valuation homogeneous decomposition of $V$ has the full projection property. However, $V$ is not $R_1$ invariant (i.e. shift invariant). In fact, the closed shift invariant subspace generated by $V$ is all of $H^2(\mathbb{C}, D^1)$. 

\[ \sum_{j=0}^{k} P_j^\mathbb{H} + Q_{k+1}^\mathbb{H} = I \text{ on } \mathbb{H} \]

(11.4)

\[ \sum_{j=0}^{k} P_j^V + Q_{k+1}^V = I \text{ on } V \]
Variations on this example, except for the part about the decomposition 11.7.4 being the valuation homogeneous decomposition of \( V \), are standard in the one-variable theory of \( H^2 \) spaces.

12. The Projection Lemmas

The first projection lemma is:

**Lemma 12.1.** Suppose \( R \) is a general valuation algebra and \( \mathbb{H} \) is a general valuation Hilbert module over \( R \). Let \( r \in R_1 \) and \( h \in W_k \). Let \( U_m \) be the subspace \( U_m = W_0 \oplus W_1 \oplus \cdots \oplus W_m \). Note that \( V = U_m \oplus V_{m+1} \).

Let \( f_m = g_0 + g_1 + \cdots + g_m \in U_m \), where \( g_0 \in W_0, g_1 \in W_1, \ldots, g_m \in W_m \). Suppose further that \( \text{ord}(rh - f_m) > m \). Then the projection of \( rh \) on the subspace \( U_m \) is \( f_m \). Furthermore,

\[
\|f_m\|^2 = \|g_0\|^2 + \|g_1\|^2 + \cdots + \|g_m\|^2 \leq \|rh\|^2
\]

**Proof.** For any element \( w \in U_m, w = w_0 + w_1 + \cdots + w_m \), where \( w_0 \in W_0, w_1 \in W_1, \ldots, w_m \in W_m \). From the definition of an \( R_1 \) inner decomposition, definition 10.1, and the fact that \( \text{ord}(rh - f_m) > m, rh - f_m \perp W_j \) for \( j = 0, 1, \ldots, m \). Thus

\[
\langle rh - f_m, w \rangle = \sum_{j=0}^{m} (rh - f_m, w_j) = 0
\]

so \( rh - f^m \perp U_m \). Since, in addition, \( f_m \in U_m, f^m \) is the projection (up to a scalar multiple) of \( rh \) on \( U_m \).

As for the norm of \( f_m \),

\[
\|f_m\|^2 = \|g_0\|^2 + \|g_1\|^2 + \cdots + \|g_m\|^2
\]

because the \( R_1 \) inner decomposition of \( V \) is orthogonal. Furthermore,

\[
\|rh\|^2 = \|rh - f_m\|^2 + \|f_m\|^2
\]

because \( rh - f^m \perp f_m \). Thus inequality 12.1.1 holds. \( \square \)

The second projection lemma is:

**Lemma 12.2.** Suppose \( R \) is a general valuation algebra and \( \mathbb{H} \) is a general valuation Hilbert module over \( R \). Let \( r \in R_1 \) and \( h \in W_k \). Consider the formal series

\[
(12.2.1) \quad g_0 + g_1 + g_2 + \cdots
\]

where \( g_0 \in W_0, g_1 \in W_1, g_2 \in W_2, \ldots, \) and let

\[
(12.2.2) \quad f_m = g_0 + g_1 + \cdots + g_m.
\]

Suppose \( \text{ord}(rh - f_m) > m \) for \( m = 0, 1, 2, \ldots, \) Then the formal series 12.2.1, and thus the sequence of partial sums 12.2.2, both converge in norm to an element \( f \) in \( V \), and \( rh = f \).

**Proof.** Consider the formal series of positive terms

\[
(12.3) \quad \|g_0\|^2 + \|g_1\|^2 + \|g_2\|^2 + \cdots
\]

By the first projection lemma, the partial sums are

\[
(12.4) \quad \|f_m\|^2 = \|g_0\|^2 + \|g_1\|^2 + \cdots + \|g_m\|^2 \leq \|rh\|^2
\]
Thus the increasing sequence $\|f_m\|^2$, $m = 0, 1, 2, \ldots$, is bounded, and so Cauchy. Because each $f_m \in V$ and $V$ is closed and thus complete, the sequence of partial sums 12.2.2 and thus the formal series 12.2.1, both converge to an element $f \in V$.

Now by hypothesis, $\ord(rh - f_m) > m$ for all $m$. Also, $\lim f_m = f$ as $m \to \infty$, and the ord function is upper semicontinuous. Thus,

\begin{equation}
\ord(rh - f) \geq \limsup_{m \to \infty} \ord(rh - f_m) > \inf_{m \to \infty} m = \infty.
\end{equation}

Thus $\ord(rh - f) = \infty$. By property 5.3.1 of the ord function, $rh - f = 0$. □

The third projection lemma is:

**Lemma 12.6.** Suppose $R$ is an analytic algebra and $\mathbb{H}$ is an analytic Hilbert module over $R$. Let $W$ be a valuation homogeneous subspace of $\mathbb{H}$ not equal to $\{0\}$, and let $m$ be the common value of the ord function on $W \sim \{0\}$. Let $L_W$ be $P_m^\mathbb{H}$ restricted to $W$, so that

\begin{equation}
L_W : W \mapsto P_m^\mathbb{H}(W) \subseteq H_m
\end{equation}

Then $L_W$ is a bounded invertible linear transformation.

**Proof.** Linearity and boundedness are trivial. In fact, $L_W = P_m^\mathbb{H}|_W$ and $\|L_W\| \leq \|P_m^\mathbb{H}\| = 1$. To show that $L_W$ is invertible, first note that $W \subseteq W_m$. Let $h \in W$ and $h \neq 0$. Then $m = \ord(h)$, and $P_m^\mathbb{H}(h)$ is the first non-vanishing term in the valuation homogeneous decomposition of $h$ by the minimum value theorem, theorem 9.1, which we may apply because $\mathbb{H}$ is an analytic Hilbert module over the analytic algebra $R$. Thus $L_W(h) = P_m^\mathbb{H}(h) \neq 0$, so $\ker(L_W) = \{0\}$, that is $L_W$ is invertible. □

In the exceptional case where $W = \{0\}$, the conclusion of the proposition still holds because $h = 0$ is the only element of $W$.

Note that $L_W$ is invertible on its range, but not necessarily on all of $H_m$ because its range may be a proper subset of $H_m$.

A simple consequence of the third projection lemma is that the projection of an element $h \in W$ onto $H_m$ determines the element $h$ itself, as does the projection onto $\mathbb{H}_{m+1}$.

An interesting question is, when does $L_W$ have a bounded inverse? By the closed graph theorem, the answer is yes when $P_m^\mathbb{H}(W)$ is closed.

### 13. The Abstract Beurling’s Theorem

As mentioned at the close of the preview in section 2, we shall refer throughout this paper to our generalization of Beurling’s theorem for valuation Hilbert modules as our **abstract Beurling’s theorem**. Our abstract Beurling’s theorem is:

**Theorem 13.1.** Suppose $\mathbb{H}$ is an analytic Hilbert module over the analytic algebra $R$. Let $V$ be a closed subspace of $\mathbb{H}$. Then $V$ is $R_1$ invariant if and only if the $R$ homogeneous decomposition of $V$ is $R_1$ inner and has the full projection property.

**Proof.** Necessity follows from proposition 10.2, which states that the $R$ homogeneous decomposition of a closed $R_1$ invariant subspace is $R_1$ inner, and proposition 11.6, which states that a closed $R_1$ invariant subspace has the full projection property.
As for sufficiency, suppose the $R$ homogeneous decomposition of $V$ is $R_1$ inner and has the full projection property. Let $r \in R_1$ and $h \in W_k$, where
\[(13.2) \quad V = W_0 \oplus W_1 \oplus W_2 \oplus \cdots \]
is the $R$ homogeneous decomposition of $V$. We shall show that $rh \in V$.

First, we shall use the full projection property, definition 11.5, to show that there are elements
\[(13.3) \quad g_0 \in W_0, \ g_1 \in W_1, \ g_2 \in W_2, \ldots \]
such that for $m = 0, 1, 2, \ldots$,
\[(13.4) \quad \text{ord}(rh - f_m) > m \]
Here, we have denoted the sum $g_0 + \cdots g_m$ by $f_m$. The purpose of the functions $g_m, m = 0, 1, 2, \ldots$ is to cancel out the non-zero values of the function $rh$.

Then we shall use the second projection lemma, lemma 12.2, to conclude that the formal sum
\[(13.5) \quad g_0 + g_1 + g_2 + \cdots \]
converges to an element $f \in V$, and that $rh = f$. This will prove that $rh \in V$.

First, let us construct the sequence $13.3$ by induction. Because $r \in R_1$, $\text{ord}(rh) > 0$. Thus $P^R_0(rh) = 0$, so we can (and must) choose $g_0 = 0$. Now suppose $g_0, \ldots, g_{m-1}$ have been constructed inductively, so that $g_j \in W_j$ and $\text{ord}(rh - f_j) > j$ for $j = 0, \ldots, m - 1$. We shall use the full projection property of the $R$ homogeneous decomposition $13.2$ of $V$ to construct $g_m$.

Note that $\text{ord}(rh - f_{m-1}) \geq m$. By the full projection property, $P^R_m(rh - f_{m-1}) \in P^R_m(W_m)$. If $W_m \neq \{0\}$, we may use the third projection lemma, lemma 12.6, to conclude there is a unique element $g_m \in W_m$ such that $P^R_m(g_m) = P^R_m(rh - f_{m-1})$.

In the exceptional case where $W_m = \{0\}$, we can (and must) choose $g_m = 0$. Let $f_m = f_{m-1} + g_m$. Then $f_m = g_1 + \cdots + g_m$, and $g_m \in W_m$ by construction.

But we still must prove that $\text{ord}(rh - f_m) > m$. To that end, recall from the minimum value theorem, theorem 9.1, that $\text{ord}(rh - f_m)$ is the index of the first non-vanishing term in the $R$ homogeneous decomposition of $rh - f_m$, or $\infty$ if $rh - f_m = 0$. Since $\text{ord}(rh - f_{m-1}) > m - 1$, all the terms in the $R$ homogeneous decomposition of $rh - f_{m-1}$ vanish up to and including the index $m - 1$, that is $P^R_j(rh - f_{m-1}) = 0$ for $j = 0, \ldots, m - 1$. Also, because $g_m \in W_m$, $\text{ord}(g_m) = m$ (or $\infty$ if $g_m = 0$). Thus $P^R_j(g_m) = 0$ as well for $j = 0, \ldots m - 1$. Furthermore, $P^R_m(rh - f_{m-1}) = P^R_m(g_m)$ by construction. Thus
\[(13.6) \quad P^R_j(rh - f_m) = P^R_j(rh - f_{m-1}) - P^R_j(g_m) = 0 \]
for $j = 0, \ldots, m$, and so $\text{ord}(rh - f_m) > m$.

This concludes the first part of the proof that $rh \in V$. The second part is immediate. Because the valuation homogeneous decomposition of $V$ is $R_1$ inner, we may apply the second projection lemma. By this lemma, the formal series $13.6$ converges in norm to an element $f \in V$, and $rh = f$. Thus $rh \in V$.

Now let $h \in V$, not necessarily an element of $W_k$. Let $r \in R_1$ as before, and let
\[(13.7) \quad h = h_0 \oplus h_1 \oplus h_2 \oplus \cdots \]
be the $R$ homogeneous decomposition of $h$ with respect to $V$. By the definition of the $R$ homogeneous decomposition of $h$ with resoect to $V$, definition 7.9, each
The last part of this proof is useful enough to isolate as a separate corollary:

**Corollary 13.9.** Let $\mathbb{H}$ be an analytic Hilbert module over the analytic algebra $R$. A closed subspace $V$ is $R_1$ invariant if and only if, for each $k \in \mathbb{Z}_+$ and $r \in R_1$, $rW_k \subseteq V$.

**Proof.** See the above. □

A proper generalization of Beurling’s theorem should characterize, not just closed $R_1$ invariant subspaces of $\mathbb{H}$, but closed $R$ submodules as well. This we can do in two important cases. Recall from definition 6.3 that a valuation algebra $R$ is *unital* if $R$ has a unit element $1_R$ and

$$R = \{ \lambda 1_R : \lambda \in \mathbb{C} \} + R_1$$

From proposition 6.4 we immediately have

**Corollary 13.11.** Let $R$ be an analytic algebra satisfying either of the following conditions:

1. $R = R_1$, or
2. $R$ is unital

Then a closed subspace $V$ of an analytic Hilbert module $\mathbb{H}$ over $R$ is an $R$ submodule of $\mathbb{H}$ if and only if the $R$ homogeneous decomposition of $V$ is $R_1$ inner and has the full projection property.

**Proof.** Apply proposition 6.4 and our abstract Beurling’s theorem. □

**PART III. APPLICATIONS OF THE ABSTRACT BEURLING’S THEOREM.**

**14. INVARIANT SUBSPACES OF $H^2$ SPACES.**

In this section, we shall use our abstract Beurling’s theorem to characterized the closed invariant subspaces of $H^2$ of the polydisk, the ball, and bounded symmetric domains. Our strategy will be to prove that $H^2$ of the polydisk, the ball, and bounded symmetric domains are analytic Hilbert modules. Thus, we may apply our abstract Beurling’s theorem 13.1, and its corollary 13.11, to completely characterize their closed invariant subspaces.

Though the Hilbert spaces of analytic functions we shall consider in this paper are all complex-valued, our results could be extended to Hilbert space valued analytic functions. Therefore, we shall include the Hilbert space of values in our notation, like this for complex-valued $H^2$ of the polydisk: $H^2(\mathbb{C}, D^n)$.

First consider $H^2$ of the polydisk. Let $D^n$ be the $n$-dimensional polydisk $D^n = D^n(a, r)$, where $a \in \mathbb{C}^n$ and $0 < r < \infty$. Recall that an $n$-harmonic function on $D^n$ is a continuous function which is harmonic in each variable separately, and
an \( n \)-subharmonic function is an upper semicontinuous function on \( D^n \) which is subharmonic in each variable separately (cf. Rudin [36], pages 16 and 39). The \( n \)-harmonic majorant definition of \( H^2 \) of the polydisk is due to Walter Rudin and is contained in chapter 3 of [36], and for domains in one variable was given by Walter Rudin in [35].

**Definition 14.1.** \( H^2 \) of the polydisk \( D^n = D^n(a,r) \) is the Hilbert space \( \mathbb{H} = H^2(\mathbb{C}, D^n) \) of complex-valued analytic functions \( h \) on \( D^n \), such that the \( n \)-subharmonic function

\[
z \to \|h(z)\|^2, \quad z \in D^n
\]

admits an \( n \)-harmonic majorant. If \( h \in H^2(\mathbb{C}, D^n) \), let \( u \) be the least \( n \)-harmonic majorant of the \( n \)-harmonic function 14.1.1. The norm of \( h \) is

\[
\|h\|^2 = u(a).
\]

Throughout this section, \( R \) will either be the analytic algebra of complex-valued polynomials \( \mathbb{P}[\mathbb{C}, z_1, \ldots, z_n] \), or the analytic algebra of complex-valued bounded analytic functions \( H^\infty(\mathbb{C}, D^n) \) on \( D^n \). Note that both of these are unital so, by corollary 13.11, \( R_1 \) invariant subspaces and \( R \) invariant subspaces are the same.

**Theorem 14.2.** \( \mathbb{H} \) is an analytic Hilbert module over \( R \). Therefore, our abstract Beurling’s theorem 13.1 and its corollary 13.11 completely describe the closed invariant subspaces of \( \mathbb{H} \).

**Proof.** This will follow quickly from the Harnack inequalities for \( n \)-harmonic functions. The Harnack inequalities themselves follow immediately from the standard formula for the Poisson kernel in each variable separately.

Let \( h_j, j = 1,2,3, \ldots \) be a norm convergent sequence in \( \mathbb{H} \) converging to \( h \in \mathbb{H} \). Let \( f_j = h - h_j \). Then \( \|f_j\| \to 0 \) as \( j \to \infty \). Let \( u_j \) be the least \( n \)-harmonic majorant of the \( n \)-subharmonic function \( z \to \|f_j(z)\|^2 \). Let \( K \) be a compact subset of \( D^n \). By the Harnack inequalities, there is a constant \( 0 < C < \infty \) such that \( u_j(w) < Cu_j(a) \) for all \( w \in K \). But \( \|f_j(w)\|^2 \leq u_j(w) \leq Cu_j(a) = C\|f_j\|^2 \), so \( f_j \) converges uniformly on the compact set \( K \) to 0. Thus \( h_j \) converges uniformly to \( h \) on compact subsets of \( D^n \), so the the norm topology on \( \mathbb{H} \) is finer than the topology of compact convergence on \( D^n \). Further, it is clear that \( \mathbb{H} \) is an analytic Hilbert module over \( R \), except that we still need to show that \( \mathbb{H} \) is complete, so that \( \mathbb{H} \) is a Hilbert space.

To this end, consider a Cauchy sequence \( h_j \) in \( \mathbb{H} \). Then, by essentially the same argument as above, the sequence is Cauchy in the topology of uniform convergence on \( D^n \), so it converges in this topology to an analytic function \( h \). Further, the norm of \( h \) is finite so \( h \in \mathbb{H} \), and the sequence \( h_j \) converges to \( h \) in norm. Thus \( \mathbb{H} \) is complete. \( \square \)

Next, consider \( H^2 \) of the ball. Let \( B^n \) be the \( n \)-dimensional ball \( B^n(a,r) \), where \( a \in \mathbb{C}^n \) and \( 0 < r < \infty \).

**Definition 14.3.** \( H^2 \) of the ball \( B^n \) is the Hilbert space \( \mathbb{H} = H^2(\mathbb{C}, B^n) \) of analytic functions \( h \) on \( B^n \), such that the subharmonic function

\[
z \to \|h(z)\|^2, \quad z \in B^n
\]
admits a harmonic majorant. If \( h \in H^2(\mathbb{C}, B^n) \), let \( u \) be the least harmonic majorant of the harmonic function 14.3.1. The norm of \( h \) is
\[
\| h \|^2 = u(a).
\] (14.3.2)

Note that Rudin defines \( H^2(\mathbb{C}, B^n) \) as above, but in terms of \( M \)-harmonic functions instead of ordinary harmonic functions (cf. Rudin [38], pp. 83–85). Here, \( M \) is the conformal automorphism group of the ball. He observes that ordinary harmonic functions will do as well, but at the expense of not having results be \( M \)-invariant.

**Theorem 14.4.** \( \mathbb{H} \) is a Hilbert space and an analytic Hilbert module over \( R \). Therefore our abstract Beurling’s theorem, theorem 13.1, and its corollaries describe the closed invariant subspaces of \( \mathbb{H} \).

**Proof.** The proof is almost exactly like the proof for \( H^2 \) of the polydisk, except that the Harnack inequalities for ordinary harmonic functions replace the Harnack inequalities for \( n \) harmonic functions. We leave the details to the reader. \( \square \)

Now consider the case of a product of balls. By analogy with the case of the polydisk, we shall call such a domain a polyball:

**Definition 14.5.** A polyball is a Cartesian product \( B^n \) of \( k \) balls of possibly different dimensions, centers, and radii:
\[
B^n = B^n(a, r) = B^{n_1}(a_1, r_1) \times \cdots \times B^{n_k}(a_k, r_k)
\]
where \( n = (n_1, \ldots, n_k) \), \( a = (a_1, \ldots, a_k) \), and \( r = (r_1, \ldots, r_k) \).

Note that the dimension \( n \) is not just a simple integer, but a “multi-integer”.

We shall define \( H^2(\mathbb{C}, B^n) \) in terms \( n \)-harmonic functions on the polyball \( B^n \), by analogy with the definition of \( H^2(\mathbb{C}, D^n) \) in terms of \( n \)-harmonic functions on the polydisk \( D^n \), except that now \( n \) is a multi-integer as in equation 14.5.1.

**Definition 14.6.** An \( n \)-harmonic function on \( B^n \) is a continuous function on \( B^n \) which is harmonic in each variable
\[
z_{n_j} \in B^{n_j}, \ j = 1, \ldots, k
\]
separately, and an \( n \)-subharmonic function on \( B^n \) is an upper-semicontinuous function on \( B^n \) which is subharmonic in each variable \( z_{n_j} \in B^{n_j} \) separately.

Of course, the variables \( z_{n_j} \) themselves range over \( n_j \) tuples of complex numbers \( \in B^{n_j} \subset \mathbb{C}^{n_j} \).

**Definition 14.7.** \( H^2 \) of the polyball \( B^n \) is the Hilbert space \( \mathbb{H} = H^2(\mathbb{C}, B^n) \) of analytic functions \( h \) on \( B^n \), such that the \( n \)-subharmonic function
\[
z \mapsto \| h(z) \|^2, \ z \in B^n
\]
admits an \( n \)-harmonic majorant. If \( h \in H^2(\mathbb{C}, B^n) \), let \( u \) be the least \( n \)-harmonic majorant of the \( n \)-harmonic function 14.7.1. The norm of \( h \) is
\[
\| h \|^2 = u(a).
\] (14.7.2)

**Theorem 14.8.** \( \mathbb{H} \) is a Hilbert space and an analytic Hilbert module over \( R \). Therefore, our abstract Beurling’s theorem, theorem 13.1, and its corollary, corollary 13.11, completely describe the closed invariant subspaces of \( \mathbb{H} \).
Proof. The proof using the appropriate Harnack inequalities is almost exactly like the proof for $H^2$ of the polydisk and the ball. We leave the details to the reader. □

Note that the unit disk is the unit ball of dimension 1. Thus theorem 14.8 characterizing the closed invariant subspaces of $H^2$ of the polyball subsumes theorem 14.2 characterizing the closed invariant subspaces of $H^2$ of the polydisk.

Finally, we shall consider the case of bounded symmetric domains. Let $\Omega$ be a bounded symmetric domain in $\mathbb{C}^n$. Recall that $\Omega$ is irreducible if it is not the product of bounded symmetric domains of lower dimensions. Otherwise, $\Omega$ is reducible.

If $\Omega$ is irreducible, the definitions, theorems, and proofs for $H^2$ of $\Omega$, $\mathbb{H} = H^2(\mathbb{C}, \Omega)$, are almost exactly like the corresponding ones for $H^2(\mathbb{C}, B^n)$. On the other hand, if $\Omega$ is reducible, these definitions, theorems, and proofs are almost exactly like the ones for the polydisk and the polyball. In particular, the appropriate Harnack inequalities hold. Thus we have,

**Theorem 14.9.** $\mathbb{H} = H^2(\mathbb{C}, \Omega)$ is a Hilbert space and an analytic Hilbert module over $R$. Therefore our abstract Beurling’s theorem, theorem 13.1, and its corollary, corollary 13.11, our abstract Beurling’s theorem, and its corollary, corollary completely describe the closed invariant subspaces of $\mathbb{H}$.

**Proof.** See the discussion above. □

An extremely general example of an analytic Hilbert module would be the case of $\mathbb{H} = H^2(\mathbb{C}, \Omega, p)$, where $\Omega$ is a connected complex analytic manifold, the basepoint $a \in \Omega$, and $R = H^\infty(\mathbb{C}, \Omega)$.

Unfortunately, there are a number of difficulties in defining $H^2(\mathbb{C}, \Omega)$. For example, we need $\Omega$ to be a Kähler manifold (or compact) in order to guarantee that analytic functions are harmonic. Also, the Laplacian (the Laplace Beltrami operator) often has variable coefficients, so we cannot simply use the well known potential theory for domains in $\mathbb{C}^n$.

There is, however, one circumstance where the difficulties mentioned above are already worked out, and that is the the case where the the (complex) dimension of $\Omega$ is 1, in other words where $\Omega$ is a Riemann surface with basepoint $a$. In fact, this is the case where Walter Rudin first introduced the harmonic majorant definition of (in our notation) $H^p(\mathbb{C}, \Omega)$ for $1 \leq p < \infty$ [35]. While the ordinary Laplacian is not invariant under coordinate changes, ordinary functions harmonic in local coordinates are. Furthermore, analytic functions are harmonic. Thus, if we define $H^2(\mathbb{C}, \Omega)$ as the space of analytic functions $h$ on $\Omega$ such that the subharmonic function

$$z \mapsto ||h(z)||^2, \ z \in \Omega$$

has a harmonic majorant, and if we norm $H^2(\mathbb{C}, \Omega)$ by

$$||h||^2 = u(a),$$

where $u$ is the least harmonic majorant of this subharmonic function, we have theorem 14.10:

**Theorem 14.10.** Let $\Omega$ be a Riemann surface with basepoint $a \in \Omega$, $\mathbb{H} = H^2(\mathbb{C}, \Omega)$, and $R = H^\infty(\mathbb{C}, \Omega)$. Then $\mathbb{H}$ is an analytic Hilbert module over the analytic algebra
For infinitely connected Riemann surfaces \( \Omega \) satisfying certain geometric conditions, the author in [27] and [28] presented a different description of the closed submodules of \( H^p(\mathbb{C}, \Omega) \) for \( 1 \leq p < \infty \), and the \( \beta \) closed ideals of \( H^\infty(\mathbb{C}, \Omega) \). This description used multiple valued inner functions \( I \) with a single valued absolute value \( |I| \). Later, Hasumi, [15] and [16], using the language of analytic vector bundles instead of multiple valued inner functions, but not including or extending the work on the geometric conditions on \( \Omega \), proved similar theorems for \( H^p \) and \( L^p \) spaces. Theorem 14.10 generalizes all these results for \( H^2 \) spaces.

15. Invariant Subspaces of \( A^2 \) Spaces.

Let \( \Omega \) be a domain in \( \mathbb{C}^n \), and let \( d\mu \) be (real) 2\,n-dimensional volume measure on \( \mathbb{C}^n \). The space \( A^2(\mathbb{C}, \Omega, d\mu) \) is the space of all complex-valued analytic functions \( h \) on \( \Omega \) such that

\[
\int_{\Omega} \|h(z)\|^2 d\mu(z) < \infty.
\]

We shall refer to these spaces interchangeably as \( A^2 \) spaces and Bergman spaces.

A celebrated result of Aleman, Richter, and Sundberg from the 1990s established a Beurling type theorem characterizing the closed \( P_1[\mathbb{C}, z] \) submodules of \( A^2(\mathbb{C}, D_1(0, 1), d\mu) \) [4], where \( d\mu \) is real 2-dimensional area measure. Their proof was quite difficult, and famously involved biharmonic functions. Since then, considerably simpler proofs have been given by Shimorin ([40], [41]). Shimorin has extended the ARS theorem to weighted \( A^2 \) spaces, \( A^2(\mathbb{C}, D^1(0, 1), k d\mu) \) of the unit disk, albeit with restrictions on the weights \( k \) such as circular symmetry and a subharmonicity condition ([40], [41]). And recently, Ball and Bolotnikov gave an elegant and surprising characterization of the closed \( P_n[\mathbb{C}, z] \) submodules of weighted \( A^2 \) spaces of the unit disk with the same sort of restrictions on the weight functions as in Shimorin’s work. The Ball-Bolotnikov papers are particularly notable in that their characterization involves analytic inner functions rather than biharmonic functions, and has important connections to operator theory ([5] and especially [6]).

In this section, we shall generalize the ARS and Shimorin theorems to several complex variables and to connected paracompact analytic manifolds.

Throughout this section, \( \Omega \) will be a connected, paracompact analytic manifold with basepoint \( a \). Let \( d\mu \) be a (real) 2\,n-dimensional volume measure on \( \Omega \). Let \( k \) be an admissible weight function on \( \Omega \). (We shall discuss the existence of the measure \( d\mu \) and give the definition of an admissible weight function momentarily.) Let \( R = H^\infty(\mathbb{C}, \Omega) \), the algebra of bounded complex-valued analytic functions on \( \Omega \). In the case where \( \Omega \subseteq \mathbb{C}^n \), let \( R \) be either \( P_n[\mathbb{C}, z_1, \ldots, z_n] \) or \( H^\infty(\mathbb{C}, \Omega) \).

**Definition 15.1.** The weighted Bergman space on \( \Omega \), \( \mathbb{H} = A^2(\mathbb{C}, \Omega, k d\mu) \), is the space of all complex-valued analytic functions \( h \) on \( \Omega \) such that the weighted \( A^2 \) norm

\[
(15.1.1) \quad \|h\|^2 = \int_{\Omega} \|h(z)\|^2 k(z) d\mu(z) < \infty.
\]
Define the order functions ord(r) and ord(h) to be, as usual, standard order functions.

**Theorem 15.2.** \( \mathbb{H} = A^2(\mathbb{C}, \Omega, k \, d\mu) \) is a complex-valued Hilbert space and an analytic Hilbert module over \( R \). Therefore our abstract Beurling’s theorem, theorem 13.1, and its corollary, corollary 13.11, completely describe the closed invariant subspaces of \( \mathbb{H} \).

In the special case of unweighted Bergman spaces defined on domains in \( \mathbb{C}^n \), theorem 15.2 follows immediately from the following lemma:

**Lemma 15.3.** Let \( V \) be a domain in \( \mathbb{C}^n \). Let \( \mathbb{H} = A^2(\mathbb{C}, V, d\mu) \), and let \( K \) be a compact subset of \( V \). Then there is a constant \( 0 < C_K < \infty \) depending on \( V \) and \( K \), such that

\[
\sup_{z \in K} |h(z)| \leq C_K \| h \| \quad \text{all } h \in A^2(\mathbb{C}, V, d\mu) \quad ([24], lemma 1.4.1).
\]

Thus a sequence \( h_k, k \in \mathbb{Z}_+ \) converging in norm to \( h \) in \( \mathbb{H} \) also converges to \( h \) in the topology of compact convergence on compact subsets of \( V \). Hence \( \mathbb{H} \) is an analytic Hilbert module over the analytic algebra \( R \).

To return to volume measures and admissible weight functions, recall that a real \( 2n \)-dimensional volume measure on a connected paracompact complex analytic manifold \( \Omega \) is a measure which, in local coordinates \( z = z_1, \ldots, z_n \) on a typical open coordinate neighborhood \( V \), is \( d\mu(z) = c(z) dx_1 dy_1 \cdots dx_n dy_n \). Here, \( c \) is Lebesgue measurable (with respect to the measure \( dx_1 dy_1 \cdots dx_n dy_n \) on \( V \)), and bounded a.e. on \( V \). Further, for some open coordinate neighborhood \( V \) of the basepoint \( p \), \( c > \delta > 0 \) on \( V \) a.e. A suitable volume measure always exists on \( \Omega \), and in fact there are many of them. For example, if \( G \) is a Riemannian metric on \( \Omega \), the Riemannian volume element \( d\mu = \sqrt{\det(G)} dx_1 dy_1 \cdots dx_n dy_n \) is such a measure [12].

**Definition 15.4.** A real valued Lebesque measurable function \( k \) is an admissible weight function on \( \Omega \) if it is a \( 2n \)-dimensional volume measure on \( \Omega \), and if it is locally bounded away from 0 a.e. on \( \Omega \). To be more specific, \( k \) is locally bounded away from 0 a.e. if, for each \( a \in \Omega \), there exists a connected open coordinate neighborhood \( V \) of \( a \), such that \( k \) is bounded away from 0 a.e. on \( V \), that is if there exists a constant \( \epsilon_V > 0 \) such that \( k > \epsilon_V \) a.e. on \( V \).

Note that our admissible weight functions are considerably more general than Shimorin’s weight functions.

**Proof of Theorem 15.2.** Let \( V \) be an open coordinate neighborhood as in definition 15.4, and \( \phi : V \to U \) be an analytic chart. Note for clarity that \( U \) is a domain in \( \mathbb{C}^n \). Without loss of generality, \( \phi(p) = 0 \). To simplify notation, let \( \psi = \phi^{-1} : U \to V \).

In the notation of definition 15.4, let \( 0 < \epsilon \leq k(z) \) a.e. on \( V \), and let \( K \) be a compact subset of \( V \). Let \( C_{\phi(K)} \) be as in lemma 15.3, with \( K \) replaced by the compact subset \( \phi(K) \) in \( U \). Let \( C_K = C_{\phi(K)} \). The theorem now follows from the
chain of inequalities,
\[ \epsilon \sup_{z \in K} \|h(z)\|_E^2 \leq \epsilon C_K \int_U \|h \circ \psi(z)\|_E^2 d\nu(z) = \epsilon C_K \int_V \|h(z)\|_E^2 k(z) d\mu(z) \leq \epsilon C_K \int_\Omega \|h(z)\|_E^2 k(z) d\mu(z) = \epsilon C_K \|h\|_E^2. \]

Here, the left hand inequality follows from lemma 15.3, and the passage from the integral over \( V \) to the integral over \( \Omega \) follows from the monotonicity of the Lebesgue integral for positive functions.

Thus the Hilbert space topology on \( H \) is finer than the topology of compact convergence, and so \( H \) is an analytic Hilbert module over the analytic algebra \( R \). That \( H \) is actually a Hilbert module over \( R \) also follows quickly from the fact that the topology of compact convergence is finer than the norm topology. \( \square \)

We shall close this section with a somewhat surprising observation: Our theory of valuation Hilbert spaces, and our theorem 15.2, together with our abstract Beurling’s theorem and its corollary, give new results on invariant subspaces, as well as sometimes simpler proofs, even in the classical case of one complex variable.

16. Paradox lost.

The title refers, not to Milton’s great poem, but to an apparent paradox which arises from the Aleman, Richter, and Sundberg (ARS) characterization of the closed invariant subspaces of the (unweighted) Bergman space of the unit disk in 1 complex variable, that is \( A^2(\mathbb{C}, D^1(0,1), d\mu) \) in our notation.

**Theorem 16.1** (Aleman, Richter, and Sunberg [4]). Let \( V \) be a closed invariant subspace of \( H = A^2(\mathbb{C}, D^1(0,1), d\mu) \), where \( d\mu \) is real 2-dimensional area measure \( dx dy \). Then \( V \) is the smallest closed invariant subspace generated by \( M \), where \( M = V \ominus_{\perp} zV \).

The ARS theorem is different, and arguably better, than ours. The apparent paradox it raises involves the dimension of \( M \). Let

\[ V = W_0 \oplus_{\perp} W_1 \oplus_{\perp} W_2 \oplus_{\perp} \cdots \]

be the valuation homogeneous decomposition of \( V \). Recall that by the third projection lemma, lemma 12.6, the projection operators

\[ L_{W_m} : W_m \mapsto P_{W_m}^H(W_m) \subseteq H_m, \ m = 0, 1, 2, \ldots \]

are invertible. Now in 1 complex variable, each subspace \( H_m = LH(z^m), m = 0, 1, 2, \ldots \) has dimension 1 (or 0). In other words, \( H \) is singly generated as defined in definition 18.4 below. Thus each subspace

\[ W_m = V_m \ominus_{\perp} V_{m+}, \ m = 1, 2, 3, \ldots \]

has dimension 0 (if it equals \( \{0\} \)) or 1. But, as Aleman, Richter, and Sunberg showed, \( M \) can have any dimension from 1 up to and including \( \infty \).

The resolution of this paradox is contained in a general observation, which we shall state momentarily as a proposition. Recall that \( V_k = \{ h \in V : \operatorname{ord}(h) \geq k \} \).
Let $k$ be the first index such that $W_k \neq \{0\}$, then $V = V_k$. Thus $M = V_k \ominus_{\perp} zV_k$. Our general observation is,

**Proposition 16.2.** Let $\mathbb{H}$ be an analytic Hilbert module over the analytic algebra $\mathbb{P}[\mathbb{C}, z]$. Let $k$ be the first index index such that $W_k \neq \{0\}$. Suppose $M$ has dimension $\geq 2$. Then $zV_k$ is a proper subset of $V_{k+1}$, so $M$ is a proper superset of $W_{k+1}$.

**Proof.** If $h \in V_k$, then $\text{ord}(h) \geq k$, so $\text{ord}(zh) \geq k + 1$. Thus $zV_k \subseteq V_{k+1}$, so $M = V_k \ominus_{\perp} zV_k \supseteq V_k \ominus_{\perp} V_{k+1} = W_k$. Now if $M$ has dimension $\geq 2$, then $M \supseteq W_k$, so $zV \subseteq V_{k+1}$. □

The difficulty with this proof is that it appears to be circular, in that it appears to use the paradox to resolve the paradox. Here is more direct proof for $A^2(\mathbb{C}, D^1(0, 1), d\mu)$, simply using the power series expansions of analytic functions in $A^2(\mathbb{C}, D^1(0, 1), d\mu)$:

**Proof.** As above, $zV_k \subseteq V_{k+1}$. Now suppose $zV_k$ actually equals $V_{k+1}$ and

$$M = V_k \ominus_{\perp} zV_{k+1} = V_k \ominus_{\perp} V_{k+1}$$

so $M \perp V_{k+1}$.

Let $f$ and $g$ be two linearly independent elements of $M$. Note that $f$ and $g \in V_k$. Let $f(z) = a_0z^k + a_{k+1}z^{k+1} + a_{k+2}z^{k+2} + \cdots$, and $g(z) = b_0z^k + b_{k+1}z^{k+1} + b_{k+2}z^{k+2} + \cdots$. There are two cases:

If both of $a_k$ and $b_k \neq 0$, then, by multiplying $g$ by a constant if necessary, without loss of generality, $a_k = b_k$. Let $h = f - g$, and let $h(z) = c_0z^k + c_{k+1}z^{k+1} + c_{k+2}z^{k+2} + \cdots$. Then $h \neq 0$ because $f$ and $g$ are linearly independent, $h \in M$ because $M$ is a linear subspace, and $c_k = a_k - b_k = 0$, so $h \in V_{k+1}$. But this is impossible because $M \perp V_{k+1}$.

On the other hand, suppose $a_k = 0$ or $b_k = 0$. Set $h = f$ if $a_k = 0$, or $h = g$ if $b_k = 0$. As above, $h \neq 0, h \in M$, and $c_k = 0$, so $h \in V_{k+1}$, which is, as we have just seen, impossible. □

Hedenalm, Richter, and Seip have given an explicit construction of cases, involving the angle between subspaces, where $M = V \ominus_{\perp} zV$ has finite or infinite dimension. Their construction is valid, not only for $A^2(\mathbb{C}, D^1), dxdy$, but also for weighted Bergman spaces in the unit disk [18].

Walter Rudin has given an example of a closed invariant subspace $V$ of $H^2(\mathbb{C}, D^2, dxdy)$ (with $D^2 = D^2(0, 1)$ the unit polydisk in $\mathbb{C}^2$ and $R = P_2[\mathbb{C}, z_1, z_2]$) which is not finitely generated ([36], Corollary to his Theorem 4.4.2). While this might not be too surprising, it does show that being infinitely generated is as much the rule as the exception for $V \ominus_{\perp} R_1V$ for analytic Hilbert modules in several complex variables.

17. $R_1$ Invariant Subspaces and $R_1$ Inner Functions.

This section will be devoted to the study of $R_1$ inner functions and their relation to closed $R_1$ invariant subspaces. We shall show that every non-zero closed $R_1$ invariant subspace of a valuation Hilbert module is generated by a collection of $R_1$ inner functions.

Throughout this section, $R$ will be the valuation algebra $\mathbb{P}_n = \mathbb{P}[\mathbb{C}, z_1, \ldots, z_n]$. $\mathbb{H}$ will be one of the valuation Hilbert modules $H^2(\mathbb{C}, D^n(p, r)), H^2(\mathbb{C}, B^n(0, 1)),$
or \( A^2(\mathbb{C}, \Omega, kd\mu) \), all over \( R \), where \( \Omega \) is a domain in \( \mathbb{C}^n \) and \( d\mu \) is real \( 2n \)-dimensional volume measure on \( \Omega \), \( dx_1 dy_1 \cdots dx_n dy_n \).

And throughout this section, unless the contrary is explicitly stated, \( V \) will be a closed non-zero subspace of \( \mathbb{H} \), \( V = W_0 \oplus W_1 \oplus W_2 \oplus \cdots \) will, as usual, be the valuation homogeneous decomposition of \( V \). And \( \mathbb{H} = H_0 \oplus H_1 \oplus H_2 \oplus \cdots \) will be the valuation homogeneous decomposition of \( \mathbb{H} \) itself.

Recall from definition 10.1 that a closed non-zero subspace \( W \) of \( H \) is \( R_1 \) inner if \( R_1 \cdot W \perp W \). Recall also that the definition of a valuation homogeneous decomposition which is \( R_1 \) inner is more complicated because it involves the essential “look ahead” condition: If, for \( k \) and \( m \in \mathbb{Z}^+ \), \( h \in W_k \), \( g \in V \), \( r \in R_1 \), and \( \operatorname{ord}(rh - g) > m \), then \( rh - g \perp W_m \).

**Definition 17.1.** Similarly, a non-zero function \( h \) is \( R_1 \) inner if the closed one dimensional subspace \( LH(h) = \{ \lambda \cdot h : \lambda \in \mathbb{C} \} \) is \( R_1 \) inner.

Thus our abstract Beurling’s theorem could be rephrased to say that every non-zero closed invariant subspace is generated by a collection of \( R_1 \) inner functions (with the addition, of course, of the look ahead condition where needed).

### 18. The Characterization of \( R_1 \) Inner Functions

In this section, we shall give examples showing that the most obvious characterizations of \( R_1 \) inner functions are false.

Throughout this section, \( R \) will be the algebra

\[
P_n = \mathbb{P}_n[\mathbb{C}, z] = \mathbb{P}[\mathbb{C}, z_1 \ldots z_n]
\]

of complex-valued polynomials in the complex variables \( z = z_1, \ldots, z_n \), and \( \mathbb{H} \) will be one of the simplest Hilbert modules over \( R \), namely the norm closure of \( \mathbb{P}_n \). Of course, to form \( \mathbb{H} \), we must define an inner product and norm on \( \mathbb{P}_n \).

Another useful way to view \( \mathbb{H} \) is

\[
\mathbb{H} = \text{the scalar valued Hilbert space generated by the set of monomials } \{z^k = z_1^{k_1} \cdots z_n^{k_n} : k \in \mathbb{Z}_n^+\}.
\]

**Remark 18.3.** To begin, we shall construct the valuation Hilbert module \( \mathbb{H} \) in a general way:

First, we shall construct an inner product \( \langle h_1, h_2 \rangle \mapsto \langle h_1, h_2 \rangle \) and a norm \( \|h\|^2 = \langle h, h \rangle \) on \( \mathbb{P}_n \).

Second, we shall construct the inner product so the monomials in the set of monomials in equation 18.2 are orthogonal.

Third, we shall take the norm completion of \( \mathbb{P}_n \) to form the complex Hilbert space \( \mathbb{H} \). Then the set of normalized monomials from equation 18.2 will form a complete orthonormal system for \( \mathbb{H} \).

Fourth, and finally, we shall let the ord functions on both \( R \) and \( \mathbb{H} \) be standard order functions. Then \( (R, \operatorname{ord}) \) and \( (\mathbb{H}, \operatorname{ord}) \) will be, respectively, an analytic valuation algebra and a valuation Hilbert module over \( R \).

While this might seem to be overly restrictive, most of the valuation Hilbert modules we have studied so far are closed submodules, that is closed \( R_1 \) invariant subspaces of Hilbert modules over \( R = \mathbb{P}_n \) of this form. These include all but one of
the $H^2$ modules studied in section 14, and weighted Bergman spaces on circularly symmetric complex domains with circularly symmetric weight functions, which are special cases of those studied in section 15.

We need a name for such valuation Hilbert modules:

**Definition 18.4.** A valuation Hilbert module $\mathbb{H}$ is $\mathbb{P}_n$ generated if it is the norm closure of the linear subspace $\mathbb{P}_n$, and if the set of monomials 18.2 form a complete orthogonal system for $\mathbb{H}$.

We shall also say such valuation Hilbert modules are polynomially generated when we do not need to keep track on the dimension $n$.

If $n = 1$, so $\mathbb{H}$ is $\mathbb{P}_1$ generated, we shall say that $\mathbb{H}$ is singly generated.

**Remark 18.5.** In what follows, we shall freely mix functional analysis notation $h$ and hard analysis notation $h(z)$ when referring to a function $h$. It will be clear from context whether $h(z)$ refers to the function $h$ or the value of $h$ at the point $z$.

First, we shall consider the valuation Hilbert module $\mathbb{H} = H^2(\mathbb{C}, D^n(0,1))$ over the valuation algebra $R = \mathbb{P}_n$. $T^n$ will be the distinguished boundary of $D^n(0,1)$. Of course, $T^n$ is the $n$-dimensional unit torus, $z = \{(z_1, \ldots, z_n)\}$ with $|z_j| = 1$ for $j = 1, \ldots, n$.

**Remark 18.6.** We need to remind the reader of a few well known facts about $\mathbb{H}$ and $T^n$. These can be found in chapter 3 of [36].

1. Non-tangential boundary values $f^*$ of $f \in \mathbb{H}$ exist a.e. $d\theta$ on $T^n$, where, as usual, $\theta = \theta_1, \ldots, \theta_n.$
2. $d\theta = d\theta_1 \cdots d\theta_n$.
3. The measure $d\theta$ has total mass $(2\pi)^n$ on $T^n$.
4. The set of monomials in equation 18.2, $\{z^k : k \in \mathbb{Z}_+^n\}$, form a complete orthonormal system for $\mathbb{H}$.

Let $n > 1$ and $f \neq 0$ be an $R_1$ inner function in $H^2(D^n(0,1))$. By analogy with the one complex variable case, one might think that $|f^*|$ must be constant a.e. on $T^n$. But the simplest examples show that this is not so:

**Example 18.7.** Let $n = 2$, and consider $V = \mathbb{H} = H_0 \oplus H_1 \oplus H_2 \oplus \cdots$. Because this expansion is the valuation homogeneous decomposition of $\mathbb{H}$ and $\mathbb{H}$ is itself $R_1$ invariant, each $H_k$ is $R_1$ inner. Let $f(z) = f(z_1, z_2) = z_1 \cdot z_2 + z_2^2$. Because $z$ is continuous on $\mathbb{C}^n$, we may omit the superscripts.

$f(1,1) = 1 \cdot 1 + 1^2 = 2$. Because $f$ is continuous, $|f| > 1$ on an open subset of $T^n$ containing $(1,1)$. Thus $|f| > 1$ on a subset of $T^n$ of positive measure containing the point $(1,1) \in T^n$.

On the other hand, $f(1,-1) = 1 \cdot (-1) + (-1)^2 = (-1) + 1 = 0$. As above, $|f| < 1/2$ on a subset of $T^n$ of positive measure containing the point $(1,-1) \in T^n$.

Hence $|f|$ is not constant a.e. on $T^n$.

Next, we shall consider the unit ball $B^n = B^n(0,1)$ in $\mathbb{C}^n$, and the valuation Hilbert module $\mathbb{H} = H^2(\mathbb{C}^n, B^n)$ over the valuation algebra $R = \mathbb{P}_n$. By contrast with the polydisk, the distinguished boundary of $B^n$ coincides with its topological boundary $\partial B^n$, and equals the real $2n - 1$ dimensional sphere $S^{2n-1} = S^{2n-1}(0,1)$ of radius 1 centered at 0.
Remark 18.8. We need to remind the reader of a few well known facts about \( \mathbb{H} \). These can be found in [38], especially in chapter 5.

18.8.1 The non-tangential boundary values \( f^* \) of \( f \in \mathbb{H} \) exist a.e. \( d\sigma \) on \( S^{2n-1} \), where \( d\sigma \) is normalized real \( 2n-1 \) volume measure on \( S^{2n-1} \).

18.8.2 In multi-variable notation, for \( k \in \mathbb{Z}^n_+ \), \( 0 < \|z^k\| < \infty \). Of course, \( \|z^k\|^2 = \langle z^k, z^k \rangle \).

18.8.3 The set of monomials in equation 18.2, \( \{z^k : k \in \mathbb{Z}^n_+ \} \), form a complete orthonormal system for \( \mathbb{H} \).

Example 18.9. As in the case of the polydisk, the \( R_1 \) inner function \( f(z) = f(z_1, z_2) = z_1 \cdot z_2 + z_2^2 \) in \( \mathbb{H} \) is not constant on the distinguished boundary \( S^{2n-1} \). At the North pole, \( f(1,0) = 0 \). At the East pole, \( f(0,1) = 1 \).

We turn now to the unweighted Bergman space \( \mathbb{H} = A^2(\mathbb{C}, B^n(0,1), d\mu) \), where \( d\mu \) is normalized real \( 2n \)-dimensional volume measure on \( B^n = B^n(0,1) \), and \( R = \mathbb{P}_n \). A transformation to polar coordinates shows that the measure \( d\mu \) is, in multi-index notation,

\[
(18.10) \quad d\mu = \frac{n!}{\pi^n} \cdot dx \, dy
\]

(where \( dx \, dy \) is real \( 2n \)-dimensional volume measure) and the Bergman kernel for \( B^n \) is,

\[
(18.11) \quad K_n(z,w) = \sum z^k = \frac{z^k}{\|z^k\|} \cdot \frac{w^k}{\|w^k\|} = \frac{n!}{\pi^n} \cdot \frac{1}{(1 - z \cdot w)^{n+1}}
\]

(Cf. [24], theorem 1.4.21.) Thus, in multi-index notation, the normalized monomials \( z^k/\|z^k\|, k \in \mathbb{Z}^n_+ \) form a complete orthonormal system for \( \mathbb{H} \). Thus we have

Example 18.12. As in the cases of the \( H^2 \) of the polydisk and unit ball, some \( R_1 \) inner functions in \( \mathbb{H} \) do not have modulus = 1 a.e. on the boundary \( S^{2n-1} \).

In fact, even in dimension 1 for the unit disk, the situation can be bad. Some analytic functions in \( \mathbb{H} = A^2(\mathbb{C}, D^1(0,1), d\mu) \) fail to have radial boundary values everywhere on the unit circle [17]. It is unclear whether some \( R_1 \) inner functions also lack non-tangential or radial boundary values a.e. on the unit circle.

19. Standard Inner Functions.

Definition 19.1. Recall that a complex-valued function \( I \) in \( H^2(\mathbb{C}, D^1(0,1)) \) of the unit disk \( D^1(0,1) \) is normally called an inner function if it has modulus = 1 a.e. on the unit circle, \( T^1 \). To distinguish these from our \( R_1 \) inner functions, we shall call such functions standard inner functions (not to be confused with standard order functions).

Note that the usual definition of an inner function may be extended to complex-valued functions in \( H^2(\mathbb{C}, B^n(0,1), d\mu) \) of the \( n \)-dimensional unit ball \( B^n(0,1) \), except that the boundary in this case is the unit real \( 2n - 1 \) dimensional sphere \( S^{2n-1} \). Again, we shall call such functions standard inner functions.

For many years, it was unclear whether non-constant, standard inner functions in \( \mathbb{H} = H^2 \) of the \( n \)-dimensional unit ball existed. The deep conjecture that such standard inner functions did not exist came to be known as the Rudin Inner Functions Conjecture because, in section 19.1 of [38], Walter Rudin gave many examples of the pathological properties that standard inner functions in \( \mathbb{H} \) would
have to possess. It thus came as a great surprise that such functions did exist. 
(Cf. the discussions in [39] and chapter 9 of [24].) Credit for this discovery is due 
independently, and by somewhat different methods, to four authors, Aleksandrov, 
Hakim and Sibony, and Low. (Cf. the discursive discussion in [39].)

The point is that standard inner functions in many cases are far more complicated 
than our $R_1$ inner functions.

The original extension of Beurling’s theorem to $A^2$ spaces on the unit disk by 
Aleman, Richter, and Sunberg involved biharmonic functions and was notoriously 
difficult ([4], [17]). Since then, Ball and Bolotnikov have given a different formu-
lation of Beurling’s theorem for these spaces for one complex variable involving 
standard inner functions ([5], [6]). It would be of great interest to extend Ball and 
Bolotnikov’s formulation to several complex variables.

However, our formulation of Beurling’s theorem for $A^2$ spaces involving valuation 
Hilbert modules, even in one complex variable, has the signal advantage that the 
$R_1$ inner functions involved are complex-valued. This is particularly useful when 
considering questions surrounding the invariant subspace conjecture (cf. [18] and 
[19], page 187)). The reader might recall that de Branges’ and Rovniak’s 1964 
proof of the invariant subspace conjecture failed because their method for factoring 
operator-valued inner functions was flawed [8], [9]. Methods, like those in our paper 
involving complex-valued functions, may allow one to bypass the deep problem of 
factoring operator-valued inner functions.

20. $A^p_\alpha$ and $R_1$ Inner Functions.

Hedenmalm, Korenblum, and Zhu present an extensive theory of $A^p_\alpha$ inner func-
tions in weighted Bergman spaces $A^p_\alpha$ in the unit disk. Here $p$ refers to $L^p$ and $\alpha$
refers to the weight $(1 - |z|^2)^\alpha$ (cf. [19], p. 2 and chapter 3). In our notation, $A^p_\alpha$
in the unit disk for $p = 2$ is $A^2(\mathbb{C}, D^1(0,1), kd\mu)$, where $k$ is the above weight.

As Hedenmalm, Korenblum, and Zhu point out, an $A^p_\alpha$ inner function is the direct 
analog of a standard inner function in $H^p$ of the unit disk because, to paraphrase 
them slightly, and in our notation for $p = 2$,

**Definition 20.1.** A function $f$ in $A^2_\alpha$ is an $A^2_\alpha$ inner function if and only if

$$
(20.1.1) \int_{D^1(0,1)} |f(z)|^2 r(z)(1 - |z|^2)^\alpha dx dy / \pi = r(0). 
$$

for every polynomial $r \in \mathbb{P}_1 = \mathbb{P}[\mathbb{C}, z]$. For $H^2$ of the unit disk, this condition (with $d\theta/2\pi$ in place of $dx dy / \pi$) is equivalent to $|f|$ being constant ae. on the unit circle. (Cf. [19], definition 3.1.)

**Proposition 20.2.** $A^2_\alpha$ inner functions and our $R_1$ inner functions in $A^2_\alpha$ are the 
same for $R_1 = \mathbb{P}_{1,0}$, the algebra of polynomials $r$ in 1 variable with $r(0) = 0$.

**Proof.** Let $h$ be an $A^2_\alpha$ inner function. From definition 20.1, we see that $z^m(h, h) = 0$ for $m = 1, 2, 3, \ldots$. Thus $\langle z^m h, h \rangle = 0$ for $m = 1, 2, 3, \ldots$, so $\langle rh, h \rangle = 0$ for all $r \in R_1$. Consequently, $h$ is an $R_1$ inner function. Conversely, suppose that $h$ is an $R_1$ inner function. The same argument shows that $h$ is an $A^2_\alpha$ inner function. \(\square\)

21. Open Questions.

**Question 21.1.** In several complex variables, how can we characterize the closed 
invariant subspaces of $H^p(E, \Omega)$ and $A^p(E, \Omega, kd\mu)$ for $1 \leq p < \infty$, and of $H^\infty(\Omega)$
under the $\beta$ topology, that is under Buck’s $\beta$ topology of bounded compact convergence? Here, $E$ is a complex Hilbert space. See Buck [10] for his $\beta$ topology. In the one complex variable case for $E = \mathbb{H}$ and $\Omega = \text{the unit disk}$, the classical Beurling’s theorem generalizes to these $H^p$ spaces. (See [22], p. 25.) For $E = a$ complex Hilbert space and $p = 2$, see [23]. See [33] and [34] for complex-valued $H^\infty$ on the unit disk under the $\beta$ topology, and [27] and [28] for a generalization to these complex-valued $H^p$ spaces on open Riemann surfaces.

**Question 21.2.** For what dimensions $n$, for what domains or even complex analytic manifolds $\Omega$, and for what weighted $A^2$ spaces $A^2(\mathbb{C}, \Omega, k d\mu)$, can we deduce the ARS characterization of closed invariant subspaces, $V = \text{cl} R_1 \cdot M$, where $R = \mathbb{P}_n[\mathbb{C}, z_1, \ldots, z_n]$ or $H^\infty(\Omega)$, and $M = V \ominus \perp R_1 \cdot V$, from our abstract Beurling’s theorem?

Of course, we can ask question 21.2 even more generally:

**Question 21.3.** For what analytic algebras $R$ and analytic Hilbert modules $\mathbb{H}$, including vector valued ones, can we deduce the ARS characterization of closed invariant subspaces?

**Question 21.4.** Halmos’s paper also characterized the closed invariant subspaces of $L^2$ of the unit circle. See the treatments in the books by Helson [22] and Hoffman [23]. How can we generalize our abstract Beurling’s theorem to the case of $L^2$ spaces in several complex variables? The same question for $L^p$ spaces in several complex variables.

**Question 21.5.** The original extension of Beurling’s theorem to $A^2$ spaces on the unit disk by Aleman, Richter, and Sunberg involved biharmonic functions ([4], [17]). Since then, Ball and Bolotnikov have given a different formulation of Beurling’s theorem for these spaces for one complex variable involving standard inner functions ([5], [6]). It would be of great interest to extend Ball and Bolotnikov’s formulation to several complex variables.

**Question 21.6.** What is the connection between operator valued standard inner functions and our $R_1$ inner functions? By contrast with operator-valued standard inner functions, the $R_1$ inner functions we considered in sections 17 and 18 have the signal advantage that they are complex-valued.

As we observed in the discussion at the end of section 19, this might be particularly useful when considering questions surrounding the invariant subspace conjecture. See Hedenmalm, Richter, and Seip’s paper, [18], and Hedenmalm, Korenblum, and Zhu’s book, [19], page 187, for a discussion of their reduction of the invariant subspace conjecture to a question about invariant subspaces of $A^2$ of the unit disk.

The reader might also recall that de Branges’ and Rovniak’s 1964 proof of the invariant subspace conjecture failed because their method for factoring operator-valued inner functions was flawed [8], [9]. Methods like those in our paper involving complex-valued $R_1$ inner functions in valuation Hilbert modules might allow one to bypass the deep problem of factoring operator-valued inner functions.
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