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Abstract

We propose an algorithm that produces a non-decreasing sequence of subsolutions for a class of optimal control problems distinguished by the property that the associated Bellman operators preserve convexity. In addition to a theoretical discussion and proofs of convergence, numerical experiments are presented to illustrate the feasibility of the method.
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1 Introduction

In this paper, we introduce an iterative scheme that globally approximates the value functions associated with certain discrete time deterministic or stochastic optimal control problems. At each step our algorithm constructs a subsolution of the control problem as the maximum of a collection of elementary subsolutions. Significantly, this procedure does not rely on a state-space discretization scheme. As a consequence, when the dimension of the noise space is not too large, our algorithm can efficiently handle high-dimensional problems. On one hand, the subsolution produced by the algorithm constitutes a lower bound of the value function on the entire state space. On the other hand, computing the costs associated with the controlled trajectories of the system started at any point \( x \), where controls are
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chosen according to the feedback strategy induced by the subsolution, gives an upper bound on the value function at $x$. These a posteriori error bounds provide a way to assess the precision of the approximation. The algorithm exploits a certain assumed convexity property of the control problem in order to generate a non-decreasing sequence of subsolutions. To be more precise, we consider problems whose Bellman operator, seen as an operator between function spaces, has the property of preserving convexity, that is, for some set of convex functions the Bellman operator maps that set into itself. For problems of this type, the value function is convex. We give two examples of classes of convexity-preserving control problems, one with affine-linear dynamics (linear-convex models), the other with dynamics enjoying a certain monotonicity property (monotone-convex models). Our assumption on the Bellman operator implies that suitably constructed elementary (hyperplane) functions are subsolutions. The subsolutions produced by the algorithm are then piecewise affine functions defined as pointwise maxima of a growing family of hyperplanes.

The scheme we present is inspired by [15], where a related procedure was proposed to solve a different class of problems. The algorithm consists of two main steps. First, starting from an initial point that can be fixed or sampled from a given distribution, a trajectory of the system is simulated by means of the currently stored subsolution. Second, the stored subsolution is updated along the generated trajectory. Under mild assumptions, the functions produced converge everywhere and locally uniformly to a convex subsolution of the optimal control problem. Furthermore, the subsolutions generated in this way converge to the value function at time zero on the support of the initial distribution with probability one. The subsolution of a control problem is less or equal than the value function, thus the algorithm has a global scope: not only it returns the value function at time zero, but it also gives true lower bounds on the whole state space. Finally, the structure of our algorithm makes it well-suited for parallelization. This can be accomplished by sampling $M$ starting points and independently simulating $M$ trajectories of the system during the trajectory simulation step. Then, the new subsolution is obtained by simultaneously updating the previous subsolution along the $M$ trajectories. For more details see Remark 5 below.

Our work differs from [15] in several crucial aspects. First, [15] considers problems whose Bellman operator maps globally Lipschitz functions into globally Lipschitz continuous functions. This is in contrast with our convex setting. In fact, the algorithm in [15] contracts subsolutions as the maxima of cone-shaped elementary functions. Second, here we face the additional technical challenge of bounding the costs away from the origin. Third, we extend [15] by considering a random initial condition.

The idea of approximating convex functions with their supporting hyperplanes dates back to Kelley [24], who was one of the first proponents of
the cutting plane algorithm for convex optimization (cf. [6]). The cutting plane algorithm deals with a problem of static optimization, while our approximation scheme crucially exploits the dynamic structure of the control problem.

We now present a brief overview of known solution methods for deterministic and stochastic optimal control problems. Although our method applies to discrete-time problems, it is motivated by the solution of optimal control problems in continuous time. We thus view our problems as resulting from time discretization of the underlying controlled dynamics (also cf. the numerical experiments below). In comparing our approach to established methods, we therefore focus on the literature dealing with the numerical solution of continuous-time problems.

For a large class of continuous-time optimal control problems, the value function of the problem can be characterized through an infinitesimal version of the Dynamic Programming Principle as the unique viscosity solution of a first or second order partial differential equation, the so-called Hamilton-Jacobi-Bellman (HJB); cf. [14]. Having computed the value function also yields an optimal feedback or closed-loop strategy. A wide range of methods have been developed to approximate the solutions of HJB equations numerically. One of the earlier references is [11], where a monotone fully discrete scheme is proposed to approximate the viscosity solution of the HJB equation associated with a deterministic continuous-time control problem. Similar techniques have been applied to stochastic control problems as well, see [3] and the references therein. A large class of approximation algorithms is presented in [25], collectively referred to as Markov Chain approximation. The common idea underlying these methods is to approximate the controlled continuous-time process by a Markov Chain on a finite state space, and then to solve this simpler control problem, in particular through finite-state discrete-time dynamic programming. The approximating chain is parametrized by a parameter analogous to the step size of a finite grid, which regulates the precision of the approximation. Semi-Lagrangian schemes for HJB equations are based on a discretization of the underlying controlled characteristics [12]; they can be given a probabilistic interpretation in terms of a Markov Chain approximation. Those methods are powerful for the numerical solution of problems with low-dimensional state space, but generally not applicable when the state space dimension is large [18]. On the other hand, the HJB approach works under rather general assumptions. This is unlike our approach, which crucially exploits the specific structure of the control problem.

A rather different approach to the solution of dynamic optimal control problems is presented in [27]. This method is based on the observation that the Bellman operator of a control problem is linear with respect to the operations of a suitably chosen algebra. In this so-called maxplus algebra, summation between two elements is defined as their maximum, and
multiplication as the usual summation. If the control problem is a maximization problem, the maxplus approach approximates the value function via a linear combination (in the maxplus algebra) of suitably chosen basis functions. Since the Bellman operator is maxplus-linear, the application of the Dynamic Programming Principle reduces to (maxplus) matrix-vector multiplication. This approach shares some features with our scheme. In both approaches the value function is approximated from below via a (maxplus-)linear combination of elementary functions, which are computed exploiting the Dynamic Programming Principle. However, the two approaches differ in one crucial aspect. The maxplus algorithms approximate from below the value function associated with a maximization problem, while our scheme approximates from below a minimization problem. The two approaches are not equivalent, because for minimization problems, the maxplus algebra is replaced by the minplus algebra, and consequently the value function is approximated via the minimum of elementary functions.

More recently, [28] applies the semi-Lagrangian approach to solve an optimal problem over a finite time horizon with one-dimensional linear dynamics and where only the terminal costs are non-zero. The dual problem is a minimization problem with linear dynamics and convex terminal costs, and thus is compatible with our key assumption. The continuous-time problem is approximated by discretizing space as well as time, and by computing expectations with respect to the (one-dimensional) Gaussian noise via the Gauss-Hermite quadrature formula. Exploiting duality, the authors obtain, in addition to a one-sided a priori error bound, two-sided a posteriori error bounds for the approximate value function in terms of the discretization steps and the number of quadrature points. As the scheme relies on a full state space discretization, it would not be suitable for problems with high-dimensional state space.

The value function of a discrete-time finite horizon problem can in principle be computed, thanks to the Dynamic Programming Principle, through backward induction starting from the terminal costs. Instead of discretizing the state space, one can propagate backwards an estimate of the value function at each step in time. Those estimates can be obtained by sampling support points in space and computing conditional expectations. In [4] several Monte Carlo-based schemes are proposed to obtain estimates for the value function and compute conditional expectations. It is assumed that the kernel of the controlled process can be decomposed as the product of an uncontrolled kernel and a density representing the effect of the control on the dynamics. This particular structure allows to sample state points from an uncontrolled forward process and to obtain efficient global approximations for the value function. For a survey of Monte Carlo techniques in the context of dynamic programming, see the book [29] and references therein.

Another successful approach to the solution of continuous-time optimal control problems is based on Pontryagin’s Maximum Principle (PMP). This
produces the approximate optimal trajectory of the system, as well as an open-loop optimal control $\mu^*(t)$. This is interpreted as a local solution to the optimal control problem. In [7], linear backward stochastic differential equations (BSDEs) were introduced as the adjoint equations in the Pontryagin Maximum Principle of a stochastic control problem. Since then, a large literature has grown on the topic of approximating the solution of a general BSDE. Recently, [8, 16] proposed a numerically-efficient algorithm to solve BSDEs based on Wiener chaos expansion. On the one hand, like the HJB approach, this approach also works under rather general assumptions. On the other hand, the PMP approach only provides a local solution to the control problem. This should be contrasted with our scheme, which provides double-sided global approximations for the value function.

In direct discretization approaches, the problem is first converted into a static nonlinear optimization problem by discretizing time and by considering control strategies that are parametrized by a finite number of parameters. The problem is then solved using fast and reliable NLP solvers, see, e.g., [1, 19] and references therein. Close to direct discretization is [26], where a class of nonlinear deterministic optimal control problems is successively approximated from below via the so called LMI-relaxations. In this approach, the original control problem is replaced by an infinite-dimensional linear program (LP) over two spaces of measures. If the dynamics and control constraints are polynomials, only the moments of the two measures appear in the LP formulation. Considering a truncation of the problem to a finite but growing number of moments gives a non-decreasing sequence of lower bounds on the optimal value of the LP. This approach is also local since it provides an approximation of the value function and the optimal control policy starting at one point of the state space. Compared to the direct discretization approaches, which seem to be particularly powerful for deterministic problems, our method is clearly more limited in scope, as it only applies to (deterministic or stochastic) convex problems. Its main advantage lies in the construction of subsolutions, which yield sub-optimal feedback strategies on the entire state space. While direct discretization yields the optimal value, together with a (nearly) optimal open-loop control, at any fixed initial state, the subsolutions constructed in our approach starting from a fixed initial state provide sub-optimal feedback controls for arbitrary initial states. This is particularly useful for (small) perturbations of the original initial state. We illustrate this point at the end of Subsection 6.1.

More recently, the use of machine learning techniques, more specifically deep learning, has been proposed to solve high-dimensional optimal control problems. One of the crucial advantages of these methods is that deep neural networks are capable of representing high-dimensional functional data without a space discretization scheme. Another advantage is the wide availability of powerful neural network libraries such as TensorFlow. Deep learning
algorithms have been applied in a variety of ways in the context of optimal control. In the discrete-time setting, [13, 20] uses a state-of-the-art deep neural network to minimize the cost functional and generate a Markov feedback control policy. In [2, 23], classical dynamic programming backward iteration schemes are combined with neural network numerical computations to find an optimal policy and the value function. For more details and a recent review of these approaches, see [17]. In the continuous-time setting, neural networks have been used for solving first-order Hamilton-Jacobi equations [9, 10] corresponding to deterministic control problems and, more generally, nonlinear PDEs, see, e.g., [30] for a review of recent results. Like our algorithm, these methods do not rely on a state-space discretization scheme. As compared to these extremely powerful and general deep learning approaches, we stress that, for our class of problems, we achieve useful results with limited computational resources. Our numerical tests are carried out on a small workstation using a single CPU while, for instance, in [17] numerical experiments are carried out using hundreds of CPUs and GPUs in parallel.

The rest of the paper is organized as follows. In Section 2, we introduce a class of discrete-time deterministic and stochastic optimal control problems with convexity-preserving Bellman operator, and show that it includes monotone-convex and linear-convex models. In Section 3, we present our algorithm in the stochastic setting and prove that it produces a non-decreasing sequence of subsolutions. In Section 4, we focus on the deterministic setting and show that for any fixed initial state the subsolutions generated by the algorithm converge to the value function at time zero. In this setting, we also obtain that the controls (resp. trajectories) generated by the algorithm converge along subsequences to the optimal controls (resp. optimal trajectories). In Section 5, we extend the proof of convergence to the case of stochastic dynamics, allowing for random initial states. In Section 6, we present the results of numerical experiments on deterministic and stochastic linear-convex control problems.

2 The optimization problem

The control problems we consider are a subclass of the semicontinuous Borel models studied in [5]. The dynamics are given by controlled time inhomogeneous Markov chains with state space $\mathcal{X}$, disturbance space $\mathcal{Y}$, and action space $\Gamma$. For fixed dimensions $d, d_1, d_2 \in \mathbb{N}$, we set $\mathcal{X} = \mathbb{R}^d$, $\mathcal{Y} = \mathbb{R}^{d_1}$, and choose $\Gamma$ as a non-empty measurable subset of $\mathbb{R}^{d_2}$. The evolution of the system is determined by the so-called system function, which we take to be a Borel-measurable function $\Psi: N_0 \times \mathcal{X} \times \Gamma \times \mathcal{Y} \to \mathcal{X}$, where $N_0$ denotes the set of non-negative integers.

Let $\mu$ be a probability measure on the Borel $\sigma$-algebra of $\mathcal{Y}$; $\mu$ will be
called noise distribution. We will refer to any \( \mathcal{Y} \)-valued random variable that has distribution \( \mu \) as disturbance or noise variable. Let \( \mathcal{M} \) denote the set of all non-randomized Markov feedback control policies, that is,

\[
\mathcal{M} = \{ u : \mathbb{N}_0 \times \mathcal{X} \to \Gamma \text{ such that } u \text{ is Borel measurable} \}.
\]

Fix a complete probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) which supports a sequence \( (\xi_j)_{j \in \mathbb{N}} \) of independent and identically distributed (i.i.d.) noise variables. Given any Markov control policy \( u \in \mathcal{M} \), initial state \( x_0 \in \mathcal{X} \), and initial time \( j_0 \in \mathbb{N}_0 \), the corresponding state sequence is recursively defined, for each \( \omega \in \Omega \), by

\[
X_{j_0}(\omega) = x_0, \quad X_{j+1}(\omega) = \Psi(j, X_j(\omega), u(j, X_j(\omega)), \xi_{j+1}(\omega)), \quad j \geq j_0.
\] (1)

Performance is measured in terms of expected costs over a finite deterministic time horizon, denoted by \( N \in \mathbb{N} \). Let \( f : \mathbb{N}_0 \times \mathcal{X} \times \Gamma \to \mathbb{R} \), \( F : \mathcal{X} \to \mathbb{R} \) be measurable functions, denoting respectively the running costs and the terminal costs. We will refer to \( f, F \) as cost coefficients. The cost functional \( J \) is then defined as

\[
J(j_0, x_0, u) = \mathbb{E} \left[ \sum_{j=j_0}^{N-1} f(j, X_j, u(j, X_j)) + F(X_N) \right],
\] (2)

where \( (X_j)_{j \geq j_0} \) is the state sequence generated according to (1) with control policy \( u \) and \( X_{j_0} = x_0 \). If \( f, F \) are bounded from below, then \( J \) is well defined as a mapping \( \{0, \ldots, N\} \times \mathcal{X} \times \mathcal{M} \to \mathbb{R} \cup \{\infty\} \). Notice that \( J \) depends on the noise variables only through their distribution and does not depend on the particular choice of the underlying probability space.

The value function of the control problem is defined as

\[
V(j_0, x_0) = \inf_{u \in \mathcal{M}} J(j_0, x_0, u), \quad (j_0, x_0) \in \{0, \ldots, N\} \times \mathcal{X}.
\] (3)

If \( f \) and \( F \) are bounded from below, then \( V \) is well defined as a mapping \( \{0, \ldots, N\} \times \mathcal{X} \to \mathbb{R} \cup \{\infty\} \). The value function \( V \) is often understood as the solution of the control problem.

For each \( j \in \mathbb{N}_0 \), the one-step Bellman operator \( \mathcal{L}_j \) is a functional that acts on the space of functions \( g : \mathcal{X} \to \mathbb{R} \cup \{\infty\} \) as

\[
\mathcal{L}_j(g)(x) = \inf_{\gamma \in \Gamma} \left\{ f(j, x, \gamma) + \int_{\mathcal{Y}} g(\Psi(j, x, \gamma, y)) \mu(dy) \right\}, \quad x \in \mathcal{X},
\] (4)

provided the right hand side is well defined. Note that, crucially, the Bellman operator is monotone: If \( g, \tilde{g} \) are functions such that \( \tilde{g}(x) \geq g(x) \) (in the sense that \( \tilde{g}(x) \geq g(x) \) for every \( x \in \mathcal{X} \)) and \( \mathcal{L}_j(g), \mathcal{L}_j(\tilde{g}) \) are well defined, then \( \mathcal{L}_j(\tilde{g}) \geq \mathcal{L}_j(g) \).

We make the following assumptions. With \( \mathcal{C} \) a set of convex functions \( \mathcal{X} \to [0, \infty) \):
(A1) The system function \( \Psi \) is continuous.

(A2) The cost coefficients \( f, F \) are non-negative and continuous.

(A3) The space of control actions \( \Gamma \) is compact.

(A4) The terminal cost coefficient \( F \) is in \( C \).

(A5) The Bellman operator preserves the set of convex functions \( C \): If \( g \in C \), then \( L_j(g) \in C \) for every \( j \in \mathbb{N}_0 \).

Here, \( C \), the set of non-negative convex functions appearing in (A4) and (A5), is supposed to satisfy the following structure assumptions:

(i) the constant function equal to zero is in \( C \);

(ii) if \( g, \tilde{g} \in C \), then \( g \vee \tilde{g} \in C \), where \( (g \vee \tilde{g})(x) = \max\{g(x), \tilde{g}(x)\}, x \in \mathcal{X} \);

(iii) if \( g \in C, x \in \mathcal{X}, \) and \( v \in \mathbb{R}^d \) is such that \( g(y) - g(x) \geq v \cdot (y - x) \) for all \( y \in \mathcal{X} \), then \( y \mapsto \max\{0, g(x) + v \cdot (y - x)\} \) is in \( C \).

Assumptions (A1)–(A3) are standard assumptions in the optimal control literature, see for example [21, Condition 3.3.2, p. 27], and [21, Proposition C.4, p. 176]. In (A2), semi-continuity of the cost coefficients would be sufficient; we exploit their continuity only in the proof of Theorem 2.

Assumption (A5), on the other hand, is the key ingredient for our scheme to construct subsolutions. Together with Assumption (A4), it will imply that the value function is convex. Below, we provide two classes of models where the Bellman operator preserves a set of convex functions, one with linear dynamics and convex costs (linear-convex models), the other with non-linear monotone-convex dynamics and convex costs (monotone-convex models). In the former case, (A5) is satisfied with \( C \) chosen as the set of all non-negative convex functions (provided the noise distribution \( \mu \) has bounded support). In the latter case, (A5) holds with \( C \) as the set of all non-negative non-decreasing convex functions.

We begin by collecting some standard consequences of Assumptions (A1)–(A3). If \( g : \mathcal{X} \to \mathbb{R} \cup \{\infty\} \) is lower semicontinuous and bounded from below, then \( L_j(g) : \mathcal{X} \to \mathbb{R} \cup \{\infty\} \) is also lower semicontinuous and bounded from below. Assumptions (A1)–(A3) also guarantee that the Principle of Dynamic Programming holds and that optimal Markov feedback policies exist.

**Lemma 1** (Dynamic Programming, [5]). Assume (A1)–(A3). Then \( V \) is lower semicontinuous, non-negative, and for all \( x \in \mathcal{X}, j \in \{0, \ldots, N-1\} \),

\[
V(j, x) = L_j(V(j+1, \cdot))(x).
\]

Moreover, an optimal Markov feedback control policy exists, that is, there is \( u \in \mathcal{M} \) such that \( V(j, x) = J(j, x, u(j, x)) \) for all \( x \in \mathcal{X}, j \in \{0, \ldots, N-1\} \).
In conjunction with Assumptions (A4) and (A5), Lemma 1 implies that the value function $V$ is convex and finite-valued with values in $[0, \infty)$, hence also locally Lipschitz continuous; see, for instance, Theorem B.3.1.2 in [22, p. 105].

The class of control policies can be enlarged in different ways without changing the value function. In Section 5 we will consider the following weak formulation of our control problems; cf. Definition 2.4.2 in [31, p. 64] in the context of continuous-time models.

**Definition.** A stochastic control policy is a quadruple $((\Omega, \mathcal{F}, \mathbb{P}), (\mathcal{F}_j)_{j \in \mathbb{N}_0}, (\xi_j)_{j \in \mathbb{N}}, (\gamma_j)_{j \in \mathbb{N}_0})$ such that

(i) $(\Omega, \mathcal{F}, \mathbb{P})$ is a complete probability space;

(ii) $(\mathcal{F}_j)_{j \in \mathbb{N}_0}$ is a filtration in $\mathcal{F}$;

(iii) $(\xi_j)_{j \in \mathbb{N}}$ is an independent sequence of noise variables such that, for every $j \in \mathbb{N}$, $\xi_j$ is $\mathcal{F}_j$-measurable and independent of $\mathcal{F}_{j-1}$;

(iv) $(\gamma_j)_{j \in \mathbb{N}_0}$ is a sequence of $\Gamma$-valued random variables adapted to the filtration $(\mathcal{F}_j)$ (i.e., $\gamma_j$ is $\mathcal{F}_j$-measurable for every $j \in \mathbb{N}_0$).

Let $\mathcal{R}$ denote the set of all stochastic control policies. We will suppress the dependence of $(\gamma_j)_{j \in \mathbb{N}_0}$ on the stochastic basis; thus, we will write $(\gamma_j) \in \mathcal{R}$ instead of $((\Omega, \mathcal{F}, \mathbb{P}), (\mathcal{F}_j)_{j \in \mathbb{N}_0}, (\xi_j)_{j \in \mathbb{N}}, (\gamma_j)_{j \in \mathbb{N}_0}) \in \mathcal{R}$.

Given a stochastic control policy $(\gamma_j) \in \mathcal{R}$, an initial state $x_0$, and an initial time $j_0 \in \mathbb{N}_0$, the corresponding state sequence is recursively defined, for each $\omega \in \Omega$, by

$$X_{j_0}(\omega) = x_0, \quad X_{j+1}(\omega) = \Psi(j, X_j(\omega), \gamma_j(\omega), \xi_{j+1}(\omega)), \quad j \geq j_0. \quad (5)$$

The costs associated with such a state sequence and control policy are given by

$$\hat{J}(j_0, x_0, (\gamma_j)) = \mathbb{E} \left[ \sum_{j=j_0}^{N-1} f(j, X_j, \gamma_j) + F(X_N) \right], \quad (6)$$

where expectation is taken with respect to the probability measure of the stochastic basis coming with $(\gamma_j)$, and $X_{j_0}(\omega) = x_0$. The value function in the weak formulation is defined by

$$\hat{V}(j_0, x_0) = \inf_{(\gamma_j) \in \mathcal{R}} \hat{J}(j_0, x_0, (\gamma_j)), \quad (j_0, x_0) \in \{0, \ldots, N\} \times \mathcal{X}. \quad (7)$$

Under Assumptions (A1)–(A3), the value function $V$ defined in (3) over the class of Markov feedback control policies with fixed stochastic basis coincides with $\hat{V}$, the value function defined in (7) over the class of stochastic control policies with varying stochastic basis. Results of this type are standard; for details see, for instance, Lemma 2 in [15].
Lemma 2. Assume (A\textsuperscript{1})–(A\textsuperscript{3}). Then $V = \hat{V}$.

The notion of subsolution is central to our algorithm.

Definition. A function $w$ from $\{0, \ldots, N\} \times \mathcal{X}$ to $\mathbb{R} \cup \{\infty\}$ is a subsolution of the control problem if

(i) $w$ is lower semicontinuous and bounded from below;

(ii) $w(T, x) \leq F(x)$ for all $x \in \mathcal{X}$;

(iii) for every $j \in \{0, \ldots, N-1\}$, $w(j, x) \leq \mathcal{L}_j(w(j+1, \cdot))(x)$ for all $x \in \mathcal{X}$.

We observe that a subsolution never exceeds the value function: If $w$ is a subsolution, then $w(j, x) \leq V(j, x)$ for all $(j, x) \in \{0, \ldots, N-1\} \times \mathcal{X}$. This is a consequence of Lemma 1 and the monotonicity of the Bellman operator.

Example (Example: Linear-convex models) Let $A, B, C$ be real-valued matrices of dimensions $d \times d$, $d \times d_2$, and $d \times d_1$, respectively. Let $\Gamma \subset \mathbb{R}^{d_2}$ be compact and convex. Consider the system function

$$
\Psi(j, x, \gamma, y) = Ax + B\gamma + Cy, \quad (j, x, \gamma, y) \in N_0 \times \mathcal{X} \times \Gamma \times \mathcal{Y}.
$$

Choose non-negative cost coefficients $f, F$ such that $(x, \gamma) \mapsto f(j, x, \gamma)$, $j \in N_0$, and $x \mapsto F(x)$ are convex. We emphasize that convexity of $f$ in the state variable alone is not enough for our purposes. Choose any probability measure $\mu$ with bounded support on the Borel sets of $\mathcal{Y} = \mathbb{R}^{d_2}$ as noise distribution. This is a linear-convex Markov control problem. Choose $\mathcal{E}$ as the set of all non-negative convex functions on $\mathcal{X}$. Then Assumptions (A\textsuperscript{1})–(A\textsuperscript{4}) are satisfied. To check (A\textsuperscript{5}) we prove that the function $z \mapsto \mathcal{L}_j(g)(z)$ is convex whenever $g$ is a convex function. Let $x, y \in \mathcal{X}$, and let $\lambda_1, \lambda_2 \in [0, 1]$ be such that $\lambda_1 + \lambda_2 = 1$. The Bellman operator computed in the convex combination $\lambda_1 x + \lambda_2 y$ is

$$
\mathcal{L}_j(g)(\lambda_1 x + \lambda_2 y)
\leq \inf_{\gamma \in \Gamma} \left\{ f(j, \lambda_1 x + \lambda_2 y, \gamma) + \int_{\mathcal{Y}} g(\lambda_1 Ax + \lambda_2 Ay + B\gamma + Cz) \mu(dz) \right\}.
$$

Now choose $\gamma_x, \gamma_y \in \Gamma$ such that they minimize respectively $\mathcal{L}_j(g)(x)$ and $\mathcal{L}_j(g)(y)$. Set $\tilde{\gamma} = \lambda_1 \gamma_x + \lambda_2 \gamma_y$. Since $\Gamma$ is a convex set, $\tilde{\gamma} \in \Gamma$. Then, bound $\mathcal{L}_j(g)$ as

$$
\mathcal{L}_j(g)(\lambda_1 x + \lambda_2 y) \leq f(j, \lambda_1 x + \lambda_2 y, \tilde{\gamma}) + \int_{\mathcal{Y}} g(\lambda_1 Ax + \lambda_2 Ay + B\tilde{\gamma} + Cz) \mu(dz)
\leq \lambda_1 f(j, x, \gamma_x) + \lambda_2 f(j, y, \gamma_y) + \lambda_1 \int_{\mathcal{Y}} g(Ax + B\gamma_x + Cz) \mu(dz)
+ \lambda_2 \int_{\mathcal{Y}} g(Ay + B\gamma_y + Cz) \mu(dz)
= \lambda_1 \mathcal{L}_j(g)(x) + \lambda_2 \mathcal{L}_j(\varphi)(y).
$$
In the second inequality above, we used the convexity of \( g \) and of \( f \) in both the state and control variable. The last equality holds by definition of \( \gamma_x \) and \( \gamma_y \). Thus Assumption (A5) holds for this class of problems.

**Example (Example: Monotone-convex models)**. Recall that \( \mathcal{X} = \mathbb{R}^d \), \( \mathcal{Y} = \mathbb{R}^{d_1} \). Let \( \Gamma \subset \mathbb{R}^{d_2} \) be compact and convex. Let the system function \( \Psi \) be of the form

\[
\Psi(j, x, \gamma, y) = \tilde{\Psi}(x, y) + B(y)\gamma,
\]

where \( B(y), y \in \mathcal{Y} \), are \( d \times d_2 \)-matrices such that \( y \mapsto B(y) \) is bounded continuous, while \( \tilde{\Psi} = (\tilde{\Psi}_1, \ldots, \tilde{\Psi}_d) \) is a continuous function \( \mathcal{X} \times \mathcal{Y} \to \mathcal{X} \) such that, for every \( i \in \{1, \ldots, d\} \), every \( y \in \mathcal{Y}, x \mapsto \tilde{\Psi}_i(x, y) \) is convex and non-decreasing. Here, a mapping \( g : \mathbb{R}^d \to \mathbb{R} \) is non-decreasing if \( g(x) \leq g(\tilde{x}) \) whenever \( x \leq \tilde{x} \) with respect to the component-wise (partial) order on \( \mathbb{R}^d \). For example, \( g(x) = \sum_{k=1}^{M} \varphi_k(v^{(k)} \cdot x) \) is convex and non-decreasing if \( v^{(k)} \in [0, \infty)^d \) and \( \varphi_k : \mathbb{R} \to \mathbb{R} \) is convex and non-decreasing for every \( k \in \{1, \ldots, M\} \).

Choose non-negative cost coefficients such that \( F \) is convex and non-decreasing, \( (x, \gamma) \mapsto f(j, x, \gamma) \) is convex for all \( j \in \mathbb{N}_0 \), and \( x \mapsto f(j, x, \gamma) \) is non-decreasing for all \( j \in \mathbb{N}_0 \), \( \gamma \in \Gamma \). An example of such a function \( f \) is \( f(j, x, \gamma) = \max\{0, v \cdot x\} + |\gamma|^2 \) for some \( v \in \mathbb{R}^d \) with \( 0 \leq v \). Finally, choose a probability measure \( \mu \) with bounded support on the Borel sets of \( \mathcal{Y} \) as noise distribution. Choose \( \mathcal{C} \) as the set of all non-negative non-decreasing convex functions on \( \mathcal{X} \). Then (A1)–(A4) as well as the structure assumptions on \( \mathcal{C} \) are satisfied.

We are going to show that the function \( x \mapsto L_j(g)(x) \) is convex non-negative and non-decreasing whenever \( g : \mathcal{X} \to \mathbb{R} \) is convex non-negative and non-decreasing. Let \( g \) be such a function. That \( L_j(g) \) is non-negative is clear from the monotonicity of the Bellman operator and the non-negativity of the running costs \( f \). Let \( x, \tilde{x} \in \mathbb{R}^d \) with \( x \leq \tilde{x} \). Then, for all \( \gamma \in \Gamma \),

\[
\int_{\mathcal{Y}} g \left( \tilde{\Psi}(x, y) + B(y)\gamma \right) \mu(dy) \leq \int_{\mathcal{Y}} g \left( \tilde{\Psi}(\tilde{x}, y) + B(y)\gamma \right) \mu(dy)
\]

by the monotonicity of the integral and since \( g \) is non-decreasing and \( \tilde{\Psi}(x, y) \leq \tilde{\Psi}(\tilde{x}, y) \) for all \( y \in \mathcal{Y} \) as the component functions \( \tilde{\Psi}_i \) are non-decreasing in their first argument. Since \( x \mapsto f(j, x, \gamma) \) is non-decreasing for all \( \gamma \in \Gamma \), we find that \( L_j(g)(x) \leq L_j(g)(\tilde{x}) \). Thus, \( L_j(g) \) is non-decreasing.

Now, check that the mapping \( (x, \gamma) \mapsto \int_{\mathcal{Y}} g \left( \tilde{\Psi}(x, y) + B(y)\gamma \right) \mu(dy) \) is convex on \( \mathcal{X} \times \Gamma \). Indeed, with \( x, \tilde{x} \in \mathbb{R}^d \), \( \gamma, \tilde{\gamma} \in \Gamma \), \( \lambda_1, \lambda_2 \in [0, 1] \) such that \( \lambda_1 + \lambda_2 = 1 \), we have

\[
\tilde{\Psi}(\lambda_1 x + \lambda_2 \tilde{x}, y) \leq \lambda_1 \tilde{\Psi}(x, y) + \lambda_2 \tilde{\Psi}(\tilde{x}, y)
\]

for every \( y \in \mathcal{Y} \) by the convexity of the component functions \( \tilde{\Psi}_i \) in their first
argument. Since $g$ is non-decreasing and convex, we find that

$$
\int_Y g \left( \tilde{\Psi} (x, y) + B(y) \gamma \right) \mu(dy) \\
\leq \int_Y g \left( \lambda_1 \tilde{\Psi}(x, y) + \lambda_2 \tilde{\Psi}(\tilde{x}, y) + \lambda_1 B(y) \gamma + \lambda_2 B(y) \tilde{\gamma} \right) \mu(dy) \\
\leq \lambda_1 \int_Y g \left( \tilde{\Psi}(x, y) + B(y) \gamma \right) \mu(dy) + \lambda_2 \int_Y g \left( \tilde{\Psi}(\tilde{x}, y) + B(y) \tilde{\gamma} \right) \mu(dy).
$$

By choice of the running costs $f$, it follows that the mapping

$$
\mathcal{X} \times \Gamma \ni (x, \gamma) \mapsto f(j, x, \gamma) + \int_Y g \left( \tilde{\Psi}(x, y) + B(y) \gamma \right) \mu(dy)
$$

is convex. It is also finite-valued, thanks to the boundedness of the support of $\mu$, and non-negative. Define a function $\varphi : \mathbb{R}^d \times \mathbb{R}^{d_2} \to [0, \infty]$ by

$$
\varphi(x, \gamma) = \begin{cases} 
  f(j, x, \gamma) + \int_Y g \left( \tilde{\Psi}(x, y) + B(y) \gamma \right) \mu(dy) & \text{if } \gamma \in \Gamma, \\
  \infty & \text{else}.
\end{cases}
$$

Then $\varphi$ is convex. By Corollary B.2.4.5 in [22, p. 98], we find that the marginal function $\hat{\varphi}$ given by

$$
\hat{\varphi}(x) = \inf \left\{ \varphi(x, \gamma) : \gamma \in \mathbb{R}^{d_2} \right\}
$$

is convex on $\mathbb{R}^d = \mathcal{X}$. By construction, $\varphi(x, \gamma) < \infty$ if and only if $\gamma \in \Gamma$, hence

$$
\hat{\varphi}(x) = \inf \left\{ \varphi(x, \gamma) : \gamma \in \Gamma \right\} = \inf_{\gamma \in \Gamma} \left\{ f(j, x, \gamma) + \int_Y g \left( \tilde{\Psi}(x, y) + B(y) \gamma \right) \mu(dy) \right\} = L_j(g)(x),
$$

which shows that $x \mapsto L_j(g)(x)$ is convex.

In the above examples, dynamics are time-homogeneous, but the matrices $A, B, C$ in Example 2 and the functions $\tilde{\Psi}, \tilde{B}(\cdot)$ in Example 2 may clearly be taken time-dependent. To allow for a noise distribution $\mu$ with unbounded support (and, in Example 2, an only locally bounded function $B$) one has to require an appropriate growth condition of the convex functions in $\mathcal{C}$ so that the Bellman operator yields finite-valued functions. For instance, in the case of Example 2 if $\mu$ is Gaussian, then $\mathcal{C}$ may consist of all non-negative convex functions of sub-polynomial growth.
3 The algorithm

In this section we present our algorithm. We assume that at initialization a subsolution is known. The scheme then iterates two steps: the trajectory simulation step and the subsolution updating step. During the simulation step the currently stored subsolution is used to generate a trajectory of the system which, roughly speaking, minimizes the subsolution at each time step. During the updating step, the algorithm constructs a new elementary (hyperplane) subsolution. This is possible because the control problem satisfies Assumption (A5). Finally, the algorithm produces a new subsolution by taking at each time the maximum of the hyperplane and the current subsolution. By definition, the sequence of subsolutions thus produced is non-decreasing. We emphasize a subtle point: the update of the subsolution is efficient since it is performed along the trajectories computed in the first step, which are (close to) local minima for the previous subsolution.

We will denote the hyperplane in $\mathbb{R}^d \times \mathbb{R}$ which contains the point $(\bar{x}, v)$ and with slope $p$ as

$$Hyp : (\mathbb{R}^d \times \mathbb{R}^d) \times \mathbb{R}^d \to \mathbb{R}, \quad Hyp(\bar{x}, v, p)(x) = v + p \cdot (x - \bar{x}).$$

For a function $g : \mathbb{R}^d \to \mathbb{R}$, we denote by $D^-g(x)$ the subdifferential of $g$ at the point $x$. By definition, this is the set of all subgradients of $g$ at $x$, given by

$$D^-g(x) = \{ v \in \mathbb{R}^n : g(y) - g(x) \geq v \cdot (y - x) \quad \forall y \in \mathbb{R}^n \}.$$

Recall that for any convex function $g : U \to \mathbb{R}$ defined on a convex subset $U \subseteq \mathbb{R}^d$, the subdifferential $D^-g(x)$ of $g$ is non-empty and compact at each point $x \in U$.

Let $w^{(0)}$ be the given starting subsolution. Without loss of generality, we will assume that the function $x \mapsto w^{(0)}(j, x)$ is convex for every $j$. Note that taking $w^{(0)} \equiv 0$ and $w^{(0)}(T, \cdot) = F(\cdot)$, we get a subsolution $w^{(0)}$ that is also convex. Let $(\Omega, \mathcal{F}, P)$ be a probability space carrying a family $(\xi_j^{(n)})_{j \in \mathbb{N}, n \in \mathbb{N}_0}$ of independent noise variables (hence i.i.d. random variables with common law $\mu$) and a sequence $(\zeta^{(n)})_{n \in \mathbb{N}_0}$ of i.i.d. random variables with common law $\nu$, independent from $(\xi_j^{(n)})_{j \in \mathbb{N}, n \in \mathbb{N}_0}$. For consistency, we always indicate the iteration number of the algorithm with lowercase $n$. Thus, $\zeta^{(n)}$ represents the initial condition of the dynamics at the $n$-th iteration of the algorithm. An important special case is when $\nu = \delta_{x_0}$, where $\delta_{x_0}$ denotes the Dirac measure centered in $x_0 \in \mathcal{X}$. The algorithm is initialized by sampling $\omega \in \Omega$. Then $\zeta^{(n)}(\omega)$ represents the initial state and $(\xi_j^{(n)}(\omega))_{j \in \mathbb{N}}$ the realizations of the noise for the dynamics at the $n$-th iteration of the algorithm. Algorithm 1 below presents the procedure for constructing the new subsolution $w^{(n+1)}$ starting from the previous subsolution $w^{(n)}$ at a generic step $n + 1$, with $n \geq 0$. 
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Algorithm 1 Construct subsolution $w^{(n+1)}$ from $w^{(n)}$

 Trajectory simulation
 Set $X_0^n = \zeta^{(n)}(\omega)$.
 for $j = 0, 1, 2, \ldots, T - 1$ do
 Select a control
 $$\gamma^n_j(\omega) \in \arg\min_{\gamma \in \Gamma} \left\{ f(j, X^n_j(\omega), \gamma) + \int_{\mathcal{Y}} w^n_\omega(j + 1, \Psi(j, X^n_j(\omega), \gamma, y) \mu(dy) \right\}. $$
 Set $X_{j+1}^n(\omega) = \Psi(j, X^n_j(\omega), \gamma^n_j(\omega), \xi^{(n)}_{j+1}(\omega))$.
 end for

 Subsolution updating
 Select a subgradient $p^n_T \in D^{-} F(X^n_T(\omega))$. Set
 $$w^{(n+1)}_\omega(T, \cdot) = \max \{ w^{(n)}_\omega(T, \cdot), \text{Hyp}(X^n_T(\omega), F(X^n_T(\omega)), p^n_T(\cdot)) \}.$$ 
 for $j = T - 1, \ldots, 1, 0$ do
 Let
 $$v^n_j = L_j(w^{(n+1)}_\omega(j + 1, \cdot))(X^n_j(\omega)), \quad p^n_j \in D^- L_j(w^{(n+1)}_\omega(j + 1, \cdot))(X^n_j(\omega)).$$
 Set $w^{(n+1)}_\omega(j, \cdot) = \max \{ w^{(n)}_\omega(j, \cdot), \text{Hyp}(X^n_j(\omega), v^n_j, p^n_j(\cdot)) \}$.
 end for
 return $w^{(n+1)}$

 Remark 1 (Weak control problem). The control policy generated at each step $n$ of the algorithm crucially depends on the realization of the noise random variables at all previous steps. Therefore, the control policies generated at different steps of the algorithm are adapted to different filtrations. This is why we have introduced a weak formulation of our control problem. In fact, the control policy $(\gamma^n_j)_{j \in \mathbb{N}_0}$ generated by our algorithm at each step $n$ is a stochastic control policy in the sense of Definition 2, and thanks to Lemma 2 our algorithm does indeed produce approximations of the original value function (3).

 Remark 2 (Choice of controls). For every measurable function $g(\cdot)$ the function $x \to \arg\min_{\gamma \in \Gamma} \{ f(j, x, \gamma) + \int_{\mathcal{Y}} g(\Psi(j, x, \gamma, y) \mu(dy) \}$ is a set-valued function. Assumptions (A1)–(A3) guarantee that the so-called measurable selection condition holds. The measurable selection condition states that for each $j = 1, \ldots, N$ and for each measurable function $g(\cdot)$ there exists a Borel-measurable function $s : \mathbb{R}^d \to \Gamma$ such that:

$$\min_{\gamma \in \Gamma} \{ f(j, x, \gamma) + \int_{\mathcal{Y}} g(\Psi(j, x, \gamma, y) \mu(dy) \} = f(j, x, s(x)) + \int_{\mathcal{Y}} g(\Psi(j, x, s(x), y) \mu(dy).$$
Measurable selection is a crucial ingredient for the proof of the Dynamic Programming Principle. Moreover, this condition implies that the trajectory simulation step of our algorithm is a measurable procedure.

Remark 3 (Parallelization). The trajectory simulation and updating steps are well-suited for parallelization as follows. Take a non-degenerate starting distribution $\nu$. In the trajectory simulation step, sample $M \gg 1$ independent starting points $x_1, \ldots, x_M$ according to the distribution $\nu$ and for each of them compute the evolution of the system. Finally, in the updating step construct the hyperplanes along each of the $M$ trajectories and then take the pointwise maximum of the previous subsolution with the $M$ hyperplanes thus constructed. All of our results carry over to this setting.

We now prove that at each step the algorithm produces a subsolution for the problem. To avoid complicating the notation, here we omit the dependence on $\omega$.

Proposition 1. The sequence of functions $(w^{(n)})_{n \in \mathbb{N}}$ produced by the algorithm is a non-decreasing sequence of convex subsolutions for the control problem.

Proof. Recall that by assumption $w^{(0)}$ is convex. Since the pointwise maximum of convex functions is convex, by induction $w^{(n)}$ is convex for any $n$. Moreover, by construction the sequence of functions $(w^{(n)})_{n \in \mathbb{N}}$ is non-decreasing. Finally, we prove the subsolution property by induction. By assumption $w^{(0)}$ is a subsolution. We now proceed with the inductive step and assume that $w^{(n)}$ is a subsolution. We will prove that $w^{(n+1)}$ is a subsolution by showing that

$$\Lambda^{(n+1)}_j(x) = \mathcal{L}_j(w^{(n+1)}(j+1, \cdot))(x) \geq w^{(n+1)}(j, x),$$

for every $x \in \mathbb{R}^d$ and $j = 1, \ldots, N$. By definition

$$w^{(n+1)}(j, x) = \max\{w^{(n)}(j, \cdot), \text{Hyp}(X^{n+1}_j, v^n_j, p^n_j)(\cdot)\}(x),$$

and so we will prove (8) for each of the terms in the maximum. Since the sequence of functions $(w^{(n)})_{n \in \mathbb{N}}$ is non-decreasing we have $w^{(n+1)}(j+1, x) \geq w^{(n)}(j+1, x)$. By monotonicity of the Bellman operator this implies

$$\Lambda^{(n+1)}_j(x) \geq \mathcal{L}_j(w^{(n)}(j+1, \cdot))(x).$$

Since $w^{(n)}$ is a subsolution by assumption, $\mathcal{L}_j(w^{(n)}(j+1, \cdot))(x) \geq w^{(n)}(j, x)$ and so $\Lambda^{(n+1)}_j(x) \geq w^{(n)}(j, x)$. Moreover, by convexity of $x \mapsto \Lambda^{(n+1)}_j(x)$,

$$\Lambda^{(n+1)}_j(x) \geq \text{Hyp}(X^{n+1}_j, v^n_j, p^n_j)(x)$$

for $x \in \mathbb{R}^n$. Indeed, recall that $v^n_j = \Lambda^{(n+1)}_j(X^{n+1}_j)$, and $p^n_j = D^-\Lambda^{(n+1)}_j(X^{n+1}_j)$.

\[\Box\]
In the next sections we will prove that under some additional assumptions the sequence \((w^{(n)}(0, \cdot))_{n \in \mathbb{N}}\) converges from below to \(V(0, x)\) for almost all \(x \in \text{supp}(\nu)\). Moreover, in the deterministic case, we will prove that the cost associated with the controls generated by the procedure starting in \(\nu = \delta_{x_0}\) converges to \(V(0, x_0)\), and the controls converge to the optimal ones.

4 Convergence for deterministic systems

For the sake of exposition, in this section we will assume that \(\nu = \delta_{x_0}\) for some \(x_0 \in \mathcal{X}\), so that \(X^n_{0} = x_0\) for all \(n \in \mathbb{N}\). We will carry out the proof with an arbitrary starting distribution \(\nu\) in the next section.

Denote by \(X_j(x_0)\) the set of points which can be reached through the dynamics \(\Psi\) at time \(j\) starting from \(x_0\). Set \(X(x_0) = \bigcup_{j \in \{0, \ldots, N\}} X_j(x_0)\).

Notice that (A1) and (A3) imply that \(X(x_0)\) is relatively compact.

**Proposition 2.** Assume (A1) – (A5). Then for all \(j \in \{0, \ldots, N\}\), the sequence \((w^{(n)}(j, \cdot))_{n \in \mathbb{N}}\) converges uniformly on compacts to a convex function \(w(j, \cdot)\). In particular, convergence is uniform on \(X(x_0)\).

Moreover, \(w(0, x_0) = V(0, x_0)\).

**Proof.** For every \(j \in \{0, \ldots, N\}\), the sequence \((w^{(n)}(j, \cdot))_{n \in \mathbb{N}}\) is non-decreasing and bounded from above by \(V(j, \cdot)\) and thus admits a pointwise limit. Set \(w(j, x) = \lim_{n \to +\infty} w^{(n)}(j, x) = \sup_{n \in \mathbb{N}} w^{(n)}(j, x), \quad j \in \{0, \ldots, N\}, \ x \in \mathcal{X}\).

Thus, for every \(j \in \{0, \ldots, N\}\), \(w(j, \cdot)\) is the finite-valued pointwise limit of a sequence of convex functions. This implies that \(w(j, \cdot)\) is itself convex and that convergence is uniform on compact subsets of \(\mathcal{X} = \mathbb{R}^d\); see Theorem B.3.1.4 in [22] p. 105. In particular, since \(\mathcal{X}(x_0)\) is relatively compact, \((w^{(n)}(j, \cdot))_{n \in \mathbb{N}}\) converges to \(w(j, \cdot)\) uniformly on \(\mathcal{X}(x_0)\).

We are left to prove convergence at the starting point \(x_0\). We have shown that \(w(0, x_0) \leq V(0, x_0)\), and so we are left to prove the opposite inequality. Fix \(\varepsilon > 0\). Since \(w^{(n)}(j, \cdot)\) converges uniformly on \(\mathcal{X}(x_0)\), there exists \(\bar{n}(\varepsilon) \in \mathbb{N}\) such that for all \(n \geq \bar{n}(\varepsilon)\), all \(j \in \{0, \ldots, N\}\), all \(x \in \mathcal{X}(x_0)\), we have

\[w(j, x) - w^{(n)}(j, x) \leq \varepsilon.\]

By construction

\[w^{(n+1)}(j, X^n_j) = \mathcal{L}_j(w^{(n+1)}(j+1, \cdot))(X^n_j),\]  

(9)
so that for every $j$ we have

$$w(j, X^n_j) \geq w^{(n+1)}(j, X^n_j) = \mathcal{L}_j(w^{(n+1)}(j+1, \cdot))(X^n_j)$$

$$\geq \mathcal{L}_j(w^{(n)}(j+1, \cdot))(X^n_j)$$

$$= \inf_{\gamma \in \Gamma} \{ f(j, X^n_j, \gamma) + w^{(n)}(j+1, \Psi(j, X^n_j, \gamma)) \},$$

where, in the third inequality, we used the monotonicity of the Bellman operator. The choice of controls in the trajectory simulation step minimizes the right-hand side of the equation. When $n \geq \tilde{n}(\varepsilon)$ we get

$$w(j, X^n_j) \geq f(j, X^n_j, \gamma^n_j) + w^{(n)}(j+1, \Psi(j, X^n_j, \gamma^n_j))$$

Iterating the inequality gives

$$w(0, x_0) \geq \sum_{j=0}^{N-1} f(j, X^n_j, \gamma^n_j) + w(N, X^n_j) - N\varepsilon$$

$$\geq \sum_{j=0}^{N-1} f(j, X^n_j, \gamma^n_j) + F(X^n_N) - N\varepsilon$$

$$= J(0, x_0, (\gamma^n_j)) - N\varepsilon \geq V(0, x_0) - N\varepsilon. \quad (10)$$

Letting $\varepsilon \to 0$ concludes the proof.

Next, we show that the trajectories generated by the algorithm converge along subsequences and that any limiting trajectory is optimal. In fact, since $\mathcal{X}(x_0)$ is relatively compact and the control space $\Gamma$ is compact, we can extract from $(X^n_j, \gamma^n_j)_j$ a converging subsequence. In other words, there exists a sequence $(n_k)_{k \in \mathbb{N}}$ such that $(X^{n_k}_j, \gamma^{n_k}_j)_j \to (X_j, \gamma_j)_j \in (\text{cl}(\mathcal{X}(x_0) \times \Gamma))^N$ as $k \to \infty$. This convergence, together with Assumption (A2), implies that

$$J(0, x_0, (\gamma^{n_k}_j)) \xrightarrow{k \to \infty} J(0, x_0, (\gamma_j)_j).$$

The computations in the proof of Proposition 2 show that for every $\varepsilon > 0$, and $n \geq \tilde{n}(\varepsilon)$,

$$V(0, x_0) \leq J(0, x_0, (\gamma^n_j)) \leq V(0, x_0) + N\varepsilon. \quad (11)$$

By taking the limit in (11) first as $n = n_k \to \infty$ and then $\varepsilon \to 0$, we get

$$J(0, x_0, (\gamma_j)_j) = V(0, x_0).$$

We summarize the computations above in the following result.
Theorem 1. Assume (A1)–(A5). For any subsequence \((n_k)_{k \in \mathbb{N}}\), there exists a sub-subsequence \((n_{k_i})_{i \in \mathbb{N}}\) such that the control actions and state trajectories produced by the algorithm converge along the sub-subsequence to the optimal ones. Moreover, the subsolutions converge along the same sub-subsequence to the value function at each point of the optimal trajectory.

Proof. We are left to prove the last claim. Repeating the computations in (10) for a generic time \(m \in \{0, \ldots, N\}\) gives

\[
\begin{align*}
  w(m, X^n_m) & \geq \sum_{j=m}^{N-1} f(j, X^n_j, \gamma^n_j) + F(X^n_N) - N \varepsilon = J(m, X^n_m, (\gamma^n_j)) - N \varepsilon \\
  & \geq V(m, X^n_m) - N \varepsilon.
\end{align*}
\]

Since \((X^{n_{ki}}_j)_j \to (X_j)_j\) as \(i \to \infty\), we get

\[
\begin{align*}
  w(m, X_m) &= \lim_{i \to \infty} w(m, X^{n_{ki}}_m) = \liminf_{i \to \infty} w(m, X^{n_{ki}}_m) \\
  & \geq \liminf_{i \to \infty} V(m, X^{n_{ki}}_m) - N \varepsilon = V(m, X_m) - N \varepsilon.
\end{align*}
\]

In the first equality above we used the continuity of \(x \mapsto w(m, x)\) and in the last inequality the continuity of the value function. Letting \(\varepsilon \to 0\), we get

\[
  w(m, X_m) \geq V(m, X_m).
\]

The reverse inequality always holds and hence \(w(m, X_m) = V(m, X_m)\). \(\square\)

5 Convergence for stochastic systems

As in Section 3 let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space carrying a family \((\xi^{(n)}_j)_{j \in \mathbb{N}, n \in \mathbb{N}_0}\) of independent noise variables and a sequence \((\zeta^{(n)}_j)_{n \in \mathbb{N}_0}\) of i.i.d. random variables with common law \(\nu\), independent from \((\xi^{(n)}_j)_{j \in \mathbb{N}, n \in \mathbb{N}_0}\). Define filtrations \((\mathcal{F}^n_j), n \in \mathbb{N}_0\), by setting

\[
\mathcal{F}^n_j = \sigma \left( \zeta^{(n)}_i, \xi^{(k-1)}_i, \xi^{(n)}_i : k \in \{0, \ldots, n\}, i \in \mathbb{N}, l \in \{1, \ldots, j\} \right), \quad j \in \mathbb{N}_0,
\]

where \(\sigma(\ldots)\) indicates the \(\sigma\)-algebra generated by the random elements indicated inside the brackets, \(\{1, \ldots, j\} = \emptyset\) if \(j = 0\), and \(\xi^{(-1)}_i\) is a void element. Further set

\[
\mathcal{F}^n_\infty = \sigma \left( \zeta^{(n)}_i, \xi^{(k)}_i : k \in \{0, \ldots, n\}, i \in \mathbb{N} \right), \quad n \in \mathbb{N}_0.
\]

Notice that \(\mathcal{F}^k_i \subseteq \mathcal{F}^n_j \subseteq \mathcal{F}^n_\infty\) for all \(i, j \in \mathbb{N}_0\) whenever \(k < n\). In particular, \(\mathcal{F}^n_0\) contains \(\mathcal{F}^{n-1}_\infty\), which in turn contains the \(\sigma\)-algebra generated by all preceding filtrations \((\mathcal{F}^k_j), k \in \{0, \ldots, n-1\}\). Also notice that \(\zeta^{(n)}\) is \(\mathcal{F}^n_0\)-measurable and independent of \(\mathcal{F}^{n-1}_\infty\), while \(w^{(n)}(0, \cdot)\), the subsolution...
at time zero constructed at the \( n \)-th iteration of the algorithm (seen as a random element with values in the space of continuous functions on \( \mathcal{X} \)), is \( \mathcal{F}_{n-1} \)-measurable, hence independent of \( \zeta^{(n)} \).

We will prove that the subsolutions generated by the algorithm converge to the value function at the initial time under general assumptions on the noise distribution and on the initial distribution. The proof proceeds similarly to the deterministic case, however there is a crucial technical difference: when the distribution \( \nu \) of the initial states has unbounded support, then \( \mathcal{X}(x_0) \), the set of reachables states, is not necessarily relatively compact. The following condition turns out to be sufficient to carry out the proof.

\( (A6) \) Given any sequence \( ((\gamma^n_j))_{n \in \mathbb{N}_0} \) of stochastic control policies such that, for every \( n \in \mathbb{N}_0 \), \( (\gamma^n_j) \) is adapted to the filtration \( (\mathcal{F}^n_j) \), there exists \( p > 1 \) such that

\[
\sup_{n \in \mathbb{N}_0} \mathbb{E} \left[ \left( \sum_{j=0}^{N-1} f(j, X^n_j, \gamma^n_j) + F(X^n_N) \right)^p \right] + \max_{j \in \{0, ..., N\}} \mathbb{E}[|X^n_j|^p] < \infty,
\]

where \( X^n_j, j \in \{0, ..., N\} \), is the controlled state sequence according to (5) with \( \gamma_j = \gamma^n_j, \xi_j = \xi^{(n)}_j \) starting at time \( j_0 = 0 \) from \( \zeta^{(n)} \) (instead of \( x_0 \)).

Assumption \( (A6) \) implies that, given any sequence \( ((\gamma^n_j)) \) of stochastic control policies, the family of random variables \( \{X^n_j\}_{j \in \{0, ..., N\}, n \in \mathbb{N}_0} \) is tight.

**Remark 4.** Let \( p > 1 \), and suppose the cost coefficients \( f, F \) have sub-polynomial growth of order \( p \) in the state variable, that is, for some \( K > 0 \),

\[
\sup_{\gamma \in \Gamma} |f(j, x, \gamma)| \vee |F(x)| \leq K (1 + |x|^p) \quad \text{for all } x \in \mathcal{X}, j \in \{0, ..., T - 1\}.
\]

If the initial distribution \( \nu \) has finite \( p \)-th absolute moment, that is, \( \int_{\mathcal{X}} |x|^p \nu(dx) < \infty \), and the noise distribution \( \mu \) has bounded support, then Assumption \( (A6) \) holds for the control problems from Examples 2 and 2. In the case of Example 2 (linear-convex models), \( \mu \) may have unbounded support provided it has finite \( p \)-th absolute moment as well. In the case of Example 2 (monotone-convex models), an additional growth condition on the dynamics would be required when \( \mu \) has unbounded support.

We are now in a position to prove our main convergence result.

**Theorem 2.** Assume \( (A1)-(A6) \). Let \( \text{supp}(\nu) \) denote the support of the common initial state distribution \( \nu \). Then for \( \mathbb{P} \)-almost every \( \omega \in \Omega \),

\[
\lim_{n \to \infty} u^{(n)}_\omega(0, x) = V(0, x) \quad \text{for every } x \in \text{supp}(\nu),
\]

uniformly on compact subsets of \( \text{supp}(\nu) \).
Proof. Proceeding as in the proof of Proposition [2], we see that for every \( \omega \in \Omega \), \( w^{(n)}(j, \cdot) \) converges from below to some function \( w(j, \cdot) \) uniformly on compact subsets of \( X = \mathbb{R}^d \), and that \( w(j, \cdot) \) is convex.

Fix \( \varepsilon > 0 \). We will show that there exists \( n = n(\varepsilon) \in \mathbb{N} \) such that the event
\[
M(\varepsilon) = \left\{ \omega \in \Omega : w(\omega, X^n(\omega)) - w^{(n)}(j, X^n_j(\omega)) \leq \varepsilon \text{ for all } j \in \{0, \ldots, N\} \right\}
\]
occurs with probability greater than or equal to \( 1 - \varepsilon \). Assumption (A6) implies that the family \( \{X^n_j\}_{j \in \{0, \ldots, N\}, n \in \mathbb{N}_0} \) is tight. Hence there exists a large compact set \( K(\varepsilon) \) such that for every \( n \in \mathbb{N}_0 \),
\[
P(M_{1,n}^\varepsilon) \geq 1 - \frac{\varepsilon}{2}
\]
where \( M_{1,n}^\varepsilon = \{ \omega \in \Omega : X^n_j(\omega) \in K(\varepsilon) \text{ for all } j \in \{0, \ldots, N\} \} \).

Since \( w^{(n)}(j, \cdot) \) converges uniformly on \( K(\varepsilon) \) to \( w(j, \cdot) \) for every \( \omega \in \Omega \), there exists \( n_\varepsilon(\omega) \in \mathbb{N} \) such that \( w(\omega, x) - w^{(n)}(j, x) \leq \varepsilon \) for all \( n \geq n_\varepsilon(\omega) \), \( j \in \{0, \ldots, N\} \), \( x \in K(\varepsilon) \). Since
\[
P_{\{\omega \in \Omega : n_\varepsilon(\omega) \leq L\}} \nearrow 1 \text{ as } L \to \infty,
\]
we can choose \( n = \bar{n}(\varepsilon) \) such that
\[
P(M_2^\varepsilon) \geq 1 - \frac{\varepsilon}{2}
\]
where \( M_2^\varepsilon = \{ \omega \in \Omega : n_\varepsilon(\omega) \leq \bar{n} \} \).

For all \( \omega \in M_{1,\bar{n}} \cap M_2^\varepsilon \) it holds that
\[
w(\omega, X^n_j(\omega)) - w^{(n)}(j, X^n_j(\omega)) \leq \varepsilon \text{ for all } j \in \{0, \ldots, N\}.
\]
In other words, we have \( M_{1,\bar{n}} \cap M_2^\varepsilon \subseteq M(\varepsilon) \). It follows that
\[
P(M(\varepsilon)) \geq P(M_{1,\bar{n}} \cap M_2^\varepsilon) \geq P(M_{1,\bar{n}}) - P((M_2^\varepsilon)^c) \geq 1 - \frac{\varepsilon}{2} - \frac{\varepsilon}{2} = 1 - \varepsilon.
\]

For any \( \omega \in \Omega \), \( j \in \{0, \ldots, N - 1\} \), we estimate
\[
w(\omega, X^n_j(\omega)) \geq w^{(n+1)}(j, X^n_j(\omega)) = L_j(w^{(n+1)}(j+1, \cdot))(X^n_j(\omega))
\]
\[
\geq \inf_{\gamma \in \mathbb{P}} \left\{ f(j, X^n_j(\omega), \gamma) + \int_\gamma w^{(n)}(j + 1, \Psi(j, X^n_j(\omega), \gamma, y)) \mu(dy) \right\}
\]
\[
= f(j, X^n_j(\omega), \gamma_j^n(\omega)) + \int_\gamma w^{(n)}(j + 1, \Psi(j, X^n_j(\omega), \gamma_j^n(\omega), y)) \mu(dy)
\]
where \( \mu \) is the common law of the noise variables \( (\xi_j)_{j \in \mathbb{N}} \). For any \( \omega \in M(\varepsilon) \)
we can further bound
\[
w(\omega, X^n_j(\omega)) \geq f(j, X^n_j(\omega), \gamma_j^n(\omega)) + \int_\gamma w^{(n)}(j + 1, \Psi(j, X^n_j(\omega), \gamma_j^n(\omega), y)) \mu(dy)
\]
\[
+ w(\omega(j, X^n_j+1(\omega)) - w^{(n)}(j + 1, X^n_j+1(\omega)) - \varepsilon. \quad (12)
\]
By iterating (12) we get, for any \( \omega \in M(\varepsilon) \),

\[
w_\omega(0, X_0^\bar{n}(\omega)) \geq \left( \sum_{j=0}^{N-1} f(j, X_j^\bar{n}, \gamma_j^\bar{n}(\omega)) + F(X_N^\bar{n}(\omega)) \right) - N \varepsilon
\]

\[
+ \sum_{j=0}^{N-1} \left( \int_{\mathcal{Y}} w_\omega^\bar{n}(j+1, \Psi(j, X_j^\bar{n}(\omega), \gamma_j^\bar{n}, y)) \mu(dy) - w_\omega^\bar{n}(j+1, X_{j+1}^\bar{n}(\omega)) \right).
\]

(13)

Now, we multiply both sides in (13) by the indicator function of \( M(\varepsilon) \) and take expectation. We analyze the resulting first and third term separately.

For the first term, write

\[
E \left[ \left( \sum_{j=0}^{N-1} f(j, X_j^\bar{n}, \gamma_j^\bar{n}) + F(X_N^\bar{n}) \right) \cdot 1_{M(\varepsilon)} \right]
\]

\[
= E \left[ \sum_{j=0}^{N-1} f(j, X_j^\bar{n}, \gamma_j^\bar{n}) + F(X_N^\bar{n}) \right] - E \left[ \left( \sum_{j=0}^{N-1} f(j, X_j^\bar{n}, \gamma_j^\bar{n}) + F(X_N^\bar{n}) \right) \cdot 1_{M(\varepsilon)^c} \right].
\]

(14)

We lower bound the second term in (14) using Hölder’s inequality as

\[
- E \left[ \left( \sum_{j=0}^{N-1} f(j, X_j^\bar{n}, \gamma_j^\bar{n}) + F(X_N^\bar{n}) \right) \cdot 1_{M(\varepsilon)^c} \right]
\]

\[
\geq - E \left[ \left( \sum_{j=0}^{N-1} f(j, X_j^\bar{n}, \gamma_j^\bar{n}) + F(X_N^\bar{n}) \right)^p \right]^{1/p} \cdot P(M(\varepsilon)^c) \left( p-1 \right)/p,
\]

where \( p \in (1, \infty) \) is given by Assumption (A6). By (A6), the term on the left-hand side is bounded, while \( P(M(\varepsilon)^c) \leq \varepsilon \).

Next, we discuss the third term on the right-hand side of (13). By construction,

\[
w_\omega^\bar{n}(j+1, X_{j+1}^\bar{n}(\omega)) = w_\omega^\bar{n}(j+1, \Psi(j, X_j^\bar{n}(\omega), \gamma_j^\bar{n}(\omega), \xi_{j+1}^\bar{n}(\omega))) \quad \text{for all} \quad \omega \in \Omega,
\]

where \( \xi_{j+1}^\bar{n}(\omega) \) has distribution \( \mu \) and is independent of \( w_\omega^\bar{n}(j+1, \Psi(j, X_j^\bar{n}, \gamma_j^\bar{n}, \cdot)) \), seen as a function-valued random element. It follows that

\[
E \left[ \int_{\mathcal{Y}} w_\omega^\bar{n}(j+1, \Psi(j, X_j^\bar{n}, \gamma_j^\bar{n}, y)) \mu(dy) - w_\omega^\bar{n}(j+1, X_{j+1}^\bar{n}) \right] = 0,
\]
hence, since $0 \leq w_\omega^{(\bar{n})}(j + 1, \cdot) \leq V(j + 1, \cdot)$ for all $\omega \in \Omega$,
\[
\mathbb{E} \left[ \left( \int \! w_\omega^{(\bar{n})}(j + 1, \Psi(j, X_j^\bar{n}, \gamma_j^\bar{n}, y)) \mu(dy) - w_\omega^{(\bar{n})}(j + 1, X_{j+1}^\bar{n}) \right) \cdot 1_{M(\varepsilon)} \right]
\]
\[
= - \mathbb{E} \left[ \left( \int \! w_\omega^{(\bar{n})}(j + 1, \Psi(j, X_j^\bar{n}, \gamma_j^\bar{n}, y)) \mu(dy) - w_\omega^{(\bar{n})}(j + 1, X_{j+1}^\bar{n}) \right) \cdot 1_{M(\varepsilon)^c} \right]
\]
\[
\geq - \mathbb{E} \left[ \left( \int \! V(j + 1, \Psi(j, X_j^\bar{n}, \gamma_j^\bar{n}, y)) \mu(dy) \right) \cdot 1_{M(\varepsilon)^c} \right]
\]
\[
\geq - \mathbb{E} \left[ \left( \int \! V(j + 1, \Psi(j, X_j^\bar{n}, \gamma_j^\bar{n}, y)) \mu(dy) \right)^p \right]^{1/p} \cdot \mathbb{P}(M(\varepsilon)^c)^{(p-1)/p},
\]
where the last inequality above is again a consequence of Hölder’s inequality with $p \in (1, \infty)$ as given by Assumption (A6). By Jensen’s inequality, the definition of the dynamics, and the definition of the value function, we have
\[
\mathbb{E} \left[ \left( \int \! V(j + 1, \Psi(j, X_j^\bar{n}, \gamma_j^\bar{n}, y)) \mu(dy) \right)^p \right] \leq \mathbb{E} \left[ V(j + 1, \Psi(j, X_j^\bar{n}, \gamma_j^\bar{n}, \xi^{\bar{n}}_{j+1}))^p \right]
\]
\[
\leq \mathbb{E} \left[ \left( \sum_{i=j+1}^{N-1} f(i, X_i^\bar{n}, (\gamma_j^\bar{n})) + F(X_N^\bar{n}) \right)^p \right],
\]
and the right-hand side above is finite by Assumption (A6). To summarize, we have shown that, for some finite constant $C > 0$ not depending on $\varepsilon$,
\[
\mathbb{E} \left[ w(0, X_0^\bar{n}) \cdot 1_{M(\varepsilon)} \right] \geq \mathbb{E} \left[ \sum_{j=0}^{N-1} f(j, X_j^\bar{n}, \gamma_j^\bar{n}) + F(X_N^\bar{n}) \right] - N\varepsilon - C\varepsilon
\]
\[
= \int_{\mathcal{X}} J(0, x, \gamma_j^\bar{x}) \nu(dx) - (N + C)\varepsilon,
\]
where $(\gamma_j^\bar{x})$ denotes the stochastic control policy (in the sense of Definition 2) derived from $\Psi_j^\bar{n}$ by replacing the underlying probability measure $\mathbb{P}$ with $\mathbb{P}(\cdot | X_0^\bar{n} = x)$, that is, with the probability kernel corresponding to (a version of) the regular conditional distribution of the identity map on $\Omega$ given $X_0^\bar{n}$ evaluated in $x \in \mathcal{X}$. Also recall that $X_0^\bar{n}$ has distribution $\nu$. It follows that
\[
\mathbb{E} \left[ w(0, X_0^\bar{n}) \cdot 1_{M(\varepsilon)} \right] \geq \int_{\mathcal{X}} J(0, x, \gamma_j^\bar{x}) \nu(dx) - (N + C)\varepsilon \tag{15}
\]
\[
\geq \int_{\mathcal{X}} \inf_{\gamma_j \in \mathcal{R}} J(0, x, \gamma_j) \nu(dx) - (N + C)\varepsilon
\]
\[
= \int_{\mathcal{X}} V(0, x) \nu(dx) - (N + C)\varepsilon,
\]
where the equality in the last line above is due to Lemma 2. Recall that $w_n(0, \cdot)$ is $\mathcal{F}_{\infty}^{n-1}$-measurable, hence independent of $X_0^\bar{n} = \xi^{\bar{n}}(\cdot)$. Using this,
the definition of $M(\epsilon)$, the fact that $w_\omega(0, \cdot) \geq w^{(n)}_\omega(0, \cdot) \geq 0$ for all $\omega \in \Omega$, as well as \((15)\), we find that

$$
E \left[ \int_{X} w(0, x) \nu(dx) \right] \geq E \left[ \int_{X} w^{(n)}(0, x) \nu(dx) \right] = E \left[ w^{(n)}(0, X^n_0) \right]
$$

$$
\geq E \left[ w^{(n)}(0, X^n_0) \cdot 1_{M(\epsilon)} \right]
$$

$$
\geq E \left[ w(0, X^n_0) \cdot 1_{M(\epsilon)} \right] - \epsilon
$$

$$
\geq \int_{X} V(0, x) \nu(dx) - (N + 1 + C) \epsilon.
$$

Since $V(0, \cdot) \geq w_\omega(0, \cdot)$ for all $\omega \in \Omega$, it follows that

$$
E \left[ \int_{X} |V(0, x) - w(0, x)| \nu(dx) \right] = \int_{X} V(0, x) \nu(dx) - E \left[ \int_{X} w(0, x) \nu(dx) \right]
$$

$$
\leq (N + 1 + C) \epsilon,
$$

hence, by letting $\epsilon \to 0$,

$$
E \left[ \int_{X} |V(0, x) - w(0, x)| \nu(dx) \right] = 0.
$$

From \((16)\) we are going to deduce by contradiction that for $P$-almost every $\omega \in \Omega$,

$$
V(0, x) = w_\omega(0, x) \text{ for all } x \in \text{supp}(\nu).
$$

Suppose on the contrary that there are $\tilde{x} \in \text{supp}(\nu)$ and $A \in \mathcal{F}$ such that $P(A) > 0$ and $w_\omega(0, \tilde{x}) \neq V(0, \tilde{x})$ for every $\omega \in A$. This would imply, since $V(0, \cdot) \geq w_\omega(0, \cdot)$ and $V(0, \cdot)$, $w_\omega(0, \cdot)$ are continuous (being convex and finite-valued) for every $\omega \in \Omega$, that

$$
A \subseteq \bigcup_{n,m \in \mathbb{N}} A_{n,m} \text{ with } A_{n,m} = \left\{ \omega \in \Omega : V(0, x) - w_\omega(0, x) \geq \frac{1}{m} \text{ for all } x \in B^n_1(\tilde{x}) \right\},
$$

where $B_r(\tilde{x})$ denotes the open ball in $X$ of radius $r$ centered in $\tilde{x}$. If $P(A) > 0$, there would hence exist $\tilde{n}, \tilde{m} \in \mathbb{N}$ such that $P(A_{\tilde{n},\tilde{m}}) > 0$. But then, since $\nu(B^n_1(\tilde{x})) > 0$ as $\tilde{x} \in \text{supp}(\nu)$ by definition of the support of a probability measure, we would have

$$
E \left[ \int_{X} |V(0, x) - w(0, x)| \nu(dx) \right] \geq \frac{1}{m} \cdot P(A_{\tilde{n},\tilde{m}}) \cdot \nu(B^n_1(\tilde{x})) > 0,
$$

which contradicts \((16)\). We conclude that \((17)\) holds. 

\[\square\]
6 Numerical experiments

For the numerical tests, we will use linear-convex models derived by time discretization from continuous time problems of the form:

\[
\begin{align*}
\text{minimize} \quad & \mathbb{E} \left[ \int_0^T (c|u(t)|^2 + \bar{f}(X(t))) \ dt + F(X(T)) \right] \\
\text{subject to} \quad & dX(t) = (AX(t) + Bu(t)) \ dt + CdW(t), \quad X(0) = x_0,
\end{align*}
\]

over \( \bar{B}(0,r) \)-valued adapted processes \( u \),

where \( c \geq 0 \), \( \bar{B}(0,r) \) is the closed ball of radius \( r \) centered at the origin of \( \mathbb{R}^{d_2} \), \( W \) is a \( d_1 \)-dimensional standard Wiener process, \( A, B, C \) are matrices of dimensions \( d \times d, d \times d_2, \) and \( d \times d_1 \), respectively, and \( \bar{f}, F \) are convex functions. If the matrix \( C \) is equal to zero, then the above stochastic optimal control problem reduces to the deterministic problem:

\[
\begin{align*}
\text{minimize} \quad & \int_0^T (c|u(t)|^2 + \bar{f}(x(t))) \ dt + F(x(T)) \\
\text{subject to} \quad & dx(t) = (Ax(t) + Bu(t)) \ dt, \quad x(0) = x_0,
\end{align*}
\]

over \( \bar{B}(0,r) \)-valued measurable functions \( u \).

Let \( h > 0 \) be such that \( N \equiv T/h \) is an integer. A standard Euler-type time discretization with step size \( h \) yields the stochastic discrete time problem

\[
\begin{align*}
\text{minimize} \quad & J(0, x_0, (\gamma_j)) \equiv \mathbb{E} \left[ \sum_{j=0}^{N-1} f(j, X_j, \gamma_j) + F(X_N) \right] \\
\text{subject to} \quad & X_{j+1} \equiv \Psi(j, X_j, \gamma_j, \xi_{j+1}), \quad X_0 = x_0,
\end{align*}
\]

over adapted \( \Gamma \)-valued control sequences \( (\gamma_j) \),

where \( \Gamma \equiv \bar{B}(0,r) \), the terminal costs \( F \) are as above,

\[
\begin{align*}
f(j, x, \gamma) & \equiv (c|\gamma|^2 + \bar{f}(x)) \ h, \\
\Psi(j, x, \gamma, y) & \equiv x + (Ax + B\gamma) \ h + \sqrt{h}Cy,
\end{align*}
\]

and \( \xi_1, \xi_2, \ldots \) are i.i.d. \( \mathbb{R}^{d_1} \)-valued random variables with common distribution \( \mu \). As noise distribution \( \mu \), one could choose the \( d_1 \)-variate standard normal distribution. For ease of implementation, we will take \( \mu \equiv \otimes^{d_1} \text{Rad}(1/2) \), the \( d_1 \)-fold product of the Rademacher distribution concentrated in 1 and \(-1\) with equal probability, in accordance with the simple random walk approximation of the standard Wiener process. If the matrix \( C \) equals zero, then we have a deterministic optimal control problem.

We present five numerical examples of the above type, two deterministic and three stochastic. The time horizon \( T \) will be fixed at \( T = 2 \). The time
step \( h \) will be less than or equal to \( 1/100 \) so that at each iteration of our procedure there will be at least 200 steps in time. In the actual implementation, when computing optimal control actions at any step in discrete time, we will evaluate the Hamiltonian of the continuous time problem, exploiting the fact that, given any subgradient \( p \in \mathbb{R}^d \), the \( \text{argmin} \) of the mapping

\[
\gamma \mapsto c|\gamma|^2 + \langle p, B\gamma \rangle
\]

over \( \gamma \in \bar{B}(0, r) \) can be calculated analytically. This “Hamiltonian approximation” works well provided the time step \( h \) is sufficiently small.

The cost coefficients \( F, \bar{f} \) will be constant or (affine-)quadratic. Our example problems might thus appear to be classical linear-quadratic problems. However, due to the fact that the space of control actions is bounded, the corresponding value function will in general not be of linear-quadratic type.

The numerical tests were done using a 2015 Fujitsu W570 Linux workstation with Intel Xeon E3-1271v3 CPU at 3.60GHz. We implemented the iterative procedure in C++ using its standard template library. No parts of the procedure were parallelized, although this would certainly be possible at different points. For instance, the evaluation of functions given as pointwise maxima of hyperplanes could be carried out in parallel.

### 6.1 Deterministic case

Given an initial state \( x_0 \in \mathbb{R}^d \), the optimal control problem is to minimize

\[
\sum_{j=0}^{N-1} (c|\gamma_j|^2 + \bar{f}(x_j)) h + F(x_N), \quad \text{where } N = T/h,
\]

over \( \bar{B}(0, r) \)-valued control sequences \( (\gamma_j) \) subject to the dynamics

\[
x_{j+1} = x_j + (Ax_j + B\gamma_j) h, \quad j \in \{0, \ldots, N-1\}.
\]

**Example 1** (5-dimensional deterministic). Dimensions \( d = d_2 = 5 \), control actions in the closed ball \( \Gamma = \bar{B}(0, 1) \),

\[
A = 0, \quad B = \text{Id}, \quad \bar{f} \equiv 0, \quad F(x) \equiv 1 + \|x\|^2.
\]

Table I summarizes data of a numerical test with time horizon \( T = 2 \) and initial state \( x_0 \doteq (1, -\sqrt{3}, 2, 1, -1) \) starting from the constant subsolution \( w^{(0)} \equiv 0 \). The first two columns there give the time discretization parameter \( h \) and the cost coefficient \( c \) for the quadratic control running costs, respectively. The third column shows the number of iterations of the algorithm, while the fourth column reports the value of the subsolution at initial state computed after the indicated number of iterations. The difference between this value from below and the value from above, namely the cost associated with the trajectory obtained from the feedback strategy induced by the last subsolution, is given in column five. The last column shows the computing time in seconds.
Table 1: Numerical test for Example 1 (5-dimensional deterministic).

| $h$  | $c$  | #iter. | value below | $\Delta_{\text{above} - \text{below}}$ | CPU time |
|------|------|--------|-------------|--------------------------------------|----------|
| 0.01 | 0.0  | 20     | 2.35        | $-5.46 \cdot 10^{-14}$              | 0.006s   |
| 0.01 | 0.0  | 50     | 2.35        | $-5.46 \cdot 10^{-14}$              | 0.027s   |
| 0.0001|0.0  |20     |2.35        | $-2.44 \cdot 10^{-12}$              | 0.472s   |
| 0.0001|0.0  |50     |2.35        | $-2.44 \cdot 10^{-12}$              | 2.421s   |
| 0.01 | 0.5  | 20     | 3.35        | $-1.38 \cdot 10^{-14}$              | 0.006s   |
| 0.01 | 0.5  | 50     | 3.35        | $-1.38 \cdot 10^{-14}$              | 0.023s   |
| 0.0001|0.5  |20     |3.35        | $-2.08 \cdot 10^{-13}$              | 0.464s   |
| 0.0001|0.5  |50     |3.35        | $-2.08 \cdot 10^{-13}$              | 2.424s   |
| 0.01 | 1.5  | 20     | 5.29        | $1.78 \cdot 10^{-4}$                | 0.008s   |
| 0.01 | 1.5  | 50     | 5.29        | $1.78 \cdot 10^{-4}$                | 0.028s   |
| 0.0001|1.5  |20     |5.29        | $3.43 \cdot 10^{-9}$                | 0.488s   |
| 0.0001|1.5  |50     |5.29        | $3.43 \cdot 10^{-9}$                | 2.463s   |

From Table 1 and Figure 1, we see that convergence at initial state is fast during the first iterations. Indeed, twenty iterations are enough to reach a very small error, after that there is hardly any improvement.

Computation time is expected to scale (sub-)linearly in the number of time steps, while it will scale super-linearly in the number of iterations (because of the way subsolutions are represented). This can be observed in the data. Notice that with $h = 0.01$ there are 200 steps in time, while a choice of $h = 0.0001$ corresponds to 20000 time steps at each iteration.

For $c \in \{0.0, 0.5\}$, the error (both absolute and relative) in Table 1 is close to machine precision. In theory, the difference between value from above and value from below should be non-negative. The minus sign is likely caused by rounding errors, which however do not build up. For $c = 1.5$, we still have a small error, with relative error at 0.0034% when $h = 0.01$, by orders of magnitude lower when $h = 0.0001$. The reason for this improvement when refining the time discretization is due to the “Hamiltonian approximation” we use in computing control actions (static optimization). The difference between value from above and value from below is non-negative, as expected from theory.

Notice that our algorithm does not take advantage of the affine-quadratic form of the terminal costs in Example 1. Convergence for $L^1$-costs, for instance, would be even faster, as the corresponding value functions are more easily approximated through maxima of hyperplanes.

To get a more precise idea on how computation time grows with the dimension of state and control space, we consider a simple $N$-particle system with mean field interaction. It models the friction-less motion in space of $N$ particles with acceleration subject to control and to a force coming
Figure 1: Convergence at initial state for Example 1 (5-dimensional deterministic) with $h = 0.01$, $c = 1.5$.

from the average position of all particles. Running costs are quadratic in the control, while the quadratic terminal costs are minimal when the positions of the first half of the particles (more precisely, $\lfloor N/2 \rfloor$) are at $(1, 1, 1)$, and those of the second half at $(-1, -1, -1)$. Initial positions are chosen randomly and independently according to the uniform distribution on the three-dimensional sphere with radius 5, while initial velocities are equal to zero.

**Example 2 (N-particle deterministic).** Dimensions $d = 6N$, $d_2 = 3N$, where $N \in \mathbb{N}$ number of particles, control actions in the $d_2$-dimensional closed ball $\Gamma = \overline{B}(0, 2)$,

$$A = (a_{kl}) \text{ with } a_{kl} = \begin{cases} 
1 & \text{if } (k \mod 6) \in \{1, 2, 3\} \text{ and } l = k + 3, \\
-\frac{1}{4N} & \text{if } (k \mod 6) \in \{4, 5, 0\} \text{ and } (|l - k| \mod 6) = 3, \\
0 & \text{else},
\end{cases}$$

$$B = (b_{kl}) \text{ with } b_{kl} = \begin{cases} 
1 & \text{if } k = 6i + 3 + j \text{ and } l = 3i + j \\
0 & \text{for some } i \in \{0, \ldots, N - 1\}, \ j \in \{1, 2, 3\}, \\
0 & \text{else},
\end{cases}$$

\[ \tilde{f} \equiv 0, \quad c = \frac{1}{2N}, \quad F(x) \triangleq 1 + \frac{1}{N} \sum_{j=1}^{3} \left( \sum_{i=0}^{\lfloor N/2 \rfloor - 1} (x_{6i+j} - 1)^2 + \sum_{i=\lfloor N/2 \rfloor}^{N-1} (x_{6i+j} + 1)^2 \right). \]

Table 2 summarizes data of a numerical test with time horizon $T = 2$ and randomly chosen initial configuration $x_0$ such that

$$\sum_{j=1}^{3} x_{0,6i+j}^2 = 25, \quad \sum_{j=1}^{3} x_{0,6i+3+j}^2 = 0, \quad i \in \{0, \ldots, N - 1\}.$$ 

The time discretization parameter is set to $h = 0.0001$, corresponding to 20000 time steps at each iteration. Computations were performed with
20 iterations at each run as the number of particles $N$ goes through the set \{2, 5, 10, 20, 40, 50, 80\}. The first column of Table 2 gives the particle number $N$, while the second and third column show the corresponding dimensions of the state space $\mathcal{X} = \mathbb{R}^d$ and the control space $\Gamma = \overline{B}(0, 2) \subset \mathbb{R}^{d_2}$. The fourth column reports the value of the subsolution at initial state computed after 20 iterations. The difference between this value from below and the value from above, namely the cost associated with the trajectory obtained from the feedback strategy induced by the last subsolution, is given in column five. The second but last column shows the computing time in seconds, while the last column shows values of the function $z \mapsto 0.963 \cdot z^2$ evaluated in $N$.

From Table 2, we see that computation time grows sub-quadratically in the number of particles and, equivalently, in the state and control space dimensions. We have re-scaled running and terminal costs in accordance with the mean field interaction in the dynamics. Minimal costs are thus expected to converge to some optimal limit costs as $N$ tends to infinity, in a way analogous to the law of large numbers. Randomness enters the system through the choice of the initial configuration. The difference between the value of the subsolution at initial state computed after 20 iterations (value from below) and the cost associated with the trajectory obtained from the feedback strategy induced by the last subsolution (value from above) approaches machine precision. The instances where it is negative ($N \in \{40, 50, 80\}$) are likely due to rounding errors. Those errors do not build up nor do they seem to grow with the number of particles.

The last row in Table 2 shows a second run with $N = 80$, starting from the same (randomly sampled) initial configuration as for the one reported in the first row with $N = 80$. While for that run, and the others reported above, the initial configuration stays the same for all 20 iterations, in this run every other iteration uses a perturbed initial configuration, which is obtained by adding to each component of the original configuration (position as well as
velocity entries) the outcome of sampling from a sequence of i.i.d. Gaussian random variables with mean zero and variance equal to 0.25. Figure 2 shows the value of the current subsolution and the cost of the simulated trajectory under the Markov feedback strategy induced by that subsolution as a function of the iteration step. We see quick convergence for even step numbers, namely those where the original initial configuration is used. For odd step numbers, we do not have, nor do we expect to have, fast convergence of values, as those iterations are computed with respect to ever new initial configurations, obtained by independent perturbations of the original one. Better performance of those feedback controls could be obtained by letting more than one iteration start from any of the perturbed configurations. Still, Figure 2 can be seen as an illustration of the claim that the subsolutions computed by our algorithm yield useful sub-optimal feedback controls also for previously unseen initial configurations.

6.2 Stochastic case

Given an initial state $X_0 = x_0 \in \mathbb{R}^d$, the optimal control problem is to minimize

$$
\mathbb{E} \left[ \sum_{j=0}^{N-1} \left( c|\gamma_j|^2 + f(X_j) \right) h + F(X_N) \right],
$$

where $N = T/h$, over $\bar{B}(0,r)$-valued adapted control processes $(\gamma_j)$ subject to the dynamics

$$
X_{j+1} = X_j + (AX_j + B\gamma_j) h + \sqrt{h}C\xi_{j+1}, \quad j \in \{0, \ldots, N - 1\},
$$

where $\xi_1, \xi_2, \ldots$ are i.i.d. $\mathbb{R}^{d_1}$-valued random variables with common distribution $\mu \doteq \otimes_{d_1} \text{Rad}(1/2)$. 

---

**Figure 2**: Values at initial configuration for Example 2 ($N$-particle deterministic) with $N = 80$; every other iteration (odd numbers) started from a perturbed initial configuration.
Example 3 (5-dimensional stochastic). Dimensions $d = d_1 = d_2 = 5$, control actions in the closed ball $\Gamma = \bar{B}(0,1)$,

$$A = 0, \quad B = \text{Id}, \quad C = 0.25 \cdot \text{Id}, \quad \bar{f} \equiv 0, \quad F(x) \doteq 1 + \|x\|^2.$$ 

Table 3 summarizes data of a numerical test with discretization parameter $h = 0.01$, time horizon $T = 2$, and initial state $x_0 \doteq (1, -\sqrt{3}, 2, 1, -1)$ starting from the constant subsolution $w^{(0)} \equiv 0$. The first column there gives the cost coefficient $c$ for the quadratic control running costs. The second column shows the number of iterations of the algorithm, while the third column reports the value of the subsolution at initial state computed after the indicated number of iterations. The difference between this value from below and an estimated value from above, which is computed through Monte Carlo simulation as the average cost associated with $10^4$ trajectories generated according to the feedback strategy induced by the last subsolution, is given in column four. Column five shows the corresponding relative error: (estimated value from above minus value from below) divided by value from below. The computing time in seconds appears in column six. For our simple example, an optimal feedback strategy can be calculated analytically. The difference between a cost estimate corresponding to that optimal feedback strategy (again computed by Monte Carlo simulation) and the estimated value from above is given in the last column.

From Table 3 and Figure 6.2, we see that convergence is much slower than in the deterministic case. After the first 100 iterations, improvements in the approximation error become small. After 200 iterations, we still have a relative error between 24% ($c = 0.0$) and 11% ($c = 1.5$). As in the

| $c$ | #iter. | value below | $\Delta_{\text{above}-\text{below}}$ | relative $\Delta$ | CPU | $\Delta_{\text{above}-\text{opt}}$ |
|-----|--------|-------------|----------------------------------|------------------|-----|----------------------------------|
| 0.0 | 20     | 2.15        | 0.751                            | 34.93%           | 0.126s | 0.1220                           |
| 0.0 | 50     | 2.27        | 0.593                            | 26.12%           | 0.434s | 0.0783                           |
| 0.0 | 100    | 2.28        | 0.562                            | 24.65%           | 1.440s | 0.0600                           |
| 0.0 | 200    | 2.29        | 0.533                            | 23.28%           | 5.446s | 0.0385                           |
| 0.5 | 20     | 3.15        | 0.751                            | 23.84%           | 0.124s | 0.1189                           |
| 0.5 | 50     | 3.27        | 0.592                            | 18.10%           | 0.429s | 0.0784                           |
| 0.5 | 100    | 3.28        | 0.561                            | 17.10%           | 1.414s | 0.0589                           |
| 0.5 | 200    | 3.29        | 0.532                            | 16.17%           | 5.460s | 0.0380                           |
| 1.5 | 20     | 5.13        | 0.697                            | 13.59%           | 0.121s | 0.1177                           |
| 1.5 | 50     | 5.13        | 0.653                            | 12.73%           | 0.429s | 0.0778                           |
| 1.5 | 100    | 5.14        | 0.620                            | 12.06%           | 1.404s | 0.0555                           |
| 1.5 | 200    | 5.15        | 0.590                            | 11.46%           | 5.338s | 0.0349                           

Table 3: Numerical test for Example 3 (5-dimensional stochastic).
deterministic case, convergence speed may strongly depend on the choice of parameter values like the cost coefficient $c$. In this example, if $c = 0.0$, then we have zero running costs (since $\bar{f} = 0$ here). For our subsolutions to come close to the value function at initial time, all costs have to be propagated backwards from terminal time, as the terminal costs are the only source of costs when $c = 0.0$. For $c > 0$, running costs contribute to the value at initial time along the entire state trajectory, and they are propagated backwards more quickly. This may explain why the relative error (for fixed number of iterations) decreases as the cost coefficient $c$ increases.

The computational cost is higher than in the deterministic case since evaluation of the Bellman operator now requires to compute expected values. As we have chosen a random walk discretization of the noise, expected values in dimension five correspond to convex combinations of $2^5 = 32$ summands. This leads to a “built-in” curse-of-dimensionality with respect to $d_1$, the noise dimension. The overall computation time, as compared to Example 1, increases nevertheless only by a factor around five. The main computational burden actually lies in the Monte Carlo simulation for the cost estimates when using a subsolution produced after several hundred iterations.

For Example 3, an optimal feedback strategy can be found explicitly. Using that strategy to compare costs, we see that the feedback strategies induced by the subsolutions generated by our algorithm do not perform too badly; cf. last column of Table 3. In fact, the relative error after 200 iterations lies between 1.7% ($c = 0.0$) and 0.6% ($c = 1.5$), an order of magnitude better than the relative error in terms of the value at initial state.

Example 4 (Brownian particle in space). Dimensions $d = 6$, $d_1 = d_2 = 3$, 

![Figure 3: Convergence at initial state for Example 3 (5-dimensional stochastic) with $h = 0.01$, $c = 1.5$.](image)
control actions in the closed ball $\Gamma = \bar{B}(0, 2)$,

$$A = \begin{pmatrix} 0.0 & 0.0 & 0.0 & 1.0 & 0.0 & 0.0 \\ 0.0 & 0.0 & 0.0 & 0.0 & 1.0 & 0.0 \\ 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0 \\ 0.0 & 0.0 & 0.0 & -0.2 & 0.0 & 0.0 \\ 0.0 & 0.0 & 0.0 & 0.0 & -0.2 & 0.0 \\ 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & -0.2 \end{pmatrix}, \quad B = \begin{pmatrix} 0.0 & 0.0 & 0.0 \\ 0.0 & 0.0 & 0.0 \\ 0.0 & 0.0 & 0.0 \\ 1.0 & 0.0 & 0.0 \\ 0.0 & 1.0 & 0.0 \\ 0.0 & 0.0 & 1.0 \end{pmatrix},$$

$$C = \begin{pmatrix} 0.0 & 0.0 & 0.0 \\ 0.0 & 0.0 & 0.0 \\ 0.0 & 0.0 & 0.0 \\ 0.25 & 0.0 & 0.0 \\ 0.0 & 0.25 & 0.0 \\ 0.0 & 0.0 & 0.25 \end{pmatrix}, \quad \bar{f}(x) = \frac{x_1^2 + x_2^2 + x_3^2}{2}, \quad F \equiv 1.$$

Table 4 summarizes data of a numerical test with running cost coefficient $c = 0.5$, time horizon $T = 2$, and initial state $x_0 = (1, -3, 2, 0, 0, 0)$ starting from the constant subsolution $w^{(0)} \equiv 0$.

From Table 4, we find, as in the previous examples, fast initial convergence. A relative error around 1% is reached after the first twenty iterations. The error is slightly lower for discretization parameter $h = 0.001$ than for $h = 0.01$, again because of the Hamiltonian approximation in computing one-step control actions. As expected, computation time increases by a factor of around ten when passing from 200 time steps ($h = 0.01$) to 2000 ($h = 0.001$). As in the deterministic case, we see that convergence speed strongly depends on the problem structure. Indeed, convergence is much better for Example 4 than for Example 3 thanks to the fact that only three of the six state components are controlled and affected by noise.

Lastly, we create a stochastic version of the $N$-particle system with mean field interaction from Example 2 by adding a common noise to the acceleration components of all particles. The noise space will thus always be three-
dimensional, while state and control space dimensions are proportional to the number of particles $N$. Running costs as well as terminal costs are the same as for the deterministic version, and also initial positions and velocities are chosen in the same way as there.

**Example 5** ($N$-particle stochastic with common noise). Dimensions $d = 6N$, $d_1 = 3$, $d_2 = 3N$, where $N \in \mathbb{N}$ number of particles, control actions in the $d_2$-dimensional closed ball $\Gamma = \bar{B}(0, 2)$,

$$
A = (a_{kl}) \text{ with } a_{kl} = \begin{cases} 
1 & \text{if } (k \mod 6) \in \{1, 2, 3\} \text{ and } l = k + 3, \\
\frac{-1}{N} & \text{if } (k \mod 6) \in \{4, 5, 0\} \text{ and } (|l - k| \mod 6) = 3, \\
0 & \text{else},
\end{cases}
$$

$$
B = (b_{kl}) \text{ with } b_{kl} = \begin{cases} 
1 & \text{if } k = 6i + 3 + j \text{ and } l = 3i + j \\
0 & \text{else},
\end{cases}
$$

$$
C = (c_{kl}) \text{ with } c_{kl} = \begin{cases} 
0.25 & \text{if } k = 6i + 3 + j \text{ and } l = j \\
0 & \text{else},
\end{cases}
$$

$$
\tilde{f} \equiv 0, \quad c = \frac{1}{2N}, \quad F(x) = 1 + \frac{1}{N} \sum_{j=1}^{3} \left( \sum_{i=0}^{[N/2]-1} (x_{6i+j} - 1)^2 + \sum_{i=[N/2]}^{N-1} (x_{6i+j} + 1)^2 \right).
$$

Table 5 summarizes data of a numerical test with time horizon $T = 2$ and randomly chosen initial configuration $x_0$ such that

$$
\sum_{j=1}^{3} x_{0,6i+j}^2 = 25, \quad \sum_{j=1}^{3} x_{0,6i+3+j}^2 = 0, \quad i \in \{0, \ldots, N - 1\}.
$$

The time discretization parameter is set to $h = 0.001$, corresponding to 2000 time steps at each iteration. The number of particles $N$ goes through the set $\{1, 2, 5, 10\}$. The first column of Table 5 gives the particle number $N$, while the second and third column show the corresponding dimensions of the state space $X = \mathbb{R}^d$ and the control space $\Gamma = \bar{B}(0, 2) \subset \mathbb{R}^{d_2}$. The common noise is always three-dimensional.

The fourth column shows the number of iterations of the algorithm, equal to either 20 or 50, while the fifth column reports the value of the subsolution at initial state computed after the indicated number of iterations. The difference between this value from below and an estimated value from above, which is computed through Monte Carlo simulation as the average cost associated with $10^4$ trajectories generated according to the feedback strategy induced by the last subsolution, is given in column six. Column seven shows the corresponding relative error: (estimated value from above minus value from below) divided by value from below. The computing time in seconds appears in the last column.
Table 5: Numerical test for Example 5 \((N\text{-particle stochastic with three-dimen-
sional common noise})\).

Table 5 suggests that computation time grows sub-quadratically in the
number of particles and, equivalently, in the state and control space di-

densions. We have re-scaled running and terminal costs in accordance with
the mean field interaction in the dynamics. Minimal costs are thus expected
to converge to some optimal limit costs as \(N\) tends to infinity, in a way
analogous to the law of large numbers (with a common noise). This may
explain why the relative error actually decreases as the number of particles
increases.

In conclusion, regarding our numerical tests, for both deterministic and
stochastic problems we find good initial convergence. The actual speed of
convergence strongly depends on the problem structure as well as parameter
values. Thanks to the subsolution property, one can always obtain a posteri-
orri error bounds. For deterministic problems, we find fast convergence with
errors getting down to machine precision even for problems with several hun-
dred state and control dimensions. Computation time scales (sub-)linearly
in the number of time steps, while it appears to scale sub-quadratically in
the number of iterations as well as the number of state and control di-

densions. Convergence in terms of the value at initial state can be much slower
for stochastic problems. The subsolution generated by our algorithm may
nevertheless yield a sub-optimal feedback strategy that is useful in terms of
associated costs.
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