Two algorithms for vehicular obstacle detection in sparse pointcloud
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Abstract—One of the main components of an autonomous vehicle is the obstacle detection pipeline. Most prototypes, both from research and industry, rely on lidars for this task. Pointcloud information from lidar is usually combined with data from cameras and radars, but the backbone of the architecture is mainly based on 3D bounding boxes computed from lidar data. To retrieve an accurate representation, sensors with many planes, e.g., greater than 32 planes, are usually employed. The returned pointcloud is indeed dense and well defined, but high-resolution sensors are still expensive and often require powerful GPUs to be processed. Lidars with fewer planes are cheaper, but the returned data are not dense enough to be processed with state of the art deep learning approaches to retrieve 3D bounding boxes. In this paper, we propose two solutions based on occupancy grid and geometric refinement to retrieve a list of 3D bounding boxes employing lidar with a low number of planes (i.e., 16 and 8 planes). Our solutions have been validated on a custom acquired dataset with accurate ground truth to prove its feasibility and accuracy.

I. INTRODUCTION

To properly drive in an unknown environment, autonomous vehicles need to sense the surroundings and find possible obstacles. Among the most used sensors for this task are lidars [1], [2] [3]. Those sensors return a 3D pointcloud representing the area around the autonomous car up to 100 meters with millimeter precision. The density of this pointcloud is a function of the number of lasers mounted on the sensor, which defines how many planes, sometimes called channels, are in the 3D pointcloud. To retrieve a detailed representation, most autonomous vehicle prototypes employ high-end lidars, generally, with 32 planes or more [4], [5]. Those sensors provide dense pointclouds that deep learning architectures can process to retrieve 3D bounding boxes of obstacles [6]. However, those sensors are still expensive, and smaller projects can not sustain their costs. Moreover, to process a rich pointcloud in real-time via deep-learning techniques at a high enough frequency to safely control the vehicle, powerful GPUs are required.

A design-to-cost project might decide to employ sensors with a reduced number of planes, where the returned pointcloud is considerably less defined. For a 16 plane lidar, a human can still identify and classify obstacles, but with a lower resolution, this task becomes challenging. Due to the reduced number of points, deep learning approaches struggle to extract enough features to classify obstacles correctly. For this reason, different methods, not deep-learning-based, need to be employed.

Lidars and laser sensors have been used in the robotics field way before the rise of autonomous vehicles. Indoor and logistic robots are usually less expensive, and for this reason, they have always been using smaller lidars, usually even single-plane ones. Despite using similar sensor suits, autonomous vehicles and logistics robots have some significant differences. Indoor robots can navigate the environment with low-level representations such as grid-map [7]; contrarily, planning algorithms for autonomous vehicles, which move at high speed in dynamic environments, require a more high-level representation, like a list of 3D bounding boxes [8]. Because of these differences, it is impossible to directly employ classical robotics solutions, which work well with limited plane lidars, on autonomous vehicles.

In this paper, we propose two solutions, one for a 16 plane lidar and one for an 8 plane lidar. Both approaches are based on occupancy grid, and successive geometric operation on the pointcloud to extract 3D orientated bounding boxes from this low-density pointcloud, as shown in Fig. 1. In particular, the second scenario performs most of the tasks on a 2D grid.

Fig. 1: Snapshot of the 8 plane obstacle detection algorithm. In blue the original pointcloud points, in black the occupancy grid, and in red and green respectively the 2D bounding boxes on the ground plane and 3D bounding boxes fitted on the pointcloud data.
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Therefore, the proposed solution can be easily extended to any number of plane scenarios (e.g., smaller sensors with four or fewer planes but also higher resolution ones).

To validate both algorithms, we recorded a custom dataset (publicly available at \(^1\)), since no dataset is currently available for this task. We employed an RTK-GPS to acquire the exact position of a dynamic obstacle moving around the ego vehicle, equipped with a 16 plane Velodyne. In such a way, we were able to compute the exact position and heading for that specific obstacle to validate our results properly. For the second task, we also performed a decimation of the pointcloud, removing half of the planes to simulate a lower resolution sensor.

This paper is structured as follows; in Section II, we provide an overview of the current state of the art regarding lidar-based obstacle detection, highlighting the similitude with the robotics world. In Section III and Section IV we describe the two proposed algorithms, for 16 planes lidars and for sensors with fewer planes. Finally, in Section V, we provide experimental validation of both solutions, using our custom recorded dataset, to compare the algorithm output with trustable ground truth.

II. RELATED WORK

Obstacle detection from laser and lidar data has been a research topic for many years. First solutions come from the indoor robotics world [9],[10]; in particular, the most common approach is still to employ a 2D occupancy grid to represent the surrounding of the robot [11]. To better generalize on different terrains, and thanks to the increasing computational power and availability of multi-channel sensors, robotics has also moved from 2D grid to 3D representation [12].

Autonomous vehicle research started from classical robotics ideas, but rapidly identified different solutions. Nowadays, autonomous cars’ detection systems can be divided into three categories: projection methods, volumetric convolutional, and raw pointclouds. The first two are natural evolutions of the robotics approach; projection methods perform a projection of the 3D pointcloud on a 2D plane and then proceed to identify obstacles on the 2D grid. Two class of solution has been identified for this processing phase; the first one is based on geometry and computer vision [13], [8]. While the second one leverages on the increased available computational power, employing deep learning techniques to process the 2D grid with convolutional neural network [14], [15].

Volumetric convolutional methods are based on a 3D occupancy grid; in this case, the processing phase is similar to the 2D scenario. The 3D voxel grid can again be processed with a convolutional neural network to identify obstacles [16], [17]. The main disadvantage of those approaches is that the 3D grid and its processing are both resource-demanding and require high computational power to be performed in real-time. Nevertheless, they can outperform the 2D approaches thanks to a more accurate representation that retains most of the original pointcloud information.

Raw pointcloud methods perform detection directly on the pointcloud, without processing it. The solutions have rapidly grown in popularity in the last years, thanks to the increasing available computational power, and are one of the most used approaches nowadays. Many solutions are based on the popular architecture PointNet [18] and its evolution PointNet++ [18], but recently, with the release of big benchmarking dataset, other approaches have emerged [19]. Deep learning solutions can be extremely powerful and accurate, but they require dense pointclouds, and lidars with a high number of planes to extract enough features. As a result, they perform poorly with excessively sparse pointclouds.

This paper addresses the scenario where data from lidar are limited in resolution, and obstacles are described only by a few planes. Our approaches are based on the projection method, but we extend it to employ, in the final steps, the original pointcloud data. In such a way, we can achieve higher accuracy in the obstacle pose and heading estimation.

III. 16 PLANE OBSTACLE DETECTION

Pointcloud acquired by a 16 plane lidar are generally too sparse to be processed with deep-learning-based solutions to retrieve obstacles. For this reason, the majority of currently developed autonomous vehicles employ at least a 32 planes lidar, or a 64 planes one. Nevertheless, due to their competitive costs, smaller lidar might be employed in low-cost vehicles or scenarios where computational power is limited, and it is impossible to employ complex neural networks to extract obstacles from the pointcloud. Sixteen plane lidars still return a pointcloud with well-defined obstacles, and therefore it can be processed with geometric-based approaches. In this section, we analyze a geometric solution to obstacle detection using a 16 plane lidar.

A. Processing pipeline

The first steps of the pipeline consist of pointcloud preprocessing. Deep learning approaches require the complete pointcloud as input; in this scenario, instead, it is important to remove all the points that are certainly not obstacles. The first step consists of ground plane removal. This is performed using a slightly modified version of the algorithm proposed in [20], to work with our 16 plane lidar. The output of this phase is a pointcloud without the ground plane and the information about the normal of the removed ground. In the next step, we filter all points which belong to objects we are not interested in. In particular, we remove all points above a certain height. This is particularly important to avoid considering as obstacles bridges or light signs. We finally remove points that are too far away on the left and right of the vehicle and therefore are not of interest. The output of this first part is still a 3D pointcloud, but with considerably fewer points, and most importantly, mainly elements that belong to possible obstacles.

In the next step, we proceed to project the 3D pointcloud to a 2D plane, using the normal previously computed when

\(^1\) Dataset will be released upon paper acceptance
removing the ground plane, and apply a 2D grid on the pointcloud. Iterating through each cell of the grid, we set a cell as ‘occupied’ if the number of projected points falling in that cell is above a threshold. The output of this phase is a 2D occupancy grid, similar to the one employed in mobile robotics and presented in [21]. This type of representation is well suited for small and indoor tasks, like logistic robots, but to perform planning in a dynamic environment with an autonomous vehicle it is required a more accurate representation of the surrounding. In particular, the control algorithm performs better with a list of fully characterized obstacles. To retrieve this information from a 2D grid, a further elaboration step is required; the core of our solution is indeed this second processing phase, depicted in Fig. 2.

The first processing step performed on the occupancy grid is a set of morphological operations. The grid can be easily considered as a binary image. Therefore, classical morphological operations, like closure and opening, can remove single noisy points and merge close areas. Next, we apply a clustering algorithm on the grid to retrieve a list of connected components. Those elements are all the candidate obstacles. Finally, we iterate through the list, analyzing each cluster; in particular, based on the area and shape of the obstacle, it is possible to remove objects which are not of interest.

In the analyzed scenario, we focus only on finding other vehicles, therefore, all obstacles that are considerably smaller or bigger are removed. Similarly, it is possible to filter only pedestrians based on their shape on the grid. In the last block of the pipeline, we retrieve a better representation of the obstacles. From the occupancy grid processing phase, it is possible to infer the position and size of the obstacles, but with the discretization of the grid (i.e., the size of a cell). To compute a more accurate representation, we take the list of clusters on the 2D grid and the original pointcloud, and we proceed to crop the small area on the pointcloud relative to each obstacle. Since, in our scenario, we are looking for other vehicles, and the obstacle heading is useful information for the control algorithm, we compute it from the 3D points. In particular, given the pointcloud, we look for a plane perpendicular to the direction of the ego-vehicle, since it will be the side with the highest number of points, as shown in Fig. 3a. From the orientation of the plane, it is possible to retrieve the heading of the vehicle. Next, using this plane, we compute the 3D bounding box that best fits all the points, keeping such plane as one of the faces, Fig. 3b. The final output will be a 3D orientated bounding box that matches the original pointcloud and, therefore, does not have a discretization error.

IV. 8 PLANE OBSTACLE DETECTION

While 16 plane lidars still provide a dense enough pointcloud to identify obstacles and fit planes to compute 3D bounding boxes, lower density lidars are not suited for this approach. In particular, sensors with a lower number of lasers might provide information of an obstacle only on one or two levels, making it challenging to identify the plane, as for the method we have shown previously. Nevertheless, those sensors are still largely employed, both in lower costs automotive environments and smaller outdoor delivery robots. Therefore the problem of retrieving a list of obstacles from those sensors is still actual.
A. Processing Pipeline

Since the previously described approach can not be fully applied with this type of data, the pipeline has a different structure. The first steps are still similar, as shown in Fig. 4, until we compute the 2D occupancy grid. The only difference will be the size of the cell, which is smaller (i.e., 0.05 m) to allow us to perform operations directly on the grid.

The main differences are in the clustering. In the previous algorithm, we retrieved from the grid only 2D bounding boxes, which were used to extract a portion of the original pointcloud, and compute all the information on that one. In this case, since fitting a vertical plane on a single lidar layer is not feasible, we want to retrieve the heading from the 2D grid. To do so, after computing the connected components, we proceed to reconstruct a convex hull for each element. Then we differentiate two possible scenarios, displayed in Fig. 5.

If both dimensions of the convex hull are above a fixed threshold, it means the obstacle is not perpendicular with respect to the lidar, and therefore two sides are visible, Fig. 5a. In this case, the convex hull generally has a triangular shape, since only two sides of an obstacle are visible. Accordingly, we retrieve the three vertices of the triangle and infer from those the possible fourth vertex. From those four points, it is possible to calculate the heading of the obstacle. In particular, to filter noise, we compute the relative angle of each side and average it, with the assumption of a rectangular shape for the obstacle.

If one size is under the threshold, we assume that the obstacle is parallel or perpendicular to the lidar, Fig. 5b. In this case, it is impossible to employ the described approach, and computing the heading based only on two points, which might be close together, would be excessively noisy. Therefore, we proceed to fit a line using RANSAC algorithm [22] on the occupancy grid points. The slope of this line is the heading of the obstacle. This solution is still noisier than computing the values on the two obstacle side, but it allows us to retrieve the heading even when only one side of the obstacle is visible.

To increase the accuracy, we still take the cropped area of the original pointcloud around this 2D bounding box, using the pointcloud point to compute the size and center of the box and a minimum height. Since some obstacles might be described by only one lidar plane, we are not able to return the exact height of the obstacle, but only the maximum value retrieved by the lidar.

In this pipeline, we assume that obstacles have a rectangular shape to compute the heading. Since this requirement is not satisfied by a pedestrian, we check the convex hull size before performing the heading computation. If both dimensions are under a fixed threshold and are more similar to a pedestrian than a vehicle, this computation is not performed. We still compute the 3D box using the information from the grid and the original pointcloud, but we will not provide a heading.

Computing the heading on a discretized grid introduces a small noise compared to the original points. To improve this, a solution might be to use the cropped projected pointcloud as input to RANSAC. After an experimental analysis where we compared the values computed using the grid and the one from the projected 2D points, we concluded that the improvements of this solution are minimal. In contrast, the increased computational power required to fit a line with RANSAC directly on the pointcloud points is substantial. For this reason, we preferred the approach previously illustrated, which is computationally less expensive and still guarantees high enough accuracy.

V. EXPERIMENTAL RESULTS

Both algorithms have been validated on a dataset acquired in the Monza ENI circuit. The recorded data consists of a full lap, with data from a 16 plane lidar and RTK-GPS position of the ego vehicle and one obstacle. The obstacle is a medium-sized van, which performs multiple maneuvers around the ego vehicle, changing its distance from zero up to twenty meters. From this recording, it is possible to compare the distance and heading computed by the algorithms with respect to accurate ground truth. The second approach is designed to work with lidars with low numbers of planes, therefore we employed a decimated version of the pointcloud. Moreover, the algorithm works mainly on a 2D grid, and the quality of
In this paper, we presented two algorithms for obstacle detection from sparse pointcloud. The first one is designed to work with 16-plane lidars, where deep-learning-based approaches are not suitable due to the low number of features, but have enough points to allow us to perform vertical plane fitting operations. The second one is instead developed to work with 16-plane lidars, where deep-learning-based approaches are not suitable due to the low number of features, but have enough points to allow us to perform vertical plane fitting operations. The second one is instead developed to work with all types of sensors, since it performs most of the operations on a 2D occupancy grid. Therefore, the only missing information with a lower number of planes is the height of the obstacles. Both solutions have been validated using a custom acquired dataset, with accurate ground truth, to compare the real obstacle position and heading with the one from the algorithms. Both solutions have proved their
ability to compute 3D bounding boxes with low error. The second approach is slightly less accurate due to the grid discretization process, but the error values are acceptable for control. Moreover, the solution can run in real-time on a consumer laptop without a modern GPU.

Future works will be centered on implementing a final block of the pipeline to perform classification on the retrieved bounding box, similarly to neural network-based approaches. A second improvement will focus on tracking the state of each obstacle, in such a way, it should be possible to mitigate the bounding box noise, and filter spikes in the heading estimation.
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