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Abstract
Aiming at an obstacle avoidance problem with dynamic constraints for Unmanned Surface Vehicle (USV), a method based on Circle Grid Trajectory Cell (CGTC) is proposed. Firstly, the ship model and standardization rules are constructed to develop and constrain the trajectory, respectively. Secondly, by analyzing the properties of the circle grid, the circle grid tree is produced to guide the motion of the USV. Then, the kinematics and dynamics of the USV are considered through the on-line trajectory generator by designing a relational function that links the rudder angle, the heading angle, and the central angle of the circle grid. Finally, obstacle avoidance is achieved by utilizing the on-line trajectory generator to choose a safe, smooth, and efficient path for the USV. The experimental results indicate that the proposed method can avoid both static and dynamic obstacles, showing better performance in terms of distance cost and steering cost comparing with the related methods, and our method only takes 50% steering cost of the grid-based method; the collision avoidance path not only conforms to the USV dynamic characteristics but also provides a reference of steering command.
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Introduction
For an unmanned surface vehicle (USV), obstacle avoidance is always the key to make sure the various maritime missions are carried out.¹ Since the unmanned vehicles are often underactuated systems, such as Unmanned Ground Vehicle (UGV), Unmanned Aerial Vehicle (UAV), and Unmanned Surface Vehicle (USV), obstacle avoidance operation should take into consideration the kinematics and dynamics constraints of the vehicles.² ³ ⁴ ⁵ Thus, the USV navigation problem for obstacle avoidance considering kinematics and dynamics constraints is discussed in this paper.

In general, there are two problems in obstacle avoidance that need to be settled, that is, map (environment) modeling and avoidance algorithm. Map modeling is the foundation of the avoidance algorithm. Without a proper and accurate map representation, the avoidance algorithm cannot give a full play. There are three ways to express the environment: Metric Representation, Topological Representation,⁶ and Hybrid Representation.⁷ Metric Representation uses a world coordination system to express environmental characteristics. It is usually classified into Spatial Decomposition and Geometric Representation, Grid Map,⁸ and Quad-Tree⁹ belonging to the former, Visibility Graph¹⁰ belonging to the latter. Topological Representation uses nodes to express the location and sides to express the relation of these nodes. The typical
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method is the Voronoi Graph. Hybrid Representation is the way of combining metric information and topological characteristic. The typical way is to extract topological characteristics from the metric map, which is called Simultaneous Location and Mapping, SLAM.

For the avoidance algorithm, there are plenty of methods proposed for vehicle collision avoidance. For example, Artificial Potential Field (APF) and Velocity Obstacle (VO) are the most widely used methods. The former takes advantage of the virtual potential to make research objects keep away from the obstacles, the latter makes use of relative velocity to avoid moving obstacles. Genetic Algorithm, Neural Network Algorithm, etc. are the intelligent algorithms that use the idea of biology. When the dynamic constraints of the research object are considered, some special curves like Dubins Path, Fermat Spiral (FS), B-Spline curve, and Clothoid curve are often combined with the above algorithms to make the path of collision avoidance more smooth and continuous.

Different from the above methods, a motion planning method for the USV obstacle avoidance based on Circle Grid Trajectory Cell (CGTC) considers the kinematics and dynamics constraints and can provide a smooth manipulation and safety path during the USV obstacle avoidance. The designed Circle Grid allows the USV’s possible headings and waypoints to have a continuous change, which is related to the continuous motion curve. Meanwhile, the structure of the circle grid tree can fully cover the planning space. The Trajectory Cell is built by the proposed standardization rules. These rules discretize trajectories and maintain the continuity. Combining the Circle Grid and the Trajectory Cell, the CGTC is introduced to realize the smooth manipulation during obstacle avoidance.

Overall, the contributions of our proposed method are as follows:

1. The map of the searching space is built based on the Circle Grid to make sure the possible headings and waypoints of the USV have a continuous change in the searching process.
2. The searching method is designed considering kinematics and dynamics constraints by blending in the mathematical model of the USV, which makes the planned path conform to the actual motion of the USV.
3. The obstacle avoidance strategy is proposed based on the CGTC scheme that works in both static and dynamic environments, and the manipulation during the USV collision avoidance process is guaranteed to be smooth.

Related work

The traditional avoidance methods for an USV often combine classical algorithms with marine instruments or regulations. For example, Zhuang et al. combine electronic charts (e-chart) and marine radar with the Dijkstra algorithm to achieve global and local route planning for USVs. They use e-chart to deal with global planning and use a smoothing processed radar image (binary map) to deal with local collision avoidance. Almeida et al. take advantage of marine sensors to detect obstacles. They use a camera to get the environment information and grade the degree of danger based on the distance of the obstacle. International Marine Collision Regulations (COLREGS) also play an important role in the maritime field. All the ships in the sea must obey these regulations. Some scholars firstly plan a global path using A* algorithm. Then based on COLREGS, they classify the collision into different situations and work out different behaviors to avoid each situation. Those behaviors correspond to different routes. Singh and Mina et al. proposed a safe A* algorithm for USV safety, where the distance between USVs and obstacle is considered in sea surface currents. Song et al. introduce a smooth A* algorithm for USV path planning and collision avoidance, where the method can provide a more continuous route and have no redundant path points by reducing the unnecessary jags.

When dynamic constraints are considered, there are different obstacle avoidance methods for different kinematic conditions. Curve Fitting is a way of dealing with the constraint of the minimum turning radius and the heading. The main idea is to construct a curve to make the best fit for a certain polyline path and meet the headings of the origination and destination. Chen combines the “CLC” Dubins path with a genetic algorithm to improve the optimization of the pose (positions and heading angles) transition from the starting point to the end point. Sun takes the floating-point numbers and the turning radius of KT equations as the order and the radius of curvature of the Bessel curve to restrain the collision avoidance path, and gets a smooth continuous trajectory for USVs. When dealing with the constraint of the speed, Velocity Obstacle is usually used. Kuwata et al. firstly build a coordinate system of velocity space. Then the overlapping area that the USV may have a collision in this system is calculated. Finally, by combining with the COLREGS, the collision avoidance direction of the USV is judged. Du et al. combine Velocity Obstacle with Particle Swarm Algorithm to calculate the optimal heading and speed for obstacle avoidance. Compared to the above-mentioned methods, Multi-constraint optimization is more direct. It treats these dynamic constraints as objects that need to be optimized.

Moreover, Kim et al. take into account the possible heading angles to turn the original two-dimensional (x, y) planning space into three-dimensional (x, y, θ). Yang et al. take advantage of the angle constraint to improve the A* algorithm and consider the ship dimension and obstacle security boundary in the collision avoidance process. Huang et al. introduce a
framework of human-machine interaction for safe collision avoidance of USVs, which can provide an interpretable decision-making process for the operator, and can be suitable to the under-actuated features of USVs. Huang and van Gelder\textsuperscript{39} provide a method of collision risk assessment for USV collision avoidance, in which the USV dynamics constraints are considered during the risk assessment of time-varying USV collision avoidance.

Apart from the above methods, some scholars start to consider dynamic constraints in avoidance operations in recent. For example, Svec et al.\textsuperscript{40} take advantage of the idea of probability prediction. They firstly use USV mathematical model to predict all the possible collision avoidance trajectories. Then use min-max game-tree to select the smallest collision probability trajectory from the possible trajectories pool. Du et al.\textsuperscript{41} make use of USV’s hydrodynamic model to build a set of trajectory segments. Through the location and direction that those segments can reach, they propose a search and collision avoidance strategy containing the movement characteristics of the USV. Gu et al.\textsuperscript{42} propose a path search method for USV path planning, in which they achieve efficient and time-saving path search that fascinates USV obstacle avoidance. Gu et al.\textsuperscript{43} develop a motion planning method that improves the A* algorithm and considers USV dynamic constraints to avoid obstacles in restricted waters. Zhou et al.\textsuperscript{6} provide a better performance method for USV motion planning comparing with the related algorithm, in which the method can achieve safe motion planning and avoid obstacles.

However, the above research works pay more attention to the quality of the planned path but less about the maneuverability for obstacle avoidance operation under dynamic environments. A practical motion obstacle avoidance method for an USV not only requires improving the quality of the path but also needs to give a set of reference commands. Thus, this paper not only focuses on which path is safe but also pays attention to how to avoid these obstacles by manipulating smoothly.

**CGTC model**

**Problem statement**

Generally, the grid map method is one of the most widely used map modeling methods for USV collision avoidance. However, the grid map is unfit for associating with a continuous motion curve, because there are finite candidate nodes (discretized nodes) in every loop of search (Figure 1(a)) and can cover the area of the search probability.

To make the discretized nodes become a set of continuous nodes (curve segment), the shape of a grid should be changed. When the basic grid is circle-shaped and the candidate nodes are on the arc, the number of nodes is infinite and they form a continuous curve (Figure 1(b)). Thus, we design a circle grid map modeling method to solve the combination between the dynamic constraints and the search algorithm in the USV motion planning problem.

Moreover, Du et al.\textsuperscript{41} and Zhou et al.\textsuperscript{6} constructed the grid map and topological map for USV motion planning using trajectory unit respectively, which can consider the combination between the dynamic constraints and the search algorithm in USV motion planning problem. Although the method of Du et al.\textsuperscript{41} can achieve motion planning considering dynamic constraints very well, the method may not get the short path; After that, Zhou et al.\textsuperscript{6} develop a motion planning method based on the topological map and provide better performance comparing with Du et al.\textsuperscript{41} such as the shorter path distance and the shorter search time, nonetheless they may need to further explain and proof the effectiveness of the method using the trajectory unit, and design the sophisticated strategies for USV collision avoidance.

Therefore, to solve the above problems and achieve better performance for USV collision avoidance, several steps need to be done well:

Firstly, the representation of dynamic constraints. The motion curves not only contain all the dynamic characteristics but the relationships of these constraints. Thus, the trajectory is a good way of representation, and how the trajectory is produced is the first problem.

Then, the standardization of the trajectories. Although the trajectory is a good way of representing the dynamic constraints, the final purpose is to work for collision avoidance. Thus, it is necessary to build a set of rules to standardize these trajectories. The rule must keep the trajectories simple which makes the path easy to realize, and also keep them coupled to make the final path still maintain continuously.

Finally, the coverage of the circle-shaped map. The reason why the grid map is widely used in the path planning problem is that it can cover the research space completely (Figure 2(a)). But for a circle map, there are some uncovering areas because of the arc (Figure 2(b), the white shadow). Thus, how to solve this defect is important for the map modeling and the premise of the accuracy for path searching.

To achieve the above steps, this Section establishes the CGTC model. Section 3.2 introduces a ship’s mathematical method to produce the USV trajectories. Section 3.3 builds a trajectory standardization rule to constraint them. Section 3.4 proposes a circle cell tree to solve the full space coverage problem. In the end, the CGTC model is established in Section 3.5.

**Ship mathematical model**

The ship’s mathematical model is built by the Maneuvering Mathematical Group (MMG) method.\textsuperscript{44} The main idea is to decompose fluid forces and moment into several parts which affect the hull, propeller, and rudder; the external effect on the hull is
classified into inertia and viscidity.\textsuperscript{45} Therefore, an MMG model consists of an inertia model, a viscosity model, a propeller model, and a rudder model.

To simplify the problem, three assumptions are made as follows.

Assumption 1. Only planar motions are considered (neglect heaving, rolling, and pitching).

Assumption 2. No account of the influence of wind, current, and waves.

Assumption 3. The speed is considered as a constant in a fixed propeller gear when the ship is steady steaming.

Aiming at Assumption 3, it is necessary to make an explanation. When a ship sails on the waters, the load of the propeller will increase due to the resistance. And it will result in the decrease of the propeller speed ($n$). At the moment, the speed controller will raise the engine power to offset the increased load of the propeller and maintain the speed. In this whole process, the engine works in the closed-loop system of the automatic rotation speed control.

Thus, the model is based on three degrees of freedom: yawing, swaying, and surging:

$$
\begin{align*}
X &= X_I + X_H + X_P + X_R \\
Y &= Y_I + Y_H + Y_P + Y_R \\
N &= N_I + N_H + N_P + N_R
\end{align*}
$$

where $I$, $H$, $P$, $R$ denote the forces (or moment) of inertia, viscosity, propeller, and rudder respectively, and the detailed model can be seen in the references.\textsuperscript{41,44}

**Trajectory standardization rule**

The standardization rule is the key to the Trajectory Cell model. An appropriate rule not only builds a bridge between motion curves and avoidance algorithm but also guarantees the final trajectory continuous when these discretized trajectory segments splice each other.
other. There are three rules to standardize the trajectory segments.

**Rule 1**: The motion states are consistent and stable at the start and end moments.

This rule is to guarantee the final trajectory continuous when these discretized trajectory segments splice each other.

The motion states of a USV include position \((x, y)\), heading \((\theta)\), velocity (advance speed \(u\) and transverse speed \(v\)), and rudder angle \((\delta)\). The first three parameters \((x, y, \theta)\) are the variable in path searching, so they are always changing. And this rule is to make sure that at the start and end moments: (1) the velocities are identical and (2) the rudder angles are 0.

The first requirement is to guarantee the curvature of the adjacent segments does not change. For a ship, when the rudder is fixed, different velocities will produce a different turning radius. If the velocity is fixed, the turning radius will keep the same. The second one is to keep the course stable. When the rudder angle is 0, the USV will fix it on a certain course. So the current trajectory segment will transfer to the next smoothly (Figure 3).

**Rule 2**: The number of steering is no more than once.

This rule is to optimize the final path and make the manipulation smooth and closer to reality.

As a basic unit composing the final trajectory, the Trajectory Cell should be as simple as possible. For the trajectory segment itself, there should not be too much steering (Figure 4(a)); otherwise, the final-planned trajectory will have too many inflection points, which does not accord to the real manipulation (Figure 4(b)). Besides, according to **Rule 1**, the rudder angle of each trajectory segment will back to 0 in the end. Thus, the number of steering should no more than once in a cell.

**Figure 3.** Rule 1, the motion states are consistent and stable at the start and end moments: the rudder angles are 0 and the velocities are identical.

**Figure 4.** Rule 2, the number of steering is no more than once: (a) one steering in a cell and (b) two steering in a cell.
Rule 3: The distances between the start and end point from all the cells are identical.

This rule is to make preparation for the Circle Grid model.

To make all the Trajectory Cells as a Circle Grid form to path search, the distance between the start and end point should be the same. So when the start point is fixed, all the possible end points will make up a circle arc. This arc is a candidate point set that includes all the possible USV motion states. Thus, dynamic constraints are transformed into an arc segment.

Circle grid tree

Section 3.1 mentions that the coverage of the circle-shaped map is the key for the map modeling. But there will be some uncovering areas if the circles are tangent to each other, so they must put overlapped. There are three ways of overlapping the circles: Rectangular Overlapping, Homocentric Overlapping, and Tree Overlapping.

The Rectangular Overlapping is similar to a grid map (Figure 5(a)). The distance between two circles is the radius, and the adjacent circles cross each other’s center. However, this configuration neglects many situations. It can be seen from Figure 5(b), except for the blue points, there are no other candidate points. When a trajectory is a red curve shown in Figure 5(b), the map cannot provide the next waypoint. Thus, this configuration is inappropriate.

The Homocentric Overlapping is a set of circles with different radius and the same center (Figure 6(a)). This configuration solves the above problem, all the situations can be found on the circle arc. And all the positions of the waypoints can be located by the polar coordinates (the center is the origin).

However, this configuration has to meet one requirement: the reverse extension line of each heading has to go through the center. It can be seen from Figure 6(b), when a trajectory is from $o$ to $d$, if the heading in position $d$ is the blue arrow, the position of the next candidate points set can be calculated by using the polar coordinates. However, according to the tangent line of the trajectory, the real heading is the red arrow, and the reverse extension line of this heading is not through the center. So the next candidate points set is hard to be calculated.

Thus, this configuration has a high demand for trajectories, and it is also inappropriate.

Actually, Tree Overlapping is the best choice. This configuration takes advantage of the structure of the Unit Tree. In each layer of the tree, the current point is always the center of the circle, and the next candidate points set are always located on the arc of this circle (Figure 7(a)). So the position is calculated by ship coordinate (moving coordinate) system first, and then transform to world coordinate system.

When it is connected all the possible candidate points from the first layer to the bottom, the nodes and edges make up a tree (Figure 7(b)). Thus, this configuration not only covers all the possible situations but also has an easy way to calculate the positions. And this paper will take advantage of it to build the CGTC model.

Producing the CGTC

Based on Sections 3.2–3.4, the CGTC model can be produced. It can be seen from Figure 8, there are three states and two stages in the process of producing CGTC.

At the beginning, the rudder angle is 0 and the velocity is a stable speed under a certain propeller gear.
that is, State A. The first stage is Posture Adjustment, the rudder angle is changed from 0 to a certain value $\delta_0$. In this stage, the rudder angle is fixed on $\delta_0$, the USV is on a steering process. When it is on state B, the adjustment ends. However, the current state is unstable, since the rudder angle is still changing. So the USV goes to the second stage, Posture Stabilization. In this stage, the rudder angle is changed from a certain value $\delta_0$ to 0 and remains unchanged. The USV is gradually on a stable process. After a period of time, the USV is finally on State C that the rudder angle is 0 and the velocity is the same as State A (According to Assumption 3 in Section 3.2). The velocity-changing curve can also be seen in Figure 7. It is obvious that the velocity is always changing in the whole process. However, in State A and C, the values are the same.

Thus, according to different goal headings and taking $90^\circ$ as the maximum heading change, the CGTC set can be produced by the above process. Although the heading changes on the port and starboard side are the same, the absolute value of rudder angles are different ($35^\circ$ and $31^\circ$). It results from the real characteristics of the ship.

Generally, the mass of a ship cannot be strictly balanced on the port and starboard side. So the center of gravity is not on the centerline. When sailing on the sea, the effect of the rudder is different between the port and starboard side. Figure 9 is the two sides turning circles under the same rudder angle produced by
the ship mathematical model from section 3.2. It is obvious that the turning radius on the port side is a little larger than starboard ($R_P > R_S$). Thus, the rudder effect on the starboard side of the USV studied in this paper is better than the port side.

In addition, it is also noticed that there is a reverse displacement (so-called “kick,” the green box on the right) at the beginning of the steering. The “kick” is a transverse distance from the center of gravity to the opposite side of the steering. It is a common phenomenon that happens at the beginning of the steering. Thus, the reverse displacement confirms the accuracy of the mathematical model.

As for the radius of the circle grid, this paper adopts the concept of the Ship Domain to determine safety. The Ship Domain is a safety zone for protecting a ship from collisions from other ships. According to some researches, the ship domain is usually an ellipse whose major axis is four to eight times the length of the ship. Thus, the radius of the circle grid is the size of the Ship Domain for the USV (shown in Figure 10).

Method of USV obstacle avoidance

Section 3 is Map and CGTC Modeling, and Section 4 is Planning Algorithm. This Section focuses on the strategy of path searching.

The main idea of this Section is to take advantage of CGTC model to plan out the best motion curve in each search loop for the USV. Firstly, Section 4.1 designs an on-line trajectory generator for expressing the result of motion planning. The generator takes the motion parameters produced in the process of searching as the basic inputs to generate the motion curve in real-time. Then, Section 4.2 is the key to parameter solving. The three angles in the CGTC model are picked out to determine the position, heading, and manipulation of the USV. Next, aiming at free and obstacle waters, Sections 4.3 and 4.4 introduce the strategy of optimal searching respectively. Finally, the flow of the algorithm is provided to connect the whole algorithm in a series.

On-line trajectory generator

The desired result of motion planning is to plan out a practical motion curve. So the trajectory generator is a necessary link in the whole algorithm, especially in the process of path searching. Thus, it is important to design an on-line trajectory generator. Before designing the generator, the factors that affect the motion curve are needed to figure out. According to the mathematical model of the USV, when the speed is fixed, three factors can affect the characteristic of the motion curve: the rudder angle ($\delta$), the position ($x$ and $y$), and the heading ($\theta$).

It can be seen from Figure 11(a), the rudder angle determines the shape of the curve. The larger the angle, the better the rudder effect, which means a smaller turning circle. So the rudder angle is related to the radius of the curve. Figure 11(b) is the effect of position. This factor changes the initial position of the curve and causes a translation transformation. Figure 11(c) is the heading influence. Different initial headings make the USV has...
different reference directions which can prompt the curve to have a rotation transformation.

Thus, according to the above analysis, the inputs of the generator are $\delta$, $x$, $y$, and $\theta$. The design is shown in Figure 12. The current position and heading determine the initial state of the USV. The command rudder angle determines the shape of the motion curve. After the posture adjustment and stabilization stage, the USV reaches the final state. So this whole process can be found and selected from the trajectory cell set, and finally be planned out (the red one).

It can be seen that the position and heading are the iterative data. In each searching loop, the output data from the last loop will renew the input data of the current loop. So as long as the original motion planning state of the USV is determined, these three inputs ($x$, $y$, and $\theta$) can be easily calculated. However, as the decision input for the shape of the motion curve, the determining of the rudder angle is the most important for this generator. Thus, how to calculate the rudder angle is the next discussed problem.

### Relational function of rudder, heading, and central angle

The way to solve the rudder angle is to find the relation between it and other parameters. According to CGTC in Section 3, there is a certain functional relationship between the rudder angle and heading.

Figure 13(a) is the data of different rudder angles corresponding to different headings, and Figure 13(b) is the coordinate point by these data. It can be seen that the heading has a positive relationship with the rudder angle. To verify the correctness of this relation, the correlation coefficient is calculated. The correlation coefficient is the measurement of the linear correlation between variables. The formula can be expressed as:

$$ r(X, Y) = \frac{Cov(X, Y)}{\sqrt{Var(X) \cdot Var(Y)}} $$

where $Cov(X, Y)$ is the covariance of $X$ and $Y$, $Var[X]$ and $Var[Y]$ are the variances of $X$ and $Y$ respectively.

Thus, the correlation coefficient of the rudder angle and heading angle can be calculated:

$$ r(\delta, \theta) = \frac{Cov(\delta, \theta)}{\sqrt{Var[\delta] \cdot Var[\theta]}} = 0.9957 $$

The result indicates that the rudder angle and heading angle indeed have a positive relation. Taking advantage of the function fitting method, the relational function can be expressed.

Figure 14(a) shows the results of different power function fitting and Figure 14(b) shows the corresponding standard deviations. It can be seen that after third power function fittings, the change of standard deviation is small and the matching of the function tends to be stable. Thus, the cubic function is used to fit the relation of rudder angle and heading:

$$ \theta = a\delta^3 + b\delta^2 + c\delta + d $$

where $a$, $b$, $c$, and $d$ are the fitting coefficient. Similarly, the rudder angle can also be expressed by heading ($\delta = f(\theta)$).

Apart from the relation between the rudder angle and heading, different rudder angle also results in different waypoints. So there is an indirect relation between rudder angle and position. To make this indirect relation more clear, it is necessary to transform the position data to another parameter.

In Figure 15 it can be seen that the polar coordinate system is a usual way to deal with circle grid-related problems. Once the radius and the central angle are determined, the position can be expressed as $(R, \alpha)$. Assuming that the coordinate of the center in the world coordinate system is $(x_c, y_c)$, so the transformation from the Polar coordinate system to the World coordinate system can be expressed as:

$$ \begin{cases} 
x_t = x_c + R \cdot \sin \alpha \\
y_t = x_c + R \cdot \cos \alpha 
\end{cases} $$

When $R$ is fixed, the position $(x_t, y_t)$ is determined by the central angle $\alpha$.

Therefore, the central angle determines the position, the heading angle determines the direction and the rudder angle determines the manipulation. Taking advantage of the above function fitting method, the three angles can be transformed into each other (Figure 16). And the problem of solving the rudder angle can be replaced by the problem of solving the heading or the central angle.

### Heading selecting and calculating algorithm

According to Section 4.2, the key to solving the rudder angle is to calculate the heading or central angle. The
Figure 11. The three factors result in different motion curves: (a) the rudder angle, (b) the initial position, and (c) the initial heading.

Figure 12. The on-line trajectory generator.

Figure 13. The data of rudder angles and corresponding headings: (a) numerical value of the rudder and heading angles and (b) the relations of the rudder and heading angles in the coordinate system.
central angle determines the waypoint position. But in the circle grid, the position has no much direct relevance to the quality of the path. The heading angle determines the path direction. If the destination is determined, the optimal direction is toward it. Therefore, the heading angle can be used as an indicator to judge the path quality.

As is shown in Figure 17(a), point \( C \) is the current node, point \( D \) is the destination and the circular sector shadow is the navigable area (trajectory cell set). Assuming point \( T \) is the next optimal node whose corresponding heading \( u_t \) is toward point \( D \), the angle can be calculated by the coordinate of \( T \) and \( D \):

\[
\theta_t = \arctan \left( \frac{x_d - x_c}{y_d - y_c} \right) \tag{5}
\]

And the coordination of point \( T \) can be calculated by equation (4):

\[
\begin{align*}
x_t &= x_c + R \cdot \sin \alpha \\
y_t &= y_c + R \cdot \cos \alpha
\end{align*} \tag{6}
\]

Besides, by using the relational function of heading and central angle, \( \theta_t \) can also be expressed as:

\[
\theta_t = f(\alpha) \tag{7}
\]

Combining equations (5)–(7) produces only one variate equation:

\[
f(\alpha) = \arctan \left( \frac{x_d - (x_c + R \cdot \sin \alpha)}{y_d - (y_c + R \cdot \cos \alpha)} \right) \tag{8}
\]

Thus, the central angle \( \alpha \) can be determined, and the other two angles are also solved.

However, in some situations, the heading angle cannot be reached directly in one step because of the

**Figure 14.** The function fitting: (a) the results of different power and (b) the corresponding standard deviations.

**Figure 15.** The Transformation between Polar coordinate system and the World coordinate system.

**Figure 16.** The Transformation among position (\( \alpha \)), direction (\( \theta \)), and Manipulation (\( \delta \)).
restriction of the trajectory cell. As is shown in Figure 17(b), when the destination is out of the range of the trajectory cell covering, the $u_t$ is over the maximum heading angle $u_m$. Thus, firstly the USV has to steer a maximum rudder angle to get the edge ($T_m$) of the navigable area with the maximum heading change. Then, takes the edge point as the current point to execute the above searching step.

In fact, according to Section 3.5, the maximum heading change of the trajectory cell is $90^\circ$. So there are four different situations for the destination position. As is shown in Figure 18, when it locates over the red line ($D_1$ and $D_2$), there we only need one steering to change the heading toward the destination. Thus, before searching, the relative location between the current node and destination should be judged first.

**Strategy for static obstacle avoidance**

In waters with obstacles, collision avoidance becomes the primary task. There are plenty of methods to deal with this problem. Considering the characteristic of the circle grid and the important role of the heading in the process of path searching, this paper uses a circle to cover the obstacle and find the best tangency point to bypass it. So the main idea is to compare the angles between the destination and the tangency points.

However, if the heading angle is determined by the way of Section 4.3, the calculating will be complex. Because different headings correspond to different waypoints, the angles made up of radial are not based on the same point, and they cannot be compared directly. As is shown in Figure 19(a), the four different lines are from different points on the circle arc. To simplify the calculation procedure, the paper takes the current point (central point) as the basic point.

It can be seen in Figure 19(b), $N$ points to the true north, the position of the origination $C (x_C, y_C)$, destination $D (x_D, y_D)$, and obstacle $O (x_O, y_O)$ are known. And the radius of the circle grid and the obstacle are $R$ and $r$ respectively. So the tangency point $A_1$ and $B_1$ in the current state can be determined by the angle $\angle NCA_1$ and $\angle NCB_1$ respectively:

$$\angle NCA_1 = \angle NCO - \angle A_1CO$$
$$\angle NCB_1 = \angle NCO + \angle B_1CO$$
The $\angle NCO$ can be calculated by node $C$ and $O$:

$$\angle NCO = \arctan \left( \frac{x_O - x_C}{y_O - y_C} \right)$$

And the $\angle A_1 CO$ is equal to $\angle B_1 CO$, which can be calculated by node $O$, $C$, and $r$:

$$\angle A_1 CO = \angle B_1 CO = \arcsin \left( \frac{r}{\sqrt{(x_O - x_C)^2 + (y_O - y_C)^2}} \right)$$

Thus, $\angle NCA_1$ and $\angle NCB_1$ can be expressed as:

$$\angle NCA_1 = \arctan \left( \frac{x_O - x_C}{y_O - y_C} \right) - \arcsin \left( \frac{r}{\sqrt{(x_O - x_C)^2 + (y_O - y_C)^2}} \right)$$

$$\angle NCB_1 = \arctan \left( \frac{x_O - x_C}{y_O - y_C} \right) + \arcsin \left( \frac{r}{\sqrt{(x_O - x_C)^2 + (y_O - y_C)^2}} \right)$$

The best heading is the one that has the smaller difference between the two tangency angles and the destination angle ($\angle NCD$). It is obviously in this example that $\angle A_1 CD$ is larger than $\angle B_1 CD$. So $\angle NCB_1$ is the heading of the next node, and this node ($T_1$) can also be determined by the relational function.

However, because of the simplification, node $T_1$ is not on the line of $CB_1$. If the heading is fixed in this direction, there is still a possibility for the USV to crash on the obstacle. Thus, the above process should be continued. It can be seen in Figure 19(c), after determining the next node, the $T_1$ becomes the current node. Based on this node, the new tangency points ($A_2$ and $B_2$) can be calculated and the new heading (on node $T_2$) can be determined. It is obvious that the distance from $T_2$ to $T_1 B_2$ is shorter than the distance from $T_1$ to $CB_1$. That means the error of the simplification can be reduced by continuous tracking obstacles.

When it comes to multi obstacles, the searching process is more complex. Firstly, the tangency points of each obstacle circle should be calculated to find the minimum and maximum tangency angles. Then, compared to the destination angle, select the tangency point with a smaller angle difference. So the circle with the selected tangency point is the currently focused obstacle. After the USV bypasses it, this obstacle is neglected, and the algorithm recalculates the best tangency points in the rest obstacles. Finally, until there are no obstacles that need to be concerned, the heading is assigned to point at the destination.

As the example shown in Figure 20, there are three obstacles in the waters. At the beginning, six tangency points are calculated based on the original point ($C_1$), and node $M$ and $N$ correspond to the minimum and maximum tangency angles. Because $\angle MC_1 D$ is larger than $\angle NC_1 D$, node $N$ is selected. After the USV reaches point $C_2$, Obstacle $O_2$ is bypassed and there is no need to consider it (neglect). The algorithm starts to focus on Obstacle $O_3$ (Obstacle $O_1$ is also be neglected). So the
tangency points $P$ and $Q$ are the next points waiting to be compared. Namely, the next searching process is to deal with a single obstacle.

**Strategy for dynamic obstacle avoidance**

When it comes to the moving obstacle, there will be two situations for the USV: maintain the heading or have a steering command. So before taking the actions, the judgment should be made.

Assuming the obstacle maintains its course and speed, the USV maintains its speed (stable velocity) but can change the heading. If the USV doesn’t have to change its heading, $M$ is the intersection point from the heading extending the line of USV and obstacle. When the USV reaches point $M$ first (show in Figure 21(a)), to avoid the collision, the critical situation is that the obstacle is located at position $O_x$ (circle $O_x$ is tangent to circle $M$). Thus, according to the relationship between motion and geometry at the moment:

Figure 20. The strategy for multi obstacle collision avoidance.

Figure 21. The situations that the USV maintains the heading; (a) the speed of USV is higher than the obstacle and (b) the speed of USV is higher than the obstacle.
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\[ t = \frac{l_s}{V_s} = \sqrt{(x_m - x_c)^2 + (y_m - y_c)^2} \] (9)

\[ l_o = t \cdot V_O \] (10)

\[ l_o = \sqrt{OM - (R + R_o)} = \sqrt{(x_m - x_o)^2 + (y_m - y_o)^2} - (R + R_o) \] (11)

Combining equations (9)–(11), we can observe the condition that the speed of the obstacle \((V_O)\) has to comply:

\[ V_O \leq \sqrt{\frac{(x_m - x_o)^2 + (y_m - y_o)^2 - (R + R_o)}{(x_m - x_c)^2 + (y_m - y_c)^2}} \cdot V_S \] (12)

where \(x_m, y_m\) are the coordinates of node \(M\), \(x_c, y_c\) are the coordinates of node \(C\), \(x_o, y_o\) are the coordinates of node \(O\), \(V_S\) is the velocity of the USV, \(R\), and \(R_o\) are the radius of circle cell and obstacle respectively.

Similarly, when the obstacle reaches point \(M\) first (show in Figure 21(b)), to avoid the collision, the critical situation is that the USV is located at position \(C_x\) (circle \(C_x\) is tangent to circle \(M\)). So \(V_O\) has to comply:

\[ V_O \geq \sqrt{\frac{(x_m - x_o)^2 + (y_m - y_o)^2}{(x_m - x_c)^2 + (y_m - y_c)^2}} \cdot V_S \] (13)

Thus, if \(V_O\) conforms to equations (12) and (13), the USV can maintain its heading. However, when \(V_O\) is between the two values, the USV has to have a steering command to avoid the collision. Based on the circle grid, this paper proposes a method to transforms the dynamic obstacle into a static one.

It can be seen in Figure 22, taking node \(M\) as the central and \(Rx\) as the radius virtualizes a static obstacle (the red disc). When the dynamic obstacle reaches to node \(O_x\), the USV is located at node \(C_x\) and the circle \(C_x\) is tangent to circle \(M\) at point \(P\). To avoid the collision, the distance between \(O_x\) and \(C_x\) has to comply:

\[ O_x C_x = \sqrt{(x_{ox} - x_{cx})^2 + (y_{ox} - y_{cx})^2} \geq R + R_o \] (14)

The coordinates of node \(C_x\) can be calculated by \(CC_x\) \((l_o)\) and \(\angle NCC_x\):

\[
\begin{align*}
x_{cx} &= x_c + l_o \cdot \sin \angle NCC_x \\
y_{cx} &= y_c + l_o \cdot \cos \angle NCC_x
\end{align*}
\]

(15)

\(l_o\) and \(\angle NCC_x\) can be determined by:

\[
\begin{align*}
l_o &= \sqrt{CP^2 + PC_x^2} = \sqrt{CM^2 - MP^2 + PC_x^2} \\
&= \sqrt{(x_c - x_m)^2 + (y_c - y_m)^2 - R_x^2 + R^2}
\end{align*}
\]

(16)

\[\angle NCC_x = \angle NCM + \angle MCP + \angle PCC_x = \arctan\left(\frac{x_m - x_o}{y_m - y_o}\right) + \arcsin\left(\frac{R}{\sqrt{(x_c - x_m)^2 + (y_c - y_m)^2 - R_x^2 + R^2}}\right)\]

(17)

The coordinates of node \(O_x\) can be calculated by \(OO_x\) \((l_o)\) and the course of the obstacle \((\theta_o)\):

\[
\begin{align*}
x_{ox} &= x_o + l_o \cdot \sin \theta_o \\
y_{ox} &= y_o + l_o \cdot \cos \theta_o
\end{align*}
\]

(18)

\(l_o\) can be determined by the time of the motion:

\[ l_o = V_O \cdot t \] (19)

\[ t = \frac{l_o}{V_S} = \sqrt{\frac{(x_c - x_m)^2 + (y_c - y_m)^2 - R_x^2 + R^2}{V_S}} \] (20)
Combining equations (14)–(20), we can have the minimum value of $R_x$.

Experiments and results

This section provides some experiments to show the results of the method. Section 5.1 is a comparative experiment. The experiment firstly compares the path characteristic of grid-based methods and circle grid-based methods. Then, the experiment of static obstacle avoidance comparison is to illustrate the differences of the two kinds of methods dealing with static obstacles. Section 5.2 analyzes all three situations in dynamic obstacle avoidance. The experiment demonstrates some details in the process of obstacle avoidance and the validity of the proposed method. In the experiments, the parameters of a real ship are used to carry out the experiments, where the ship length is 63.6 m, the width is 16.4 m, the draft is 6.22 m, the rudder radius is 3.6 m, the tonnage is 4522 ton, the minimum rudder angle is $-35^\circ$, the maximum rudder is $35^\circ$. All the simulation experiments are carried out using MATLAB 2018a.

Comparative experiments

Path characteristic comparative. This experiment is to compare the path characteristics. It can be seen in Figure 23(a) is the path without considering USV dynamic constraints, (b) is the motion path based on a grid, and (c) is the motion path based on a circle grid.

| Initial heading | Command rudder angle |
|-----------------|----------------------|
| $0^\circ$       | 9.7347$^\circ$       |
| $10^\circ$      | 6.8898$^\circ$       |
| $20^\circ$      | 4.2221$^\circ$       |
| $30^\circ$      | 1.6495$^\circ$       |
| $40^\circ$      | 0.9101$^\circ$       |
| $50^\circ$      | -3.5389$^\circ$      |
| $60^\circ$      | -6.319$^\circ$       |
| $70^\circ$      | -9.3325$^\circ$      |
| $80^\circ$      | -12.6616$^\circ$     |
| $90^\circ$      | -16.3884$^\circ$     |

Table 1. The command rudder angle with different initial headings.

Comparative experiments

This experiment is to compare the path characteristics. It can be seen in Figure 23(a) is the path without considering USV dynamic constraints, (b) is the motion path based on a grid, and (c) is the motion path based on a circle grid.

Path (a) is made up of line segments without considering dynamic constraints. Path (b) and (c) are curves, but the characteristics are different. Based on a grid map, each step in (b) is on the node. But as the grid restraint, there are only three initial headings ($0^\circ$, $45^\circ$, and $90^\circ$) from $0^\circ$ to $90^\circ$. Path (c) has no direction restraint and any initial headings from $0^\circ$ to $90^\circ$ can be planned. It can also be seen that compared to path (b), path (c) is more efficient: the distance is shorter and the steering is less.

In addition, the steering command of each step can be known. Table 1 is the series command rudder angles for 10 different initial headings. It can be seen that because the angle between origination and destination is $37^\circ$, the first command rudder angle is from the positive value (right rudder) decreasing to a negative value.
And the reason why all the last command rudder angles are not 0° is that the rudder effect on the starboard side is better than the port side (mentioned in Section 3.5).

Thus, the circle grid-based algorithm not only satisfies the USV dynamic constraints but also can plan out a more efficient path and provide the steering command.

Static obstacle avoidance comparative. The avoidance becomes the priority for the USV in the obstacle space. In this experiment, the algorithm of grid-based and circle-based are compared.

The first experiment deals with one obstacle. The results are shown in Figure 24. The obstacle in (a) and (b) is small, the grid-based motion path (path (a)) has three steerings while there is only one steering in circle grid-based path (path (b)). The obstacle in (c) and (d) is big and the differences are more obvious. To avoid the obstacle, path (c) has two large steering commands at the beginning, which costs too much distance for the path. The path in (d) is gentler in that it has the same curve trend with the obstacle when bypassing it. Thus, when dealing with one single obstacle, the circle grid-based algorithm has a better motion path.

The second experiment deals with multi obstacles. The scenario in this experiment is more complex. It can be seen in Figure 25, the two paths choose a similar way to get to the destination. The distance cost and the times of steering are shown in Table 2. The distance cost in circle grid-based algorithm is a little lower than grid-based. But for the times of steering, the former is half of the latter. Thus, when dealing with multi obstacles, the circle grid-based algorithm is also better than grid-based one.
Dynamic obstacle avoidance experiments

According to Section 4.5, there are three situations in this experiment.

When the velocities of the USV and the obstacle conform to equation (17), the experiment process is shown in Figure 26. Because the USV is faster than the obstacle, when the USV arrives at the intersection point, the obstacle is still far from it (Figure 26(b)). In this situation, the USV doesn’t have to steer.

Similarly, when the velocities of the USV and the obstacle conform to equation (13), the experiment process is shown in Figure 27. Because the obstacle is faster than the USV, when the obstacle arrives at the intersection point, the USV is still far from it (Figure 27(b)). In this situation, the USV also doesn’t have to steer.

The third situation is the most complex and the process has two stages. It can be seen in Figure 28, the first stage in Figure 28(a) to (c). Because there would be a collision at the intersection point, the USV has to steer in the beginning, and Figure 28(b) is the critical state. After the obstacle being passed (Figure 28(c)), the goal for the USV is to get to the destination, so the second stage in Figure 28(c) to (e). From the perspective of the whole process, the USV makes the steering judgment in advance to avoid the dynamic obstacle. In fact, according to the proposed dynamic obstacle avoidance strategy in Section 4.5, there is a virtual obstacle at the intersection point (Figure 28(f), the red dotted circle). The USV bypasses this virtual obstacle.

Conclusion

This paper proposes a motion planning method for USV obstacle avoidance based on CGTC, in which the Circle Grid is a way of map modeling. Compared to the traditional grid, the circle grid allows the USV candidate headings and waypoints to have a continuous change on the arc. And this characteristic is good at associating with a continuous motion curve. To solve the problem of space fully covering, this paper takes advantage of the structure of the circle grid tree which covers all the possible situations and has an easy way to
calculate the positions. Besides, Trajectory Cell is a way of combining the motion curve with space search, which adds trajectory constraints into the process of obstacle avoidance, so this model contains trajectory producing and standardization rules. Furthermore, the trajectories are produced by the mathematic model of the USV, which can completely express the dynamic constraints. The standardization rules divide the trajectories into several curve segments and make sure these segments maintain continuous when they are spliced.

Based on the above model and rules, the obstacle avoidance method takes CGTC as the basic unit for USV motion planning and collision avoidance. The key to the collision avoidance method is to construct the relational function. This function associates the position and heading with the command rudder angle of the USV. And the heading can be determined by the geometrical relationship of the current position, final position, and obstacle states. So a proper USV trajectory can be produced in each process of heading selection. The experiments are carried out to evaluate the effectiveness of our proposed method, and the results indicate that the proposed algorithm can well avoid both static and dynamic obstacles compared with the relative methods considering USV safety, constraints of USV kinematics and dynamics.

In the future, the cooperative navigation and control for multi USVs might be considered to carry out complex tasks under uncertain environments.
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Figure 28. The process of dynamic obstacle avoidance (the most complex situation): (a) is the initial state, (b) is the critical state for the collision, (c) is the danger releasing state, (d) is the destination-driven state, (e) is the final state, and (f) is the actual process that the USV bypass the virtual obstacle.
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