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ABSTRACT. In the framework of virtual element discretizations, we address the problem of imposing non homogeneous Dirichlet boundary conditions in a weak form, both on polygonal/polyhedral domains and on two/three dimensional domains with curved boundaries. We consider a Nitsche’s type method [49, 47], and the stabilized formulation of the Lagrange multiplier method proposed by Barbosa and Hughes in [10]. We prove that also for the virtual element method (VEM), provided the stabilization parameter is suitably chosen (large enough for Nitsche’s method and small enough for the Barbosa-Hughes Lagrange multiplier method), the resulting discrete problem is well posed, and yields convergence with optimal order on polygonal/polyhedral domains. On smooth two/three dimensional domains, we combine both methods with a projection approach similar to the one of [34]. We prove that, given a polygonal/polyhedral approximation $\Omega_h$ of the domain $\Omega$, an optimal convergence rate can be achieved by using a suitable correction depending on high order derivatives of the discrete solution along outward directions (not necessarily orthogonal) at the boundary facets of $\Omega_h$. Numerical experiments validate the theory.

1. INTRODUCTION

Initially introduced in [14] and [16], the virtual element method (VEM) is a recent PDE discretization framework aimed at generalizing the finite element method (FEM) to meshes consisting of very general polytopes [14]. The method looks for the solution in a conforming discretization space using a non conforming Galerkin approach based on an approximate bilinear form, split as the sum of two components: the first one is strongly consistent on polynomials, and guarantees the accuracy; the second one is a non consistent stabilization term, vanishing for polynomials and ensuring the well posedness of the discrete problem.

The elements of the discretization space are not known in closed form, but are themselves solution of local PDEs, and everything is computed directly in terms of a set of degrees of freedom, by resorting to suitable “computable” (in terms of the degrees of freedom) elemental projectors onto the space of polynomials (see [16]), thus avoiding the explicit construction of the basis functions, whence the name virtual.

Thanks to its flexibility and robustness with respect to mesh design, VEM enjoyed, in recent years, wide success: the theoretical analysis of the method has been extended in different directions [17, 19, 48, 18, 8, 27, 8, 28, 35]. Problems related to the efficiency of the method have been addressed [30, 32, 6, 38], and different model problems have been tackled, see e.g. ( [54, 14, 5, 23, 24, 50, 21, 15, 43, 26, 42, 7, 50, 57, 36]).

In this paper, we specifically focus on the extension to the VEM of two widely used methods for imposing non homogeneous Dirichlet boundary conditions in a weak form: the Lagrange multiplier
method, in its stabilized formulation as proposed by Barbosa and Hughes [10, 11], and Nitsche’s method [49]. While apparently more cumbersome, weak imposition of boundary conditions has some advantages over the more straightforward inclusion of the boundary value in the definition of the discretization space. Both the Lagrange multiplier method and, after suitable post-processing, Nitsche’s method provide, as a byproduct, a stable approximation of the outer normal flux of the solution on the boundary, a quantity that might be relevant for the end user, and they can be used for weakly coupling different discretizations [45]. Moreover, such methods turn out to be advantageous for several class of equations, such as advection diffusion problems or Navier-Stokes equation, allowing for higher accuracy on relatively coarse meshes [12, 13].

Originally proposed by Babuska [9] for FEM, the Lagrange multiplier method requires the difference between the trace of the discrete solution on the boundary and the Dirichlet boundary data to be orthogonal to a suitable multiplier space. In order for the method to converge optimally, such a space must satisfy, with the approximation space for the solution, an “inf-sup” type compatibility condition, which can be too restrictive already in the finite element framework, and the more so, in the virtual element method. To relax such a requirement and gain more freedom in the choice of the multiplier space, we rather consider here the stabilized formulation proposed by Barbosa and Hughes in [10], that allows the approximation spaces for the two unknowns (solution and multiplier) to be chosen arbitrarily, independently of each other. In the VEM framework, on polygonal domains, we can then choose the multiplier to be a space of discontinuous piecewise polynomials. In the VEM spirit, we ensure the computability of the method by replacing, in the Barbosa-Hughes formulation, the normal derivative of test and trial functions, with the normal derivative of the respective projections on the space of discontinuous polynomials, and we prove that, also in such framework, provided the stabilization parameter is small enough, the resulting discrete problem is well posed, and yields convergence with optimal order. As it happens in the finite element context [52], also for the VEM, eliminating the multiplier in the Barbosa Hughes formulation results in Nitsche’s method. The analysis of the latter can then be directly derived from the analysis of the former.

Both the Barbosa Hughes Lagrange multiplier formulation and Nitsche’s method can also be used to handle problems on domains with smooth curved boundaries, suitably approximated by polygonal/polyhedral domains. Different approaches for the accurate treatment of curved domains in the finite element framework can be found in literature, see e.g. [51]. We recall that the plain approximation of a curved domain by straight facets introduces an error that, for higher order methods, can dominate the analysis. To compensate for such an error, we rely here on the strategy proposed by Bramble, Dupont and Thomée for finite elements in the framework of Nitsche’s method [34]. Such a strategy has already been adapted to the Lagrange multiplier method, once again in the context of finite elements, in [37]. The idea consists in imposing a corrected boundary condition which, by a suitable Taylor expansion, takes into account that the Dirichlet data is given not on the boundary of the approximating domain but, rather, on the boundary of the exact curved domain. It has already been applied to the VEM in [31], in the context of Nitsche’s method in two dimensions. Here, we combine such a strategy with the Barbosa Hughes Lagrange multiplier method, resulting in a method for which we prove stability and optimal error estimate, under suitable conditions on the approximating polyhedral domain (see [42]). Eliminating the multiplier results once again in a Nitsche’s type method, which, in two dimension, coincides with the one proposed in [31]. It is worth pointing out that, as proposed in [25, 18, 3], the discretization of two dimensional problems with non homogeneous boundary conditions on domains with curved boundaries can also be carried out by resorting to virtual elements or Trefftz elements with curved edges, which can also be exploited to solve problems with curved interior interfaces.
Unlike [34, 37, 31], which consider a Taylor expansion in the direction \( \nu_h \) normal to the facets of the approximating domain, in order to reduce the error deriving from approximating the domain, thus gaining more freedom in the choice of the approximation, here, in defining the corrected boundary condition, we consider an arbitrary direction \( \sigma \) (see Figure 1), which can be chosen in such a way that the distance to the exact boundary along \( \sigma \) is as small as possible. In three dimensions, where the problem of constructing polyhedral domains approximating a curved domain can be quite challenging, this freedom in the choice of the direction for the Taylor expansion will turn out to be particularly advantageous, as it allows us to use a much larger class of approximating domains, such as, for instance, polycubic domains, which naturally arise in many applications (for instance those where the domain of definition of the problem is given as a result of an imaging process such as micro-CT [55]), thus potentially providing, in such situations, a valid alternative to finite element methods.

The paper is organized as follows. In Section 2 we recall the virtual element method whereas in Section 3 we derive the Barbosa-Hughes method in the virtual element framework and we provide a theoretical analysis of the resulting discretization, proving stability and an error estimate. In the same section we show that eliminating the multiplier by static condensation, the well known Nitsche’s method for imposing Dirichlet boundary condition can be retrieved. Then in Section 4 we introduce and analyze the discretization for the problem on domains with curved boundaries, proving also in this case stability and optimal error estimate, as well as, once again, the equivalence with a Nitsche’s type method. Finally, in Section 5 we test the method on several three dimensional test cases, with discretizations of different order.

2. The Virtual Element Discretization

2.1. Notation. We use standard notation for Sobolev spaces, norms and semi norms. More precisely, given any \( d \)-dimensional domain \( D \), \( d = 1, 2, 3 \) we let the order \( k \) Sobolev space \( H^k(D) \) be endowed with the standard seminorm and norm

\[
|u|^2_{k,D} = \sum_{|\beta| = k} \int_D |D^\beta u|^2, \quad \|u\|^2_{k,D} = \sum_{|\beta| \leq k} \int_D |D^\beta u|^2,
\]

with, for \( \beta \in \mathbb{N}^d \), \( |\beta| = \beta_1 + \cdots + \beta_d \), \( D^\beta = \partial_1^{\beta_1} \cdots \partial_d^{\beta_d} \). We also denote by \( |\cdot|_{k,x,D} \) the standard semi norm for the Sobolev space \( W^{k,\infty}(D) \)

\[
|u|_{k,x,D} = \sum_{|\beta| = k} \text{ess sup} \int_D |D^\beta u(x)|.
\]

Moreover, we denote by \( H^{1/2}(D) \) the fractional Sobolev space of order 1/2, endowed with the norm and seminorm

\[
|u|^2_{1/2,D} = \int_D \int_D \frac{|u(x) - u(y)|^2}{|x - y|^{1+d}} \, dx \, dy, \quad \|u\|^2_{1/2,D} = \|u\|^2_0 + |u|^2_{1/2,D}.
\]

We let \( P_k \) denote the space of polynomials of degrees less than or equal to \( k \), and by \( P_k(D) \) its restriction to the domain \( D \), with the convention that \( P_{-1} = \{0\} \). We let \( \Pi_D^{\nabla,k} : H^1(D) \to P_k(D) \) denote the \( H^1 \) type projection defined by

\[
(2.1) \quad \int_D \nabla \Pi_D^{\nabla,k}(v) \cdot \nabla w = \int_D \nabla v \cdot \nabla w, \quad \forall w \in P_k(D), \quad \int_{\partial D} \Pi_D^{\nabla,k}(v) = \int_{\partial D} v.
\]
We also let $\Pi_{D}^{0,k} : L^2(D) \to \mathbb{P}(D)$ denote the orthogonal projection with respect to the $L^2(D)$ scalar product:
\[
\int_{D} \Pi_{D}^{0,k}(v) \, w = \int_{D} w \, v, \quad \forall v \in \mathbb{P}(D).
\]

2.2. The tessellation. Let $\Omega \subset \mathbb{R}^d$, $d = 2, 3$, be a bounded polygonal/polyhedral domain. We let $\Gamma = \partial \Omega$ denote its boundary, and $\nu$ denote the outer unit normal on $\Gamma$. We consider in the following a family $\{T_h\}_h$ of tessellations of $\Omega$ into a finite number of polygonal/polyhedral elements $K$. For the sake of simplicity, from now on we shall use a three-dimensional notation, and speak therefore of polyhedrons and faces. The change of terminology in the polygonal case is obvious and left to the reader.

Given a tessellation $T_h$ in the family, we let $\mathcal{F}$ and $\mathcal{F}_K$ denote, respectively, the set of faces of $T_h$ lying on, respectively, $\Gamma$ and $\partial K$. Remark that $\mathcal{F}$ is the tessellation on $\Gamma$ obtained as the trace of $T_h$. For each element $K \in T_h$ we let $\nu_K$ denote the outer unit normal to $K$. For a polyhedron $K$ we let $h_K$ denote its diameter, and we let $h = \max_{K \in T_h} h_K$. For a boundary face $f \in \mathcal{F}$, we denote by $h_f$ its diameter and by $\tilde{h}_f$ the diameter of the element $K$ such that $f \in \mathcal{F}_K$:
\[
\tilde{h}_f := h_K \quad \text{for } f \in \mathcal{F} \cap \mathcal{F}_K.
\]

We make following assumptions on the family of tessellations $\{T_h\}_h$

**Assumption 2.1.** There exist positive constants $\gamma_0, N_0$ such that the following properties hold for all elements of all the tessellations in $\{T_h\}_h$:

1. $K$ is star shaped with respect to all points of a $d$ dimensional ball of radius $\rho_K \geq \gamma_0 h_K$;
2. The number $N_K$ of $(d-1)$ faces of $K$ satisfies $N_K \leq N_0$;
3. If $d = 3$, then all face $f$ of $K$ is star shaped with respect to a disc of radius $\rho_f \geq \gamma_0 h_f$, and the number $N_f$ of edges of $f$ satisfies $N_f \leq N_0$.

Unless the specific value of the constant $C$ is explicitly needed, in the following we will write $A \lesssim B$ (resp. $A \gtrsim B$) to indicate that the quantity $A$ is bounded from above (resp. from below) by a constant $C$ times the quantity $B$, with $C$ possibly depending on $\Omega$ as well as on $\gamma_0$ and $N_0$ but otherwise independent of the shape and size of the elements of the tessellations. The notation $A \asymp B$ will stand for $A \lesssim B \lesssim A$.

We let $\mathbb{P}_k(T_h)$ and $\mathbb{P}_k(\mathcal{F})$ denote the spaces of discontinuous piecewise polynomials of order up to $k$ defined, respectively, on the tessellation $T_h$ and on its trace $\mathcal{F}$ on $\Gamma$:
\[
\mathbb{P}_k(T_h) = \{ v \in L^2(\Omega) : v|_K \in \mathbb{P}_k(K) \text{ for all } K \in T_h \},
\]
\[
\mathbb{P}_k(\mathcal{F}) = \{ v \in L^2(\Gamma) : v|_f \in \mathbb{P}_k(f) \text{ for all } f \in \mathcal{F} \}.
\]

Under Assumption 2.1, several bounds hold with constants depending on the constants $\gamma_0$ and $N_0$, but otherwise independent of the shape and size of the polyhedrons (see [39, 35]).

**Inverse inequalities for polynomials.** Let $K \in T_h$. For all $p \in \mathbb{P}_k(K)$ and for all $m, j$ with $0 \leq m \leq j$ it holds that
\[
\|p\|_{j,K} \lesssim h_K^{m-j} \|p\|_{m,K},
\]
\[
\|p\|_{0,\partial K} \leq C_{\text{inv}} h_K^{-1/2} \|p\|_{0,K}.
\]
Applying (2.4) to $\nabla p$, $p \in \mathbb{P}_k(K)$ we immediately obtain
\begin{equation}
\|\nabla p\|_{0,\partial K} \leq C_{\text{inv}} h_K^{-1/2} |p|_{1,K}.
\end{equation}

**Polynomial approximation.** Let $K \in \mathcal{T}_h$ and $f \in \mathcal{F}_K$, and let $w \in H^s(K)$ and $\varphi \in H^s(f)$, $0 \leq s \leq k + 1$. Then, for $0 \leq t \leq s$ we have the following approximation bounds:
\begin{equation}
\|u - \Pi_{f,K}^0(u)\|_{t,K} \lesssim h_K^{s-t} |u|_{s,K},
\end{equation}
\begin{equation}
\|\varphi - \Pi_{f,K}^0(\varphi)\|_{t,f} \lesssim h_f^{s-t} |\varphi|_{s,f}.
\end{equation}

Moreover, provided $s > 3/2$, we have that $\nabla u|_{\partial \Omega} \in (H^{s-3/2}(\partial K))^2 \subset (L^2(\partial K))^2$ so that $\nabla u \cdot \nu_K \in L^2(\partial K)$ and, if $s \leq k + 1$, we have
\begin{equation}
\|\nabla u \cdot \nu_K - \nabla \Pi_{f,K}^0(u) \cdot \nu_K\|_{0,\partial K}^2 \lesssim h_K^{s-1} |u|_{s,K}.
\end{equation}

**2.3. The virtual element space.** For the sake of completeness, and to introduce the relevant notation, let us recall the definition and some of the properties of the Virtual Element discretization (see [2]). We focus on the more complex three dimensional case, and we refer to [14] for the two dimensional case. The order $k$ VE discretization space on $\mathcal{T}_h$ is defined, element by element, starting from the edges of the tessellation, where the discrete functions are defined as continuous degree $k$ piecewise polynomials. The virtual element functions are then subsequently defined on the faces, and in the interior of the polyhedra. More precisely, on the boundary of each face $f$ we define the space:
\begin{equation}
\mathbb{B}_k(\partial f) = \{ g \in C^0(\partial f) : g|_e \in \mathbb{P}_k(e) \text{ for all edge } e \subseteq \partial f \}.
\end{equation}

We let $\tilde{V}_k^f$ be defined as
\begin{equation}
\tilde{V}_k^f = \{ v \in C^0(f) : v|_{\partial f} \in \mathbb{B}_k(\partial f), \Delta v \in \mathbb{P}_k(f) \}.
\end{equation}

It is known (see [14]) that an element in $\tilde{V}_k^f$ is uniquely identified once its trace on $\partial f$ and its moments up to order $k$ are known. We let $\mathcal{M}_{k-2} \subset \mathcal{M}_k$ denote two bases for, respectively, $\mathbb{P}_{k-2}(f)$ and $\mathbb{P}_k(f)$. We can then introduce the **local virtual face space** $V_k^f$:
\begin{equation}
V_k^f = \{ v \in \tilde{V}_k^f : \int_f q v = \int_f q \Pi_f^{\nabla,V,f}(v), \forall q \in \mathcal{M}_k \setminus \mathcal{M}_{k-2} \},
\end{equation}

where $\Pi_f^{\nabla,V,f}$ is defined according to (2.1).

The **local boundary space** is built on the boundary of each polyhedron $K$ by assembling the local face spaces:
\begin{equation}
\mathbb{B}_k(\partial K) := \{ g \in C^0(\partial K) : g|_f \in V_k^f \text{ for all face } f \subseteq \partial K \}.
\end{equation}

Finally, the **local element space** on $K$ is defined as
\begin{equation}
V_k^K := \{ v \in H^1(K) : v|_{\partial K} \in \mathbb{B}_k(\partial K) \text{ and } \Delta v \in \mathbb{P}_{k-2}(K) \}.
\end{equation}

The global discrete VE space $V_h$ is finally assembled by continuity:
\begin{equation}
V_h := \{ V \in H^1(\Omega) : v|_K \in V^K_K \text{ for all } K \in \mathcal{T}_h \}.
\end{equation}

It can be easily checked that for all faces $f$ and all polyhedrons $K$, $\mathbb{P}_k(f) \subseteq V_k^f$ and $\mathbb{P}_k(K) \subseteq V^K_K$.

A function in $V_h$ is uniquely determined by the following degrees of freedom:
- the values at the vertices of the tessellation and the values at the $k - 1$ internal nodes of the $k + 1$-points Gauss-Lobatto quadrature rule; on each edge $e$;
- the moments up to order $k - 2$ on each face;
• the moments up to order \( k - 2 \) in each element.

In particular, for any given function \( w \in H^2(\Omega) \) we can define the unique interpolant function \( w_I \in V_h \) whose degrees of freedom coincide with the ones of \( w \). The following local approximation bound \([14, 2]\) holds: if \( w \in H^s(K) \), with \( 2 \leq s \leq k + 1 \), then
\[
\| w - w_I \|_{0,K} + h_K \| w - w_I \|_{1,K} \lesssim h_K^s \| w \|_{s,K}.
\]

2.4. Computable bilinear forms and operators. A key concept in the definition of virtual element methods is the one of computability. Essentially, operators or bilinear forms, acting on virtual element functions, are said to be computable if the knowledge of the degrees of freedom of the argument functions is sufficient for the direct evaluation of the operator/bilinear form, without the need of solving the PDEs implicitly involved in the definition of \( V^K \). We recall that both the elliptic projector \( \Pi^K_{\nabla} \) and the \( L^2 \) projector \( \Pi^{0,k}_{K} \) onto \( \mathbb{P}_k(f) \) (see Section 2.1) are computable, as are the elliptic projector \( \Pi^{0,k}_{K} \) onto \( \mathbb{P}_k(K) \) and the \( L^2 \) projector \( \Pi^{0,k-2}_{K} \) onto \( \mathbb{P}_{k-2}(K) \). On the other hand, neither the projector \( \Pi^{0,k}_{K} \), nor the bilinear form \( a : H^1(\Omega) \times H^1(\Omega) \to \mathbb{R} \) and its local counterpart \( a^K : H^1(K) \times H^1(K) \to \mathbb{R} \)
\[
a(\varphi, \psi) = \int_\Omega \nabla \varphi \cdot \nabla \psi, \quad a^K(\varphi, \psi) = \int_K \nabla \varphi \cdot \nabla \psi,
\]
are computable. The bilinear form \( a \) is replaced, in the definition of the virtual element discretization, by an approximate bilinear form \( a_h : V_h \times V_h \to \mathbb{R} \)
\[
a_h(u_h, v_h) = \sum_K a^K_h(u_h, v_h),
\]
where the elemental approximate bilinear form \( a^K_h : V^K \times V^K \to \mathbb{R} \) is defined as
\[
a^K_h(\varphi, \psi) = a^K(\Pi^K_{\nabla h}(\varphi), \Pi^K_{\nabla h}(\psi)) + S^K_h(\varphi - \Pi_{K}^{\nabla}(\varphi), \psi - \Pi^{\nabla}_{K}(\psi)),
\]
the stabilizing bilinear form \( S^K_h \) being any computable symmetric bilinear form satisfying
\[
c_a a^K(\varphi, \varphi) \leq S^K_h(\varphi, \varphi) \leq C_s a^K(\varphi, \varphi), \quad \forall \varphi \in V^K_h \quad \text{with} \quad \Pi^{\nabla}_{K} = 0,
\]
with \( c_a \) and \( C_s \) two positive constants independent of \( K \). Different choices for the bilinear form \( S^K_h \) are available in the literature (see [22]), some of which allow to obtain bounds of the form (2.14) under the shape regularity assumption (2.1), while others might require the tessellation to satisfy some more restrictive assumption. It is out of the scope of this paper to detail all the possible constructions for such a term. We briefly recall that the simplest, and widely used, choice is directly expressed in terms of the degrees of freedom as the suitably scaled euclidean scalar product [20]. An alternative which gives sharper bounds as the polynomial order increases and that we chose to use in the numerical tests performed in Section 3 is the so called “D-recipe” [10], where \( S^K_h \) is defined as a suitably weighted (and, once again, properly scaled) euclidean scalar product of the vectors of degrees of freedom. Other recipes include suitably scaled versions of the \( L^2(\partial K) \) and of the \( H^1(\partial K)/\mathbb{R} \) scalar products [22], and the bilinear form corresponding to the Laplace-Beltrami operator on the boundary \( \partial K \) (a recipe proposed for the nonconforming version of the method but that applies also to the conforming version here considered, see [28]).

The local discrete bilinear forms satisfy by construction the following two properties, which play a key role in the analysis of virtual element methods:

• Stability and continuity:
\[
|\varphi|_{1,K}^2 \lesssim a^K_h(\varphi, \varphi) \quad \forall \varphi \in V^K_h, \quad \text{and} \quad a^K_h(\varphi, \psi) \lesssim |\varphi|_{1,K} |\psi|_{1,K} \quad \forall \varphi, \psi \in V^K_h;
\]
\begin{itemize}
  \item \textit{k-consistency}: \quad a_h^K(\varphi, p) = a^K(\varphi, p) \quad \forall \varphi \in V_h \text{ and } p \in \mathbb{P}_k(K).
\end{itemize}

The local stability and continuity property \((2.15)\) implies, of course, the validity of global stability and continuity bounds:
\begin{equation}
|\varphi|^2_{1,\Omega} \lesssim a_h(\varphi, \varphi) \quad \forall \varphi \in V_h, \quad \text{and} \quad a_h(\varphi, \psi) \lesssim |\varphi|_{1,\Omega}|\psi|_{1,K} \quad \forall \varphi, \psi \in V_h.
\end{equation}

\textbf{Remark 2.2.} Assumption \textbf{2.1} implies the validity of bounds \((2.3)\) through \((2.8)\), as well as the validity of the virtual element interpolation bound \((2.13)\). It is also generally required to prove the bounds \((2.14)\) for the most common choices of the stabilization term. We would however like to point out that it is not a necessary condition for our theoretical result to hold. Indeed, depending on the particular construction of the tessellation, the bounds \((2.3)\) through \((2.8)\) as well as the interpolation bound \((2.13)\) on which our theoretical analysis relies, might hold under weaker assumptions. In particular we recall that the bounds \((2.3)\) through \((2.8)\) on polynomials hold under the assumptions in \cite{39} Assumptions 13 and 30, which allow for elements with an a priori unbounded number of very small faces.

3. WEAKLY IMPOSING BOUNDARY CONDITION ON POLYGONAL DOMAINS

In the framework of virtual element discretizations, we specifically address, in this paper, the problem of imposing Dirichlet boundary conditions in a weak form. For the sake of simplicity, we focus on a simple model problem, namely the Poisson equation
(3.1) \quad -\Delta u = f, \quad \text{in } \Omega, \quad u = g \quad \text{on } \Gamma = \partial \Omega,

on a convex bounded domain \(\Omega \subset \mathbb{R}^d, \quad d = 2, 3\), which, to start with, we assume to be polygonal/polyhedral. Having in mind our goal, we consider the following variational formulation of the Poisson equation: given \(f \in L^2(\Omega)\) and \(g \in H^{1/2}(\Gamma)\), find \(u \in H^1(\Omega)\) and \(\lambda \in (H^{1/2}(\Gamma))'\) such that
\begin{align}
\int_{\Omega} \nabla u \cdot \nabla v + \langle \lambda, v \rangle &= \int_{\Omega} f v, \quad \forall v \in H^1(\Omega), \\
\langle \mu, u \rangle &= \langle \mu, g \rangle \quad \forall \mu \in (H^{1/2}(\Gamma))'.
\end{align}

where \(\langle \cdot, \cdot \rangle\) denotes the duality between \((H^{1/2}(\Gamma))'\) and \(H^{1/2}(\Gamma)\). The variational problem eqs. \((3.2-3)\) admits a unique solution \((u, \lambda)\), that satisfies \(\lambda = -\nabla u \cdot \nu\), see [9]. Discretizing such a problem by a Galerkin approach yields the Lagrange multiplier method, originally proposed by Babuska [9] in the context of the finite element method. It is well known that, in order for a Galerkin discretization of eqs. \((3.2-3)\) to converge optimally, the approximation spaces for the unknown \(u\) in \(\Omega\) and for the multiplier \(\lambda\) on the boundary, must satisfy an “inf-sup” condition. In order to relax such a requirement, it is possible to resort to a stabilized formulation, such as the one proposed by Barbosa and Hughes in [10], which, given \(V_h\) and \(\Lambda_h\) finite element approximations of \(H^1(\Omega)\) and \((H^{1/2}(\Gamma))'\), reads: find \(u_h \in V_h, \lambda_h \in \Lambda_h\) such that
\begin{align}
\int_{\Omega} \nabla u_h \cdot \nabla v_h + \int_{\Gamma} \lambda_h v_h + \int_{\Omega} \mu_h u_h - \alpha \sum_{f \in \mathcal{F}_h} h_f \int_{f} (\lambda_h + \nabla u_h \cdot \nu)(\mu_h + \partial_{\nu} v_h) &= \int_{\Omega} f v_h + \int_{\Gamma} g \mu_h,
\end{align}

where we let \(\partial_{\nu} w_h\) be a shorthand for \(\nabla w_h \cdot \nu\). Such a formulation allows the approximation spaces \(V_h\) and \(\Lambda_h\) to be chosen arbitrarily, independently of each other, and it can be proven that, provided the stabilization parameter \(\alpha > 0\) is small enough, the resulting discrete problem is well posed, and yields convergence with optimal order.
3.1. **Symmetric Barbosa-Hughes formulation for VEM.** In order to discretize eqs. (3.3), with \( V_h \) being the virtual element space defined in (2.12), we choose \( \Lambda_h \) as a space of discontinuous piecewise polynomials on the tessellation \( \mathcal{F}^0 \):

\[
\Lambda_h = \mathbb{P}_{k'}(\mathcal{F}^0), \quad k' \in \{k, k-1\}.
\]

We propose the following symmetric Barbosa–Hughes virtual element discretization (BH-VEM):

**Find** \( u_h \in V_h \), \( \lambda_h \in \Lambda_h \) such that for all \( v_h \in V_h \), \( \mu_h \in \Lambda_h \) it holds that

\[
a_h(u_h, v_h) + \int_{\Gamma} \lambda_h v_h + \int_{\Gamma} \mu_h u_h - \alpha \sum_{f \in \mathcal{F}^0} \tilde{h}_f \int_f (\lambda_h + \partial_\nu \Pi^\nabla(u_h)) \left( \mu_h + \partial_\nu \Pi^\nabla(v_h) \right) = \int_{\Omega} f \hat{\Pi}^0(v_h) + \int_{\Gamma} g \mu_h,
\]

where \( \Pi^\nabla : H^1(\Omega) \to \mathbb{P}_k(\mathcal{T}_h) \), \( \Pi^0 : L^2(\Omega) \to \mathbb{P}_k(\mathcal{T}_h) \) and \( \hat{\Pi}^0 : H^1(\Omega) \to \mathbb{P}_{\max(0,k-2)}(\mathcal{T}_h) \) are defined as

\[
\Pi^\nabla(\varphi)|_K = \Pi^\nabla_K(\varphi|_K), \quad \Pi^0(\varphi)|_K = \Pi^0_K(\varphi|_K),
\]

and

\[
\hat{\Pi}^0(\varphi)|_K = \begin{cases} 
|\partial K|^{-1} \int_{\partial K} \varphi & k = 1, \\
\Pi^0_K(\varphi) & k \geq 2,
\end{cases} \quad \forall K \in \mathcal{T}_h.
\]

The choice of the positive stabilization constant \( \alpha \) will be discussed later on. Observe that the formulation (3.4) is obtained from the standard symmetric Barbosa–Hughes formulation by replacing the non computable terms (particularly the ones involving the \( \partial_\nu \) operator) with suitable approximations involving computable projections, so that all the terms appearing in (3.4) are computable.

It will be convenient, in the following, to rewrite (3.4) in compact form as

\[
a^\text{BH}_h(u_h, \lambda_h; v_h, \mu_h) = \int_{\Omega} f_h v_h + \int_{\Gamma} g \mu_h,
\]

where the stabilized bilinear form \( a^\text{BH}_h : \mathbb{V}_h \times \mathbb{V}_h \to \mathbb{R} \) is defined as

\[
a^\text{BH}_h(u_h, \lambda_h; v_h, \mu_h) = a_h(u_h, v_h) + \int_{\Gamma} \lambda_h v_h + \int_{\Gamma} \mu_h u_h - \alpha \sum_{f \in \mathcal{F}^0} \tilde{h}_f \int_f (\lambda_h + \partial_\nu \Pi^\nabla(u_h)) \left( \mu_h + \partial_\nu \Pi^\nabla(v_h) \right),
\]

where, for \( f \in L^2(\Omega) \), \( f_h \in H^{-1}(\Omega) \) is defined by

\[
\int_{\Omega} f_h \varphi = \int_{\Omega} f \hat{\Pi}^0 \varphi.
\]

Observe that, as for \( k > 1 \) we have that \( \hat{\Pi}^0 \) is selfadjoint, in such a case we have that \( f_h = \hat{\Pi}^0 f \).

In order to analyze Problem (3.4) we start by introducing the following mesh dependent norms on \( \Gamma \):

\[
\|\lambda\|_{-1/2,h}^2 = \sum_{f \in \mathcal{F}^0} \tilde{h}_f \|\lambda\|^2_{0,f}, \quad \|\varphi\|_{1/2,h}^2 = \sum_{f \in \mathcal{F}^0} \tilde{h}_f^{-1} \|\varphi\|^2_{0,f}.
\]

Observe that it holds that

\[
\int_{\Gamma} \lambda \varphi \lesssim \|\lambda\|_{-1/2,h} \|\varphi\|_{1/2,h}, \quad \forall \lambda, \varphi \in L^2(\Gamma).
\]
We now let \( \Pi^0_\ell : L^2(\Gamma) \to \Lambda_h \) denote the \( L^2(\Gamma) \) orthogonal projection onto the space of discontinuous piecewise polynomials of order less than or equal to \( k' \), and we observe that we have
\[
\Pi^0_\ell(u)_{|f} = \Pi^0_{\ell,k'}(u_f) \quad \forall f \in F^0.
\]
We introduce a mesh dependent semi norm on the space \( H^1(T_h) := \{ u \in L^2(\Omega) : u|_K \in H^1(K) \} \) of discontinuous piecewise \( H^1 \) functions, defined as
\[
\| u \|_{1,h}^2 = \| u \|_{1,h}^2 + \| \Pi^0_\ell u \|_{1/2,h}^2 \quad \text{with} \quad \| u \|_{1,h}^2 = \sum_K \| u \|_{1,K}^2.
\]
Since the function identically assuming the value 1 on \( \Gamma \) belongs to \( \Lambda_h \), we have that \( \int_\Gamma u = \int_\Gamma \Pi^0_\ell u \). Letting \( \bar{u} = |\Gamma|^{-1} \int_\Gamma u = |\Gamma|^{-1} \int_\Gamma \Pi^0_\ell u \) denote the average on \( \Gamma \) of \( u \in H^1(\Omega) \), it is then not difficult to see that \( |\bar{u}| \lesssim \| \Pi^0_\ell u \|_{0,\Gamma} \lesssim \| \Pi^0_\ell u \|_{1/2,h} \) (the implicit constant in the inequalities depending on \( |\Gamma| \)). We can then write
\[
\| u \|_{1,\Omega} \lesssim \| u - \bar{u} \|_{1,\Omega} + \| \bar{u} \|_{1,\Omega} \lesssim \| u \|_{1,\Omega} + \| u \|_{0,\Omega} = \| u \|_{1,\Omega} + |\Omega|^{1/2} |\bar{u}| \lesssim \| u \|_{1,h},
\]
where we used a Poincaré Friedrichs inequality on the space of \( H^1(\Omega) \) functions with zero average on \( \Gamma \), and the fact that the \( H^1(\Omega) \) seminorm of the constant function \( \bar{u} \) is zero. Then \( \| \cdot \|_{1,h} \) is a norm on \( H^1(\Omega) \).

We prove the following Lemma.

**Lemma 3.1.** For all \( u_h, v_h \in V_h \), \( \lambda_h, \mu_h \in \Lambda_h \) it holds that
\[
a^\text{BH}_h(u_h, \lambda_h; v_h, \mu_h) \lesssim (\| u_h \|_{1,h} + \| \lambda_h \|_{-1/2,h})(\| v_h \|_{1,h} + \| \mu_h \|_{-1/2,h}).
\]
Moreover, there exists \( a_0 \) such that, if \( \alpha < a_0 \), then for all \( u_h \in V_h \), \( \lambda_h \in \Lambda_h \) it holds that
\[
\sup_{(v_h, \mu_h) \in V_h \times \Lambda_h} \frac{a^\text{BH}_h(u_h, \lambda_h; v_h, \mu_h)}{\| v_h \|_{1,h} + \| \mu_h \|_{-1/2,h}} \gtrsim \| u_h \|_{1,h} + \| \lambda_h \|_{-1/2,h}.
\]

**Proof.** By the definition of \( \Pi^0_\ell \), and using (3.7), we can write
\[
\int_\Gamma \lambda_h v_h = \sum_f \int_f \lambda_h v_h = \sum_f \int_f \lambda_h \Pi^0_{\ell,k'}(v_h) \lesssim \| \lambda_h \|_{-1/2,h} \| \Pi^0_\ell(v_h) \|_{1/2,h}.
\]

Moreover we can write
\[
\sum_{f \in F^0} \tilde{h}_f \int_f (\lambda_h + \partial_\nu \Pi^\nabla(u_h)) (\mu_h + \partial_\nu \Pi^\nabla(v_h)) \lesssim \| \lambda_h + \partial_\nu \Pi^\nabla(u_h) \|_{-1/2,h} \| \mu_h + \partial_\nu \Pi^\nabla(v_h) \|_{-1/2,h}.
\]

In view of the definition (2.2) of \( \tilde{h}_f \), thanks to (2.5), we easily see that
\[
\| \partial_\nu \Pi^\nabla(u_h) \|_{-1/2,h} \lesssim \sum_K h_K \| \nabla \Pi^\nabla(u_h) \|_{0,\partial K} \lesssim \| \Pi^\nabla(u_h) \|_{1,h} \lesssim |u_h|_{1,h}^2.
\]

The remaining terms are naturally bound in the considered norm and then (3.10) is easily proven.

In order to prove (3.11), we set at first \( v_h = u_h \) and \( \mu_h = -\lambda_h \). This gives the following bound, where we use (2.14) and (2.5):
\[
a^\text{BH}_h(u_h, \lambda_h; u_h, -\lambda_h) =
\alpha \sum_{f \in F^0} \tilde{h}_f \int_f |\lambda_h|^2 - \alpha \sum_{f \in F^0} \tilde{h}_f \int_f |\partial_\nu \Pi^\nabla(u_h)|^2 \geq |\Pi^\nabla(u_h)|_{1,h}^2 + c_\alpha (1 - \Pi^\nabla) |u_h|_{1,h}^2 + \alpha \| \lambda_h \|_{-1/2,h}^2 - \alpha C_{\text{inv}}^2 |\Pi^\nabla(u_h)|_{1,\Omega}^2
\]
which, by Young's inequality, gives us
\[(3.14) \quad a_h^{BH}(u_h, \lambda_h; 0, \bar{\mu}_h) = \int_{\Omega} u_h \bar{\mu}_h - \alpha \sum_{t} \bar{h}_t \int_t (\lambda_h + \bar{\partial}_v \nabla (u_h)) \bar{\mu}_h = \]
\[
\|\Pi^0_c u_h\|_{1, h}^2 \leq - \alpha \sum_{t} \bar{h}_t \int_t (\lambda_h + \bar{\partial}_v \nabla (u_h)) \Pi^0_c \bar{\partial}_v (u_h) 
\|\Pi^0_c u_h\|_{1, h}^2 \leq - \alpha \|\lambda_h\|_{-1, h} \|\Pi^0_c u_h\|_{1, h} - \alpha \|\bar{\partial}_v \nabla (u_h)\|_{1, h} - \alpha \|\Pi^0_c (u_h)\|_{1, h} 
\|\Pi^0_c (u_h)\|_{1, h}^2 \leq - \alpha \|\lambda_h\|_{-1, h} \|\Pi^0_c (u_h)\|_{1, h} - \alpha \|\Pi^0_c (u_h)\|_{1, h} 
\]
which, by Young's inequality, gives us
\[
a_h^{BH}(u_h, \lambda_h; 0, \bar{\mu}_h) \geq \|\Pi^0_c (u_h)\|_{1, h}^2 (1 - \alpha) - \frac{\alpha}{2} \|\lambda_h\|_{-1, h}^2 - \frac{\alpha}{2} C_{inv}^2 \|\Pi^0_c (u_h)\|_{1, h}^2. \]

Then,
\[
a_h^{BH}(u_h, \lambda_h; u_h, \bar{\mu}_h - \lambda_h) \geq
\]
\[
(1 - \frac{3}{2} \alpha C_{inv}^2) \|\Pi^0_c (u_h)\|_{1, h}^2 + c_* (1 - \Pi^0_c) u_h \|_{1, h}^2 + \frac{\alpha}{2} \|\lambda_h\|_{-1, h}^2 + (1 - \alpha) \|\Pi^0_c (u_h)\|_{1, h}^2.
\]
If \(\alpha < \alpha_0 = \min\{1, 2/(3C_{inv}^2)\}\), the coefficients of all the terms on the right hand side are strictly positive, finally yielding
\[
a_h^{BH}(u_h, \lambda_h; u_h, \bar{\mu}_h - \lambda_h) \geq \|u_h\|_{1, h}^2 + \|\lambda_h\|_{-1, h}^2
\]
\[
\geq (\|u_h\|_{1, h} + \|\lambda_h\|_{-1, h}^2),
\]
where we used that \(\|\bar{\mu}_h\|_{-1, h} \leq \|u_h\|_{1, h}\). The implicit constant in the inequality depends, of course, on \(\alpha\). The desired bound is obtained by dividing both sides by \(\|u_h\|_{1, h} + \|\bar{\mu}_h - \lambda_h\|_{-1, h}^2\).

Remark 3.2. To ensure computability, in formulating the Barbosa–Hughes method for VEM, the normal derivative of the discrete test and trial functions is replaced with the normal derivative applied to the polynomial part obtained via the projector \(\Pi^0_c\). Rather than being an obstacle to the analysis, this approximation does actually help in attaining stability. Indeed, it allows to use the inverse inequality \((2.5)\), which, under our assumption on the mesh, we know to hold for polynomials, thus avoiding the need of proving it for general virtual element functions. More importantly, it yields a constant \(\alpha_0\) which is independent of the constants \(c_*\) and \(C_*\) (and therefore, independent of the choice of the stabilization for the VEM bilinear form).

Thanks to Proposition 3.1, the following Theorem holds.

**Theorem 3.3.** There exists \(\alpha_0\) such that if \(\alpha < \alpha_0\), Problem (3.4) admits a unique solution \((u_h, \lambda_h)\) satisfying the following error estimate: if \(u \in H^{k+1}(\Omega)\) then
\[
\|u - u_h\|_{1, h} + \|\lambda - \lambda_h\|_{-1, h} \leq h^k \|u\|_{k+1, \Omega}.
\]

**Proof.** Existence and uniqueness of the solution \(u_h\) follow, by standard arguments, from Proposition 3.1 (see, e.g., [33]). Let then \(u_I \in V_h\) denote the VEM interpolant of \(u\), and let \(u_\pi = \Pi^0_c (u) \in \mathbb{P}_k(T_h)\) and \(\lambda_I = \Pi^0_c (\lambda) \in \Lambda_h\) denote, respectively the \(L^2\) projections of \(u\) onto \(\mathbb{P}_k(T_h)\) and of \(\lambda = \bar{\partial}_v u\) onto \(\Lambda_h\). Thanks to (3.11), there exist \(v_h \in V_h\), \(\mu_h \in \Lambda_h\), such that
\[
\|u_h - u_I\|_{1, h} + \|\lambda_h - \lambda_I\|_{-1, h} \leq \frac{\alpha_h^{BH}(u_h - u_I, \lambda_h - \lambda_I; v_h, \mu_h)}{\|v_h\|_{1, h} + \|\mu_h\|_{-1, h}}.
\]
After possibly renormalizing \( v_h \) and \( \mu_h \), we can always assume that
\[(3.15)\]  
\[\|v_h\|_{1,h} + \|\mu_h\|_{-1/2,h} = 1.\]

Now we can write
\[a_h^B(u_h - u_I, \lambda_h - \lambda_I; v_h, \mu_h)\]
\[= a_h(u_h - u_I, v_h) + \int_\Gamma (\lambda_h - \lambda_I) v_h + \int_\Gamma (u_h - u_I) \mu_h\]
\[- \alpha \sum_f \gamma_f \int (\lambda_h - \lambda_I + \partial_\nu \nabla (u_h - u_I))(\mu_h + \partial_\nu \nabla (v_h))\]
\[\pm a_h(u_x, v_h) \pm a(u, v_h) \pm \int_\Gamma \lambda v_h \pm \int_\Gamma \mu_h u + \alpha \sum_f \gamma_f \int (\lambda + \partial_\nu \nabla (u_h + \partial_\nu \nabla (v_h))).\]

Using the \( k \) consistency property \((2.16)\) on one of the terms \( a_h(u_x, v_h) \), the identity \( \lambda = \partial_\nu u \) and using \((3.2), (3.3)\) and \((4.3)\), we can then write
\[(3.16)\]  
\[\|v_h\|_{1,h} + \|\lambda_h - \lambda_I\|_{-1/2,h} \lesssim a_h^B(u_h - u_I, \lambda_h - \lambda_I; v_h, \mu_h)\]
\[= \int_\Omega (f_h - f) v_h + a_h(u_x - u_I, v_h) + \sum_K \int_K \nabla (u - u_x) \cdot \nabla v_h + \int_\Gamma (\lambda - \lambda_I) v_h + \int_\Gamma (u - u_I) \mu_h\]
\[- \alpha \sum_f \gamma_f \int (\lambda - \lambda_I + \partial_\nu \nabla (u - u_I))(\mu_h + \partial_\nu \nabla (v_h))\]
\[\quad + \alpha \sum_f \gamma_f \int (\partial_\nu \nabla (u) - \partial_\nu u)(\mu_h + \partial_\nu \nabla (v_h)) = A + B + C + D + E + F + G.\]

Observe that the normalization \((3.15)\) of \( v_h \) and \( \mu_h \) implies that both \( \|v_h\|_{1,h} \) and \( \|\mu_h\|_{-1/2,h} \) are less than or equal to 1. The terms \( A, B \) and \( C \) are the ones that are usually encountered in the analysis of the VEM (see \([14]\)) and the following bounds hold:
\[(3.17)\]  
\[A \lesssim \gamma_{k-1}^h|f|_{k-1}, \quad B + C \lesssim h^k|u|_{k+1,\Omega}.\]

We individually bound the remaining terms. Since, for \( k \geq 1, u \in H^{k+1}(\Omega) \) implies that \( \lambda \in H^{k-1/2}(\Omega) \) for all \( f \in \mathcal{F}^\theta \), with
\[\sum \left| \lambda_h \right|_{k-1/2,f}^2 \lesssim |u|_{k+1,K}^2,\]

using \((2.7)\) we easily see that
\[(3.18)\]  
\[D \lesssim \|\lambda - \lambda_I\|_{-1/2,h} \lesssim h^{1/2}\|\lambda - \lambda_I\|_{0,\Gamma} \lesssim h^k|u|_{k+1,\Omega}.\]

Moreover we have that
\[(3.19)\]  
\[E \lesssim \|u - u_I\|_{1/2,h} \lesssim h^k|u|_{k+1,\Omega},\]

and, using \((2.5)\)
\[(3.20)\]  
\[F \lesssim \|\lambda - \lambda_I\|_{-1/2,h} + \|\partial_\nu \nabla (u - u_I)\|_{-1/2,h} \lesssim \|\lambda - \lambda_I\|_{-1/2,h} + \|\nabla (u - u_I)\|_{1,h}\]
\[\lesssim \|\lambda - \lambda_I\|_{-1/2,h} + \|u - u_I\|_{1,\Omega} \lesssim h^k|u|_{k+1,\Omega}.\]

Finally, using \((2.8)\) we bound \( G \) as
\[(3.21)\]  
\[G^2 \lesssim \|\partial_\nu (\nabla (u) - u)\|_{-1/2,h}^2 = \sum_{K \in \mathcal{F}^\theta \cap \mathcal{F}_K} \gamma_f \|\partial_\nu (\nabla (u) - u)\|_{0,f}^2.\]
where, once again, we use (3.9) to bound the extended to the Nitsche VEM problem (3.23), as stated by the following corollary of Theorem 3.3.

Conversely, if \( u_h \) satisfies (3.22) and \( \lambda_h \) is defined by (3.22), \( (u_h, \lambda_h) \) satisfies (3.4). Therefore the analysis obtained in the previous section for the Barbosa-Hughes problem (3.4) can also be extended to the Nitsche VEM problem (3.23), as stated by the following corollary of Theorem 3.3.

In view of (3.8) we immediately obtain the following corollary.

**Corollary 3.4.** Provided \( \alpha < \alpha_0, \alpha_0 \) given by Theorem 4.4, we have that

\[
\| u - u_h \|_{1,\Omega} \lesssim h^{\kappa} | u |_{k+1,\Omega}.
\]

**Remark 3.5.** For the sake of simplicity, we chose the definition (2.11) for the local VE discretization space \( V_{h,k}^\alpha \), which yields a space \( V_h \) for which the projectors \( \Pi_{h,k}^{0,\alpha} \) are not computable, whence the need of introducing the somewhat cumbersome definition of the projector \( \tilde{\Pi}^0 \) for computing the action of the source term on VE functions. With a similar approach similar to the one used for defining \( V_{h,k}^\alpha \), it is however possible to define \( V_{h,k} \), in such a way that \( \Pi_{h,k}^{0,\alpha} \) is computable for all \( k \geq 1 \). For the resulting enhanced space \( V_h \), we can then set \( \tilde{\Pi}^0 \) to be the \( L^2 \) projection onto \( \mathbb{P}_k(T_h) \). In view of the results in [2], our analysis holds unchanged, and also for such a definition of the VE discretization space and right hand side, Theorem 3.3 and Corollary 3.4 hold.

3.2. Obtaining Nitsche’s method from BH–VEM. In the finite element framework it can be shown (see [52]) that, by suitably choosing \( \Lambda_\alpha \), and eliminating the multiplier \( \lambda_h \) by static condensation, the popular Nitsche’s method for imposing Dirichlet boundary conditions can be retrieved. A similar thing also happens in the virtual elements framework. Indeed, setting \( v_h = 0 \) in (3.4), we get the equation

\[
\int_{\Gamma} \mu_h u_h - \alpha \sum_{f \in \mathcal{F}} \overline{h}_f \int_{f} (\lambda_h + \partial_{\nu} \Pi_{\nu}^\gamma(u_h)) \mu_h = \int_{\Gamma} g \mu_h.
\]

This equation can be solved for \( \lambda_h \), face by face, and, setting \( \gamma = \alpha^{-1} \), we obtain

\[
(3.22) \quad \lambda_h = \gamma \overline{h}_f^{-1} \Pi_{\beta}^0(u_h - g) - \partial_{\nu} \Pi_{\nu}^\gamma(u_h).
\]

If we substitute (3.22) in (3.4), and set \( \mu_h = 0 \) we then get

\[
\begin{align*}
a_h(u_h, v_h) + \gamma \sum_{f \in \mathcal{F}} \overline{h}_f^{-1} \int_{f} \Pi_{\beta}^0(u_h) v_h - \sum_{f \in \mathcal{F}} \int_{f} \partial_{\nu} \Pi_{\nu}^\gamma(u_h) v_h - \sum_{f \in \mathcal{F}} \int_{f} \Pi_{\beta}^0(u_h) \partial_{\nu} \Pi_{\nu}^\gamma(v_h) \\
= \int_{\Omega} f_h v_h + \gamma \sum_{f \in \mathcal{F}} \overline{h}_f^{-1} \int_{f} g_h v_h - \sum_{f \in \mathcal{F}} \int_{f} g_h \partial_{\nu} \Pi_{\nu}^\gamma(v_h),
\end{align*}
\]

where \( g_h = \Pi_{\beta}^0(g) \). As \( \partial_{\nu} \Pi_{\nu}^\gamma(v_h) \) is a polynomial of degree \( k - 1 \leq k' \) on each face \( f \in \mathcal{F} \), using the definition of \( \Pi_{\beta}^0 \) allows us to rewrite the above equation in a form that underlines its symmetry, namely

\[
(3.23) \quad a_h(u_h, v_h) - \sum_{f \in \mathcal{F}} \int_{f} \partial_{\nu} \Pi_{\nu}^\gamma(u_h) v_h - \sum_{f \in \mathcal{F}} \int_{f} u_h \partial_{\nu} \Pi_{\nu}^\gamma(v_h) + \gamma \sum_{f \in \mathcal{F}} \overline{h}_f^{-1} \int_{f} \Pi_{\beta}^0(u_h) \Pi_{\beta}^0(v_h) \\
= \int_{\Omega} f_h v_h + \gamma \sum_{f \in \mathcal{F}} \overline{h}_f^{-1} \int_{f} g_h v_h - \sum_{f \in \mathcal{F}} \int_{f} g_h \partial_{\nu} \Pi_{\nu}^\gamma(v_h).
\]

Conversely, if \( u_h \) satisfies (3.23) and \( \lambda_h \) is defined by (3.22), \( (u_h, \lambda_h) \) satisfies (3.4). Therefore the analysis obtained in the previous section for the Barbosa-Hughes problem (3.4) can also be extended to the Nitsche VEM problem (3.23), as stated by the following corollary of Theorem 3.3, where, once again, we use (3.9) to bound the \( H^1(\Omega) \) norm by the mesh dependent norm \( \| \cdot \|_{1,h} \).
Corollary 3.6. There exists $\gamma_0$ such that if $\gamma > \gamma_0$, Problem (3.23) admits a unique solution $u_h$ satisfying the following error estimate: if $u \in H^{k+1}(\Omega)$ then

$$
\|u - u_h\|_{1,\Omega} \lesssim h^k |u|_{k+1,\Omega}.
$$

Remark 3.7. Observe that, in two dimensions, for $k' = k$, we have that, for $u_h \in V_h$, $\Pi^0_v(u_h) = u_h$. Then, (3.23) can be rewritten as

$$
(3.24) \quad a_h(u_h, v_h) = \sum_{f \in \mathcal{F}^\partial} \int_f \partial_{\nu} \Pi^\nabla(u_h) v_h - \sum_{f \in \mathcal{F}^\partial} \int_f u_h \partial_{\nu} \Pi^\nabla(v_h) + \gamma \sum_{f \in \mathcal{F}^\partial} \tilde{h}_f^{-1} \int_f u_h v_h
$$

which is the formulation originally proposed and analyzed in [31].

Remark 3.8. In three dimensions, the formulation (3.23) of Nitsche’s method for the VEM, obtained from (3.4) by static condensation of the multiplier $\lambda$, coincides with the formulation that we would obtain by adapting the standard Nitsche’s method to the VEM, by replacing the non computable terms with computable terms involving the projection $\Pi^\nabla$, in the spirit of the virtual element method.

4. WEAKLY IMPOSED DIRICHLET BOUNDARY CONDITIONS ON DOMAINS WITH CURVED BOUNDARY

Let us now consider the solution of the same model problem

$$
(4.1) \quad -\Delta u = f, \text{ in } \Omega, \quad u = g, \text{ on } \partial \Omega,
$$

with, once again, $f \in L^2(\Omega)$, $g \in H^{1/2}(\partial \Omega)$, where now $\Omega \subseteq \mathbb{R}^d$, $d = 2, 3$, is a bounded domain with $C^1$ boundary $\Gamma = \partial \Omega$. In order to solve such a problem by the Virtual Element method, we assume that $\Omega$ is approximated by a family of polygonal/polyhedral domains $\Omega_h$, $0 < h \leq 1$, each endowed with a quasi uniform tessellation $\mathcal{T}_h$ into polyhedrals $K$ with diameter $h_K \approx h$, and we follow the strategy proposed in [34], and already applied to the virtual element method in the framework of Nitsche’s method in two dimensions (31). The idea is to solve a discrete problem on $\Omega_h$, satisfying, on $\partial \Omega_h$ a modified boundary condition that takes into account that the boundary data is given on $\partial \Omega$ rather than on $\partial \Omega_h$. Once again we will focus on the more complex three dimensional case, but the results obtained also hold in two dimensions with minor modifications.

Consider then a family $\{\Omega_h\}_h$, with $\Omega_h \subset \Omega$, of polyhedral domains approximating $\Omega$ and let $\mathcal{T}_h$ denote a quasi uniform tessellation of $\Omega_h$ in polyhedral elements. We assume that the family $\{\mathcal{T}_h\}_h$ thus obtained satisfies Assumption [24]. To avoid pathological situations we also assume that the measure of $\partial \Omega_h$ does not explode as $h$ goes to 0, that is, that $|\partial \Omega_h| \lesssim |\Gamma|$. We let $\mathcal{F}^\partial$ denote the set of faces lying on the boundary $\Gamma_h = \partial \Omega_h$ of the approximating domain. We let $\nu_h$ denote the outer unit normal to $\Gamma_h$. On $\Gamma_h$ we also choose an outward direction $\sigma$, not necessarily normal to $\Gamma_h$, which we assume to be constant on each face $f$, and for $u \in C^m(K)$, we let $\partial_{\sigma}^m$ denote the $m$-th derivative in the direction $\sigma$. For $x \in \Gamma_h$ we let $\delta(x) > 0$ denote the smallest non negative scalar such that

$$
x + \delta(x) \sigma(x) \in \partial \Omega.
$$

We recall that, for smooth convex domains in two dimensions, provided that the vertices of $\Omega_h$ are placed on $\Gamma$, and choosing $\sigma = \nu_h$, for $x \in \partial K \cap \Gamma_h$ we have that $\delta(x) \lesssim h_K^2$. We can not rely on a similar bound in three dimensions, as, in general, even for convex domains, building a polyhedral mesh with all the vertices on $\Gamma$ is not possible, unless we either restrict ourselves to (possibly agglomerated) tetrahedral meshes, or we allow for curved faces and, possibly, for curved edges. To overcome this issue, we need to make an assumption ensuring that the discrete boundary...
Figure 1. Two approximate domains \( \Omega_h \) belonging to families falling in our framework. For the domain on the left, the choice \( \sigma = \nu_h \) yields \( \delta(x) \lesssim h^2 \). For the choice in the center choosing \( \sigma \neq \nu_h \), yields smaller values for \( \delta(x) \).

\( \Gamma_h \) is sufficiently close to the true boundary \( \Gamma \). More precisely, we assume that for some \( \tau \in (0, 1) \) sufficiently small, for all tessellations in the family \( \{T_h\}_h \) we have that

\[
\max_{f \in F^\circ} \max_{x \in f} \frac{\delta(x)}{h_f} \leq \tau. \tag{4.2}
\]

Of course, if the tessellations satisfy \( \delta|_{\partial K \cap \Gamma_h} \lesssim h_K^2 \), then for all \( \tau \), there exists an \( h_0 \) such that for all \( h < h_0 \), (4.2) is satisfied. However, in three dimensions, it is desirable to allow for situations where \( \delta \) goes to 0 only linearly in \( h \), as this happens in many situations that are encountered in practice.

Remark 4.1. We want to point out from the start that the assumption that the boundary \( \Gamma \) of \( \Omega \) is of class \( C^1 \) is, at the same time, too restrictive and too weak. Of course, as we will see in the following, optimal order \( k \) convergence will require sufficient smoothness of the continuous solution, which can be deduced from the smoothness of the data only if the domain is sufficiently smooth, which is the typical situation that we have in mind in designing the method. However, the definition of the method itself and its theoretical analysis only require that \( \Gamma \) has enough regularity to ensure that the function \( \delta \) is well defined on \( \Gamma_h \) and that it satisfies \( \delta \in L^\infty(\Gamma_h) \). We can easily see that \( \Gamma \) being of class \( C^1 \) is not a necessary condition for this to happen. On the other hand, a higher smoothness of the function \( \delta \) (and therefore of the boundary \( \Gamma \)) will play a role in the practical implementation of the method, as we will see later on (see Remark 5.2 in Section 5).

4.1. VEM Barbosa-Hughes for curved domains (BDT-BH-VEM). We write down a discretization of (4.1) on the approximate domain \( \Omega_h \). The global norms \( \| \cdot \|_{1/2,h}, \| \cdot \|_{-1/2,h} \) and \( \| \cdot \|_{1,h} \), still given by (3.6) and (3.8), are now defined on \( \Gamma_h \) and \( \Omega_h \), as are the discrete spaces \( V_h, \mathbb{P}_k(T_h) \) and \( \Lambda_h = \mathbb{P}_{k'}(F^\circ) \), as well as the projectors \( \Pi^\nabla, \hat{\Pi}^0 \) and \( \Pi^0 \). The bilinear form \( a_h \) is also defined on \( \Omega_h \), where we consider the following discrete problem:

find \( u_h \in V_h, \lambda_h \in \Lambda_h \) such that for all \( v_h \in V_h, \mu_h \in \Lambda_h \) it holds that

\[
\begin{align*}
\text{find } u_h & \in V_h, \lambda_h \in \Lambda_h \text{ such that for all } v_h \in V_h, \mu_h \in \Lambda_h \text{ it holds that} \\
(4.3) \quad a_h(u_h, v_h) + & \int_{\Gamma_h} \lambda_h v_h + \int_{\Gamma_h} \mu_h u_h + \sum_{f \in F^\circ} \sum_{j=1}^{k_f} \int_f \frac{\delta^j}{f^{1/2}_h}(\Pi^\nabla u_h)\mu_h \\
& - \alpha \sum_{f \in F^\circ} \tilde{h}_f \int_f \left( \lambda_h + \hat{\partial}_\nu \Pi^\nabla(v_h) \right) \left( \mu_h + \hat{\partial}_\nu \Pi^\nabla(v_h) \right) = \int_{\Omega_h} f_h v_h + \sum_{f \in F^\circ, g(f) \neq 0} \int_f g \mu_h,
\end{align*}
\]
where \( \tilde{g} \) is defined as
\[
\tilde{g}(x) = g(x + \delta(x)\sigma), \quad x \in \Gamma_h,
\]
and where \( k^* \leq k \) is a parameter whose choice we will discuss later on. Also in this case we can write the problem in a more compact form as: find \((u_h, \lambda_h) \in V_h \times \Lambda_h\) such that for all \((v_h, \mu_h) \in V_h \times \Lambda_h\) it holds that
\[
a_{BH}^h(u_h, \lambda_h; v_h, \mu_h) + \mathcal{G}(u_h, \mu_h) = \int_{\Omega_h} f_h v_h + \sum_{f \in \mathcal{F}_h} \int_f \tilde{g} \mu_h,
\]
where, as before, \( a_{BH}^h \) is defined by \( (3.5) \) and where
\[
\mathcal{G}(u_h, \mu_h) = \sum_{f \in \mathcal{F}_h} \int_f \delta^j \mathcal{G}_f^{\alpha} (\Pi \nabla u_h) \mu_h.
\]

Remark 4.2. We observe that, if we neglect the stabilization term, the equation on \( \Gamma_h \) obtained by setting \( v_h = 0 \) in \( (4.3) \), is an approximation, obtained by a Taylor expansion of order \( k^* \), of
\[
u(x + \delta \sigma) = g(x + \delta \sigma), \quad x \in \Gamma_h,
\]
which, as \( x + \delta \sigma \in \Gamma \), is the correct boundary condition.

4.2. Analysis of the BDT-BH-VEM method. We start by proving the following lemma.

Lemma 4.3. There exists a constant \( C'_2 \), depending on \( k \), such that for all \( u_h \in V_h, \mu_h \in \Lambda_h \) we have
\[
\mathcal{G}(u_h, \mu_h) \leq C'_2 \tau |u_h|_{1,h} \| \mu_h \|_{-1/2,h}.
\]
Moreover, there exists \( \alpha_0 > 0 \) such that for all \( 0 < \alpha < \alpha_0 \), the following holds: there exists a constant \( \tau_0 > 0 \), depending on \( \alpha \), such that if \( (4.2) \) holds for \( \tau < \tau_0 \), then for all \((u_h, \lambda_h) \in V_h \times \Lambda_h\)
\[
\sup_{(v_h, \mu_h) \in V_h \times \Lambda_h} \frac{a_{BH}^h(u_h, \lambda_h; v_h, \mu_h) + \mathcal{G}(u_h, \mu_h)}{\| v_h \|_{1,h} + \| \lambda_h \|_{-1/2,h}} \geq 1,
\]
the implicit constant in the inequality depending on \( \alpha \) and \( \tau \).

Proof. We start by observing that, for \( \sigma \in \mathbb{R}^d \) fixed unit vector, the higher order directional derivative \( \partial_\sigma^j p \) is a linear combination of mixed derivatives of order exactly \( j \), that is, there exist real coefficients \( c_{\beta} \) independent of \( \sigma \) and \( p \) such that
\[
\partial_\sigma^j p = \sum_{\beta | \beta| = j} c_{\beta} \sigma^\beta \partial^\beta p,
\]
with \( \sigma^\beta = \prod_{i=1}^d d_{\beta i} \), \( \partial^\beta p = \frac{\partial |\beta| p}{\partial x_1^{\beta_1} \cdots \partial x_d^{\beta_d}} \), and \( |\beta| = \sum_{i=1}^d \beta_i \)
(this can be easily proven by induction on \( j \)). This implies that
\[
\| \partial_\sigma^j p \|_{0,f}^2 \leq \sum_{|\beta| = j} \| \partial^\beta p \|_{0,f}^2,
\]
the implicit constant in the inequality only depending on \( j \). Then, as for \( p \in \mathbb{P}_k, \partial^\beta p \in \mathbb{P}_k \), using \( (2.4) \) and \( (2.3) \), as well as \( (4.2) \), we can write
\[
\begin{align*}
h_K^{-1} \sum_{f \in \mathcal{F}_h \cap \mathcal{F}_K} \| \delta^j \partial_\sigma^j p \|_{0,f}^2 & \leq h_K^{-1} \sum_{f \in \mathcal{F}_h \cap \mathcal{F}_K} \| \delta^j \mathcal{G}_f^{\alpha} (\Pi \nabla u) \|_{0,f}^2 \lesssim \tau_2^j h_K^{2j-1} \sum_{|\beta| = j} \| \partial^\beta p \|_{0,\partial K}^2 \lesssim \tau_2^j h_K^{2j-1} \sum_{|\beta| = j} \| \partial^\beta p \|_{0,\partial K}^2 \lesssim \tau_2^j \left( h_K^{-1} \| \partial^\beta p \|_{0,K}^2 + h_K |\beta|_{1,K}^2 \right) \lesssim \tau_2^j \left( h_K^{2j-2} |p|_{j,K}^2 + h_K^2 |p|_{j+1,K}^2 \right) \lesssim \tau_2^j |p|_{1,K}^2.
\end{align*}
\]
Summing up for \(j = 1, \ldots, k^*\) we then have, for some constant \(\tilde{C}_{\text{inv}}\) depending on \(k\)

\[
(4.6) \quad h_K^{-1} \sum_{f \in F^0 \cap F_K} \sum_{j=1}^{k^*} \|\delta^j \partial_\nu p\|_{0,f}^2 \leq h_K^{-1} \sum_{f \in F^0 \cap F_K} \sum_{j=1}^{k} \|\delta^j \partial_\nu p\|_{0,f}^2 \leq \tilde{C}_{\text{inv}} \tau^{2j} |p|_{1,K}^2.
\]

Then, as for \(j \geq 1\) we have that \(\tau^j \leq \tau\) (recall that, by assumption, \(\tau \in (0,1)\)), we can write

\[
(4.7) \quad \mathcal{E}(u_h, \mu_h) = \sum_{f \in F^0} \sum_{j=1}^{k^*} \int_f \frac{\delta^j}{\partial \nu} (\Pi^\tau u_h) \mu_h \leq \sum_{f \in F^0} \|\mu_h\|_{0,f} \sum_{j=1}^{k^*} \|\delta^j \partial_\nu (\Pi^\tau u_h)\|_{0,f}
\]

\[
\leq \sqrt{k^*} \left( \sum_{f \in F^0} \tilde{h}_f \|\mu_h\|_{0,f}^2 \right)^{1/2} \left( \sum_{f \in F^0} \tilde{h}_f^{-1} \sum_{j=1}^{k^*} \|\delta^j \partial_\nu (\Pi^\tau u_h)\|_{0,f}^2 \right)^{1/2} \leq C_\tau |\Pi^\tau u_h|_{1,\Gamma_h} \|\mu_h\|_{-1/2,h},
\]

with \(C_\tau = (k^* \tilde{C}_{\text{inv}})^{1/2}\), which gives us (4.4).

To prove (4.5), let once again \((v_h, \mu_h) = (u_h, \bar{\mu}_h - \lambda_h)\). Combining eqs. (3.13–14) and (4.7) we obtain

\[
(4.8) \quad \mathbf{a}_h^{BH}(u_h, \lambda_h; u_h, \bar{\mu}_h - \lambda_h) + \mathcal{E}(u_h, \bar{\mu}_h - \lambda_h)
\]

\[
\geq (1 - \alpha C_{\text{inv}}^2) |\Pi^\tau u_h|_{1,*}^2 + c_* |(1 - \Pi^\tau) u_h|_{1,*}^2 + \alpha \|\lambda_h\|_{-1/2,h}^2 + \|\Pi^\tau_0(u_h)\|_{1/2,h}^2
\]

\[
- (\alpha + C_\tau \tau) \|\lambda_h\|_{-1/2,h} |\Pi^\tau_0(u_h)|_{1/2,h} - (\text{C}_{\text{inv}} \alpha + C_\tau \tau) |\Pi^\tau_0(u_h)|_{1,*,1/2,h}^2
\]

\[
\geq (1 - \frac{3}{2} \alpha C_{\text{inv}}^2) |\Pi^\tau u_h|_{1,*}^2 + c_* |(1 - \Pi^\tau) u_h|_{1,*}^2 + \frac{\alpha}{2} \|\lambda_h\|_{-1/2,h}^2 + \|\Pi^\tau_0(u_h)\|_{1/2,h}^2
\]

\[
- \frac{1}{2\alpha} (\alpha + C_\tau \tau)^2 |\Pi^\tau_0(u_h)|_{1/2,h}^2 + \frac{1}{2\alpha} (\alpha + C_\tau \tau)^2 |\Pi^\tau_0(u_h)|_{1/2,h}^2
\]

\[
\geq (1 - \frac{3}{2} \alpha C_{\text{inv}}^2) |\Pi^\tau u_h|_{1,*}^2 + c_* |(1 - \Pi^\tau) u_h|_{1,*}^2 + \frac{\alpha}{2} \|\lambda_h\|_{-1/2,h}^2 + \left(1 - \frac{1}{\alpha} (\alpha + C_\tau \tau)^2\right) |\Pi^\tau_0(u_h)|_{1/2,h}^2,
\]

where we used that, as \(C_{\text{inv}} \geq 1\), it holds that \(\alpha + \frac{C_\tau \tau}{C_{\text{inv}}} \leq \alpha + C_\tau \tau\). Provided \(\alpha < \alpha_0 = 2/(3C_{\text{inv}}^2)\), the coefficient in front of \(\|\Pi^\tau_0 u_h\|_{1,*}^2\) is positive. Given \(\alpha\) and letting \(C(\alpha, \tau)\) denote the coefficient in front of \(\|\Pi^\tau_0(u_h)\|_{1/2,h}^2\), we have that \(C(\alpha, \tau)\) is positive, provided \(\tau\) is such that \((\alpha + C_\tau \tau)^2 < \alpha\). It is not difficult to check that such an inequality is satisfied provided \(C_\tau \tau \in (-\alpha - \sqrt{\alpha}, -\alpha + \sqrt{\alpha})\). As \(\alpha \leq \alpha_0 < 1\), \(-\alpha + \sqrt{\alpha}\) is strictly positive. Then, setting \(\tau_\alpha = (\sqrt{\alpha} - \alpha)/C_\tau\), for \(\tau < \tau_\alpha\) we have that \(C(\alpha, \tau) > 0\), and we have proven our thesis.

We are then able to prove the following result:

**Theorem 4.4.** There exists \(\alpha_0 > 0\) such that for all \(\alpha\) with \(0 < \alpha < \alpha_0\), the following holds: there exists a constant \(\tau_\alpha\), depending on \(\alpha\), such that if (1.2) holds for \(\tau < \tau_\alpha\), Problem (4.3) is well posed, and, if \(u \in H^{k+1}(\Omega) \cap W^{k+1,\infty}(\Omega)\), the following error estimate holds

\[
\|u - u_h\|_{1,h} + \|\bar{c}_{\text{ho}} u - \lambda_h\|_{-1/2,h} \lesssim h^k |u|_{k+1,\Gamma} + h^{-1/2} \delta^{k+1} |u|_{k+1,\infty,\Omega}.
\]

**Proof.** Let \(u_\ell \in V_h\) and \(u_* \in P_k(\Gamma_h)\) denote once again the VE interpolant and the \(L^2\) orthogonal projection of \(u\), and let this time \(\lambda_\ell \in \Lambda_h\) denote \(L^2(\Gamma_h)\) projection of \(\bar{c}_{\text{ho}} u\). We observe that the
solution \( u \) of (4.1) satisfies, for all \( v \in H^1(\Omega_h) \),
\[
\int_{\Omega_h} \nabla u \cdot \nabla v - \int_{\Gamma_h} \partial_{\nu_h} uv = \int_{\Omega_h} fv.
\]

Thanks to (4.5), there exists \( v_h \in V_h \) and \( \mu_h \in \Lambda_h \) with \( \|v_h\|_{1,h} + \|\mu_h\|_{-1/2,h} = 1 \), such that we have:
\[
\|u_h - u_I\|_{1,h} + \|\lambda_h - \lambda_I\|_{-1/2,h} \lesssim \Phi_h^{BH}(u_h - u_I, \lambda_h - \lambda_I; v_h, \mu_h) + \mathcal{C}(u_h - u_I, \mu_h)
\]
\[
= A + B + C + D + E + F + G
\]
\[
+ \mathcal{C}(u - u_I, \mu_h) + \sum_{\ell \in F^0} \sum_{j=1}^{k^*} \int_{\ell} \frac{\delta j}{\beta} \hat{\partial}_\sigma^j (u - \Pi^\ell_u(u)) \mu_h + \sum_{\ell \in F^0} \sum_{j=1}^{k^*} \int_{\ell} \frac{\delta j}{\beta} \hat{\partial}_\sigma^j (u - \mu_h) \mu_h
\]
\[
\lesssim h^k \|u\|_{k+1,\Omega} + H + I + J,
\]
where \( A\sim G \) are as in Section 3.1 with \( \Omega \) and \( \Gamma \) replaced by \( \Omega_h \) and \( \Gamma_h \), and are bounded as in eqs. (3.17-21). We then only need to bound \( H \), \( I \) and \( J \). Using \( (4.4) \) and (2.13), we can write
\[
\|u_I - u\|_{1,\Omega} \lesssim h^k \|u\|_{k+1,\Omega} \lesssim h^k \|u\|_{k+1,\Omega}.
\]

As far as \( I \) is concerned, adding and subtracting \( u_\pi = \Pi^0(u) \), we can write
\[
\sum_{\ell \in F^0} \sum_{j=1}^{k^*} \int_{\ell} \frac{\delta j}{\beta} \hat{\partial}_\sigma^j (u - \mu_h) \mu_h \lesssim \sum_{\ell \in F^0} \sum_{j=1}^{k^*} \int_{\ell} \frac{\delta j}{\beta} \hat{\partial}_\sigma^j (u - \Pi^\ell_u) \mu_h + \mathcal{C}(u_\pi - u, \mu_h).
\]

On the one hand, by (4.4), we can bound (recall that \( \|\mu_h\|_{-1/2,h} \leq 1 \))
\[
\mathcal{C}(u_\pi - u, \mu_h) \lesssim \|u_\pi - u\|_{1,\Omega} \lesssim h^k \|u\|_{k+1,\Omega}.
\]

On the other hand, we observe that, as \( \delta j \lesssim \bar{h}_f \), for \( 1 \leq j \leq k^* \) integer, using (2.6) we have that
\[
\int_{\ell} \frac{\delta j}{\beta} \hat{\partial}_\sigma^j (u - \Pi^\ell_u) \mu_h \lesssim \sum_{|\beta|=j} \sum_{\ell} \bar{h}_f^j \|D^\beta (u - \Pi^\ell_u)\|_{0,\ell} \|\mu_h\|_{0,\ell}
\]
\[
\lesssim \sum_{|\beta|=j} \left( \sum_{\ell \in F^0} \sum_{\ell \in F^0} \left\|D^\beta (u - \Pi^\ell_u)\right\|_{0,\ell}^2 \right)^{1/2} \left( \sum_K \bar{h}_K \sum_{\ell \in F^0,\ell \in F_K} \|\mu_h\|_{0,\ell}^2 \right)^{1/2}
\]
\[
\lesssim \sum_{|\beta|=j} \left( \sum_K h_K^{2j-1} \left\|D^\beta (u - u_\pi)\right\|_{0,\ell}^2 \right)^{1/2} \|\mu_h\|_{-1/2,h} \lesssim \left( \sum_K \left(h_K^{2j-2} \|u - u_\pi\|_{0,\ell}^2 + h_K^{2j} \|u - u_\pi\|_{0,\ell}^2 \right)^{1/2}
\]
\[
\lesssim \left( \sum_K h_K^{2j} \|u\|_{k+1,\Omega}^2 \right)^{1/2} \lesssim h^k \|u\|_{k+1,\Omega},
\]
that, summing for \( j \) integer, \( 1 \leq j \leq k^* \) yields
\[
I \lesssim h^k |u|_{k+1,\Omega}.
\]

Moreover, using standard bounds on the Taylor expansion, for \( x \in \Gamma_h \) we have
\[
|\tilde{g}(x) - u - \sum_{j=1}^{k^*} \frac{\delta x}{j!} \hat{\partial}_\sigma^j u(x)| = |u(x + \delta(x)\sigma) - u(x) - \sum_{j=1}^{k^*} \frac{\delta x}{j!} \hat{\partial}_\sigma^j u(x)| \lesssim \delta^{k^*+1} |u|_{k^*+1,\xi,\Omega},
\]
which, thanks to condition (4.2), yields
\[ J \lesssim \left( \sum_{K} \sum_{f \in F_0 \cap F_K} \tilde{h}_f^{-1} \| \tilde{g} - u - \sum_{j=1}^{k^*} \frac{\delta^j}{j!} \partial_\delta^j u_{0,f} \|_{-1/2,h} \right)^{1/2} \| \mu_h \|_{-1/2,h} \]

\[ \lesssim \left( \sum_{f \in F_0} \tilde{h}_f^{-1} \| f \|_{2k^*+2} |u|_{k^*+1,\infty,\Omega} \right)^{1/2} \lesssim \tau^{1/2} |\Gamma_h|^{1/2} \delta^{k^*+1/2} |u|_{k^*+1,\infty,\Omega}. \]

Then, as by assumption, \( \tau < 1 \), we have

\[ \| u_I - u_h \|_{1,h} + \| \lambda I - \lambda_h \|_{-1/2,h} \lesssim h^k |u|_{k+1,\Omega} + \delta^{k^*+1/2} |u|_{k^*+1,\infty,\Omega}. \]

**Remark 4.5.** Remark that if we replace \( \tilde{h}_f \) with \( h_f \) in the definition of the discrete problem \( (4.3) \), the theoretical analysis of the method would require replacing the condition \( (4.2) \) with the much stronger condition

\[ \max_{f \in F_0} \max_{x \in f} \frac{\delta(x)}{h_f} \leq \tau, \]

which would drastically reduce the set of eligible tessellations.

Let us now consider the issue of the choice of the parameter \( k^* \) appearing in the definition of the correction operator \( \mathcal{C} \), which, of course, should be chosen as small as possible, in order to avoid unnecessary computational cost. As the order \( j \) derivatives in the definition of \( \mathcal{C} \) always act on an order \( k \) polynomial, we can safely choose \( k^* \leq k \). The sensible criterion is, as usual, to balance the order of convergence of the two terms on the right hand side of the error bound in Theorem 4.4. As already observed, there are situations where the approximating domains can be constructed in such a way that \( \delta \lesssim h^2 \). In such situation the error term resulting from the approximation of the domain is of order \( h^{2k^*+3/2} \). We can then choose \( k^* \) as the smallest integers such that \( 2k^* + 3/2 > k \), which gives us \( k^* = \lfloor k/2 - 3/4 \rfloor \). Remark that, by the Sobolev embedding theorem, for such choice of \( k^* \) we have that \( H^{k+1}(\Omega) \subset W^{k^*+1,\infty}(\Omega) \), provided, if \( d = 3 \), that \( k > 1 \). We then have the following corollary

**Corollary 4.6.** Assume that the approximating subdomains \( \Omega_h \) are such that \( \delta \approx h^2 \), and, for \( d = 3 \), that \( k > 1 \). Then, setting \( k^* = \lfloor k/2 - 3/4 \rfloor \), the following error bound holds:

\[ \| u - u_h \|_{1,\Omega_h} \lesssim h^k |u|_{k+1,\Omega}. \]

**Remark 4.7.** For the approximation of non convex domains it would be desirable to give up the requirement that \( \Omega_h \subset \Omega \), which would allow for smaller values for \( \delta \). In order to define the discrete method with \( \Omega_h \subset \subset \Omega \), we would however need to construct an extension \( \tilde{f} \) of the load term \( f \) to \( \Omega_h \\setminus \Omega \). In the two dimensional finite element case, this last strategy for adapting the method to non convex domains has been analyzed in \( \Omega \), that states a bound on the error of order \( h^k + h^{-1/2} \delta^2 \).

To obtain an optimal convergence rate we would then need to require that \( \delta \approx h^{k/2+1/4} \), which, as \( k \) increases, is a much less favorable condition than \( (4.2) \) with \( \tau < \tau_0 \). This lack of optimality in the high order case is to be expected, as the resulting method shares some characteristics with fictitious domain methods, which generally suffer from an upper bound on the order of convergence, unless the “right” extension of \( f \) or some additional information on the solution are retrieved, which adds a non negligible computational overhead.

### 4.3. Nitsche’s method with curved boundaries

Also for the discrete formulation \( (4.3) \) we can eliminate the multiplier to obtain a Nitsche’s type formulation in the sole unknown \( u_h \). More precisely, with \( k' = k \), setting \( v_h = 0 \) in \( (4.3) \), we see that \( \lambda_h \) satisfies, for all \( \mu_h \in \Lambda_h \),

\[ \int_f \lambda_h \mu_h = \gamma \tilde{h}_f^{-1} \int_f \mu_h u_h + \gamma \tilde{h}_f^{-1} \sum_{j=1}^{k^*} \frac{\delta^j}{j!} \partial_\delta^j \Pi^\nu(u_h) \mu_h - \int_f \partial_\nu \Pi^\nu(u_h) \mu_h - \gamma \tilde{h}_f^{-1} \int_f \tilde{g}_h \mu_h, \]
whence, since by definition, $\Pi^\Gamma(u_h) \in \mathbb{P}_k(T_h)$, we easily see that

\begin{equation}
\lambda_h|_f = \gamma \tilde{h}_f^{-1} \Pi_0^0\left(u_h + \sum_{j=1}^{k^\ast} \frac{\delta_j}{j!} \partial_j^2 \Pi^\Gamma(u_h) - \tilde{g}_h - \partial_\nu \Pi^\Gamma(u_h)\right)
\end{equation}

\begin{align*}
&= \gamma \tilde{h}_f^{-1} \Pi_0^0(u_h - \tilde{g}_h) + \gamma \tilde{h}_f^{-1} \sum_{j=1}^{k^\ast} \frac{\delta_j}{j!} \partial_j^2 \Pi^\Gamma(u_h) - \partial_\nu \Pi^\Gamma(u_h).
\end{align*}

We can then once again substitute the expression on the right hand side of (4.13) for $\lambda_h$ in (4.3), and, setting $\mu_h = 0$, we obtain the following equation for $u_h$:

\begin{align*}
\tau \Pi_0^0(u_h - \tilde{g}_h) + \gamma \tilde{h}_f^{-1} \sum_{j=1}^{k^\ast} \frac{\delta_j}{j!} \partial_j^2 \Pi^\Gamma(u_h) - \partial_\nu \Pi^\Gamma(u_h) + 
&= \int_{\Omega_h} f_h v_h - \sum_{f \in \mathcal{F}_0} \int_f \tilde{g}_h (\partial_\nu \Pi^\Gamma(v_h) - \gamma \tilde{h}_f^{-1} \Pi_0^0(v_h)),
\end{align*}

where, as $\Pi^\Gamma(u_h)$ and $\Pi^\Gamma(v_h)$ are piecewise polynomials, we once again used the definition of $\Pi_0^0$ to switch from $u_h$ and $v_h$ to $\Pi_0^0(u_h)$ and $\Pi_0^0(v_h)$ and vice versa, thus underlining the symmetry of some of the components appearing in the equation. The well posedness and error estimates for Problem (4.14) are then consequences of the analogous results for Problem (4.3), as stated by the following corollary of Theorem 4.4.

**Corollary 4.8.** There exists $\gamma_0 > 0$ such that for all $\gamma > \gamma_0$, the following holds: there exists a constant $\tau_\gamma$, depending on $\gamma$, such that if (4.2) holds for $\tau < \tau_\gamma$, Problem (4.14) is well posed, and, if $u \in H^{k+1}(\Omega) \cap W^{k^\ast+1,\infty}(\Omega)$, the following error estimate holds

\begin{equation}
\|u - u_h\|_{1,\Omega_h} \lesssim h^k |u|_{k+1,\Omega} + h^{-1/2} \delta^{k^\ast+1} |u|_{k^\ast+1,\infty,\Omega}.
\end{equation}

5. **Numerical Tests**

In this section we present numerical experiments to test and validate the proposed methods on domains with curved boundaries. More specifically, we aim at verifying the error bounds of Theorems 3.3 and 4.4 and/or Corollaries 3.6 and 4.8 as well as studying their dependence on the parameters $\gamma$, and, for the curved domain case, on the order $k^\ast$ of the Taylor expansion, and the distance $\delta(x)$. As Nitsche’s method and the Barbosa-Hughes method are equivalent, case by case we only report the result for one of the two. The calculation of the function $\delta(x)$ for a general curved domain can be cast as a rootfinding problem: letting the surface of the domain be represented by a nonlinear scalar equation $F = 0$, given $x \in \Gamma_h$, and an outward direction $\sigma$, we let $\delta(x)$ be the smallest positive root of the equation $F(x + \delta\sigma) = 0$.

Letting $u_h$ denote the discrete solution obtained by the order $k$ VEM methods proposed in the previous sections, we measure the following relative errors in broken $H^1(\Omega_h)$ and in the $L^2(\Omega_h)$ norm

\begin{align*}
eu^u := \frac{\left(\sum_{K \in \mathcal{T}_h} \|\nabla u - \Pi_K^{0,k-1}(\nabla u_h)\|^2_0,K\right)^{1/2}}{\|\nabla u\|_{0,K}}, & \quad e_0^u := \frac{\left(\sum_{K \in \mathcal{T}_h} \|u - \Pi_K^{0,k}(u_h)\|^2_0,K\right)^{1/2}}{\|u\|_{0,K}}.
\end{align*}

In the numerical tests, we made the standard choice of defining the stabilization bilinear form $S_a^K$ as the suitably weighted (properly scaled) euclidean scalar product of the vectors of degrees of
freedom, according to the so called “D-recipe” [40]. In defining the degrees of freedom, for each $K$ of $\mathcal{T}_h$ we use, as a basis for $\mathbb{P}_k(K)$, the set of polynomials obtained by orthogonalizing, with respect to the $L^2(K)$ inner product, the scaled monomials of degree less than or equal to $k$

$$m_\alpha(x, y, z) = \left(\frac{x - x_K}{h_K}\right)^{\alpha_1} \left(\frac{y - y_K}{h_K}\right)^{\alpha_2} \left(\frac{z - z_K}{h_K}\right)^{\alpha_3} \forall \alpha = (\alpha_1, \alpha_2, \alpha_3) \in \mathbb{N}^3, \quad \alpha_1 + \alpha_2 + \alpha_3 \leq k,$$

where $(x_K, y_K, z_K)$ are the coordinates of the centroid of $K$. Moreover, as a basis for $\mathbb{P}_k(f)$ for each face $f$ of $\mathcal{T}_h$, we use the polynomials obtained by orthogonalizing, with respect to the $L^2(f)$ inner product, the following monomials of degree less than or equal to $k$

$$p_\beta(x, y) = \left(\frac{x - x_K}{h_K}\right)^{\beta_1} \left(\frac{y - y_K}{h_K}\right)^{\beta_2} \forall \beta = (\beta_1, \beta_2) \in \mathbb{N}^2, \quad \beta_1 + \beta_2 \leq k.$$

Some geometrical data relative to the meshes employed will be shown below. We use the following notation: $N_P$, number of polyhedra; $N_F$, number of faces; $N_E$, number of edges; $N_V$, number of vertices; $h = \max_{K \in \mathcal{T}_h} h_K$; $h = \frac{1}{N_P} \sum_{K \in \mathcal{T}_h} h_K$; $h^\text{min} = \min_{K \in \mathcal{T}_h} h_K^\text{min}$, with $h_K^\text{min}$ being the minimum distance between any pair of vertices of $K$; $\gamma_0$, regularity parameter introduced in Assumption 2.1.

In the figures, the errors are plotted against the average mesh size $\overline{h} = \frac{1}{N_P} \sum_{K \in \mathcal{T}_h} h_K$, where $N_P$ is the number of polyhedra of a mesh.

5.1. **Test 1.** Our first goal is to validate the method proposed in Section 3.1. To this aim we set $\Omega = (0, 1)^3$ and we choose the right hand side $f$ and the boundary data $g$ for Problem (3.1) in such a way that

$$u = \frac{1}{3\pi^2} \cos(\pi x) \cos(\pi y) \cos(\pi z)$$

is the exact solution. We take meshes made of random Voronoi cells like the one shown in Figure 2. Geometrical data are listed in Table 1. Figure 3 displays the results obtained by Nitsche’s method with $\gamma = 100.0$ and $d$-recipe stabilization. The results confirm the theoretical estimate.

5.2. **Test 2.** We now consider the method proposed in Section 4. As a domain, we take the volume enclosed by the torus shown in Figure 4a. The right hand side $f$ and the boundary data $g$ are chosen in such a way that the solution to our model problem is given by:

$$u = \cos(\pi z/8)\sqrt{x^2 + y^2}.$$
The final step consists in slightly perturbing the boundary faces that lie outside the $z$-axis. The resulting mesh $\Omega_h$ is interpolatory on the whole boundary of the domain, including its concave portion. The torus is a solid of revolution: first, we generate a two dimensional tessellation of a cross section of a plane passing through the $z$-axis; second, we extrude it using stepwise rotations around the $z$-axis. The resulting mesh $\Omega_h$ is interpolatory on the whole boundary of the domain, including its concave portion. The final step consists in slightly perturbing the boundary faces that lie outside the domain $\Omega$ enough to ensure that $\Omega_h \subset \Omega$, while also taking care of keeping them flat.

Figure 5 displays the results obtained by the BH method with $k' = k - 1$, $\alpha = 0.001$, $k^* = k$, $\delta$ computed along the outer normal ($\sigma = \nu_h$), and $d$-recipe stabilization. As expected, we get very similar results by using Nitsche’s method (equivalent to the Barbosa–Hughes method with $k' = k$) with $\gamma = 1000$ (not shown). It is worth observing that the choice of the VEM stabilization becomes critical to get proper convergence rates as the order $k$ of the VEM method increases. Table 3 shows what we get by replacing the $d$-recipe with the euclidean stabilization for $k = 4$, which still provides the correct order but with much worse values for the error.

### Table 1. Data for the meshes of random Voronoi cells for Test 1.

| Mesh  | $N_P$ | $N_F$ | $N_E$ | $N_V$ | $h$   | $\bar{h}$ | $h^{\min}$ | $\gamma_0$ |
|-------|-------|-------|-------|-------|-------|-----------|-------------|-----------|
| voro1 | 64    | 415   | 704   | 354   | 7.16-10^{-1} | 5.19-10^{-1} | 1.85-10^{-5} | 8.64-10^{-2} |
| voro2 | 512   | 3625  | 6228  | 3116  | 3.62-10^{-1} | 2.40-10^{-1} | 2.60-10^{-5} | 4.24-10^{-2} |
| voro3 | 4096  | 30364 | 52538 | 26271 | 1.90-10^{-1} | 1.18-10^{-1} | 1.31-10^{-6} | 6.52-10^{-2} |
| voro4 | 32768 | 248586| 431638| 215821| 9.52-10^{-2} | 5.79-10^{-2} | 3.68-10^{-8} | 5.46-10^{-2} |

Figure 3. Convergence plots for Nitsche’s method on Test 1, with $\gamma = 100.0$ and $d$-recipe stabilization on the random Voronoi meshes of the unit cube.

### Table 2. Data for the regular meshes of the toroidal domain.

| Mesh  | $N_P$ | $N_F$ | $N_E$ | $N_V$ | $h$   | $\bar{h}$ | $h^{\min}$ | $\gamma_0$ |
|-------|-------|-------|-------|-------|-------|-----------|-------------|-----------|
| torus1| 160   | 592   | 720   | 288   | 6.66-10^{-1} | 5.61-10^{-1} | 9.83-10^{-2} | 1.67-10^{-1} |
| torus2| 1280  | 5024  | 6240  | 2496  | 3.34-10^{-1} | 2.72-10^{-1} | 3.37-10^{-3} | 1.74-10^{-1} |
| torus3| 10240 | 40768 | 50880 | 20352 | 1.53-10^{-1} | 1.05-10^{-1} | 1.62-10^{-3} | 1.89-10^{-1} |
| torus4| 81920 | 32796 | 408960| 163584| 8.74-10^{-2} | 6.72-10^{-2} | 9.13-10^{-4} | 1.89-10^{-1} |

We consider a family of highly regular meshes like the one shown in Figure 4b. Geometrical data are listed in Table 2. To generate these meshes, we exploit the fact that, for this test case, the domain is a solid of revolution: first, we generate a two dimensional tessellation of a cross section of a plane passing through the $z$-axis; second, we extrude it using stepwise rotations around the $z$-axis. The resulting mesh $\Omega_h$ is interpolatory on the whole boundary of the domain, including its concave portion. The final step consists in slightly perturbing the boundary faces that lie outside the domain $\Omega$ enough to ensure that $\Omega_h \subset \Omega$, while also taking care of keeping them flat.

Table 3 displays the results obtained by the BH method with $k' = k - 1$, $\alpha = 0.001$, $k^* = k$, $\delta$ computed along the outer normal ($\sigma = \nu_h$), and $d$-recipe stabilization. As expected, we get very similar results by using Nitsche’s method (equivalent to the Barbosa–Hughes method with $k' = k$) with $\gamma = 1000$ (not shown). It is worth observing that the choice of the VEM stabilization becomes critical to get proper convergence rates as the order $k$ of the VEM method increases. Table 3 shows what we get by replacing the $d$-recipe with the euclidean stabilization for $k = 4$, which still provides the correct order but with much worse values for the error.
(a) Torus centered at \((0, 0, 0)\). The radius from the center of the hole to the center of the torus is 1, and the radius of the tube is 0.5.

(b) Example of a regular mesh of the toroidal domain.

Figure 4. Geometry for Test 2

Figure 5. Convergence plots for the BH method with \(k' = k - 1\), \(\alpha = 0.001\), \(k^\delta = k\), \(\delta\) computed along the outer normal, and \(d\)-recipe stabilization on the regular meshes of the toroidal domain.

Table 3. Comparison between the errors and the estimated convergence rates (ecr) obtained either with the \(d\)-recipe or the euclidean stabilization for \(k = 4\).

| Mesh   | \(e_1^u\)     | ecr     | \(e_0^u\)     | ecr     | \(e_1^u\)     | ecr     | \(e_0^u\)     | ecr     |
|--------|----------------|---------|----------------|---------|----------------|---------|----------------|---------|
| torus1 | 4.19 \(10^{-1}\) | -       | 6.27 \(10^{-6}\) | -       | 4.99 \(10^{-2}\) | -       | 2.05 \(10^{-4}\) | -       |
| torus2 | 2.07 \(10^{-5}\) | 4.15    | 1.84 \(10^{-7}\) | 4.87    | 2.80 \(10^{-3}\) | 3.98    | 2.47 \(10^{-6}\) | 6.09    |
| torus3 | 1.13 \(10^{-6}\) | 4.15    | 5.65 \(10^{-9}\) | 4.96    | 1.05 \(10^{-4}\) | 4.68    | 4.04 \(10^{-8}\) | 5.86    |
| torus4 | 6.56 \(10^{-8}\) | 4.08    | 1.75 \(10^{-10}\)| 4.99    | 3.86 \(10^{-6}\) | 4.74    | 8.92 \(10^{-10}\) | 5.47    |
Table 4. Numerical estimates of the 1-norm condition number of the global stiffness matrices obtained by solving Test 2 with Nitsche’s method with \( \gamma = 1000 \) and \( d \)-recipe stabilization.

| Mesh   | \( k = 1 \)  | \( k = 2 \)  | \( k = 3 \)  | \( k = 4 \)  |
|--------|--------------|--------------|--------------|--------------|
| torus1 | 1.59-10^3   | 2.79-10^4   | 2.49-10^6   | 8.63-10^8   |
| torus2 | 4.86-10^3   | 6.97-10^4   | 4.61-10^6   | 4.59-10^9   |
| torus3 | 1.91-10^4   | 2.33-10^5   | 1.62-10^7   | 3.53-10^9   |
| torus4 | 7.72-10^4   | 9.14-10^5   | 6.16-10^7   | 3.58-10^10  |

| Mesh   | \( k = 1 \)  | \( k = 2 \)  | \( k = 3 \)  | \( k = 4 \)  |
|--------|--------------|--------------|--------------|--------------|
| torus1 | 1.14-10^3   | 1.47-10^4   | 9.70-10^5   | 1.95-10^8   |
| torus2 | 4.40-10^3   | 5.33-10^4   | 3.72-10^6   | 4.45-10^9   |
| torus3 | 1.83-10^4   | 2.10-10^5   | 1.53-10^7   | 3.50-10^9   |
| torus4 | 7.56-10^4   | 8.65-10^5   | 5.98-10^7   | 3.58-10^10  |

For this test case, we also compared the 1-norm condition number of the matrices relative to Nitsche’s method with and without the BDT correction. The results, computed according to [44, 46] and displayed in Table 4, show that, asymptotically as \( h \) decreases, the addition of the correction term does not significantly degrade the condition number, despite the presence of the higher order derivatives \( \tilde{\sigma}_j \), whose negative effect is indeed dampened by the term \( \tilde{\delta}_j \).

5.3. **Test 3.** Creating a polyhedral mesh approximating a general three-dimensional domain with curved boundaries is a challenging task, around which an active area of research revolves [1]. In many fields like computer graphics, complex domains are simply and easily approximated by using a collection of cubes, providing an approximation of the curved boundary surfaces characterized by \( \delta = O(h_K) \) and yielding, when solving a PDE, an \( O(h) \) error, which, for higher order methods, dominates the overall error. In this framework, the virtual element method allows to easily build polyhedral decomposition, where the elements are obtained as union of cubes, in such a way that condition (4.2) holds, so that we can resort to either one of the methods proposed in Section 4 with optimal error bounds also for higher order discretizations. To demonstrate this potential, we perform the following test. We consider meshes whose elements of diameter \( \sim h \) are union of cubes with edge length \( h/2^n \) with \( n \) independent of \( h \) large enough, so that condition (4.2) holds. We point out that the underlying hexahedral mesh does not, in general, satisfy such a condition, an then it is not well suited to be used directly. For the purpose of the present test, we obtain such elements by successive refinement of a starting cubic mesh with

With meshes of this kind, for which it may well happen that a facet is almost orthogonal to the boundary of the smooth domain, choosing the right direction \( \sigma \), along which to compute the Taylor expansion involved in the boundary correction, is of paramount importance. Here we define \( \sigma \) on a facet \( f \) as the direction of the gradient of the distance from the boundary, computed at the center of the facet.

We run experiments on two different domains characterized by different curvatures. As bases for \( \mathbb{P}_k(K) \) and \( \mathbb{P}_k(f) \), we use the monomials defined in equations (5.2) and (5.3), respectively.
Figure 6. Starting cubic mesh of a portion of the unit ball and two refined meshes.

Figure 7. Starting cubic mesh of a portion of the toroidal domain and two refined meshes.

Table 5. Data for the meshes of the portion of the unit ball obtained after four steps of refinement.

| Mesh  | $N_F$ | $N_E$ | $N_V$   | $h$        | $\bar{h}$   | $h_{\text{min}}$ |
|-------|-------|-------|---------|------------|-------------|-----------------|
| $\text{ball}_1^b$ | 35    | 3795  | 9340    | 5581       | 4.68$\times 10^{-1}$ | 4.39$\times 10^{-1}$ | 1.56$\times 10^{-2}$ |
| $\text{ball}_2^b$ | 272   | 15551 | 37332   | 22054      | 2.52$\times 10^{-1}$ | 2.19$\times 10^{-1}$ | 7.81$\times 10^{-3}$ |
| $\text{ball}_3^b$ | 2157  | 65524 | 151775  | 88409      | 1.26$\times 10^{-1}$ | 1.09$\times 10^{-1}$ | 3.91$\times 10^{-3}$ |

Domain 1. The first domain is the portion of the unit ball contained in the octant $x \geq 0, y \geq 0, z \geq 0$, which has constant curvature. The right hand side $f$ and the boundary data $g$ are chosen such that

$$u = \cos \left( \frac{\pi}{4} (x^2 + y^2 + z^2) \right)$$

is the exact solution. We start with a family of nested cubical meshes, where a cube is retained if its center belongs to the actual domain. As expected, if the cubic elements are used “as they are” and no local refinement is performed, Nitsche’s method with $\gamma = 1000$, $d$-recipe stabilization, $k^* = k$, and $\delta$ computed along the gradient of the distance to the domain boundary, yields linear convergence for any $k \geq 1$ (see Figure 9 for $k = 1, 2$). Then, we consider families of nested meshes
where boundary elements are replaced by polyhedral elements obtained as unions of cubes of refined meshes, such that $\delta$ is reduced by a factor of $1/2$ after each refinement step (see Figure 6). Data for the family of meshes obtained by reducing $\delta$ by a factor of $1/16$ ($n = 4$ refinement steps) are shown in Table 5. We remark that, while the number of faces, edges and vertices may seem quite high, these are much lower of the number of faces, edges and vertices of the uniform cubic tessellation that we would need to get the same error by the finite element method with no boundary correction. Moreover, the requirement $\tau \leq \tau_0$ ensuring optimal convergence allows for sequences of meshes where the number of refinements (and therefore the number of faces) is uniformly bounded as $h$ decreases. Nevertheless, in three dimension, the relatively large number of faces results in large number of boundary degrees of freedom and in large dense blocks in the stiffness matrix, and further work is needed to address these issues. Some quite promising results are already available in two dimensions [29], where a tailored static condensation technique can be applied that allows to drastically reduce the size of the dense blocks in the stiffness matrix, as well as the overall size of the linear system, that can be lowered down to a size comparable to the one it would have if no refinements was performed. Such a paper also contains a detailed analysis of the method, for meshes obtained as the union of elements of an underlying structured squared mesh, showing that bounds (2.3) through (2.8), as well as an optimal best approximation result for the VEM space hold under a much weaker assumption than Assumption 2.1.

On these meshes, we attain optimal convergence also for $k = 2$ (see Figure 9). By looking at the boundary element shown in Figure 8 which belongs to mesh ball$^0$, we clearly see the advantage of combining the great flexibility of the VEM framework with our strategy for imposing boundary conditions.

Domain 2. The second domain is the portion of the toroidal domain from Test 2 contained in the octant $x \geq 0, y \geq 0, z \geq 0$, which has non constant curvature. The right hand side $f$ and the boundary data $g$ are chosen as in Test 2. As done before, we start with a family of cubical
meshes (family \(a\)), and then generate meshes characterized by increasing levels of refinement of the boundary elements. Figure 7 shows an example of an initial mesh and the meshes obtained after different levels of refinement. Using Nitsche’s method with \(\gamma = 1000\), \(d\)-recipe stabilization, \(k^* = k\), \(\delta\) computed along the gradient of the distance to the domain boundary, we get optimal convergence rates for \(k \leq 2\) on the family of meshes obtained after 5 steps of refinement (family \(b\)) (see Figure 10). Note the additional refinement step required in this case to restore convergence for \(k = 2\). This suggests that different domains may require different levels of refinement.

Remark 5.1. In the framework of the meshes considered in Test 3. (and more generally, in the framework of polytopal meshes), independently of the diameter of the elements, it is always possible, by allowing very small edges and faces, to make the distance \(\delta\) between the approximated boundary \(\partial \Omega_h\) and the continuous boundary \(\partial \Omega\) as small as wanted. We could then make it as small as needed.
for the virtual element method to yield an optimal convergence without any correction. It is known (see [53]) that imposing Dirichlet boundary conditions on \( \partial \Omega_h \) rather than on \( \partial \Omega \) yields an error of order \( \delta^{3/2} \). To obtain an optimal convergence we would then need to chose the mesh so that \( \delta = h^{2k/3} \). In particular, for the meshes considered in Test 3, this would imply that the diameter of the faces is \( h_f \sim h^{3k/2} \). For \( k \geq 3 \), this choice would imply an excessive increase in the computational cost of the method, and a degradation of the constants appearing, in particular, in condition (2.14), when using the most common stabilization strategies resulting from a degradation in the constant \( N_0 \) appearing in Assumption 2.1. For the formulation we are proposing, thanks to the inclusion of the correction term, we obtain optimal convergence rate for meshes with \( \delta \approx h_f \approx \tau h_K \).

**Remark 5.2.** For all three test cases, the smoothness of the domain plays a key role in the implementation of the method, which requires choosing the direction \( \sigma \) on each face of the tessellation (in our case we use the gradient of the distance \( \delta \) to the boundary, which justifies our assumption that \( \Omega \) is of class \( C^1 \)), and in actually evaluating the correction term, which requires numerically evaluating \( \delta \) within a quadrature rule. Use of high order quadrature rules requires high smoothness of the function \( \delta \) (and therefore of the domain). If the domain is only piecewise smooth, this will have to be taken into account in designing the quadrature rule, and it might require giving up the assumption that the direction \( \sigma \) is constant on each face.

### 6. Conclusion

We presented and analyzed two (equivalent) methods, namely the Barbosa-Hughes stabilized Lagrange multiplier method and Nitsche’s method, for weakly imposing non homogeneous Dirichlet boundary conditions in the framework of the two- and three-dimensional virtual element method. For both methods we proved stability and optimal error estimates, under the customary conditions on the stabilization parameters. We also considered the combination of both methods with a modified version of the projection method by Bramble, Dupont and Thomée, for the virtual element solution of problems on smooth domains with curved boundaries, approximated by polygonal/polyhedral domains. We remark that, differently from the method proposed by Bramble and coauthors, in our version of the method, the direction used for computing the Taylor expansion involved in the correction is not necessarily the one orthogonal to the boundary of the approximating domain. The resulting method, for which we can prove stability and optimal error estimates, is more flexible, allowing more freedom in the choice of the approximating domain, which, in three dimensions, is a highly desirable feature.

The results of the numerical tests confirm the theoretical bounds, and suggest that the virtual element method with weakly imposed boundary conditions and boundary correction might provide a valid alternative to the finite element method, particularly in those situations where very large cubic (and, more in general, hexahedral and tetrahedral) meshes are used on problems set on smooth domains (as it happens, for instance, in the microFEM method). Working on polyhedral meshes with larger interior elements and with polyhedral boundary elements obtained by agglomeration, and using the method presented here might allow to obtain more precise results with a much lower number of degrees of freedom.
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