The small impact of various partial charge distributions in ground and excited state on the computational Stokes shift of 1-methyl-6-oxyquinolinium betaine in diverse water models
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The influence of the partial charge distribution obtained from quantum mechanics of the solute 1-methyl-6-oxyquinolinium betaine in the ground- and first excited state on the time-dependent Stokes shift is studied via molecular dynamics computer simulation. Furthermore, the effect of the employed solvent model – here the non-polarizable SPC, TIP4P and TIP4P/2005 and the polarizable SWM4 water model – on the solvation dynamics of the system is investigated. The use of different functionals and calculation methods influences the partial charge distribution and the magnitude of the dipole moment of the solute, but not the orientation of the dipole moment. Simulations based on the calculated charge distributions show nearly the same relaxation behavior. Approximating the whole solute molecule by a dipole results in the same relaxation behavior, but lower solvation energies, indicating that the time scale of the Stokes shift does not depend on peculiarities of the solute. However, the SPC and TIP4P water models show too fast dynamics which can be ascribed to a too large diffusion coefficient and too low viscosity. The calculated diffusion coefficient and viscosity for the SWM4 and TIP4P/2005 model coincide well with experimental values and the corresponding relaxation behavior is comparable to experimental values. Furthermore we found that for a quantitative description of the Stokes shift of the applied system at least two solvation shells around the solute have to be taken into account.

INTRODUCTION

Solvation dynamics spectroscopy monitors the solvent response to an electronic excitation of a chromophore and provides useful information on the dynamics of the interactions between the solute and its surrounding solvent molecules. The solvent relaxation behavior and its timescale are important for the rate of chemical reactions in that solvent since a retarded solvent response to the electronic rearrangement of solute molecules passing the transition state may result in free energy barriers reducing the reaction rate \[\langle \tau \rangle \approx \int_0^\infty S(t)dt \] (2). Moreover, solvation plays an important role in biomolecular function \[\tau \] . Consequently, chromophores attached to proteins, to DNA or to trehalose allow for experimental studies on water dynamics near biomolecular surfaces.

After electronic excitation of the solute the fluorescence spectrum changes in time as the solvent molecules reorganize. Often, the time evolution of the maximum of the fluorescence band \(\nu(t)\) is reported in terms of a normalized spectral relaxation function \(S(t)\), i.e. the Stokes shift,

\[ S(t) = \frac{\nu(t) - \nu(\infty)}{\nu(0) - \nu(\infty)} \] (1)

which shows bimodal behavior \[\nu(0) \approx \nu(\infty)\] in many solvents ranging from femtosecond dynamics in water \[\nu(0) \approx \nu(\infty)\] to nanoseconds in ionic liquids \[\nu(0) \approx \nu(\infty)\].

Although solvation dynamics is about studying solvents, the chromophore used to probe the solvation dynamics seems to have an influence on \(S(t)\) as well. For example, Ernsting and coworkers measured the solvent response of 1-methyl-6-oxyquinolinium betaine (1MQ), Coumarin 153 and 343, as well as 5 other solutes in water, methanol and benzonitril and reported that in methanol the average relaxation time

\[ \langle \tau \rangle = \int_0^\infty S(t)dt \] (2)

of \(S(t)\) increases from 2.7 ps to 6.4 ps when going from 1MQ to 4-aminophthalimide. However, the solvation dynamics in water is much faster \(\langle \tau \rangle \approx 0.45\) ps and shows no dependence on the nature of the chromophore. Horng found that chromophores with strong hydrogen bonding networks show significantly slower solvation dynamics in 1-propanol as the majority of their investigated chromophores.

However, to investigate the relaxation dynamics of various systems more thoroughly, it is necessary to combine experimental research with computer simulations. Ultrafast components below the limit of experimental resolution cannot be measured reliably for some solvents like water, and it was only through simulation that the initial component of the solvation response could be examined in many common liquids. Computer simulation gives also information about the translation of solute and solvent molecules and therefore about the individual contributions to the overall function. After excitation, different processes on various time scales start to happen: The electrons of the solvent molecules adjust to the new partial charge distribution of the solute, which is too fast to be measured in experiment. Also, the intramolecular bonds in the solvent can be distorted slightly on a
vibrational time scale. The largest contribution comes from reorientation of the solvent molecules through rotation and translation on a picosecond timescale, or non-diffusive libration which is much faster [2]. This gives rise to the need of computer simulation of dynamic solvation to gain deeper understanding of the processes taking place after solute excitation.

**Computer simulation of 1MQ in water**

The current computational work is a pilot study concerning the solvation dynamics of oxyquinolinium betaine and serves as a starting point for a series of subsequent molecular dynamics (MD) simulations of various oxyquinolones in various solvents. 1MQ has been used for studying solvation dynamics [4, 10, 16] since it is rather small and soluble in water. It has no net charge and is rigid, so that it will not interfere with the vibrational modes of water [17]. In contrast to the standard chromophore coumarin C153, 1MQ reduces its dipole moment upon laser excitation. Thus, general conclusions on solvation dynamics can be tested for chromophores weakening their local electric field when going from ground state S0 to excited state S1. Furthermore, it can be attached to biomolecules [1] and also easily modified to introduce various moieties at various positions changing the shape, volume and hydrogen bonding capabilities of the solute. The impact of these modifications will be topic of subsequent publications.

Computational studies on the solvation dynamics of 1MQ in water were performed by Sebastiani and coworkers [17, 18], who followed the time-dependent Stokes shift S(t) of 1MQ in up to 130 water molecules by ab initio MD simulations and found very good agreement to experimental data. However, due to the enormous computational effort of ab initio MD, only few independent simulations restricted to a few picoseconds can be run. Adding larger moieties to the oxyquinolinium betaine chromophore makes the ab initio MD simulations more tedious or even unfeasible. Also replacing water by more viscous solvents like ionic liquids renders the calculations impossible as this necessitates longer trajectories since \( \langle \tau \rangle \) may reach the nanosecond timescale. This is where classical non-equilibrium MD simulations become important as they offer the possibility to produce trajectories for several nanoseconds, can easily deal with large solutes and large numbers of solvent molecules. Our parameter-free Voronoi analysis [19] shows that on average 46 water molecules can be found in the first solvation shell around 1MQ. The second solvation shell already contains 127 water molecules. In other words, the above mentioned ab initio simulations do not contain a full second hydration shell. Since dielectric effects extend beyond the first hydration shell [18], the simulation of larger boxes seems inevitable to have at least a few water molecules behave like bulk water. Moreover, the number of independent simulations can be increased to 1000 when using MD simulations as presented in this work. Ab initio and classical MD simulations can therefore be used to gather complementary information: Ab initio MD provides very accurate results for small, non-viscous systems through precise treatment of the solute, whereas classical MD simulations can be applied for large or highly viscous systems albeit the drawback of using some simplistic assumptions on the solute. As already mentioned above, this work serves as the starting point of the simulation of altered oxyquinolones, some of them very large, in both high- and low viscous solvents, which makes the use of classical MD instead of ab initio calculations inevitable.

**Computation of the Stokes shift from non-equilibrium MD simulations**

Classical non-equilibrium MD simulations rely on the assumption that the interaction energy between the chromophore and the solvent is of electrostatic nature, i.e. the relative Stokes shift can be computed by

\[
S(t) = \frac{\Delta U(t) - \Delta U(\infty)}{\Delta U(0) - \Delta U(\infty)},
\]

using change of the Coulomb energy

\[
\Delta U(t) = \frac{1}{4\pi\epsilon_0} \sum_{j\gamma} \sum_{i\beta} \Delta q_{j\gamma} \cdot q_{i\beta} r_{j\gamma i\beta}(t)
\]

between the chromophore atoms \( \gamma \) of solute molecule \( j \) (here, only one solute molecule is present) and the solvent atoms \( \beta \) of molecule \( i \) at distance \( r_{j\gamma i\beta} \) when changing the partial charge distribution from ground \( S_0 \) to excited state \( S_1 \) by \( \Delta q_{j\gamma} \). Another approach is to approximate \( \Delta U(t) \) via the change in dipole moment \( \Delta \vec{\mu}_j \) of the solute and the reaction field \( \vec{E}_{RF}(t) \), so that the interaction energy becomes

\[
\Delta U(t) = -\sum_j \Delta \vec{\mu}_j \cdot \vec{E}_{RF}(t)
\]

\[
= \frac{1}{4\pi\epsilon_0} \sum_j \sum_{i\beta} \Delta q_{j\gamma} q_{i\beta} \frac{\vec{r}_{j\gamma i\beta}(t)}{r_{j\gamma i\beta}^3}(t)
\]

where \( \vec{r}_{j\gamma i\beta}(t) \) is the vector from the center of mass of the solute molecule \( j \) to atom \( \beta \) of solvent molecule \( i \). In this study we will investigate whether this approximation holds true for the 1MQ - water system, i.e. the oxyquinolinium betaine molecule behaves similar to a dipole in a (nearly) spherical cavity surrounded by water molecules.

Inherently in classical MD simulations, the partial charges do not change during the simulation. Consequently, the non-equilibrium simulations assume the
chromophore to be in the excited state until the Stokes shift relaxation has taken place. Furthermore, and even more important, neutral solvent molecules in classical MD simulations have also fixed partial charges $q_{i\beta}$. In polarizable MD simulations by means of Drude oscillators, however, the non-hydrogen atoms of the solvent can be made polarizable, so that the induced dipoles may react ultrafast to the changing local electric field exerted by the solute. We already showed for the chromophore coumarin C153 in ionic liquids $^{20}$ that the cross-correlation between the induced and permanent contributions play an important role for the Stokes shift. Furthermore, polarizable force field models better reproduce experimental physico-chemical properties of the solvent, e.g. for ionic liquids $^{21,22}$ or water $^{23,24}$. In the present work we demonstrate better agreement to the experimental Stokes shift of 1MQ in water when using the polarizable water SWM4 model $^{25}$ compared to the non-polarizable SPC $^{26}$ and TIP4P $^{27}$ water models.

Partial charge distribution of the solute

One prerequisite of the computation of $S(t)$ by MD simulations is the partial charge distribution in ground and excited state of the chromophore which have to be determined quantum mechanically. In this work we study the impact of the various partial charge distribution $\Delta q_{j\gamma}$ gained from various functionals with and without a polarizable continuum model to take the solvent implicitly into account. Furthermore, we also test two different procedures to assign partial charges to particular atoms, namely CHelpG $^{29}$ and Hirshfeld $^{30}$.

METHODS

The partial charge distribution of 1MQ was calculated using DFT/hybrid DFT for the ground state and TD-DFT for excited states in Gaussian 09 $^{31}$, where we chose the B3LYP DFT functional $^{32,33}$, the PBE0 hybrid DFT functional $^{34}$ and the $\omega$B97xD hybrid DFT functional $^{35}$. The PBE0 functional has been shown to yield accurate excitation energies, unlike most of other hybrid DFT functionals, for organic dyes like 1MQ $^{36}$. Despite the known problems of TD-DFT for the calculation of charge-transfer states $^{37,38}$, Sebastiani and coworkers calculated the excited state of 1MQ comparing the TD-DFT method to CIS, ROKS and EOM-CCSD and found surprisingly good agreement of the TD-DFT approach with the more sophisticated methods $^{17}$, so that we will use the computationally cheaper TD-DFT. An aug-cc-pVTZ basis set was employed for all methods. All calculations were done in vacuum as well as in implicit solvent using the polarizable continuum model (PCM) of water $^{39}$.

The structure of 1MQ depicted in Fig.1 was optimized on the B3LYP 6-311G++(2d,2p) level of theory, a subsequent frequency calculation was done to verify the geometry as a true minimum. The respective partial charge distributions were evaluated using either the CHelpG $^{29}$ or the Hirshfeld method $^{30}$. The CHelpG method calculates the partial charges from the molecular electrostatic potential using a grid-based method. It is therefore independent from molecular orientation (unlike the former CHelp method), but works only for rather small molecules. In contrast, the Hirshfeld method dissects the molecule into atomic fragments and assigns partial charges according to free-atom densities.

For the computation of the time-dependent Stokes shift relaxation function $S(t)$ we performed 1000 independent non-equilibrium MD simulations in CHARMM $^{40}$ for each of the above mentioned partial charge distributions. The non-polarizable force field of 1MQ including intra- and intermolecular potentials was obtained from PARAMCHEM $^{41,42}$ which is based on the CHARMM General Force Field (CGenFF) $^{43}$, where we replaced the partial charges with our charge distributions. The respective force field parameters of 1MQ are given in the supplementary material $^{44}$. Polarizability of the solute was not taken into account, since atomic polarizabilities for the excited state are unknown.

Molecular dynamics models of the non-polarizable SPC water $^{26}$, TIP4P $^{27}$, TIP4P/2005 $^{28}$ and the polarizable SWM4-NDP water $^{25}$ model were used for the solvent. The initial configurations were generated by randomly packing one molecule of 1MQ and 1000 water molecules in a cubic box with a length of 32 Å using PACKMOL $^{45}$. During a NpT equilibration for
100 ps at 1 bar and 300 K using an Nosé-Hoover thermostat [46, 47] the box length converged to 31.05 Å for SPC, to 31.23 Å for TIP4P and TIP4P/2005 and to 31.20 Å for SWM4 water. A long NVT run at elevated temperatures was used to produce 1000 independent configurations of the system. These starting configuration replica were then used to simulate the electronic excitation of the solute molecule by the following protocol:

1. Equilibration (NVT ensemble) of the ground state for 100 ps (SPC) or 500 ps (SWM4, TIP4P, TIP4P/2005) at $T=300$ K.

2. Instantaneous change of the partial charge distribution to the excited state without further change of other parameters like force constants or equilibrium geometry.

3. NVT simulation for another 50 ps with a time step $\Delta t$ of 1 fs at $T=300$ K, where the coordinates were saved each femtosecond at the beginning of the trajectory and then in intervals of 10, 100 and 500 fs respectively to save disk space.

All simulations were carried out in cubic boxes with periodic boundary conditions. Energy calculation was done using the Particle Mesh Ewald method with grid size of nearly 1 Å, cubic splines of order 6, a $\kappa$ of 0.41 Å$^{-1}$ and a cut-off for non-bonded energy terms of 11 Å. The resulting trajectories of step 3 were analyzed using a self-written Python program based on MDAnalysis [48] to calculate the time-dependent Stokes shift.

RESULTS AND DISCUSSION

Partial charge distributions

Partial charges using TD-DFT with different functionals and the aug-cc-pVTZ basis set were calculated for the ground- and excited state (vertical electronic excitation) of 1MQ. The excited state of interest was chosen to be the first bright state which was S1 throughout all calculations. The calculated partial charges of the ground state S0 and their change $\Delta q_{ij}$ upon excitation to S1 are shown in Table II. Upon excitation, electron density is shifted from the phenyl ring and the oxygen atom of 1MQ to the pyridinium part of the molecule, resulting in a lowering of the dipole moment by 30-40%. This finding was already reported by Sebastiani et al. [17]. Table II lists the obtained excitation wavelengths. With increasing complexity of the applied functional, as well as upon inclusion of implicit solvation by a polarizable continuum model (PCM), the computed excitation wavelength $\lambda_{\text{abs}}$ resemble the experimental value of 432 nm of 1MQ in water [16, 49] more closely. Ref. 17 also reported on the success of the PBE0 functional for the computation of excitation energies and referred to a study [36] comparing various organic dyes.

Although the individual charge distributions vary, the strength of the dipole moment $\mu$ is only slightly influenced by the use of different functionals, as can be seen in Table III. Dipole moments in vacuum were calculated to be 10-11 D in S0 and decrease to about 7 D upon excitation, which is in good agreement to values reported in Ref. [17]. Including PCM results in an increased dipole moment in both ground- and excited state, but leaves the ratio between them unchanged. The orientation of the dipole moment is independent from the applied method and functional and does hardly change upon excitation. Fig. II shows exemplarily the dipole moment of the ground state of 1MQ calculated using CHelpG B3LYP in vacuum. Plots of the dipole moment for all other methods and functionals for S0 and S1 look similar, apart from the differing strengths of $\mu$ (not shown).

According to a simple dielectric model of a dipole embedded in its own high-frequency dielectric constant $\epsilon(\infty)$, the dipole moment $\mu_{\text{solv}}$ increases due to the reaction field $E^{RF}$ [50]. Using the average Voronoi volume of 1MQ in our trajectories, $V=224.1$ Å$^3$, and molecular polarizabilities $\alpha$ of 1MQ in S0 obtained from frequency calculation in GAUSSIAN09 and tabulated in Table III, the high frequency limit of the dielectric constant, $\epsilon(\infty)$, can be evaluated via

$$\mu_{\text{solv}} = \frac{\epsilon(\infty) + 2}{3} \cdot \mu_{\text{vacuum}}$$

(7)

yielding roughly 3.1. As a result, an average solvated dipole $\mu_{\text{solv}}$ of 18 D is expected according to Eq. (7) which is a little bit higher than the quantum mechanical values in Table III.

To check for a correct hydrogen-bonding behavior of the solute, we performed a hydrogen-bond analysis exemplarily for the 1MQ with partial charges from $\omega$B97xD functional with PCM and SWM4 water and found that in the groundstate on average 3.3 water molecules are hydrogen-bonded to the oxyquinolinium oxygen, which is in good agreement with the 3.6 molecules for the S0 state found in Ref. [10]. In the excited state, the hydrogen-bonds are weakened and become less important. The solute model using our calculated partial charge distribution is therefore capable of describing correct hydrogen-bonding even though no explicit water molecules were included in the DFT calculation and the partial charges therefore correspond to a solute immersed in a dielectric continuum representing the solute.
Table I. Partial charges $q_j$, in the ground state S0 and their change $\Delta q_j$ upon excitation to S1, of 1MQ based on the CHelpG and the Hirshfeld method with the functionals B3LYP, PBE0 and $\omega$B97xD. Atom numbering as depicted in Fig. 1. For coordinates see the supporting information [43].

|                  | CHelpG B3LYP | CHelpG PBE0 | CHelpG $\omega$B97xD | Hirshfeld PBE0 |
|------------------|--------------|-------------|-----------------------|---------------|
|                  | vacuum       | PCM         | vacuum                | PCM           |
| $q_j/e$          | $\Delta q_j/e$ | $q_j/e$     | $\Delta q_j/e$       | $q_j/e$       |
| C_N              | -0.0624      | 0.0042      | -0.0569               | -0.0367       |
| H_N1             | 0.0714       | -0.0202     | 0.0841                | -0.0111       |
| H_N2             | 0.0714       | -0.0202     | 0.0841                | -0.0111       |
| H_N3             | 0.0714       | -0.0202     | 0.0841                | -0.0111       |
| N_1              | 0.0215       | 0.1377      | 0.0226                | 0.1187        |
| C_2              | -0.0533      | -0.1533     | 0.0156                | -0.1921       |
| H_2              | 0.1082       | 0.0241      | 0.1354                | 0.0109        |
| C_3              | -0.1567      | 0.1142      | 0.1617                | 0.0812        |
| H_3              | 0.1156       | -0.0242     | 0.1363                | -0.0257       |
| C_4              | -0.0845      | -0.1609     | -0.0832               | -0.1600       |
| H_4              | 0.1093       | 0.0015      | 0.1281                | -0.0118       |
| C_{1A}           | 0.1639       | 0.0945      | 0.1886                | 0.0365        |
| C_5              | -0.5055      | 0.2204      | -0.5613               | 0.2544        |
| H_5              | 0.1647       | 0.0444      | 0.1638                | -0.0250       |
| C_6              | 0.6685       | -0.0045     | 0.7194                | -0.0213       |
| O_6              | -0.6706      | 0.0994      | -0.8357               | 0.1670        |
| C_7              | -0.1822      | -0.1848     | -0.2642               | -0.1041       |
| H_7              | 0.1120       | 0.0079      | 0.1229                | 0.0017        |
| C_8              | -0.2449      | 0.0802      | -0.1959               | 0.0312        |
| H_8              | 0.1433       | 0.0033      | 0.1664                | 0.0076        |
| C_{2A}           | 0.1389       | -0.1907     | 0.1075                | -0.0992       |

Table II. Quantum-mechanical results using the B3LYP, PBE0 and $\omega$B97xD functional with and without implicit solvation by a polarizable continuum model (PCM): Computed excitation wavelengths $\lambda_{abs}$ and dipole moments $|\mu_j|$ and their components along the x, y and z axis (as shown in Fig. 1) as well as the molecular polarizability $\alpha$.

| $\lambda_{abs}$ [nm] | $|\mu_x|$ [D] | $|\mu_y|$ [D] | $|\mu_z|$ [D] | $|\mu|$ [D] | $\alpha$ [Å³] |
|----------------------|--------------|--------------|--------------|-------------|--------------|
| CHelpG B3LYP         |              |              |              |             |              |
| vacuum               | 606          | S0           | 5.7          | 8.9         | 0.0          | 10.6         |
| PCM                  | 522          | S0           | 8.0          | 13.7        | 0.0          | 15.9         |
| CHelpG PBE0          |              |              |              |             |              |
| vacuum               | 586          | S0           | 5.7          | 9.0         | 0.0          | 10.6         |
| PCM                  | 506          | S0           | 8.1          | 14.3        | 0.0          | 16.5         |
| CHelpG $\omega$B97xD|              |              |              |             |              |
| vacuum               | 541          | S0           | 5.9          | 9.4         | 0.0          | 11.1         |
| PCM                  | 467          | S0           | 8.1          | 14.3        | 0.0          | 16.5         |
| Hirshfeld PBE0       |              |              |              |             |              |
| vacuum               | 571          | S0           | 5.7          | 8.8         | 0.0          | 10.5         |

Stokes shifts

Calculated Stokes shift relaxation functions $S(t)$ obtained from 1000 non-equilibrium simulations of 1MQ in SPC water per system using the various partial charge distributions in Table II are shown in Fig. 2. Although the respective partial charge distributions differ, the solution dynamics seem to be similar throughout all applied functionals and methods as visible by the small gray shaded areas in Fig. 2. Charges obtained from PCM models yielded slightly faster relaxation than those from vacuum models, which might be an effect of the larger change in the dipole moment of the solute. Different functionals (B3LYP, PBE0 and $\omega$B97xD) have nearly no effect on the Stokes shift of 1MQ in water.

In principle, $S(t)$ consists of processes on at least two different time scales [11,12]. The initial fast solvent response can be represented by a Gaussian function and the “long-term” relaxation by a Kohlrausch-Williams-Watt (KWW) function, so that the overall relaxation is modeled by

$$S(t) \approx ae^{-(t/\tau_1)^2} + (1-a)e^{-(t/\tau_2)^\beta}$$

yielding average relaxation times

$$\langle \tau \rangle = a\frac{\tau_1}{2}\sqrt{\pi} + (1-a)\frac{\tau_2}{\beta}\Gamma\left(\frac{1}{\beta}\right)$$

listed in Table III. Experimental data is usually fitted by either multiexponential decay [10,43,52,54] or stretched exponentials [11,12,55,56] and a Gaussian function only if the solvent relaxes slow enough for the inertial part to be measured. As the use of a stretched exponential instead of multiple exponentials reduces the number of fitting parameters, we decided to use the KWW function, as also published in Ref. [57]. As already indicated
by Fig. 2 solutes with partial charge distribution calculated including PCM show slightly faster relaxation times than those calculated in vacuum. Averaged over all systems we obtained a relaxation time of 0.15 ps, so that all simulations in non-polarizable SPC water relax too fast in comparison with experiment, where the average relaxation time was measured to be 0.48 ps by Sajadi et al. [10] at 294 K and 0.42 ps at 298 K by Perez et al. [49]. From data by Sebastiani and coworkers [18] at 303 K of 1MQ in D$_2$O, who found their data indistinguishable from H$_2$O data, we calculate a relaxation time of 0.28 ps, which is still slower than our simulations in SPC or TIP4P water. Including polarizability in our simulation yields a relaxation time closer to experiment, namely 0.24 ps, as is listed in Table III for SWM4 water.

Table III also lists the difference in solvation energy after the excitation, $\Delta U(t = 0)$, and after relaxation, $\Delta U(t = \infty)$, as well as the magnitude of the observed fluorescence shift $\Delta \Delta U$. We found that systems using the PCM partial charges show a large shift of about 4100 cm$^{-1}$ which is in good agreement with the ab initio simulation using density functional theory in Ref. [17, 18]. Systems using the vacuum partial charges show smaller shifts of about 1500 cm$^{-1}$, Based on the Ooshika-Lippert-Mataga theory (OLM) [59], the fluorescence shift is

$$\Delta \Delta U_{\text{OLM}} = \frac{2(\mu_{\text{SO}} - \mu_{\text{S1}})^2}{3 \epsilon_0 \cdot h \cdot c \cdot V} \left( \frac{\epsilon(0) - 1}{2 \epsilon(0) + 1} - \frac{\epsilon(\infty) - 1}{2 \epsilon(\infty) + 1} \right)$$

using the dielectric permittivity of the vacuum $\epsilon_0 = 8.85 \times 10^{-12}$ As/Vm and the dielectric constant of the solvent at zero frequency $\epsilon(0)$ and at the high frequency limit $\epsilon(\infty)$ as well as the solute volume $V$.

The dependence of $\Delta \Delta U$ on $\Delta \mu^2$ was also reported in Ref. [60]. The predicted shift $\Delta \Delta U_{\text{OLM}}$ in the non-polarizable water models fits quite well for all partial charge distributions obtained by using the polarizable continuum model as visible in Table III. Larger discrepancies are detected for the partial charge distributions calculated for 1MQ in vacuum and for $\Delta \Delta U_{\text{OLM}}$ in the polarizable SWM4 model using the dielectric data from Ref. [61]. However, all these shifts are larger than the experimental observed Stokes shifts of 2300-2750 cm$^{-1}$ in Ref. [4, 10, 18, 49] showing that the latter do not account for the full shift since these shifts started at the first time step that could be measured instead of $t = 0$ ps.

The Stokes shift relaxation function calculated via the dipole approximation from Eq. (6) is also shown in Fig. 2 (black dashed lines) for the partial charge distributions obtained via CHelpG $\omega$B97xD with and without PCM. The relaxation behavior is quite similar to the atomistic $S(t)$, however, the magnitude of the effect decreases to about three quarters of the original shift, which can be seen by the different values for $\Delta \Delta U$ in Table III. The interaction energy of the initial non-equilibrium conformation of the system, as well as of the equilibrated conformation is smaller than the charge-charge Coulomb interaction energy. Nevertheless, the approximation of the solute as a dipole in a cave for the energy calculation holds true. Consequently, the solvation interaction is rather unaffected by the local charge density of the solute atoms as long as the transition dipole moment from ground to excited state is represented reasonably. It should be kept in mind though, that the approximation affects only the merging of the partial charge distribution into a single solute dipole moment used to calculate the Stokes shift, not the partial charge distribution used for the trajectory itself, which was obtained by simulating the atomistic solute.

### Shell resolved Stokes shift

To gain more insights into solvent properties, we decomposed the Stokes shift to its contributions from the respective shells around the solute molecule as shown in Table IV. About 85% of the Stokes shift comes from solvent molecules in the first hydration shell of 1MQ, 12% from the second shell and 2% from the third shell. The contribution from more remote shells is negligible. Although 97% of the magnitude of the observable Stokes shift stems from the first two solvation shells, the simulated system should also contain the remote shell to some extent in order to avoid computational artifacts from the periodic boundary conditions. We furthermore analyzed the contributions of solvent molecules at different dis-
Table III. Kohlrausch and gaussian fit parameter, as indicated in Eq. (9), and average relaxation times of the Stokes shift $S(t)$ of 1MQ in SWM4/SPC water and total magnitudes $\Delta\Delta U$ of the Stokes shift obtained from the simulation or from Eq. (11) (indexed OLM).

| Partial charge distribution | a  | $\tau_1$ | $\tau_2$ | $\beta$ | $\langle \tau \rangle$ | $\Delta U(0)$ | $\Delta U(\infty)$ | $\Delta\Delta U$ | $\Delta\Delta U_{\text{OLM}}$ |
|-----------------------------|----|----------|----------|--------|------------------------|--------------|------------------|----------------|------------------|
| non-polarizable SPC water   |    |          |          |        |                        |              |                  |                |                  |
| via $\Delta U$ from Eq. (4) |    |          |          |        |                        |              |                  |                |                  |
| CHelpG B3LYP vacuum         | 0.42 | 0.015 | 0.26 | 0.80 | 0.17 | 0.44 | 0.28 | 1349 | 1001 |
| CHelpG B3LYP PCM            | 0.40 | 0.015 | 0.17 | 0.71 | 0.13 | 1.11 | 0.67 | 3527 | 3310 |
| CHelpG PBE0 vacuum          | 0.41 | 0.014 | 0.21 | 0.83 | 0.14 | 0.45 | 0.27 | 1425 | 1001 |
| CHelpG PBE0 PCM             | 0.40 | 0.015 | 0.18 | 0.67 | 0.15 | 1.28 | 0.74 | 4343 | 4127 |
| Hirshfeld PBE0 vacuum       | 0.38 | 0.013 | 0.22 | 0.83 | 0.16 | 0.36 | 0.19 | 1348 | 1063 |
| CHelpG $\omega$B97xD vacuum| 0.36 | 0.014 | 0.18 | 0.71 | 0.15 | 0.54 | 0.31 | 1854 | 1471 |
| CHelpG $\omega$B97xD PCM   | 0.39 | 0.015 | 0.16 | 0.69 | 0.13 | 1.24 | 0.72 | 4190 | 4005 |
| via $\Delta U$ from Eq. (6) |    |          |          |        |                        |              |                  |                |                  |
| CHelpG $\omega$B97xD vacuum| 0.49 | 0.014 | 0.24 | 0.77 | 0.15 | 0.33 | 0.17 | 1343 |        |
| CHelpG $\omega$B97xD PCM   | 0.49 | 0.013 | 0.18 | 0.83 | 0.11 | 0.85 | 0.43 | 3394 |        |
| non-polarizable TIP4P water |    |          |          |        |                        |              |                  |                |                  |
| via $\Delta U$ from Eq. (4) |    |          |          |        |                        |              |                  |                |                  |
| CHelpG $\omega$B97xD PCM   | 0.37 | 0.015 | 0.18 | 0.65 | 0.16 | 1.26 | 0.74 | 4178 | 3980 |
| polarizable SWM4 water      |    |          |          |        |                        |              |                  |                |                  |
| via $\Delta U$ from Eq. (4) |    |          |          |        |                        |              |                  |                |                  |
| CHelpG $\omega$B97xD PCM   | 0.36 | 0.014 | 0.25 | 0.56 | 0.27 | 1.28 | 0.76 | 4262 | 3996 |
| via $\Delta U$ from Eq. (6) |    |          |          |        |                        |              |                  |                |                  |
| CHelpG $\omega$B97xD PCM   | 0.22 | 0.021 | 0.10 | 0.41 | 0.24 | 1.29 | 0.74 | 4453 | 3158 |
| ab initio MD simulation [18]|    |          |          |        |                        |              |                  |                |                  |
| CHelpG PBE0* PCM           | 0.29 | 0.052 | 0.49 | 0.95 | 0.37 | 4033 |        |                  |                  |

| experiment [4, 10, 23, 58] | 0.00 | 0.27 | 0.63 | 0.48 |        | 2300 |        |                  |                  |

*a* triple-$\zeta$ Pople 6-311G**

*b* fit from experimental data at 303 K as printed in Ref. [18], originally published in Ref. [10]

*c* fit from data of Ref. [4] at 294 K

*d* In contrast to all other water models with $\epsilon(\infty) = 1$, the polarizable SWM4 has a $\epsilon(\infty) = 1.4$ reducing $\Delta\Delta U_{\text{OLM}}$ in Eq. (11) from 4020 cm$^{-1}$ to 3158 cm$^{-1}$. 
Table IV. Contributions of the respective solvent shells around 1MQ to the Stokes shift calculated using the partial charges from the CHELPG ωB97xD PCM method.

| shell 1 | shell 2 | shell 3 | rest |
|---------|---------|---------|------|
| SPC     | 83.8%   | 12.9%   | 2.4% | 0.8% |
| TIP4P   | 85.4%   | 11.7%   | 2.3% | 0.6% |
| TIP4P/2005 | 88.3% | 8.9%    | 2.2% | 0.6% |
| SWM4    | 86.3%   | 11.3%   | 2.3% | 0.2% |

Distances from the closest chromophore atom in a more detailed analysis and found that about 58% from the shift comes from SWM4 water at distances 1.5 to 3 Å with a relaxation time of roughly 0.24 ps, 29% at distances 3 to 4.5 Å with of about 0.29 ps, 8% at distances 4.5 to 6 Å with a relaxation time of 0.22 ps and 8% from water molecules further away as shown in Fig. 3. For SPC, TIP4P and TIP4P/2005 water the contributions are nearly the same, indicating no structural changes, but with relaxation times of 0.11 to 0.14 ps for SPC, 0.14 to 0.17 ps for TIP4P and 0.25 to 0.30 ps for TIP4P/2005, indicating differences in dynamical properties. Although the decomposition of the overall shift into its contributions lowers the statistics and the calculated relaxation times are only rough estimates, still a rather uniform relaxation behavior independent of the distance to the chromophore can be observed, so that the oxyquinolinium serves as a good probe of bulk water properties, as it does nearly not change the relaxation time of the solvent molecules close to it. Fig. 3 also shows the number of water molecules contributing to each bin. The three histogram bins with the highest contributions to the magnitude of the Stokes shift contain about 77 water molecules, which corresponds to the complete first shell and parts of the second shell.

**Influence of the solvent**

Fig. 4 shows the calculated Stokes shift of 1MQ in SPC, TIP4P, TIP4P/2005 and SWM4 water respectively, using the partial charge distribution CHelpG ωB97xD PCM as well as experimental data from Ernsting and coworkers [4]. To ensure comparability, the computed Stokes shift was set to 1 at t=0.2 ps. The solid lines represent the fit according to Eq. (9) with the parameters given in Table III. The Stokes shift obtained from simulation in polarizable SWM4 water comes closer to experiment than in the faster non-polarizable SPC water, but is still slightly too fast. However, only the initial response shows small differences between our simulation and experiment, the long-term relaxation agrees quite well. Analogue to SPC, the TIP4P water model shows too fast dynamics. The newer TIP4P/2005 model in contrast yields relaxation times similar to the polarizable SWM4 water.

The average relaxation time depends on the solvent viscosity $\eta$ which itself depends on the diffusion coefficient $D$ and the rotational relaxation constant $\tau_{rot}$ via

$$\eta \approx \frac{k_B T}{3\pi} \frac{1}{\sqrt{6D^3\tau_{rot}}}.$$  (12)

To investigate whether the different relaxation behavior of the four water models stems from different solvent viscosity, we calculated the $D$ and $\tau_{rot}$ for SPC...
and SWM4 water, respectively. The diffusion coefficient computed from the mean-square-displacement of an equilibrium simulation is 0.25 Å² ps⁻¹ for SWM4 water and 0.43 Å² ps⁻¹ for SPC water. The SWM4 model comes quite close to the experimental value which was determined to be 0.23 Å² ps⁻¹ by Sacco et al. 52, but the SPC model shows too fast dynamics. Calculation of \( \langle \mu(0) \cdot \mu(t) \rangle \) of an equilibrium simulation and exponential fitting then yields the fit parameter \( \tau_{\text{rot}} \), which is 3.0 ps for SPC water and 4.7 ps for SWM4 water, respectively. By inserting these values into Eq. (12) we get a viscosity of 0.4 mPas for SPC and 0.7 mPas for SWM4 water (see Table VI) which coincide with previously published data for SPC 23 and SWM4 water 24. This finding is in agreement with Jönsson et al. who reported that adding electronic polarizability to a water model slows down dynamic properties and increases the viscosity 63. Experiments measured the viscosity at 300 K to be 0.85 mPas 22, so that all employed water models (except for TIP4P/2005) show too low viscosity and too large diffusion constants. However, \( \langle \tau \rangle \) in our computational water models and experimental data correlates roughly with the respective viscosities \( \eta \) as already found quite generally in Ref. 11, so that the faster relaxation times in Table III of our simulations compared to experiment are (at least partly) due to underestimated viscosities.

In contrast to dielectric spectroscopy, which probes collective polarization of the solvent, the relaxation of the Stokes shift is a measure of the local polarization. However, the average relaxation time of the Stokes shift \( \langle \tau \rangle_{\text{DS}} \) can also be estimated on the basis of the dielectric spectrum (DS) of the solvent via

\[
\langle \tau \rangle_{\text{DS}} \simeq \frac{\epsilon_e + 2\epsilon(\infty)}{\epsilon_e + 2\epsilon(0)} \cdot \tau_D
\]

using the high-frequency dielectric constant \( \epsilon_e \) of the solute in a cavity 53, 61. Based on the computational dielectric constants \( \epsilon(0) \) and \( \epsilon(\infty) \) in Ref. 61 and extrapolating the Cole-Cole fit in that reference to a Debye process with the relaxation constant \( \tau_D \), one gets a Stokes relaxation time \( \langle \tau \rangle_{\text{DS}} \) of 0.15 ps, 0.19 ps, 0.29 ps and 0.26 ps for SPC, TIP4P, TIP4P/2005 and SWM4 (see Table V), respectively, which agree well with the Stokes relaxation times in Table III. It should be noted that although the Stokes shift and the calculated relaxation times are comparable for the SWM4 and the TIP4P/2005 water model and both models are therefore fit for calculating solvation dynamics, the latter one fails to describe some dielectric processes, as all non-polarizable solvent models are characterized by a \( \epsilon(\infty) \) of 1, where experiments yield \( \epsilon(\infty) \) of 1.8. For all solvent models, \( \epsilon_e \) was set to 1 since a non-polarizable 1MQ was used in the simulations. However, if \( \epsilon_e \) is increased to \( \epsilon(\infty) = 3.1 \) obtained from the polarizability \( \alpha \) and the Voronoi volume in a previous section, the corresponding \( \langle \tau \rangle \) raise to 0.25 ps, 0.32 ps, 0.49 ps and 0.40 ps for SPC, TIP4P, TIP4P/2005 and SWM4. These values are closer to the experimental results and argue for a polarizable solute during the non-equilibrium MD simulations to determine the Stokes shift. This will be the topic of a future publication.

**CONCLUSION**

In this paper we examined the effect of the partial charge distribution in ground- and excited state of the chromophore 1-methyl-6-oxyquinolinium betaine in water on the solvation dynamics obtained from non-equilibrium MD simulation. For partial charges using the B3LYP, PBE0 or \( \omega B97x \)D functional and the CHelpG or Hirshfeld method in vacuum we found that varying charge distributions showed the same dipole moment concerning strength and orientation and hardly any differences in the Stokes shift relaxation function \( S(t) \). The same holds true for all charge distributions obtained in implicit solvent: The dipole moments obtained from partial charge calculation via B3LYP, PBE0 or \( \omega B97x \)D functional and the CHelpG method in implicit solvent do not vary with the functional and the respective \( S(t) \) are almost identical. However, minor differences could be found between calculations in vacuum and implicit solvent. The dipole moment is larger when using the PCM model, as well as the observed magnitude of the overall Stokes shift resulting in a slightly faster relaxation.

Furthermore we applied different water models to investigate the effect of polarizability and force field parametrization of the solvent on the Stokes shift. The inclusion of polarizability in the SWM4 water model slowed down the solvation dynamics (compared to SPC and TIP4P water) as expected by the increased viscosity \( \eta \), so that longer relaxation times, which were closer to experimental data, could be observed. Analogue results were obtained when applying the TIP4P/2005 model, indicating that for the relaxation of the Stokes shift com-

---

Table V. Transport and dielectric properties of water.

| Model     | \( D \) | \( \tau_{\text{rot}} \) | \( \eta \) | \( \epsilon(0) \) | \( \epsilon(\infty) \) | \( \tau_D \) |
|-----------|--------|------------------|------|-----------------|------------------|--------|
| SPC       | 0.43   | 3.0              | 0.4  | 65.7            | 1                | 6.6    |
| TIP4P     | 0.32\(^{b}\) | 0.50\(^{c}\) | 51.4 | 6.6             | 0.19             |        |
| TIP4P/2005| 0.21\(^{b}\) | 0.86\(^{c}\) | 59.6 | 11.7            | 0.29             |        |
| SWM4      | 0.29   | 4.7              | 0.7  | 78.9            | 1.4              | 10.9   |
| experiment| 0.23   | 0.85             | 78.4 | 8.3             | 0.24             |        |

\(^{a}\) \( \tau_D = \tau \) from the Cole-Cole fit in Ref. 61 since the \( \gamma \)'s are close to unity and the reciprocal value of both relaxation times determined the frequency of the respective dielectric peak maximum 62.

\(^{b}\) see Ref. 65.

\(^{c}\) see Ref. 66.

---

1. V.
2. Experimentally.
3. Times in Table III.
putational transport properties close to experiment are most important. This can be realized by introducing polarizable forces (SWM4) or by a re-parametrization of the partial charges and/or Lennard Jones parameters (TIP4P/2005), giving equally accurate results concerning solvation dynamics. If further dielectric properties, e.g. dielectric spectra, need to be computed we nevertheless recommend only the polarizable water model, as it reproduces the correct dielectric constant at the high frequency limit. Decomposition of the Stokes shift into its contributions from different solvation shells via Voronoi tessellation exhibits that the Stokes shift is almost restricted to two solvation shells for all water models. When comparing our results to experiment, we find that the agreement is in general very high. However, the long term relaxation process is in slightly better agreement than the initial fast response. This may be an effect of the assumptions made on the excited state, namely that the geometry and force-field parameters are not allowed to change which may influence the vibrational relaxation of the excited state. Nevertheless, the agreement is good enough to allow for predictions of the relaxation time, as well as of the magnitude and shape of the Stokes shift. In addition, we showed that the average relaxation time \( \langle \tau \rangle \) of the Stokes shift can also be extrapolated from the static and high-frequency limit of the dielectric constant as well as the Debye relaxation time of the solvent.

We also calculated the Stokes shift obtained via the dipole approximation for the interaction energy and found that it shows nearly the same relaxation time as the Coulomb interaction energy. The dipole approximation apparently holds true for the 1MQ-water system and yields results close to the atomistic description of the solute with the respective \( \Delta \bar{\mu}_j \). However, the absolute energies are shifted to lower interaction energies, and the magnitude of the overall shift is decreased to roughly three quarters, so that using a dipole in a cavity instead of the true atomistic solute molecule may not be the method of choice for calculating absolute Stokes shifts. However, the fact that the solute may be represented by a dipole instead of an exact partial charge distribution points out that the Stokes shift in our system does not depend on peculiarities of the solute.

Overall, the influence of the solute and its partial charge distributions in ground and excited state is rather small compared to the impact of the solvent. This points out that the Stokes shift is more a measure of the solvation and transport properties of the solvent.

**SUPPLEMENTARY MATERIAL**

See supplementary material for the CHARMM force field parameters and the respective coordinates in PDB format of the chromophore 1MQ.
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