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Abstract

In this paper, we use the linear programming approach to find new upper bounds for the moments of isotropic measures. These bounds are then utilized for finding lower packing bounds and energy bounds for projective codes. We also show that the obtained energy bounds are sharp for several infinite families of codes.

1 Introduction

To introduce the problems that will be addressed, let $C = \{x_1, \ldots, x_M\} \subset S^{d-1}$ be a subset of points on the sphere in $\mathbb{R}^d$. We will call $C$ a spherical $\varphi$-code if the angular distance between any two points of $C$ is not greater than $\varphi$. By $A(d, \varphi)$ we denote the maximum cardinality of a $\varphi$-code in $S^{d-1}$. For $\varphi = \pi/3$ the problem of finding $A(d, \pi/3)$ is known as the kissing number problem. For $d = 3$, the problem of finding $d_n$, the maximal $\varphi$ such that $A(3, \varphi) \geq n$ for given $n$, is the Tammes problem [76]. Similar problems can be solved for projective and, more generally, for Grassmanian spaces. In a seminal paper [28], Conway, Hardin, and Sloane investigated optimal projective and Grassmanian codes computationally and proved optimality of many codes.

One of the most important methods in this area is the linear programming approach. The method was discovered by Delsarte [30, 31] for the Hamming space and then extended to the spherical case [32]; and was generalized by Kabatjansky and Levenshtein [43] who proved best asymptotic upper bound on the density of sphere packings in Euclidean spaces is $2^{-0.59903+o(1)n}$ (improved by a constant in [26]).

The analogue of the Delsarte bound for unit sphere packings in Euclidean spaces is known as the Cohn-Elkies method [19] (see also the independent result of Gorbachev [41]). Using this method, Viazovska, in the recent groundbreaking work [79], proved that $E_8$ gives the densest sphere packing in dimension 8. It was established in [21] that the Leech lattice gives the densest sphere packing among lattices in dimension 24 and, within a week of Viazovska’s breakthrough, it was shown in [23] that the Leech lattice also solves the general sphere packing problem. Recently, the same approach was used to show the universal optimality of $E_8$ and the Leech lattice [24].

For a discrete configuration of points one can define a complete energy of this configuration and study point allocations minimizing it either locally, or globally. This approach is extremely popular in various areas of mathematics and science (see [35, 80, 18, 55, 65, 9] for numerous examples). A noteworthy example is Problem 7 from the list of Mathematical Problems for the Next Century by
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For the case of the circle, typically the optimal configuration is a regular polygon. For the two-dimensional sphere, even the case of 5 points is highly non-trivial.

For a compact or finite metric space $M$ with the distance function $d$, given a potential real function $f$, we define the total energy of a point set $X = \{x_1, \ldots, x_N\}$ by

$$I_f(X) = \sum_{i \neq j} f(d^2(x_i, x_j)).$$

The problem consists in finding the smallest energy and all minimizing configurations of points. Note that the packing problem can be considered a special case of the energy optimizing problem either by considering non-continuous potentials or as a limiting configuration for $e^{-6d^2(x_i, x_j)}$.

The linear programming machinery developed for finding packing bounds can be extended to this general setup as well. This extension was done by Yudin who also used it to find sharp energy bounds for $d + 1$ and $2d$ points in $S^{d-1}$ in [82]. It was later applied to the set of minimal vectors of $E_8$, the set of minimal vectors of the Leech lattice, and the regular icosahedron in [11112]. In [15], Kolushov and Yudin ask how generally their technique can be applied. This question was answered by Cohn and Kumar in [20] who proved that sharp configurations on spheres (s-distance sets which are also $(2s-1)$-designs) are global minimizers for all completely monotonic potentials $f$, i.e. such that $(-1)^{k} f^{(k)}(t^2) \geq 0$ for all $k \geq 0$ and all possible distances $t$.

In [13], Bukh and Cox developed new packing bounds for codes in real and complex projective spaces. They also showed that these bounds are sharp for certain families of codes. The key element of their result is the upper bound on the first moment of isotropic measures. In this paper, we generalize their bound for moments of isotropic measures using the Yudin-type linear programming approach. Following their ideas we also develop new bounds on energies of projective codes and show that these bounds are sharp for several infinite families of codes.

Here is the list of the main results obtained in this paper.

1. We find a general linear programming bound for a certain class of energies defined on isotropic measures in the spaces $\mathbb{R}^d, \mathbb{C}^d, \mathbb{H}^d$ including $q$-th moments of isotropic measures for $q \in [1, 2]$ (Theorem 2 and Corollaries 113). This bound is the direct analog of Delsarte-Yudin linear programming energy bounds for codes in two-point homogeneous spaces.

2. We use this general linear programming bound to prove that the $q$-th moment of an isotropic measure in $K^d$ ($K = \mathbb{R}, \mathbb{C}, \text{or } \mathbb{H}$) is not greater than $\beta^q + \frac{1-\beta^q}{M}$, where $\beta = \sqrt{\frac{1}{2d(\dim K) - 1}}$, $M = d + \frac{d^2 - d}{2} \dim K$ (Theorem 3). This bound is sharp precisely for uniform distributions over maximal projective simplices that are known to exist for $d = 2, 3, 7, 23$ for $K = \mathbb{R}$, $d = 3$ for $K = \mathbb{H}$, and, conjecturally, for all $d$ when $K = \mathbb{C}$. This resolves the conjecture of Bukh and Cox [13]. Their upper bound for the first moment of an isotropic measure is a direct consequence of this general approach when $q = 1$.

3. Using upper bounds for isotropic measures we find new lower bounds for a class of energy potentials over projective codes in $\mathbb{R}P^{d-1}, \mathbb{C}P^{d-1}, \mathbb{H}P^{d-1}$ (Theorem 5).

4. We construct several infinite families of projective codes for which the lower bound on the $p$-frame energy from the previous item is precise (Theorem 10). This construction is essentially based on the Gale transform for representatives of projective codes and generalizes Naimark complement frames and the construction of Bukh and Cox.
The paper is structured as follows. In Section 2 we provide the general setup for projective codes, briefly describe the linear programming approach and its applications, the Welch bound and the Yudin bound. In Section 3 we define tight frames and isotropic measures and discuss their properties. In Section 4 we develop a new linear programming approach for bounding energies (particularly, moments) of tight frames and isotropic measures, find new upper bounds of the $p$-th moments of isotropic measures and tight frames, compare the upper bounds, talk about properties of potential minimizers, and discuss computational results. Section 5 is devoted to the approach of Bukh and Cox connecting minimization problems for projective codes to maximization problems for the dual objects, i.e. tight frames and isotropic measures. There we derive a new lower bound for the $p$-frame energy of projective codes. In Section 6 we describe the general construction of projective codes for which the developed lower bound is precise. Section 7 is devoted to discussing open questions and possible directions for further research in this area. Appendices A and B contain the proofs of two results from Section 4.

## 2 Codes in projective spaces

For the setup on codes in projective spaces we generally follow [22]. For $K = \mathbb{R}, \mathbb{C}, \mathbb{H}$ by $K^{p-1}$ we mean the set of lines in $K^d$, i.e. $K^{p-1} = (K^d \setminus \{0\})/K^\times$ defining the equivalence relation by $x \sim xe$ for all $x \in K^d \setminus \{0\}$ and any $e \in K^\times$. Note that the right multiplication in this definition is important when $K = \mathbb{H}$ since its multiplication is not commutative.

Each space $K^d$ is equipped with the standard Hermitian product $\langle x, y \rangle = x^*y$, where by $x^*$ we mean the conjugate transpose of $x$. For any element of $K^{p-1}$ we will consider its unit-length representative from $K^d$ sometimes abusing the notation. A metric in $K^{p-1}$ can be defined by $\rho(x_1, x_2) = \sqrt{1 - |\langle x, y \rangle|^2}$, where $x$ and $y$ are such representatives. This metric is topologically equivalent to the normalized Fubini-Study metric: $\vartheta(x_1, x_2) = 2 \arccos(|\langle x, y \rangle|)$.

Each element of $x \in K^d$ is associated with the Hermitian matrix $\Pi(x) = xx^*$. For any unit-length vector $x$, $Tr\Pi(x) = 1$ and $\Pi^2 = \Pi$. The space $\mathcal{H}(K^d)$ of all Hermitian matrices is a real vector space of dimension $d + \frac{d^2 - d}{2} dim_{\mathbb{R}}K$ ($d$ real diagonal elements and $\frac{d^2 - d}{2}$ elements from $K$ above the diagonal). This space is equipped with the inner product $\langle A, B \rangle = Re\, Tr(AB)$. It is fairly easy to check that, for $x, y \in K^{p-1}$, $\langle \Pi(x), \Pi(y) \rangle = |\langle x, y \rangle|^2$.

By a regular simplex in $K^{p-1}$ we mean a set of distinct points $\{x_1, \ldots, x_N\}$ where $|\langle x_i, x_j \rangle|$ are the same for all $i \neq j$.

**Lemma 2.1.** For a regular simplex $\{x_1, \ldots, x_N\}$ in $K^{p-1},$

$$N \leq d + \frac{d^2 - d}{2} dim_{\mathbb{R}}K.$$

If $N = d + \frac{d^2 - d}{2} dim_{\mathbb{R}}K$,

$$\sum_{i=1}^{N} \Pi(x_i) = \frac{N}{d} I_d.$$

**Proof.** Assume $|\langle x_i, x_j \rangle| = \alpha$ for all $i \neq j$. The Gram matrix formed by $\Pi(x_i)$, $1 \leq i \leq N$, is $(1 - \alpha^2)I_N + \alpha^2 J_N$, where $J_N$ is the matrix of all ones. Since $\alpha^2 \in [0, 1)$, this matrix is positive definite with rank $N$ which cannot be greater than the rank of $\mathcal{H}(K^d)$ that is $d + \frac{d^2 - d}{2} dim_{\mathbb{R}}K$. 
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In the case $N = d + \frac{d^2 - d}{2} \dim K$, matrices $\Pi(x_i)$ form a basis in $\mathcal{H}(K^d)$. Hence $I_d$ can be expressed as their linear combination with real coefficients. Considering $\langle I_d, \Pi(x_i) \rangle$ for all $i$ we can see that these coefficients must be all equal. Comparing the traces we see that the coefficients are all equal to $\frac{d}{N}$. \hfill \Box

A regular simplex with $d + \frac{d^2 - d}{2} \dim K$ points in $K^{p^d-1}$ will be called a maximal simplex.

Linear programming bounds are one of the main instruments for analyzing codes in various spaces. Here we give a short overview of these bounds.

For a metric space $M = K^{p^d-1}$ with its isometry group $G$, as a consequence of the Peter-Weyl theorem, $L^2(M)$ can be decomposed into mutually orthogonal subspaces $V^{(k)}$, where each space defines an irreducible unitary representation of $G$. For each irreducible representation $V^{(k)}$, $\dim V^{(k)} = h_k$, one can take an orthonormal basis $\{e^{(k)}_1, \ldots, e^{(k)}_{h_k}\}$ and define $P^{(k)}$:

$$P^{(k)}(x, y) = \sum_{i=1}^{h_k} e^{(k)}_i(x) e^{(k)}_i(y).$$

Since the representations are unitary these functions depend only on the distance between its arguments and are called zonal spherical functions. The main feature of these functions is that they define positive-definite kernels \cite{66}, i.e. for any set of points $x_1, \ldots, x_N$ from $M$, the matrix $(P^{(k)}(x_i, x_j))$ is positive semidefinite. This immediately follows from the definition of $P^{(k)}$:

$$\sum_{i=1}^{N} \sum_{j=1}^{N} a_i a_j P^{(k)}(x_i, x_j) \geq 0. \quad (1)$$

The simple consequence of the positive definite condition \cite{11} is that the sum of elements of the matrix $(P^{(k)}(x_i, x_j))$ is non-negative, and this observation is central to the Delsarte method. This method allows one to find kissing numbers in dimensions 8 and 24 \cite{47, 62}, the best known asymptotic bounds for kissing numbers and for the density of sphere packings in Euclidean spaces \cite{44} (slightly improved in \cite{26}), and the general bound for $A(d, \varphi)$ \cite{47, 48}. A certain strengthening of these linear conditions gives new proofs for the kissing number in $\mathbb{R}^3$ \cite{34, 56}, solution of the problem in $\mathbb{R}^4$ \cite{57}, and the best current bounds for some sphere packing densities \cite{19}. The Delsarte method also accounts for the best known asymptotic bounds in some other spaces \cite{54, 5, 12}, thereby representing one of the key tools for extremal problems of distance geometry. The Delsarte method has been recently extended to semidefinite programming bounds that rely on a more detailed version of the positivity constraints and on the corresponding positive definite functions on the space \cite{67, 59, 58, 7, 8, 10}.

It is convenient to express $P^{(k)}$ as a function of $\cos(\theta(x, y))$, where $\theta(x, y)$ is the normalized Fubini-Study metric. In this case zonal spherical functions are polynomials and $\deg P^{(k)} = k$. In fact, they appear to be Jacobi polynomials $P^{\alpha, \beta}$, where $\alpha = (d - 1) \frac{\dim K}{2} - 1$ and $\beta = \frac{\dim K}{2} - 1$.

For our purposes it will be better to express zonal spherical functions as functions of $|\langle x, y \rangle|$ so we define $Q^{(k)}_{K, d}(t) = P^{(k)}(2t^2 - 1)$, where $P^{(k)}$ is the corresponding polynomial for $K^{p^d-1}$. Then $Q^{(k)}_{K, d}$ are even polynomials of degree $2k$. Sometimes it is convenient to normalize these polynomials so that $Q^{(k)}_{K, d}(1) = 1$ but none of the results will depend on this normalization.

For all choices of $K$, $Q^{(k)}_{K, d}(t) = \frac{dt^k}{d-1}$ which immediately implies the uniform packing bound in projective spaces (known as Welch bound \cite{51}, see also \cite{46}).
Lemma 2.2. If $x_1, \ldots, x_N \in K^{d-1}$ and $\max_{i \neq j} |\langle x_i, x_j \rangle| = \alpha$, then
\[
\alpha^2 \geq \frac{N - d}{d(N - 1)}.
\]

Proof. Matrix $(Q_{K,d}^{(1)}(|\langle x_i, x_j \rangle|))$ is positive semidefinite so its sum of elements is non-negative:
\[
0 \leq N + N(N - 1)Q_{K,d}^{(1)}(\alpha) = N \left( 1 + (N - 1) \frac{d\alpha^2 - 1}{d - 1} \right).
\]
Therefore, $\alpha^2 \geq \frac{N - d}{d(N - 1)}$. \hfill \square

Regular simplices reaching this bound are called tight simplices.

As mentioned in the introduction, the linear programming bound for the smallest energy is due to Yudin. For the sake of completeness, we include the brief explanation of the Yudin linear programming bound in the case of codes in $K^{d-1}$.

Theorem 1 (Yudin). Assume $f(t) \geq h(t) = \sum_{k=0}^l a_k Q_{K,d}^{(k)}(t)$ for all $t \in [0,1]$, where $a_k \geq 0$ for all $k$. Then
\[
\sum_{i \neq j} f(|\langle y_i, y_j \rangle|) \geq N^2 a_0 - Nh(1),
\]
where $\{y_1, \ldots, y_N\}$ is a set of unit vectors in $K^d$.

Proof.
\[
\sum_{i \neq j} f(|\langle y_i, y_j \rangle|) = \sum_{i \neq j} h(|\langle y_i, y_j \rangle|) = \sum_{i,j=1}^N h(|\langle y_i, y_j \rangle|) - Nh(1) = \sum_{i,j=1}^N \sum_{k=0}^l a_k Q_{K,d}^{(k)}(|\langle y_i, y_j \rangle|) - Nh(1) = \sum_{k=0}^l a_k \sum_{i,j=1}^N Q_{K,d}^{(k)}(|\langle y_i, y_j \rangle|) - Nh(1) = a_0 \sum_{i,j=1}^N 1 + \sum_{k=1}^l a_k \sum_{i,j=1}^N Q_{K,d}^{(k)}(|\langle y_i, y_j \rangle|) - Nh(1) = \sum_{k=1}^l a_k \sum_{i,j=1}^N Q_{K,d}^{(k)}(|\langle y_i, y_j \rangle|) + N^2 a_0 - Nh(1) \geq N^2 a_0 - Nh(1)
\]
because sums $\sum_{i,j=1}^N Q_{K,d}^{(k)}(|\langle y_i, y_j \rangle|)$ are sums of values of positive semidefinite matrices for all $k$ and thus are non-negative. \hfill \square

Yudin [82] provided a more general version of this theorem in his paper. He allows points to have weights (since he used the electrostatic formulation of the problem, he called them "charges") and proved the weighted form of this result. The version of Yudin may be also interpreted as an energetic lower bound for discrete probability distributions.
3 Tight frames and isotropic measures

By a tight frame in $K^d$ we mean a finite multiset of vectors $v_1, \ldots, v_N$ satisfying the generalized version of Parseval’s identity:

$$\sum_{i=1}^{N} |\langle x, v_i \rangle|^2 = A| x |^2$$

for any $x \in K^d$. In this case $A$ will be called a frame constant.

The definition of the tight frame can be rewritten using matrices $\Pi(v) = vv^*$:

$$\sum_{i=1}^{N} \Pi(v_i) = AI_d.$$

If $D \in K^{N \times N}$ is a matrix formed by the vectors of a tight frame $\{v_1, \ldots, v_N\}$ as columns, then $DD^* = \sum_{i=1}^{N} v_i v_i^* = AI_d$. Using this we can find the spectral structure of the Gram matrix $D^*D$ of the frame:

$$D^*DD^*D = D^*(AI_d)D = AD^*D. \quad (2)$$

This implies the Gram matrix may have only 0 and $A$ as its eigenvalues. The multiplicities of 0 is the dimension of the frame $d$ so the multiplicity of $A$ is $N - d$.

For any $v$, $tr \; \Pi(v) = |v|^2$ so $\sum_{i=1}^{N} |v_i|^2 = Ad$. It is often convenient to consider frames whose average square of norms is unit so that $A = \frac{N}{d}$. The example of such frames are unit norm tight frames who contain only vectors of unit norm.

If $v_1, \ldots, v_n$ form a unit norm time frame and $|\langle v_i, v_j \rangle| = \alpha$ for all $i \neq j$ then such a frame is called an equiangular tight frame (ETF). There is extensive literature devoted to constructions and properties of ETFs (see, for instance, [73, 42, 75] and [11] for a more general setup in the real case). Equiangular tight frames and tight simplices defined above are essentially the same objects.

Lemma 3.1. The set of points in $K\mathbb{P}^{d-1}$ forms a tight simplex if and only if their unit-length representatives form an ETF.

Proof. If $\{v_1, \ldots, v_N\}$ is an ETF with $|\langle x_i, x_j \rangle| = \alpha$ for all $i \neq j$ then

$$\frac{N}{d} = \sum_{i=1}^{N} |\langle v_1, v_i \rangle|^2 = 1 + (N-1)\alpha^2$$

so $\alpha^2 = \frac{N-d}{d(N-1)}$ and this set is a tight simplex.

Now assume $\{v_1, \ldots, v_N\}$ is a tight simplex then the proof of Lemma 2.2 implies that $\sum_{i,j=1}^{N} Q_{K,d}(v_i, v_j) = 0$. From (1) we then get that $\sum_{j=1}^{N} e_i^{(1)}(v_j) = 0$ for all elements $e_i^{(1)}$ of the orthonormal basis of the corresponding representation $V^{(1)}$. Hence, for any unit-length $x,$
\[
\sum_{i=1}^{N} Q_{K,d}^{(1)}((v_i, x)) = \sum_{i=1}^{N} \left( \sum_{j=1}^{N} e_i^{(1)}(v_j) \right) e_i^{(1)}(x) = 0.
\]

This implies \( \sum_{i=1}^{N} |\langle v_i, x \rangle|^2 = \frac{N}{d} |x|^2 \) for a unit-length \( x \) and, subsequently, for any \( x \in K^d \).

Therefore, the set \( \{v_1, \ldots, v_N\} \) is a tight frame by definition. \( \square \)

By Lemmas 2.1 and 3.1 any maximal simplex is also a tight simplex so we can find the value of its scalar product by Lemma 2.2

\[
\beta^2 = \frac{N-d}{d(N-1)} = \frac{\frac{d^2-d}{2} \dim K}{d(d + \frac{d^2-d}{2} \dim K - 1)} = \frac{1}{d + 2(\dim K - 1)}.
\]

For \( K = \mathbb{R} \), maximal simplices are known to exist for \( d = 1, 2, 3, 7, 23 \). The necessary condition for their existence in all unknown cases is \( d = (2m + 1)^2 - 2 \), where \( m \in \mathbb{N} \). There are, however, both combinatorial \[52\] and number-theoretic results \[10, 60\] excluding certain values of \( d \) from the list of potential dimensions where maximal simplices exist. The smallest unknown dimension at the moment is 119. The general bound on the size of a regular simplex in \( \mathbb{R}P^{d-1} \) set by Lemma 2.1 was improved in \[39\].

For \( K = \mathbb{C} \), maximal simplices are called symmetric, informationally complete, positive operator-valued measures (SIC-POVMs). Zauner conjectured that SIC-POVMs exist for all dimensions \( d \) \[83\]. This conjecture is known to be true for all \( d \leq 21 \) and is confirmed numerically for all dimensions up to 181 \[36, 4\].

The only known maximal simplex in \( \mathbb{H}P^{d-1} \) is the simplex with 15 points in \( \mathbb{H}P^2 \) constructed by Cohn, Kumar, and Minton in \[22\]. They also conjectured that no other maximal quaternionic simplices exist.

By an isotropic measure on \( K^d \) we mean a Borel probability measure satisfying the condition \( \mathbb{E}_{x \sim \mu} xx^* = \frac{1}{d} I_d \). Note that any uniform distribution over a finite tight frame with \( N \) vectors in \( K^d \) with the frame constant \( \frac{N}{d} \) is isotropic. Essentially, this notion is a measure generalization of tight frames with the frame constant \( \frac{1}{d} \) and as such it is sometimes known in the literature as a probabilistic tight frame \[39\].

## 4 Moments of isotropic measures

In this section, we develop a linear programming approach for finding \( q \)-th moments of isotropic measures. Then we use this approach for finding new upper bounds for moments, analyze these bounds, discuss computational results, and talk about potential maximizers reaching the linear programming bound.

For a Borel measure \( \mu \) in \( K^d \) by its \( q \)-th moment we mean

\[
\mathbb{E}_{x,y \sim \mu}|\langle x, y \rangle|^q = \int \int |\langle x, y \rangle|^qd\mu(x)d\mu(y).
\]

For a tight frame \( \{y_1, \ldots, y_N\} \subset K^d \) with the frame constant \( \frac{N}{d} \), the \( q \)-energy of the frame is
$$\sum_{i \neq j} |\langle y_i, y_j \rangle|^q.$$  

Note that the definitions are slightly different and the $q$-th moment of the uniform distribution over the tight frame is not the same as the $q$-energy of the frame as it also includes the sum of diagonal values, i.e. $\sum_{i=1}^N |\langle y_i, y_i \rangle|^q$.

We are interested in two types of problems. The first type is measure-theoretic: given the space $K^d$, maximize the $q$-th moment of an isotropic measure in the space. The second type is the discrete problem for tight frames: given the space $K^d$ and the number of vectors $N$ in a tight frame, maximize the $q$-energy of a tight frame.

These problems are motivated by the problems of finding lower packing and energy bounds for projective codes. This connection was discovered by Bukh and Cox who used it for finding new packing bounds. We talk about it in more detail in Section 5.

4.1 Yudin-type linear programming bounds for isotropic measures

For the following theorem, we use a slightly more general case of energy potentials than the case of $q$-th moments.

**Theorem 2.** Assume $0 \leq f(t) \leq a_0 + a_1 t^2 + \sum_{k \geq 2} a_k Q^{(k)}_{K,d}(t)$ for all $t \in [0, 1]$, where $a_0, a_1 \geq 0$ and $a_k \leq 0$ for all $k \geq 2$. For $q \in [1, 2]$, let $P(x, y) = |x|^q |y|^q f \left( \frac{\langle x, y \rangle}{|x||y|} \right)$ if neither $x$ nor $y$ is 0 and $P(x, y) = 0$ otherwise. Then

$$\mathbb{E}_{x,y \sim \mu} P(x, y) \leq \frac{a_1}{d} + a_0,$$

where $\mu$ is any isotropic measure in $K^d$.

**Proof.** For the sake of simplicity we will prove this theorem for the case of measures uniformly distributed over a finite support. The set of such measures is weak-* dense in the set of all isotropic measures so this will provide us with the general result as well.

Let $\text{supp}(\mu) = \{y_1, \ldots, y_N\}$. We can assume that none of these vectors is 0 because otherwise the uniform distribution over the remaining $N - 1$ vectors would give the corresponding expected value not smaller than the one for $\mu$.

For brevity, denote $l_i = |y_i|$, $s_i = y_i / |y_i|$ for all $i$. We also use notation $L$ for the row vector $(l_1^q, \ldots, l_N^q) \in \mathbb{R}_+^N$ and $S$ for the real $N \times N$ matrix $\{|\langle s_i, s_j \rangle|\}$. For any real function $g$, the matrix $\{g(|\langle s_i, s_j \rangle|)\}$ will be denoted by $g(S)$. Then

$$\mathbb{E}_{x,y \sim \mu} |x|^q |y|^q f \left( \frac{\langle x, y \rangle}{|x||y|} \right) = \frac{1}{N^2} \sum_{i,j=1}^N l_i^q l_j^q f(|\langle s_i, s_j \rangle|) = \frac{1}{N^2} L f(S) L^T \leq$$

$$\leq \frac{1}{N^2} \left( a_0 \left( \sum_{i=1}^N l_i^q \right)^2 + a_1 \sum_{i,j=1}^N l_i^q l_j^q |\langle s_i, s_j \rangle|^2 + \sum_{k \geq 2} a_k L Q^{(k)}_{K,d}(S) L^T \right) \leq$$

$$\leq \frac{1}{N^2} \left( a_0 \left( \sum_{i=1}^N l_i^q \right)^2 + a_1 \sum_{i,j=1}^N l_i^q l_j^q |\langle s_i, s_j \rangle|^2 \right), \quad (3)$$
because all matrices $Q^{(k)}_{K,d}(S)$ are positive semidefinite and coefficients $a_k$ are non-positive for $k \geq 2$.

From Jensen's inequality,

$$\frac{1}{N} \sum_{i=1}^{N} l_i^q \leq \left( \frac{1}{N} \sum_{i=1}^{N} l_i^2 \right)^{q/2} = 1.$$  \hspace{1cm} (4)

By the Cauchy-Schwarz inequality,

$$\sum_{i,j=1}^{N} l_i^q l_j^q \langle s_i, s_j \rangle^2 = \sum_{i,j=1}^{N} l_i^q l_j^{q-1} \langle s_i, s_j \rangle \times l_i^{q-1} l_j \langle s_i, s_j \rangle \leq$$

$$\leq \left( \sum_{i,j=1}^{N} l_i^{2q-2} \langle s_i, s_j \rangle^2 \right)^{\frac{1}{2}} \times \left( \sum_{i,j=1}^{N} l_i^{2q-2} l_j^{2q-2} \langle s_i, s_j \rangle^2 \right)^{\frac{1}{2}}.

For a fixed $i$,

$$\sum_{j=1}^{N} l_i^{2q-2} \langle s_i, s_j \rangle^2 = l_i^{2q-4} \sum_{j=1}^{N} l_i^2 l_j^2 \langle s_i, s_j \rangle^2 = l_i^{2q-4} \sum_{j=1}^{N} \langle y_i, y_j \rangle^2 = l_i^{2q-4} \frac{N|y_i|^2}{d} = N l_i^{2q-2}.

By Jensen's inequality,

$$\frac{1}{N} \sum_{i=1}^{N} l_i^{2q-2} \langle s_i, s_j \rangle^2 \leq \left( \frac{1}{N} \sum_{i=1}^{N} l_i^2 \right)^{q-1} = 1.$$

Therefore, we get

$$\sum_{i,j=1}^{N} l_i^q l_j^q \langle s_i, s_j \rangle^2 \leq \frac{N}{d} \sum_{j=1}^{N} l_i^{2q-2} \leq \frac{N^2}{d}.$$  \hspace{1cm} (5)

The statement of the theorem follows from inequalities (3)-(5).

\[\square\]

**Remark 1.** If the isotropic measure is known to be confined to a unit sphere, Theorem 2 covers essentially all two-point potentials preserved by isometries. Moreover, the conditions of the theorem may be weakened as the signs of the coefficients $a_0$ and $a_1$ become irrelevant.

The direct analogue of the Yudin bound for codes with a fixed number of points is the following corollary.

**Corollary 1.** Assume $0 \leq f(t) \leq h(t) = a_0 + a_1 t^2 + \sum_{k \geq 2} a_k Q^{(k)}_{K,d}(t)$ for all $t \in [0, 1]$, where $a_0, a_1 \geq 0$ and $a_k \leq 0$ for all $k \geq 2$. For $q \in [1, 2]$, let $P(x, y) = |x|^q |y|^q f \left( \left| \frac{x}{|x|}, \frac{y}{|y|} \right| \right)$ if neither $x$ nor $y$ is 0 and $P(x, y) = 0$ otherwise. Then

$$\sum_{i \neq j} P(y_i, y_j) \leq N^2 \left( \frac{a_1}{d} + a_0 \right) - Nh(1),$$
where \( \{y_1, \ldots, y_N\} \) is a tight frame in \( K^d \) with the frame constant \( \frac{N}{d} \).

**Proof.** The uniform distribution over a tight frame in \( K^d \) with the frame constant \( \frac{N}{d} \) is an isotropic measure so, following the proof of Theorem 2,

\[
\sum_{i \neq j} P(y_i, y_j) \leq \sum_{i \neq j} |y_i|^q |y_j|^q h\left( \frac{y_i}{|y_i|}, \frac{y_j}{|y_j|} \right) = \sum_{i,j=1}^N |y_i|^q |y_j|^q h\left( \frac{y_i}{|y_i|}, \frac{y_j}{|y_j|} \right) - \sum_{i=1}^N |y_i|^{2q} h(1) \leq N^2 \left( \frac{a_1}{d} + a_0 \right) - \sum_{i=1}^N |y_i|^{2q} h(1).
\]

The statement of the corollary then follows from Jensen’s inequality \( \sum_{i=1}^N |y_i|^{2q} \geq N \). \( \square \)

The conditions of Theorem 2 are satisfied when \( f(t) = t^q \) and \( P(x, y) = |\langle x, y \rangle|^q \) so it immediately implies the following corollary.

**Corollary 2.** Given \( q \in [1, 2] \), assume \( t^q \leq a_0 + a_1 t^2 + \sum_{k \geq 2} a_k Q^{(k)}(t) \) for all \( t \in [0, 1] \), where \( a_0, a_1 \geq 0 \) and \( a_k \leq 0 \) for all \( k \geq 2 \). Then

\[
\mathbb{E}_{x,y \sim \mu} |\langle x, y \rangle|^q \leq \frac{a_1}{d} + a_0,
\]

where \( \mu \) is any isotropic measure in \( K^d \).

Similarly, this works for the case with a fixed number of points.

**Corollary 3.** Given \( q \in [1, 2] \), assume \( h(t) = a_0 + a_1 t^2 + \sum_{k \geq 2} a_k Q^{(k)}(t) \) for all \( t \in [0, 1] \), where \( a_0, a_1 \geq 0 \) and \( a_k \leq 0 \) for all \( k \geq 2 \). Then

\[
\sum_{i \neq j} |\langle y_i, y_j \rangle|^q \leq N^2 \left( \frac{a_1}{d} + a_0 \right) - Nh(1),
\]

where \( \{y_1, \ldots, y_N\} \) is a tight frame in \( K^d \) with the frame constant \( \frac{N}{d} \).

Generally, the bounds from Theorem 2 and Corollaries 1-3 are linear programming bounds with the countable number of variables (coefficients \( a_0, a_1, \ldots \)) and infinitely many constraints (linear inequalities \( f(t) \leq a_0 + a_1 t^2 + \sum_{k \geq 2} a_k Q^{(k)}(t) \) must hold for each \( t \in [0, 1] \)). The typical way to find reasonable bounds using such statements is to have a suspect for the optimum with few distances and construct an Hermite interpolant to \( f(t) \) with nodes defined by these distances [82, 20].
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4.2 Applications of the LP bounds

As the first application of this approach, we can show that tight simplices (ETFs) are optimal for the $|\langle x, y \rangle|^q$ potential, $q \in [1, 2]$, among tight frames with the same number of points.

**Theorem 3.** Given $q \in [1, 2]$, for a tight frame $\{y_1, \ldots, y_N\}$ in $K^d$ with the frame constant $N/d$,

$$\sum_{i \neq j} |\langle y_i, y_j \rangle|^q \leq (N^2 - N) \left( \frac{N - d}{d(N - 1)} \right)^{q/2}.$$

For $q \in [1, 2)$, the inequality is sharp if and only if the frame consists of unit-length representatives of a tight simplex in $K^{\mathbb{P}^{d-1}}$.

**Proof.** In order to satisfy the Hermite interpolation conditions, we take $a_1 = \frac{q}{2} \left( \frac{N - d}{d(N - 1)} \right)^{q/2}$ and $a_0 = \frac{2^{q-2}}{2} \left( \frac{N - d}{d(N - 1)} \right)^{q/2}$. It is easy to check that $t^q \leq h(t) = a_1 t^2 + a_0$: taking $s = t^2$, we see that our interpolant is the tangent line to the concave graph of $s^q/2$ so it’s strictly above it. Using Corollary 9

$$\sum_{i \neq j} |\langle y_i, y_j \rangle|^q \leq N^2 \left( a_1 + a_0 \right) - N \left( a_1 + a_0 \right) =$$

$$= \left( \frac{N - d}{d(N - 1)} \right)^{q/2} \left( N^2 - 2N - \frac{N - d}{d(N - 1)} \right) = \left( \frac{N - d}{d(N - 1)} \right)^{q/2} \left( N^2 - 2N \right) \left( \frac{N - d}{d(N - 1)} \right)^{q/2}.$$

The inequality is sharp only if all vectors in the frame are of unit length and, for any $i \neq j$, $|\langle y_i, y_j \rangle|^q = h(|\langle y_i, y_j \rangle|)$ which is true only for $|\langle y_i, y_j \rangle| = \left( \frac{N - d}{d(N - 1)} \right)^{1/2}$ if $q < 2$. \qed

For the second application of this approach, we will show that maximal simplices (maximal ETFs) are in fact optimal for the $q$-th moment, $q \in [1, 2]$, among all isotropic measures. We will need a technical lemma about Hermite interpolants for this result. A similar lemma was used by Yudin for his energy bound [82].

**Lemma 4.1.** If $H(x)$ is the Hermite interpolant of $f(x) = x^r$, $r \in (0, 1]$ satisfying conditions $H(x_i) - f(x_i) = H'(x_i) - f'(x_i) = H(1) - f(1) = 0$ for all $x_i$ from the set of given nodes $\{x_1, \ldots, x_M\} \subset (0, 1)$, then $H(x) \geq f(x)$ for all $x \in [0, 1]$.

**Proof.** Take $W(t) = (t - x_1)^2 \ldots (t - x_M)^2 (t - 1)$. For a given $x \in [0, 1]$ such that $W(x) \neq 0$ we can define

$$g(t) = f(t) - H(t) - \frac{f(x) - H(x)}{W(x)}W(t).$$

Then $g(x) = g(x_1) = \ldots = g(x_M) = g(1) = 0$ so, by Rolle’s theorem, there are $M + 1$ points distinct from the nodes of interpolation where $g'$ vanishes. Adding to them $x_1, \ldots, x_M$, where $g'$
vanishes too we get that \( g'(t) \) has at least \( 2M + 1 \) distinct roots on \([0, 1]\). Hence, by Rolle's theorem, there is \( \xi \in (0, 1) \) such that \( g^{(2M+1)}(\xi) = 0 \). The degree of \( H \) is \( 2M \) so \( H^{(2M+1)}(t) = 0 \) for all \( t \). The degree of \( W \) is \( 2M + 1 \) so \( H^{(2M+1)}(t) = (2M + 1)! \). Therefore,

\[
0 = g^{(2M+1)}(\xi) = f^{(2M+1)}(\xi) - \frac{f(x) - H(x)}{W(x)} (2M + 1)!
\]

\[
f(x) - H(x) = \frac{1}{(2M + 1)!} W(x) f^{(2M+1)}(\xi),
\]

which is never positive because \( W(x) \leq 0 \) and all odd derivatives of \( f \) are non-negative. \( \square \)

Alternatively, one can use the remainder formula for Hermite interpolants to explain Lemma \[4.1\].

**Theorem 4.** Given \( q \in [1, 2] \), for any isotropic measure \( \mu \) in \( K^d \),

\[
\mathbb{E}_{x,y \sim \mu} |(x, y)|^q \leq \beta^q + \frac{1 - \beta^q}{M},
\]

where \( \beta = \sqrt{\frac{1}{d+2(dim_{\mathbb{R}}K)}} \), \( M = d + \frac{d^2 - d}{2} \, dim_{\mathbb{R}}K \). For \( q \in [1, 2] \), the equality is possible only if there exists a maximal simplex of size \( M \) and \( \mu \) is then the uniform distribution over a maximal simplex.

**Proof.** We will find the Hermite interpolant of \( t^q \) such that \( H(\beta) = \beta^q \), \( H'(\beta) = q \beta^{q-1} \), \( H(1) = 1 \), and \( H \) is a linear combination of \( 1, t^2 \), and \( Q_{K,d}(t) \). By Lemma \[4.1\], \( H(t) \geq t^q \) on \([0, 1]\) so in order to use Corollary \[2\] we will just need to check that its coefficients have required signs.

It will be convenient for further calculations to choose the following normalization of \( Q_{K,d}(t) \):

\[
Q_{K,d}(t) = \left( \frac{dim_{\mathbb{R}}K}{2 \beta^2} - \frac{dim_{\mathbb{R}}K}{2} - 1 \right) + \frac{dim_{\mathbb{R}}K}{\beta^2} (t^2 - 1) + \frac{dim_{\mathbb{R}}K + 1}{1 - \beta^2} (t^2 - 1)^2.
\]

Then \( Q_{K,d}(t) = \frac{dim_{\mathbb{R}}K}{2 \beta^2} - \frac{dim_{\mathbb{R}}K}{2} - 1, Q_{K,d}(\beta) = -\beta^2 \), and \( \frac{d}{dt} Q_{K,d}(t)(\beta) = -4 \beta \). The coefficients \( a_0, a_1, a_2 \) of the interpolant must satisfy the system of equations

\[
\begin{cases}
  a_0 + a_1 + a_2 \left( \frac{dim_{\mathbb{R}}K}{2 \beta^2} - \frac{dim_{\mathbb{R}}K}{2} - 1 \right) = 1 \\
  a_0 + a_1 \beta^2 + a_2 (-\beta^2) = \beta^q \\
  2a_1 \beta + a_2 (-4 \beta) = q \beta^{q-1}
\end{cases}
\]

(6)

From (6) we find the coefficients:

\[
a_2 = \frac{1 - \beta^q - \frac{q \beta^{q-2}}{2}}{\frac{dim_{\mathbb{R}}K}{2 \beta^4} + 1} ;
\]

\[
a_1 = \frac{2 (1 - \beta^q) \left( \frac{dim_{\mathbb{R}}K}{2 \beta^2} - 1 \right) \frac{q \beta^{q-2}}{2}}{\frac{dim_{\mathbb{R}}K}{2 \beta^4} + 1} ;
\]
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analogues.

For $a_2 \leq 0$ we need to check that $0 \geq \frac{1-\beta^q}{1-\beta^2} \times \frac{\dim K \beta^{q-2}}{2} \geq \frac{2-(2-q)\beta^q}{2(1-\beta^2)}$. In order to show this we introduce the function $g_q(\beta) = (2-q)\beta^q + q\beta^{q-2}$ and we want to show that $g_q(\beta) \geq 2$ for all $\beta \in (0,1]$. Note that $g_q(1) = 2$ so it is sufficient to prove that $g_q'(\beta) \leq 0$ for all $\beta \in (0,1]$. This is true because

\[ g_q'(\beta) = (2-q)q(\beta^{q-1} - \beta^{q-3}) = (2-q)q\beta^{q-3}(\beta^2 - 1) \leq 0. \]

For the next coefficient we get $a_1 \geq 0$ because $\frac{\dim K}{2\beta^2} - 1 = d\frac{\dim K}{2}$.

Finally, for $a_0 \geq 0$ we need to show that

\[ \beta^{q-2} \left( \frac{\dim K}{2\beta^2} + 1 \right) \geq \frac{1-\beta^q}{1-\beta^2} + \frac{\dim K \beta^{q-2}}{2} \]

which is equivalent to

\[ (1-\beta^2)\beta^{q-2} \left( \frac{\dim K}{2\beta^2} (1-\frac{q}{2}) + 1 \right) \geq 1 - \beta^q. \]

This is true because $\frac{\dim K}{2\beta^2} (1-\frac{q}{2})$ is positive and $(1-\beta^2)\beta^{q-2} \geq 1 - \beta^q$.

Now we can apply Corollary 2:

\[ \mathbb{E}_{x,y \sim \mu} |\langle x, y \rangle|^q \leq a_0 + \frac{a_1}{d} = \]

\[ = \beta^q - \frac{\beta^2 (\frac{1-\beta^q}{1-\beta^2} + \frac{\dim K \beta^{q-2}}{2})}{d\frac{\dim K}{2\beta^2} + 2} + \frac{1}{d} \left( \frac{\dim K \beta^{q-2}}{2} - \frac{1}{d(\dim K) - 1} \right) = \]

\[ = \beta^q + (1-\beta^q) \frac{\frac{1}{d(\dim K) - 1}}{d(\dim K) + 2} \frac{1}{d(\dim K) - 1} = \beta^q + (1-\beta^q) \frac{1}{M}. \]

Theorem 2 implies that the equality is possible only if the measure’s support belongs to a unit sphere. For $q \in [1, 2)$, the only common points between $t^q$ and its interpolant are $\beta$ and $1$ so, in order to have the equality the measure must be a distribution over the simplex with scalar products $\beta e$, where $e \in K^\times$. Then the measure is isotropic only if it is uniformly distributed over the vertices of this simplex so this simplex must be tight. From tightness it immediately follows that this is a maximal simplex in $K^{p-d-1}$.

This theorem gives the proof to Conjecture 29 from [13] and its complex and quaternionic analogues.
Although we do not cover the case of octonionic codes in this paper, all the machinery may be used for them as well. For instance, tight simplices from the Cayley plane maximize the $q$-energy for tight frames when $q \in [1, 2)$, just like in Theorem 3 and the uniform distribution over the maximal simplex in $\mathbb{OP}^2$ constructed in [22] is the unique isotropic measure maximizing the $q$-th moment for $q \in [1, 2)$, just like in Theorem 4.

Using the polynomial from Theorem 4 in Corollary 3 immediately gives an upper bound for the $q$-energy in the case of a fixed number of points.

**Corollary 4.** Given $q \in [1, 2]$, for a tight frame $\{y_1, \ldots, y_N\}$ in $K^d$ with the frame constant $N/d$, 

$$ \sum_{i \neq j} |\langle y_i, y_j \rangle|^q \leq N^2 \left( \beta^q + \frac{1 - \beta^q}{M} \right) - N,$$

where $\beta = \sqrt{\frac{1}{d + 2(\dim_R K)}}$, $M = d + d^2 - d \dim_R K$. For $q \in [1, 2)$, the inequality is sharp if and only if the frame consists of unit-length representatives of a maximal simplex in $K \mathbb{P}^{d-1}$.

We can compare the bounds from Theorem 1 and Corollary 4 to determine which one is better for a particular value of $N$.

**Lemma 4.2.** Given $q \in [1, 2)$, for $N < M$,

$$ N^2 \left( \beta^q + \frac{1 - \beta^q}{M} \right) - N > (N^2 - N) \left( \frac{N - d}{d(N - 1)} \right)^{\frac{q}{2}}; $$

for $N > M$,

$$ N^2 \left( \beta^q + \frac{1 - \beta^q}{M} \right) - N < (N^2 - N) \left( \frac{N - d}{d(N - 1)} \right)^{\frac{q}{2}}. $$

The bounds are equal when $q = 2$ or when $N = M$ and $q \in [1, 2)$.

The proof of this lemma is rather technical and, therefore, is moved to Appendix A.

Recently Magsino, Mixon, and Parshall [51] found another proof of the Bukh-Cox packing bound. They use a linear programming approach which is essentially a special case of the main linear programming bound developed in this section.

A somewhat similar approach for minimizing the energy over isotropic and projective measures is used in a joint work of the author with Bilyk, Matzke, Park, and Vlasiuk.

### 4.3 Properties of potential optimizers

In this subsection, we analyze isotropic measures and tight frames that can be expected to provide exact upper bounds in Theorem 2 and Corollaries 1,3. We will consider $f(t) = t^q$, $q \in [1, 2)$, though our observations work for a larger class of potentials. We will look at the situation when the auxiliary function $h(t)$, used as an upper bound of the potential function in all these results, has a finite expansion into zonal spherical functions and, generically, all coefficients of the expansion are not zeros:

$$ t^q \leq h(t) = a_0 + a_1 t^2 + \sum_{k=2}^T a_k Q^{(k)}_{K,d}(t) \text{ for all } t \in [0,1] $$
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and $a_0, a_1 > 0$, $a_i < 0$ for all $2 \leq i \leq T$.

The number of values $t$ where $t^q = h(t)$ is necessarily finite. In fact, it is definitely no greater than $T + 1$ since the $(T + 1)$-st derivative of $h(s^{\frac{1}{2}}) - s^{\frac{q}{2}}$ is never 0 (here we take $t = s^2$ and use that $h(t)$ is an even polynomial). We conclude that for measures attaining the linear programming upper bound, there are finitely many possible scalar products on their support, i.e. such measures are necessarily discrete.

Let us analyze the sets of scalar products more accurately. First of all, 0 cannot possibly be a scalar product in an optimal set obtained via the linear programming bounds. Otherwise, since $h(t)$ is an even polynomial, its growth rate is $O(t^2)$ in the neighborhood of 0 so it is definitely smaller than $t^q$. For the bounds over measures, $h(1)$ must be equal to 1 because scalar products of each point with itself have a non-zero contribution into the total $q$-th moment.

Assume the optimizing measure has $m$ distinct scalar products excluding 1 and denote them by $\beta_1, \ldots, \beta_m$. Then $t^q \leq h(t)$ for all $t \in [0, 1]$ and $t^q - h(t) = 0$ for $t = \beta_i$, $1 \leq i \leq m$, or $t = 1$. We can also conclude that $(h(t) - t^q)' = 0$ for $t = \beta_i$, $1 \leq i \leq m$. Overall, we see that $(h(t) - t^q)' = 0$ has at least $2m$ zeros on $[0, 1]$: $m$ of them are all $\beta_i$ and at least one from each of the intervals formed by $\beta_i$ and 1. As mentioned above, the $(T + 1)$-st derivative has no zeros so $T \geq 2m$.

Since $a_0 > 0$, the proof of Theorem 2 implies that all vectors in $\text{supp}(\mu)$ must be unit. If we denote these unit vectors by $\{s_1, \ldots, s_N\}$ then, due to our assumption that $a_i < 0$ for $2 \leq i \leq T$ and following the proof of Theorem 2 $\sum_{i,j=1}^{N} Q_{K,d}(\langle s_i, s_j \rangle)$ for all $k$, $1 \leq k \leq T$ (the condition is not weighted due to 77). Sets satisfying this condition are known in the literature as $T$-designs (see 32 for the introduction to the spherical case). Generally, designs may be thought of as averaging sets for polynomials over corresponding spaces 71. The case when a $T$-design has $m$ distinct scalar products and $T = 2m$, is extremal and sets of this kind are called tight designs. The classification of tight designs in projective spaces is not complete (see 50) but in all known cases, except for maximal simplices and diagonals of a regular $(4N + 2)$-gons, tight designs have 0 scalar products which, as we established, is impossible in our case.

The situation for maximizing the $q$-energy over tight frames of a fixed size is similar. The only difference between the measure case is the value of $h$ at 1. Now we do not require $h(1) = 1$ so the number of possible zeros of $(h(t) - t^q)'$ is less by one. This in turn changes the design strength restriction to $T \geq 2m - 1$. Sets of this kind are known as sharp configurations and are proven to be universally optimal, i.e. minimizing all absolutely monotonic potentials of scalar products 20. Except for tight simplices and diagonals of a regular $(4L + 2)$-gons, all known sharp configurations have 0 scalar products (see 22).

The cases of maximal and, more generally, tight simplices were already observed in the paper so here we say a few words about the remaining case of regular polygons. Firstly, we already know that the uniform distribution over three diagonals of a regular hexagon is an optimal measure for the $q$-th moments so, whenever $4L + 2$ is divisible by 3, the maximum is achieved on some number of copies of this set of three lines. Computational results show that even for $4L + 2$ not divisible by 3, linear programming bounds cannot show the optimality of any other regular polygons as one may expect at least for small values of $L$.

Having all this checked, it is important to understand that the initial assumptions of genericness are quite strict. It may happen that for some specific configuration and some specific $q$ there is a linear programming bound with some of $a_i$ equal to 0. It seems unlikely, however, for a configuration like this to maximize the $q$-energy for all $q \in [1, 2]$ as it happens in the case of tight simplices.
Of course here we discuss only the optimality that could be shown by linear programming bounds. Optimal tight frames still can have 0 as their scalar products and many of the usual suspects (e.g. projective sets formed by shortest vectors of $E_8$ or the Leech lattices) may be optimal as tight frames as well. However, we can show that they cannot be optimal as measures and the results similar to Theorem 4 are not possible for them.

**Theorem 5.** For any $q \in [1, 2]$, a discrete isotropic measure in $K^d$ with two orthogonal vectors cannot be a local maximum for the $q$-th moment over the set of all isotropic measures.

The idea of the proof is to perturb vectors in an orthogonal pair. For measures, it is possible to implement an $O(\delta)$-perturbation of one of these vectors and $O(\delta^2)$-perturbations of all other vectors while keeping the measure isotropic. If the problem is to optimize for discrete isotropic measures with a fixed number of points, this kind of perturbation is not possible. It is quite probable that tight designs or, more generally, sharp sets are optimizers for this setup as well. We also conjecture that a similar perturbation technique can work for non-discrete optimizers and the support of the optimal measure cannot have two orthogonal vectors in the general case either.

The complete proof of Theorem 5 is quite technical and thus is shown in Appendix B.

4.4 Computational results

In this subsection we discuss computational results that can be achieved by using Corollaries 2 and 3. When fixing the degree $T$ of a polynomial $h(t)$, the conditions become linear with respect to the coefficients $a_0, a_1, \ldots, a_T$: $a_0 \geq 0, a_1 \geq 0, a_2 \leq 0, \ldots, a_T \leq 0$, and $a_0 + a_1 t + \ldots + a_T Q_{K,d}(t) - t^q \geq 0$ for all $t \in [0, 1]$. The function to be optimized is linear with respect to the coefficients: $a_0 + \frac{a_1 t}{T}$ in the case of Corollary 2 and $N^2 (a_0 + \frac{a_1 t}{T}) - N(a_0 + a_1 + \ldots + a_T)$ in the case of Corollary 3. Hence, generally speaking, this is a linear program with infinitely many linear constraints.

The situation changes drastically when the inequalities may be interpreted as polynomial. The non-negativity of a polynomial can be transformed to a sum-of-squares condition. Indeed, by the Markov-Lukács theorem [53, 49], any polynomial $p(t)$ which is non-negative on $[0,1]$ can be represented as $f^2(t) + (t-t^2)g^2(t)$, where $f(t)$ and $g(t)$ are two real polynomials with degrees no greater than $T$ and $T-1$, respectively. Then a new polynomial

$$q(t) = (t^2 + 1)^{2T} p \left( \frac{t^2}{t^2 + 1} \right) = \left( \left( t^2 + 1 \right)^T f \left( \frac{t^2}{t^2 + 1} \right) \right)^2 + \left( t(t^2 + 1)^{T-1} g \left( \frac{t^2}{t^2 + 1} \right) \right)^2$$

is clearly represented as a sum of two squares. A polynomial $q(t)$ of degree $2M'$ is a sum of squares if and only if there exists a positive semidefinite matrix $Q$ such that $q(t) = X Q X^t$, where $X = (1, t, \ldots, t^{M'})$ (see the general result of Nesterov [61]) and thus there are SDP constraints on the coefficients of $h(t)$.

We used this approach for the first moment of isotropic measures and tight frames. As an outcome of the observations above, a polynomial inequality $h(t) - t \geq 0$ can be transformed into an SDP problem on coefficients of the polynomial. This SDP problem can be solved by computer. We used the SOSTOOLS toolbox for Matlab [64] with the SeDuMi SDP-solver [74] to get computational results. For Corollary 2 we used polynomials of degree 14 and checked $\mathbb{R}^d$ for $d \leq 25$, $\mathbb{C}^d$ for $d \leq 20$, and $\mathbb{H}^d$ for $d \leq 15$. All upper bounds for isotropic measures obtained this way coincided with the bound from Theorem 4. The optimizing polynomials $h(t)$ were precisely those from the proof of
the theorem with one notable exception. The maximal simplex in \(\mathbb{CP}^1\) has an absolute value of the scalar product of \(\frac{1}{\sqrt{3}}\). If \(\{s_1, s_2, s_3, s_4\} \subset \mathbb{C}^2\) are unit representatives of its elements, it is easy to check that \(\sum_{i,j=1}^{4} Q_{C,2}^{(5)}(|\langle s_i, s_j \rangle|) = 0\) (it is a so-called projective \(\{5, 2, 1\}\)-design). This means the polynomial \(Q_{C,2}^{(5)}\) of degree 10 may also appear in the interpolation and this is exactly what was observed when solving the problem computationally.

Using a very similar approach based on Corollary 3, we solved the problem of maximizing the 1-energy over tight frames with a fixed number of points for small values of parameters. We used polynomials of degree 14 and checked \(\mathbb{R}^d\) for \(d \leq 15\), \(\mathbb{C}^d\) for \(d \leq 10\), and \(\mathbb{H}^d\) for \(d \leq 6\). For each of these spaces, we computed the upper bounds for the 1-energy for \(N\) points where \(N\) varied from \(d + 1\) to \(d + \frac{d^2 - d}{2} \text{dim} K + 5\). In all of these cases, except for the case of 5 points in \(\mathbb{R}^3\), the upper bound was the lower of the bounds given by Theorem 1 and Corollary 4, thereby confirming Lemma 4.2. Optimizing with those used in the proof of Theorem 4 with the one exception of computational results agree with the bounds from Theorem 4. Optimizing polynomials coincide the scalar product of Theorem 1 and Corollary 4 and their linear combinations for the border case \(N = d + \frac{d^2 - d}{2} \text{dim} K\).

In \(\mathbb{C}^2\), polynomials are again, with the exception of bounds given by Theorem 1 and Corollary 4 simultaneously confirming Lemma 4.2. Optimizing with those used in the proof of Theorem 4 with the one exception of computational results agree with the bounds from Theorem 4. Optimizing polynomials coincide the scalar product of Theorem 1 and Corollary 4 and their linear combinations for the border case \(N = d + \frac{d^2 - d}{2} \text{dim} K\).

We also calculated upper bounds for the 3 \(\frac{1}{2}\)-energy among tight frames of a given size. We used the same spaces and sizes of tight frames as in the computations for the 1-energy. The results are, generally, very similar. In each case, except for 5 points in \(\mathbb{R}^3\), the bound agrees with the bounds given by Theorem 1 and Corollary 4 simultaneously confirming Lemma 4.2. Optimizing polynomials are again, with the exception of \(\mathbb{C}^2\) and 5 points in \(\mathbb{R}^3\), those used in the proofs of Theorem 1 and Corollary 4 and their linear combinations for the border case \(N = d + \frac{d^2 - d}{2} \text{dim} K\). In \(\mathbb{C}^2\), polynomials of degree 10 show up. The minimizing polynomial for 5 points in \(\mathbb{R}^3\) is of degree 8 but it is different from the one for the 1-energy so we expect the maximizing tight frame to be different for different values of \(q\).
4.5 Upper bound for the $\infty$-moment

All the exact upper bounds found so far are attained exclusively on tight frames with unit vectors. This is not generally the case. In the last part of the section, we show an example of the exact upper bound where some of the vectors of the optimizing set are not, in the general case, unit. Here we prove an upper bound for $\max \langle x, y \rangle$, i.e. the $\infty$-moment, of an isotropic measure with a finite support ($d$-dimensional tight frame with $N$ points and the frame constant $\frac{N}{d}$).

**Theorem 6.** For a tight frame $\{y_1, \ldots, y_N\}$ in $K^d$ with the frame constant $\frac{N}{d}$,

$$\max_{i \neq j} |\langle y_i, y_j \rangle| \leq \frac{N}{2d}.$$  

**Proof.** We use the tight frame condition for $y_i$:

$$\frac{N}{d} |y_i|^2 = |y_i|^4 + \sum_{j \neq i} |\langle y_i, y_j \rangle|^2.$$  

From this we conclude that for any $j$, $j \neq i$,

$$|\langle y_i, y_j \rangle|^2 \leq \frac{N}{d} |y_i|^2 - |y_i|^4 = \frac{N^2}{4d^2} - \left( \frac{N}{2d} - |y_i|^2 \right)^2 \leq \frac{N^2}{4d^2}.$$  

Hence $|\langle y_i, y_j \rangle| \leq \frac{N}{2d}$ for any pair $i \neq j$. 

The equality in Theorem 6 is possible only if $|y_i|^2 = |y_j|^2 = |\langle y_i, y_j \rangle| = \frac{N}{2d}$, i.e. $y_i$ and $y_j$ are representatives of the same point in $K^{d-1}$ and, unless $N = 2d$, are of the same non-unit length. The remaining vectors must be orthogonal to $y_i$ and $y_j$ and form a tight frame with the same frame constant $\frac{N}{d}$ in the orthogonal subspace. It is also clear that any tight frame with this structure will be a maximizer.

5 Optimizing in the dual space

In this section we extend the approach of Bukh and Cox and prove energetic bounds for projective codes using the upper bounds for moments of isotropic measures. Generally, all these bounds will work for a larger set of problems. In particular, we will consider square matrices from $K^{N \times N}$ with all diagonal elements equal to 1 and of rank $\leq d$. This set contains the set of Gram matrices defined by $N$ unit vectors in $K^d$, although we do not require matrices to be Hermitian and positive semidefinite which would be necessary for Gram matrices.

In this section we obtain new lower bounds for $\sum_{i \neq j} |A_{ij}|^p$, where $A$ is an arbitrary matrix under the constraints described above. In case $A$ is a Gram matrix of a set of unit vectors in $K^d$, this sum is known as a $p$-frame energy (see [33, 38, 27]). Since the value of this sum is equal for all unit-length representatives of a projective code in $K^{d-1}$, it is natural to consider the minimization problem for sets of vectors as a minimization problem for projective codes. For even natural $p$, the lower bounds for the $p$-frame energy that are precise for large enough projective codes follow from [83] in the complex case and from [78] for the real case. The equality is attained on projective designs mentioned in Subsection 4.3.
5.1 Duality of matrices of a given rank and tight frames

The following theorem was essentially proven by Bukh and Cox in their paper (the proof was given for the case $p = \infty$ and the general case was outlined in the discussion section).

**Theorem 7.** For any matrix $A \in K^{N \times N}$ of rank $d$ with $A_{ii} = 1$ for all $i$, there exists a tight frame \( \{y_1, \ldots, y_N\} \subset K^{N-d} \) with the frame constant $\frac{N}{N-d}$ such that

\[
\left( \sum_{i \neq j} |A_{ij}|^p \right)^{\frac{1}{p}} \left( \sum_{i \neq j} |\langle y_i, y_j \rangle|^q \right)^{\frac{1}{q}} \geq N
\]

for any pair of $p, q \in [1, +\infty]$ such that $\frac{1}{p} + \frac{1}{q} = 1$.

**Proof.** The kernel of the matrix $A$ has rank $N - d$ so it has the basis of $N$-dimensional vectors $\xi_1, \ldots, \xi_{N-d}$. All vectors of $\text{Ker} A$ can be written as $v_1 \xi_1 + \ldots + v_{N-d} \xi_{N-d}$, where $v_i$ are arbitrary numbers from $K$. Using the notation $v = (v_1, \ldots, v_{N-d}) \in K^{N-d}$ we get that $\text{Ker} A = \{ \langle z_1, v \rangle, \ldots, \langle z_N, v \rangle | v \in K^{N-d} \}$ for fixed vectors $z_1, \ldots, z_N \in K^{N-d}$.

The Hermitian form $|\langle z_1, v \rangle|^2 + \ldots + |\langle z_N, v \rangle|^2$ is positive definite because the vectors $z_i$ span $K^{N-d}$. Hence there exists $M \in GL_{N-d}(K)$ such that this form is $\frac{N}{N-d} \langle Mv, Mv \rangle$. Then

\[
|\langle (M^*)^{-1} z_1, v \rangle|^2 + \ldots |\langle (M^*)^{-1} z_N, v \rangle|^2 = |\langle z_1, M^{-1} v \rangle|^2 + \ldots |\langle z_N, M^{-1} v \rangle|^2 = \frac{N}{N-d} |v|^2.
\]

Vectors $y_i = (M^*)^{-1} z_i$, $1 \leq i \leq N$, form a tight frame with the frame constant $\frac{N}{N-d}$. $\text{Ker} A$ can be still written as $\{ \langle y_1, v \rangle, \ldots, \langle y_N, v \rangle | v \in K^{N-d} \}$.

For the next step, we take $v = y_i$ and denote $Y_i = (\langle y_1, y_i \rangle, \ldots, \langle y_N, y_i \rangle)$. Then for $A_i$, the $i$-th row of $A$, it must hold $\langle A_i, Y_i \rangle = 0$. Therefore,

\[
\langle y_i, y_i \rangle = \left| \sum_{j \neq i} A_{ij} \langle y_j, y_i \rangle \right| \leq \sum_{j \neq i} |A_{ij}| |\langle y_j, y_i \rangle|.
\]

Summing up such inequalities for all $i$ we get that

\[
\sum_{i=1}^{N} \langle y_i, y_i \rangle \leq \sum_{i=1}^{N} \sum_{j \neq i} |A_{ij}| |\langle y_j, y_i \rangle| \leq \left( \sum_{i \neq j} |A_{ij}|^p \right)^{\frac{1}{p}} \left( \sum_{i \neq j} |\langle y_i, y_j \rangle|^q \right)^{\frac{1}{q}}
\]

for $p, q \in (1, +\infty)$, $\frac{1}{p} + \frac{1}{q} = 1$, by the Hölder inequality. Taking into account that $\sum_{i=1}^{N} \langle y_i, y_i \rangle = N$ for a tight frame with the frame constant $\frac{N}{N-d}$, we get the statement of the theorem. The cases $p = +\infty, q = 1$ and $p = 1, q = +\infty$ follow by taking corresponding limits.

Although initially the set of vectors $\{z_1, \ldots, z_N\}$ in the proof of Theorem 7 was defined up to all non-singular linear transformations, the set $\{y_1, \ldots, y_N\}$ is unique up to isometries due to the tight frame condition and the fixed frame coefficient.

If a matrix $A$ is a Gram matrix of a set of unit vectors $X = \{x_1, \ldots, x_N\} \subset K^d$, one way to understand the construction of the tight frame $Y = \{y_1, \ldots, y_N\}$ in Theorem 7 is to interpret $Y$ as
an isotropic representative of the Gale transform of the set $X$. Here we give a brief explanation for this interpretation.

The notion of Gale duality goes back to Gale [37] who used this construction for analyzing combinatorial properties of polytopes, although similar approaches were known in mathematics for quite some time [17]. Here we define Gale duality following the literature on polytopes. For an ordered set of vectors $X = \{x_1, \ldots, x_N\} \subset K^d$ of full rank, the set of linear dependence relations on $X$ are all vectors $v = (v_1, \ldots, v_N)^* \in K^N$ such that $v_1x_1 + \ldots + v_Nx_N = 0$. The set of linear dependence relations forms a subspace of dimension $N - d$ in $K^N$. We can choose an arbitrary basis of this subspace and form a matrix $B \in K^{N \times (N-d)}$ with the basis vectors as columns. The ordered set of $N$ columns of $B^*$ is then said to be Gale dual to the set $X$. If $C$ is a matrix formed by vectors from $X$ as columns using their initial order, then the necessary and sufficient condition on $B$ is that $CB = 0$ and the rank of $B$ is $N - d$. We note that the condition $CB = 0$ can be substituted by $C^*CB = 0$ which is essentially what was used in the proof of Theorem 7. Hence the set constructed there is precisely a Gale dual set of the set $X$, when $A = C^*C$, i.e. $A$ is a Gram matrix of the set of unit vectors. Initially, a Gale dual set is not defined uniquely and we will use the term of Gale duality for any pair of Gale dual sets and Gale transform for any set dual to a given one in this non-unique sense for the rest of the paper. In the proof of the theorem, we impose the isotropic condition which implies the uniqueness of the dual set up to isometries and the uniqueness of its Gram matrix $BB^*$. We should also mention that the (metric) Gale duality in [22] is a special case of the Gale duality used in Theorem 7.

**Corollary 5.** For any matrix $A \in K^{N \times N}$ of rank $d$ with $A_{ii} = 1$ for all $i$, there exists an isotropic measure $\mu$ in $K^{N-d}$ with $|\text{supp}(\mu)| = N$ such that

$$\left( \sum_{i \neq j} A_{ij}^p \right)^\frac{1}{p} \geq \frac{N}{(N^2E_{x,y\sim\mu}|\langle x, y \rangle|^q - N)^\frac{1}{q}}.$$

for any pair of $p, q \in [1, +\infty]$ such that $\frac{1}{p} + \frac{1}{q} = 1$.

**Proof.** For $\mu$ we can take the uniform distribution over the tight frame $\{y_1, \ldots, y_N\}$ constructed in the proof of Theorem 7. Since the frame constant is $\frac{N}{N-d}$, this distribution defines an isotropic measure in $K^{N-d}$. By Jensen’s inequality,

$$\frac{1}{N} \sum_{i=1}^{N} \langle y_i, y_i \rangle^q \geq \left( \frac{1}{N} \sum_{i=1}^{N} \langle y_i, y_i \rangle \right)^q = 1.$$

Therefore,

$$N^2E_{x,y\sim\mu}|\langle x, y \rangle|^q - N \geq \sum_{i \neq j} |\langle y_i, y_j \rangle|^q$$

and the corollary follows from Theorem 7.

**5.2 Lower bounds for the $p$-frame energy**

As a first application of Theorem 7, we give a new proof of the result from [63] (also Proposition 3.1 in [33]). A different proof using the approach of Bukh and Cox was given in [38].
Proposition 1. For any $p \geq 2$ and any matrix $A \in K^{N \times N}$ of rank $d$ with $A_{ii} = 1$ for all $i$, 

$$
\left( \sum_{i \neq j} A_{ij}^p \right)^{\frac{1}{p}} \geq \left( N(N-1) \right)^{\frac{1}{p}} \left( \frac{N-d}{d(N-1)} \right)^{\frac{1}{2}}.
$$

Proof. By Theorem 7 there exists a tight frame $\{ y_1, \ldots, y_N \} \subset K^{N-d}$ with the frame constant $\frac{N}{N-d}$ such that

$$
\left( \sum_{i \neq j} |A_{ij}|^p \right)^{\frac{1}{p}} \left( \sum_{i \neq j} |\langle y_i, y_j \rangle|^q \right)^{\frac{1}{q}} \geq N
$$

By Theorem 3, 

$$
\sum_{i \neq j} |\langle y_i, y_j \rangle|^q \leq (N^2 - N) \left( \frac{d}{(N-d)(N-1)} \right)^{\frac{q}{2}}.
$$

Using these two inequalities we get the required lower bound. $\square$

Tracking the inequalities that lead to this bound we can see that, given $p > 2$, the bound is sharp if and only if $A$ is a Gram matrix of unit representatives of a tight simplex in $K^{P_{N-d-1}}$.

In a similar way, combining Corollary 5 with Theorem 4, we immediately obtain the universal bound for the $p$-energy of a matrix depending on its size and rank.

Theorem 8. For any matrix $A \in K^{N \times N}$ of rank $d$ with $A_{ii} = 1$ for all $i$, for $p \geq 2$,

$$
\left( \sum_{i \neq j} |A_{ij}|^p \right)^{\frac{1}{p}} \geq \frac{N}{\left( N^2 \left( \beta^{\frac{p}{p-1}} + \frac{1}{M^p(1 - \beta^{\frac{p}{p-1}})} \right) - N \right)^{1-\frac{1}{p}}},
$$

where $\beta = \sqrt{\frac{1}{N-d+2(\text{dim}_K)}}, \ M = N-d + \frac{(N-d)^2 - (N-d)\text{dim}_K}{2}$.

Note that this bound may be sharp only if there exists a maximal simplex in dimension $N-d$ and there is an isotropic measure over $N$ points in $K^{P_{N-d-1}}$ coinciding with the isotropic measure over such a simplex, i.e. $N$ is divisible by the size of the maximal simplex $M$, where $M = N-d + \frac{(N-d)^2 - (N-d)\text{dim}_K}{2}$. In the next section we will show that these conditions are also sufficient and, if they are satisfied, the bound of the theorem is sharp.

Finally, we prove the result dual to Theorem 6.

Theorem 9. For any matrix $A \in K^{N \times N}$ of rank $d$ with $A_{ii} = 1$ for all $i$,

$$
\sum_{i \neq j} |A_{ij}| \geq 2(N-d).
$$

The bound is sharp if only if $d \leq N \leq 2d$ and all $N$ indices can be partitioned into $N-d$ pairs and $2d-N$ singletons such that $A_{ij} = 0$ when $(i,j)$ is not a pair and $A_{ij} = A_{ji} = \pm 1$ when is $(i,j)$ a pair in this partition.
Proof. The Gale dual tight frame \( \{ y_1, \ldots, y_N \} \in K^{N-d} \) constructed via Theorem 7 must satisfy Theorem 6. Thus \( \max_{i \neq j} | \langle y_i, y_j \rangle | \leq \frac{N}{2(N-d)} \) and, by Theorem 7,
\[
\sum_{i \neq j} |A_{ij}| \geq \frac{N}{2(N-d)} \geq N.
\]

Therefore, \( \sum_{i \neq j} |A_{ij}| \geq 2(N-d) \).

The bound is sharp when for each \( A_{ij} \neq 0 \), the corresponding \( | \langle y_i, y_j \rangle | \) is precisely \( \frac{N}{2(N-d)} \). Due to the proof of Theorem 6, this can happen only if \( |y_i|^2 = |y_j|^2 = \frac{N}{2(N-d)} \) and all other vectors are orthogonal to both \( y_i \) and \( y_j \). This means \( A_{ik} = A_{jk} = A_{ki} = A_{kj} = 0 \) for all \( k \neq i, j \). \( \sum_{i \neq j} |A_{ij}| \) is minimal possible so changing \( A_{ij} \) and \( A_{ji} \) to 0 must change the rank of the matrix. This is possible only if both \( A_{ij} \) and \( A_{ji} \) are the same and are equal to either 1 or -1. The number of pairs cannot be greater than \( d \) so \( N \leq 2d \). This concludes the proof for the sharp bounds.

A slightly more general result was proven in [38] without the use of moments of isotropic measures.

6 Constructing sharp codes

In this section we show how to construct sharp codes for bounds from Theorems 7 and 8. Our construction builds upon the construction of Bukh and Cox in [13] and the construction of Gale dual projective codes [22] or Naimark complements of tight frames [14].

Let \( C \in K^{n \times n} \) be an Hermitian matrix with unit elements on the diagonal and a maximal eigenvalue equal to \( \lambda \) with multiplicity \( k \). We assume \( C \neq I_n \) so \( \lambda \), as the maximal eigenvalue of \( C \), must be greater than 1. For a given natural number \( b \), we will look for Gram matrices from \( K^{bn \times bn} \) of a set of unit vectors in \( K^{bn-k} \) of the following type:
\[
C(\alpha, \beta, \gamma) = \alpha I_{nb} + \beta I_n \otimes J_b + \gamma C \otimes J_b,
\]
where \( \otimes \) is a standard tensor product, \( J_b \) is a \( b \times b \) matrix of all ones, and \( \alpha, \beta, \gamma \in \mathbb{R} \).

Knowing the eigenvalues of \( C \), it is clear how to find necessary and sufficient conditions on \( \alpha \), \( \beta \), and \( \gamma \). For instance, for \( b = 1 \), such a matrix will be \( \frac{\lambda - 1}{\lambda-1} I_n - \frac{1}{\lambda-1} C \).

Lemma 6.1. Given \( b > 1 \), for any \( \alpha \in [0, \frac{b}{b-1}] \), \( C \left( \alpha, \frac{-b\lambda+(b\lambda-1)\alpha}{b(1-\lambda)}, \frac{b+(1-b)\alpha}{b(1-\lambda)} \right) \) is a Gram matrix of the set of unit vectors in \( K^{bn-k} \).

Proof. We use the same notation as above, i.e. \( \beta = \frac{-b\lambda+(b\lambda-1)\alpha}{b(1-\lambda)} \) and \( \gamma = \frac{b+(1-b)\alpha}{b(1-\lambda)} \).

Let \( C \) have eigenvalues \( \lambda_1 < \ldots < \lambda_t < \lambda \) with multiplicities \( k_1, \ldots, k_t, k \), respectively. Then the eigenvalues of \( \beta I_n + \gamma C \) are \( \beta + \gamma \lambda_1, \ldots, \beta + \gamma \lambda_t \) with their respective multiplicities. For any matrix, its tensor product with \( J_b \) will have the eigenvalues obtained by multiplying the eigenvalues of the initial matrix by \( b \) with the same multiplicities. The remaining eigenvalues will be 0. Therefore, the matrix \( (\beta I_n + \gamma C) \otimes J_b \) has eigenvalues \( (\beta + \gamma \lambda_1)b, \ldots, (\beta + \gamma \lambda_t)b \) with multiplicities \( k_1, \ldots, k_t \), respectively, and the eigenvalue 0 with the multiplicity \( bn - n \). Finally, the matrix \( C(\alpha, \beta, \gamma) \) has eigenvalues \( \alpha + (\beta + \gamma \lambda_1)b, \ldots, \alpha + (\beta + \gamma \lambda_t)b \) with their respective multiplicities \( k_1, \ldots, k_t \), and \( \alpha \) with the multiplicity \( bn - n \).
In order for the matrix to be a Gram matrix of the set of unit vectors from \(K^{bn-k}\), it must be Hermitian, with non-negative eigenvalues, with the 0 eigenvalue of multiplicity \(k\), and have the diagonal of all ones. For the eigenvalues, it is sufficient to check that \(\alpha \geq 0, \alpha + (\beta + \gamma)\lambda b = 0, \alpha + (\beta + \gamma \lambda i) b \geq 0\) for all \(i\) from 1 to \(l\), \(\alpha \geq 0\). The first two conditions are clearly satisfied. Since \(\gamma \leq 0\), the last condition is satisfied to because \(\lambda_i < \lambda\) for all \(i\). The remaining condition is \(\alpha + \beta + \gamma = 1\) for all diagonal elements. This one is clearly satisfied as well. \(\square\)

We also note that the constructed set is full-dimensional unless \(\gamma = 0\), in which case the dimension is \(nb - n\) and the set is the union of \(n\) pairwise orthogonal \((b - 1)\)-dimensional regular simplices.

The main idea now is to use a Gram matrix \(C\) of a tight frame for the construction in Lemma 6.1. If the frame is in \(K^{d-k}\), the frame constant is then the maximal eigenvalue of the Gram matrix and its multiplicity is \(k\) precisely. \(b\) copies of such a frame form a tight frame in \(K^{d-k}\) with \(bN\) vectors. The Gram matrix of this tight frame is \(C \otimes J_b\). The whole one-parametric family defined in Lemma 6.1 belongs to the general Gale transform of the frame. It is easy to confirm by checking that \(C(\alpha, \beta, \gamma)(C \otimes J_b) = 0\). Indeed, when using equation (2), the only condition left to check is \(\alpha + \beta b + \gamma b \lambda = 0\) which is true for the family from Lemma 6.1. If \(b\) copies of a tight frame is a maximizer of the \(q\)-th moment among tight frames of the size \(bN\). Theorem 7 tells us there is a good chance for one of the representatives of the family to be an optimal projective code.

Various constructions by Bukh and Cox [13] are de facto those projective codes from the families described by Lemma 6.1 minimizing the maximal non-diagonal element of the Gram matrix. One more already known construction arises when the representative of a family is a tight frame itself. This happens when \(C\) is a Gram matrix of a tight frame and either \(b = 1\) or \(b > 1\) and \(\alpha = \frac{b \lambda}{b \lambda - 1}\). Then the new tight frame obtained by this construction is the one that is called Gale dual by Cohn, Kumar, and Minton [22] or Naimark complement in the frame literature (see, for instance, [14]).

**Theorem 10.** Let \(C \in K^{M \times M}\) be a Gram matrix of unit representatives of a tight simplex in \(K^{bn-k-1}\) such that \(|C_{ij}| = \beta\) for all \(i \neq j\). Then for any \(p \neq 0, 1\) (including \(p = \infty\)), there exists a projective code in \(K^{bn-k-1}\) such that the Gram matrix \(A \in K^{bM \times bM}\) of its unit representatives in \(K^{bn-k}\) satisfies

\[
\left( \sum_{i \neq j} |A_{ij}|^p \right)^{\frac{1}{p}} = \frac{bM}{((bM)^2 \left( \beta_{p-1}^\frac{p}{b(p-1)} + \frac{1}{M} (1 - \beta_{p-1}^\frac{p}{p-1}) \right) - bM)^{\frac{1}{1-p}}}.
\]

**Proof.** For the construction we use one of the codes built from the matrix \(C\) via Lemma 6.1. We just need to choose the right value of the parameter \(\alpha\). The way to guess what \(\alpha\) should be is to find when the inequality of Theorem 7 becomes the exact equality. The largest eigenvalue of \(C\) is, as was mentioned before, \(\lambda = \frac{M}{k}\). If \(A = C \left( \alpha, \frac{-\lambda b + (b\lambda - 1)\alpha}{b(1-\lambda)}; \frac{b+(1-b)\alpha}{b(1-\lambda)} \right)\), the off-diagonal entries \(|A_{ij}|\) are \(\alpha - 1\) and \(\beta \frac{b+(1-b)\alpha}{b(1-\lambda)}\) (\(\alpha\) must be at least 1 and no greater than \(\frac{b}{b-1}\)). In order for the Hölder inequality in the proof of Theorem 7 to become the exact equality, the following condition on corresponding entries of the matrices \(A\) and \(C \otimes J_p\) must hold:

\[
\frac{(\alpha - 1)^p}{1^q} = \left( \frac{\beta \frac{b+(1-b)\alpha}{b(1-\lambda)}}{\beta^q} \right)^p.
\]
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where \( q \) satisfies \( \frac{1}{p} + \frac{1}{q} = 1 \).

From here we get

\[
\alpha = 1 + \frac{1}{b - 1 + \beta^\frac{a - p}{p} b(\lambda - 1)} = 1 + \frac{1}{b - 1 + \beta^\frac{a - p}{p} b(M - 1)}.
\]

Let us show that the set constructed for this \( \alpha \) satisfies the required condition. The construction for \( p = \infty \) can be obtained as a limit so for the remaining part of the proof we use only real \( p \).

\[
\sum_{i \neq j} |A_{ij}|^p = (b^2 - b)M(\alpha - 1)^p + (((bM)^2 - b^2 M)(\alpha - 1)^p \beta^q = \\
= bM \frac{b - 1 + (bM - b)\beta^q}{b - 1 + b(M - 1)\beta^\frac{a - p}{p}}^p.
\]

Using the condition on \( \alpha \) we get

This should be equal to

\[
\frac{(bM)^p}{((bM)^2 - bM + \beta^q(1 - \beta^q)) - bM}^{p-1} = \\
= \frac{(bM)^p}{(bM(bM - b)\beta^q + bM(b - 1))^{p-1}} = \\
= \frac{bM}{(b - 1 + (bM - b)\beta^q)^{p-1}}.
\]

Comparing the two expressions we see that it is sufficient to show that

\[
b - 1 + (bM - b)\beta^q = b - 1 + b \left( \frac{M}{k} - 1 \right) \beta^\frac{a - p}{p}.
\]

This equality is indeed true because

\[
\beta^q \beta^\frac{a - p}{p} = \beta^2 = \frac{M - k}{k(M - 1)}
\]

by Lemma 2.2.

The construction of Theorem 10 works for all tight simplices and almost all values of \( p \). In case the tight simplex is also a maximal simplex for this space and \( p \geq 2 \), the construction of Theorem 10 satisfies the lower bound of Theorem 8. We can analyze the situation when this lower bound is attained in more detail.

We know from Theorem 4 that the maximizing isotropic measure is necessarily the uniform measure over a maximal simplex. Assume this simplex is fixed. Then the tight frame in the proof of Theorem 7 is defined uniquely up to unitary transformations and multiplications of each vector by an arbitrary unit number from \( K \). Following the proof we can see that \( A_{ij}(y_j, y_i) \) must
necessarily be a negative real number. This essentially means that the construction from Theorem 10 is required for attaining the bound. The necessary value of a parameter $\alpha$ is explicitly found in the proof of Theorem 10. We conclude that the minimizing projective code is uniquely (up to isometries) defined by a maximal simplex in $K^N_{-d-1}$ and the minimizing matrix from $K^{N \times N}$ of rank $d$ is defined as a Gram matrix of such code, i.e., up to the equivalence relation $x \sim xe$ for any $e \in K^e$ for all unit representatives $x$ of the points of the projective code.

The real maximal simplices in $\mathbb{RP}^1, \mathbb{RP}^2, \mathbb{RP}^6, \mathbb{RP}^{22}$ are known to be unique [70, 40]. There are complex maximal simplices that are known to be unique too, for instance, the one in $\mathbb{CP}^1$ we already discussed in Subsection 4.4 [83]. For them, the minimizing codes constructed by Theorem 10 and satisfying Theorem 7 are unique as well. As an explicit example of such a code we consider the smallest non-trivial real case: projective codes with 6 points in $\mathbb{R}^2$, i.e $K = \mathbb{R}$ and $d = 4$, or, more generally, real $6 \times 6$ matrices of rank 4 with the unit diagonal. The Gale dual tight frame consists of 6 points in $\mathbb{R}^2$. By Theorem 1 the unique maximizer of the $q$-th moment for any $q \in (1, 2)$ among all isotropic measures is a uniform distribution over the diagonals of a regular hexagon. The unique maximizer among tight frames of 6 points in $\mathbb{R}^2$ is then a set consisting of two copies of diagonals of a regular hexagon. We can choose the following Gram matrix of its unit representatives:

$$
\begin{bmatrix}
1 & 1 & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} \\
1 & 1 & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} \\
-\frac{1}{2} & -\frac{1}{2} & 1 & 1 & -\frac{1}{2} & -\frac{1}{2} \\
-\frac{1}{2} & -\frac{1}{2} & 1 & 1 & -\frac{1}{2} & -\frac{1}{2} \\
-\frac{1}{2} & -\frac{1}{2} & 1 & 1 & -\frac{1}{2} & -\frac{1}{2} \\
-\frac{1}{2} & -\frac{1}{2} & 1 & 1 & -\frac{1}{2} & -\frac{1}{2}
\end{bmatrix}.
$$

The minimizing matrices from Theorem 10 will be then defined by

$$
\begin{bmatrix}
1 & 1 & 1 - \alpha & 1 - \frac{1}{2} \alpha & 1 - \frac{1}{2} \alpha & 1 - \frac{1}{2} \alpha \\
1 - \alpha & 1 & 1 - \frac{1}{2} \alpha & 1 - \frac{1}{2} \alpha & 1 - \frac{1}{2} \alpha & 1 - \frac{1}{2} \alpha \\
1 - \frac{1}{2} \alpha & 1 - \frac{1}{2} \alpha & 1 & 1 - \alpha & 1 - \frac{1}{2} \alpha & 1 - \frac{1}{2} \alpha \\
1 - \frac{1}{2} \alpha & 1 - \frac{1}{2} \alpha & 1 - \alpha & 1 & 1 - \frac{1}{2} \alpha & 1 - \frac{1}{2} \alpha \\
1 - \frac{1}{2} \alpha & 1 - \frac{1}{2} \alpha & 1 - \frac{1}{2} \alpha & 1 & 1 - \alpha & 1 - \alpha \\
1 - \frac{1}{2} \alpha & 1 - \frac{1}{2} \alpha & 1 - \frac{1}{2} \alpha & 1 - \frac{1}{2} \alpha & 1 & 1
\end{bmatrix},
$$

where $\alpha = 1 + \frac{1}{1 + 2p^{-1}}$ provides the one-parametric family of unique minimizing configurations for $p \in (2, +\infty)$. The values of $\alpha$ vary from $\frac{4}{3}$ to $\frac{3}{2}$ forming a line segment of minimizers in the vector space of matrices. Projective codes defined by these matrices are unique up to isometries. For each unit representative vector in $\mathbb{R}^4$, there are two opposite choices giving us $2^6$ options. Changing all 6 signs preserves a matrix so there are precisely $2^5 = 32$ minimizing matrices for each particular $p$.

7 Discussion

In this section, we discuss open questions and possible directions of further research in this area.

1. The natural extension of the linear programming approach for packing and optimality problems is the semidefinite programming approach. Developed initially by Schrijver in the discrete setup [67], it was adapted to packing problems by Bachoc and Vallentin [7] and since
then was generalized and successfully used in a variety of discrete geometry and optimization problems [59, 25, 29]. One way to explain semidefinite constraints in this approach is to project points of a spherical code to a unit subsphere of a smaller dimension and use the constraints set by (1). A similar approach seems possible for the case of tight frames/isotropic measures. When a tight frame is projected to a subspace, the set of projections form a tight frame in this subspace too, although its vectors should be normalized to suit the restrictions posed on the frame constant.

2. It seems plausible to extend this approach to packing/optimization problems for Grassmannians. It is possible to extend the notion of Gale transform to linear subspaces (see [34, p. 133]). Tight fusion frames is a natural generalization of tight frames for subspaces [15, 16]. The linear programming machinery is applicable to Grassmannians as well [5]. All ingredients of the energy bounds working together for projective codes are present in the Grassmanian case too.

3. It would be interesting to find out an explanation for computational results in the case of tight frames with 5 points in $\mathbb{R}^3$ as described in Subsection 4.4. If there is a certain configuration behind this computational bound, it would be interesting to find it. As a counterpart of this question, the case of 5 points on the unit sphere in $\mathbb{R}^3$ is notoriously hard for finding energy minima [68, 69].

4. The Gale duality of projective codes and tight frames allows us to connect the energies of both objects via Hölder’s inequality. It makes sense to try extending this connection to other energy potentials using the same duality or finding new types of duality with the prospect of finding new energy bounds.

8 Acknowledgments

The author would like to thank Bill Martin for initiating this new direction of research on nearly orthogonal vectors, Boris Bukh and Chris Cox for sharing their manuscript and discussing their results, the organizers of the Informal Analysis Seminar at Kent State University where the author learned about these results, Dmitriy Bilyk, Ryan Matzke, Josiah Park, and Oleksandr Vlasiuk for invaluable discussions on a variety of mathematical questions relevant to this research. This material is based upon work supported by the National Science Foundation under Grant No. DMS-1439786 while the author was in residence at the Institute for Computational and Experimental Research in Mathematics in Providence, RI, during the Spring 2018 semester.

References

[1] N. N. Andreev. An extremal property of the icosahedron. East J. Approx., 2(4):459–462, 1996.
[2] N. N. Andreev. Location of points on a sphere with minimal energy. Tr. Mat. Inst. Steklova, 219(Teor. Priblizh. Garmon. Anal.):27–31, 1997.
[3] K. M. Anstreicher. The thirteen spheres: a new proof. Discrete Comput. Geom., 31(4):613–625, 2004.
[4] M. Appleby, I. Bengtsson, S. Flammia, and D. Goyeneche. Tight Frames, Hadamard Matrices and Zauner’s Conjecture. arXiv preprint arXiv:1903.06721, 2019.

[5] C. Bachoc. Linear programming bounds for codes in Grassmannian spaces. IEEE Trans. Inform. Theory, 52(5):2111–2125, 2006.

[6] C. Bachoc, D. C. Gijswijt, A. Schrijver, and F. Vallentin. Invariant semidefinite programs. In Handbook on semidefinite, conic and polynomial optimization, volume 166 of Internat. Ser. Oper. Res. Management Sci., 219–269. Springer, New York, 2012.

[7] C. Bachoc and F. Vallentin. New upper bounds for kissing numbers from semidefinite programming. J. Amer. Math. Soc., 21(3):909–924, 2008.

[8] C. Bachoc and F. Vallentin. Semidefinite programming, multivariate orthogonal polynomials, and codes in spherical caps. European J. Combin., 30(3):625–637, 2009.

[9] B. Ballinger, G. Blekherman, H. Cohn, N. Giansiracusa, E. Kelly, and A. Schürmann. Experimental study of energy-minimizing point configurations on spheres. Experiment. Math., 18(3):257–283, 2009.

[10] E. Bannai, A. Munemasa, and B. Venkov. The nonexistence of certain tight spherical designs. Algebra i Analiz, 16(4):1–23, 2004.

[11] A. Barg, A. Glazyrin, K. A. Okoudjou, and W.-H. Yu. Finite two-distance tight frames. Linear Algebra and its Applications 475: 163–175, 2015.

[12] A. Barg and P. Purkayastha. Bounds on ordered codes and orthogonal arrays. Mosc. Math. J., 9(2):211–243, back matter, 2009.

[13] B. Bukh and C. Cox. Nearly orthogonal vectors and small antipodal spherical codes. arXiv preprint arXiv:1803.02949, 2018.

[14] P. G. Casazza, M. Fickus, D. G. Mixon, J. Peterson, and I. Smalyanau. Every Hilbert space frame has a Naimark complement. Journal of Mathematical Analysis and Applications, 406(1), 111–119, 2013.

[15] P.G. Casazza, G. Kutyniok. Frames of subspaces. Contemp. Math. 345, 87–113, 2004.

[16] P.G. Casazza, G. Kutyniok. Robustness of fusion frames under erasures of subspaces and of local frame vectors. Contemp. Math. 464: 149–160, 2008.

[17] A.B. Coble Point sets and allied Cremona groups. Proceedings of the National Academy of Sciences of the United States of America 1, no. 4: 245–248, 1915.

[18] H. Cohn. Stability configurations of electrons on a sphere. Math. Tables Aids Comput., 10:117–120, 1956.

[19] H. Cohn and N. Elkies. New upper bounds on sphere packings. I. Ann. of Math. (2), 157(2):689–714, 2003.

[20] H. Cohn and A. Kumar. Universally optimal distribution of points on spheres. J. Amer. Math. Soc., 20(1):99–148, 2007.
[21] H. Cohn and A. Kumar. Optimality and uniqueness of the Leech lattice among lattices. *Ann. of Math. (2)*, 170(3):1003–1050, 2009.

[22] H. Cohn, A. Kumar, and G. Minton. Optimal simplices and codes in projective spaces. *Geometry & Topology*, 20(3): 1289–1357, 2016.

[23] H. Cohn, A. Kumar, S. D. Miller, D. Radchenko, and M. Viazovska. The sphere packing problem in dimension 24. *Ann. of Math. (2)*, 185(3):1017–1033, 2017.

[24] H. Cohn, A. Kumar, S. D. Miller, D. Radchenko, and M. Viazovska. Universal optimality of the $E_8$ and Leech lattices and interpolation formulas. *arXiv preprint arXiv:1902.05438*, 2019.

[25] H. Cohn and J. Woo. Three-point bounds for energy minimization. *Journal of the American Mathematical Society* 25, no. 4: 929–958, 2012.

[26] H. Cohn and Y. Zhao. Sphere packing bounds via spherical codes. *Duke Math. J.*, 163(10):1965–2002, 2014.

[27] X. Chen, V. Gonzales, E. Goodman, S. Kang and K. A. Okoudjou. Universal optimal configurations for the $p$-frame potentials. *arXiv preprint arXiv:1902.03505*, 2019.

[28] J.H. Conway, R.H. Hardin, N.J.A. Sloane. Packing lines, planes, etc.: Packings in Grassmanian spaces. *Experimental mathematics* 5, no. 2: 139–159, 1996.

[29] D. De Laat, F.M. de Oliveira Filho, and F. Vallentin. Upper bounds for packings of spheres of several radii. *Forum of Mathematics, Sigma*, vol. 2. Cambridge University Press, 2014.

[30] P. Delsarte. Bounds for unrestricted codes, by linear programming. *Philips Res. Rep.*, 27:272–289, 1972.

[31] P. Delsarte. An algebraic approach to the association schemes of coding theory. *Philips Res. Rep. Suppl.*, (10):vi+97, 1973.

[32] P. Delsarte, J. M. Goethals, and J. J. Seidel. Spherical codes and designs. *Geometriae Dedicata*, 6(3):363–388, 1977.

[33] M. Ehler and K. A. Okoudjou. Minimization of the probabilistic $p$-frame potential. *J. Stat. Plan. Inference*, 142(3): 645–659, 2012.

[34] The Projective Geometry of the Gale Transform.

[35] L. Föppl. Stabile Anordnungen von Elektronen im Atom. *J. Reine Angew. Math.*, 141:251–302, 1912.

[36] C. A. Fuchs, M. C. Hoang, and B. C. Stacey. The SIC question: History and state of play. *Axioms*, 6(3):21, 2017.

[37] D. Gale. Neighboring vertices on a convex polyhedron. *Linear inequalities and related system* 38: 255–263, 1956.

[38] A. Glazyrin. Minimizing the $p$-frame potential. *arXiv preprint arXiv:1901.06096*, 2019.
[39] A. Glazyrin and W.-H. Yu. Upper bounds for s-distance sets and equiangular lines. *Adv. Math.*, 330:810–833, 2018.

[40] J.-M. Goethals and J. J. Seidel. The regular two-graph on 276 vertices. *Discr. Math.* 12 (1975) 143-158.

[41] D. V. Gorbachev. An extremal problem for entire functions of exponential spherical type, which is connected with the Levenshtein bound for the density of a packing of $\mathbb{R}^n$ by balls. *Izv. Tul. Gos. Univ. Ser. Mat. Mekh. Inform.*, 6(1, Matematika):71–78, 2000.

[42] R. B. Holmes and V. I. Paulsen. Optimal frames for erasures. *Linear Algebra and its Applications*, 377:31–51, 2004.

[43] G. A. Kabatyansky and V. I. Levenshtein. Bounds for packings on the sphere and in space. *Problems of Information Transmission*, 14(1):3–25, 1978.

[44] A. V. Kolushov and V. A. Yudin. On the Korkin-Zolotarev construction. *Diskret. Mat.*, 6(1):155–157, 1994.

[45] A. V. Kolushov and V. A. Yudin. Extremal dispositions of points on the sphere. *Anal. Math.*, 23(1):25–34, 1997.

[46] P. W. H. Lemmens and J. J. Seidel. Equiangular lines. *J. Algebra*, 24:494–512, 1973.

[47] V. I. Levenshtein. Boundaries for packings in n-dimensional Euclidean space. *Dokl. Akad. Nauk SSSR*, 245(6):1299–1303, 1979.

[48] V. I. Levenshtein. Designs as maximum codes in polynomial metric spaces. *Acta Appl. Math.*, 29(1-2):1–82, 1992. Interactions between algebra and combinatorics.

[49] Lukács. Verschärfung der ersten Mittelwerthesatzes der Integralrechnung für rationale Polynome. *Math. Zeitschrift*, 2: 229–305, 1918.

[50] Yu.I. Lyubich On tight projective designs. *Designs, Codes and Cryptography* 51, no. 1: 21–31, 2009.

[51] M. Magsino, D.G. Mixon, H. Parshall. A Delsarte-Style Proof of the Bukh-Cox Bound. *arXiv preprint arXiv:1902.00926*, 2019.

[52] A.A. Makhnev. On the Nonexistence of Strongly Regular Graphs with Parameters (486, 165, 36, 66). *Ukrainian Math. J.* 54: 1137–1146, 2002.

[53] A.A. Markov. Lecture notes on functions with the least deviation from zero, 1906. Reprinted in *Markov A.A. Selected Papers* (ed. N. Achiezer), GosTechlzdat, 244–291, 1948, Moscow (in Russian).

[54] R. J. McEliece, E. R. Rodemich, H. Rumsey, Jr., and L. R. Welch. New upper bounds on the rate of a code via the Delsarte-MacWilliams inequalities. *IEEE Trans. Information Theory*, IT-23(2):157–166, 1977.
[55] T. W. Melnyk, O. Knop, and W. R. Smith. Extremal arrangements of points and unit charges on a sphere: equilibrium configurations revisited. Canadian Journal of Chemistry, 55(10):1745–1761, 1977.

[56] O. R. Musin. The kissing problem in three dimensions. Discrete Comput. Geom., 35(3):375–384, 2006.

[57] O. R. Musin. The kissing number in four dimensions. Ann. of Math. (2), 168(1):1–32, 2008.

[58] O. R. Musin. Bounds for codes by semidefinite programming. Tr. Mat. Inst. Steklova, 263(Geometriya, Topologiya i Matematicheskaya Fizika. I):143–158, 2008.

[59] O. R. Musin. Multivariate positive definite functions on spheres. In Discrete geometry and algebraic combinatorics, volume 625 of Contemp. Math., 177–190. Amer. Math. Soc., Providence, RI, 2014.

[60] G. Nebe and B. Venkov. On tight spherical designs. Algebra i Analiz, 24(3):163–171, 2012.

[61] Y. Nesterov. Squared functional systems and optimization problems. In High performance optimization, 405–440. Springer, Boston, MA, 2000.

[62] A. M. Odlyzko and N. J. A. Sloane. New bounds on the number of unit spheres that can touch a unit sphere in $n$ dimensions. J. Combin. Theory Ser. A, 26(2):210–214, 1979.

[63] O. Oktay. Frame quantization theory and equiangular tight frames. PhD thesis, University of Maryland (2007).

[64] S. Prajna, A. Papachristodoulou, and P.A. Parrilo. Introducing SOSTOOLS: A general purpose sum of squares programming solver. In Proceedings of the 41st IEEE Conference on Decision and Control, 2002., vol. 1: 741–746, 2002.

[65] E. B. Saff and A. B. J. Kuijlaars. Distributing many points on a sphere. Math. Intelligencer, 19(1):5–11, 1997.

[66] I. J. Schoenberg. Positive definite functions on spheres. Duke Math. J., 9:96–108, 1942.

[67] A. Schrijver. New code upper bounds from the Terwilliger algebra and semidefinite programming. IEEE Trans. Inform. Theory, 51(8):2859–2866, 2005.

[68] R. E. Schwartz. The five-electron case of Thomson’s problem. Experimental Mathematics, 22(2):157–186, 2013.

[69] R. E. Schwartz. The phase transition in five point energy minimization. 2016.

[70] J. J. Seidel. Strongly regular graphs with (-1,1,0) adjacency matrix having eigenvalue 3. Lin. Alg. Appl. 1 (1968) 281-298.

[71] P.D. Seymour and T. Zaslavsky. Averaging sets: a generalization of mean values and spherical designs. Advances in Mathematics 52, no. 3: 213–240, 1984.

[72] S. Smale. Mathematical problems for the next century. Math. Intelligencer, 20(2):7–15, 1998.
Appendix A Comparing bounds for moments of isotropic measures

In this appendix, we prove Lemma 4.2 comparing the bounds of Theorem 1 and Corollary 4 for moments of isotropic measures with a fixed number of points.

Lemma 4.2. Given \( q \in [1, 2) \), for \( N < M \),

\[
N^2 \left( \beta^q + \frac{1 - \beta^q}{M} \right) - N > (N^2 - N) \left( \frac{N - d}{d(N - 1)} \right)^2;
\]

for \( N > M \),

\[
N^2 \left( \beta^q + \frac{1 - \beta^q}{M} \right) - N < (N^2 - N) \left( \frac{N - d}{d(N - 1)} \right)^2.
\]

The bounds are equal when \( q = 2 \) or when \( N = M \) and \( q \in [1, 2) \).
Proof. When \( q = 2 \), both bounds are equal to \( \frac{N^2}{d} - N \) which is the exact value of \( \sum_{i \neq j} |\langle y_i, y_j \rangle|^2 \) for any tight frame with the frame constant \( \frac{N}{d} \). For the remaining part of the proof we assume \( q < 2 \).

It is easy to check that \( \beta > \sqrt{\frac{N-d}{d(N-1)}} \) when \( N > M \) and \( \beta < \sqrt{\frac{N-d}{d(N-1)}} \) when \( N > M \). We denote \( \sqrt{\frac{N-d}{d(N-1)}} \) by \( \alpha \).

Assume \( N < M \). Then we know that \( \beta > \alpha \). The inequality can be rewritten as

\[
N \left( \beta^q + \frac{1 - \beta^q}{M} \right) - 1 > (N - 1)\alpha^q;
\]

\[
(N - 1)(\beta^q - \alpha^q) + \left(1 - \frac{N}{M}\right)\beta^q > 1 - \frac{N}{M};
\]

\[
\frac{M(N - 1)}{M - N} (\beta^q - \alpha^q) + \beta^q > 1.
\]

We denote the left-hand side of this inequality by \( \xi(q), q \in [1, 2] \). Since \( \xi'(q) \) can be written as

\[
c_1\alpha^q + c_2\beta^q = \beta^q(c_1(\frac{\alpha}{\beta})^q + c_2) \quad \text{and} \quad c_1 \neq 0, \xi'(q) \text{ cannot possibly have more than one zero on } [1, 2].
\]

We know that \( \xi(2) = 1 \) so if we can show that \( \xi(1) > 1 \) and \( \xi'(2) < 0 \), then we can claim that \( \xi(q) > 1 \) for \( q \in [1, 2] \). Otherwise, \( \xi'(q) \) would have at least two zeros.

For the first part, we want to prove

\[
\frac{M(N - 1)}{M - N} (\beta - \alpha) + \beta > 1.
\]

We rewrite this inequality as

\[
\frac{M - 1}{M} \beta + \frac{1}{M} > \frac{N - 1}{N} \alpha + \frac{1}{N}.
\]

Introducing a function \( \phi(t) = \frac{t-1}{t} \sqrt{\frac{t-d}{d(t-1)}} + \frac{1}{t} \) for all \( t \geq d \), we can see that the inequality is equivalent to \( \phi(M) > \phi(N) \). It is easy to check that \( \phi \) is a strictly increasing function so this inequality must hold.

For the second part, we calculate the derivative of \( \xi \) at 2.

\[
\xi'(2) = \frac{M(N - 1)}{M - N} (\beta^2 \ln \beta - \alpha^2 \ln \alpha) + \beta^2 \ln \beta = 
\]

\[
= \ln \beta \left( \frac{M(N - 1)}{M - N} (\alpha^2 - \beta^2) + \beta^2 \right) + (\ln \alpha - \ln \beta) \frac{M(N - 1)}{M - N} \alpha^2.
\]

Then we use \( \xi(2) = 1 \).

\[
\xi'(2) = \ln \beta + (\ln \alpha - \ln \beta) \frac{M(N - 1)}{M - N} \alpha^2 = 
\]

\[
= \ln \beta + (\ln \alpha - \ln \beta) \frac{M(N - 1)}{M - N} \frac{N - d}{d(N - 1)} = \ln \beta + (\ln \alpha - \ln \beta) \frac{M(N - d)}{(M - N)d} =
\]

\[
= \ln \beta \frac{N(M - d)}{(M - N)d} - \ln \alpha \frac{M(N - d)}{(M - N)d} = \frac{MN}{(M - N)d} \left( \ln \beta \frac{M - d}{M} - \ln \alpha \frac{N - d}{N} \right).
\]
Here we introduce a function \( \psi(t) = \frac{t-d}{t} \ln \sqrt{\frac{t-d}{d(t-1)}} \) for \( t > d \) and see that \( \xi'(2) < 0 \) if \( \psi(M) < \psi(N) \). It is easy to check that \( \psi \) is decreasing for \( t > d \) so the required inequality must hold.

The case \( N > M \) can be done the same way with the corresponding changes in signs of the inequalities.

\[ \square \]

**Appendix B  Discrete isotropic measures with orthogonal vectors**

In this appendix, we prove that discrete isotropic measures with orthogonal vectors cannot be optimal.

**Theorem 5.** For any \( q \in [1, 2] \), a discrete isotropic measure in \( \mathbb{K}^d \) with two orthogonal vectors cannot be a local maximum for the \( q \)-th moment over the set of all isotropic measures.

**Proof.** We consider a discrete isotropic measure with a pair of orthogonal vectors and provide a perturbation of this measure with a larger \( q \)-th moment.

Assume \( \text{supp}(\mu) = \{ u, u_1, \ldots, u_N \} \) and \( u \) is orthogonal to \( u_1 \). Let \( \mu(u) = p \) and \( \mu(u_i) = p_i \) for all \( i \). In a subspace orthogonal to \( u \) we choose a regular simplex \( \{ v_1, v_2, \ldots, v_d \} \) such that \( |v_i| = 1 \) for all \( i \) and \( v_1 = \frac{u}{|u|} \). We fix a small parameter \( \delta > 0 \) and define a perturbed measure \( \mu' \) as follows. \( \text{supp}(\mu') = \{ v'_1, \ldots, v'_d, u'_1, \ldots, u'_N \} \), where \( v'_i = au + \delta v_i \) for a fixed real constant \( a \) and for all \( i \), \( 1 \leq i \leq d \), and \( u'_i = \beta u_i \) for a fixed real constant \( \beta \) and for all \( i \), \( 1 \leq i \leq N \). \( \mu'(u'_i) = p_i \) for all \( i \) and \( \mu'(v'_i) = \frac{1}{d} p \). Constants \( a \) and \( \beta \) depend on \( \delta \) and are chosen in such a manner that \( \mu' \) is isotropic.

We will show that \( \alpha = \sqrt{1 + \frac{d-1}{|u|^2} (1 - |u|^2 - pd)} \) and \( \beta^2 = \sqrt{1 - \frac{pd}{d-1} \delta^2} \) satisfy the required condition. For an arbitrary \( w \in \mathbb{K}^d \) we represent it as a sum of orthogonal vectors \( w_u + w_v \), where \( w_u = w \gamma \) for some \( \gamma \in \mathbb{K} \) and \( w_v \) is orthogonal to \( u \). Using \( |\langle u, w \rangle|^2 = |u|^2 |w_u|^2 \) and the isotropic measure \( \mu \) we get

\[
\sum_{i=1}^{N} p_i |\langle u_i, w \rangle|^2 = \frac{1}{d} |w|^2 - p |\langle u, w \rangle|^2 = \frac{1}{d} |w|^2 - p |u|^2 |w_u|^2 = \left( \frac{1}{d} - p |u|^2 \right) |w_u|^2 + \frac{1}{d} |w_v|^2. \tag{7}
\]

\[
\sum_{i=1}^{d} |\langle v'_i, w \rangle|^2 = \sum_{i=1}^{d} |\langle au + \delta v_i, w_u + w_v \rangle|^2 = \sum_{i=1}^{d} |au \langle u, w_u \rangle + \delta \langle v_i, w_v \rangle|^2 = \sum_{i=1}^{d} (au \langle u, w_u \rangle + \delta \langle v_i, w_v \rangle) = \sum_{i=1}^{d} (\alpha^2 |\langle u, w_u \rangle|^2 + \alpha \delta \langle u, w_u \rangle |\langle v_i, w_v \rangle|) + \alpha \delta |\langle u, w_u \rangle| |\langle v_i, w_v \rangle| + \delta^2 |\langle v_i, w_v \rangle|^2 = d \alpha^2 |u|^2 |w_u|^2 + \alpha \delta \langle u, w_u \rangle \sum_{i=1}^{d} |v_i, w_v| + \alpha \delta |\langle u, w_u \rangle| \sum_{i=1}^{d} |v_i, w_v| + \delta^2 \sum_{i=1}^{d} |\langle v_i, w_v \rangle|^2.
\]

Since \( \sum_{i=1}^{d} v_i = 0 \), we can simplify this sum to
\[
\sum_{i=1}^{d} |\langle v'_i, w \rangle|^2 = d\alpha^2 |u|^2 |w_u|^2 + \delta^2 \sum_{i=1}^{d} |\langle v_i, w_v \rangle|^2.
\]

Since \(v_i\) form a regular simplex in a \((d-1)\)-dimensional space, they represent a tight frame with the frame constant \(\frac{d}{d-1}\). \(w_v\) also belongs to this \((d-1)\)-dimensional subspace so \(\sum_{i=1}^{d} |\langle v_i, w_v \rangle|^2 = \frac{d}{d-1}|w_v|^2\). This implies the following equation.

\[
\sum_{i=1}^{d} |\langle v'_i, w \rangle|^2 = d\alpha^2 |u|^2 |w_u|^2 + \delta^2 \frac{d}{d-1}|w_v|^2.
\]

Combining equations (7) and (8) we conclude

\[
\sum_{i=1}^{N} p_i |\langle u'_i, w \rangle|^2 + \sum_{i=1}^{d} \frac{p_i}{d} |\langle v'_i, w \rangle|^2 =
\]

\[
= \beta^2 \left( \frac{1}{d} - p |u|^2 \right) |w_u|^2 + \frac{d}{d-1} |w_v|^2 \left( d\alpha^2 |u|^2 |w_u|^2 + \delta^2 \frac{d}{d-1}|w_v|^2 \right) =
\]

\[
= \left( \beta^2 \left( \frac{1}{d} - p |u|^2 \right) + p\alpha^2 |u|^2 \right) |w_u|^2 + \left( \frac{\beta^2}{d} + \frac{\delta^2 p}{d-1} \right) |w_v|^2 =
\]

\[
= \frac{1}{d} |w_u|^2 + \frac{1}{d} |w_v|^2 = \frac{1}{d} |w|^2
\]

so \(\mu'\) is indeed isotropic.

Now we want to analyze how the \(q\)-th moment changes under the perturbation. There are three types of scalar products to check: \(\langle u_i, u_j \rangle\), \(\langle u, u \rangle\), and \(\langle u_i, u \rangle\).

1. Since \(\beta = 1 + O(\delta^2)\), all changes \(p_ip_j|\langle u'_i, u'_j \rangle|^q - p_ip_j|\langle u_i, u_j \rangle|^q\) are \(O(\delta^2)\).

2. \(|\langle v'_i, v'_j \rangle|^q = |\alpha^2 |u|^2 + \delta^2 \langle v_i, v_j \rangle|^q = |u|^2 + O(\delta^2)\). Summing over all pairs of \(v'_i, v'_j\) we get that

\[
\sum_{i,j=1}^{d} \frac{p_i^2}{d^2} |\langle v'_i, v'_j \rangle|^q - p^2 |\langle u, u \rangle|^q
\]

is \(O(\delta^2)\) as well.

3. First, we show that for \(\langle u_k, u \rangle \neq 0\), the changes are \(O(\delta^2)\) too.

\[
\sum_{i=1}^{d} |\langle u'_k, v'_i \rangle|^q = \beta \sum_{i=1}^{d} |\alpha \langle u_k, u \rangle + \delta \langle u_k, v_i \rangle|^q = \sum_{i=1}^{d} |\alpha \langle u_k, u \rangle + \delta \langle u_k, v_i \rangle|^q + O(\delta^2) =
\]

\[
= \sum_{i=1}^{d} \left( \alpha \langle u_k, u \rangle + \delta \langle u_k, v_i \rangle \right)^2 + O(\delta^2) =
\]

\[
= \frac{d}{d-1}|w_v|^2.
\]
\[
\sum_{i=1}^{d} \left( \alpha^2 |\langle u_k, u \rangle|^2 + \alpha \delta |\langle u_k, u \rangle \langle u_k, v_i \rangle| + \delta^2 |\langle u_k, v_i \rangle|^2 \right) \frac{q}{2} + O(\delta^2) = \\
= d \alpha^q |\langle u_k, u \rangle|^q + \frac{q}{2} \alpha \delta (\alpha^2 |\langle u_k, u \rangle|^2) \frac{q}{2} \sum_{i=1}^{d} \left| \langle u_k, u \rangle \langle u_k, v_i \rangle \right| + O(\delta^2) = \\
= d \alpha^q |\langle u_k, u \rangle|^q + \frac{q}{2} \alpha \delta \left( \alpha^2 |\langle u_k, u \rangle|^2 \sum_{i=1}^{d} \langle u_k, u \rangle \langle u_k, v_i \rangle \right) + O(\delta^2) = \\
= d \alpha^q |\langle u_k, u \rangle|^q + O(\delta^2) = d |\langle u_k, u \rangle|^q + O(\delta^2)
\]

Therefore, \( \sum_{i=1}^{d} p_k \frac{q}{d} |\langle u'_k, v'_i \rangle|^q - p_k |\langle u_k, u \rangle|^q \) is \( O(\delta^2) \) too.

Finally, for any \( k \) such that \( \langle u_k, u \rangle = 0 \), \( \sum_{i=1}^{d} p_k \frac{q}{d} |\langle u'_k, v'_i \rangle|^q - p_k |\langle u_k, u \rangle|^q \geq 0 \). Moreover, for \( k = 1 \), we know that

\[
\sum_{i=1}^{d} p_1 \frac{q}{d} |\langle u'_1, v'_i \rangle|^q - p_1 |\langle u_1, u \rangle|^q \geq p_1 \frac{q}{d} |\langle u'_1, v'_1 \rangle|^q = \\
= p_1 \frac{q}{d} \left| \langle \beta u_1, \alpha u + \delta \frac{u_1}{|u_1|} \rangle \right|^q = p_1 \frac{q}{d} \delta^q |u_1|^d \delta^q = \Omega(\delta^q).
\]

This means that the increase caused by the perturbed orthogonal pair \( u, u_1 \) is at least \( \Omega(\delta^q) \) and all possible decreases were \( O(\delta^2) \). Since \( q < 2 \), for a sufficiently small \( \delta \), the perturbed isotropic measure \( \mu' \) has a larger \( q \)-th moment than the initial measure \( \mu \).