The modeling of atom – neutral collisions for beam emission spectroscopy applications
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Abstract. The collisional radiative models used in the modeling of beam emission spectroscopy diagnostics neglect atom–atom collisions because of a lack of sufficiently detailed atomic data. Filling this scantiness we performed a classical trajectory Monte Carlo simulations to calculate the cross sections for various channels in collisions between $H + H_2$ and $Li + H_2$ for a wide range of projectile energies. Based on the calculated cross sections, a simplified version of the collisional radiative model has been derived. We show that the model is suitable to obtain the beam attenuation in neutral gases outside of the confined plasma region. A strong density dependence has been found for each beam species.

1 Introduction

Beam emission spectroscopy (BES) is an active plasma diagnostic used for density measurements, which has sufficient spatial and temporal resolutions for the study of turbulent density fluctuations and associated flows [1]. A high energy neutral beam of 20–100 keV is shot into the plasma, consisting of hydrogen isotopes or light alkali metal isotopes with only one valence electron. While attenuating, the beam atoms can be excited into higher states through various collisional processes with plasma particles (electrons, ions, impurities and neutrals) and spontaneously emit photons, which can be detected by an independent observation system. Plasma density [2] and fluctuations [3] measurement are based on the detected light signal and its fluctuations, respectively. Forward modeling of BES diagnostics is integral to the plasma density reconstruction [4] and spatial localization of density fluctuation [5], which strongly depend on the range and accuracy of underlying collisional radiative models (CRMs). Forward modeling BES codes, e.g., RENATE [6], are equipped with a CRM for alkali atom and hydrogenic beam emission modeling which accounts for collisional excitation, de-excitation, charge exchange, ionization and spontaneous emission. Existing CRMs do not include beam atom interaction with neutral particles, due to a general lack of cross-sections handling collisional interactions of higher atomic states at BES relevant impact energies. Recent trends in fusion research show a renewed interest in the contribution of neutral particles located outside of magnetic confinement region, enforcing the need to extend current CRMs. Applications include:

– improved estimation of beam attenuation, relevant for diagnostics and high powered heating beams [7],
– validation of BES relative calibration procedures also shown in Fisher et al. [8],
– improvement of synthetic BES diagnostics [9] aiding the study on the effect of neutrals on the dynamics of scrape-off layer (SOL) turbulence [10].

A classical trajectory Monte Carlo (CTMC) method [11] has been used to reproduce the existing measured neutral with neutral ionization cross-sections found in literature to establish the method as a suitable tool for the computation of new, not yet measured, beam atom impact with neutral cross-sections.

Collisional radiative models used in the modeling of beam emission spectroscopy diagnostics neglect the atom-atom collisions due to a lack of sufficiently detailed atomic data. In this work, filling this scantiness we present a classical trajectory Monte Carlo method to calculate the cross sections for various channels in collisions between $H + H_2$ and $Li + H_2$ in a wide range of projectile energies. Based on the calculated cross sections, a simplified version of the collisional radiative model has been derived. We show that the model is suitable to obtain the beam attenuation in neutral gases outside of the confined plasma region. 
We organize the paper as follows: Section 2 introduces a CTMC method, ionization cross-section computations and comparisons are made with experimental measurements. Section 3 describes a CRM for neutral particle beam interaction. Beam attenuation is calculated using computed ionization cross-sections. It is shown that this model is suitable to improve the beam attenuation calculations in fusion experiments. Section 4 concludes on the viability of the CTMC method for cross-section generation as well as the inclusion of neutral particle with beam atom collisions into existing CRMs.

2 Beam–neutral cross-sections

Extensive work has been done for sodium projectiles [13] but this lacks the detailed cross-section tables as featured for electron and collisional excitation to \( 2p \). Similar work was done for lithium projectiles [14–16] but this lacks the detailed cross-section tables as featured for electron and proton impact interactions needed for beam evolution calculations.

2.1 Classical trajectory Monte Carlo

The classical trajectory Monte Carlo (CTMC) is a non-perturbative method that classically deals with collisions. CTMC has been shown to be effective in the calculation of ionization and capture cross-sections for ion atom collisions [21,22].

In this work, a four body approximation is applied for the modeling of collisions between \( Li \) and \( H \) projectiles with \( H_2 \) targets, (see Fig. 1). The interaction between the colliding particles is governed by the Coulomb force and described by a set of non-relativistic Newtonian equations:

\[
m_i \frac{d^2 \mathbf{r}_i}{dt^2} = \sum_{j=1,i\neq j}^4 Z_i Z_j \frac{(\mathbf{r}_i - \mathbf{r}_j)}{|\mathbf{r}_i - \mathbf{r}_j|^3}
\]

where \( m_i, Z_i \) and \( \mathbf{r}_i \) are the mass, charge and relative position of the \( i \)th particle, respectively. Figure 1 shows the schematic diagram of the calculated collision system. In our recent case both the target (\( H_2 \)) and the projectiles (\( Li, H \)) were considered as 2 bodies. In this simplest possible approach the \( H_2 \) molecule is modeled by a hydrogen-type atom with one active electron bound to the \( H_2^+ \) ion with an effective binding energy (\( E_{eff} \)) and an effective core charge (\( Z_{eff} \)). For \( H_2 \) target we used \( Z_{eff} = 1.165 \) and \( E_{eff} = 0.567 \) a.u. This approximation was successfully used in the investigation of the \( H_2O \) molecule by several groups, leading to a good agreement between theoretical predictions and experimental data [17–20]. For the multielectron Li projectile, we take into the 2s electron of the Li atom. The effective charge of 1.3 and binding energy of 0.198 a.u. were used to model the 2s orbital of the Li atom. Accordingly the H atom was mimicked with \( Z = 1 \) and with \( E = 0.5 \) a.u. \( \mathbf{A}_{12}, \mathbf{A}_{34} \) constitute the positions of bound electrons to projectile and target, respectively; \( \mathbf{R} \) the relative position between target and projectile centers of mass and \( b \) the impact parameter. The collision is initialized with given projectile velocity (\( \mathbf{v}_p \)), at a suitable distance between projectile and target to ensure a negligible electrostatic interaction between the bound systems.

Nine different classical states were considered and the total projectile ionization cross-section was computed from the relevant exit channels that resulted in projectile electron loss. The final cross-sections for the exit channels are computed from a large number of test cases:

\[
\sigma = \frac{2\pi b_{max}}{T_N} \sum_{j=1}^{T_N} b_j^{(i)}
\]

where \( T_N \) is the total number of trajectories computed with impact parameters less than \( b_{max} \), \( T_N^i \) are the number of trajectories relevant for the investigated \( i \)th channel with \( b_j^{(i)} \) the corresponding impact parameters randomly chosen following a uniform distribution.

2.2 Results

The ionization cross-sections of projectile atoms in hydrogen gas were calculated. In these simulations, \( 2 \times 10^6 \) primary trajectories were followed based on a four body model. For the total projectile ionization cross-section computations four relevant exit channels were considered:

\[
\begin{align*}
X + H_2 & \rightarrow X^+ + H_2 + e_p \\
X + H_2 & \rightarrow X^+ + H_2 + e_t \\
X + H_2 & \rightarrow X^+ + H_2^+ + 2e \\
X + H_2 & \rightarrow X^+ + H_2^-.
\end{align*}
\]
for $H + H_2$ interaction. The grey shaded area marks the cross-sections that are relevant for BES impact energies. The lower impact energy region is dominated by direct projectile ionization (blue) (Eq. (3)) as well as projectile ionization resulted from target ionization accompanied by projectile charge exchange (cyan) (Eq. (4)).

Both have similar values up to an impact energy of 20 keV after which direct projectile ionization becomes the dominant mechanism. Target (purple) (Eq. (6)) electron capture mechanism has a similar decreasing trend as a function of impact energy. The projectile ionization by target electron capture is an obvious inclusion into the total projectile ionization cross-section. Simultaneous target and projectile ionization (green) (Eq. (5)) is most effective at impact energies in range of 100 keV, increasing with impact energy to one order of magnitude less than the dominant ionization mechanism. Similar features were observed for the ionization of lithium beam atoms through collisions with hydrogen molecules. The dominance of direct projectile ionization is more contested in the lower impact energy range. The relative contributions of other ionization mechanisms are stronger by a factor 2–5 in case of $Li + H_2$ collisions with respect to the $H + H_2$ collisions. The total ionization cross-section is derived by $\sigma_a = \sum_i \sigma_{ai}$, where the $\sigma_{ai}$ characterize the individual exit channels. Both lithium and hydrogen ionization cross-sections have been compared to previously published experimental cross-section measurements. A good agreement was found for BES relevant beam energies, which are in a typical range of 40–100 keV (Fig. 2B). The lower impact energy range is somewhat contestable due to differing trend and values with the cross-sections featured by Barnett et al. [23]. However, there is an overall good agreement with Phelps et al. [14] and Tabata et al. [24]. Similarly good agreement was achieved for lithium ionization cross-sections with hydrogen molecules with impact energies above 10 keV with cross-section are featured in Wutte et al. [12].

$$X + H_2 \rightarrow X^- + H_2^+.$$  

Negative ion formation is considered a beam attenuation mechanism (see Eq. (7)). A change in projectile charge by projectile electron capture results in the projectile being lost from the beam by following magnetic field lines. Figure 2A shows the energy dependence of the projectile electron capture cross-section (black), having a similar trend as the target electron capture cross-section (purple) (Eq. (6)) and having values two orders of magnitude lower than the total ionization cross-section. The total electron loss cross-section that results in beam attenuation in high magnetic fields applied to the CRM is as follows: $\sigma_{a \text{ loss}} = \sigma_{a \text{ ion}} + \sigma_{a \text{ loss}}^{(7)}$.

### 3 Beam attenuation in neutral gas

An adequate inclusion of beam atoms with neutral particle interactions (Eq. (8)) into existing CRMs, such as featured in RENATE, require the rate equation system to be extended by:

$$\frac{dn_i}{dt} = \sum_a N_a \left( R_a^{(i)} - R_a^{(d)} \right) + S^{(i)}$$  

$$R_a^{(i)} = n_i \left( \sum_{j=0}^{m} R_{i-j}^{\text{ex}} + \sum_{j=0}^{i-1} R_{i-j}^{\text{dex}} + R_{i+-}^{\text{loss}} \right)$$  

$$R_a^{(j)} = \sum_{j=0}^{i-1} n_j R_{j-i}^{\text{ex}} + \sum_{j=0}^{m} n_j R_{j-i}^{\text{dex}}$$  

$$S^{(i)} = n_j \sum_{j=0}^{m} A_{i-j} - n_i \sum_{j=0}^{i-1} A_{i-j}$$

where $n_i$ and $n_j$ are the electron population on the $i$th and $j$th levels, $N_a$ is the $a$th type of neutral particle density and the $R_a^{(i)}, R_a^{(d)}, S^{(i)}$ correspond to electron source, electron drain and spontaneous emission terms, respectively to and from the $i$th level. Equation (9) gives the electron loss mechanisms from the $i$th level by means of collisional excitation to higher atomic states ($R_{i-j}^{\text{ex}}, i < j$), collisional de-excitation to lower atomic states ($R_{i-j}^{\text{dex}}$), and electron capture ($R_{i+-}^{\text{loss}}$).
states \((R_{i \rightarrow j}^{\text{ex}}, i > j)\) and electron loss form the atom \((R_{i \rightarrow j}^{\text{loss}})\) described by the corresponding reaction rates. Equation (10) gives the electron gain mechanisms to the \(i\)th level by means of collisional excitation from lower atomic states \((R_{i \rightarrow j}^{\text{ex}}, i < j)\) and collisional de-excitation from higher atomic states \((R_{i \rightarrow j}^{\text{loss}}, i < j)\). Electron gain by recombination is neglected. The above described terms effecting the electron population evolution are strongly dependent on the local density of the neutral particles along the beamline. Equation (11) gives the spontaneous emission terms to and from the \(i\)th level.

A simplified CRM is put forward and studied in order to estimate the effects that neutral particle populations have on high energy atomic beams in conditions to be expected in fusion devices and further justify development of CRMs featuring atomic beam with neutral particle interactions. Excited states are neglected, resulting in the \(-N_n n_0 R^{\text{loss}}\) remaining term on the right hand side of equation (8). ‘Turning off’ higher atomic states, effectively neglecting multistage ionization and other electron loss mechanisms, results in a systematic underestimation of the beam attenuation but does not affect the order of magnitude. Most neutral particles effecting the beam evolution are located outside of the confined region of the plasma in the beam duct. The temperatures of the neutral particle populations in question are below the ionization threshold for atomic gases and below the molecular dissociation energy for molecular gases. A lithium or hydrogen atom accelerated to 50 keV will observe the thermal gas below 1 eV as stationary \((v \rightarrow 0)\), resulting in following simplification of the rates:

\[
R = \langle \sigma v \rangle = \int [f_m(T, v)|v - v_b|\sigma_a(v - v_b)]dv \approx \sigma v_b
\]

where \(f_m(T, v)\) gives a Maxwellian distribution function, \(|v - v_b|\) is the impact velocity which in current approximation corresponds to the beam velocity and \(\sigma_a\) the corresponding ionization cross-section for the collision of the \(i\)th neutral particle with beam atoms. The transformation of the equation from a temporal grid to a spatial grid results in the following simple form given for beam attenuation:

\[
\frac{dn_0}{dx} = -n_0 \sum_a N_a \sigma_a^{\text{loss}}
\]

where \(N_a\) is the gas density, \(n_0\) is the electron population in ground level and \(\sigma_a^{\text{loss}}\) is the total electron loss cross-section for the beam atom with neutral particle in question, as discussed at the end of Section 2.2.

Figure 3 shows the expected beam attenuation for neutral densities of \(10^{18}\) m\(^{-3}\) (solid lines) and \(10^{19}\) m\(^{-3}\) (dashed lines) for lithium of 50 keV (blue) and hydrogen 100 keV (red). No relevant beam attenuation occurs for neutral particle densities in order of magnitude of \(10^{17}\) m\(^{-3}\) or lower. For flight paths of neutral beams in medium sized machines, no significant impact is expected by neutral particle densities of \(10^{18}\) m\(^{-3}\). Neutral particle densities of orders of magnitude \(10^{19}\) m\(^{-3}\) or larger, can cause significant beam attenuation. Alkali diagnostic beams with a flight paths of 1–3 m can loose up to 50% of their beam current. The beam attenuation for heating beams under similar circumstances features less dramatic effects. Beam attenuation in large machines, such as the ITER, can feature losses up to 20% for neutral densities between \(10^{18}\) m\(^{-3}\) and \(10^{19}\) m\(^{-3}\). These calculations are in agreement with the ITER DNB team [25,26], where an experimental setup for the determination of realistic neutral particle density distribution in the ITER DNB beam duct was put forward.

Modeling beam attenuation in constant density neutral gases gives an approximation for the neutral particle densities at which beam atom interaction with said particles becomes significant. A strong density dependence was found, enforcing the need for better and more accurate
neutral particle density models to be used in beam evolution calculations. Beam evolution calculations require development of a full CRMs to support such beam atom collisions with neutral particles.

4 Conclusions

A shortage of cross-sections for beam emission spectroscopy modeling has been identified, with regard to the interaction of beam atoms with neutral particles. Current literature holds measured cross-sections only for ground state valence electron ionization and excitation to higher atomic levels [14–16,23,24].

A 4-body classical trajectory Monte Carlo method was performed to calculate ground state ionization cross-sections for hydrogen and lithium valence electron. All possible classical exit channels were identified and analyzed. It was found that the dominant ionization mechanism is direct projectile ionization, for both hydrogen and lithium beam species. Total ionization cross-sections have been compared to existing experimental measurements. Good agreement was found for impact energies relevant to BES diagnostics and thus the CTMC method was shown to be a viable for the calculation of further cross-sections missing from literature, such as collisional excitation or ionization from and to higher atomic levels. A collisional radiative model was derived for neutrals, based on existing CRMs. A simplified version of the CRM was used to determine the beam attenuation that could be expected in function hydrogen gas density. A number of hydrogen gas density scenarios were put forward and shown that plasma operations resulting in $H_2$ densities of larger than $10^{18}$ m$^{-3}$ densities at the beam duct, may lead to significant beam losses. These results indicate the need for a full CRM model of beam atom interaction with neutral particles, which can lead to improvement of BES forward modeling. The improved CRM enables the modeling of the relative calibration processes which occur in neutral gasses, provides an initial condition for forward BES modeling and allows for the inclusion of neutrals in beam evolution process located in the SOL.
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