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Abstract: The business intelligence (BI) market has grown at a tremendous rate in the past decade due to technological advancements, big data and the availability of open source content. Despite this growth, the use of open government data (OGD) as a source of information is very limited among the private sector due to a lack of knowledge as to its benefits. Scant evidence on the use of OGD by private organizations suggests that it can lead to the creation of innovative ideas as well as assist in making better informed decisions. Given the benefits but lack of use of OGD to generate business intelligence, we extend research in this area by exploring how OGD can be used to generate business intelligence for the identification of market opportunities and strategy formulation; an area of research that is still in its infancy. Using a two-industry case study approach (footwear and lumber), we use latent Dirichlet allocation (LDA) topic modeling to extract emerging topics in these two industries from OGD, and a data visualization tool (pyLDAVis) to visualize the topics in order to interpret and transform the data into business intelligence. Additionally, we perform an environmental scanning of the environment for the two industries to validate the usability of the information obtained. The results provide evidence that OGD can be a valuable source of information for generating business intelligence and demonstrate how topic modeling and visualization tools can assist organizations in extracting and analyzing information for the identification of market opportunities.
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1. Introduction

The business intelligence (BI) market has grown tremendously in the twenty-first century resulting from the increased adoption of cloud services, and the growth of data analytics and internet enabled technologies. In 2016, global BI revenues reached $17.09 billion and are forecasted to reach $26.88 billion by 2021, a 9.5% increase in 5 years [1]. Business intelligence refers to a company’s ability to gather, analyze and communicate information for the purpose of making strategic decisions [2]. It relies on technology and the use of processes and applications to extract and analyze data, which can then be used to obtain consumer insights, identify market opportunities, and create innovative solutions for sustaining competitive advantages in the marketplace. Private companies such as Amazon have used technology and data analysis to create business intelligence that has transformed the retail industry [3] while the pharmaceutical industry has used it to minimize distribution related problems and identify their most profitable products [4]. Business intelligence has also been gathered to assist in developing public policy [5,6].
Despite the tremendous growth in business intelligence, the use of open government created content (OGD) by private sector organizations to generate business intelligence is quite limited; mainly due to companies having very little knowledge about the availability of open data [7] and a lack of insight as to its benefits [8,9]. The establishment of the Open Government Directive by the Obama Administration in 2009 [6], and the Open Government Partnership in 2011 [7] has required governments to make their data accessible to the public and become more transparent and accountable for their initiatives. Accessibility to OGD provided by government agencies worldwide, enables external stakeholders to use the data to enhance the creation of innovative ideas and products [10,11] that can ultimately contribute to economic growth [7,11], and generate social value for its citizens [12]. For example, in the United States, the automotive and trucking industries have recently used OGD to make better informed decisions related to assembly plant productions and rate setting of diesel fuel consumption [13]. Another international organization has used OGD to assist in underwriting weather insurance for farmers [14]. A recent study by Jetzek et al. (2014) also highlights how OGD can be used to generate economic and social value through the lens of two dimensions: external stakeholders (private sector) and the public sector (focused mainly on social value). The authors find that the use of OGD drove change in consumer energy consumption and created social value for its citizens [8].

Given the benefits but lack of use of OGD to generate business intelligence, we examine how business intelligence can be generated through the use of OGD for the identification of market opportunities and strategy formulation; an area of research that is still in its infancy [15]. Using a two-industry case study approach (footwear and lumber), we use LDA topic modeling to extract emerging topics in these two industries from OGD, and a data visualization tool (pyLDAVis) to visualize the topics in order to interpret and transform the data into business intelligence. In doing so, we extend research in the field of topic modeling and visualization tools [6,16] and answer the call by scholars to use these methods to acquire and visualize information to transform data into business intelligence [17,18]. Additionally, we perform an environmental scanning of the environment for the two industries based on the topics identified to validate the usability of the information obtained for identification of market opportunities. The results provide evidence that OGD can be a valuable source of information for private businesses in generating business intelligence and highlight how the use of topic modeling and visualization tools can assist organizations in extracting and analyzing information for the identification of market opportunities, formulating marketing strategies to expand into future markets, and obtain a competitive advantage.

2. Business Intelligence and Open Government Data

Business Intelligence (BI) is a process where information from internal and external sources is collected through the use of a variety of software and fact-based support systems to assist organizations in decision making, strategy formulation, and achieving a competitive advantage [19]. Organizations use BI to gather information, analyze competitors and predict the behavior of consumers, competitors, suppliers, and markets. The importance of BI has grown exponentially with the availability of big-data and technological advances that have shifted the business intelligence arena from an IT-led system-of-record reporting to business-led agile analytics that assist organizations in formulating strategy [20]. The big data phenomenon (i.e., volume, variety, and velocity of unstructured and undefined data) has further impacted business intelligence by including fast, predictive, visual analytics and data science [17]. The result is that BI is now associated with (1) improved value-based decision-making [21], (2) connections to firm sustainability [22], and (3) agile analytics [17].

The type of information available can be a key element in an organization’s ability to create value, generate business intelligence and formulate strategy. According to Park et al. (2010) the use of publicly available data can be a rich source of information since it provides a wide variety of data ranging from research findings, marketing information, and legal information [19]. Furthermore, as companies increasingly operate in foreign markets the ability to obtain data that assists in analyzing competitive markets is even
more critical. One source of publicly available data that can assist organizations in creating value and generating business intelligence is open government generated data (OGD). The dissemination of open government data (OGD) has been growing since 2011, when governments and civil society advocates came together to form the Open Government Partnership. Over 78 countries and governments have joined this organization that focuses on ensuring governments provide free information in a multitude of areas [23].

Today, the government is considered one of the largest creators and collectors of data, with more than one million datasets available to the public by governments worldwide [24], in a variety of domains [25] including data governance, education, health, extractive industries (oil, gas and mineral resources), traffic, weather, geographical data, and data on businesses and public sector budgeting [8,26]. One of the main benefits of this type of data is that it has already been collected for specific use by governments and has been paid for by taxpayers, thereby mitigating the economic cost that is assumed by private citizens to collect this data. Besides governmental oversight and monitoring of data quality standards, other additional benefits of OGD are the increased public value obtained through citizen participation and empowerment, and improved public relations and citizen attitude towards government [9,27]. A few challenges or barriers related to the use of OGD are difficulty for users in processing the information and the usability of the content available, since the information has typically been prepared by governments with a specific goal in mind [28]. Additionally, in order to adopt usage of OGD at the firm level, organizations need to have the support of top management [14,29]. The biggest barrier to the use of OGD however, seems to be the lack of knowledge by private sector organizations regarding the availability of open data [7] and insight as to its benefits [8,9].

Despite these challenges, OGD offers organizations the potential to unlock new innovative solutions that can incentivize entrepreneurship and generate economic value [8,9]. A review of the OGD literature suggests that the use of OGD can generate economic value and drive innovation within societies [28,30,31]. A survey of government employees and business professionals’ use of OGD in Brazil revealed that this type of data promoted greater citizenship involvement [28]. Other researchers report economic value is generated by reducing costs, adding value to current services and products, generating new products and services and increasing data availability for competitiveness [26,27,32]. A recent study by Jetzek et al. (2014) was the first to use OGD to create economic and social value [8]. The authors performed a longitudinal six-year qualitative case study of a private company and found that the company was able to achieve a considerable reduction in consumer energy usage over six years by using OGD and a data driven innovation framework.

OGD can also lead to the generation of new and innovative business models and business intelligence. Two case studies exemplify how OGD is being used to create innovative business models in different sectors of the economy [33]. The Climate Company, based in San Francisco, used weather data along with public satellite data to create a climate platform that assists farmers in making operating and financing decisions, which ultimately affect their decision to underwrite weather insurance for farmers. Using government data on public transportation, Netcetera, a Swiss software company, created a free app called Wemlin that allows users in Switzerland to have precise information on the departure times at particular stops of their public transportation system.

Hughes-Cromwick and Coronado (2019) additionally contend that access to public data is a competitive advantage for existing and new businesses [13]. They provide examples of how government data can inform business decisions in the automotive and energy industries in the United States. For the automotive industry, they find that auto makers combine OGD with privately generated data to make informed decisions on the production rates at assembly plants and to gain support for the development of autonomous vehicles. Energy consulting companies also use government generated data as a starting point for market analysis. For example, data on diesel fuel consumption and price provided by the Energy Information Administration (EIA) are used for rate setting in the trucking industry. Government data can therefore be seen as a strategic asset for gathering business
intelligence and converting that intelligence into potential solutions for economic growth, especially as technological advances occur, and by permitting big data to be accessible by both public and private entities.

3. Use of Topic Mining and Visualization Tools to Gather Business Intelligence

The digital revolution and the development of new technologies to extract business intelligence (BI) from large amounts of data available in the environment is changing the business landscape. Profitable knowledge obtained from BI allows a firm greater ability to respond to changes and compete in the global economy. In this next section, the techniques used to extract BI for this study are discussed. An overview of Section 3.1 includes text mining, topic mining within text mining, various topic mining methods and the topic model method selected for this project latent Dirichlet allocation (LDA) is explained. In Section 3.2, the reasons for including pyLDAVis visualization tool in order to interpret the topic modeling results are highlighted.

3.1. Use of Latent Dirichlet Allocation (LDA) Method for Topic Modeling

Text mining is defined as the process of extracting useful, meaningful, and nontrivial information from unstructured text [34–36] and is ideally suited for extracting concepts out of large amounts of text in a variety of settings. It is this process that originated in computer science literature [37] and surfaced in the marketing field around 2001 as a tool to assess market structures [38,39]. Text analytics is another term used to describe the process of analyzing unstructured text, extracting relevant information, and transforming this information into useful business intelligence. Marketing studies utilizing text-mining analytics have mostly centered on a single entry such as a product or product feature to extract, analyze, and visualize information from consumer-generated open source containing large numbers of data entries [36]. Netzer et al. (2012) used the information retrieved to establish brand association relationships between the entries [36] while Linoff and Berry (2011), applied text-mining to customer-generated content to extract marketing, sales, and customer relationship management information [40]. More recently text-mining to extract intelligence has branched into social media [41] and other areas beyond product reviews (e.g., stock markets) [42].

Within the text mining field, topic modeling has become quite popular as it is a type of statistical modeling used for discovering abstract topics within a collection of documents. It can be described as a method for finding a group of words (i.e., topics) and recurring patterns from a large collection of information. In the last two decades five topic modeling techniques have been introduced: Latent Semantic Analysis (LSA); Probabilistic Latent Semantic Analysis (PLSA); Latent Dirichlet Allocation (LDA); Non-Negative Matrix Factorization (NNMF); and Leximancer [43,44]. LSA and NNMF were the first to be introduced and work on a “bag of words”(BOW) approach, and are non-probabilistic or algebraic in nature. Subsequently, probabilistic models such as PLSA and LDA came into existence that added the probability sense to this topic modeling technique. Of these two, LDA has a supervised approach for model learning which requires user training but results in neatly packaged results with topic labels. In contrast, PLSA uses an unsupervised approach (user training is not necessary) but it is very limited because it needs high quality data, which is not always readily accessible [45]. These four techniques require manual context analysis by the user however, the preferred method is LDA since it delivers more accurate results, allowing users to get valuable insights and make decisions that are data driven [45]. For a comprehensive review of these topic modeling techniques please refer to Kherwa and Bansal [43]. Leximancer, introduced in the early 2000s, uses statistics-based algorithms to extract meaning from documents and in contrast to the other techniques, provides a conceptual map of the main concepts and themes (content analysis), thereby significantly reducing the time required to analyze information [44]. The main disadvantage of Leximancer is that it is a costly commercial product that is not easily available to users, resulting in limited use by individuals and organizations.
In the marketing/BI literature and “big data” analysis, latent Dirichlet allocation (LDA) has become the most popular topic modeling algorithm used due to its applicability in a wide range of contexts [46,47], and its ability to analyze long lengths of documents [48]. The LDA method established by Blei et al. (2013) is based on topic modeling whereby a keyword list is sorted by relevance rankings related to the topic [49]. The general idea of LDA is derived from the premise that a document is a mixture of a few related topics [50]. The LDA method incorporates Bayesian statistics and machine learning to extract these topics based on a frequency of the occurrence of words and infers the relationship between them [49]. It does not attempt to evaluate the meaning of these topics; they are simply numbered therefore it is up to the user to assign meaning to the topics. An advantage of this technique is that it can be run in python, which is a free, open-source programming language that is available for anyone to use. As a result, it is a cost effective topic modeling tool and advantageous for organizations where cost may be an important factor [51].

The LDA approach was first used in business marketing literature to extract words from customer-generated product reviews in order to analyze customer opinions on products and brands [52–54]. In recent years, LDA text-mining has shifted from analyzing online product reviews to examining social media texts (e.g., Twitter and Facebook) [55] and other product content [56]. Hejazi Nia (2015) used this approach in examining infographic research; a type of information presentation that inbound marketers use [56]. The research demonstrated that the LDA method can allow the infographic designers to benchmark their design against previous viral infographics to measure whether a given design decision can help or hurt the probability of the design becoming viral.

Several authors have used the LDA text-mining method to capture business intelligence [42,57]. Mahajan et al. (2008) proposed a stock market analysis system that used LDA to analyze financial news and identify major events that impact the stock market [58]. The authors were able to predict whether the stock market would fall or rise, based on financial news items. Guo et al. (2017), used LDA to extract consumer-generated content containing customer service opinions voiced by hotel visitors throughout the purchasing lifecycle. The results transformed the way that visitors evaluate, select and share experiences about tourism [59]. Wang et al. (2018), proposed a new framework of applying online product reviews to analyze customer preferences for two competitive products [60]. Key topics of online reviews were extracted for two specific competitive products using LDA, demonstrating the competitive superiorities and weaknesses of both products. In summary, the use of LDA is extremely beneficial because it can be adapted to analyze large volumes of data in any context which can be used to make strategic managerial and marketing decisions.

3.2. Data Visualization Using pyLDAVis

Despite the successful use of LDA to extract data for business intelligence, users can have difficulty understanding the topics that are generated or visualizing the topic distributions, as well as interpreting the meaning of the topics. In order to interpret the topic modeling results, the use of a visualization tool such as pyLDAVis can be very effective and allows users to “see” what is being extracted [61]. The pyLDAVis is a web-based interactive visualization tool that explores topic–term relationships using relevance to present topic model results and permit the user to interpret the meaning of the topics. The visualization is intended to be used within IPython and Jupyter notebooks to flexibly explore topic–term relationships using relevance to better understand a fitted LDA model [61].

The pyLDAVis approach allows for a deeper inspection of the terms most highly associated under each individual topic yielding “information” which is more optimal for interpretation. The two-step methodology (LDA and pyLDAVis) has various advantages: (1) lowers bias by machine filtering and sorting of raw data versus human filtering and sorting of raw data, (2) saves filtering and sorting time, (3) yields not just “raw data” but more accessible “information” from the topics in their LDA topic model, (4) the visualization system allows users more flexibility to explore topic–term relationships by
using relevance to better understand a fitted LDA model [61]. (5) produces a simple HTML technology file which is easily shareable, and (6) the HTML technology facilitates the development of networked relationships and rapid deployment of intelligence which is considered the adoption of best practices in the development of a common intelligence based agenda [62].

A search of the literature related to the use of pyLDAVIS technology for visualization of LDA output reveals that the use of this tool is extremely limited. Li et al. (2018) was the first to use LDA and pyLDAVIS to extract and visualize consumer preferences of iPhones using a Chinese online Q and A community blog [63]. The study collected almost 50,000 answers under the discussion topics of “iPhone 7” and “iPhone X”. This was the first study to attempt extraction from a blog, which requires more advanced technology to handle the user-generated contents due to the comments being longer in length than the usual short-texted posts you find on microblogs [64]. Hagen et al. (2019) subsequently used LDA and LDAVIS to extract and examine petitioning data for policy-making purposes and found the tool to be of great value for visualizing and enhancing the interpretability of results. These two studies thereby provide evidence of the usefulness of using visualization tools in interpreting data.

4. Research Design and Case Selection

4.1. Case Study Approach and Industry Selection

Our case study approach is categorized as an illustrated case study [65]. Illustrative case studies are descriptive and utilize one or two instances to demonstrate what a situation is like. The limited number of cases facilitates data interpretation especially when the research is unfamiliar. When using the illustrative case method, it is recommended the cases selected adequately represent the situation yet not be too diverse., therefore we selected two well established industries in the consumer product industry.

In this research we combine the illustrated case study method with an action research approach. Action research is known as a holistic approach to problem solving and is the type of method chosen when the study involves (1) real situations; (2) the research is unfamiliar; and (3) the research requires flexibility [66]. Participants in an action research project are coresearchers and collaborators in the research process which allows for a greater role of the researchers in defining the issues addressed to include the perceptions within the context of the study. Research collaboration is important as it diminishes the ability of an individual researcher to control the processes and outcomes. In action research it is important to not only describe “what” was done but also “how” it was performed.

In our study, participants are business researchers with academic and practitioner experiences in business ownership. The role of each researcher is as follows: Researcher #1—facilitator and responsible for the communication and coordination of all participants; Researcher #2—synthesizer and responsible for the fostering of reflective analysis among the participants; Researcher #3—planner leader. All researchers were requested to report any personal biases up-front. None of the researchers had any financial or personal ties to the two industries selected. As common to qualitative research, documentation was kept on the data collection and analysis process to include each step of the coding of the data and how deductive logic was applied to the observations. All parties were consulted during the research process, decisions were made about the direction of the research and probably outcomes were collective, all researchers were able to influence the work, and the development of the work was communicated, visible and open to all.

One of the main limitations in case study and action research is the lack of validity and generalizability. One of the ways to strengthen the validity and generalizability is through triangulation of data sources and triangulation of research methods [67]. In our study we gathered our data in a two-step process: (1) extracting data and information from OGD using the LDA and LDA visualization techniques and (2) using the results of the first step to guide the direction of our environmental scanning using other data sources (i.e., academic industry journal articles, industry documents, and other open source industry specific
information). Throughout the project all researchers searched for patterns in the empirical material to determine consistent or inconsistent information obtained from each step.

We used a two-case study approach to identify the competitive markets for the lumber and footwear industry. The case study approach is appropriate when the area of study is relatively new and when the aim of the research is to observe a phenomenon within its context, and the impact of the context to the phenomenon is not evident [67]. As our study performs exploratory research on the usage of OGD to create business intelligence, which is a relatively unexplored area of research, the use of case studies is appropriate [68]. We specifically selected a two-case approach because it permits us to examine value creation from two different industries and provides a richer viewpoint of how OGD data can be used to create business intelligence [33]. The advantages of the two-case method are more robust findings, higher generalizability, and less bias than if only one case were analyzed. This approach is consistent with prior studies who use multiple case studies to examine the adoption of OGD [14,15,33,69].

Our selection of the lumber and footwear industries was based on the notion that they comprise two of the five leading global industries that rely on business intelligence for gaining a competitive advantage in their respective marketplaces [70]. Additionally, the McKinsey Global Institute (2013) identified the market of consumer products as an area where OGD can be used to deliver value by improving product design and manufacturing, enhancing store operations and increasing targeted marketing and sales towards consumers [71]. Selecting these industries thereby allowed us to compare two cases within the consumer products market to find differences and similarities in the way OGD was used, consistent with Kaasenbrood et al. (2015) [14]. Further research on these two industries indicated that they are markets in high demand, growing quickly, of importance in multiple countries, and typically involve private organizations thereby worthy of examining in our study.

The lumber industry is an industry that impacts economies worldwide as it is a commodity that is in high demand but that is limited in resources. Anecdotal research suggests that the United States has 5 percent of the Earth’s population, yet consumes 28 percent of the earth’s wood products; mostly for construction of homes and commercial buildings [72]. A study examining the value of this resource found that the availability and cost of this raw material, along with the ability to tailor this product to customers’ needs, were most important in the lumber industry [73]. Given the importance of the lumber industry to the economy, the critical need for this product, and the effect the availability of raw materials and innovativeness of wood products can have on the competitiveness and profitability of this industry, we chose to include it in our study.

The global footwear market generated $207.6 billion in 2018 and is expected to grow by 3.8 percent by the year 2025, mainly due to rising consumer disposable income in the Asia Pacific market [74]. It is composed of the athletic footwear and nonathletic footwear categories; with the fastest growth in athletic footwear. According to Scott (2006) the global footwear market is highly competitive and fragmented with a few major players and numerous smaller players, including designers, marketers, manufactures and retailers [75]. The competitive forces leading to collaboration are so intensely present in footwear because agglomeration is critical to competitive success. The exponential growth of the athletic footwear industry worldwide and the highly competitive environment was a motivating factor in selecting it as the second industry in our study.

4.2. Sample

Our sample was obtained from marketing intelligence reports gained from a U.S. Government approved free open resource data site: the USA Government/Department of Commerce Website: [76]. https://developer.trade.gov/market-intelligence.html (accessed on 1 August 2018). The reports used in this research paper were drawn from [76] Market Intelligence API. Application Program Interface (API) is a set of software instructions and standards that allows machine to machine communication and can be compared to websites
that use widgets to share a link on Twitter or Facebook. API contains protocols and tools for application development of “live” public data [9]. The “live” element means developers do not have to write their own codes from scratch [77]. We use business intelligence gathered from API because it provides metadata for Country Commercial Guides and other market insight reports that are produced by International Trade Administration (ITA) trade experts. ITA commercial officers that are stationed around the world publish these authoritative reports in conjunction with Foreign Service officers from the State Department. The API only provides the metadata and links to the reports, not the reports themselves. The output format for this API is JavaScript Object Notation (JSON). This data set is updated daily (accessed on 1 August 2018).

The Market Intelligence API provides helpful information for learning about various products’ potential in specific markets, which can be used for market-entry strategy formulation. Two report types are available and are categorized by country and industry: (1) Country Commercial Guides, and (2) Market Insight Reports. Businesses use these reports to augment other intelligence that are used internally or are provided to customers. Search tags can be used to pull only the country, region, and industry information of interest. The API also provides the published dates, and it is recommended to use the last_published_date field to order the information display with the most recent updates on top (see Appendix A).

4.3. Methodology

Given the recent call for further research on new methods of data visualization related to the business intelligence delivery process [6,19] and that very few studies have utilized pyLDAVIS [6,78], we combine the use of LDA for topic modeling with pyLDAVIS for data visualization in order to transform OGD data into business intelligence for identifying market opportunities. The LDA technique is used for document topic extraction as it attempts to do the following: (1) identify a set of topics; (2) associate a set of words with a topic; and (3) define a specific mixture of these topics for each document. LDA uses an unsupervised Bayesian learning algorithm to effectively capture topic specific dimensions and there are no assumptions about distribution or content of the topic dimensions. This tool can complete many steps of textual analysis with minimal human intervention, even labeling dimensions, and is generalizable as it is considered reliable in processing large and unstructured data in creating realistic meaning.

We initially identified the data sets from specific government-generated data content obtained from the International Trade Administration website. Articles with the keywords “lumber” and “footwear” were used. The actual articles were downloaded using the URL of the data and these were located into a single file which became the “corpus” (see Appendix B for an example). LDA was then used to extract themes (topics) related to the footwear and lumber industries. Each theme is composed of topic words which are sorted by relevant rankings that appear most frequently in the documents. Following Hagen (2018), we selected 30 topics (most relevant terms) to be displayed for each industry. The top three country rankings for each industry were then identified from the most relevant and highly associated terms for each country. Specific industry, country, and additional term association information for the top three countries were also reviewed. (See Figure 1 below for LDA Technique Model and Appendix C for steps taken to extract the data).

To assist in visualizing the results, we then used pyLDAVIS, a topic-modeling visualization tool. This tool permitted us to visualize the 30 topics that were ranked and the list of countries that were identified from the topics for lumber and footwear. The left side of the figure displays the topics in circles, and if you hover over a topic (indicated in red), a bar graph on the right side of the figure displays the key words based on frequency that are relevant to the lumber or footwear industry. The blue bar indicates the “corpus-wide frequencies of each term” and the red bar the “topic-specific frequencies of each term” (Sievert & Shirley, 2014, p. 68) [61].
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Figure 1. Overall model of LDA technique.

Figure 2, below, shows how the information related to lumber topics can be visualized
and interpreted. Topic 2 indicated by the red circle, suggests that it is mainly about Poland
since the keys “Poland” and “Polish” are found, and that Poland is considered the second
highest ranking country where lumber is in demand. The bar graph shows how much
of a specific key is located in a topic, indicating the key “soybean_meal” as it is found
in almost no other topic, as represented by the red almost covering the entire bar. It is
important to highlight that the interpretation of the data is facilitated by the use of the
visualization tool. By examining the representations of relations between the topics, and
the relevant words that represent a topic we are able to identify the size of the circles,
the closeness or distance between the circles, as well as the level of importance of each
term to a topic. Lastly, having identified the relevant topics and terms we performed an
environmental scanning to validate the information obtained and identify relationships
and possible marketplace opportunities (see Section 5).
It is important to highlight that the interpretation of the data is facilitated by the use of the visualization tool. By examining the representations of relations between the topics, and the relevant words that represent a topic we are able to identify the size of the circles, the closeness or distance between the circles, as well as the level of importance of each term to a topic. Lastly, having identified the relevant topics and terms we performed an environmental scanning to validate the information obtained and identify relationships and possible marketplace opportunities (see Results section).

Figure 2. Lumber: Topic 2.

5. Results

5.1. Identification of Topics in the Lumber Industry

Using LDA to search for the key term “lumber” the top three countries associated with lumber and the top 30 most relevant terms (i.e., product, food, market, agriculture, etc.) associated with lumber were identified. Our analysis revealed that the top three countries for lumber, in order of importance, are: (1) Latvia, (2) Poland, and (3) Estonia. The results of the Lumber analysis can be seen in Figures 2–5 and illustrate how the exploratory data sets using “lumber’ were converted into quantifiable perceptual maps based on key semantic terms using the LDA program. Figure 3 shows that Latvia (labeled Topic 1) is the top country associated with the lumber industry. It also shows that the key word “farm” is found mainly in this topic indicating a relationship between Latvia, lumber and farming. Other key words of importance are “agricultural”, “market”, “export”, and “opportunity” as they have a higher frequency rate within the topic. Figure 4 reveals there is a relationship between Estonia (Topic 3), lumber, the internet (several keys) and the US Department of Agriculture. A few other relevant words are “market”, “trade”, “food” and “product”. Lastly, Figure 5 provides a representation of the various countries each topic represents, numbered by level of importance. These relationships were determined by visual inspection of each topic by hovering over the topic circle and looking for keys that were country specific.

Topic 1 is highlighted, and the inspection shows the only country key is “Latvia”. Topic 3 indicates that there is a relationship between Estonia, lumber, the internet (several keys) and the US Department of Agriculture.

The figure above shows which countries each topic represents. These relationships were determined by visual inspection of each topic by hovering over the topic circle and looking for keys that were country specific.
Figure 3. Lumber: Topic 1. Topic 1 is highlighted, and the inspection shows the only country key is "Latvia".

Figure 4. Lumber: Topic 3. Topic 3 indicates that there is a relationship between Estonia, lumber, the internet (several keys) and the US Department of Agriculture.
5.2. Identification of Topics in the Footwear Industry

Using the key term “footwear” we identified the top 30 most salient terms (chain, Ukraine, equipment, etc.) as well as the top three countries where the footwear industry is of prime importance. Ukraine emerged as Topic (country) 1 while New Zealand appeared as Topic 2, and Mexico as Topic 3. Figure 6 shows the base map with no topics selected. On the left are the topics of which only 7 topics were “strong” enough to generate circles. The remaining 13 topics are clustered atop each other in the small black dot near the origin. The right side of the image displays the top 30 “salient” terms. Figures 7–9 provide information on the top three countries associated with footwear and their relevant terms.

Figure 7 indicates that Ukraine was selected as Topic 1 (country 1). The right side of the screen displays the salient terms rearranged by frequency within this topic. The red (dark) bars indicate the “relevance” of the term within the topic. The lighter bars indicate the overall importance of a term to all topics. In this image, the second most relevant term is “Ukraine” and the fourth is “Ukrainian”. The dark bar (the importance of the term to the topic) almost completely covers the light bar (the term frequency for the entire document) indicating that this topic and the relevant terms are valid for Ukraine. Terms that were unique to the topic and Ukrainian footwear were “pharmacy”, “distribution”, “outlet”, “Romania”, “intellectual”, “property”, “fmco”, “state” and “cargo”. They suggest that distribution and property rights may be an influential factor for the footwear industry in Ukraine.

This figure shows the base map with no topic selected. On the left are the top 20 topics. Only 7 topics were “strong” enough to generate circles. The remaining 13 are clustered atop each other in the small black dot near the origin.

Figure 8 displays New Zealand as Topic 2 (country 2) and the key terms (as determined by dark bar coverage of light bar) of “sporting”, “labeling”, “equipment”, “fitness”, “sport”, “label”, “gym”, “athletic” and “sub”. These results are a strong indication that recreational footwear in New Zealand is of high importance. Interesting terms that suggest the need for further investigation into possible market opportunities are Dominican republic, Dominican, ad valorem, basis, tax. Figure 9 shows the LDAVis results for the third country of importance: Mexico (Topic 3) as indicated by the red circle. Highly relevant terms of “document”, “documentation”, “registry”, “annex”, “Salvador”, and “certificate”
appeared. These terms were mostly unique to Mexico as shown by the coverage of the dark bar over the light bar and indicated possible legal or regulatory issues with the footwear industry in this country. Other interesting terms identified were “textile”, “government”, “price”, “exporter”, “complete” and “broker”.

Figure 6. Footwear. This figure shows the base map with no topic selected. On the left are the top 20 topics. Only 7 topics were “strong” enough to generate circles. The remaining 13 are clustered atop each other in the small black dot near the origin.

Figure 7. Footwear: Topic 1. This image shows the LDAVis screen with Topic 1 selected.

Figure 8 displays New Zealand as Topic 2 (country 2) and the key terms (as determined by dark bar coverage of light bar) of “sporting”, “labeling”, “equipment”, “fitness”, “sport”, “label”, “gym”, “athletic” and “sub”. These results are a strong indication that recreational footwear in New Zealand is of high importance. Interesting terms that suggest the need for further investigation into possible market opportunities are Dominican republic, Dominican, ad valorem, basis, tax.

Figure 9 shows the LDAVis results for the third country of importance: Mexico (Topic 3) as indicated by the red circle. Highly relevant
The use of LDA and LDAVis allowed us to extract relevant terms related to the lumber and footwear industries and to identify the top three countries where these products are of high importance as well as other relevant terms associated with each country. In order to apply the information obtained through the use of these two tools and identify whether these countries could be potential competitive markets, we performed an environmental scanning of these countries and various terms identified using public sources as well as the CPI Index. The CPI Index covers three main dimensions of global competitiveness and development: capacity to produce and export manufactured goods; technological deepening and upgrading; and dimensions of global world impact. Using the highly relevant terms that appeared for each of the top countries in the lumber and footwear industries we gathered additional detailed knowledge in order to assess the likelihood that each country could offer opportunities for organizations to gain a competitive advantage in these industries. The details of the assessments are discussed below.

5.3. Environmental Scanning for Business Intelligence

Upon investigating the terms “lumber”, “market”, “export” and “farming” in Latvia, our research revealed that Latvia’s forests have doubled in the past 100 years with half of these forests consisting of Scots pine and Norway spruce. Forests cover approximately 52% of the country’s territory and the demand for lumber is growing exponentially due to a growth in the prefabricated wood (panel) modular house production industry. Production capacities are focusing on growing demand in North European countries. Latvia's
legislation on forestry is also among the strictest in Europe and firmly regulates wood harvesting. It has a well-developed wood processing industry therefore timber and wood products are among the country’s most important exports. Latvia has one of the highest investment rates in Europe in the wood products markets due to its vast resources and competitive labor force with significant investments made in the production of particle board and oriented strand board [79].

Research on Poland revealed that forests cover about 30.5% of the country’s land and are estimated to grow to 33 percent in 2050. Approximately 81 percent of the forest land is owned by public institutions and 19% by private owners. The country is the 10th largest world producer and the 4th largest world exporter of furniture. Total trade in forest products between the U.S. and Poland reached U.S. $42.6 million in 2016 and continues to grow [80]. IKEA, a large manufacturer of furniture in Europe, imports its wood from 50 different countries, however a large proportion comes from Poland, Russia, Lithuania and Germany [81].

Estonia shows that it has a booming economy and has become a haven for start-ups and new technology. Forests cover about 50% of the territory of Estonia and, despite its relatively small size, display a great variety in forest types. Two main types are forests growing on mineral soil (about 70%) and so-called swamp forests (about 30%), and the most common tree species are pine, birch and spruce. The forest industry is one of the most important sectors of the economy and ranks 6th in abundance of forestry coverage in Europe. Estonia is highly competitive in domestic and foreign markets, however in the last few years the domestic market has become stronger as a result of the furniture industry expanding locally [82]. Estonia is also famous for its e-solutions and digitalization. Estonian forest management companies use forestry software to conveniently manage forests, forest resources and plan various types of forest operations. The described systems can be used in an integrated manner which means that data and documents move between different parties (provider, carrier and client) digitally. Because people do not need to enter data repeatedly and manually, they save a lot of time and avoid potential errors. This increased use of technology provides Estonia with a competitive advantage [83].

5.3.2. Footwear Industry

Having obtained additional knowledge on the three top countries identified within the lumber industry we proceeded to obtain further information of the top three countries in the footwear industry. Ukraine appeared as the top country of importance and further research reveals that the Canada-Ukraine Free Trade Agreement (CUFTA) has boosted Ukraine’s economy by eliminating tariffs between these two countries [84]. Through the CUTIS program (Canada-Ukraine Trade and Investment Support (CUTIS) Project) Ukraine has benefited from increased exports to Canada in the clothing, footwear, furniture and IT services market [85]. Additionally, women are the main consumers of footwear in Ukraine and affordability is an important influencing factor for consumers. Within the athletic footwear market, brand imitations hold a strong presence in Ukraine even though multinational brands such as Adidas are beginning to enter the market [86]. Overall, this country provides many opportunities to generate business in the footwear market.

The highly relevant terms identified through LDA and pyLDAVIS related to New Zealand were centered around sports, fitness and athletic wear. Further research on New Zealand revealed that the labor market in New Zealand is more deregulated, flexible and less unionized than other countries in the region and ranks in the top 10 countries in the world for efficiency. New Zealand’s workforce is highly educated, and there is in fact a surplus of skilled labor. The creative, digital and technology sectors are strengths. Many Australian organizations have already placed their operations in New Zealand, either directly, or with outsourcing companies. The speed and reliability of New Zealand’s telecommunications infrastructure is world-class, as are data security and risk management frameworks. The World Bank rated New Zealand as the “easiest country to start a business” in its 2017 report [87]. New Zealand is also the world leader in the design and innovation
of luxury fibers for use in the fashion industry and have developed an industry worth over $100 million. Despite these accomplishments, imported clothing and footwear are often cheaper than New Zealand made goods and typically manufacturing costs are cheaper offshore, thereby presenting a good opportunity for competitors to enter the footwear market [88].

Research on Mexico revealed that this country is among the top 10 countries with the largest number of footwear exports globally. The footwear industry in Mexico employs around 80,000 people in 2800 factories and focuses on niche products that generate high sales figures nationally and internationally. Labor costs in Mexico are lower than other countries, such as the United States, Canada and Europe, permitting globally recognized brands such as Nike and Under Armour to form partnerships with local suppliers in Mexico to produce footwear. Of additional benefit is that technological advances, innovation and experience in designing footwear have transformed Mexico into a successful leader in the footwear manufacturing industry. The footwear industry in Mexico is undoubtedly a huge business opportunity for those who can enter the market [89].

Figure 10 provides a summary of the results of our environmental scanning for business intelligence for both the lumber and footwear industries.

### Environmental Scanning for Competitive Intelligence

| Plan | Data | Information | Knowledge |
|------|------|-------------|-----------|
| **Lumber** | 1 | Latvia | lumber & farm |
| | 2 | Poland | soybean, polish |
| | 3 | Estonia | lumber, several keys, U.S. Dept of Agriculture |
| **Footwear** | 1 | Ukraine | pharmacy, distribution, outlet, Romania, intellectual property, state, fmc, cargo |
| | 2 | New Zealand | sporting, labeling, fitness, sport, label, gym, athletic, sub interesting terms: Dominican Republic, ad, valorem, basis, free, calculate and specific |
| | 3 | Mexico | document, documentation, registry, annex, Salvador, certificate |

| Industry | Rank | Country | Term Associations | Country | Term Associations |
|----------|------|---------|-----------------|---------|-----------------|
| Lumber   | 1    | Latvia  | lumber & farming | Latvia  | lumber & farming |
|          | 2    | Poland  | lumber & food   | Poland  | lumber & food   |
|          | 3    | Estonia | lumber & internet & U.S. | Estonia | lumber & internet & U.S. |
| Footwear | 1    | Ukraine | collaboration Canada Trade Agreement, women fashion & athletic footwear, top IT outsourcing | Ukraine | collaboration Canada Trade Agreement, women fashion & athletic footwear, top IT outsourcing |
|          | 2    | New Zealand | footwear leader in design & innovation, luxury natural fibers, low costs, export growth | New Zealand | footwear leader in design & innovation, luxury natural fibers, low costs, export growth |
|          | 3    | Mexico | collaboration NAFTA, Brazil & Mexico tops countries in footwear, creative fashion design | Mexico | collaboration NAFTA, Brazil & Mexico tops countries in footwear, creative fashion design |

*Source: Scanning internet using search terms Industry & Country

**Figure 10.** Environmental Scanning for Business Intelligence.

### 6. Discussion and Conclusions

The purpose of our study was twofold: (1) to demonstrate the value of OGD data as a useful source of information for any organization; and (2) highlight the importance of
using topic modeling and visualization technologies to extract and visualize data to assist in generating business intelligence. We illustrated how the extraction and visualization of data on lumber and footwear industries can reveal valuable information related to potential market entry opportunities. We also highlighted the usefulness of performing environmental scanning to validate the information extracted. This process permitted us to delve deeper into the various characteristic of each topic and identify differences and similarities between them so as to assess what market opportunities might be available in these countries to help formulate strategic decisions.

Our first step involved obtaining OGD data for the lumber and footwear industries and extracting that data into useful information through the use of LDA for topic modeling and pyLDAVIS for visualization. The result was the identification of the top three countries where the lumber and footwear industries are of prime importance. The tools also highlighted important relevant terms that can be important for identifying opportunities in these two industries. We subsequently used the information obtained to perform an environmental scanning analysis so as to identify potential market opportunities in these industries.

The results revealed that the top three countries associated with lumber were Latvia, Poland, and Estonia. The importance of Latvia in relation to lumber is not surprising given the large percentage of land that is invested in forestry. The high regulation of this industry and the high level of wood exports could be seen as a hindrance to competing in this market or gaining a competitive advantage however, the vast resources and competitive labor force (low cost) available in Latvia could be a motivating factor for consideration in this market. Poland also provides potential opportunities for consideration since its forestry industry is growing, it is the 10th largest producer of lumber worldwide, and has 100% sustainable forestry practices. Poland is currently a primary source of lumber for IKEA but since it is an emerging economy and a low-wage country it presents opportunities for organizations to import this product at a more reasonable cost. Lastly, Estonia’s involvement in high technology to digitalize forest management provides lower cost opportunities and could be an important consideration for competitors to enter the market.

Our findings related to the identification of Ukraine, New Zealand and Mexico as important markets for footwear apparel are quite interesting. All three countries have different market targets and their economies influence the quality of the products offered in footwear. For example, Mexico has become one of the top producers of footwear due to its low labor costs and high technological advances in footwear design. An organization wishing to compete in this industry would want to consider and assess the viability of benefiting from Mexico’s low cost and technological advances. The close proximity to the United States also presents potential opportunities for footwear companies to sell their products to consumers in that region. Ukraine, is an untapped market, given the popularity of footwear among women and the lack of brand name athletic companies doing business in this part of the world. Lastly, New Zealand offers a much more sophisticated market since people are highly educated, and technologically advanced. One advantage of doing business in this market is the flexibility of starting a business there and catering to their sophisticated market. Overall, the exercise of using OGD data and LDA and pyLDAVIS to extract and visualize the data permitted us to identify markets (countries) with potential opportunities to compete in the lumber and footwear industries. Complementing this information with environmental scanning we were able to further examine the advantages and disadvantages of doing business in the three markets identified within each industry. Similarly, private organizations can find value in using OGD and apply these topic mining and visualization tools to help them assess the viability of doing business in various markets and gaining a competitive advantage.

This study makes important contributions to the open government data literature by examining the value that OGD can provide to private organizations; an area of research that is relatively unexplored. Prior studies have mainly focused on how government agencies share open data and its societal impact on citizens and other public entities [15,28,90].
Private organizations are distinct from citizens and public entities in that their primary focus is on generating profit, therefore the value and use of OGD differs because they are not typically concerned with societal issues. Rather, they view OGD from the perspective of how it can add value to their organization and assist them in achieving their financial and strategic objectives [14]. Our study extends research in this area by demonstrating the usefulness of OGD to private organizations for identifying market opportunities in various areas of business so that they may generate a competitive advantage and enhance profitability.

Jetzek et al. (2014) proposed an OGD value generation framework (see pg. 106) to highlight how OGD can be used to generate economic (monetary) and social value (improvement in the lives of citizens and society). The dimensions of the model included (1) transparency of government; (2) citizen participation/collaboration; (3) efficiency/effectiveness; and (4) innovation [8]. They contended that each of these four dimensions had the ability to generate a combination of social and economic value. Applying this framework to our study, we discuss the value of the use of OGD to generate business intelligence for the purpose of identifying competitive markets.

Our study reveals that the use of OGD can assist businesses in obtaining information on resources, technology, and industry competitors. This information is of economic value for businesses as it permits them to complement their in-house capabilities with additional BI as well as understand potential markets and build new data-driven products. The transparency of the information will be a key driver to generate value so governments will need to ensure that the information made available is transparent, accurate and that it reduces information asymmetry [8]. Improved transparency permits a more equitable allocation of resources which leads to the creation of economic and social value.

The use of OGD by organizations and citizens can also lead to efficiency and improvement in utilization of resources as well as improved benefits to citizens. Our study indicates that private companies can use the information obtained to delve into other market opportunities by taking advantage of resources that are lower in cost and maximize economic value. This efficiency also leads to social value since citizens are able to benefit from the improved products at more reasonable prices, thereby increasing their quality of life. The use of OGD also permits citizens to monitor government activities and public budget expenditures and how it impacts them, in addition to reducing the likelihood of corruption occurring at the government level.

OGD can also be a robust driver of economic growth through business innovation, business creation and efficiency. Organizations can gain more precise information on customer preferences, make export/import or plant location and expansion decisions, and identify areas of innovation and future opportunities. For example, businesses can build new innovative services and applications at minimal cost, similar to the two cases exemplified in Section 2 of the paper. The free use of open data can also be a driver for change and social technological advances. By gaining access to OGD, participants can provide opinion on public policy, and provide ideas and solutions to local and government issues. This permits individuals to voice their opinions and contribute to the generation of new ideas as well as create resources through the sharing of information. This leads to economic value for businesses as they are able to assist in solving societal issues while generating a profit.

Although the value of government data is difficult to measure, the ability to access OGD can also provide a competitive advantage for businesses since OGD can be used to supplement internal data and assist in making strategic decisions [7]. One caveat though is that the success of using OGD is dependent on organizations having in-house capabilities and resources such as knowledge, skills, and the ability to combine internal and external resources. Information Technology (IT) (i.e., internet connection, cloud computing, processing, linking and other tools); Information and Data (i.e., database with open data sets, company database, company products and services); and Human Resources (i.e., computer skills, finding and accessing open data, tool selection and use, data and result
interpretation, stakeholder network management) are all critical organizational resources that are necessary for making sense of government data. Without one of these three organizational resource categories it becomes more difficult to gain unique competitive benefits and gain a competitive advantage through OGD. The ability to use OGD and to integrate it into a firm’s existing value proposition will therefore be vital to sustaining a competitive advantage [91].

This study has valuable implications for managerial practices, especially small and medium enterprises (SMEs), as the marketplace shifts towards a more open interconnected world and managers are required to rethink how business intelligence is generated and appropriated for their organization [8]. The amount of data created by the public sector is immense and is both freely available and of low cost. SMEs who are not able to invest in expensive business intelligence systems will find OGD a valuable source of data and information. Use of this data can serve as a starting point for SMEs to create added value, and identify new innovative business models. We recognize that government data is generated by the public sector for specific objectives [8], nevertheless as long as organizations take this into consideration when using the data, the open network and easy accessibility of this data source presents extensive opportunities for small businesses.

We also highlight the use of LDA and pyLDAVIS methodology as practical, affordable and easy to apply methods for generating business intelligence in various business contexts. By visualizing data, it is possible to discover trends and associations between concepts, which can provide a greater understanding of the ideas or concepts being explored [24]. Additionally, it can help organizations answer questions such as: how can this data be used to enter or expand into new markets? How can it assist in creating innovative products? Ultimately, the use of these methods can be used to bring about new innovative solutions of economic value, monitor their competitive environment, and assist strategic management in formulating decisions at a minimal cost to the organization.

We recognize our study is not without its limitations. First, we examined two specific industries within the consumer products market therefore the findings are not generalizable to other contexts. Additionally, we used only one genre of text-mining techniques, LDA and pyLDAVIS, to extract terms from an open source government data site for the purpose of obtaining business intelligence. Future open source data gathering studies can further advance the field of open source intelligence by comparing different types of techniques and integrating multiple, dynamic data sources, including time-varying covariates and the combination of exploratory topic models with powerful predictive marketing models [18,48,92,93]. Scholars could also explore and compare how the use of OGD varies among different countries and affects their likelihood of adopting OGD. Lastly, triangulating the methodology, such as including a survey to assess the external validity of the text-mining and visualization outcomes, would allow the comparison of the results to data elicited from a survey-based approach [36].

Author Contributions: Conceptualization, original writing, and validation performed through environmental scanning by A.G., review of conceptualization, writing and editing by C.H., methodology by D.Y. using a combination of R and D3 accessed through a “port” of the R package software to include visualization using IPython and Jupyter notebooks to flexibly explore topic–term relationships using relevance to better understand a fitted LDA model. All authors have read and agreed to the published version of the manuscript.
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Appendix A

Government-Generated Open Source Data Content

International Trade Administration (ITA) Market Research Library API can provide you with international trade market intelligence called the Market Intelligence API [75] (accessed 1 August 2018). It works similarly to the Market Research Library API and the
Market Intelligence API gives you additional control over your return set with the ability to also limit your search by:

- trade_regions
- world_regions
- first_published_date
- last_published_date

“The International Trade Administration’s (ITA) Thesaurus of International Trade Terms is a controlled and structured list of words and phrases used to tag and index information found on the ITA’s websites and databases. The thesaurus covers all subjects related to international trade and foreign investment with particular emphasis on exporting, trade promotion, market access and enforcement and compliance.

The thesaurus is structured into six domains or microthesauri:

- Trade Topics
- Industries
- Countries
- World Regions
- Trade Regions
- U.S. Trade Initiatives

The thesaurus is available to the software developer community as a JSON endpoint. The thesaurus was developed by ITA’s staff of international trade specialists, consulting several authoritative sources and vocabularies covering the language of international trade and investment” [75] https://developer.trade.gov/taxonomy.html (accessed 1 August September 2018).

Appendix B
Sample Metadata

Example of one of the retrieved articles using the keyword “lumber” was downloaded using the URL of the data and included with the rest of the articles that used the keyword “lumber”. These were located into a single file which became the “corpus”. Dataset
extracted from International Trade Administration (ITA) Website, [75] Market Intelligence API (i.e., lumber, footwear).

Appendix C

LDA Technique Model—Steps Taken

Step 1: Locate: Locate key dimensions of search terms from an appropriate government-generated dataset extracted from International Trade Administration (ITA) Website, [75] Market Intelligence API (i.e., lumber, footwear).

Step 2: Downloading: Once identified, reports were downloaded from the specific government forum site, Market Intelligence Website, [75] Market Intelligence API, json format. The data set contains articles pulled from a specific week in time (i.e., week of 08/01/2018).

Step 3: Capture: Data json format is captured and re-formatted to Python List.

Step 4: Bag of Words: Used Python to produce a bag-of-words file.

Step 5: Remove Stop Words: Used natural language tool kit (nltk) to remove stop words.

Step 6: Lemmatize Data: Lemmatization removes and/or consolidates words.

Step 7: Produce Corpus: Used gensim corpora dictionary module to produce the corpus.

Step 6: Create LDA Model and Populate: Used gensim LDA model with default parameters.

Step 7: Identification of Semantic Relationships: Using latent Dirichlet analysis (LDA) the exploratory data sets were converted into quantifiable perceptual maps based on key semantic terms.

We use a stand-alone HTML file which allows for easy sharing and users. https://pyldavis.readthedocs.io/en/latest/readme.html (accessed on 18 March 2021) [93].
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