1. Introduction

In the 80’s Hida [23] proved that if a prime $p$, taken to be outside an explicit finite set of exceptional primes, divides the algebraic part of the value at $s = 1$ of the adjoint $L$-function attached to a holomorphic primitive cusp form $f = \sum a_n(f)q^n$, then $p$ is a congruence prime, i.e., there is another primitive cusp form $g = \sum a_n(g)q^n$ of the same weight and level as $f$ such that $a_n(f) \equiv a_n(g) \pmod{p}$. A converse to such a result, that congruence primes are the primes which appear in adjoint $L$-values, was proved by Hida [24] in the ordinary case, and by Ribet [36] in the non-ordinary case. Later, the results of [23] were generalized to various other GL(2)-contexts: Ghate [9] and Dimitrov [5] considered the Hilbert modular situation; Urban [42] considered GL(2) over an imaginary quadratic extension; Hida [25], and very recently Namikawa [31], dealt with the case of GL(2) over any number field $F$ using a mix of classical and adelic language. However, the above mentioned converse due to Hida and Ribet is not known for GL(2)/$F$ if $F \neq \mathbb{Q}$, except for some work by Ghate [11]. See also the article by Doi, Hida and Ishii [6] for a discussion of the history of this problem. In this article we generalize the results of [4], [9], [23], [25], [31], and [42] to the case of a cohomological cuspidal automorphic representation $\pi$ of $\text{GL}_n$ over any number field. We prove an algebraicity, and in fact, an integrality result for $L(1, \text{Ad}^0, \pi)$. See Thm. 3.3.7. Often times, a cohomological interpretation of an analytic theory of $L$-functions, depends on an assumption that a quantity coming from archimedean considerations in nonzero. In our situation, we adapt the methods of recent work of Sun [41] to prove an appropriate nonvanishing result; see Prop. 5.3.4. With the
integrality result on the adjoint $L$-value in hand, we then prove that a prime, outside a finite set of exceptional primes, that divides this $L$-value is a congruence prime. See Thm. 3.3.1

We will now describe our results in some more detail. Let $F$ be a number field and let $G$ denote the restriction of scalars from $F$ to $\mathbb{Q}$ of the algebraic group $GL_n/F$. Let $\mathbb{A}$ denote the adèles over $\mathbb{Q}$, let $\mathbb{A}_f$ and $\mathbb{A}_\infty$ respectively denote the finite and infinite part of $\mathbb{A}$. Let $K_f$ be an open compact subgroup of $G(\mathbb{A}_f)$. Denote by $S^G_{K_f}$ the locally symmetric space $G(\mathbb{Q})\backslash G(\mathbb{A})/K_fK_\infty^\sigma$ for a suitable choice of $K_\infty \subset G_\infty = G(\mathbb{R})$ as in $\S 3.1$ and $K_\infty^\sigma$ is the connected component containing the identity in $K_\infty$. Let $\varepsilon$ be a character on $K_\infty/K_\infty^\sigma$, and we will let $\bar{\varepsilon} = (-1)^n - 1 \varepsilon$. Let $\pi$ be a cuspidal automorphic representation of $G(\mathbb{A})$ with central character $\omega$. Let $\tilde{\pi}$ be the contragradient of $\pi$. The associated Rankin–Selberg $L$-function $L(s, \pi \times \tilde{\pi})$ has a meromorphic continuation to all of $\mathbb{C}$ with a simple pole at $s = 1$. We define the adjoint $L$-function of $\pi$ by the formula

$$L(s, \pi \times \tilde{\pi}) = \tilde{\zeta}_F(s) L(s, \Ad^0, \pi),$$

where $\tilde{\zeta}_F(s)$ is the completed Dedekind zeta function of $F$. Taking residues at $s = 1$ gives us an expression for the special value $L(1, \Ad^0, \pi)$ in terms of the residue $\Res_{s=1} L(s, \pi \times \tilde{\pi})$. This residue can be written in terms of a Petersson inner product of automorphic forms in $\pi$ and $\tilde{\pi}$. Now we suppose that $\pi$ is of cohomological type, i.e., it contributes to the cuspidal cohomology of $S^G_{K_f}$, with coefficients in a sheaf attached to an algebraic representation of $G$ of highest weight $\lambda$; we will write this as $\pi \in \Coh(G, K_f, \lambda)$. In such a situation, the finite part of $\pi$ is defined over a number field denoted $\mathbb{Q}(\pi)$ called the rationality field of $\pi$. Then this inner product has an algebraic description in terms of Poincaré duality for the cohomology of the locally symmetric space $S^G_{K_f}$. This gives us our first theorem, proved in $\S 3.3.4$

**Theorem A.** Let $\pi \in \Coh(G, K_f, \lambda)$ and let $\varepsilon$ be a character of $K_\infty/K_\infty^\sigma$ that is ‘permissible’ for $\pi$ as in $\S 2.7$. Then there exist nonzero complex numbers:

- $\omega_F$ depending only on the base field $F$,
- $p_{\text{ram}}(\pi)$ depending only on the ramified local components of $\pi$,
- $p_{\infty}(\pi)$ depending only on the archimedean components of $\pi$,
- $p^\varepsilon(\pi)$ (resp., $q^\varepsilon(\tilde{\pi})$) coming from a comparison of $\mathbb{Q}(\pi)$-structure on a Whittaker model of $\pi_f$ and a $\mathbb{Q}(\pi)$-structure on a realization of $\pi_f$ in bottom (resp., top) degree cuspidal cohomology,

such that the quantity

$$L^\alg(1, \Ad^0, \pi, \varepsilon) := \frac{L(1, \Ad^0, \pi)}{\omega_F \cdot p_{\text{ram}}(\pi) \cdot p_{\infty}(\pi) \cdot p^\varepsilon(\pi) \cdot q^\varepsilon(\tilde{\pi})}$$

is algebraic. Moreover, for all $\sigma \in \Aut(\mathbb{C})$ we have

$$\sigma(L^\alg(1, \Ad^0, \pi, \varepsilon)) = L^\alg(1, \Ad^0, \sigma \pi, \varepsilon).$$

In particular, $L^\alg(1, \Ad^0, \pi, \varepsilon) \in \mathbb{Q}(\pi)$.

For a prime $p$, take an extension $E$ of $\mathbb{Q}_p$ that contains $F$, the rationality field $\mathbb{Q}(\pi)$, and all their conjugates. Fix an isomorphism $\iota : \mathbb{Q}_p \to \mathbb{C}$ of an algebraic closure of $\mathbb{Q}_p$ with $\mathbb{C}$. Let $O$ be the ring of integers of $E$. We can canonically refine the definitions of the periods $p^\varepsilon(\pi)$ and $q^\varepsilon(\tilde{\pi})$ as in $\S 2.2$ so that $L^\alg(1, \Ad^0, \pi, \varepsilon) \in \iota(O)$.

This theorem is proved by giving a cohomological interpretation to Rankin–Selberg integrals for $GL_n \times GL_n$ in the special situation when we have a pair $\pi \times \tilde{\pi}$ of a representation and its contragredient; see the diagram in $\S 3.3.1$. The periods $p^\varepsilon(\pi)$ and $q^\varepsilon(\tilde{\pi})$ have been studied in $\S 3.5$. The refinement to get integrality results is also similar to the definition of canonical periods for modular forms by Vatsal $[13]$. The nonvanishing result Prop. 3.3.1 for the archimedean quantity mentioned earlier is proved in $\S 3.4$.

We should mention that a form of the above theorem, in the special case when the base field $F$ is a CM-field, and when $\pi$ is conjugate-self-dual, has been announced by Grobner, Harris and
Lapid [15]: in their situation, the Rankin–Selberg $L$-function splits into a product of two Asai $L$-functions and their work studies the arithmetic properties of such Asai $L$-values.

Let’s highlight a phenomenon which is already seen in certain GL(2) contexts as in Hida [25] and Urban [12]. The value $L(1, \text{Ad}^0, \pi)$ is a critical value (in the sense of Deligne) if and only if $n = 2$ and $F$ is totally real; see Prop. [3.4.11]. By the theorems in [32] and [33] it is clear that the periods $p^\epsilon(\pi)$ arising from Whittaker models and bottom-degree cohomology appear in critical values, albeit for $L$-functions for $\text{GL}(n) \times \text{GL}(n - 1)$. One may expect therefore that $p^\epsilon(\pi)$ is somehow related to Deligne’s periods attached to the (conjectural) motive $M(\pi)$ corresponding to $\pi$; see Grobner–Harris [14] for some related results. From the above theorem, one may expect that the other period $q^\epsilon(\pi)$ arising from a comparison of Whittaker model and top-degree cuspidal cohomology is a Beilinson type regulator attached to $M(\pi)$, since $L(1, \text{Ad}^0, \pi)$ is not critical in general. However, note that if $\pi$ has a Shalika model, then the period obtained by comparing rational structures on Shalika models and top-degree cohomology turns out to be related to critical values via the results of Grobner–Raghuram [16]. It is an interesting problem then to understand the precise motivic interpretation of the various periods arising from top-degree cuspidal cohomology.

We will now discuss congruence primes for automorphic forms on $\text{GL}_n$ and primes appearing in adjoint $L$-values. Recall that we have a prime $p$, an extension $E$ of $\mathbb{Q}_p$ that contains $F$, $\mathbb{Q}(\pi)$, and all their conjugates, and we have fixed an isomorphism $\iota : \overline{\mathbb{Q}}_p \to \mathbb{C}$. Much of what follows on congruences depends on the choice of this isomorphism $\iota$, however, for brevity, we will suppress it from our notation. Let $\varphi$ be the maximal ideal of the ring of integers $\mathcal{O}$ of $E$. Let $\pi$ and $\pi'$ be two cuspidal automorphic representations for $G$. Suppose that $\iota$ is a prime ideal of $F$ away from the primes above $p$ and the ramified primes of $\pi$ and $\pi'$. We denote the Satake parameters of $\pi$ and $\pi'$ at $I$ by $\alpha_{i,1}, \ldots, \alpha_{i,n}$ and $\alpha'_{i,1}, \ldots, \alpha'_{i,n}$, respectively. Suppose that $E$ is large enough to contain the fields $\mathbb{Q}(\pi)$ and $\mathbb{Q}(\pi')$. We say that $\pi$ is congruent to $\pi'$ modulo $\varphi$ if for every $I$ above and $1 \leq j \leq n$, we have

$$\sum_{i_1 < i_2 < \cdots < i_j} \alpha_{i_1,i_1} \cdots \alpha_{i_j,i_j} \equiv \sum_{i_1 < i_2 < \cdots < i_j} \alpha'_{i_1,i_1} \cdots \alpha'_{i_j,i_j} \pmod{\varphi}.$$

Our second main theorem, proved in [4.3.3] says that

**Theorem B.** Let $\pi$ and $\varepsilon$ be as above. There exist finite sets $S_1, S_2$ and $S_3$ consisting of rational primes such that if $v_\varphi(L^\text{ad}(1, \text{Ad}^0, \pi, \varepsilon)) > 0$, (1) and if $p \notin S_1$, then there exists $\pi'$ congruent to $\pi$ mod $\varphi$ and $\pi' \not\cong \pi$.

(2) and if $p \notin S_2$ and if $\pi$ is of parallel weight, then there exists $\pi'$ congruent to $\pi$ mod $\varphi$ and $\pi' \not\cong \sigma \pi$ for any $\sigma \in \text{Aut}(\mathbb{C})$.

(3) and if $p \notin S_3$ and if $\pi$ is of parallel weight, then there exists $\sigma \in \text{Aut}(\mathbb{C})$ with $\pi' = \sigma \pi$ congruent to $\pi$ mod $\varphi$ and $\pi' \not\cong \pi$.

A priori, we can only say that $\pi'$ contributes to the inner cohomology. If we further assume that the highest weight $\lambda$ is regular, then $\pi'$ is cuspidal.

The set $S_1$ consists of primes which support the torsion classes in the cohomology of the boundary in the Borel–Serre compactification of $S^G_{K_f}$; see [4.2.14]. The reader is referred to Sect. 4.2.4, where we discuss a situation (modulo well-known expectations in the arithmetic theory of automorphic forms) when the set $S_1$ is possibly an empty set. The sets $S_2$ and $S_3$ are described in [4.2.3] and [4.2.4], respectively.

Acknowledgements: We thank Haruzo Hida for explaining to us the history of the problem concerning congruences and adjoint $L$-values, and we thank Binyong Sun for his comments on Sect. 5. The second author is grateful to Günter Harder for innumerable discussions on number-theoretic applications of cohomology of arithmetic groups, and in particular, on explanations about the relation between special values of $L$-functions and the study of congruences, much of which finds its way into this article.
2. Special values of the adjoint $L$-function

Let $F$ be a number field of degree $d$ over $\mathbb{Q}$ and let $O_F$ be the ring of integers in $F$. Let $r_1$ and $r_2$ denote the number of real and complex embeddings of $F$ respectively. For any place $v$ of $F$, let $F_v$ be the completion of $F$ at $v$. For non-archimedean places, let $O_{F,v}$ denote the valuation ring of $F_v$. Let $\mathbb{A}$ be the adeles over $\mathbb{Q}$ and let $\mathbb{A}_f$ (resp., $\mathbb{A}_\infty$) denote the finite (resp., infinite) part of the adeles. Let $\mathbb{A}_F = \mathbb{A} \otimes F$, the adele ring of $F$. Let $G_0$ denote the standard Borel subgroup of all upper-triangular matrices, the maximal unipotent subgroup in $B$, and the center of $G_0$, respectively. Let $G = \text{Res}_{F/\mathbb{Q}}(G_0)$ be the restriction of scalars from $F$ to $\mathbb{Q}$ of $G_0$. Similarly, define $B, N, T, S$ and $Z$ as restriction of scalars of the corresponding groups over $F$. Let $S \simeq \mathbb{G}_m$ be the maximal $\mathbb{Q}$-split torus in $Z$.

We will denote by $\mathcal{A}(\omega)$, the space of smooth automorphic forms with central character $\omega$ and $\mathcal{A}_0(\omega)$ the subspace of cusp forms. Let $\mathcal{F}$ be a number field of degree $n$, let $\mathcal{O}_F$ be the ring of integers in $\mathcal{F}$, we will denote by $\mathcal{O}_F^1$ the finite (resp., infinite) adeles over $\mathcal{F}$. Let $G = \mathcal{O}_F^1 \otimes \mathbb{A}_f$. We denote by $G_0$ the maximal unipotent subgroup in $B$, the maximal torus in $B_0$, and the center of $G_0$, respectively. Let $G = \text{Res}_{F/\mathbb{Q}}(G_0)$ be the restriction of scalars from $F$ to $\mathbb{Q}$ of $G_0$. Similarly, define $B, N, T$ and $Z$ as restriction of scalars of the corresponding groups over $F$. Let $S \simeq \mathbb{G}_m$ be the maximal $\mathbb{Q}$-split torus in $Z$.

2.1. Rankin–Selberg integrals for $\text{GL}_n \times \text{GL}_n$. Let $(\pi, V_\pi)$ and $(\pi', V_{\pi'})$ be cuspidal automorphic representations of $\text{GL}_n/F$. Say, $V_\pi \subset \mathcal{A}_0^n(\omega)$ and $V_{\pi'} \subset \mathcal{A}_0^n(\omega')$ for central characters $\omega$ and $\omega'$. Suppose that $\omega\omega'$ is a unitary character. We briefly review the Rankin–Selberg theory for the $L$-function associated to $\pi \times \pi'$; the reader is referred to Jacquet–Shalika [29] orCogdell [2] for more details.

Let $S(\mathbb{A}_F^\times)$ denote the space of Schwartz–Bruhat functions on $\mathbb{A}_F^\times$. There is an action of $\text{GL}_n(\mathbb{A}_F)$ on $S(\mathbb{A}_F^\times)$ defined by $(g \cdot \Phi)(x) = \Phi(xg)$, for $\Phi \in S(\mathbb{A}_F^\times)$ and $g \in \text{GL}_n(\mathbb{A}_F)$. Furthermore, for $a \in \mathbb{A}_F^\times$, define a theta series:

$$\Theta_\Phi(a, g) = \sum_{\xi \in F_\infty} (g \cdot \Phi)(a_\xi) = \sum_{\xi \in F_\infty} \Phi(a_\xi g).$$

For a unitary character $\eta : F^\times \backslash \mathbb{A}_F^\times \to \mathbb{C}^\times$, define an Eisenstein series:

$$E(g, s) = E(g, s, \Phi, \eta) = |\det g|^s \int_{F^\times \backslash \mathbb{A}_F^\times} \Theta_\Phi(a, g) \eta(a) |a|^s d^s a,$$

where $\Theta_\Phi(a, g) = \Theta_\Phi(a, g) - \Phi(0)$. For cusp forms $\varphi \in V_\pi$ and $\varphi' \in V_{\pi'}$, define a Rankin–Selberg integral:

$$D(s, \varphi, \varphi', \Phi) = \int_{Z(\mathbb{A})G(\mathbb{Q}) \backslash G(\mathbb{A})} \varphi(g) \varphi'(g) E(g, s, \Phi, \omega \omega') dg.$$

This function is meromorphic in $s \in \mathbb{C}$ and has at most simple poles at $s = i\sigma$ and $s = 1+i\sigma$ when $\pi' \cong \pi \otimes |\det|^{-i\sigma}$ for $\sigma \in \mathbb{R}$, where $\pi$ is the contragredient of $\pi$. We are interested in the special case when $\pi' = \pi$, and would like to compute the residue at $s = 1$. For $\tilde{\varphi} \in V_\pi$ we have

$$\text{Res}_{s=1} D(s, \varphi, \varphi', \Phi) = \int_{Z(\mathbb{A})G(\mathbb{Q}) \backslash G(\mathbb{A})} \varphi(g) \tilde{\varphi}(g) \text{Res}_{s=1} E(g, s, \Phi, 1) dg,$$

where $1$ denotes the trivial character.

Fix a non-trivial character $\psi$ on $\mathbb{A}_F/F$, and let $\hat{\Phi}$ be the Fourier transform of $\Phi$.

$$\hat{\Phi}(x) = \int_{\mathbb{A}_F^\times} \Phi(y) \psi(\langle x, y \rangle) dy.$$
Applying the Poisson summation formula, which says \(\sum_{\xi \in F^n} \Phi(\xi) = \sum_{\xi \in F^n} \hat{\Phi}(\xi)\), to the function \(x \mapsto \Phi(ax)\) gives:

\[
\sum_{\xi \in F^n} \Phi(a\xi) = |a|^{-n} \sum_{\xi \in F^n} \hat{\Phi}(a^{-1}\xi).
\]

Hence,

\[
\Theta_{\Phi}(a, g) = |a|^{-n} \sum_{\xi \not= 0} \langle g \cdot \hat{\Phi}(a^{-1}\xi) \rangle + |a|^{-n} \langle g \cdot \hat{\Phi}(0) \rangle - \Phi(0).
\]

Let \(F_0\) and \(F_1\) be two continuous positive functions on \(\mathbb{R}_+^\times\) satisfying the following conditions: \(F_0 + F_1 = 1\), \(F_1(t) = F_0(t^{-1})\) and there exists \(0 < t_0 < 1 < t_1\) such that \(F_0(t) = 0\) for \(t < t_0\) and \(F_0(t) = 1\) for \(t > t_1\). Let

\[
\theta^1(s, \eta, \Phi) = \int_{F^\times \setminus \mathbb{A}_F^\times} \sum_{\xi \not= 0} \Phi(a\xi)|a|^{ns}\eta(a)F_1(|a|) \, d^\times a,
\]

and

\[
\lambda(s, \eta) = \int_{F^\times \setminus \mathbb{A}_F^\times} |a|^{ns}\eta(a)F_1(|a|) \, d^\times a.
\]

Then,

\[
E(g, s) = |\det g|^s \int_{F^\times \setminus \mathbb{A}_F^\times} \sum_{\xi \not= 0} \langle g \cdot \hat{\Phi}(a\xi) \rangle \eta(a) |a|^{ns} \, d^\times a,
\]

\[
= |\det g|^s [\theta^0(s, \eta, g \cdot \Phi) + \theta^1(s, \eta, g \cdot \Phi)].
\]

But,

\[
\theta^1(s, \eta, g \cdot \Phi) = \theta^0(n - ns, \eta^{-1}, g \cdot \hat{\Phi}) - \lambda(n - ns, \eta^{-1}) \langle g \cdot \hat{\Phi}(0) \rangle - \lambda(ns, \eta) \Phi(0).
\]

In order to calculate residues, note that \(\theta^0\) is holomorphic and that \(\lambda(s, \mathbb{1})\) is meromorphic with a simple pole at \(s = 0\). (See Godement–Jacquet \([12, \S 11]\).) We see that \(\langle g \cdot \hat{\Phi}(0) \rangle = |\det(g)|^{-1} \hat{\Phi}(0)\), and hence

\[
\text{Res}_{s=1} E(g, s, \eta, \mathbb{1}) = \text{Res}_{s=0} \lambda(s, \mathbb{1}) \cdot \hat{\Phi}(0).
\]

Since this quantity is independent of \(g\), and \(\text{Res}_{s=0} \lambda(s, \mathbb{1}) = \frac{\text{vol}(F^\times \setminus \mathbb{A}_F^\times)}{n}\) (see Zhang \([45, \S 3.1]\)), we get

\[
\text{Res}_{s=1} D(s, \varphi, \hat{\varphi}, \Phi) = \frac{\text{vol}(F^\times \setminus \mathbb{A}_F^\times) \cdot \hat{\Phi}(0)}{n} \int_{Z(A)G(\mathbb{Q}) \setminus G(A)} \varphi(g) \hat{\varphi}(g) \, dg = \frac{\text{vol}(F^\times \setminus \mathbb{A}_F^\times) \cdot \hat{\Phi}(0)}{n} \cdot \langle \varphi, \hat{\varphi} \rangle.
\]

**2.2. An integral representation of** \(L(1, \text{Ad}^0, \pi)\). Let \((\pi, V_{\pi})\) and \((\tilde{\pi}, V_{\tilde{\pi}})\) be as above. The Rankin–Selberg integrals have good analytic properties, however, they are not Eulerian. To see their relation with \(L\)-functions, we introduce Whittaker models. Recall, that we have fixed a non-trivial character \(\psi: F^\times \setminus \mathbb{A}_F \rightarrow \mathbb{C}^\times\). A cuspidal automorphic representation of \(G(\mathbb{A})\) is globally generic, i.e., admits a Whittaker model. The map taking the \(\psi\)-Whittaker function of a cusp form gives an isomorphism \(V_{\pi} \xrightarrow{\sim} W(\pi, \psi)\). Similarly, we have \(V_{\tilde{\pi}} \xrightarrow{\sim} W(\tilde{\pi}, \psi^{-1})\). The global Whittaker model decomposes into a restricted tensor product of local Whittaker models: \(W(\pi, \psi) \cong \otimes' W(\pi_v, \psi_v)\) and \(W(\tilde{\pi}, \psi^{-1}) \cong \otimes' W(\tilde{\pi}_v, \psi_v^{-1})\).

At every finite place \(v\), let \(W_v\) and \(\hat{W}_v\) be the essential vectors of Jacquet, Piatetski-Shapiro and Shalika \([28]\). For \(v \in S_{\infty}\), let \(W_v\) and \(\hat{W}_v\) be arbitrary nonzero vectors for now; later these will be taken to be “cohomological vectors.” Choose cusp forms \(\varphi \in V_{\pi}\) and \(\hat{\varphi} \in V_{\tilde{\pi}}\) which correspond to a tensor product of these local Whittaker vectors:

\[
\varphi \mapsto W = \otimes W_v \quad \text{and} \quad \hat{\varphi} \mapsto \hat{W} = \otimes \hat{W}_v.
\]
We take the Schwartz–Bruhat function $\Phi$ to be a tensor product, $\otimes \Phi_v$, of local Schwartz–Bruhat functions. We further assume that for all finite places $v$, the function $\Phi_v$ is the characteristic function of $\mathcal{O}_v^n$. For the infinite places, we take any $\Phi_v$ such that $\Phi_v(0) \neq 0$.

A standard unfolding argument transforms the Rankin–Selberg integral considered above into a global zeta integral which is Eulerian, i.e.,

$$D(s, \varphi, \tilde{\varphi}, \Phi) = \prod_v \Psi_v(s, W_v, \tilde{W}_v, \Phi_v), \quad \Re(s) \gg 0,$$

where the local zeta integrals are given by:

$$\Psi_v(s, W_v, \tilde{W}_v, \Phi_v) = \int_{N_0(F_v) \backslash G_0(F_v)} W_v(g_v) \tilde{W}_v(g_v) \Phi_v(\epsilon_n g_v) |\det g_v|^s \, dg_v,$$

with $\epsilon_n = (0, \ldots , 0, 1) \in F^n$. The local zeta integrals converge on a sufficiently large right half-plane and can be meromorphically continued to all of $\mathbb{C}$. When the representations $\pi$ and $\tilde{\pi}$ are unitary, it is known that the local zeta integrals converge for $\Re(s) \geq 1$ (see Jacquet–Shalika [29, (3.17)]). We can easily reduce to the unitary case. Since $\pi$ is cuspidal, we know that $\pi = u\pi \otimes |\det|^\sigma$ and this implies that $\tilde{\pi} = u\tilde{\pi} \otimes |\det|^{-\sigma}$, where $u\pi$ and $u\tilde{\pi} = u\pi$ are unitary representations, and $\sigma \in \mathbb{R}$. Hence, $L(s, \pi \times \tilde{\pi})$, $D(s, W, \tilde{W}, \Phi)$ and $\Psi_v(s, W_v, \tilde{W}_v, \Phi_v)$ are all the same as their unitary versions. As seen below, we will be interested in the value of this function at $s = 1$. We recall from Zhang [45] [3.1] that

$$\Psi_v'(1, W_v, \tilde{W}_v, \Phi_v) = \Psi_v(0) \cdot \Theta_v(W_v, \tilde{W}_v),$$

where, $\Theta_v$ is given by the integral

$$\Theta_v(W_v, \tilde{W}_v) = \int_{N_{n-1}(F_v) \backslash GL_{n-1}(F_v)} W(h \begin{pmatrix} 1 \\ 1 \end{pmatrix}) \tilde{W}(h \begin{pmatrix} 1 \\ 1 \end{pmatrix}) \, dh.$$

We remark here that $\Theta_v$ is $GL_n(F_v)$-equivariant, i.e., $\Theta_v(gW_v, g\tilde{W}_v) = \Theta_v(W_v, \tilde{W}_v)$, for all $g \in GL_n(F_v)$.

Let $S = S_\pi \cup S_\infty$, where $S_\pi$ is the finite set of finite places where $\pi$ is ramified and $S_\infty$ is the finite set of all archimedean places of $F$. For any $v \not\in S$, we know that $\Psi_v(s, W_v, \tilde{W}_v, \Phi_v) = L_v(s, \pi_v \times \tilde{\pi}_v)$; see [2]. Multiplying and dividing the right hand side of (2.2.2) by the $L$-factors for $v \in S$, we get

$$D(s, \varphi, \tilde{\varphi}, \Phi) = L(s, \pi \times \tilde{\pi}) \cdot \prod_{v \in S} \Psi_v(s, W_v, \tilde{W}_v, \Phi_v) = L_v(s, \pi_v \times \tilde{\pi}_v), \quad \Re(s) \gg 0.$$

All the terms on the right hand side admit an analytic continuation to a meromorphic function to all of $\mathbb{C}$, hence it makes sense to evaluate (or take residues) at $s = 1$. It is well known that $L(s, \pi \times \tilde{\pi})$ has a simple pole at $s = 1$. We have the factorization

$$L(s, \pi \times \tilde{\pi}) = \tilde{\zeta}_F(s) \cdot L(s, Ad^0, \pi),$$

which defines $L(s, Ad^0, \pi)$; here $\tilde{\zeta}_F(s)$ is the Dedekind zeta function of $F$. The simple pole at $s = 1$ of $L(s, \pi \times \tilde{\pi})$ comes from the simple pole at $s = 1$ of $\tilde{\zeta}_F(s)$. Take residues at $s = 1$ to get

$$\text{Res}_{s=1} L(s, \pi \times \tilde{\pi}) = c_F \cdot L(1, Ad^0, \pi),$$

where $c_F = \text{Res}_{s=1} \tilde{\zeta}_F(s)$; note, in particular, that $L(1, Ad^0, \pi) \neq 0$.

For any $v \in S$, from the inputs going into the local functional equation, we know that the quotient $\Psi_v(s, W_v, \tilde{W}_v, \Phi_v)/L_v(s, \pi_v \times \tilde{\pi}_v)$ admits a continuation to an entire function. Define

$$c_v(W_v, \tilde{W}_v, \Phi_v) := \left. \frac{\Psi_v(s, W_v, \tilde{W}_v, \Phi_v)}{L_v(s, \pi_v \times \tilde{\pi}_v)} \right|_{s=1} = \left. \frac{\Phi_v(0) \Theta_v(W_v, \tilde{W}_v)}{L_v(1, \pi_v \times \tilde{\pi}_v)} \right|_{s=1},$$

and

$$c_v^\#(W_v, \tilde{W}_v) := \frac{\Theta_v(W_v, \tilde{W}_v)}{L_v(1, \pi_v \times \tilde{\pi}_v)}.$$
It is well known that if \( ^u \pi_v \) is a unitary, generic, irreducible representation of \( \text{GL}_n(F_v) \) then \( L(1, ^u \pi_v \times \pi_v, s) \) is finite; hence for us, \( L_v(1, \pi_v \times \pi_v) \) is finite.

Taking residues at \( s = 1 \) on both sides of (2.2.3) and using (2.1.1), (2.2.5) and (2.2.6), we get the following integral representation of \( L(1, \text{Ad}^0, \pi) \):

\[
(2.2.8) \quad c_F \cdot \left( \prod_{v \in S} c_v(W_v, \tilde{W}_v, \hat{\Phi}_v) \right) \cdot L(1, \text{Ad}^0, \pi) = \frac{\text{vol}(F^\times \backslash \text{A}^1_F) \cdot \hat{\Phi}_f(0) \cdot \Phi_\infty(0)}{n} \cdot \langle \varphi, \hat{\varphi} \rangle.
\]

We will see in (2.2.3) below that, for \( v \in S_\pi \) and for our special choice of local Whittaker vectors, one has \( c_v(W_v, \tilde{W}_v, \hat{\Phi}_v) \neq 0 \). Define

\[
(2.2.9) \quad p_{\text{ram}}(\pi) := \left( \prod_{v \in S_\pi} c_v(W_v, \tilde{W}_v, \hat{\Phi}_v) \right)^{-1}.
\]

Define:

\[
(2.2.10) \quad \omega_F := \frac{\text{vol}(F^\times \backslash \text{A}^1_F) \cdot \hat{\Phi}_f(0)}{n \cdot c_F}
\]

Since \( \hat{\Phi}_\infty(0) \neq 0 \), the integral representation for \( L(1, \text{Ad}^0, \pi) \) can be re-written as:

\[
(2.2.11) \quad \frac{\prod_{v \in S_\pi} c_v(W_v, \tilde{W}_v) \cdot L(1, \text{Ad}^0, \pi)}{\omega_F \cdot p_{\text{ram}}(\pi)} = \langle \varphi, \hat{\varphi} \rangle,
\]

for the special choice of cusp forms and Schwartz–Bruhat functions made in (2.2.1). The main algebraicity theorem that we prove (see Thm. 3.3.7 below) involves giving a cohomological interpretation to this integral representation of \( L(1, \text{Ad}^0, \pi) \).

2.3. Ramified calculations. In this section, we study the quantities \( c_v(W_v, \tilde{W}_v, \hat{\Phi}_v) \) for \( v \in S_\pi \) and justify the definition of \( p_{\text{ram}}(\pi) \) in (2.2.9). Throughout this section, \( \hat{\Phi}_v \) will be the characteristic function of \( C_v^n \), and will often be suppressed from the notation. This is a purely local statement, and furthermore recall that a local component of a global cuspidal representation of \( \text{GL}_n \) is generic, i.e., admits a local Whittaker model. For most of this subsection, we suppress the subscript \( v \) and let \( \pi \) be an irreducible admissible generic representation of \( \text{GL}_n(F) \) for a non-archimedean local field \( F \). The essential vector in a Whittaker model of \( \pi \) will be denoted \( W(\pi) \). For later use in studying algebraicity properties, we will also study the behavior of \( c(W(\pi), W(\tilde{\pi})) \) under any \( \sigma \in \text{Aut}(\mathbb{C}) \). Given \( \pi \), for the definition and some basic properties of the conjugated representation \( ^\sigma \pi \), the reader is referred to Clozel [1] or Waldspurger [4]; see also the discussion in Grobner–Raghuram [17, Sect. 7.1]. We omit the proofs of the following two lemmas which may be proved along the lines of the proof of [32, Prop. 3.17].

**Lemma 2.3.1.** (We have currently adopted local notations.) Let \( \pi \) be an irreducible admissible generic representation of \( \text{GL}_n(F) \). Then

\[
\sigma(L(a, \pi \times \tilde{\pi})) = L(a, ^\sigma \pi \times ^\sigma \tilde{\pi}), \quad \forall a \in \mathbb{Z}.
\]

**Lemma 2.3.2.** (We have currently adopted local notations.) Suppose \( \pi \) is an irreducible, admissible, generic representation of \( \text{GL}_n(F) \), and \( L(s, \pi) = \prod_{i=1}^r (1 - \alpha_i q^{-s})^{-1} \). Define \( \pi^{un} \) to be the irreducible spherical representation of \( \text{GL}_1(F) \) with Satake parameters \( \alpha_1, \ldots, \alpha_l \). For any \( \sigma \in \text{Aut}(\mathbb{C}) \) we have

\[
^\sigma(\pi^{un}) = (\sigma\pi)^{un} \cdot \epsilon_{\sigma}^{-1},
\]

where \( \epsilon_{\sigma} : F^\times \rightarrow \mathbb{C}^\times \) is the quadratic character defined as \( \epsilon_{\sigma}(x) = |x|^{1/2}/\sigma(|x|^{1/2}) \)

Consider the numerator of \( c(W(\pi), W(\tilde{\pi})) \) as in (2.2.6). Grenié [13, p. 306] showed that

\[
\Psi(1, W(\pi), W(\tilde{\pi}), \Phi) = L(j, \pi^{un} \times \tilde{\pi}^{un}), \quad \text{where } j = n + 1 - l
\]

for the \( \Phi \) fixed at the beginning of this section. In particular, \( \Psi(1, W(\pi), W(\tilde{\pi}), \Phi) \neq 0 \). Furthermore, as mentioned above, we know that \( L(1, \pi \times \tilde{\pi}) \) is finite (i.e., not a pole). Hence, \( c(W(\pi), W(\tilde{\pi})) \neq 0 \), justifying the definition in (2.2.9).
For rationality properties apply $\sigma \in \text{Aut}(\mathbb{C})$ to see:

$$\sigma(\varepsilon(W(\pi), W(\tilde{\pi}))) = \frac{\sigma(\Psi(1, W(\pi), W(\tilde{\pi}), \Phi))}{\sigma(L(1, \pi \times \tilde{\pi}))} = \frac{\sigma(L(j, \pi^\text{un} \times \tilde{\pi}^\text{un}))}{\sigma(L(1, \pi \times \tilde{\pi}))} \quad \text{[by Lemma 2.3.1]}
$$

$$= \frac{L(j, \sigma(\pi^\text{un}) \times \sigma(\tilde{\pi}^\text{un}))}{L(1, \sigma \pi \times \sigma \tilde{\pi})} \quad \text{[by Lemma 2.3.2]}
$$

$$(2.3.3) = \frac{L(j, (\sigma \pi)^\text{un} \times (\sigma \tilde{\pi})^\text{un})}{L(1, \sigma \pi \times \sigma \tilde{\pi})}
= \frac{\Psi(1, W(\sigma \pi), W(\sigma \tilde{\pi}), \Phi)}{L(1, \sigma \pi \times \sigma \tilde{\pi})}
= \varepsilon(W(\sigma \pi), W(\sigma \tilde{\pi})).$$

Going back to the global situation, suppose $\pi$ is a cuspidal automorphic representation of cohomological type, then it will make sense to consider $\sigma \pi$, which would have the property that $(\sigma \pi)_v = \sigma(\pi_v)$; see Clozel [1, Thm. 3.13]. From (2.3.3) applied to every $v \in S_\times$, we conclude

$$(2.3.4) \quad \sigma(p_{\text{ram}}(\pi)) = p_{\text{ram}}(\sigma \pi).$$

We also remark that this last equation can also be obtained using the relationship between the local zeta integrals and the integrals $\Theta$, as done in [15].

3. Whittaker models and automorphic cohomology

The main purpose of this section is to give a cohomological interpretation to the integral representation in (2.2.11) for $L(1, \text{Ad}^0, \pi)$.

3.1. The basic set-up to study the cohomology of arithmetic groups. We briefly review the basic set-up and for all the details we refer the reader to [21, §1] and [34, §2.3]. For any open compact subgroup $K_f$ of $G(\mathbb{A}_f)$, consider the space

$$S^G_{K_f} = G(\mathbb{Q}) \backslash G(\mathbb{A}) / K_\infty^0 K_f,$$

where $K_\infty = C_\infty S(\mathbb{R})$ and $C_\infty$ is a maximal compact subgroup of $G_\infty = G(\mathbb{R})$. The connected component of the identity in $K_\infty$, denoted $K_\infty^0$, is isomorphic to $(SO_n(\mathbb{R})^\times \times U_n(\mathbb{C})^\times)^* \cdot \mathbb{R}_{>0}$, where $r_1$ and $r_2$ are the number of real and complex embeddings of $F$ and $r_1 + 2r_2 = d$. We identify $K_\infty / K_\infty^0 =: \pi_0(K_\infty) = \pi_0(G(\mathbb{R}))$.

Let $E$ be as in the introduction, which will be viewed as a subfield of $\mathbb{C}$ via $i$. Let $\lambda \in X^+_0(T)$ be a strongly pure dominant-integral weight; see [34, Def. 2.5]. Let $\mathcal{M}_{\lambda,E}$ be the algebraic irreducible representation of $G$ over the field $E$ with highest weight $\lambda$. Let $\lambda$ be the ‘dual’ weight which is a dominant integral weight that is the highest weight of the contragredient of $\mathcal{M}_{\lambda,E}$. Let $\tilde{\mathcal{M}}_{\lambda,E}$ denote the associated sheaf on $S^G_{K_f}$. We are interested in the cohomology groups $H^* (S^G_{K_f}, \tilde{\mathcal{M}}_{\lambda,E})$. The image of cohomology with compact supports in full cohomology is called inner or interior cohomology: $H^*_c (S^G_{K_f}, \tilde{\mathcal{M}}_{\lambda,E}) := \text{Image} \left( H^*_c (S^G_{K_f}, \tilde{\mathcal{M}}_{\lambda,E}) \to H^* (S^G_{K_f}, \tilde{\mathcal{M}}_{\lambda,E}) \right)$.

There is a Hecke action, i.e., an action of $\mathcal{H}^G_{K_f} \times \pi_0(G(\mathbb{R}))$ on $H^* (S^G_{K_f}, \tilde{\mathcal{M}}_{\lambda,E})$ which stabilizes $H^*_c$, and furthermore, inner cohomology is semi-simple for this Hecke action. For all these assertions and with more details, see Harder–Raghuram [24, §2].

Passing to a transcendental level via $i$, we also have cuspidal cohomology:

$$H^*_{\text{cusp}} (S^G_{K_f}, \tilde{\mathcal{M}}_{\lambda,C}) \subset H^*_c (S^G_{K_f}, \tilde{\mathcal{M}}_{\lambda,C}) \subset H^* (S^G_{K_f}, \tilde{\mathcal{M}}_{\lambda,C}).$$

The definition of cuspidal cohomology is via relative Lie algebra cohomology, in terms of which, as $\pi_0(G_n(\mathbb{R})) \times \mathcal{H}^G_{K_f}$-modules, we have

$$(3.1.1) \quad H^*_c (S^G_{K_f}, \tilde{\mathcal{M}}_{\lambda,C}) = \bigoplus_{\pi} H^* (\mathfrak{g}, K_\infty^0; \pi_\infty \otimes \mathcal{M}_{\lambda,C}) \otimes \pi^K_f.$$

We say that \( \pi \) contributes to the cuspidal cohomology of \( G \) with coefficients in \( M_{\lambda,\mathbb{C}} \), and we write \( \pi \in \text{Coh}(G, \lambda, K_f) \), if \( \pi \) has a nonzero contribution to the above decomposition; equivalently, if \( \pi_{\infty} \) after twisting by \( M_{\lambda,\mathbb{C}} \) has nontrivial relative Lie algebra cohomology and \( \pi_f \) has \( K_f \)-fixed vectors. If \( \pi \in \text{Coh}(G, \lambda, K_f) \), then via well-known results of Clozel [1], we have explicit knowledge of \( \pi_{\infty} \) (see [23, Sect. 2.4]), from which one can compute the relative Lie algebra cohomology groups. Define the numbers \( b_n^F \) and \( \hat{t}_n^F \) as in [23, Prop. 2.14]. Then we have

\[
H^*_{\text{cusp}}(S^G_{K_f}K_f, M_{\lambda,\mathbb{C}}) \neq 0 \iff b_n^F \leq \hat{t}_n^F.
\]

For brevity, let \( b = b_n^F \) and \( t = \hat{t}_n^F \) denote the lower and upper end of the “cuspidal range.” Note that \( b + t = \dim(S^G_{K_f}) \).

3.2. Betti–Whittaker periods.

3.2.1. Comparing Whittaker models and cohomological models. Let \( \pi \in \text{Coh}(G, \lambda, K_f) \) as above, and we focus only on the extreme degrees \( \cdot \in \{b, t\} \). If \( n \) is even then every character \( \varepsilon = (\varepsilon_v)_{v \in S_\varepsilon} \) of \( \pi_0(K_f) \) appears once in \( H^*(g, K^0_{\infty}; \pi_{\infty} \otimes M_{\lambda,\mathbb{C}}) \); hence,

\[
H^*_{\text{cusp}}(S^G_{K_f}K_f, M_{\lambda,\mathbb{C}}) = \bigoplus_{\pi \in \text{Coh}(G, \lambda, K_f), \varepsilon \in \pi_0(K_f)} \varepsilon \otimes \pi_f^{K_f}, \quad \text{when } n \text{ is even}.
\]

Note that each \( \pi_f^{K_f} \) appears \( 2^{r_1} \) times in cuspidal cohomology in degree \( b \) or \( t \). However, if \( n \) is odd then \( H^*(g, K^0_{\infty}; \pi_{\infty} \otimes M_{\lambda,\mathbb{C}}) \) is one-dimensional and the character of \( \pi_0(K_f) \) which appears is denoted as \( \varepsilon_{\infty} \). In this case, cuspidal cohomology decomposes as

\[
H^*_{\text{cusp}}(S^G_{K_f}K_f, M_{\lambda,\mathbb{C}}) = \bigoplus_{\pi \in \text{Coh}(G, \lambda, K_f)} \varepsilon_{\infty} \otimes \pi_f^{K_f}, \quad \text{when } n \text{ is odd}.
\]

Following [33], an \( r_1 \)-tuple of signs \( \varepsilon = (\varepsilon_v)_{v \in S_{\varepsilon}} \) is said to be permissible for \( \lambda \), if \( \varepsilon = \varepsilon_{\infty} \) for some \( \pi \in \text{Coh}(G, \lambda, K_f) \) when \( n \) is odd, and is any of the possible \( 2^{r_1} \) signatures when \( n \) is even. For any such permissible signature, we then have the following series of isomorphisms:

\[
(3.2.1) \quad \mathcal{W}(\pi_f)^{K_f} \rightarrow \mathcal{W}(\pi_f)^{K_f} \otimes H^*(g, K^0_{\infty}; \mathcal{W}(\pi_\infty) \otimes M_{\lambda,\mathbb{C}})(\varepsilon) \rightarrow H^*(g, K^0_{\infty}; \mathcal{W}(\pi_f^{K_f}) \otimes M_{\lambda,\mathbb{C}})(\varepsilon)
\]

\[
\rightarrow H^*(g, K^0_{\infty}; V^{K_f}_{\pi_\infty} \otimes M_{\lambda,\mathbb{C}})(\varepsilon) \rightarrow H^*(g, K^0_{\infty}; \mathcal{A}^{\infty}(\omega)^{K_f} \otimes M_{\lambda,\mathbb{C}})(\pi_f \times \varepsilon)
\]

We denote by \( \mathcal{F}_{v, \varepsilon}(\pi_f) \) the isomorphism obtained by composing all these maps.

3.2.2. Fixing a basis at infinity. Note that the first map in the isomorphism above is given by fixing a basis element \( [\pi_{\infty}]^v \) for the one-dimensional vector space \( H^*(g, K^0_{\infty}; \mathcal{W}(\pi_\infty) \otimes M_{\lambda,\mathbb{C}})(\varepsilon) \). We describe in detail how to do this for the bottom cohomology degree. By the K"unneth theorem, we have

\[
H^b(g, K^0_{\infty}; \mathcal{W}(\pi_\infty) \otimes M_{\lambda,\mathbb{C}})(\varepsilon) = \bigotimes_{v \in S_{\infty}} H_{b_v}(g_v, K^0_v; \mathcal{W}(\pi_v) \otimes M_{\lambda_v,\mathbb{C}})(\varepsilon_v).
\]

Take \( [\pi_{\infty}]^v = \otimes [\pi_v]^{v_v} \), where \( [\pi_v]^{v_v} \) is a basis for the 1-dimensional space

\[
H_{b_v}(g_v, K^0_v; \mathcal{W}(\pi_v) \otimes M_{\lambda_v,\mathbb{C}})(\varepsilon_v) = \text{Hom}_{K^0_v}(\Lambda^{b_v}g_v/\mathfrak{t}_v, \mathcal{W}(\pi_v) \otimes M_{\lambda_v,\mathbb{C}})(\varepsilon_v)
\]

\[
= [\Lambda^{b_v}g_v/\mathfrak{t}_v]^v \otimes \mathcal{W}(\pi_v) \otimes M_{\lambda_v,\mathbb{C}}]^{K_v}(\varepsilon_v).
\]

If \( \{X_{k,v}\} \) is a basis for \( g_v/\mathfrak{t}_v \) and \( \{X^v_{k,v}\} \) is the dual basis for \( (g_v/\mathfrak{t}_v)^v \), and if \( \{m_{\alpha_v}\} \) is a basis for \( M_{\lambda_v,\mathbb{C}} \) then we can write

\[
[\pi_v]^{v_v} = \sum_{i_v, \alpha_v} X_{i_v}^{v_v} \otimes W_{i_v, \alpha_v, \varepsilon_v, v} \otimes m_{\alpha_v},
\]

where \( X_{i_v}^{v_v} = X_{i_1,v} \wedge X_{i_2,v} \wedge \cdots \wedge X_{i_{b_v},v} \) for \( i_v = (i_1, i_2, \cdots, i_{b_v}) \).
Similarly, consider the contragredient representation \( \tilde{\pi} \) and suppose \( \eta \) is a permissible signature for \( \tilde{\pi} \). We fix a generator for the top-degree cohomology for \( \tilde{\pi} \): 
\[
[\tilde{\pi}_v]^{\eta_v} = \sum_{\beta_v, \eta_v} X^\beta_v \otimes \bar{W}_{\beta_v, \eta_v, v} \otimes \bar{m}_{\beta_v}.
\]

### 3.2.3. The Betti–Whittaker classes

If \( \pi \in \text{Coh}(G, \lambda, K_f) \) and \( \sigma \in \text{Aut}(\mathbb{C}) \) then by a well-known result of Clozel ([11, Thm. 3.13]) we have \( \sigma \pi \in \text{Coh}(G, \sigma \lambda, K_f) \). Following [35 Def./Prop. 3.3], the Betti-Whittaker periods \( \varphi^\sigma(\pi) \in \mathbb{C}^\times \) can be chosen in such a way that the following diagram commutes:

\[
\begin{array}{ccc}
W(\pi_f) & \xrightarrow{\mathcal{F}_{b,\varepsilon}(\pi)} & H^\iota_b(S^G_{K_f}, \tilde{M}_{\lambda, \mathbb{C}})(\pi_f \times \varepsilon) \\
\downarrow & & \downarrow \\
W(\sigma \pi_f) & \xrightarrow{\mathcal{F}_{b,\varepsilon}(\sigma \pi_f)} & H^\iota_b(S^G_{K_f}, \tilde{M}_{\sigma \lambda, \mathbb{C}})(\sigma \pi_f \times \varepsilon)
\end{array}
\]

where \( \mathcal{F}_{b,\varepsilon}(\pi) = \mathcal{F}_{b,\varepsilon}(\pi)/\mathcal{p}^\sigma(\pi) \) and \( \mathcal{F}_{b,\varepsilon}(\sigma \pi_f) = \mathcal{F}_{b,\varepsilon}(\sigma \pi_f)/\mathcal{p}^\sigma(\sigma \pi_f) \), which preserve rational structures on either side. The rationality field \( \mathbb{Q}(\pi) \) is defined as in [17 §7.1]. The collection \( \{\varphi^\sigma(\pi) : \sigma \in \text{Aut}(\mathbb{C})\} \) is well-defined in \( (\mathbb{Q}(\pi) \otimes \mathbb{C})^\times/(\mathbb{Q}(\pi))^\times \). Similarly, we have the Betti-Whittaker periods \( \varphi^\sigma(\tilde{\pi}) \) for \( \tilde{\pi} \) and \( \eta \) by considering cuspidal cohomology in top-degree. (Let’s note here that in [34], the right vertical arrow mapped the \( \pi_f \times \varepsilon \)-isotypic component to the \( \sigma \pi_f \times \varepsilon \)-isotypic component; this is a small mistake as the map induced by \( \sigma \) in cohomology maps the \( \pi_f \times \varepsilon \)-isotypic component to the \( \sigma \pi_f \times \varepsilon \)-isotypic component; see [34] for more explanations on this issue.)

### 3.2.4. The rational cohomology classes

Recall that for any finite place \( v \), \( W_v = W_{\pi_v} \) stands for the essential vector of \( \pi_v \) in its \( \psi_v \)-Whittaker model \( W(\pi_v, \psi_v) \). Let \( W_f = \otimes W_v \in W(\pi_f) \).

Similarly, \( W_v = W_{\tilde{\pi}_v} \in W(\tilde{\pi}_v, \psi_v^{-1}) \) is the essential vector, and \( W_f = \otimes W_v \in W(\tilde{\pi}_f) \). It follows from [32 Sect. 3.1.3] and [32 Prop. 3.21] that for any \( \sigma \in \text{Aut}(\mathbb{C}) \) we have \( \sigma W_{\pi_v} = W_{\sigma \pi_v} \). Define:

\[
\vartheta_{b,\varepsilon} := \mathcal{F}_{b,\varepsilon}(W_f) \quad \text{and} \quad \vartheta_{t,\eta} := \mathcal{F}_{t,\eta}(W_f),
\]

where it is understood that \( \varepsilon \) and \( \eta \) are permissible signatures. It follows from the definition of the periods, and the above rationality properties of \( W_f \) and \( W_f \) that the normalized classes:

\[
\vartheta_{b,\varepsilon}^\sigma := \vartheta_{b,\varepsilon}/\varphi^\sigma(\pi) \quad \text{and} \quad \vartheta_{t,\eta}^\sigma := \vartheta_{t,\eta}/\varphi^\sigma(\tilde{\pi})
\]

are rational, i.e., \( \vartheta_{b,\varepsilon}^\sigma \in H^\iota_b(S^G_{K_f}, \tilde{M}_{\lambda, E}) \) and \( \vartheta_{t,\eta}^\sigma \in H^\iota_b(S^G_{K_f}, \tilde{M}_{\lambda, E}) \) for \( E \) as before. Note that \( E \) being large enough has the effect that the Hecke-summand \( \pi_f^K \times \varepsilon \) splits off in inner cohomology, and similarly for \( \tilde{\pi}_f^K \times \eta \).

### 3.2.5. Integral cohomology and refined periods

We now define an integral structure on these cohomology groups through a sub sheaf \( M_{\lambda, O} \subset M_{\lambda, E} \subset M_{\lambda, \mathbb{C}} = M_{\lambda} \). For a precise definition of these integral sheaves, see [19, §2]. These inclusions induce the following maps on inner cohomology:

\[
H^i_b(S^G_{K_f}, \tilde{M}_{\lambda, O}) \to H^i_b(S^G_{K_f}, \tilde{M}_{\lambda, E}) \to H^i_b(S^G_{K_f}, \tilde{M}_{\lambda, \mathbb{C}}) = H^i_b(S^G_{K_f}, \tilde{M}_{\lambda, E}) \otimes \mathbb{C}.
\]

The first map here is in general not injective and we define our integral cohomology

\[
\bar{H}^i_b(S^G_{K_f}, \tilde{M}_{\lambda, O}) = \text{Image} \left( H^i_b(S^G_{K_f}, \tilde{M}_{\lambda, O}) \to H^i_b(S^G_{K_f}, \tilde{M}_{\lambda, E}) \right).
\]

Define \( \bar{H}^i_b(S^G_{K_f}, \tilde{M}_{\lambda, O}) \) in a similar manner. These integral cohomology groups are \( \mathcal{O} \)-lattices of full rank in the respective rational cohomology groups. They are stable under the action of \( \mathcal{H}^G_{K_f} \times \pi_0(G(\mathbb{R})) \) for a suitably renormalized action of Hecke operators (see §4.3 below), and hence we can define isotypic components:

\[
\bar{H}^i_b(S^G_{K_f}, \tilde{M}_{\lambda, O})(\pi^K_f \times \varepsilon) \quad \text{and} \quad \bar{H}^i_b(S^G_{K_f}, \tilde{M}_{\lambda, O})(\tilde{\pi}^{K_f} \times \eta).
\]
Thus, we have
\[ H^i_f(S^G_{K_f}, \widetilde{M}_{\lambda,C})(\pi^K_f \times \varepsilon) \subseteq H^i_f(S^G_{K_f}, \widetilde{M}_{\lambda,E})(\pi^K_f \times \varepsilon) \ni \vartheta_{b,\varepsilon}(\pi), \]
and similarly,
\[ \tilde{H}^i_f(S^G_{K_f}, \widetilde{M}_{\lambda,C})(\pi^K_f \times \eta) \subseteq H^i_f(S^G_{K_f}, \widetilde{M}_{\lambda,E})(\pi^K_f \times \eta) \ni \tilde{\vartheta}_{t,\eta}(\pi). \]

So far \( K_f \) could have been any open compact-subgroup of \( G(\mathbb{A}_f) \) which is deep enough so that the vector \( W_f \) built out of essential vectors is \( K_f \)-fixed. However, we now choose \( K_f \) optimally so that \( \pi^K_f \) is a one-dimensional space; this is possible via the main results of [28] about conductors of representations. In particular, \( H^i_f(S^G_{K_f}, \widetilde{M}_{\lambda,E})(\pi^K_f \times \varepsilon) \) is a one-dimensional \( E \)-vector space, and \( \tilde{H}^i_f(S^G_{K_f}, \widetilde{M}_{\lambda,C})(\pi^K_f \times \varepsilon) \) is a free rank-one \( \mathcal{O} \)-submodule. We refine the definition of our periods \( p^\varepsilon(\pi) \) and \( q^\eta(\pi) \) such that
\[ \vartheta_{b,\varepsilon}/p^\varepsilon(\pi) = \vartheta_{b,\varepsilon} \in \tilde{H}^i_f(S^G_{K_f}, \widetilde{M}_{\lambda,C})(\pi_f \times \varepsilon), \]
(3.2.2)\[ \tilde{\vartheta}_{t,\eta}/q^\eta(\pi) = \tilde{\vartheta}_{t,\eta} \in H^i_f(S^G_{K_f}, \widetilde{M}_{\lambda,C})(\pi_f \times \eta), \]
and that \( \vartheta_{b,\varepsilon}^\eta \) and \( \tilde{\vartheta}_{t,\eta}^\eta \) are generators of these rank one \( \mathcal{O} \)-modules.

### 3.3. Cohomological pairing and the main theorem on adjoint \( L \)-values.

#### 3.3.1. The main idea behind the rationality result.

Consider the Whittaker spaces of \( \pi_f \) and \( \tilde{\pi}_f \). Tacking on certain `cohomological vectors,’ we can go into the space of cusp forms \( V_{\pi} \) and \( V_{\tilde{\pi}} \) and then take the Petersson inner product. On the other hand, we can map into the bottom and top degree inner cohomology groups and consider the Poincaré duality pairing:
\[\begin{align*}
V^K_{\pi} &\cong W(\pi_f)K_f \otimes W(\pi_{\infty}) & &\otimes & & V^K_{\tilde{\pi}} &\cong W(\tilde{\pi}_f)K_f \otimes W(\tilde{\pi}_{\infty}) \quad \text{C} \\
W(\pi_f)K_f & & & & W(\tilde{\pi}_f)K_f & & \\
H^i_f(S^G_{K_f}, \widetilde{M}_{\lambda,C})(\pi_f \times \varepsilon) & & & & \tilde{H}^i_f(S^G_{K_f}, \widetilde{M}_{\lambda,C})(\tilde{\pi}_f \times \eta) & & \text{C.}
\end{align*}\]

Here the top row is the Petersson inner product and the bottom row is Poincaré duality pairing on cohomology. The vertical maps down to the cohomology groups are isomorphisms and they depend on the choices, \( [\pi_{\infty}]^e \) and \( [\tilde{\pi}_{\infty}]^n \). The Poincaré pairing can be computed after translating into relative Lie algebra cohomology to relate it to the pairing via Petersson inner product. On the other hand, wedge product at the level of differential forms is the same as cup product, i.e., the Poincaré pairing has nice rationality properties.

#### 3.3.2. A cohomological pairing.

For any \( \mathfrak{i} = (i_\alpha) \), \( \mathfrak{a} = (\alpha_v) \), \( \mathfrak{j} = (j_\beta) \), and \( \mathfrak{b} = (\beta_v) \) we let \( \varphi_{\mathfrak{i},\mathfrak{a},\varepsilon} \in V_{\pi} \) and \( \varphi_{\mathfrak{j},\mathfrak{b},\eta} \in V_{\tilde{\pi}} \) be cuspidal automorphic forms corresponding to the Whittaker functions \( W_f \otimes_{v} W_{r,\alpha_v,\varepsilon,v} \) and \( \tilde{W}_f \otimes_{v} \tilde{W}_{r,\beta_v,\eta,v} \), respectively. Then
\[\langle \vartheta_{b,\varepsilon}, \tilde{\vartheta}_{t,\eta} \rangle = \sum_{\mathfrak{i},\mathfrak{j}} \sum_{\mathfrak{a},\mathfrak{b}} \sum_{\mathfrak{e},\mathfrak{b}} s(\mathfrak{i},\mathfrak{j}) s(\mathfrak{a},\mathfrak{b}) \langle \varphi_{\mathfrak{i},\mathfrak{a},\varepsilon}, \varphi_{\mathfrak{j},\mathfrak{b},\eta} \rangle,\]
where \( \langle \cdot, \cdot \rangle \) comes from a canonical pairing \( \mathcal{M}_{\lambda,E} \times \mathcal{M}_{\lambda,E} \to E \) which has been fixed once and for all, and, for the \( \mathfrak{i} \)-sum, \( s(\mathfrak{i},\mathfrak{j}) = \prod \langle e, j_v \rangle \) where \( s(\mathfrak{i},\mathfrak{j}) \) is defined by the formula
\[ X^\varepsilon_{t_1,v} \wedge \cdots \wedge X^\varepsilon_{b_0,v} \wedge X^\varepsilon_{j_1,v} \wedge \cdots \wedge X^\varepsilon_{j_{t,v}} = s(i_{t_1,v},j_v) (X^\varepsilon_{t,v} \wedge \cdots \wedge X^\varepsilon_{b_0+v,t,v}).\]
Using the relationship with the special value of the adjoint $L$-function from the previous section, we get

\[(3.3.1)\] \begin{equation}
\langle \vartheta_{b,\varepsilon}, \tilde{\vartheta}_{t,\eta} \rangle = \frac{c_{\varepsilon}(\pi, \tilde{\pi}, \varepsilon, \eta) \cdot L(1, \text{Ad}^0, \pi)}{\omega_F \cdot \varphi_{\text{ram}}(\pi)}
\end{equation}

where

\[c_{\varepsilon}(\pi, \tilde{\pi}, \varepsilon, \eta) = \prod_{v \in S_{\infty}} \sum_{i,j, \alpha_v, \beta_v} s(i_v, j_v) \cdot \langle m_{\alpha_v}, m_{\beta_v} \rangle \cdot c_{\varepsilon}^0(\pi_v, \alpha_v, \varepsilon, t_v, \tilde{\pi}_v, \beta_v, \eta, v).
\]

By a suitably refined version of Poincare duality (see, for example, Harder \[18, \text{Thm. 4.8.9}\]), we have

\[(3.3.2)\] \begin{equation}
\frac{\langle \vartheta_{b,\varepsilon}, \tilde{\vartheta}_{t,\eta} \rangle}{\varphi_{\varepsilon}(\pi) \cdot \varphi_{\eta}(\pi)} = \langle \vartheta_{b,\varepsilon}, \tilde{\vartheta}_{t,\eta} \rangle \in \mathcal{O}.
\end{equation}

### 3.3.3. Compatibility between the permissible signatures $\varepsilon$ and $\eta$.

**Proposition 3.3.3.** If $\eta \neq (-1)^{n-1} \varepsilon$, then $\langle \vartheta_{b,\varepsilon}, \tilde{\vartheta}_{t,\eta} \rangle = 0$.

**Proof.** At the level of relative Lie algebra cohomology at infinity the $\varepsilon$-isotypic component can pair non-trivially with $\eta$-isotypic component only if $\eta = (-1)^{n-1} \varepsilon$. The proposition follows immediately from this claim.

Since the relevant spaces at infinity are tensor products over the infinite places of the number field $F$, we fix without loss of generality a real place $v$ of $F$. The pairing we are interested in is given by

\[H^{bn}(g_v, K_v^0; \mathcal{W}(\pi_v) \otimes M_{\lambda_v}) \otimes H^{tn}(g_v, K_v^0; \mathcal{W}(\tilde{\pi}_v) \otimes M_{\lambda_v}) \rightarrow \mathbb{C}
\]

\[
[\wedge^{bn}(g_v/\mathfrak{t}_v)^{\vee} \otimes \mathcal{W}(\pi_v) \otimes M_{\lambda_v}]^{K_v^0} \otimes [\wedge^{tn}(g_v/\mathfrak{t}_v)^{\vee} \otimes \mathcal{W}(\tilde{\pi}_v) \otimes M_{\lambda_v}]^{K_v^0} \rightarrow \mathbb{C}.
\]

Let $\delta_n = \delta_{n,v} = \text{Diag}(-1, 1, \ldots, 1) \in K_v/K_v^0$. For each $1 \leq i < j \leq n$, let $X_{ij}$ be the matrix with 1 in the $ij$-th and $ji$-th entry and 0 elsewhere. For each $1 \leq r \leq n-1$, let $X_r$ be the matrix with 1 in the $rr$-th entry, $-1$ in the $(r+1)(r+1)$-th entry, and 0 elsewhere. This collection of vectors form a basis for $g_v/\mathfrak{t}_v$. The action of $K_v/K_v^0$ on $g_v/\mathfrak{t}_v$ is by conjugation and we see easily that $\delta_n \cdot X_r = X_r$ for all $r$, $\delta_n \cdot X_{ij} = X_{ij}$ for all $1 < i < j \leq n$, and $\delta_n \cdot X_{1j} = -X_{1j}$ for all $1 < j \leq n$. Using this one can verify that

\[\langle \delta_n \cdot a, \delta_n \cdot b \rangle = (-1)^{n-1} \langle a, b \rangle.
\]

By taking $a$ in the $\varepsilon$-isotypic component and $b$ in $\eta$-isotypic component we see that

\[\varepsilon(\delta_n)\eta(\delta_n)\langle a, b \rangle = \langle \delta_n \cdot a, \delta_n \cdot b \rangle = (-1)^{n-1} \langle a, b \rangle.
\]

Hence, our claim at the beginning of the proof is true.

The above proposition motivates the notation:

\[\tilde{\varepsilon} = (-1)^{n-1} \varepsilon.
\]

Observe that $\varepsilon$ is permissible for $\pi$ if and only if $\tilde{\varepsilon}$ is permissible for $\tilde{\pi}$.\qed
3.3.4. A nonvanishing hypothesis at infinity. The following proposition will be proved in [3] using the methods initiated by Sun [11].

Proposition 3.3.4. $c_\infty(\pi, \tilde{\pi}, \varepsilon, \tilde{\varepsilon}) \neq 0$.

We define a period at infinity as:

$$p_\infty(\pi) := (c_\infty(\pi, \tilde{\pi}, \varepsilon, \tilde{\varepsilon}))^{-1}. \quad (3.3.5)$$

We remark here that there is only one permissible character $\varepsilon$ when $n$ is odd, and that this quantity does not depend on $\varepsilon$ when $n$ is even (see the last paragraph of [10], justifying our notation $p_\infty(\pi)$ not involving $\varepsilon$. We mention the following result en passant.

Proposition 3.3.6. Suppose $F$ is totally real or a totally imaginary quadratic extension of a totally real field, then

$$p_\infty(\sigma(\pi)) = p_\infty(\pi). \quad (3.3.6)$$

Proof. This follows from the Künneth theorem for relative Lie-algebra cohomology applied after the fact that when the base field $F$ is as in the statement, then the action of $\sigma$ on $\pi_\infty$ is basically via permutations; see Gan–Raghuram [7, Prop. 3.2].

3.3.5. The main result on adjoint $L$-values.

Theorem 3.3.7. Let $\pi \in \text{Coh}(G, \lambda, K_f)$ and let $\varepsilon$ be a permissible signature for $\pi$. Define:

$$L^{\text{alg}}(1, \text{Ad}^0, \pi, \varepsilon) := \frac{L(1, \text{Ad}^0, \pi)}{\omega_F \cdot p_{\text{ram}}(\pi) \cdot p_\infty(\pi) \cdot q_{\text{alg}}(\pi)} \cdot q_{\text{alg}}(\tilde{\pi}). \quad (3.3.8)$$

For all $\sigma \in \text{Aut}(\mathbb{C})$ we have

$$\sigma(L^{\text{alg}}(1, \text{Ad}^0, \pi, \varepsilon)) = L^{\text{alg}}(1, \text{Ad}^0, \sigma \pi, \varepsilon). \quad (3.3.9)$$

In particular, $L^{\text{alg}}(1, \text{Ad}^0, \pi, \varepsilon) \in \mathbb{Q}(\pi)$. Furthermore, keeping in mind the refined periods, we have $L^{\text{alg}}(1, \text{Ad}^0, \pi, \varepsilon) \in \mathcal{O}$.

Proof. We know from (3.2.2), (3.3.1), (3.3.2), and (3.3.5) that

$$L^{\text{alg}}(1, \text{Ad}^0, \pi, \varepsilon) = (\tilde{\vartheta}_{b, \varepsilon}^c, \tilde{\vartheta}_{t, \varepsilon}^c) \in \mathcal{O}. \quad (3.3.10)$$

By definition of the periods, we also know that

$$\sigma \tilde{\vartheta}_{b, \varepsilon}^c(\pi) = \tilde{\vartheta}_{b, \varepsilon}^c(\sigma \pi) \quad \text{and} \quad \sigma \tilde{\vartheta}_{t, \varepsilon}^c(\pi) = \tilde{\vartheta}_{t, \varepsilon}^c(\sigma \pi). \quad (3.3.11)$$

Applying $\sigma$ to (3.3.8) above gives:

$$\sigma(L^{\text{alg}}(1, \text{Ad}^0, \pi, \varepsilon)) = \sigma((\tilde{\vartheta}_{b, \varepsilon}^c(\pi), \tilde{\vartheta}_{t, \varepsilon}^c(\pi))) = (\tilde{\vartheta}_{b, \varepsilon}^c(\sigma \pi), \tilde{\vartheta}_{t, \varepsilon}^c(\sigma \pi)) = L^{\text{alg}}(1, \text{Ad}^0, \sigma \pi, \varepsilon). \quad (3.3.12)$$

Here the second equality follows from the $\sigma$-equivariance of Poincaré duality.

The following piquant period relation, which is an easy corollary of the above theorem, is a generalization of a result of Shimura for Hilbert modular forms [40 Thm. 4.3, II] that says that the product $c'(f)c^{-\varepsilon}(f)$ of a period and its ‘complementary’ period attached to a holomorphic cuspidal Hilbert modular form $f$ is essentially the Petersson norm of $f$. Such a period relation was hinted at in the last paragraph of the article [3].

Corollary 3.3.10. Suppose the base field $F$ has at least one real place, and suppose $n$ is even. Let $\pi \in \text{Coh}(G, \lambda, K_f)$. For any two characters $\varepsilon_1$ and $\varepsilon_2$ we have:

$$p^{\varepsilon_1}(\pi) \cdot q^{-\varepsilon_1}(\tilde{\pi}) \approx p^{\varepsilon_2}(\pi) \cdot q^{-\varepsilon_2}(\tilde{\pi}),$$

where by $\approx$ we mean up to an element of the number field $\mathbb{Q}(\pi)$. Moreover, the ratio of the left hand side by the right hand side is $\text{Aut}(\mathbb{C})$-equivariant.
3.4. On the criticality of the adjoint $L$-function at $s = 1$. Following Deligne \[3\], we will say $s = s_0$ is critical if and only if $L_\infty(s, Ad^0, \pi)$ and $L_\infty(1 - s, (Ad^0)^*, \pi)$ are regular (i.e., no poles) at $s = s_0$. Since $(Ad^0)^* = Ad^0$, we see that $s = 1$ is critical if and only if both $L_\infty(1, Ad^0, \pi)$ and $L_\infty(0, Ad^0, \pi)$ are regular.

Proposition 3.4.1. The point $s = 1$ is critical for $L(s, Ad^0, \pi)$ if and only if $n = 2$ and $F$ is totally real.

Proof. Suppose $F$ has a complex place, say $v$. Let $\nu_L(\pi_v)$ denote the Langlands parameter—which is an $n$-dimensional semi-simple representation of the Weil group $W_C \simeq C^\times$ of $C$—of the representation $\pi_v$ of $GL_n(C)$. Using the local Langlands correspondence for $GL_n(C)$ (see \[34\] and explicit knowledge of $\pi_v$ (see, for example, \[34\] Sect. 2.4.2)), we have $\nu_L(\pi_v) = \oplus_{-i,j \leq n} z^{a_i} \bar{z}^{b_i}$ for half-integers $a_i, b_i$. Hence

$$\nu_L(\pi_v) \otimes \nu_L(\bar{\pi}_v) = \bigoplus_{1 \leq i,j \leq n} z^{a_i} \bar{z}^{b_i}.$$

We know that $L(s, z^p \bar{z}^q) = 2(2\pi)^{-\frac{n}{2}+p+q}(s+p)$ where $p_0 = \max\{p, q\}$. The trivial character $\mathbb{1}$ appears in $\nu_L(\pi_v) \otimes \nu_L(\bar{\pi}_v)$ at least $n$ times. This implies that $L_\infty(s, Ad^0, \pi)$ has a factor of the form $\Gamma(s)^{n-1}$. Since $n \geq 2$, this implies that $L_\infty(s, Ad^0, \pi)$ is not regular at $s = 0$. Hence, if $F$ has a complex place then $s = 1$ is not critical for $L(s, Ad^0, \pi)$.

Now suppose that $F$ is totally real. Then using \[30\] and \[34\] § 2.4.1, the Langlands parameters of $\pi_v$ and $\bar{\pi}_v$ for any infinite place $v$ are given by:

$$\nu_L(\pi_v) = I(\chi_1)(-w/2) + \cdots + I(\chi_{n/2})(-w/2),$$

and

$$\nu_L(\bar{\pi}_v) = I(\chi_1)(w/2) + \cdots + I(\chi_{n/2})(w/2)$$

when $n$ is even, and

$$\nu_L(\pi_v) = I(\chi_1)(-w/2) + \cdots + I(\chi_{n/2})(-w/2) + \varepsilon(-w/2),$$

and

$$\nu_L(\bar{\pi}_v) = I(\chi_1)(w/2) + \cdots + I(\chi_{n/2})(w/2) + \varepsilon(w/2)$$

when $n$ is odd; where, $l_j \geq 1$ and $w$ are integers, and $I(\chi_1)$ stands for the representation of the Weil group $W_R$ of $R$ induced from the character $\chi_1$ of $C^\times$ that sends $z = re^{i\theta}$ to $e^{i\theta}$. Consider two sub-cases:

- Suppose $F$ is totally real and $n \geq 3$, then $\mathbb{1}$ appears at least twice in $\nu_L(\pi_v) \otimes \nu_L(\bar{\pi}_v)$. Hence $\Gamma(s/2)$ is a factor of $L_\infty(s, Ad^0, \pi)$ and $s = 1$ is not critical for $L(s, Ad^0, \pi)$.

- Finally, suppose $F$ is totally real and $n = 2$, then we see that

$$\nu_L(\pi_v) \otimes \nu_L(\bar{\pi}_v) = I(\chi_{2l_1}) \oplus (\text{sgn}) \oplus \mathbb{1}.$$

This implies that up to nonzero constants and exponential factors,

$$L_\infty(s, Ad^0, \pi) \sim \Gamma(s + l_1)\Gamma\left(\frac{s + 1}{2}\right).$$

Hence $s = 1$ is critical.

This completes the proof of the proposition. \qed

3.4.1. A noncritical value for symmetric fourth $L$-function of $GL_2$. Let’s record an interesting consequence of Thm. 3.3.7 for certain symmetric power $L$-functions. The reader should consult \[34\] for details concerning symmetric power transfers and symmetric power $L$-functions.

Let $\pi$ be a cohomological cuspidal automorphic representation of $GL_2/F$, and assume that the central character of $\pi$ is trivial. In particular $\pi = \pi$ and $L(1, Ad^0, \pi) = L(s, Sym^2(\pi))$. We have:

$$(3.4.2) \quad L(1, Sym^2(\pi)) \approx \omega_F \cdot p_{\text{ram}}(\pi) \cdot p_\infty(\pi) \cdot p_{\varepsilon}(\pi) \cdot q^{-\varepsilon(\pi)},$$

for any character $\varepsilon$, and by $\approx$ we mean up to an element of the rationality field $\mathbb{Q}(\pi)$. Note that $L(1, Sym^2(\pi))$ is critical if and only if $F$ is totally real. Furthermore, $L(1, Sym^2(\pi)) \neq 0$. 

Assume $\pi$ is not dihedral, and so its symmetric square transfer $\text{Sym}^2(\pi)$ is also a cuspidal automorphic representation; see [3]. Also, as explained in [34], we know that $\text{Sym}^2(\pi)$ is cohomological. Since $\pi$ is self-dual, so is $\text{Sym}^2(\pi)$; we have:

$$L(s, \text{Sym}^2(\pi) \times \text{Sym}^2(\pi)) = L(s, \text{Sym}^4(\pi))L(s, \text{Sym}^2(\pi))\zeta_F(s),$$

which may be checked by checking equality locally everywhere. In particular, we have:

$$L(s, \text{Ad}^\circ, \text{Sym}^2(\pi)) = L(s, \text{Sym}^4(\pi))L(s, \text{Sym}^2(\pi)),$$

and they are all nonzero at $s = 1$. Applying Thm. [3.4.7] to $L(s, \text{Ad}^\circ, \text{Sym}^2(\pi))$ and using [3.4.2], we get:

$$(3.4.3) \quad L(1, \text{Sym}^4(\pi)) \approx \prod_{}\text{ram}(\text{Sym}^2(\pi)) \cdot p_{\infty}(\text{Sym}^2(\pi)) \cdot p^2(\text{Sym}^2(\pi)),$$

where we take $\eta$ to be the permissible character for $\text{Sym}^2(\pi)$. Note that both $L(1, \text{Ad}^\circ, \text{Sym}^2(\pi))$ and $L(1, \text{Sym}^4(\pi))$ are non-critical $L$-values.

Clearly, both (3.4.2) and (3.4.3) can be stated in a Galois-equivariant fashion. Using results in [32] and [34], we may proceed in this fashion, and by induction, get algebraicity results for $L(1, \text{Sym}^{2m}(\pi))$, which are unconditional for $m \leq 4$, and depend on unproven instances of Langlands’s functoriality for higher even symmetric powers.

4. Discriminant calculations and cohomological congruences

4.1. Some linear algebra. Recall that $E$ is an extension of $\mathbb{Q}_p$ as in the introduction, and denote the residue field $\mathcal{O}/\mathfrak{p}$ by $\kappa$. Let $V$ and $\hat{V}$ be finite-dimensional vector spaces over a field $E$. Let $L$ and $\hat{L}$ be $\mathcal{O}$-lattices in $V$ and $\hat{V}$, respectively. Consider a non-degenerate bilinear form $\langle \ , \ \rangle : V \times \hat{V} \to E$. For the lattice $L$, define its dual lattice to be $L^* = \{v \in \hat{V} \mid \langle v, w \rangle \in \mathcal{O}, \forall w \in L\}$. One can similarly define $\hat{L}^*$, the dual lattice for $\hat{L}$ in $\hat{V}$. We say that the pairing restricts to a perfect pairing $L \times \hat{L} \to \mathcal{O}$ if $L^* = \hat{L}$ and $\hat{L}^* = L$.

Let $V = V_1 \oplus V_2$ and $\hat{V} = \hat{V}_1 \oplus \hat{V}_2$ be decompositions of $V$ and $\hat{V}$ into subspaces that respect the pairing above (i.e., $V_1 \perp \hat{V}_2$ and $V_2 \perp \hat{V}_1$). Let $\pi_i$ be the projections of $V$ onto $V_i$ and let $\hat{\pi}_i$ be projections of $\hat{V}$ onto $\hat{V}_i$. For $i = 1, 2$, define

$$L_i = L \cap V_i, \quad \hat{L}_i = \hat{L} \cap \hat{V}_i \quad \text{and} \quad \Lambda_i = \pi_i(L), \quad \hat{\Lambda}_i = \hat{\pi}_i(\hat{L}).$$

We are interested in the congruence module for the lattice $L$ with respect to this decomposition. This is defined as

$$\mathcal{C}(L; V_1, V_2) := \frac{\Lambda_1 \oplus \Lambda_2}{L} \cong \frac{L}{L_1 \oplus L_2}.$$

We know that the projection maps induce the following isomorphisms:

$$\Lambda_1 \xrightarrow{\pi_1} \frac{L}{L_1 \oplus L_2} \xrightarrow{\pi_2} \Lambda_2.$$

In order to produce congruences we need to show that $\mathcal{C}(L; V_1, V_2) \neq 0$. We know that

$$\text{disc}(L_1 \times \hat{L}_1) = \mathcal{O} \times |\hat{L}_1^*/L_1|,$$

where $\hat{L}_1^* = \{v \in V_1 \mid \langle v, w \rangle \in \mathcal{O}, \forall w \in \hat{L}_1\}$. The following lemma shows that the congruence module is nonzero if and only if $v_{\mathfrak{p}}(\text{disc}(L_1 \times \hat{L}_1)) > 0$.

Lemma 4.1.1. $\Lambda_1 = \hat{L}_1^*$.

Proof. One can check that $\Lambda_1 \subset \hat{L}_1^*$. Let $u_1, \ldots, u_s$ be a basis for $L$ such that $u_1, \ldots, u_s$ is a basis for $\hat{L}_1$. Let $u_1^*, \ldots, u_s^*$ be the corresponding dual basis for the dual lattice $L$. It is then easy to check that $\pi_1(u_1^*), \ldots, \pi_1(u_s^*)$ is a basis for $V_1$ and they generate the lattice $\Lambda_1$ over $\mathcal{O}$. Let $v \in \hat{L}_1^*$, write $v = \sum a_i \pi_1(u_i^*)$ with $a_i \in E$. Then $\mathcal{O} \ni \langle v, u_i \rangle = \sum a_j \langle \pi_1(u_j^*), u_i \rangle = a_i$. □
Now let $\mathcal{H}^\circ \subset \text{End}_\mathcal{O}(L)$ be the subalgebra generated by a collection of pairwise commuting operators acting on $L$ and let $\mathcal{H}_E^\circ = \mathcal{H}^\circ \otimes E \subset \text{End}_E(V)$. The decomposition $V = V_1 \oplus V_2$ gives rise to idempotents $e_1, e_2 \in \mathcal{H}_E^\circ$. Let $\mathcal{H}_1^\circ = \mathcal{H}^\circ \cap e_1\mathcal{H}_E^\circ$, and we define the congruence module

$$Q(\mathcal{H}^\circ; e_1, e_2) = \frac{\mathcal{H}^\circ}{\mathcal{H}_1^\circ \oplus \mathcal{H}_2^\circ} \cong e_1\mathcal{H}^\circ.$$

There is a natural map $Q(\mathcal{H}^\circ; e_1, e_2) \to \text{End}_\mathcal{O}(\mathcal{C}(L; V_1, V_2))$, and the image of this map is the subalgebra generated by the operators induced by $T \in \mathcal{H}^\circ$. Clearly, we have

$$\mathcal{C}(L; V_1, V_2) \neq 0 \implies Q(\mathcal{H}^\circ; e_1, e_2) \neq 0.$$ 

Suppose $Q(\mathcal{H}^\circ; e_1, e_2) \neq 0$, then there exist maximal ideals $\mathfrak{m}_1, \mathfrak{m}_1$ and $\mathfrak{m}_2$ such that $\mathcal{H}_1^\circ \oplus \mathcal{H}_2^\circ \subset \mathfrak{m} \subset \mathcal{H}^\circ$, $\mathcal{H}_1^\circ \subset \mathfrak{m}_1 \subset e_1\mathcal{H}^\circ$, and $\mathcal{H}_2^\circ \subset \mathfrak{m}_2 \subset e_2\mathcal{H}^\circ$.

We then have the following commutative diagram:

```
\[
\begin{array}{ccc}
\mathcal{H}^\circ & \xrightarrow{\chi_1} & e_2\mathcal{H}^\circ \\
\updownarrow e_1\mathcal{H}^\circ & & \updownarrow e_2\mathcal{H}^\circ \\
e_1\mathcal{H}^\circ/\mathfrak{m}_1 & \sim & e_2\mathcal{H}^\circ/\mathfrak{m}_2
\end{array}
\]
```

The maps $\chi_1$ and $\tilde{\chi}_1$ are induced by $\pi$ and we define $\tilde{\chi}_2$ by the commutativity of the diagram. A lemma of Deligne and Serre ([4 Lemma 6.11]) gives us a character $\chi_2$ that lifts $\tilde{\chi}_2$ and a Hecke eigenclass in $\Theta \in L_2$ such that the Hecke operators act on $\Theta$ via $\chi_2$, after possibly enlarging $E$.

### 4.2. Discriminants and congruence modules

Let $\lambda$ be a strongly-pure dominant integral weight, and $\pi \in \text{Coh}(G, K_f, \lambda)$ as before.

#### 4.2.1. Case I.

We consider the following finite-dimensional vector spaces over $E$:

$$V = H^l_1(S^G_{K_f}, \widetilde{M}_\lambda; E) \quad \text{and} \quad \tilde{V} = H^l_1(S^G_{K_f}, \widetilde{M}_{\lambda,E}).$$

Let $V_1$ and $\tilde{V}_1$ be the following subspaces of $V$ and $\tilde{V}$, respectively:

$$V_1 = \bigoplus_{\varepsilon} H^b_1(S^G_{K_f}, \widetilde{M}_\lambda; E; \pi_f \times \varepsilon) \quad \text{and} \quad \tilde{V}_1 = \bigoplus_{\varepsilon} H^l_1(S^G_{K_f}, \widetilde{M}_{\lambda,E}; \tilde{\pi}_f \times \tilde{\varepsilon}),$$

where the direct sum is over characters $\varepsilon$ on $K_f \setminus K_{\infty}$ that are permissible for $\pi$. Let $V_2$ (resp., $\tilde{V}_2$) be a Hecke complement of $V_1$ (resp., $\tilde{V}_1$) in $V$ (resp., $\tilde{V}$). Let $L$ and $\tilde{L}$ be the following lattices in $V$ and $\tilde{V}$, respectively:

$$L = H^l_1(S^G_{K_f}, \widetilde{M}_\lambda; \mathcal{O}) \quad \text{and} \quad \tilde{L} = H^l_1(S^G_{K_f}, \widetilde{M}_{\lambda,E}).$$

We see that

$$L_1 = L \cap V_1 = \bigoplus_{\varepsilon} \tilde{H}^b_1(S^G_{K_f}, \widetilde{M}_\lambda; \mathcal{O})(\pi_f \times \varepsilon), \quad \text{and} \quad \tilde{L}_1 = \tilde{L} \cap \tilde{V}_1 = \bigoplus_{\varepsilon} \tilde{H}^l_1(S^G_{K_f}, \widetilde{M}_{\lambda,E})(\tilde{\pi}_f \times \tilde{\varepsilon}).$$

Cup product induces the following bilinear forms:

$$\langle , \rangle : V \times \tilde{V} \to E \quad \text{and} \quad \langle , \rangle : L \times \tilde{L} \to \mathcal{O}.$$ 

The first pairing is non-degenerate. We assume that the second pairing is perfect, i.e., the induced maps $L \to \text{Hom}_{\mathcal{O}}(\tilde{L}, \mathcal{O})$ and $\tilde{L} \to \text{Hom}_{\mathcal{O}}(L, \mathcal{O})$ are isomorphisms. There is a finite
set of rational primes $S_1$ outside which the perfectness assumption holds; see the discussion in §1.2.4 below, and especially see (1.2.6).

This puts us in the situation of §1.1 and we consider the congruence module $\mathcal{C}(L; V_1, V_2)$ of the lattice associated to this decomposition. We have chosen an $\mathcal{O}$-basis $\{\vartheta^0_{t,\varepsilon}(\pi)\}_\varepsilon$ (resp., $\{\vartheta^0_{t,\varepsilon}(\tilde{\pi})\}_\varepsilon$) for $L_1$ (resp., $\tilde{L}_1$). The discriminant with respect to this basis is

\begin{equation}
\text{disc}(L_1 \otimes \tilde{L}_1) = \prod_{\varepsilon} \langle \vartheta^0_{t,\varepsilon}(\pi), \vartheta^0_{t,\varepsilon}(\tilde{\pi}) \rangle,
\end{equation}

since the $(\pi \times \varepsilon)$-component of $V$ pairs non-trivially only with the $(\tilde{\pi} \times \varepsilon)$-component of $\tilde{V}$. This shows that the congruence module for $L$ is zero if and only if the above discriminant is a unit in $\mathcal{O}$. If for some $\varepsilon$,

\begin{equation}
v_p(L^{\text{alg}}(1, \text{Ad}^0, \pi, \varepsilon)) > 0 \implies v_p\left(\prod_{\varepsilon} L^{\text{alg}}(1, \text{Ad}^0, \pi, \varepsilon)\right) > 0
\end{equation}

\begin{equation}
\iff v_p(\text{disc}(L_1 \otimes \tilde{L}_1)) > 0, \quad \text{(by (4.3.9) and (4.2.1))}
\end{equation}

Now using the discussion leading up to (1.1.2) we get $\varphi \in \text{Supp}_\mathcal{O}(\mathcal{C}(L; V_1, V_2))$. This implies that there is Hecke module $\pi'_{\varepsilon}$ contributing to $V_2$ which is congruent to $\pi_\varepsilon$; this $\pi'_{\varepsilon}$ corresponds to the character $\chi_2$ produced by the Deligne–Serre lemma as above. In other words, we get that an automorphic representation $\pi'$ whose finite part contributes to inner cohomology, and by definition of $V_1$ we know that $\pi' \neq \pi$, and such that $\pi' \equiv \pi \pmod{\varphi}$.

### 4.2.2. Case II

We now assume that the weight $\lambda$ is parallel, see [34, §2.3.4] for the precise definition. This implies that for any $\sigma \in \text{Aut}(\mathbb{C})$, the representation $\sigma \pi$ is also cohomological with respect to the weight $\lambda$. Consider the finite-dimensional vector spaces over $E$:

\begin{equation}
V = H_1^i(S_{K_\varepsilon}^G, \tilde{M}_{\lambda, E}) \quad \text{and} \quad \tilde{V} = H_1^i(S_{K_\varepsilon}^G, \tilde{M}_{\lambda, E}).
\end{equation}

Let $V_1$ and $\tilde{V}_1$ be the following subspaces of $V$ and $\tilde{V}$, respectively:

\begin{equation}
V_1 = \bigoplus_{\sigma, \varepsilon} H_1^i(S_{K_\varepsilon}^G, \tilde{M}_{\lambda, E})(\sigma \pi_\varepsilon \times \varepsilon) \quad \text{and} \quad \tilde{V}_1 = \bigoplus_{\sigma, \varepsilon} H_1^i(S_{K_\varepsilon}^G, \tilde{M}_{\lambda, E})(\sigma \pi_\varepsilon \times \tilde{\varepsilon}),
\end{equation}

where the direct sum is over characters $\varepsilon$ on $K_\varepsilon / K_{\varepsilon}$ that are permissible for $\pi$ and over $\sigma$ which runs over the finite set of all embeddings $\mathbb{Q}(\pi) \rightarrow \mathbb{C}$. Let $V_2$ (resp., $\tilde{V}_2$) be a Hecke-complement of $V_1$ (resp., $\tilde{V}_1$) in $V$ (resp., $\tilde{V}$). Let $L$ and $\tilde{L}$ be the following lattices in $V$ and $\tilde{V}$, respectively:

\begin{equation}
L = H_1^i(S_{K_\varepsilon}^G, \tilde{M}_{\lambda, \mathcal{O}}) \quad \text{and} \quad \tilde{L} = H_1^i(S_{K_\varepsilon}^G, \tilde{M}_{\lambda, \mathcal{O}}).
\end{equation}

We see that

\begin{equation}
L_1 = L \cap V_1 \supseteq L(\pi) := \bigoplus_{\sigma, \varepsilon} H_1^i(S_{K_\varepsilon}^G, \tilde{M}_{\lambda, \mathcal{O}})(\sigma \pi_\varepsilon \times \varepsilon), \quad \text{and}
\end{equation}

\begin{equation}
\tilde{L}_1 = \tilde{L} \cap \tilde{V}_1 \supseteq \tilde{L}(\pi) := \bigoplus_{\sigma, \varepsilon} H_1^i(S_{K_\varepsilon}^G, \tilde{M}_{\lambda, \mathcal{O}})(\sigma \pi_\varepsilon \times \tilde{\varepsilon}).
\end{equation}

We further assume that after excluding a finite set of rational primes if necessary the above inclusions are equalities. As before, cup product induces the following bilinear forms:

\begin{equation}
\langle \ , \ : V \times \tilde{V} \rightarrow E \quad \text{and} \quad \langle \ , \ : L \times \tilde{L} \rightarrow \mathcal{O}.
\end{equation}

The first pairing is non-degenerate and the second pairing is perfect after excluding a finite set $S_2$ of primes, where

\begin{equation}
S_2 = S_1 \cup \{p : L(\pi) \not\subseteq L_1\}.
\end{equation}

We now have $\mathcal{O}$-bases $\{\vartheta^0_{t,\varepsilon}(\sigma \pi_\varepsilon)\}_{\sigma, \varepsilon}$ and $\{\vartheta^0_{t,\varepsilon}(\sigma \tilde{\pi}_\varepsilon)\}_{\sigma, \varepsilon}$ for $L(\pi)$ and $\tilde{L}(\tilde{\pi})$ respectively. Calculating the discriminant with respect to this basis, we see that

\begin{equation}
\text{disc}(L(\pi) \otimes \tilde{L}(\tilde{\pi})) = \prod_{\sigma, \varepsilon} \langle \vartheta^0_{t,\varepsilon}(\sigma \pi_\varepsilon), \vartheta^0_{t,\varepsilon}(\sigma \tilde{\pi}_\varepsilon) \rangle.
\end{equation}
since the \((σ π \times ε)\)-component of \(V\) pairs non-trivially with the \((τ \tilde{π} \times \tilde{ε})\)-component of \(\tilde{V}\) if and only if \(σ = τ\). Since the discriminants of \(L(π) \otimes L(\tilde{π})\) and \(L_1 \otimes \tilde{L}_1\) differ by a unit in \(O\), for any \(ε\) we have
\[
v_ϕ(L^{alg}(1, Ad^0, π, ε)) > 0 \implies v_ϕ(\prod_ε L^{alg}(1, Ad^0, σ π, ε)) > 0
\]
\[
\iff v_ϕ(disc(L_1 \otimes \tilde{L}_1)) > 0
\]
\[
\iff ϕ \in \text{Supp}_O(C(L; V_1, V_2)).
\]
As before, we get that an automorphic representation \(π'\) whose finite part contributes to \(V_2\), and by definition of \(V_1\) we know that \(π' \neq σ π\), and such that \(π' \equiv π\) (mod \(ϕ\)).

4.2.3. Case III. We continue with our assumption that \(λ\) is parallel and consider the following finite-dimensional vector spaces over \(E\).
\[
V = \bigoplus_{σ, ε} H^b(S^G_{K_f}, \widetilde{M}_{λ,E})((π f × ε) \times V) \quad \text{and} \quad \tilde{V} = \bigoplus_{σ, ε} H^b(S^G_{K_f}, \widetilde{M}_{λ,E})((π f × \tilde{ε})).
\]
Let \(V_1\) and \(\tilde{V}_1\) be the following subspaces of \(V\) and \(\tilde{V}\), respectively:
\[
V_1 = \bigoplus_ε H^b(S^G_{K_f}, \widetilde{M}_{λ,E})(π f × ε) \quad \text{and} \quad \tilde{V}_1 = \bigoplus_ε H^b(S^G_{K_f}, \widetilde{M}_{λ,E})(\tilde{π} f × \tilde{ε}).
\]
(This case is interesting only when \(Q \subseteq Q(π)\) which makes \(V_1 \subseteq V\); see Rem. [1.3.2] below.) Let \(V_2\) (resp., \(\tilde{V}_2\)) be a Hecke-complement of \(V_1\) (resp., \(\tilde{V}_1\)) in \(V\) (resp., \(\tilde{V}\)). Let \(L\) and \(\tilde{L}\) be the following \(O\)-lattices in \(V\) and \(\tilde{V}\), respectively:
\[
L = H^b(S^G_{K_f}, \widetilde{M}_{λ,O}) \cap V \quad \text{and} \quad \tilde{L} = H^b(S^G_{K_f}, \widetilde{M}_{λ,O}) \cap \tilde{V}.
\]
We see that
\[
L_1 = L \cap V_1 = \bigoplus_ε H^b(S^G_{K_f}, \widetilde{M}_{λ,O})(π f × ε) \quad \text{and} \quad \tilde{L}_1 = \tilde{L} \cap \tilde{V}_1 = \bigoplus_ε H^b(S^G_{K_f}, \widetilde{M}_{λ,O})(\tilde{π} f × \tilde{ε}).
\]
Cup product induces the following bilinear forms:
\[
\langle , \rangle : V \times \tilde{V} \to E \quad \text{and} \quad \langle , \rangle : L \times \tilde{L} \to O.
\]
The first pairing is non-degenerate and we assume that the second pairing is perfect after excluding a finite set \(S_3\) of primes. Note that by definition \(S_1 \subseteq S_3\). Calculating the discriminant with respect to the bases \(\{θ^0_{b,ε}(π)\}\) and \(\{θ^0_{l,ε}(π)\}\) for \(L_1\) and \(\tilde{L}_1\), we see that
\[
disc(L_1 \otimes \tilde{L}_1) = \prod_ε \langle θ^0_{b,ε}(π), θ^0_{l,ε}(π) \rangle
\]
since the \((π × ε)\)-component of \(V\) pairs non-trivially only with the \((\tilde{π} × \tilde{ε})\)-component of \(\tilde{V}\). This shows, for any \(ε\), that
\[
v_ϕ(L^{alg}(1, Ad^0, π, ε)) > 0 \implies v_ϕ(\prod_ε L^{alg}(1, Ad^0, σ π, ε)) > 0
\]
\[
\iff v_ϕ(disc(L_1 \otimes \tilde{L}_1)) > 0
\]
\[
\iff ϕ \in \text{Supp}_O(C(L; V_1, V_2)).
\]
These are precisely the primes in \(S_2 \setminus S_1\) and hence Case II and Case III do not occur simultaneously, i.e.,
\[
(4.2.4) \quad S_3 = S_1 \cup \{\text{the congruence primes from Case II}\}.
\]
As before, we get that an automorphic representation \(π'\) whose finite part contributes to \(V_2\), and by definition of \(V_1\), this means that we get an embedding \(σ : Q(π) \to C\) such that \(π' = σ π \neq π\), and such that \(π' \equiv π\) (mod \(ϕ\)).
4.2.4. The excluded primes. We briefly describe the set $S_1$ of excluded primes. This calculation is similar to [9 Thm. 3]. Recall that the set $S_1$ is the set of primes $\varphi$ such that the Poincaré pairing between the following integral cohomology groups

$$\check{H}^b(S_{K_f}^G, \mathcal{M}_{\lambda, \mathcal{O}}) \quad \text{and} \quad \check{H}^1(S_{K_f}^G, \mathcal{M}_{\tilde{\lambda}, \mathcal{O}})$$

is perfect. The paring induces the following maps:

\begin{align}
\check{H}^b(S_{K_f}^G, \mathcal{M}_{\lambda, \mathcal{O}}) &\to \text{Hom}_\mathcal{O}(\check{H}^1(S_{K_f}^G, \mathcal{M}_{\tilde{\lambda}, \mathcal{O}}), \mathcal{O}), \quad \text{and} \\
\check{H}^1(S_{K_f}^G, \mathcal{M}_{\tilde{\lambda}, \mathcal{O}}) &\to \text{Hom}_\mathcal{O}(\check{H}^b(S_{K_f}^G, \mathcal{M}_{\lambda, \mathcal{O}}), \mathcal{O}).
\end{align}

\(4.2.5\)

Since these are free $\mathcal{O}$-modules of finite rank, it suffices to show that one of these maps is an isomorphism and we pick the first one. This map is injective because the corresponding map at the level of rational cohomology

$$\check{H}^1(S_{K_f}^G, \mathcal{M}_{\tilde{\lambda}, \mathcal{O}}) \to \text{Hom}_E(\check{H}^1(S_{K_f}^G, \mathcal{M}_{\tilde{\lambda}, \mathcal{O}}), E)$$

is injective. Moreover, by [18 Thm. 4.8.9], we have the following isomorphism

$$\check{H}^b(S_{K_f}^G, \mathcal{M}_{\lambda, \mathcal{O}}) \to \text{Hom}_\mathcal{O}(\check{H}^b(S_{K_f}^G, \mathcal{M}_{\tilde{\lambda}, \mathcal{O}}), \mathcal{O}).$$

Using the long exact sequence coming from the Borel–Serre compactification of $S_{K_f}^G$ (see, for example, [22 §2]), we see that the obstruction to surjectivity in (4.2.5) is a torsion element of

$$\frac{H^b(S_{K_f}^G, \mathcal{M}_{\lambda, \mathcal{O}})}{H^1(S_{K_f}^G, \mathcal{M}_{\tilde{\lambda}, \mathcal{O}})} \subset H^b(\partial S_{K_f}^G, \mathcal{M}_{\lambda, \mathcal{O}}),$$

where $\partial S_{K_f}^G$ is the Borel–Serre boundary of the compactification. Hence this pairing is perfect if $p \notin S_1$, where

\(4.2.6\)

$$S_1 = \{ p \mid H^b(\partial S_{K_f}^G, \mathcal{M}_{\lambda, \mathcal{O}}) \text{ has } p\text{-torsion} \}.$$ 

We speculate that this set can be shown to be empty in some cases. There is a Hecke action on all the objects considered here and since we are only interested in congruences for $\pi$, we can localize at appropriate maximal ideals. Let $\mathfrak{m}$ denote the maximal ideal corresponding to $\pi$ and $\tilde{\mathfrak{m}}$ denote the maximal ideal corresponding to $\tilde{\pi}$. Since $V_\mathfrak{m}$ pairs nontrivially only with $\tilde{V}_{\tilde{\mathfrak{m}}}$, we only need to consider the perfectness of the pairing $L_\mathfrak{m} \otimes L_{\tilde{\mathfrak{m}}}$. By the same argument as above, this pairing is perfect whenever

$$H^b(\partial S_{K_f}^G, \mathcal{M}_{\lambda, \mathcal{O}})_{\mathfrak{m}} \text{ is torsion-free.}$$

The structure of the boundary cohomology is studied, for example, in [37 §V.2] when $F$ is totally real or CM and the sheaf is trivial. If we assume for example that there exists a Galois representation associated to $\pi$ that is residually absolutely irreducible, then this boundary cohomology localized at $\mathfrak{m}$ vanishes.

4.3. The main theorem on congruences. For each prime ideal $I$ of $F$ and $1 \leq j \leq n$, let $T^\circ_{I,j}$ be the modified Hecke operator acting on the integral cohomology groups (see [19]). Let $\mathcal{H}^\circ$ be the subalgebra of $\text{End}_\mathcal{O}(L)$ generated by these operators in each of the three cases above. Two automorphic representations $\pi, \pi'$ are said to be congruent modulo $\varphi$ if the characters $\chi_1$ and $\chi_2$ of $\mathcal{H}^\circ$ associated to their integral cohomology classes $(\vartheta_{b,\varphi}^k(\pi)$ and $\vartheta_{b,\varphi}^l(\pi'))$ are congruent modulo $\varphi$. Note that this definition is independent of the choices $\varepsilon$ and $\eta$. The notion of congruence can also be restated in terms of Satake parameters. Suppose that $I \notin S_\pi$ and $\varphi / I$, and $q_I$ denotes the cardinality of its residue field. Then by [39 Thm. 3.21], the local $L$-function of $\pi$ at $I$ is given in terms of a polynomial of the form

$$\sum_{j=0}^n (-1)^j q_I^{j(j-1)/2} \chi_1(T_{I,j}) X^j.$$
Since the Satake parameters are the inverse roots of this polynomial, we have
\[ \sum_{i_1 < i_2 < \cdots < i_j} \alpha_{l,i_1} \cdots \alpha_{l,i_j} = \frac{q_l^{j-1}/2}{\chi_1(T_{l,j})}. \]

Since \( T_{l,j} \) and \( T_{o,l,j} \) differ by a factor supported only at \( l \), we can reformulate the congruence condition in terms of Satake parameters of \( \pi \) and \( \pi' \) as follows:
\[ \sum_{i_1 < i_2 < \cdots < i_j} \alpha_{l,i_1} \cdots \alpha_{l,i_j} \equiv \sum_{i_1 < i_2 < \cdots < i_j} \alpha'_{l,i_1} \cdots \alpha'_{l,i_j} \pmod{\varphi} \]
for all \( l \notin S_\pi \cup S_{\pi'} \) and \( \varphi \nmid l \).

**Theorem 4.3.1.** Let \( \pi \in \text{Coh}(G,\lambda,K_f) \) and let \( \varepsilon \) be a permissible signature for \( \pi \). Let \( E, \mathcal{O} \) and \( \varphi \) be as before. Suppose that
\[ v_\varphi(L^{\text{alg}}(1, \text{Ad}^0, \pi, \varepsilon)) > 0. \]

**Case I.** If \( p \notin S_1 \), then there exists \( \pi' \) congruent to \( \pi \) mod \( \varphi \) and \( \pi' \neq \pi \).

**Case II.** Suppose that \( \lambda \) is parallel. If \( p \notin S_2 \), then there exists \( \pi' \) congruent to \( \pi \) mod \( \varphi \) and \( \pi' \neq \sigma \pi \) for any \( \sigma \in \text{Aut}(\mathbb{C}) \).

**Case III.** Suppose that \( \lambda \) is parallel. If \( p \notin S_3 \), then there exists \( \sigma \in \text{Aut}(\mathbb{C}) \) with \( \pi' = \sigma \pi \) congruent to \( \pi \) mod \( \varphi \) and \( \pi' \neq \pi \).

A priori, we can only say that \( \pi' \) contributes to the inner cohomology. If we further assume that \( \lambda \) is regular, then \( \pi' \in \text{Coh}(G,\lambda,K_f) \).

**Remark 4.3.2.**

1. The last assertion concerning a consequence of regularity of \( \lambda \) is well-known; see Schwermer [35].

2. The obstruction to the converse is that the Hecke congruence module \( Q(H^c;e_1,e_2) \) could be nonzero, while the cohomological congruence module \( C(L;V_1,V_2) \) is zero, i.e., the converse of [4.1.2] need not hold. See also [19].

3. If \( V = V_1 \) in any of the above cases, then \( L = L_1 \) and by assumption the pairing \( L_1 \otimes \overline{L}_1 \) is perfect. Then the algebraic \( L \)-value is, a fortiori, a \( \varphi \)-adic unit and the theorem is vacuously true.

5. The non-vanishing property

In this section, we prove Prop[3.3.4] concerning the non-vanishing of a quantity depending on \( \pi_\infty \). Since the non-vanishing is a local condition, we focus on a fixed infinite place. We note that for complex places, this result has already been proved in [15]. [5.2]. We now consider only the real places. Our proof below, which is based on the methods of Sun [41], can also be modified to give a proof at a complex place which would explicitly give the \( K \)-types considered in loc. cit. It is also an interesting problem to consider this issue of nonvanishing from the perspective taken in Harder [29] of studying Harish-Chandra modules over \( \mathbb{Z} \).

Throughout this section we fix once and for all a real place \( v \in S_\infty \) and promptly drop it from our notations. Let \( G = \text{GL}_n(\mathbb{R}) \), \( K = \text{GO}(n) \) and \( C = \text{O}(n) \); and let \( K^0 \) and \( C^0 \) denote the connected component of \( K \) and \( C \) containing the identity. Let \( \mu \in \mathbb{Z}^n \) be a dominant integral weight and let \( M_\mu \) denote the irreducible representation of \( G_\mathbb{C} = \text{GL}_n(\mathbb{C}) \) of highest weight \( \mu \). We consider irreducible Casselman–Wallach representations \( \pi \) of \( \text{GL}_n(\mathbb{R}) \) such that \( \pi \) is unitarizable and tempered and the relative Lie algebra cohomology
\[ H^\ast(g,K^0;M_\mu \otimes \pi) \neq 0, \]
where \( g \) is the complexified Lie algebra of \( G \). We denote by \( \Omega(\mu) \) the set of isomorphism classes of such representations.
Let $\tilde{\mu} = (-\mu_n, \ldots, -\mu_1)$ be the dual weight and we set $M_\xi = M_\mu \otimes M_{\tilde{\mu}}$. Since we are interested in weights $\mu$ that contribute to cuspidal cohomology, we assume from now on that $\mu$ is pure, i.e., $\tilde{\mu} = \mu - w$ for some integer $w$. Fix a nonzero element in the space

$$\phi_M \in \text{Hom}_{G_c} (M_\xi, \mathbb{I}) \neq 0.$$  

Let $\pi_\mu \in \Omega(\mu)$ and $\pi_{\tilde{\mu}} \in \Omega(\tilde{\mu})$ and denote by $\pi_\xi = \pi_\mu \hat{\otimes} \pi_{\tilde{\mu}}$ the completed tensor product of these two representations. We use the integrals $\Theta$ to construct a nonzero element

$$\phi_\pi \in \text{Hom}_G (\pi_\xi, \mathbb{I}),$$

given by:

$$W \otimes \tilde{W} \mapsto c^\# (W, \tilde{W}) = \frac{\Theta (W, \tilde{W})}{L(1, \pi_\mu \times \pi_{\tilde{\mu}})}.$$  

This map is nonzero since, by [2 Thm. 8.5], there exist finitely many $W_i, \tilde{W}_i$ and $\Phi_i$ such that

$$0 \neq L(1, \pi \times \tilde{\pi}) = \sum_i \Psi_i (1, W_i, \Phi_i) = \sum_i \Phi_i (0) \phi (W_i, \tilde{W}_i).$$

In fact, up to multiplication by scalars this is the only nonzero $G$-equivariant map from $\pi_\xi \to \mathbb{I}$; see Lemma 5.0.9. The map $\phi_M \otimes \phi_\pi : M_\xi \otimes \pi_\xi \to \mathbb{I}$ induces the following map at the level of relative Lie algebra cohomology

$$\Xi : H^{b+1} (g \times g, K^0 \times K^0; M_\xi \otimes \pi_\xi) \to H^{b+1} (g, K^0; \mathbb{I}).$$

Proposition 5.0.3. Let $\varepsilon$ be a character on $K/K^0$ and let $\tilde{\varepsilon} = \varepsilon_n \varepsilon$ be the dual character, where $\varepsilon_n = (-1)^{n-1}$. The map $\Xi$ restricts to a map on the following eigenspaces,

$$H^{b+1} (g \times g, K^0 \times K^0; M_\xi \otimes \pi_\xi) (\varepsilon \otimes \tilde{\varepsilon}) \to H^{b+1} (g, K^0; \mathbb{I}) (\varepsilon_n).$$

The restriction of the above map to the subspace

$$H^b (g, K^0; M_\mu \otimes \pi_\mu) (\varepsilon) \otimes H^1 (g, K^0; M_{\tilde{\mu}} \otimes \pi_{\tilde{\mu}}) (\tilde{\varepsilon})$$ is a nonzero linear map.

The non-vanishing hypothesis is equivalent to the statement of this proposition. Since all the relative Lie algebra complexes involved here are split, the linear map we are interested in is

$$\text{Hom}_{K^0} (\wedge^b g/t, M_\mu \otimes \pi_\mu) (\varepsilon) \otimes \text{Hom}_{K^0} (\wedge^1 g/t, M_{\tilde{\mu}} \otimes \pi_{\tilde{\mu}}) (\tilde{\varepsilon}) \to \text{Hom}_{K^0} (\wedge^{b+1} g \times g / t \times t, M_\xi \otimes \pi_\xi) (\varepsilon \otimes \tilde{\varepsilon}) \to \text{Hom}_{K^0} (\wedge^{b-1} g/t, \mathbb{I}) (\varepsilon_n).$$

Let $\phi_\varepsilon \in \text{Hom}_{K^0} (\wedge^b g/t, M_\mu \otimes \pi_\mu) (\varepsilon)$ and $\phi_{\tilde{\varepsilon}} \in \text{Hom}_{K^0} (\wedge^1 g/t, M_{\tilde{\mu}} \otimes \pi_{\tilde{\mu}}) (\tilde{\varepsilon})$, the image of $\phi_\varepsilon \otimes \phi_{\tilde{\varepsilon}}$ is the composition of all the maps in the first row of the following diagram:

$$\wedge^{b+1} (g/t) \xrightarrow{\Delta} \wedge^{b+1} (g \times g/t \times t) (\phi_\varepsilon \otimes \phi_{\tilde{\varepsilon}}) (M_\mu \otimes \pi_\mu) \hat{\otimes} (M_{\tilde{\mu}} \otimes \pi_{\tilde{\mu}}) \xrightarrow{\phi_\varepsilon \otimes \phi_{\tilde{\varepsilon}}} M_\xi \otimes \pi_\xi \xrightarrow{\phi_M \otimes \phi_\pi} \mathbb{I}.$$

where $(\phi_\varepsilon \otimes \phi_{\tilde{\varepsilon}})^*$ extends the map $\phi_\varepsilon \otimes \phi_{\tilde{\varepsilon}}$ by zero.

Let $t = t_0$ and $b = b_0$ be the Cartan subalgebra and Borel subalgebra for $g$ considered in [41], and let $n = n_0$ denote the nilradical of $b$. These subalgebras are chosen in a way that $t^c = t \cap o$ and $b^c = b \cap o$ are the Cartan subalgebra and Borel subalgebra, respectively, for the orthogonal Lie algebra $o$. Let $n^c$ denote the nilradical of $b^c$ and again $n^c = n \cap o$. Let $z_1, z_2 \in \mathbb{C}$, we define a $2 \times 2$ complex matrix by the formula

$$\gamma (z_1, z_2) = \begin{pmatrix} \frac{z_1 + z_2}{2} & \frac{z_1 - z_2}{2i} \\ \frac{z_1 + z_2}{2i} & \frac{z_1 - z_2}{2} \end{pmatrix}.$$  

Then the Cartan subalgebra $t$ may be identified with $\mathbb{C}^n$, where, if $n = 2k$, then the isomorphism is given by

$$(y_1, \ldots, y_{2k}) \mapsto \text{Diag} (\gamma (y_1, y_2), \ldots, \gamma (y_{2k-1}, y_{2k})).$$
and, when \( n = 2k + 1 \), the isomorphism is given by 
\[
(y_1, \ldots, y_{2k+1}) \mapsto \text{Diag}(y_1, \gamma(y_2, y_3), \ldots, \gamma(y_{2k}, y_{2k+1})).
\]

The compact Cartan subalgebra \( \mathfrak{t}^c \) corresponds to the subspace \((-x_1, x_1, \ldots, -x_k, x_k)\) when \( n \) is even and the subspace \((0, -x_1, x_1, \ldots, -x_k, x_k)\) when \( n \) is odd. Let \( e_i \) denote the character \( \mathfrak{t}^* \) that sends \((-x_1, x_1, \ldots, -x_k, x_k) \mapsto x_i \) when \( n \) is even and \((0, -x_1, x_1, \ldots, -x_k, x_k) \mapsto x_i \) when \( n \) is odd. The \( e_i \) form a basis for \( \mathfrak{t}^* \) and we represent any weight \( \lambda \in \mathfrak{t}^c \) by its coefficients \((\lambda_1, \ldots, \lambda_k) \in \mathbb{Z}^k \) with respect to this basis. We fix our root system \( \Delta \) denotes the sum of all the positive roots for \( G \) identified with \( \text{Hom}(\mathbb{Z}^k, \mathbb{Z}) \).

Let \( 2\rho \) denote the dominant weight corresponding to the restriction of \( \lambda \) of all the positive roots for \( G \).

Proof. \( \tau \) is self-dual if and only if \( \lambda_1 = 0 \).

Lemma 5.0.5. The representation \( \tau_{\lambda} \) occurs with multiplicity one in \( M_{\xi} \). Moreover, every nonzero element of \( \text{Hom}_G(M_{\xi}, \mathbb{1}) \) does not vanish on \( \tau_{\xi} \).

Proof. The statement about multiplicity one follows from the corresponding statement for \( \mu \) and that \( \tilde{M}_{\mu} = M_{\mu} \) and that \( \tilde{\tau}_{\xi} \) equals \( \tau_{\xi} \) or \( \delta \cdot \tau_{\xi} \). The space \( \text{Hom}_G(M_{\xi}, \mathbb{1}) \) can be canonically identified with \( \text{Hom}_G(M_{\mu}, M_{\mu}) \) which is one dimensional by Schur’s lemma. Multiplicity one shows that the restriction map is an isomorphism \( \text{Hom}_G(M_{\mu}, M_{\mu}) \to \text{Hom}_{\text{SO}(n)}(\tau_{\mu}, \tau_{\mu}) \). This proves that any such nonzero linear functional does not vanish on \( \tau_{\xi} \). The second part of the lemma follows from \( C \)-equivariance.

Let \( 2\rho \in \mathfrak{t}^c \) denote the sum of all the positive roots for \( n \) and let \( 2\rho^c \in \mathfrak{t}^* \) denote the sum of all the positive roots for \( n^c \). Denote by \( \tau_n \) the irreducible representation of \( \text{SO}(n) \) of highest weight \( [2\rho] - 2\rho^c \in \mathfrak{t}^* \). We know that the representation \( \tau_n \) occurs with multiplicity one in
We now show that this vector projects non-trivially onto the subspace \( \tau_n \otimes \bar{\tau}_n \).

Lemma 5.0.6. The composition of the maps

\[
\Lambda^b(\mathfrak{g}/\mathfrak{k}) \xrightarrow{\Delta} \Lambda^{b+t}((\mathfrak{g} \times \mathfrak{g})/(\mathfrak{k} \times \mathfrak{k})) \rightarrow \Lambda^b(\mathfrak{g}/\mathfrak{k}) \otimes \Lambda^t(\mathfrak{g}/\mathfrak{k}) \rightarrow \tau_n \otimes \bar{\tau}_n
\]
is nonzero. Here the last two arrows are projection maps onto subspaces. The image of the composition of these three maps is the one dimensional subspace \((\tau_n \otimes \bar{\tau}_n)^{C_\tau}\).

Proof. Let \( d = b + t \) and let \( X_1, X_2, \ldots, X_d \) be a basis for \( \mathfrak{g}/\mathfrak{k} \). The vector \( X_1 \wedge X_2 \wedge \cdots \wedge X_d \) is a basis for the one dimensional space \( \Lambda^{b+t}(\mathfrak{g}/\mathfrak{k}) \). Its image under the diagonal map is \((X_1, X_1) \wedge (X_2, X_2) \wedge \cdots \wedge (X_d, X_d) \mapsto \sum_{i=1}^d (X_{j_1} \wedge \cdots \wedge X_{j_i}) \wedge (X_{j_1} \wedge \cdots \wedge X_{j_i}) \),

where \( j = j_1 < j_2 < \cdots < j_t \) is the complement of \( \bar{j} \). It is clear that this is a nonzero vector.

We now show that this vector projects non-trivially onto the subspace \( \tau_n \otimes \bar{\tau}_n \). Let \( r = \dim(\tau_n) \) and let \( k = \dim(\Lambda^b(\mathfrak{g}/\mathfrak{k})) \) and let \( v_1, v_2, \ldots, v_k \) be a basis for \( \Lambda^b(\mathfrak{g}/\mathfrak{k}) \) such that \( v_1, \ldots, v_r \) is a basis for \( \tau_n \). Let \( v_1^*, \ldots, v_k^* \) be the dual basis for \( \Lambda^b(\mathfrak{g}/\mathfrak{k})^* \), then \( v_1^*, \ldots, v_r^* \) is a basis for \( \bar{\tau}_n \). We see that up to a nonzero scalar the expression on the right hand side of the above equation is \( \sum_{i=1}^r v_i \otimes v_i^* \). Clearly, the projection of this vector onto \( \tau_n \otimes \bar{\tau}_n \) is \( \sum_{i=1}^r v_i \otimes v_i^* \) which is nonzero.

The last statement of the lemma follows from \( C_\tau \)-equivariance of all the maps. \( \square \)

Let \( \sigma_1 \) and \( \sigma_2 \) be two irreducible representations of \( C_\tau \times C_\tau \). Let \( \sigma_3 = \sigma_1 \times \sigma_2 \) be the Cartan product of these two representations, i.e., the highest weight of \( \sigma_3 \) is the sum of the highest weights of \( \sigma_1 \) and \( \sigma_2 \). Then \( \sigma_2 = \sigma_1 \otimes C_\tau \), the PRV component of these representations. The PRV product is an irreducible representation whose highest weight is the sum of the highest weight of one representation and the lowest weight of the other. (Here PRV is an acronym for Parthasarathy, Ranga Rao and Varadarajan.)

Proposition 5.0.7. Every \( C_\tau \times C_\tau \)-invariant linear functional on \( \sigma_1 \otimes \sigma_3 \) is nonzero on the PRV component \( \sigma_2 \).

Proof. We write each of the representations \( \sigma_1 = \alpha_1 \otimes \beta_1 \). Any nonzero functional on \( \sigma_1 \otimes \sigma_3 \) is of the form \( \phi_1 \otimes \phi_2 \) where \( \phi_1 \) is a linear functional on \( \alpha_1 \otimes \alpha_3 \) and \( \phi_2 \) is a linear functional on \( \beta_1 \otimes \beta_3 \). The proof of [41 Prop. 2.16] shows that \( \phi_1 \) is nonzero on the PRV component of \( \alpha_1 \otimes \alpha_3 \) which is \( \alpha_2 \). Thus there is a vector \( v \in \alpha_2 \) such that \( \phi_1(v) \neq 0 \). Similarly, there is a vector \( w \in \beta_2 \) such that \( \phi_2(w) \neq 0 \). The map \( \phi_1 \otimes \phi_2 \) is nonzero on the tensor product \( v \otimes w \) and this is an element of \( \sigma_2 \). \( \square \)

Definition 5.0.8. Let \( \tau_\mu^+ = \tau_\mu \times \tau_n \) denote the Cartan product of \( \tau_\mu \) and \( \tau_n \). Then

\[
\tau_n = \tilde{\tau}_\mu \times \tau_\mu^+.
\]

Let \( \tau_\xi^+ = \tau_\mu^+ \otimes \tilde{\tau}_\mu^+ \) and we see that \( \tau_n \otimes \tilde{\tau}_n = \tau_\xi \times \tau_\mu^+ \).

We modify the notation from [41 §3] and define \( W_\mu = \Pi_S(V_\mu) \) and let \( W^{\infty}_\mu \) the Casselman–Wallach smooth globalization of \( W_\mu \). We know that \( W^{\infty}_\mu \) is unitarizable and tempered and that the relative Lie algebra cohomology

\[ H^*(\mathfrak{g}, K^\Sigma; M_\mu \otimes W^{\infty}_\mu) \neq 0. \]

That is, \( W^{\infty}_\mu \) is in \( \Omega(\mu) \) and is isomorphic to \( \tau_\mu \) up to a twist by the sign character. In any case, we see that \( \tau_\xi = W^{\infty}_\xi := W^{\infty}_\xi \otimes W^{\infty}_{\mu} \). The irreducible representation \( \tau_\mu^+ \) of \( SO(n) \) occurs with multiplicity one in \( W^{\infty}_\mu \) [41 Lemma 3.3]. The analogous statement for \( \mu \) says that \( \tau_\mu^+ \) occurs with multiplicity one in \( W^{\infty}_\mu \). It follows that \( \tau_\xi^+ \) occurs with multiplicity one in \( W^{\infty}_\xi \).
Lemma 5.0.9. Any nonzero $G$-equivariant linear functional on $W^+_\xi$ does not vanish on $\tau^+_{\xi}$. For any irreducible Casselman–Wallach representation $\pi$ of $G$, we have
\[
\dim \text{Hom}_G(\pi \otimes \bar{\pi}, \mathbb{1}) = 1.
\]

Proof. A nonzero $G$-equivariant linear functional is non-degenerate. The first part follows since $\tau^+_{\mu}$ and $\tau^+_\mu$ have multiplicity one. The second part is just a version of Schur’s lemma in this context. \qed

Proof of Prop. 5.0.3 Let $\phi_b$ be the composition of the maps
\[
\wedge^b(\mathfrak{g}/\mathfrak{t}) \to \tau_n \to \bar{\tau}_{\mu} \otimes \tau^+_{\mu} \to M_\mu \otimes W^\infty_\mu,
\]
and similarly we let $\phi_t$ to be the composition of the maps
\[
\wedge^t(\mathfrak{g}/\mathfrak{t}) \to \tau_n \to \tau_{\mu} \otimes \tilde{\tau}^+_{\mu} \to M_{\tilde{\mu}} \otimes W^\infty_{\tilde{\mu}}.
\]
The maps above are well-defined since $\bar{\tau}_{\mu} = \tau_{\mu}$ or $\delta \cdot \tau_{\mu}$ and both these representations occur with multiplicity one in $M_{\mu}$. That the image of $\phi_b \otimes \phi_t$ in $H^{b+t}(\mathfrak{g}, K^\circ; \mathbb{1})$, denoted $\Xi(\phi_b \otimes \phi_t)$, is nonzero follows from the results in this section and the following commutative diagram:

When $n$ is odd, the maps $\phi_b$ and $\phi_t$ are generators of the one dimensional vector spaces $H^b(\mathfrak{g}, K^\circ; M_\mu \otimes \pi_\mu)(\varepsilon)$ and $H^t(\mathfrak{g}, K^\circ; M_{\tilde{\mu}} \otimes \pi_{\tilde{\mu}})(\bar{\varepsilon})$ respectively. The proposition follows.

Now suppose that $n$ is even, one can verify that $\delta \cdot \phi_b$ and $\delta \cdot \phi_t$ are the composition of the natural maps
\[
\wedge^b(\mathfrak{g}/\mathfrak{t}) \to \delta \cdot \tau_n \to \delta \cdot \bar{\tau}_{\mu} \otimes \delta \cdot \tau^+_{\mu} \to M_\mu \otimes W^\infty_\mu,
\]
and
\[
\wedge^t(\mathfrak{g}/\mathfrak{t}) \to \delta \cdot \tau_n \to \delta \cdot \tau_{\mu} \otimes \delta \cdot \tilde{\tau}^+_{\mu} \to M_{\tilde{\mu}} \otimes W^\infty_{\tilde{\mu}}.
\]
Since the $K$-types are not compatible $\Xi(\delta \cdot \phi_b \otimes \phi_t) = 0$ and $\Xi(\phi_b \otimes \delta \cdot \phi_t) = 0$. We see that $\phi_{b,\varepsilon} = \phi_b + \varepsilon(\delta) \cdot \phi_b$ and $\phi_{t,-\varepsilon} = \phi_t - \varepsilon(\delta) \cdot \phi_t$ are generators of the one dimensional vector spaces $H^b(\mathfrak{g}, K^\circ; M_\mu \otimes \pi_\mu)(\varepsilon)$ and $H^t(\mathfrak{g}, K^\circ; M_{\tilde{\mu}} \otimes \pi_{\tilde{\mu}})(-\varepsilon)$ respectively. Since $\Xi(\phi_{b,\varepsilon} \otimes \phi_{t,-\varepsilon}) = 0$, we see that $\Xi(\phi_b \otimes \phi_t) = -\delta \cdot \Xi(\phi_b \otimes \phi_t)$. Finally, we have
\[
\Xi(\phi_{b,\varepsilon} \otimes \phi_{t,-\varepsilon}) = \Xi(\phi_b \otimes \phi_t) - \delta \cdot \Xi(\phi_b \otimes \phi_t) + \varepsilon(\delta)[\Xi(\delta \cdot \phi_b \otimes \phi_t) - \Xi(\phi_b \otimes \delta \cdot \phi_t)]
= \Xi(\phi_b \otimes \phi_t) - \delta \cdot \Xi(\phi_b \otimes \phi_t)
= 2 \cdot \Xi(\phi_b \otimes \phi_t)
\]
which is nonzero. We also remark that this quantity is independent of $\varepsilon$. \qed
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