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Abstract
Prediction of student performance in educational institutions is a major topic of debate among researchers in efforts to improve teaching and learning. Effective prediction techniques and features would help educators and teachers design appropriate teaching content to help learners study according to predicted outcomes. The purpose of this paper is to present a systematic literature review on predictions of students’ performance in higher education institutions and secondary schools using Machine Learning, Educational Data Mining, and Learning Analytics methodologies. The review used in this study was designed to: i) provide an overview of techniques and algorithms used to predict students' performance; and ii) identify the features that have the greatest impact on students’ performance. This paper also outlined several future insights in terms of applying hybrid techniques to educational datasets in order to improve accuracy in predicting students’ performance.
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1. Introduction
Nowadays, many high school and higher educational systems generate a large number of student information through the learning management system, examination data, students’ activities, library system, etc. [1]. This situation leads to increases in the volume and types of educational data in every institution. Machine learning, learning analytics, and data mining approaches have been widely used on educational data to predict students’ performance. These approaches have shown that several techniques and algorithms are useful in understanding this domain, which is poorly accessed by human capability.

Students’ success has become an important metric to higher educational institutes as well as secondary level schools. In higher education institutions, students’ performance plays a vital role in determining their job success [2]. Good academic performance assures employers of a candidate’s quality and reliability.

*Author for correspondence

In order to build and apply a predictive model, features that correlate with the value to be predicted must be collected and processed. There are many features affecting students’ performance, and they can be divided into a few groups, such as students’ previous education, students’ e-learning activity, demographics features [3], students’ social network information [4], behaviour variables [5], external assessment, extra-curricular activities and academic performance [6], school design [7], parental involvement, etc. [8]. As there are numerous features and approaches are utilised to forecast students' performance, this study provides a thorough evaluation of student performance predictions for high/secondary schools and higher-level institutions in terms of the most influential attributes and methods regularly employed by researchers.

Either in university/college or secondary school, students’ performance prediction had drawn much attention not only amongst educators but the machine learning community as well. Predicting students’ performance has become a challenging task due to the increased amount of data contained in educational
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systems [9, 10]. The students' interest in learning are varies. Some may be able to learn independently using e-learning, while others may need to study with the assistance of educators who prepare their teaching materials based on the needs of the students, while others may perform adequately in their examinations with the full facilities provided in school or institutions, and those with a higher family income may be able to find outside sources to fund extra-classes for their children's educational needs. The variety of this interest has motivated the authors to identify what features mostly contribute to learning outcomes together with which suitable machine learning techniques that will later assist institutions administration in coming up with solutions in offering the best education environment to their students. Educators, on the other hand, will be able to construct instructional content based on students' acceptance and lead students' learning progress.

In the recent years, with the advances of the application of technologies to forecasting students’ performance, there are still gaps to be filled in order to discover most commonly used features and techniques. Despite of other review papers on student performance exist, few of them emphasize on the importance of combining multiple groups of features and techniques in order to enhance the accuracy percentage. Previous literature review on students’ performance [2, 11] has discussed this topic on general and did not emphasize on the impact of hybrid approaches that able to help in optimizing the accuracy. Thus, the following study criteria have led to the mapping of this study research questions (RQ):

1. What are the features commonly used by researchers to predict students’ performance?
2. Which methods that are commonly used to investigate students’ performance?
3. What are the best algorithms or techniques used in student performance prediction?
4. To identify the gaps in previous research

After the objectives of the research were identified, the most important activity in a systematic review protocol which is to formulate the research questions was then conducted. Based on Kitchenham, 2009 recommendations [12], the construction of research questions must consider three viewpoints of the study criteria, which are population, intervention, and outcomes. The following are details for each study criteria: 1) population: high school and higher educational institutes; 2) intervention: methods, algorithms, and techniques for prediction; and 3) outcome: best features or variables used as performance predictors and successful prediction techniques or approaches. Hence, the following study criteria have led to the mapping of this study research questions (RQ):

1. What are the features commonly used by researchers to predict students’ performance?
2. Which methods that are commonly used to investigate students’ performance?
3. What are the best algorithms or techniques used in student performance prediction?

2.2 Conducting the review

2.2.1 Dataset

To ensure the adaptation of relevant papers in this review, papers were collected from four databases namely IEEE Xplore, ScienceDirect, SpringerLink, and EBSCOhost. The four databases are as illustrated in Table 1. The search was conducted in September 2021.

| No | Databases used to search for papers |
|----|-------------------------------------|
| 1  | IEEE Xplore                        |
| 2  | ScienceDirect                      |
| 3  | Springer Link                      |
| 4  | EBSCOhost                          |

| No of papers |
|--------------|
| 10           |
| 60           |
| 50           |
| 26           |

2.2.2 Search strategy

The search strategy was used to identify relevant papers to the review. The following phrases - Machine learning, educational data mining, learning analytics, students’ performance analysis, predictive model, students’ performance prediction, students’ academic performance, school, high school, higher education - were used to ensure that the selected
papers only discussed machine learning, educational data mining, and learning analytics approaches. The search terms have been constructed by identifying the techniques of information extraction, level of education, and category of prediction. We used Boolean operators like AND, OR, and NOT in our search strings.

2.2.3 Selection criteria
In this review, the study selection criteria were planned in order to identify the primary studies based on the following parts: 1) studies that used machine learning, educational data mining or learning analytics technique(s) for predictive modelling; 2) studies in peer-reviewed journals or conference proceedings written in English; and 3) studies that investigated the prediction of students’ performance at higher educational or high school levels. This systematic review was performed on studies published from the years 2016 to 2020.

2.2.4 The inclusion and exclusion criteria
The main objective is to include as many articles as possible starting from 2016 to 2021 that are related to the research questions. Then, certain criteria were set to identify whether an article should be included or not in the analysis.

Inclusion criteria
1. Research papers on Students Performance Prediction
2. Papers from 2016 to 2020 era.
3. Papers written in English.
4. Not a review paper

Exclusion Criteria
1. Studies not using machine learning or data mining techniques
2. Duplicates paper
3. Irrelevant titles, abstract and keywords
4. Not in peer-reviewed

Figure 1 and illustrates the PRISMA flowchart used as a guide during the selection process. As discussed in Section 2.2.1, four databases, which are IEEE Xplore, EBSCOhost, ScienceDirect, and SpringerLink, were used to search for papers during this systematic review. Ten items were retrieved from IEEE Xplore, 26 items were from EBSCOhost, 60 items were from ScienceDirect, and 50 items were from SpringerLink, making a total of 146 records. Firstly, published papers that match the search strings were identified. Secondly, papers were selected based on the title, abstract, and keywords relevant to the eligible criteria. The final selection was done by reading the full content of the papers. This study selected 40 articles for the subsequent review process as shown in Figure 1. The first screening removed 40 records due to problems such as duplicate papers, papers not written in English, and papers that were not peer-reviewed, leaving a total of 106 records. The second screening removed 30 papers due to irrelevant titles, abstract, and keywords used, bringing the new total to 76 records. Finally, the full text paper reading process excluded another 36 papers, making a total number of 40 papers remaining for analysis. These papers were tabulated based on their Paper Id and author/s name in Table 2.

![PRISMA flowchart for research extraction and direction](image)

**Table 2 Selected papers for study review**

| Paper Id | Author   | Paper Id | Author   |
|----------|----------|----------|----------|
| 1        | [13]     | P21      | [33]     |
| P2       | [14]     | P22      | [34]     |
| P3       | [15]     | P23      | [35]     |
| P4       | [16]     | P24      | [36]     |
| P5       | [17]     | P25      | [37]     |
| P6       | [18]     | P26      | [38]     |
| P7       | [19]     | P27      | [39]     |
| P8       | [20]     | P28      | [40]     |
| P9       | [21]     | P29      | [41]     |
| P10      | [22]     | P30      | [42]     |
| P11      | [23]     | P31      | [43]     |
| P12      | [24]     | P32      | [44]     |
| P13      | [25]     | P33      | [45]     |
| P14      | [26]     | P34      | [46]     |
| P15      | [27]     | P35      | [47]     |
| P16      | [28]     | P36      | [48]     |
3. Results
This section will discuss the on the analysis of features, methods and algorithms used in this review study. There are two main factors that contribute to success in student performance prediction, which are the features or attributes of educational data and the techniques or algorithms used to explore educational data in order to make predictions and patterns [53].

3.1 (RQ:i) What are the features commonly used by researchers to predict students’ performance?
Different researchers have found different attributes that contribute to prediction accuracy in their studies. However, some attributes carry the same meaning but are differently labelled, and those attributes can be divided into a few groups, such as students’ previous education, students’ e-learning activities, demographic features, students’ social network information, behaviour variables, extra-curricular activities, school design, academic performance, parental involvement, etc.

During the full text reading process, some features were identified and grouped for this review. Six groups of features were detected and consisted of Demographic Features, E-Learning Features, Social Network Features, School Design Features, Academic Performance Features, and Previous Education Features.

There are 40 primary studies included in this review. As shown in Figure 2, amongst the findings, academic performance group features had the highest percentage of recurrence in terms of researchers using them to predict students’ performance with the 87.5% followed by previous education group with 47.5% and demographic features with 0.5% difference that is 47%. While the recurrence of percentage for social network features is 10% and the lowest is the school design features with 5% of recurrence. From the percentage, it shows that most researchers find academic performance features [11], such as GPA to be significant predictors of students’ performance.

Table 3 show the percentage of studies using one or more number and Table 3 groups the features found into the six categories.

Figure 4 illustrated the list of attributes used in this study based on their feature groups.

Table 4 will go detailed on the best attributes discover by the researchers in this review.

Using more than one category of features seems popular in predicting students’ performance as shown in Figure 2, 47% researchers in this review used the combination of two different groups of features in their study, followed by three combination of features groups with 23% and 10% of the study used four combination of features groups. As for only one category of feature group has been used has recorded 20% of study and none of the study in this review had use five or six combination of features group. It can be concluded that, the importance of using more than one category of features cannot be neglected as 80 percent from the studies have used more than one group category features in forecasting students’ performance whether in higher level institutions or high school.

Table 3 Groups of features used in the studies

| Category Id | Features category description          |
|------------|---------------------------------------|
| C1         | Demographic Features                  |
| C2         | E-Learning Features                   |
| C3         | Social Network Features               |
| C4         | School Design Features                |
| C5         | Academic Performance Features         |
| C6         | Previous Education Features           |

As tabulated in Table 4, there are different attributes that have been identify as the best predictors in predicting students’ performance. The academic performance features have recorded the highest frequency of best attributes as illustrated in Figure 2. However, the findings differ from previous review article [11] that stated GPA is the most influential attribute to student performance prediction, as only two study that are [16, 43] out of 18 studies from the academic performance category that discovered that, and the majority of other studies ended up finding that students’ grade and score in examinations, quizzes, and tests are the most impacted attributes to students’ performance. This is because academic performance is mainly measured through the GPA, grades and score. As this review also focusing on the high school and secondary school level, the measurement to the students’ performance not only depends on the GPA.
Previous education category feature has become the second most influential attributes as 8 of the studies found that Scholastic admission test score, high school marks and grade and National Examination score are able to make the highest impact on students’ performance with the recurrence percentage is 47.5. Previous education features in predicting students’ performance are essentially important as it represents benchmark of students’ academic achievement [21]. It is commonly defined as score or grades obtained by students in the past level of education such as high school or university admission score which aids in understanding the consistency of students' performance.

As for the e-learning features, a total of 11 studies used the e-learning features combine with other category of features, and the findings have shown that 7 studies have recognized the most impacted attributes are the number of raise hands and logins, submission status for assignment and homework given, announcement view and students’ participation in discussion or forums are impacted the accuracy of students’ performance prediction. Furthermore, [19] identify that best variable in e-learning features are those that related to exercise and homework rather than students’ participation in forum and discussions [17, 32]. For demographic features, although the recurrence percentage is the quite high among others that is 45 percent, however the best attribute is not as promising as the academic performance features. only 3 studies found the demographic features such as gender, caste, father and mother education, father and mother occupation, family income and family size do have greater impact to the prediction [16, 22, 34]. While [49] analysis has discovered that there is no correlation between students is first child or not in predictive model.

Although not many studies emphasize on using the school design features, however this review has able to identify two studies that has discovered that the best attributes in their research is school size [3] and the percentage of lecturer attendance [10]. Therefore, it is important for other researchers to look beyond the common attributes such as academic performance as the educators and school facilities also tend to impacted students’ performance. While the social network features able to identify list of attributes such as List of webs visited; visits duration, time spend on movies online, time spend on reading online are able to contribute to the students’ performance prediction [24, 30, 47].

*Figure 4* illustrates the features that have been used in this review study. The features were divided based on six groups that have been discussed above. Some features are redundant due to their different labels. However, this study had identified those redundant features and relabeled them.

**Table 4** Most attributes in predicting students’ performance based on groups category

| Features category       | Best attributes                                                                 | Methods       | Paper Id          |
|-------------------------|--------------------------------------------------------------------------------|---------------|-------------------|
| Academic performance    | Students’ grade and score in examination, test, quizzes and assignment, GPA,    | Classification| P4, P6, P8, P9,   |
| features                | internal assessment on courses and subjects, students’ attendance marks.        |               | P11, P14, P15,    |
|                         |                                                                                 |               | P16, P1, P20, P25,|
|                         |                                                                                 |               | P26, P28, P32,    |
|                         |                                                                                 |               | P40               |
| Major course change     |                                                                                 | Classification| P19               |
|                         |                                                                                 | Clustering    | P26, P31          |
| Previous education      | National examination score, Scholastic admission test score, high school        | Classification| P1, P2, P8, P10,  |
| features                | grades and score                                                                |               | P21, P23          |
|                         |                                                                                 | Regression    | P2                |
| Features category         | Best attributes                                                                 | Methods       | Paper Id            |
|--------------------------|----------------------------------------------------------------------------------|---------------|---------------------|
| Demographic Features     | Gender, caste, father and mother education, fathers and mother occupation, family income | Clustering    | P2, P34             |
|                          | Number of raise hand, number of logins to the online class, announce view and participation in forum and discussions, submission of exercises and homework, hours spent on material. | Classification | P4, P14, P22, P37   |
| E-learning features      | Students’ course marks and grade, attendance marks.                              | Classification| P5, P7, P12, P13, P24 |
| Social Network Features  | List of webs visited; visits duration, time spend on movies online, time spend on reading online. | Classification| P12, P18            |
| School Design Features   | School size                                                                      | Regression    | P3                  |
|                          | Lecturer attendance percentage                                                  | Classification| P28                 |

**Figure 3** The percentage of studies using one or more number of features categories in their study

**Figure 4** Some of features used in this study based on their groupings
3.2 (RQ:ii) Which methods that are commonly used to investigate students’ performance?

Figure 5 shows different researchers have applied various techniques such as classification, regression and clustering to predict students’ performance. The goal of classification is to accurately predict the target class for each case in the data [54], while regressions are used to identify the relationship between dependent variables and independent variables [55]. Different from classification and regression, clustering is an unsupervised classification process that is used to group objects into classes of similar objects. The classification method is the most commonly used method in predicting student performance, as this review discovered that 30 out of 40 studies used the classification method rather than clustering and regression, each of which had only 5 studies. This is because the classification method or also known as supervised learning use labeled data to train the algorithms are computationally less complex compare to other methods. These labelled data also is used to train techniques by learn over time and finally accurately classify data or make predictions.

![Figure 5](image.png)

Figure 5 The number of students’ performance prediction method in the review

3.3 (RQ:iii) What are the best algorithms or techniques used in student performance prediction?

The techniques used in this research paper are numerous. This implies that there may be multiple options for implementing prediction algorithms. Furthermore, several models are often used in the same paper to make comparisons in order to find the best model suitable with their dataset. Random Forest (RF), Decision Tree (DT), Naïve Bayes (NB), Support Vector Machine (SVM), Artificial Neural Network (ANN), Logistic Regression (LR), and K-Nearest Neighbour (KNN) are among the algorithms frequently used by researchers to predict students’ performance. A brief explanation on results based on algorithms or techniques to predict students’ performance will be discussed in the next section.

3.3.1 Random forest (RF)

Random Forest (RF) is a supervised ensemble machine learning approach for classification, regression, and other tasks that operate by constructing a number of decision trees during the training time and producing the output of the class, which is the mode of the classes of the individual trees [56, 57]. This review identified 18 out of the 40 studies that had tested the Random Forest algorithm on their dataset for prediction. From the total of 18, 6 studies showed the Random Forest algorithm to have the highest accuracy beating other algorithms in the prediction of students at risk [17, 22, 24, 25] or students’ dropout [43, 44]. Details of the feature categories and accuracy levels achieved according to paper ID are shown in Table 5.

| Paper Id | Features category | Accuracy |
|----------|-------------------|----------|
| P5       | C2                | 94%      |
| P12      | C1, C2, C6        | 71.6%    |
| P13      | C2, C5            | 84%      |
| P14      | C1, C5            | 99%      |
| P31      | C5                | 73%      |
| P32      | C1, C5            | 86.6%    |

Table 5 RF details

3.3.2 Support vector machine (SVM)

Social network analysts argue that causation is not located in individuals, but in the social structure.
Social network analysis examines the structure and composition of ties in a given network and provides insights into its structural characteristics [58]. In education, SVM algorithms have been proven to be helpful in monitoring students’ interactions and participation in online courses. It has been acknowledged to be among the most reliable and accurate algorithms in most Machine Learning applications [54]. SVM comes in second for the number of highest accuracy rates achieved in this study. 5 over 19 papers used SVM to predict academic success [13], academic performance [19, 34, 45, 50] and students’ pass rate [35]. For details on the accuracy rates achieved and feature categories used in these studies, refer Table 6.

Table 6 Support vector machine details

| Paper Id | Features Category | Accuracy |
|----------|-------------------|----------|
| P1       | C1, C3, C5, C6    | 70.4%    |
| P7       | C5, C6            | -        |
| P22      | C1, C5, C6        | 76.3%    |
| P23      | C1, C3, C5, C6    | 92.6%    |
| P33      | C1, C5            | 75.4%    |

3.3.3 Artificial neural network (ANN)

Artificial Neural Network is a mathematical model inspired by biological neural networks. A neural network consists of an interconnected group of artificial neurons, and it processes information using a connectionist approach to computation. The network usually learns the connection weights from available training patterns. Performance is improved over time by iteratively updating the weights in the network [59]. From the total of 11 papers reviewed that used the ANN algorithm, 3 of them used ANN to forecast students' performance [48, 51, 52] and predict student course assessment course as tabular in Table 7. Recorded that ANN was able to achieve the highest accuracy [41].

Table 7 Artificial neural network details

| Paper Id | Features category | Accuracy |
|----------|-------------------|----------|
| P29      | C2                | 80.4%    |
| P36      | C5                | 75%      |
| P39      | C5, C6            | 76%      |
| P40      | C2                | 80%      |

3.3.4 Logistic regression (LR) and linear regression (LNR)

Linear Regression predicts a continuous numeric output from a linear combination of attributes, while Logistic Regression predicts the odds of two or more outcomes, allowing for categorical predictions [8]. 4 among 11 papers were recorded in Table 8 that have been used Logistic Regression techniques with their accuracy achieved. While Table 9 shows the details of accuracy and features category used using Linear Regression algorithm.

Table 8 Logistic regression details

| Paper Id | Features category | Accuracy |
|----------|-------------------|----------|
| P4       | C1, C4, C5, C6    | 67%      |
| P11      | C5, C6            | 51.9%    |
| P15      | C5                | 89.15%   |
| P24      | C1, C5            | 88.8%    |

Table 9 Linear regression details

| Paper Id | Features category | Accuracy |
|----------|-------------------|----------|
| P20      | C1, C2, C5        | 50%      |
| P21      | C4, C6            | 60.24%   |
| P30      | C1, C5.C6         | -        |

3.3.5 Decision tree

The Decision Tree classification technique is performed in two stages, which are 1) tree building, and 2) pruning [60]. The internal nodes of the tree represent conditions, the external nodes or the leaves represent class labels, while branches from the internal nodes represent outcomes of the tests or conditions [61]. Decision Tree (DT) is one of the famous algorithms used for predictive modelling on educational data [62]. 19 studies reviewed used the Decision Tree algorithm, and 3 of them succeeded to achieve the highest rate of accuracy when competing with other algorithms. For example, [26] used academic performance and previous education features to predict students’ performance in intermediate and secondary schools. Decision Tree also gave good accuracy in identifying high-risk students who need timely help to complete their studies as discovered by [30] who used the combination of e-learning, social network, and academic performance features to conduct their work.

Table 10 Decision tree details

| Paper Id | Features category | Accuracy |
|----------|-------------------|----------|
| P10      | C5, C6            | 96.6%    |
| P18      | C2, C3, C5        | 91.9%    |
| P37      | C1, C5            | 94%      |

3.3.6 Naïve bayes (NB)

The Naïve Bayes classifier simplifies learning by assuming that features are independent of given class and provide probabilistic interpretations of classifications [63]. Although independence is generally a poor assumption, in practice, Naïve Bayes often competes well with other sophisticated classifiers. [18] identified that the Naïve Bayes algorithm has better accuracy in predicting the performance of junior high school students, while
[21] used Naïve Bayes to analyse undergraduate students’ performance.

### Table 11 Naïve bayes details

| Paper Id | Features category | Accuracy |
|----------|-------------------|----------|
| P6       | C5                | 69%      |
| P9       | C5, C6            | 83.65%   |

### 3.3.7 Hybrid algorithms

In prediction models, the challenging task is to choose the effective techniques that could produce satisfying predictive accuracy [64]. Some researchers introduced the hybrid approach of combining a few machine learning algorithms together to achieve maximum accuracy. Hybrid approaches are defined as incorporating a number of possible machine learning algorithms in order to achieve better performance than any examined single learning algorithms [65]. In this review, five papers used hybrid algorithm approaches to predict student performance [15, 38, 20, 50], and to analyse students at risk in a course [28]. Details of the algorithm integrations are illustrated in Table 12.

### Table 12 Hybrid algorithms details

| Paper Id | Features category | Accuracy |
|----------|-------------------|----------|
| P3       | C1, C4, C5, C6    | -        |
| P8       | C1, C6            | 82.3%    |
| P16      | C5                | 85%      |
| P26      | C1, C5            | 98.96%   |
| P38      | C1, C5            | 97.93%   |

Other than the algorithms mentioned above, the ID3, K-Nearest Neighbour (KNN), Gradient Boosting (GB), Association Rule Mining (ARM), J48, RMSR, and Fuzzy Network (FN) algorithms were found to have achieved high accuracy rates in only one paper reviewed. Details on the accuracy rates based on the different techniques used are tabulated in Table 13.

### Table 13 Other algorithms details

| Paper Id | Features category | Algorithms | Accuracy |
|----------|-------------------|------------|----------|
| P2       | C1, C5, C6        | RMSR       | 94%      |
| P17      | C5, C6            | ID3        | 80%      |
| P25      | C5, C6            | FN         | 80%      |
| P28      | C2, C5            | KNN        | 89%      |
| P27      | C5                | ARM        | 67.3%    |
| P34      | C1, C5, C6        | GBost      | 87.9%    |
| P35      | C2, C5, C6        | J48        | 94.7%    |

Details of the algorithms frequency in terms of as a best predictor or frequency used for comparison in order to find more accurate results in each study are illustrated in Figure 6 below. Figure 6 shows that Decision Tree is the most commonly used algorithm in the study, with 19 out of 40 studies using it to determine the best accuracy for educational datasets. However, Random Forest placed first in terms of highest percentage obtained because it provided the highest accuracy in 6 over 18 studies or a total of 33.5% when compared to others. When it comes to the highest accuracy that each algorithm can achieve, Random Forest once again demonstrated the best performance with 99% accuracy results [26], putting this algorithm in first place among others. However, SVM also performs as good as Random Forest as 19 papers have tested SVM as a single or comparison algorithms and SVM able to gain 5 over 19 best accuracies compare to Random Forest. While other algorithms that obtained high frequency in the chosen algorithms are ANN, NB, KNN and LR.

![Figure 6](image-url)  
**Figure 6** The Algorithms frequency details as the best predictor or used as a comparisons technique in finding the best accuracy
4. Conclusion
Performance prediction has evolved into a useful research topic that assists educators, academics, policymakers, and management in improving the teaching and learning process. This paper presents a 5-year systematic review of attributes used in student performance prediction made via machine learning, educational data mining, and learning analytics approaches, as well as their applicability in the context of student performance prediction. Analysis on 40 papers included in this review brought about great discussions on the varieties of features and algorithms that can impact student performance prediction.

The majority of features used in predicting students' performance are from the academic feature category, which includes students' grade and score in examinations, tests, quizzes, and assignments, GPA, internal assessment on courses and subjects, and attendance marks. According to the findings of this review, academic performance features able to outperform other categories of features in terms of the best attributes for students’ performance prediction. Another finding from this review is that the examination marks and score are the best attributes compared to GPA as highlighted by [11]. This is due to the fact that prediction of student performance has been widely adopted in the educational sector, not only at the higher levels of educational attainment, but also in high school, middle school, and secondary school. This will be a strong foundation for educators and administrators to be able to monitor their students' academic progress while also establishing a suitable approach based on their students' strengths.

Looking deeper into the frequency of techniques used by researchers in predicting student performance, Decision Tree, Random Forest, SVM, ANN, and NB show a strong competition of most common used techniques. However, among the 40 papers reviewed, the Random Forest algorithm had the best performance at 99 percent when using demographic and academic performance features [26], as well as the majority frequency in terms of highest accuracy in student performance prediction. RF could be used for both regression and classification method and even though it is handling high-dimensional data, the lesser time for processing make it better than Decision Tree algorithm [51].

The hybrid approach which combined three algorithms: AODE, IBK, and J48, scored the second highest prediction accuracy at 98.96%. Previous research on student performance prediction suggest that algorithm combinations can help gain better accuracy, but they do not emphasize on the importance of incorporating algorithms to improve accuracy results. Not only has the integration of multiple features resulted in improved accuracy prediction, but the combination of different techniques has also contributed to improved accuracy results [66]. These results show that the selection of combined features categories together with suitable algorithms can affect the accuracy levels obtained when analysing students’ performance. However, the significance of using hybrid algorithms in student performance prediction requires further investigation as most hybrid approach has the capacity to produce competitive performance when compared with related methods. Finally, it is hoped that academic forecasting research on the educational system can help students in improving their academic performance, and educators to understand their students' needs. Additionally, the findings can help the educational management to design more efficient curricula for better education adaptation.

A complete list of abbreviations is shown in Appendix I.

Limitations
Since there is no evidence in favour of smaller classes, most articles are concerned about overfitting. As a result, the use of data sampling in the application of data mining to educational datasets should indeed be outlined in order to overcome the overfitting and underfitting problem. Other issues that need to be highlighted in this review, there are too limited papers that study on the school design and social network features as mostly researchers are emphasizing on the academic performance and demographic features. Hopefully, more researchers will implement more categories of features in the future in order to find the best attributes suitable for adaptation to specific algorithms.
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Appendix I

| S. No | Abbreviations | Descriptions |
|-------|---------------|--------------|
| 1     | ANN           | Artificial Neural Network |
| 2     | ARM           | Association Rule Mining |
| 3     | DM            | Data Mining |
| 4     | DT            | Decision Tree |
| 5     | FN            | Fuzzy Network |
| 6     | GBoost        | Gradient Boosting |
| 7     | ID3           | Iterative Dichotomiser 3 |
| 8     | J48           | J48 algorithm |
| 9     | KNN           | Nearest Neighbor |
| 10    | LA            | Learning Analytics |
| 11    | LNR           | Linear Regression |
| 12    | LR            | Logistic Regression |
| 13    | NB            | Naive Bayes |
| 14    | ML            | Machine Learning |
| 15    | RF            | Random Forest |
| 16    | SVM           | Support Vector Machine |