Weak Antithetic MLMC Estimation of SDEs with the Milstein scheme for Low-Dimensional Wiener Processes
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Abstract

In this paper, we implement a weak Milstein Scheme to simulate low-dimensional stochastic differential equations (SDEs). We prove that combining the antithetic multilevel Monte-Carlo (MLMC) estimator introduced by Giles and Szpruch with the MLMC approach for weak SDE approximation methods by Belomestny and Nagapetyan, we can achieve a quadratic computational complexity in the inverse of the Root Mean Square Error (RMSE) when estimating expected values of smooth functionals of SDE solutions, without simulating Lévy areas and without requiring any strong convergence of the underlying SDE approximation method. By using appropriate discrete variables this approach allows us to calculate the expectation on the coarsest level of resolution by enumeration, which, for low-dimensional problems, results in a reduced computational effort compared to standard MLMC sampling. These theoretical results are also confirmed by a numerical experiment.

Keywords: multilevel Monte-Carlo, stochastic differential equation, weak approximation schemes, Milstein scheme

2010 MSC: 65C30, 65C05

©2018. This manuscript version is made available under the CC-BY-NC-ND 4.0 license

1. Introduction

In this paper we inquire to efficiently estimate \( \mathbb{E}[f(X(T))] \), where \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) is a sufficiently smooth Lipschitz continuous function and \( X(t) \) follows the stochastic differential equation (SDE)

\[
X(t) = X_0 + \int_{t_0}^{t} \mu(X(s))ds + \int_{t_0}^{t} \sigma(X(s))dW(s),
\]

(1)
with \( X_0 \in \mathbb{R}^d \) being a known initial condition, \( \mu \in C^2(\mathbb{R}^d, \mathbb{R}^d) \), \( \sigma \in C^2(\mathbb{R}^{d \times m, \mathbb{R}^d}) \) and \( W(t) \) being an \( m \)-dimensional Wiener process.

The above problem typically occurs in option pricing, where \( f \) is the payoff one is given of the underlying asset \( X(t) \).

A decade ago, Giles [3] introduced the Multilevel Monte-Carlo (MLMC) method to estimate \( \mathbb{E}[f(X(T))] \), which combines approximations with varying number of paths on different levels of resolution and results often in a significant reduction of the computational complexity over standard Monte-Carlo. Proving the requirements to obtain this reduction was initially usually based on the strong convergence properties of the underlying SDE approximation method. Later [5] and [1] managed to circumvent this strong convergence requirement by introducing antithetic paths and a coupling between the levels respectively.

In this paper we combine these efforts to construct a method which has a computational complexity of optimal order, without requiring any strong convergence of the underlying SDE approximation method. This allows further to use enumeration to calculate the expectation on the coarsest level of resolution, resulting in a reduced computational complexity in case of low dimensional Wiener processes.

We continue this paper by shortly describing the standard MLMC and the two extensions in Section 2, showing that a combination of these two efforts is possible. Hereafter we introduce in Section 3 the idea of enumeration, which has the potential to significantly reduce the number of paths on the initial level. We then show the practical usefulness of this approach when pricing a basket option in Section 4.

2. Multilevel Monte-Carlo Estimation

Giles introduced in [3] the MLMC approach which greatly improves on the standard Monte-Carlo sampling. Let \( P = f(X(T)) \) and \( \Delta_l = 2^{-l}T \) be the stepsize used to obtain the approximation \( \hat{P}_l \) of \( f(X(T)) \) at level \( l \), \( l = 0, \ldots, L \). Then instead of applying standard Monte-Carlo to \( \mathbb{E}(\hat{P}_l) \) we apply Monte-Carlo to the telescopic sum

\[
\mathbb{E}(\hat{P}_L) = \mathbb{E}(\hat{P}_0^c) + \sum_{l=1}^L \mathbb{E}(\hat{P}_l^f - \hat{P}_{l-1}^c)
\]

with different numbers \( M_l \) of paths and \( \hat{P}_l^f \) and \( \hat{P}_l^c \) such that \( \mathbb{E}(\hat{P}_0^c) = \mathbb{E}(\hat{P}_0^f) = \mathbb{E}(\hat{P}_L) \), resulting in the estimate

\[
\hat{Y} = \sum_{l=0}^L \hat{Y}_l, \quad \text{where } \hat{Y}_l = \begin{cases} M_{l-1}^{-1} \sum_{i=1}^{M_l} (\hat{P}_{l-1}^{f,i} - \hat{P}_{l-1}^{c,i}), & \text{if } l \neq 0 \\ M_0^{-1} \sum_{i=1}^{M_0} \hat{P}_{l-1}^{f,i}, & \text{if } l = 0 \end{cases}
\]

where the upper index \( i \) denotes the \( i \)-th realization.

Giles [3] proved that under some conditions the computational complexity, \( C \), of this scheme is directly related to the order \( \beta \) of variance reduction, \( \text{var}(\hat{Y}) = O(\Delta_l^\beta) \), and the Mean Square Error (MSE), \( \epsilon^2 = \mathbb{E}((\hat{Y} - \mathbb{E}(P))^2) \) through

\[
C = \begin{cases} O(\epsilon^{-2}), & \text{if } \beta > 1 \\ O(\epsilon^{-2}(\log \epsilon)^2), & \text{if } \beta = 1. \end{cases}
\]  

As \( \beta \) is bounded from below by twice the order of strong convergence, initially SDE approximation methods with a strong order at least 0.5, ideally \( \geq 1 \), seemed necessary.
Recently there has been some research trying to circumvent this strong order requirement. We will in the following describe and combine these efforts to obtain a method which solves (1) with $\beta = 2$ without being strong convergent at all.

2.1. Weak MLMC

In [1] Belomestny and Nagapetyan introduced the Weak MLMC method, proving that MLMC based on the weak Euler scheme maintains $C = \mathcal{O}(e^{-2(\log \varepsilon)^2})$ when doing the right coupling of levels. Concretely, for an arbitrary level $l$, let $\xi_{l,i}^f$ and $\xi_{l,j}^f$, $i = 1, \ldots, 2^l$, be, possibly approximate, Wiener increments with variance $\Delta_l$, used in the approximation of $\hat{P}_l^f$ and $\hat{P}_l^c$, respectively. Then we require

$$\mathcal{R} = \xi_{l-1,i}^f - \xi_{l-2l+1}^f - \xi_{l,2^l}^f,$$

with sufficiently small $\mathcal{R}$. We will here only consider $\mathcal{R} = 0$.

(3) couples the random variables on a single level together and to the lower levels. One picks an initial distribution for the random variables $\xi_{l,i}^f$, which then by (3) generates the distributions of the random variables on the lower levels. For example, the choice $\xi_{l,i}^f \sim N(0, \sqrt{\Delta_l})$ yields $\xi_{l,j}^f \sim N(0, \sqrt{\Delta_l})$, the classical MLMC, while for the two-point distribution approximation with $\mathbb{P}(\xi_{l,i,j}^f = \pm \sqrt{\Delta_l}) = \frac{1}{2}$, $j = 1, \ldots, m$, we obtain

$$\xi_{l,i}^f \sim \text{Bin} \left(2^{l-1}, 0.5 \right) - 2^{l-1} \sqrt{2 \Delta_l}.$$  

It is in [1] Section 4.1] discussed how to implement the generation of binomial random numbers efficiently.

2.2. Weak Antithetic MLMC

One large problem with the strong convergence requirement is that a first order strong convergent method is not readily available for multiple dimensions, due to troublesome terms known as Lévy-areas, that are in general computationally quite demanding.

Consider (for $\alpha \in \{c, f\}$) the multidimensional Milstein scheme for SDEs

$$X_{l,i}^\alpha = X_{l,i-1}^\alpha + \mu(X_{l,i-1}^\alpha)\Delta_l + \sum_{j=1}^m \sigma_j(X_{l,i-1}^\alpha)\xi_{j,l,i}^\alpha$$

$$+ \sum_{j,k=1}^m \sigma_j'(X_{l,i-1}^\alpha)\sigma_k(X_{l,i-1}^\alpha)(\xi_{l,i-1,j}^\alpha \xi_{l,i-1,k}^\alpha - \Omega_{jk}\Delta_l - A_{jk,i-1}),$$

with $\Omega$ being the correlation matrix and $A_{jk,i-1}$ being the Lévy-areas as defined in [3], and $\xi_{j,l,i-1,k}$ being the $k$-th component of the Wiener increment with variance $\Delta_l$.

Giles and Szpruch [5] showed that if one also defines an antithetic path $X_{l,i}^\alpha$, obtained by switching $\xi_{l,i-1,j}$ with $\xi_{l,2i-1,j}$ for all $i$, and chooses $\hat{P}_l^f = f(X_{l,T}^\alpha_{l,i})$ and $\hat{P}_l^c = 1/2(f(X_{l,T}^\alpha_{l,i}) + f(X_{l,T}^\alpha_{l,2i-1}))$, one can ignore the Lévy-area while maintaining $\beta = 2$ for smooth payoff functions $f$.

We now extend this result to the scheme where $\xi_{l,i,j}^c, \xi_{l,i,j}^f$ are approximate Wiener increments as given in (3) and (4).
Theorem 1. Using the Milstein method without Lévy areas,

\[ X_{i,j}^\alpha = X_{i,j-1}^\alpha + \mu(X_{i,j-1}^\alpha)\Delta_t + \sum_{j=1}^{m} \sigma_j(X_{i,j-1}^\alpha) \xi_{i,j-1}^\alpha + \sum_{j,k=1}^{m} \sigma_j(X_{i,j-1}^\alpha) \sigma_k(X_{i,j-1}^\alpha) (\xi_{i,j-1}^\alpha, j \xi_{i,j-1}^\alpha, k - \Omega_{j,k}\Delta_t), \]

with \( \alpha \in \{c, f\} \) and \( \xi_{i,j}^\alpha \) being the weak approximation given by (3) and (4), together with the antithetic MLMC to estimate \( \mathbb{E}(f(X(T))) \), yields second order variance reduction for Lipschitz continuous payoff functions \( f \) in \( C^2(\mathbb{R}^d, \mathbb{R}) \).

Proof. This proof is similar to the one given in [5], with the change that as [5, Lemma 4.6] requires strong convergence to bound \( ||X_{i,j}^f - X_{i,j}^a|| \), to circumvent this we use an adapted version of [5, Theorem 4.10].

\[ \square \]

Corollary 1 (Computational Complexity). Under the conditions of Theorem 1, using the Milstein scheme without Levy areas together with binomial random numbers and the antithetic MLMC results in a computational complexity of \( C = O(\varepsilon^{-2}) \).

Proof. Combining Theorem 1 with [5, Theorem 3.1] yields the desired result.

Note: For the European option, which is not in \( C^2 \), we have the more conservative bound \( \beta > 1.5 \) [5, Theorem 5.2]. However, this still gives \( C = O(\varepsilon^{-2}) \) by (2).

3. The Enumeration Idea

Using discrete variables, e.g., (4), instead of the normally distributed random variables representing Wiener increments allow us to calculate the expectation exactly by calculating all possible outcomes and scaling by their probability. We will in this paper solely consider (4).

Let \( \bar{x} = (x_1, \ldots, x_m)^T \) be a sample of the random variable \( \xi_{i,j}^f = (\xi_{i,j,1}^f, \ldots, \xi_{i,j,m}^f) \). As the different approximate Wiener increments are independent the probability of each collection of outcomes is

\[ \mathbb{P}(\xi_{i,j}^f = \bar{x}) = \prod_{k=1}^{m} \mathbb{P}(\xi_{i,j,k}^f = x_k), \quad \text{with} \quad \mathbb{P}(\xi_{i,j,k}^f = x_k) = \left( \frac{x_k}{\sqrt{2^j \sigma_k}} \right)^{2^{L-j-1}} \frac{2^{L-j-1}}{2^j \sigma_k} \cdot 0.5^{2^{L-j-1}}. \]

As each ”Binomial” distribution has \( 2^{L-j} + 1 \) different outcomes, there are \( 2^j \) independent steps and \( m \) independent dimensions, the number of possible paths on level \( l \) is given by \( (2^{L-j} + 1)^{2^j m} \). Due to this, we apply enumeration only on level \( l = 0 \), where the number of paths is largest in the MLMC. The number of possible paths is then given by \( \bar{M} = (2^{L+1})^m \).

In Table 1 we see that enumeration is almost unconditionally useful in the cases of \( m = 1 \) and \( m = 2 \), whereas for \( m = 3 \) and \( m = 4 \) it is still useful if the number of levels can be kept low, which often is the case, see e. g. the example in Section 4. For \( m > 4 \) enumeration is only rarely beneficial, unless the number of levels needed is low and the variance extraordinarily large.
\[
\begin{array}{|c|c|c|c|c|}
\hline
M & m = 1 & m = 2 & m = 3 & m = 4 \\
\hline
L = 8 & 257 & 66,049 & 16,974,593 & 4,362,470,401 \\
L = 9 & 513 & 263,169 & 135,005,697 & - \\
L = 10 & 1,025 & 1,050,625 & 1,076,890,625 & - \\
L = 11 & 2,049 & 4,198,401 & 8,602,523,649 & - \\
\hline
\end{array}
\]

Table 1: Number of simulations \( \hat{M} \) needed to calculate \( E(\hat{P}_0) \) as a function of the number of dimensions for the Wiener process and the maximum level. Dashes mark places where there are more than 1e10 possibilities.

4. Numerical Example

In this section we price the basket option

\[
f(X_1(T), X_2(T)) = e^{-rT} \max(X_1(T) + X_2(T) - K, 0),
\]

using the following linear SDE to simulate the underlying asset,

\[
\begin{align*}
\mathrm{d}X_1(t) &= rX_1(t)\,\mathrm{d}t + \sigma_1 X_1(t)\,\mathrm{d}W_1(t) + \sigma_2 (X_1(t) + X_2(t))\,\mathrm{d}W_2(t), \\
\mathrm{d}X_2(t) &= rX_2(t)\,\mathrm{d}t + \sigma_3 X_2(t)\,\mathrm{d}W_1(t) + \sigma_4 X_2(t)\,\mathrm{d}W_2(t).
\end{align*}
\]

We use the parameters \( T = 1, K = 2, X_1(0) = 1, r = 0.2, \sigma_1 = 0.05, \sigma_2 = 0.1, \sigma_3 = 0.15, \sigma_4 = 0.2 \) and compare three different MLMC methods:

- the Euler MLMC method with binomial random variables introduced by Belomestny and Nagapetyan [1] (Euler),
- the antithetic Milstein MLMC with normal random variables introduced by Giles and Szpruch [5] (Normal),
- the antithetic Milstein MLMC with binomial random variables and enumeration proposed in this article (Binomial).

We will use the name in parenthesis as classifier in the legend. For all of them we approximate the variance reduction and convergence for root mean square error \( \text{RMSE} = 1e-5 \), as well as the number of paths on \( l = 0 \) and the computational complexity for \( \text{RMSE} \in \{5e-4, 2e-4, 1e-4, 5e-5, 2e-5, 1e-5\} \). We have repeated this 100 times and report in Fig. 1 the average of these results together with their 95% confidence intervals, often vanishingly small.

For the Binomial and Euler method we approximate the number of levels from a simulation with \( \text{RMSE} = 5e-4 \) and the assumption of linear convergence and allow the code to increase the levels if necessary, this is included in the computational complexity. For the Normal method we can reuse already calculated paths when \( L \) increases, thus here we just start with \( L = 1 \).

We see that for the two Milstein schemes, the variance is more or less identical, and is approximately of order \( \beta = 2 \), whereas the variance reduction for the Euler scheme is only of order \( \beta = 1 \), as expected. \( \beta = 2 \) results by (2) in a quadratic computational complexity, which is also confirmed by the simulations.
Convergence is in all three cases as expected approximately of order 1, though for the Euler scheme slightly larger. Lastly, we see that the number of paths needed on level $l = 0$ is significantly less when using enumeration than if we use standard Monte-Carlo. This then influences the computational complexity, such that the computational complexity of the Milstein scheme using enumeration is for $RMSE = 1e^{-5}$ about 4 times smaller than the scheme without, though only about 2 times for higher RMSEs due to the initial test simulation.
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