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Abstract—Licensed spectrum sharing has been a promised approach to provide mobile network operators (MNOs) with required spectrum at times of increased traffic, or to improve the mobile user data rate with limited spectral resources. In this paper, we investigate the use of multi-user multiple-input, multiple-output (MIMO) techniques to enable licensed spectrum sharing. Specifically, we present a fair spectrum sharing system between two MNOs in multi-cell multi-user MIMO networks. We impose fairness by ensuring that each MNO receives spectrum in proportion to the amount it contributes. We formulate a constrained optimization problem to determine resource allocation and user scheduling across two MNOs. Since the problem is non-convex, we develop an algorithm to provide an effective solution through fractional programming and block coordinate descent. Our numerical results illustrate that the proposed spectrum sharing scheme can achieve up to 60% improvement in terms of the average user rate among the two operators while ensuring that neither MNO is exploited for participating in the sharing mechanism. This improvement is in relation to the baseline of each MNO using multi-user MIMO communications on its own. In addition, most users, especially cell-center users close to the BSs, take advantage of our proposed spectrum sharing framework.
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I. INTRODUCTION

A LONG with the development of modern wireless communications, the number of mobile devices has increased explosively over the years. However, the spectrum which plays a fundamental role in wireless communications remains a scarce resource [2]. Nonetheless, the spectrum is under-utilized, partly because of licensing spectrum on an exclusive basis by mobile network operators (MNOs). In this regard, allowing MNOs to share their licensed spectrum is an innovative way to approach the above problem. In addition, sharing spectrum could allow MNOs access to extra spectrum in times of increased traffic. We begin here with a comprehensive review of the relevant literature.

Licensed spectrum sharing can be categorized into heterogeneous spectrum sharing and homogeneous spectrum sharing [2]. In heterogeneous sharing, the spectrum is shared between different wireless communication systems (i.e., mobile and non-mobile systems). On the other hand, homogeneous sharing denotes the spectrum sharing within the same communication system (i.e., sharing among multiple MNOs). Licensed-Assisted Access (LAA) and Licensed Shared Access (LSA) are two typical heterogeneous spectrum sharing schemes, where the spectrum is shared between MNOs and an incumbent spectrum user. LAA is an LTE-unlicensed spectrum sharing scheme which allows MNOs to incorporate the 5 GHz unlicensed band together with their licensed spectrum to deliver wireless service to the end users.

In [3], the authors propose an auction scheme through Lyapunov optimization for the LTE-unlicensed users to share the same unlicensed spectrum with Wi-Fi in an opportunistic manner. It maximizes the overall social welfare and guarantees bounded drop rate and delay for the participating BSs. In [4], the authors apply game theory to study spectrum sharing within unlicensed bands among multiple strategic operators. The dynamics of the spectrum sharing market are investigated through an entry game. A dynamic sharing scheme among participating operators is proposed to work with the time-varying traffic.

Licensed Shared Access (LSA) is a spectrum sharing concept which enables MNOs (i.e., licensee operators (LOs)) to access additional spectrum resource from other spectrum owners (i.e., incumbent operators (IOs)) on a licensed shared base [5]. The authors in [6] propose a framework to discourage the LOs’ misbehaviour (i.e., non-granted access to IO’s spectrum) in LSA networks. The framework consists of a Dedicated Sensing Network (DSN) to sense the misbehaviour, a scoring system to penalize the misbehaviour and a resource allocation scheme to determine the priority in using the shared resource based on the score of each LO. Although the proposed scheme could successfully discourage the misbehaviour among the LOs, it could decrease the usage of the shared resource when severe penalty scheme is applied.

Homogeneous spectrum sharing among operators can be classified into mutual renting and spectrum pooling, when spectrum is the only shared resource. For mutual renting, each
MNO can rent their unutilized spectrum to other MNOs for additional revenue, and thus increases the spectrum utilization efficiency. For instance, in [7], the authors investigate how secondary network operators (i.e., buyers) should acquire spectrum access from primary network operators (i.e., sellers) based on the characteristics (i.e., cost and quality) of the available bands. Two optimization problems are formulated to study the questions on how SNOs could minimize cost while ensuring targeted quality-of-service (QoS), and how SNOs could achieve maximal utility gain with limited budget, respectively. However, mutual renting is an opportunistic spectrum sharing mechanism which is beneficial to relieve temporal spectrum shortage, yet cannot improve the whole system throughput in the long run.

In the case of spectrum pooling, in addition to the spectrum exclusively allocated to specific MNOs, there is assumed to exist an unallocated band spectrum operated by the national regulatory authority which is to be shared by MNOs. Alternatively, multiple operators agree to use their aggregate spectrum in an shared manner, where there is a resource manager, or a meta-operator to manage the spectrum allocation among the operators. Our proposed work falls into this category of spectrum pooling where two MNOs will agree to share spectrum, but exploit concepts from multiuser multiple input, multiple output (MIMO) networks to simultaneously use the same spectrum resources.

The spectrum pooling approach can be either cooperative or non-cooperative. The difference between the two schemes is whether the coordination of the spectrum allocation among MNOs is real-time or not. With non-cooperative spectrum pooling, the operators access the spectrum pool following predefined regulations or protocols. In [8], the authors propose three resource sharing models between two operators by overflow management. The proposed models reduce the blocking probability for both operators with low traffic intensity. If only one operator suffers from heavy traffic, it can attain a reduction in blocking probability as a tradeoff with a marginal increase in the blocking probability of the other operator. The work in [8] is revisited in [9], where the authors propose two different rules in deciding the amount of spectrum to be shared based on the same model. The degradation of blocking probability for the operator with lower traffic intensity (the lender) during the sharing has been minimized. However, the scenario when the traffic intensities for both operator are high is not investigated in either work.

Game theory is a useful tool to investigate the behaviour of MNOs when the spectrum sharing is non-cooperative. In [10], the authors investigate spectrum sharing amongst operators for device-to-device communications. They formulate a non-cooperative game to model the bargain of spectrum contributions of each participating operator to the shared spectrum pool. A unique equilibrium can be achieved by the proposed Jacobi-play strategy update and all operators can achieve performance gains compared with the non-sharing case. However, the gain and cost is not guaranteed to be proportional (i.e., although an operator could improve its performance, it may need to contribute more spectrum to the pool than others). We attempt to address this potential disparity.

The authors in [11] apply matching game theory to study non-orthogonal spectrum assignment among operators to maximize the sum rate of all operators. In the matching game, the distribution of transmit power at each BS is investigated using Q-learning. The study reveals that spectrum allocation contributes more to the gain in the sum rate than power allocation. However, the authors do not study the benefit brought to each operator (i.e., operators may not to be incentivized to join in spectrum sharing).

In [12], the authors used non-cooperative repeated games to model the interactions between two operators in a small (femto) cell. At each term, each operator proposes the number of component carriers (CCs) to borrow and lease among the K CCs in the spectrum pool. The CCs can be used exclusively by one operator once the number of CCs it borrows is no more than the number of CCs the other operator is willing to grant. The proposed model outperforms the case where there is no coordination between the operators. The same repeated game model as in [12] is used to study spectrum sharing in multi-operator heterogeneous networks in [13]. The spectrum is shared between the micro-cells and femto-cells of different operators. However, in [12] and [13], it is assumed that the operators have similar loads and are rational during the games, which is not realistic.

Our work, though, falls in the category of cooperative spectrum pooling wherein, spectrum is allocated to different operators in a centralized manner through a central controller or a resource manager. This cooperation requires an agreement amongst the MNOs involved to pool their resources for mutual benefit, such as when they face high traffic demands. In [14], the authors propose an algorithm for the spectrum manager to allocate the spectrum between two networks within a single cell, which improves the effective spectrum utilisation while maintaining the quality of service (QoS) of each network under a fluctuated traffic environment. The work shows that sharing spectrum within a single cell by multiple operators could improve the spectrum utilisation efficiency compared with fixed spectrum allocation schemes. However, this work does not guarantee fairness between the two networks in spectrum usage.

In [15], the authors investigate the spectrum sharing among MNOs at very short timescales with an instantaneous, dynamic sharing framework. A spectrum sharing manager regulates the resource allocation among the BSs of different MNOs. The proposed sharing scheme achieves increased spectral efficiency and reduced over-the-air latency compared to existing technologies (i.e., Wi-Fi). However, only a general coordination protocol is proposed without considering the wireless transmission specifications (e.g., path loss). In [16], the authors form a resource allocation problem that investigates the allocation of spectrum and BS density in an ultra-dense network (UDN) to minimize the cost of all operators while maintaining the average user rate. The tradeoff between spectrum usage and the density of operating BSs during the peak hours is illustrated. However, the case when both spectrum and BS density are limited is not studied in the work.

The authors in [17] reveal the superiority of non-orthogonal spectrum sharing over orthogonal spectrum sharing in terms
of user throughput. Orthogonal spectrum sharing refers to the scenario when a certain frequency band cannot be simultaneously accessed by multiple operators. On the other hand, with non-orthogonal spectrum sharing, operators can transmit signals to their users through the same frequency band concurrently, which brings out the issue of inter-operator interference. In [18], the authors investigate the potential gain of non-orthogonal spectrum sharing with a multiple input, single-output model. The authors conclude that only a limited improvement can be achieved through non-orthogonal spectrum sharing. However, the authors assume that BSs from both operators are co-located in each cell, which is unlikely in a real-world BS deployment.

Fairness among operators in accessing the spectrum is another concern in spectrum sharing and of importance in this paper. In [19], the author proposes a scheme for MNOs to share their spectrum within indoor small cells. Spectrum from all MNOs assemble a spectrum pool to be shared fairly by all users in a small cell. The amount each MNO pays for the spectrum is proportional to the spectrum usage of its own users. The performance of the proposed scheme is limited by the co-channel interference; under maximum interference, the spectrum sharing scheme does not improve the performance from the no-sharing case.

In summary, although importance of spectrum sharing is well documented, a cooperative spectrum sharing scheme that considers fairness between MNOs with real-world interference patterns has not been investigated. Furthermore, few works have investigated how the advent of physical layer technologies, such as cooperative MIMO systems, can help encourage spectrum sharing and enable maximizing the efficiency of spectrum usage. In this regard, the contributions of this paper are:

- We investigate non-orthogonal spectrum sharing under a deployment where BSs from different MNOs are not co-located for a multi-cell multi-user MIMO network, within the realm of cooperative spectrum pooling.
- We propose a spectrum sharing optimization framework with inter-operator coordinated beamforming between two MNOs which allows for simultaneous use by both while making fairness a key factor in determining the usage of the shared spectrum between the operators. In this regard, we exploit the beamforming capabilities of multi-antenna BSs to optimize spectrum allocation.
- We develop an algorithm based on fractional programming to manage the resource allocation and user scheduling among the two MNOs. These well-established techniques provide smooth convergence to stationary points of the optimization problem.
- To the best of the authors’ knowledge, this is the first work to investigate fair licensed spectrum sharing in multi-cell multi-user MIMO networks, from the perspective of centralized optimization. The proposed spectrum sharing mechanism can be incorporated into the modern LTE and 5G networks, especially in the sub-6GHz range. It is worth emphasizing that our work explores what is theoretically possible and would require significant additional developments for practical implementation. We hope to spark continued investigations in this field. Specifically, in this work, we assume perfect knowledge of both the inter-operator and intra-operator channel state information (CSI) among all of the users. The acquisition and sharing of CSI in cooperative networks is an active research area. Furthermore, in this paper, we focus on maximizing the spectral efficiency of the operators; specifically, we do not include economic incentives to participate.

The paper is organized as follows: in Section II, we present the system model at hand and devise the spectrum sharing scheme. Based on the sharing scheme, we formulate an optimization problem for the resource allocation and user scheduling. In Section III, we investigate and develop an algorithm to solve the proposed optimization problem. The performance of the spectrum sharing scheme is evaluated in Section IV. Section V ends the paper with some conclusions.

Notation: within this paper, we use the lower case letters to denote scalars (e.g., α, β), bold lower-case letter to denote vectors (e.g., v). We use the bold upper-case letter to denote matrices (e.g., D). For a vector x, ||x|| refers to its Euclidean norm. For a matrix A, A^† denotes the inverse of the matrix, and A^† refers to its conjugate transpose. Regarding to the sets of numbers, \( \mathbb{R} \) denotes the set of real numbers, \( \mathbb{C} \) denotes the set of complex numbers, and \( \mathbb{Z} \) denotes the set of integers. We use the symbol \( Re \{ \cdot \} \) to indicate the real part of a complex term. Finally, I is an identity matrix.

II. System Model and Problem Formulation

We consider the downlink of a multi-cell multi-user MIMO network comprising two operators sharing the same coverage area, denoted as OP1 and OP2 respectively. While our formulation can be extended to as many operators as desired, here we focus on two operators for the ease of exposition. The spectrum of OP1 and OP2 can be divided into \( N_1 \) and \( N_2 \) frequency slots, each of equal bandwidth individually. The operating area of each operator is divided into non-overlapping cells. Each operator has a base station (BS) located at the center of each cell to transmit signals to its own users within the cell using the frequency slots. We assume the cells of the two operators are diagonally overlapped, where the BSs of one operator stand at the corners of cells of the other operator. We use wraparound with a cluster of \( B \) cells to avoid network-edge issues and achieve more realistic results [20]. The distribution of users in each cluster is independent of each other. In addition, all wireless channels between BSs and users in a cluster are assumed independent. Finally, we assume there are \( K_1 \) users among all cells of OP1 and \( K_2 \) users among all cells of OP2.

For either operator, each BS is equipped with \( M \) transmit antennas, and each user is equipped with one receive antenna. We use \( H_{1,i,j} = [h_{1,i,j,1}, h_{1,i,j,2}, \ldots, h_{1,i,j,M}] \in \mathbb{C}^{M \times K_1} \) to denote the downlink channel between the BS at cell \( i \) of OP1 and users at cell \( j \) of OP1 in the \( j \)th frequency slot (\( 1 \leq j \leq N_1 + N_2 \)). Here, \( h_{1,i,j,k} \triangleq \sqrt{\beta_{1,i,j}^k} \cdot g_{1,i,j}^k \in \mathbb{C}^{M \times 1} \), where \( \beta_{1,i,j}^k = \left( \frac{d_{1,i,j}}{d_0} \right)^{-\alpha} \) accounts for the path-loss between the BS and the \( k \)th user belonging to OP1 and \( g_{1,i,j}^k \in \mathbb{C}^{M \times 1} \) accounts for the associated small-scale
fading. Within the expression of path-loss, \( d_{i,1}^k \) denotes the corresponding distances between the BS and the \( k^{th} \) user at the \( i^{th} \) cell, \( d_0 \) is the reference distance and \( \alpha \) is the pass-loss exponent [21]. \( g_{1,1,j}^m \), which denotes the small-scale fading between the \( m^{th} \) antenna and the \( k^{th} \) user, is a zero-mean, unit-variance complex Gaussian random variable, i.e., \( g_{1,1,j}^m \sim \mathcal{CN}(0,1) \). \( h_{2,1,1,j}^m \), \( h_{2,1,1,j}^m \) and \( h_{2,1,1,j}^m \) are similar, where the first subscript indicates which operator the BS belongs to while the second indicates the operator associated with the user.

With \( M \) transmit antennas per BS, within each cell, using linear processing, at most \( M \) users can be scheduled simultaneously in a single frequency slot [22]. Thus, there are up to \( M \) beamformers to be designed at each BS to facilitate the signal transmission to the scheduled users within each frequency slot. We use \( \mathbf{v}_{1,1,j}^m \in \mathbb{C}^{M \times 1} \) to denote the \( m^{th} \) beamformer at cell \( i \) with frequency slot \( j \). Moreover, we use \( \mathbf{u}_{1,1,j}^m \in \mathbb{Z}^{K_1 \times 1} \) to illustrate the user scheduling variables on the \( m^{th} \) beam through the \( j^{th} \) frequency slot in the \( i^{th} \) cell. Specifically, \( \mathbf{u}_{1,1,j}^m \) is a length-\( K_1 \) vector of comprising \( K_1-1 \) zeros and at most a single one indicating the scheduled user (i.e., if the \( k^{th} \) user is scheduled, then only the \( k^{th} \) entry of the vector \( \mathbf{u}_{1,1,j}^m \) is 1).

The implementation of spectrum sharing between the two operators is illustrated in Fig. 1. We apply the method of spectrum pooling with a spectrum pool comprising the \( N_1+N_2 \) frequency slots from both OP1 and OP2. This aggregate spectrum can be accessed by both operators in all cells. However, the spectrum is allocated to the two operators dynamically through a central controller, which manages the resource allocation and user scheduling among all cells from both operators. Specifically, before data transmission, both operators share their information (e.g., CSI, user distribution, etc.) to the central controller, as illustrated in the red arrows. Based on the information provided from the two operators, the central controller then determines the optimal beamforming vectors, user scheduling, and spectrum allocations for each operator, in order to maximize the overall performance of the system. The determined beamforming vectors, user scheduling, and spectrum allocations are sent back to the operators, as shown in the blue arrows, and thereafter used in the data transmissions to the users. Distributed implementations and reducing the overhead to implement our approach is outside the scope of this paper.

To impose fairness, the total number of frequency slots that can be used by each operator within each cell simultaneously is restricted, i.e., the operator contributing less to the spectrum pool is restricted to use fewer frequency slots than the other. We let OP1 to be the operator that provides more frequency slots (\( N_1 \geq N_2 \)) within the system, as such it has the right to access the whole spectrum pool (i.e., altogether \( N_1 + N_2 \) frequency slots). We impose proportional spectrum access fairness, i.e., OP2 can only use \( \frac{N_2}{N_1+N_2} \) of the frequency slots. In this way, the ratio of the amount of spectrum accessed by the two operators in spectrum sharing, remains consistent with the ratio of the amount of spectrum they contribute. Further assigning more spectrum to OP2 will disincentivize OP1 from participating, as the relative difference between the quantity of spectrum they can access narrows compared with the case of no spectrum sharing. On the other hand, OP2 may be reluctant to take part in spectrum sharing if fewer frequency slots are assigned to it, since the relative gap between the amount of spectrum it can access and the amount of spectrum OP1 can access enlarges. It is worth mentioning that, the proportional fairness here is simply one of many possible fairness metrics; any fairness condition, which incentivizes both operators to participate in spectrum sharing, can be applied. We use \( s_{1,i,j} \), \( s_{2,i,j} \in \{0,1\} \) to indicate that whether the \( j^{th} \) frequency slot is assigned to OP1 and OP2 respectively in the \( i^{th} \) cell. Note that, importantly, the same frequency slot may be used by both operators. Furthermore, it is not necessary for OP2 to use the same frequency slots in all its \( B \) cells. For each user, the intra-operator interference arises from the beams from all BSs within the \( B \) cells other than the beam on which the user is scheduled. Importantly, since both operators can access all slots, inter-operator interference arises from all \( B \) cells of the other operator.

---

1As mentioned, to focus on the performance upper bound, we assume knowledge of all channels at a central controller. Estimating the channels and disseminating this information is outside the scope of this paper. Standard channel MIMO estimation techniques may be used, however, this assumes coordination of training across both operators.
Accordingly, the intra-operator interference to the $m^{th}$ scheduled user through the $j^{th}$ frequency slot in the $i^{th}$ cell for OP1 and OP2 could be formulated respectively as:

\[
I_{1,1,i,j} = \sum_{i' = 1}^{B} \sum_{m' = 1}^{M} s_{1,i',j} \times |(H_{1,i',1,j} u_{1,i,j}^{m})|^{2} \]  \hspace{1cm} (1a)
\[
I_{2,2,i,j} = \sum_{i' = 1}^{B} \sum_{m' = 1}^{M} s_{2,i',j} \times |(H_{2,i',2,j} u_{2,i,j}^{m})|^{2} \]  \hspace{1cm} (1b)
\[
I_{1,2,i,j} = \sum_{i' = 1}^{B} \sum_{m' = 1}^{M} s_{1,i',j} \times |(H_{1,i',2,j} u_{1,i,j}^{m})|^{2} \]  \hspace{1cm} (2a)
\[
I_{1,2,i,j} = \sum_{i' = 1}^{B} \sum_{m' = 1}^{M} s_{1,i',j} \times |(H_{1,i',2,j} u_{1,i,j}^{m})|^{2} \]  \hspace{1cm} (2b)

Here, $(H_{1,i',1,j} u_{1,i,j}^{m})$ is a $M \times 1$ vector denoting the channel between the BS in the $(i')^{th}$ cell of the same operator and the scheduled user. For each user, only the inter-operator interference from the $B$ closest BSs of the other operator is considered. Thus, the inter-operator interference shares a similar form as the intra-operator interference in (1):

\[
I_{1,1,i,j} = \sum_{i' = 1}^{B} \sum_{m' = 1}^{M} s_{1,i',j} \times |(H_{1,i',1,j} u_{1,i,j}^{m})|^{2} \]  \hspace{1cm} (3a)
\[
I_{2,2,i,j} = \sum_{i' = 1}^{B} \sum_{m' = 1}^{M} s_{2,i',j} \times |(H_{2,i',2,j} u_{2,i,j}^{m})|^{2} \]  \hspace{1cm} (3b)

Using these interference expressions, the signal-to-interference-plus-noise ratio (SINR) for the user scheduled on the $m^{th}$ beam on the $j^{th}$ frequency slot in the $i^{th}$ cell of OP1 is given by

\[
\Gamma_{i,j}^{m} = \frac{s_{1,i,j} \times |(H_{1,i,1,j} u_{1,i,j}^{m})|^{2}}{\sigma^{2} + I_{1,1,i,j} + I_{2,1,i,j}} \]  \hspace{1cm} (4)

with an associated data rate of $R_{i,j}^{m} = BW \log(1 + \Gamma_{i,j}^{m})$. A similar expression can be written for users of OP2 as well. Consequently, the sum-rate of the whole system is given by $\sum_{i,j,m} (R_{1,i,j}^{m} + R_{2,i,j}^{m})$. Individual weights for the rate can be easily incorporated [23].

The central controller that manages the beamforming for each frequency slot in each cell and schedules users for both operators to maximize the sum-rate of all users within the system. Then, the objective function at hand is:

\[
f_{0}(s_{1}, s_{2}, u_{1}, u_{2}, v_{1}, v_{2}) = \max_{s_{1}, s_{2}, u_{1}, u_{2}, v_{1}, v_{2}} \sum_{i=1}^{N_{1}+N_{2}} \sum_{j=1}^{K} \left( \log(1 + \frac{s_{1,i,j} \times |(H_{1,i,1,j} u_{1,i,j}^{m})|^{2}}{\sigma^{2} + I_{1,1,i,j} + I_{2,1,i,j}}) + \log(1 + \frac{s_{2,i,j} \times |(H_{2,i,2,j} u_{2,i,j}^{m})|^{2}}{\sigma^{2} + I_{2,1,i,j} + I_{1,2,i,j}}) \right) \]  \hspace{1cm} (5)

Optimal resource allocation and user scheduling, therefore, requires the solution to the following constrained optimization problem:

\[
\max_{s_{1}, s_{2}, u_{1}, u_{2}, v_{1}, v_{2}} f_{0}(s_{1}, s_{2}, u_{1}, u_{2}, v_{1}, v_{2}) \]  \hspace{1cm} (5a)

subject to

\[
\sum_{m=1}^{M} \|v_{1,i,j,m}^{m}\|^{2} \leq P_{1}, \]  \hspace{1cm} (5b)
\[
\sum_{m=1}^{M} \|v_{2,i,j,m}^{m}\|^{2} \leq P_{2}, \quad \forall i, j; \]  \hspace{1cm} (5c)
\[
\sum_{k=1}^{K} (u_{1,i,j,m}^{m}) k = 1, \quad \sum_{k=1}^{K} (u_{2,i,j,m}^{m}) k = 1, \quad \forall i, j, m; \]  \hspace{1cm} (5d)
\[
\sum_{j=1}^{N_{1}+N_{2}} s_{1,i,j} \leq N_{1} + N_{2}, \quad \forall i; \]  \hspace{1cm} (5e)
\[
\sum_{j=1}^{N_{1}+N_{2}} s_{2,i,j} \leq \frac{N_{2}}{N_{1}} \cdot (N_{1} + N_{2}), \quad \forall i \]  \hspace{1cm} (5f)

Among the constraints in (5), (5b) imposes a power constraint on each frequency slot from both operators. The constraint (5c) enforces that each beam is allocated to at most one user. Moreover, the constraint (5d) ensures that one user can only be assigned to at most one beam within each frequency slot. (5e) and (5f) restrict the spectrum usage by each operator to guarantee the fairness between the two participating operators (while (5e) is redundant, we include it for completeness.)

### III. PROPOSED SOLUTION APPROACH

Solving the above constrained optimization problem is challenging since the objective function (5a) is non-convex on the beamformer $v$ and discontinuous on $u$ and $s$. Fortunately, we can formulate an iterative optimization scheme to tackle the problem based on the well-established technique of fractional programming [23], [24]. By means of fractional programming, the objective function (5a) can be made concave. Fractional programming uses the fact that the following sum-of-logarithms optimization problem:

\[
\max_{x} f(x) = \sum_{i} \log \left( 1 + \frac{A_{i}(x)}{B_{i}(x)} \right) \]  \hspace{1cm} (6)

has an equivalent sum-of-ratios form:

\[
\max_{x, \gamma} f_{x}(x, \gamma) = \sum_{i} \left( \log(1 + \gamma_{i}) - \gamma_{i} + \frac{(1 + \gamma_{i}) A_{i}(x)}{A_{i}(x) + B_{i}(x)} \right) \]  \hspace{1cm} (7)

where $\gamma_{i} = \frac{A_{i}(x)}{B_{i}(x)}$ is an auxiliary variable [24].

**Proof:** By introducing an auxiliary variable $\gamma_{i} = \frac{A_{i}(x)}{B_{i}(x)}$, the original sum-of-logarithms optimization problem (6) can
be rewritten as:
\[
\begin{align*}
\max_{x, \gamma} f(\gamma) &= \sum_i \log(1 + \gamma_i) \\
\text{subject to } \gamma_i &= \frac{A_i(x)}{B_i(x)} \tag{7}
\end{align*}
\]

The Lagrange dual function of the optimization problem (7) is:
\[
\begin{align*}
g(\nu) &= \max_{x, \gamma} \mathcal{L}(\gamma, \nu) \\
&= \max_{x, \gamma} \sum_i \left( \log(1 + \gamma_i) - \nu_i \left( \gamma_i - \frac{A_i(x)}{B_i(x)} \right) \right) \tag{8}
\end{align*}
\]

Since \(\mathcal{L}(\gamma, \nu)\) in (8) is concave differentiable over \(\gamma_i\) when \(x\) is fixed, the optimal \(\gamma_i^*\) can be achieved by setting \(\frac{\partial \mathcal{L}(\gamma, \nu)}{\partial \gamma_i} = 0\), which yields \(\gamma_i^* = \frac{1}{\nu_i} - 1\). Replacing the optimal \(\gamma_i^*\) back into (8), yields:
\[
\begin{align*}
g(\nu) &= \sum_i \left( \log \left( \frac{1}{\nu_i} \right) - \nu_i \left( \frac{1}{\nu_i} - 1 - \frac{A_i(x)}{B_i(x)} \right) \right) \tag{9}
\end{align*}
\]

The dual optimization problem of (7) is then:
\[
\begin{align*}
\min_{\nu} g(\nu) &= \min_{\nu} \sum_i \left( \log \left( \frac{1}{\nu_i} \right) - \nu_i \left( \frac{1}{\nu_i} - 1 - \frac{A_i(x)}{B_i(x)} \right) \right) \tag{10}
\end{align*}
\]

Since \(g(\nu)\) in (10) is convex differentiable over \(\nu_i\), the optimal \(\nu_i^*\) can be achieved by setting \(\frac{\partial g(\nu)}{\partial \nu_i} = 0\), which yields \(\nu_i^* = \frac{B_i(x)}{A_i(x)}\).

Since there is only one equality constraint in (7), Slater's condition is satisfied and thus strong duality holds, which implies:
\[
\begin{align*}
\max_{x, \gamma} f(\gamma) &= \max_{x, \gamma} \mathcal{L}(\gamma, \nu^*) \\
&= \max_{x, \gamma} \sum_i \left( \log(1 + \gamma_i) - \gamma_i + \frac{(1 + \gamma_i)A_i(x)}{A_i(x) + B_i(x)} \right) \tag{11}
\end{align*}
\]

Thus, the objective function (4) can be converted into the form of sum-of-ratios (12), shown at the bottom of the page, where \(I_{2,1,i,j}\) and \(I_{1,2,i,j}\) are specified in (2a) and (2b) respectively, and,
\[
\begin{align*}
\gamma_{m,i,j}^* &= \frac{s_{1,i,j}}{A_{1,i,j}} |(H_{1,i,j}u_{1,i,j}^{m})|^2 v_{1,i,j}^m |^2 \tag{13}
\end{align*}
\]

The value of \(\gamma_{2,i,j}^*\) can be obtained similarly as \(\gamma_{m,i,j}^*\) in (13). Note that the new objective function \(f_\nu(\cdot)\) is not convex at this point, as the variables (i.e., \(x, u, v\)) appear in both the numerators and denominators among the fractions. Thus, \(f_\nu(\cdot)\) needs to be further transformed.

\[\text{A. Quadratic Transform for Multiple-Ratio Fractional Programming}\]

the following sum-of-ratio optimization problem:
\[
\begin{align*}
\max_x \sum_i A_i(x) \tag{14a} \\
\text{subject to } x \in X \tag{14b}
\end{align*}
\]

is equivalent to the convex optimization problem:
\[
\begin{align*}
\max_{x,y} \sum_i (2y_i \sqrt{A_i(x)} - y_i^2 B_i(x)) \tag{15a} \\
\text{subject to } x \in X \tag{15b}
\end{align*}
\]

where \(y\) is an auxiliary variable. Here, \(A_i(x)\) is a non-negative function and \(B_i(x)\) is a positive function. With the optimal auxiliary variable \(y^*\), both (14) and (15a) share the same optimal solution \(x^*\) as well as the same optimum of the objective functions.

\[
\begin{align*}
\frac{f_\nu(s_1, s_2, u_1, u_2, v_1, v_2)}{\sigma^2 + \sum_{i'}^B \sum_{i''}^M |H_{1,i',1,j}|^2 |H_{2,i',2,j}|^2 |(H_{1,i',1,j}u_{1,i,j}^{m})|^2 v_{1,i,j}^m |^2} + \frac{f_\nu(s_2, s_1, u_1, u_2, v_1, v_2)}{\sigma^2 + \sum_{i'}^B \sum_{i''}^M |H_{1,i''1,j}|^2 |H_{2,i''2,j}|^2 |(H_{1,i''1,j}u_{1,i,j}^{m})|^2 v_{1,i,j}^m |^2} = \left(1 + \gamma_{m,i,j}^*\right) |s_{1,i,j}| |(H_{1,i,j}u_{1,i,j}^{m})|^2 v_{1,i,j}^m |^2 + \left(1 + \gamma_{m,i,j}^*\right) |s_{2,i,j}| |(H_{2,i,j}u_{2,i,j}^{m})|^2 v_{2,i,j}^m |^2 + I_{1,2,i,j}
\end{align*}
\]

\[
\begin{align*}
\frac{f_\nu(s_1, s_2, u_1, u_2, v_1, v_2, y_1, y_2)}{\sum_{i'}^B \sum_{i''}^M |H_{1,i',1,j}|^2 |H_{2,i',2,j}|^2 |(H_{1,i',1,j}u_{1,i,j}^{m})|^2 v_{1,i,j}^m |^2} + \frac{f_\nu(s_2, s_1, u_1, u_2, v_1, v_2, y_1, y_2)}{\sum_{i'}^B \sum_{i''}^M |H_{1,i''1,j}|^2 |H_{2,i''2,j}|^2 |(H_{1,i''1,j}u_{1,i,j}^{m})|^2 v_{1,i,j}^m |^2} = \left(1 + \gamma_{m,i,j}^*\right) |s_{1,i,j}| |(H_{1,i,j}u_{1,i,j}^{m})|^2 v_{1,i,j}^m |^2 + \left(1 + \gamma_{m,i,j}^*\right) |s_{2,i,j}| |(H_{2,i,j}u_{2,i,j}^{m})|^2 v_{2,i,j}^m |^2 + I_{1,2,i,j}
\end{align*}
\]

\[
\begin{align*}
\frac{f_\nu(s_1, s_2, u_1, u_2, v_1, v_2, y_1, y_2)}{\sum_{i'}^B \sum_{i''}^M |H_{1,i',1,j}|^2 |H_{2,i',2,j}|^2 |(H_{1,i',1,j}u_{1,i,j}^{m})|^2 v_{1,i,j}^m |^2} + \frac{f_\nu(s_2, s_1, u_1, u_2, v_1, v_2, y_1, y_2)}{\sum_{i'}^B \sum_{i''}^M |H_{1,i''1,j}|^2 |H_{2,i''2,j}|^2 |(H_{1,i''1,j}u_{1,i,j}^{m})|^2 v_{1,i,j}^m |^2} = \left(1 + \gamma_{m,i,j}^*\right) |s_{1,i,j}| |(H_{1,i,j}u_{1,i,j}^{m})|^2 v_{1,i,j}^m |^2 + \left(1 + \gamma_{m,i,j}^*\right) |s_{2,i,j}| |(H_{2,i,j}u_{2,i,j}^{m})|^2 v_{2,i,j}^m |^2 + I_{1,2,i,j}
\end{align*}
\]
The detailed proof of the preceding quadratic transform is presented in [24]. Thus, by incorporating the quadratic transform to the sum of ratios terms, the objective function in (12) can be reformulated correspondingly (16), shown at the bottom of the previous page.

Here, \( f_q \) is a concave function of \( y \), such that the optimal solution for \( y_{1,i,j}^m \) can be achieved by setting \( \frac{\partial f_q}{\partial y_{1,i,j}} = 0 \) with all other variables fixed, i.e.,

\[
y_{1,i,j}^m = \frac{s_{1,i,j}^1(v_{1,i,j}^m) \gamma_{1,i,j}}{\sigma^2 + \sum_{i'v' = 1}^{B} \sum_{m' = 1}^{M} s_{1,i',j}^1 \gamma_{1,i',j} \left| v_{1,i',j}^m \right|^2 + \sum_{i'v' = 1}^{B} \sum_{m'' = 1}^{M} s_{2,i',j} \left| v_{2,i',j}^m \right|^2} \left( H_{1,i,j}^m u_{1,i,j}^m \right) \left( \frac{1 + \gamma_{1,i,j}^m}{\gamma_{1,i,j}} \right)^{1/2} \left( H_{2,i,j}^m u_{2,i,j}^m \right) \left| v_{2,i,j}^m \right|^2 \right)
\]

(17)

A corresponding expression for \( y_{2,i,j}^m \) can be attained. The objective function \( f_q \) is concave in \( v \) as well. Thus, with fixed \( s, u, \gamma \) and \( y \), the optimal solution of \( v \) can be achieved by solving the following constrained convex optimization problem:

\[
\max_{v_1, v_2} f_q(v_1, v_2)
\]

subject to (5b)

(18a)

The method of Lagrange multipliers allows us to solve the convex optimization problem (18), where the Lagrangian over \( v \) is

\[
L_q(v_1, v_2) = f_q(v_1, v_2, \ldots) - \sum_{i,j} \left( \lambda_{1,i,j} \left( \sum_{m=1}^{M} (v_{1,i,j}^m)^{v_{1,i,j}^m} - P_1 \right) \right) + \left( \lambda_{2,i,j} \left( \sum_{m=1}^{M} (v_{2,i,j}^m)^{v_{2,i,j}^m} - P_2 \right) \right)
\]

(19)

By solving \( \frac{\partial L_q}{\partial v_{1,i,j}^m} = 0 \), we can achieve a closed form solution for the vector \( v_{1,i,j}^m \):

\[
v_{1,i,j}^m = s_{1,i,j} D_{1,i,j}^{-1} \sqrt{1 + \gamma_{1,i,j}^m} (y_{1,i,j}^m)^{(H_{1,i,j}^m u_{1,i,j}^m)^{(H_{2,i,j}^m u_{2,i,j}^m)}}
\]

(20)

where

\[
D_{1,i,j} = \lambda_{1,i,j} I + s_{1,i,j} \sum_{i'v' = 1}^{B} \sum_{m' = 1}^{M} \left| y_{1,i',j}^m \right|^2 \times (H_{1,i,j}^m u_{1,i,j}^m)^{(H_{1,i',j}^m u_{1,i',j}^m)}
\]

\[
+ s_{1,i,j} \sum_{i'v' = 1}^{B} \sum_{m' = 1}^{M} \left| y_{2,i',j}^m \right|^2 \times (H_{1,i,j}^m u_{1,i,j}^m)^{(H_{2,i',j}^m u_{2,i',j}^m)}
\]

(21)

The Lagrange multiplier \( \lambda_{1,i,j} \) can be obtained through bi-section search on the power. The optimal \( v_{2,i,j}^m \) can be obtained similarly.

Since the interference to each scheduled user depends only on the beamformers at each BS regardless of the users scheduled in the beams, the optimization of user scheduling can be decoupled from the optimization of beamformers. Importantly, the user scheduling variable \( u \) can be optimized individually keeping the other variables fixed. Specifically, optimal user scheduling \( u^* \) can be achieved through the following integer optimization problem with respect to \( u \):

\[
\max_{u_1, u_2} f_q(u_1, u_2)
\]

subject to (5c), (5d)

(22a)

where all the other variables are kept fixed. To help simplify the objective function (22a), we introduce a new function \( R(\cdot) \) to include all terms and variables within \( f_q \) with regard to the \( i^{th} \) cell and the \( j^{th} \) frequency slot of a single operator,

\[
R(u_{1,i,j}) = \sum_{m=1}^{M} \left\{ (1 + \gamma_{1,i,j}) - \gamma_{1,i,j} - |y_{1,i,j}^m|^2 \sigma^2
\right.
\]

\[
+ 2Re \{ (y_{1,i,j}^m)^{(H_{1,i,j}^m u_{1,i,j}^m)} \}
\]

\[
\left. + \frac{B}{2} \sum_{i'v'=1}^{B} \sum_{m''=1}^{M} s_{2,i',j} \left| (H_{2,i,j}^m u_{2,i,j}^m)^{(v_{2,i,j}^m)} \right|^2 \right\}
\]

(23)

such that \( f_q \) could be re-written as:

\[
f_q(u_1, u_2) = \sum_{i=1}^{B} \sum_{j=1}^{N_1+N_2} \left( R(u_{1,i,j}) + R(u_{2,i,j}) \right)
\]

(24)

Since \( R(u_{1,i,j}) \) and \( R(u_{2,i,j}) \) are independent of the user scheduling in the other cells and frequency slots of both operators, the optimal solution for (22a) can be obtained by solving \( \max_{u_{1,i,j}} R(u_{1,i,j}) \) and \( \max_{u_{2,i,j}} R(u_{2,i,j}) \), \( v_{i,j} \) separately with constraints (5c) (5d). In each of the above constrained optimization problems on \( R(\cdot) \) can be described as a maximum weighted bipartite matching problem where we need to obtain the optimal one-to-one matches between the beams and the users, as shown in Fig. 2.

In the complete bipartite graph, the nodes in the right denote the \( M \) beams and the nodes in the left denote the users to be scheduled. The weight of the edge between the \( k^{th} \) user node and the \( m^{th} \) beam node is \( W_{k,m} \). Considering the optimization for the \( i^{th} \) cell and \( j^{th} \) frequency slot of OP1 we have,

\[
W_{k,m} = \log(1 + \gamma_{1,i,j}^m) - \gamma_{1,i,j}^m - |y_{1,i,j}^m|^2 \sigma^2
\]

\[
+ 2Re \{ (y_{1,i,j}^m)^{(1 + \gamma_{1,i,j}^m)} \}
\]

\[
\left. + \frac{B}{2} \sum_{i'v'=1}^{B} \sum_{m''=1}^{M} s_{2,i',j} \left| (H_{2,i,j}^m u_{2,i,j}^m)^{(v_{2,i,j}^m)} \right|^2 \right\}
\]

(25)

Unlike in (23), \( \tilde{u}^k \) is used instead of \( u_{1,i,j}^m \) in (25). Here, \( \tilde{u}^k \in \mathbb{R}^{K1 \times 1} \) is a unit vector with the \( k^{th} \) element equaling to one. Using this vector, \( W_{k,m} \) represents the contribution to
Based on the solution, the optimal and one user can only be scheduled with at most one beam. Constraints (5c) (5d), i.e., each beam must have a user assigned the user nodes and the beam nodes, the solution satisfies the constraints (5c) (5d), i.e., each beam must have a user assigned and one user can only be scheduled with at most one beam. Based on the solution, the optimal \((u_{i,i,j}^m)^*\) can be achieved by setting one to the \(k^{th}\) term from a zero vector of length \(K_1\), if the \(k^{th}\) user is scheduled within the \(m^{th}\) beam.

With regard to the optimal selection of frequency slots \(s^*\) that maximizes \(f_g\), we observe that \(f_g\) can be rearranged into a linear form with respect to \(s\) when the other variables are fixed:

\[
f_g(s_1, s_2) = B \sum_{i=1}^{N} \sum_{j=1}^{Q} 2Re\{(y_{1,i,j}^m)^\dagger \sqrt{1 + \gamma_{1,i,j}^m} \langle v_{1,i,j}^m, H_{1,i,j} u_{1,i,j}^m \rangle \}
- \sum_{i'=1}^{B} \sum_{m'=1}^{M} |y_{i',i,j}^m|^2 \sum_{m=1}^{M} |\langle H_{1,i',j} u_{1,i,j}^m, v_{1,i,j}^m \rangle|^2
- \sum_{i'=1}^{B} \sum_{m'=1}^{M} |y_{i,j,i'}^m|^2 \sum_{m=1}^{M} |\langle H_{1,i,j} u_{1,i,j}^m, v_{1,i,j}^m \rangle|^2
+ \text{const}
\]

where

\[
Q_{1,i,j} = \sum_{m=1}^{M} 2Re\{\langle y_{1,i,j}^m, v_{1,i,j}^m \rangle \langle H_{1,i,j} u_{1,i,j}^m \rangle \}
- \sum_{i'=1}^{B} \sum_{m'=1}^{M} |y_{i',i,j}^m|^2 \sum_{m=1}^{M} |\langle H_{1,i',j} u_{1,i,j}^m, v_{1,i,j}^m \rangle|^2
- \sum_{i'=1}^{B} \sum_{m'=1}^{M} |y_{i,j,i'}^m|^2 \sum_{m=1}^{M} |\langle H_{1,i,j} u_{1,i,j}^m, v_{1,i,j}^m \rangle|^2
\]

(27)

Importantly, this implies that the optimizations on \(s_1\) and \(s_2\) can be independent, since the objective function (26) is linear in both \(s_1\) and \(s_2\). Meanwhile, the constraints (5e) and (5f) regulate the usage of the spectrum for the two operators individually. Then the optimal \(s_1^*\) and \(s_2^*\) can be achieved by solving the following optimization problems individually:

\[
\max_{s_1} \sum_{i=1}^{B} \sum_{j=1}^{N} Q_{1,i,j} s_{1,i,j} \quad (28a)
\]

subject to (5e), \(s_{1,i,j} \in \{0,1\}\) (28b)

and

\[
\max_{s_2} \sum_{i=1}^{B} \sum_{j=1}^{N} Q_{2,i,j} s_{2,i,j} \quad (29a)
\]

subject to (5f), \(s_{2,i,j} \in \{0,1\}\) (29b)

(28) and (29) can be solved effectively through integer programming. However, the optimal \(s_1\) and \(s_2\) can also be achieved in a greedy manner per cell. We first sort the frequency slots in descending order with respect to the values of \(Q\), and then set the corresponding \(s = 1\) if \(Q\) is positive for the first \(N_c\) sorted frequency slots. Here, \(N_c\) denotes the maximum number of frequency slots assigned to an operator, i.e.,

\[
N_c = \begin{cases} 
N_1 & \text{OP1} \\
\frac{N_2}{N_1} \cdot (N_1 + N_2) & \text{OP2}
\end{cases}
\]

Claim 1: For the problems in (28) and (29), i.e., keeping all other variables fixed, the frequency slot selection variable \(s^*\) obtained through the proposed greedy algorithm above is the globally optimal solution.

**Proof:** Assume there exists one frequency slot selection \(s'\) such that it reaches a superior outcome than \(s^*\). This would imply

\[
\sum_{j=1}^{N} Q_j s'_j > \sum_{j=1}^{N} Q_j s^*_j
\]

(31)

The relationship between the left term and the right term in (31) can be understood through the sign of the difference between them, i.e., \(\sum_{j=1}^{N} Q_j s'_j - \sum_{j=1}^{N} Q_j s^*_j\), which could be re-formulated as the following,

\[
\sum_{j=1}^{N} Q_j (s'_j - s^*_j) + \sum_{j=1}^{N} Q_j (s^*_j - s^*_j)
\]

(32)

In (32), the terms with positive and negative values of \(Q\) are separated. The first scenario to be considered is when the number of positive \(Q\) is no more than \(N_c\), i.e., \(\sum_{j=1}^{N} Q_j (Q_j > 0) \leq N_c\). In this case, \(s^*_j = 1\) only if \(Q_j > 0\) according to the proposed greedy approach. Then, \(\sum_{j=1}^{N} Q_j (s'_j - s^*_j) = \sum_{j=1}^{N} Q_j (s'_j - 1) \leq 0\), since \(s'_j \leq 1\) and \(Q_j > 0\). Identically, \(\sum_{j=1}^{N} Q_j (s^*_j - s^*_j) = \sum_{j=1}^{N} Q_j (s^*_j - 0) \leq 0\), since \(s^*_j \geq 0\) and \(Q_j < 0\) here. Thus, the value of (32) is not positive when \(\sum_{j=1}^{N} Q_j (Q_j > 0) \leq N_c\).
The other scenario is when there are more than $N_c$ positive $Q$s, i.e., $\sum_{j=1}^{N} Q_j (Q_j > 0) > N_c$. Similar as the previous case, $s_j^* = 1$ only if $Q_j > 0$, such that $\sum_{j=1}^{N} Q_j (s_j^* - s_j^0) = 0$. Moreover, the $Q_j$ is among the top $N_c$ largest, $\sum_{j=1}^{N} Q_j (s_j^* - s_j^0) = \sum_{Q_j > 0} Q_j s_j^* - \sum_{Q_j > 0} Q_j s_j^0 < 0$. Hence, the value of (32) is not positive as well when $\sum_{j=1}^{N} Q_j (Q_j > 0) > N_c$. In conclusion, $\sum_{j=1}^{N} Q_j s_j^* - \sum_{Q_j > 0} Q_j s_j^0 \leq 0$, which contradicts (31). Therefore, there is no solution better than $s^*$.

Based on the optimization of each individual variable as indicated above, we can gather all the optimization steps into an iterative optimization algorithm, as presented in Algorithm 1. The algorithm implements block coordinate descent to determine the resource allocation and user scheduling within the system. In each step, one type of variable is optimized keeping the others fixed. Since the objective function is upper bounded and each step can only improve on the value of the objective function, $f_q$, the algorithm converges in a non-decreasing manner.

In Algorithm 1, for a single iteration, the time complexity of Step 4 - 6 is $O(BNM)$, as the corresponding parameters (i.e., $\gamma$, $y$, and $v$) are updated for every user in all cells with all frequency slots. The Hungarian algorithm is applied in user scheduling in each cell and with each frequency slot, resulting in the total time complexity of $O(BNM^2K)$ for Step 7. In Step 8, for each cell, the value of $Q$ is calculated per frequency slot. The values of $Q$s are then sorted in the greedy algorithm used to determine the optimal values of $s$. Thus in total, the time complexity for Step 8 is $O(B(N + N \log(N)))$. Consequently, the computational complexity of the proposed algorithm is given by $O(BNM + BNM^2K + B(N + N \log(N)))$ for every iteration.

To summarize our contribution here, we have formulated an optimization problem that encourages spectrum sharing while imposing fairness constraints. The problem is solved using block coordinate descent as listed in Algorithm 1. The output of the algorithm is, in each cell, the frequency slots used by each operator, the users (of each operator) scheduled and the associated beamforming weights (which, implicitly includes power allocation).

### IV. Simulation Results and Performance Evaluation

In this section, we illustrate the gains made possible by our resource allocation scheme. The numerical values of the parameters used in the simulations are given in Table I. We fix the number of frequency slots provided by OP1 at 16 (i.e., $N_1 = 16$), and vary the number of frequency slots provided by OP2 from 4 up to 16; this allows us to investigate the impact of unequal contributions to the spectrum pool. Note that, as per the constraint in (5f), if it contributes fewer than 4 frequency slots, OP2 would not receive any additional frequency slots, i.e., operators must contribute some minimum amount for a fair spectrum sharing to be possible. The number of users from OP1 and OP2 within each cell is set to be $M$ times the number of frequency slots provided by OP1 and OP2 respectively (i.e., $K_1 = M \times N_1$ and $K_2 = M \times N_2$). In our case, we assume each BS is deployed with $M = 8$ antennas.

Fig. 3a illustrates the simple layout we consider in simulation, but a more sophisticated cell structure does not change our framework. As seen in the figure, with wraparound, a cluster of $B$ cells is surrounded by another $B - 1$ cloned clusters, and so on (we use $B = 9$ in our simulation). Thus, the cellular layout of each operator consists of infinitely duplicated clusters with identical distributions of users, as well as channels between each BS and each user. Importantly, as seen in the four colored areas in Fig. 3b, different areas within any cell of either operator will suffer completely different sources of their main inter-operator interference.

To evaluate the performance of the proposed spectrum sharing mechanism, we compare the spectrum efficiency (defined as $\text{(sum rate)}/(\text{number of frequency slots})$, as well as the average user rate of each operator achieved through the following cases:

- **No spectrum sharing**: Each operator uses its own spectrum exclusively as in the conventional wireless communications framework. The resource allocation and user scheduling for each operator are achieved individually using the algorithm presented in [23].
- **Spectrum sharing with same number of frequency slots as provided**: The spectrum pool is divided into two disjoint sets comprising $N_1$ and $N_2$ frequency slots respectively, which are then allocated to the operators in accordance with the number of frequency slots they

| VARIABLE | VALUE |
|----------|-------|
| Cell size per side | 2000 m |
| BS transmit power | $P_1 = P_2 = 43$ dBm |
| Frequency slot bandwidth | 1.25 MHz |
| Noise power spectral density | -174 dBm/Hz |
| Path-loss exponent | $\alpha = 3.7$ |
| Reference distance | $d_0 = 0.4$ m |
provide. Note that, in this case, the same frequency slots are allocated across all $B$ cells, such that there is no inter-operator interference (as in the no spectrum sharing case). Effectively, in this scheme, the operators exchange their frequency slots in order to achieve maximum rate across all cells.

*Fair spectrum sharing:* The spectrum sharing framework proposed in Section II, where OP1 can transmit signals over all frequency slots, while OP2 can merely access to at most $\lfloor \frac{N_1}{N_2} \cdot (N_1 + N_2) \rfloor$ frequency slots simultaneously, as in constraint (5e).

*Full spectrum sharing:* Both operators can transmit signals over all frequency slots together in this case, ignoring the contributions to the spectrum pool. In this case, the constraints (5f) is turned into $\sum_{j=1}^{N_1+N_2} s_{2,j} \leq N_1 + N_2$, $\forall i$, as the constraint (5e).

Due to the discrete variables (i.e., $u$, $s$) within the optimization problem, the optimal solution is sensitive to the initialization of the variables. Based on a suggestion in [23], we use a greedy initialization for $u$ based on the channels between the BSs and the users, i.e., the $M$ users with the best $M$ channels are scheduled within each frequency slot. The beamforming vector $v$ for each scheduled user is matched to the channel, i.e., proportional to the corresponding channel and normalized to satisfy the total power constraint per frequency slot.

The objective function has an upper bound and each step in the algorithm improves its value, hence, the algorithm converges. In our experience, the proposed algorithm converges within 20 iterations of updating the variables among the $B$ cells of both operators; Fig. 4 represents a typical convergence curve for one realization of channels and users, i.e., one run of the algorithm.

Fig. 5 plots the spectrum efficiency, defined as the aggregate data rate (including both OP1 and OP2) per frequency slot. Specifically, the figure plots the spectrum efficiency as a function of the number of frequency slots contributed by OP2 ($N_2$). We observe that the proposed spectrum sharing mechanism can increase the spectrum efficiency by up to 60%, compared to the case where there is no spectrum sharing, when both operators make equal contributions to the spectrum.
Fig. 7. Rate gain compared with no spectrum sharing.

The average user rate among users from OP1 and OP2 are presented in Fig. 6a and Fig. 6b, respectively. Moreover, the gain of fair spectrum sharing and full spectrum sharing over no spectrum sharing in terms of the user average rate of each operator is given in Fig. 7. Interestingly, under the proposed fair spectrum sharing scheme, it is OP1, not OP2, that experiences a higher gain compared with the full sharing case. This is because, under fair spectrum sharing, OP1 will still have nearly exclusive access to several frequency slots in each cell due to the restrictions on the usage of OP2. In addition, OP1 always achieves a better gain than OP2. This suggests OP1 has an incentive to participate even if it contributes more than OP2. When there is a wide difference between the number of frequency slots provided by OP2 \( N_2 \) and OP1 \( N_1 \), the average user rate of OP2 decreases compared to the “No Sharing” case. This is because under this circumstance, there is more benefit towards the objective function \( f_o \) through minimizing the inter-operator interference from OP2 to OP1, compared to maximizing the rate contributed by OP2. Nonetheless, as the contribution of the spectrum pool from OP2 expands, its gain in average user
rate raises accordingly. Thus, the proposed spectrum sharing scheme encourages the powerless operator (i.e., OP2 in our system) to provide as much spectrum as possible. On the other hand, the proposed spectrum sharing framework prevents the powerful operator (i.e., OP1 in our system) to get exploited by the powerless operator, especially compared with the full spectrum sharing mechanism.

When one operator is allocated with the whole spectrum pool (i.e., OP1 in fair spectrum sharing and both operators in full spectrum sharing), the plot of the gain in average user rate at the other operator is consistent with the plot of the gain in frequency slots, as illustrated in Fig. 7. This indicates that the decrease in the average user rate per frequency slot due to the inter-operator interference is finite, such that the powerless operator could estimate the gain from the proposed spectrum sharing mechanism through the drop in average user rate per frequency slot and the raise in number of frequency slots; this observation helps it determine whether to participate in spectrum sharing especially when it can merely provide much fewer frequency slots than the powerful operator.

Fig. 8a and Fig. 8b show the average number of scheduled users per cell for OP1 and OP2 respectively. There is a general improvement for fair spectrum sharing and full spectrum sharing over no spectrum sharing, which illustrates the increased connectivity within the network. However, the growth in average scheduled users is less than the enhancement in average user rate. This implies that, in the no-spectrum sharing case, the proposed spectrum sharing framework mostly increases the rate of the users which are already scheduled rather than scheduling much more users within each cell. This is due to our focus on the sum-rate.

The detailed information of user scheduling with the proposed spectrum sharing framework when the number of frequency slots provided by OP2 is minimal (i.e., \(N_2 = 4\)) and maximal (i.e., \(N_2 = 16\)) are illustrated in Fig. 9 and 10, respectively, compared to the case of no spectrum sharing which is presented in Fig. 9. Within these plots, each dot and the filled circle represents a user within each cell that is not scheduled or scheduled, respectively. The colors of the filled circles reflect the number of frequency slots used to transmit signals to the users. The corresponding amount of the spectrum increases as the color changes from blue to red. In general, the system will allocate more frequency slots to users that are closer to the BSs. The users that are closer to the corners of the cells are less likely be scheduled especially when both operators contribute equally to the spectrum pool, when inter-operator interference exists within every frequency slot among the cells.

The rate changes with respect to each user for fair spectrum sharing, full spectrum sharing and spectrum sharing with same number of frequency slots compared with the case of no spectrum sharing within the simulation are illustrated in Fig. 10 and Fig. 13. In Fig. 10, OP2 contributes few frequency slots than OP1 (i.e., \(N_2 = 4\)). While in Fig. 13, OP2 provides the same number of frequency slots as OP1 (i.e., \(N_2 = 16\)). Each dot within the figures represents a user within the system. The black dots depict the users without rate changes, and the filled circles with warm colors (i.e., from red to yellow) and cold colors (i.e., blue) represent the users with rate improvement and reduction, respectively. The lighter the color and larger the circle, the greater the rate changes. For the case of spectrum sharing with same number of frequency slots, the number of users with increased rate and the number of users with decreased rate are comparable, which leads to the minor change of the overall average user rate.

In regards to fair spectrum sharing, when \(N_2 = 4\), the users of OP1 who are close to the BSs achieve most of the rate improvement. While most scheduled users of OP2 suffer from rate loss, as stated above, due to the reduce of inter-operator
interference to OP1. It is worth noting that some of the users of OP1 near the corner of its corresponding cell (i.e., closer to the BS of OP2) still get scheduled or achieve rate gain in this case. On the other hand, when both operators provide
Fig. 12. Rate changes among users ($N_2 = 4$).
Fig. 13. Rate changes among users ($N_2 = 16$).
the same amount of spectrum, the users near the corners of the cell are not scheduled, as shown in Fig. 13. Towards full spectrum sharing, most of the scheduled users of OP2 gain extra rate when $\lambda_2 = 4$. However, for OP1, only the users close to the BSs achieve a slight rate improvement in most cases.

V. CONCLUSION

The paper develops a fair spectrum sharing system between two MNOs with inter-operator coordinated beamforming in multi-cell multi-user MIMO networks. Our goal is to understand how an optimization framework and MIMO technologies help in enhancing the benefits of spectrum sharing. In this regard, we formulate an optimization problem to determine the resource allocation and user scheduling within the system. We develop an algorithm to tackle the problem through fractional programming and block coordinate descent. The simulation results illustrate that both MNOs could achieve up to 60% improvement in terms of the average user rate with the proposed fair spectrum sharing framework. Interference suppression allows for both operators to use the same frequency slots simultaneously; indeed, the superiority of spectrum sharing mainly comes from the increase in the number of frequency slots used by each operator. Importantly, our results show that both operators have an incentive to take part in the spectrum sharing mechanism proposed, when the gap between the amount of spectrum they provide is not extremely large.

In this paper, to focus on the performance upper bound, we assume perfect channel knowledge between the operators within the system, which is impractical in real-world communication networks. The next steps would be to incorporate channel estimation and sharing of channel state information to obtain a more realistic network. However, we believe our results provide an incentive to investigate spectrum sharing that exploits recent advances in optimization and resource allocation for MIMO wireless networks.
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