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Abstract. We give a Dirichlet form approach for the construction of a distorted Brownian motion in $E := [0, \infty)^n$, $n \in \mathbb{N}$, where the behavior on the boundary is determined by the competing effects of reflection from and pinning at the boundary (sticky boundary behavior). In providing a Skorokhod decomposition of the constructed process we are able to justify that the stochastic process is solving the underlying stochastic differential equation weakly for quasi every starting point with respect to the associated Dirichlet form. That the boundary behavior of the constructed process indeed is sticky, we obtain by proving ergodicity of the constructed process. Therefore, we are able to show that the occupation time on specified parts of the boundary is positive. In particular, our considerations enable us to construct a dynamical wetting model (also known as Ginzburg–Landau dynamics) on a bounded set $D_N \subset \mathbb{Z}^d$ under mild assumptions on the underlying pair interaction potential in all dimensions $d \in \mathbb{N}$. In dimension $d = 2$ this model describes the motion of an interface resulting from wetting of a solid surface by a fluid.
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1. Introduction

In [8] the authors study stochastic differential equations (SDEs) with sticky boundary behavior and provide existence and uniqueness of solutions to the SDE system

\[
\begin{align*}
\frac{d}{dt} X_t &= \frac{1}{2} d\epsilon_t^{0+} + d^0(X_t) dB_t, \\
\text{1_{[0]}(X_t)} dt &= \frac{1}{\mu} d\epsilon_t^{0+}(X),
\end{align*}
\]
for reflecting Brownian motion $X$ in $[0, \infty)$ sticky at 0, where $X := (X_t)_{t \geq 0}$ starts at $x \in [0, \infty)$, $\mu \in (0, \infty)$ is a given constant, $\ell^0_t(X)$ is the right local time of $X$ at 0 and $B := (B_t)_{t \geq 0}$ is the standard Brownian motion. In particular, H.-J. Engelbert and G. Peskir show that the system (1.1) has a jointly unique weak solution and moreover, they prove that the system (1.1) has no strong solution, thus verifying Skorokhod’s conjecture of the non-existence of a strong solution in this case. For an outline of the historical evolution in the study of sticky Brownian motion we refer to the references given in [8].

In the present paper we construct a reflected distorted Brownian motion in $E := [0, \infty)^n$, $n \in \mathbb{N}$, with sticky boundary behavior. First we use Dirichlet form techniques in order to construct solutions in the sense of the associated martingale problem for general Wentzell type boundary conditions. Then, by providing a Skorokhod decomposition for the constructed process, we can show that this process solves the stochastic differential equation

$$dX_t^j = \mathbb{1}_{E}(X_t)^{\sqrt{2}} dB_t^j + \partial_j \ln(\varrho)(X_t) \mathbb{1}_{E}(X_t) dt$$
$$+ \sum_{\varrho \neq B \subseteq I} \left\{ \mathbb{1}_{E+(B)}(X_t)^{\sqrt{2}} dB_t^j + \partial_j \ln(\varrho)(X_t) \mathbb{1}_{E+(B)}(X_t) dt, \quad \text{if } j \in B, \right.$$  
$$+ \frac{1}{\beta} \mathbb{1}_{(0, \ldots, 0)}(X_t) dt, \quad \text{for some } \beta > 0,$$  

(1.2)

weakly for quasi every starting point with respect to the underlying Dirichlet form. Here $j \in I := \{1, \ldots, n\}$, $E_+(B) := \{x \in E | x_i > 0 \}$ for all $i \in B$ and $x_i = 0$ for all $i \in I \setminus B$ for $B \subset I$ with $E_+(B) \subset \partial E$ for $B \subset I$, $(B_t^j)_{t \geq 0}$ are one dimensional independent standard Brownian motions, $j \in I$. $\varrho$ is a continuously differentiable density on $E$ such that for all $B \subset I$, $\varrho$ is almost everywhere positive on $E_+(B)$ with respect to the Lebesgue measure and for all $\varrho \neq B \subset E$, $\sqrt{\varrho(B)}$ is in the Sobolev space of weakly differentiable functions on $E_+(B)$, square integrable together with its derivative. $\varrho$ continuously differentiable on $E$ implies that the drift part $(\partial_j \ln(\varrho))_{j \in I}$ is continuous on $[0, \infty)$. The stochastic differential equation (1.2) can be rewritten as

$$dX_t^j = \mathbb{1}_{(0, \infty)}(X_t^j) \sqrt{2} dB_t^j + \partial_j \ln(\varrho)(X_t) dt + \frac{1}{\beta} \mathbb{1}_{(0)}(X_t^j) dt, \quad j \in I, \quad \text{for some } \beta > 0,$$

(1.3)

or equivalently

$$dX_t^j = \mathbb{1}_{(0, \infty)}(X_t^j) \sqrt{2} dB_t^j + \partial_j \ln(\varrho)(X_t) dt + d\ell_t^{0,j},$$

with $\ell_t^{0,j} := \frac{1}{\beta} \int_0^t \mathbb{1}_{(0)}(X_s^j) ds$, $j \in I$, for some $\beta > 0$.

Note that a solution to (1.3) is a continuous semimartingale. By [20], Chapter VI, the right local time $\ell_t^{0,j}$ of $(X_t^j)_{t \geq 0}$, $j \in I$, is characterized by

$$|X_t^j| = |X_0^j| + \int_0^t sgn(X_s^j) dX_s^j + \ell_t^{0,j},$$

where sgn is defined by sgn($x$) = 1 for $x > 0$ and sgn($x$) = $-1$ for $x \leq 0$. For a solution to (1.3) holds

$$|X_t^j| = |X_0^j| + \int_0^t \mathbb{1}_{(0, \infty)}(X_s^j) dX_s^j + \frac{1}{\beta} \int_0^t \mathbb{1}_{(0)}(X_s^j) ds$$
$$= |X_0^j| + \int_0^t sgn(X_s^j) dX_s^j + \frac{2}{\beta} \int_0^t \mathbb{1}_{(0)}(X_s^j) ds,$$

since $X_t^j \geq 0$ for all $t \geq 0$ and sgn(0) = $-1$. Hence, $\ell_t^{0,j} = \frac{2}{\beta} \int_0^t \mathbb{1}_{(0)}(X_s^j) ds = 2\ell_t^{0,j}$ almost surely. In other words, $\ell_t^{0,j}$ equals one half of the right local time $\ell_t^{0,j}$. Furthermore, due to [20], Corollary 1.9, we can conclude that $\ell_t^{0,j}$
coincides with the central local time of \((X^j_t)_{t \geq 0}\), i.e., it holds almost surely

\[
\ell_t^{0,j} = \frac{1}{\beta} \int_0^t \mathbbm{1}_{(0,\infty)}(X^j_s) \, ds = \frac{1}{2} \lim_{\varepsilon \downarrow 0} \frac{1}{\varepsilon} \int_0^t \mathbbm{1}_{(-\varepsilon,\varepsilon)}(X^j_s) \, d[X^j_s]_s
\]

\[
= \lim_{\varepsilon \downarrow 0} \frac{1}{2\varepsilon} \int_0^t \mathbbm{1}_{(-\varepsilon,\varepsilon)}(X^j_s) \, d[X^j_s]_s.
\]

Our considerations are motivated by the so-called \(\nabla \phi\) interface model which provides a fundamental mathematical model for the physical description of interfaces from a microscopic or mesoscopic point of view. As an application of our results we are interested in the time development of such interfaces. In [11] the authors consider a scalar field \(\phi_t\), \(t \geq 0\), where its motion is governed by a reversible stochastic dynamics, i.e., in a finite volume \(\Lambda \subset \mathbb{Z}^d\), \(d \in \mathbb{N}\), under suitable boundary conditions, the scalar field \(\phi_t := (\phi_t(x))_{x \in \Lambda}, t \geq 0\), is described by the stochastic differential equations

\[
d\phi_t(x) = -\sum_{y \in \Lambda \atop |x-y|=1} V'(\phi_t(x) - \phi_t(y)) \, dt + \sqrt{2} \, dB_t(x), \quad x \in \Lambda, \ t \geq 0.
\]

Here \(|\cdot|\) denotes the norm induced by the euclidean scalar product on \(\mathbb{R}^d\), \(V \in C^2(\mathbb{R})\) is a symmetric, strictly convex potential and \((B_t(x))_{t \geq 0}|x \in \Lambda\) are independent standard Brownian motions. Such a dynamics is known as the Ginzburg–Landau \(\nabla \phi\) interface model in finite volume. Of particular interest in the framework of \(\nabla \phi\) interface models is the so-called entropic repulsion. Though one considers the \(\nabla \phi\) interface model with reflection on a hard wall. This phenomenon was investigated, e.g., in [5] and [2] for the static \(\nabla \phi\) interface model. Interface motion with entropic repulsion, i.e., the Ginzburg–Landau \(\nabla \phi\) interface model with entropic repulsion was studied recently in [7] for dimension \(d \geq 2\). Here the underlying potentials are again symmetric, strictly convex and nearest neighbor \(C^2\)-pair potentials. The Ginzburg–Landau dynamics with repulsion was introduced by T. Funaki and S. Olla in [10,12]. In [26] this problem was tackled via Dirichlet form techniques in dimension \(d = 1\).

In considering the \(\nabla \phi\) interface model with reflection on a hard wall and additionally putting a pinning effect on that wall, we are dealing with the so-called wetting model. In dimension \(d = 2\) this model describes the wetting of a solid surface by a fluid. The static wetting model was studied recently in [6], see also [3]. Considerations of the Ginzburg–Landau dynamics with reflection on a hard wall under the influence of an outer force, causing, e.g., a mild pinning effect on the wall can be found in [12].

In [13], Section 15.1, J.-D. Deuschel and T. Funaki investigated the scalar field \(\phi_t := (\phi_t(x))_{x \in \Lambda}, t \geq 0\), described by the stochastic differential equations

\[
d\phi_t(x) = -\mathbbm{1}_{(0,\infty)}(\phi_t(x)) \sum_{y \in \Lambda \atop |x-y|=1} V'(\phi_t(x) - \phi_t(y)) \, dt + \mathbbm{1}_{(0,\infty)}(\phi_t(x)) \sqrt{2} \, dB_t(x) + d\ell_t^0(x), \quad x \in \Lambda, \quad (1.4)
\]

subject to the conditions:

\[
\phi_t(x) \geq 0, \quad \ell_t^0(x) \text{ is non-decreasing with respect to } t, \quad \ell_0^0(x) = 0,
\]

\[
\int_0^\infty \phi_t(x) \, d\ell_t^0(x) = 0.
\]

\[
\beta \ell_t^0(x) = \int_0^t \mathbbm{1}_{[0,\infty)}(\phi_s(x)) \, ds \quad \text{for fixed } \beta > 0,
\]

where \(\ell_t^0(x)\) denotes the central local time of \(\phi_t(x)\) at 0 and the pair interaction potential \(V\) is again symmetric, strictly convex and \(C^2\).
For treating this system of stochastic differential equations the authors gave reference to classical solution techniques as developed e.g. in [17]. The methods provided therein require more restrictive assumptions on the drift part as in our situation (instead of boundedness and Lipschitz continuity we only need continuity and a mild integrability condition, see Condition 2.14 and Remark 2.15), moreover, do not apply directly (the geometry differs). First steps in the direction of applying [17] are discussed in [13] by J.-D. Deuschel and T. Funaki.

As far as we know the only reference that applies to the system of stochastic differential equations (1.3) is [15]. By means of a suitable choice of the coefficients the system of equations given by [15], (II.1), coincides with (1.3), but amongst others the drift part is also assumed to be Lipschitz continuous and boundend. For this reason, it is not possible to apply the results of [15] to the setting investigatned by J.-D. Deuschel and T. Funaki, since the potential V naturally causes an unbounded drift. Moreover, neither properties of the corresponding \( L^2 \)-semigroup are worked out nor the invariant measure, Dirichlet form or generator are provided. Such tools are very useful for analyzing scaling limits of the considered system, see, e.g., [16] and [26]. These we plan to investigate in a follow-up article.

The theory of Dirichlet forms provides appropriate techniques in order to construct and analyze solutions to (1.4) for a large class of potentials. Indeed, we obtain a weak solution to (1.4) with sticky boundary behavior under rather mild assumption on the underlying probability density. Note that in view of the results provided in [8], this notion of solution is the only reasonable one. That the boundary behavior of the constructed weak solution to (1.4) indeed is sticky, we obtain by proving an ergodicity result (see Theorem 5.6 below). From this we can conclude, that the occupation time on the boundary of the constructed process increases asymptotically linear, whenever the process starts in a point with positive density \( \rho \) connected with the boundary, see Corollary 5.7 below.

A Skorokhod decomposition for reflected diffusions on bounded Lipschitz domains with singular non-reflection part was provided by G. Trutnau in [24]. Here we consider the case of the Wentzell type boundary condition. Dirichlet form methods in the context of Wentzell boundary condition were introduced in, e.g., [25]. Here, however, in view of our application we construct via the underlying bilinear form a dynamics even on the boundary. In [25] a static boundary behavior is realized. An overview of the state of the art in the framework of interface models is presented in, e.g., [13,14].

Our paper is organized as follows. In Section 2 we provide the functional analytic background to apply Dirichlet form methods in order to tackle the problem of sticky reflected distorted Brownian motion. We analyze the bilinear form (2.3) below and show in Theorem 2.12 and in the proof of Lemma 5.4 that \( (\mathcal{E}, D(\mathcal{E})) \) is a recurrent, hence in particular conservative, strongly local, strongly regular, symmetric Dirichlet form on the underlying \( L^2 \)-space. In Section 3 we present the probabilistic counterpart of Section 2. The main result of this section is obtained in Theorem 3.1, where we show that \( (\mathcal{E}, D(\mathcal{E})) \) has an associated conservative diffusion process \( M \), i.e., an associated strong Markov process with continuous sample paths and infinite life time. The diffusion process \( M \) is analyzed in Section 4. Here we provide in Corollary 4.18 a Skorokhod decomposition of \( M \). This proves that \( M \) is a weak solution to (1.4). In Section 5 we show in Theorem 5.6 that the constructed process \( M \) is ergodic. Moreover, we present the consequences of the ergodicity result for the occupation time on the boundary of the constructed process, see Corollary 5.7 below. Finally, we apply our results to the problem of the dynamical wetting model, see Theorems 6.6, 6.10, 6.11 and Corollary 6.12 below.

The following list of main results summarizes the progress achieved in this paper:

(i) We construct conservative diffusion processes in \( [0, \infty)^n, n \in \mathbb{N} \), with the competing effects of reflection and pinning at the boundary (sticky reflected distorted Brownian motion) under mild assumptions on the drift part, see Theorems 3.1 and 3.2 below.

(ii) We provide a Skorokhod decomposition of the constructed processes and thereby prove that the processes solve the underlying stochastic differential equations weakly for quasi all starting points, see Corollary 4.18 below.

(iii) We show ergodicity of the constructed processes, see Theorem 5.6 below. Using this ergodicity result, we illustrate the behavior of the processes at the boundary by studying the occupation times on specified parts of the boundary by the constructed processes, see Corollary 5.7 below.

(iv) Our general considerations apply to the construction of the dynamical wetting model in finite volume and all dimensions \( d \in \mathbb{N} \) for a large class of pair interaction potentials, see Theorems 6.10, 6.11 and Corollary 6.12 below.
2. The functional analytic background

Let \( n \in \mathbb{N} \), \( I := I_n := \{1, \ldots, n\} \) and \( E := E_n := (0, \infty)^n \). We have that \( \hat{E} = (0, \infty)^n \) and we denote by \( \partial E \) the boundary of \( E \). For each \( x = (x_1, \ldots, x_n) \in E \) we set
\[
I_0(x) := \{i \in I \mid x_i = 0\} \quad \text{and} \quad I_+(x) := \{i \in I \mid x_i > 0\}.
\]

and define for \( A, B \subset I \),
\[
E_0(A) := \{x \in E \mid I_0(x) = A\} \quad \text{and} \quad E_+(B) := \{x \in E \mid I_+(x) = B\},
\]
respectively.

**Remark 2.1.** We have the decomposition
\[
E = \dot{\bigcup}_{A \subset I} E_0(A) = \dot{\bigcup}_{B \subset I} E_+(B).
\]
In particular,
\[
\partial E = E \setminus \hat{E} = \bigcup_{\emptyset \neq A \subset I} E_0(A) = \bigcup_{B \subset I} E_+(B).
\]

On \((E, \mathcal{B}(E))\) with \( \mathcal{B}(E) \) being the trace \( \sigma \)-algebra of the Borel \( \sigma \)-algebra \( \mathcal{B}(\mathbb{R}^n) \) on \( E \) we define for fixed \( \beta \in (0, \infty) \) the measures
\[
m_{n, \beta} := \sum_{B \subset I} n_B^{\beta} \quad \text{with} \quad n_B^{\beta} := \beta^{n-B}\times(n) \quad \text{and} \quad \lambda_B^{(n)} := \prod_{i \in B} dx_i^{\beta} \prod_{j \notin I \setminus B} d\delta_j^0,
\]
where \( \#S \) denotes the number of elements in a set \( S \), \( dx_i^{\beta} \) is the Lebesgue measure on \((0, \infty), \mathcal{B}(0, \infty))\) and \( d\delta_j^0 \) denotes the Dirac measure on \((0, \infty), \mathcal{B}(0, \infty))\) at 0. The indices \( i, j \in I \) give reference to the component of \( x = (x_1, \ldots, x_n) \in E \) being integrated by \( dx_i^{\beta} \) and \( d\delta_j^0 \), respectively.

**Condition 2.2.** \( \varrho \) is a \( m_{n, \beta} \)-a.e. positive function on \( E \) such that \( \varrho \in L^1(E; m_{n, \beta}) \).

**Remark 2.3.** In particular, \( \varrho \) can be chosen to be a probability density.

Under Condition 2.2 we define on \((E, \mathcal{B}(E))\) the measure \( \mu_{n, \beta, \varrho} := \varrho m_{n, \beta} \) and hence, the space of square integrable functions on \( E \) with respect to \( \mu_{n, \beta, \varrho} \), denoted by \( L^2(E; \mu_{n, \beta, \varrho}) \).

**Remark 2.4.** Note that the measure \( \mu_{n, \beta, \varrho} \) on \((E, \mathcal{B}(E))\) is a Baire measure. In our setting this means \( \mu_{n, \beta, \varrho} \) is a Borel measure with the additional property that
\[
\mu_{n, \beta, \varrho}(K) < \infty \quad \text{for all compact sets} \ K \subset E.
\]
(2.2) is fulfilled, since \( \varrho \in L^1(E; m_{n, \beta, \varrho}) \). Obviously, \( E \) is locally compact and countable at infinity.

We set
\[
C_0^{\infty}(E) := \{f : E \to \mathbb{R} \mid f \text{ is continuous on } E \text{ with } \operatorname{supp}(f) \subset E \text{ compact}\},
\]
where \( \text{supp} \) denotes the support of the corresponding function and for \( k \in \mathbb{N} \) we define
\[
C^k_c(E) := \{ f : E \to \mathbb{R} | f \text{ is } k\text{-times continuously differentiable on } \hat{E} \}
\]
with \( \text{supp}(f) \subset E \) compact and
\[
\partial^l f \text{ extends continuously to } E \text{ for } |l| \leq k.
\]
Here and below \( \partial^l f \) denotes the partial derivative of \( f \) to the multi index \( l \in \mathbb{N}^n \), i.e.,
\[
l = (l_1, \ldots, l_n) \in \mathbb{N}^n_0, \quad |l| = l_1 + \cdots + l_n,
\]
\[
\partial^l f := \partial^{l_1}_{1} \partial^{l_2}_{2} \cdots \partial^{l_n}_{n} f, \quad \partial^{l_i}_{i} f := \partial^{l_i}_{x_i} f, \quad \partial^{0}_{i} f := f, \quad i \in I.
\]
We write \( \partial_i \) instead of \( \partial^{1}_{i} \). Furthermore, \( C^\infty_c(E) := \bigcap_{k \in \mathbb{N}_0} C^k_c(E) \).

**Remark 2.5.** Under Condition 2.2 we have that \( C^\infty_c(E) \) is dense in \( L^2(E; \mu_{n,\beta,\varrho}) \).

2.1. **Dirichlet forms**

Let \( n \in \mathbb{N} \) be fixed and denote by \( \{e_1, \ldots, e_n\} \) the canonical basis of \( \mathbb{R}^n \). For \( \beta \in (0, \infty) \) and \( \varrho \) fulfilling Condition 2.2 we define on \( L^2(E; \mu_{n,\beta,\varrho}) \) the bilinear form
\[
E(f,g) := E^{n,\beta,\varrho}(f,g) := \sum_{\emptyset \neq B \subset I} E_{B}(f,g), \quad f, g \in D := C^2_c(E),
\]
with
\[
E_{B}(f,g) := E^{n,\beta,\varrho}_{B}(f,g) := \int_{E_+(B)} \langle \nabla B f, \nabla B g \rangle d\mu_B^{\varrho,n,\beta}, \quad \emptyset \neq B \subset I,
\]
where \( \mu_B^{\varrho,n,\beta} := \varrho \lambda_B^{n,\beta} \) (see (2.1)), \( \langle \cdot, \cdot \rangle \) denotes the euclidean inner product and \( \nabla B f := \sum_{i \in B} \partial_i f e_i \) for \( f \in D \).

**Remark 2.6.** Suppose that Condition 2.2 is satisfied. Then \( (E, D) \) is a symmetric, positive definite bilinear form which is densely defined on \( L^2(E; \mu_{n,\beta,\varrho}) \).

To prove closability of the underlying bilinear form, we have to put an additional restriction on the density \( \varrho \). For \( \emptyset \neq B \subset I \) we define
\[
R_{\varrho}(E_+(B)) := \left\{ x \in E_+(B) \bigg| \int_{B_\varepsilon(x)} \varrho^{-1} \text{d}\lambda_B^{n,\beta} < \infty \text{ for some } \varepsilon > 0 \right\},
\]
where \( B_\varepsilon(x) := \{ y \in E_+(B) | |x - y| < \varepsilon \} \) and for \( \emptyset \neq B \subset I \), \( E_+(B) \) is the closure of \( E_+(B) \) with respect to \( | \cdot | \).

**Condition 2.7.** For \( \emptyset \neq B \subset I \) we have that \( \varrho = 0 \lambda_B^{n,\beta} \text{ a.e. on } E_+(B) \setminus R_{\varrho}(E_+(B)) \).

**Lemma 2.8.** Let Condition 2.7 be satisfied. For \( \emptyset \neq B \subset I \) let \( \varphi \in C^\infty_c(R_{\varrho}(E_+(B))) \) and \( f \in L^2(E, \mu_{\varrho,n,\beta}) \).

(i) There exists \( C_1(\varphi, B) \in (0, \infty) \) such that
\[
\left| \int_{R_{\varrho}(E_+(B))} f \varphi \text{d}\lambda_B^{n,\beta} \right| \leq C_1(\varphi, B) \cdot \| f \|_{L^2(E_+(B); \mu_B^{\varrho,n,\beta})}.
\]

Here \( L^2(E_+(B); \mu_B^{\varrho,n,\beta}) \) denotes the spaces of square integrable functions on \( E_+(B) \) with respect to \( \mu_B^{\varrho,n,\beta} \).
(ii) There exists $C_2(\varphi, B) \in (0, \infty)$ such that

$$\left| \int_{\partial R_\varphi(E_+(B))} f\varphi \, d\sigma_B^{n,\beta} \right| \leq C_2(\varphi, B) \cdot \| f \|_{L^2(E_\varphi; \mu^{0,n,\beta})},$$

where $\sigma_B^{n,\beta} := \sum_{B \subseteq B} \lambda_B^{n,\beta}$.

**Proof.**

(i) See, e.g., [19], Chapter 2, Lemma 2.2.

(ii) Let $\varnothing \neq B \subset I$. By a multiple application of part (i) we obtain

$$\left| \int_{\partial R_\varphi(E_+(B))} f\varphi \, d\sigma_B^{n,\beta} \right| \leq \sum_{B \subseteq B} \left| \int_{\partial R_\varphi(E_+(B))} f\varphi \, d\lambda_B^{n,\beta} \right| \leq \sum_{B \subseteq B} C_1(\varphi, B) \cdot \| f \|_{L^2(E_\varphi; \mu^{0,n,\beta})} \leq C_2(\varphi, B) \cdot \| f \|_{L^2(E_\varphi; \mu^{0,n,\beta})}. \tag*{□}

**Proposition 2.9.** Suppose that Conditions 2.2 and 2.7 are satisfied. Then $(\mathcal{E}, \mathcal{D})$ is closable on $L^2(E; \mu^{0,n,\beta})$. Its closure we denote by $(\mathcal{E}, D(\mathcal{E}))$.

**Proof.** Let $(f_k)_{k \in \mathbb{N}}$ be a Cauchy sequence in $D$ with respect to $\mathcal{E}$, i.e., $\mathcal{E}(f_k - f_l; f_k - f_l) \to 0$ as $k, l \to \infty$. Furthermore, we suppose that $f_k \to 0$ in $L^2(E; \mu^{0,n,\beta})$ as $k \to \infty$, i.e., $(f_k, f_k)_{L^2(E; \mu^{0,n,\beta})} \to 0$ as $k \to \infty$. We have to check whether $\mathcal{E}(f_k, f_k) \to 0$ as $k \to \infty$. Let $\varnothing \neq B \subset I$. We know that for fixed $i \in B$, $(\partial_i f_k)_{k \in \mathbb{N}}$ converges to some $h_i$ in $L^2(E_+(B); \mu^{0,n,\beta}_B)$, since $(\partial_i f_k)_{k \in \mathbb{N}}$ is a Cauchy sequence in $L^2(E_+(B); \mu^{0,n,\beta}_B)$ and $(L^2(E_+(B); \mu^{0,n,\beta}_B), \| \cdot \|_{L^2(E_+(B); \mu^{0,n,\beta}_B)}$ is complete. Let $\varphi \in C_c^\infty(R_\varphi(E_+(B)))$. Using Lemma 2.8(i) we obtain that

$$\left| \int_{R_\varphi(E_+(B))} h_i \varphi \, d\lambda_B^{n,\beta} - \int_{R_\varphi(E_+(B))} \partial_i f_k \varphi \, d\lambda_B^{n,\beta} \right| \leq C_1(\varphi, B) \cdot \| h_i - \partial_i f_k \|_{L^2(E_\varphi; \mu^{0,n,\beta}_B)} \to 0 \quad \text{as } k \to \infty.$$

This, together with an integration by parts, triangle inequality, Lemma 2.8(ii) and the fact that $(f_k, f_k)_{L^2(E; \mu^{0,n,\beta})} \to 0$ as $k \to \infty$ implies:

$$\left| \int_{R_\varphi(E_+(B))} h_i \varphi \, d\lambda_B^{n,\beta} \right| = \lim_{k \to \infty} \int_{R_\varphi(E_+(B))} \partial_i f_k \varphi \, d\lambda_B^{n,\beta} \leq \lim_{k \to \infty} \left| \int_{R_\varphi(E_+(B))} f_k \varphi \, d\sigma_B^{n,\beta} - \int_{R_\varphi(E_+(B))} f_k \partial_i \varphi \, d\lambda_B^{n,\beta} \right| \leq \lim_{k \to \infty} \int_{R_\varphi(E_+(B))} f_k \partial_i \varphi \, d\lambda_B^{n,\beta} = 0 \quad \text{as } k \to \infty.$$

Thus $h_i = 0$ in $L^2(R_\varphi(E_+(B)); \lambda_B^{n,\beta})$ and therefore $h_i = 0$ in $L^2(E_+(B); \partial \lambda_B^{n,\beta})$ by Condition 2.7. For all $\varnothing \neq B \subset I$ this yields $h_i = 0$ in $L^2(E_+(B); \mu^{0,n,\beta}_B)$ for all $i \in B$. Moreover,

$$\mathcal{E}(f_k, f_k) = \sum_{\varnothing \neq B \subset I} \int_{E_+(B)} |\nabla B f_k|^2 \, d\mu_B^{0,n,\beta} = \sum_{\varnothing \neq B \subset I} \sum_{i \in B} \| \partial_i f_k - h_i \|^2_{L^2(E_+(B); \mu^{0,n,\beta}_B)} \to 0 \quad \text{as } k \to \infty$$

and closability is shown. \(\square\)
Remark 2.10. Since \((\mathcal{E}, \mathcal{D})\) is closable on \(L^2(E; \mu_{q,n,\beta})\) by Proposition 2.9 we have that \(D(\mathcal{E})\) is complete with respect to the norm \(\| \cdot \|_{\mathcal{E}_1} := \mathcal{E}(\cdot, \cdot)^{1/2} + (\cdot, \cdot)^{1/2}_{L^2(E; \mu_{q,n,\beta})}\).

Proposition 2.11. Suppose that Conditions 2.2 and 2.7 are satisfied. Then \((\mathcal{E}, D(\mathcal{E}))\) is a symmetric, regular, strongly local and recurrent, hence in particular conservative, Dirichlet form.

Proof. The Markov property is clear, see, e.g., [9], Theorem 1.4.1. Regularity can be shown as follows. The extended Stone–Weierstraß theorem, see, e.g., [21], Chapter 7, Section 38, yields that \(D(\mathcal{E})\) is complete with respect to \(\| \cdot \|_{\text{supp}}\). Furthermore, \(D\) is dense in \(D(\mathcal{E})\) with respect to \(\| \cdot \|_{\mathcal{E}_1}\). Since \(C^\infty_c(E) \subset D \subset D(\mathcal{E}) \cap C^0_c(E)\), we obtain that \((\mathcal{E}, D(\mathcal{E}))\) is regular. Using [9], Theorem 3.1.1, and [9], Exercise 3.1.1, it is sufficient to show the strong local property for elements in \(D\). Therefore, let \(f, g \in D\) with \(\text{supp}(f), \text{supp}(g)\) compact and let \(g\) be constant on some open (in the trace topology of \(E\)) neighborhood \(U\) of \(\text{supp}(f)\). Then

\[
\mathcal{E}(f, g) = \sum_{\emptyset \neq B \subset I} \int_{E_{+}(B)} (\nabla^B f, \nabla^B g) \, d\mu_{B}^{0,n,\beta} = \sum_{\emptyset \neq B \subset I} \int_{E_{+}(B) \setminus \text{supp}(f)} (\nabla^B f, \nabla^B g) \, d\mu_{B}^{0,n,\beta} + \sum_{\emptyset \neq B \subset I} \int_{E_{+}(B) \setminus \text{supp}(f)} (\nabla^B f, \nabla^B g) \, d\mu_{B}^{0,n,\beta} = 0.
\]

Hence \((\mathcal{E}, D(\mathcal{E}))\) is strongly local.

In order to deduce recurrence of \((\mathcal{E}, D(\mathcal{E}))\), it is enough to show that there exists a sequence \((f_k)_{k \in \mathbb{N}} \subset D(\mathcal{E})\) such that \(\lim_{k \to \infty} f_k = 0\) \(\mu_{q,n,\beta}\)-a.e. and \(\lim_{k \to \infty} \mathcal{E}(f_k, f_k) = 0\) by [9], Theorem 1.6.3. This we do next. \(1_E \in L^2(E; \mu_{q,n,\beta})\) by Condition 2.2. We show that \(1_E \in D(\mathcal{E})\). Let \(\Lambda := [-1, \infty)^n\) and \(K_k := [0,k]^n, k \in \mathbb{N}\). Then there exist cutoff functions \(f_k \in C^\infty_c(\Lambda), k \in \mathbb{N}\), such that \(0 \leq f_k \leq f_{k+1} \leq 1, f_k = 1\) on \(K_k\), \(\text{supp}(f_k) \subset B_1(K_k)\) and \(|\partial_t f_k| \leq C_3 < \infty\). \(C_3\) independent of \(k \in \mathbb{N}\). Here \(B_1(K_k), k \in \mathbb{N}\), denotes the 1-neighborhood of the set \(K_k\). Hence

\[
\|1_E - f_k\|^2_{L^2(E; \mu_{q,n,\beta})} = \int_E (1_E - f_k)^2 \, d\mu_{q,n,\beta} = \int_{E \setminus K_k} (1_E - f_k)^2 \, d\mu_{q,n,\beta} \leq \mu_{q,n,\beta}(E \setminus K_k) \to 0 \quad \text{as } k \to \infty. \tag{2.4}
\]

Furthermore,

\[
\mathcal{E}(f_k, f_k) = \sum_{\emptyset \neq B \subset I} \int_{E_{+}(B)} |\nabla^B f_k|^2 \, d\mu_{B}^{0,n,\beta} \leq n C_3^2 \mu_{q,n,\beta}(E \setminus K_k) \to 0 \quad \text{as } k \to \infty. \tag{2.5}
\]

Using (2.4) and (2.5) we easily obtain by applying the Cauchy–Schwarz inequality that \((f_k)_{k \in \mathbb{N}}\) is \(\mathcal{E}_1\)-Cauchy. Hence \(1_E \in D(\mathcal{E})\) with

\[
\mathcal{E}(1_E, 1_E) = \lim_{k \to \infty} \mathcal{E}(f_k, f_k) = 0.
\]

Therefore, \((\mathcal{E}, D(\mathcal{E}))\) is recurrent and, hence in particular, conservative. \(\square\)

Finally, we end up with the following result.

Theorem 2.12. For fixed \(n \in \mathbb{N}\), \(\beta \in (0, \infty)\) and density function \(q\) we have that under Conditions 2.2 and 2.7

\[
\mathcal{E}(f, g) = \sum_{\emptyset \neq B \subset I} \mathcal{E}_B(f, g), \quad f, g \in D = C^\infty_c(E),
\]

with

\[
\mathcal{E}_B(f, g) = \int_{E_{+}(B)} (\nabla^B f, \nabla^B g) \, d\mu_{B}^{0,n,\beta}, \quad \emptyset \neq B \subset I.
\]
and $\mu^{\alpha,n,\beta}_{B} = \varrho^{\alpha,n,\beta}_{B}$, is a densely defined, positive definite, symmetric bilinear form, which is closable on $L^2(E; \mu^{\alpha,n,\beta}_{\cdot})$. Its closure $(\mathcal{E}, D(\mathcal{E}))$ is a recurrent, hence in particular conservative, strongly local, regular, symmetric Dirichlet form on $L^2(E; \mu^{\alpha,n,\beta}_{\cdot})$.

**Proof.** See Remark 2.6 and Propositions 2.9 and 2.11. □

2.2. Generators

By Friedrichs representation theorem we have the existence of the self-adjoint generator $(H, D(H))$ corresponding to $(\mathcal{E}, D(\mathcal{E}))$.

**Proposition 2.13.** Suppose that Conditions 2.2 and 2.7 are satisfied. There exists a unique, positive, self-adjoint, linear operator $(H, D(H))$ on $L^2(E; \mu^{\alpha,n,\beta}_{\cdot})$ such that

$$D(H) \subset D(\mathcal{E}) \quad \text{and} \quad \mathcal{E}(f, g) = (Hf, g)_{L^2(E; \mu^{\alpha,n,\beta}_{\cdot})} \quad \text{for all} \ f \in D(H), \ g \in D(\mathcal{E}).$$

**Proof.** Using Proposition 2.9 this is a direct application of [9], Coro. 1.3.1. □

We need additional assumptions on the density function $\varrho$ in order to derive an explicit formula for the generator $H$ on a subset of its domain $D(H)$, dense in $L^2(E; \mu^{\alpha,n,\beta}_{\cdot})$.

**Condition 2.14.** $\varrho$ is a $m_{\alpha,\beta}$-a.e. positive function on $E$ such that

(i) $\sqrt{\varrho}\big|_{E_{+}(B)} \in H^{-1,2}(E_{+}(B))$ for all $\emptyset \neq B \subset I$, where $H^{-1,2}(E_{+}(B))$ denotes the Sobolev space of weakly differentiable functions on $E_{+}(B)$, square integrable together with their derivative.

(ii) $\varrho \in C^{1}(E)$, where $C^{1}(E)$ denotes the space of continuously differentiable functions on $E$.

**Remark 2.15.**

(i) Note that the additional assumptions collected in Condition 2.14 are not necessary for the existence of the generator $(H, D(H))$.

(ii) Condition 2.14(i) is equivalent to $(\partial_i \ln(\varrho))_{i=1}^{n} \in L^2(E; \mu^{\alpha,n,\beta}_{\cdot})$.

(iii) Condition 2.14(ii) implies that $(\partial_i \ln(\varrho))_{i=1}^{n}$ is continuous on the set $\{\varrho > 0\}$.

(iv) If $\varrho$ fulfills Condition 2.14(ii), $\varrho$ is in particular continuous on $E$ and therefore Condition 2.7 is implied. Moreover, Condition 2.14(i) implies Condition 2.2.

For $f \in D = C^{2}_{c}(E)$ and $B \subset I$ we define

$$L^{B} f := L^{n,0,B} f := \sum_{i \in B} (\partial_{i}^2 f + \partial_i f \partial_i (\ln \varrho)) + \sum_{i \notin I \setminus B} \frac{1}{\beta} \partial_i f = \Delta^{B} f + (\nabla^{B} f, \nabla^{B} \ln \varrho) + \frac{1}{\beta} (\nabla^{I \setminus B} f, e),$$

and

$$Lf := \sum_{B \subset I} 1_{E_{+}(B)} L^{B} f,$$

where $\Delta^{B} f := \sum_{i \in B} \partial^2_{i} f$ for $f \in D$, $B \subset I$ and $e$ is a vector of length $n$ containing only ones.

**Proposition 2.16.** Suppose that Condition 2.14 is satisfied. For functions $f, g \in D$ we have the representation

$$\mathcal{E}(f, g) = (Lf, g)_{L^2(E; \mu^{\alpha,n,\beta}_{\cdot})}.$$
Remark 2.17. Let \( L_1^B := \Delta^B + (\nabla^B, \nabla^B \ln \rho) \) and \( L_2^{\setminus B} := (\nabla^{\setminus B}, e) \). Using this notation we can express \( L \) in the form
\[
L f = \sum_{B \subset I} \mathbb{1}_{E_+(B)} \left( L_1^B f + \frac{1}{\beta} L_2^{\setminus B} f \right) = \mathbb{1}_{E+(I)} \cdot L_1^I f + \sum_{B \subset I} \mathbb{1}_{E_+(B)} \left( -L_1^{\setminus B} f + \frac{1}{\beta} L_2^{\setminus B} f \right), \quad f \in \mathcal{D}.
\]

The interpretation of \( L \) is that on \( E_+(B) \) the operator \( L_1^B \) describes the dynamics of the coordinates \( i \in B \) by means of a diffusive and a drift term whereas the operator \( \frac{1}{\beta} L_2^{\setminus B} \) forces the remaining coordinates \( i \in I \setminus B \) with constant drift \( \frac{1}{\beta} \) back to positive height. The operator \(-L_1^B + \frac{1}{\beta} L_2^{\setminus B} \) for \( B \neq \emptyset \) is called a Wentzell type boundary operator. The associated Cauchy problem can be formulated in the form
\[
\begin{aligned}
\frac{\partial}{\partial t} u_t(x) &= \Delta u_t(x) + (\nabla u_t(x), \nabla (\ln \rho)(x)), \quad t > 0, x \in E; \\
\partial^2 u_t(x) + \partial_i u_t(x) \partial_i (\ln \rho)(x) - \frac{1}{\beta} \partial_i u_t(x) &= 0, \quad t > 0, i \in I, x \in E \cap \{x_i = 0\}, \\
u_0(x) &= f(x).
\end{aligned}
\]

The second line of (2.6) is called Wentzell boundary condition (for the \( i \)th coordinate).

**Proof of Proposition 2.16.** Let \( f \in \mathcal{D} \) and \( g \in C_c^1(E) \). In order to show this representation we carry out an integration by parts. We start with \( B = I \), i.e., \#B = n:
\[
\mathcal{E}_I(f, g) = \sum_{i \in I} \int_{E} \partial_i f \partial_i g \lambda^{(n)}_I = \sum_{i \in I} \int_{E} \partial_i f \partial_i g \lambda^{(n)}_I = \sum_{i \in I} \int_{E} (-\partial_i^2 f + \partial_i f \partial_i g) \lambda^{(n)}_I - \sum_{B \subset I} \sum_{i \in I \setminus B} \int_{E_+(B)} \partial_i f \partial_i g \lambda^{(n)}_B.
\]

Next we consider all \( B \subset I \) such that \#B = n - 1, i.e.,
\[
\mathcal{E}_B(f, g) = \sum_{i \in B} \int_{E_+(B)} \partial_i f \partial_i g \beta \prod_{i \in B} d\xi^i_j \prod_{j \in I \setminus B} d\delta^j_0 = \sum_{i \in B} \int_{E_+(B)} \left(-\partial_i^2 f + \partial_i f \partial_i \ln(g)\right) g \beta \lambda^{(n)}_B - \sum_{B \subset I} \sum_{i \in B \setminus B} \int_{E_+(B)} \partial_i f g \beta \lambda^{(n)}_B.
\]

Proceeding inductively we end up with all \( B \subset I \) fulfilling \#B = 1, i.e., we consider
\[
\mathcal{E}_B(f, g) = \sum_{i \in B} \int_{E_+(B)} \partial_i f \partial_i g \beta^{n-1} \prod_{i \in B} d\xi^i_j \prod_{j \in I \setminus B} d\delta^j_0 = \sum_{i \in B} \int_{E_+(B)} \left(-\partial_i^2 f + \partial_i f \partial_i \ln(g)\right) g \beta^{n-1} \delta^{(n)}_B - \beta^{n-1} \sum_{i \in B} \partial_i f(0) g(0) \rho(0).
\]
Combining all this yields
\[
\mathcal{E}(f, g) = \sum_{\emptyset \neq B \subset I} \mathcal{E}_B(f, g)
\]
\[
= \sum_{i \in I} \int_{E} \left( -\partial_i^2 f - \partial_i f \partial_i \ln \varrho \right) g \, d\lambda^{(n)}_I
+ \sum_{B \subset I \quad \#B = n-1} \int_{E_+(B)} \left( \sum_{i \in B} \left( -\partial_i^2 f - \partial_i f \partial_i \ln \varrho \right) - \frac{1}{\beta} \sum_{i \in I \setminus B} \partial_i f \right) g \beta \, d\lambda^{(n)}_B
+ \sum_{B \subset I \quad \#B = n-2} \int_{E_+(B)} \left( \sum_{i \in B} \left( -\partial_i^2 f - \partial_i f \partial_i \ln \varrho \right) - \frac{1}{\beta} \sum_{i \in I \setminus B} \partial_i f \right) g \beta^2 \, d\lambda^{(n)}_B
+ \vdots
+ \sum_{B \subset I \quad \#B = 1} \int_{E_+(B)} \left( \sum_{i \in B} \left( -\partial_i^2 f - \partial_i f \partial_i \ln \varrho \right) - \frac{1}{\beta} \sum_{i \in I \setminus B} \partial_i f \right) g \beta^{n-1} \varrho(x) \, d\lambda^{(n)}_B
- \sum_{i \in I} \frac{1}{\beta} \partial_i f(0) g(0) \beta^n \varrho(0).
\tag{2.7}
\]

Now using the definition of \( L \), we obtain the desired result.

\[\square\]

3. The associated Markov process

Since \( (\mathcal{E}, D(\mathcal{E})) \) is a regular, symmetric Dirichlet form on \( L^2(E; \mu_{\varrho, n, \beta}) \) which is recurrent, hence in particular conservative, and possesses the strong local property, we obtain the following theorem, where \((T_t)_{t \geq 0}\) denotes the \( C^0 \)-semigroup corresponding to \((\mathcal{E}, D(\mathcal{E}))\), see, e.g., [9], Chapter 4 and Chapter 7.

**Theorem 3.1.** Suppose that Conditions \( 2.2 \) and \( 2.7 \) are satisfied. Then there exists a conservative diffusion process \( M \) which is associated with \((\mathcal{E}, D(\mathcal{E}))\), i.e., for all \( (\mu_{\varrho, n, \beta})\)-versions of \( f \in L^2(E; \mu_{\varrho, n, \beta}) \) and all \( t > 0 \) the function

\[
E \ni x \mapsto p_t f(x) := \mathbb{E}_x^{\varrho, n, \beta}(f(X_t)) := \int_{\Omega} f(X_t) \, dP_x^{\varrho, n, \beta} \in [0, \infty)
\]

is a quasi continuous version of \( T_t f \). \( M \) is up to \( \mu_{\varrho, n, \beta} \)-equivalence unique. In particular, \( M \) is \( \mu_{\varrho, n, \beta} \)-symmetric, i.e.,

\[
\int_E p_t f g \, d\mu_{\varrho, n, \beta} = \int_E f p_t g \, d\mu_{\varrho, n, \beta} \quad \text{for all } f, g : E \to [0, \infty) \text{ measurable and all } t > 0,
\]

and has \( \mu_{\varrho, n, \beta} \) as reversible, invariant measure, i.e.,

\[
\int_E p_t f \, d\mu_{\varrho, n, \beta} = \int_E f \, d\mu_{\varrho, n, \beta} \quad \text{for all } f : E \to [0, \infty) \text{ measurable and all } t > 0.
\]
Throughout this section we assume that we are given the regular, symmetric Dirichlet form 
$$\mathcal{D}(\Omega) = C^0([0, \infty), E),$$ the space of continuous functions on 
$$[0, \infty)$$ into 
$$E.$$

Proof of Theorem 3.1. See, e.g., [9], Theorem 7.2.2 and Exercise 4.5.1.

**Theorem 3.2.** The diffusion process \(\mathbf{M}\) from Theorem 3.1 is up to \(\mu_{\varrho,n,\beta}\)-equivalence the unique diffusion process having \(\mu_{\varrho,n,\beta}\) as symmetrizing measure and solving the martingale problem for \((H, D(H))\), i.e., for all \(g \in D(H)\)

$$\tilde{g}(X_t) - \tilde{g}(X_0) + \int_0^t (Hg)(X_s) \, ds, \quad t \geq 0,$$

is an \(\mathbf{F}_t\)-martingale under \(\mathbf{P}^{\varrho,n,\beta}\) for quasi all \(x \in E\). Quasi all \(x \in E\) or quasi every \(x \in E\) (abbreviated by q.e. \(x \in E\) or q.a. \(x \in E\), respectively) means all \(x \in E\) except those contained in a set of capacity zero. (Here \(\tilde{g}\) denotes a quasi-continuous version of \(g\), see [19], Chap. IV, Prop. 3.3. Moreover, note that in our setting the notions of capacity in the sense of [19] and [9] coincide.)

Proof. See, e.g., [1], Theorem 3.4(i).

4. Analysis of the stochastic process by additive functionals

Throughout this section we assume that we are given the regular, symmetric Dirichlet form \((\mathcal{E}, D(\mathcal{E}))\) on 
$$L^2(E; \mu_{\varrho,n,\beta})$$ which is recurrent, hence in particular conservative, and possesses the strong local property, see Section 2, and the associated diffusion process \(\mathbf{M}\) from Section 3. Let \(g \in D(\mathcal{E})\) be essentially bounded. Due to [9], Section 3.2, there exists a unique, finite, positive Radon measure \(v(g)\) on \((E, \mathcal{B}(E))\) satisfying

$$\int_E f \, dv(g) = 2\mathcal{E}(gf, g) - \mathcal{E}(g^2, f) \quad \text{for all } f \in D(\mathcal{E}) \cap C^0_c(E).$$

**Remark 4.1.** For an essentially bounded \(g \in D(\mathcal{E})\) the measure \(v(g)\) is called the energy measure of \(g\).

**Lemma 4.2.** Suppose that Condition 2.2 is satisfied and that \(\varrho\) is additionally continuous on \(E\). Let \(\Omega \) be a relatively compact subset of \(E \setminus \{\varrho = 0\}\) such that \(\overline{\Omega} \subseteq E \setminus \{\varrho = 0\}\) and \(\varrho \neq B \subseteq I\) such that \(E_+(B) \cap \Omega\) is non-empty. Then the restriction map \(i_B: g \mapsto g|_{E_+(B) \cap \Omega}\) maps continuously from \(D(\mathcal{E})\) to \(H^{1,2}(E_+(B) \cap \Omega)\), i.e., there exists a constant \(C_B = C_B(B, \beta, n, \varrho, \Omega)\) such that \(\|g\|_{H^{1,2}(E_+(B) \cap \Omega)} \leq C_B \sqrt{\mathcal{E}_1(g, g)}\) for \(g \in D(\mathcal{E})\).

Proof. Let \(\varrho \neq B \subseteq I\) such that \(E_+(B) \cap \Omega \neq \emptyset\). By assumption \(\overline{\Omega}\) is compact and contained in \(\{\varrho > 0\}\). Therefore, there exist constants \(\varrho^+, \varrho^- \in (0, \infty)\) and such that \(\varrho^- \leq \varrho \leq \varrho^+\) on \(\overline{\Omega}\). Let \(g \in D\). Note that \(g \in D\) is (weakly) differentiable on \(E_+(B)\) with gradient \(\nabla^B g := \sum_{i \in B} \partial_i g e_i\). We have

$$\int_{E_+(B) \cap \Omega} g^2 \, d\lambda_B^{(n)} + \int_{E_+(B) \cap \Omega} \left| \nabla^B g \right|^2 \, d\lambda_B^{(n)} \leq \frac{1}{\beta^{n-B} \varrho^+} \left( \int_{E_+(B) \cap \Omega} g^2 \, d\mu_B^{\varrho,n,\beta} + \int_{E_+(B) \cap \Omega} \left| \nabla^B g \right|^2 \, d\mu_B^{\varrho,n,\beta} \right) \leq \frac{1}{\beta^{n-B} \varrho^-} \left( \int_{E_+(B)} g^2 \, d\mu_B^{\varrho,n,\beta} + \int_{E_+(B)} \left| \nabla^B g \right|^2 \, d\mu_B^{\varrho,n,\beta} \right) \leq \frac{1}{\beta^{n-B} \varrho^-} \mathcal{E}_1(u, u) < \infty.$$
Hence, \( i_B : D \to H^{1,2}(E_+(B) \cap \Omega) \) is well-defined and continuous. Therefore, \( i_B \) admits a continuous extension to \( D(\mathcal{E}) \). Let \( g \in D(\mathcal{E}) \) and \( (g_k)_{k \in \mathbb{N}} \) be a sequence in \( D \) converging to \( g \) with respect to the \( \mathcal{E}_1^{1/2} \)-norm. Then \( i_B(g_k) = g_k|_{E_+(B) \cap \Omega} \to v = i_B(g) \) in \( H^{1,2}(E_+(B) \cap \Omega) \). In particular, the same holds true with respect to the \( L^2(E_+(B) \cap \Omega; \lambda^{(\alpha)}_B) \)-norm. Certainly, the convergence of \( (g_k)_{k \in \mathbb{N}} \) to \( g \) implies convergence in \( L^2(E; \mu_{\rho, n, \beta}) \) which in turn implies that \( g_k|_{E_+(B) \cap \Omega} \to g|_{E_+(B) \cap \Omega} \) in \( L^2(E_+(B) \cap \Omega; \lambda^{(\alpha)}_B) \) due to the boundedness of \( \rho \) on \( \Omega \). Hence, we can conclude that \( i_B(g) = g|_{E_+(B) \cap \Omega} \) by the uniqueness of the limit. Thus, the map

\[
i_B : D(\mathcal{E}) \to H^{1,2}(E_+(B) \cap \Omega), \quad g \mapsto g|_{E_+(B) \cap \Omega}
\]

is well-defined and continuous. Set \( C_B := \frac{1}{\sqrt{\beta_n - \hat{B}\mu}} \).

\[\Box\]

**Proposition 4.3.** Suppose that Conditions 2.2 is satisfied and that \( \rho \) is additionally continuous on \( E \). Let \( g \in D(\mathcal{E}) \cap C^0_c(\mathcal{E}) \). Then \( g \) is weakly differentiable on \( E_+(B) \setminus \{Q = 0\} \) for each \( \varnothing \neq B \subset I \) with gradient \( \nabla^B g \in L^2(E_+(B); \mu_{\rho, n, \beta}^B) \) and its energy measure \( v_{(g)} \) is given by

\[
v_{(g)} = 2 \sum_{\varnothing \neq B \subset I} \left( \nabla^B g \right)^2 \mu_{\rho, n, \beta}^B.
\]

In particular, for \( g \in D \) holds

\[
v_{(g)} = 2 \sum_{\varnothing \neq B \subset I} \sum_{i \in B} (\partial_i g)^2 \mu_{\rho, n, \beta}^B.
\]

**Proof.** First let \( f, g \in D \). We have

\[
2\mathcal{E}(gf, g) - \mathcal{E}(g^2, f)
\]

\[
= 2 \sum_{\varnothing \neq B \subset E} \int_{E_+(B)} \sum_{i \in B} \partial_i (gf) \partial_i g \, d\mu_{\rho, n, \beta}^B - 2 \sum_{\varnothing \neq B \subset I} \int_{E_+(B)} \sum_{i \in B} \partial_i (g^2) \partial_i f \, d\mu_{\rho, n, \beta}^B
\]

\[
= 2 \sum_{\varnothing \neq B \subset I} \int_{E_+(B)} \sum_{i \in B} (\partial_i g f + g \partial_i f) \partial_i g \, d\mu_{\rho, n, \beta}^B - \sum_{\varnothing \neq B \subset I} \int_{E_+(B)} \sum_{i \in B} g \partial_i g \partial_i f \, d\mu_{\rho, n, \beta}^B
\]

\[
= 2 \sum_{\varnothing \neq B \subset I} \int_{E_+(B)} \sum_{i \in B} (\partial_i g)^2 f \, d\mu_{\rho, n, \beta}^B = \int_E f^2 \sum_{\varnothing \neq B \subset I} \sum_{i \in B} (\partial_i g)^2 \, d\mu_{\rho, n, \beta}^B.
\]

This shows the assertion for \( g \in D \), since \( D \) is dense in \( C^0_c(\mathcal{E}) \) with respect to \( \| \cdot \|_{\sup} \). Now let \( g \in D(\mathcal{E}) \cap C^0_c(\mathcal{E}) \) and \( f \in D \). Moreover, let \( (g_k)_{k \in \mathbb{N}} \subset D \) such that \( g_k \to g \) in \( (D(\mathcal{E}), \| \cdot \|_{\mathcal{E}_1}) \). By [9], p. 123, it holds

\[
\left| \left( \int_E f \, d\nu_{(g)} \right)^{1/2} - \left( \int_E f \, d\nu_{(g_k)} \right)^{1/2} \right| \leq \left( \int_E f \, d\nu_{(g - g_k)} \right)^{1/2} \leq \sqrt{2} \| f \|_{\sup} \mathcal{E}(g - g_k, g - g_k).
\]

Hence

\[
\int_E f \, d\nu_{(g)} = \lim_{k \to \infty} \int_E f \, d\nu_{(g_k)} = \lim_{k \to \infty} \left( 2\mathcal{E}(f g_k, g_k) - \mathcal{E}(g_k^2, f) \right)
\]

\[
= \lim_{k \to \infty} \int_E f^2 \sum_{\varnothing \neq B \subset I} \sum_{i \in B} (\partial_i g_k)^2 \, d\mu_{\rho, n, \beta}^B.
\]
It remains to show that \( g \) possesses on each set \( E_+(B) \setminus \{ \varrho = 0 \} \) a square-integrable weak gradient (with respect to \( \mu_{B}^{\varrho,n,\beta} \)) and that \( \nabla^B g_k \to \nabla^B g \) in \( L^2(E_+(B); \mu_{B}^{\varrho,n,\beta}) \) as \( k \to \infty \).

Define \( G_j := [0, j)^n \cap (E \setminus B_{1/j} (\{ \varrho = 0 \})) \) and \( G_j^{B} := E_+(B) \cap G_j \) for \( j \in \mathbb{N} \). Then each \( G_j \) fulfills the assumptions of Lemma 4.2 and \( G_j^{B} \uparrow E_+(B) \\setminus \{ \varrho = 0 \} \) as \( j \uparrow \infty \). This yields a weak gradient \( \nabla^B g \) of \( g \) on each set \( G_j^{B} \) and therefore a weak gradient in \( L^1_{\text{loc}}(E_+(B) \setminus \{ \varrho = 0 \}) \). Additionally, it holds

\[
\int_{E_+(B)} |\nabla^B g|^2 \, d\mu_{B}^{\varrho,n,\beta} \leq \liminf_{j \to \infty} \int_{E_+(B)} \mathbb{1}_{G_j} |\nabla^B g|^2 \, d\mu_{B}^{\varrho,n,\beta} \leq \mathcal{E}(g, g),
\]

since the last inequality holds for fixed \( j \in \mathbb{N} \). This shows that \( \nabla^B g \in L^2(E_+(B); \mu_{B}^{\varrho,n,\beta}) \) and furthermore, applying the above inequality to \( g - g_k \) finishes the proof. \( \square \)

**Proposition 4.4.** Suppose that Condition 2.14 is satisfied. Let \( f, g \in \mathcal{D} \subset D(\mathcal{E}) \). Then

\[
\mathcal{E}(f, g) = \langle v_f, g \rangle := \int_E g \, dv_f
\]

with

\[
v_f := \sum_{B < I} (-\Delta^B f - (\nabla^B f, \nabla^B \ln(\varrho))) \lambda_B^{\varrho,n,\beta} - \frac{1}{\beta} \sum_{B \subseteq I} (\nabla^I \cdot f, e) \lambda_B^{\varrho,n,\beta}.
\]

**Proof.** This representation is valid due to the integration by parts carried out in the proof of Proposition 2.16. \( \square \)

Next we recall the definition of a positive, continuous, additive functional (see, e.g., [9], Appendices A.2, A.3).

**Definition 4.5 (Additive functional).** A family \( (A_t)_{t \geq 0} \) of extended real valued functions \( A_t: \Omega \to \mathbb{R} \), with \( \mathbb{R} := \mathbb{R} \cup \{-\infty, \infty\} \), is called additive functional (AF in abbreviation) of \( \mathbf{M} \) if it satisfies the following conditions:

(A1) \( A_t \) is \( \mathbf{F}_t \)-measurable for each \( t \geq 0 \).

(A2) There exists \( \Lambda \in \mathbf{F}_\infty \) with \( P_\Lambda^{\varrho,n,\beta} (A) = 1 \) for all \( x \in E, \Theta, \Lambda \subset A \) for all \( t > 0 \) and for each \( \omega \in \Lambda, t \mapsto A_t(\omega) \) is right continuous and has left limit on \( [0, \infty) \) satisfying

(i) \( A_0(\omega) = 0 \), and

(ii) \( A_{t+s}(\omega) = A_t(\omega) + A_s(\Theta_t \omega) \) for all \( t, s \geq 0 \).

The set \( \Lambda \) in the above is called a defining set for \( (A_t)_{t \geq 0} \). An \( (A_t)_{t \geq 0} \) is said to be finite if \( |A_t(\omega)| < \infty \) for all \( t \in [0, \infty) \) and each \( \omega \) in a defining set. An \( (A_t)_{t \geq 0} \) is said to be continuous if \( [0, \infty) \ni t \mapsto A_t(\omega) \in \mathbb{R} \) is continuous for each \( \omega \) in a defining set. A continuous AF \( (A_t)_{t \geq 0} \) consisting of a family of \([0, \infty]\)-valued functions \( A_t: \Omega \to [0, \infty] \) is called a positive continuous AF (PCAF in abbreviation). The set of all PCAFs we denote by \( \mathbf{A}_\uparrow^+ \). Moreover, we call an AF which is also a square integrable martingale with respect to \( (\mathbf{F}_t)_{t \geq 0} \) a martingale AF (MAF in abbreviation).

**Remark 4.6.** Suppose that Conditions 2.2 and 2.7 are satisfied. Let \( 0 \leq g \in C^0(E) \) and \( M \in \mathcal{B}(E) \). Then \( A := (A_t)_{t \geq 0} \) with

\[
A_t(\omega) := \int_0^t g(X_s(\omega)) \mathbb{1}_M (X_s(\omega)) \, ds, \quad \omega \in \Omega,
\]

is a PCAF, i.e., \( A \in \mathbf{A}_\uparrow^+ \). If \( g \) is bounded, \( A \) is even finite. Compare, e.g., [9], Example 5.1.1.

Given \( \mathbf{M} \) and a positive measure \( \mu \) on \((E, \mathcal{B}(E))\) we define a positive measure \( \mathbf{P}_\mu \) on \((\Omega, \mathbf{F})\) by

\[
\mathbf{P}_\mu(\Gamma) := \int_E P_{\Gamma}^{\varrho,n,\beta} (\Gamma) \, d\mu(x), \quad \Gamma \in \mathbf{F}.
\]
Now we want to assign to the measures $v_{(\xi)}$ from Proposition 4.3 and $v_f$ from Proposition 4.4 the corresponding additive functionals (AFs). In order to do this we make use of [9], Theorem 5.1.3.

We consider the following classes of measures.

**Definition 4.7 (Smooth measure, measure of finite energy integral).** We denote by $\mathcal{S}$ the family of smooth measures, i.e., all positive Borel measures $\mu$ on $\mathcal{B}(E)$ such that $\mu$ charges no set of capacity zero and there exists an increasing sequence $(F_k)_{k \in \mathbb{N}}$ of closed sets in $E$ such that $\mu(F_k) < \infty$ for all $k \in \mathbb{N}$ and $\lim_{k \to \infty} \text{cap}(K \setminus F_k) = 0$ for any compact set $K \subset E$. Here $\text{cap}(S)$ denotes the capacity of a set $S \subset E$.

A positive Radon measure $\mu$ on $\mathcal{B}(E)$ is said to be of finite energy integral if

$$\int_E |f| \, d\mu \leq C_4 \sqrt{E_1(f, f)}, \quad f \in D(\mathcal{E}) \cap C^0_c(E),$$

for some $C_4 \in (0, \infty)$. We denote by $\mathcal{S}_0$ the set of all positive Radon measures of finite energy integral.

**Remark 4.8.** A positive Radon measure $\mu$ on $\mathcal{B}(E)$ is of finite energy integral if and only if there exists for each $\alpha > 0$ a unique $U_\alpha \mu \in D(\mathcal{E})$ such that

$$\mathcal{E}_\alpha(U_\alpha \mu, f) = \int_E f \, d\mu \quad \text{for all } f \in D(\mathcal{E}) \cap C^0_c(E),$$

where $\mathcal{E}_\alpha(\cdot, \cdot) := \mathcal{E}(\cdot, \cdot) + \alpha(\cdot, \cdot)_{L^2(E; \mu^{0, \alpha, n, \beta})}$.

**Definition 4.9 ($\alpha$-potential).** We call $U_\alpha \mu$ from Remark 4.8 an $\alpha$-potential and denote by $\mathcal{S}_0$ the set of all finite $\mu \in \mathcal{S}_0$ such that $\|U_1 \mu\|_{L^\infty(E; \mu^{0, \alpha, n, \beta})} < \infty$.

**Remark 4.10.** Let $\mu \in \mathcal{S}_0$ be a finite measure and $g : E \to [0, \infty)$ measurable and bounded. Applying [9], Theorem 2.2.1, we obtain that $\mu_g := g \mu \in \mathcal{S}_0$.

Let $t > 0$, $\mu \in \mathcal{S}$, $A \in \mathbb{A}^+_c$ and $f, h : E \to [0, \infty)$ measurable. Then we consider

$$\mathcal{E}_{\mu^{0, \alpha, n, \beta}}((f A)_t) := \int_0^t \int_E f(X_s) \, dA_s \, d\mathbb{P}_{h, \mu^{0, \alpha, n, \beta}}$$

and

$$\int_0^t \langle f \mu, p_s h \rangle \, ds := \int_0^t \int_E (p_s h) f \, d\mu \, ds = \int_0^t \int_E \int_\Omega h(X_s(\omega)) \, d\mathbb{P}^{0, \alpha, n, \beta}_x(\omega) \, f(x) \, d\mu(x) \, ds.$$  \hspace{1cm} (4.2)

**Definition 4.11 (Revuz correspondence).** A measure $\mu \in \mathcal{S}$ and a AF $A \in \mathbb{A}^+_c$ are said to be in Revuz correspondence if and only if equality of (4.1) and (4.2) holds for all $f, h : E \to [0, \infty)$ measurable.

**Remark 4.12.** Suppose that Condition 2.14 is satisfied. Using the symmetry of $(p_t)_{t \geq 0}$ in (4.2) one easily checks that the measure $\mu^{0, \alpha, n, \beta}$ is in Revuz correspondence with the PCAF $(A_t)_{t \geq 0} := (\iota)_{t \geq 0}$.

**Remark 4.13.** Suppose that Condition 2.14 is satisfied. Then for $B \subset I$ the positive Radon measure $\mu_B := \mu^{0, \alpha, n}_B := \mu^{0, \alpha, n}_{\lambda_B}$ is an element of $\mathcal{S}_0$ and, by using Remark 4.12 together with [9], Lemma 5.1.3, in Revuz correspondence with the PCAF $(A^B_t)_{t \geq 0}$ given by

$$A^B_t := A^{n, \alpha, B}_t := \frac{1}{\beta_n \#B} \int_0^t \mathbb{1}_{E(B)(X_s)}(s) \, ds.$$

**Remark 4.14.** Suppose Conditions 2.2 and 2.7. Let $\eta \in C^0(E)$ such that $\eta \geq 0$. Again by applying [9], Lemma 5.1.3, and using Remark 4.10 we obtain:
(i) If $\mu \in S_{00}$ and $A_t = \int_0^t g(X_s) \mathbb{1}_M(X_s) \, ds$, $t \geq 0$, as in Remark 4.6, are in Revus correspondence, then
\[
\mu_\eta := \eta \mu \quad \text{and} \quad A^\eta_t := \int_0^t \eta(X_s) g(X_s) \mathbb{1}_M(X_s) \, ds
\]
are in Revus correspondence.

(ii) If, moreover, $\eta$ has compact support, then $\mu_\eta \in S_{00}$.

Remark 4.15. If $\mu_1, \mu_2 \in S_{00}$ with Revus corresponding AFs $A_1$, $A_2$, respectively. Then $\mu_1 + \mu_2 \in S_{00}$ with Revus corresponding AF $A$ given by $A := A_1 + A_2$.

Theorem 4.16. Suppose that Condition 2.14 is satisfied. Let $f \in D$. Then
\[
f(X_t) - f(X_0) = M_{t}^{[f]} + N_{t}^{[f]}, \quad P_{n, \beta} - \text{a.s. for q.e. } x \in E,
\]
where $M_{t}^{[f]}$ is a MAF with quadratic variation
\[
\langle M_{t}^{[f]} \rangle = 2 \sum_{\varnothing \neq B \subset I} \int_0^t \| \nabla B f(X_s) \|^2 \mathbb{1}_{E(B)}(X_s) \, ds
\]
and
\[
N_{t}^{[f]} = \int_0^t \left( \sum_{B \subset I} \left( (\Delta B f + (\nabla B f, \nabla B \ln(\rho))) (X_s) \mathbb{1}_{E(B)}(X_s) \right) \\
+ \left( \sum_{B \subset I} \frac{1}{\beta} (\nabla \setminus B f, e)(X_s) \mathbb{1}_{E(B)}(X_s) \right) \right) \, ds.
\]

Remark 4.17. Note that the decomposition (4.3) is valid $P_{n, \beta} - \text{a.s. for q.e. } x \in E$. This is weaker than the statement in [9], Theorem 5.2.5, where the decomposition holds $P_{n, \beta} - \text{a.s. for each } x \in E$. This is caused by the fact that in our setting we do not know if the absolute continuity condition is fulfilled.

Proof of Theorem 4.16. We have to check the assumptions of [9], Theorem 5.2.5. $f \in D \subset D(\mathcal{E})$ is clearly bounded and continuous. The measure $\nu(f) \in S_{00}$ due to Proposition 4.3, Remarks 4.13, 4.14(ii) and 4.15 applied inductively. In addition, these results yield that $\nu(f)$ is in Revuz correspondence with the PCAF
\[
2 \sum_{\varnothing \neq B \subset I} \int_0^t \sum_{i \in B} (\partial_i f)^2 (X_s) \mathbb{1}_{E(B)}(X_s) \, ds.
\]
By Proposition 4.4
\[
\mathcal{E}(f, g) = \langle v_f, g \rangle = \int_E g \, dv_f
\]
with
\[
v_f = \sum_{B \subset I} \left( \sum_{i \in B} - \partial_i^2 f - \partial_i f \partial_i \ln(\rho) \right) \lambda^{\rho, n, \beta}_{B} - \frac{1}{\beta} \sum_{B \subset I} \left( \sum_{i \notin \setm B \partial_i f} \lambda^{\rho, n, \beta}_{B} \right)
\]
for all $f, g \in D$. We can split the densities contained in $v_f$ into positive and negative part. This yields two positive Radon measures $v^+_f$ and $v^-_f$ such that $v_f = v^+_f - v^-_f$. These measures belong to $S_{00}$ by Remarks 4.13, 4.14 and 4.15.
We can calculate the associated PCAFs $A^+$ and $A^-$ in the same way like in the case of $v_j$. By [9], Theorem 5.2.5, $N_{i}^{B_{j}} = -A^+ + A^-$ and we obtain that

$$ N_{i}^{B_{j}} = \int_{0}^{t} \left( \sum_{B \subseteq I} \left( \sum_{i \in B} (\partial_{i} f + \partial_{i} f \partial_{i} \ln (q)) \right) (X_{s}) \mathbb{1}_{E_{+}(B)} (X_{s}) \right) ds. $$

\[ \square \]

**Corollary 4.18.** Let $j \in I$. We denote by $\pi_j : \mathbb{R}^n \to \mathbb{R}, x \mapsto x_j$, the projection on the $j$th coordinate. Then under the assumptions of Theorem 4.16 the coordinate processes $(X_{i}^{j})_{t \geq 0} := (\pi_{j} (X_{i}))_{t \geq 0}, 1 \leq j \leq n$, corresponding to $M$ is given by

$$ X_{i}^{j} - X_{0}^{j} = \sqrt{2} \int_{0}^{t} \mathbb{1}_{E} (X_{s}) dB_{s}^{j} + \int_{0}^{t} \partial_{j} \ln (q) (X_{s}) \mathbb{1}_{E} (X_{s}) ds 
+ \sum_{\emptyset \neq B \subseteq I} \left\{ \sqrt{2} \int_{0}^{t} \mathbb{1}_{E_{+}(B)} (X_{s}) dB_{s}^{j} + \int_{0}^{t} \partial_{j} \ln (q) (X_{s}) \mathbb{1}_{E_{+}(B)} (X_{s}) ds, \text{ if } j \in B, \right. 
+ \left. \int_{0}^{t} \mathbb{1}_{0, \ldots, 0} (X_{s}) ds, \quad P_{x}^{0,n,\beta} - \text{a.s. for q.e. } x \in E, \right\} \tag{4.4} $$

where $(B_{j}^{j})_{t \geq 0}$ is a one dimensional standard Brownian motion. Moreover, $(B_{j}^{j})_{t \geq 0}$ and $(B_{i}^{j})_{t \geq 0}$ are independent for $i, j \in I$ with $i \neq j$.

**Proof.** We consider

$$ \pi_{j} (x) := \begin{cases} x_{j}, & \text{if } x \in [0, k + 1)^n, \\ 0, & \text{if } x \in [k + 2, \infty)^n, \end{cases} \quad 1 \leq j \leq n, \quad k \in \mathbb{N}. $$

Furthermore, we define

$$ \tau_{k} := \inf \{ t \geq 0 | X_{t} \notin [0, k]^n \}, \quad k \in \mathbb{N}. $$

$(\tau_{k})_{k \in \mathbb{N}}$ is a sequence of stopping times with $\tau_{k} \uparrow \infty$ as $k \to \infty$. Now using the decomposition (4.3) we obtain for $k \in \mathbb{N}$ and $j \in I$ the representation

$$ X_{i}^{j} - X_{0}^{j} = \pi_{j} (X_{i}^{j} \wedge \tau_{k}) - \pi_{j} (X_{0}) = M_{i}^{[\pi_{j}]} + N_{i}^{[\pi_{j}]} $$

$$ = M_{i}^{[\pi_{j}]} + \int_{0}^{\tau_{k}} \partial_{j} \ln (q) (X_{s}) \mathbb{1}_{E} (X_{s}) ds $$

$$ + \sum_{\emptyset \neq B \subseteq I} \left\{ \int_{0}^{\tau_{k}} \partial_{j} g (X_{s}) \mathbb{1}_{E_{+}(B)} (X_{s}) ds, \quad \text{if } j \in B, \right. 
+ \left. \int_{0}^{\tau_{k}} \mathbb{1}_{0, \ldots, 0} (X_{s}) ds, \quad \text{if } j \in I \setminus B \right\} \tag{4.4} $$

Additionally we have the cross variation

$$ \{ M_{i}^{[\pi_{j}]} - M_{i}^{[\pi_{j}]} \}_{t \wedge \tau_{k}} = \delta_{ij} \mathbb{1}_{E} (X_{s}) ds, \quad P_{x}^{0,n,\beta} - \text{a.s.}, \quad x \in E.$$
For $k \in \mathbb{N}$ large enough $M_{t^{\gamma}_k} = M_{t^{\gamma}_j}$ is a continuous, local martingale and moreover, for fixed $\emptyset \neq B \subset I$ and $i, j \in B$ we have that

$$\langle M_{t^{\gamma}_i}, M_{t^{\gamma}_j} \rangle_t = \delta_{i,j} \frac{1}{2} \int_0^t \mathbb{1}_{E_+(B)}(X_s) \, ds = \int_0^t (\delta_{i,j} \sqrt{2} \mathbb{1}_{E_+(B)}(X_s))^2 \, ds, \quad \mathbb{P}^{\rho_{n,\beta}}_x\text{-a.s., } x \in E.$$  

Thus for $t \geq 0$ and $j \in B$ we obtain (perhaps after enlarging the probability space) by using [18], Theorem 18.12, that

$$M_{t^{\gamma}_j} = \sqrt{2} \int_0^t \mathbb{1}_{E_+(B)}(X_s) \, dB^j_s, \quad \mathbb{P}^{\rho_{n,\beta}}_x\text{-a.s., } x \in E,$$

where $(B^j_t)_{t \geq 0}$ is a one dimensional standard Brownian motion. Moreover, $(B^j_t)_{t \geq 0}$ and $(B^i_t)_{t \geq 0}$ are independent for $i, j \in I$ with $i \neq j$. \qed

5. Ergodicity and occupation time

**Definition 5.1 (Part of a Dirichlet form).** Let $(\mathcal{G}, D(\mathcal{G}))$ be an arbitrary regular Dirichlet form on some locally compact separable metric space $X$, $m$ a positive Radon measure on $X$ with full topological support and $G$ an open subset of $X$. Then we define by $\mathcal{G}^G(f, g) := \mathcal{G}(f, g)$ for $f, g \in \{ f \in D(\mathcal{G}) | \tilde{f} = 0 \text{ q.e. on } X \setminus G \}$ the part of the form $(\mathcal{G}, D(\mathcal{G}))$ on $G$, where $\tilde{f}$ denotes a quasi-continuous version of $f$. Indeed, this defines a regular Dirichlet form on $L^2(G; m)$ and for any special standard core $C$ of $(\mathcal{G}, D(\mathcal{G}))$, $C_G := \{ f \in C | \text{supp} \, [f] \subset G \}$ is a core of $(\mathcal{G}, D(\mathcal{G}))$ (see [9], Theorem 4.4.3).

Throughout this section, suppose Condition 2.14 is satisfied and denote by

$$M := M^{0,n,\beta} := (\mathcal{O}, F, (F_t)_{t \geq 0}, (X_t)_{t \geq 0}, (\mathcal{O}_t)_{t \geq 0}, (\mathcal{P}^{\rho_{n,\beta}}_x)_{x \in E})$$

the process constructed in Theorem 3.1. Furthermore, for an open subset $G$ of $E$

$$M^G := (\mathcal{O}, F, (F_t)_{t \geq 0}, (X^0_t)_{t \geq 0}, (\mathcal{O}_t)_{t \geq 0}, (\mathcal{P}^{\rho_{n,\beta}}_x)_{x \in G \Delta})$$

called the part of the process $M$ on $G$, where $X^0_t(\omega)$ results from $X_t(\omega)$ by killing the path upon leaving $G$ for $\omega \in \mathcal{O}$, Here $G \Delta := \mathcal{O} \cup \{ \Delta \}$, where $\Delta$ denotes the cemetery, see, e.g., [9], Chap. A.2. By [9], Theorem 4.4.2, the process $M^G$ is associated to $(\mathcal{E}^G, D(\mathcal{E}^G))$.

In (2.3) we defined the form $\mathcal{E}_B$ for $\emptyset \neq B \subset I$ and functions $f, g \in \mathcal{D}$. We can extend the definition to functions in $f, g \in C_c^2(\overline{E_+(B)})$. Denote the closure of the pre-Dirichlet form $(\mathcal{E}_B, C_c^2(\overline{E_+(B)}))$ on $L^2(\overline{E_+(B)}; \mu^{\rho,n,\beta}_B)$ by $(\mathcal{E}_B, D(\mathcal{E}_B))$ and by $(T^B_t)_{t \geq 0}$ the corresponding semigroup. It is known that this yields for each $B$ a strongly local, recurrent, regular Dirichlet form.

Let $A_i, i \in \mathcal{I}$ be the connected components of $\tilde{\mathcal{E}} := E \setminus \{ \emptyset = 0 \}$ for some index set $\mathcal{I}$ and $A^B_i := A_i \cap \overline{E_+(B)}$. We suppose an additional condition:

**Condition 5.2.** $\mathcal{I}$ is finite, each $A_i, i \in \mathcal{I}$, is convex and the density $q$ fulfills

$$\int_{B_r(0)} \, d\mu_{\rho,n,\beta} \leq Cr^2 \quad \text{as } r \to 0$$

with a constant $C < \infty$.

For the following lemma we need the notion of a strongly regular Dirichlet form (see also [22], Section 4.2, and [23]):
Definition 5.3 (Strong regularity). A regular Dirichlet form \((\mathcal{G}, D(\mathcal{G}))\) on \(L^2(E; \mu_{\varrho, n, \beta})\) is called strongly regular, if the topology induced by the intrinsic metric
\[
d(x, y) := \sup \left\{ |f(x) - f(y)| : f \in D(\mathcal{G}) \cap C^0_c(E) \text{ with } \frac{1}{2} \mathcal{V}(f) \leq \mu_{\varrho, n, \beta}, \ x, y \in E \right\}
\]
coincides with the topology generated by the euclidean metric on \(E\). Here \(\frac{1}{2} \mathcal{V}(f) \leq \mu_{\varrho, n, \beta}\) means that the energy measure of \(f\) is absolutely continuous w.r.t. \(\mu_{\varrho, n, \beta}\) and its Radon–Nikodym derivative is almost everywhere less or equal than two.

Lemma 5.4.

(i) \(\{\varrho = 0\}\) is of capacity zero and \(\{\varrho = 0\} \cap \overline{E_+(B)}\) is of capacity zero for every \(\emptyset \neq B \subset I\).
(ii) \(A_i\) is open and \(T_t\)-invariant for every \(i \in I\).
(iii) \(A_i^B\) is open in \(\overline{E_+(B)}\) and \(T_t^B\)-invariant for every \(i \in I\) and \(\emptyset \neq B \subset I\).

Proof.

(i) We only show the first statement for the Dirichlet form \((\mathcal{E}, D(\mathcal{E}))\). The second statement follows for the same reasons. By [23], Theorem 3, and Condition 5.2 it is enough to show strong regularity of \((\mathcal{E}, D(\mathcal{E}))\). Let \(f \in D(\mathcal{E}) \cap C^0_c(E)\). Then the energy measure of \(f\) has the form
\[
\frac{1}{2} \mathcal{V}(f) = \sum_{\emptyset \neq B \subset I} |\nabla^B f|^2 \mu_{\varrho, n, \beta}^B = \left( \sum_{\emptyset \neq B \subset I} |\nabla^B f|^2 \mathbf{1}_{E_+(B)} \right) \mu_{\varrho, n, \beta}
\]
by Proposition 4.3. Thus,
\[
d(x, y) = \sup \left\{ |f(x) - f(y)| : f \in D(\mathcal{E}) \cap C^0_c(E) \text{ with } \sum_{\emptyset \neq B \subset I} |\nabla^B f|^2 \mathbf{1}_{E_+(B)} \leq 1 \text{ a.e. on } E \right\}
\]
\[
= \sup \left\{ |f(x) - f(y)| : f \in D(\mathcal{E}) \cap C^0_c(E) \text{ with } |\nabla^B f|^2 \leq 1 \text{ a.e. on } E_+(B), \emptyset \neq B \subset I \right\}
\]
for \(x, y \in E\). Since \(E\) is convex, we have by the fundamental theorem of calculus
\[
|x - y| = d(x, y).
\]
This proves the assertion.

(ii) Clearly, each \(A_i\) is open in \(E\), since \(\varrho\) is continuous. In order to show \(T_t\)-invariance, it is sufficient to prove that \(A_i\) is quasi open and quasi closed simultaneously by [9], Corollary 4.6.3. Since each open set is quasi open, it is left to show that \(A_i\) is quasi closed or equivalently that \(E \setminus A_i\) is quasi open. Thus, let \(\varepsilon > 0\). Since \(\{\varrho = 0\}\) is of capacity zero by (i), there exists an open set \(B\) containing \(\{\varrho = 0\}\) with \(\text{cap}(B) < \varepsilon\). The set \(G := \bigcup_{j \neq i} A_j \cup B\) is open, contains \(E \setminus A_i\) and it holds
\[
\text{cap}(G \setminus (E \setminus A_i)) \leq \text{cap}(B) < \varepsilon.
\]
Hence \(E \setminus A_i\) is quasi closed. Thus \(A_i\) is \(T_t\)-invariant.

(iii) Follows by the same arguments. \(\square\)

Remark 5.5.

(i) Due to [9], Lemma 4.6.3, \(T_t\)-invariance of \(A_i\) implies that there exists a properly exceptional set \(N_i\) such that \(A_i \setminus N_i\) is \(M\)-invariant in the sense that
\[
P^\varrho_{x, n, \beta}(X_t \in (A_i \setminus N_i) \text{ for all } t \geq 0) = 1 \quad \text{for all } x \in A_i \setminus N_i.
\]
(ii) Fix some set \( A^B \) and define 
\[ G_k := \{ x \in A^B | d(x, \{0\} \cap E_+(B)) > \frac{1}{k} \} \cap [0, k]^n. \]
This yields a sequence of bounded open subsets of \( A^B \) increasing to \( A^B \). Since \( \emptyset \in C(E) \) by Condition 2.14, it follows that \( \gamma_k := \text{ess inf}_{x \in G_k} \emptyset > 0, k = 1, 2, \ldots \) (with respect to the measure \( \lambda_B^{(n)} \)).

(iii) By a similar argument, \( L^p \)-norms on \( K \) with respect to the measures \( \mu_{\emptyset, n, \beta} \) and \( \lambda_B^{(n)} \) respectively are equivalent for some compact set \( K \) contained in \( A^B \).

(iv) In the case that \( \varrho(x) > 0 \) for all \( x \in E \), \( \hat{E} = E \) is already connected. Moreover, in Condition 5.2 instead of assuming convexity it suffices to require that \( I \) is finite and the intersection of some \( A_i \) with \( E_+(B) \) is either empty or connected.

**Theorem 5.6.** Let \( i \in I \). For all \( f \in L^1(A_i; \mu_{\emptyset, n, \beta}) \) holds

\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t f(X_s) \, ds = \int_{A_i} f \, d\mu_{\emptyset, n, \beta}(A_i) \tag{5.1}
\]

\( P_{\emptyset, n, \beta} \)-a.s. for q.e. \( x \in A_i \).

**Proof.** Fix \( i \in I \). Due to [9], Theorem 4.7.3(iii), the definition of \( M^{A_i} \) and Remark 5.5(i) it is sufficient to show that \((E^{A_i}, D(E^{A_i}))\) is irreducible recurrent. Recurrence has already been shown in Proposition 2.11. In particular, we have that \( \mathbb{1}_E \in D(E) \) and \( E(\mathbb{1}_E, \mathbb{1}_E) = 0 \). Since \( A_i \) is \( T_t \)-invariant, we have \( \mathbb{1}_{A_i} = \mathbb{1}_{A_i} \mathbb{1}_E \in D(E) \) and

\[ 0 = E(\mathbb{1}_E, \mathbb{1}_E) = E(\mathbb{1}_{A_i}, \mathbb{1}_{A_i}) + E(\mathbb{1}_E \mathbb{1}_{A_i}, \mathbb{1}_E \mathbb{1}_{A_i}) \]

by [9], Theorem 1.6.1. Hence, \( \mathbb{1}_{A_i} \in D(E^{A_i}) \) and \( E^{A_i}(\mathbb{1}_{A_i}, \mathbb{1}_{A_i}) = 0 \) which implies recurrence of \((E^{A_i}, D(E^{A_i}))\). Taking into account that the considered form is recurrent, irreducibility is equivalent to the condition that every \( f \in D(E^{A_i}) \) with \( E^{A_i}(f, f) = 0 \) is \( \mu_{\emptyset, n, \beta} \)-a.e. constant (on \( A_i \)) by [4], Theorem 2.1.11. Denote by \((E_B, D(E_B))\) the part of the form \((E_B, D(E_B))\) on \( A^B \). This is the closure of \((E_B, C^2_c(A^B))\) by [9], Theorem 4.4.3, and thus, it is irreducible. Indeed, the closure of the pre-Dirichlet form

\[
\sum_{i \in B} \int_{A^B_i} \partial_i f \, d\varrho_i \, g \, d\lambda_B^{(n)}, \quad f, g \in C^2_c(A^B_i),
\]

on \( L^2(A^B_i; \lambda_B^{(n)}) \) yields reflecting Brownian motion on \( A^B_i \) which is irreducible (see [4], p. 128) and hence the closure of the form defined for functions in \( C^2_c(A^B_i) \) on \( L^2(A^B_i; \lambda_B^{(n)}) \) is also irreducible in view of [4], Theorem 2.1.11. Hence, it follows by [9], Corollary 4.6.4, and Remark 5.5(ii) that \((E_B, D(E_B))\) is irreducible. Let \( f \in D(E^{A_i})\) and choose a sequence \((f_k)_{k \in \mathbb{N}} \) in \( C^2_c(A_i) \) such that \( f_k \to f \) with respect to \( \sqrt{E^{A_i}} \). Then the restriction to \( E_+(B) \) is by definition \( E_B \)-Cauchy and converges to the restriction of \( f \) in \( L^2(E_+(B); \mu_{\emptyset, n, \beta}) \). Therefore, the convergence holds also in \( D(E_B) \) and

\[
E^{A_i}(f, f) = E(f, f) = \lim_{k \to \infty} E(f_k, f_k) = \lim_{k \to \infty} \sum_{\emptyset \neq B \subset I} \sum_{A_i^B \neq \emptyset} E_B(f_k, f_k) = \sum_{\emptyset \neq B \subset I} \sum_{A_i^B \neq \emptyset} E_B(f, f)
\]

by definition. By \( T_{i}^B \)-invariance

\[
E^{A_i}(f, f) = \sum_{\emptyset \neq B \subset I} \sum_{A_i^B \neq \emptyset} E_B^i(\mathbb{1}_{A_i^B} f, \mathbb{1}_{A_i^B} f).
\]
Therefore, $\mathcal{E}^{A_i}(f, f) = 0$ implies $\mathcal{E}_B^i(\mathbb{1}_{A_i^B} f, \mathbb{1}_{A_i^B} f) = 0$ for each summand and hence, $f = c^i_B \mu_B^{0,n,\beta}$-a.e. on $A_i^B$ for some constant $c^i_B$ by [4], Theorem 2.1.11. Thus, we can conclude

$$f = \sum_{A_i^B \neq \emptyset} c^i_B \mathbb{1}_{A_i^B}.$$  

It remains to show that there exists a constant $c$ such that $c^i_B = c$ for all $B$. Let $\emptyset \neq B \subset I$ with $A_i^B \neq \emptyset$ be arbitrary and $l \in B$ such that $A_l$ also intersects $E_+(B \setminus \{l\})$. We show that $c^i_B = c^i_{B \setminus \{l\}}$ by contradiction. Then the assertion follows by applying this result successively. If $c^i_B \neq c^i_{B \setminus \{l\}}$, we can assume that $c^i_B = 0$ and $c^i_{B \setminus \{l\}} = 1$, since $\int_{E_l^1} - c^i_B \mathbb{1}_{A_i^B} - f \int_{E_l^1} - c^i_{B \setminus \{l\}} \mathbb{1}_{A_i^B} \in D(\mathcal{E}^{A_i})$. Fix a point $z \in A_i^{B \setminus \{l\}}$. Then, by construction there exists a (bounded) neighborhood $U$ of $z$ in $E$ such that its closure is contained in $A_i$. Choose a $C^\infty$-cutoff function $\eta$ defined on $E$ which is constantly one near $z$ and has support contained in $U$. Then it is easy to see that $\eta f \in D(\mathcal{E}^{A_i})$ and $(\eta f_k)_{k \in \mathbb{N}}$ is an approximation for $\eta f$ whenever $(f_k)_{k \in \mathbb{N}}$ is a sequence of $C^2(A_i)$-functions which approximates $f$ in $D(\mathcal{E}^{A_i})$. Moreover, $\mathcal{E}_B(\eta f_k, \eta f_k) \to 0$ as $k \to \infty$. By construction we have

$$\eta f_k(x) = \eta f_k(x) - \eta f(x + Ce_l) = - \int_0^C \partial_t(\eta f_k)(x + te_l) \, dt,$$

where $x \in U \cap E_+(B \setminus \{l\})$ and $C > 0$ is chosen such that $x + Ce_l \in U \setminus \text{supp}(\eta)$. Hence,

$$|\eta f_k(x)| \leq \int_0^\infty |\partial_t(\eta f_k)(x + te_l)| \, dt.$$

This implies

$$\int_{A_i^{B \setminus \{l\}}} |\eta f_k| \, d\lambda_B^{(n)} \leq \int_{A_i^B} |\partial_j(\eta f_k)| \, d\lambda_B^{(n)}.$$

Since we can restrict our considerations to the closure of $U$ by construction, we have equivalence of norms by Remark 5.5(iii) and hence, the left-hand side converges to a positive constant, whereas the right-hand side converges to zero. This is a contradiction and thus $c^i_B = c$ for some constant $c$, all $B$ and $i$. □

By the preceding ergodic theorem it follows immediately by choosing $f$ as the indicator function of the boundary that the occupation time of the process $\mathbf{M}$ on the boundary increases asymptotically linear whenever the process starts in a component which possesses a boundary part with $\mu_{\varrho,n,\beta}$ positive measure. In particular, the process spends in this case $\mathbf{P}_x^{\varrho,n,\beta}$-a.s. a positive amount of time at the boundary (with respect to the Lebesgue measure).

**Corollary 5.7.** For all measurable $\Gamma \subset \partial E = \bigcup_{B \subset I} E_+(B)$ and all $i \in \mathcal{I}$ holds

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t 1_{\Gamma}(X_s) \, ds = \frac{\mu_{\varrho,n,\beta}(\Gamma \cap A_i)}{\mu_{\varrho,n,\beta}(A_i)}$$  

(5.2)

$\mathbf{P}_x^{\varrho,n,\beta}$-a.s. for q.e. $x \in A_i$. In particular, under the condition that $\mu_{\varrho,n,\beta}(\Gamma \cap A_i) > 0$ for q.e. $x \in A_i$ and $\mathbf{P}_x^{\varrho,n,\beta}$-a.a. $\omega \in \Omega$ there exists $T(\omega, x) \in [0, \infty)$ and $c(\omega, x) \in (0, \infty)$ such that

$$\int_0^t 1_{\Gamma}(X_s(\omega)) \, ds \geq tc(\omega, x) \quad \text{for all } t \geq T(\omega, x).$$  

(5.3)

**Corollary 5.8.** Let $\varrho > 0$ pointwisely, $j \in I$ and $B \neq I$. Then

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t 1_{\{x_j = 0\}}(X_s) \, ds = \frac{\mu_{\varrho,n,\beta}(\{x_j = 0\})}{\mu_{\varrho,n,\beta}(E)} > 0$$  

(5.4)
Proof. The first statement follows directly from (5.2). In order to proof the latter assertion note that

$$\frac{\mu_{0,n,\beta}(\{x_j = 0\})}{\mu_{0,n,\beta}(E)} = 1 - \frac{\mu_{0,n,\beta}(\{x_j > 0\})}{\mu_{0,n,\beta}(E)}$$

and

$$\frac{\mu_{0,n,\beta}(\{x_j > 0\})}{\mu_{0,n,\beta}(E)} = \frac{\sum_{B \subseteq I} \int_{E_+(B)} \beta^{n-\#B} \varrho \, d\lambda_B^{(n)}}{\sum_{B \subseteq I} \int_{E_+(B)} \beta^{n-\#B} \varrho \, d\lambda_B^{(n)}} = \frac{\sum_{i=0}^n \beta^i a_i}{\sum_{i=0}^n \beta^i b_i},$$

(5.5)

where

$$a_i := \sum_{B \subseteq I \atop \#B = n-i} \int_{E_+(B)} \varrho \, d\lambda_B^{(n)} \quad \text{for } i = 0, \ldots, n - 1,$$

$$b_i := \sum_{B \subseteq I \atop \#B = n-i} \int_{E_+(B)} \varrho \, d\lambda_B^{(n)} \quad \text{for } i = 0, \ldots, n$$

and \(a_n := 0\). It holds \(0 < a_i < b_i \) for \(i = 1, \ldots, n - 1\), \(0 = a_n < b_n\) and \(0 < a_0 = b_0\). Hence, (5.5) is decreasing in \(\beta\), converges to 0 as \(\beta \to \infty\) and converges to 1 as \(\beta \to 0\). \(\square\)

6. Application to the dynamical wetting model in \((d + 1)\)-dimension

Let \(d \in \mathbb{N}\) and \(D_d := (0, 1]^d \subset \mathbb{R}^d\). For \(N \in \mathbb{N}\) we define \(D_d,N := ND_d \cap \mathbb{Z}^d\), where \(ND_d := \{N\theta | \theta \in D_d\}\). Here \(N\) stands for the scaling parameter. The discretized set \(D_d,N\) is a microscopic correspondence to the macroscopic domain \(D_d\) and given by \(D_d,N = [1, 2, \ldots, N]^d\). The boundary \(\partial D_d,N\) of \(D_d,N\) is defined by \(\partial D_d,N := \{x \in \mathbb{Z}^d \setminus D_d,N | |x - y| = 1 \text{ for some } y \in D_d,N\}\) and the closure \(\overline{D_d,N}\) of \(D_d,N\) is defined by \(\overline{D_d,N} := D_d,N \cup \partial D_d,N\). Hence \(\overline{D_d,N} = [0, 1, 2, \ldots, N + 1]^d\). For fixed \(N \in \mathbb{N}\) we consider the space of interfaces

$$\Omega^+_d,N := [0, \infty)^{D_d,N} := \{\phi : D_d,N \to [0, \infty)\}$$

on \(D_d,N\). Note that \(\phi(x)\) describes the height of an interface \(\phi \in \Omega^+_d,N\) at position \(x \in D_d,N\) with respect to the reference hyperplane \(D_d,N\). Therefore, \(\phi(x), x \in D_d,N\), is also called height variable. We extend \(\phi \in \Omega^+_d,N\) to the boundary \(\partial D_d,N\) by setting \(\phi(x) = 0\) for all \(x \in \partial D_d,N\). The restriction for the functions \(\phi\) to take values in \([0, \infty) \subset \mathbb{R}\) reflects the fact that a hard wall is settled at height level 0 of the interface.

The potential energy of an interface \(\phi \in \Omega^+_d,N\) is given by a Hamiltonian with zero boundary condition, i.e.,

$$\Omega^+_d,N \ni \phi \mapsto H^V_{d,N}(\phi) := \frac{1}{2} \sum_{x, y \in D_d,N \atop |x - y| = 1} V(\phi(x) - \phi(y)) \in \mathbb{R},$$

(6.1)

where the pair interaction potential \(V\) fulfills Condition 6.1 below.
**Condition 6.1.** The potential $V : \mathbb{R} \to [-b, \infty)$, $b \in [0, \infty)$, is continuously differentiable and symmetric, i.e., $V(-r) = V(r)$ for all $r \in \mathbb{R}$ and moreover, $\kappa := \int_{\mathbb{R}} \exp(-V(r)) \, dr < \infty$.

A natural distribution on the space of interfaces $(\Omega_{d,N}^+, B(\Omega_{d,N}^+))$ is given by the probability measure $\mu_{d,N}^{V,\beta}$ defined by

$$d\mu_{d,N}^{V,\beta}(\phi) = \frac{1}{Z_{d,N}^{V,\beta}} \exp(-H_{d,N}^V(\phi)) \prod_{x \in D_{d,N}} (\beta \, d\delta_0(x) + d\phi_+(x)),$$  \(\phi \in \Omega_{d,N}^+,\)  \(6.2\)

with pair interaction potential $V$ under Condition 6.1 and normalizing constant $Z_{d,N}^{V,\beta}$. Here $\prod_{x \in D_{d,N}} (d\delta_0(x) + d\phi_+(x))$ denotes the product measure on $[0, \infty)^{d,N}$, where $d\phi_+(x)$ is the Lebesgue measure on $(0, \infty)$, and $\delta_0(x)$ denotes the Dirac measure at $0$. The corresponding space of square integrable functions we denote by $L^2(\Omega_{d,N}^+, \mu_{d,N}^{V,\beta})$. The potential $\phi$ is symmetric and strictly convex.

**Remark 6.3.** Condition 6.1 guarantees that $V(0) \in [-b, \infty)$, hence flat interfaces are natural elements in the space of interfaces $\Omega_{d,N}^+$, i.e., occur with positive probability, see (6.2). Furthermore, Conditions 6.1 and 6.2 imply Conditions 2.14 and 5.2 (see also Remark 2.15).

**Remark 6.4.** In [13] the authors assume that the potential $V$ is twice continuously differentiable, symmetric and strictly convex, i.e., it exist some constants $c_-, c_+ > 0$ such that $c_- \leq V''(r) \leq c_+$ for all $r \in \mathbb{R}$. This implies that $\kappa := \int_{\mathbb{R}} \exp(-V(r)) \, dr < \infty$. In particular, the potentials investigated in [13] obviously fulfill Condition 6.1. In addition, Condition 6.2 is also satisfied. Indeed, in the case $d = N = 1$ with $\phi := \phi(1)$ it holds by integration by parts

$$0 \leq \int_{[0, \infty)} V'(1, \phi)^2 \exp(-2V(\phi)) (\beta \, d\delta_0 + d\phi_+),$$

$$= \lim_{b \to \infty} \int_0^b (-2V'(\phi)) (-2V'(\phi)) \exp(-2V(\phi)) \, d\phi_+,$$

$$= \lim_{b \to \infty} -2V'(b) \exp(-2V(b)) + \int_{[0, \infty)} 2V''(\phi) \exp(-2V(\phi)) \, d\phi_+,$$

$$\leq 2c_+ \int_{[0, \infty)} \exp(-2V(\phi)) \, d\phi_+ < \infty.$$
since \( V' \) is non-decreasing and \( V'(0) = 0 \). Similar, but more lengthy, calculations show that this result is valid for higher dimensions and larger numbers of height variables. Therefore, the class of admissible potentials in our construction includes the one considered in [13] for the dynamical wetting model.

For each \( \phi \in \Omega^+_{d,N} \) we denote by

\[
D^{\text{dry}}_{d,N}(\phi) := \{ x \in D_{d,N} | \phi(x) = 0 \} \quad \text{and} \quad D^{\text{wet}}_{d,N}(\phi) := \{ x \in D_{d,N} | \phi(x) > 0 \},
\]

dry regions and wet regions associated with the interface \( \phi \), respectively, and define for \( A, B \subset D_{d,N} \),

\[
\Omega^{\text{dry}}_{d,N,A} := \{ \phi \in \Omega^+_{d,N} | D^{\text{dry}}_{d,N}(\phi) = A \} \quad \text{and} \quad \Omega^{\text{wet}}_{d,N,B} := \{ \phi \in \Omega^+_{d,N} | D^{\text{wet}}_{d,N}(\phi) = B \},
\]

respectively.

**Remark 6.5.** The following decomposition of the state space is valid:

\[
\overline{\Omega^+_{d,N}} = \bigcup_{A \subset D_{d,N}} \Omega^{\text{dry}}_{d,N,A} = \bigcup_{B \subset D_{d,N}} \Omega^{\text{wet}}_{d,N,B}.
\]

Therefore, \( \mu^{d,N}_{\beta,\rho} = \sum_{B \subset D_{d,N}} \mu^N_{B} \) with \( \mu^N_{B} := \mu^{d,N}_{\beta,\rho}|_{\Omega^{\text{dry}}_{d,N,B}} \).

**Theorem 6.6.** Let \( d, N \in \mathbb{N} \). For \( \beta \in (0, \infty) \) we have that under Conditions 6.1 and 6.2

\[
\mathcal{E}^{N^d}_{\beta,\rho}(F, G) := \sum_{B \subset D_{d,N}} \mathcal{E}^N_{B}(F, G), \quad F, G \in \mathcal{D} = C^2_c(\Omega^+_{d,N})
\]

with

\[
\mathcal{E}^N_{B}(F, G) := \sum_{x \in B} \int_{\Omega^+_{d,N,B}} \partial_x F \partial_x G \, d\mu^{N^d}_{B}, \quad \emptyset \neq B \subset D_{d,N},
\]

is a densely defined, positive definite, symmetric bilinear form, which is closable on \( L^2(\Omega^+_{d,N}; \mu^{N^d}_{\beta,\rho}) \). Its closure \( (\mathcal{E}^{N^d}_{\beta,\rho}, D(\mathcal{E}^{N^d}_{\beta,\rho})) \) is a recurrent, hence in particular conservative, strongly local, strongly regular, symmetric Dirichlet form on \( L^2(\Omega^+_{d,N}; \mu^{N^d}_{\beta,\rho}) \).

**Remark 6.7.** Note that for functions in \( \mathcal{D}, l \in \{1, 2\} \) and \( x \in D_{d,N} \) we denote by \( \partial^l_x \) the partial derivative of order \( l \) with respect to the variable \( \phi(x) \). In particular, \( \partial^1_x := \partial_x \).

**Proof of Theorem 6.6.** Use Remark 6.3 and apply Theorem 2.12. For strong regularity see the proof of Lemma 5.4(i). \( \square \)

For \( F \in \mathcal{D} = C^2_c(\Omega^+_{d,N}) \) and \( B \subset D_{d,N} \) we define

\[
\mathcal{L}^B F := \mathcal{L}^{d,N,\rho,B} F := \sum_{x \in B} \left( \partial^2_x F + \partial_x F \partial_x (\ln \rho) \right) + \sum_{x \in D_{d,N} \setminus B} \frac{1}{\beta} \partial_x F
\]

\[
= \Delta^B F + (\nabla^B F, \nabla^B \ln \rho) + \frac{1}{\beta} (\nabla_{D_{d,N} \setminus B} F, e),
\]

and

\[
\mathcal{L} F := \sum_{B \subset D_{d,N}} 1_{\Omega^+_{d,N,B}} \mathcal{L}^B F,
\]
where \( \nabla^B F := \sum_{x \in B} \partial_x F e_{c(x)} \) with some \( c : D_{d,N} \to \{1, \ldots, N^d\} \) bijective and \( \{e_1, \ldots, e_{N^d}\} \) being the canonical basis in \( \mathbb{R}^{N^d} \). Moreover, \( \Delta^B F := \sum_{x \in B} \partial^2_x F \) for \( F \in \mathcal{D} \), \( B \subset \mathcal{D}_{d,N} \) and \( e \) is a vector of length \( N^d \) containing only ones.

**Proposition 6.8.** Suppose Conditions 6.1 and 6.2 to be satisfied. Then we have the representation \( \mathcal{E}^{N^d,\beta,\varrho}(F,G) = (-L F,G)_{L^2(\mathcal{D}_{d,N} ; \mu_{N^d,\beta,\varrho})} \) for \( F,G \in \mathcal{D} \).

**Proof.** Use Remark 6.3 and apply Proposition 2.16. \qed

**Remark 6.9.** Let \( \mathcal{L}^B_1 := \Delta^B + (\nabla^B, \nabla^B \ln \varrho) \) and \( \mathcal{L}^B_2 := (\nabla^B, e) \). Using this notation we can express \( \mathcal{L} \) in the form

\[
\mathcal{L} F = \sum_{B \subset \mathcal{D}_{d,N}} 1_{\Omega_{d,N,B}^+} \left( \mathcal{L}^B_1 F + \frac{1}{\beta} \mathcal{L}^B_2 \right) F + \sum_{B \subset \mathcal{D}_{d,N}} 1_{\Omega_{d,N,B}^+} \left( -\mathcal{L}^B_2 F - \frac{1}{\beta} \mathcal{L}^B_2 \right) F, \quad F \in \mathcal{D}.
\]

The interpretation of \( \mathcal{L} \) is that on \( \Omega_{d,N,B}^+ \) the operator \( \mathcal{L}^B_1 \) describes the dynamics of the height variables \( \phi(x), x \in B \), by means of a diffusive and a drift term whereas the operator \( \frac{1}{\beta} \mathcal{L}^B_2 \) forces the remaining height variables \( \phi_x, x \in D_{d,N} \setminus B \) with constant drift \( \frac{1}{\beta} \) back to positive height. The operator \( -\mathcal{L}^B_2 - \frac{1}{\beta} \mathcal{L}^B_2 \) for \( B \neq \emptyset \) is called a Wentzell type boundary operator. The associated Cauchy problem can be formulated in the form

\[
\begin{cases}
\partial_t U_t(\phi) = \Delta U_t(\phi) + (\nabla U_t(\phi), \nabla (\ln \varrho)(\phi)), & t > 0, \phi \in \Omega_{d,N}^+, \\
\partial^2_t U_t(\phi) + \partial_x U_t(\phi) \partial_x (\ln \varrho)(\phi) - \frac{1}{\beta} \partial_x U_t(\phi) = 0, & t > 0, x \in D_{d,N}, \phi \in \Omega_{d,N}^+ \cap \{\phi_x = 0\}, \\
U_0(\phi) = F(\phi).
\end{cases}
\]

(6.4)

The second line of (6.4) is called Wentzell boundary condition (for the \( x \)th height variable).

**Theorem 6.10.** Suppose that Conditions 6.1 and 6.2 are satisfied. Then there exists a conservative diffusion process (i.e., a strong Markov process with continuous sample paths and infinite life time)

\[
\mathcal{M}^{N^d,\beta,\varrho} = (\Omega, \mathbf{F}, (\mathbf{F}_t)_{t \geq 0}, (\mathbf{\Phi}_t)_{t \geq 0}, (\mathbf{\Theta}_t)_{t \geq 0}, (\mathbf{P}^{N^d,\beta,\varrho}_\phi)_{\phi \in \Omega_{d,N}^+})
\]

with state space \( \Omega_{d,N}^+ \), which is associated with \( (\mathcal{E}^{N^d,\beta,\varrho}, D(\mathcal{E}^{N^d,\beta,\varrho})) \). \( \mathcal{M}^{N^d,\beta,\varrho} \) is up to \( \mu_{N^d,\beta,\varrho} \)-equivalence unique. In particular, \( \mathcal{M}^{N^d,\beta,\varrho} \) is \( \mu_{N^d,\beta,\varrho} \)-symmetric and has \( \mu_{N^d,\beta,\varrho} \) as invariant and reversible measure.

**Proof.** Use Remark 6.3 and apply Theorem 3.1. \qed

**Theorem 6.11.** The diffusion process \( \mathcal{M}^{N^d,\beta,\varrho} \) from Theorem 6.10 is up to \( \mu_{N^d,\beta,\varrho} \)-equivalence the unique diffusion process having \( \mu_{N^d,\beta,\varrho} \) as symmetrizing measure and solving the martingale problem for \( (\mathcal{H}^{N^d,\beta,\varrho}, D(\mathcal{H}^{N^d,\beta,\varrho})) \), i.e., for all \( G \in D(\mathcal{H}^{N^d,\beta,\varrho}) \)

\[
\mathcal{G}(\phi) - \mathcal{G}(\phi_0) + \int_0^t (\mathcal{H}^{N^d,\beta,\varrho} G)(\phi_s) \, ds, \quad t \geq 0,
\]

is an \( \mathbf{F}_t \)-martingale under \( \mathbf{P}^{N^d,\beta,\varrho}_\phi \) for quasi all \( \phi \in \Omega_{d,N}^+ \).

**Proof.** Use Remark 6.3 and apply Theorem 3.2. \qed
Corollary 6.12. Suppose that Conditions 6.1 and 6.2 are satisfied. Let $x \in D_{d,N}$. We denote by $\pi_x : \Omega_{d,N}^+ \to [0, \infty)$, $\phi \mapsto \phi(x)$, the projection on the $x$th coordinate. The coordinate processes $(\phi_t(x))_{t \geq 0} := (\pi_x(\phi))_{t \geq 0}$ corresponding to $M^{N_d, \beta, \varrho}$ is given by

$$
\phi_t(x) - \phi_0(x) = \sqrt{2} \int_0^t \mathbb{1}_{\Omega_{d,N}^+}(\phi_x) dB_x(x) - \int_0^t \mathbb{V}'(x, \phi_x) \mathbb{1}_{\Omega_{d,N}^+}(\phi_x) \, ds \\
\phantom{= \int_0^t} + \sum_{\emptyset \neq B \subseteq D_{d,N}} \left\{ \sqrt{2} \int_0^t \mathbb{1}_{\Omega_{d,N,B}^{+, \text{wet}}}(\phi_x) dB_x(x) - \int_0^t \mathbb{V}'(x, \phi_x) \mathbb{1}_{\Omega_{d,N,B}^{+, \text{wet}}}(\phi_x) \, ds, \quad \text{if } x \in B, \right. \\
\phantom{= \int_0^t} \left. + \frac{1}{\beta} \int_0^t \mathbb{1}_{\{0, \ldots, 0\}}(\phi_x) \, ds, \right. \\
\phantom{= \int_0^t} \left. \text{if } x \in D_{d,N} \setminus B \right\}.
$$

(6.5)

where $(B_t(x))_{t \geq 0}, x \in D_{d,N}$, are one dimensional independent standard Brownian motions and

$$
\mathbb{V}'(x, \phi) := \sum_{y \in D_{d,N}} \mathbb{1}_{|x-y|=1} \mathbb{V}'(\phi(x) - \phi(y)), \quad \phi \in \Omega_{d,N}^{+, \text{wet}},
$$

with pair interaction potential $\mathbb{V}$.

Proof. Use Remark 6.3 and apply Corollary 4.18. \qed

Remark 6.13. (6.5) provides a weak solution to (1.4) for quasi every starting point in $\Omega_{d,N}^{+, \text{wet}}$, even for boundary points.

Theorem 6.14. Suppose that Conditions 6.1 and 6.2 are satisfied. For all $F \in L^1(\Omega_{d,N}^{+, \text{wet}}; \mu_{N_d, \beta, \varrho})$ it holds that

$$
\lim_{t \to \infty} \frac{1}{t} \int_0^t F(\phi_s) \, ds = \int_{\Omega_{d,N}^{+, \text{wet}}} F \, d\mu_{N_d, \beta, \varrho}
$$

$P_{\phi}^{N_d, \beta, \varrho}$-a.s. for q.e. $\phi \in \Omega_{d,N}^{+, \text{wet}}$.

Proof. Use Remark 6.3 and apply Theorem 5.6. \qed

Corollary 6.15. Under the conditions of Theorem 6.14 we have that for all measurable $\Gamma \subset \partial \Omega_{d,N}^{+, \text{wet}} = \bigcup_{\emptyset \neq B \subseteq D_{d,N}} \Omega_{d,N,B}^{+, \text{wet}}$ it holds that

$$
\lim_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{1}_{\Gamma}(\phi_s) \, ds = \mu_{N_d, \beta, \varrho}(\Gamma)
$$

$P_{\phi}^{N_d, \beta, \varrho}$-a.s. for q.e. $\phi \in \Omega_{d,N}^{+, \text{wet}}$. In particular, under the condition that $\mu_{N_d, \beta, \varrho}(\Gamma) > 0$ for q.e. $\phi \in \Omega_{d,N}^{+, \text{wet}}$ and $P_{\phi}^{N_d, \beta, \varrho}$-a.a. $\omega \in \Omega$ there exists $T(\omega, \phi) \in [0, \infty)$ and $c(\omega, \phi) \in (0, \infty)$ such that

$$
\int_0^t \mathbb{1}_{\Gamma}(\phi_s(\omega)) \, ds \geq tc(\omega, \phi) \quad \text{for all } t \geq T(\omega, \phi).
$$

(6.6)

Corollary 6.16. Let $x \in D_{d,N}$ and $B \neq D_{d,N}$. Then under the Conditions of Theorem 6.14 we have that

$$
\lim_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{1}_{\{0\}}(\phi_s(x)) \, ds = \mu_{N_d, \beta, \varrho}(\{\phi(x) = 0\}) > 0
$$

(6.7)
and

\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t 1_{\Omega_{d, N, B}^{\phi^\text{wet}} (\phi_s)} \, ds = \mu_{N^d, \beta, \rho} (\Omega_{d, N, B}^{\phi^\text{wet}}) > 0
\]

\(P_{\phi}^{N^d, \beta, \rho}\)-a.s. for q.e. \(\phi \in \Omega_{d, N, B}^{\phi^\text{wet}}\) and (6.6) holds. Moreover, the right-hand side of (6.7) is increasing in \(\beta\), converges to 1 as \(\beta \to \infty\) and converges to 0 as \(\beta \to 0\).

**Proof.** Use Remark 6.3 and apply Corollary 5.8. \(\square\)

**Remark 6.17.** Corollary 6.16 justifies that \(\beta\) is called strength of pinning.
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