Characterization of X-ray diffraction intensity function from a biological molecule for single particle imaging
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An attainable structural resolution of single particle imaging is determined by the characteristics of X-ray diffraction intensity, which depend on the incident X-ray intensity density and molecule size. To estimate the attainable structural resolution even for molecules whose coordinates are unknown, this research aimed to clarify how these characteristics of X-ray diffraction intensity are determined from the structure of a molecule. The functional characteristics of X-ray diffraction intensity of a single biomolecule were theoretically and computationally evaluated. The wavenumber dependence of the average diffraction intensity on a sphere of constant wavenumber was observable by small-angle X-ray solution scattering. An excellent approximation was obtained, in which this quantity was expressed by an integral transform of the product of the external molecular shape and a universal function related to its atom packing. A standard model protein was defined by an analytical form of the first factor characterized by molecular volume and length. It estimated the numerically determined wavenumber dependence with a worst-case error of approximately a factor of five. The distribution of the diffraction intensity on a sphere of constant wavenumber was also examined. Finally, the correlation of diffraction intensities in the wavenumber space was assessed. This analysis enabled the estimation of an attainable structural resolution as a function of the incident X-ray intensity density and the volume and length of a target molecule, even in the absence of molecular coordinates.
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X-ray free-electron lasers (XFELs) generate intense X-ray laser with very short pulses [1,2]. They have ushered in a new era of biological sciences in which the structures and dynamics of crystalline and single-particle samples are elucidated. In nanocrystal diffraction imaging, three-dimensional (3D) structures are built with intense X-ray laser irradiation at a ~10 fs pulse width [3–5]. This configuration realizes “proof before destruction” [6,7]. Single-particle imaging (SPI) is the most challenging but important method for revealing biomolecule structures and dynamics [8]. Typically, a single target molecule of unknown molecular orientation is injected into a vacuum. The X-ray strikes the sample and generates a coherent diffraction pattern that is
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observed with a two-dimensional (2D) Charge-Coupled-Device (CCD) detector. To construct the average 3D ensemble structure, multiple measurements must be made using new, identical samples with nearly the same conformational states but in different molecular orientations. A three-step strategy for 3D reconstruction from noisy 2D diffraction patterns has been proposed [9]. In the first step, similar diffraction patterns are grouped and averaged to improve the signal-to-noise (S/N) ratio. In the second step, the 3D diffraction intensity is constructed by aligning the 2D diffraction patterns in the k-space. In the final step, phases not obtained by experimental observation are retrieved by oversampling with the phase-retrieval algorithm adapted to the 3D diffraction intensity function.

Several SPI trials with XFELs have used large living cells or rigid viral samples. Consequently, low-resolution datasets with few diffraction patterns and small scattering angles were obtained such as the 2D projection of a living cell from a diffraction pattern followed by the successful reconstruction of the 3D structure of a virus. This process was accomplished by combining 200 diffraction images, constructing a 3D scattering intensity function in the k-space, and applying the phase-retrieval algorithm.

The structural resolution is low and there are technical challenges. However, theoretical investigation of the attainable structural resolution may help achieve higher resolutions and enhance the applicability and potential of SPI with XFELs. The actual X-ray diffraction intensity of a single biological molecule is extremely weak and susceptible to severe quantum shot-noise. In other words, the attainable structural resolution is determined by X-ray diffraction intensity, and the property of X-ray diffraction intensity depends on the incident X-ray intensity and the target molecule. Hence, it is useful to construct a theory that helps to reasonably and reliably know the necessary incident X-ray intensity to achieve the desired resolution, even for molecules whose coordinates are unknown as a function of molecular size.

In an earlier study [13], we reported that the resolutions of spheroid globular molecules are determined from the following characteristics of the diffraction intensity function: |

\[ i(k) \text{ in the wavenumber k space, (1) average } i(k) \text{ of } i(k) \text{ on a sphere } |k| = k \text{ of radius } k, \text{ (2) distribution of } i(k) \text{ on the sphere, and (3) correlation length of } i(k) \text{ on the sphere. The aim of this research was to clarify how these characteristics of X-ray diffraction intensity are determined from the 3D structure of a molecule. As to (1), it will be shown that the value of the average function } \bar{i}(k) \text{ is determined up to about a factor of five by specifying molecular 3D structure in terms of only two parameters, volume } V \text{ and length } L \text{ of the molecule. As to (2), the distribution function will be shown to be independent of the molecule. As to (3), the correlation length will be shown to depend only on length } L. \text{ The attainable structural resolution is determined by the characteristics of } i(k) \text{ that can be specified by } V \text{ and } L. \text{ The results of this analysis were used to derive an attainable structural resolution as a function of the incident X-ray intensity density and the volume and length of a target molecule even if there are no atomic coordinates for the molecule.}

As a secondary benefit of the characteristics of } \bar{i}(k), \text{ the high-throughput analysis can be realized to estimate the molecular volume and length to evaluate the structure and dynamics of protein from the average function } \bar{i}(k) \text{ that can be approximately obtained by taking the radial average of the noisy two-dimensional diffraction image data. Additionally, the average } \bar{i}(k) \text{ of } i(k) \text{ on a sphere } |k| = k \text{ is essentially the quantity measured in small-angle solution scattering. Therefore, it is expected that the results for the characteristics of the average } \bar{i}(k) \text{ obtained herein are applicable for this widely used experimental method as well as for the estimation of molecular shape with a relatively low calculation cost.}

**Methods**

**Calculation of electron density of } \rho(x) \text{ and X-ray diffraction intensity of } i(k)$$

The focus was the X-ray diffraction intensity of a single biomolecule or its complex (hereafter, a molecule) with roughly spherical shape. The diffraction intensity of } s(k), \text{ expressed as photons arriving at each pixel on the detector, is given by the following expression:

\[ s(k) = I_i r_w^2 \omega i(k) \]  \hspace{1cm} (1)

where } I_i \text{ is the X-ray incident intensity density in [photons/pulse/μm²]}, } r_w \text{ is the classical electron radius, and } \omega = (λ/σL)^2 \text{ is the solid angle, where } λ \text{ denotes the X-ray wavelength, } L \text{ is the molecular size, and } σ \text{ denotes the linear oversampling ratio. In the experiment, } \omega \text{ can be derived from the detector pixel size and the distance between the sample and detector. Molecular 3D structure is described by its electron density } \rho(x), \text{ structure factor } F(k), \text{ and diffraction intensity density } i(k):

\[ F(k) = \int dx \rho(x) \exp(-2πi k \cdot x) \]  \hspace{1cm} (2)

\[ i(k) = |F(k)|^2 \]  \hspace{1cm} (3)

To perform a computational study, it was first necessary to calculate the electron density function } \rho(x) \text{ on a grid point of width } 0.1 \text{ Å. The atomic coordinates of the molecule were acquired from the Protein Data Bank (PDB) [14]. Gaussian electron density functions were assumed for each atom listed in the International Tables for Crystallography [15] using the following equation:

\[ \rho(x) = \sum_j c_j \left( \frac{1}{2πσ^2} \right)^{3/2} \exp\left( \frac{(x-x_j)^2}{2σ^2} \right) \]  \hspace{1cm} (4)
It was assumed that the total electron density of a protein molecule was the sum of the electron densities of the constructed atoms. The electron density of each atom is approximated from the sum of several isotropic Gaussian distributions centered on the nucleus. The subscript \( a \) is a serial number for the Gaussian distribution. One atom is represented by several Gaussian distributions. \( F(k) \) was also directly calculated as follows:

\[
F(k) = \sum \rho_i \exp(-2\pi i \mathbf{k} \cdot \mathbf{x}_i) \exp(-2\pi k\sigma_i^2)
\]

Seven spheroid globular molecules of various molecule sizes were selected from the PDB. The selected codes were 2C9R, 2LZM, 1TV4, 1E7U, 1EPW, 1DP0, and 1KY1. The electron density function \( \rho(x) \) and the X-ray diffraction intensity function \( i(k) \) were determined for these seven proteins.

**Definition of the molecular surface and region of \( \Omega \)**

The average values of the electron density \( \langle \rho \rangle \) and squared electron density \( \langle \rho^2 \rangle \) in the molecular region of \( \Omega \) play important roles. Because the electron density rapidly decays in the shallow region from the molecular surface, these numerical values closely relate to the definition of molecular surface. Thus, it was necessary to define the molecular surface of the proteins carefully. For proteins with atomic coordinates cited in the PDB, the space wherein the protein atoms existed was divided into the cubic lattice with a lattice face of the proteins carefully. For proteins with atomic coordinates cited in the PDB, the space wherein the protein atoms existed was divided into the cubic lattice with a lattice constant of 0.1 Å and the electron density \( \rho \) was calculated as described above. A proper cutoff for \( \rho \) was selected and each cube was designated as real if \( \rho \geq \rho_c \) or empty if \( \rho < \rho_c \). Cubes within 1.4 Å (water molecule radius) of any real cube were considered to be in the hydrated protein interior. All others were regarded as being in the hydrated protein exterior. Cubes within 1.4 Å of any cube in the hydrated protein exterior were considered to be in the protein exterior. All others were regarded as being in the protein interior. The contact surface between the protein interior and protein exterior was defined as the molecular surface. Molecular surface is essentially the same as the Connolly contact surface except for the following points. Generally, the region around 1.4 Å from the van der Waals (VDW) radius of each atom is defined as the protein surface. However, in our method, the criterion is defined by giving an electron density threshold value of \( \rho_c \) to define a proper cutoff that is suitable for protein molecule instead of the VDW radius. By adding this improvement of molecular surface for protein, the universal behavior of the electron density product function of the protein can be elucidated.

**Results and Discussion**

**Factors determining wavenumber dependence of the X-ray diffraction intensity**

To determine the wavenumber dependence of the diffraction intensity density, we examined an average \( \bar{i}(k) \) of \( i(k) \) on a sphere [\( k = k \)] of radius \( k \). Hereafter, we refer to this quantity as the radial diffraction intensity density. It is obtained by replacing the last factor of the right-hand side of equation (3) by its average on the sphere \( k = k \):

\[
\bar{i}(k) = \int \rho(x)\rho(x')\,\text{sinc}(2k|x_1-x_2|)
\]

where \( \text{sinc} x = \frac{\sin \pi x}{\pi x} \)

From equation (6), we see that

\[
\bar{i}(0) = Q^2
\]

where \( Q \) is the total number of electrons in the molecule. Equation (6) is transformed as follows:

\[
\bar{i}(k) = \int \rho(x)\rho(x')\,\text{sinc}(2k|x_1-x_2|)
\]

Thus, the radial diffraction intensity density is related to equation (10) and may be expressed to a very good approximation as the product of two factors. One relates to the external shape of the target molecule while the other is associated with atom packing inside the molecule. To the end, we must define the molecule surface. A reasonable choice for this purpose is essentially the Connolly molecular surface [16]. The region enclosed by the molecular surface is the molecular region of \( \Omega \). The integrations with respect to \( x_1 \) and \( x_2 \), except for the autocorrelation part \( (x_1 = x_2) \) in equation (10), lie within the region of \( \Omega \). The following pair distribution function relates to the external shape of the target molecule:

\[
P(r) = \int_0^L \int_0^L dx_1 \int_0^L dx_2 \delta(r - |x_1 - x_2|), \quad x_1 \neq x_2
\]

This equation expresses the number of pairs of points separated by distance \( r \) that fit in the molecule and is normalized as follows:

\[
\int_0^L dr P(r) = V^2
\]

Where the molecular size of \( L \) is defined as the maximum distance between two points in the molecule and \( V \) is the volume of the molecular region \( \Omega \).

\[
R(r) = \frac{q(r)}{P(r)}
\]

Equation (13) defines the expected electron density product for a pair of points separated by distance \( r \). This quantity should be more or less the same for most biomacromolecules of similar atomic composition. Thus, it is henceforth referred to as the universal electron density product function. From equation (13), we have:
\[ q(r) = R(r) P(r) \]  
\[ (14) \]

Therefore, equation (10) is now expressed as a product of the pair distribution function \( P(r) \) (related to the external shape of the molecule) and the universal electron density product function \( R(r) \) (associated with the atom packing within the molecule).

Pair distribution function of \( P(r) \)

We start with the simplest idealized external molecular shape, namely, a spherical molecule of radius \( a \). A basic calculation yields the following result:

\[ P(r) = \frac{V^2}{2a} f(t) \]  
\[ (15) \]
\[ V = 4\pi a^3 \]  
\[ (16) \]
\[ t = \frac{r}{2a} \]  
\[ (17) \]
\[ f(t) = 12\xi^2(t-1)^2(t+2) \]  
\[ (18) \]

where \( V \) is the volume of the sphere and \( t \) is a dimensionless length between two points within the molecule expressed as a sphere diameter. The range of this variable is between 0 and 1. The function \( f(t) \) is related to the shape of the molecule but not its size. The molecule size influences \( P(r) \) via the first factor on the right-hand side of equation (15), namely, \( v^2/2a \).

For essentially spherical globular molecules, we assume that equations (15), (16), and (17) hold for the molecular volume \( V \) and length \( a \) and that these are derived from the volume via equation (16). \( V \) is reasonably well estimated from the 3D molecular structure. Thus, we assume that the length \( a \) may be determined fairly accurately if there is some indication that the molecule is globular. As we are focusing on biological macromolecules or their complexes, we assume that \( a \) ranges from ten to a few hundred angstroms. Here, we designate \( f(t) \) as the molecular shape function. It depends on the shape but not the size of the molecule. The variable \( t \) ranges from 0 and \( \xi = L/2a \) where \( L \) is the maximum distance between two points in the molecule. Therefore, \( \xi \) describes the deviation of the external molecular shape from an ideal sphere and we refer to it as the (first) shape parameter. The molecular shape function is normalized as follows:

\[ \int_0^\infty f(t) dt = 1 \]  
\[ (19) \]

Figure 1 shows values of this function obtained for several molecules listed in the PDB. Here, \( \xi \) ranges between 1.5 and 2.2. This rather narrow range quantitatively represent globular molecules with approximately spherical shapes. Figure 1 indicates that there is relatively little variation in the molecular shape function. For this reason, we introduced a standard model protein molecule characterized in terms of the given values of \( V \) and \( f(t) \):

\[ f(t) = 105 \xi^2 t^2(t-\xi) \]  
\[ (20) \]

As before, \( \xi = L/2a \) and this function satisfy equation (19). Comparisons of this model with real functions are shown in Figure 2. The fit between the model and the real function was excellent for the T4 lysozyme molecule. In contrast, clear deviations between the two curves were observed for the HslUV complex. In the case of T4 lysozyme, i.e., globular proteins, the real function of \( f(t) \) has a single peak. However, in the case of HslUV complex, the real function of \( f(t) \) has multiple peaks and shoulders. This behavior in the real function of the HslUV complex is thought to be derived from the topographical features, which are elongated multidomain cylindrical 3D shapes and large hollow interior spaces. However, this discrepancy was, in fact, relatively small considering the peculiar 3D shape of the HslUV complex. We endeavored to establish how well the real function can be replaced by the one-parameter model so that we could evaluate various aspects of diffraction. The model resembles the real functions in the following ways. (1) The increase in the origin is proportional to \( t^2 \) as theoretically required according to equation (24) below. (2) The model decreases at a faster rate at the maximum \( r \) than that at the origin. (3) The maximum value \( -2.30/\xi^2 \) occurs at \( t = \xi/3 \). The similarity of the standard model protein molecule to real protein molecules suggests that \( f(k) \) for the latter may be approximated with reasonable accuracy by a function with only two parameters, namely, \( V \) and \( \xi \).

Here, we focused on the functional form of \( P(r) \) around \( r<2 \text{ Å} \) to derive a simplified expression. In this special region, the electron density product function \( R(r) \) is before asymptotic to \( \langle \rho \rangle^2 \). The value of \( \langle \rho \rangle^2 \) corresponds to the value of a sufficiently deep inner molecule where the space correlation of electron density vanishes, as demonstrated in the
$P(r) = \int_{\Omega} dx_1 \int_{\Omega} dx_2 \delta(r - |x_1 - x_2|)$

$= \int_{\Omega} dx_1 \left( \int_{\Omega} dx_2 - \int_{\bar{\Omega}} dx_2 \right) \delta(r - |x_1 - x_2|)$

$= 4\pi r^2 V - \pi r^3 S$  \hspace{1cm} (21)

where $\bar{\Omega}$ is the volume outside the molecular region, $\text{all} = \text{all space}$, and $S$ is the surface area of the molecule. We introduced the approximation that for $r$ in this range, the surface is estimated to be flat in the second integration in equation (21):

$\pi r^3 = \int_{\Omega} dx_1 \int_{\bar{\Omega}} dx_2 \delta(r - |x_1 - x_2|)$

[where $x_1 = (x_{1x}, 0, 0)$ with $x_{1x} < 0$, and $x_2 = (x_{2x}, y_2, z_2)$ with $x_{2x} > 0$, $-\infty < y_2 < \infty$, $-\infty < z_2 < \infty$]  \hspace{1cm} (22)

We introduced the parameter $\varsigma$ to indicate the deviation of the external shape of the molecule from the ideal sphere:

$S = 4\pi a^2 \varsigma$  \hspace{1cm} (23)

where $a$ is defined by equation (16). We referred to $\varsigma$ as the second shape parameter. $V$, $S$, $\varsigma$, and $\varsigma$ are calculated for the molecules listed in Figure 1 based on their atomic coordinates in the PDB. The calculations for each molecule are shown in Table 1. The value of $\varsigma$ ranged between 1.5 and 5.0 and is expected to increase with the molecular size, up to 5.0. While $\varsigma$ describes the deviation of the external molecular shape from an ideal sphere, $\varsigma$ pertains to the smoothness of the molecular surface. Thus, $P(r)$ can be expressed by:

$P(r) = 4\pi V r^2 \left( 1 - \frac{3\varsigma r}{4a} \right)$

$= \frac{64\pi a^2}{3} \left( 1 - \frac{3\varsigma t}{2} \right)$  \hspace{1cm} (24)

The quality of this expression has been numerically validated for several protein molecules (Fig. 3). Unlike $\varsigma$, $\varsigma$ has negligible impact on the gross feature of $\bar{\Omega}(k)$. By expressing the contribution of $P(r)$ using an approximate analytic form,
as shown above, we can decompose the original function of \( \tilde{\iota}(k) \) into two components of \( \tilde{\iota}_i(k) \) and \( \tilde{\iota}(k) \), with border on \( r_c = 2 \text{ Å} \).

**Universal electron density product function of \( R(r) \)**

\( R(r) \) is defined by equation (13). Consider an asymptotic form of this factor for \( r \to 0 \) and \( r \to \infty \). When distance \( r \) becomes larger than a certain value \( r_c = 2 \text{ Å} \), i.e., where the space correlation of electron density vanishes, \( R(r) \) rapidly approaches the asymptotic value of \( \langle \rho \rangle^2 \), with \( \langle \rho \rangle = Q/V \), which is the average electron density within the molecular region \( \Omega \). Then \( r \to 0 \) should be represented by \( \langle \rho \rangle^2 \). The behavior between 0 and \( r_c \) is elucidated by a calculation based on protein atomic coordinate data. The functional form of \( R(r) \) is expressed as:

\[
R(r) = ((\rho^2) - \langle \rho \rangle^2) c(r) + \langle \rho \rangle^2
\]

(25)

where \( c(r) \) is the normalized electron density product function. At \( r = 0 \) it is unity whereas it vanishes when \( r > r_c \). The \( \langle \rho^2 \rangle \) and \( \langle \rho \rangle^2 \) and the functional form of \( c(r) \) must be determined empirically. Calculations conducted for several proteins consisting only of the standard 20 amino acid residues showed that \( R(r) \) of equation (13) is universal and highly accurate, as shown in Figure 4.

As long as \( R(r) \) is defined by the right-hand-side of equation (13), our theory is corroborated. \( R(r) \), as defined for each molecule by the right-hand-side of equation (13), is approximately a universal function. Based on this understanding, molecular individuality affects the function \( q(r) \) which determines \( \tilde{\iota}(k) \) by equation (9) exclusively through \( P(r) \). This remarkable property of \( R(r) \) may be significant in terms of the theory of small angle solution scattering. \( R(r) \) may be expressed to a certain approximation by a standard model protein molecule characterized by only two parameters. By introducing them and allowing for a certain approximation in \( \tilde{\iota}(k) \), real protein molecules may be estimated from the standard model protein molecule. Thus, an analytical expression for \( \tilde{\iota}(k) \) derived for the standard model protein may be used to establish the relationships among the (1) incident X-ray intensity, (2) molecule volume \( V \) and length \( L \), and (3) attainable resolution. Furthermore, a standard model protein may help clarify how the individual characteristics of real proteins affect \( \tilde{\iota}(k) \).

The universal electron density product function \( R(r) \) is expected to approach an asymptote \( \langle \rho \rangle^2 \) when \( r > r_c \), where \( \langle \rho \rangle \) is the mean electron density within \( \Omega \). The mean electron density within the deep protein interior is reasonably well defined. At the molecule surface, however, the electron density sharply drops. The molecular region \( \Omega \) consists of both the deep interior and surface regions. The surface must be carefully defined so that the mean electron density within \( \Omega \) coincides with that of the deep interior and, therefore, assumes a universal value. For numerous proteins, the molecular region \( \Omega \) and the mean electron density \( \langle \rho \rangle \) within it are calculated as functions of the selected \( r_c \). The \( \langle \rho \rangle \) increases with \( r_c \) and the rate of increase is greater for smaller than larger proteins. It is preferable that \( \langle \rho \rangle \) be as universal as possible. It is reasonable to use the value of \( r_c \) at which the \( \langle \rho \rangle \) vs. \( r_c \) curves for various proteins intersect. Here, we took \( r_c = 0.018 \) (= (#of electrons)/Å³) as the most appropriate value. Even at this \( r_c \), \( \langle \rho \rangle \) is not strictly universal; rather, \( \langle \rho \rangle = 0.434 \pm 0.006 \) (in (electrons)/Å³). As an independent verification of our selection of \( r_c \), we calculated the standard Connolly contact surface based on van der Waals radii and the mean electron density for proteins comprising only the standard 20 amino acid residues and good structural resolution in the PDB. Thence, we obtained \( \langle \rho \rangle = 0.477 \pm 0.023 \) (in (electrons)/Å³), which almost aligns with those determined using the selected \( r_c \).

The \( \langle \rho^2 \rangle \) and \( \langle \rho \rangle^2 \) determined for several protein molecules were \( \langle \rho^2 \rangle = 0.188 \pm 0.005 \) and \( \langle \rho^2 \rangle - \langle \rho \rangle^2 = 18.22 \pm 0.50 \) (in (electrons)/Å³). The narrow distribution of their means indicates that they had minimal effect on \( \tilde{\iota}(k) \). To calculate \( \tilde{\iota}(k) \) for the standard model protein, we took their means as the universal values. The functional forms of \( c(r) \) calculated for several proteins are shown in Figure 5. As the curves are almost indistinguishable from each other, collectively they almost appear as a single line. The universal function \( c(r) \) may be approximated from the following expression:

\[
c(r) = c \exp (-\eta_1 r) + (1 - c) \exp (-\eta_2 r)
\]

(26)

where \( c = 0.931 \), \( \eta_1 = 13.4 \text{ Å}^{-1} \), and \( \eta_2 = 2.19 \text{ Å}^{-1} \). From Figure 5, we see that \( r_c \approx 2 \text{ Å} \) and equation (26) confirms this estimation.

The electron density product functions asymptotically decay from the mutually correlated value of \( \langle \tilde{\iota}^2 \rangle \) to the uncorrelated value of \( \langle \tilde{\iota} \rangle^2 \). The distance to decay of the uncorrelated value of \( \langle \tilde{\iota} \rangle^2 \) is 2 Å, mainly contributed from the molecular surface region. The model function of \( c(r) \)

---

**Figure 3** Numerically obtained pair distribution function (triangles) for small values of \( r \) fitted with the analytical function of equation (24) (solid line) for the seven molecules listed in Figure 1. The PDB codes of these molecules are shown.
The molecular region $\Omega$ is calculated by counting the number of surface small cubes (with 0.1 Å sides) in the protein interior with $\geq 1$ neighboring small cubes in the protein exterior. These values are also calculated for the radii of spheres of carbon, nitrogen, and oxygen. It was found that 1.16 multiplied by the number of surface small cubes is the theoretical surface area of the spheres due to the discretization with 0.1 Å. For protein molecules, then, we multiply the same factor to convert the number of surface small cubes into the surface area.

**Figure 4** Electron density production function $R(r)$ obtained numerically for the seven molecules listed in Figure 1.
Radial diffraction intensity density of \( \tilde{I}(k) \)

By inserting equation (25) into equations (9) and (14), we obtain:

\[
\tilde{I}(k) = \tilde{I}_i(k) + \tilde{I}_s(k) \tag{27}
\]

\[
\tilde{I}_i(k) = \langle \rho^2 \rangle \int_0^\infty dr P(r) \text{sinc}(2kr) \tag{28}
\]

\[
\tilde{I}_s(k) = \langle \rho^2 - \langle \rho \rangle^2 \rangle \int_0^\infty dr c(r) P(r) \text{sinc}(2kr) \tag{29}
\]

From equation (12), we get:

\[
\tilde{I}_i(0) = \langle \rho \rangle^2 V^2 = Q^2 \tag{30}
\]

In equation (28), we express \( P(r) \) using equations (15), (16), and (17). Thus, we have:

\[
\tilde{I}_i(k) = \langle \rho^2 \rangle V^2 \int_0^\infty dt f(t) \text{sinc}(4kat) \tag{31}
\]

In equation (29), we express \( P(r) \) using equation (24). Then, we derive:

\[
\tilde{I}_s(k) = 4\pi \langle \rho^2 - \langle \rho \rangle^2 \rangle V \int_0^\infty dr c(r) r^2 \left( 1 - \frac{3\varphi}{4a} \right) \text{sinc}(2kr) \tag{32}
\]

In this equation, the shape of a protein molecule is characterized only by \( \varphi/a \).

The \( \tilde{I}_i(k) \) at \( k=0 \) does not vanish but is much smaller than \( \langle \rho^2 \rangle V^2 = Q^2 \). Therefore, \( \tilde{I}(0) \) is calculated using equations (27) and (28) (that is, equation (30)) and equation (29) does not satisfy equation (8). This deviation is a consequence of identifying the mean electron density within the deep protein deep interior with \( \langle \rho \rangle \), namely, the mean electron density within \( \Omega \). As the electron density is relatively lower on the molecule surface, the former should be slightly larger than \( \langle \rho \rangle \). This difference accounts for the aforementioned deviation but was neglected as the actual deviation was small.

Figure 5 shows \( \tilde{I}(k) \) for lysozyme and HsUV complex obtained by direct calculation using their atomic coordinates. The \( \tilde{I}(k) \), \( \tilde{I}_i(k) \), and \( \tilde{I}_s(k) \) were derived from equations (27), (31), and (32), respectively, and \( f(t) \) (Fig. 1) and \( c(r) \) (Fig. 3) are used. The \( \tilde{I}(k) \) is calculated from equation (31) for an analytical polynomial function fitted to \( f(t) \). Figure 6 shows an approximate analytical form of \( \tilde{I}(k) \).

The minor difference between the two \( \tilde{I}(k) \) arose from the values of the universal \( \langle \rho \rangle \) and \( \langle \rho^2 \rangle \) in equations (31) and (32) and the universal function \( c(r) \) in equation (32). The most conspicuous difference is the “waving” behavior of \( \tilde{I}(k) \) obtained by direct calculation. The first “waving” behavior for the HsUV complex at \( k \approx 0.013 \text{Å}^{-1} \) was reproduced in \( \tilde{I}(k) \) of equation (27). It may have been a consequence of the shoulder of \( f(t) \) at \( \sim t=1.0 \). The other “waving” behaviors at the larger \( k \) were not reproduced in \( \tilde{I}(k) \) of equation (27) because the behavior of the \( c(r) \) function is slightly different between the model function and real function in the long-distance of \( r > 2 \text{ Å} \). In the model function, it is monotonously decreasing, but in the real function, it has a slightly waving behavior. In our preliminary work, the waving behavior was reproduced when the behavior of the \( c(r) \) function was replaced up to \( r=2 \text{ Å} \) and \( r=7 \text{ Å} \). However, the accuracy
obtained by truncating the $c(r)$ function at $r=2\,\text{Å}$ suffices for the purposes of this analysis.

Figure 6 shows that the contributions of $\bar{t}_i(k)$ and $\bar{t}_f(k)$ to $\bar{t}(k)$ become negligible at wide and narrow $k$ ranges, respectively. Here, we used $\mathcal{P}(r)$ in the range of $0<r<r_e$ in equations (31) and (32). This leeway was permissible because of the observed behaviors of $\bar{t}_f(k)$ and $\bar{t}_i(k)$. The analytically fitted $f(t)$ function may differ from equation (24) in a small range of $t$ and, by extension, $r$, as the fitting is usually performed to obtain an overall uniform overall best fit in the full range of $t$. The behavior of $f(t)$ in a narrow $t$ range affects the behavior of $\bar{t}_f(k)$ in the wide $k$ range. As long as the analytically fitted $f(t)$ retains reasonable function in the narrow $t$ range, it will be reflected by negligibly small $\bar{t}_f(k)$ in the wide $k$ range. Therefore, we can use $f(t)$, which is slightly sloppy at the lower end of the $t$ range.

Here, we clarify the limit of structural resolution due to quantum noise as a function of the incident X-ray intensity and target molecule size and shape. To this end, we introduced the standard model protein defined by equation (20). By substituting equations (15) and (20) into equation (28), we have:

$$\bar{t}_i(k) = \langle \rho \rangle^2 V^2 \frac{840(15\sin u - 3u \cos u - 12u + u^3)}{u^4}, \quad u = 4\pi c^2 a$$  \hspace{1cm} (33)

As $k$ (and, by extension, $u$) approach zero, the right-hand-side of this equation approaches $\langle \rho \rangle^2 V^2$ as required by equation (30). The $ka$ in equation (33) is the wavenumber scaled by the radius of an equivalent sphere $a$. $k$ is the wavenumber of the structural resolution $k_s$, $k_s a$ is the number of independent descriptive structural elements along the radius of the equivalent sphere $a$. In order for the single molecule imaging method to be informative, this number must be $\geq 10$ and preferably 100. Therefore, the upper bound of $u$ in equation (33) must be 150–1,500. For large $u$, equation (33) is approximated by:

$$\bar{t}_i(k) = \langle \rho \rangle^2 V^2 \frac{840}{u^4}, \quad u = 4\pi c^2 a$$  \hspace{1cm} (34)

Thus, $\bar{t}_i(k)$ decreases with increasing $u$.

We consider the functional form of $\bar{t}_i(k)$ when equation (26) is substituted into equation (32). The integration gives the following:

$$\bar{t}_i(k) = 3\langle (\rho^2)^2 \rangle - \langle \rho^2 \rangle V^2$$

$$\left[ 2\eta_a^2 + \frac{3\zeta}{2} \right] \frac{\langle (\eta_a)^2 \rangle}{(\langle (\eta_a)^2 \rangle + (2\pi k a)^2)}^2 - \frac{6\zeta\langle (\eta_a)^2 \rangle}{(\langle (\eta_a)^2 \rangle + (2\pi k a)^2)}^2$$

$$+ (1-c) \left[ 2\eta_a^2 + \frac{3\zeta}{2} \right] \frac{\langle (\eta_a)^2 \rangle}{(\langle (\eta_a)^2 \rangle + (2\pi k a)^2)}^2 - \frac{6\zeta(1-c)\langle (\eta_a)^2 \rangle}{(\langle (\eta_a)^2 \rangle + (2\pi k a)^2)}^2$$  \hspace{1cm} (35)

In view of the aforementioned ranges for the variables and parameters in this equation, this expression is approximated with an error of a few percentage points as follows:

$$\bar{t}_i(k) = 3\langle (\rho^2)^2 \rangle - \langle \rho^2 \rangle V^2$$

$$\left[ \frac{2c\eta_a}{(\langle (\eta_a)^2 \rangle + (2\pi k a)^2)}^2 + \frac{2(1-c)\eta}{(\langle (\eta_a)^2 \rangle + (2\pi k a)^2)}^2 \right]$$  \hspace{1cm} (36)

The contribution of the term proportional to the surface area $S$ in equation (21) to $\bar{t}_i(k)$ can be neglected if an error of a few percentage points is acceptable. Summarizing the above, we obtain:

$$\bar{t}_i(k) = \frac{840(15\sin u - 3u \cos u - 12u + u^3)}{u^4}$$

$$+ 3\left( \frac{\langle \rho^2 \rangle}{\langle (\eta_a)^2 \rangle + (2\pi k a)^2} \right) - 1 \left[ \frac{2c\eta_a}{(\langle (\eta_a)^2 \rangle + (2\pi k a)^2)}^2 + \frac{2(1-c)\eta}{(\langle (\eta_a)^2 \rangle + (2\pi k a)^2)}^2 \right]$$

$$u = 2\pi c^2 a; \quad v = 2\pi k a$$  \hspace{1cm} (37)

Figure 6 shows $\bar{t}_i(k)$ derived from this analysis. Here, to evaluate the functional form of $\bar{t}_i(k)$, the evaluation function is defined using the following equation as a function of $k$ between the analytical model function and numerical original function.

$$\text{diff}(k) = \bar{t}_{\text{model}}(k) - \bar{t}_{\text{original}}(k)$$  \hspace{1cm} (38)

The statistics of the evaluation function are presented in Table 2 for case of lysozyme and HslUV complex. In the case of lysozyme, the average value of the evaluation function for $k$ is $\langle \text{diff}(k) \rangle = 0.789\pm 0.199$. In the case of HslUV complex, $\langle \text{diff}(k) \rangle = 0.753\pm 0.269$. It is evident that the value of $\bar{t}_i(k)$ obtained from the model function is approximately 25% smaller on average than the original function. In the case of T4 lysozyme, the largest difference is that the evaluation function is 0.53 when $k$ is 0.899. In the case of HslUV complex, the worst case is that the evaluation function is 6.46 when $k$ is 0.012. Although different in the case of HslUV complex than in the case of lysozyme, they are derived from the finite structure of waving behavior found in the small angle region of the $i(k)$ function in the case of the HslUV complex. When the distribution of the evaluation function of the HslUV complex was examined, a total of 38

| Statistics of the evaluation function of $\text{diff}(k)$ | T4 lysozyme | HslUV complex |
|--------------------------------------------------------|-------------|---------------|
| Maximum of $\text{diff}(k)$                           | 1.548       | 6.46          |
| $k$ [Å] at the maximum                                  | 0.046       | 0.012         |
| Minimum of $\text{diff}(k)$                           | 0.532       | 0.346         |
| $k$ [Å] at the minimum                                  | 0.899       | 0.044         |
| Average of $\text{diff}(k)$ for $k$                    | 0.789       | 0.753         |
| Variance of $\text{diff}(k)$ for $k$                   | 0.0396      | 0.0724        |
| Standard deviation of $\text{diff}(k)$ for $k$         | 0.199       | 0.269         |
points of $k$ at which the difference is doubled or less than half were found, and all were in the small-angle region where $k$ was less than 0.1. This indicates that the global shape is deviated from the spherical model from the rough approximation of spherical model in the case of HslUV complex.

From the above analysis, the analytical form approximates the calculated $\tilde{i}(k)$ within the worst-case errors of factors $<2$ for lysozyme and $\sim5$ for the HslUV complex. In this expression, only the molecule size $a$ and molecule shape $\xi$ can be considered as parameters. Nevertheless, the equation reproduces the calculated “exact” $\tilde{i}(k)$ within a worst-case error of a factor of $\sim5$. Thus, for the purpose of discussing the incident X-ray intensity as a function of molecule size and shape and the attainable resolution, this analytical expression is reliable.

These results indicated that molecular 3D shape may be relatively simply calculated and generated in an analytical form such that the X-ray diffraction intensity is accurately approximated using as few as two parameters i.e. molecular length and volume. The structures and dynamics of even roughly spherical single-particle protein molecules may be reliably estimated based on their external morphology and atomic packing.

Distribution of $\tilde{i}(k)$ on a sphere of radius $k$

The purpose of this and the next subsections is to numerically clarify the shape of the distribution functions in protein that is important to derive the theoretical equations for the variance value of the diffraction intensity function of $\sigma_{\tilde{i}}^2$. This distribution was calculated for several $k$ of the proteins lysozyme and HslUV complex. For this purpose, $\sim1.5\times10^9$ points were randomly sampled with uniform probability on each sphere and $\tilde{i}(k)$ calculated at each point was normalized with its mean value. The distributions of these normalized values on each sphere are shown for the HslUV complex in Figure 7. Except at very low $k$, the distribution was exponential. This subsection succeeded in showing that the distribution on the sphere of $\tilde{i}(k)$ is exponential distribution. Wilson (1949) reported that the irregular 3D structures of biopolymers at the atomic level are the origin of this distribution [19].

Correlation of $\tilde{i}(k)$ on a sphere $|k|=\bar{k}$ of radius $k$

For the purpose of this analysis, we used the same set of data on each sphere as in the previous section. We calculated $\langle \tilde{i}(k_i)\tilde{i}(k_j)\rangle$, and the average was taken over all pairs of $k$ vectors. The angle between them was $\delta$. As shown in Figure 8, except at very low $k$, the distribution was Gaussian:

$$c_{\tilde{i}}(\delta) = \frac{\langle \tilde{i}(k_i)\tilde{i}(k_j) - \langle \tilde{i} \rangle^2 \rangle}{\langle \tilde{i}^2 \rangle - \langle \tilde{i} \rangle^2} = \exp \left( -\frac{(k\delta)^2}{k_c^2} \right)$$

(39)

The correlation length $k_c$ was approximated by:

$$k_c = \frac{1}{L}$$

(40)

Thus, the correlation length was associated with the length of the molecule under investigation and was independent of $k$.

An attainable resolution as a function of the incident X-ray intensity and the size of a target molecule

For further development of SPI using XFEL, it is useful to construct a theory, which helps to reasonably and reliably know the necessary incident X-ray intensity density needed to achieve the desired resolution, even for molecules whose coordinates are unknown. If the functional form of $\tilde{i}(k)$ can be predicted with a reasonable reliability only from the minimum amount of information about the molecule, it is possible to estimate an attainable resolution by the described method in an earlier study [13].
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**Figure 7** Probability density distribution of the $\tilde{i}(k)$ on a sphere $|k|=\bar{k}$ of radius $k$ for the HslUV complex. For $k \geq 0.16 \text{ Å}^{-1}$, the distribution was exponential. Data up to and including $0.16 \text{ Å}^{-1}$ are shown. Deviation from the exponential distribution increased with decreasing $k$.

![Figure 8](image8.png)

**Figure 8** Normalized correlation function $c_{\tilde{i}}(\delta)$ of equation (39) for the space correlation of $\tilde{i}(k)$ on a sphere $|k|=\bar{k}$ of radius $k$ for the HslUV complex. $\delta$ in the abscissa is a product with $k$. For $k \geq 0.2 \text{ Å}^{-1}$, the distribution was Gaussian. Data up to and including $0.2 \text{ Å}^{-1}$ are shown. Deviations from the Gaussian function slightly increased with decreasing $k$. 
In the above sections, it was shown that an analytic model function \( \tilde{I}(k) \) using a standard model protein, which captures the characteristics of real globular proteins in terms of only two parameters, \( a \) and \( \zeta \), or equivalently in terms of volume \( V \) and length \( L \), can reproduce the behaviour of the real function with the accuracy of a factor of approximately 5. By using this approximate but analytic expression, an attainable structural resolution for the three-step strategy of 3D reconstruction from many noisy 2D diffraction patterns was estimated for a ‘molecule’, which is characterized by the radius of equivalent sphere \( a \).

Here, the outline of an estimating attainable structural resolution is described briefly as following. Please refer to the article for details. The attainable structural resolution for SPI depends on the 3D structure reconstruction strategy. As it is under development, there are various type of algorithm for 3D reconstruction currently. Here, as an example, the attainable resolution is estimated for the conventional three-step algorithm, i.e., the classifying step, the assembling step, and therefore, can be used in designing experimental parameters. In addition, the degree of freedom of the linear Raphson method. The dependence of the result on the value \( c \) is not large. The result in Figure 9 is a good estimation of the effective pixel is Shannon pixel as a standard estimation according to our previous paper, \( \omega = \left( \frac{\lambda}{\sigma L} \right)^2 \), \( \lambda = 1 \text{Å}, L = 2a\zeta, \zeta = 1.7, \text{and} \sigma = 1 \).

The necessary incident X-ray intensity density estimation program constructed here can flexibly cope with the experimental conditions by changing the incident X-ray wavelength (or energy), oversampling ratio, molecular size, and the first shape parameter. As the first example, parameters giving a standard protein model were set as follows: \( c = 0.931, \eta_1 = 13.4, \eta_2 = 2.19, \langle \rho \rangle_1 = 0.188, \text{and} \langle \rho^2 \rangle = 18.41 \).

In addition, assuming that the size of the effective pixel is Shannon pixel as a standard estimation according to our previous paper, \( \omega = \left( \frac{\lambda}{\sigma L} \right)^2 \), \( \lambda = 1 \text{Å}, L = 2a\zeta, \zeta = 1.7, \text{and} \sigma = 1 \).

If it is needed to estimate under other experimental conditions, it can be responded flexibly by changing these hyper-parameters. In addition, the degree of freedom of the linear oversampling ratio can be easily estimated by multiplying the constant factors of \( \sigma^2 \) to the result of the standard estimation shown here. Figure 9 shows the estimated incident X-ray intensity density as a function of molecular size and resolution by numerically solving the \( g^{-1} \) using the Newton-Raphson method. The dependence of the result on the value of the parameter \( \zeta \) is not large. The result in Figure 9 is a good estimation by the verification, as shown in the next section, and therefore, can be used in designing experimental parameters of instruments and targets. The results indicated that if sufficient experimental data can be obtained, high resolution can be achieved by X-ray SPI.
Verification of estimation accuracy

We verified the estimation accuracy using a standard model protein. In our previous paper [13], the attainable resolution is listed using the numerical real function of $i(k)$ instead of the model function of $\tilde{i}(k)$ using the standard model protein for Lysozyme and HslUV complex. First, the case of Lysozyme with $L=60$ Å is examined. When the incident X-ray intensity density was $1.0 \times 10^{14} \text{[photons/pulse/μm²]}$, the attainable structural resolution was 1.01 Å, and when it was $5 \times 10^{15} \text{[photons/pulse/μm²]}$, the attainable structural resolution was 2.08 Å in the previous work. When a standard model protein is used, such as $\xi=1.7$, the Lysozyme molecules correspond approximately to $a=18$ Å. Under this assumption, the incident X-ray intensity density required to achieve the resolution of 1.01 Å is $2.2 \times 10^{16} \text{[photons/pulse/μm²]}$, and that required to achieve the resolution of 2.08 Å was estimated to be $8.4 \times 10^{15} \text{[photons/pulse/μm²]}$ from Figure 9.

The case of HslUV complex with $L=200$ Å was also estimated. When the X-ray intensity density is $1.0 \times 10^{15} \text{[photons/pulse/μm²]}$, the attainable structural resolution is 1.82 Å, and when it is $5 \times 10^{14} \text{[photons/pulse/μm²]}$, the attainable structural resolution is 3.57 Å. When a standard model protein is used, such as $\xi=1.7$, the HslUV complex corresponds approximately to $a=58$ Å. Under this assumption, the incident X-ray intensity density required to achieve the resolution of 1.82 Å is $1.4 \times 10^{15} \text{[photons/pulse/μm²]}$ and that required to achieve the resolution of 3.57 Å was estimated to be $6.1 \times 10^{14} \text{[photons/pulse/μm²]}$ from Figure 9. In each case, we have succeeded in making estimations for Lysozyme and HslUV complex with high accuracy.

In addition, we verified the estimation accuracy using the actual experimental data.

Here, we verified the estimation accuracy of the constructed model under two SPI experimental conditions. The first was Omono River virus [20] and the experimental conditions described in the paper were as follows: the molecular size is 43.2 nm, the incident X-ray energy is 5.5 kev, and the incident X-ray intensity density is $8.65 \times 10^{14} \text{[photons/pulse/μm²]}$. Under the conditions, the resolution estimated from the experimental data was 42.5 Å. Our estimated incident X-ray intensity density required to achieve 42.5 Å resolution using the model function of $\tilde{i}(k)$ built with $\lambda=2.25$ Å, $a=216$ Å, and $\xi=1.0$ was $1.3 \times 10^{14} \text{[photons/pulse/μm²]}$.

The second example was the rice dwarf virus [21] and the experimental conditions described in the paper were as follows: the molecular size is 70.8 nm, the incident X-ray intensity density was not described, but the resolution estimated from the experimental data was 5.9 Å, $\lambda=1.77$ Å, and $a=354$ Å. Using the model with $\xi=1.0$, i.e., the spherical model, the estimate of the incident X-ray intensity density required to achieve 5.9 Å resolution was $3.9 \times 10^{12} \text{[photons/pulse/μm²]}$.

In the case of Omono River virus, we succeeded in making estimations with 1/6 times error. In the case of rice dwarf virus, the incident X-ray intensity is not estimated but a 0.1 μm KB mirror is used in experiment. It is inferred that the maximum value of the incident X-ray intensity observed in the experiment of the Omono River virus is not largely different. The maximum value under this condition is $1.9 \times 10^{12} \text{[photons/pulse/μm²]}$ and if it were this incident X-ray intensity, our model would be estimated about twice as high.

There is a concern that our model does not reproduce the characteristic curves observed in the function of $\tilde{i}(k)$ derived from the spherical shape. However, we have generally succeeded in providing a good model because we can estimate the necessary incident X-ray intensity density in the correct order even for spherical objects such as viruses.

A one-dimensional radial diffraction intensity function, which can be approximately considered as an $\tilde{s}(k)$ function, can be easily calculated using a noisy experimental two-dimensional diffraction data by calculating the radial average. From the function, it is expected that one can estimate the molecular size parameter using the analytical model of $\tilde{i}(k)$ described in equation (37) constructed herein. In addition, once the one-dimensional radial diffraction intensity function from experiment and molecular size is obtained, the attainable spatial resolution can be directly estimated. Our theory provides a method to estimate the attainable structural resolution from the radial diffraction intensity of $\tilde{s}(k)$ and molecular size via equation (41).

Conclusions/Summary

1. The average ($\tilde{i}(k)$) of the diffraction intensity density function $i(k)$ on a sphere $|k|=k$ of radius $k$ is given by equation (9). The value $q(r)$ is given as shown in equation (14). It is the product of the pair distribution function $P(r)$ defined by equation (11) and the electron density product function $R(r)$ defined by equation (13). $P(r)$ is related only to the external shape of the molecule and is the expected electron density product for a given pair of
It is established that molecular 3D shape may be reliably estimated based on their external shape even roughly spherical single-particle protein molecules from an ideal sphere. The structures and dynamics of atom packing within a molecule.

2. Based on the pair distribution function \( P(r) \), the dimensionless molecular shape function \( f(r) \) is defined by equations (15), (16), and (17). \( V \) is the volume of the molecule. The function \( f(r) \) calculated for typical proteins in the PDB had a narrow range. Therefore, it is reasonably well approximated by the one-parameter function of equation (20). A standard model protein is one whose molecular shape function is defined by this function. For \( r<2\AA \), \( P(r) \) is defined by equation (24).

3. The electron density product function \( R(r) \) is defined by equation (25). The calculated functional form of the normalized electron density product function \( c(r) \) is universally applicable to numerous molecules (Fig. 5). This function is defined by equation (26).

4. The approximation applied in the universal electron density product function of equation (25) effectively replicates the calculated \( \bar{t}(k) \) (Fig. 6).

5. The analytical expression of \( \bar{t}(k) \) in equation (37) is derived for a standard model protein characterized by molecular volume \( V \) and length \( L \) or by \( a \) and \( \xi \), defined by \( V=4\pi a^3/3 \) and \( L=2\xi a \), respectively. This analytical form approximates the calculated \( \bar{t}(k) \) with a worst-case error of approximately a factor of five. Thus, for the purpose of discussing the incident X-ray intensity as a function of molecular size and shape and attainable resolution, it can be used reliably.

6. The distribution of \( \bar{t}(k) \) on a sphere \( |k|=k \) of radius \( k \) around its mean \( \bar{t}(k) \) was exponential.

7. Correlation of \( \bar{t}(k) \) on a sphere \( |k|=k \) of radius \( k \) had a Gaussian distribution (equation (39)) and a correlation length defined by equation (40).

8. An attainable resolution as a function of the incident X-ray intensity density and the size of a target globular molecule whose coordinates are unknown using analytical expression of \( \bar{t}(k) \) in equation (37).

9. It is established that molecular 3D shape may be relatively simply calculated and generated in an analytical form such that the X-ray diffraction intensity is accurately approximated using as few as two parameters i.e. radius of a sphere with molecular volume, \( a \) and \( \xi \) describes the deviation of the external molecular shape from an ideal sphere. The structures and dynamics of even roughly spherical single-particle protein molecules may be reliably estimated based on their external shape and atomic packing. This methodology may be applied to the establishment of structure-function relationships for novel biomolecular species, even if they have irregular shapes that are away from ensemble averaged 3D structure in the crystal and even if noisy experimental 2D diffraction patterns of single particles are used.
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