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Abstract—We consider multi-access coded caching problem introduced by Hachem et al., where each user has access to neighboring caches in a cyclic wrap-around fashion. We focus on the deterministic schemes for a specific class of multi-access coded caching problem based on the concept of PDA. We construct new PDAs which specify the delivery scheme for the specific class of multi-access coded caching problem discussed in this paper. For the proposed scheme, the coding gain is larger than that of the state-of-the-art while the sub-packetization level varies only linearly with the number of users. Hence, we achieve a lower transmission rate with the least sub-packetization level compared to the existing schemes.

I. INTRODUCTION

The drastic increase in the demand for video streaming services is one of the key factors for introducing the coded caching scheme by Maddah-Ali and Niesen [1]. The main objective behind the coded caching scheme is to relieve the traffic burden during peak hours by utilizing the ample cache memories available at the user ends. The set-up consists of a central server having access to a set of $N$ files of equal size, which is connected through an error-free link to a set of $K$ users where each user has a cache size of $M$ files.

The proposed $(K, M, N)$ coded caching scheme operates in two phases. The first is the placement phase where each file is divided into $F$ equal packets and the cache memories are filled with some of these packets during the off-peak hours. The second phase is the delivery phase when the demands are revealed by the users. Once the demands are known, the server transmits coded symbols of length $R$ files over an error-free link to all the users such that all the users are able to meet their demands from the local cache content and the transmitted symbols. The quantity $R$ is referred to as the transmission rate.

Coded caching has been extensively studied over the past few years [2]–[9]. The value of $F$, which is known as the sub-packetization level, is directly proportional to the complexity of a coded caching scheme. It is well known that there is a tradeoff between the sub-packetization level $F$ and the transmission rate $R$. In the scheme introduced by Maddah-Ali and Niesen [1], which we refer as MN scheme, the sub-packetization level grows exponentially with respect to the number of users $K$, which makes it infeasible for practical implementation. Reducing the sub-packetization level of the coded caching schemes has been a major problem studied during the past few years.

Yan et al. [10], represented a coded caching scheme by an array called Placement Delivery Array (PDA) with an aim to reduce the sub-packetization level. It is shown that the MN scheme can be represented by a PDA and is optimal among regular PDAs, which is a specific class of PDAs. Although the scheme proposed by Yan et al. has a lower sub-packetization level compared to the MN scheme at the expense of a slight increase in the transmission rate, the sub-packetization level still increases sub-exponentially with $K$.

The concept of PDA has been identified as an effective tool to reduce the sub-packetization level and since then various coded caching schemes based on the concept of PDA have been reported [11]–[17].

A. Multi-access Coded Caching

Unlike the caching models where it is assumed that each user has their own dedicated cache, in this paper, we consider a new model referred to as multi-access coded caching model which was introduced in [18]. In this model, as illustrated in Fig. 1 there is a central server having access to a collection of $N$ files, $W = \{W_0, W_1, W_2, \ldots, W_{N-1}\}$, each of size 1 unit, connected through an error-free link to a set of $K$ users, $U = \{U_0, U_1, \ldots, U_{K-1}\}$. There are $K$ caches, $C = \{C_0, C_1, \ldots, C_{K-1}\}$, each having a storage capacity $M = N\gamma$ files, where $\gamma$ is defined as the normalized cache size. Each user can access $L$ caches in a cyclic wrap-around fashion. The content stored in each cache $C_\alpha, \alpha \in \{0, 1, \ldots, K-1\}$, is denoted by $M_\alpha$. The cache content accessible to the user $U_\alpha, \alpha \in \{0, 1, \ldots, K-1\}$, is denoted by $Z_\alpha$. The index of the file requested by the user $U_\alpha, \alpha \in \{0, 1, \ldots, K-1\}$, is denoted by $d_\alpha$. The demand vector is denoted by $d = (d_0, d_1, \ldots, d_{K-1})$.

Like in the centralized coded caching scheme, multi-access coded caching scheme also operates in two phases: a placement phase and a delivery phase. In the placement phase the caches are filled with parts of the files from the servers’ database. In the delivery phase, each user $U_\alpha$ reveals their demands, which is assumed to be a file from the database. Based on the demand vector and the cache content accessible to each user, the server transmits coded symbols so that each user $U_\alpha$ can decode the desired file $W_{d_\alpha}$ using the transmissions as well as the cache content. The overall objective of the multi-access coded caching problem is to obtain placement and delivery schemes so as to minimize the transmission rate, which is defined as the amount of data transmitted by the server in the units of files. The number of users for which each transmission is beneficial is termed as the coding gain.
Notations: \([n]\) represents the set \(\{1, 2, \ldots, n\}\), \([a, b]\) represents the set \(\{a, a + 1, \ldots, b\}\) while \([a, b]\) represents the set \(\{a, a + 1, \ldots, b - 1\}\). The bit wise exclusive OR (XOR) operation is denoted by \(\oplus\). \([x]\) denotes the largest integer smaller than or equal to \(x\) and \([-x]\) denotes the smallest integer greater than or equal to \(x\). \(a \bmod b\) implies \(a\) divides \(b\) and \(a \not\bmod b\) implies \(a\) does not divide \(b\), for some integers \(a\) and \(b\). The transpose of any matrix \(A\) is represented by \(A^T\). For any \(m \times n\) matrix \(A = (a_{ij}), i \in [0, m - 1], n \in [0, n - 1]\), the matrix \(A + b\), is defined as \(A + b = (a_{ij} + b)\).

B. Previous Results

The multi-access coded caching scheme was introduced in [18] where the authors have provided a coloring based scheme for the proposed problem. In [19], a new scheme, which we refer as RK scheme, was proposed by mapping the coded caching problem to the index coding problem achieving a transmission rate \(R_{RK}\) which is less than that achieved in [18].

\[
R_{RK}(\gamma) = \begin{cases} \frac{(K-K \gamma L)^2}{K}, & \forall \gamma \in \left\{ \frac{k}{K}; k \in [0, \left\lfloor \frac{L}{K}\right\rfloor] \right\} \\ 0, & \text{for } \gamma = \left\lfloor \frac{K}{K} + \frac{1}{K} \right\rfloor \end{cases}
\]

(1)

The sub-packetization level required for RK scheme is \(F_{RK} = \frac{1}{K(K-K \gamma (L-1) - 1)}\). A lower bound \(R_{b}\) on the optimal transmission rate-memory trade-off was also derived in [19] for any multi-access coded caching problem when \(L \geq \frac{K}{2}\). For some special cases, namely for \(L \geq \frac{K}{2}\) and when \(L = K - 1, L = K - 2, L = K - 3\) when \(K\) is even, and \(L = K - \frac{K}{2} + 1\) for some positive integer \(g\), an achievable scheme was proposed separately in [19] which is optimal.

\[
R_{b}(\gamma) = \begin{cases} K - \left[ \frac{(K - K \gamma L + 1)(K - L)}{2K} \right] K \gamma, & \text{if } 0 \leq \gamma \leq \frac{1}{K} \\ \frac{(K - L)(K - L - 1)}{2K} (2 - K \gamma), & \text{if } \frac{1}{K} \leq \gamma \leq \frac{2}{K} \\ 0, & \text{if } \gamma \geq \frac{2}{K} \end{cases}
\]

In [20], the authors have studied two special cases, the first case is when \(K \gamma = 2\), and the second case is when \(L = \frac{K}{K-1}\) for any \(K \gamma\). For \(K \gamma = 2\), the authors have proposed a novel coded caching scheme, which we call as SPE scheme, that achieves a coding gain that exceeds \(K \gamma (K-1)\) for any \(K \gamma\) and \(K \gamma + 1\) compositions of \(K - K \gamma L - 1\), \(b\) denotes the maximum component in the vector \(b \in B\) and \(F_{NK} = \frac{1}{K(K-K \gamma (L-1) - 1)}\) denotes the sub-packetization level. In [24], the authors have proposed a scheme for \(\gamma = \frac{1}{K}\) when \(L \geq \frac{K}{2}\), which achieves linear sub-packetization level with a slightly higher load than the above schemes. Multi-access coded caching scheme with the number of users not equal to the number of caches was studied in [25] where the authors have identified a special class of resolvable designs called cross resolvable designs.

\[
R_{NK} = \frac{\sum_{b \in B} \min\{2(K - K \gamma L) + K \gamma - 1 - b, K\}}{F_{NK}(K \gamma + 1)}
\]

(4)

where \(B\) is the collection of all the weak \(K \gamma + 1\) compositions of \(K - K \gamma L - 1\), \(b\) denotes the maximum component in the vector \(b \in B\) and \(F_{NK} = \frac{1}{K(K-K \gamma (L-1) - 1)}\) denotes the sub-packetization level. In [24], the authors have proposed a scheme for \(\gamma = \frac{1}{K}\) when \(L \geq \frac{K}{2}\), which achieves linear sub-packetization level with a slightly higher load than the above schemes. Multi-access coded caching scheme with the number of users not equal to the number of caches was studied in [25] where the authors have identified a special class of resolvable designs called cross resolvable designs.

\[
R_{NK} = \frac{\sum_{b \in B} \min\{2(K - K \gamma L) + K \gamma - 1 - b, K\}}{F_{NK}(K \gamma + 1)}
\]

In [21], we have studied the cases when \(\gamma \in \{\frac{k}{K} : \gcd(k, K) = 1, k \in [1, K]\}\). In this work we have taken up a particular case, when \(\gamma \in \{\frac{k}{K} : k|K, (K - K \gamma (L + k)) / K, k \in [1, K]\}\), which is not covered in [21]. Also, for the cases studied in [21], the worst case sub-packetization level required is \(K^2\) while in this work, the sub-packetization level required is \(K\).

C. Our Contributions

Our contributions in this paper are summarized as follows.
We construct a new class of PDA which we call as \( t \)-cyclic \( g \)-regular PDA, which is used for providing the delivery algorithm in our scheme.

We prove that the advantage of the proposed scheme is two-fold, in terms of the coding gain as well as the sub-packetization level compared to NT, RK and SPE schemes. The sub-packetization level \( K \) required for our scheme is \( F_{new} = K \), which varies linearly with the number of users while the sub-packetization level varies sub-exponentially with respect to the number of users in NT, RK and SPE schemes.

II. MAIN RESULT

We discuss our main result in this section. We characterize our result in Theorem 1.

**Theorem 1.** Consider a multi-access coded caching scenario with \( N \) files, and \( K \) users, each having access to \( L \) neighboring caches in a cyclic wrap-around way, with each cache having a normalized capacity of \( \gamma \), where \( \gamma \in \left\{ \frac{1}{K}, \frac{k}{K}, \frac{k+1}{K} \right\} \). The following transmission rate \( R_{new}(\gamma) \) is achievable.

\[
R_{new}(\gamma) = \frac{(K-kL)(K-kL+k)}{2K}
\]

The coding gain achieved in our scheme, \( \frac{2K}{K-kL+k} \), while that is \( k+1 \) in the NT scheme. We prove in Lemma 1 that the coding gain achieved in our scheme is better in terms of both coding gain as well as sub-packetization level compared to the NT scheme.

**Lemma 1.** For the cases considered in Theorem 1, the coding gain achieved in our scheme, \( \frac{2K}{K-kL+k} \), is more than the coding gain, \( k+1 \), achieved using the NT scheme, if \( L > \frac{K(k-1)}{k(k+1)} + 1 \).

**Proof.** Assume that the coding gain achieved in our scheme is less than or equal to that achieved using the NT scheme if \( L > \frac{K(k-1)}{k(k+1)} + 1 \), i.e.,

\[
k+1 \geq \frac{2K}{K-kL+k}
\]

\[
\Rightarrow (k+1)(K-kL+k) \geq 2K
\]

\[
\Rightarrow Kk + K - k(k+1)(L-1) \geq 2K
\]

\[
\Rightarrow k(k+1)(L-1) \leq K(k-1)
\]

\[
\Rightarrow L \leq \frac{K(k-1)}{k(k+1)} + 1
\]

This contradicts our assumption that \( L > \frac{K(k-1)}{k(k+1)} + 1 \). Therefore the coding gain achieved in our scheme is more than that achieved using the NT scheme, if \( L > \frac{K(k-1)}{k(k+1)} + 1 \).

B. Comparison with the RK Scheme

For the considered cases, the coding gain achieved in our scheme is \( \frac{2K}{K-kL+k} \), while that is \( k+1 \) in the RK scheme. We prove in Lemma 2 that our scheme is better in terms of coding gain as compared to the RK scheme. The sub-packetization level required for our scheme is \( F_{new} = K \) while it is \( F_{RK} = \frac{1}{5}(K-k\gamma(L-1))^2 \) for the RK scheme. Even though the sub-packetization level required for the RK scheme is less compared to the NT scheme, it still grows sub-exponentially with respect to the number of users while the sub-packetization level grows only linearly with the number of users in our scheme. Hence, compared to the RK scheme, our scheme is better in terms of both coding gain and sub-packetization level.

**Lemma 2.** For the cases considered in Theorem 1, the coding gain achieved in our scheme, \( \frac{2K}{K-kL+k} \), is greater than or equal to the coding gain, \( \frac{2K}{K-kL} \), achieved using the RK scheme.

**Proof.** The coding gain achieved in our scheme is less than that achieved using the RK scheme, only if

\[
K \Rightarrow K-kL+k \geq 2K-kL
\]

\[
kL+k \geq K
\]

\[
L \geq \frac{K}{k} - 1
\]

If \( L \geq \frac{K}{k} \), then all the users can access all the sub-files of each file and the transmission rate is zero. Therefore the coding gain achieved in our scheme is greater than or equal to that achieved using the RK scheme, for the cases considered in Theorem 1.
Fig. 2: Transmission rate vs $L$ vs $\gamma$ plot when $K = 24$.

Fig. 3: Sub-packetization level vs $L$ vs $\gamma$ plot when $K = 24$.

C. Comparison with the SPE Scheme

For the case when $k = 2$, the SPE scheme achieves a coding gain that always exceeds 3 and approaches 4 for some values of $K$ and $L$. For our scheme, since $\frac{2K}{K - kL + k}$ is an integer (we have assumed that $K = kL + k$ divides $K$), the coding gain achieved when $k = 2$ is always greater than or equal to $k + 2 = 4$ (as proved in Lemma[1]). Also, the sub-packetization level required for SPE scheme is $F_{SPE} = \frac{K}{2L + 2}$ which is $\frac{(K - 2L + 2)}{4}$ times more than the sub-packetization level required for our scheme. Hence, compared to the SPE scheme
also, our scheme is better in terms of both coding gain and sub-packetization level for the cases considered in Theorem 1.

D. Comparison with the NK Scheme

For NK scheme, the rate expression $R_{NK}$ is given by (4).

Due to the complexity in the expression, we are not able to compare this with our rate analytically. From Example 2 we observe that the transmission rate when $K = 12, k = 2, L = 4$ in the NK scheme is slightly less compared to our scheme. However, we gain in terms of the sub-packetization level required at the expense of a slight increase in the rate. The sub-packetization level required for our scheme is $R_{new} = K$ while it is $R_{NK} = \frac{1}{2} (K - K_\gamma (L - 1) - 1)$ for the NK scheme.

III. PLACEMENT AND DELIVERY SCHEME

In this section, initially we present our placement scheme. After that we define a new class of PDA which is used for providing our delivery algorithm. Finally we present our delivery scheme to prove Theorem 1.

A. Placement Scheme

In the placement phase, we split each file $W_n, n \in [0, N)$, into $K$ disjoint sub-files, $W_n = \{W_{n,\alpha} : \alpha \in [0, K]\}$. Each cache $C_{\alpha}, \alpha \in [0, K)$, is filled as follows:

$$M_{\alpha} = \{W_{n,(k+1)\alpha}) \mod K : j \in [0, k), n \in [0, N)\}.$$  

Each cache stores $k$ sub-files from all the files, where each sub-file is of size $\frac{1}{k}$. Hence, $M = \frac{kN}{k} = N\gamma$, thus meeting our memory constraint.

The placement is done in such a way that we first create a list of size $1 \times kK$ by repeating the sequence $\{0, 1, \ldots, K-1\}, k$ times, i.e., $\{0, 1, \ldots, K-1, 0, 1, \ldots, K-1, 0, 1, 2, \ldots, K-1, \ldots\}$. We fill the caches by taking $k$ items sequentially from the list. Hence, the first cache is filled with the first $k$ items, the second cache with the next $k$ items and so on.

Each user can access $L$ neighboring caches and each cache stores $k$ consecutive sub-files of each file. If $L \geq \frac{K}{k}$, then the user has access to all the sub-files of each of the files. For the case under consideration, each user has access to $kL$ consecutive sub-files of each file since the content in any consecutive $L$ caches are disjoint from one another if $L < \frac{K}{k}$. That is, for each user $U_{\alpha}, \alpha \in [0, K)$, the accessible cache content is $\{W_{n,(k+1)\alpha}) \mod K : j \in [0, kL), n \in [0, N)\}$.

Each user’s demand of one file among the $N$ files from the central server is revealed after the placement phase, i.e., the demand vector $d$ is revealed. Our delivery scheme is based on the concept of PDA. So, before presenting the delivery scheme we provide a review on PDAs and after that we define a new class of PDAs which is required for our delivery scheme.

B. Review on Placement Delivery Arrays

**Definition 1. (10)** For positive integers $K, F, Z$ and $S$, an $F \times K$ array $P = (p_{i,j})$, $i \in [0, F), j \in [0, K)$, composed of a specific symbol "*" called star and $S$ positive integers $0, 1, \ldots, S - 1$, is called a $(K, F, Z, S)$ placement delivery array (PDA) if it satisfies the following three conditions.

- **C1:** the symbol * occurs exactly $Z$ times in each column $C_2$: each integer occurs at least once in the array $C_3$: for any two distinct entries $p_{i_1,j_1}$ and $p_{i_2,j_2}$, such that $p_{i_1,j_1} = p_{i_2,j_2} = s$ is an integer only if
  - a) $i_1 \neq i_2, j_1 = j_2, \ldots, j_i$, i.e., they lie in distinct rows and
  - b) $p_{i_1,j_1} = p_{i_2,j_2} = \ast$, i.e., the corresponding $2 \times 2$ sub-array formed by the rows $i_1, i_2$ and the columns $j_1,j_2$ must be of the following form
    $$(s \ast \ast s) \text{ or } (\ast s s \ast).$$

**Definition 2. (10)** An array $P$ is said to be a $g$-regular $(K, F, Z, S)$ PDA, if it satisfies the conditions $C1$, $C3$, and the following condition

- **C2':** Each integer appears $g$ times in $P$ where $g$ is a constant.

**Theorem 2. (10)** For a given $(K, F, Z, S)$ PDA $P = (p_{i,j}), i \in [0, F), j \in [0, K)$, we can obtain a $(K, M, N)$ coded caching scheme having sub-packetization level $F$ with $\frac{M}{N} = \frac{F}{P}$ using Algorithm 2. For any demand vector $d$, the demands of all the users are met at the transmission rate of $R = \frac{S}{P}$.

In a $(K, F, Z, S)$ PDA $P$, rows correspond to the packets of each file and columns correspond to the users. In any column $j \in [0, K)$, if $p_{i,j} = \ast$, then user $U_j$ has access to the $i^{th}$ packet of all the files. If $p_{i,j} = s$ is an integer, then it implies the $i^{th}$ packet of none of the files is accessible to the user $U_j$. The condition $C1$ implies some $Z$ packets of all the files are accessible to each user. The condition $C2$ implies that the number of symbols transmitted by the server is exactly $S$ since XOR of the requested packets indicated by $s$ is broadcast by the server during the slot for $s$. Hence the transmission rate is $\frac{S}{P}$. The condition $C3$ makes sure that each user can get
the demanded packet, since all the other packets in the coded symbol are available at its cache. The three conditions in the Definition 1 of the PDA guarantees all the users retrieve the requested files.

Algorithm 1 Coded caching scheme based on PDA in [10]

1: procedure PLACEMENT($P, W$)
2: Split each file $W_n \in W$ into $F$ packets, i.e., $W_n = \{W_{n,i} : i \in [0, F]\}$
3: for $j \in [0, K]$ do
4: $Z_j \leftarrow \{W_{n,i} : p_{i,j} = *, \forall n \in [0, N]\}$
5: end for
6: end procedure
7: procedure DELIVERY($P, W, d$)
8: for $s = 0, 1, \ldots, S - 1$ do
9: Server sends $\mathcal{Y}_s = \bigoplus_{p_{i,j}=s,i\in[0,F],j\in[0,K]} W_{d,j,i}$
10: end for
11: end procedure

C. A New Class of PDAs

In this sub-section we introduce a new class of PDA, termed as t-cyclic g-regular $(K, F, Z, S)$ PDA which is defined in Definition 3.

Definition 3. (t-cyclic g-regular $(K, F, Z, S)$ PDA) In a g-regular $(K, F, Z, S)$ PDA $P$, if all the $Z$ stars in each column occur in consecutive rows and if the position of stars in each column can be obtained by cyclically shifting the previous column downwards by $t$ units, then it is called as t-cyclic g-regular $(K, F, Z, S)$ PDA.

Example 1. Consider the following $12 \times 6$ array $P_{12 \times 6}$:

$$P_{12 \times 6} = \begin{pmatrix} * & 0 & 1 & * & * & * \\ * & 3 & 4 & * & * & * \\ * & * & 2 & 0 & * & * \\ * & * & 5 & 3 & * & * \\ * & * & * & 1 & 2 & * \\ * & * & * & 4 & 5 & * \\ \end{pmatrix}$$

(6)

There are $Z = 8$ stars in each column and there are 6 integers in the array $P_{12 \times 6}$ for each integer $s \in [0, 5]$ appears 4 times. For each integer $s \in [0, 5]$, it can be verified that the condition C3 in Definition 7 is also satisfied by the array $P_{12 \times 6}$. Hence the array $P_{12 \times 6}$ represents a 4-regular $(6, 12, 8, 6)$ PDA. It can be observed that all the 8 stars in each column occur in consecutive rows and the position of stars in each column can be obtained by cyclically shifting the previous column by 2 units down. Therefore, it is a 2-cyclic 4-regular $(6, 12, 8, 6)$ PDA.

Our delivery algorithm is based on using $t$-cyclic g-regular PDAs. Before providing the general delivery algorithm, we illustrate the idea of using $t$-cyclic g-regular PDAs for solving multi-access coded caching problems with the help of an example.

Example 2. Consider the case $N = K = 12, g = 2, L = 4$.

The server has access to 12 files: $W = \{W_n : n \in [0, 12]\}$, and each file $W_n, n \in [0, 12]$, is divided into 12 sub-files: $W_n = \{W_{n,j} : j \in [0, 12]\}$. Each cache $C_\alpha, \alpha \in [0, 12]$, is filled as $M_\alpha = \{W_{n,(2\alpha+j) \mod 12} : j \in [0, 1], n \in [0, 12]\}$.

Each user $U_\alpha, \alpha \in [0, 12]$, has access to all the caches in the set $\{C_\alpha, C_{(\alpha+1) \mod 12}, C_{(\alpha+2) \mod 12}, C_{(\alpha+3) \mod 12}\}$. Hence, for each user $U_\alpha$, the accessible cache content is $Z_\alpha = \{W_{n,(2\alpha+i) \mod 12} : i \in [0, 8], n \in [0, 12]\}$.

Consider the 2-cyclic 4-regular $(6, 12, 8, 6)$ PDA, $P_{12 \times 6}$, obtained in Example 1. For the array $P_{12 \times 6}$ with alphabets $[0, 6] \cup \star$, define an array $P_{12 \times 6}^{\star} = \{p_{i,j} + \star, \text{ where } \star + \star = \star\}$. The number of occurrences of each integer in $P_{12 \times 6}^{\star} + 6$ is exactly equal to that of $P_{12 \times 6}$. Also, the number of stars in each column in $P_{12 \times 6}^{\star} + 6$ is exactly same as in $P_{12 \times 6}$. Now, we construct a new array $P_{12 \times 12} = (P_{12 \times 6} - P_{12 \times 6} + 6)$

$$P_{12 \times 12} = \begin{pmatrix} * & * & * & * & * & * & * & * & * & * & 6 & 7 \\ * & 3 & 4 & * & * & * & 9 & 10 & * & * & * \\ * & 2 & 0 & * & * & * & 8 & 6 & * & * & * \\ * & 5 & 3 & * & * & * & 11 & 9 & * & * & * \\ * & * & 1 & 2 & * & * & * & 7 & 8 & * & * \\ * & * & 4 & 5 & * & * & 10 & 11 & * & * & * \\ \end{pmatrix}$$

(7)

There are 12 rows, 0, 1, 2, \ldots, 11, and 12 columns, 0, 1, 2, \ldots, 11, in the PDA $P_{12 \times 12}$. The rows correspond to the sub-files of each file and columns correspond to the users. That is, the $i$th row, $i \in [0, 12]$, represents the sub-files $W_{n,i}, \forall n \in [0, 12]$, while the $j$th column, $j \in [0, 12]$, represents the user $U_j$. There are a total of 12 integers in $P_{12 \times 12}$, and each integer occurs 4 times in $P_{12 \times 12}$. All the conditions C1, C2 and C3 are satisfied by the array $P_{12 \times 12}$. Additionally, all the 8 stars in each column occur in consecutive rows and the position of stars in each column can be obtained by cyclically shifting the previous column by 2 units down. Therefore, the array $P_{12 \times 12}$ represents a 2-cyclic 4-regular $(12, 12, 8, 12)$ PDA.

Let the demand vector be $d = (d_0, d_1, d_2, d_3, d_4, d_5, d_6, d_7, d_8, d_9, d_{10}, d_{11})$. We obtain a delivery scheme for the multi-access coded caching scheme with $K = N = 12, k = 2, L = 4$ and sub-packetization level $F = 12$, using the caching scheme given by Algorithm
based on the PDA $P_{12 \times 12}$. The following are the coded symbols obtained using Algorithm 1:

- $g_0 = W_{d_{0,8}} \oplus W_{d_{1,0}} \oplus W_{d_{2,2}} \oplus W_{d_{4,6}}$
- $g_1 = W_{d_{0,10}} \oplus W_{d_{2,0}} \oplus W_{d_{3,4}} \oplus W_{d_{5,6}}$
- $g_2 = W_{d_{0,10}} \oplus W_{d_{2,2}} \oplus W_{d_{4,4}} \oplus W_{d_{5,8}}$
- $g_3 = W_{d_{0,0}} \oplus W_{d_{1,1}} \oplus W_{d_{3,3}} \oplus W_{d_{4,7}}$
- $g_4 = W_{d_{0,11}} \oplus W_{d_{1,2}} \oplus W_{d_{3,5}} \oplus W_{d_{5,7}}$
- $g_5 = W_{d_{1,11}} \oplus W_{d_{3,3}} \oplus W_{d_{4,5}} \oplus W_{d_{5,9}}$
- $g_6 = W_{d_{0,8}} \oplus W_{d_{2,0}} \oplus W_{d_{2,2}} \oplus W_{d_{10,6}}$
- $g_7 = W_{d_{0,10}} \oplus W_{d_{0,0}} \oplus W_{d_{3,4}} \oplus W_{d_{11,6}}$
- $g_8 = W_{d_{3,10}} \oplus W_{d_{3,2}} \oplus W_{d_{10,4}} \oplus W_{d_{11,8}}$
- $g_9 = W_{d_{0,0}} \oplus W_{d_{1,1}} \oplus W_{d_{3,3}} \oplus W_{d_{10,7}}$
- $g_{10} = W_{d_{0,11}} \oplus W_{d_{1,2}} \oplus W_{d_{3,5}} \oplus W_{d_{11,7}}$
- $g_{11} = W_{d_{1,11}} \oplus W_{d_{3,3}} \oplus W_{d_{4,5}} \oplus W_{d_{11,9}}$

Hence, the PDA $P_{12 \times 12}$ characterizes the delivery scheme for this example. For the caching scheme generated by a 2-cyclic 4-regular ($12, 12, 8, 12$) PDA using Algorithm 1, the coding gain equals to 4, since each transmission benefits 4 users. The coding gain achieved using the NT and RK schemes for this example is 3 while it is 4 for SPE scheme. The sub-packetization level required for NT, RK and SPE schemes are 180, 30 and 18 respectively. The transmission rate achieved using our scheme is 1 while the transmission rate achieved using the NK scheme is 0.755. However, the sub-packetization level required for the NK scheme is 30 while for our scheme the sub-packetization level required is 12 which is less than half of that value.

### D. Delivery Scheme

In this section, we provide the delivery scheme to prove Theorem 1. The parts of the file $W_{d_{0,8}}$ available with the user $U_0, \alpha \in [0, K)$, are $kL$ consecutive sub-files, i.e., $\{W_{d_{0,i(k\alpha + 1)}} \mod K : i \in [0, kL]\}$. Hence, the user $U_0$ should be able to decode all the remaining $K - kL$ sub-files, i.e., $\{W_{d_{0,i(k\alpha + K\beta + 1)}} \mod K : i \in [0, K - kL]\}$. To retrieve the remaining sub-files, the transmitted symbols are obtained using the PDA constructed in Algorithm 2 for the case discussed in Theorem 1.

**Theorem 3.** The $K \times K$ matrix $P$ obtained using Algorithm 2 is a k-cyclic $2K - 2KL+T$ regular $(K, K, kL, \frac{(K - kL)(K - kL + 6)}{2})$ PDA.

The proof of Theorem 3 is provided in Section IV.

**Theorem 4.** For a given $k$-cyclic $2K - 2KL+T$ regular $(K, K, kL, \frac{(K - kL)(K - kL + 6)}{2})$ PDA, $P = (p_{i,j}), i \in [0, K], j \in [0, K]$ constructed using Algorithm 2, we can obtain a delivery algorithm using Algorithm 7 for the considered case of multi-access coded problem in Theorem 1 with sub-packetization level $F = K$. For any demand vector $d$, the demands of all the users are met at the transmission rate of $R_{new} = \frac{(K - kL)(K - kL + 6)}{2k}$.

**Proof.** The proof of this theorem is straightforward from Theorem 3. In a $t$-cyclic $g$-regular $(K, F, Z, S)$ PDA $P$, rows correspond to the sub-files of each file and columns correspond to the users. In any column $j \in [0, K)$, if $p_{i,j} = \star$, then user $U_j$ has access to the $i^{th}$ sub-file of all the files. If $p_{i,j} = s$ is an integer, then it implies the $i^{th}$ sub-file of none of the files is accessible to the user $U_j$. The condition $C1$ implies some $Z$ sub-files of all the files are accessible to each user. The condition $C2$ implies that the number of symbols transmitted by the server is exactly $S$ since XOR of the requested packets indicated by $s$ is broadcast by the server during the slot for $s$. Hence the transmission rate is $\frac{S}{T}$. The condition $C3$ makes sure that each user can get the demanded sub-file, since all the other sub-files in the coded symbol are available at its cache. The three conditions in the Definition 1 of the PDA guarantees all the users retrieve the requested files.

Example 3. Consider Example 2 with $K = N = 12, k = 2, L = 4$. We illustrate each procedure involved in obtaining the matrix $P_{12 \times 12}$ using Algorithm 2 for Example 2. The $A$ matrix obtained by procedure 1 in Algorithm 2 corresponding to this example is

$$A = \begin{pmatrix} \star & 0 & 1 \\ \star & \star & 2 \\ \star & \star & \star \end{pmatrix}. $$

The $P_1$ matrix obtained by procedure 2 in Algorithm 2 corresponding to this example is

$$P_1 = \begin{pmatrix} A & AT \\ AT & A \end{pmatrix} = \begin{pmatrix} \star & 0 & 1 & \star & \star & \star \\ \star & \star & 2 & 0 & \star & \star \\ \star & \star & \star & 1 & 2 & \star \\ 0 & \star & \star & \star & 2 \\ 1 & 2 & \star & \star & \star \end{pmatrix}. $$

Using procedure 3 in Algorithm 2, we obtain the matrix $P_2$ as in [5].

Now, using procedure 4, the matrix $\hat{P}_2$ obtained is as follows:

$$\hat{P}_2 = P_1 + 6 = \begin{pmatrix} \star & 6 & 7 & \star & \star & \star \\ \star & 9 & 10 & \star & \star & \star \\ \star & \star & 8 & 6 & \star & \star \\ \star & \star & 11 & 9 & \star & \star \\ \star & \star & 7 & 8 & \star & \star \\ \star & \star & 10 & 11 & \star & \star \end{pmatrix}. $$

Finally, the matrix $P$ obtained by concatenating $\hat{P}_1$ and $\hat{P}_2$...
Algorithm 2  
\( k \)-cyclic \( \frac{2K}{K-kL+k} \) regular  

\( (K, K, kL, (K-kL)(K-kL+n)) \)  

PDA construction, where  

\[ \gamma \in \{ \frac{1}{2} : k \mid K, (K-kL+n) \} \]

1: procedure 1: Construct a square matrix  

\[ A = (a_{i,j}), i, j \in [0, K-kL] \]

2: for \( i \in [0, K-kL] \) do  

3: for \( j \in [0, K-kL] \) do  

4: if \( j \leq i \) then  

5: \( a_{i,j} = * \)

6: else if \( i = 0 \) and \( j > i \) then  

7: \( a_{i,j} = j - 1 \)

8: else  

9: \( a_{i,j} = a_{i-1,j} + (K-kL) - i \)

10: end if  

11: end for  

12: end for  

13: end procedure 1  

14: procedure 2: Obtain a square matrix  

\[ P_1 = (p_{i,j}), i, j \in [0, \frac{K}{k}] \]

\[ A \quad A^T \quad X \quad X \quad \ldots \quad X \quad X \]

\[ X \quad A \quad A^T \quad X \quad \ldots \quad X \quad X \]

\[ X \quad X \quad A \quad A^T \quad \ldots \quad X \quad X \]

\[ \vdots \quad \vdots \quad \vdots \quad \vdots \quad \ldots \quad \vdots \]

\[ X \quad X \quad X \quad X \quad \ldots \quad X \quad A \quad A^T \]

\[ A^T \quad X \quad X \quad X \quad \ldots \quad X \quad A \]

where \( X \) represents a \( K-kL+k \times K-kL+k \) matrix with all the entries being *.

The matrix \( P_1 \) is a block matrix having \( \frac{K}{k} \times \frac{K}{k} \) row and column blocks with blocks of size \( \frac{K-kL+k}{k} \times \frac{K-kL+k}{k} \) as entries.

15: end procedure 2  

16: procedure 3: From the matrix \( P_1 \), generate a \( K \times K \) matrix \( P_1 = (p_{i,j}), i \in [0, K], j \in [0, \frac{K}{k}] \).

17: Let \( S_1 = \frac{(K-kL)(K-kL+k)}{2k} \).

18: for \( i \in [0, K] \) do  

19: for \( j \in [0, \frac{K}{k}] \) do  

20: if \( k \mid j \) then  

21: \( \tilde{p}_{i,j} = p_{i,j} \).

22: else  

23: \( \tilde{p}_{i,j} = \tilde{p}_{i-1,j} + S_1 \), where \( S_1 + * = * \).

24: end if  

25: end for  

26: end for  

27: end procedure 3  

28: procedure 4: Now, obtain a \( K \times K \) matrix \( P \)

\[ P = (P_1 \quad P_2 \quad P_3 \ldots \quad P_n) \]

where each matrix \( P_i = P_1 + (t-1)S_1, t \in [2, k], S_1 = \frac{(K-kL)(K-kL+k)}{2k} \), is a \( K \times \frac{K}{k} \) matrix, with \(* + (t-1)S_1 = * \).

29: end procedure 4

Example 4. Consider another example with \( N = K = 36, k = 3, L = 9 \). The server has access to 36 files: \( W = \{ W_n : n \in [0, 36] \} \), and each file \( W_n, n \in [0, 36] \), is divided into 36 sub-files: \( W_n = \{ W_{n,j} : j \in [0, 36] \} \). Each cache \( C_\alpha, \alpha \in [0, 36] \), is filled as \( M_\alpha = \{ W_{n,(3\alpha+j) \mod 36} : j \in \{0,1,2\}, n \in [0, 36] \} \).

Each user \( U_\alpha, \alpha \in [0, 36] \), has access to all the caches in the set \( \{ C_{(\alpha+i) \mod 36} : i \in [0, 9] \} \). Hence, for each user \( U_\alpha \), the accessible cache content is \( Z_\alpha = \{ W_{n,(3\alpha+i) \mod 36} : i \in \{0,27\}, n \in [0, 36] \} \).

The \( A \) matrix obtained by procedure 1 in Algorithm 2 corresponding to this example is

\[ A = \begin{pmatrix} * & 0 & 1 & 2 & \cdots & 1 & 2 & 3 \end{pmatrix} \]

The \( P_1 \) matrix obtained by procedure 2 in Algorithm 2 corresponding to this example is

\[ P_1 = \begin{pmatrix} A & A^T & X & X & A^T & X \\ \end{pmatrix} \]

Using procedure 3 in Algorithm 2, we obtain the matrix \( \tilde{P}_1 \)
as given below: $\mathbf{P}_1 = \\
| 0 & 1 & 2 & | & * & * & * & | & * & * & * & |
| 6 & 7 & 8 & | & * & * & * & | & * & * & * & |
| 12 & 13 & 14 & | & * & * & * & | & * & * & * & |
| * & 3 & 4 & | & 0 & * & * & | & * & * & * & |
| * & 9 & 10 & | & 6 & * & * & | & * & * & * & |
| * & 15 & 16 & 12 & | & * & * & * & | & * & * & * & |
| * & * & 5 & 1 & 3 & | & * & * & | & * & * & * & |
| * & * & * & 11 & 7 & 9 & | & * & * & * & |
| * & * & * & 17 & 13 & 15 & | & * & * & * & |
| * & * & * & 2 & 4 & 5 & | & * & * & * & |
| * & * & * & 8 & 10 & 11 & | & * & * & * & |
| * & * & * & 14 & 16 & 17 & | & * & * & * & | \\

follows: $\mathbf{P}_2 = \mathbf{P}_1 + 18 = \\
| 18 & 19 & 20 & | & * & * & * & | & * & * & * & |
| 24 & 25 & 26 & | & * & * & * & | & * & * & * & |
| 30 & 31 & 32 & | & * & * & * & | & * & * & * & |
| * & 21 & 22 & 18 & | & * & * & * & |
| * & 27 & 28 & 24 & | & * & * & * & |
| * & 33 & 34 & 30 & | & * & * & * & |
| * & * & 23 & 19 & 21 & | & * & * & * & |
| * & * & * & 29 & 25 & 27 & | & * & * & * & |
| * & * & * & 35 & 31 & 33 & | & * & * & * & |
| * & * & * & 20 & 22 & 23 & | & * & * & * & |
| * & * & * & 26 & 28 & 29 & | & * & * & * & |
| * & * & * & 32 & 34 & 35 & | & * & * & * & |

Similarly the matrix $\mathbf{P}_3$ obtained is as follows: $\mathbf{P}_3 = \mathbf{P}_1 + 

\begin{array}{c}
| 0 & 1 & 2 & |
| 6 & 7 & 8 & |
| 12 & 13 & 14 & |
| 3 & 4 & |
| 5 & 1 & 3 & |
| 11 & 7 & 9 & |
| 17 & 13 & 15 & |
| 2 & 4 & 5 & |
| 8 & 10 & 11 & |
| 14 & 16 & 17 & |
\end{array}

(10)

Now, using procedure 4, the matrix $\mathbf{P}_2$ obtained is as
are units down. Therefore, the matrix constructed using Algorithm 2 is a
\[
\begin{bmatrix}
* & 36 & 37 & 38 & * & * & * & * & * & * \\
* & 42 & 43 & 44 & * & * & * & * & * & * \\
* & 48 & 49 & 50 & * & * & * & * & * & * \\
* & 39 & 40 & 41 & * & * & * & * & * & * \\
* & 45 & 46 & 47 & * & * & * & * & * & * \\
* & 51 & 52 & 53 & * & * & * & * & * & * \\
* & * & 41 & 37 & 39 & * & * & * & * & * \\
* & * & 47 & 43 & 45 & * & * & * & * & * \\
* & * & * & 53 & 49 & 51 & * & * & * & * \\
* & * & * & * & 38 & 40 & 41 & * & * & * \\
* & * & * & * & * & 44 & 46 & 47 & * & * \\
* & * & * & * & * & * & 50 & 52 & 53 & * \\
\end{bmatrix}
\]
(12)

Finally, the matrix \( P = (\hat{P}_1 \quad \hat{P}_2 \quad \hat{P}_3) \) is obtained by concatenating \( \hat{P}_1, \hat{P}_2 \) and \( \hat{P}_3 \).

There are 36 rows and columns in the matrix \( P \), indexed by 0, 1, 2, \ldots, 35. The rows correspond to the sub-files of each file and columns correspond to the users. There are a total of 54 integers in \( P \), and each integer occurs 6 times in \( P \). All the conditions \( C1, C2 \) and \( C3 \) are satisfied by the matrix \( P \). Additionally, all the 27 stars in each column occur in consecutive rows and the position of stars in each column can be obtained by cyclically shifting the previous column by 3 units down. Therefore, the matrix \( P \) represents a 3-cyclic 6-regular (36, 36, 27, 54) PDA.

Using the caching scheme given by Algorithm \([5]\) based on the PDA \( P \) constructed in this example, we obtain 54 coded symbols. The coding gain achieved using this scheme is 6, since each transmission benefits 6 users. The coding gain achieved using the NT and RK schemes for this example is 4. The sub-packetization level required for NT and RK schemes are 7920 and 660 respectively.

IV. PROOF OF THEOREM 3

In this section, we prove that the matrix \( P \) constructed using Algorithm \([2]\) is a \( k \)-cyclic \( \left( \frac{2K}{K-kL+k} \right) \)-regular \((K, K, kL, (K-kL)/(kL-k)) \) PDA.

Using procedure 1 of Algorithm \([2]\) we construct a square matrix \( A \). It can be observed from step 5 that all the diagonal entries as well as all the entries below the diagonal are stars. For \( i = 0 \), we consider the 0\(^{th}\) row. The entry corresponding to the 0\(^{th}\) column is a star. From step 6, the entries corresponding to 1\(^{st}\) column to \( (\frac{K-kL}{k}) \) \(^{th}\) column are integers from 0 to \( \frac{K-kL}{k} \) respectively. Now, for \( i = 1 \), we consider the 1\(^{st}\) row and the entry corresponding to the 0\(^{th}\) and 1\(^{st}\) columns are stars. The entries corresponding to 2\(^{nd}\) column to \( (\frac{K-kL}{k}) \) \(^{th}\) column are integers from \( \frac{K-kL}{k} \) to \( \frac{2(K-kL)}{k} \) respectively. Similarly for any row \( i \in [0, \frac{K}{k}] \), the entries corresponding to the 0\(^{th}\) column to the \( i \)\(^{th}\) column are stars. The positions corresponding to the rest of the columns ((\( i + 1 \))\(^{th}\) column to \((\frac{K-kL}{k})\)\(^{th}\) column) are filled with \( \frac{K-kL}{k} - i \) different integers which are also different from the integers used for filling the previous rows. There are \( S_1 = \frac{(K-kL)/(K-kL+k)}{2k} \) integers present in the matrix \( A \), since there are \( S_1 \) positions available above the diagonal and all those positions are filled with different integers. The number of stars in the \( i \)\(^{th}\) column, \( i \in [0, \frac{K-kL}{k}] \) of the matrix \( A \), is \( \frac{K-kL+k}{k} - i \).

Using procedure 2 of Algorithm \([2]\) we obtain a block matrix \( P_1 \) with \( \frac{K}{K-kL+k} \) row as well as column blocks, indexed by \([0, \frac{K}{K-kL+k}] \). Each block is of size \( \frac{K-kL+k}{k} \times \frac{K-kL+k}{k} \). The 0\(^{th}\) column block is given by

\[
\begin{bmatrix}
A \\
X \\
: \\
X \\
\end{bmatrix}
\]
(13)

Each column block, \( i \in [1, \frac{K}{K-kL+k}] \) is obtained by cyclically shifting the blocks in the 0\(^{th}\) column block down by \( i \) units. Each block in \( P_1 \) is of size \( \frac{K-kL+k}{k} \times \frac{K-kL+k}{k} \) and there are \( \frac{K-kL+k}{K} \) rows and column blocks present in \( P_1 \). Hence the matrix \( P_1 \) is of size \( \frac{K-kL+k}{K} \times \frac{K-kL+k}{K} \).

Using procedure 3 of Algorithm \([2]\) a tall matrix \( P_1 \) is generated from the square matrix \( P_1 \). The \( K \times \frac{K}{K} \) matrix \( P_1 \) is generated from the \( K \times K \) matrix \( P_1 \) by adding new \( k-1 \) rows after each row in \( P_1 \). For each \( i \in [0, \frac{K}{k}] \), the \((ik)\(^{th}\) row of the matrix \( P_1 \) is same as the \((i-1)\(^{th}\) row of the matrix \( P_1 \) (as in step 21). It is evident from step 23 that the positions of stars in the next \( k-1 \) rows, i.e., \((ik + j)\(^{th}\) row to \((i+1)k-1)\(^{th}\) row, are same as that of the \((ik)\(^{th}\) row of the matrix \( P_1 \). For the \((ik + j)\(^{th}\) row, \( j \in [1, k] \) of the matrix \( P_1 \), the entries corresponding to columns which do not have stars are filled with integer obtained by adding \( S_1 \) to the corresponding elements in the previous row of the matrix \( P_1 \). This is to make sure that the integers used for filling the \((ik+j)\(^{th}\) row is different from the integers used for filling the \((ik)\(^{th}\) row to \((ik+j-1)\(^{th}\) row.

Using the procedure 4 of Algorithm \([2]\) we define new matrices \( \hat{P}_1, t \in [2, K] \), where \( \hat{P}_1 = (\hat{p}_{ij} + (t-1)S_1) \). \( S_1 \) denotes the number of integers present in the matrix \( P_1 \), and
Each integer entries in \( \tilde{P} \), is obtained by adding \((t-1)\tilde{S}_i\) to the corresponding entry in \( P_i \). The matrix \( P \) is obtained by concatenating the \( k \) matrices \( P_t, t \in [1, k] \), each of size \( K \times \frac{K}{k} \). Hence the matrix \( P \) is of size \( K \times K \).

**Lemma 3.** The \( \frac{K}{k} \times \frac{K}{k} \) matrix \( P_1 \) obtained from procedure 2 of Algorithm 2 is a 1-cyclic \( \frac{K}{k} \times \frac{K}{k} \) regular \( (\frac{K}{k}, \frac{K}{k}, \frac{K}{k}) \) PDA.

**Proof.** The number of stars present in the \( i \)th column, \( i \in (0, \frac{K}{k}) \) of the matrix \( A \), is \( \frac{K}{k} - i \) while the number of stars present in the \( (i') \)th column of the matrix \( A^T \) (the transpose of the matrix \( A \)) is \( i + 1 \). Hence the number of stars present in the \( i \)th column, \( i \in (0, \frac{K}{k}) \) of the matrix \( P_1 \), is \( Z_1 = (\frac{K}{k} - i) + (\frac{K}{k} - i) = \left(\frac{K}{k} - i\right) + (i + 1) = L \).

The number of stars in each column of the matrix \( P_1 \) is also \( L \), since each column block, \( i \in [1, \frac{K}{k}] \) obtained by cyclically shifting the blocks in the \( k \)th column block down by \( i \) units. Hence the condition CI in Definition 1 is satisfied by the matrix \( P_1 \).

The number of integers present in the matrix \( A \) is \( S_1 = (\frac{K}{k} - i) \times \frac{K}{k} \). Each integer in the set \([0, S_1]\) occurs once in the matrix \( A \) as well as in \( A^T \). The block \( A \) as well as the block \( A^T \) occurs \( \frac{K}{k} \) times in the matrix \( P_1 \) (once in each column block). The block \( A^T \) contains only stars. Hence, the number of integers present in the matrix \( P_1 \) is \( S_1 \) and each integer in the set \([0, S_1]\) occurs \( \frac{K}{k} \) times in the matrix \( P_1 \). So, the condition C2 of Definition 2 is satisfied by the matrix \( P_1 \) with \( g = \frac{K}{k} \).

Now, we need to prove that the condition C3 of Definition 1 is satisfied by the matrix \( P_1 \). Consider the sub-matrix \( A = (\tilde{a}_{i,j}) \), \( i \in [0, \frac{K}{k} - i] \), \( j \in [0, \frac{K}{k} - j] \), present in the matrix \( P_1 \), where

\[
\tilde{A} = \begin{pmatrix} A & A^T \end{pmatrix}
\]

All the diagonal entries as well as the entries below the diagonal are stars in the matrix \( A \). So, for the transpose matrix \( A^T \), all the diagonal entries and the entries above the diagonal are stars. Hence, for any integer \( s \in (0, S_1) \), suppose that the integer \( s \) is present in the position corresponding to \( i \)th row and \( j \)th column of the matrix \( A \). Then, for \( i, j \in [0, \frac{K}{k}] \), \( i > j \),

\[
\begin{pmatrix} \tilde{a}_{i,j} & \tilde{a}_{i,j+i-k} \end{pmatrix} \begin{pmatrix} \tilde{a}_{i,j} & \tilde{a}_{i,j+i-k} \end{pmatrix} = \begin{pmatrix} s & s \\ s & s \end{pmatrix}.
\]

Hence for any integer \( s \) present in the matrix \( A \), the sub-matrix given by \((13)\) satisfies the condition C3 in Definition 1.

For the same reason stated for the sub-matrix \((13)\), the sub-matrix \((A^T, A)\) also satisfies the condition C3 in Definition 1.

Suppose we take any two non-adjacent row blocks in \( P_1 \), say \( i \)th and \( j \)th row blocks, \( i, j \in [0, \frac{K}{k}] \), (the \( 0 \)th and the \( \left(\frac{K}{k} - 1\right) \)th row blocks are considered as adjacent row blocks). It can be observed that the sub-matrix containing only the blocks \( A \) and \( A^T \) in the corresponding column blocks is of the form

\[
\begin{pmatrix} A & A^T & X & X \\ X & X & A & A^T \end{pmatrix} \quad \text{or} \quad \begin{pmatrix} A & A^T & X \\ X & X & A \\ A & A^T & X \end{pmatrix}
\]

Since the matrix \( X \) contains only stars, it is evident that the sub-matrices given by \((16)\) satisfies the condition C3 in Definition 1.

Suppose we take any two adjacent row blocks in \( P_1 \), say \( i \)th and \((i + 1)\)th row blocks, \( i \in [0, \frac{K}{k}] \) (the \( 0 \)th and the \( \left(\frac{K}{k} - 1\right) \)th rows are considered as adjacent row blocks and if \( i = \frac{K}{k} - 1 \), then \( i + 1 \) is considered as 0). It can be observed that the sub-matrix containing only the blocks \( A \) and \( A^T \) in the corresponding columns blocks is of the form

\[
A' = (a'_{i,j}) = \begin{pmatrix} A & A^T & X & X \\ X & X & A & A^T \end{pmatrix}
\]

For any integer \( s \in [0, S_1] \), suppose that the integer \( s \) is present in the position corresponding to the \( i \)th row and the \( j \)th column of the matrix \( A \), \( A, i, j \in [0, \frac{K}{k}] \), \( j > i \), then

\[
\begin{pmatrix} a'_{i,j} & a'_{i,j+i} & a'_{i,j+i+1} & a'_{i,j+i+2} \\ a'_{i,j} & a'_{i,j+i} & a'_{i,j+i+1} & a'_{i,j+i+2} \\ a'_{i,j+i} & a'_{i,j+i+1} & a'_{i,j+i+2} & a'_{i,j+i+2} \\ a'_{i,j+i} & a'_{i,j+i+1} & a'_{i,j+i+2} & a'_{i,j+i+2} \end{pmatrix} = \begin{pmatrix} s & * & * & * \\ * & s & s & * \\ * & * & s & * \\ * & * & * & s \end{pmatrix}
\]

where \( l = \frac{K}{k} - \frac{kl}{k} \). Hence, for any integer \( s \) present in the matrix \( A \), the sub-matrix given by \((17)\) satisfies the condition C3 in Definition 1.

In short, if we take any integer \( s \) in the matrix \( P_1 \), the matrix \( P_1 \) satisfies the condition C3 in Definition 1. All the three conditions C1, C2' and C3 are satisfied by the matrix \( P_1 \). Hence it is a \( \frac{2K}{k} \times \frac{2K}{k} \)-regular \( \left(\frac{K}{k}, \frac{K}{k}, \frac{K}{k} \right) \) PDA.

Now, we need to prove that the matrix \( P_1 \) is cyclic. Consider the \( 0 \)th column block in the block matrix \( P_1 \):

\[
\tilde{C}_0 = \begin{pmatrix} A \\ X \\ \vdots \\ X \end{pmatrix}
\]

There are \( \frac{K}{k} - \frac{kl}{k} \) columns and \( \frac{K}{k} \) rows in the matrix \( \tilde{C}_0 \), indexed by \([0, \frac{K}{k}] \) and \([0, \frac{K}{k}] \) respectively. Recall that all the diagonal entries and the entries below the diagonal are stars in the matrix \( A \). For the transpose matrix \( A^T \), all the diagonal entries and the entries above the diagonal are stars.
Hence the structure of stars in the matrix $C_0$ is as follows:

\[
\begin{pmatrix}
* & * & * \\
* & * & \cdots \\
* & * & \cdots \\
\cdots & \cdots & \\
* & * & \cdots \\
* & * & \cdots \\
\end{pmatrix}
\]

(19)

We know that the number of the stars in each column in the matrix $P_1$ is $L$. From (19), it is clear that all the $L$ stars in each column occurs in consecutive rows. The $L$ stars in the 0\(^{th}\) column are present in the positions corresponding to the first $L$ rows. The structure of stars in rest of the columns is obtained by cyclically shifting the stars in the previous column towards down by 1 unit. We also know that in the block matrix $P_1$, each column block is obtained by cyclically shifting the blocks in the previous block block down.

Hence the matrix $P_1$ represents a 1-cyclic $2K-\frac{kL+k}{2k}$ regular $(K, K, L, (K-kL)(K-kL+k))$ PDA.

Lemma 4. The $K \times K$ matrix $P_1$ obtained using procedure 3 of Algorithm 2 is a k-cyclic $2K-\frac{kL+k}{2k}$ regular $(K, K, kL, (K-kL)(K-kL+k))$ PDA.

Proof. The number of integers present in the matrix $P_1$ is $S_1 = kS$ and the number of stars present in each column of the matrix $P_1$, is $Z_1 = kZ_1 = kL$. This is because, for each $i \in [0, \frac{K}{2k}]$, the $(ik)^{th}$ row of the matrix $P_1$ is same as the $j^{th}$ row of the matrix $P_1$ (as in step 21) and for the $(ik+j)^{th}$ row, $j \in [2, k]$ of the matrix $P_1$, each entry is obtained by adding $S_1$ to the corresponding elements in the previous row of the matrix $P_1$, where $* + S_1 = *$. This is to make sure that the integers used for filling the $(ik+j)^{th}$ row is different from the integers used for filling the $(ik)^{th}$ row to $(ik+j-1)^{th}$ row. Hence, the condition $C1$ in Definition 1 is satisfied by the matrix $P_1$.

Consider $S_1$ integers in the set $[0, S_1]$. The sub-matrix of the matrix $P_1$, obtained by taking only the rows in which the integers in $[0, S_1]$ are present, is $P_1$. Now, consider $S_1$ integers in the set $[S_1, 2S_1]$. The sub-matrix of the matrix $P_1$, obtained by taking only the rows in which the integers in $[S_1, 2S_1]$ are present, is $P_1+S_1$, where $P_1+S_1 = (p_{i,j} + S_1)$, with $* + S_1 = *$. The positions of stars in $P_1+S_1$ is same as that of $P_1$ and each integer entries in $P_1+S_1$ is obtained by adding $S_1$ to the corresponding entry in $P_1$. Hence, each integer in $[S_1, 2S_1]$ occurs $\frac{2k}{2k}$ times in the sub-matrix $P_1+S_1$ and the condition $C3$ in Definition 1 is satisfied by the matrix $P_1+S_1$. Similarly for any $i \in [1, k-1]$ if we consider $S_1$ integers in the set $[iS_1, (i+1)S_1]$. The sub-matrix of the matrix $P_1$, obtained by taking only the rows in which the integers in $[iS_1, (i+1)S_1]$ are present, is $P_1+iS_1$, where $P_1+iS_1 = (p_{i,j} + iS_1)$, with $* + iS_1 = *$. The positions of stars in $P_1+iS_1$ is same as that of $P_1$ and each integer entries in $P_1+iS_1$ entries are obtained by adding $iS_1$ to the corresponding entry in $P_1$. Hence, if we take any $s \in [iS_1, (i+1)S_1]$, the condition $C3$ in Definition 1 is satisfied by the matrix $P_1+iS_1$. Also, each integer in $[iS_1, (i+1)S_1]$ occurs $\frac{2k}{2k}$ times in the sub-matrix $P_1+iS_1$ and hence the condition $C2'$ in Definition 2 is satisfied by the matrix $P_1+iS_1$.

Summing up all the observations, for any $s \in [0, kS_1]$, the condition $C3$ in Definition 1 is satisfied by the matrix $P_1$. Also, the condition $C2'$ in Definition 2 is satisfied by the matrix $P_1$, with $g = \frac{2k}{2k}$.

We know that there are $L$ stars in each column in the matrix $P_1$ which occurs in consecutive rows and position of stars in each column is obtained by the shifting the position of stars in the previous column downwards by 1 unit. We also know that for each $i \in [0, \frac{K}{2k}]$, the $(ik)^{th}$ row of the matrix $P_1$ is same as the $i^{th}$ row of the matrix $P_1$ and the position of stars in the $(ik+1)^{th}$ row to $(i+(1)(k-1))^{th}$ row in the matrix $P_1$, is same as that of the $(ik)^{th}$ row of the matrix $P_1$. Therefore, in the matrix $P_1$, there are $kL$ stars in each column which occur in consecutive row and the position of stars in each column is obtained by the shifting the position of stars in the previous column downwards by $k$ units. Hence the matrix $P_1$ represents a k-cyclic $2K-\frac{kL+k}{2k}$ regular $(K, K, kL, (K-kL)(K-kL+k))$ PDA.

Proof of Theorem 3 Each matrix $P_1, t \in [2, k]$ represents a k-cyclic $2K-\frac{kL+k}{2k}$ regular $(K, K, kL, (K-kL)(K-kL+k))$ PDA with the $\frac{2k}{2k}$-cyclic $\frac{2k}{2k}$ integers present in the PDA $P_1$ being $\frac{2k}{2k}(t-1)S_1, iS_1$. This is because, each entry in $P_1$ is obtained by adding $(t-1)S_1$ to the corresponding entry in $P_1$, where $* + (t-1)S_1 = *$.

The number of stars present in each column of the matrix $P_1$ is same as that in $P_1$. Hence, the matrix $P_1$ obtained by concatenating all the matrices in $\{P_i : t \in [1, k]\}$ obeys condition $C1$ in Definition 1 with $Z = Z_1 = kL$. The matrix $P_1$ is obtained by concatenating $k$ number of k-cyclic $2K-\frac{kL+k}{2k}$ regular $(K, K, kL, (K-kL)(K-kL+k))$ PDAs with the integers present in each of the PDAs $P_i, t \in [1, k]$, are different from one another. Hence, the total number of integers present in the matrix $P_1$ obtained by concatenating all the matrices in $\{P_i : t \in [1, k]\}$ is $S = kS_1 = (K-kL)(K-kL+k)$ and the matrix $P_1$ obeys condition $C2'$ in Definition 2 with $g = \frac{2k}{2k}$. The matrix $P_1$ also satisfies condition $C3$ in Definition 1. Hence the matrix $P_1$ represents a $2K-\frac{kL+k}{2k}$ regular $(K, K, kL, (K-kL)(K-kL+k))$ PDA.

Now, we need to prove that the PDA $P$ is k-cyclic. Since, each matrix $P_i, t \in [1, k]$ represents a k-cyclic $2K-\frac{kL+k}{2k}$ regular $(K, K, kL, (K-kL)(K-kL+k))$ PDA, the $kL$ stars in each column in $P$ occur in consecutive rows. The matrix $P$ is
\( k \)-cyclic if the position of stars in each column is obtained by shifting the stars in the previous column towards down by \( k \) units. The first \( \frac{\theta}{k} \) columns in \( P \) is \( k \)-cyclic since the matrix \( \tilde{P}_1 \) is \( k \)-cyclic. We have assumed that \( k | K \), hence shifting the position of stars in the \( (\frac{\theta}{k} - 1)^{th} \) column of \( \tilde{P}_1 \) towards down by \( k \) units will result in the pattern of stars in the \( 0^{th} \) column of \( \tilde{P}_1 \). The pattern of stars in the \( 0^{th} \) column of \( P_1 \) and \( P_2 \) is the same. Hence shifting the position of stars in the \( (\frac{\theta}{k} - 1)^{th} \) column of \( P \) towards down by \( k \) units will result in the pattern of stars in the \( (\frac{\theta}{k})^{th} \) column of \( P \). Similarly after every \( \frac{\theta}{k} \) columns the pattern repeats. So, the PDA \( P \) is \( k \)-cyclic. This completes the proof.

V. DISCUSSION

In this work, we have constructed a new class of PDAs which we call as \( l \)-cyclic \( g \)-regular PDA. This class of PDA is used for providing the delivery scheme for multi-access coded caching problems when \( \gamma \in \{ \frac{\mu}{k} : k | K, (K - kL + k) | K, k \in [1, K] \} \). The sub-packetization level required for our scheme is the least compared to the state-of-the-art schemes. For certain ranges of values of \( L \), the transmission rate is also less compared to some of the existing schemes. We have obtained a scheme based on PDA only for certain ranges of values of \( \gamma \). Obtaining a scheme based on PDA with linear sub-packetization for the entire range of \( \gamma \) is an interesting problem to work on.
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