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Abstract To study why the altruistic cooperation behavior can emerge and maintain among egoistical individuals, researchers across several disciplines have made great contributions for the solutions of this fascinating problem. Ordinarily, the spatial structure is a most-often used framework to investigate the cooperative dynamics of evolutionary game. However, very few researchers take into account the reaction of evolutionary game dynamics to interactive intensity between individuals. On account of this, we propose a computational model of automatic adjustment the interactive intensity based on individual’s degree of satisfaction to study the iterated prisoner’s dilemma game in a two-dimensional square lattice. In this model, selfish individual considers whether the benefits obtained from the other party satisfies its own requirements to determine the intensity of interaction from it to the other party. More specifically, the interactive intensity from an individual \( x \) to its some neighbor \( y \) is driven by the relations between \( x \) obtained current benefit from \( y \) (denoted by \( P_{x \rightarrow y} \)) and \( x \)'s satisfaction pay-off (denoted by \( S_{p} \)). If \( P_{x \rightarrow y} > S_{p} \), \( x \) will increase the intensity of interaction from itself to \( y \); On the contrary, if \( P_{x \rightarrow y} < S_{p} \), \( x \) will weaken the intensity of interaction; Other scenario remain the same. Simulation results show that the proposed mechanism can effectively promote the emergence and maintain of cooperation in population, and the satisfying coefficient \( \alpha \) (0 < \( \alpha < 1 \)) plays an essential role on cooperation. Interestingly, we found that there are some optimal values \( \alpha \) can lead to the best promotion of cooperation. However, individual’s overclaim (\( \alpha > 1 \)) is not conducive to the effective promotion of cooperation between selfish individuals even for very small temptations to defect. Our results may contribute to the understanding of cooperative dynamics by considering the reaction of evolutionary game dynamics to network.
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1 Introduction

Social dilemmas probably emerge if individual actions succeed in damaging the collective interest [1, 2]. However, cooperative phenomenon is ubiquitously observed in biological systems and animal species, as well as human society [3–6]. How to understand the widespread cooperative behavior between egoistical individuals is still a constant topic of discussion in recent years. Evolutionary game theory provides a strong mathematical tool to study the cooperative phenomena within groups of selfish individuals [7–9]. Noticeably, since the remarkable work on spatial evolutionary games [10,11], spatial structure has been widely applied to research the cooperative behaviors in various models of social dilemma such as prisoner’s dilemma game (PDG), snowdrift game (SDG), and public goods game (PG-G) [12–16]. Subsequently, some quintessential rules, like kin selection, group selection, direct and indirect reciprocity, have been recognized as effective methods to increase the viability of cooperators in a competitive environment and further improve the evolution of cooperation [17–19].

What needs to be emphasized is that the spatial reciprocity, which was first proposed and investigated by Nowak
and May, has been considered as a very reasonable population structure to promote the cooperation between egoistical individuals. In this ground-breaking work, all individuals are placed on a two-dimensional square lattice, and each individual only has the game relationship with its nearest neighbor. In this framework, the cooperators obtain a chance to inhibit the invasion of the defectors by forming locally and closely cooperative clusters [10]. Inspired by this work, many scholars began to study the cooperative dynamics on the networks with their own characteristics include the small-world networks and scale-free networks [20, 21]. It is found that this kind of network structure plays an important role in the evolution of cooperation. In addition, a large number of mechanisms of promoting cooperation have been recently proposed by considering the social factor, such as rewards and punishments [22, 23], reputation [24], aspiration [25], tolerance [26], teaching activity [27], memory [28–30], emotion [31–33], rationality [34, 35], restructuring partnership [36], migration [37] and so forth. Additionally, interdependent networks have been considered to be a more suitable framework for the investigation of networked cooperative dynamics, and seemingly insignificant factors in one network can lead to the extraordinary consequences in another network [38–40]. Intriguingly, since Parrondo conceptualized the idea that two losing games can combine to give a winning game, the study of individual behavior under the framework of the Parrondo’s paradox has also been fascinated by more and more scholars [41–44].

Nevertheless, in the most of above spatial game models, scholars often assume that intensity of interaction between individuals is sufficiently strong. In other words, an individual always interacts with its immediate neighbor, regardless of time and space. On account of this, Traulsen et al. investigated the effects of random interaction on cooperation by an invariable intensity of interaction which described by a fixed probability. [45, 46]. Furthermore, considering the continuous change of interactive intensity driven by evolutionary game dynamics, Li et al. proposed some mechanisms about the reaction of evolutionary game dynamics to network connection weights [7, 47], but these mechanisms only consider the interior information of interactive result between individuals. In short, whether the intensity of interaction is fixed or dynamic, all these work have enriched the knowledge of evolutionary game cooperation dynamics. Still, it should be emphasized that the satisfaction payoff between two selfish individuals is not necessarily symmetric. On the other hand, an individual’s satisfaction payoff not only dependent on the payoff information of interactive result, but also related to the information of individual’s local environment. Motivated by these facts, we investigate the networked cooperative dynamics of automatically adjusting the intensity of interaction based on the individual’s degree of satisfaction.

The rest of this paper is organized as follows. In Section 2, we describe the computational model in detail. The simulation results and analysis are arranged in Section 3. The last part is the conclusion.

2 Model

Before we launch into the model in detail, let us consider the population structure that will execute the games. We use a network to characterize the population structure, each node in the network denotes an individual, and each edge represents the pairwise interaction relationship. Furthermore, we attach two directions to each edge of the network, one is from an individual to its neighbor, and the other is from the neighbor to the individual. The weights in the direction represent the unilateral intensity of interaction each other. Through this formulation, only when each party successfully send the interactive signal to opponent with the unilateral interactive intensity, respectively, can they participate in the game. Obviously, for paired two individuals, the larger the amplitude of the unilateral interactive intensity, the higher the probability of successful interaction. Taking use case view as an example, for the paired individuals x and y in Fig.1, W_{x\rightarrow y} contains two-fold meanings: 1) x is willing to contact with y; 2) it denotes the amplitude of the interactive intensity from x to y. Taken together, x voluntarily contact with y with the unilateral intensity of interaction W_{x\rightarrow y}. Similarly, the same meanings for W_{y\rightarrow x}. When x and y succeed in sending the interactive signal to each other with the interactive intensity W_{x\rightarrow y} and W_{y\rightarrow x}, respectively, they can attend the game.

![Fig. 1](image)

The pairwise interaction relationship in a network. For the paired individuals x and y, x is willing to contact y with the interactive intensity W_{x\rightarrow y}, and y is also voluntarily contact x with the interactive intensity W_{y\rightarrow x}. When x and y succeed in sending the interactive signal to each other with the interactive intensity W_{x\rightarrow y} and W_{y\rightarrow x}, respectively, they can attend the game.

As usual, we use the symbol S_{x}(i) to indicate the strategy of individual x which changes over time, and the individual x has two simple pure strategies described by the different unit vector to choose.

\[ S_{x}(i) = \begin{cases} 
(1) & \text{when } x \text{ adopts } C \\
(0) & \text{when } x \text{ adopts } D 
\end{cases} \]  \hspace{1cm} (1)

In Eq. (1), C and D represent the cooperative strategy and the defection strategy, respectively.
In addition, we choose the PDG as the social dilemma model to study the dynamic behaviors of spatial evolutionary games, because it contains the worst cooperative scenario. Following the usual scheme of PDG [10,39], mutual cooperation enables each party to gain equal benefits \( R = 1 \), but mutual betrayal leads to nothing for both sides \( P = 0 \), if one cooperates and the other defects, the former receives a sucker’s payoff (\( S = 0 \)), but its rival obtains a temptation payoff (\( T = b > 1 \)). Thus, the payoff matrix \( M \) is as follows

\[
M = \begin{pmatrix}
C & D & \ldots & D \\
T & C & \ldots & D \\
\vdots & \vdots & \ddots & \vdots \\
D & D & \ldots & C
\end{pmatrix}
\]

Hereafter, we begin to present our computational model after the PDG is involved in the directed and weighted square-lattice with periodic boundary conditions. By the way, the square-lattice is made up of \( L \times L \) (\( L \) rows, \( L \) columns) elements, and each element \( e_{ij} \) (\( j = 1, 2, ..., L \)) in the \( l \)th row is connected to the element \( e_{1j} \) at the corresponding position in the first row, and each element \( e_{il} \) (\( i = 1, 2, ..., L \)) in the \( l \)th column is connected to the element \( e_{i1} \) at the corresponding position in the first column. In this way, each element always has four adjacent elements to connect with it.

First, each individual (say \( x \)) performs pairwise interactions with the same strategy and the corresponding intensity of interaction in its all neighbors, and calculates its cumulative return of this round

\[
P_x(t) = \sum_{y \in E_x(t)} S_{x'y}(t) M_{xy}(t), \tag{3}
\]

where \( E_x(t) \) represents the set of effective neighbors of individual \( x \) at time \( t \) step. It is noteworthy that individual \( x \) probably just successful interaction with its some neighbors during the process of stochastic interaction, in contrast, the interaction with the remaining neighbors are aborted. Under the circumstances, we regard the neighbors which actually take part in game with individual \( x \) as its effective neighbors.

Whereafter, the unilateral interactive intensity between the paired individuals is likely to be revised, and the adjusted amplitude will be used as the one of the next round. Specific revision rule is as follows

\[
W_{x'\rightarrow y}(t + 1) = W_{x'\rightarrow y}(t) + \Delta W_{x'\rightarrow y}, \tag{4}
\]

in Eq.(4), \( \Delta W_{x'\rightarrow y} \) means the variable quantity of the unilateral interactive intensity, and

\[
\Delta W_{x'\rightarrow y} = \xi \tanh(\theta). \tag{5}
\]

Namely,

\[
W_{x'\rightarrow y}(t + 1) = W_{x'\rightarrow y}(t) + \xi \tanh(\theta), \tag{6}
\]

here

\[
\theta = P_{x'\rightarrow y}(t) - \frac{P_x(t)}{N_x(t)}. \tag{7}
\]

In order to clearly account for the adaptive adjustment rule [Eq.(6) and Eq.(7)], we define two basic concepts in terms of individual benefits.

**Definition 1 (Reference Payoff, \( R_p \))** At time \( t \) step, we take the average value of the individual’s cumulative income at the current round as the reference payoff of individual,

\[
R_p(t) = \frac{P_x(t)}{N_x(t)} \tag{8}
\]

Here, it should be emphasized that \( N_x(t) \) denotes the number of effective neighbors of the individual \( x \) at the current round. Namely, \( N_x(t) = \text{length}(E_x(t)) \).

**Definition 2 (Satisfaction Payoff, \( S_p \))** Satisfaction payoff, compared with the reference payoff, means the benefit which can satisfy the individual \( x \) at the current round,

\[
S_p(t) = \alpha R_p(t). \tag{9}
\]

Here \( \alpha \) denotes the satisfying coefficient, and \( \alpha > 0 \). It characterizes the degree of satisfaction of individual \( x \) to the reference payoff \( R_p(t) \). The bigger the amplitude of \( \alpha \), the higher the satisfaction payoff of individual \( x \). In other words, the individual’s demand for satisfactory payoff increases with the increase of \( \alpha \).

For the paired individuals \( x \) and \( y \), whether individual \( x \) adjusts the unidirectional intensity of interaction from itself to its neighbor \( y \) depends on the relation between \( x \) obtains the payoff from \( y \) [denoted by \( P_{x\rightarrow y}(t) \)] and the satisfaction payoff of \( x \). When \( P_{x\rightarrow y}(t) > S_p(t) \), individual \( x \) will enhance the value of \( W_{x'\rightarrow y}(t) \), and the quantity of the enhancement depends on the difference between \( P_{x\rightarrow y}(t) \) and \( S_p(t) \). The higher the difference, the higher the quantity of enhancement. Oppositely, \( x \) will weaken that in case of \( P_{x\rightarrow y}(t) < S_p(t) \), and the quantity of decrease according to the corresponding rule.

In light of the context, let’s further explain the origin of Eq.(5). We first set up a method that can roughly calculate variable quantity of interactive intensity

\[
\Delta W_{x'\rightarrow y}^* = \text{sgn}(\theta) f(|\theta|), \tag{10}
\]

here

\[
\text{sgn}(\theta) = \begin{cases} 1 & (\theta > 0) \\ 0 & (\theta = 0) \\ -1 & (\theta < 0) \end{cases}. \tag{11}
\]

The combination of Eq.(10) and Eq.(11), we can get

\[
\Delta W_{x'\rightarrow y}^* = \begin{cases} f(\theta) & (\theta > 0) \\ 0 & (\theta = 0) \\ -f(\theta) & (\theta < 0) \end{cases}. \tag{12}
\]

From the Eq.(12), we can see \( \Delta W_{x'\rightarrow y}^* \) is an odd function of \( \theta \). On the other hand, \( \Delta W_{x'\rightarrow y}^* \) should be a nonlinear curve of continuous changing inspired by the changing characteristics of relationships in real situation. For these reasons, we use the hyperbolic tangent functions to simulate the changing of \( \Delta W_{x'\rightarrow y}^* \). Namely,

\[
\Delta W_{x'\rightarrow y}^* = \tanh(\theta). \tag{13}
\]
Specifically, individual $\xi$ adopts the cooperation level, whereas the deterministic imitation, whereas $K$ faster the changing speed. Simulations are implemented on the computational model is simplified to the traditional model, in which the interactive relationships are immutable decided by initialization. When $\xi > 0$, the higher the value of $\xi$, the faster the changing speed.

So far, the revision rule for unidirectional interaction strength can be written as

$$W_{x\rightarrow y}(t + 1) = W_{x\rightarrow y}(t) + \xi \tanh[P_{x\rightarrow y}(t) - \alpha \frac{P_y(t)}{N_y(t)}].$$

Similarly, the neighbor $y$ is also possible to adjust the relationship from itself to $x$, that is $W_{y\rightarrow x}(t + 1) = W_{y\rightarrow x}(t) + \xi \tanh[P_{y\rightarrow x}(t) - \alpha \frac{P_x(t)}{N_x(t)}].$ These revised intensity of interactions will be used as the interactive strength for the next round game. Additionally, only when $x$ and $y$ succeed in sending the interactive signal to each other with the interactive intensity $W_{x\rightarrow y}(t + 1)$ and $W_{y\rightarrow x}(t + 1)$, respectively, can they participate in the game at the $t + 1$ round.

Finally, individual $x$ will learn from its neighbors so as to make a good profit for the next round. Specifically, individual $x$ randomly selects one of its neighbors (say $y$) and adopts $y$’s strategy with a probability depending on the difference of accumulated payoff at the current round [48]

$$z[P_x(t) - P_y(t)] = \frac{1}{1 + e^{[P_x(t) - P_y(t)]/K}}.$$  

Here $K$ denotes the noise strength, and $K > 0$. When $K \rightarrow 0$ means the deterministic imitation, whereas $K \rightarrow +\infty$ leads to random drift. In this paper, we mainly investigate how the satisfying coefficient $\alpha$ influences the evolution of cooperation in spatial PDG.

3 Results

Simulations are implemented on the $L \times L$ directed and weighted lattice. Originally, C and D were uniformly and randomly distributed throughout the population, and the value of the unilateral interactive intensity is randomly distributed between 0 and 1. It should be pointed out that the dynamical changing of the interactive intensity is likely to lead to the unreasonable phenomenon (the value of interactive intensity exceeds 1, or is no more than 0) during the evolution process of system. So we set the minimum amplitude to 0.0001 and the maximum amplitude to 1. The most important quantity for characterizing the cooperative behavior of system is the cooperation level, $\rho_c$, which is defined as the fraction of cooperators at the stationary state of system. When the system enters a stable state, we achieve the amplitude of $\rho_c$ by averaging the last $m$ rounds of the whole $T_0$ rounds

$$\rho_c = \frac{1}{m} \sum_{t=T_0}^{T_0+m} \frac{N_c(t)}{L \times L}.$$  

Where $N_c(t)$ denotes the number of cooperators at the $t$ round. In the numerical simulation, we set $m = 3 \times 10^3$ and $T_0 = 10^4$ (sometimes $T_0$ is even set to $2 \times 10^4$.) In addition, in order to get a more accurate value of the cooperation level, each data point reported below is averaged over 100 independent experiments.

In keeping with traditional research method, we first investigate the cooperation level $\rho_c$ at the steady state of system as a function of the temptation to betray $b$ for different values of the satisfying coefficient $\alpha$ (see Fig.2).

One can see that, compared to the conventional mode ($\xi = 0$, in which the probability of interaction is changeless between paired individuals) of the spatial PDG, $\rho_c$ is significantly improved and cooperators sometimes can achieve the completely dominant situation when considering the adaptive interaction based on the degree of satisfaction ($\alpha > 0$). On the other hand, the threshold of cooperative annihilation gradually extends with the gradual increase of $\alpha$. Other corresponding parameters: $L = 100$, $\xi = 0.1$, $K = 0.1$. However, what surprises us is that the avalanche of cooperation level will appear when $\alpha$ increases to close to 0.8 (see the illustration in Fig.2). Therefore, in order to precisely

\[\text{Fig. 2 The cooperation level } \rho_c \text{ at the steady state of system as a function of the temptation to betray } b \text{ for different values of the satisfying coefficient } \alpha. \text{ The PDG is carried out on a directed and weighted square lattice. For the fixed } \xi = 0.1, \text{ compared to the conventional mode } (\xi = 0), \text{ the cooperation level is significantly improved and cooperators sometimes can achieve the completely dominant situation when considering the adaptive interaction based on the degree of satisfaction } (\alpha > 0). \text{ On the other hand, the threshold of cooperative annihilation gradually extends with the gradual increase of } \alpha. \]
quantify the role of adaptive interaction based on the degree of satisfaction in contributing cooperation, we then investigate the relationship between the cooperation level $\rho_c$ at the steady state and the satisfying coefficient $\alpha$ for different values of temptation to betray $b$ (see Fig.3).

As you can see, there are some optimal values $\alpha$, resulting in a plateau of the highest level on cooperation for each small value of $b$ (such as $b = 1.08$). Furthermore, the length of this type of plateau gradually shortens when the value of $b$ is enhanced little by little. Although the plateau of high cooperation has disappeared when $b$ increases to the large value (such as $b = 1.18$), there still exists an optimal value $\alpha$, resulting in the most conducive to cooperation. Other corresponding parameters: $L = 100$, $\xi = 0.1$, $K = 0.1$.

As you can see, there are some optimal values $\alpha$, resulting in a plateau of the highest level on cooperation for each small value of $b$ (such as $b = 1.08$). Furthermore, the length of this type of plateau gradually shortens when the value of $b$ is enhanced little by little (e.g., from $b = 1.08$ to $b = 1.13$). But for a large value of $b$ (such as $b = 1.18$), this type of plateau will disappear, in spite of what happened, there still exists an optimal value $\alpha$, resulting in the most conducive to cooperation.

Unexpectedly, when $\alpha > 1$, it is not the best way to promote cooperation in the population regardless of the value of $b$. In other words, individual’s overclaim (only when an individual obtained the payoff from its neighbor exceeds the reference payoff, will the individual enhance the interactive intensity from it to the neighbor; otherwise it will weaken.) is not conducive to the effective promotion of cooperation between selfish individuals. Moreover, the higher the amplitude of $\alpha$ ($\alpha > 1$), the worse the effect, it is true even for those smaller $b$ (see Fig.4). Combined with Fig.3 and Fig.4, we can see that regardless of whether $b$ is a very small amplitude (such as $b=1.01$) or a very large amplitude (such as $b = 1.18$), there are some optimal values $\alpha$ that can effectively promote cooperation in the population.

From here we can get a conclusion according to the range of the temptation to defect $b$, that is, the satisfying coefficient $\alpha^{opt}$ that can most effectively promote cooperation in the population satisfies

$$\alpha^{opt} = \arg \max_{\alpha \in (0,1)} \rho_c \quad (1.75 \leq b < 2.25)$$

On balance, these results show that the adaptive interaction between paired individuals, by considering the degree of satisfaction, can greatly promote cooperation in spatial prisoner’s dilemma.

Whereafter, we collect some typical snapshots about the microscopic evolution of individual behavior in population to enhance our understanding for the effect of adaptive interaction based on the degree of satisfaction. Here, we choose a moderate amplitude of $b$ (such as $b = 1.13$) and an appropriate value of $\alpha$ (such as $\alpha = 0.7$) to investigate the dynamic behaviors of individual, as shown in Fig.5.

![Fig. 3](image1.png) The relationship between the cooperation level $\rho_c$ at the steady state and the satisfying coefficient $\alpha$ for different values of temptation to betray $b$.

![Fig. 4](image2.png) The relationship between the cooperation level $\rho_c$ at the steady state and the satisfying coefficient $\alpha$ for some smaller values of temptation to betray $b$.

![Fig. 5](image3.png) The evolution of individuals with different roles (red, green and blue represent defectors, cooperators and isolates, respectively) on a square lattice for $b = 1.13$ and $\alpha = 0.7$ at several representative time steps. Specifically, (a) $t=0$ [$\rho_c(0)=0.4957$]; (b) $t=1$ [$\rho_c(1)=0.3271$]; (c) $t=20$ [$\rho_c(20)=0.2515$]; (d) $t=50$ [$\rho_c(50)=0.3102$]; (e) $t=100$ [$\rho_c(100)=0.3842$]; (f) $t=300$ [$\rho_c(300)=0.7226$]; (g) $t=600$ [$\rho_c(600)=0.8867$]; (h) $t=1000$ [$\rho_c(1000)=0.6588$]; (i) $t=3000$ [$\rho_c(3000)=0.6750$]; (j) $t=5000$ [$\rho_c(5000)=0.6770$]. Other corresponding parameters: $L = 100$, $\xi = 0.1$, $K = 0.1$. 
From the perspective of the cooperators’ experience, the entire evolution of the system can be broken down into three phases: enduring (END) phase, expanding (EXP) phase, and equilibrium (EQU) phase. Originally, the strategy adopted by each individual is initialized to C or D with the probability 0.5, so all individuals are evenly distributed in the whole network with two different states [Fig. 5(a)]. Nevertheless, once the system is activated, nearly a third of the individuals are likely to lose the opportunity of getting in touch with their all partners, and they eventually exist in the network as the status of isolates because of the very weak paired relationship assigned by the initialization [Fig. 5(b)].

During the END stage, a large number of individuals are more likely to choose betrayal strategies regardless of the friendship to satisfy selfish desires in the social dilemma system, thus the defectors clusters (D-clusters for short) will naturally form by clustering. Unfortunately, a few of defectors located at D-clusters are isolated due to the weaker and weaker interactions. But for all this, there are still some committed cooperators who successfully survive in the final of END phase by forming cooperation clusters (C-clusters for short) [Fig. 5(c)]. What should be stressed was the size of C-clusters, although they are very small at the end of END phase, the interactive relation is very close between cooperators because an individual probably is satisfied with the benefit derived from its cooperative neighbor, given that exists the defective parters around it, which leads to the increase of interactive intensity between them, and the higher the frequency of interaction, the closer the contact. Meanwhile, an opposite dynamic scenario is taking place in each D-cluster. In other words, as time goes by, the interactive relation is getting worse and worse between defectors as long as the defector has cooperative neighbors who located at the boundary of D-cluster. Naturally, the incompact D-clusters are apt to be destroyed by close C-clusters, and those captives are easy to be turned into cooperators by learning.

In addition, the cooperators unceasingly fulfill the duty of rescuing isolates. As a consequence, the scale of C-clusters are constantly enlarged over time [from Fig. 5(d) to Fig. 5(g)]. To our great surprise, the scale of C-clusters is not always growing during the entire EXP phase. Specifically, at time \( t = 600 \), cooperators show doughty control ability in population and generate the large-scale connected components [Fig. 5(g)]. Unfortunately, the advantage of cooperators only can last for a period of time. Shortly afterwards the defectors redouble their efforts and blow the clarion of counterattack to cooperators, which leads to the shrink of C-clusters in size but the corresponding swell for D-clusters [Fig. 5(h)]. At last, after the stingen confrontations between cooperators and betrayers, the system goes into a relatively stable state [Fig. 5(i) and Fig. 5(j)].

To more clearly explain the evolution process of these snapshots, we further investigate the driving force of dynamic evolution of individual behavior. Hereon, we use the method by combining the average payoff (abbreviated as AP) of individual located at the boundary and the cooperation level to study the essential causes of the changing of individual behavior (see Fig. 6).

Seen from the panel (a) in Fig. 6, the AP of defectors almost always is higher than that of cooperators during END phase, this means the probability \( \left[ z[P_{c}(t) - P_{d}(t)] \right] \) that C learns from D is higher than the probability \( \left[ z[P_{d}(t) - P_{c}(t)] \right] \) that D learns from C according the Eq. (14). Therefore, the cooperators gradually disappear during this stage, and the cooperation level declines accordingly [see the panel (b) in Fig. 6]. However, the situation has changed since entering the EXP phase, the AP of cooperators not only catches up with the one of opponents, but surpasses it. Besides, the difference between the values of their AP is becoming bigger and bigger over time. As a result, the expansion speed of C-clusters is slow at the beginning of the EXP period, but then it is getting faster and faster, and this series of dynamic changes in C-clusters directly determine the trajectory of the cooperation level. It should be noted that the AP of defectors also keeps going up and up in the entire EXP phase, but that of cooperators starts to descend at the end of EXP phase, which lead to the transient equilibrium at approximately \( t = 600 \), at this point, the cooperation level arrives at its peak. In quick succession, the AP of defectors going beyond that of cooperators again, which means the defectors restart a counteroffensive to cooperators. We can see clearly that although this counterattack of defectors do not achieve the ultimate great victory, it at least weaken the advantage of the C-cluster. After the further advancement of the system evolution, a balanced competition between cooperators and defectors ultimately emerges in population (see the EQU phase).

As a matter of fact, after interactions between two cooperators, either party could be satisfied with the mutually beneficial outcome because the benefit obtained from the other possibly is higher than their respective satisfaction payoff when \( 0 < a < 1 \). Without a doubt, they will heighten the awareness of interaction in the next round, which further increases the chances of profit. The more the opportunities of interaction, the more the times of satisfactory situation. It shows that there may be a positive feedback effect between the degree of satisfaction and the interactive intensity. In contrast, for the interaction between defectors, the negative feedback effect, in all probability, is formed between the degree of satisfaction and the interactive intensity. Because of this, the D-clusters are liable to demolished by cooperators, and those starving betrayers are easy to be turned into cooperators by learning.

In order to deeply understand the positive feedback effect in the system, we plot some typical snapshots of system.
at steady state for the fixed $b = 1.13$ and the different values of $\alpha$, as shown in Fig.7.

In Fig.7(a), we can see that the cooperators are thoroughly extinguished when $b = 1.13$ and $\alpha=0.1$. Just imagine, under this circumstances, there is still the extremely faint positive feedback effect in the system, and some speckled C-clusters can also be formed gradually by the positive feedback effect during the END stage, but the resistibility of cooperators located at the boundary is too unsubstantial, so those C-clusters are easily demolished and all cooperators are wiped out by traitors. As the growth of $\alpha$ [from Fig.7(b) to Fig.7(e)], the positive feedback effect is becoming more and more conspicuous, the resistibility of cooperators located at the boundary are also becoming more and more stronger, even their roles maybe undergo the qualitative change (from defense to attack). Therefore, the size of C-clusters increases with increasing $\alpha$ ($\alpha < 1$). Nevertheless, when $\alpha$ close to even exceed 1, the positive feedback effect almost disappear even the positive feedback loop was replaced by the negative feedback loop, because in this situation, the individual may also be dissatisfied with the neighbor within the C-clusters. Thus the weak C-clusters, which are formed by spatial reciprocity, will collapse without being attacked. It should be pointed out that the negative feedback effect also disappears when the cooperators are completely extinct. At this moment, the defectors and the isolators will coexist in the population [Fig.7(f)].

Hereto, we want to mention the payoff matrix $M$, which is adopted by us, is a weak PDG. For all this, it is still widely used by scholars because it does not change some qualitative results [10, 49]. Remarkably, some scholars have proposed an extended payoff matrix about social dilemmas [50]

$$
M_E = \frac{C}{D} \begin{pmatrix} R & S \\ T & P \end{pmatrix} E \frac{C}{D} \begin{pmatrix} 1 & -D_r \\ 1 + D_s & 0 \end{pmatrix}.
$$

(18)

When $D_s > 0$ and $D_r > 0$, the game is a PDG. Thus, we further study the model of adaptive interaction based on the degree of satisfaction in the extended PDG by adjusting the parameters ($D_s > 0$ and $D_r > 0$) of dilemma strength (see
Fig. 8 The cooperation level in population by using the extended payoff matrix. The cooperation level of adaptive interaction based on the degree of satisfaction, compared to the conventional interaction mode (\(\xi = 0\)), is still greatly increased. Left panel: Conventional interaction mode; Right panel: The adaptive interaction by considering the degree of satisfaction for the fixed \(\alpha = 0.7\). Other corresponding parameters: \(L = 100\), \(\xi = 0.1\), \(K = 0.1\).

Fig. 9 The cooperation level \(\rho_c\) as a function of noise strength \(K\) and the coefficient of the variable quantity of interactive intensity \(\xi\). The qualitative result, there are some optimal values \(\alpha\) can warrant the best environment for spreading of cooperation, is not changed. (a) panel: \(\alpha = 0.1\); (b) panel: \(\alpha = 0.5\); (c) panel: \(\alpha = 1\). Other corresponding parameters: \(L = 100\), \(D_g = 0.3\), \(D_r = 0.1\).

Satisfactorily, when consider the more severe dilemma strength (decided by \(D_g\) and \(D_r\)), the cooperation level of adaptive interaction based on the degree of satisfaction in spatial PDG, compared to the conventional interaction mode (\(\xi = 0\)), is still greatly increased.

It should be noted that the noise strength \(K\) and the coefficient of the variable quantity for interactive intensity \(\xi\) are directly set as 0.1 by us in the above numerical simulation experiments, we have not taken into account the effect of change of these parameters on the cooperation level. Therefore, we further investigate the cooperation level \(\rho_c\) as a function of \(K\) and \(\xi\), as shown in Fig. 9.

On the whole, there are some optimal values \(\alpha\) (such as \(\alpha = 0.5\)) can warrant the best environment for spreading of cooperation with the change of \(K\) and \(\xi\) (see Fig. 9). However, the satisfaction level of individual too low (such as \(\alpha = 0.1\)) or too high (such as \(\alpha = 1.0\)) is not conducive to cooperation, especially the latter case. Furthermore, it is favorable for cooperation when the noise intensity \(K\) is around 0.1. Specially, the cooperation phenomenon in the population will disappear when \(K \to 0\), regardless of the value of \(\xi\). This phenomenon shows that appropriate noise can effectively promote the spread of cooperation. By the way, in order to facilitate cooperation propagation in a high-noise environment, the amplitude of \(\xi\) should be increased as compensation. In other words, cooperation can emerge only if \(\xi\) increase with the increase of \(K\). The reason is that the ability of individuals in learning cooperation behavior will be reduced with the increase of noise in our model, which further depresses the positive feedback effect between the degree of satisfaction and the interactive intensity. Fortunately, this positive feedback effect can be compensated even enhanced by increasing the rate of change for interaction intensity.

Finally, what we would like to indicate here is that the results reported in this paper are robust with regard to the network size (including the small-scale network such as 50×50 and the large-scale network such as 200×200). Besides, when the asynchronous updating fashion of individual strategy is introduced into our model, we find the qualitative results remains almost the same. In the future, we will consider the cooperative dynamics on multi-layer networks and the related applications such as the transmission of virus [51, 52] based on our mechanism. Furthermore, inspired by the works under the framework of the Parrondo’s paradox [41–44], we will further investigate the adaptive interaction of whether a combination of two losing games can lead to a
winning outcome under severe social dilemma, work along this line is in progress.

4 Conclusion

In real systems, the intensity of interactions between individuals should be driven by a variety of factors. Here, we propose a computational model of automatic adjustment the interactive intensity, by considering the degree of satisfaction, to study the iterated prisoner’s dilemma game in a two-dimensional square lattice. In this model, when an individual is satisfied with the benefit obtained from the other party, it will increase the interactive intensity from itself to the neighbor; Conversely, it will weaken if is not satisfied. Furthermore, the variable quantity of interactive intensity depends on the difference between the satisfaction payoff and the benefit obtained from the other party. The results show that the proposed mechanism can effectively promote the emergence and maintain of cooperation in population, and the satisfying coefficient $\alpha$ ($0 < \alpha < 1$) plays an essential role on cooperation. For a fixed temptation value, regardless of the value is small or moderate, there are some optimal values $\alpha$, resulting in a plateau of the highest level on cooperation. Moreover, for a large temptation value, there still exists an optimal value $\alpha$, resulting in the most conducive to cooperation, although the plateau of high cooperation has disappeared. However, individual’s overclaim ($\alpha > 1$) is not conducive to the effective promotion of cooperation between selfish individuals regardless of the value of temptation. By analysis, we can find out the essential reason of for promoting cooperation is mainly attributed to the positive feedback effect between the degree of satisfaction and the interactive intensity. Maybe for this reason, rather than just relying on the spatial reciprocity, the cooperative behavior can be effectively transmitted in population.
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