ABSTRACT

We consider the population Wasserstein barycenter problem for random probability measures supported on a finite set of points and generated by an online stream of data. This leads to a complicated stochastic optimization problem where the objective is given as an expectation of a function given as a solution to a random optimization problem. We employ the structure of the problem and obtain a convex-concave stochastic saddle-point reformulation of this problem. In the setting when the distribution of random probability measures is discrete, we propose a stochastic optimization algorithm and estimate its complexity. The second result, based on kernel methods, extends the previous one to the arbitrary distribution of random probability measures. Moreover, this new algorithm has a total complexity better than the Stochastic Approximation approach combined with the Sinkhorn algorithm in many cases. We also illustrate our developments by a series of numerical experiments.

Keywords Stochastic Optimization · Saddle-Point Optimization · Computational Optimal Transport · Wasserstein Barycenter Problem

In this paper we consider stochastic optimization problems, which arise in computational optimal transport when the goal is to estimate population Wasserstein barycenter [1] (or Fréchet mean w.r.t. Wasserstein distance) of a probability distribution on the Wasserstein space of probability measures. Wasserstein barycenter problem has recently attracted a lot of attention from the machine learning, statistics, and optimization community, see [48, 17] and references therein. From the computational point of view, approximating population Wasserstein barycenter is a challenging optimization problem since it contains several layers of complications. The first layer requires to define for $p \geq 1$ the $p$-Wasserstein distance $W_p(r,c)$ between two probability measures $r,c$, which in this paper we assume to be discrete probability distributions that belong to the standard simplex $\Delta^n$. $W_p(r,c)$ is defined as an optimal value in an optimal transport problem, where the goal is to find a transport plan between vectors $r,c$ such that the total transportation cost is minimal (see [1] for a formal definition). The next layer is that the measure $c$ is assumed to be random with some probability distribution $P_c$ on $\Delta^n$ and the population barycenter $r^*$ minimizes the expected Wasserstein distance, i.e. $r^* = \arg\min_{r \in \Delta^n} \mathbb{E}_c W_p(r,c)$. This is a stochastic optimization problem, where the objective is defined as a solution to some other random optimization problem. The third layer of complication is that the dimension $n$ can be very large,
e.g. $10^6$. To motivate this setting we refer to [9], where the authors consider a template estimation problem from a random sample of its transformations. A particular example of such a template can be images, considered in [15], where empirically the Wasserstein barycenter gives the best quality of the template image reconstruction. For a $10^3$ by $10^3$ image, we obtain that $n = 10^6$ and the dimension of the transportation plan is then $n^2 = 10^{12}$ leading to a huge-scale optimization problem.

Similar to other stochastic optimization problems, see e.g. [45], there are two approaches to the population Wasserstein barycenter problem, which we refer to as offline (also known as Sample Average Approximation, SAA) and online (also known as Stochastic Approximation, SA). The offline approach assumes that a number of random probability measures $c_i$, $i = 1, \ldots, m$ is sampled in advance and all the measures are stored in memory. Then the population Wasserstein barycenter problem is approximated by the empirical Wasserstein barycenter problem

$$
\hat{\gamma} = \arg\min_{\gamma \in \Delta^n} \frac{1}{m} \sum_{i=1}^m W_p(r, c_i),
$$

i.e. the expectation is approximated by the finite-sum. Finally, it is assumed that an optimization algorithm has access to all of the measures $c_i$, $i = 1, \ldots, m$ immediately, probably in parallel, and the goal is to minimize this finite-sum. So far, nearly all algorithms in the literature for approximating Wasserstein barycenter are designed for this finite-sum problem, to name a few [13, 6, 54, 13, 23, 52, 38, 40, 22, 33, 35, 47]. Additionally, in this setting, it is possible to use a big arsenal of modern decentralized distributed optimization algorithms, see for example, [23, 59, 52, 19, 36, 29, 35, 34, 50, 51, 52, 47, 27], where, in particular, such algorithms are developed with best-known complexity bounds for general finite-sum optimization with cheap dual stochastic oracle, which turns out to be available for the Wasserstein distance.

Despite all these developments, the offline approach does not consider clearly the question of how well the solution to the finite-sum problem approximates the target population Wasserstein barycenter which is a solution to a stochastic optimization problem. Moreover, in practice it may not be possible to generate all the measures in advance, the storage could be problematic, and the data consisting of random measures can appear as an online stream. Thus, in this paper, we focus on the less studied online setting with all measures unavailable in advance. Online estimation techniques have been very recently developed in [42] for Wasserstein distance. Online setting for population Wasserstein barycenter has started recently to attract interest in the statistical community [37, 12] where population Wasserstein barycenters are studied in a different from ours setting of Bures-Wasserstein space of Gaussian probability measures, and in optimization community [17], where online approach is compared to offline.

The approach of the latter paper is based on a widespread idea of entropy regularized optimal transport [14, 48]. One of the main negative sides of the entropic regularization is that if the goal is to find an $\varepsilon$-approximation to the original non-regularized Wasserstein distance or barycenter, the regularization parameter has to be chosen proportional to $\varepsilon$ [25, 41, 38, 40, 26]. This leads to numerical instability [14, 58] in the Sinkhorn’s algorithm for Wasserstein distance and Sinkhorn-type algorithms for Wasserstein barycenters [6]. Alternative methods, e.g. based on accelerated gradient method [11, 24, 25, 2, 32, 41, 40, 47, 26, 31] similarly to Sinkhorn’s algorithm require the regularization parameter to be small. Moreover, entropic regularization leads to a blurred reconstruction of the original template [15].

Thus, in this paper, we focus on the following question and give a positive answer to it. Is it possible to find a population Wasserstein barycenter of a set of discrete probability measures in the online setting and without the use of entropic regularization and the calculation of (regularized) Wasserstein distance or its (sub)gradients?

To propose such an online approach that does not require calculating Wasserstein distance and its subgradient, we use a saddle-point representation for the Wasserstein barycenter problem. Since the population Wasserstein barycenter problem is a convex stochastic programming problem, we obtain partially stochastic convex-concave saddle-point representation. Then we adapt Stochastic Mirror Descent [46, 45, 5] for this, partially infinite-dimensional, saddle-point problem. Finally, by using a reproducing kernel Hilbert space trick inspired by [28], we demonstrate how to make our approach practical and obtain finite complexity bounds. We compare the proposed methods with the online approach of [17] and obtain a regime in which our complexity bounds are better. We also illustrate numerically the regime in which our methods have better performance than the online algorithm in [17].

Notation. We define $\text{Mat}_{n \times m}(X)$ as a space of all matrices of size $n \times m$ with entries from the set $X$. We denote by $[n]$ an $n$-element set $\{1, 2, \ldots, n\}$, and $e^n, e^A, \log(v), \log(A), \sqrt{v}, \sqrt{A}$ for $v \in \mathbb{R}^n, A \in \text{Mat}_{n \times n}(\mathbb{R})$ as the element-wise exponent, logarithm and square root respectively. Also we define $\Delta^n$ to be $n$-dimensional probability simplex

$$
\Delta^n = \{ (s_1, \ldots, s_n) \mid \forall i \in [n] : s_i \geq 0, \sum_{i=1}^n s_i = 1 \},
$$

$1_n$ is an $n$-dimensional vector consisting of ones. If the dimension is clear from the context, the subscript is omitted. As $e_i$ we denote the $i$-th coordinate vector. The probability measure induced by a random variable $\xi$ will be denoted by $P_\xi$. For a matrix $M \in \text{Mat}_{n \times m}(X)$ we denote by $M(i)$ the $i$-th row of this matrix.
1 Preliminaries

1.1 Background on optimal transport

In this section, following [48], we recall some basic definitions related to optimal transport. Since we deal only with discrete measures, we consider only the discrete-discrete optimal transport problem.

Optimal transport (OT) problem. For a fixed non-negative matrix $C$ and two discrete probability measures $r, c \in \Delta^n$ with $n$-element support define a transportation cost between measures $r$ and $c$ associated with the cost matrix $C$ as a solution to the following optimization problem

$$L_C(r, c) = \min_{X \in \mathcal{U}(r, c)} \langle C, X \rangle,$$

where $X$ is called a transport plan and $\mathcal{U}(r, c)$ is a transport polytope, defined as $\mathcal{U}(r, c) = \{ X \in \text{Mat}_{n \times n}(\mathbb{R}_+) \mid X1 = r, X^T1 = c \}$, and $\langle \cdot, \cdot \rangle$ is the Frobenius dot-product of two matrices.

If $r$ and $c$ are probability measures onto discrete $n$-element metric space $(\mathcal{M}, d)$, the $p$-Wasserstein distance between these two measures is defined as the $p$-th root of the transportation cost associated with the matrix $D_{i,j}^p = d(x_i, x_j)^p$, where $x_i$ and $x_j$ are elements of $\mathcal{M}$. Formally, $\mathcal{W}_p(r, c) = (\mathcal{L}_{DP}(r, c))^{1/p}$. With a slight abuse of notation, we will refer to $L_C(r, c)$ for an arbitrary non-negative cost matrix $C$ as a Wasserstein distance too, and denote it by $\mathcal{W}(r, c)$ when matrix $C$ is fixed.

Dual problem. The linear program in the definition of the transportation cost can be reformulated using so-called Kantorovich duality in two ways: using some reformulation of results from [48] gives:

$$L_C(r, c) = \max_{\lambda, \mu \in \mathbb{R}^n} -\langle \lambda, r \rangle - \langle \mu, c \rangle,$$

and an equivalent formulation is

$$L_C(r, c) = \max_{\mu \in \mathbb{R}^n} -\langle \lambda^*(\mu, C), r \rangle - \langle \mu, c \rangle,$$

where $\lambda^* : \mathbb{R}^n \times \text{Mat}_{n \times n}(\mathbb{R}) \to \mathbb{R}^n$ is defined element-wise:

$$\lambda^*_j(\mu, C) = \max_{i \in [n]} (-C_{i,j} - \mu_j).$$

Barycenter definition. Suppose that we have a random variable $\xi : \Omega_\xi \to \Delta^n$ on probability simplex, or, equivalently, on the space of probability measures onto $\mathcal{M}$. Then we can define a $p$-Wasserstein (population) barycenter w.r.t. $\xi$ as the solution to the following optimization problem:

$$r_* = \arg\min_{r \in \Delta^n} \mathbb{E} [\mathcal{W}_p^p(r, \xi)].$$

However, we are interested in a more general situation defined by using an arbitrary non-negative cost matrix $C$:

$$r_* = \arg\min_{r \in \Delta^n} \mathbb{E} [L_C(r, \xi)] = \arg\min_{r \in \Delta^n} \mathbb{E} [\mathcal{W}(r, \xi)].$$

1.2 Notation for saddle-point problems

In this section, we give a necessary background on saddle-point problems. For a more comprehensive description we refer to [10][45]. The following convex-concave saddle point problem is of relevance to us:

$$\min_{x \in \mathcal{X}} \max_{y \in \mathcal{Y}} F(x, y).$$

The typical way to evaluate the quality of the algorithm that outputs the pair $(\tilde{x}, \tilde{y})$ is to use the so-called duality gap:

$$\max_{y \in \mathcal{Y}} F(\tilde{x}, y) - \min_{x \in \mathcal{X}} F(x, \tilde{y}) \leq \varepsilon.$$  

For the stochastic setting, where $(\tilde{x}, \tilde{y})$ are random, we are mostly interested in an approximate solution with large probability:

$$\Pr \left[ \max_{y \in \mathcal{Y}} F(\tilde{x}, y) - \min_{x \in \mathcal{X}} F(x, \tilde{y}) \geq \varepsilon \right] \leq \sigma.$$  

We refer to $\varepsilon$ as accuracy or precision and to $\sigma$ as confidence level. Another useful and well-known criteria is small expectation of the duality gap:

$$\mathbb{E} \left[ \max_{y \in \mathcal{Y}} F(\tilde{x}, y) - \min_{x \in \mathcal{X}} F(x, \tilde{y}) \right] \leq \varepsilon.$$
2 Saddle-point representation

Using the dual reformulation of the optimal transport problem and the definition of the Wasserstein barycenter, we obtain the following problem:

\[ \min_{r \in \Delta^n} \mathbb{E} \left[ \mathcal{W}(r, \xi) \right] = \min_{r \in \Delta^n} \mathbb{E} \left[ \max_{\mu \in \mathbb{R}^n} \langle \lambda^* (\mu, C), r \rangle - \langle \mu, \xi \rangle \right]. \]

For this problem, we apply Theorem 14.60 from [49] to the space of all \( P_\xi \)-measurable functions \( F \). Clearly, it is decomposable. It is also clear that the function under maximum is a normal integrand and finite, since the barycenter is well-defined. Thus, we have the next equality:

\[ \min_{r \in \Delta^n} \mathbb{E} \left[ \mathcal{W}(r, \xi) \right] = \min_{r \in \Delta^n} \sup_{f \in F} \mathbb{E} \left[ -\langle \lambda^* (f(\xi)), C \rangle, r \rangle - \langle f(\xi), \xi \rangle \right]. \] (8)

Here we call \( f_\mu : \Delta^n \to \mathbb{R}^n \) the function that assigns a value of Kantorovich potential \( \mu \) for every point in \( \Delta^n \). In other words, we are trying to find potentials simultaneously for every possible measure. We will refer to such functions as potential functions. The Wasserstein barycenter is a solution to this stochastic saddle-point problem.

2.1 Bounds for the dual variables

To derive theoretical guarantees of the proposed algorithms, we need to construct a bound on the optimal variable value in the dual problem (3). We obtain it by using properties of the entropy-regularized optimal transport problem and some additional assumptions on the barycenter \( r^* \). The core idea is to use a known bound from [25, 41] on the optimal variable in the regularized case and transfer it into the non-regularized case by going to the limit when the regularization parameter goes to zero.

**Entropic regularization.** Firstly, let us define the entropy regularized OT problem:

\[ L_{\gamma C}^*(r, c) = \min_{X \in \mathcal{U}(r, c)} \langle C, X \rangle - \gamma H(X), \]

where \( H(X) = -\sum_{i,j=1}^n X_{i,j} \log X_{i,j} \) is the entropic regularizer. One can rewrite the problem in the equivalent form using Lagrange multipliers \( \lambda, \mu \):

\[ L_{\gamma C}^*(r, c) = \max_{\lambda, \mu \in \mathbb{R}^n} -\langle \lambda, r \rangle - \langle \mu, c \rangle - \gamma \sum_{i,j=1}^n \exp \left( \frac{-C_{i,j} - \lambda_i - \mu_j}{\gamma} - 1 \right). \] (9)

Denote by \( \lambda^*_\gamma, \mu^*_\gamma \) the optimal variables for (9). Our goal is to connect optimal dual variables of the regularized and non-regularized problems. The needed result is presented in the following proposition.

**Proposition 1.** \( (\lambda^*_\gamma, \mu^*_\gamma) \) converges to a pair of optimal dual variables of the non-regularized problem (2) as \( \gamma \to 0^+ \).

**Remark 1.** Optimal dual variables of the non-regularized problem are not necessarily unique, but for our purposes, it is sufficient to work with one of the solutions.

**Proof.** Using Theorem 7.17 and Proposition 7.30 from [49], it is sufficient to prove that the function maximized in (9) converges point-wise to the function maximized in (2) if in (2) we equivalently change the constraint to its indicator function in the objective.

Notice that by the properties of the limit it is sufficient to prove that

\[ \gamma \exp \left( \frac{\alpha}{\gamma - 1} \right) \to \begin{cases} +\infty & \alpha > 0 \\ 0 & \alpha \leq 0 \end{cases} \]

as a function of \( \alpha \).

If \( \alpha \leq 0 \), the claim clearly holds. If \( \alpha > 0 \), then

\[ \frac{\alpha}{\gamma - 1} + \log \gamma = \frac{\alpha + \gamma \log \gamma}{\gamma} - 1 \to +\infty \quad \text{as} \quad \gamma \to 0^+. \]  

\[ \square \]
Thus, it is sufficient to provide a ${\gamma}$-dependent bound for the norm of $r^\ast_i, \mu^\ast_i$ and take the limit as $\gamma \to 0^+$ to obtain a bound for a pair of optimal dual variables in the non-regularized problem.

To obtain the bounds in the regularized case, we, first, make the change of variables: $u = -\lambda/\gamma - 1/2, v = -\mu/\gamma - 1/2$. Denote by $K$ the matrix $e^{-C/\gamma}$. Then we can rewrite [14] in the following form using the notation of [14]:

$$L^\ast_{r,c} = \gamma \max_{v,u} \{ (u,r) + (v,c) - \langle 1, \text{diag} e^u \text{diag} e^v \rangle \} + 2\gamma.$$ (10)

Remark 2. If $(u^\ast, v^\ast)$ are optimal in (10), then $(u^\ast + \alpha 1, u^\ast - \alpha 1)$ are optimal too. Hence, we can assume

$$\max_i \{u^\ast_i, v^\ast_i\} = \max_i \{u^\ast_i, v^\ast_i\} = -1/2 \iff \min_i \{\mu^\ast_i\} = 0.$$ (11)

Now, under assumption $r > 0, c > 0$, it is possible to use bounds from Lemma 1 of the work [25]:

$$\max_i (u^\ast_i) = \min_i (u^\ast_i) \le R, \quad \max_i (v^\ast_i) = \min_i (v^\ast_i) \le R,$$

where $R := -\log(\min \{r_i, c_i\}), \nu = e^{-1C/\gamma}$. Returning to the original variables:

$$\max_i (\mu^\ast_i) - \min_i (\mu^\ast_i) \le ||C||_{\infty} - \gamma \log \min \{r_i, c_i\}.$$ (12)

We know that $\min_i (\mu^\ast_i) = 0 \iff \mu^\ast_i \ge 0$. Hence, (12) can be rewritten as

$$\|\mu^\ast\|_{\infty} \le ||C||_{\infty} - \gamma \log \min \{r_i, c_i\}.$$ (12)

By tending $\gamma$ to $0^+$ and noting that problem (3) is equivalent to problem (2), we prove the following theorem.

Theorem 1. Assume that $r, c > 0$. Then, there exists an optimal solution $\mu^\ast$ for the problem (3) such that $||\mu^\ast||_{\infty} \le ||C||_{\infty}$.

Additionally, there is an immediate corollary of Theorem 1:

Corollary 1. Assume that $(r^\ast, f^\ast_\mu)$ are optimal variables in the saddle-point problem (8) in which all $\xi > 0$. Then, if $r > 0$, there exists another optimal $\hat{f}_\mu$ such that $||\hat{f}_\mu||_{\infty} \le ||C||_{\infty} P_\xi$-almost surely.

Using Corollary 1 we can equivalently reformulate problem (8) in the following manner:

$$\min_{r \in \Delta^n} \mathbb{E}[\mathcal{W}(r, \xi)] = \min_{r \in \Delta^n} \sup_{f_\mu \in \mathcal{F}} \mathbb{E}[-\langle \lambda^\ast(f_\mu(\xi), C), r \rangle - \langle f_\mu(\xi), \xi \rangle].$$ (12)

where $\mathcal{F} = \{ f : \Delta^n \to \mathbb{R}^m | f \text{ is } P_\xi\text{-measurable}, ||f||_{\infty} \le ||C||_{\infty} P_\xi\text{-a.s.} \}$. We will use this form of the problem in the further analysis.

Notice that this reformulation is valid in the case of an existence of a positive solution to the original problem. If all $\xi$ are positive, then the solution to the original problem is also positive. At the same time, all $\xi$ can be made positive by adding the vector of all ones multiplied by a small number, similarly to as it was done in the analysis of the Sinkhorn algorithm for Wasserstein distances in [25].

3 Algorithms

In this section, we provide algorithms for computation of population Wasserstein barycenters using the saddle-point formulation [12] combined with an assumption of the existence of a positive optimal $r^\ast$.  

3.1 Finite support case

First we study a simpler situation and assume that the random variable $\xi$ has a finite support $\text{Supp}(\xi) = \{c_1, \ldots, c_m\}$. Then, any function $f_\mu \in \mathcal{F}$ can be represented as a matrix of size $m \times n$ and the value $f_\mu(c_i)$ of this function is defined as the $i$-th row of this matrix. The value of this function on points outside of $\text{Supp}(\xi)$ is defined to be zero. The corresponding matrix is denoted by $M(f_\mu)$.  

To make the notation simpler, we say that we have a random variable $\zeta$ over indices $[m]$, such that $c_\zeta = \xi$. Also, we have $f_\mu(\zeta) = M(f_\mu)_{(\zeta)}$ and denote the uniform distribution over $[n]$ by $U([n])$ and the distribution associated with $r$ by $P(r)$.

Hence, if we rewrite (12) in terms of $\zeta$ and use the matrix notation, we obtain the following problem
\[
\min_{r \in \Delta^n} \mathbb{E}[W(r, \zeta)] = \min_{r \in \Delta^n} \max_{M \in \text{Mat}_{m \times n}(\mathbb{R})} \mathbb{E}_\zeta[-\langle \lambda^*(M(\zeta), C), r \rangle - \langle M(\zeta), c_\zeta \rangle].
\]
(13)

This non-smooth non-strongly convex-concave saddle-point problem can be solved using the mirror descent algorithm for saddle point problems. We refer to [45, 10] for additional details on this basic algorithm.

**Theorem 2.** Algorithm 1 outputs a pair $(\tilde{r}, \tilde{M})$ that satisfies for the problem (13) the duality gap criteria (6) with the precision $\varepsilon$ and the confidence level $\sigma$ in
\[
N = O\left(\frac{n \max(n \log n, m) \|C\|_\infty^2 \log^2 \left(\frac{1}{\sigma}\right)}{\varepsilon^2}\right)
\]
iterations and its total complexity is $O(nN)$.

**Algorithm 1:** Mirror Descent for Finite Support case

**Data:** $N$ – number of iterations;

**Result:** $\tilde{r}$ – approximation of barycenter;

1. begin
2. Set $\tilde{r} = r = (1/n, \ldots, 1/n) \in \Delta^n$;
3. Set $M = 0_{m \times n} \in \text{Mat}_{m \times n}(\mathbb{R})$;
4. Set $\alpha = 2 \log n$, $\beta = 4mn\|C\|_\infty$;
5. Set $\eta = \frac{2}{\|C\|_\infty \sqrt{5n^2 \log n + 16mn} \sqrt{5N}}$;
6. for $k = 1$ to $N$ do
7. Sample $t$ from $P_\zeta$;
8. Sample $s$ from $U([n])$;
9. Sample $q$ from $P(r_{k-1})$;
10. $g_s := -n \max_{j \in [n]} (-C_{s,j} - M_{t,j})$;
11. $J_q := \arg\max_{j \in [n]} (-C_{q,j} - M_{t,j})$;
12. $h_t := -e_J + c_t$;
13. $r_s := r_s \exp(-\alpha \cdot \eta \cdot g_s)$;
14. $r := r / (\sum_{i=1}^n r_i)$;
15. $M(\cdot) := M(\cdot) - \beta \cdot \eta \cdot h_t$;
16. Project $M$ onto $\ell_\infty$ box;
17. $\tilde{r} := \frac{1}{k} r + \frac{k-1}{k} \tilde{r}$;
18. Return $\tilde{r}$;

**Remark 3.** $\tilde{r}$ is an $\varepsilon$-approximation of the Wasserstein barycenter with probability at least $1 - \sigma$.

**Remark 4.** If we assume that $\|C\|_\infty^2 \cdot \sigma$ are constants and $m \geq n \log n$, Algorithm 1 has complexity $\tilde{O}(n^2 m \cdot \varepsilon^{-2})$. This is the same complexity as for the Iterative Bregman Projections (IBP) algorithm [31, 38]. In the case when $m \leq n \log n$ it is also possible to obtain the complexity $O(n^2 m \cdot \varepsilon^{-2})$ but under the weaker convergence criteria (7) (see for details Remark 3 after the proof of the theorem).

**Proof.** We have a problem of type
\[
\min_{r \in A} \max_{M \in Y} \mathbb{E}[\Psi(r, M, \zeta)],
\]
where $A := \Delta^n$, $Y := \{M \in \text{Mat}_{m \times n}(\mathbb{R}) \mid \|M\|_\infty \leq \|C\|_\infty\}$. In our case
\[
\Psi(r, M, \zeta) = -\langle \lambda^*(M(\zeta), C), r \rangle - \langle M(\zeta), c_\zeta \rangle,
\]
where $\lambda^*$ is defined in (4).

To use the mirror descent algorithm, we need to define prox-structures on spaces $A$ and $Y$. 

• As a prox-structure on $\mathcal{X}$ we choose the entropy setup with prox-function $d_{\mathcal{X}}(r) = \sum_{i=1}^n r_i \log r_i$. We can easily bound the prox-diameter of $\mathcal{X}$ as $R^2_{\mathcal{X}} = \log n$. Then the Bregman projection is calculated by the exponential weighting in $O(n)$ time. The corresponding norm is the $\| \cdot \|_1$ norm.

• As a prox-structure on $\mathcal{Y}$ we choose the Euclidean setup with prox-function $d_{\mathcal{Y}}(M) = \frac{1}{2} \| M \|_F^2$. Clearly, we have $R^2_{\mathcal{Y}} = m \cdot n \cdot 2 \| C \|_2^2$. The Bregman projection can be computed in linear time. The corresponding norm is the $\| \cdot \|_F$ norm.

Further, we endow the space $\mathcal{Z} := \mathcal{X} \times \mathcal{Y}$ with the prox-function $d_{\mathcal{Z}}(r, M) = \frac{1}{2 \log n} d_{\mathcal{X}}(r) + \frac{1}{4 mn \| C \|_\infty^2} d_{\mathcal{Y}}(M)$. 

Next, let us define stochastic (sub)gradient oracles. For this purpose, we use a sample $t \sim P_\zeta$ as the source of randomness. We have:

$$G(r, M, t) = \partial_r \Psi(r, M, t) = -\lambda^*(M(t), C),$$

$$H(r, M, t) = \Omega_{M(t)} [-\Psi(r, M, t)] = \sum_{i=1}^n r_i \partial_{M(t)_{ij}} \max_{j \in [n]} [-C_{ij} - M_{ij}] + c_t.$$ 

At each iteration oracle $H$ gives us $t$-th row of the full subgradient matrix (up to the probability of $c_t$) and this way can be interpreted as a random coordinate oracle similar to random coordinate descent methods.

However, these subgradients are computationally expensive and their calculation requires $O(n^2)$ time. To make the iteration cheaper, we introduce additional randomization and apply a pure random coordinate technique to $G$ and $H$. More precisely, using that $r \in \Delta^n$, we sample index $i \in [n]$ from probability distribution associated with $r$ and calculate only $i$-th term of the sum in the definition of $H$. Importantly, such stochastic subgradients remain unbiased stochastic approximations to the true subgradients.

Then, we can write our final unbiased stochastic oracles using the subgradient calculus, namely subgradient of the maximum:

$$g(r, M, t, s) = -n \cdot \max_{j \in [n]} (-C_{s,j} - M_{t,j}) \cdot e_s; \quad (14)$$

$$h(r, M, t, q) = -e_{J_q(M(t), t)} + c_t, \quad (15)$$

where multiplication by $n$ in $g$ is required to keep the unbiasedness property and $J_q(M(t), t)$ is an index at each the value $\lambda^*_r(M(t), t)$ is achieved (see (4)). These subgradients can be computed in linear in $n$ time because they require to compute maximum only over $n$ values.

For the main complexity result, we need to bound the dual norm of the stochastic subgradients

$$\| g(r, M, t, s) \|_{\mathcal{X}^*} = n \cdot \max_{j \in [n]} (-C_{s,j} - M_{t,j}) \leq 2n \| C \|_{\infty},$$

$$\| h(r, M, t, q) \|_{\mathcal{Y}^*} \leq \| c_t \|_2 + \| e_{J_q(M(t), t)} \|_2 \leq 2.$$

Combining all the above, for the finite horizon of $N$ iterations and a constant step-size $\eta = \frac{2}{L \sqrt{\varepsilon n}}$, where $L^2 = 8n^2 \log n \| C \|_{\infty}^2 + 16mn \| C \|_{\infty}^2$, we apply Proposition 3.2 of [45] and obtain the following complexity bound. After no more than

$$N = \frac{5(8n^2 \log n \| C \|_{\infty}^2 + 16mn \| C \|_{\infty}^2)}{\varepsilon^2} \left(8 + 2 \log \frac{2}{\sigma} \right)^2$$

iterations Algorithm [1] solves the saddle-point problem (15) with an accuracy $\varepsilon > 0$ and a confidence level $\sigma \in (0, 1)$ in terms of $\varepsilon$.

\[ \square \]

**Remark 5.** If we consider convergence of the duality gap in expectation (see [7]), we can obtain better dependence on $m$ for the number of iterations:

$$N = O\left( \frac{nm \| C \|_{\infty}^2}{\varepsilon^2} \right)$$

and for the total complexity: $O\left(n^2 m \| C \|_{\infty}^2 \cdot \varepsilon^{-2} \right)$. In this case, the complexity bounds of our algorithm are the same as that of Iterative Bregman Projections (IBP) algorithm [2][35] in all the regimes of $m$ compared to $n.$
This improvement is possible since for the analysis in terms of the expectation it is sufficient to bound the second moment of the stochastic subgradients rather than provide uniform bounds. The second moment of the dual norm of \( g \) can be bounded as \( \mathbb{E} \left[ \| g(r,M,t,s) \|_2^2 \right] \leq 4n \| C \|_\infty^2 =: B_2^2(\mu) \), whereas the uniform bound for the dual norm suffers from an additional \( \sqrt{n} \) factor. Moreover, in this setting, it is possible to use dynamic step-sizes to obtain a fully online algorithm [45].

3.2 Background on the infinite-dimensional optimization

The approach in the previous subsection can be viewed as a coordinate descent for the offline problem since when \( \xi \) has finite support the expectation w.r.t. \( \xi \) is actually a finite-sum. To deal with the purely online setting, we need to make additional assumptions and optimize our functional over a «good» subspace of \( F_\mu \) (see (12) for the definition) where it can be done effectively. We follow the idea of using kernel spaces used in (28) to approximate Wasserstein distance. Note that such kernel-based approach is widely used in other machine learning problems [44, 55].

Firstly, following [8], we introduce a necessary background for the infinite-dimensional analysis. The main instrument for us is the Fréchet derivative, which is defined almost like the derivative in finite dimensions, except for the special requirements on the family of sets. For this special type of derivatives, we also have a chain rule, that we are going to actively use.

The main challenge is that this derivative is an element of the dual space that typically is not canonically isomorphic to our space. Hence, we cannot reproduce the standard proof for gradient-descent-like procedures. A possible solution is to restrict the considerations only to Hilbert spaces and apply the Riesz representation theorem to define steps in the direction of (sub)gradients. In this case, we also have a notion of subgradient that is the most crucial part of the convergence proofs for gradient-descent-like procedures.

The only question is how to compute and store this infinite-dimensional object and how to compute derivatives in \( f \) direction of (sub)gradients. In this case, we also have a notion of subgradient for us is the Fréchet derivative, which is defined almost like the derivative in finite dimensions, except for the special requirements on the family of sets. For this special type of derivatives, we also have a chain rule, that we are going to actively use.

The main challenge is that this derivative is an element of the dual space that typically is not canonically isomorphic to our space. Hence, we cannot reproduce the standard proof for gradient-descent-like procedures. A possible solution is to restrict the considerations only to Hilbert spaces and apply the Riesz representation theorem to define steps in the direction of (sub)gradients. In this case, we also have a notion of subgradient for us is the Fréchet derivative, which is defined almost like the derivative in finite dimensions, except for the special requirements on the family of sets. For this special type of derivatives, we also have a chain rule, that we are going to actively use.

It could be proven [44] by an almost explicit construction that for each symmetric positive-defined function \( K \) there exists such a Hilbert space. However, there are some kernels that are called universal [55]; they can uniformly approximate any continuous function if \( X \) is a compact subset of \( \mathbb{R}^d \). An example of such a kernel is the Gaussian RBF kernel \( K(x,x') = \exp(-\| x - x' \|^2_2) \). Due to the universal approximation property RKHS-assumption is in a sense without loss of generality.

3.3 General Kernel Mirror Descent

In this subsection we apply the mirror descent algorithm to our partially infinite-dimensional problem using the kernel idea. We fix \( (\mathcal{H},K) \) is a RKHS of functions from \( \Delta^n \) to \( \mathbb{R} \). Further, we search for an optimal \( f_\mu \) in the space \( \mathcal{H}_\mu \) of tuples of function from \( \mathcal{H} \) that forms a Hilbert space of functions from \( \Delta^n \) to \( \mathbb{R}^n \) with the inner product \( \langle f,g \rangle_{\mathcal{H}_\mu} = \sum_{i=1}^n \langle f_i,g_i \rangle_{\mathcal{H}} \), where \( f_i,g_i \) are \( i \)-th coordinate functions of \( f \) and \( g \) respectively.

This leads to the following new optimization problem derived from (12) using the RKHS assumption:

\[
\min_{r \in \Delta^n} \mathbb{E}_W (r, \xi) = \min_{r \in \Delta^n} \sup_{f_\mu \in \mathcal{H}_\mu} \mathbb{E} \left[ -\langle \lambda^* (f_\mu(\xi),C), r \rangle - \langle f_\mu(\xi), \xi \rangle \right],
\]

(16)

where \( \mathcal{H}_\mu = \{ f \in \mathcal{H}^n \mid \| f \|_\infty \leq \| C \|_\infty P_\xi \text{-a.s.} \} \) is an intersection of \( \mathcal{H}_\mu \) and \( \mathcal{F}_\mu \) (see (12)).

Theoretical dependence on the kernel is hidden in the following two constants: \( R^2 = \sup_{f} \frac{1}{2} \| f \|_{\mathcal{H}^n}^2 \) and \( \kappa^2 = \sup_{\xi} K(x,x) \), that fully depend on the chosen kernel. Unfortunately, for most of non-trivial kernels the value of \( R^2 \) is infinite because \( \| \cdot \|_\mathcal{H} \) and uniform norm \( \| \cdot \|_\infty \) are not equivalent in these infinite-dimensional spaces. Typically the value \( R \) is used to bound the norm \( \| f \|_{\mathcal{H}^n} = \sqrt{\sum_{i=1}^n \| f_i \|_{\mathcal{H}}^2} \), where \( f_i \) is a coordinate function of \( f \). Since \( R \) may be
unbounded, we introduce to the problem an auxiliary constraint \( \|f\|_{R^n} \leq \overline{R} \) for a sufficiently large \( \overline{R} \). In this case, if an optimal potential function lies in this ball, by Lemma 1 of \([3]\) our algorithm outputs an approximation to a solution of the original problem. To guarantee that \( \overline{R} \) is sufficiently large, it is possible to use a doubling technique: multiply \( \overline{R} \) by two and restart the algorithm with the new value of \( \overline{R} \) until convergence. The total complexity will be asymptotically similar to the case if we choose \( \overline{R} = \|f^\star_n\|_{R^n} \).

The following theorem is the main result of this subsection.

**Theorem 3.** For an arbitrary kernel \( K \) and an arbitrary distribution \( P_\xi \) s.t. \( \xi > 0 \), Algorithm \( \mathcal{A} \) (Kernel Mirror Descent) outputs with probability at least \( 1 - \sigma \) an \( \varepsilon \)-approximation of the Wasserstein barycenter in terms of the duality gap \( \gamma \) in

\[
N = O \left( \frac{n \kappa^2 \overline{R}^2}{\varepsilon^2} + \|C\|_2^2 \log n \log^2 \left( \frac{1}{\sigma} \right) \right)
\]

sample iterations and with

\[
O \left( \frac{n^3 \kappa^4 \overline{R}^4}{\varepsilon^4} + \|C\|_2^4 n \log^2 n \log^4 \left( \frac{1}{\sigma} \right) \right)
\]

total complexity.

**Remark 6.** This algorithm is from the family of Stochastic Approximation (SA) algorithms and the most correct comparison can be obtained with other SA algorithms. In \([17, 18]\) the following total complexity of SA approach based on entropy regularization with parameter \( \gamma \) and Sinkhorn algorithm is shown:

\[
\hat{O} \left( \frac{n^3 \|C\|_2^2}{\varepsilon^2} \min \left\{ \frac{1}{\varepsilon^2} \text{min} \left( \frac{n \|C\|_2^2}{\gamma \mu} \right), \exp \left( \frac{\|C\|_2^2 \log n}{\varepsilon} \right) + \log \left( \frac{\|C\|_2^2 \log n}{\gamma \varepsilon^2} \right) \right\} \right)
\]

where \( \mu \) is a constant of local strong convexity at the optimal point. In this approach it is crucial to choose \( \gamma = O(\varepsilon) \) to obtain an \( \varepsilon \)-approximation of the original non-regularized barycenter and, if we assume that all factors are constant except \( n \) and \( \varepsilon \), the complexity of our algorithm is better in \( n \) and worse in \( \varepsilon \). At the same time,

1) Choice \( \gamma = O(\varepsilon) \) leads to numerical instability of the Sinkhorn algorithm.

2) \( \mu \) can be dependent on parameter \( \gamma \) and, due to the choice \( \gamma = O(\varepsilon) \), on \( \varepsilon \).

3) \( \overline{R} \) can be dimension-dependent, at least in the case of the linear kernel. Thus, it is not easy to compare our complexity bound and the bound of \([17, 18]\). But, our approach does not use entropy regularization and, thus, does not encounter the numerical instability of the Sinkhorn algorithm.

**Proof.** We are dealing with stochastic programming problem of the form

\[
\min \max_{r \in \mathcal{X}, f \in \mathcal{Y}} \mathbb{E}[\Phi(r, f, \xi)],
\]

where \( \mathcal{X} := \Delta^n, \mathcal{Y} := \mathcal{H}^n, \) and

\[
\Phi(r, f, c) = -\langle \lambda^* (f(c), C), r \rangle - \langle f(c), c \rangle.
\]

For \( \mathcal{X} \) we use the entropy setup exactly as in the finite support case: there is no effect of the infinite dimension of \( f_\mu \). For \( \mathcal{Y} \) we define the prox-function \( d_\mathcal{Y}(f) = \frac{1}{2} \|f\|_{\mathcal{H}^n}^2 = \frac{1}{2} \sum_{i=1}^n \|f_i\|_{H_i}^2 \). The corresponding prox-diameter is \( \mathcal{R}^2 = \overline{R}^2 \). The corresponding Bregman divergence is

\[
B_\mathcal{Y}(f, g) = \frac{1}{2} \|g\|_{\mathcal{H}^n}^2 - \frac{1}{2} \|f\|_{\mathcal{H}^n}^2 - \langle f, g-f \rangle_{\mathcal{H}^n} = \frac{1}{2} \|f-g\|_{\mathcal{H}^n}^2.
\]

Hence, the Bregman projection is the projection onto \( \mathcal{H}^n \). Finally, for the product space \( \mathcal{Z} := \mathcal{X} \times \mathcal{Y} \) we define \( d_\mathcal{Z}(r, f_\mu) = \frac{1}{2 \log n} d_\mathcal{X}(r) + \frac{1}{2 \overline{R}} d_\mathcal{Y}(f_\mu) \).
Algorithm 2: Kernel Mirror Descent (KMD)

Data: \(N\) - number of iterations, \(\mathcal{K}\) - kernel, \(\overline{R}^2\), \(\kappa^2\) - constants associated with the kernel;
Result: \(\bar{r}\) - approximation of barycenter;

begin
1. Set \(\bar{r} = (1/n, \ldots, 1/n) \in \Delta^n\);
2. Set \(f_\mu = 0\);
3. Set \(\alpha = 2 \log n, \beta = 2n\overline{R}^2\);
4. Set \(\eta = \frac{2}{\sqrt{8 \log n \|c\|_\infty^2 + 8n^2\kappa^2\overline{R}^2 \cdot \sqrt{5N}}};\)
5. for \(k = 1\) to \(N\) do
   6. Sample \(c^{(k)}\) from \(P_\xi\);
   7. for \(t = 1\) to \(n\) do
      8. \((f_\mu(c^{(k)}))_t = \min\{1, \max\{-1, \sum_{i=1}^{k-1} \beta_t^{(i)} \mathcal{K}(c^{(k)}, c^{(i)})\}\};\)
   9. for \(i = 1\) to \(n\) do
      10. \(J_i = \arg \max_{j \in [n]} (-C_{i,j} - f_\mu(c^{(k)}))_j;\)
      11. \(g_i = -\max_{j \in [n]} (-C_{i,j} - f_\mu(c^{(k)}))_j;\)
      12. for \(t = 1\) to \(n\) do
         13. \(\beta_t^{(k)} = \eta \cdot \beta \cdot \left(-c_t^{(k)} + \sum_{i=1}^{n} r_i^{(k)} I\{t = J_i(c^{(k)})\}\right)\)
      14. \(r := r \cdot \exp(-\eta \cdot \alpha \cdot g);\)
      15. \(r := r / (\sum_{i=1}^{n} r_i);\)
      16. \(\bar{r} := \frac{1}{k} \bar{r} + \frac{k-1}{k} \bar{r};\)
   17. Return \(\bar{r}\);

The last component of the analysis is the computation of the subgradients and finding bounds for their dual norm. For \(f_\mu\) we compute the subgradient coordinate-wise, i.e. for each fixed coordinate \(t\):

\[
G(r, f, c) = \partial_c \Phi(r, f, t) = -\lambda^*(f(c), C),
\]

\[
H(r, f, c)_t = (\partial_f (-\Phi(r, f, c)))_t
= (\partial_f (-\Phi(r, f, \mathcal{K}(\cdot, c)))_t
= \mathcal{K}(\cdot, c) \cdot (\partial_\mu(\lambda^*(\mu, C), r) + \langle \mu, c \rangle)_t
= \mathcal{K}(\cdot, c) \left( c - \sum_{i=1}^{n} r_i I\{t = J_i(c)\} \right),
\]

where \(J_i(c)\) is one of the indices in \(\lambda^*_t\) where the maximum value is achieved. We can bound the norms of both subgradients as follows:

\[
\|G(r, f, c)\|_\infty \leq 2\|C\|_\infty,
\]

\[
\|H(r, f_\mu, c)_t\|_{\mathcal{H}} \leq 2\|\mathcal{K}(\cdot, c)\|_{\mathcal{H}} \leq 2\kappa,
\]

where we used that \(\|\mathcal{K}(\cdot, c)\|_{\mathcal{H}} = \sqrt{(\mathcal{K}(\cdot, c), \mathcal{K}(\cdot, c))_{\mathcal{H}}} = \sqrt{K(c, c)} \leq \kappa.\) Aggregating the bound for each coordinate, we obtain

\[
\|H(r, f_\mu, c)\|^2_{\mathcal{H}} \leq 4n\kappa^2.
\]

Finally, for a fixed budget of \(N\) iterations, we choose a constant step-size \(\eta = \frac{2}{L \cdot \sqrt{\kappa n}}\), where \(L^2 = 8 \log n \|C\|^2_\infty + 8n\kappa^2\overline{R}^2\) and, applying the result of [45], we obtain the iteration complexity

\[
N = \frac{5(8 \log n \|C\|^2_\infty + 8n\kappa^2\overline{R}^2)}{\epsilon^2} \left(8 + 2 \log \frac{2}{\sigma}\right)^2
\]
We use the described kernel approach with the Gaussian RBF kernel \([43]\) where we used representation of a linear operator as a matrix of size \(n \times n\). These kernels are very similar and their main properties are also similar. Namely, for both kernels \(\hat{\kappa}^2 = \sup_{x} \kappa(x,x) = 1\), and the value of \(\hat{R}^2\) needs to be tuned. Thus, we use it as a hyperparameter of our algorithm. Note that the values of the hyperparameters \(s\) and \(t\) need to be tuned as well.

The proof is finished by observing that we need \(O(N)\) iterations to recalculate one coordinate function of \(f_\mu\). To calculate the subgradient w.r.t. \(r\) we need to calculate the full vector \(f_\mu\) for a new sampled measure \(c^{(k)}\), which costs \(O(nN)\). Thus, the total complexity is \(O(nN^2)\).

We use the described kernel approach with the Gaussian RBF kernel \([43]\)
\[
\kappa(x,x') = \exp\left(-s\|x - x'\|^2_2\right),
\]
and an information-diffusion kernel for simplex \([39]\)
\[
\kappa(x,x') = \exp\left(-\frac{1}{t} \arccos^2 \left(\langle \sqrt{x}, \sqrt{x'} \rangle\right)\right).
\]

These kernels are very similar and their main properties are also similar. Namely, for both kernels \(\hat{\kappa}^2 = \sup_{x} \kappa(x,x) = 1\), and the value of \(\hat{R}^2\) needs to be tuned. Thus, we use it as a hyperparameter of our algorithm. Note that the values of the hyperparameters \(s\) and \(t\) need to be tuned as well.

**Dynamic step-size.** If we consider the convergence of the duality gap in expectation (see \([7]\)) instead of finding an approximate solution with large probability according to \([6]\), we may use a decreasing step-size approach \([45]\) and obtain essentially the same theoretical complexity bounds. More precisely, we can use step-sizes
\[
\eta_t = \sqrt{\frac{2}{L \sqrt{t}}} \left(\sup_{r,r'} \frac{B_x(r,r')}{2 \log n} + \sup_{f,f'} \frac{B_y(f,f')}{2 \hat{R}^2}\right)^{1/2} = \frac{\sqrt{3}}{L \sqrt{t}} \quad t \geq 0
\]
and use the sliding average \(\tilde{\eta} = (\sum_{t=1}^N \eta_t r(t))/(\sum_{t=1}^N \eta_t)\) as an output of our algorithm to obtain a fully online algorithm for an infinite horizon.

### 3.4 Linear Kernel Mirror Descent

In this subsection, we study a simple kernel that allows easy computation of \(f_\mu\) and all related constants. The price for this simplicity is a poor family of optimized functions: it is a linear kernel \(\kappa(x,x') = \langle x, x' \rangle\) and a family of linear operators \(\Delta^n \mapsto \mathbb{R}^n\). For this kernel we can compute both constants:
\[
\hat{\kappa}^2 = \sup_{x \in \Delta^n} \langle x, x \rangle = 1, \quad \hat{R}^2 = \sup_{f_\mu \in \mathcal{H}_C^n} \|f_\mu\|_2^2 \leq 2n^2\|C\|_\infty^2,
\]
where we used representation of a linear operator as a matrix of size \(n \times n\). Overall, in this setting we have the following complexity in terms of the number of gradient computations:
\[
N = O\left(\frac{n^4\|C\|_\infty^2}{\varepsilon^2} \log^2 \left(\frac{1}{\sigma}\right)\right).
\]
Moreover, each computation of the gradient can be done on \(O(n^2)\) time since any function \(f_\mu\) can be represented by a square matrix \(\Theta\), and each gradient step can be represented in the space of matrices. This leads to the following total complexity

\[
N = O \left( \frac{n^6 \|C\|_\infty^2}{\varepsilon^2} \log^2 \left( \frac{1}{\sigma} \right) \right).
\]

On the one hand, this theoretical complexity is quite pessimistic. On the other hand, the main advantage of our algorithm with the linear kernel is the lack of parameters to tune, and relatively cheap iterations in comparison to KMD with general kernels and methods based on gradients of the optimal transport distance [17].

**Remark 7.** All the complexity bounds in sections 3.1, 3.3, 3.4 are based on bounds for the norm of the solution to the dual problem (3) and for the dual norm of stochastic subgradients. These bounds are typically rough enough and we may expect that in practice significantly smaller estimates can be used, which may lead to faster convergence due to larger step-sizes. From this point of view, it may be useful to use adaptive variants of Stochastic Mirror Descent or Stochastic Mirror Prox): [56, 4, 57] with the adaptive batching idea of [20, 21].

### 4 Experiments

In this section, we illustrate the practical performance of the proposed algorithms by numerical experiments. Our goal is to compute population barycenter with respect to \(W_2\) distance on various datasets.

#### 4.1 Finite Support Algorithm

Algorithm 1 for the finite-support setting has good theoretical properties but its practical performance depends on the choice of the step-size. To demonstrate this effect, we perform experiments on an auxiliary dataset of \(m = 10\) 1-d Gaussian measures. Each measure is discretized over the segment \([-10; 10]\) with \(n = 300\) point masses. We use a small number of measures to make computation of the objective functional feasible.

We vary dependence on the total number of steps \(N\) in the step-size formula of Algorithm 1 from \(N^{-0.5}\) to \(N^{-0.33}, N^{-0.2}, N^{-0.1}\) and perform computation with \(N = 5,000,000\) steps. We demonstrate the rate of convergence for all these step-size choices in Figure 1. Additionally, we compare shapes of the final measures in the case of a step-size \(\sim N^{-0.33}\) with the barycenter given by the solution of the corresponding linear program and with output of the Iterative Bregman Projections (IBP) algorithm with \(\gamma = 3 \cdot 10^{-4}\) and \(\gamma = 10^{-2}\) in Figure 2.

In the case of larger step-size (\(\sim N^{-0.2}\) and \(\sim N^{-0.1}\)) we observe problems with scaling: there is some point with much bigger assigned mass than other. At the same time for IBP, smaller values of the regularization parameter lead to numerical instability of the algorithm whereas the value \(\gamma = 10^{-3}\) gives us a very similar picture to \(\gamma = 3 \cdot 10^{-4}\). We also can see that IBP outperforms our approach in terms of convergence rate.

#### 4.2 Kernel Mirror Descent

We study Kernel Mirror Descent Algorithm 2 in three settings:
• Gaussian RBF kernel $K(x,x') = \exp\left(-s\|x - x'\|^2_2\right)$;

• Information-Diffusion kernel $K(x,x') = \exp\left(-\frac{1}{t} \arccos^2\left(\langle \sqrt{x}, \sqrt{x'} \rangle\right)\right)$;

• Linear kernel $K(x,x') = \langle x, x' \rangle$.

For the first two settings we choose a good value of the parameter $R^2$ and the parameter of the kernel by performing a grid-search. For the last setting, we implement a more computationally efficient algorithm that works directly with matrices as briefly discussed in Section 3.4.

We compare our approach with two algorithms, described in [17]:

• Gradient descent with gradients of the regularized Wasserstein distance computed by Sinkhorn algorithm with stabilization [53];

• Mirror descent with subgradients of non-regularized Wasserstein distance computed by solving the dual OT problem via linear programming solver.

We refer to the first approach as Sinkhorn-based and the second one as direct LP-based.

1-d Gaussian measures. To compare convergence we consider an auxiliary dataset of randomly generated Gaussian measures. The main reason to choose this dataset is the ability to compute the true $W_2$-barycenter of the distribution [16]. We generate 10000 1-d Gaussian measures $\mathcal{N}(\mu,\sigma^2)$ with $\mu$ sampled from $\mathcal{N}(1,4)$ and $\sigma$ sampled from $\text{Exp}(1/2)$. The true population barycenter for this distribution over Gaussian measures is $\mathcal{N}(1,4)$, since the expected value of $\mu$ is 1 and the expected value of $\sigma$ is 2.

After that, for each measure, we consider its discretization over the segment $[-10; 10]$ with $n = 300$ point masses. In the first step, we consider distributions over mean and variance with much more general support to generate measures that could be called outliers, and make this model closer to applications. Our goal is to compute approximate $W_2$-barycenter using these discrete measures.

As a performance measure we choose $W_2$-distance to the true barycenter. We notice that we do not have convergence guarantees in this metric for our algorithms. However, this is one of the very limited number of ways to evaluate the quality of a barycenter approximation in the online approach where the expectation can not be expressed analytically.

Firstly, we found optimal parameters for our general kernel methods by the 2-dimensional search over log-scale grid. For both considered types of general kernels the optimal value was $R^2 = 45$, optimal $s$ for RBF kernel is 0.02 and optimal $t$ for information diffusion kernel is 200. We observe a tradeoff between the stability of the learning trajectory and the functional optimization, as can be seen in Figure 3. The key effect is that it is sufficient to choose a relatively small value of $R^2$ to have good convergence properties. Notice that we do not claim that our algorithm has convergence guarantees in $W_2$-distance and the effect of stagnation on the level about $5 \cdot 10^{-2}$ in Figure 3 could be explained by a lack of convergence in $W_2$-distance.

Secondly, we compare the barycenter approximations obtained by our two kernel methods with the Sinkhorn-based approach with three values of the regularization parameter $\gamma = 10^{-2}, 10^{-4}, 10^{-6}$. Since the barycenters produced by
Kernel Mirror Descent with both studied kernels are visually almost the same, we present only one of them. We also perform the comparison for $\gamma = 10^{-3}$ and $\gamma = 10^{-5}$, but we choose previous three values as the most illustrative ones. The result of comparison can be found in Figure 4.

For Sinkhorn-based methods, we faced numerical instabilities in the computation of the gradients that may lead to numerical errors even using a stabilized algorithm. This computational issue may explain the strange shape of the approximate barycenter produced by Sinkhorn-based method with $\gamma = 10^{-4}$. Also, notice that the gradient descent with Sinkhorn-calculated gradients converges not to the true but to the regularized barycenter.

Next, we compare barycenter approximations computed with the linear KMD and the Sinkhorn-based method in Figure 5. Note that our algorithm outperforms Sinkhorn-based method with a relatively big value of $\gamma = 10^{-1}$. For the very small value $\gamma = 10^{-6}$ the results are close with our approximation being a bit sharper. Moreover, our algorithm is parameter-free and we do not require to tune the regularization parameter $\gamma$ and the number of Sinkhorn iterations to have a relatively good approximation quality.

A comparison of the approximation by our method with the direct LP-based method is presented in Figure 6 where we can see that to obtain a good quality, the direct LP-based method requires more measures than KMD.

Finally, we compare all the methods using the proposed quality metric in Figure 7. Gaussian and information diffusion kernels show almost the same performance. The best method in $W_2$ distance to the true barycenter is the direct LP-based method.

Also, we can observe that the Sinkhorn-based method with small $\gamma = 10^{-6}$ has an increasing trend in terms of $W_2$-distance to the true barycenter. This may be due to the convergence to the regularized barycenter and due to numerical instabilities in gradients caused by the small value of $\gamma$: the computation of the gradient becomes less and less precise.

Additionally, we can see that approximate barycenters produced by the linear KMD outperforms Sinkhorn barycenters with $\gamma = 10^{-2}$ and $\gamma = 10^{-4}$ not only visually but also in the $W_2$ distance, and the barycenter approximations produced by the KMD with Gaussian kernel become better than the Sinkhorn-based method when the iteration number is large.

We compare also the running time of each algorithm in Figure 8 except the direct LP-based method and Sinkhorn-based methods with $\gamma = 10^{-4}$ and $\gamma = 10^{-6}$ since they spend about 132, 24 and 25 minutes respectively whereas all the other methods converge in less than 4 minutes. We observe one expected effect: the curves corresponding to the general
Figure 4: Comparison between the KMD and the Sinkhorn-based method.
Figure 5: Comparison between the linear KMD and the Sinkhorn-based method.
Figure 6: Comparison between the KMD and the direct LP-based method.
Figure 7: Quality of the estimation in $W_2$-distance to the true barycenter on 1-d Gaussian dataset. Presented in log-log scale.

Figure 8: Speed of processing new measures on 1-d Gaussian dataset.

KMD are parabolas whereas all other curves are lines. Another effect on this graph is related to the regularization parameter $\gamma$ for the Sinkhorn-based method: smaller parameter value requires more iterations to produce a gradient. Also we can see that the information diffusion kernel is slightly more computationally efficient than the Gaussian kernel.

2-d Gaussian measures. Our next goal is to evaluate performance of our algorithms in the high-dimensional setting. Our choice is a dataset of randomly generated 2-dimensional Gaussian measures discretized over the grid $50 \times 50$. Thus, our input histogram measures are elements of a 2500-dimensional simplex.

In this case, LP-based approach is computationally infeasible since the complexity of gradient computation by an LP solver is $O(n^3)$. Thus, we compare the proposed approach with the Sinkhorn-based online method.

First of all, we describe the measure generation process: we sample means of 2-dimensional Gaussians from $\mathcal{N}((-1,1)^T, 0.75)$ and covariance matrices from Inverse-Wishart distribution with parameters $\Phi = \begin{pmatrix} 1 & 0.1 \\ 0.1 & 0.3 \end{pmatrix}$ and $\nu = 2$. To compute the barycenter of these distributions, we sample $2 \cdot 10^6$ measures and apply the fixed-point iteration procedure [16]. After that, we compute histograms of all these measures at the segment $[-5, 5]^2$ over grid $50 \times 50$, add $1e-9$ to all elements and normalize to ensure positivity.
Figure 9: Quality of the estimation in $W_2$-distance to the true barycenter on 2-d Gaussian dataset. Presented in log-log scale.

| $\gamma$     | 10^{-6} | 10^{-5} | 10^{-4} | 10^{-3} | 10^{-2} | 10^{-1} |
|--------------|---------|---------|---------|---------|---------|---------|
| Time, min.   | 521.85  | 491.88  | 502.63  | 433.81  | 354.13  | 30.01   |

KMD Information-diffusion kernel: 9.42
RBF kernel: 10.32
Linear kernel: 5.37

Table 1: Running time comparison for 2-d Gaussian dataset.

To compare our algorithms with the Sinkhorn-based method we used 5000 measures. The comparison in $W_2$-distance to the true barycenter can be found in Figure 9. The best result is obtained by the Sinkhorn-based algorithm with $\gamma = 10^{-6}$. Also, notice that our approaches with general kernels perform well whereas linear KMD almost failed.

Running time comparison is presented in Table 1. Notice that values for the smallest regularization parameters almost coincide because algorithms reached a maximum number of Sinkhorn iterations. In this table, we see that KMD performs much faster than Sinkhorn-based method whereas it has a relatively good quality that was outperformed only by using very small $\gamma = 10^{-6}$ with almost 50-time worse running time.

MNIST dataset First of all, a real-world dataset gives us an opportunity to demonstrate the performance on real images. We use 2500 images of hand-written digits «3» from the MNIST dataset\(^2\) and our goal is to compute their $W_2$-barycenter in the online setting. The barycenter approximations generated by the Kernel Mirror Descent (Algorithm 2) with an information-diffusion kernel with parameters $R^2 = 10, t = 10$ during first 100 iterations can be seen in Figure 10. Notice that the Sinkhorn-based method does not provide any meaningful pictures during the first 100 iterations.

Our next goal is to study the influence of the kernel parameters and the parameter $R^2$ for the Kernel Mirror Descent algorithm with the information diffusion kernel. For this experiment, we run a 2-d grid-search over the parameters $R^2$ and $t$. The most interesting results are presented in Figure 11.

\(^2\)http://yann.lecun.com/exdb/mnist/

Figure 10: Learning of the barycenter of MNIST dataset.
For the values of $t$ less than 0.004 the image disappears. Thus, we may say that the value of $t \geq 1$ can be considered as a «safe» threshold value for obtaining a good barycenter. However, there is a possibility to vary the «thickness» of the barycenter by tuning this parameter.

If we fix $t$ and start to vary the parameter $R^2$, we can see that this parameter affects the «sharpness» of the barycenter. Additionally, the choice of $R^2$ can be considered as a new type of regularization.

### 5 Conclusion

In this work, we consider two algorithms for the stochastic approximation approach to the population Wasserstein barycenter problem in the discrete setting. This barycenter minimizes the expectation of the Wasserstein distance to random probability measure generated from some distribution.

The first algorithm uses an additional assumption that the expectation is taken over a finite number of measures. This assumption is very similar to the standard offline setting with the SAA-approach when we replace the expectation with the finite-sum. This algorithm has similar theoretical complexity to that of the well-known Iterative Bregman Projections algorithm.

The second algorithm is proposed for a general setting without such restrictive assumptions and uses optimization in reproducing kernel Hilbert spaces as the main instrument. It is the first algorithm for the online Wasserstein barycenter problem that does not use typically expensive or numerically unstable computation of (sub)gradients of the Wasserstein distance or its regularized version. Moreover, in the experiment section, we show that our approach is practical and comparable to both main existing online approaches. Also, the use of the simplest possible linear kernel gives us a practical parameter-free algorithm.
Turning to possible extensions, a promising direction for future work is an application of this saddle-point framework to the entropy-regularized problem. Regularization allows one to use accelerated gradient methods that are known to be efficient for solving the regularized optimal transport problem [38][41]. Another reasonable direction is extension of this approach to the continuous measure spaces, e.g. the space of Gaussian measures.
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