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A common first step in time series signal analysis involves digitally filtering the data to remove linear correlations. The residual data is spectrally white (it is “bleached”), but in principle retains the nonlinear structure of the original time series. It is well known that simple linear autocorrelation can give rise to spurious results in algorithms for estimating nonlinear invariants, such as fractal dimension and Lyapunov exponents. In theory, bleached data avoids these pitfalls. But in practice, bleaching obscures the underlying deterministic structure of a low-dimensional chaotic process. This appears to be a property of the chaos itself, since nonchaotic data are not similarly affected. The adverse effects of bleaching are demonstrated in a series of numerical experiments on known chaotic data. Some theoretical aspects are also discussed.

I INTRODUCTION

Much of the current interest in nonlinear signal processing arises not so much as an extension of linear analysis, but from the recognition that an entirely new idea — chaos — will play a significant role. In some cases, this entirely new idea has led to entirely new techniques for time series analysis. These have provided experimentalists with new ways to understand the implications of their data, though the limitations of these new technologies have not always been understood or well appreciated. In other cases, chaos has shed new light on the interpretation of conventional time series analysis tools (for instance, by providing a deterministic explanation for broadband spectra). Our intent here is to investigate the limitations of one of these conventional tools in the context of chaotic time series.

Bleaching, or “pre-whitening,” is the process of linearly filtering time series data to remove autocorrelation — that is, to make the power spectrum more nearly flat, or “white.” As a first step in time series analysis, it is a time-honored practice among statisticians [1–4] and statistics-minded economists [5–10]. Even the classic treatise of Blackman and Tukey [11] recommends “preemphasis” of a signal to make the spectrum “more nearly constant.” It is an initially attractive procedure because it eliminates autocorrelation, which is one of the major sources of artifact in nonlinear time series analysis [12–16]. Further, since bleaching is accomplished with a finite order non-recursive (or finite-impulse-response, or FIR) filter, it can be proven that the nonlinear properties (such as dimension and Lyapunov exponent) remain invariant [6, 17–21].

However, this theoretical invariance does not always carry over to practical data analysis. It has long been known that recursive (or infinite-impulse-response, or IIR) filters can — in practice and in principle — change the character of a nonlinear process, as inferred from its time series [22, 23]. Mitschke [24] suggested that

$$x_t = a_o + \sum_{k=1}^{q} a_k x_{t-k}$$  \hspace{1cm} (1)

which is given by the model

After introducing the bleaching process in Sect. II, the effect of bleaching on chaotic data is demonstrated numerically, first by looking at the problem of nonlinear prediction (in Sect. III), then by comparing residual-based to surrogate data approaches for detecting nonlinearity in time series (in Sect. IV). These numerical results lead us to argue against pre-whitening chaotic data; however, in Sect. V, this view is tempered by showing that some linear prefiltering can still be advantageous. The emphasis in this paper is on numerical results, but in Sect. VI some theoretical issues are discussed: the limit of infinite data with infinite order filtering; and the relation of filtering to the more familiar problem of “optimal” embedding.

II BLEACHING

Given a time series $x_t$, the best linear predictor $\hat{x}_t$ is given by the model

$$\hat{x}_t = a_o + \sum_{k=1}^{q} a_k x_{t-k}$$  \hspace{1cm} (1)
for which \( \hat{x}_t \) most closely approximates \( x_t \) in the least-squares sense. The residuals (also called “innovations” or “disturbances”) \( e_t = x_t - \hat{x}_t \) measure how much of the original time series is not linearly predictable from the past. That is,

\[
e_t = x_t - \left[ a_0 + \sum_{k=1}^{q} a_k x_{t-k} \right],
\]

where \( q \) is the order of the model, and the linear coefficients \( a_k \) are obtained by a least-squares fit which minimizes the variance of the residuals.

A result from the theory of linear time series analysis states that in the large \( q \) limit, the residuals \( e_t \) obtained by subtracting from \( x_t \) the best linear predictor \( \hat{x}_t \) will be uncorrelated; that is, the residuals \( e_t \) are spectrally white (the Appendix outlines an informal proof).

**FIG. 2.** Four measures of goodness of fit are plotted as a function of \( q \) for the Hénon map with \( N = 1024 \) points. The in-sample fitting error (\( \bigcirc \)) decreases monotonically with increasing \( q \) because there is no penalty for more parameters and no guard against overfitting. The out-of-sample fitting error (\( \times \)) and the Akaike Information Criterion (\( \diamond \)) both show a leveling-off at \( q = 6 \), while the Schwarz criterion (\( \checkmark \)) indicates a definite minimum at \( q = 6 \), suggesting that an order 6 fit is optimal with this many data points. The Akaike curve is \( \log \sigma + q/N \) where \( \sigma \) is the in-sample rms fitting error, and the Schwarz curve is \( \log \sigma + (q \log N)/2N \).

While the fit is based on the best auto-regressive (AR) model, the linear map that takes \( x_t \) to \( e_t \) in Eq. (2) is a moving-average (MA) filter; that is, it is a nonrecursive, finite order, or finite-impulse-response (FIR), filter. Strictly speaking, it will not change the structure of the attractor for finite \( q \) [6, 17–20]. For example, if \( x_t \) lies on a strange attractor, then \( e_t \) will lie on an attractor of the same dimension. This is not true of an AR filter, which can increase the dimension of the attractor [22, 23]. Actually, it is possible for a nongeneric MA filter to reduce the dimension, by “undoing” an AR filter’s increase [18, 19].

However, as Fig. 1 shows, the effect of bleaching the Hénon attractor [26] is to distort the attractor considerably, and to make its low-dimensionality much less evident. The order of the model, \( q \), is generally chosen by some criterion which trades off the variance of the residuals (in-sample error of fit) against a penalty for number of parameters. In Fig. 2, we plot Akaike’s information criterion (AIC) [27], Schwarz’s criterion [28], and out-of-sample error as a function of \( q \), and show that \( q = 6 \) is a good choice for the Hénon map with \( N = 1024 \) points.

**III  NONLINEAR MODELING**

A very direct measure of determinism in a time series is the accuracy of a nonlinear predictor. We performed a numerical experiment that involved modeling the Hénon attractor with a nonlinear predictor based on local-linear fits to the \( k \) nearest neighbors [29]. The results are shown in Fig. 3. The time series contains \( N = 1024 \) points, half of which are used for learning the nonlinear map, and the other half for testing the goodness of the model. We used \( k = 2m \), where \( m \) is the embedding dimension of the model. In general, increasing the embedding dimension (up to \( m = 3 \) im-
proves the prediction, but increasing \( q \) degrades the prediction. Nonlinear prediction of fully bleached data leads to errors that are in this case two orders of magnitude larger than errors obtained by directly fitting the raw data.

Note that for both the raw data and for the residuals, an embedding dimension of \( m = 3 \) is in principle adequate, since the fractal dimension is approximately \( d \approx 1.3 \) \cite{30}, and a theorem of Sauer et al. \cite{17} states that as long as \( m > 2d \), the embedding will almost always be sufficient.

**IV DETECTING NONLINEARITY**

In this section, we will describe how bleaching influences statistical tests for nonlinearity. The motivation behind a test for nonlinearity is sometimes simply to determine whether a linear model will capture all of the structure in the time series. Often, however, there is a hidden agenda. One may seek to detect nonlinearity as a first step in what is ultimately a search for chaos. Nonlinearity is certainly a pre-requisite for chaos, but it is not the most straightforward way to test for chaos. A more direct approach might be to estimate the largest Lyapunov exponent. A positive Lyapunov exponent implies chaos, so a positive estimate would be taken as direct evidence in favor of chaos. The main problem with this approach is that the estimation of Lyapunov exponent is a nontrivial procedure \cite{31, 32}, and it is difficult to quantify the reliability of the estimate. Testing only for nonlinearity may not be as direct a test for chaos (the disadvantage being that a positive identification of nonlinearity does not imply chaos), but it can be done far more reliably than trying to compute a Lyapunov exponent.

Bleaching provides a conceptually simple approach to testing for nonlinearity in time series. Since the residuals of a bleached time series have no linear correlations, any correlations that are found in the residuals must be nonlinear. In particular, testing the residuals against IID (independent and identically distributed) is equivalent to testing the original time series for nonlinearity.

This is the basis of the Brock–Dechert–Sheinkman (BDS) test \cite{5} (see Ref. \cite{7} for a recent and more complete exposition), the tests for chaos described by Hsieh \cite{9} (though with the financial time series of interest here, there is little autocorrelation to begin with \cite{8}), a neural-net-based test for “neglected nonlinearity” \cite{10}, as well as a variety of classical nonlinearity tests \cite{1, 2}, many of which are reviewed in Tong \cite{4}. To be fair, not all of these tests were designed with the idea of looking for chaos. Our point is that those tests which have bleaching as their first step will have low power when the test data is chaotic. We should also be careful to
Our approach will be to compare the power of different tests for nonlinearity when the form of that nonlinearity is chaos. In statistical terminology, the null hypothesis is linearly correlated noise, and the alternative hypothesis is chaos. If the alternative hypothesis is a specific chaotic process, one can imagine designing very sensitive tests for distinguishing this process from the null. For the broad class of chaotic processes (and especially for the even broader class of nonlinear processes that may or may not be chaotic), the notion of an optimal design ceases to be well-defined. The emphasis here, however, will not be on finding the most powerful tests for nonlinearity; instead we will concentrate on even broader class of nonlinear processes that may or may not be chaotic, the notion of an optimal design ceases to be well-defined. The emphasis here, however, will not be on finding the most powerful tests for nonlinearity; instead we will concentrate on more powerful tests for distinguishing this process from the null.

Instead of comparing residuals to IID, a more direct approach is to compare the original data to surrogate data sets which mimic the linear correlations in the original time series, but which are otherwise random [25, 33–36]; in the statistical literature, the approach is often identified as a bootstrap. There is some discussion of the connection between the surrogate data approach and the classic bootstrap in Refs. [36, 37]; the interested reader should also consult Refs. [34, 38] for pointers into the relevant literature.

A discriminating statistic (which for chaotic processes is often chosen to be a dimension or Lyapunov exponent estimator, or the error in a nonlinear predictor, but in general can be any function that maps a full time series into a single number) is computed for each of the surrogates and for the original data set. If the number obtained for the original data set is significantly different from those obtained for the surrogate data sets, then a null hypothesis of linearly correlated noise can be rejected. A crude (and cheaply computed) measure of how significantly different the original is from the surrogate data is given by the number of “sigmas”:

\[
\text{sigmas} = \frac{Q_{\text{original}} - Q_{\text{surrogate}}}{\sigma_{\text{surrogate}}}
\]

Here \(Q_{\text{original}}\) is the value of the discriminating statistic for the original data set, and \(Q_{\text{surrogate}}\) and \(\sigma_{\text{surrogate}}\) are the mean and standard deviation, respectively, of the discriminating statistics computed for the surrogate data sets. We remark that this is a heuristic measure. Properly, one should compute the probability (also called the \(p\)-value) of mis-identifying a linear time series as nonlinear. One way to estimate \(p\) is from the percentile ranking of \(Q_{\text{original}}\) in a sorted list of all the \(Q\) values. Only when the \(Q\) statistic has a distribution of some previously assumed form (usually Gaussian) can the \(p\)-value be computed directly from the number of sigmas. In general, though, the more sigmas, the smaller the \(p\)-value, and the more powerful the statistic. We will be using sigmas as an inexpensive measure of relative power.

Formally, the method of surrogate data provides a measure of statistical confidence that the null hypothesis is false; informally, it can be used as a control experiment to assess whether the measurement of a given nonlinear property is being fooled by simple linear correlation in the time series.

Our approach will be to compare the power of different tests for nonlinearity when the form of that nonlinearity is chaos. In statistical terminology, the null hypothesis is linearly correlated noise, and the alternative hypothesis is chaos. If the alternative hypothesis is a specific chaotic process, one can imagine designing very sensitive tests for distinguishing this process from the null. For the broad class of chaotic processes (and especially for the even broader class of nonlinear processes that may or may not be chaotic), the notion of an optimal design ceases to be well-defined. The emphasis here, however, will not be on finding the most powerful tests for nonlinearity; instead we will concentrate on the simpler question of how bleaching affects the power of existing tests when the alternative is chaos.

In the numerical experiment shown in Fig. 5, significance was computed for a variety of discriminating statistics on a chaotic time series and on time series obtained by bleaching with ever larger values of \(q\). By and large, the significance was found to decrease with increasing \(q\). We also performed some experiments with quasiperiodic data (not shown), and we found that bleaching

---

**FIG. 4.** Similar to Fig. 3, but instead of using chaotic data, we use (a) noise-free, and (b) noisy quasiperiodic data. Note that in contrast to the case of chaotic data, the effect of bleaching is not to degrade the accuracy of a nonlinear model, but on the contrary to improve it. Embedding dimensions shown are \(m = 0\) (dotted line); \(m = 1\) (short dashed line); \(m = 2\) (dashed-dotted line); \(m = 3\) (long dashed line); and \(m = 4, 5, 6, 8, 10, 12, 14, 16, 18, 20\) (solid lines). In general, the larger the \(m\), the smaller the error (except the \(m = 0\) curve, which is actually more accurate than the \(m = 1\) curve).
did not noticeably alter the ability of the surrogate data method to detect nonlinearity. We remark, however, that attempting to distinguish nonlinearity in quasiperiodic data is a very fussy issue. Stable limit cycles and limit tori arise only in nonlinear systems, yet the absence of chaos implies that linear models (of sufficiently high order) can in principle do as well as nonlinear models. This issue is discussed in further detail in Ref. [37].

In the method of surrogate data, just about any nonlinear statistic can be used. For example, we have found a very simple measure of nonlinearity that is motivated by the fact that linear time series have symmetric rise and fall times; the asymmetry in the derivative can be measured by a simple skew statistic, \( ⟨(x_t - x_{t-1})^3⟩ \). For the experiment in Fig. 5, it is this statistic which we found most sensitive to the nonlinear structure in the time series. (See Tsay [34] for further discussion of this statistic.)

IV.A COMPARISON TO BDS

Brock, Dechert, and Scheinkman [5] developed a statistic to test for nonlinearity based on the correlation integral of Grassberger and Procaccia [39]. This is, to our knowledge, the first statistically rigorous test to exploit the “new paradigm” of deterministic chaos as an alternative hypothesis. To define the BDS statistic for a time series of \( N \) points, first define \( C_m(N, r) \) as the \( m \)-dimensional correlation integral

\[
C_m(N, r) = \frac{2}{N(N-1)} \sum_{i=1}^{N} \sum_{j=1}^{m-1} \Theta(r - |x_{i+k} - x_{j+k}|)
\]

(7)

where \( \Theta(x) \) is the Heaviside step function; it is one for positive \( x \), and zero otherwise. For IID data, in the limit \( N \to \infty \), one expects \( C_m(N, r) \approx C_1(N, r)^m \). In particular, the BDS statistic

\[
Q_{BDS} = \sqrt{N} \left[ C_m(N, r) - C_1(N, r)^m \right]
\]

(8)

will for IID data converge to a normal distribution with zero mean and fixed variance. The variance can be estimated from the data, but for our purposes, we find it convenient to estimate the variance using Monte-Carlo simulation.

In particular, we use \( Q_{BDS} \) as the discriminating statistic in the scheme of surrogate data. We find that as a discriminating statistic, it is quite powerful. However, when it is applied to bleached data, it loses its original power. We suggest therefore that the BDS statistic should not be applied to residuals and compared against IID, but instead should be applied to the original data and compared against the appropriate surrogates (see Fig. 6).

IV.B COMPARISON TO MCLEOD-LI

One of the most straightforward conventional approaches to testing for linearity in a time series is to look at the autocorrelation of the squared residuals. If the residuals truly are IID, then their squares will be IID, and therefore, the squares will have zero autocorrelation. In particular, the statistic based on sample autocorrelation of the squares

\[
Q_{ML} = N(N + 2) \sum_{k=1}^{m} \frac{1}{N - k} r_k^2,
\]

(9)

where

\[
r_k = \frac{\langle e_i^2 e_{i+k}^2 \rangle - \langle e_i^2 \rangle^2}{\langle e_i^4 \rangle - \langle e_i^2 \rangle^2}
\]

(10)

is the autocorrelation of the squared time series, will for IID data converge as \( N \to \infty \) to a well-defined distribution. This is a particular case of the McLeod-Li [1] statistic [40]. As in the case of the BDS statistic, we can apply the statistic to unbleached data by simply using \( x_t - \langle x_t \rangle \) in place of \( e_t \) in the above formula. However, at least for the numerical experiment in Fig. 5, we found that this statistic was the weakest of our tests for nonlinearity.

Further, the McLeod-Li statistic seems to improve when the data set is bleached. This can be understood intuitively by realizing that the autocorrelation of the squared time series involves very large values (and therefore, very large variances). One natural way to reduce these values is with the following modification:

\[
Q_{MML} = N(N + 2) \sum_{k=1}^{m} \frac{1}{N - k} (r_k - A_k)^2
\]

(11)

where \( r_k \) is the autocorrelation in the squared time series (as before), and \( A_k \) is the autocorrelation of the original time series.

\[
A_k = \frac{\langle x_t x_{t-k} \rangle - \langle x_t \rangle^2}{\langle x_t^2 \rangle - \langle x_t \rangle^2}
\]

(12)

The idea is to “subtract off” that much of the autocorrelation of the squares which can be attributed to the autocorrelation in the original time series. Fig. 7 shows that the new statistic is more powerful when used with surrogate data; and for the data set under consideration, is optimal for a small value of \( q \).
V SOME GENERAL REMARKS ON LINEAR FILTERING

In the case of the Hénon attractor, bleaching is found to be detrimental both to nonlinear modeling and to detecting nonlinearity. But it would be incorrect to assume that all linear filtering is in all cases bad. Given a particular data set, and a particular nonlinear task, one expects that there is a particular linear prefiltering that will optimize the performance at the given task. The theme of this article is that the particular linear filter that corresponds to bleaching is rarely optimal, and usually makes things worse.

In this section, we will give two examples of situations that arise frequently in practice. In both cases, linear prefiltering is seen to be advantageous, but in neither case is full bleaching recommended.

V.A UNFILTERING FILTERED DATA

A natural example is to begin with a known chaotic time series, and then to low-pass filter the data, so as to introduce a lot of linear correlation in the data. For example, if \( h_t \) is a chaotic time series, and \( |\alpha| < 1 \), then

\[
 x_t = \alpha x_{t-1} + h_t \tag{13}
\]

gives a time series \( x_t \) which for \( \alpha \) near 1 is dominated by the linear component [41]. While this example may appear at first sight contrived, it represents a very common physical occurrence: the observation of a natural phenomenon through a low-pass filter. For instance, a resistance \( R \) and capacitance \( C \) between the probe and the phenomenon being measured leads to a characteristic time of \( RC \), and corresponds to \( \alpha = e^{-1/RC} \) in Eq. (13). This is certainly the situation for the example of scalp-based measurements of brain electrical activity, as in the electroencephalogram (EEG).

In this case, it can be advantageous to digitally filter the observed time series to counteract the effect of the filter through which the data were observed. However, it is still not recommended to fully bleach the data! In particular, Fig. 8 shows that for a sum of four Hénon time series, prefiltered with \( \alpha = 0.9 \), the optimum amount of bleaching is given at \( q = 1 \) or 2. However, from the point of view of linear modeling, \( q = 7 \) is the “proper” amount of
bleaching for this time series (based, as in Fig. 2, on AIC, Schwartz, and out-of-sample error criteria). At \( q = 7 \), the significance of the evidence for nonlinearity is negligible. The evidence at \( q = 0 \) is not very significant (depending on the discriminating statistic), so there is a real advantage to a “little” bleaching to remove a dominating linear component.

FIG. 8. Here, the chaotic time series is obtained by AR filtering \((a = 0.9)\) a time series of four independent Hénon maps summed together. The time series is bleached at several values of \( q \). As before, the embedding dimension is \( m = 3 \). Some bleaching (at \( q = 1 \) or 2) leads to significant evidence for nonlinearity, but full bleaching (at \( q = 7 \) for this time series) gives time series with no detectible nonlinear structure. Here, the discriminating statistics used were: modified BDS (\( \bigotimes \)), skew (\( \bigotimes \)), correlation dimension (\( \bigcirc \)), correlation integral (\( \bigcirc \)), and local linear forecasting error (\( \bigcirc \)).

In a more practical situation, if one is seeking evidence for nonlinearity in a time series of sea levels, it can be advantageous to “filter out” the daily and monthly tides which dominate the variations [42]. We also note that Townsend [43] reported improved modeling of speech signals after linear filtering; we suspect that this is due to the dominant underlying periodicity of these signals.

V.B BLEACHING OVERSAMPLED DATA

Data which are sampled at a much higher rate than that of the underlying physical process will have very little power in the high frequencies. Since the effect of bleaching is to achieve equal power at all frequencies, the effect on oversampled data is to grossly amplify the high frequency behavior.

For noise-free oversampled data, the residuals will have very small amplitude compared to the original data, but the enhancement of the high frequencies will lead to very irregular and “spikey” dynamics. Fig. 9 shows this effect with the Lorenz attractor [44]; data from the Rossler attractor [45], which has a more pronounced periodicity, shows the effect even more severely.

For a time series which is oversampled from a continuous flow but whose measurement is contaminated with uncorrelated additive noise, the effect of bleaching is to amplify the noise. Because this situation is so common in physics experiments, it is sometimes difficult for physicists to imagine why one would ever want to bleach data in the first place. The physicist’s intuition in this case is absolutely correct. This is an example where it is not only unwise to bleach the data, but it is often helpful to filter the data with a low-pass filter, making it less white than the original signal.

VI THEORETICAL CONSIDERATIONS

We have emphasized numerical experiments in this exposition, partly because these provide graphic demonstrations of the phenomena, but also because we do not have a good “theory” of why bleaching should be so detrimental to so many different aspects of nonlinear time series analysis. Intuitively, the linear filtering replaces the current state with a linear combination of states at previous times, and the effect of this combination is to confuse the meaning of the current state; this intuition is made more precise in the following section.

VI.A LIMIT OF INFINITE DATA

When an infinite amount of data is available, then conditions such as those plotted in Fig. 2 do not put a cap on the order of the bleaching filter. That is, one may may have \( q \to \infty \) in Eq. (2). This is no longer a finite-impulse-response (FIR) filter, but is an infinite-impulse-response (IIR) filter, and so the theorems of Refs. [6, 17–20] no longer apply. The filtered time series is no longer guaranteed to preserve the nonlinear invariants, such as attractor dimension, of the original time series. In this section, we describe conditions under which a particular invariant, the Lyapunov dimension, is altered. We speculate that these conditions will apply to more general invariants as well.

The Lyapunov dimension was defined by Kaplan and Yorke [46] as part of a conjecture that related Lyapunov exponents to fractal dimension. If \( \lambda_1 \geq \lambda_2 \geq \cdots \) are the ordered Lyapunov exponents of a dynamical system, and \( k \) is the largest integer such that \( \lambda_1 + \cdots + \lambda_k > 0 \), then the Lyapunov dimension is given by

\[
D_k = k + \frac{\lambda_1 + \cdots + \lambda_k}{|\lambda_{k+1}|}.
\]  
(14)
Note that the Lyapunov dimension depends only on the largest $k + 1$ Lyapunov exponents.

The effect of a general (causal [47]) IIR filter is to add new negative Lyapunov exponents to the dynamics. This is readily seen in the case of the AR(1) filter. As discussed by Badii et al. [22], the filter
\[
e_t = b e_{t-1} + x_t
\] (15)
adds a new variable ($e_t$) to the dynamical system, and a new Lyapunov exponent $\lambda = \log |b|$. A higher order AR(q) filter
\[
e_t = \sum_{k=1}^{q} b_k e_{t-k} + x_t
\] (16)
can be factored to give $q$ new variables, and $q$ new Lyapunov exponents. If $z_1, \ldots, z_q$ denote the $q$ roots of the associated polynomial $Q(z) = 1 - \sum_{i=1}^{q} b_i z^i = (1 - z/z_1) \cdots (1 - z/z_q)$, then we can write Eq. (16) as a system of $q$ equations:
\[
e_t^{(1)} = (1/z_1)e_{t-1}^{(1)} + e_t^{(2)}
\]
\[
\vdots
\]
\[
e_t^{(q)} = (1/z_q)e_{t-1}^{(q)} + x_t
\] (17)
and the new Lyapunov exponents are given by $\lambda_i = \log(1/z_i) = -\log |z_i|$ for $i = 1, \ldots, q$. Note that the roots $z_i$ must all lie outside the unit circle ($|z_i| > 1$) for the filter in Eq. (16) to be stable, and in this case all the new Lyapunov exponents are negative.

If we rewrite the AR(q) filter above in terms of its equivalent MA($\infty$) filter; that is,
\[
e_t = \sum_{k=0}^{\infty} a_k x_{t-k},
\] (18)
then the polynomial
\[
P(z) = \sum_{k=0}^{\infty} a_k z^k
\] (19)
will satisfy $P(z) = 1/Q(z)$ and will have poles $z_1, \ldots, z_q$ where $Q(z)$ has roots.

All of this is motivation for the following statements: The new Lyapunov exponents generated by an IIR filter given in Eq. (18) are $\lambda_i = -\log |z_i|$ where $z_i$ are the poles of the polynomial in Eq. (19). If the filter is invertible and has bounded coefficients $a_k$, then there will be no poles or zeros inside the unit circle.

Now, we wish to consider the particular IIR filter that corresponds to bleaching. This is given by Eq. (2) with $q = \infty$, and has the property
\[
\langle e_t e_{t-\tau} \rangle = \sigma^2 \delta_{0,\tau}.
\] (20)
Let us write the causal inverse of the filter in Eq. (2) as
\[
x_t = \sum_{k=0}^{\infty} b_k e_{t-k}
\] (21)
where the $b$'s are given as the coefficients of the polynomial
\[
Q(z) = \sum_{k=0}^{\infty} b_k z^k = \frac{1}{P(z)}
\] (22)
We can exploit the condition in Eq. (20) by writing
\[
\langle x_t x_{t+k} \rangle = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} b_i b_j (e_{t-i} e_{t+k-j})
\]
\[
= \sigma^2 \sum_{i=0}^{\infty} b_i b_{i+k}.
\] (23)
If we introduce the autocorrelation “generating function” (Ref. [48], Sec. 5.7.1) which is the polynomial
\[
A(z) = \sum_{k=-\infty}^{\infty} A_k z^k
\] (24)
where $A_k$ is the autocorrelation function defined in Eq. (12), it is not hard to show that
\[
A(z) = cQ(z)Q(z^{-1})
\] (25)
where $c$ is a constant multiplier. Thus, if $z_0$ is a root of $Q(z)$, then both $z_0$ and $z_0^{-1}$ are roots of $A(z)$. It follows that the largest new Lyapunov exponent introduced by the bleaching is given by
\[
\lambda_0 = -\log |z_0|
\] (26)
where $z_0$ is the smallest root of the autocorrelation generating function $A(z)$ that is outside the unit circle.

Since the Lyapunov dimension $D_1$ depends only on the largest $D$ Lyapunov exponents, where $D = \lceil D_1 \rceil$, a new Lyapunov exponent will change the Lyapunov dimension only if it is larger than $\lambda_D$, the $D$th largest Lyapunov exponent of the original dynamics. These $D$ largest Lyapunov exponents are the only ones accessible from a trajectory that is on the attractor; Šenys [49] calls these the “internal” Lyapunov exponents.

Therefore, a bleaching filter will change the Lyapunov dimension whenever $\lambda_0$, of Eq. (26) is greater than the smallest accessible (or “internal”) Lyapunov exponent $\lambda_D$. One can think of this in terms of two time scales: one is the “linear” timescale associated with the autocorrelation function, and the other is the “nonlinear” timescale associated with the smallest accessible Lyapunov exponent. When the linear timescale is longer than the nonlinear timescale, then bleaching will, in the infinite data limit, actually change the structure of the attractor.

We have already seen, however, that even finite-order bleaching can have a dramatic effect on estimates of nonlinear invariants, and in the following section we outline an approach for quantifying that effect.

VI.B FILTERING, EMBEDDING, AND PROJECTING

As noted in Refs. [17–19], the issue of prefiltering can be recast as an embedding problem. Given a time series $x_t$, one can ask which of the following “embeddings” best describes the actual state of the system at time $t$:
\[
S^{(0)}_t = (x_t, x_{t-1}, x_{t-2}); \quad \text{or}
\]
\[
S^{(a)}_t = (e_t, e_{t-1}, e_{t-2}) = \left(x_t - a_0 x_{t-1}, x_{t-1} - a_1 x_{t-2}, x_{t-2} - a_2 x_{t-3}\right).
\] (27)
And in fact, both of these are projections from the higher dimensional space: $(x_t, x_{t-1}, x_{t-2}, x_{t-3})$. Indeed, the two panels in Fig. 1 can be viewed as two different projections from the eight-dimensional space $(x_t, x_{t-1}, \ldots, x_{t-7})$. Thus the twin issues of
optimal filtering and optimal embedding can both be rephrased in terms of optimal projection.

There are a number of criteria for judging the quality of an embedding. Operational criteria would define the fitness of an embedding in terms of how well it permits nonlinear forecasting or dimension estimation. More direct criteria have also been proposed [50–53].

In particular, the approach suggested by Casdagli et al. [50] compares different embeddings according to how measurement noise is amplified when the embedded state is mapped back to the original state space. The authors define a “distortion” δ which is related to this amplification. In this section, we will measure δ for bleached and unbleached data. We will also introduce a new quantity, γ, which we will call “stretching;” this measures how much a spherical (infinitesimal) noise ball in the original state space will be stretched in going to the embedded space. This new quantity, though also a local quantity (by which we mean it does not depend on global information in the attractor, such as how the attractor is “folded” by the dynamics), provides complimentary information about the embedding.

Following Casdagli et al. [50], let Φ be the map that takes the actual state into the time delay embedding: \( \Phi : \mathbb{R}^d \rightarrow \mathbb{R}^{m+q} \), where \( d \) is the dimension of the actual state space. Let \( \Psi_T \) and \( \Psi_B \) denote two different projections of the time delay embedding from \( m + q \) coordinates to \( m \) coordinates. \( \Psi_T \) is just the map that projects out the first \( m \) coordinates, and \( \Psi_B \) is the projection that corresponds to bleaching the time series. Let \( D\Phi \) and \( D\Psi \) be the Jacobians of these maps; in general they will depend on the location in state space.

From \( D\Phi \) and \( D\Psi \), a “distortion” matrix can be defined [50, Eq. (75)]

\[
\Sigma = \left[D\Phi^T D\Psi^T (D\Psi D\Psi^T)^{-1} D\Psi D\Phi\right]^{-1}
\]

and the distortion itself is given by \( \delta = \sqrt{\text{Trace}(\Sigma)} \). Casdagli et al. [50] have noted that if \( \Psi \) is invertible, there will be no effect at all on distortion. However, even if the filter is invertible, the matrix \( \Psi \) is still a projection, and it is not invertible.

We define the stretching matrix simply as the inverse of the distortion matrix, and so the stretching itself is \( \gamma = \sqrt{\text{Trace}(\Sigma^{-1})} \). Note that while the distortion is sensitive to large eigenvalues of \( \Sigma \), the stretching is sensitive to small eigenvalues of \( \Sigma \). A more comprehensive theory might consider the full eigenvalue spectrum. Note also, in comparison with Eq. (83) of Ref. [50], that this is a local quantity that appears related to estimation error.

In Fig. 10, we compare the distortion for the embeddings of a Hénon time series bleached at increasing levels of \( q \). We again remark that an embedding dimension of \( m = 3 \) is sufficient for all finite values of \( q \) because the Hénon attractor has a dimension \( d \approx 1.3 \), and \( m > 2d \). It appears from these figures that bleaching does not induce considerable distortion, but that it does a phenomenal amount of stretching.

Another way of looking at what is happening can be seen in Fig. 11. Here, distances between pairs of residuals (\( \Delta x_{ij} = |\bar{x}_i - \bar{x}_j| \)) are plotted as a scatterplot against the corresponding distances for the original time series (\( \Delta x_{ij} = |\bar{e}_i - \bar{e}_j| \)). Again, we use an embedding dimension of \( m=3 \), so that the attractors do not overlap themselves. We see a large population of points for which \( \Delta e \gg \Delta x \); these are pairs of points which are close in the original coordinates, but have been stretched far apart in the residual coordinates.

VII CONCLUDING REMARKS

In a variety of numerical experiments, we have described the ill effects of bleaching on nonlinear models of chaotic time series data. We have shown in particular that for detecting nonlinearity, it is often better to compare the given time series with stochastic data that mimics its autocorrelation than to try and subtract out the autocorrelation altogether. This led us to suggest modifications to some standard residual-based statistics, among them the BDS and the McLeod-Li statistics. From the point of view of model building, we have seen that fitting of residuals can cost several orders of magnitude in accuracy of fit, compared to fitting the original data. On the other hand, having demonstrated cases where linear prefiltering is disadvantageous, we have also seen cases where some linear filtering helps.

We have also done experiments with the correlation dimension, and while these results are not shown (but see Sauer and Yorke [19] for a demonstration of how linear filtering can affect estimates of correlation dimension), these estimates are also seriously degraded by the effects of bleaching. Although we have not done the relevant numerical experiments, we suspect that indiscriminate bleaching will have a similarly deleterious effect on estimates of Lyapunov exponent, or upon the tests for determinism advocated by Casdagli [54] and Kaplan [55].

Brock [6] has noted that residual-based statistics “may misidentify deterministic chaos as random noise in a short data set,” but chose to use a residual-based statistic in his study for reasons that were to some extent motivated by the considerable interest at the time in AR(2) models with roots near the unit circle [56]; for such systems, as we noted in Sect. V.A, pre-whitening can help. More recent modeling by Brock et al. [57] used a direct resampling (surrogate data) method for rejecting a variety of null hypotheses. While these conclusions suggest that earlier failures to detect nonlinearity in various economic time series may be vulnerable to
more powerful tests that are not based on residuals, we consider this unlikely, because our tests are more powerful when the alternative hypothesis is chaos, and we have seen no convincing evidence of chaos in financial time series. On the other hand, we are saying that if chaos is the alternative hypothesis, then residual based statistics are probably not as powerful as direct comparisons with similarly autocorrelated (surrogate) data.

Scargle [58] has suggested that a kind of nonlinear Wold decomposition theorem can be derived in which the chaotic process is rewritten as a linear filter of “white chaos.” This uncorrelated process is just the residual time series \( e_t \) of Eq. (2), and our main point in this article is that the residual time series can be much more complicated and difficult to work with than the raw time series. White chaos pays a price for its whiteness. Actually, the algorithm Scargle used for determining the chaotic innovation was more complicated than that of Eq. (2), and in a later paper [59], he recognizes that this algorithm does not in general produce a time series that is in fact uncorrelated. We do not know if the effective prefilter that Scargle ultimately proposes is in general beneficial or detrimental to nonlinear modeling of the time series.

Sugihara and May [60] have noted that their test for chaos based on prediction error can be fooled by autocorrelated noise, and they suggest first-differencing as a method of removing autocorrelation. Although this may be useful in some cases, we argue that this general approach is likely to be problematic on several counts. One, first differencing does not necessarily remove autocorrelation, and in some cases can enhance it; two, in cases where autocorrelation is not removed, the test is still vulnerable to linear artifacts; and three, even if the autocorrelation is significantly removed, the state space structure can become significantly distorted, and the power of the test for detecting nonlinearity (let alone chaos) will have been compromised.

**APPENDIX: DEMONSTRATION THAT BEST FIT RESIDUALS ARE WHITE**

In this appendix, we show that in the limit \( q \to \infty \), the best linear fit leads to uncorrelated residuals.

Let \( \hat{x}_t \) be the “best” linear estimator for \( x_t \), in the sense of minimizing the variance \( \langle e_t^2 \rangle \) of the residuals, where \( e_t = x_t - \hat{x}_t \).

Consider an arbitrary time delay \( \tau > 0 \), and let

\[
\lambda = \frac{\langle e_t e_{t-\tau} \rangle}{\langle e_t^2 \rangle}.
\]

Since we want to show that the residuals are uncorrelated, what we want to show is that \( \lambda = 0 \). Our approach will be to show is that if \( \lambda \neq 0 \), then a better linear estimator than \( \hat{x}_t \) can be constructed, contradicting the hypothesis that \( \hat{x}_t \) was optimal.

Begin by noting that a good estimator for \( e_t \) is given by

\[
\hat{e}_t = \lambda e_{t-\tau}.
\]

so that a new linear estimator for \( x_t \) can be defined by

\[
\hat{x}_t = \hat{x}_t + \hat{e}_t = \hat{x}_t + \lambda (x_{t-\tau} - \hat{x}_{t-\tau}).
\]

Note that this too is an ordinary linear estimator for \( x_t \) in terms of past values \( (x_{t-1}, \ldots) \). Note also, that if \( \hat{x} \) were restricted to finite order \( q \), then \( \hat{x} \) would be of order \( \tau + q \), so this argument does not apply to finite estimators, except through a separate result which we will not show here (see, for instance, Theorem 7.6.6 in Anderson [48]) that finite-order estimators approximate infinite-order estimators as \( q \to \infty \).
Let $e_t$ be the residuals from this new estimator: $e_t = x_t - \hat{x}_t$. Then

$$
\langle e_t^2 \rangle = \langle (x_t - \hat{x}_t)^2 \rangle = \langle (x_t - |x_t + \hat{e}_t|)^2 \rangle = \langle (|x_t - x_t| + \hat{e}_t)^2 \rangle = \langle (e_t - \lambda e_{t-\tau})^2 \rangle = \langle (e_t^2) - 2\lambda(e_{t-\tau}) + \lambda^2(e_{t-\tau})^2 \rangle = (1 - \lambda^2)(e_{t-\tau}).
$$

(33)

From our original hypothesis that $\hat{x}$ was the optimum linear predictor, we have $\langle e_t^2 \rangle \leq \langle e_t^2 \rangle$, which requires $\lambda = 0$, and implies that $\langle e_{t-\tau} \rangle$ is zero for all $\tau > 0$. That is, the residuals have no autocorrelation; they are white.
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