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Abstract

The non-invariant energy functional of the preceding paper is improved in order to obtain its gauge-invariant form by strictly taking into account the non-Abelian character of Relativistic Schrödinger Theory (RST). As an application of the results, the dichotomy of positronium with respect to singlet and triplet states is discussed (ortho- and para-positronium). The degeneracy of the ortho- and para-states occurs in RST if (i) the magnetic interactions are neglected (as in the conventional theory) and (ii) the anisotropy of the electric interaction potential is disregarded. In view of such a very crude approximation procedure, the non-relativistic positronium spectrum in RST agrees amazingly well with the conventional predictions. Indeed using here a very simple trial function with only two variational parameters yields deviations from the conventional predictions of some 10% (or less) up to large principal quantum numbers ($n \simeq 100$). This hints at the possibility that the exact RST calculations could yield predictions for the bound systems which come very close to (or even coincide with) those of the conventional quantum theory. Such a numerical correctness of the RST predictions supports a fluid-dynamic picture of quantum matter where any single particle appears as the carrier of a wave-like
structure (such a structure, however, is generally believed to be associated exclusively with statistical ensembles but not with single particles). Here, more detailed predictions of the positronium spectrum would be desirable but this will necessitate to first elaborate more exact solutions of the RST eigenvalue problem, especially with regard to the anisotropic and magnetic effects.

PACS Numbers: 03.65.Pm - Relativistic Wave Equations; 03.65.Ge - Solutions of Wave Equations: Bound States; 03.65.Sq - Semiclassical Theories and Applications; 03.75.b - Matter Waves
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I Introduction and Survey of Results

The present paper continues the investigation of the fluid-dynamic aspects of quantum matter which, however, in the literature is mostly described in terms of probabilistic point-particle concepts. The frequently quoted paradigm of “wave-particle duality” seems to suggest a certain equivalence of the wave and the particle picture, but in practice the particle picture appears preferably in combination with the probabilistic interpretation and thus has overrun the fluid-dynamic approach. But here one should not overlook the fact that the probabilistic point-particle picture has its interpretative difficulties, too.

Indeed, even one century after the first tentative steps [1] towards a quantum theory of microscopic matter there is still considerable uncertainty about the true nature of the quantum phenomena. Despite the existence of a powerful mathematical apparatus for the description of the quantum world the controversy persists about the right understanding of what is really going on during the course of a quantum process. Even those workers in this field, who are able to handle excellently and successfully the mathematical apparatus, apparently like to conceive the quantum process as a “mystery” from the conptional viewpoint [2, 3]. Thus the proponents of the probabilistic point-particle picture have to concede (more or less involuntarily) that the core of the philosophical confusion about the quantum behavior of matter refers to just that notorious wave-particle duality which Feynmann seemingly had in mind when he said: ”...which has in it the heart of quantum mechanics. In practice, it contains the only mystery [4].”

Concerning now this mysterious wave-particle duality, there seems to have evolved a certain wide-spread consensus which may perhaps be best expressed as follows: ”It is frequently said or implied that the wave-particle duality of matter embodies the notion that a particle—the electron, for example—propagates like a wave, but registers at a detector like a particle. Here one must again exercise care in expression so that what is already intrinsically difficult to understand is not made more so by semantic confusion. The manifestations of wave-like behavior are statistical in nature and always emerge from the
collective outcome of many electron events. In the present experiment nothing wave-like is discernible in the arrival of single electrons at the observation plane. It is only after the arrival of perhaps tens of thousands of electrons that a pattern interpretable as wave-like interference emerges. “[5]. According to this view, the wave-particle duality refers to statistical ensembles but not to individual “particles”. As a consequence of this general belief, the wave concepts in quantum theory must not be applied to single particles: “Although one can in principal measure the mass, charge or energy of a single electron (held, for example, in an electromagnetic trap), one cannot measure its de Broglie wavelength except by a diffraction or interference experiment employing many such electrons”. [5].

But in contrast to this generally accepted picture of the wave-particle duality, it seems to us that those one-particle self-interference phenomena [2, 3] do distinctly hint at the fact that already any single particle is equipped with some kind of wave-like structure which becomes manifest in some special situations (in other situations the wave-like structure may remain hidden). Naturally, such kind of philosophical basis must motivate one to look for a fluid-dynamic description of quantum particles which is able to compete in many areas with the conventional probabilistic paradigm. Here the conventional probabilistic theory of quantum matter and the present fluid-dynamic approach should not be understood as mutually falsifying logical systems but should rather be conceived in the sense of Bohr [6] as complementary ways to look upon the quantum domain. Indeed, the very successful density functional theory [8, 9] demonstrates that a fluid-dynamic approach to the quantum phenomena is logically possible and at least as useful in atomic and molecular physics as the conventional probabilistic approach.

An alternative theoretical framework of the fluid-dynamic type has recently been proposed in form of the Relativistic Schrödinger Theory (RST) (see the list of references at the end of the paper). This (rigorously relativistic) theory is also based upon the concept of wave functions, albeit not in the probabilistic sense of the conventional theory, but rather in the fluid-dynamic sense where the wave functions serve to build up the
physical densities of an N-particle system (e.g. the charge and energy-momentum density, etc.). But clearly, the mathematical formalism of such a fluid-dynamic approach must necessarily differ considerably from the probabilistic calculus of the conventional theory (i.e. Whitney sums of fibre bundles vs. tensor products of Hilbert spaces); however, despite this mathematical difference the physical phenomena must be describable equally well in the fluid-dynamic picture. For instance, the outcome for the energy of a bound N-particle system should be the same, no matter whether it is calculated with reference to the probabilistic or to the fluid-dynamic terminology. In the first case, one has to look for the eigenvalues of the N-particle Hamiltonian \( \hat{H}(1 \ldots N) \); and in the second case one has to look for the values of the total energy functional \( E_{[T]} \) upon the solutions of the RST eigenvalue problem, which itself consists of the coupled mass eigenvalue equations and the gauge field equations (see below). Obviously, there arises in both cases a very similar problem, namely (i) either to define the Hamiltonian \( \hat{H}(1 \ldots N) \) for a relativistic N-particle system \[10, 11\] or (ii) to find the right relativistic energy functional \( E_{[T]} \) for such a system (which is the main subject of the present paper). The latter object \( E_{[T]} \) does then not only specify the energy carried by the solutions of the RST eigenvalue problem but simultaneous it provides also the basis of the principle of minimal energy, i.e. the variational principle

\[
\delta E_{[T]} = 0 , \quad (I.1)
\]

whose extremal equations are nothing else than just those coupled field equations of the RST eigenvalue problem.

The goal of the present paper is now to set up the RST energy functional \( E_{[T]} \) for bound two-particle systems \( (N = 2) \); the case of general particle number \( N \) might then be discussed along quite similar lines of reasoning. Here, an important point refers to the question whether the considered N-particle system consists of identical or different particles. From the principal point of view, the interaction of the particles occurs always via the mechanism of minimal coupling; i.e. the N-particle wave function \( \Psi \) enters the
RST field equations in form of its gauge-covariant derivative $\mathcal{D}$

$$\mathcal{D}_\mu \Psi \equiv \partial_\mu \Psi + A_\mu \Psi . \quad \text{(I.2)}$$

The wave function $\Psi$ itself has the status of a section of a spinor bundle; and the nature of the bundle connection $\mathcal{A}_\mu$ ("gauge potential") determines the type of interactions between the particles. For instance, when the particles are subjected to the electromagnetic interactions one splits up the structure algebra $\mathcal{U}(N)$ (as the Lie-Algebra valued range of the connection $\mathcal{A}_\mu$) into its maximal Abelian part $a(N) = u(1) \oplus u(1) \oplus \ldots \oplus u(1)$ and the complement $b(N)$

$$u(N) = a(N) \oplus b(N) . \quad \text{(I.3)}$$

The RST philosophy says now that the electromagnetic interactions between the particles are always to be described by the projection of the connection $\mathcal{A}_\mu$ to the Abelian subalgebra $a(N)$ (i.e. $\mathcal{A}_\mu \rightarrow \mathcal{A}_\mu|_a$). Furthermore if all the particles are different, the projection of $\mathcal{A}_\mu$ to the complement $b$ is required to vanish: $\mathcal{A}_\mu|_b = 0$. However, if the particles are identical the restriction of $\mathcal{A}_\mu$ to the complement $b$ is non-trivial and then describes the additional exchange interactions between the identical particles. Thus the gauge interactions of non-identical particles are of Abelian character whereas the identical particles do feel an additional force (exchange force) which requires to work with a non-Abelian gauge field theory. In the latter case, the theory becomes also non-linear which of course renders more difficult the construction of an adequate energy functional.

In view of such a logical constellation, it seemed meaningful to first set up an energy functional $E_{[T]}$ for a system of different particles where the associated gauge field theory is Abelian ($\mathcal{A}_\mu \equiv \mathcal{A}_\mu|_a$). The corresponding results were applied in their non-relativistic form to the positronium spectrum and yielded physically reasonable results [12, 13], albeit the magnetic interactions have been neglected. Furthermore, in order to have at least an approximative energy functional for identical particles ($\mathcal{A}_\mu|_b \neq 0$) the gauge field theory was linearized [13]. But clearly, such a linearization procedure must necessarily fail to be
rigorously gauge-invariant since for this property the non-linear terms of the non-Abelian
gauge theory are indispensable (see below). Therefore the wanted \textit{gauge-invariant} energy
functional $\tilde{E}_{[T]}$ for a three-particle system with two identical particles (e.g. electrons) and
one different particle (e.g. positron or proton) is now constructed in the present paper.
As a demonstration for the obtained results one considers again the case of positronium,
but now with emphasis on the well-known ortho/para degeneracy and its breaking \cite{10}.
Indeed, this is a crucial test situation for the constructed RST functional $\tilde{E}_{[T]}$ because
here one can explicitly display the conditions (or approximations, resp.) by which there
first arises the expected degeneracy which then afterwards is broken by the magnetic (and
anisotropic) effects.

Unfortunately, exact solutions of the RST eigenvalue problem are not yet available
(neither analytically nor numerically) so that the subsequent investigation of the ortho/para degeneracy must necessarily be of a more qualitative character. But despite
the use of very crude approximation techniques, the obtained positronium spectrum is
amazingly close to the conventional predictions and the observations (see fig. 4). This
should provide sufficient motivation for an extensive elaboration of RST in order to test
its predictive power and usefulness to higher accuracy in a wider range of physical appli-
cations.

The scope of the present paper is restricted to the construction of a gauge-invariant
energy functional ($\tilde{E}_{[T]}$) and is organized as follows:

\textbf{A. Gauge Structure}

The intention of setting up a \textit{gauge-invariant} energy functional $E_{[T]}$ requires to first
define the general gauge structure of the theory. To this end, the basic features of RST
are briefly sketched in \textbf{Sect. II}. The emphasis lies here on the fact that the very field
equations of RST do automatically imply certain local conservation laws, e.g. that of total
charge

\[ \nabla^\mu j_\mu \equiv 0 , \tag{I.4} \]

or that of total energy-momentum

\[ \nabla^\mu (T) T_{\mu\nu} \equiv 0 . \tag{I.5} \]

Indeed, these conservation laws play an important role for the present problems. Namely they both concern the question whether or not any entangled particle can be thought to carry its own individual properties, e.g. charge and energy-momentum, or whether perhaps only the whole system of entangled particles (quite similarly as one non-entangled particle) can be considered to be the carrier of well-defined electric charge and energy-momentum? (The latter question will be answered in the positive). Here, the general belief says now that those well-defined and observable properties must be gauge-invariant, whatever the corresponding gauge group should look like. Therefore the gauge structure of RST in general, and especially also for the bound stationary systems, must first be clarified in detail. Of course, the wanted energy functional \( E_{[T]} \) must be required to be invariant under the action of the ultimately established gauge group.

In Sect. III it is made clear that the proper gauge group of electromagnetically interacting particles is the magnetic subgroup of \( U(1) \times U(1) \times U(1) \times \ldots \times U(1) \); this means that the electric potentials \( (a)A_0(\vec{r}) \) are left invariant and only the magnetic potentials \( \vec{A}_a(\vec{r}) \) become transformed, namely in the usual inhomogeneous way (see equations \( \text{III.20a}-\text{III.20c} \) below). An important point refers here to the exchange potential \( B_\mu \) which mediates the exchange forces among the identical particles; indeed, this potential acts like a tensor object and thus transforms homogeneously as is the case with the wave functions, too (see equations \( \text{III.6} \) and \( \text{III.9} \) below).

**B. RST Entanglement**

Quite generally speaking, the phenomenon of entanglement shows up in the occurrence of the so-called exchange effects. From the physical viewpoint, the main difference be-
tween the conventional theory and the present RST refers to the status of these exchange interactions: The conventional theory incorporates this type of interactions among identical particles via the postulate that the N-particle wave functions should be symmetric for bosons and antisymmetric for fermions (or one postulates the anticommutation relations for fermionic field operators and the commutation relations for bosonic operators, resp.). In the first line, such commutation postulates are of kinematical character and their dynamical consequences (e.g. exchange effects) are then studied afterwards, mostly in some approximative way. However, in RST the exchange effects are treated on the same footing as the electromagnetic interactions! This is briefly sketched in Sect. III.

Such an ontological similarity of the electromagnetic and exchange forces implies that the latter are to be described by some four-potential $B_\mu$ as the exchange counterpart of the electromagnetic potentials $A_\mu$, and both types of four-potentials together combine to the bundle connection $A_\mu$, see equation (II.2) below. But clearly, such an equivalent treatment of the electromagnetic and exchange forces entails the common emergence of electromagnetic and exchange fields at all the relevant places of theory; for instance, the source and curl equations of the Maxwellian type for the electric ($\vec{E}$) and magnetic ($\vec{H}$) fields must be complemented by a source equation for the electric exchange field $\vec{X}$ and a curl equation for the magnetic exchange field $\vec{Y}$, see equations (III.31a)-(III.31b) below.

But despite this formal similarity of both kinds of forces there are also important differences, especially concerning the gauge-fixing conditions. For the inhomogeneously transforming three-vector potentials $\vec{A}(\vec{r})$ it is still adequate to resort to the usual Coulomb gauge ($\vec{\nabla} \cdot \vec{A} = 0$); but for the homogeneously transforming tensor objects $B_\mu$ the analogous relation must be gauge-invariant, see equation (III.33) below, in order to not spoil the gauge covariance of the RST eigenvalue problem.

In principle, the latter problem consists of the coupled set of Dirac equations for the matter fields, see equations (II.6a)-(II.6c) below, and of the (non-Abelian) Maxwell equations (see (II.8) below). But if one splits up these non-Abelian gauge field equations
into its electromagnetic and exchange parts, one observes the occurrence of an *entanglement current* $l_\mu$ which is built up by the complex-valued exchange potential $B_\mu$ like a Klein-Gordon type of current, see equation (III.43) below.

The phenomenon of entanglement for two identical particles shows up also through the circumstance that the entanglement current $l_\mu$ modifies the original electromagnetic currents $j_\mu$ of the particles in such a way as if some portion ($\delta e$) of charge ($e$), i.e. the *entanglement charge*, would have been exchanged between both identical particles, see equations (III.66)-(III.67b) below. However this “virtual” charge exchange among the identical particles occurs in such a way that the total charge ($e_s$) of all the entangled particles together is unmodified and equals the product of the elementary charge times the number of identical particles, see equation (III.63) below. In this way, charge conservation holds for the system of entangled particles as a whole, albeit not for the individual entangled particles themselves!

**C. Exact Energy Functional**

It is well known that the non-linear character of the non-Abelian gauge field theories is an implication of just that non-Abelian structure of the gauge group; and therefore the transition to the linearized theory must necessarily spoil the desired construction of a *gauge-invariant* energy functional, see ref. [13]. Nevertheless, the preliminary results of the linearized theory are very helpful for constructing now in Sect. IV the desired gauge-invariant form of the exact energy functional. Namely, that truly invariant form is essentially the same as for the approximative result of the linearized theory; however (i) the ordinary derivatives of the RST fields are now replaced by the gauge-covariant derivatives and (ii) there do emerge additional exchange terms (which vanish again for non-identical particles because these are unable to feel the exchange forces).

But apart from this, the general structure of the gauge-invariant functional $\tilde{\mathcal{E}}_{[T]}$ (see equations (IV.20) and (IV.23) below) resembles very much its non-gauge-invariant predecessor [13]: there are the contributions with an immediate physical meaning (denoted
by $E_{[T]}^{(IV)}$, cf. (IV.23) and these physical contributions are to be complemented by various constraints, e.g. the normalization constraints for the wave functions. The other constraints do refer to the Poisson and exchange identities which, roughly speaking, ensure the equality of the gauge field energies and their “mass equivalents”, i.e. the interaction energies of the coupled matter and gauge fields. This is immediately clear for non-identical particles where all the exchange terms are zero as a consequence of the vanishing of the exchange potential $B_\mu$. But the physical meaning of the relationship between the gauge field energies and their mass equivalents becomes more intricate for identical particles where some of the constraint terms (i.e. those of the type $N_G$) are subjected to the variational process while others (i.e. those of the type $n_G$) are to be treated as true constants, see equations (IV.1), (IV.4), (IV.11) and (IV.14) below. Thus it seems that the true constants (of the type $n_G$) are to be conceived as a kind of quantum numbers for the exchange interactions.

However, under strict regard of all these constraints, the variational process ($\delta \tilde{E}_{[T]} = 0$) yields again both the gauge-covariant mass eigenvalue equations for the matter fields and the gauge field equations. This pleasant result does refer to both the relativistic situation and its non-relativistic approximation, where fortunately the gauge covariance survives the passage to the non-relativistic limit. A manifestly gauge-invariant form of the energy functional $\tilde{E}_{[T]}$ is presented in Appendix A. But observe here again, that the notion of “gauge-invariance” does refer here exclusively to the gauge transformations of the magnetic type!

**D. Ortho- and Para-Positronium**

As a plausibility test for the constructed energy functional $\tilde{E}_{[T]}$ one will select some simple but sufficiently non-trivial system (here: positronium). As is well known, this simple two-particle system does occur in two forms: ortho- and para-positronium; see, e.g., refs. [10, 11]. Since these two forms have slightly different binding energies, the
corresponding ortho/para level splitting appears to provide an ideal test situation for
the present energy functional $\tilde{E}_T$ which, if physically relevant, should be able to account for
just this kind of splitting.

However, a closer inspection of this ortho/para dichotomy in Sect. V reveals its
complicated appearance within the framework of RST. Here, it turns out that the
energy difference between the ortho- and para-configurations is not only a consequence of
the magnetic interactions between both positronium constituents but is also caused by
their different anisotropic charge distributions. This difference of the charge distributions
is itself an implication of the different angular momenta of the ortho- and para-states:
whereas the para-states must always have vanishing total angular momentum, cf. (V.46),
the ortho-states may carry an integer number of angular momentum quanta, cf. (VI.119).
Here it seems plausible that the charge distribution of the para-states is concentrated
in the immediate vicinity of the symmetry axis, which then implies lower angular mo-
mementum; on the other hand, the charge distribution of the ortho-states splits into two
subforms (fig. 5) which are both zero on the symmetry axis and adopt their maximal
value aside of this axis. Clearly such a larger distance of the rotating matter from the
axis of rotation will entail also a larger angular momentum.

But the crucial point is now that the difference of the anisotropic charge distributions
entails a corresponding difference of the electrostatic interaction energies and these are nor-
mally thousand times greater than the experimentally verified difference of the magnetic
interaction energies (see the discussion of this point in connection with the ortho/para
degeneracy (V.13) below). This hierarchy problem, concerning the strength of the electric
and magnetic interaction, forces one to reconsider the ortho/para degeneracy and to think
about some approach which at least approximately attributes the same electrostatic inter-
action energy to the different charge distributions of the ortho- and para-states: this is the
spherically symmetric approximation where the electric interaction potential $^{(b/p)}A_0(r, \vartheta)$
is replaced by a spherically symmetric potential $[^{b/p}]A_0(r)$: $(^{(b/p)}A_0(r, \vartheta) \Rightarrow ^{[^{b/p}]A_0(r)}$ (the
wave functions $\psi_a(\vec{r})$ are still admitted to be non-spherically symmetric). And indeed, this assumption of an SO(3) symmetric interaction potential $[^{b/p}]A_0(r)$ lets coincide the eigenvalue problems for the ortho- and para-states to one and the same form, cf. the para-system (VI.23a)-(VI.23b), (VI.38)-(VI.40) and its ortho-counterpart (VI.115a)-(VI.115b), (VI.139).

The common non-relativistic spectrum of both eigenvalue problems is sketched in fig. 2. For a rough quantitative estimate of the energy levels a two-parameter variational solution is chosen (see equation (VI.55)). This choice predicts the RST energy levels with deviations not more than some 10\% in comparison to the conventional predictions, see figs 4a-4b and the table on p. 107.

A difference between both level systems refers to the quantum numbers $\ell_P$ and $\ell_O$ for orbital angular momentum: while for para-positronium the associated quantum number is $\ell_P = 0, 1, 2, 3, 4 \ldots$, the range of the corresponding ortho-number $\ell_O$ is $\ell_O = 2, 4, 6, 8, \ldots$ (see appendix E). It is true, the range of the ortho-number $\ell_O$ is half the range of the para-number $\ell_P$, but for any possible value of the ortho-number $\ell_O$ there exist two different charge distributions, see fig. 5, which are supposed to cause different binding energies $E_T$.

However, a discussion of the corresponding breaking of the ortho/para degeneracy must be deferred until more exact solutions of the RST eigenvalue problems can be elaborated, especially with regard to the anisotropic and magnetic effects (for a first estimate of the magnitude of the latter effects see ref. [15]). Concerning the relative magnitude of both effects, the anisotropic electric correction is found to be of order 1 [eV] (i.e. roughly 10\% of the binding energy [12]), whereas the magnetic corrections amount to roughly $10^{-3}$ [eV] [15].
II Relativistic Schrödinger Theory

All those important symmetry principles such as Lorentz and gauge invariance, being considered as indispensable for any successful field theory of quantum matter, are encoded manifestly in RST through the general form of the basic field equations. The subsequent brief account of those field equations will be taken as the point of departure for the construction of the desired gauge-invariant energy functional $E_T$. (For a more detailed discussion of the RST field equations, see the preceding papers [12, 13].

1. Matter Fields

First, the key equation for the N-particle wave function $\Psi$ is chosen to be the Dirac equation

$$i\hbar c \Gamma^\mu D_\mu \Psi = M c^2 \Psi.$$  \hspace{1cm} (II.1)

Here, the derivative ($D$) of the wave function $\Psi$ has already been specified by equation (I.2) where the gauge potential ($bundle connection$) $A_\mu$ takes its values in the Lie algebra $U(N)$ of the unitary group $U(N)$, provided all the particles are identical. When some ($N - N'$, say) of the $N$ particles are non-identical (e.g. differing by their masses or charges), then the structure group $U(N)$ of the fibre bundles becomes reduced to some subgroup $U(N, N')$. In order to present a concrete example, consider a three-particle system ($N = 3$) where two particles are identical ($N' = 2$) and one particle is different (think, e.g., of a positron or proton and two electrons). For such a situation, the original nine-dimensional structure group $U(3)$ for three identical particles is reduced to the product group $U(1) \times U(2)$ (for the reduction process, see ref. [14]). Accordingly, the gauge potential $A_\mu$ for such a three-particle system can be decomposed into a five-dimensional Lie algebra basis \{\tau_a, \chi, \bar{\chi}\}

$$A_\mu = \sum_{\alpha=1}^5 A_\mu^\alpha \tau_\alpha + \sum_{a=1}^3 A_\mu^a \tau_a + B_\mu \chi - B_\mu^* \bar{\chi}$$ \hspace{1cm} (II.2)

where the electromagnetic generators $\tau_a (a = 1, 2, 3)$ do commute and are anti-Hermitian ($\bar{\tau}_a = -\tau_a$); and the exchange generators $\chi, \bar{\chi}$ are taken to be (pseudo-) Hermitian con-
jugates. The anti-Hermiticy of the gauge potential $A_\mu (= -\bar{A}_\mu)$ requires then that the electromagnetic potentials $A^a_\mu (a = 1, 2, 3)$ are real-valued whereas the exchange potential $B_\mu$ is admitted to be complex-valued.

Returning to the $N$-particle Dirac equation (II.1) there remain two elements to be explained, i.e. the total velocity operator $\Gamma_\mu$ and the mass operator $\mathcal{M}$. The first one of these objects is the direct sum of the ordinary Dirac matrices $\gamma_\mu$, e.g. for the mentioned three-particle system

$$\Gamma_\mu = (-\gamma_\mu) \oplus \gamma_\mu \oplus \gamma_\mu . \quad (\text{II.3})$$

Furthermore, the mass operator $\mathcal{M}$ can be adopted to be diagonal in a suitably chosen $U(3)$ gauge

$$\mathcal{M} = \begin{pmatrix} M_p & 0 & 0 \\ 0 & M_e & 0 \\ 0 & 0 & M_e \end{pmatrix} \quad (\text{II.4})$$

where $M_p (M_e)$ is the rest mass of the positively (negatively) charged particles. But contrary to the conventional (probabilistic) theory, the $N$-particle wave function $\Psi$ in RST (as a fluid-dynamic theory) is not built up by suitable tensor products of single-particle wave functions but rather appears as the Whitney sum of single-particle bundle sections $\psi_a$, e.g. for the considered three-particle system

$$\Psi(x) = \psi_1(x) \oplus \psi_2(x) \oplus \psi_3(x) . \quad (\text{II.5})$$

As a consequence, the matter equation (II.1) may be resolved in component form and then yields the following coupled system of ordinary Dirac equations (for the considered three-particle system)

$$i\hbar c\gamma^\mu D_\mu \psi_1 = -M_p c^2 \psi_1 \quad (\text{II.6a})$$
$$i\hbar c\gamma^\mu D_\mu \psi_2 = M_e c^2 \psi_2 \quad (\text{II.6b})$$
$$i\hbar c\gamma^\mu D_\mu \psi_3 = M_e c^2 \psi_3 \quad (\text{II.6c})$$
where the gauge-covariant derivatives of the wave function components $\psi_a (a = 1, 2, 3)$ are given by

$$D_\mu \psi_1 = \partial_\mu \psi_1 - i \left( A^2_\mu + A^3_\mu \right) \psi_1$$  \hspace{1cm} (II.7a)

$$D_\mu \psi_2 = \partial_\mu \psi_2 - i \left( A^1_\mu + A^3_\mu \right) \psi_2 - i B_\mu \psi_3$$  \hspace{1cm} (II.7b)

$$D_\mu \psi_3 = \partial_\mu \psi_3 - i \left( A^1_\mu + A^2_\mu \right) \psi_3 - i B_\mu \psi_2^* .$$  \hspace{1cm} (II.7c)

Observe here that the exchange potential $B_\mu$ establishes a direct coupling of the wave functions $\psi_2$ and $\psi_3$ of the identical particles (II.7b)-(II.7c), whereas the non-identical particle (II.7a) does couple only indirectly (i.e. via the electromagnetic potentials $A^2_\mu$ and $A^3_\mu$) to both identical particles. This effect of RST entanglement of the identical particles must of course be discussed in more detail below.

### 2. Gauge Fields

The role of the Dirac equation (II.1) for the matter field $\Psi$ is played for the gauge field $A_\mu$ by the (non-Abelian) Maxwell equations

$$D^\mu F_{\mu \nu} = -4\pi i \alpha_s J_\nu$$  \hspace{1cm} (II.8)

$$(\alpha_s \doteq \frac{e^2}{\hbar c}) .$$

Here the bundle curvature (field strength) $F_{\mu \nu}$ is defined as usual in terms of the connection $A_\mu$ as

$$F_{\mu \nu} \doteq \nabla_\mu A_\nu - \nabla_\nu A_\mu + [A_\mu, A_\nu] .$$  \hspace{1cm} (II.9)

The curvature may be decomposed for the presently considered three-particle system quite similarly to the connection $A_\mu$ (II.2) as

$$F_{\mu \nu} = \sum_{\alpha=1}^{5} F^\alpha_{\mu \nu} \tau_\alpha = \sum_{a=1}^{3} F^a_{\mu \nu} \tau_a + G_{\mu \nu} \chi - \bar{G}_{\mu \nu} \bar{\chi}$$  \hspace{1cm} (II.10)
so that the curvature components $F^\alpha_{\mu\nu}, G_{\mu\nu}$ appear in terms of the connection components $A^\alpha_{\mu}, B_\mu$ in the following way

\begin{align*}
F^1_{\mu\nu} &= \nabla_\mu A^1_\nu - \nabla_\nu A^1_\mu \quad \text{(II.11a)} \\
F^2_{\mu\nu} &= \nabla_\mu A^2_\nu - \nabla_\nu A^2_\mu + i \left( B^\mu_\nu B^*_\mu - B^*_\nu B^\mu_\mu \right) \quad \text{(II.11b)} \\
F^3_{\mu\nu} &= \nabla_\mu A^3_\nu - \nabla_\nu A^3_\mu - i \left( B^\mu_\nu B^*_\mu - B^*_\nu B^\mu_\mu \right) \quad \text{(II.11c)} \\
G_{\mu\nu} &= \nabla_\mu B_\nu - \nabla_\nu B_\mu + i \left( A^2_\mu - A^3_\mu \right) B_\nu - i \left( A^2_\nu - A^3_\nu \right) B_\mu \quad \text{(II.11d)}
\end{align*}

Similarly, the Maxwell equations (II.8) read in component form

\begin{align*}
\nabla^\mu F^1_{\mu\nu} &= 4\pi \alpha_s j^1_\nu \quad \text{(II.12a)} \\
\nabla^\mu F^2_{\mu\nu} + i \left( B^\mu G^*_\mu - B^*_\mu G^\mu_\mu \right) &= 4\pi \alpha_s j^2_\nu \quad \text{(II.12b)} \\
\nabla^\mu F^3_{\mu\nu} - i \left( B^\mu G^*_\mu - B^*_\mu G^\mu_\mu \right) &= 4\pi \alpha_s j^3_\nu \quad \text{(II.12c)} \\
\nabla^\mu G_{\mu\nu} - i \left( A^2_\mu - A^3_\mu \right) G^\mu_\nu - i \left( F^2_{\mu\nu} - F^3_{\mu\nu} \right) B^\mu &= 4\pi \alpha_s h^*_\nu \quad \text{(II.12d)}
\end{align*}

Here the current operator $J_\mu$ (II.8) has been decomposed according to

\[ J_\mu = i \sum_{a=1}^5 j^a_\mu \tau_a = i \left( \sum_{a=1}^3 j^a_\mu \tau_a + h_\mu \chi - h_\mu \bar{\chi} \right), \quad \text{(II.13)} \]

where the required charge conservation law (I.4) emerges in operator form as

\[ D^\mu J_\mu \equiv 0. \quad \text{(II.14)} \]

Indeed this is an automatique implication of the Maxwell equations (II.8) since the curvature $F_{\mu\nu}$ must obey the bundle identity

\[ D^\nu D^\mu F_{\mu\nu} \equiv 0. \quad \text{(II.15)} \]

Surely, the emergence of the charge conservation (II.14) as an immediate consequence of the field equations represents a pleasant feature of RST and therefore deserves some
closer inspection. First observe here that the current components (Maxwell currents)
\( j^\alpha_\mu = \{ j^a_\mu, h_\mu, \bar{h}_\mu \}, \alpha = 1 \ldots 5, a = 1 \ldots 3 \), play the role of the sources for the gauge fields \( A^\alpha_\mu \) but cannot be immediately identified with the well-known Dirac currents \( k_{a\mu} \)
\[ k_{a\mu} \equiv \bar{\psi}_a \gamma_\mu \psi_a. \] (II.16)

The precise relationship is [14]
\[
\begin{align*}
\hat{j}_1^\mu &\equiv k_{1\mu} = \bar{\psi}_1 \gamma_\mu \psi_1 \\
\hat{j}_2^\mu &\equiv -k_{2\mu} = -\bar{\psi}_2 \gamma_\mu \psi_2 \\
\hat{j}_3^\mu &\equiv -k_{3\mu} = -\bar{\psi}_3 \gamma_\mu \psi_3 \\
\hat{j}_4^\mu &\equiv \bar{h}_\mu = \bar{\psi}_3 \gamma_\mu \psi_2 \\
\hat{j}_5^\mu &\equiv -h_\mu = -\bar{\psi}_2 \gamma_\mu \psi_3.
\end{align*}
\] (II.17)

With respect to these identifications, the operator form of the charge conservation law (II.14) transcribes to the corresponding component form in the following way:
\[
\begin{align*}
\nabla^\mu k_{1\mu} &\equiv 0 \quad \text{(II.18a)} \\
\nabla^\mu k_{2\mu} - i \left( B^\mu h_\mu - \bar{B}^\mu \bar{h}_\mu \right) &\equiv 0 \quad \text{(II.18b)} \\
\nabla^\mu k_{3\mu} + i \left( B^\mu h_\mu - \bar{B}^\mu \bar{h}_\mu \right) &\equiv 0 \quad \text{(II.18c)} \\
\nabla^\mu h_\mu - i \left( A^2_\mu - A^3_\mu \right) h^\mu + i \bar{B}^\mu (k_{2\mu} - k_{3\mu}) &\equiv 0. \quad \text{(II.18d)}
\end{align*}
\]

A further pleasant feature of the RST dynamics concerns the automatic conservation of energy-momentum (I.5). Indeed, this works as follows: defining the energy-momentum density \( (D)^T_{\mu\nu} \) carried by the Dirac matter field \( \Psi \) through
\[
(D)^T_{\mu\nu} \equiv \frac{i \hbar c}{4} \left[ \Psi \Gamma_\mu \left( \mathcal{D}_\nu \Psi \right) - \left( \mathcal{D}_\nu \Psi \right) \Gamma_\mu \Psi + \Psi \Gamma_\nu \left( \mathcal{D}_\mu \Psi \right) - \left( \mathcal{D}_\mu \Psi \right) \Gamma_\nu \Psi \right] \quad \text{(II.19)}
\]
and, analogously, the energy-momentum density \( (G)^T_{\mu\nu} \) concentrated in the gauge field \( A_\mu \) through [15]
\[
(G)^T_{\mu\nu} = \frac{\hbar c}{4\pi\alpha_s} K_{\alpha\beta} \left( F^\alpha_{\mu\lambda} F^{\beta\lambda}_{\nu} - \frac{1}{4} F^\alpha_{\sigma\lambda} F^{\beta\sigma\lambda} \right) \quad \text{(II.20)}
\]
then the total density \((T) T_{\mu\nu}\)

\[
\text{(II.21)}
\]

actually obeys the required (local) law \((1.5)\) of energy momentum conservation, provided that only both sub-dynamic equations for the matter subsystem \((11.1)\) and for the gauge field subsystem \((11.8)\) are satisfied! Clearly with this splitting \((11.21)\) of the total density \((T) T_{\mu\nu}\), the total energy \(E_T\) [15] also splits up into two constituents, i.e.

\[
E_T = E_D + E_G ,
\]

with the obvious definitions of the partial energies (for stationary bound systems)

\[
\text{(II.22)}
\]

\[
E_D = \int d^3\vec{r}(D) T_{00}(\vec{r})
\]

\[
E_G = \int d^3\vec{r}(G) T_{00}(\vec{r}) .
\]

This aims now just at the central point of the present paper: namely the question, to what extent can both the stationary matter equations \((11.6a)-(11.6c)\) and the (non-Abelian) Maxwell equations \((11.12a)-(11.12d)\) be conceived as the extremal equations due to the total field energy \(E_T\) \((11.22)\), to be understood as an energy functional \(E_{[T]}\)? Or in other words, do the stationary solutions of the coupled matter and gauge field systems \((11.6a)-(11.6c)\) plus \((11.12a)-(11.12d)\) actually extremalize the total energy functional \(E_T\) \((11.22)\)? For non-identical particles (\(\leadsto B_\mu \equiv 0\)), this question has been answered in the positive so that it is not necessary to modify the form of that functional \(E_{[T]}\); but for identical particles (\(\leadsto B_\mu \neq 0\)) it could be shown (albeit only in the linear approximation) that the original definition \((11.22)-(11.23b)\) of the energy functional \(E_{[T]}\) must be slightly modified \([13]\). But of course, one wishes to have the question clarified for the original non-Abelian (and therefore non-linear) theory and this is just what we intend to do by means of the subsequent elaboration. Observe here the fact that the complication, being caused by the presence of some identical particles, is due to the non-vanishing exchange potential \(B_\mu\) which renders the theory non-Abelian and therefore non-linear! However, this
specific feature of the theory is indispensable for the *gauge-covariant* description of the exchange interactions which are to be conceived as the RST equivalent of the conventional phenomenon of entanglement.
III Gauge Invariance and Entanglement

It should be obvious that there must exist an intimate relationship between the structure group of the theory and the exchange effects which can occur in such a theory of the RST type. The point here is that the interaction potential $A_\mu$ takes its values in the Lie algebra of the structure group $U(N, N')$, cf. (II.2) for the presently considered three-particle system, where this structure group results by reduction of the original structure group $U(N)$ for $N$ fictively identical particles. This process of reduction may be attributed to the fact that only the permutation of identical particles leaves invariant the physical properties of the $N$ particle system where (in the true spirit of the gauge theories) the discrete set of permutations or relabelings, resp., within the subset of identical particles is generalized to a continuous group $U(N')$. Therefore, avoiding the permutations of non-identical particles, the reduced structure group of the bundle arrangement must contain $U(N')$ as a factor group. If we further assume that all the residual $N - N'$ non-identical particles do feel exclusively the ordinary (i.e. Abelian) electromagnetic interactions, we come to the conclusion that the reduced structure group should be the product $U(N, N') = U(1) \times U(1) \times \ldots \times U(1) \times U(N')$, i.e. for our presently considered three-particle system $U(1) \times U(2)$. Indeed, the permutative decoupling of the first (positively charged) particle $a = 1$ from the other two (negatively charged) particles $a = 2, 3$ become manifest in both relationships (II.11a)-(II.11d) between the curvature and the connection components and becomes manifest also in the component form of the Maxwell equations (II.12a)-(II.12d); moreover an analogous observation does apply also to the source equations (II.18a)-(II.18d). Notice however, that the total fields of the identical particles obey an ordinary Abelian structure!

In order to realize this more clearly, add up both equations (II.11b) and (II.11c) in order to find

$$F^{s}_{\mu\nu} = \nabla_{\mu}A^{s}_{\nu} - \nabla_{\nu}A^{s}_{\mu} \quad (III.1)$$
where the total fields due to both identical particles are defined through

\[ A^s_\mu \equiv A^2_\mu + A^3_\mu \]  

(III.2a)

\[ F^{s\mu\nu} \equiv F^{2\mu\nu} + F^{3\mu\nu} \]  

(III.2b)

Indeed, these relationships for the total fields obviously avoid any reference to the exchange potential \( B_\mu \). A similar conclusion does hold also for both the Maxwell equations (II.12b)-(II.12c) whose sum appears as

\[ \nabla^\mu F^{s\mu\nu} = 4\pi \alpha_s \left( j^2_\mu + j^3_\nu \right) \equiv 4\pi \alpha_s j^s_\nu , \]  

(III.3)

or similarly for the sum of equations (II.18b) plus (II.18c)

\[ \nabla^\mu (k_2_\mu + k_3_\mu) \equiv \nabla^\mu k^s_\mu \equiv 0 \]  

(III.4)

which is now a proper conservation equation for the total Dirac current \( k^s_\mu \) of identical particles. Thus the subsystem of identical particles acts in an Abelian way like one (albeit compound) particle relative to the outside world.

1. **Gauge Structure**

The reduction of the original structure group \( U(N) \) to \( U(N,N') \) does not mean that we adopt the latter structure group as our proper gauge group because the general RST philosophy says that any particle of the system must occupy a well-defined one-particle state. This requirement excludes the state mixing of (both the identical and non-identical) particles through the gauge action of a general \( U(N,N') \) or \( U(N') \) element. This becomes especially clear by considering the stationary bound systems which are to be described by a set of \( N \) one-particle wave functions \( \psi_a(\vec{r},t) \) appearing as products of a time-independent factor \( \psi_a(\vec{r}) \) \((a = 1, \ldots N)\) times the usual exponential time factor, e.g. for the presently considered three-particle system \((a = 1, 2, 3)\)

\[ \psi_a(\vec{r},t) = \exp \left( -\frac{im_a c^2}{\hbar} t \right) \cdot \psi_a(\vec{r}) \]  

(III.5)
Indeed it is easy to see that an $U(2)$ rotation of the wave functions $\psi_a(\vec{r}, t)$ of both identical particles ($a = 2, 3$) with different mass eigenvalues $M_a$ would in general generate a mixed time dependence violating the manifest stationarity.

From this reason, we dismiss the structure group $U(N, N')$ as the gauge group and in place of it take the simple product $U(1) \times U(1) \times U(1) \ldots U(1)$ as our proper gauge group. Thus a change of gauge acts upon the one-particle wave functions in the following form:

$$
\psi_a(x) \Rightarrow \psi'_a(x) = e^{-i\alpha_a(x)} \cdot \psi_a(x) \quad (III.6)
$$

where the group parameters $\alpha_a (a = 1, 2, \ldots N)$ are real-valued functions over space-time. As is well-known, the gauge potentials $A^a_{\mu}$ do not transform homogeneously as do the wave functions $\psi_a$ (III.6) but rather obey some inhomogeneous transformation law, e.g. for our three-particle system:

$$
^{(I)}A_{\mu} \Rightarrow ^{(I)}A'_{\mu} = ^{(I)}A_{\mu} - \partial_{\mu} \alpha_1 \quad (III.7a)
$$

$$
^{(II)}A_{\mu} \Rightarrow ^{(II)}A'_{\mu} = ^{(II)}A_{\mu} - \partial_{\mu} \alpha_2 \quad (III.7b)
$$

$$
^{(III)}A_{\mu} \Rightarrow ^{(III)}A'_{\mu} = ^{(III)}A_{\mu} - \partial_{\mu} \alpha_3 \quad , \quad (III.7c)
$$

where the modified electromagnetic potentials are defined through

$$
^{(I)}A_{\mu} \triangleq A^2_{\mu} + A^3_{\mu} \quad (III.8a)
$$

$$
^{(II)}A_{\mu} \triangleq A^1_{\mu} + A^3_{\mu} \quad (III.8b)
$$

$$
^{(III)}A_{\mu} \triangleq A^1_{\mu} + A^2_{\mu} \quad . \quad (III.8c)
$$

However in contrast to these electromagnetic potentials, the exchange potential $B_{\mu}$ undergoes a homogeneous transformation law, i.e.

$$
B_{\mu} \Rightarrow B'_{\mu} = e^{-i(\alpha_2 - \alpha_3)} \cdot B_{\mu} \quad . \quad (III.9)
$$

For instance, by means of this gauge structure it becomes possible to gauge off the time dependence of the stationary wave functions $\psi_a(\vec{r}, t)$ (III.5), namely by simply putting for
the gauge parameters $\alpha_a(t)$

$$\alpha_a = -\frac{M_a c^2}{\hbar} t \quad (\text{III.10})$$

which then leaves the spatial components of the modified four potentials (III.7a)-(III.7c) unchanged but recasts the time components to

$$(^1A_0 \Rightarrow (^1A_0') = ^1A_0 + \frac{M_1 c}{\hbar} ) \quad (\text{III.11a})$$

$$(^2A_0 \Rightarrow (^2A_0') = ^2A_0 + \frac{M_2 c}{\hbar} ) \quad (\text{III.11b})$$

$$(^3A_0 \Rightarrow (^3A_0') = ^3A_0 + \frac{M_3 c}{\hbar} ). \quad (\text{III.11c})$$

We will not make use of such a purely temporal gauge transformation for the following discussions but one point deserves here some attention. Subtracting the equations (III.11c) minus (III.11b) yields a special combination $\mathfrak{A}_M$ of potentials

$$\mathfrak{A}_M \equiv (^3A_0' - (^2A_0') = \mathfrak{A}_0 - \frac{1}{a_M} \quad (\text{III.12})$$

\begin{align*}
(\mathfrak{A}_0 & \equiv (2)A_0 - (3)A_0)
\end{align*}

where the exchange radius $a_M$ is evidently defined by

$$a_M = \frac{\hbar}{(M_2 - M_3)c}. \quad (\text{III.13})$$

Indeed, this potential $\mathfrak{A}_M$ (III.12) will frequently occur in connection with the wanted energy functional $E_{[T]}$. The reason here is that, for the stationary bound systems, the RST field equations must be time-independent, and this time independence may be conceived to be the result of a temporal gauge transformation (III.10)-(III.11c).

Finally, observe also that the time dependence of the exchange potential $B_\mu$ can easily be determined from its gauge behavior: assuming that the new exchange potential $B'_\mu$ (III.9) is time-independent, i.e. $B'_\mu \equiv B_\mu(\vec{r})$, it follows immediately from the equations (III.9)-(III.10) that the original time-dependent $B_\mu(\vec{r}, t)$ must look as follows

$$B_\mu(\vec{r}, t) = \exp(-i \frac{ct}{a_M}) \cdot B_\mu(\vec{r}) \quad (\text{III.14})$$
This is the temporal countercurrent of the exchange current \( h_\mu(\vec{r}, t) \) whose time behavior for the stationary states is given by

\[
h_\mu(\vec{r}, t) = \exp \left( i \frac{ct}{\alpha M} \right) \cdot h_\mu(\vec{r}) .
\]  

(III.15)

On the other hand, the Dirac currents \( k_{a\mu} \) will be found to be time-independent for the stationary states, i.e.

\[
k_{a\mu} = \left\{ \begin{array}{cl} (a)k_0(\vec{r}) & ; -\vec{k}_a(\vec{r}) \\ \end{array} \right\} ,
\]  

(III.16)

and since these are the sources of the electromagnetic potentials \( A^a_\mu \), cf. (II.12a)-(II.12c), one will find the latter objects also being time-independent for the stationary states

\[
A^a_\mu = \left\{ \begin{array}{cl} (a)A_0(\vec{r}) & ; -\vec{A}_a(\vec{r}) \\ \end{array} \right\} .
\]  

(III.17)

Clearly, the Dirac currents \( \vec{k}_a(\vec{r}) \) must have vanishing divergence for such a situation

\[
\nabla^\mu k_{a\mu} = \vec{\nabla} \cdot \vec{k}_a(\vec{r}) \equiv 0 ,
\]  

(III.18)

and if this is combined with the former source equations (II.18b)-(II.18c) one concludes that the Lorentz scalar products \( B_\mu h^\mu \) must be real numbers:

\[
B_\mu h^\mu = B_\mu h^\mu .
\]  

(III.19)

However, for the subsequent discussion we do not wish to modify the standard time behavior of the wave functions \( \psi_a(\vec{r}, t) \) and of the exchange potentials \( B_\mu(\vec{r}, t) \). Therefore we restrict ourselves to the purely magnetic gauge transformations where all the gauge parameters \( \alpha_a \) are time-independent \( (\alpha_a = \alpha_a(\vec{r})) \). In this case, the magnetic three-vector potentials \( \vec{A}_I, \vec{A}_{II}, \vec{A}_{III} \) transform as follows

\[
\vec{A}_I \Rightarrow \vec{A}_I' = \vec{A}_I + \vec{\nabla}\alpha_1
\]  

(III.20a)

\[
\vec{A}_{II} \Rightarrow \vec{A}_{II}' = \vec{A}_{II} + \vec{\nabla}\alpha_2
\]  

(III.20b)

\[
\vec{A}_{III} \Rightarrow \vec{A}_{III}' = \vec{A}_{III} + \vec{\nabla}\alpha_3
\]  

(III.20c)
whereas the electric potentials $^{(i)}A_0$, $^{(ii)}A_0$, $^{(iii)}A_0$ remain invariant. Thus the gauge invariance of the wanted energy functional will refer exclusively to those gauge transformations of the magnetic kind!

2. Mass Eigenvalue Equations

This restriction to the magnetic gauge transformations is also important for the gauge covariance of the mass eigenvalue equations which are nothing else than the stationary form of the original matter field equations (II.6a)-(II.6c). In order to set up this stationary form, one first splits up the Lorentz covariant derivatives (II.7a)-(II.7c) into their time and space components and combines this with the fact that the Dirac four-spinor fields $\psi_a(\vec{r})$ can be conceived as the Whitney sum of two-component Pauli spinors $^{(a)}\varphi_\pm(\vec{r})$, i.e.

$$
\psi_a(\vec{r}) = ^{(a)}\varphi_+(\vec{r}) \oplus ^{(a)}\varphi_-(\vec{r})
$$

This then lets appear the stationary version of the coupled system of Dirac equations (II.6a)-(II.6c) in the following gauge-covariant Pauli form

$$
i\vec{\sigma} \cdot \left( \vec{\nabla} + i\vec{A}_I \right) ^{(1)}\varphi_\pm(\vec{r}) + ^{(1)}A_0 \cdot ^{(1)}\varphi_\mp(\vec{r}) = \frac{\pm M_p - M_1}{\hbar} c \cdot ^{(1)}\varphi_\mp(\vec{r})
$$

$$
i\vec{\sigma} \cdot \left( \vec{\nabla} + i\vec{A}_{II} \right) ^{(2)}\varphi_\pm(\vec{r}) + ^{(II)}A_0 \cdot ^{(2)}\varphi_\mp(\vec{r}) + B_0 \cdot ^{(3)}\varphi_+(\vec{r}) - \vec{B} \cdot \vec{\sigma} \cdot ^{(3)}\varphi_\pm(\vec{r})
$$

$$
= - \frac{M_2 \pm M_e}{\hbar} c \cdot ^{(2)}\varphi_\mp(\vec{r}) \quad \text{(III.22b)}
$$

$$
i\vec{\sigma} \cdot \left( \vec{\nabla} + i\vec{A}_{III} \right) ^{(3)}\varphi_\pm(\vec{r}) + ^{(III)}A_0 \cdot ^{(3)}\varphi_\mp(\vec{r}) + \vec{B}_0 \cdot ^{(2)}\varphi_+(\vec{r}) - \vec{B} \cdot \vec{\sigma} \cdot ^{(2)}\varphi_\pm(\vec{r})
$$

$$
= - \frac{M_3 \pm M_e}{\hbar} c \cdot ^{(3)}\varphi_\mp(\vec{r}) \quad \text{(III.22c)}
$$

Observe here again that the gauge covariance of this coupled mass-eigenvalue system refers exclusively to the magnetic gauge transformations (III.20a)-(III.20c) whereas the electric potentials $^{(i)}A_0$, $^{(ii)}A_0$, $^{(iii)}A_0$ remain invariant, in contrast to the case of the
temporal gauge transformations (III.11a)-(III.11c). Notice also that for the mass eigenvalue equations (III.22a)-(III.22c) we preferred the use of the original electric potentials (I)$A_0$, (II)$A_0$, (III)$A_0$ in order that the mass eigenvalues $M_a (a = 1, 2, 3)$ become explicitly displayed. But observe that the latter do appear in such a specific way that they in principle could be absorbed also into the transformed potentials (III.11a)-(III.11c) after performing the gauge transformation (III.7a)-(III.7c) in combination with (III.10).

3. Gauge Field Equations

Concerning the magnetic gauge covariance, the situation with the gauge field equations is somewhat different from the matter field equations. Namely, building up the Lorentz covariant objects $F^a_{\mu \nu}$ (or $G_{\mu \nu}$, resp.) by the usual electric and magnetic three-vector fields $\vec{E}_a$, $\vec{H}_a$ (or $\vec{X}$ and $\vec{Y}$, resp.) one finds the three-vector versions of the former four-vector relations (II.11a)-(II.11d) to look as follows, namely for the electric fields

$$\vec{E}_1 = -\vec{\nabla} (1)A_0$$

(III.23a)

$$\vec{E}_2 = -\vec{\nabla} (2)A_0 - i \left[ B_0 \vec{B} - \vec{B}_0 \vec{B} \right]$$

(III.23b)

$$\vec{E}_3 = -\vec{\nabla} (3)A_0 + i \left[ B_0 \vec{B} - \vec{B}_0 \vec{B} \right]$$

(III.23c)

and similarly for the magnetic fields

$$\vec{H}_1 = \vec{\nabla} \times \vec{A}_1$$

(III.24a)

$$\vec{H}_2 = \vec{\nabla} \times \vec{A}_2 - i \vec{B} \times \vec{B}$$

(III.24b)

$$\vec{H}_3 = \vec{\nabla} \times \vec{A}_3 + i \vec{B} \times \vec{B}$$

(III.24c)

Obviously these electromagnetic field strengths $\vec{E}_a (\vec{r})$ and $\vec{H}_a (\vec{r})$ are invariant under the magnetic gauge group $U(1) \times U(1) \times U(1)$ and consequently one expects this invariance to hold also for the corresponding field equations (see below). In contrast to this, the
exchange field strengths $\vec{X}$ and $\vec{Y}$ of both the electric and magnetic type are sensitive against a magnetic gauge transformation

$$\vec{X}(\vec{r}) = -\vec{\nabla}' B_0(\vec{r}) - i \mathfrak{A}_M \vec{B}(\vec{r})$$  \hspace{1cm} (III.25a)

$$\vec{Y}(\vec{r}) = \vec{\nabla}' \times \vec{B}(\vec{r})$$  \hspace{1cm} (III.25b)

Here $\mathfrak{A}_M$ is the electric potential difference introduced by equation (III.12) and $\vec{\nabla}'$ is the gauge-covariant generalization of the ordinary gradient operator $\vec{\nabla}$, i.e.

$$\vec{\nabla}' \doteq \vec{\nabla} - i \mathfrak{A}$$  \hspace{1cm} (III.26)

$$(\mathfrak{A} \doteq A_2 - A_3) .$$

Evidently, both exchange field strengths $\vec{X}$ and $\vec{Y}$ obey the homogeneous (tensorial) gauge transformation law

$$\vec{X} \Rightarrow \vec{X}' = e^{-i(\alpha_2 - \alpha_3)} \cdot \vec{X}$$  \hspace{1cm} (III.27a)

$$\vec{Y} \Rightarrow \vec{Y}' = e^{-i(\alpha_2 - \alpha_3)} \cdot \vec{Y},$$  \hspace{1cm} (III.27b)

and consequently one expects gauge-covariant field equations for both objects $\vec{X}, \vec{Y}$ in contrast to the situation with the gauge-invariant electromagnetic field strengths $\vec{E}_a, \vec{H}_a$. Let us remark here that the check of the claimed transformation laws (III.27a)-(III.27b) is a nice exercise where the vector potential difference $\vec{\mathfrak{A}}$ can be shown to change like

$$\vec{\mathfrak{A}} \Rightarrow \vec{\mathfrak{A}}' = \vec{\mathfrak{A}} - \vec{\nabla} (\alpha_2 - \alpha_3).$$  \hspace{1cm} (III.28)

Of course, the field equations of those three-vector objects must again be deduced from their Lorentz-covariant predecessors (II.12a)-(II.12d). Here, the gauge invariance of the electromagnetic part is again manifest, i.e. one has for the electric part

$$\vec{\nabla} \cdot \vec{E}_1 = 4\pi\alpha_s \cdot (1) j_0$$  \hspace{1cm} (III.29a)

$$\vec{\nabla} \cdot \vec{E}_2 + i \left( \vec{\nabla} \times \vec{\mathfrak{A}} - \vec{\nabla} \times \vec{\mathfrak{A}} \right) = 4\pi\alpha_s \cdot (2) j_0$$  \hspace{1cm} (III.29b)

$$\vec{\nabla} \cdot \vec{E}_3 - i \left( \vec{\nabla} \times \vec{\mathfrak{A}} - \vec{\nabla} \times \vec{\mathfrak{A}} \right) = 4\pi\alpha_s \cdot (3) j_0,$$  \hspace{1cm} (III.29c)
and similarly for the magnetic part

\[ \nabla \times \vec{H}_1 = 4\pi \alpha_s j_1 \quad \text{(III.30a)} \]
\[ \nabla \times \vec{H}_2 - i \left( B_0 \vec{X} - B_0 \vec{X}_0 + \vec{B} \times \vec{Y} - \vec{B} \times \vec{Y}_0 \right) = 4\pi \alpha_s \vec{j}_2 \quad \text{(III.30b)} \]
\[ \nabla \times \vec{H}_3 + i \left( B_0 \vec{X} - B_0 \vec{X}_0 + \vec{B} \times \vec{Y} - \vec{B} \times \vec{Y}_0 \right) = 4\pi \alpha_s \vec{j}_3 \quad \text{(III.30c)} \]

(For the link of the Maxwell currents \( \{j^\alpha_{\mu}\} = \{j_0^a; j_1^a\} \) to the Dirac currents \( \{k_{a\mu}\} = \{k_0^a; k_1^a\} \) see equations (II.17a)-(II.17e)). However the corresponding equations for the exchange field strengths display the expected gauge covariance manifestly through the emergence of that gauge-covariant derivative \( \nabla' \) (III.26)

\[ \nabla' \cdot \vec{X} + i \vec{E} \cdot \vec{B} = 4\pi \alpha_s \vec{h}_0 \quad \text{(III.31a)} \]
\[ \nabla' \times \vec{Y} - i \vec{A}_M \vec{X} + iB_0 \vec{e} - i\vec{f} \times \vec{B} = 4\pi \alpha_s \vec{h} \quad \text{(III.31b)} \]

Here the three-vectors \( \vec{E} \) and \( \vec{H} \) are defined through the differences of the electric and magnetic fields due to the identical particles \( (a = 2, 3) \), i.e.

\[ \vec{E} \equiv \vec{E}_2 - \vec{E}_3 \quad \text{(III.32a)} \]
\[ \vec{H} \equiv \vec{H}_2 - \vec{H}_3 \quad \text{(III.32b)} \]

Summarizing, the matter equations (III.22a)-(III.22c) and the gauge field equations (III.29a)-(III.31b) represent the essential RST field equations for the stationary bound systems; and the task to be tackled now is to construct an energy functional \( E[T] \) in such a way that its extremal equations turn out to be identical to just this coupled set of matter and gauge field equations! However before this can be done there remains one point to be settled which refers to the different transformation behavior of the electromagnetic potentials \( A^a_{\mu} \) and the exchange potential \( B_{\mu} \), cf. (III.7a)-(III.7c) vs. (III.9).
4. Linearization and Gauge Invariance

Both the electromagnetic potentials $A^a_{\mu}$ and the exchange potential $B_{\mu}$ appear as independent parts of the bundle connection $A_{\mu}$ (II.2), but there arises an important difference when the structure group $U(1) \times U(2)$ becomes reduced to the proper gauge group $U(1) \times U(1) \times U(1)$. Namely, through this reduction process both bundle constituents $A^a_{\mu}$ and $B_{\mu}$ do acquire a rather different geometric meaning: On the one hand, the electromagnetic potentials $A^a_{\mu}$ preserve their property as connection components for the reduced bundle and therefore do transform inhomogeneously, cf. (III.7a)-(III.7c), in the true spirit of the generalized equivalence principle for the gauge theories. But on the other hand, the exchange potential $B_{\mu}$ acquires tensorial properties under the reduction of the structure group and therefore transforms homogeneously, cf. (III.9). Thus it is no longer possible to locally gauge off the exchange potential $B_{\mu}$ as it is the case with the electromagnetic potentials $A^a_{\mu}$. Clearly, such a change of the geometric meaning of $B_{\mu}$ must have its consequences for the field equations to be obeyed by this object.

Recall here that the field equations (II.12a)-(II.12c) for the potentials $A^a_{\mu}$ are based upon the “curls” (II.11a)-(II.11c) and such a type of equation is just sufficient for the connection components. Indeed, it is not viable to fix also the divergences of $A^a_{\mu}$ by means of some source equation since this would unduly restrict the set of possible gauge transformations of the reduced bundle connection. However, since $B_{\mu}$ has lost its inhomogeneous transformation properties through the reduction of the structure group to the gauge group, this object becomes thereby fixed to a greater extent than is the case with the potentials $A^a_{\mu}$. As a consequence there must exist, besides the “curl type” of field equation (II.12d), also a further equation for $B_{\mu}$ which is of the “source type”. We will satisfy now this requirement by selecting such an additional “source type” equation for $B_{\mu}$, namely

$$\mathcal{D}^\mu B_{\mu} \equiv 0 \ , \quad (III.33)$$

which is nothing else than the vanishing of the invariant divergence (i.e. a kind of invariant
Lorentz gauge condition). The covariant derivative ($\mathcal{D}$) is defined here as

$$\mathcal{D}_\mu B_\nu = \nabla_\mu B_\nu + i\mathfrak{A}_\mu B_\nu$$

(III.34)

$$\left(\mathfrak{A}_\mu \doteq A^2_\mu - A^3_\mu\right)$$

(III.35)

so that the source relation (III.33) may be also rewritten as

$$\vec{\nabla}' \cdot \vec{B} = -i\mathfrak{A}_M B_0$$

(III.36)

with the covariant gradient operator $\vec{\nabla}'$ being defined by equation (III.26) and the potential difference $\mathfrak{A}_M$ by (III.12). This is to be conceived not as an additional dynamical equation but rather as an auxiliary constraint (in the sense of a gauge constraint) in order to ensure the existence and uniqueness of the wanted energy functional $E[T]$ (see below).

The latter relation (III.36) is well-suited in order to explicitly demonstrate how the gauge invariance of the theory may become spoiled through the process of linearization. Namely, the explicit form of (III.36) reads

$$\vec{\nabla} \cdot \vec{B} - i\hat{\mathfrak{A}} \cdot \vec{B} = -i \left(\mathfrak{A}_0 - \frac{1}{a_M}\right) B_0 .$$

(III.37)

But linearizing the theory in the literally sense means that we omit the products of gauge potentials $\hat{\mathfrak{A}} \cdot \vec{B}$ and $A_0 B_0$ so that the residual divergence relation reads

$$\vec{\nabla} \cdot \vec{B} = \frac{i}{a_M} B_0 .$$

(III.38)

Indeed this truncated non-invariant relation was used for the linearized theory (see equation (III.18) of ref. [13]), but here it is revealed now as one of those places where the strict gauge invariance is spoiled through the linearization process.

5. RST Entanglement

Attention to the strange phenomenon of “entanglement” has been drawn for the first time by Schrödinger. He discussed this effect within the conceptual framework of the
conventional (i.e. probabilistic) quantum theory, where its observable consequences refer
to the well-known exchange effects (e.g. shift of atomic energy levels by the “exchange
energy” [10]). However, this can not mean that other (non-conventional) quantum ap-
proaches could not take account of such exchange effects, too. Indeed, it has already
been demonstrated in some preceding papers that those exchange effects can on principle
also be described within the framework of RST. But whereas these demonstrations re-
ferred mainly to concrete numerical examples, it seems now time to discuss the exchange
phenomenon on a more general level.

Here, the point of departure is the component form (II.12a)-(II.12d) of the non-Abelian
Maxwell equations (II.8). It seems rather obvious that these equations suggest to intro-
duce an entanglement vector $G_\mu$, namely through

$$ G_\mu \doteq \frac{i}{4\pi\alpha_s} \left( B^\nu G_{\nu\mu}^* - B^\nu G_{\nu\mu} \right). $$

(III.39)

By this arrangement, the Maxwell equations (II.12b)-(II.12c) for both “entangled” parti-
cles ($a = 2, 3$) adopt the following form

$$ \nabla^\mu F^2_{\mu\nu} + 4\pi\alpha_s G_\nu = 4\pi\alpha_s j^2_\nu $$

(III.40a)

$$ \nabla^\mu F^3_{\mu\nu} - 4\pi\alpha_s G_\nu = 4\pi\alpha_s j^3_\nu. $$

(III.40b)

This could be interpreted in such a way that the Maxwell currents $j^a_\mu$ ($a = 2, 3$) as the
sources of the field strengths $F^a_{\mu\nu}$, become modified through some kind of “entangling cur-
rent” ($\sim G_\mu$) and thus generate a modified electromagnetic potential $A^a_\mu$ ($a = 2, 3$) as the
solution of just those equations (III.40a)-(III.40b). This RST entanglement effect would
then consist partly in the modification of the electromagnetic interactions ($\sim A^a_\mu$) of the
entangled particles and partly in the emergence of a new additional kind of interaction
being mediated directly through the exchange potential $B_\mu$, see the covariant derivatives
(II.7b)-(II.7c). However observe here that the entanglement vector $G_\mu$ formally drops out
for generating the total field strength $F^s_{\mu\nu}$ (III.3) of the entangled particles so that the
influence of the entangled subsystem on the outside world (here the first particle, \(a = 1\)) works exclusively via the electromagnetic potential \(A^s_{\mu}\) (III.2a) which coincides with the former potential \((1)A_{\mu}\) (III.8a).

There arises now a certain ambiguity concerning the normalization of the wave function for an entangled subsystem; but this problem can be enlightened by a closer look at the properties of the entanglement vector \(G_{\mu}\) (III.39). For this purpose, introduce the skew-symmetric tensor \(B_{\mu\nu} \equiv -B_{\nu\mu}\) through

\[
B_{\mu\nu} = \frac{i}{4\pi\alpha_s} \left( \hat{B}_{\mu}B_{\nu} - B_{\mu}\hat{B}_{\nu} \right), \quad (III.41)
\]

and then find by straightforward differentiation and observation of the vanishing divergence (III.33)

\[
G_{\nu} = -\nabla^\mu B_{\mu\nu} + \frac{i}{4\pi\alpha_s} \left[ \hat{B}^\mu \left( \mathbb{D}_\nu B_\mu \right) - B^\mu \left( \mathbb{D}_\nu \hat{B}_\mu \right) \right]. \quad (III.42)
\]

From here it becomes obvious that the entanglement vector \(G_{\mu}\) can be written as the sum of the divergence of a (four-dimensional) entanglement field strength \(B_{\mu\nu}\) and an entanglement current \(l_\nu\) which is defined through

\[
l_\nu \equiv -\frac{i}{4\pi\alpha_s} \left[ \hat{B}^\mu \left( \mathbb{D}_\nu B_\mu \right) - B^\mu \left( \mathbb{D}_\nu \hat{B}_\mu \right) \right]. \quad (III.43)
\]

Thus the splitting of \(G_{\nu}\) (III.42) reads

\[
G_{\nu} = -\left( \nabla^\mu B_{\mu\nu} + l_\nu \right), \quad (III.44)
\]

and if this is inserted in both equations (III.40a)-(III.40b) they do reappear in the form

\[
\nabla^\mu F^2_{\mu\nu} = 4\pi\alpha_s \left( j^2_{\nu} + l_\nu + \nabla^\mu B_{\mu\nu} \right) \div 4\pi\alpha_s \cdot \left( + j^2_{\nu} \right) \quad (III.45a)
\]
\[
\nabla^\mu F^3_{\mu\nu} = 4\pi\alpha_s \left( j^3_{\nu} - l_\nu - \nabla^\mu B_{\mu\nu} \right) \div 4\pi\alpha_s \cdot \left( - j^3_{\nu} \right) \quad (III.45b)
\]

But here the entangled currents \((+ j^2_{\mu})\) and \((- j^3_{\mu})\) have now vanishing divergence

\[
\nabla^\mu(+ j^2_{\mu}) = \nabla^\mu(- j^3_{\mu}) \equiv 0, \quad (III.46)
\]
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for by straightforward differentiation one finds

$$\nabla^\mu G_\mu = -\nabla^\mu l_\mu = i \left( B^\mu h_\mu - B_\mu h^\mu \right) \quad \text{(III.47)}$$

which then just annihilates the sources of $j_2^\mu (\equiv -k_2^\mu)$ and $j_3^\mu (\equiv -k_3^\mu)$, cf. (II.18b)-(II.18c), so that the source equations (III.46) can actually be true. The ordinary Maxwell equations (III.45a)-(III.45b) then say that the field strengths $F_{2\mu\nu}$ and $F_{3\mu\nu}$ can be thought to be generated by those entangled and source-free currents $(+) j_2^\mu$ and $(-) j_3^\mu$. Such a situation would provide us with the possibility to postulate normalization conditions for the entangled wave functions $\psi_a(\vec{r}) (a = 2, 3)$ of the following kind

$$\int_{(S)}^{(+)} j_2^\mu dS^\mu = \int_{(S)}^{(-)} j_3^\mu dS^\mu = -1 \quad \text{(III.48)}$$

Here, the integrals over some three-dimensional hypersurface $(S)$ would then be independent of the choice of that hypersurface $(S)$. However, we will not resort to this construction but rather will prefer the following normalization conditions:

$$N_D(a) \equiv \int_{t=\text{const.}} d^3\vec{r}(a) k_0(\vec{r}) - 1 \equiv 0 \quad \text{(III.49)}$$

$$\begin{align*}
(a &= 1, 2, 3) .
\end{align*}$$

The reason for this preference, where the independence of the 3-surface of integration is lost, will become clearer below in connection with the discussion of the gauge-invariant energy functional.

Finally, it is also interesting to remark that the “external” field strength $F_{s\mu\nu} \quad \text{(III.2b)}$ of the entangled two-particle system may be complemented by an “internal” counterpart $f_{s\mu\nu}$

$$f_{s\mu\nu} \div F_{2\mu\nu} - F_{3\mu\nu} \quad \text{(III.50)}$$

The combination of both non-Abelian Maxwell equations (III.45a)-(III.45b) then yields

$$\nabla^\mu \left( f_{s\mu\nu} - 2B_{\mu\nu} \right) = 4\pi \alpha_s \left( j_2^\mu - j_3^\mu + 2l_\nu \right) \quad \text{(III.51)}$$
The comparison of this “internal” Maxwell equation to its “external” counterpart (III.3) says that the internal gauge interactions do not obey the ordinary (Abelian) Maxwell scheme but take account of the non-Abelian character whose imprint on the internal gauge dynamics results in the additional objects $B_{\mu\nu}$ and $l_\nu$ occurring in equation (III.51).

6. Boundary Conditions and Entanglement Charge

The preceding arguments were based upon a Lorentz-covariant presentation of the RST entanglement, but the wanted energy functional $E_{[T]}$ can naturally not fit into this scheme because the concept of energy is quite generally not a Lorentz-invariant object, even in the relativistic case. Therefore, in search of a gauge-invariant energy functional, it is more convenient to represent the preceding discussion also in three-vector notation. This will be helpful for building up the RST energy $E_T$ from its various constituents.

First, decompose the tensor $B_{\mu\nu}$ (III.41) into its “electric” and “magnetic” part according to

$$\vec{W} = i \left( B_0^* \vec{B} - B_0 \vec{B}^* \right)$$  \hspace{1cm} (III.52a)

$$\vec{V} = i \left( \vec{B} \times \vec{B}^* \right) ,$$  \hspace{1cm} (III.52b)

so that the electric fields $\vec{E}_a$ (III.23b)-(III.23c) for the entangled particles appear now as

$$\vec{E}_2 = -\vec{\nabla}^{(2)} A_0 + \vec{W}$$  \hspace{1cm} (III.53a)

$$\vec{E}_3 = -\vec{\nabla}^{(3)} A_0 - \vec{W} ,$$  \hspace{1cm} (III.53b)

and similarly for the magnetic fields $\vec{H}_a$ (III.24b)-(III.24c)

$$\vec{H}_2 = \vec{\nabla} \times \vec{A}_2 - \vec{V}$$  \hspace{1cm} (III.54a)

$$\vec{H}_3 = \vec{\nabla} \times \vec{A}_3 + \vec{V} .$$  \hspace{1cm} (III.54b)

Furthermore, it becomes obvious from equation (III.34) that, after bundle reduction, the homogeneously transforming exchange potential $B_{\mu}$ acts like a charged matter field
with current $l_\mu$ (III.43) and thus feels the induced connection $\mathcal{A}_\mu (\equiv A^2_\mu - A^3_\mu)$. The corresponding induced curvature follows from equations (III.53a)-(III.54b) in terms of the original curvature components $\vec{E}, \vec{H}$ (III.32a)-(III.32b) and the entanglement fields $\vec{W}, \vec{V}$ (III.52a)-(III.52b) as

$$-\vec{\nabla} \mathcal{A}_0 = \vec{E} - 2\vec{W} \quad (III.55)$$

and

$$\vec{\nabla} \times \vec{\mathcal{A}} = \vec{H} + 2\vec{V} \quad (III.56)$$

Conversely, the time component of the entanglement vector $G_\mu$ (III.44) reads in terms of the electric entanglement field strength $\vec{W}$ and density $l_0$

$$G_0 = \frac{\vec{\nabla} \cdot \vec{W}}{4\pi\alpha_s} - l_0 \quad (III.57)$$

and similarly for the space component

$$\vec{G} = -\left( \frac{\vec{\nabla} \times \vec{V}}{4\pi\alpha_s} + \vec{l} \right) \quad (III.58)$$

where evidently $\vec{V}$ plays the part of a magnetic entanglement field strength and $\vec{l}$ is the entanglement three-current. Obviously, the latter two equations represent the three-vector reformulation of the Lorentz-covariant equation (III.44). In a similar way, the “internal” Maxwell equation (III.51) may be understood as the field equation for the induced connection $\{\mathcal{A}_0, \vec{\mathcal{A}}\} = \{\mathcal{A}_\mu\}$ and appears in three-vector notation as

$$-\Delta \mathcal{A}_0 + 4 \left( \vec{\nabla} \cdot \vec{W} \right) = \vec{\nabla} \cdot \left( \vec{E} + 2\vec{W} \right) = 4\pi\alpha_s \left( \vec{j}_2 - \vec{j}_3 + 2l_0 \right) \quad (III.59a)$$

$$-\Delta \vec{\mathcal{A}} - 4 \left( \vec{\nabla} \times \vec{V} \right) = \vec{\nabla} \times \left( \vec{H} - 2\vec{V} \right) = 4\pi\alpha_s \left( \vec{j}_2 - \vec{j}_3 + 2\vec{l} \right) \quad (III.59b)$$

This three-vector formalism for the induced “exchange bundle” is also well-suited in order to consider (albeit somewhat superficially) the question of boundary conditions. Surely, one will require that the electrostatic potentials $(^{(a)}A_0)$ (III.17) will decay at infinity ($r \to \infty$) like an ordinary Coulomb potential ($a = 1, 2, 3$)

$$\lim_{r \to \infty} (^{(a)}A_0) = e_a \cdot \frac{\alpha_s}{r} \quad (III.60)$$
where \( e_a \) is a “pseudo-charge number”. Of course for the non-identical particle \((a = 1)\) one will put \( e_1 = 1 \) which is the actual charge number, because the non-identical particle is not subjected to the exchange forces; but for the two entangled particles one naturally expects \( e_a \neq -1 \,(a = 2, 3)\). Recall here the fact that the total potential \( A^a_\mu \) \((\text{III.2a})\) of both entangled particles feels exclusively the total current \( j^a_\mu \), cf. \((\text{III.3})\)

\[
\nabla^\mu F^{a}_{\mu \nu} = \Box A^a_\nu = -\Delta A^a_\nu = 4\pi \alpha_s j^a_\nu
\]

so that we can require at spatial infinity \((r \to \infty)\)

\[
^{(a)}A_0 \div \frac{(2)A_0 + (3)A_0}{2} = -2 \cdot \frac{\alpha_s}{r}.
\]

This means that one always has

\[
e_s \div e_2 + e_3 = -2
\]

but not necessarily \( e_2 = e_3 = -1 \) since the exchange interaction can transfer entanglement charge \( \delta_e \) from one identical particle to the other.

In order to discuss this charge exchange a little bit more thoroughly, integrate over the equation \((\text{III.59a})\) and apply also Gauß’ integral theorem in order to find under observation of the normalization conditions \((\text{III.49})\)

\[
\oint_{(S_\infty)} \left( \vec{E} + 2\vec{W} \right) \cdot d\vec{S} = 8\pi \alpha_s \int d^3 \vec{r} l_0(\vec{r}) ,
\]

where \( S_\infty \) is a closed two-surface at infinity \((r \to \infty)\) with surface element \( d\vec{S} \). Here the two-dimensional surface integral of the vector field \( \vec{W} \) \((\text{III.52a})\) can now be assumed to be zero because it is a nearby hypothesis that \( B_0 \) should decay at spatial infinity \((r \to \infty)\) at least like \( r^{-1} \) (monopole) and \( \vec{B} \) at least like \( r^{-2} \) (dipole), which yields \( \vec{W} \sim r^{-3} \). But for such a situation the equation \((\text{III.63})\) then links the entanglement charge \( \delta_e = \frac{(e_2 - e_3)}{2} \) to the integrated entanglement charge density \( l_0(\vec{r}) \) through

\[
\oint_{(S_\infty)} \vec{E} \cdot d\vec{S} = 8\pi \alpha_s \delta_e = 8\pi \alpha_s \int d^3 \vec{r} l_0(\vec{r}) ,
\]
i.e. the entanglement charge
\[ \delta_e = \int d^3 \vec{r} \, l_0(\vec{r}) \] (III.66)
is shifted from one identical particle to the other.

Applying quite similar arguments as for the present equation (III.59a) also to the former equations (III.29b)-(III.29c) for the individual particles one concludes that the pseudo-charges \( e_a \) (III.60) for the identical particles are given in terms of the entanglement charge \( \delta_e \) (III.66) through
\[
\begin{align*}
e_2 &= -1 + \delta_e \quad \text{(III.67a)} \\
e_3 &= -1 - \delta_e \quad \text{(III.67b)}
\end{align*}
\]

Thus summarizing the results, one arrives at the conclusion that it is only the total charge number \( e_s \) (III.63) (of a subsystem of identical particles) which is generally fixed and leads to a well-defined electrostatic potential \( s A_0 \) (III.62) at spatial infinity, whereas the individual particles do carry charge numbers (here \( e_2 \) and \( e_3 \)) which are neither integer nor are generally fixed but depend upon the considered situation (i.e. the concrete quantum state). Clearly, the tacitly made presumption is here that the charge number \( e_a \) of any particle (a) is defined by that asymptotic form \( (a) A_0(\vec{r}) \) of its emitted potential (III.60).

Here, it should become also obvious that future work has to be spent upon a more thorough inspection of the boundary conditions of all the concerned gauge fields.
IV Gauge-Invariant Energy Functional

It seems unlikely that the wave functions (or even densities) in an atom or molecule can be observed directly in order to test the physical truth of the RST solutions; and therefore one has to look for some other physical observable which is essentially determined by the RST solutions but on the other hand provides also a handle for the observations. Surely, such a quantity will be the total field energy $E_T$ being concentrated in any RST solution since this quantity determines uniquely the optical spectrum of the bound system under consideration. A nearby definition of the wanted RST energy $E_T$ refers of course to the total energy momentum density $\langle T \rangle_{\mu\nu}$, cf. equation (II.21). This proposal has been studied extensively in the preceding paper [13], however only for the linearized theory which has been shown (by the preceding arguments) to miss the exact gauge invariance. Therefore we will readily set up once more the wanted energy functional $\tilde{E}_{[T]}$, but this time with properly taking into account the non-Abelian (and therefore non-linear) character of RST.

The non-relativistic limit $\tilde{E}_{[T]}$ of the relativistic $\tilde{E}_{[T]}$ is also worked out; and here it is important to preserve the gauge covariance just in this limit. It should also be a matter of course that the subsequent exact result for $\tilde{E}_{[T]}$ must be closely related to the previous approximative result of the linearized theory. Indeed, this relationship shows up in the formal identity of the present exact result (IV.20) with the analogous expression of the linearized theory, cf. equation (IV.14) of ref. [13]. Thus the present progress refers here mainly to the individual contributions to the energy functional which are now made rigorously gauge-invariant! This invariance becomes manifest through the rigorous use of the gauge-covariant derivative $\mathbb{D}$ and $\vec{\nabla}'$, see equations (III.26) and (III.34). Clearly, the expectation is now that such an energy functional, which meets with the symmetry requirements of all the modern gauge field theories, should also have something to do with physical reality.
1. Generalized Poisson Identities

The Poisson and exchange identities are important constraints for the principle of minimal energy and therefore must be considered before the corresponding energy functional can be set up. The electric Poisson identity is obtained by multiplying through any of the three electric source equations (III.29a)-(III.29c) with the corresponding electrostatic potentials \((I)A_0(\vec{r}), (II)A_0(\vec{r}), (III)A_0(\vec{r})\) and integrating over whole three-space with finally adding up all three results. This procedure yields the electric Poisson identity in the following form

\[
N_{G}^{(e)} \equiv n_{G}^{(e)}
\]

where the left-hand side is defined in terms of the electric potentials and charge densities \(^{(a)}j_0(\vec{r})\) through

\[
N_{G}^{(e)} \equiv \frac{\hbar c}{4\pi\alpha_s} \int d^3\vec{r} \left[ (\vec{\nabla} (1)A_0) \cdot (\vec{\nabla} (2)A_0) + (\vec{\nabla} (2)A_0) \cdot (\vec{\nabla} (3)A_0) + (\vec{\nabla} (3)A_0) \cdot (\vec{\nabla} (1)A_0) \right] - \frac{\hbar c}{2} \int d^3\vec{r} [(I)A_0 \cdot (1)j_0 + (II)A_0 \cdot (2)j_0 + (III)A_0 \cdot (3)j_0] \frac{\hbar c}{4\pi\alpha_s} \int d^3\vec{r} \vec{a}_0 \cdot (\vec{\nabla} \cdot \vec{W}) .
\]

And furthermore, the right-hand side of the identity (IV.1) is given in terms of the exchange objects through

\[
n_{G}^{(e)} \equiv -\frac{\hbar c}{2} \int d^3\vec{r} \vec{a}_0 \cdot l_0 .
\]

It should be obvious that here must exist also a magnetic analogy to that electric identity (IV.1). Indeed this magnetic Poisson identity may be deduced from the magnetic part (III.30a)-(III.30c) of the (non-Abelian) Maxwell equations in just the same manner and appears then as follows:

\[
N_{G}^{(m)} \equiv n_{G}^{(m)} ,
\]

where the left-hand side of this identity is defined quite analogously to its electric counterpart.
terpart $N_G^{(e)}$ (IV.2) through

$$N_G^{(m)} = \frac{\hbar c}{4\pi \alpha_s} \int d^3 \vec{r} \left[ \left( \nabla \times \vec{A}_1 \right) \cdot \left( \nabla \times \vec{A}_2 \right) + \left( \nabla \times \vec{A}_2 \right) \cdot \left( \nabla \times \vec{A}_3 \right) + \left( \nabla \times \vec{A}_3 \right) \cdot \left( \nabla \times \vec{A}_1 \right) \right] - \frac{\hbar c}{2} \int d^3 \vec{r} \left( \vec{j}_1 \cdot \vec{A}_1 + \vec{j}_2 \cdot \vec{A}_II + \vec{j}_3 \cdot \vec{A}_III \right), \quad (IV.5)$$

and the right-hand side appears again as the magnetic counterpart of $n_G^{(e)}$ (IV.3), i.e.

$$n_G^{(m)} \doteq - \frac{\hbar c}{4\pi \alpha_s} \int d^3 \vec{r} \vec{A} \cdot \left( \nabla \times \vec{V} \right) - \frac{\hbar c}{2} \int d^3 \vec{r} \vec{A} \cdot \vec{l}. \quad (IV.6)$$

Now with a little bit intuition concerning the relativistic formalism, one easily realizes that the electromagnetic Poisson identity

$$N_G^{(e)} - N_G^{(m)} - \left( n_G^{(e)} - n_G^{(m)} \right) \equiv 0 \quad (IV.7)$$

is built up by certain Lorentz invariants; namely this identity reads explicitly

$$\int d^3 \vec{r} \left( (1) A_{\mu \nu} \cdot (2) A_{\mu \nu} + (2) A_{\mu \nu} \cdot (3) A_{\mu \nu} + (3) A_{\mu \nu} \cdot (1) A_{\mu \nu} + 8\pi \alpha_s A_{\mu \nu} B_{\mu \nu} \right) + 4\pi \alpha_s \int d^3 \vec{r} \left( (1) A_{\mu} \cdot (1) j^{\mu} + (II) A_{\mu} \cdot (2) j^{\mu} + (III) A_{\mu} \cdot (3) j^{\mu} - 2\mu l^{\mu} \right) \equiv 0. \quad (IV.8)$$

Here it is made use of the source equation for the object $B_{\mu \nu}$ (III.44)

$$\nabla^{\nu} B_{\nu \mu} = - (G_{\mu} + l_{\mu}) \quad (IV.9)$$

whose space-time splitting is given by equations (III.57)-(III.58); and furthermore the skew-symmetric tensors $^{(a)}A_{\mu \nu} (= -^{(a)}A_{\nu \mu})$ are defined through $(a = 1, 2, 3)$

$$^{(a)}A_{\mu \nu} \doteq \nabla_{\mu} A_{\nu}^{a} - \nabla_{\nu} A_{\mu}^{a}. \quad (IV.10)$$

But let us stress here the somewhat strange fact that it is only the left-hand side $N_G^{(e)}$ (IV.2) and $N_G^{(m)}$ (IV.5) of the electric and magnetic Poisson identities (IV.1) and (IV.4) which play the role of a constraint for the subsequent RST principle of minimal energy. Clearly one expects that a similar constraint must be active also for the exchange subsystem.
2. Exchange Identities

The procedure for deducing the exchange identities is quite similar to that for the preceding electric and magnetic Poisson identities. More concretely, one multiplies through the electric exchange equation (III.31a) with $^*B_0$ (and its complex conjugate with $B_0$) and then one arrives after some simple mathematical manipulations at the following electric exchange identity

$$N^{(h)}_G \equiv n^{(h)}_G.$$  (IV.11)

Here the left-hand side is given by

$$N^{(h)}_G \equiv \frac{\hbar c}{4\pi\alpha_s} \int d^3\vec{r} \left[ \left( \vec{\nabla}' \times B_0 \right) \cdot \left( \vec{\nabla}' \times B_0 \right) - A_M^2 \vec{B}_0 \cdot \vec{B}_0 \right]$$

$$\quad - \frac{\hbar c}{2} \int d^3\vec{r} \left( B_0 \vec{h}_0 + \vec{B}_0 \right) + \frac{\hbar c}{8\pi\alpha_s} \int d^3\vec{r} \vec{A}_0 \left( \vec{\nabla} \cdot \vec{W} \right)$$  (IV.12)

and the right-hand side by

$$n^{(h)}_G \equiv -\frac{\hbar c}{8\pi\alpha_s} \int d^3\vec{r} \vec{A}_0 \left( \vec{\nabla} \cdot \vec{W} \right) - \frac{\hbar c}{4\pi\alpha_s} \int d^3\vec{r} \vec{W}^2.$$  (IV.13)

Quite analogously, the magnetic exchange identity is obtained from the magnetic exchange equation (III.31b) by multiplying through with $^*\vec{B}$ (or $\vec{B}$, resp.); and this then yields the following identity

$$N^{(g)}_G \equiv n^{(g)}_G.$$  (IV.14)

with the left-hand side $N^{(g)}_G$ being defined by

$$N^{(g)}_G \equiv \frac{\hbar c}{4\pi\alpha_s} \int d^3\vec{r} \left[ \left( \vec{\nabla}' \times \vec{B} \right) \cdot \left( \vec{\nabla}' \times \vec{B} \right) + \left( \vec{\nabla}' \cdot \vec{B} \right) \cdot \left( \vec{\nabla}' \cdot \vec{B} \right) - A_M^2 \left( \vec{B} \cdot \vec{B} \right) \right]$$

$$\quad - \frac{\hbar c}{8\pi\alpha_s} \int d^3\vec{r} \vec{A}_0 \left( \vec{\nabla} \cdot \vec{V} \right) - \frac{\hbar c}{4\pi\alpha_s} \int d^3\vec{r} \vec{A} \cdot \left( \vec{\nabla} \times \vec{V} \right)$$

$$\quad + \frac{\hbar c}{4\pi\alpha_s} \int d^3\vec{r} \vec{V}^2 - \frac{\hbar c}{4\pi\alpha_s} \int d^3\vec{r} \vec{W}^2 - \frac{\hbar c}{2} \int d^3\vec{r} \left( \vec{B} \cdot \vec{h} + ^*\vec{B} \cdot ^*\vec{h} \right)$$  (IV.15)
and similarly the right-hand side $n_{G}^{(g)}$ by

$$n_{G}^{(g)} = -\frac{\hbar c}{4\pi\alpha_s} \int d^3\vec{r} \vec{V}^2 + \frac{\hbar c}{8\pi\alpha_s} \int d^3\vec{r} \mathfrak{A}_0 \left( \nabla \cdot \vec{W} \right). \quad \text{(IV.16)}$$

The exchange identity (IV.11) of the electric type can again be combined with the exchange identity of the magnetic type (IV.14) in order to yield the total exchange identity

$$N_{G}^{(h)} - n_{G}^{(h)} - \left( N_{G}^{(g)} - n_{G}^{(g)} \right) \equiv 0. \quad \text{(IV.17)}$$

This may be written again in terms of Lorentz invariants as

$$\int d^3\vec{r} \left( G_{\mu\nu} G^{\mu\nu} - 4\pi\alpha_s \mathfrak{A}^{\mu\nu} B_{\mu\nu} \right) + 4\pi\alpha_s \int d^3\vec{r} \left( B^{\mu} h_{\mu} + \ast B^{\mu} h_{\mu} + 8\pi\alpha_s B^{\mu\nu} B_{\mu\nu} \right) \equiv 0 \quad \text{(IV.18)}$$

and is of course the exchange counterpart of the electromagnetic case (IV.7)-(IV.8). Here we have made use also of the fact that the exchange field strength $G_{\mu\nu}$ (II.11d) can be expressed in terms of the gauge-covariant derivative (III.34) as

$$G_{\mu\nu} = \mathbb{D}_{\mu} B_{\nu} - \mathbb{D}_{\nu} B_{\mu}. \quad \text{(IV.19)}$$

However observe again that for the subsequent energy functional $\tilde{E}_{[T]}$ one cannot use the Lorentz invariants (IV.18) immediately but rather one has to resort to their non-invariant parts $N_{G}^{(h)}$ and $N_{G}^{(g)}$ separately; the complementary parts $n_{G}^{(h)}$ and $n_{G}^{(g)}$ do work as simple constants which must be held fixed for the variational process!

### 3. Relativistic Energy Functional

The essential structure of the RST energy functional $\tilde{E}_{[T]}$ has already been discussed in the preceding paper [13], albeit only for the linearized theory. But this principal form of $\tilde{E}_{[T]}$ does also apply to the original non-Abelian (and therefore non-linear) theory, i.e. we put

$$\tilde{E}_{[T]} = E_{[T]}^{(IV)} + \sum_{a=1}^{3} \lambda_{D}(a) \cdot N_{D}(a) + \lambda_{G}^{(e)} \cdot \left( N_{G}^{(e)} - n_{G}^{(e)} \right) \quad \text{(IV.20)}$$

$$+ \lambda_{G}^{(m)} \cdot \left( N_{G}^{(m)} - n_{G}^{(m)} \right) + \lambda_{G}^{(h)} \cdot \left( N_{G}^{(h)} - n_{G}^{(h)} \right) + \lambda_{G}^{(g)} \cdot \left( N_{G}^{(g)} - n_{G}^{(g)} \right).$$
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The leading feature of this functional consists in its composition of a physical part (i.e. \( E^{(IV)}_{\text{[T]}} \)) and of the constraints of electromagnetic and exchange type, besides the normalization conditions \((\text{III.49})\) for the wave functions. The four gauge field constraints are based upon the demand that the objects \( N_{G}^{(e)} \) \((\text{IV.2})\), \( N_{G}^{(m)} \) \((\text{IV.5})\), \( N_{G}^{(h)} \) \((\text{IV.12})\) and \( N_{G}^{(g)} \) \((\text{IV.15})\) must be kept fixed for the variational process, i.e. one interpretes the functionals \( n_{G}^{(e)} \) \((\text{IV.3})\), \( n_{G}^{(m)} \) \((\text{IV.6})\), \( n_{G}^{(h)} \) \((\text{IV.13})\) and \( n_{G}^{(g)} \) \((\text{IV.16})\) as constants not undergoing the variational manipulations (\( \sim \delta n_{G}^{(e)} = \delta n_{G}^{(m)} = \delta n_{G}^{(h)} = \delta n_{G}^{(g)} = 0 \)). Especially, for a system of non-identical particles (such as the previously considered positronium \([13]\)) all exchange fields do vanish and thus the real numbers \( n_{G}^{(e)} \), \( n_{G}^{(m)} \), \( n_{G}^{(h)} \), \( n_{G}^{(g)} \) are all zero per se. For such a situation the variational procedure does reproduce correctly the RST system of mass eigenvalue and gauge field equations, see ref. \([13]\). But the progress with the present generalized case \((\text{IV.20})\) is now that both the RST mass eigenvalue system \((\text{III.22a})-(\text{III.22c})\) plus the gauge field system \((\text{III.29a})-(\text{III.31b})\) does reappear in a gauge-invariant form from the extremalization procedure with fixed numbers \( n_{G}^{(e)} \), \( n_{G}^{(m)} \), \( n_{G}^{(h)} \), \( n_{G}^{(g)} \) (not to be interpreted as functionals of the gauge fields):

\[
\delta \tilde{E}_{\text{[T]}} = 0 \quad \text{(IV.21)}
\]

\[
(\delta n_{G}^{(e)} = \delta n_{G}^{(m)} = \delta n_{G}^{(h)} = \delta n_{G}^{(g)} = 0).
\]

Thereby the Lagrangean multipliers turn out as

\[
\lambda_{D}(1) = M_{1}c^{2}, \quad \lambda_{D}(2) = -M_{2}c^{2}, \quad \lambda_{D}(3) = -M_{3}c^{2} \quad \text{(IV.22a)}
\]

\[
\lambda_{G}^{(m)} = -\lambda_{G}^{(e)} = 2 \quad \text{(IV.22b)}
\]

\[
\lambda_{G}^{(h)} = -\lambda_{G}^{(g)} = 2. \quad \text{(IV.22c)}
\]

Recall here also the former discussion below equation \((\text{III.47})\) concerning the right choice of the normalization condition for the wave functions \( \psi_{a}(\vec{r}) \). The reason for that preference of \((\text{III.49})\) over \((\text{III.48})\) becomes now clear because it is just this specific condition \((\text{III.49})\) which (by virtue of equations \((\text{IV.22a})\)) lets emerge the mass eigenvalues \( M_{a} \) as desired in the mass eigenvalue equations \((\text{III.22a})-(\text{III.22c})\).
If the system of extremal equations due to (IV.21) could be solved exactly, one could substitute the exact solutions back into the energy functional $\tilde{E}_{\cal T}$ (IV.20) and would then find that the total RST energy $\tilde{E}_{\cal T}$, concentrated in that hypothetical exact solution, is determined by the physical part $E^{(\text{IV})}_{\cal T}$ alone. This physical part itself is the sum of all the partial energies of the coupled RST field system, i.e.

$$E^{(\text{IV})}_{\cal T} = Z^2_{(1)} \cdot M_p c^2 + Z^2_{(2)} \cdot M_e c^2 + Z^2_{(3)} \cdot M_e c^2 + 2T_{\text{kin}} + E^{(e)}_{\cal R} - E^{(m)}_{\cal R} - E^{(h)}_{\cal C} - E^{(g)}_{\cal C}. \quad (IV.23)$$

Here, the mass renormalization factors $Z^2_{(a)} (a = 1, 2, 3)$ are defined in terms of the Dirac spinors $\psi_a(\vec{r})$ as follows

$$Z^2_{(a)} = \int d^3 \vec{r} \bar{\psi}_a(\vec{r}) \psi_a(\vec{r}). \quad (IV.24)$$

Furthermore, the total kinetic energy $T_{\text{kin}}$ is the sum of the three single-particle energies $T_{\text{kin}}(a)$

$$T_{\text{kin}} = T_{\text{kin}}(1) + T_{\text{kin}}(2) + T_{\text{kin}}(3), \quad (IV.25)$$

with the kinetic energy of the first particle ($a = 1$) being given by

$$T_{\text{kin}}(1) = \frac{i \hbar c}{2} \int d^3 \vec{r} \bar{\psi}_1(\vec{r}) \vec{\gamma} \cdot \vec{\nabla} \psi_1(\vec{r}), \quad (IV.26)$$

and similarly for both identical particles ($a = 2, 3$)

$$T_{\text{kin}}(a) = -\frac{i \hbar c}{2} \int d^3 \vec{r} \bar{\psi}_a(\vec{r}) \vec{\gamma} \cdot \vec{\nabla} \psi_a(\vec{r}). \quad (IV.27)$$

The last contribution to the physical energy $E^{(\text{IV})}_{\cal T}$ (IV.23) comes from the gauge field and subdivides into the electrostatic energy $E^{(e)}_{\cal R}$

$$E^{(e)}_{\cal R} = \frac{\hbar c}{4\pi \alpha_s} \int d^3 \vec{r} \left( \vec{E}_1 \cdot \vec{E}_2 + \vec{E}_2 \cdot \vec{E}_3 + \vec{E}_3 \cdot \vec{E}_1 \right), \quad (IV.28)$$

magnetostatic energy $E^{(m)}_{\cal R}$

$$E^{(m)}_{\cal R} = \frac{\hbar c}{4\pi \alpha_s} \int d^3 \vec{r} \left( \vec{H}_1 \cdot \vec{H}_2 + \vec{H}_2 \cdot \vec{H}_3 + \vec{H}_3 \cdot \vec{H}_1 \right), \quad (IV.29)$$
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exchange energy $E^{(h)}_C$ of the electric type
\[ E^{(h)}_C = \frac{\hbar c}{4\pi \alpha_s} \int d^3 \vec{r} \left( \vec{X}^* \cdot \vec{X} \right), \quad (IV.30) \]
and finally the exchange energy $E^{(g)}_C$ of the magnetic type
\[ E^{(g)}_C = \frac{\hbar c}{4\pi \alpha_s} \int d^3 \vec{r} \left( \vec{Y}^* \cdot \vec{Y} \right). \quad (IV.31) \]

An interesting point of this *RST principle of minimal energy* (IV.21) refers now to the fact that only the Lagrangean multipliers $\lambda_D(a)$ (IV.22a), being linked to the wave function normalization (III.49), depend upon the special RST solution; but the four multipliers $\lambda^e_G, \lambda^m_G, \lambda^h_G, \lambda^g_G$ referring to the Poisson and exchange constraints (IV.1), (IV.4), (IV.11) and (IV.14) are universal constants, cf. (IV.22b)-(IV.22c). Therefore it is possible to collect all four gauge field constraints into a single one, i.e. we may put for the RST functional $\tilde{E}_{[T]}$ (IV.20)
\[ \tilde{E}_{[T]} = E^{(IV)}_{[T]} + \sum_{a=1}^{3} \lambda_D(a) \cdot N_D(a) + \lambda_G \cdot (N_G - n_G) \quad (IV.32) \]
where for the single residual multiplier one has $\lambda_G = -2$. The compact gauge field constraint is then given by the identity
\[ N_G \equiv n_G, \quad (IV.33) \]
with $N_G$ working as the proper constraint condition whereas $n_G$ has the status of a fixed number ($\delta n_G = 0$)
\[ N_G \doteq n_G^{(e)} - n_G^{(m)} - n_G^{(h)} + n_G^{(g)} \quad (IV.34a) \]
\[ n_G \doteq n_G^{(e)} - n_G^{(m)} - n_G^{(h)} + n_G^{(g)} \quad (IV.34b) \]

Finally it is also worth while to point out to the circumstance that the mass eigenvalues $M_a$ do not only emerge in the mass eigenvalue equations (III.22a)-(III.22c) but also in the gauge field equations (III.29b)-(III.31b), namely implicitly in form of the exchange
length $a_M$ (III.13) occurring in the transformed potential $A_M$ (III.12) and also in the exchange field strength $\vec{X}$ (III.25a). This entails certain complications when one wishes to exploit the principle of minimal energy (IV.21) for developing variational techniques in order to obtain approximate solutions for the RST eigenvalue problem (consisting of the matter equations (III.22a)-(III.22c) plus the gauge field equations (III.29a)-(III.31b)).

It is true, the exchange length $a_M$ is to be kept fixed during the variational procedure (IV.21), but for solving the extremal equations due to the functional $\tilde{E}[\mathcal{T}]$ one has to express $a_M$ in terms of the mass functionals, i.e. one has to render more precise the former definition of $a_M$ (III.13) to

$$\frac{1}{a_M} = \frac{\left( M_2 - M_3 \right) c}{\hbar}$$

(IV.35)

(for a discussion of the mass functionals $M_{[a]}$ see ref. [13]). Clearly by this arrangement (IV.35) the RST eigenvalue problem is revealed to be essentially an integro-differential system. However this complication is not present for systems of different particles where the exchange subsystem becomes trivial (i.e. $B_\mu \equiv 0$), see below for the treatment of positronium. See also Appendix A for the manifestly gauge-invariant form of the energy functional $\tilde{E}[\mathcal{T}]$.

4. Non-Relativistic Variational Principle

Surely, it is very satisfying to have a rigorously relativistic energy functional because this admits to predict the frequencies of spectral lines as precisely as the observational data do require it in order to test the quality of the theory. However for the practical applications it will mostly not be possible to solve exactly the relativistic eigenvalue problem so that one is forced to resort to approximative solutions. But when the solutions are not exact, it makes no sense to insert them into the exact (relativistic) energy functional; but rather it is sufficient (and simpler) to use a similar approximation of the energy functional, i.e. we have to look for its non-relativistic limit. In this sense we must now deduce (from the relativistic predecessors) the non-relativistic approximations of both the
corresponding RST field equations and the energy functional. Logically, both concepts must fit together in the sense that it does not matter whether one first establishes the non-relativistic functional (\(\tilde{E}_{[T]}\), say) and then looks for the non-relativistic field equations as the extremal equations of \(\tilde{E}_{[T]}\); or whether one deduces the non-relativistic field equations directly from their relativistic predecessors (III.22a)-(III.22c), i.e. the following approximation scheme must be commutative:
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The point here is that we have to establish the non-relativistic approximations in such a way that the magnetic gauge covariance (or invariance, resp.) is properly respected; this is not the case in the preceding paper [13] where the process of linearization did spoil the strict magnetic gauge invariance/covariance.

**Non-Relativistic Eigenvalue Equations**

First let us deduce the non-relativistic energy eigenvalue equations directly from their relativistic predecessors (III.22a)-(III.22c). The method of non-relativistic approximation consists here in resolving approximately the equations for the “positive” Pauli spinors \(^{(a)}\varphi_+(\vec{r})\) with respect to the “negative” Pauli spinors \(^{(a)}\varphi_- (\vec{r})\) and substituting this back into the equation for the “negative” Pauli spinors. Thus in the first step, the
“negative” Pauli spinors do appear in the following form \[13\]:

\[
\begin{align*}
(1) \varphi^{-}(\vec{r}) & \simeq \hat{R}_{(1)}(1) \varphi^{+}(\vec{r}) \\
(2) \varphi^{-}(\vec{r}) & \simeq \hat{R}_{(II)}(2) \varphi^{+}(\vec{r}) + \hat{\tau}_{(II)}(3) \varphi^{+}(\vec{r}) \\
(3) \varphi^{-}(\vec{r}) & \simeq \hat{R}_{(III)}(3) \varphi^{+}(\vec{r}) + \hat{\tau}_{(III)}(2) \varphi^{+}(\vec{r}) .
\end{align*}
\]

This demonstrates again the exchange coupling of both identical particles \(a = 2, 3\) as well as the corresponding decoupling of the first (non-identical) particle \(a = 1\). The resolvent operators, mediating the approximative transition to the non-relativistic regime, are given by

\[
\begin{align*}
\hat{R}_{(1)} &= \frac{i\hbar}{2M_p c} \vec{\sigma} \cdot (\vec{\nabla} + i\vec{A}_I) \\
\hat{R}_{(II)} &= -\frac{i\hbar}{2M_e c} \vec{\sigma} \cdot (\vec{\nabla} + i\vec{A}_{II}) , \quad \hat{\tau}_{(II)} = \frac{\hbar}{2M_e c} \vec{\sigma} \cdot \vec{B} \\
\hat{R}_{(III)} &= -\frac{i\hbar}{2M_e c} \vec{\sigma} \cdot (\vec{\nabla} + i\vec{A}_{III}) , \quad \hat{\tau}_{(III)} = \frac{\hbar}{2M_e c} \vec{\sigma} \cdot \vec{B} .
\end{align*}
\]

But now the crucial point is here that those non-relativistic approximations \[(IV.36a)-(IV.36c)\] must be covariant under the group of magnetic gauge transformations! These transformations are defined for the magnetic potentials \(\vec{A}_I, \vec{A}_{II}, \vec{A}_{III}\) through the equations \[(III.20a)-(III.20c)\], furthermore for the exchange potential \(\{B_\mu\} = \{B_0, -\vec{B}\}\) through equation \[(III.9)\], and finally for the Pauli spinors through

\[
(a) \varphi^{'}_{\pm}(\vec{r}) = e^{-i\alpha_a} \cdot (a) \varphi_{\pm}(\vec{r}) .
\]

Clearly, the latter transformation law is entailed on the two-component Pauli spinors \((a) \varphi_{\pm}(\vec{r})\) by the corresponding law \[(III.6)\] for the four-component Dirac spinors \(\psi_a(\vec{r})\), namely just via the direct sum construction \[(III.21)\]. But the point with this group of magnetic gauge transformations is now that those approximative relations \[(IV.36a)-(IV.36c)\] must transform covariantly under the magnetic gauge transformations. Indeed, it is easy to see that this magnetic covariance requirement transcribes to the resolvent
operators in the following form:

\[ e^{i\alpha_1} \cdot \hat{R}'(I) \cdot e^{-i\alpha_1} = \hat{R}(I) \]  (IV.39a)

\[ e^{i\alpha_2} \cdot \hat{R}'(II) \cdot e^{-i\alpha_2} = \hat{R}(II) \]  \[ e^{i\alpha_2} \cdot \hat{r}'(II) \cdot e^{-i\alpha_2} = \hat{r}(II) \]  (IV.39b)

\[ e^{i\alpha_3} \cdot \hat{R}'(III) \cdot e^{-i\alpha_3} = \hat{R}(III) \]  \[ e^{i\alpha_3} \cdot \hat{r}'(III) \cdot e^{-i\alpha_3} = \hat{r}(III) \]  (IV.39c)

But this required transformation behavior of the resolvent operators can easily be verified by simply evoking the corresponding transformation laws for the three-vector potentials \( \vec{B}, \vec{A}_I, \vec{A}_{II}, \vec{A}_{III} \) as given by equations (III.9) and (III.20a)-(III.20c). Thus, the magnetic gauge covariance is preserved in the first step.

The second step consists now in substituting those appropriate “negative” spinors \((a)\varphi_-(\vec{r})\) (IV.36a)-(IV.36c) back into the eigenvalue equations (III.22a)-(III.22c) for just the negative spinors. This procedure then leads us to the following Pauli-like equations for the “positive” spinors \((a)\varphi_+(\vec{r}), a = 1, 2, 3\)

\[ \hat{\mathcal{H}}_{(I)}^{(1)} \varphi_+(\vec{r}) = E_{P(1)} \cdot \varphi_+(\vec{r}) \]  (IV.40a)

\[ \hat{\mathcal{H}}_{(II)}^{(2)} \varphi_+(\vec{r}) + \hat{\mathcal{H}}_{(III)}^{(3)} \varphi_+(\vec{r}) = E_{P(2)} \cdot \varphi_+(\vec{r}) \]  (IV.40b)

\[ \hat{\mathcal{H}}_{(III)}^{(3)} \varphi_+(\vec{r}) + \hat{\mathcal{H}}_{(II)}^{(2)} \varphi_+(\vec{r}) = E_{P(3)} \cdot \varphi_+(\vec{r}) \]  (IV.40c)

Here, the Pauli energy eigenvalues \(E_{P(a)}\) are non-relativistic approximations of the former mass eigenvalues \(M_a\), i.e.

\[ E_{P(1)} \approx -(M_p + M_1) c^2 \]  (IV.41a)

\[ E_{P(2)} \approx (M_2 - M_e) c^2 \]  (IV.41b)

\[ E_{P(3)} \approx (M_3 - M_e) c^2 \]  (IV.41c)
furthermore the Pauli Hamiltonians \( \hat{\mathcal{H}} \) are given by
\[
\begin{align*}
\hat{\mathcal{H}}_{(I)} &= -\frac{\hbar^2}{2M_p} \left[ \left( \vec{\nabla} + iA_I \right)^2 - \vec{\sigma} \cdot \vec{H}_I \right] + \hbar c A_0^{(I)} \quad \text{(IV.42a)} \\
\hat{\mathcal{H}}_{(II)} &= -\frac{\hbar^2}{2M_e} \left[ \left( \vec{\nabla} + iA_{II} \right)^2 - \vec{\sigma} \cdot \vec{H}_{II} \right] - \hbar c A_0^{(II)} \quad \text{(IV.42b)} \\
\hat{\mathcal{H}}_{(III)} &= -\frac{\hbar^2}{2M_e} \left[ \left( \vec{\nabla} + iA_{III} \right)^2 - \vec{\sigma} \cdot \vec{H}_{III} \right] - \hbar c A_0^{(III)} , \quad \text{(IV.42c)}
\end{align*}
\]
and finally the exchange Hamiltonians \( \hat{h} \) are found to be of the following form:
\[
\begin{align*}
\hat{h}_{(II)} &= -\hbar c B_0 + \frac{\hbar^2}{2M_e} \left[ \vec{\sigma} \cdot \vec{Y} - i \left( \vec{\nabla}' \cdot \vec{B} \right) - 2i\vec{B} \cdot \left( \vec{\nabla} + iA_{III} \right) \right] \quad \text{(IV.43a)} \\
\hat{h}_{(III)} &= -\hbar c B_0^* + \frac{\hbar^2}{2M_e} \left[ \vec{\sigma} \cdot \vec{Y}^* - i \left( \vec{\nabla}' \cdot \vec{B}^* \right) - 2i\vec{B}^* \cdot \left( \vec{\nabla} + iA_{II} \right) \right] . \quad \text{(IV.43b)}
\end{align*}
\]
Observe here that the present result (IV.40a)-(IV.40c) for the non-relativistic eigenvalue equations is the strictly gauge-covariant version of the former results (III.74) and (III.76a)-(III.76b) of ref. [13]. Indeed, the present Pauli Hamiltonians \( \hat{\mathcal{H}}_{(I,II,III)} \) (IV.42a)-(IV.42c) are exactly the same as in the preceding paper [13], see equations (III.75) and (III.77) of that paper. The reason for this is that the former Pauli Hamiltonians of ref. [13] are already invariant with respect to the magnetic gauge transformations:
\[
\begin{align*}
e^{i\alpha_1} \hat{\mathcal{H}}_{(I)} e^{-i\alpha_1} &= \hat{\mathcal{H}}_{(I)} \quad \text{(IV.44a)} \\
e^{i\alpha_2} \hat{\mathcal{H}}_{(II)} e^{-i\alpha_2} &= \hat{\mathcal{H}}_{(II)} \quad \text{(IV.44b)} \\
e^{i\alpha_3} \hat{\mathcal{H}}_{(I)} e^{-i\alpha_3} &= \hat{\mathcal{H}}_{(III)} . \quad \text{(IV.44c)}
\end{align*}
\]
Therefore the progress made here refers only to the exchange Hamiltonians \( \hat{h}_{(II)} \) and \( \hat{h}_{(III)} \) (IV.43a)-(IV.43b). These objects appear now manifestly gauge-invariant because they contain the gauge-covariant gradient operator \( \vec{\nabla}' \) (III.26) rather than its counterpart \( \vec{\nabla} \) of ref. [13]. Thus the magnetic covariance of the exchange Hamiltonians emerges in the following form:
\[
\begin{align*}
e^{i\alpha_2} \hat{h}'_{(II)} e^{-i\alpha_2} &= \hat{h}_{(II)} \quad \text{(IV.45a)} \\
e^{i\alpha_3} \hat{h}'_{(III)} e^{-i\alpha_3} &= \hat{h}_{(III)} . \quad \text{(IV.45b)}
\end{align*}
\]
Summarizing, it has been demonstrated by explicit construction that it is possible to deduce the non-relativistic eigenvalue equations from their relativistic originals under the desired preservation of the magnetic gauge covariance. Now it should be a matter of course that one wishes to see also the corresponding *gauge-invariant* energy functional \( \tilde{E}_{[T]} \), say) whose extremal equations would just coincide with the present non-relativistic eigenvalue equations (IV.40a)-(IV.40c). Clearly, a nearby guess suggests here to deduce this invariant functional \( \tilde{E}_{[T]} \) from its relativistic original \( E_{[T]} \) (IV.20), again under preservation of the magnetic gauge invariance. Moreover this non-relativistic functional \( \tilde{E}_{[T]} \) is required to produce also, through its extremalization with respect to the gauge fields, just the non-relativistic version of the original gauge field equations (III.29a)-(III.31b).

**Non-Relativistic Gauge Field Equations**

However, resorting to such a non-relativistic limit of the gauge field equations would imply that one neglects (at least in lowest-order approximation) the fields of *magnetic* type altogether! The reason is that the magnetic fields couple to the particle velocities which in the non-relativistic domain are negligibly small. On the other hand, the present gauge invariance refers exclusively to the magnetic gauge transformations; and therefore the neglect of all the magnetic-type fields would eliminate also the magnetic gauge structure. Therefore in order to preserve this gauge structure for the non-relativistic limit of the gauge field subsystem, one should neglect only certain products of the magnetic-type fields *provided this neglect does not spoil the magnetic gauge structure*. However such products of magnetic fields, being well-suited for omission, do occur at almost all places of the gauge field subsystem, for instance in connection with the equations (III.23b)-(III.23c), (III.24b)-(III.24c) or (III.31b). Therefore, in order to not pervert the essentially magnetic character of the gauge field configurations, we keep here all the gauge field equations formally unchanged and do insert therein only the non-relativistic limits for the densities \( j_0, j_a, h_0, h \) (see ref. [13]). Clearly, such a procedure implies that all the
Poisson identities and exchange identities do formally apply also for the present non-relativistic limit with merely the constraints $N, n$ being replaced by their non-relativistic versions $N, \tilde{n}$.

Thus the last constraint which must be be considered here refers to the wave function normalization (III.49). The non-relativistic version hereof consists simply in using the non-relativistic approximation of the Dirac densities $(a)k_0(\vec{r})$. The relativistic density reads [13]

$$(a)k_0(\vec{r}) = (a)\varphi_+^\dagger(\vec{r}) (a)\varphi_+(\vec{r}) + (a)\varphi_-^\dagger(\vec{r}) (a)\varphi_-(\vec{r}),$$  

(IV.46)

and since the non-relativistic limit consists in disregarding the “negative” Pauli spinors $(a)\varphi_-(\vec{r})$ one concludes for the non-relativistic approximation ( $N_D$, say)

$$N_D \Rightarrow N_D = \int d^3\vec{r} (a)\varphi_+^\dagger(\vec{r}) (a)\varphi_+(\vec{r}) - 1 \equiv 0.$$  

(IV.47)

**Non-Relativistic Energy Functional**

But now that the non-relativistic (however gauge-invariant) forms of all the constraints have been revealed, one can easily write down the non-relativistic approximation $\tilde{E}_{[T]}$ of the original relativistic energy functional $E_{[T]}$ (IV.20):

$$\tilde{E}_{[T]} = E_{[T]}^{(IV)} + \sum_{a=1}^{3} \lambda_{p(a)} \cdot N_D(a) + \lambda_{G}^{(e)} \cdot (N_G^{(e)} - \tilde{n}_G^{(e)}) + \lambda_{G}^{(h)} \cdot (N_G^{(h)} - \tilde{n}_G^{(h)})$$

$$+ \lambda_{G}^{(g)} \cdot (N_G^{(g)} - \tilde{n}_G^{(g)}) \equiv E_{[T]}^{(IV)} + \sum_{a=1}^{3} \lambda_{p(a)} \cdot N_D(a) + \lambda_{G} \cdot (N_G - \tilde{n}_G).$$  

(IV.48)

Here the three non-relativistic gauge field constraints with Lagrangean multipliers $\lambda_{G}^{(e)}, \lambda_{G}^{(h)}, \lambda_{G}^{(g)}$ may be collected again into the single constraint $N_G$ with Lagrangean multiplier $\lambda_{G} = -2$

$$N_G \doteq N_G^{(e)} - N_G^{(h)} + N_G^{(g)}$$  

(IV.49a)

$$\tilde{n}_G \doteq \tilde{n}_G^{(e)} - \tilde{n}_G^{(h)} + \tilde{n}_G^{(g)}.$$  

(IV.49b)
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cf. the corresponding relativistic arrangement \((\text{IV.34a})-\text{(IV.34b)}\). Clearly, the principal structure of this nonrelativistic functional \((\text{IV.48})\) is the same as for the relativistic original \(\tilde{E}_{[T]}\), namely the sum of a physical part (i.e. \(E_{[T]}^{(\text{IV})}\)) and of the constraints. The physical part is of course the collection of all those physical contributions which are already present also in the original relativistic version \(E_{[T]}^{(\text{IV})}(\text{IV.23})\), however now in their non-relativistic approximation, i.e.

\[
E_{[T]}^{(\text{IV})} = E_{\text{kin}} + E_R^{(e)} + E_R^{(m)} - E_C^{(h)} + E_C^{(g)} + \hbar c \int d^3\vec{r} \left( \vec{H}_1 \cdot \vec{S}_1^{(m)} + \vec{H}_{II} \cdot \vec{S}_II^{(m)} + \vec{H}_{III} \cdot \vec{S}_{III}^{(m)} \right).
\]

\((\text{IV.50})\)

It is true, this is the same form as in the preceding paper, see equation \((\text{IV.21})\) of ref. \([13]\); however, the invariance of any individual term with respect to the magnetic gauge transformations is now guaranteed! Namely, the point here is that the four gauge field contributions \(E_R^{(e)}, E_R^{(m)}, E_C^{(h)}, E_C^{(g)}\) are formally the same as their relativistic originals \((\text{IV.28})-\text{(IV.31)}\) if expressed in terms of the corresponding field strengths \(\vec{E}_a, \vec{H}_a, \vec{X}, \vec{Y}\); but observe here the change of the magnetic contribution in the non-relativistic functional \(\tilde{E}_{[T]}\) \((\text{IV.48})\) which no longer contains the magnetic constraint \(N_G^{(m)} - n_G^{(m)}\) of the relativistic case \((\text{IV.20})\). Indeed this magnetic constraint is eliminated in favour of the positive sign of \(E_R^{(m)}\) and of the emergence of the dipole interaction energy (\(\sim \vec{H} \cdot \vec{S}\)). Moreover, the gauge invariance of the magnetic dipole energy is here manifest since the non-relativistic Dirac dipole densities \((m)\vec{S}_a\) are defined by \([13]\)

\[
\begin{align*}
(m)\vec{S}_1 & \equiv \frac{\hbar}{2M_p c} (1)\varphi_+^{(1)} \bar{\sigma}^{(1)} \varphi_+ \\
(m)\vec{S}_2 & \equiv \frac{\hbar}{2M_e c} (2)\varphi_+^{(2)} \bar{\sigma}^{(2)} \varphi_+ \\
(m)\vec{S}_3 & \equiv \frac{\hbar}{2M_e c} (3)\varphi_+^{(3)} \bar{\sigma}^{(3)} \varphi_+ .
\end{align*}
\]

\((\text{IV.51a})-\text{(IV.51c)}\)

And finally, the total kinetic energy \(E_{\text{kin}}\) in \((\text{IV.50})\) of course inherits its sum structure from its relativistic predecessor \(T_{\text{kin}}\) \((\text{IV.25})\), i.e.

\[
E_{\text{kin}} = \sum_{a=1}^{3} E_{\text{kin}}(a) ,
\]

\((\text{IV.52})\)
with the manifestly gauge-invariant one-particle contributions

\[ E_{\text{kin}}(1) = -\frac{\hbar^2}{2M_p} \int d^3 \vec{r} \: (\varphi_+^\dagger (\vec{\nabla} + i \vec{A}_I)(\varphi_+)^2 \]  \hspace{1cm} (IV.53a)

\[ E_{\text{kin}}(2) = -\frac{\hbar^2}{2M_e} \int d^3 \vec{r} \: (\varphi_+^\dagger (\vec{\nabla} + i \vec{A}_{II})(\varphi_+)^2 \]  \hspace{1cm} (IV.53b)

\[ E_{\text{kin}}(3) = -\frac{\hbar^2}{2M_e} \int d^3 \vec{r} \: (\varphi_+^\dagger (\vec{\nabla} + i \vec{A}_{III})(\varphi_+)^2 \]  \hspace{1cm} (IV.53c)

But now that the non-relativistic functional \( \tilde{E}_\text{[T]} \) is precisely fixed in the form \( \text{(IV.48)} \) it is a standard matter to deduce the non-relativistic RST field equations through extremalization of that functional: The corresponding variational procedure with respect to the Pauli spinors \( (a) \varphi_{\pm}(\vec{r}) \) (or \( (a) \varphi_{\pm}^\dagger(\vec{r}) \), resp.) yields the system of gauge-covariant eigenvalue equations \( \text{(IV.40a)-(IV.40c)} \) with the Lagrangean multipliers

\[ \lambda_{p(a)} = -E_{P(a)} \]  \hspace{1cm} (IV.54a)

\[ \lambda_{G}^{(e)} = -\lambda_{G}^{(m)} = -\lambda_{G}^{(h)} = \lambda_{G}^{(g)} = -2 \]  \hspace{1cm} (IV.54b)

see Appendix B. And similarly, the extremalization of \( \tilde{E}_\text{[T]} \) with respect to the gauge fields \( (a)A_0(\vec{r}), \vec{A}_a, B_0, \vec{B} \) (or their complex conjugates, resp.) lets emerge the electromagnetic Poisson equations and their (gauge-covariant) exchange counterparts (see Appendix C). Thus the commutativity of the logical arrangement on p. 51 is safely validated which in turn supports the general logical consistency of RST. (The variational deduction of the non-relativistic eigenvalue equations \( \text{(IV.40a)-(IV.40c)} \) from the non-relativistic principle of minimal energy, \( \delta \tilde{E}_\text{[T]} = 0 \), is a very instructive exercise in dealing with the gauge-covariant structures, see Appendix B. See also Appendix C for the variational deduction of the gauge field equations.)
As a practical demonstration for the usefulness of the constructed energy functional $\tilde{E}_{[T]}$, or its non-relativistic approximation $\tilde{E}_{[T]}$, resp., one may consider now a two-particle system ($N = 2$) which is simple enough in order to avoid unnecessary complications but, on the other hand, is sufficiently non-trivial in order to display the physical correctness of the theoretical construction. Thus for the sake of demonstration, we turn to positronium whose constituents (i.e. electron and positron) have identical rest masses ($M_e = M_p \equiv M$) but different sign of charge so that both constituents must count as non-identical particles. Consequently, these particles cannot feel the exchange interactions, which entails the vanishing of all the exchange objects ($B_\mu \equiv 0$, $G_{\mu\nu} \equiv 0$, etc.). But this does not mean that the demonstration becomes trivial because positronium is known to possess a sufficiently rich level structure [11]. This is mainly due to the well-known ortho/para dichotomy which occurs in a similar way also for muonium and hydrogen, albeit with different rest masses [10]. Thus in the present context, positronium provides us with a test case for our energy functional $\tilde{E}_{[T]}$ (or $\tilde{E}_{[T]}$, resp.) in a two-fold respect: (i) one can reveal the specific way in which the ortho/para dichotomy emerges in RST (in contrast to the conventional theory), and (ii) one can (at least qualitatively) discuss the energy difference between certain ortho- and para-levels in order to compare the corresponding RST predictions with those of the conventional theory and with the observations.

Naturally, such a double program is to be carried through in two steps: In this section (V.), we first study the emergence of the ortho/para dichotomy within the RST formalism which is based upon the Whitney sum of one-particle bundles, in contrast to the conventional formalism, which deals with tensor products of one-particle Hilbert spaces. And in the next section (VI.) we apply the constructed RST energy functional $\tilde{E}_{[T]}$ (or $\tilde{E}_{[T]}$, resp.) in order to discuss the origin of the energy difference between the ortho- and para-levels. This energy difference appears to be caused not only through different magnetic interactions but also by the different anisotropy of the electric interaction potentials,
which itself is due to the different pattern of angular momentum inherent in the ortho-
and para-configurations.

1. Conventional Multiplet Structure

It is true, our model demonstration below (i.e. positronium) does not consist of
identical fermions; but for the sake of comparison of the conventional and RST situations
it is very instructive to first consider a system of identical fermions (e.g. the two helium
electrons) from the conventional viewpoint.

According to the conventional spin-statistics theorem, i.e. “Pauli principle” in pop-
ular terms [10], any stationary bound system of identical fermions (e.g. spin-$\frac{1}{2}$ particles)
occupies a skew-symmetric quantum state

$$(-)\Psi(\vec{r}_1, \vec{s}_1; \vec{r}_2, \vec{s}_2) = -(-)\Psi(\vec{r}_2, \vec{s}_2; \vec{r}_1, \vec{s}_1). \quad (V.1)$$

Analogously, the bosons (i.e. integer-spin particles) can occur only in symmetric states

$$(+)\Psi(\vec{r}_1, \vec{s}_1; \vec{r}_2, \vec{s}_2) = (+)\Psi(\vec{r}_2, \vec{s}_2; \vec{r}_1, \vec{s}_1). \quad (V.2)$$

For a classification of such states one resorts to the assumption that their number is
preserved when one thinks of the spin-spin interactions as being switched-off, with simulta-
neous neglection of the relativistic effects. Namely, the point with this hypothesis is that
the wave functions (V.1) (or analogously also (V.2)) can then be factorized approximately
into an orbital part $\psi(\vec{r}_1, \vec{r}_2)$ and a spin part $\chi(\vec{s}_1, \vec{s}_2)$:

$$\Psi(\vec{r}_1, \vec{s}_1; \vec{r}_2, \vec{s}_2) = \psi(\vec{r}_1, \vec{r}_2) \otimes \chi(\vec{s}_1, \vec{s}_2). \quad (V.3)$$

But since the Pauli principle (V.1) demands that the total wave function must be an-
tisymmetric under particle permutation, the factorization (V.3) admits exclusively the
following combinations of symmetry properties for the orbital and spin parts

$$\psi(\vec{r}_1, \vec{r}_2) = +\psi(\vec{r}_2, \vec{r}_1) \iff \chi(\vec{s}_1, \vec{s}_2) = -\chi(\vec{s}_2, \vec{s}_1) \quad (V.4a)$$
$$\psi(\vec{r}_1, \vec{r}_2) = -\psi(\vec{r}_2, \vec{r}_1) \iff \chi(\vec{s}_1, \vec{s}_2) = +\chi(\vec{s}_2, \vec{s}_1). \quad (V.4b)$$
Here a closer inspection of the configuration space of a two-spin system shows that the antisymmetric spin configuration \((\text{V.4a})\) is actually a *singlet state* \(\chi_{[0,0]}\)

\[
\chi_{[0,0]} = \frac{1}{\sqrt{2}} \left[ \zeta_{0,0}^{\frac{1}{2},\frac{1}{2}} \otimes \zeta_{0,0}^{\frac{1}{2},-\frac{1}{2}} - \zeta_{0,0}^{\frac{1}{2},-\frac{1}{2}} \otimes \zeta_{0,0}^{\frac{1}{2},\frac{1}{2}} \right].
\]  

(V.5)

This antisymmetric decomposition of the spin part \(\chi(s_1, s_2)\) refers to the standard spin basis \(\{\zeta_{0,0}^{\frac{1}{2},\pm\frac{1}{2}}\}\) of the two-dimensional unitary space, i.e.

\[
\hat{s}_2 \zeta_{0,0}^{\frac{1}{2},\pm\frac{1}{2}} = s(s+1) \left( \frac{\hbar}{2} \right)^2 \zeta_{0,0}^{\frac{1}{2},\pm\frac{1}{2}}, \quad (V.6a)
\]

\[
\hat{s}_z \zeta_{0,0}^{\frac{1}{2},\pm\frac{1}{2}} = \pm \frac{\hbar}{2} \zeta_{0,0}^{\frac{1}{2},\pm\frac{1}{2}}, \quad (V.6b)
\]

\[
\hat{l}_2 \zeta_{0,0}^{\frac{1}{2},\pm\frac{1}{2}} = 0, \quad (V.6c)
\]

where \(\{\hat{s}_2, \hat{s}_z, \hat{l}_2\}\) are the corresponding one-particle operators for spin \((s = \frac{1}{2})\) and orbital angular momentum \((l = 0, 1, 2, 3, \ldots)\), resp. Thus the antisymmetric singlet state \(\chi_{[0,0]}\) has zero values for both the total spin \(\hat{S}\) \((= \hat{s}_1 \oplus \hat{s}_2)\) and its z-component \(\hat{S}_z\) \((= \hat{s}_z(1) \oplus \hat{s}_z(2))\), i.e.

\[
\hat{S}^2 \chi_{[0,0]} = \hbar^2 S(S + 1) \chi_{[0,0]} = 0 \quad (V.7a)
\]

\[
\hat{S}_z \chi_{[0,0]} = 0. \quad (V.7b)
\]

In contrast to this singlet structure, the symmetric spin parts \((\text{V.4b})\) do form a *triplet system*

\[
\chi_{[1,0]} = \frac{1}{\sqrt{2}} \left[ \zeta_{0,0}^{\frac{1}{2},\frac{1}{2}} \otimes \zeta_{0,0}^{\frac{1}{2},-\frac{1}{2}} + \zeta_{0,0}^{\frac{1}{2},-\frac{1}{2}} \otimes \zeta_{0,0}^{\frac{1}{2},\frac{1}{2}} \right], \quad (V.8a)
\]

\[
\chi_{[1,1]} = \zeta_{0,0}^{\frac{1}{2},\frac{1}{2}} \otimes \zeta_{0,0}^{\frac{1}{2},\frac{1}{2}}, \quad (V.8b)
\]

\[
\chi_{[1,-1]} = \zeta_{0,0}^{\frac{1}{2},-\frac{1}{2}} \otimes \zeta_{0,0}^{\frac{1}{2},-\frac{1}{2}}. \quad (V.8c)
\]

such that

\[
\hat{S}^2 \chi_{[1,0]} = \hbar^2 S(S + 1) \chi_{[1,0]} = 2\hbar^2 \chi_{[1,0]} \quad (V.9a)
\]

\[
\hat{S}_z \chi_{[1,0]} = 0. \quad (V.9b)
\]
and
\[ \hat{S}^2 \chi_{[1, \pm 1]} = \hbar^2 S (S + 1) \chi_{[1, \pm 1]} = 2 \hbar^2 \chi_{[1, \pm 1]} \]  
(V.10a)
\[ \hat{S}_z \chi_{[1, \pm 1]} = \pm \hbar \chi_{[1, \pm 1]} . \]  
(V.10b)

Observe here that the singlet state \( \chi_{[0,0]} \) (V.5) and the triplet state \( \chi_{[1,0]} \) (V.8a) are degenerate with respect to the total spin component \( \hat{S}_z \), cf. (V.7b) and (V.9b), but this does not imply that the singlet state \( \Psi_P \) with symmetric orbital and antisymmetric spin part

\[ \Psi_P \doteq \psi_+ (\vec{r}_1, \vec{r}_2) \otimes \chi_{[0,0]} \]  
(V.11)

has the same energy eigenvalue as the corresponding triplet state \( \Psi_O \). The reason is here that the orbital part \( \psi_+ (\vec{r}_1, \vec{r}_2) \) of the \textit{para-state} \( \Psi_P \) (V.11) is symmetric, whereas the orbital part \( \psi_- (\vec{r}_1, \vec{r}_2) \) of \( \Psi_O \) as a member of the ortho-system is antisymmetric:

\[ \Psi_O \doteq \psi_- (\vec{r}_1, \vec{r}_2) \otimes \chi_{[1,0]} \]  
(V.12)

This symmetry arrangement implies namely that for the para-state \( \Psi_P \) (V.11) the two identical fermions tend to approach one another, whereas for the ortho-state \( \Psi_O \) (V.12) they tend to retreat from one another. Therefore one expects, since the electrostatic interaction of both identical fermions is repulsive, that the para-state (i.e. the singlet \( \Psi_P \) (V.11)) has higher energy than the ortho-states (such as \( \Psi_O \) (V.12)) which themselves should constitute a \textit{degenerate} triplet. Possibly the latter (electrostatic) degeneracy will be eliminated as soon as one takes into account also the magnetic interactions and the relativistic corrections. However, the typical energy scale, being associated with these latter types of interactions (\( \sim \alpha_s^2 \)), is distinctly smaller than that of the typical electrostatic interactions (\( \sim \) some few electron volts [10]); and therefore the energy difference between triplet states \( ^3S_1 \) and singlet states \( ^1S_0 \) in an atom is mainly of \textit{electrostatic} origin!
For instance, the energy difference between the singlet state \(1s^2 1S_0\) and the triplet state \(1s^2 3S_1\) in a helium atom amounts to (roughly) \(0,8 \text{ eV} [10]\). Nevertheless, the helium groundstate \(1s^2 1S_0\) is of the para-type \(\Psi_P\) (V.11) since it is only for this configuration that both electrons can have the lowest possible principal quantum number \((n = 1)\).

However, this conventional picture of the multiplet structure and the associated energy eigenvalues does not apply to positronium, since the latter system does of course not consist of identical fermions. This implies that the Pauli principle is not valid here; and consequently that combination (V.4a)-(V.4b) of permutation symmetries, concerning the orbital and spin parts of the positronium wave function, does not apply here.

Nevertheless, there also arises a conventional ortho/para-dichotomy for positronium, but with the associated energy difference between the singlet \((^1S_0)\) and triplet system \((^3S_1)\) being caused now by the *magnetic* interactions! More concretely, the non-relativistic positronium groundstate will be of the form

\[
\Psi(\vec{r}_1, \vec{s}_1; \vec{r}_2, \vec{s}_2) = \tilde{\psi}(\vec{r}_1, \vec{r}_2) \otimes \left\{ \begin{array}{l}
\chi[0,0] \\
\chi[1,1] \\
\chi[1,0] \\
\chi[1,-1]
\end{array} \right. \tag{V.13}
\]

and thus is four-fold degenerate in this lowest order of approximation, since there is no spin-induced symmetry restriction for the orbital factor \(\tilde{\psi}(\vec{r}_1, \vec{r}_2)\). But this four-fold degeneracy of the positronium groundstate becomes eliminated in reality, namely mainly as a consequence of the spin-spin interactions \((\sim \vec{s}_1 \cdot \vec{s}_2)\) of both non-identical fermions, see ref. [10]. (For the classification of the positronium states see ref. [11].) However, the energy difference of the ortho-positronium state \(^13S_1\) and the para-positronium state \(^11S_0\) amounts to only \(8 \cdot 10^{-4} \text{[eV]}\), see ref. [10]; and this is thousand times smaller than the ortho/para splitting of the electronic helium states quoted above.

Summarizing, the conventional theory seems able to predict the ortho/para splittings of both the electric and magnetic type in excellent agreement with the observations; and
thus the question arises now: in which way can there emerge a comparable multiplet structure in RST and what is the precise physical nature of the corresponding ortho/para energy splitting?

### 2. Ortho/Para Dichotomy in RST

Since the conventional theory and RST are based upon very different mathematical structures (i.e. tensor products vs. Whitney sums) it should not come as a surprise that the RST multiplets do arise in a totally other way. Recall here that in a conventional entangled \( N \)-particle state \( \Psi(\vec{r}_1, \vec{r}_2, ... , \vec{r}_N) \) the individual particles cannot be linked to single-particle states but rather do participate in that common \( N \)-particle state \( \Psi \) in a completely equivalent way. In contrast to this democratic participation, any individual particle of an \( N \)-particle state \( \Psi(\vec{r}) \) does occupy in RST a well-defined one-particle state \( \psi_a(\vec{r}) \) \((a = 1, ..., N)\) in agreement with the Whitney sum construction

\[
\Psi(\vec{r}) = \psi_1(\vec{r}) \oplus \psi_2(\vec{r}) \oplus ... \oplus \psi_N(\vec{r}) .
\]  

(V.14)

Anyone of these individual RST particles emits a unique electromagnetic potential \( A^{a}_{\mu} \) \((a = 1, ..., N)\) to be determined from the Maxwell equations, e.g. (II.12a)-(II.12c) for the case of a three-particle system. Additionally, any individual pair of identical particles does cooperatively admit also an exchange potential \( (B_\mu) \) which is to be determined from the exchange part of the Maxwell equations, e.g. (II.12d) for the considered three-particle system. Subsequently we will inspect the positronium system \((N = 2)\) which is built up by two non-identical particles \((a = 1, 2)\) so that the exchange potential is zero \((B_\mu \equiv 0)\) and the Maxwell equations (II.12a)-(II.12c) become simplified to the following form \((a = 1, 2)\)

\[
F^{a}_{\mu\nu} = \nabla_\mu A^a_\nu - \nabla_\nu A^a_\mu
\]  

(V.15a)

\[
\nabla^\mu F^{a}_{\mu\nu} = 4\pi\alpha_s J^a_\nu .
\]  

(V.15b)
For the stationary bound systems, the latter equation becomes simplified to the ordinary Poisson equation for the electric potentials \(^{(a)}A_0(\vec{r})\)

\[
\Delta^{(a)}A_0(\vec{r}) = -4\pi\alpha_s^{(a)}j_0(\vec{r}) ,
\]  

(V.16)

and analogously also for the magnetic three-vector potentials \(\vec{A}_a(\vec{r})\)

\[
\Delta \vec{A}_a(\vec{r}) = -4\pi\alpha_s \vec{j}_a(\vec{r}) .
\]  

(V.17)

Clearly this is a special case of the general situation described by the equations \(\text{(C.3)-(C.4b)}\) and \(\text{(C.7)-(C.8b)}\) of the appendix.

Concerning now the corresponding matter equations, it seems reasonable to adopt the hypothesis that both particles do occupy physically equivalent one-particle quantum states since their rest masses are identical (\(\sim\) putting \(M_e = M_p \approx M\)) and their charges differ merely by sign. But obviously these equivalent states can occur in two forms; namely either the magnetic fields are parallel

\[
\begin{align*}
\vec{A}_1(\vec{r}) &\equiv \vec{A}_2(\vec{r}) \equiv \vec{A}_b(\vec{r}) \quad \text{(V.18a)} \\
\vec{H}_1(\vec{r}) &\equiv \vec{H}_2(\vec{r}) \equiv \vec{H}_b(\vec{r}) \quad \text{(V.18b)} \\
\vec{k}_1(\vec{r}) &\equiv -\vec{k}_2(\vec{r}) \equiv \vec{k}_b(\vec{r}) \quad \text{(V.18c)} \\
\vec{j}_1(\vec{r}) &\equiv \vec{j}_2(\vec{r}) \equiv \vec{j}_b(\vec{r}) \equiv \vec{k}_b(\vec{r}) ; \quad \text{(V.18d)}
\end{align*}
\]

or they are anti-parallel

\[
\begin{align*}
\vec{A}_1(\vec{r}) &\equiv -\vec{A}_2(\vec{r}) \equiv \vec{A}_p(\vec{r}) \quad \text{(V.19a)} \\
\vec{H}_1(\vec{r}) &\equiv -\vec{H}_2(\vec{r}) \equiv \vec{H}_p(\vec{r}) \quad \text{(V.19b)} \\
\vec{k}_1(\vec{r}) &\equiv \vec{k}_2(\vec{r}) \equiv \vec{k}_p(\vec{r}) \quad \text{(V.19c)} \\
\vec{j}_1(\vec{r}) &\equiv -\vec{j}_2(\vec{r}) \equiv \vec{j}_p(\vec{r}) . \quad \text{(V.19d)}
\end{align*}
\]

But in contrast to the magnetic objects, the corresponding electric fields must always
differ in sign because both particles carry opposite charges:

\[(1) A_0(\vec{r}) \equiv -(2) A_0(\vec{r}) \overset{\text{(b/p)}}{\equiv} \tilde{A}_0(\vec{r}) \] (V.20a)

\[\vec{E}_1(\vec{r}) \equiv -\vec{E}_2(\vec{r}) \overset{\text{(b/p)}}{\equiv} \tilde{E}_{b/p}(\vec{r}) = -\nabla (b/p) A_0(\vec{r}) \] (V.20b)

\[(1) k_0(\vec{r}) \equiv -(2) k_0(\vec{r}) \overset{\text{(b/p)}}{\equiv} \tilde{k}_{b/p}(\vec{r}) \] (V.20c)

\[(1) j_0(\vec{r}) \equiv -(2) j_0(\vec{r}) \overset{\text{(b/p)}}{\equiv} \tilde{j}_0(\vec{r}) . \] (V.20d)

Therefore the electric Poisson equation (V.16) for the common electric potential \( (b/p) A_0 \) reads for both positronium configurations

\[\Delta (b/p) A_0(\vec{r}) = -4\pi \alpha_s (b/p) k_0(\vec{r}) , \] (V.21)

and analogously the magnetic Poisson equation (V.17) becomes for the two different configurations

\[\Delta \tilde{A}_{b/p} = -4\pi \alpha_s \tilde{k}_{b/p}(\vec{r}) . \] (V.22)

But here the sources \( \{ (b/p) k_0(\vec{r}); \tilde{k}_{b/p}(\vec{r}) \} \) of the electromagnetic potentials \( \{ (b/p) A_0(\vec{r}); \tilde{A}_{b/p}(\vec{r}) \} \) must now be built up by the matter fields \( (a) \varphi_{\pm}(\vec{r}) \) (III.21). First, consider the Dirac density \( (a) k_0(\vec{r}) = \bar{\psi}_a \gamma_0 \psi_a \) (II.16), which reads in terms of the Pauli spinors \( (a) \varphi_{\pm}(\vec{r}) \) as it is shown by equation (IV.46). Consequently, the common form of the charge density \( (b/p) k_0(\vec{r}) \) (V.20c) yields the following common requirement for the Pauli spinors:

\[(1) \varphi_+^\dagger(\vec{r})(1) \varphi_+(\vec{r}) + (1) \varphi_-^\dagger(\vec{r})(1) \varphi_-(\vec{r}) = \overset{\text{(2)}}{(2) \varphi_+^\dagger(\vec{r})(2) \varphi_+(\vec{r}) + (2) \varphi_-^\dagger(\vec{r})(2) \varphi_-(\vec{r})} . \] (V.23)

However, since the analogous requirements (V.18c) and (V.19c) for the Dirac currents differ (or not) in sign, one is led to two different requirements for the ortho- and para-case:

\[\{ (1) \varphi_+^\dagger \overset{\text{(1)}}{\sigma}(1) \varphi_- + (1) \varphi_-^\dagger \overset{\text{(1)}}{\sigma}(1) \varphi_+ \} = \overset{\text{+}}{\{ (2) \varphi_+^\dagger \overset{\text{(2)}}{\sigma}(2) \varphi_- + (2) \varphi_-^\dagger \overset{\text{(2)}}{\sigma}(2) \varphi_+ \}} \] (V.24)

where the upper/lower sign refers to the ortho/para-case, resp. The solutions for both requirements (V.23)-(V.24) are [14, 16]
ortho-positronium:

\[
(1) \varphi_+(\vec{r}) \equiv -i^{(2)} \varphi_+(\vec{r}) \div (b) \varphi_+(\vec{r})
\]

\[
(1) \varphi_-(\vec{r}) \equiv i^{(2)} \varphi_-(\vec{r}) \div (b) \varphi_-(\vec{r})
\]

para-positronium:

\[
(1) \varphi_+(\vec{r}) \equiv i\left(\hat{\vec{k}} \cdot \vec{\sigma}\right) \varphi_+(\vec{r}) \div (p) \varphi_+(\vec{r})
\]

\[
(1) \varphi_-(\vec{r}) \equiv i\left(\hat{\vec{k}} \cdot \vec{\sigma}\right) \varphi_-(\vec{r}) \div (p) \varphi_-(\vec{r})
\]

\[\left(\hat{\vec{k}} \equiv \frac{\vec{k}_p}{||\vec{k}_p||} \Rightarrow \hat{\vec{k}} \cdot \hat{\vec{k}} = 1\right)\]

The most striking difference between the ortho- and para-states will surely refer to the energy \(E_T\) being carried by those states. For a first tentative estimate of this energy difference of both types of states one may tend to the hypothesis that the magnetic forces are much smaller than their electric counterparts so that they can be treated as small perturbations. Thus one could perhaps first solve the RST eigenvalue problem under the exclusive action of the electric forces alone (electrostatic approximation) which would yield from equations (IV.20) and (IV.23) the corresponding total energy \((e)\tilde{E}_{[T]}\) of the positronium system as

\[\tilde{E}_{[T]} \Rightarrow (e)\tilde{E}_{[T]} = (e)E_T^{(IV)} = \left(Z_{(1)}^2 + Z_{(2)}^2\right) \cdot Me^2 + 2T_{\text{kin}} + E_R^{(e)},\]

provided all the constraints are validated. Observe here that (for different particles) all constraint terms referring to the exchange subsystem must vanish automatically because of \(B_\mu \equiv 0\):

\[N_{G}^{(h)} = N_{G}^{(g)} = n_{G}^{(e)} = n_{G}^{(m)} = n_{G}^{(h)} = n_{G}^{(g)} \equiv 0,\]

while \(N_{G}^{(m)}\) (IV.5) is left unchanged and for \(N_{G}^{(e)}\) (IV.2) the last term is zero. Furthermore, the rest masses \(M_p, M_e\) of both particles are identical \((M_p = M_e \div M)\) and are denoted simply by \(M\).

Now it is of course very tempting to think that, when all the magnetic interactions are neglected, the ortho-states \((b)\) and the para-states \((p)\) will have the same energy \((e)E_T^{(IV)}\)
and therefore it is only the magnetic energy term \( E_R^{(m)} \) [IV.29] which in lowest order of approximation is to be computed by means of the electrostatic solution and is then responsible for the energy difference between the ortho- and para-states

\[
\Delta^{(m)} E_T := E_{[T]}^{(IV)}|_b - E_{[T]}^{(IV)}|_p = \left( (e) E_T^{(IV)}|_b - E_R^{(m)}|_b \right) - \left( (e) E_T^{(IV)}|_p - E_R^{(m)}|_p \right)
\]

\[
= - \left[ E_R^{(m)}|_b - E_R^{(m)}|_p \right].
\]

Observe here that this kind of reasoning is adopted also in the conventional approach [V.13] where the orbital factor \( \tilde{\psi}(\vec{r}_1, \vec{r}_2) \) is determined by the electric forces alone and is thought to be the same for all four spin configurations (otherwise the groundstate degeneracy would not be four-fold). If those hypotheses like [V.28]-[V.29] were true also for the RST case, the ortho/para energy difference in lowest order would appear by means of \( E_R^{(m)} \) [IV.29] as

\[
\Delta^{(m)} E_T = - \frac{\hbar c}{4\pi \alpha_s} \int d^3 \vec{r} \left\{ \left[ \vec{H}_1 \cdot \vec{H}_2 \right]_b - \left[ \vec{H}_1 \cdot \vec{H}_2 \right]_p \right\}
\]

and thus by means of [V.18b] and [V.19b]

\[
\Delta^{(m)} E_T = - \frac{\hbar c}{4\pi \alpha_s} \int d^3 \vec{r} \left( \vec{H}_b^2 + \vec{H}_p^2 \right) < 0.
\]

This result says that the RST ortho-positronium (conventionally: \(^1S_0\)) configuration has lower energy than the RST para-configuration (conventionally: \(^3S_1\)) which is qualitatively in agreement with the observations (see the remarks below equation [V.13]).

Further information about the magnetic energy difference \( \Delta^{(m)} E_T \) [V.31] is gained by observing that, in the absence of the exchange interactions, the magnetic fields \( \vec{H}_{b/p} \) are simply the curls of the corresponding three-vector potentials \( \vec{A}_{b/p} \), cf. [III.24a]-[III.24b]

\[
\vec{H}_{b/p} = \vec{\nabla} \times \vec{A}_{b/p},
\]

\[68\]
and furthermore the curls of the magnetic field strengths are related to the Maxwellian three-currents \( \vec{j}_{b/p} \) by
\[
\vec{\nabla} \times \vec{H}_{b/p} = -\Delta \vec{A}_{b/p} = 4\pi \alpha_s \vec{J}_{b/p} .
\]
(V.33)
The combination of the latter two equations yields the standard solution of the vector potentials in terms of the Dirac currents \( \vec{k}_{b/p} \) as
\[
\vec{A}_{b/p} = \alpha_s \int d^3r' \frac{\vec{k}_{b/p}(r')}{\|\vec{r} - \vec{r}'\|} .
\]
(V.34)
This result may now be used in combination with the magnetic Poisson identity (IV.4)-(IV.5) in order to recast the magnetic energy \( E_{R}^{(m)} \) into the following form:
\[
E_{R}^{(m)} = \frac{\hbar c}{2} \int d^3\vec{r} \left[ \vec{k}_1 \cdot \vec{A}_2 - \vec{k}_2 \cdot \vec{A}_1 \right] ,
\]
(V.35)
i.e. concretely for both types of positronium configurations
\[
E_{R}^{(m)} \mid_{b/p} = \pm \hbar c \int d^3\vec{r} \left( \vec{k}_{b/p} \cdot \vec{A}_{b/p} \right) .
\]
(V.36)
Thus it is possible to express the magnetic energy \( E_{R}^{(m)} \) completely in terms of the Dirac currents as follows
\[
E_{R}^{(m)} \mid_{b/p} = \pm \hbar c \alpha_s \int d^3\vec{r} \int d^3\vec{r'} \frac{\vec{k}_{b/p} (\vec{r}) \cdot \vec{k}_{b/p} (\vec{r}')}{{\|\vec{r} - \vec{r}'\|}} ,
\]
(V.37)
and consequently the magnetic energy difference \( \Delta^{(m)}E_T \) (V.29) reads in terms of the Dirac currents
\[
\Delta^{(m)}E_T = -e^2 \int d^3\vec{r} \int d^3\vec{r}' \frac{\vec{k}_b (\vec{r}) \cdot \vec{k}_b (\vec{r}') + \vec{k}_p (\vec{r}) \cdot \vec{k}_p (\vec{r}')}{{\|\vec{r} - \vec{r}'\|}} .
\]
(V.38)
This result presents now a very critical point for the intended estimate of the ortho/para energy difference. Namely, at first glance it seems very tempting to think that, because of the smallness of the magnetic interactions as compared to their electric counterparts, the neglection of the magnetic forces will induce only a negligibly small change.
of the Dirac currents $\vec{k}_a(\vec{r}) \ (a = 1, 2)$ as they are obtained by the electrostatic approximation, so that one should be allowed to equate approximately the ortho-and para-currents, i.e.

$$\vec{k}_b(\vec{r}) \simeq \vec{k}_p(\vec{r}) \doteq \vec{k}_s(\vec{r}).$$

(V.39)

Furthermore, this common current $\vec{k}_s(\vec{r})$ could be eventually taken from the solution of the electrostatic (and therefore truncated) RST eigenvalue problem. Indeed, such a philosophy was put forward in two preceding papers [15, 16]; and by such presumptions the ortho/para energy difference $\Delta^{(m)}E_T$ (V.38) would be finally found in the following form

$$\Delta^{(m)}E_T \Rightarrow -2e^2 \int \int d^3\vec{r}d^3\vec{r}' \frac{\vec{k}_s(\vec{r}) \cdot \vec{k}_s(\vec{r}')}{\|\vec{r} - \vec{r}'\|},$$

(V.40)

see equation (5.113) of ref. [16]. (Unfortunately, in ref. [16] the notations for the Dirac currents $\vec{k}_b$ and $\vec{k}_p$ are interchanged relative to the present definitions (V.18c) and (V.19c)).

However, serious objections against such kind of reasoning seem adequate because it is highly questionable whether the Dirac currents $\vec{k}_a \ (a = 1, 2)$ are really (or almost) identical for the ortho- and para-system, even in the electrostatic approximation! The crucial point in this context is namely that two strongly interacting fermions do form a bosonic system when being considered as a whole, and in RST this bosonic character of the compound system becomes transferred to the individual particles which as a consequence do then occupy bosonic one-particle states. In general, such exotic RST states carry then an integer eigenvalue of total angular momentum $\hat{J}_z = \hat{J}_z^{(+)} \oplus \hat{J}_z^{(-)}$ (the $z$-axis is adopted to be the symmetry axis of the two-particle system):

$$\hat{J}_z \psi_a(\vec{r}) = (\hat{J}_z^{(+)}(a) \varphi_+(\vec{r})) \oplus (\hat{J}_z^{(-)}(a) \varphi_-(\vec{r})) = j_z \psi_a(\vec{r})$$

(V.41)

But since the one-particle wave functions $\psi_a(\vec{r})$ are Dirac four-spinors, this integrity condition (V.41) can hold only at the price of non-uniqueness of the spinors $\psi_a(\vec{r})$, see the discussion of this effect in refs. [13, 16]. Thus for each one of the two particles of
the positronium groundstate one expects $j_z = 0 \ (\sim \text{singlet})$ for the para-state and $j_z = 0, \pm 1 \ (\sim \text{triplet})$ for the ortho-system. Now it is well-known in (conventional) quantum mechanics that wave functions $\psi_a$ with different eigenvalues of angular momentum can display a rather different spatial pattern and this difference will then be transferred also to the currents $\vec{k}_a$ which are (more or less uniquely) determined by the wave functions $\psi_a$, see the Dirac currents (II.16). Therefore one concludes that, in contrast to the equality of the densities $(a)k_0 (\vec{r})$ (V.20a), the presumed equality (V.39) of ortho- and para-currents $\vec{k}_b$ and $\vec{k}_p$ can not be correct in general, not even in the electrostatic approximation, cf. fig.1 vs. fig. 6; and as a consequence the result (V.38) is to be prefered in place of (V.46). Clearly, this conclusion forces us now to inspect more rigorously the spatial pattern of the ortho/para wave functions $\psi_a (\vec{r})$ and of the associated currents $\vec{k}_a(\vec{r})$.

3. Positronium Eigenvalue Problem

The postulated positronium constraints (V.18a)-(V.20d) for both gauge field modes $(a = 1, 2)$ imply the corresponding constraints (V.23)-(V.24) for the matter modes $(a)\varphi_{\pm}(\vec{r})$ $(a = 1, 2)$ so that both kinds of constraints are consistent with each other and thus admit to deal with only one single matter field $\varphi_{\pm}$ for the considered two-particle system: $(b)\varphi_{\pm}(\vec{r})$ (V.25a) for the ortho-configuration and $(p)\varphi_{\pm}(\vec{r})$ (V.25b) for the para-configuration. But with this arrangement there arises now a serious problem; namely the question whether each of these two links (V.25a)-(V.25b) is additionally consistent also with the two-particle eigenvalue equations (III.22a)-(III.22b)? The latter consistency requirement says that any of the two equations (III.22a) and (III.22b) must collapse to the same equation for the Pauli spinors $(a)\varphi_{\pm}(\vec{r})$, namely either for $(b)\varphi_{\pm}(\vec{r})$ in the ortho-case or for $(p)\varphi_{\pm}(\vec{r})$ in the para-case. Clearly, the situation with ortho-positronium (V.25a) is simpler and an explicit
calculation yields for the one residual Pauli pair of equations \[14\]:

\[
i\vec{\sigma}\cdot \left(\vec{\nabla} + i \vec{A}_b\right)^{(b)}\varphi_\pm(\vec{r}) - (b)A_0 \cdot (b)\varphi_\mp(\vec{r}) = \frac{M_s \pm M}{\hbar} c \cdot (b)\varphi_\pm(\vec{r})
\]

\[\text{\textit{(ortho-positronium)}}\] .

Here both mass eigenvalues \(M_a\) are assumed to differ merely in sign and the rest masses of electron \((M_e)\) and positron \((M_p)\) are equal

\[
M_1 = -M_2 = -M_\star
\]

\[\text{(V.43a)}\]

\[
M_e = M_p = M .
\]

\[\text{(V.43b)}\]

However, the situation with para-positronium \[\text{(V.25b)}\] is somewhat more intricate but nevertheless admits also both Pauli pairs of equations \[\text{III.22a} - \text{III.22b}\] to collapse onto one single pair:

\[
i\vec{\sigma}\cdot \left(\vec{\nabla} - i \vec{A}_p\right)^{(p)}\varphi_\pm(\vec{r}) - (p)A_0 \cdot (p)\varphi_\mp(\vec{r}) = \frac{M_s \pm M}{\hbar} c \cdot (p)\varphi_\pm(\vec{r})
\]

\[\text{(para-positronium)}\] .

The deduction of this para-equation is not only more difficult than its ortho-counterpart \[\text{(V.42)}\] but it yields also an additional constraint upon the para-spinors \((p)\varphi_\pm(\vec{r})\) \[\text{(V.25b)}\], i.e.

\[
\hat{J}_z ^{(\pm)} (p)\varphi_\pm(\vec{r}) = 0 ,
\]

\[\text{(V.45)}\]

which itself is a special case of equation \[\text{(V.41)}\]

\[
\hat{J}_z \psi_a(\vec{r}) = 0 .
\]

\[\text{(V.46)}\]

For both cases \[\text{(V.42)}\] and \[\text{(V.44)}\] it was assumed here that both the three-vector potentials \(\vec{A}_a\) and the Dirac currents \(\vec{k}_a\) are of azimuthal character, i.e.

\[
\vec{A}_a = (a)A_\phi \cdot \vec{e}_\phi
\]

\[\text{(V.47a)}\]

\[
\vec{k}_a = (a)k_\phi \cdot \vec{e}_\phi .
\]

\[\text{(V.47b)}\]
But observe that the ortho-case \textbf{(V.42)} must not be associated with such a restriction as \textbf{(V.46)}! Moreover, it may seem that the definitions \textbf{(V.18a)-(V.19d)} for the ortho- and para-configurations are rather arbitrary; but actually we do assume here that such configurations are the only localized solutions of the two-particle system \textbf{(III.22a)-(III.22b)} \textit{if both rest masses are identical} (i.e. $M_e = M_p \equiv M$). Clearly, the proof of this hypothesis needs an extra discussion. If the hypothesis turned out to be wrong, the RST predictions would come in conflict with the observational data which yield a \textit{one-particle} spectrum for positronium \textbf{[III]}. Observe also that, when the magnetic interactions are neglected ($\vec{A}_b = \vec{A}_p \equiv 0$), the ortho-equation \textbf{(V.42)} becomes identical to the para-equation \textbf{(V.44)}; but since the angular-momentum restriction \textbf{(V.45)} does hold only for the para-case (also in the electrostatic approximation) one expects that ortho-positronium has a richer spectrum (see below).

The vanishing eigenvalue of total angular momentum $\hat{J}_z$ \textbf{(V.46)} is a very unorthodox feature of a Dirac particle’s quantum state because one usually expects half-integer eigenvalues. However, as mentioned above, the bosonic character of a two-fermion system is transferred in RST to the individual constituents so that they can \textit{individually} acquire bosonic properties. This amazing effect may be elaborated in RST by an adequate choice of a spinor basis relative to which all the Pauli spinors $(a)\varphi_{\pm}(\vec{r})$ are then to be decomposed. Our choice of such a basis does not directly refer to the spinors $\zeta^{j,m}_l$ \textbf{(V.6a)-(V.6c)} but rather to a certain modification of them \textbf{[16]}

\[
\begin{align*}
\omega_0^{(+)} &= e^{-ib\phi} \cdot \zeta_0^{\frac{1}{2},\frac{1}{2}} \\
\omega_0^{(-)} &= e^{ib\phi} \cdot \zeta_0^{\frac{1}{2},-\frac{1}{2}} \\
\omega_1^{(+)} &= e^{-ib\phi} \cdot \zeta_1^{\frac{1}{2},\frac{1}{2}} \\
\omega_1^{(-)} &= e^{ib\phi} \cdot \zeta_1^{\frac{1}{2},-\frac{1}{2}},
\end{align*}
\]

where the \textit{boson number} $b$ is a real number with range $-\frac{1}{2} \leq b \leq \frac{1}{2}$. This number measures the bosonic character of a Dirac particle which becomes more obvious from the action of
\( \hat{J}_z^{(\pm)} \) upon those basis spinors

\[
\begin{align*}
\hat{J}_z^{(+)} \omega_0^{(+)} &= -(b - \frac{1}{2}) \hbar \cdot \omega_0^{(+)} \quad (V.49a) \\
\hat{J}_z^{(+) \omega_0^{(-)} &= (b - \frac{1}{2}) \hbar \cdot \omega_0^{(-)} \quad (V.49b) \\
\hat{J}_z^{(-)} \omega_1^{(+)} &= -(b - \frac{1}{2}) \hbar \cdot \omega_1^{(+)} \quad (V.49c) \\
\hat{J}_z^{(-)} \omega_1^{(-)} &= (b - \frac{1}{2}) \hbar \cdot \omega_1^{(-)} \quad (V.49d)
\end{align*}
\]

Whenever the boson number \( \tilde{b} \) is zero, the new basis \( \{ \omega_{0,1}^{(\pm)} \} \) \( (V.48a)-(V.48d) \) coincides with the original basis \( \{ \zeta_{0,1}^{\pm} \} \) \( (V.6a)-(V.6c) \) and one deals then with a purely fermionic basis, since the eigenvalues \( j_z \) of \( \hat{J}_z^{(\pm)} \) are half-integer. However, for \( \tilde{b} = \pm \frac{1}{2} \) the eigenvalues of \( \hat{J}_z \) are integer and one has a purely bosonic basis (the case \( -\frac{1}{2} < b < \frac{1}{2} \) with \( b \neq 0 \) is something between a fermionic and bosonic basis and needs an extra discussion).

But once a spinor basis has been selected in such a way, one can decompose the Pauli spinors \((b/p)\varphi_{\pm}(\vec{r})\) for the ortho- and para-system in the usual way

\[
\begin{align*}
(b/p)\varphi_{+}(\vec{r}) &= (b/p)R_{+} \cdot \omega_0^{(+)} + (b/p)S_{+} \cdot \omega_0^{(-)} \quad (V.50a) \\
(b/p)\varphi_{-}(\vec{r}) &= -i \left\{ (b/p)R_{-} \cdot \omega_1^{(+)} + (b/p)S_{-} \cdot \omega_1^{(-)} \right\} \quad (V.50b)
\end{align*}
\]

Strictly speaking, such a spinor coordinatization should first refer to the original single-particle states \((a)\varphi_{\pm}(\vec{r})\) \((a = 1, 2)\); i.e. one puts

\[
\begin{align*}
(a)\varphi_{+}(\vec{r}) &= (a)R_{+} \cdot \omega_0^{(+)} + (a)S_{+} \cdot \omega_0^{(-)} \quad (V.51a) \\
(a)\varphi_{-}(\vec{r}) &= -i \left\{ (a)R_{-} \cdot \omega_1^{(+)} + (a)S_{-} \cdot \omega_1^{(-)} \right\} \quad (V.51b)
\end{align*}
\]

but on account of the ortho- and para-identifications \( (V.25a)-(V.25b) \) the wave amplitudes \((a)R_{\pm}, (a)S_{\pm}\) are also to be identified in a certain way, namely for \textit{ortho-positronium} \( (V.25a) \)
\[ (1) R_+ \equiv -i (2) R_+ \pm (b) R_+ \] (V.52a)
\[ (1) S_+ \equiv -i (2) S_+ \pm (b) S_+ \] (V.52b)
\[ (1) R_- \equiv i (2) R_- \pm (b) R_- \] (V.52c)
\[ (1) S_- \equiv i (2) S_- \pm (b) S_- \] (V.52d)

and similarly in the case of para-positronium (V.25b) for boson number \( \tilde{b} = \frac{1}{2} \):

\[ (1) R_+ \equiv (2) S_+ \pm (p) R_+ \] (V.53a)
\[ (1) S_+ \equiv -(2) R_+ \pm (p) S_+ \] (V.53b)
\[ (1) R_- \equiv -(2) S_- \pm (p) R_- \] (V.53c)
\[ (1) S_- \equiv (2) R_- \pm (p) S_- \] (V.53d)

Observe here for the latter case of para-positronium that the requirement of vanishing angular momentum (V.46) can be attained in the simplest way by (i) choosing for the boson number \( \tilde{b} \) the special value \( \tilde{b} = \frac{1}{2} \), which puts the eigenvalues \( j_z \) of \( \hat{J}_z \) in (V.41) to zero \( (j_z \Rightarrow 0) \), and (ii) adopting the wave amplitudes \( (p) R_\pm, (p) S_\pm \) as being independent of the azimuthal angle \( \phi \), i.e.

\[ (p) R_\pm(r, \vartheta, \phi) \Rightarrow (p) R_\pm(r, \vartheta) \] (V.54a)
\[ (p) S_\pm(r, \vartheta, \phi) \Rightarrow (p) S_\pm(r, \vartheta) \] (V.54b)

The parametrizations (V.51a)-(V.51b) of the Pauli spinors \( (b/p) \phi_\pm(\vec{r}) \) in terms of the (complex-valued) wave amplitudes \( (b/p) R_\pm, (b/p) S_\pm \) can now be inserted in the two-particle Pauli eigenvalue equations for ortho-positronium (V.42) and para-positronium (V.44) in order to yield the corresponding eigenvalue equations for these wave amplitudes; i.e. for
ortho-positronium

\[
\frac{\partial \langle b \rangle R_+}{\partial r} + \frac{i}{r} \frac{\partial \langle b \rangle R_+}{\partial \phi} + \frac{\langle b \rangle}{r} \langle b \rangle R_+ - \langle b \rangle A_0 \cdot \langle b \rangle R_+ - \sin \vartheta \langle b \rangle A_\phi \cdot \langle b \rangle R_+ + e^{2i(\frac{1}{2} - \varphi)} \left\{ \frac{1}{r} \frac{\partial \langle b \rangle S_+}{\partial \vartheta} + \cot \vartheta \left[ \langle b \rangle \langle b \rangle S_+ - i \frac{\partial \langle b \rangle S_+}{\partial \phi} \right] \right. \\
\left. + \cos \vartheta \langle b \rangle A_\phi \cdot \langle b \rangle S_+ \right\} = \frac{M + M_\pi}{\hbar} c \cdot \langle b \rangle R_+ \tag{V.55a}
\]

\[
\frac{\partial \langle b \rangle S_+}{\partial r} - \frac{i}{r} \frac{\partial \langle b \rangle S_+}{\partial \phi} + \frac{\langle b \rangle}{r} \langle b \rangle S_+ - \langle b \rangle A_0 \cdot \langle b \rangle S_+ + \sin \vartheta \langle b \rangle A_\phi \cdot \langle b \rangle S_+ - e^{-2i(\frac{1}{2} - \varphi)} \left\{ \frac{1}{r} \frac{\partial \langle b \rangle R_+}{\partial \vartheta} + \cot \vartheta \left[ \langle b \rangle \langle b \rangle R_+ + i \frac{\partial \langle b \rangle R_+}{\partial \phi} \right] \right. \\
\left. - \cos \vartheta \langle b \rangle A_\phi \cdot \langle b \rangle R_+ \right\} = \frac{M + M_\pi}{\hbar} c \cdot \langle b \rangle S_+ \tag{V.55b}
\]

\[
\frac{\partial \langle b \rangle R_-}{\partial r} - \frac{i}{r} \frac{\partial \langle b \rangle R_-}{\partial \phi} + \frac{2 - \langle b \rangle}{r} \langle b \rangle R_- + \langle b \rangle A_0 \cdot \langle b \rangle R_- + \sin \vartheta \langle b \rangle A_\phi \cdot \langle b \rangle R_- e^{-2i(\frac{1}{2} - \varphi)} \left\{ \frac{1}{r} \frac{\partial \langle b \rangle S_-}{\partial \vartheta} + \cot \vartheta \left[ \langle b \rangle \langle b \rangle S_- - i \frac{\partial \langle b \rangle S_-}{\partial \phi} \right] \right. \\
\left. + \cos \vartheta \langle b \rangle A_\phi \cdot \langle b \rangle S_- \right\} = \frac{M - M_\pi}{\hbar} c \cdot \langle b \rangle R_- \tag{V.55c}
\]

\[
\frac{\partial \langle b \rangle S_-}{\partial r} + \frac{i}{r} \frac{\partial \langle b \rangle S_-}{\partial \phi} + \frac{2 - \langle b \rangle}{r} \langle b \rangle S_- + \langle b \rangle A_0 \cdot \langle b \rangle S_- - \sin \vartheta \langle b \rangle A_\phi \cdot \langle b \rangle S_- + e^{2i(\frac{1}{2} - \varphi)} \left\{ \frac{1}{r} \frac{\partial \langle b \rangle R_-}{\partial \vartheta} + \cot \vartheta \left[ \langle b \rangle \langle b \rangle R_- + i \frac{\partial \langle b \rangle R_-}{\partial \phi} \right] \right. \\
\left. - \cos \vartheta \langle b \rangle A_\phi \cdot \langle b \rangle R_- \right\} = \frac{M - M_\pi}{\hbar} c \cdot \langle b \rangle S_+ \tag{V.55d}
\]

Here, the value of the boson number \( b \) has been left unspecified for the sake of generality; but it is clear from equations (V.49a)-(V.49d) that the right value for ortho-positronium
will be $b = -\frac{1}{2}$.

Quite analogously, for para-positronium one will adopt the value $b = \frac{1}{2}$, which puts the eigenvalues of $\hat{J}_z$ to zero, cf. (V.45); and additionally one adopts the wave amplitudes $(a)^R_\pm, (a)^S_\pm$ (V.54a)-(V.54b) to be real-valued functions $(a)^R_\pm, (a)^S_\pm$ over three-space. For this arrangement, the two eigenvalue equations (V.44) read then in terms of those
where the real-valued wave amplitudes \((p)R_\pm, (p)S_\pm\) for para-positronium

\[
\frac{\partial (p)R_+}{\partial r} + \frac{1}{2r} \cdot (p)R_+ - (p)A_\theta \cdot (p)R_- + (p)A_{\phi} \left[ \sin \vartheta \cdot (p)R_+ - \cos \vartheta \cdot (p)S_+ \right] + \frac{1}{r} \frac{\partial (p)S_+}{\partial \vartheta} + \frac{\cot \vartheta}{2r} \cdot (p)S_+ = \frac{M + M_*}{h} c \cdot (p)R_- \\
\text{(V.56a)}
\]

\[
\frac{\partial (p)S_+}{\partial r} + \frac{1}{2r} \cdot (p)S_+ - (p)A_\theta \cdot (p)S_- - (p)A_{\phi} \left[ \cos \vartheta \cdot (p)R_+ + \sin \vartheta \cdot (p)S_+ \right] - \frac{1}{r} \frac{\partial (p)R_+}{\partial \vartheta} - \frac{\cot \vartheta}{2r} \cdot (p)R_+ = \frac{M + M_*}{h} c \cdot (p)S_- \\
\text{(V.56b)}
\]

\[
\frac{\partial (p)R_-}{\partial r} + \frac{3}{2r} \cdot (p)R_- + (p)A_\theta \cdot (p)R_+ - (p)A_{\phi} \left[ \sin \vartheta \cdot (p)R_- + \cos \vartheta \cdot (p)S_- \right] - \frac{1}{r} \frac{\partial (p)S_-}{\partial \vartheta} - \frac{\cot \vartheta}{2r} \cdot (p)S_- = \frac{M - M_*}{h} c \cdot (p)R_+ \\
\text{(V.56c)}
\]

\[
\frac{\partial (p)S_-}{\partial r} + \frac{3}{2r} \cdot (p)S_- + (p)A_\theta \cdot (p)S_+ + (p)A_{\phi} \left[ \cos \vartheta \cdot (p)R_- + \sin \vartheta \cdot (p)S_+ \right] + \frac{1}{r} \frac{\partial (p)R_-}{\partial \vartheta} + \frac{\cot \vartheta}{2r} \cdot (p)R_- = \frac{M - M_*}{h} c \cdot (p)S_+ \\
\text{(V.56d)}
\]

Both eigenvalue systems, i.e. the ortho-system [V.55a]-[V.55d] and the para-system [V.56a]-[V.56d] provide now the basis for a thorough inspection of the RST multiplet and degeneracy structure. Observe here that the main feature of this structure
is the ortho/para dichotomy for which RST supplies a very natural basis, namely the (anti-)parallelity of the magnetic fields. In contrast to this rather dynamical criterion, the conventional theory puts this ortho/para dichotomy on the basis of the composition rule for the angular momenta of both particles which is rather a kinematical criterion than a dynamical one! In this context it is worthwhile to reconsider the kinematical consequences of the dynamical requirement concerning the (anti-)parallelity of the magnetic fields. Clearly, the parallelity or antiparallelity of the magnetic field strengths \( \vec{H}_a(\vec{r}) \) \((a = 1, 2)\) entails the antiparallelity or parallelity of the corresponding Dirac currents \( \vec{k}_a(\vec{r}) \) (or Maxwell currents \( \vec{j}_a \), resp.) because the latter are the curls of the magnetic fields, cf. \( \text{[V.33]} \). But on the other hand, these currents are themselves generated by the wave functions \( \psi_a(\vec{r}) \), cf. \( \text{[II.17a]-[II.17c]} \); and therefore the currents can transcribe those (anti-)parallelity requirements for the field strengths \( \vec{H}_a \) to the wave functions, i.e. ultimately to the wave amplitudes \( \psi^\pm \). More concretely, when the Dirac currents \( \vec{k}_a \) are decomposed with respect to the basis triad \( \{ \vec{e}_r, \vec{e}_\vartheta, \vec{e}_\phi \} \) of the spherical polar coordinates \( \{ r, \vartheta, \phi \} \)

\[
\vec{k}_a = (a) k_r \cdot \vec{e}_r + (a) k_\vartheta \cdot \vec{e}_\vartheta + (a) k_\phi \cdot \vec{e}_\phi ,
\]

(V.57)

the current components \( (a) k_r \), \( (a) k_\vartheta \), \( (a) k_\phi \) are linked to the wave amplitudes through

\[
(a) k_r = \frac{i}{4\pi} \left\{ (a)^* \vec{R}_+ \cdot (a) \vec{R}_- + (a)^* \vec{S}_+ \cdot (a) \vec{S}_- - (a)^* \vec{R}_- \cdot (a) \vec{R}_+ - (a)^* \vec{S}_- \cdot (a) \vec{S}_+ \right\} \quad \text{(V.58a)}
\]

\[
(a) k_\vartheta = -\frac{i}{4\pi} \left\{ e^{2i(b-\frac{1}{2})\varphi} \cdot C_+(a) - e^{-2i(b-\frac{1}{2})\varphi} \cdot C^*_+(a) \right\}
\]

(V.58b)

\[
(a) k_\phi = \sin \vartheta \frac{1}{4\pi} \left\{ (a)^* \vec{R}_+ \cdot (a) \vec{R}_- + (a)^* \vec{S}_+ \cdot (a) \vec{S}_- - (a)^* \vec{R}_- \cdot (a) \vec{R}_+ - (a)^* \vec{S}_- \cdot (a) \vec{S}_+ \right\}
\]

\[
- \cos \vartheta \frac{1}{4\pi} \left\{ e^{2i(b-\frac{1}{2})\varphi} \cdot C_+(a) + e^{-2i(b-\frac{1}{2})\varphi} \cdot C^*_+(a) \right\} .
\]

(V.58c)

Now one can test here whether the ortho-antiparallelity \( \text{[V.18a]} \) and the para-parallelity \( \text{[V.19c]} \) of the Dirac currents \( \vec{k}_a(\vec{r}) \) are really validated by both the ortho-identifications
(V.52a)-(V.52d) and the para-identifications (V.53a)-(V.53d). For the latter para-case one finds

\[ (1) k_r = -(2) k_r \]  \hspace{1cm} (V.59a)
\[ (1) k_\vartheta = -(2) k_\vartheta \]  \hspace{1cm} (V.59b)
\[ (1) k_\phi = +(2) k_\phi . \]  \hspace{1cm} (V.59c)

But obviously it is only the azimuthal component (V.59c) which is consistent with the para-identification (V.19c), but not the radial and longitudinal components (V.59a)-(V.59b). If one therefore insists on the three-vector identification (V.19c), one is forced to let vanish the radial and longitudinal components of the Dirac para-current \( \vec{k}_p \):

\[ (1) k_r \equiv (2) k_r \equiv (p) k_r \equiv 0 \]  \hspace{1cm} (V.60a)
\[ (1) k_\vartheta \equiv (2) k_\vartheta \equiv (p) k_\vartheta \equiv 0 . \]  \hspace{1cm} (V.60b)

As a result, the Dirac para-current \( \vec{k}_p \) must encircle the \( z \)-axis in the planes \( z = \text{const} \)

\[ \vec{k}_p = (p) k_\phi \cdot \vec{e}_\phi , \]  \hspace{1cm} (V.61)

cf. the anticipation (V.47b). Moreover it is easy to see that both requirements of vanishing current components (V.60a)-(V.60b) can be satisfied for \( b = \frac{1}{2} \) by simply taking all the wave amplitudes \( (a)R_\pm, (a)S_\pm \) to be real-valued \( (a)R_\pm \Rightarrow (a)R_\pm; (a)S_\pm \Rightarrow (a)S_\pm \), as it was already anticipated for the para-system (V.56a)-(V.56d).

However, concerning the ortho-system, one finds that the current components (V.57) for the ortho-value of \( b \) (i.e. \( b = -\frac{1}{2} \)), together with the ortho-identifications (V.52a)-(V.52d), appear in the following form

\[ (1) k_r = -(2) k_r \]  \hspace{1cm} (V.62a)
\[ (1) k_\vartheta = -(2) k_\vartheta \]  \hspace{1cm} (V.62b)
\[ (1) k_\phi = -(2) k_\phi . \]  \hspace{1cm} (V.62c)
This means that the ortho-antiparallelity of the Dirac currents \(^{(V.18c)}\) can always be attained by the present ortho-parametrization of the wave functions \(\psi_a(\vec{r})\), with no additional restriction as in the preceding para-situation. Fortunately, this admits to evoke here the toroidal configuration \((k_\phi \equiv 0, k_\theta \neq 0, k_r \neq 0)\) of ref. \(^{17}\) which may be adopted here in order to provide a representation for that ortho-state with vanishing \(j_z (= 0)\). However we will subsequently restrict ourselves to that rotational symmetry around the \(z\)-axis as given by equations \(^{(V.47a)-(V.47b)}\), for the discussion of both the para- and the ortho-system. In this sense, we specialize down the general Poisson equation \(^{(V.22)}\) for the vector potentials \(\vec{A}_{b/p}\) to their \(SO(2)\) symmetric form

\[
\Delta^{(b/p)}A_{\phi} - \frac{(b/p)A_{\phi}}{r^2 \sin^2 \vartheta} = -4\pi \alpha_s \cdot (b/p)k_\phi
\]  

\(^{(V.63)}\)

which together with its electric counterpart \(^{(V.21)}\) completes the present eigenvalue equations of the ortho- and para-type to a closed system.
VI Energy Difference of Ortho- and Para-States

Once the emergence of the ortho/para dichotomy in RST has been clarified, there naturally arises the question of degeneracy of the corresponding ortho- and para-states. But here it should be clear that, corresponding to the present state of the art, this question can be discussed only from a rather qualitative point of view because exact (analytic or numerical) solutions of the RST two-particle eigenvalue problem are presently not known. Nevertheless, the knowledge of the exact form of the RST energy functional $\tilde{E}_{[T]}$ admits to draw same general conclusions concerning this question of degeneracy.

First, it will be necessary to define some order of approximation which corresponds to the conventional situation (V.13), where the singlet and triplet states carry the same energy. As a matter of course, this first approximation step will be essentially the same in RST as in the conventional theory, namely the neglection of the magnetic interactions ($\sim$ “electrostatic approximation”). This neglection of the magnetic forces, however, does not yet entail the mathematical equivalence of the eigenvalue equations for the ortho- and para-configurations; indeed, there persists a crucial kinematical difference: whereas the current of the para-states ($\sim$ “para-current” $\vec{k}_p$) must always encircle the axis of rotational symmetry (i.e. the z-axis) and thus realizes a cylindrical structure, see equation (V.61), the “orthocurrent” $\vec{k}_b$ can obey this cylindrical geometry only for non-vanishing angular momentum ($j_z = \pm 1$), but for vanishing angular momentum ($j_z = 0$) it is required to undergo a toroidal geometry (previously discussed in ref. [17]). In the present paper, we restrict ourselves to the cylindrical structure (i.e. $j_z = 0$ for the para-states and $j_z = \pm 1$ for the ortho-states); but even within this subclass of the cylindrical configurations the link between the charge densities $(b/p)k_0$ and the wave amplitudes $(b/p)R_\pm$, $(b/p)S_\pm$ looks rather different: for the para-configurations, the essential angular variability of $(p)k_0(r)$ goes like $(\sin \vartheta)^{-1}$, cf. (VI.17) below; but for the ortho-densities $(b)k_0(r)$ there occurs a certain subdichotomy, see figure 5, namely in such a way that both forms of orthomatter with density $(b)k_0(r)$ are pressed off the rotational axis upon which they become
zero \((b)k_0\big|_{\vartheta=0,\pi} = 0\).

Clearly, this specific distribution of ortho- and para-matter is responsible for the difference in angular momentum (i.e. \(J_z = 0\) for the para-distribution being concentrated close to the rotational axis \((\sim (\sin \vartheta)^{-1})\); and \(J_z = \pm 1\) for the ortho-distribution concentrated off the z-axis \((\sim \sin \vartheta)\)). However such a redistribution of the charge densities does imply also a corresponding alteration of the electrostatic interaction energy \(E_R^{(e)}\) so that the ortho- and para-configurations would always carry different energy \(E_T\) and the ortho/para degeneracy would be broken. Thus one is forced to conclude that, in order to encounter the degeneracy phenomenon in RST, it is not sufficient to neglect the magnetic interactions as is the case with the conventional theory, see the discussion of equation \((V.13)\).

Additionally, one has to resort to a further approximation, i.e. the \textit{spherically symmetric approximation}, which consists in assuming the electrostatic interaction potential \((b/p)A_0(\vec{r})\) (not the wave amplitudes!) to be spherically symmetric: \((b/p)A_0(\vec{r}) \Rightarrow (b/p)A_0(r)\ (r = |\vec{r}|)\). And indeed, it is just this assumption which yields the complete mathematical equivalence of the eigenvalue problems for the ortho- and para-configurations, cf. the para-eigenvalue equations \((VI.23a)-(VI.23b)\) to their ortho-counterparts \((VI.115a)-(VI.115b)\). The (approximately) common energy spectrum is sketched in fig. 2. The RST energy levels of this common spectrum do agree with their conventional counterparts \((VI.88)\) with deviations of magnitude of some 10% (see the table on p. 107). This is a remarkable result because it is based upon a very simple trial function \(\tilde{\Phi}(r)\) \((VI.55)\) with only two variational parameters!

\[\textbf{1. Para-Positronium}\]

As a matter of course, we will first turn to the simplest field configuration which is surely the para-system with its singlet character \((\tilde{b} = \frac{1}{2})\). The corresponding energy eigenvalue problem is defined by the mass eigenvalue equations \((V.56a)-(V.56d)\) together with the Poisson equations \((V.21)\) and \((V.63)\) for the electric potential \((p)A_0(r, \vartheta)\) and
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the azimuthal component \( \varphi \) of the three-vector potential \( \vec{A}_\varphi (\vec{r}) \), cf. equation (V.22). Here it should be self-evident that it is very hard (if not impossible) to find exact solutions for the para-system so that one is forced to resort to an approximative treatment. Especially for the para-groundstate one expects the highest possible symmetry of the solutions; but this is surely not the \( SO(3) \) symmetry with respect to the origin \( (r = 0) \) because this would imply hedgehog-like three-vector fields \( \vec{E}_\varphi (\vec{r}) \) and \( \vec{H}_\varphi (\vec{r}) \). This could be accepted for the electric field strength \( \vec{E}_\varphi (\vec{r}) \) \( (\simeq \vec{r}) \), but not for its magnetic counterpart \( \vec{H}_\varphi (\vec{r}) \) because the latter would imply the existence of magnetic monopoles (to be excluded here).

**Electrostatic Approximation**

Hence for a first rough estimate of the para-levels one may resort to the *electrostatic approximation* where all objects of the magnetic type are to be neglected. Here the hypothesis is that the magnetic forces are much weaker (than their electric counterparts) and therefore they can hardly influence the charge densities \( (a)j_0 (\vec{r}) \) whose spatial distribution will be dominated by the electric forces. Since the corresponding electrostatic interaction energy \( E_{R}^{(e)} \) is itself also much greater than its magnetic counterpart \( E_{R}^{(m)} \), the influence of the magnetic interactions on the total energy \( E_T \) appears therefore to be negligibly small. Clearly, such a picture of the magnitude of the intra-atomic gauge forces seems to provide the legitimation for neglecting the magnetic interactions altogether. However, there may exist certain regions in three-space (here the \( z \)-axis) where the magnetic forces become (almost) infinite and thus enforce a distinct redistribution of the electric charge densities \( (a)j_0 (\vec{r}) \) so that the electrostatic energy \( E_{R}^{(e)} \) may become modified considerably. Evidently, for such a situation the electrostatic approximation is not adequate; but we will assume here that this magnetically induced shift of the electric energy \( E_{R}^{(e)} \) will not spoil too much the results. However, it may well be possible that through the omission of such an energy shift the lower bound of the original energy functional \( \tilde{E}_T \) becomes
underestimated by the electrostatic approximation (see the discussion of the positronium groundstate in ref. [13]).

In any case, by this neglect of magnetism the original para-system (V.56a)-(V.56d) reduces to

\[
\frac{\partial (p) \tilde{R}_+}{\partial r} + \frac{1}{r} \frac{\partial (p) \tilde{S}_+}{\partial \theta} - (p) A_0 \cdot (p) \tilde{R}_- = \frac{M + M_s}{\hbar} c \cdot (p) \tilde{R}_- \quad (VI.1a)
\]

\[
\frac{\partial (p) \tilde{S}_+}{\partial r} - \frac{1}{r} \frac{\partial (p) \tilde{R}_+}{\partial \theta} - (p) A_0 \cdot (p) \tilde{S}_- = \frac{M + M_s}{\hbar} c \cdot (p) \tilde{S}_- \quad (VI.1b)
\]

\[
\frac{\partial (p) \tilde{R}_-}{\partial r} + \frac{1}{r} (p) \tilde{R}_- - \frac{1}{r} \frac{\partial (p) \tilde{S}_-}{\partial \theta} + (p) A_0 \cdot (p) \tilde{R}_+ = \frac{M - M_s}{\hbar} c \cdot (p) \tilde{R}_+ \quad (VI.1c)
\]

\[
\frac{\partial (p) \tilde{S}_-}{\partial r} + \frac{1}{r} (p) \tilde{S}_- + \frac{1}{r} \frac{\partial (p) \tilde{R}_-}{\partial \theta} + (p) A_0 \cdot (p) \tilde{S}_+ = \frac{M - M_s}{\hbar} c \cdot (p) \tilde{S}_+ \quad (VI.1d)
\]

Here the modified wave amplitudes \((p) \tilde{R}_±, (p) \tilde{S}_±\) are defined in terms of the original real-valued amplitudes \((p) \tilde{R}_± \Rightarrow (p) R_±\) and \((p) \tilde{S}_± \Rightarrow (p) S_±\) (V.54a)-(V.54b) through

\[
(p) \tilde{R}_± \triangleq \sqrt{r \sin \vartheta} \cdot (p) R_± \quad (VI.2a)
\]

\[
(p) \tilde{S}_± \triangleq \sqrt{r \sin \vartheta} \cdot (p) S_± \quad (VI.2b)
\]

Being satisfied for the moment with that electrostatic approximation, the relativistic energy functional \(\tilde{E}_{[T]}\) (V.20) becomes simplified for the two non-identical particles which, however, must be assumed to occupy two physically equivalent quantum states (V.25b).

This implies that both mass renormalization factors \(Z_{(a)}\) become identical

\[
Z_{(1)}^2 = Z_{(2)}^2 = \tilde{Z}_P^2 \quad (VI.3)
\]

with

\[
\tilde{Z}_P^2 = \frac{1}{2} \int d^2 \tilde{r} \left\{ (p) \tilde{R}_+ \right\}^2 + (p) \tilde{S}_+^2 \left\{ (p) \tilde{R}_- \right\}^2 - (p) \tilde{R}_-^2 - (p) \tilde{S}_-^2 \quad (VI.4)
\]

\( (d^2 \tilde{r} \triangleq r \, dr \, d\vartheta) \).
Furthermore, the adopted physical equivalence of both particle states implies also that the kinetic energies $T_{\text{kin}(a)}$ \textsuperscript{(IV.26)}-\textsuperscript{(IV.27)} must turn out to be identical

$$T_{\text{kin}(1)} = T_{\text{kin}(2)} \div (p)\tilde{T}_{\text{kin}}.$$ \hspace{1cm} (VI.5)

Here the common one-particle kinetic energy $\tilde{T}_{\text{kin}}$ splits up into a radial part $(\tilde{T}_r)$ and a longitudinal part $(\tilde{T}_\theta)$

$$(p)\tilde{T}_{\text{kin}} = (p)\tilde{T}_r + (p)\tilde{T}_\theta$$ \hspace{1cm} (VI.6)

with the radial part being given by

$$\left.\begin{array}{l}
(p)\tilde{T}_r = \frac{hc}{4} \int \frac{d^2\vec{r}}{2} \left\{ (p)\tilde{R}_- \cdot \frac{\partial (p)\tilde{R}_+}{\partial r} - (p)\tilde{R}_+ \cdot \frac{\partial (p)\tilde{R}_-}{\partial r} - (p)\tilde{S}_- \cdot \frac{\partial (p)\tilde{S}_+}{\partial r} \right. \\
- (p)\tilde{S}_+ \cdot \frac{\partial (p)\tilde{S}_-}{\partial r} - (p)\tilde{S}_- \cdot \frac{\partial (p)\tilde{R}_+}{\partial r} \right\}
\end{array}\right\}$$

and the longitudinal part by

$$\left.\begin{array}{l}
(p)\tilde{T}_\theta = \frac{hc}{4} \int \frac{d^2\vec{r}}{r} \left\{ (p)\tilde{R}_- \cdot \frac{\partial (p)\tilde{S}_+}{\partial \theta} - (p)\tilde{S}_+ \cdot \frac{\partial (p)\tilde{R}_-}{\partial \theta} + (p)\tilde{R}_+ \cdot \frac{\partial (p)\tilde{S}_-}{\partial \theta} - (p)\tilde{S}_- \cdot \frac{\partial (p)\tilde{R}_+}{\partial \theta} \right\}
\end{array}\right\}$$

(VI.7)

And finally, the electric constraint $N_G^{(e)}$ \textsuperscript{(IV.1)}-\textsuperscript{(IV.2)} is simplified to $\tilde{N}_G^{(e)}$

$$\tilde{N}_G^{(e)} = E_R^{(e)} - \tilde{M}^{(e)}c^2 \equiv 0$$ \hspace{1cm} (VI.9)

with the electrostatic interaction energy $E_R^{(e)}$ being given by

$$E_R^{(e)} = -\frac{hc}{4\pi\alpha_s} \int d^3\vec{r} \|\nabla (p)A_0\|^2$$ \hspace{1cm} (VI.10)

and its mass equivalent by

$$\tilde{M}^{(e)}c^2 = -\frac{hc}{2} \int d^2\vec{r} (p)A_0 \left\{ (p)\tilde{R}_+)^2 + (p)\tilde{S}_+)^2 + (p)\tilde{R}_-)^2 + (p)\tilde{S}_-)^2 \right\}.$$ \hspace{1cm} (VI.11)

Thus, putting now together all energy contributions yields for the relativistic energy functional $\tilde{E}_{[T]}$ \textsuperscript{(IV.20)} with \textsuperscript{(IV.23)} in the electrostatic approximation

$$\tilde{E}_{[T]} \Rightarrow \tilde{E}_{(T)} = 2Mc^2 \cdot \tilde{Z}_p^2 + 4(p)\tilde{T}_{\text{kin}} + E_R^{(e)} + 2\lambda_D \cdot \tilde{N}_D + \lambda_G^{(e)} \cdot \tilde{N}_G^{(e)}.$$ \hspace{1cm} (VI.12)
Here the Lagrangean multiplier $\lambda_D$ is given by the sum of the individual multipliers

$$\lambda_D \equiv \lambda_{D(1)} + \lambda_{D(2)} = (M_1 - M_2)c^2 = -2M_*c^2, \quad \text{(VI.13)}$$

cf. ([IV.22a]; and both normalization constraints $N_{D(a)}$ ([III.49]) collapse to a single one just on account of the physical equivalence of both quantum states

$$N_{D(1)}^{(1)} = N_{D(2)}^{(2)} \equiv \tilde{N}_D \quad \text{(VI.14)}$$

with

$$\tilde{N}_D \equiv \frac{1}{2} \int d^2 \vec{r} \left\{ \left( (p) \tilde{R}_+ \right)^2 + \left( (p) \tilde{S}_+ \right)^2 + \left( (p) \tilde{R}_- \right)^2 + \left( (p) \tilde{S}_- \right)^2 \right\} - 1 \equiv 0. \quad \text{(VI.15)}$$

Indeed, after all it is now a very satisfying consistency check to deduce the relativistic para-system ([VI.1a]-[VI.1d]) from the principle of minimal energy ([IV.21]) with the functional $\tilde{E}_{[T]}$ being given by its present electrostatic approximation $\tilde{E}_{(T)}$ ([VI.12]). But for the subsequent construction of (approximate) solutions one should keep in mind those boundary conditions which are needed for the variational deduction:

$$\lim_{r \to 0} \left( r \cdot (p) \tilde{R}_+ \cdot (p) \tilde{R}_- \right) = \lim_{r \to 0} \left( r \cdot (p) \tilde{S}_+ \cdot (p) \tilde{S}_- \right) = 0 \quad \text{(VI.16a)}$$

$$\left[ (p) \tilde{R}_+ \cdot (p) \tilde{S}_- \right]_{\vartheta = \pi} - \left[ (p) \tilde{R}_+ \cdot (p) \tilde{S}_- \right]_{\vartheta = 0} = 0 \quad \text{(VI.16b)}$$

$$\left[ (p) \tilde{R}_- \cdot (p) \tilde{S}_+ \right]_{\vartheta = \pi} - \left[ (p) \tilde{R}_- \cdot (p) \tilde{S}_+ \right]_{\vartheta = 0} = 0. \quad \text{(VI.16c)}$$

Finally, in order to close the truncated eigenvalue system ([VI.1a]-[VI.1d]), one has to add only the electric Poisson equation ([V.21]) for the potential $(p)A_0$

$$\Delta (p)A_0 = -4\pi\alpha_s (p)k_0 = -\alpha_s \frac{\left( (p) \tilde{R}_+ \right)^2 + \left( (p) \tilde{S}_+ \right)^2 + \left( (p) \tilde{R}_- \right)^2 + \left( (p) \tilde{S}_- \right)^2}{r \sin \vartheta} \quad \text{(VI.17)}$$

since the azimuthal magnetic potential $(p)A_\phi$ is to be neglected in the electrostatic approximation. Of course in the true spirit of the principle of minimal energy, this Poisson equation ([VI.17]) must be deducible also from the approximative energy functional $\tilde{E}_{(T)}$ ([VI.12]), namely through its extremalization with respect to the electric potential $(p)A_0$!
Despite the simplifying effect of the electrostatic approximation, the resulting eigenvalue system (VI.1a)-(VI.1d) plus the Poisson equation (VI.17) is still a too complicated system of coupled equations in order to find the exact solutions thereof. Consequently, it becomes necessary to think of a further approximation step which should refer to the gauge potential \((p)A_0(r, \vartheta)\) as a solution of the electrostatic Poisson equation (VI.17).

Indeed, what obviously does complicate things with that equation is the fact that its solutions \((p)A_0\) will depend in general on both variables \(r, \vartheta\) even if all the wave amplitudes \((p)\tilde{R}_\pm, (p)\tilde{S}_\pm\) would be assumed to be spherically symmetric (i.e. not being dependent on the spherical polar angle \(\vartheta\)). Therefore it suggests itself to adopt also the electric potential \((p)A_0(r, \vartheta)\) to depend exclusively on the radial variable \(r\) but not on the angle \(\vartheta\), i.e. the approximation is the following ("spherically symmetric approximation")

\[
(p)A_0(r, \vartheta) \Rightarrow [p]A_0(r) .
\] (VI.18)

But observe here that our present assumption of spherical symmetry (VI.18) does concern only the gauge potential \((p)A_0\), not the wave amplitudes \((p)\tilde{R}_\pm, (p)\tilde{S}_\pm\) themselves! Indeed, we admit these amplitudes to depend on the angle \(\vartheta\) in the following way:

\[
(p)\tilde{R}_\pm(r, \vartheta) = \tilde{R}_\pm(r) \cdot f_R(\vartheta) .
\] (VI.19a)

\[
(p)\tilde{S}_\pm(r, \vartheta) = \tilde{S}_\pm(r) \cdot f_S(\vartheta) .
\] (VI.19b)

The angular functions \(f_R(\vartheta)\) and \(f_S(\vartheta)\) of this product ansatz must now be determined in such a way that the four partial differential equations (VI.1a)-(VI.1d) become reduced to ordinary differential equations with respect to the radial variable \(r\). It is easy to see that this goal can be attained by demanding that both angular functions \(f_R(\vartheta)\) and \(f_S(\vartheta)\) obey the following coupled system

\[
\frac{df_R(\vartheta)}{d\vartheta} = \ell_P \cdot f_S(\vartheta) ,
\] (VI.20a)

\[
\frac{df_S(\vartheta)}{d\vartheta} = -\ell_P \cdot f_R(\vartheta) ,
\] (VI.20b)
where $\ell_P$ is some real-valued constant.

Actually, by this demand the original system (VI.1a)-(VI.1d) is simplified to the following coupled set of ordinary differential equations:

\[
\begin{align*}
\frac{d}{dr}R_+ - \frac{\ell_P}{r} \cdot S_+ - [p]A_0(r) \cdot R_- &= \frac{M + M_\ast}{\hbar} c \cdot R_-(r) & \text{(VI.21a)} \\
\frac{d}{dr}S_+ - \frac{\ell_P}{r} \cdot R_+ - [p]A_0(r) \cdot S_- &= \frac{M + M_\ast}{\hbar} c \cdot S_-(r) & \text{(VI.21b)} \\
\frac{d}{dr}R_- + \frac{1}{r} \cdot R_-(r) + \frac{\ell_P}{r} \cdot S_- + [p]A_0(r) \cdot R_+ &= \frac{M - M_\ast}{\hbar} c \cdot R_+(r) & \text{(VI.21c)} \\
\frac{d}{dr}S_- + \frac{1}{r} \cdot S_-(r) + \frac{\ell_P}{r} \cdot R_- + [p]A_0(r) \cdot S_+ &= \frac{M - M_\ast}{\hbar} c \cdot S_+(r) & \text{(VI.21d)}
\end{align*}
\]

Clearly, such a system of ordinary differential equations needs further discussion since the same eigenvalue $M_\ast$ emerges in each equation! In view of this fact one will suppose that the four solutions $R_\pm(r)$, $S_\pm(r)$ can not be too different and thus one tries the identifications

\[
'R_\pm(r) \equiv S_\pm(r) \doteq \tilde{\Phi}_\pm(r). \quad (VI.22)
\]

And indeed, by this assumption the four eigenvalue equations (VI.21a)-(VI.21d) become contracted without any contradiction to only two equations

\[
\begin{align*}
\frac{d}{dr}\tilde{\Phi}_+(r) - \frac{\ell_P}{r} \cdot \tilde{\Phi}_+(r) - [p]A_0(r) \cdot \tilde{\Phi}_-(r) &= \frac{M + M_\ast}{\hbar} c \cdot \tilde{\Phi}_-(r) & \text{(VI.23a)} \\
\frac{d}{dr}\tilde{\Phi}_-(r) + \frac{\ell_P}{r} + \frac{1}{r} \cdot \tilde{\Phi}_-(r) + [p]A_0(r) \cdot \tilde{\Phi}_+(r) &= \frac{M - M_\ast}{\hbar} c \cdot \tilde{\Phi}_+(r) & \text{(VI.23b)}
\end{align*}
\]

These two equations, together with the spherically symmetric approximation of the electric Poisson equation (VI.17), constitutes now the eigenvalue problem of para-positronium in the spherically symmetric and electrostatic approximation.

The spherically symmetric form of the Poisson equation will readily be discussed, but first one should think about the possible values of the constant $\ell_P$ appearing in the angular system (VI.20a)-(VI.20b). For this purpose, one converts this first-order system
\[ \frac{d^2 f_R(\vartheta)}{d\vartheta^2} = -\ell_P^2 \cdot f_R(\vartheta) \] 
\[ \frac{d^2 f_S(\vartheta)}{d\vartheta^2} = -\ell_P^2 \cdot f_S(\vartheta) . \]

The solutions of this standard problem are well known and are written here as

\[ f_R(\vartheta) = \cos(\ell_P \cdot \vartheta) \] (VI.25a)
\[ f_S(\vartheta) = -\sin(\ell_P \cdot \vartheta) , \] (VI.25b)

or alternatively

\[ f_R(\vartheta) = \sin(\ell_P \cdot \vartheta) \] (VI.26a)
\[ f_S(\vartheta) = \cos(\ell_P \cdot \vartheta) . \] (VI.26b)

But with the general shape of the wave functions being known, i.e.

\[ (p) \tilde{R}_\pm (r, \vartheta) = \tilde{\Phi}_\pm (r) \cdot f_R(\vartheta) \] (VI.27a)
\[ (p) \tilde{S}_\pm (r, \vartheta) = \tilde{\Phi}_\pm (r) \cdot f_S(\vartheta) , \] (VI.27b)

one can reconsider the former boundary conditions (VI.16b)-(VI.16c) which yields the requirement

\[ \sin(2\pi \ell_P) \frac{1}{2} = 0 , \] (VI.28)

and this can be obeyed by fixing the value of \( \ell_P \) by the (half-)integers

\[ \ell_P = 0, \left( \frac{1}{2} \right), 1, \left( \frac{3}{2} \right), 2, \left( \frac{5}{2} \right), 3 \ldots \] (VI.29)

In this context it is also interesting to remark that, through this disposal (VI.29) of \( \ell_P \), the para-current \( \vec{k}_p \) (V.61) remains finite on the z-axis (i.e. \( \vartheta = 0 \) and \( \vartheta = \pi \)). Indeed, substituting the present product form (VI.27a)-(VI.27b) of the wave amplitudes back into the general form (V.58c) of the Dirac current, one finds

\[ (p) k_\phi(r, \vartheta) = \pm \tilde{\Phi}_+(r) \cdot \tilde{\Phi}_-(r) \cdot \frac{\sin [(2\ell_P + 1) \cdot \vartheta]}{2\pi r} . \] (VI.30)
(The positive/negative sign refers here to the cases (VI.25/26)). This result says that the para-current \( \vec{k}_p \) remains finite but nevertheless is singular on the z-axis; however, as we will readily see, such kind of singularity does not spoil the energy functional, even if the (presently neglected) magnetic interactions are included. The alternating flow directions of the para-current \( \vec{k}_p \) around the z-axis are sketched in fig. 1.

The energy functional \( \tilde{\mathcal{E}}_{\{T\}} \) (VI.12) is needed now in the context of the spherically symmetric approximation because it is not obvious how the corresponding approximate form of the electric Poisson equation (VI.17) should look like. In order to deduce this from the principle of minimal energy, one substitutes those spherically symmetric ansätze for the potential \( ^{(p)}A_0 \) (VI.18) and for the wave functions (VI.19a)-(VI.19b) into the electrostatic approximation \( \tilde{\mathcal{E}}_{\{T\}} \) (VI.12) of the original energy functional \( \tilde{\mathcal{E}}_{\{T\}} \) and thereby finds the following results for its constituents:

(i) the mass renormalization factor \( \tilde{Z}_p^2 \) (VI.4) emerges as

\[
\tilde{Z}_p^2 \Rightarrow \tilde{Z}_\Phi^2 = \frac{\pi}{2} \int_0^\infty dr \ r \left\{ (\tilde{\Phi}_+(r))^2 - (\tilde{\Phi}_-(r))^2 \right\}
\] (VI.31)

(ii) next, the radial and longitudinal kinetic energies \( ^{(p)}\tilde{T}_r \) (VI.7) and \( ^{(p)}\tilde{T}_\vartheta \) (VI.8) become simplified to

\[
^{(p)}\tilde{T}_r \Rightarrow \tilde{T}_r = \frac{\pi}{4} \hbar c \int_0^\infty dr \ r \left\{ \tilde{\Phi}_-(r) \cdot \frac{d\tilde{\Phi}_+(r)}{dr} - \tilde{\Phi}_+(r) \cdot \frac{d\tilde{\Phi}_-(r)}{dr} - \frac{\tilde{\Phi}_+(r) \cdot \tilde{\Phi}_-(r)}{r} \right\}
\]

(VI.32a)

\[
^{(p)}\tilde{T}_\vartheta \Rightarrow \tilde{T}_\vartheta = -\frac{\pi}{2} \hbar c \ell_p \int_0^\infty dr \ \tilde{\Phi}_+(r) \cdot \tilde{\Phi}_-(r)
\]

(VI.32b)

(iii) the electric Poisson constraint \( \tilde{N}_G^{(e)} \) (VI.9) is left formally unchanged, i.e.

\[
\tilde{N}_G^{(e)} \Rightarrow \tilde{N}_G^{[e]} = E_R^{[e]} - M^{[e]} c^2 \equiv 0,
\]

(VI.33)

with the electrostatic interaction energy \( E_R^{(e)} \) (VI.10) appearing now as

\[
E_R^{(e)} \Rightarrow E_R^{[e]} = -\frac{\hbar c}{\alpha_s} \int_0^\infty dr \left( r \cdot \frac{d[\tilde{A}_0]}{dr} \right)^2
\]

(VI.34)
and analogously its mass equivalent \( \text{(VI.11)} \)

\[
\tilde{M}^{(e)} c^2 \Rightarrow \tilde{M}^{(e)} c^2 = -\frac{\pi}{2} \hbar c \int_0^\infty dr r \frac{[p]A_0(r)}{\tilde{A}_0} \cdot \left\{ \left( \tilde{\Phi}_+(r) \right)^2 + \left( \tilde{\Phi}_-(r) \right)^2 \right\}
\]

\( \text{(VI.35)} \)

(iv) and finally the normalization constraint \( \text{(VI.14)} \) reads now

\[
\tilde{N}_D \Rightarrow \tilde{N}_\Phi = \frac{\pi}{2} \int_0^\infty dr r \left\{ \left( \tilde{\Phi}_+(r) \right)^2 + \left( \tilde{\Phi}_-(r) \right)^2 \right\} - 1 \equiv 0 .
\]

\( \text{(VI.36)} \)

Putting now together all four contributions (i)-(iv) yields the desired spherically symmetric approximation \( \tilde{E}_{[\Phi]} \), say, of the electrostatic approximation \( \tilde{E}_{(T)} \) \( \text{(VI.12)} \) as

\[
\tilde{E}_{[\Phi]} = 2 M c^2 \cdot \tilde{Z}_2^2 \cdot 4 [p] \tilde{T}_{\text{kin}} + E_{\text{R}}^{(e)} + 2 \lambda_D \cdot \tilde{N}_\Phi + \lambda^{(e)} \cdot \tilde{N}_{\tilde{G}}^{(e)} .
\]

\( \text{(VI.37)} \)

Here it is again a nice exercise to convince oneself of the fact that the spherically symmetric eigenvalue equations \( \text{(VI.23a)-(VI.23b)} \) actually do arise as the extremal equations due to the present functional \( \tilde{E}_{[\Phi]} \) \( \text{(VI.37)} \) ! But furthermore, the extremalization of \( \tilde{E}_{[\Phi]} \) with respect to the electric potential \( [p]A_0 \) yields the wanted spherically symmetric form of the electric Poisson equation \( \text{(VI.17)} \):

\[
\frac{d^2 [p]A_0}{dr^2} + \frac{2}{r} \frac{d[p]A_0}{dr} = -\frac{\pi}{2} \frac{\alpha_s}{r} \left( \frac{\tilde{\Phi}_+(r)}{r} \right)^2 + \left( \frac{\tilde{\Phi}_-(r)}{r} \right)^2 ,
\]

\( \text{(VI.38)} \)

with the standard solution

\[
[p]A_0(r) = \frac{\alpha_s}{8} \int \frac{d^3 \tilde{r} \tilde{r}'}{r'} \left( \frac{\tilde{\Phi}_+(r')}{r'} \right)^2 + \left( \frac{\tilde{\Phi}_-(r')}{r'} \right)^2 .
\]

\( \text{(VI.39)} \)

As a consistency check, one easily deduces hereof the asymptotic Coulomb form \( \text{(III.60)} \) of the electric potential \( [p]A_0(r) \)

\[
\lim_{r \to \infty} [p]A_0(r) = \frac{\alpha_s}{r}
\]

\( \text{(VI.40)} \)

by simply regarding the normalization condition in its spherically symmetric form \( \text{(VI.36)} \).
Summarizing, the combination of the electrostatic and spherically symmetric approximation consists of the mass eigenvalue equations (VI.23a)-(VI.23b) plus the electric Poisson equation (VI.38). If the (exact or approximate) solutions of this eigenvalue problem could be attained, one would substitute these solutions into the associated energy functional \( \tilde{E}[\Phi] \) (VI.37) and would thus obtain the corresponding energy spectrum (i.e. the singlet spectrum) of para-positronium. But although the corresponding energy levels would be still of relativistic nature, the corresponding relativistic effects would not be of much help! The reason is that the neglected magnetic and anisotropic effects are in general of the same order of magnitude as the relativistic effects, so that the numerical usefulness would be spoiled in any case. Therefore it is more meaningful to finally do the last step of the approximations, namely by turning to the non-relativistic domain.

**Non-Relativistic Approximation**

Though the two preceding approximations (i.e. the electrostatic and the spherically symmetric one) did considerably simplify the positronium eigenvalue problem, a further rather technical simplification (i.e. the transition to the non-relativistic domain) is highly welcome when one is satisfied with a first rough estimate of the positronium spectrum.

The point of departure for such a purpose is the eigenvalue system (VI.23a)-(VI.23b) in combination with the Poisson equation (VI.38) for the electric interaction potential \( A_0 \) which has already been assumed to be spherically symmetric. Now in order to deduce the non-relativistic approximation of those eigenvalue equations (VI.23a)-(VI.23b) one resolves (approximately) the first equation (VI.23a) with respect to the “negative” wave amplitude \( \tilde{\Phi}^- (r) \) in terms of the “positive” amplitude \( \tilde{\Phi}^+ (r) \), i.e. one puts

\[
\tilde{\Phi}^- (r) \simeq \frac{\hbar}{2Mc} \left\{ \frac{d\tilde{\Phi}^+ (r)}{dr} - \frac{\ell_P}{r} \cdot \tilde{\Phi}^+ (r) \right\},
\]

(VI.41)

and then one substitutes this into the second equation (VI.23b). This then yields the following Schrödinger-like equation for the non-relativistic approximation (\( \tilde{\Phi}(r) \), say) of
the “positive” amplitude $\tilde{\Phi}_+(r)$:

$$-rac{\hbar^2}{2M} \left\{ \frac{d^2\tilde{\Phi}(r)}{dr^2} + \frac{1}{r} \frac{d\tilde{\Phi}(r)}{dr} \right\} + \frac{\hbar^2}{2M} \frac{\ell^2}{r^2} \tilde{\Phi}(r) - \hbar c^{[p]} A_0(r) \cdot \tilde{\Phi}(r) = E_* \cdot \tilde{\Phi}(r) \quad \text{(VI.42)}$$

where the Schrödinger eigenvalue $E_*$ emerges as the difference of the mass eigenvalue $M_*$ and the rest mass $M$

$$E_* \doteq (M_* - M)c^2. \quad \text{(VI.43)}$$

Finally, in order to close this eigenvalue equation (VI.42), one has to add the non-relativistic approximation of the electric Poisson equation (VI.38). This, however, is a simple thing because the general form of the Poisson equation survives the transition to the non-relativistic domain so that one merely has to resort to the non-relativistic approximation for the charge density $(p)k_0(r)$. But since the latter approximation merely consists in neglecting the “negative” wave amplitude $\tilde{\Phi}_-(r)$, the non-relativistic approximation of the electric Poisson equation (VI.38) is immediately written down as

$$\frac{d^2[p]A_0}{dr^2} + \frac{2}{r} \frac{d[p]A_0}{dr} = -\frac{\pi}{2} \alpha_s \left( \frac{\tilde{\Phi}(r)}{r} \right)^2. \quad \text{(VI.44)}$$

Thus the non-relativistic eigenvalue problem for para-positronium ultimately consists of both equations (VI.42) and (VI.44).

However, notice here that the “Schrödinger eigenvalue” $E_*$ (VI.42)-(VI.43) is a one-particle quantity and therefore cannot be identified with the (non-relativistic) RST energy ($\tilde{E}_\Phi$, say) of our two-particle problem. Rather, in order to get this two-particle energy $\tilde{E}_\Phi$ due to the solutions of the present one-particle problem (VI.42)-(VI.44), one has to substitute these solutions into the non-relativistic descendant ($\tilde{E}_{[\Phi]}$, say) of its relativistic predecessor $\tilde{E}_{[\Psi]}$ (VI.37). Thus it becomes now necessary to deduce that non-relativistic functional $\tilde{E}_{[\Phi]}$ which then simultaneously provides us also with the possibility to check whether the non-relativistic system of eigenvalue and Poisson equations (VI.42)-(VI.44) does really represent the extremal equations of the wanted non-relativistic functional $\tilde{E}_{[\Phi]}$. 
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But of course, the desired non-relativistic version $\tilde{E}_{[\Phi]}$ of the relativistic $\tilde{E}_{[\Phi]}$ \textbf{(VI.37)} will simply consist of the non-relativistic constituents of $\tilde{E}_{[\Phi]}$ as they are collected by equations \textbf{(VI.31)-(VI.36)}. Therefore it is sufficient to simply list up those non-relativistic versions which come about by eliminating the “negative” wave amplitude $\tilde{\Phi}_-(r)$ by means of the equation \textbf{(VI.41)}:

(i) \textit{mass renormalization} \textbf{(VI.37)}:

$$2 M c^2 \tilde{E}^2_\Phi \Rightarrow 2 M c^2 - 2 (^{(r)}E_{\text{kin}} + [^e]E_{\text{kin}}) + 2 \pi \frac{\hbar^2}{2 M} \ell_p \int_0^\infty dr \tilde{\Phi}(r) \cdot \frac{d\tilde{\Phi}(r)}{dr} \quad \text{(VI.45)}$$

(ii) \textit{radial and longitudinal kinetic energy} \textbf{(VI.32a)-(VI.32b)}:

$$[^p]T(r) \Rightarrow \frac{\pi}{2} \frac{\hbar^2}{2 M} \int_0^\infty dr r \left( \frac{d\tilde{\Phi}(r)}{dr} \right)^2 \div ^{(r)}E_{\text{kin}} \quad \text{(VI.46a)}$$

$$[^p]T(\vartheta) \Rightarrow [^e]E_{\text{kin}} - \frac{\pi}{2} \frac{\hbar^2}{2 M} \ell_p \int_0^\infty dr \tilde{\Phi}(r) \cdot \frac{d\tilde{\Phi}(r)}{dr}$$

$$\left( [^e]E_{\text{kin}} \div \frac{\pi}{2} \frac{\hbar^2}{2 M} \ell_p^2 \int_0^\infty dr \left( \frac{\tilde{\Phi}(r)}{r} \right)^2 \right) \quad \text{(VI.46b)}$$

(iii) \textit{electric Poisson identity} \textbf{(VI.33)-(VI.35)}:

$$\tilde{N}_G [^e] \Rightarrow \tilde{N}_G ^{[e]} \div E_{\text{R}} ^{[e]} - \tilde{M}_c ^{[e]} c^2 = 0 \quad \text{(VI.47)}$$

$$\tilde{M}_c ^{[e]} c^2 \Rightarrow \tilde{M}_c ^{[e]} c^2 \div -\frac{\pi}{2} \hbar c \int_0^\infty dr r [^p] A_0 \cdot \left( \tilde{\Phi}(r) \right)^2 \quad \text{(VI.48)}$$

(iv) \textit{normalization condition} \textbf{(VI.36)}:

$$\tilde{N}_\Phi \Rightarrow \tilde{N}_\Phi \div \frac{\pi}{2} \int_0^\infty dr r \left( \tilde{\Phi}(r) \right)^2 - 1 = 0 . \quad \text{(VI.49)}$$

Collecting now all these partial energies (with omission of the rest mass $2 M c^2$) into the desired functional $\tilde{E}_{[\Phi]}$ as the non-relativistic limit of $\tilde{E}_{[\Phi]}$ one arrives at the following result

$$\tilde{E}_{[\Phi]} \Rightarrow \tilde{E}_{[\Phi]} = 2 (^{(r)}E_{\text{kin}} + [^e]E_{\text{kin}}) + E_{\text{R}} ^{[e]} + 2 \lambda_s \cdot \tilde{N}_\Phi + \lambda ^{(e)}_G \cdot \tilde{N}_G ^{[e]} , \quad \text{(VI.50)}$$
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where the Lagrangean multiplier $\lambda_S$ is related to the one-particle Schrödinger eigenvalue $E_*$ (VI.43) through

$$\lambda_S = -E_* . \quad (VI.51)$$

Indeed this is a very satisfying result because it provides an instructive exercise to verify that the non-relativistic eigenvalue system (VI.42)-(VI.44) actually consists of just the extremal equations due to the functional $\tilde{E}_{[\Phi]}$ (VI.50)! Observe also that for $\ell_P = 1$ the present functional $\tilde{E}_{[\Phi]}$ (VI.50) becomes identical to the functional $\tilde{E}_{[\bar{T}]}^{(0)}$ of ref. [13] (see there the equations (V.109)-(V.113), which served to treat the first excited state $2^1P_1$ of positronium).

This non-relativistic functional $\tilde{E}_{[\Phi]}$ owns now some interesting properties which are worth while to be considered in some detail. First, notice that both the mass renormalization factor $\tilde{Z}_\phi^2$ (VI.45) and the longitudinal kinetic energy $[p]T_{(\vartheta)}$ (VI.46b) contain the same boundary term, albeit only up to sign

$$2\pi \frac{\hbar^2}{2M} \ell_P \int_0^\infty dr \tilde{\Phi}(r) \cdot \frac{d\tilde{\Phi}(r)}{dr} = -\pi \frac{\hbar^2}{2M} \ell_P \cdot (\tilde{\Phi}(0))^2 . \quad (VI.52)$$

It is true, this term cancels for the construction of the non-relativistic functional $\tilde{E}_{[\Phi]}$ (VI.50); but if one wishes to insist on both non-relativistic contributions (VI.45) and (VI.46b) being individually independent of boundary terms, one has to demand that the wave amplitude $\tilde{\Phi}(r)$ must vanish at the origin (i.e. $\tilde{\Phi}(0) = 0$) whenever the quantum number of angular momentum $\ell_P$ is non-zero, cf. (VI.29). Or the other way round: it is exclusively for $\ell_P = 0$ that one can admit $\tilde{\Phi}(0) \neq 0$; this circumstance must be regarded also for the construction of variational solutions (see below).

Next, observe that the mass renormalization term (VI.45) contains minus twice the one-particle kinetic energy $E_{\text{kin}} (= (r)E_{\text{kin}} + [\vartheta]E_{\text{kin}})$, but since the one-particle kinetic energy $[p]T_{\text{kin}}$ enters the relativistic functional $\tilde{E}_{[\Phi]}$ (VI.37) with a pre-factor of four, the combination of both effects yields the double one-particle energy $E_{\text{kin}} (= (r)E_{\text{kin}} + [\vartheta]E_{\text{kin}})$ for the non-relativistic functional $\tilde{E}_{[\Phi]}$ (VI.50), as it must naturally be expected for a two-
particle system. This effect has been observed already in some of the preceding treatises [15]. Summarizing, the non-relativistic functional $\tilde{E}_{[\Phi]}$ (VI.50) appears physically plausible and logically consistent so that its practical usefulness may now be tested in a concrete example.

**Non-Relativistic Para-Spectrum**

The non-relativistic functional $\tilde{E}_{[\Phi]}$ (VI.50) may now be taken as the point of departure for building up an approximation formalism for the non-relativistic energy level system of para-positronium. For this purpose, one will select some trial function $\tilde{\Phi}(r)$, obeying the normalization condition (VI.49); and furthermore one will then solve the electric Poisson equation (VI.44) for the potential $[p]A_0(r)$ which is due to the selected trial function $\tilde{\Phi}(r)$. As a consequence, the electric Poisson identity (VI.47) will thus be obeyed automatically and therefore the functional $\tilde{E}_{[\Phi]}$ (VI.50) becomes reduced to its physical part $E_{[\Phi]}^{(IV)}$ (IV.23) which reads for the present situation

$$E_{[\Phi]}^{(IV)} = 2^{(r)}E_{\text{kin}} + [\vartheta]E_{\text{kin}} + E_{R}^{[e]}.$$ (VI.53)

This yields essentially an ordinary function $E_{[\Phi]}^{(IV)}(\beta, \nu_k)$ of the variational parameters $\{\beta, \nu_k\}$ being contained in the selected trial function $\tilde{\Phi}(r)$; and thus the extremal values of this energy function $E_{[\Phi]}^{(IV)}(\beta, \nu_k)$, which are to be determined by

$$\frac{\partial E_{[\Phi]}^{(IV)}(\beta, \nu_k)}{\partial \beta} = 0$$ (VI.54a)

$$\frac{\partial E_{[\Phi]}^{(IV)}(\beta, \nu_k)}{\partial \nu_k} = 0,$$ (VI.54b)

will then represent approximately the desired energy levels of para-positronium.

The general structure of this level system is then obviously the following: since the energy function $E_{[\Phi]}^{(IV)}(\beta, \nu_k)$ depends also on the quantum number $\ell_p$ (VI.46c) of angular momentum, one expects for any fixed value of $\ell_p = 0, 1, 2, 3, \ldots$ a finite number of stationary points (VI.54a)-(VI.54b) of the function $E_{[\Phi]}^{(IV)}(\beta, \nu_k)$. This latter set of excited states
for any fixed $\ell_P$ may be enumerated by the integers $n_P$ with $n_P = \ell_P + 1, \ell_P + 2, \ell_P + 3, \ldots$. so that any para-level is specified by the two quantum numbers $\{n_P, \ell_P\}$, see fig. 2. Naturally, for such a kind of level system there must arise the question of degeneracy, namely whether or not the energy of the levels due to the same $n_P$ but different $\ell_P$ turns out to be the same? Clearly, this question could be answered with sureness only if the exact solutions of the eigenvalue problem (VI.42)-(VI.44) could be found which of course is not possible; the subsequent approximative treatment of the para-level system with only two variational parameters can yield only the “groundstates” ($n_P = \ell_P + 1$) for any $\ell_P$.

As a simple example of the proposed approximation scheme we select a trial function $\tilde{\Phi}(r)$ which contains only two (real-valued) variational parameters $\beta$ and $\nu$, i.e. we try

$$\tilde{\Phi}(r) = \Phi_* r^\nu e^{-\beta r}.$$  \hspace{1cm} (VI.55)

Here, the normalization constant $\Phi_*$ must be fixed by the constraint of wave function normalization (VI.49) which yields

$$\Phi_*^2 = \frac{2}{\pi} \cdot \frac{(2\beta)^{2\nu+2}}{\Gamma(2\nu+2)},$$ \hspace{1cm} (VI.56)

so that our trial function $\tilde{\Phi}(r)$ (VI.55) may be recast to a dimensionless form $\tilde{\Phi}(y)$

$$\tilde{\Phi}(r) = \sqrt{\frac{2}{\pi}} \cdot \frac{2\beta}{\sqrt{\Gamma(2\nu+2)}} \tilde{\Phi}(y)$$ \hspace{1cm} (VI.57)

with

$$\tilde{\Phi}(y) = y^\nu e^{-\frac{y}{2}}.$$ \hspace{1cm} (VI.58)

Here the dimensionless variable $y$ is defined through

$$y = 2\beta r,$$ \hspace{1cm} (VI.59)

and the dimensionless form of the normalization condition (VI.49) appears now as

$$\frac{1}{\Gamma(2\nu+2)} \int_0^\infty dy \ y^{2\nu+1} e^{-y} = 1.$$ \hspace{1cm} (VI.60)
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The next step must now refer to the calculation of the first term of the functional $\mathcal{E}_{[\Phi]}^{(IV)}$ (VI.53), i.e. the kinetic energy $E_{\text{kin}} = (r) E_{\text{kin}} + [\vartheta] E_{\text{kin}}$. The radial part hereof is defined quite generally by equation (VI.46a), which adopts here for the chosen trial function $\tilde{\Phi}(r)$ (VI.57)-(VI.60) the following form

$$(r) E_{\text{kin}} = \frac{\hbar^2}{2M} (2\beta)^2 \cdot (r) \varepsilon_{\text{kin}}(\nu),$$

with the (dimensionless) kinetic function $(r) \varepsilon_{\text{kin}}(\nu)$ for the radial motion being given by

$$(r) \varepsilon_{\text{kin}}(\nu) \equiv \frac{1}{\Gamma(2\nu + 2)} \int_0^{\infty} dy \left( \frac{d\tilde{\Phi}(y)}{dy} \right)^2 = \frac{1}{4(2\nu + 1)}.$$

Analogously, the longitudinal part $[\vartheta] E_{\text{kin}}$ (VI.46c) of the kinetic energy is found to look like

$$[\vartheta] E_{\text{kin}} = \frac{\hbar^2}{2M} (2\beta)^2 \ell_P^2 \cdot [\vartheta] \varepsilon_{\text{kin}}(\nu),$$

where the kinetic function $[\vartheta] \varepsilon_{\text{kin}}(\nu)$ for the longitudinal motion turns out as

$$[\vartheta] \varepsilon_{\text{kin}}(\nu) \equiv \frac{1}{\Gamma(2\nu + 2)} \int_0^{\infty} \frac{dy}{y} \tilde{\Phi}(y)^2 = \frac{1}{2\nu(2\nu + 1)}.$$

Thus the total kinetic energy $E_{\text{kin}}$ is found as

$$E_{\text{kin}} = (r) E_{\text{kin}} + [\vartheta] E_{\text{kin}} = \frac{\hbar^2}{2M} (2\beta)^2 \{ (r) \varepsilon_{\text{kin}}(\nu) + \ell_P^2 \cdot [\vartheta] \varepsilon_{\text{kin}}(\nu) \}$$

$$\equiv \frac{e^2}{2a_B} \cdot (2a_B \beta)^2 \cdot \varepsilon_{\text{kin}}(\nu)$$

$$(a_B = \frac{\hbar^2}{Me^2} \ldots \text{Bohr radius})$$

with the kinetic function $\varepsilon_{\text{kin}}(\nu)$ for the total motion being given simply by the sum of its radial and longitudinal parts, i.e.

$$\varepsilon_{\text{kin}}(\nu) = (r) \varepsilon_{\text{kin}}(\nu) + \ell_P^2 \cdot [\vartheta] \varepsilon_{\text{kin}}(\nu) = \frac{1}{2\nu + 1} \left( \frac{1}{4} + \frac{\ell_P^2}{2\nu} \right).$$

Let us remark here that this result (VI.65)-(VI.66) for the kinetic energy $E_{\text{kin}}$ has been discussed extensively for the special cases $\ell_P = 0, 1$ in two preceding papers: putting first
\[ \ell_p = 0 \text{ and then } \nu = 0, \text{ one has from (VI.66) } \varepsilon_{\text{kin}} \Rightarrow \frac{1}{4} \text{ and thus from (VI.65)} \]

\[ E_{\text{kin}} \Rightarrow \frac{e^2}{2a_B} (a_B \beta)^2 \quad \text{(VI.67)} \]

which is just the equation (IV.22) of ref. [12] (hint: rescale here \( a_B \beta \Rightarrow \beta \) and put there \( T_N \Rightarrow 0 \) for \( N = 0 \)). Furthermore, putting here \( \ell_p = 1 \) lets the present equations (VI.65)-(VI.66) collapse to the equations (V.127)-(V.128) of ref. [13]. This provides us with the possibility to compare our subsequent results to those of the two precedent papers.

The present calculations of the value of the kinetic energy functional \( E_{\text{kin}} = (r) E_{\text{kin}} + [^\nu] E_{\text{kin}} \) upon the selected class of two-parameter trial functions \( \hat{\Phi}(r) \) (VI.55) represents a somewhat fortunate situation because the dependence of the kinetic energy on the two variational parameters \( \beta \) and \( \nu \) could be expressed by very simple elementary functions (e.g. \( E_{\text{kin}} \sim \beta^2 \), see equation (VI.65)). Such a happy chance does not apply to the electrostatic interaction energy \( E_{[e]}^\nu \) (VI.34) which is the second constituent of the energy functional \( E_{[\Phi]}^{(IV)} \) (VI.53) under consideration. Indeed, a comparable simplification occurs here only for (half-)integer values of the variational parameter \( \nu \) (i.e. \( 2\nu = 0, 1, 2, 3, ... \)); but for the extremalization one wishes to deal with a continuous variable \( \nu \), and this suggests to inspect the electric Poisson identity somewhat more thoroughly, see appendix D.

Recall here that, just on account of this identity, the interaction energy \( E_{[e]}^\nu \) (VI.34)

\[ E_{[e]}^\nu = -\frac{\hbar c}{\alpha_s} \int_0^\infty \frac{dr}{r} \left( r \cdot \frac{d [^\nu] A_0 (r)}{dr} \right)^2 \equiv -e^2 (2\beta) \int_0^\infty dy \ y^2 \cdot \left( \frac{d \tilde{\alpha}_\nu(y)}{dy} \right)^2 \quad \text{(VI.68)} \]

must equal its mass equivalent \( \tilde{M}_{[e]}^\nu c^2 \) (VI.48), i.e.

\[ \tilde{M}_{[e]}^\nu c^2 = \frac{\pi}{2} \hbar c \int_0^\infty dr \ r \ [^\nu] A_0 (r) \cdot \tilde{\Phi}(r)^2 \equiv -e^2 (2\beta) \frac{1}{\Gamma(2\nu + 2)} \int_0^\infty dy \ y \tilde{\alpha}_\nu(y) \cdot \tilde{\Phi}(y)^2 . \quad \text{(VI.69)} \]

Consequently, the electric Poisson identity reads in dimensionless form

\[ \int_0^\infty dy \ y^2 \cdot \left( \frac{d \tilde{\alpha}_\nu(y)}{dy} \right)^2 = \frac{1}{\Gamma(2\nu + 2)} \int_0^\infty dy \ y \tilde{\alpha}_\nu(y) \cdot \tilde{\Phi}(y)^2 \equiv \varepsilon_{\text{pot}}(\nu) \quad \text{(VI.70)} \]
which may be verified also directly through integration by parts with use of the dimensionless form of the Poisson equation (VI.44)

\[ \frac{d^2 \tilde{a}_\nu(y)}{dy^2} + \frac{2 d \tilde{a}_\nu(y)}{y} = -e^{-y} \cdot \frac{y^{2\nu-1}}{\Gamma(2\nu + 2)}. \] (VI.71)

The problem is now to determine the potential function \( \varepsilon_{\text{pot}}(\nu) \) by one or the other of the two possibilities (VI.70), not only for (half-)integer values of the variational parameter \( \nu \) (as it has been done in the preceding paper [13]) but by treating \( \nu \) as a truly continuous parameter. Clearly it is only for this case that the extremalizing condition (VI.54b) can be meaningful, with the energy function \( E^{(IV)}(\beta, \nu) \) being given by

\[ E^{(IV)}(\beta, \nu) = 2E_{\text{kin}} + E^{[e]}_R = \frac{e^2}{2a_B} \left\{ (2a_B \beta)^2 \cdot \varepsilon_{\text{kin}}(\nu) - (2a_B \beta) \cdot \varepsilon_{\text{pot}}(\nu) \right\} \] (VI.72)

where the energy scale is determined by the well-known atomic unit (a.u.)

\[ 1 \text{ a.u.} \doteq \frac{e^2}{2a_B} = 13.605... [\text{eV}]. \] (VI.73)

The specific form of the present energy function \( E^{(IV)}(\beta, \nu) \) (VI.72) has been deduced for the first time in the preceding papers (see equation (V.138) of ref. [13]); and it has already been pointed out that the well-known virial theorem [10] is implied by that type of energy function (VI.72). Indeed, this can easily be verified by simply evoking the first equilibrium condition (VI.54a) which yields for the present situation (VI.72)

\[ \frac{\partial E^{(IV)}(\beta, \nu)}{\partial \beta} = 4e^2 \left\{ (2a_B \beta) \cdot \varepsilon_{\text{kin}}(\nu) - \frac{1}{2} \varepsilon_{\text{pot}}(\nu) \right\} \doteq 0. \] (VI.74)

This says that the energy-minimizing value \( (\beta_*) \) of \( \beta \) is given (for arbitrary \( \nu \)) by

\[ 2a_B \beta_* = \frac{\varepsilon_{\text{pot}}(\nu)}{2\varepsilon_{\text{kin}}(\nu)} \] (VI.75)

which then yields for the kinetic energy (VI.65)

\[ E_{\text{kin}}(\beta_*, \nu) \Rightarrow E_{\text{kin}}(\nu) = \frac{e^2}{2a_B} \cdot \frac{\varepsilon_{\text{pot}}^2(\nu)}{4\varepsilon_{\text{kin}}(\nu)} \] (VI.76)
and analogously for the interaction energy \((VI.68)\) or \((VI.69)\), resp.,

\[
E^{[\bar{e}]}_R = \bar{M}^{[\bar{e}]} c^2 \Rightarrow E_{\text{pot}}(\nu) = -\frac{e^2}{2a_B} \cdot \frac{\varepsilon_{\text{pot}}(\nu)}{\varepsilon_{\text{kin}}(\nu)} .
\]  

(VI.77)

Consequently, the kinetic energy \(2E_{\text{kin}}(\nu)\) \((VI.76)\) at the equilibrium value of \(\beta\) equals always (minus) half of the interaction energy \(E^{[\bar{e}]}_R\), i.e.,

\[
2 \cdot E_{\text{kin}}(\nu) = -\frac{1}{2} E^{[\bar{e}]}_R = -\frac{1}{2} \bar{M}^{[\bar{e}]} c^2 ,
\]  

(VI.78)

which in the conventional theory holds for the Coulomb-like interactions and is generally known as the “virial theorem” \([10, 17]\). But the amazing point is here that this virial theorem \((VI.78)\) does hold also in RST quite generally for the electrostatic approximation where the interaction potential \([p]A_0(r)\)

\[
[p]A_0(r) = \frac{\alpha_s}{8} \int \frac{d^3 \vec{r}'}{|\vec{r} - \vec{r}'|} \Phi(\vec{r}') \xrightarrow{(r \to \infty)} \frac{\alpha_s}{r} ,
\]  

(VI.79)
as the solution of the Poisson equation \((VI.44)\), adopts the Coulomb form only in the asymptotic region \((r \to \infty)\), but not for finite distance \(r\)!

Notice also that the RST virial theorem holds for arbitrary values of the variational parameter \(\nu\), not only for that value \((\nu^*, \text{say})\) which further minimalizes the energy function \(E^{(IV)}(\beta, \nu)\) \((VI.72)\) beyond the minimalization through the first variable \(\beta\).

This final step of energy minimalization is described now by the second equilibrium condition \((VI.54b)\) which then reads for our present energy function \(E^{(IV)}(\beta, \nu)\) \((VI.72)\)

\[
\frac{\partial E^{(IV)}(\beta^*, \nu)}{\partial \nu} = \frac{e^2}{a_B} \left\{ (2a_B \beta^*)_2 \cdot \frac{\partial \varepsilon_{\text{kin}}(\nu)}{\partial \nu} - (2a_B \beta^*). \frac{\partial \varepsilon_{\text{pot}}(\nu)}{\partial \nu} \right\} \xrightarrow{\nu} 0
\]  

(VI.80)

and thus would evidently require also the explicit knowledge of the potential function \(\varepsilon_{\text{pot}}(\nu)\) \((VI.70)\), analogously to the kinetic function \(\varepsilon_{\text{kin}}(\nu)\) \((VI.66)\). However, the determination of the analytic form of the potential function \(\varepsilon_{\text{pot}}(\nu)\) is a difficult problem so that we have to be satisfied here with a power series representation (see appendix D).

If the interaction energy of both positronium constituents is interpreted as the energy \(E^{[\bar{e}]}_R\) \((VI.68)\) being concentrated in the gauge field \([p]A_0(r)\), then the potential function
\[ \varepsilon_{\text{pot}}(\nu) = \int_{0}^{\infty} dy \, y^{2} \cdot \left( \frac{d\tilde{a}_{\nu}(y)}{dy} \right)^{2} = \frac{1}{2^{4\nu+3}} \sum_{m,n=0}^{\infty} \frac{1}{2^{m+n}} \cdot \frac{\Gamma(4\nu + 3 + m + n)}{\Gamma(2\nu + 3 + m) \cdot \Gamma(2\nu + 3 + n)}, \]  

(VI.81)

cf. equation (D.8). On the other hand, if one prefers to interpret the physical interaction energy as the mass equivalent \( \tilde{M}[e]c^{2} \) (VI.48) then the potential function \( \varepsilon_{\text{pot}}(\nu) \) is found to be of the form

\[ \varepsilon_{\text{pot}}(\nu) = \frac{1}{\Gamma(2\nu + 2)} \int_{0}^{\infty} dy \, \tilde{a}_{\nu}(y) \cdot \tilde{\Phi}(y)^{2} \]

\[ = \frac{1}{2\nu + 1} \left\{ 1 - \frac{1}{2^{4\nu+2}} \sum_{n=0}^{\infty} \frac{n}{2^{n}} \cdot \frac{\Gamma(4\nu + 2 + n)}{\Gamma(2\nu + 2) \cdot \Gamma(2\nu + 2 + n)} \right\}, \]  

(VI.82)

cf. equation (D.18). Consequently, the electric Poisson identity implies the numerical equality of both potential functions \( \varepsilon_{\text{pot}}(\nu) \) (VI.81) and (VI.82) which may be checked explicitly by selecting some integers for the variational parameter \( 2\nu \), see the table in appendix D and fig. 3.

The desired minimal value (\( E_{*}^{(IV)} \), say) of the energy function \( E^{(IV)}(\beta, \nu) \) (VI.72) is found by resolving both equilibrium conditions (VI.74) and (VI.80) for the equilibrium values \( \beta_{*} \) and \( \nu_{*} \) and substituting this into the energy function such that

\[ E_{*}^{(IV)} = E^{(IV)}(\beta, \nu) \bigg|_{\beta=\beta_{*}, \nu=\nu_{*}} = \frac{e^{2}}{a_{B}} \left\{ (2a_{B} \beta_{*})^{2} \cdot \varepsilon_{\text{kin}}(\nu_{*}) - (2a_{B} \beta_{*}) \cdot \varepsilon_{\text{pot}}(\nu_{*}) \right\}. \]  

(VI.83)

However, in contrast to the first equilibrium condition (VI.74), the second equilibrium condition (VI.80) is hard (if not impossible) to solve exactly for the equilibrium values \( \beta_{*}, \nu_{*} \); and therefore we have to resort to an approximative solution of the extremalization problem defined by those equations (VI.74) and (VI.80). To this end, one substitutes both the kinetic energy \( E_{\text{kin}}(\beta, \nu) \) (VI.76) and the potential energy \( E_{\text{R}}^{[e]} \div E_{\text{pot}}(\nu) \) (VI.77) into the energy function \( E^{(IV)}(\beta, \nu) \) (VI.72) which yields a resulting function \( E_{T}(\nu) \) (\( \div \))
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Recalling here the fact that the conventional non-relativistic groundstate energy \( E_{\text{conv}} \) of positronium is given by

\[
E_{\text{conv}} = -\frac{e^2}{4a_B} = -6.802 \ldots \text{[eV]}
\]  
(VI.85)

the present RST energy function \( E_T(\nu) \) (VI.84) does appear as

\[
E_T(\nu) = E_{\text{conv}} \cdot S_P(\nu)
\]  
(VI.86)

with the spectral function \( S_P \) being defined by

\[
S_P(\nu) = \frac{\varepsilon_{\text{pot}}(\nu)}{\varepsilon_{\text{kin}}(\nu)}.
\]  
(VI.87)

Now according to the principle of minimal energy, the extremal points of the spectral function \( S_P(\nu) \) determine an approximate solution of the original eigenvalue problem defined by the former equations (VI.42)-(VI.44) where the extremal values \( \beta_* \) and \( \nu_* \) do then fix the corresponding wave function \( \tilde{\Phi}(r) \) (VI.55), potential \( |p|A_0(r) \) (VI.79) and associated energy \( E^{(IV)}(\beta_*,\nu) \) (VI.83). But on behalf of the simplicity of the chosen trial function \( \tilde{\Phi}(r) \) (VI.55) one will not expect to obtain by this procedure the totality of para-states; but rather one will find the state of lowest energy for any admitted value of the quantum number \( \ell_P \) of angular momentum, see fig. 2. By the former convention, this state has principal quantum number \( n_P = \ell_P + 1 \). By comparison with the conventional theory (see ref. [12]), the conventional spectrum

\[
E^{(n)}_{\text{conv}} = -\frac{e^2}{4a_B} \cdot \frac{1}{n^2}
\]  
(VI.88)

\( n = 1, 2, 3, 4, ... \)
would obviously be reproduced by the present RST approximation method if the minimal values of the spectral function $S_P$ (VI.87) turned out for any prescribed $\ell_P$ as

$$S_P \bigg|_{\text{min}} = \frac{1}{n_P^2} = \frac{1}{(\ell_P + 1)^2}. \quad (VI.89)$$

In a preceding paper [15], the conventional groundstate energy $E_{\text{conv}}^{(n=1)}$ (VI.88) has exactly been reproduced for $\ell_P = 0$ by choosing $\nu = 0$ and extremalizing the energy function merely with respect to the remaining variational parameter $\beta$. But clearly, since we are dealing here with an approximation method, the true RST groundstate prediction (in the electrostatic and spherically symmetric approximation) must be somewhat lower than the conventional value (VI.85), see the discussion of this in ref. [12]. In a subsequent paper [13], the first excited positronium state ($\ell_P = 1$) has been treated by means of the present approximation method with two variational parameters $\beta$ and $\nu$; and the corresponding RST prediction did approach the conventional value $E_{\text{conv}}^{(n=2)}$ (VI.88) up to some few percents. However, this result came about by approximating the spectral function $S_P(\nu)$ (VI.87) by its values upon the (half-)integers $\nu = 0, \frac{1}{2}, 1, \frac{3}{2}, \ldots$ together with the help of an interpolating polynomial. But clearly, the reliability of the RST predictions can be improved now by numerically calculating the spectral function $S_P(\nu)$ (VI.87) for continuous parameter $\nu$ and thus looking for its minimal values for any $\ell_P$ ($= 0, 1, 2, 3, \ldots$), see fig. 4.

Perhaps the most remarkable result of the present calculations refers to the positronium groundstate (i.e. $n_P = 0 \Leftrightarrow \ell_P = 1$). Here the conventional value (VI.85) is exactly reproduced also with the present two-parameter trial function $\tilde{\Phi}(r)$ (VI.55). This is a somewhat amazing result because the same prediction could be obtained in a preceding paper [15] with only a one-parameter trial function which emerges from the present two-parameter trial function (VI.55) by putting one of the two variational parameters to zero (i.e. $\nu \to 0$). Indeed, both coinciding predictions are consistent because, in the present two-parameter approach, the groundstate energy emerges as a boundary minimum, namely just for $\nu = 0$ (see fig. 4).
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Concerning the energy of the excited states \( (n_P = 2, 3, 4, 5, 6) \) the RST predictions are found to differ from the conventional values \( E_{\text{conv}}^{(n)} \) by roughly 10\% (see the table below). This difference may be attributed partly to the use of the spherically symmetric approximation and partly to the use of an imperfect trial function \( \tilde{\Phi}(r) \) with only two variational parameters \( \beta \) and \( \nu \). A better trial function \( \tilde{\Phi}(r) \) would surely shift the RST predictions towards its conventional counterparts \( E_{\text{conv}}^{(n)} \) since the RST energy functional \( \tilde{E}_{\Phi} \) is bounded from below for any chosen value \( \ell_P \) of orbital angular momentum (strictly speaking, the quantum number \( \ell_P \) emerges only in the context of the product ansatz \( \text{(VI.19a)-(VI.20b)} \); but it is assumed here that the hypothetical exact solutions of the RST eigenvalue problem can also be enumerated by some quantum number of orbital angular momentum which then is expected to have the same classifying effect upon the set of solutions as is the case with the present \( \ell_P \)). On the other hand, for the purpose of obtaining more exact solutions to the RST eigenvalue problem one should go beyond the spherically symmetric approximation of the interaction potential \( \langle \theta \rangle A_0(r, \vartheta) \), cf. \( \text{(VI.18)} \); and whether or not this also shifts the RST predictions towards their conventional counterparts appears to be unclear at the moment.
Observe here that the relative deviation of the conventional and RST predictions (last column) decreases for increasing principal quantum number $n_P$ (e.g. 3.7% for $n_P = 100$)!

### 2. Ortho-Positronium

The discussion of ortho-positronium will be carried through along a certain path of arguments very similar to those which were presented for para-positronium in the preceding subsection. Especially, we will be satisfied again with the electrostatic, spherically symmetric, and non-relativistic approximation. The consideration of the magnetic interactions will be deferred to the next subsection when both the para- and ortho-level system will be sufficiently worked out in the above mentioned approximation which then will serve as a first rough estimate of the energy difference of the ortho- and para-versions of the positronium states.
**Eigenvalue Problem for the Ortho-States**

The point of departure is of course the ortho-system (V.55a)-(V.55d) for which the boson number $\tilde{b}$ must be put to minus the value of the para-configuration, i.e. $\tilde{b} \Rightarrow -\frac{1}{2}$.

Furthermore, the electrostatic approximation requires to neglect the magnetic potential $(^bA_\phi)$. With these two specializing arguments the ortho-system (V.55a)-(V.55d) becomes simplified to the following system:

$$\frac{\partial (^bR_+)}{\partial r} + \frac{i}{r} \frac{\partial (^bR_+)}{\partial \phi} - \frac{1}{2r} \cdot (^bR_+ - (~^bA_0) \cdot (^bR_-)
+ e^{-2i\phi} \cdot \left\{ \frac{1}{r} \cdot \frac{\partial (^bS_+)}{\partial \theta} + \frac{\cot \theta}{r} \left[ -\frac{1}{2} (^bS_+ - i \frac{\partial (^bS_+)}{\partial \phi} \right] \right\} = \frac{M + M_\ast c \cdot (^bR_-)}{\hbar} \quad \text{(VI.90a)}$$

$$\frac{\partial (^bS_+)}{\partial r} - \frac{i}{r} \frac{\partial (^bS_+)}{\partial \phi} - \frac{1}{2r} \cdot (^bS_+ - (~^bA_0) \cdot (^bS_-)
- e^{2i\phi} \cdot \left\{ \frac{1}{r} \cdot \frac{\partial (^bR_-)}{\partial \theta} + \frac{\cot \theta}{r} \left[ -\frac{1}{2} (^bR_- + i \frac{\partial (^bR_-)}{\partial \phi} \right] \right\} = \frac{M + M_\ast c \cdot (^bS_-)}{\hbar} \quad \text{(VI.90b)}$$

$$\frac{\partial (^bR_-)}{\partial r} - \frac{i}{r} \frac{\partial (^bR_-)}{\partial \phi} + \frac{5}{2r} \cdot (^bR_- + (~^bA_0) \cdot (^bR_+)
- e^{-2i\phi} \cdot \left\{ \frac{1}{r} \cdot \frac{\partial (^bS_-)}{\partial \theta} + \frac{\cot \theta}{r} \left[ -\frac{1}{2} (^bS_- - i \frac{\partial (^bS_-)}{\partial \phi} \right] \right\} = \frac{M - M_\ast c \cdot (^bR_+)}{\hbar} \quad \text{(VI.90c)}$$

$$\frac{\partial (^bS_-)}{\partial r} + \frac{i}{r} \frac{\partial (^bS_-)}{\partial \phi} + \frac{5}{2r} \cdot (^bS_- + (~^bA_0) \cdot (^bS_+)
+ e^{2i\phi} \cdot \left\{ \frac{1}{r} \cdot \frac{\partial (^bR_+)}{\partial \theta} + \frac{\cot \theta}{r} \left[ -\frac{1}{2} (^bR_+ + i \frac{\partial (^bR_+)}{\partial \phi} \right] \right\} = \frac{M - M_\ast c \cdot (^bS_+)}{\hbar} \quad \text{(VI.90d)}$$

This eigenvalue system is to be complemented again by the electric Poisson equation (V.21)

$$\Delta (^bA_0) = -\alpha_s \cdot \left\{(^b\tilde{R}_+)^* \cdot (^bR_+) + (^b\tilde{S}_+)^* \cdot (^bS_+) + (^b\tilde{R}_-)^* \cdot (^bR_-) + (^b\tilde{S}_-)^* \cdot (^bS_-) \right\} \quad \text{. (VI.91)}$$
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The crucial point with the present ortho-system (VI.90a)-(VI.90d) refers of course to the emergence of its triplet character, i.e. one wishes to see in what way there do arise from the present ortho-system three different types of solutions (with \( j_z = 1, 0, -1 \)) which have in common the same energy albeit only for the special case of neglection of the magnetic interactions. Furthermore with the latter presumptions, the common energy of these ortho-states should be the same as the energy due to the corresponding para-states, see the discussion of the analogous situation in the conventional theory (below equation (V.13)).

Vanishing Angular Momentum \( j_z = 0 \)

Naturally, it is very tempting (but not correct) to think that the RST counterparts of the conventional triplet states with \( S = 1, S_z = 0 \) are included in the set of solutions of the ortho-eigenvalue system (VI.90a)-(VI.90d), namely in such a way that both kinds of wave amplitudes \((b) R_\pm\) and \((b) S_\pm\) do occur in a symmetric way, just in order to have a vanishing \( z \)-component \((j_z = 0)\) of total angular momentum \( \hat{J}_z \). In this sense, one tends to try the following ansatz for the complex-valued amplitudes \((b) R_\pm(\vec{r})\) and \((b) S_\pm(\vec{r})\):

\[
\begin{align*}
(b) R_\pm(r, \vartheta, \phi) &= e^{-i\phi} \cdot (b) R_\pm(r, \vartheta) \\
(b) S_\pm(r, \vartheta, \phi) &= e^{i\phi} \cdot (b) S_\pm(r, \vartheta)
\end{align*}
\]

where the reduced wave amplitudes \((b) R_\pm(r, \vartheta)\) and \((b) S_\pm(r, \vartheta)\) are adopted to be real-valued and independent of the azimuthal angle \( \phi \). Inserting this ansatz into the present ortho-system (VI.90a)-(VI.90d) yields the following system for the real-valued amplitudes \((b) R_\pm, (b) S_\pm\), which for the sake of convenience may be transformed to \((b) \tilde{R}_\pm, (b) \tilde{S}_\pm\) according to

\[
\begin{align*}
(b) \tilde{R}_\pm &= \sqrt{r \sin \vartheta} \cdot (b) R_\pm \\
(b) \tilde{S}_\pm &= \sqrt{r \sin \vartheta} \cdot (b) S_\pm
\end{align*}
\]
This lets reappear the eigenvalue system (VI.90a)-(VI.90d) in the following form:

\[
\frac{\partial}{\partial r} (b) \tilde{R} + \frac{1}{r} \cdot \frac{\partial}{\partial \theta} (b) \tilde{S} = -(b) A_0 \cdot (b) \tilde{R} = \frac{M + M_\epsilon}{\hbar} c \cdot (b) \tilde{R} \\ (VI.94a)
\]

\[
\frac{\partial}{\partial r} (b) \tilde{S} + \frac{1}{r} \cdot \frac{\partial}{\partial \theta} (b) \tilde{R} = -(b) A_0 \cdot (b) \tilde{S} = \frac{M + M_\epsilon}{\hbar} c \cdot (b) \tilde{S} \\ (VI.94b)
\]

\[
\frac{\partial}{\partial r} (b) \tilde{R} + \frac{1}{r} \cdot (b) \tilde{R} + \frac{1}{r} \cdot \frac{\partial}{\partial \theta} (b) \tilde{S} = (b) A_0 \cdot (b) \tilde{R} = \frac{M - M_\epsilon}{\hbar} c \cdot (b) \tilde{R} \\ (VI.94c)
\]

\[
\frac{\partial}{\partial r} (b) \tilde{S} + \frac{1}{r} \cdot (b) \tilde{S} + \frac{1}{r} \cdot \frac{\partial}{\partial \theta} (b) \tilde{R} = (b) A_0 \cdot (b) \tilde{S} = \frac{M - M_\epsilon}{\hbar} c \cdot (b) \tilde{S} \\ (VI.94d)
\]

However, this special subcase of the ortho-system (VI.90a)-(VI.90d) is exactly identical to the para-system (VI.1a)-(VI.1d); and therefore the present ortho-system (VI.94a)-(VI.94d) does actually not describe a new quantum state of the ortho-type!

The reason for this “failure” of the ortho-ansatz (VI.92a)-(VI.92b) is the following: If that ansatz is resubstituted into the Pauli spinors \((b) \varphi_\pm (\vec{r}) (V.50a)-(V.50b)\) with the basis spinors \(\omega_{0,1}^{(\pm)}\) being given by (V.48a)-(V.48d) for boson number \(\bar{b} = -\frac{1}{2}\), then one will ultimately end up with the following decomposition of the proposed Pauli spinors for the ortho-system

\[
(b) \varphi_+ = (b) R_+ \cdot \omega_0^+ + (b) S_+ \cdot \omega_0^- \\
(b) \varphi_- = -i \left\{ (b) R_- \cdot \omega_1^+ + (b) S_- \cdot \omega_1^- \right\} \\
(VI.95a)
\]

where now the basis spinors \(\omega_{0,1}^{(\pm)}\) are those for \(\bar{b} = +\frac{1}{2}\), i.e. one recovers merely the para-case being described above the para-system (V.56a)-(V.56d). In other words, the ortho-ansatz (VI.92a)-(VI.92b) for the wave amplitudes resinds the transition from the para-basis \((\bar{b} = +\frac{1}{2})\) to the ortho-basis \((\bar{b} = -\frac{1}{2})\). It is very instructive to reformulate this effect also in terms of angular momentum: The action of \(\hat{J}_z\) on the ortho-spinors
\[ \hat{J}_z^{(b)} \varphi_+ = (\hat{L}_z^{(b)} \mathcal{R}_+) \cdot \varphi_0^{(+)} + (\hat{L}_z^{(b)} \mathcal{S}_+) \cdot \varphi_0^{(-)} + (\mathcal{R}_+ \cdot \hat{J}_z^{(b)} \varphi_0^{(+)} + (\mathcal{S}_+ \cdot \hat{J}_z^{(b)} \varphi_0^{(-)} \]

\[ \hat{J}_z^{(b)} \varphi_- = -i \left\{ (\hat{L}_z^{(b)} \mathcal{R}_-) \cdot \varphi_1^{(+)} + (\hat{L}_z^{(b)} \mathcal{S}_-) \cdot \varphi_1^{(-)} + (\mathcal{R}_- \cdot \hat{J}_z^{(b)} \varphi_1^{(+)} + (\mathcal{S}_- \cdot \hat{J}_z^{(b)} \varphi_1^{(-)} \right\} , \]

where the ortho-form (\( \tilde{b} = -\frac{1}{2} \)) of the basis spinors \( \omega_{0,1}^{(\pm)} \) is to be used. But here one concludes for the ortho-value (i.e. \( \tilde{b} = -\frac{1}{2} \)) of the boson number \( \tilde{b} \) from the eigenvalue equations of angular momentum (VI.49a)-(VI.49b)

\[ \hat{J}_z^{(+)} \varphi_0^{(+)} = \hbar \cdot \omega_0^{(+)} \]
\[ \hat{J}_z^{(+)} \varphi_0^{(-)} = -\hbar \cdot \omega_0^{(-)} \]
\[ \hat{J}_z^{(-)} \varphi_1^{(+)} = \hbar \cdot \omega_1^{(+)} \]
\[ \hat{J}_z^{(-)} \varphi_1^{(-)} = -\hbar \cdot \omega_1^{(-)} , \]

and similarly for the wave amplitudes \( \mathcal{R}_\pm, \mathcal{S}_\pm \) (VI.92a)-(VI.92b)

\[ \hat{L}_z^{(b)} \mathcal{R}_\pm = -\hbar \cdot \mathcal{R}_\pm \]
\[ \hat{L}_z^{(b)} \mathcal{S}_\pm = \hbar \cdot \mathcal{S}_\pm . \]

Obviously, both the spinor basis \( \omega_{0,1}^{(\pm)} \) and the wave amplitudes \( \mathcal{R}_\pm, \mathcal{S}_\pm \) carry the expected quantum of angular momentum, but if this result is inserted into the relations for the Pauli spinors (VI.96a)-(VI.96b) one recovers the \textit{para-situation}

\[ \hat{J}_z^{(b)} \varphi_+ = 0 \]
\[ \hat{J}_z^{(b)} \varphi_- = 0 . \]

Thus the result is that the orbital angular momentum of the wave amplitudes compensates the (total) angular momentum of the spinor basis so that the Dirac spinor field \( \psi_O \)

\[ \psi_O(\vec{r}) \doteq \mathcal{R}_+ (\vec{r}) \oplus \mathcal{S}_- (\vec{r}) \]

(VI.100)
would carry here vanishing angular momentum:

\[
\hat{J}_z \psi_0 = \hat{J}_z^{(+)} (b) \varphi_+ \oplus \hat{J}_z^{(-)} (b) \varphi_- \equiv 0 .
\] (VI.101)

In contrast to this, for the para-state \( \psi_P = (p) \varphi_+ \oplus (p) \varphi_- \) neither the spinor basis nor the wave amplitudes do carry any angular momentum; but the net effect \( (j_z = 0) \) is the same.

Summarizing, the triplet states with \( j_z = 0 \) cannot be described by those field equations where the associated current \( \vec{j}(\vec{r}) \) (or \( \vec{k}(\vec{r}), \) resp.) encircles the \( z \)-axis, as shown by equation \((V.47b)\). Rather, one must evoke here the toroidal geometry which has already been studied in a previous paper \([17]\). This, however, requires an extra discussion not to be presented in this paper. For the subsequent discussion of the ortho-states we will restrict ourselves to the RST counterparts of those conventional states with \( j_z = \pm 1 \), cf. \((V.10a)-(V.10b)\).

**Ortho-States with \( j_z = -1 \)**

The states with definite orientation of their total angular momentum \( J_z \) along the (positive or negative) \( z \)-axis can intuitively be associated with an ortho-current \( \vec{k}_b \) which encircles the \( z \)-axis in the usual way

\[
\vec{k}_b = (b) k_\phi \vec{e}_\phi ,
\] (VI.102)

cf. the analogous para-case \((V.61)\). For analyzing this ortho-situation, one has to restart from the original eigenvalue system \((VI.90a)-(VI.90d)\) for the ortho-states, but now avoiding such an ansatz for the wave amplitudes like \((VI.92a)-(VI.92b)\) which turned out to be adequate for the para-states. Clearly, the wanted ansatz for those ortho-states with definite orientation along the \( z \)-axis must respect the fact that either the positive \( (z > 0) \) or the negative \( (z < 0) \) direction is singled out; and therefore both wave amplitudes \((b)R_\pm \) and \((b)S_\pm \) cannot enter the description of a triplet state in such a symmetric way as it was the case for the singlet states, cf. \((V.54a)-(V.54b)\). Thus we try now for the
treatment of ortho-positronium the following ansatz for the wave amplitudes \((b)R_\pm, (b)S_\pm\) 
\[(VI.50a)-(VI.50b)\):

\[
(b)R_\pm(r, \vartheta, \phi) = \frac{e^{-2i\phi}}{\sin \vartheta \sqrt{r \sin \vartheta}} \cdot (b)\tilde{R}_\pm(r, \vartheta)
\]

\[
(b)S_\pm(r, \vartheta, \phi) = \sqrt{\frac{\sin \vartheta}{r}} \cdot (b)\tilde{S}_\pm(r, \vartheta)
\]

where the new amplitudes \((b)\tilde{R}_\pm\) and \((b)\tilde{S}_\pm\) do not depend upon the azimuthal angle \(\phi\).

Obviously, the present ortho-ansatz \((VI.103a)-(VI.103b)\) is the analogue of the para-case \((VI.2a)-(VI.2b)\).

Following now further the line of those arguments which were put forward for the para-configurations in order to reformulate the eigenvalue equations in terms of the new amplitudes \((p)\tilde{R}_\pm, (p)\tilde{S}_\pm\) (cf. \((VI.1a)-(VI.1d)\)), one substitutes the present ansatz \((VI.103a)-(VI.103b)\) into the original ortho-system of eigenvalue equations \((VI.90a)-(VI.90d)\) which then reappears in the following form:

\[
\frac{\partial (b)\tilde{R}_+}{\partial r} + \frac{1}{r} \cdot (b)\tilde{R}_+ + \frac{\sin^2 \vartheta}{r} \cdot \frac{\partial (b)\tilde{S}_+}{\partial \vartheta} - (b)A_0 \cdot (b)\tilde{R}_- = \frac{M + M_*}{\hbar} c \cdot (b)\tilde{R}_-(VI.104a)
\]

\[
\frac{\partial (b)\tilde{S}_+}{\partial r} - \frac{1}{r} \cdot (b)\tilde{S}_+ - \frac{1}{r \sin^2 \vartheta} \cdot \frac{\partial (b)\tilde{R}_+}{\partial \vartheta} - (b)A_0 \cdot (b)\tilde{S}_- = \frac{M + M_*}{\hbar} c \cdot (b)\tilde{S}_-(VI.104b)
\]

\[
\frac{\partial (b)\tilde{R}_-}{\partial r} - \frac{\sin^2 \vartheta}{r} \cdot \frac{\partial (b)\tilde{S}_-}{\partial \vartheta} + (b)A_0 \cdot (b)\tilde{R}_+ = \frac{M - M_*}{\hbar} c \cdot (b)\tilde{R}_+(VI.104c)
\]

\[
\frac{\partial (b)\tilde{S}_-}{\partial r} + \frac{2}{r} \cdot (b)\tilde{S}_- - \frac{1}{r \sin^2 \vartheta} \cdot \frac{\partial (b)\tilde{R}_-}{\partial \vartheta} + (b)A_0 \cdot (b)\tilde{S}_+ = \frac{M - M_*}{\hbar} c \cdot (b)\tilde{S}_+(VI.104d)
\]

Indeed, this is just the ortho-counterpart of the former para-system \((VI.1a)-(VI.1d)\); and therefore it suggests itself to look here also for some product ansatz similar to the para-case \((VI.19a)-(VI.19b)\); i.e. we try here again the *spherically symmetric approximation*
For the angular functions \( g_R(\vartheta) \) and \( g_S(\vartheta) \) we postulate the coupled first-order equations

\[
\sin^2 \vartheta \cdot \frac{dg_S(\vartheta)}{d\vartheta} = \dot{\ell}_\mathcal{O} \cdot g_R(\vartheta) \quad \text{(VI.106a)}
\]

\[
\frac{1}{\sin^2 \vartheta} \cdot \frac{dg_R(\vartheta)}{d\vartheta} = \ddot{\ell}_\mathcal{O} \cdot g_S(\vartheta)
\]

\( (\dot{\ell}_\mathcal{O}, \ddot{\ell}_\mathcal{O} = \text{const.}) \),

since by this choice the original ortho-system \((\text{VI.104a)-(VI.104d)}\) becomes neatly reduced to a system of ordinary differential equations

\[
\frac{d^\prime\prime R_+}{dr} + \frac{1}{r} \cdot R_+(r) + \frac{\dot{\ell}_\mathcal{O}}{r} \cdot S_+(r) - [b]A_0(r) \cdot R_-(r) = \frac{M + M_*}{h} c \cdot R_-(r) \quad \text{(VI.107a)}
\]

\[
\frac{d^\prime\prime S_+}{dr} - \frac{1}{r} \cdot S_+(r) - \frac{\dot{\ell}_\mathcal{O}}{r} \cdot R_+(r) + [b]A_0(r) \cdot S_-(r) = \frac{M + M_*}{h} c \cdot S_-(r) \quad \text{(VI.107b)}
\]

\[
\frac{d^\prime\prime R_-}{dr} - \frac{\dot{\ell}_\mathcal{O}}{r} \cdot S_-(r) + [b]A_0(r) \cdot R_+(r) = \frac{M - M_*}{h} c \cdot R_+(r) \quad \text{(VI.107c)}
\]

\[
\frac{d^\prime\prime S_-}{dr} + \frac{2}{r} \cdot S_-(r) + \frac{\ddot{\ell}_\mathcal{O}}{r} \cdot R_-(r) + [b]A_0(r) \cdot S_+(r) = \frac{M - M_*}{h} c \cdot S_+(r) \cdot \text{.} \quad \text{(VI.107d)}
\]

Evidently, this system is again the ortho-counterpart of the para-case \((\text{VI.21a)-(VI.21d)}\) where the role of the para-number \( \ell_P \) is now played by the two ortho-numbers \( \dot{\ell}_\mathcal{O} \) and \( \ddot{\ell}_\mathcal{O} \).

In order to clarify their meaning, we defer for a moment the discussion of the present ortho-system \((\text{VI.107a)-(VI.107d)}\) and first analyze the angular system \((\text{VI.106a)-(VI.106b)}\) which, of course, is the ortho-counterpart of the former para-system \((\text{VI.20a)-(VI.20b)}\) but is considerably more complicated.

In order to see more clearly the type of solutions admitted by that angular system \((\text{VI.106a)-(VI.106b)}\) one differentiates once more and thus deduces a decoupled second-
order system (as the ortho-analogue of the para-case (VI.24a)-(VI.24b)):

\[
\frac{d^2 g_S(\vartheta)}{d\vartheta^2} + 2 \cot \vartheta \cdot \frac{dg_S(\vartheta)}{d\vartheta} = (\dot{\ell}_O \ddot{\ell}_O) \cdot g_S(\vartheta) \tag{VI.108a}
\]

\[
\frac{d^2 g_R(\vartheta)}{d\vartheta^2} - 2 \cot \vartheta \cdot \frac{dg_R(\vartheta)}{d\vartheta} = (\dot{\ell}_O \ddot{\ell}_O) \cdot g_R(\vartheta) . \tag{VI.108b}
\]

Sometimes it may be rather instructive to first consider an unphysical solution of the problem since this lets one truly appreciate the elaboration of the physically correct case. Such an unphysical solution can easily be guessed and is given by

\[
g_S(\vartheta) \Rightarrow \frac{1}{\sin \vartheta} \tag{VI.109a}
\]

\[
g_R(\vartheta) \Rightarrow \cos \vartheta \tag{VI.109b}
\]

where the constants \(\dot{\ell}_O, \ddot{\ell}_O\) must both be fixed by

\[
\dot{\ell}_O \Rightarrow -1 \tag{VI.110a}
\]

\[
\ddot{\ell}_O \Rightarrow -1 . \tag{VI.110b}
\]

However, this solution must be rejected because the wave amplitudes (VI.111a) would adopt the following form

\[
^{(b)} R_\pm(r, \vartheta, \phi) = \frac{e^{-2i\phi}}{\sin \vartheta \sqrt{r \sin \vartheta}} \cdot g_R(\vartheta) \cdot ^{n} R_\pm(r) \Rightarrow \cos \vartheta \cdot e^{-2i\phi} \sin \vartheta \sqrt{r \sin \vartheta} . \tag{VI.111a}
\]

\[
^{(b)} S_\pm(r, \vartheta, \phi) = \sqrt{\frac{\sin \vartheta}{r}} \cdot g_S(\vartheta) \cdot ^{n} S_\pm(r) \Rightarrow \frac{1}{\sqrt{r \sin \vartheta}} . \tag{VI.111b}
\]

Indeed, since the wave amplitude \(^{(b)} R_\pm (VI.111a)\) diverges like \(\sim (\sin \vartheta)^{-\frac{3}{2}}\) on the z-axis, the normalization condition (III.49) cannot be satisfied! And clearly it makes no sense to deal with non-normalizable wave functions. The normalizable solutions of the angular system (VI.106a)-(VI.106b), or (VI.108a)-(VI.108b), resp., are worked out in detail in appendix E.

For a better understanding of the ortho-system it is very instructive to elucidate the meaning of those constants \(\dot{\ell}_O, \ddot{\ell}_O\) emerging in the angular systems (VI.106a)-(VI.106b).
or (VI.108a)-(VI.108b), resp. To this end, one passes over to the non-relativistic limit of the one-dimensional eigenvalue system (VI.107a)-(VI.107d). Here the usual procedure consists in first identifying both “positive” and both “negative” amplitudes with each other, i.e. one puts
\[ \tilde{R}_\pm(r) \equiv \tilde{S}_\pm(r) \equiv \tilde{\Omega}_\pm(r) , \] (VI.112)
so that the radial eigenvalue system becomes reduced to only two equations for \( \tilde{\Omega}_\pm(r) \).

However, this reduction can be performed in two ways. Here the first version is the following:
\[
\begin{align*}
    \frac{d\tilde{\Omega}_+(r)}{dr} + \frac{\ell_O}{r} \cdot \tilde{\Omega}_+(r) - \left[ \frac{b}{\hbar} \right] A_0(r) \cdot \tilde{\Omega}_-(r) &= \frac{M + M_e}{\hbar} c \cdot \tilde{\Omega}_-(r) \quad \text{(VI.113a)} \\
    \frac{d\tilde{\Omega}_-(r)}{dr} - \frac{\ell_O - 1}{r} \cdot \tilde{\Omega}_-(r) + \left[ \frac{b}{\hbar} \right] A_0(r) \cdot \tilde{\Omega}_+(r) &= \frac{M - M_e}{\hbar} c \cdot \tilde{\Omega}_+(r) , \quad \text{(VI.113b)}
\end{align*}
\]

which is valid when the introduced ortho-number \( \ell_O \) of orbital angular momentum is linked to the angular constants \( \dot{\ell}_O \) and \( \ddot{\ell}_O \) by
\[
\begin{align*}
    \dot{\ell}_O &= \ell_O - 1 \\
    \ddot{\ell}_O &= - (\ell_O + 1) . \quad \text{(VI.114b)}
\end{align*}
\]

The second version looks slightly different
\[
\begin{align*}
    \frac{d\tilde{\Omega}_+(r)}{dr} - \frac{\ell_O}{r} \cdot \tilde{\Omega}_+(r) - \left[ \frac{b}{\hbar} \right] A_0(r) \cdot \tilde{\Omega}_-(r) &= \frac{M + M_e}{\hbar} c \cdot \tilde{\Omega}_-(r) \quad \text{(VI.115a)} \\
    \frac{d\tilde{\Omega}_-(r)}{dr} + \frac{\ell_O + 1}{r} \cdot \tilde{\Omega}_-(r) + \left[ \frac{b}{\hbar} \right] A_0(r) \cdot \tilde{\Omega}_+(r) &= \frac{M - M_e}{\hbar} c \cdot \tilde{\Omega}_+(r) \quad \text{(VI.115b)}
\end{align*}
\]

where the link of the ortho-number \( \ell_O \) and the angular constants \( \dot{\ell}_O, \ddot{\ell}_O \) reads now
\[
\begin{align*}
    \dot{\ell}_O &= - (\ell_O + 1) \quad \text{(VI.116a)} \\
    \ddot{\ell}_O &= \ell_O - 1 . \quad \text{(VI.116b)}
\end{align*}
\]

Observe here that both links (VI.114a)-(VI.114b) and (VI.116a)-(VI.116b) entail a com-
mon form of link, namely

\[
\dot{\ell}_O \cdot \ddot{\ell}_O = 1 - \ell_O^2 \tag{VI.117a}
\]
\[
\dot{\ell}_O + \ddot{\ell}_O = -2 , \tag{VI.117b}
\]

and this is closely related to the possible values of \( \ell_O \) (⇒ 2, 4, 6, 8, ...), see appendix E.

Clearly, the present ortho-number \( \ell_O \) is the ortho-counterpart of the para-number \( \ell_P \) defined through (VI.20a)-(VI.20b); and this ortho/para analogy refers also to the pair of radial functions \( \Phi_{\pm}(r) \) (VI.22) and \( \tilde{\Omega}_{\pm}(r) \) (VI.112). However, both corresponding eigenvalue systems, i.e. the former para-case (VI.23a)-(VI.23b) and the present ortho-cases (VI.113a)-(VI.113b) plus (VI.115a)-(VI.115b), own a rather different degree of complexity so that the treatment of the ortho-case requires an extra discussion (see appendix E).

On the other hand, the relative intricacy of the ortho-case disappears with respect to the eigenvalue equations if one writes down their non-relativistic approximation which is shared by both versions (VI.113a)-(VI.113b) and (VI.115a)-(VI.115b):

\[
-\frac{\hbar^2}{2M} \left( \frac{d^2 \tilde{\Omega}(r)}{dr^2} + \frac{1}{r} \frac{d \tilde{\Omega}(r)}{dr} \right) + \frac{\hbar^2 \ell_O^2}{2Mr^2} \cdot \tilde{\Omega}(r) - \hbar c [b] A_0(r) \cdot \tilde{\Omega}(r) = E \cdot \tilde{\Omega}(r) . \tag{VI.118}
\]

Clearly, since the ortho-number \( \ell_O \) appears here in quadratic form (\( \sim \ell_O^2 \)) both relativistic versions of the eigenvalue equations must have the same non-relativistic limit (VI.118); namely observe that the change of sign \( \ell_O \rightarrow -\ell_O \) leaves invariant the non-relativistic equation (VI.118) but interchanges both relativistic versions (VI.113a)/(VI.113b) ↔ (VI.115a)/(VI.115b). Furthermore, the interpretation of the ortho-number \( \ell_O \) as a quantum number of orbital angular momentum seems legitimated by its appearance in connection with the centrifugal term (\( \sim \ell_O^2 \)) in the Schrödinger-like equation (VI.118), cf. the para-counterpart (VI.42).

Finally, it is also instructive to convince oneself of the fact that our improved ansatz (VI.111a)-(VI.111b) (with general \( g_R(\vartheta) \) and \( g_S(\vartheta) \)) for the wave amplitudes \( (b)R_{\pm}, (b)S_{\pm} \) actually equips now the Dirac spinor \( \psi_O \) (VI.100) with the desired one quantum of angular
momentum, i.e.

\[ \hat{J}_z \psi_\varnothing = -\hbar \psi_\varnothing, \]  

(VI.119)

in contrast to the spoiled result (VI.101)! The present nice result for the ortho-wave function \( \psi_\varnothing \) comes about by observing its Whitney sum structure (cf. (VI.100)) with

\[ \hat{J}_z (^{(+)} b) \varphi_+(\vec{r}) = (\hat{L}_z (^{(b)} R_+) \cdot \omega_0^{(+)} + (^{(b)} R_+ \cdot (\hat{J}_z (^{(+)} \omega_0^{(+)})) + (\hat{L}_z (^{(b)} S_+) \cdot \omega_0^{(-)} + (^{(b)} S_+ \cdot (\hat{J}_z (^{(+)} \omega_0^{(-)})) \]

\[ = -\hbar \cdot (^{(b)} \varphi_+(\vec{r})). \]  

(VI.120)

Here it is especially interesting to observe that the general wave amplitudes \( (^{(b)} R_\pm) \) (VI.111a) carry two quanta of orbital angular momentum, i.e.

\[ \hat{L}_z (^{(b)} R_\pm) = -2\hbar (^{(b)} R_\pm), \]  

(VI.121)

which however is partially compensated by the one quantum being carried by the spinor basis \( \omega_0^{(\pm)} \)

\[ \hat{J}_z (^{(+)} \omega_0^{(\pm)} = \pm \hbar \cdot \omega_0^{(\pm)}. \]  

(VI.122)

On the other hand, the amplitude field \( (^{(b)} S_\pm) \) (VI.111b) carries no angular momentum at all

\[ \hat{L}_z (^{(b)} S_\pm) = 0, \]  

(VI.123)

whereas the spinor basis \( \omega_1^{(\pm)} \) contributes one quantum

\[ \hat{J}_z (^{(-)} \omega_1^{(\pm)} = \pm \hbar \cdot \omega_1^{(\pm)}, \]  

(VI.124)

cf. (V.49a)-(V.49d). Thus the negative Pauli spinor carries also one quantum of total angular momentum

\[ \hat{J}_z (^{(-)} b) \varphi_-(\vec{r}) = -\hbar (^{(b)} \varphi_-(\vec{r}), \]  

(VI.125)

so that both results (VI.120) and (VI.125) actually add up to the claimed result (VI.119) for the Whitney sum \( \psi_\varnothing \) (VI.119).
The ortho-eigenvalue system (either in its relativistic form (VI.115a)-(VI.115b) or in its non-relativistic approximation (VI.118)) appears to be very similar to its para-counterpart (VI.23a)-(VI.23b), or (VI.42), resp.; but this should not lead one astray to think that such a formal similarity is sufficient in order to ensure the numerical equality of the corresponding energy spectra (due to the ortho- and para-types). In fact, for such a numerical equality (i.e. the ortho/para degeneracy) it is necessary that two additional conditions must be satisfied; namely the numerical equality must also refer to (i) the interaction potentials (i.e. \([b]A_0 \equiv [p]A_0\)) and (ii) to the energy functionals (\(\tilde{E}_{\Phi} \leftrightarrow \tilde{E}_{[\Omega]}\)). This means that, for the sake of comparison, we have to set up now the ortho-functionals \(\tilde{E}_{[\Omega]}\), \(\tilde{E}_{[\Omega]}\) as the ortho-counterparts of the para-functionals \(\tilde{E}_{[\Phi]}\) (VI.37) and \(\tilde{E}_{[\Phi]}\) (VI.50), resp.

Turning here first to the relativistic form \(\tilde{E}_{[\Omega]}\), one restarts with the proposed ortho-ansatz (VI.111a)-(VI.111b), with general angular functions \(g_R(\vartheta)\), \(g_S(\vartheta)\) and under observation of the ortho-identification (VI.112); and one substitutes this ansatz now into the original energy functional \(\tilde{E}_{[T]}\) (IV.20) with vanishing magnetic and exchange objects. Thus one obtains the desired ortho-counterpart \(\tilde{E}_{[\Omega]}\) of the para-functional \(\tilde{E}_{[\Phi]}\) (VI.37) in the following form

\[
\tilde{E}_{[\Omega]} = 2Mc^2 \cdot \tilde{Z}_{\Omega}^2 + 4^{(b)}\tilde{T}_{\text{kin}} + E_{R}^{[\epsilon]} + 2\lambda_D \cdot \tilde{N}_{\Omega} + \lambda_{G}^{(e)} \cdot \tilde{N}_{G}^{[\epsilon]}.
\]

(VI.126)

The problem is now to adapt all the individual contributions to the peculiarities of the ortho-configurations. First, consider the mass renormalization factor \(Z_{\Omega}^2\)

\[
Z_{\Omega}^2 \equiv \int d^3\vec{r} \bar{\psi}_{\Omega}(\vec{r}) \psi_{\Omega}(\vec{r}) = \int d^3\vec{r} \left\{^{(b)}\varphi_\uparrow(\vec{r})^{(b)}\varphi_\downarrow(\vec{r}) - ^{(b)}\varphi_\downarrow^\dagger(\vec{r})^{(b)}\varphi_\uparrow(\vec{r})\right\}
\]

(VI.127)

which reads in terms of the wave amplitudes \(^{(b)}R_\pm\), \(^{(b)}S_\pm\) (V.50a)-(V.50b)

\[
Z_{\Omega}^2 = \int \frac{d^3\vec{r}}{4\pi} \left\{^{(b)}\hat{R}_+ \cdot ^{(b)}R_+ - ^{(b)}\hat{R}_- \cdot ^{(b)}R_- + ^{(b)}\hat{S}_+ \cdot ^{(b)}S_+ - ^{(b)}\hat{S}_- \cdot ^{(b)}S_-\right\}.
\]

(VI.128)
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But substituting here our general ortho-ansatz (VI.111a)-(VI.111b) lets reappear the mass renormalization factor $Z_O^2$ in the following factorized form

$$Z_O^2 \Rightarrow \tilde{Z}_Ω^2 = \int \frac{dΩ}{4π} \left\{ \frac{g_R^2(θ)}{\sin^3 θ} + \sin θ \cdot g_S^2(θ) \right\} \cdot \int dr \frac{r^2 (\tilde{Ω}_+^2(r) - \tilde{Ω}_-^2(r))}{r} \quad (dΩ = \sin θ \, dθ \, dφ).$$

(VI.129)

This should be compared to the wave function normalization and thus suggests to establish separate normalization conditions for the angular and for the radial parts of the wave amplitude, cf. (III.49) and (IV.46)

$$1 = \int d^3\bar{r} \, (b) \, k_0(\bar{r}) = \int d^3\bar{r} \left\{ (b) \varphi_+(\bar{r}) (b) \varphi_+(\bar{r}) + (b) \varphi_+(\bar{r}) (b) \varphi_-(-\bar{r}) \right\},
= \int d^3\bar{r} \left\{ \frac{g_R^2(θ)}{\sin^3 θ} + \sin θ \cdot g_S^2(θ) \right\} \cdot \frac{\tilde{Ω}_+^2(r) + \tilde{Ω}_-^2(r)}{r}, \quad (VI.130)

i.e. we satisfy this normalization condition by putting separately

$$\int \frac{dΩ}{4π} \left\{ \frac{g_R^2(θ)}{\sin^3 θ} + \sin θ \cdot g_S^2(θ) \right\} \equiv 1 \quad (VI.131a)
\tilde{N}_Ω \equiv \int dr \frac{r^2 (\tilde{Ω}_+^2(r) - \tilde{Ω}_-^2(r))}{r} - 1 \equiv 0. \quad (VI.131b)

With this convention, the mass renormalization factor $\tilde{Z}_Ω^2$ (VI.129) becomes reduced to

$$\tilde{Z}_Ω^2 = \int dr \frac{r^2 (\tilde{Ω}_+^2(r) - \tilde{Ω}_-^2(r))}{r}. \quad (VI.132)

Clearly, this is again the ortho-counterpart of the para-case (VI.31).

Concerning now the kinetic energy $^{(b)}T_{\text{kin}}$, i.e. the second contribution to the energy functional $\tilde{E}_{[Ω]}$ (VI.126), one is forced to plunge into some technical details which are presented in appendix F. The result is, cf. equation (F.15)

$$^{[b]}T_{\text{kin}} = -\frac{\hbar c}{2} \int dr \frac{r^2}{r} \left\{ \frac{\tilde{Ω}_+(r) \, d\tilde{Ω}_-(r)}{dr} - \frac{\tilde{Ω}_-(r) \, d\tilde{Ω}_+(r)}{dr} + (1 \mp 2ℓ_Ω) \cdot \frac{\tilde{Ω}_+(r) \cdot \tilde{Ω}_-(r)}{r^2} \right\} \quad (VI.133).$$
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Furthermore, the electrostatic interaction energy $E^{[e]}_R$ in the spherically symmetric approximation is the same as for the para-configurations, cf. (VI.34)

$$E^{[e]}_R = -\frac{\hbar c}{\alpha_s} \int_0^\infty dr \left( r \cdot \frac{d^{[b]}A_0(r)}{dr} \right)^2,$$

(6.134)

whereas the ortho-counterpart of the electrostatic Poisson identity (VI.35) requires to restart from the general form of the mass equivalent $M^{(e)}c^2$

$$M^{(e)}c^2 \overset{\text{d}}{=} -\hbar c \int d^3\vec{r} \cdot (^{(b)}k_0(\vec{r}) \cdot ^{(b)}A_0(\vec{r})).$$

(6.135)

But by observation of the ortho-density $(^{(b)}k_0(\vec{r}))$ (VI.130) this object factorizes again to

$$\tilde{M}^{[e]}c^2 = -\hbar c \int d\Omega \cdot \frac{\tilde{\Omega}_+^2(r) + \tilde{\Omega}_-^2(r)}{r}.$$ 

(6.136)

i.e. by reference to the angular normalization (VI.131a)

$$\tilde{M}^{[e]}c^2 = -\hbar c \int dr r^2 (^{(b)}A_0(r) \cdot \frac{\tilde{\Omega}_+^2(r) + \tilde{\Omega}_-^2(r)}{r}).$$

(6.137)

Thus the electric Poisson identity reads also in the ortho-configuration in the spherically symmetric approximation

$$\tilde{N}^{[e]}_G \overset{\text{d}}{=} E^{[e]}_R - \tilde{M}^{[e]}c^2 \equiv 0,$$

(6.138)

where $E^{[e]}_R$ is given by (VI.134) and $\tilde{M}^{[e]}c^2$ by (VI.137). The important thing here is that, apart from the different normalizations of the wave functions (cf. the para-normalization (VI.36) vs. the present ortho-normalization (VI.131b)), both mass equivalents (VI.35) and (VI.137) are formally identical as expected; and this similarity holds then also for the corresponding Poisson identities, cf. (VI.33) vs. (VI.138). However, it must be stressed that these formal similarities between the ortho- and para-configurations are valid only for the spherically symmetric approximation because here the different angular dependencies become hidden behind the separate normalization to unity of just the angular parts of the wave amplitudes!
With all the individual contributions to the ortho-energy $\tilde{E}_{[\Omega]}$ (VI.126) being now specified, it is again very satisfying to find the former relativistic ortho-system (VI.113a)-(VI.116b) being identical to just the extremal equations of the present ortho-functional (i.e. $\delta \tilde{E}_{[\Omega]} = 0 \Rightarrow \text{principle of minimal energy}$). Especially, the solutions of the electric Poisson equation for the ortho-configurations

$$\frac{d^2[b] A_0(r)}{dr^2} + \frac{2}{r} \frac{d[b] A_0(r)}{dr} = -\alpha_s \frac{\tilde{\Omega}_+^2(r) + \tilde{\Omega}_-^2(r)}{r}$$

(VI.139)

extremalize the energy functional $\tilde{E}_{[\Omega]}$ (VI.126) with respect to $[b] A_0(r)$ within the class of spherically symmetric trial functions $[b] A_0(r)$. Therefore this equation (VI.139) is then to be considered as the spherically symmetric approximation to the original Poisson equation (VI.91) for the ortho-configurations, i.e. the ortho-counterpart of the para-equation (VI.38).

Of course, the similarity of the present ortho-equation (VI.139) with its para-counterpart (VI.38) raises now the general question of the extent to which the former para-eigenvalue problem and the present ortho-eigenvalue problem are representing essentially the same mathematical problem? Indeed, this ortho/para equivalence (within the framework of the spherically symmetric approximation) holds not only for the above-mentioned electric Poisson equations but equally well for both eigenvalue systems (cf. the para-case (VI.23a)-(VI.23b) to its ortho-analogy (VI.115a)-(VI.115b)); and it holds also for both energy functionals $\tilde{E}_{[\phi]}$ (VI.37) and $\tilde{E}_{[\Omega]}$ (VI.126). Obviously, both eigenvalue problems are completely equivalent from the mathematical viewpoint which in physical terms is nothing else than the expected ortho/para degeneracy. And therefore it must be clear that both eigenvalue problems do generate, albeit only in the spherically symmetric approximation, the same arrangement of energy levels (fig. 2)! This is to be conceived as the RST counterpart of the conventional energy degeneracy of ortho- and para-positronium when the magnetic interactions are neglected, see subsection V.1 (Conventional Multiplet Structure).

But the present RST picture of this ortho/para-degeneracy is somewhat more intricate...
than its conventional competitor, namely because it elucidates also the fact that the ortho/para-degeneracy becomes broken not only if the magnetic interactions are taken into account but also if the spherically symmetric approximation is dropped. In the latter case the reduced wave amplitudes $R_\pm$, $S_\pm$ \((VI.19a)-(VI.19b)\) for the para-configurations and their ortho-counterparts $R'_\pm$, $S'_\pm$ \((VI.111a)-(VI.111b)\) will depend also on the polar angles $\vartheta$ and $\phi$; and additionally the electric potential \((b/p)A_0(\vec{r})\) will become a function of $r$ and $\vartheta$, even if the magnetic interactions are kept inactive. Here it should be evident that such an angle-dependent charge density \((b)k_0(\vec{r})\), as it is observed for the ortho-configurations (fig. 5), will entail a rather different interaction energy (of the electric type) in comparison to the “almost” spherically symmetric charge densities \((p)k_0(\vec{r})\) \(\sim \frac{1}{\sin \vartheta}\) of the para-configuration, cf. \((VI.17)\). Thus there remains in RST the problem to clarify the mutual numerical relationship of the anisotropic and the magnetic corrections which are to be added to the predictions of the spherically symmetric approximation.

\textit{Anisotropic and Magnetic Effects}

A first preliminary treatment of the anisotropic effects can be carried out most easily in the non-relativistic approximation. Recall here the remarkable fact that both relativistic eigenvalue systems \((VI.113a)-(VI.113b)\) and \((VI.115a)-(VI.115b)\) have the same non-relativistic limit \((VI.118)\). However, observe also that this common limit form of the eigenvalue equations does not imply the numerical equality of the corresponding energy levels if the anisotropic or magnetic (or simultaneously both) effects are taken into account. Actually, it is only in the electrostatic and spherically symmetric approximation that both coinciding limit forms \((VI.118)\) of the relativistic eigenvalue equations do imply the same energy levels. The reason is here that both relativistic versions \((VI.113a)-(VI.113b)\) and \((VI.115a)-(VI.115b)\) are to be linked to different angular parts of the charge density \((b)k_0(\vec{r})\), even in the spherically symmetric approximation.
In order to present a simple example of this charge-density dichotomy of the ortho-configurations, one may consider the smallest possible value for the ortho-number $\ell_O$, i.e. $\ell_O = 2$ (see the first line of the table given in appendix E). For this case the angular functions $g_R(\vartheta)$ (VI.105a) and $g_S(\vartheta)$ (VI.105b) are given by

$$g_R(\vartheta) = \rho_3 \cdot \sin^3 \vartheta$$  \hfill (VI.140a)

$$g_S(\vartheta) = \sigma_1 \cdot \cos \vartheta .$$  \hfill (VI.140b)

Furthermore, the Dirac density $(b)k_0(\vec{r})$ is seen from equation (VI.130) to factorize into an angular and a radial part according to

$$(b)k_0(r, \vartheta) = [b]k_0(r) \cdot [b]k_0(\vartheta)$$  \hfill (VI.141)

where the radial part is given by

$$[b]k_0(r) = \frac{\tilde{\Omega}_+^2(r) + \tilde{\Omega}_-^2(r)}{r},$$  \hfill (VI.142)

and similarly for the angular part

$$[b]k_0(\vartheta) = \frac{1}{4\pi} \left[ \frac{g^2_R(\vartheta)}{\sin^3 \vartheta} - \sin \vartheta \cdot g^2_S(\vartheta) \right].$$  \hfill (VI.143)

This latter part is the marked difference between both types of ortho-configurations and becomes with reference to the chosen simplest situation (VI.140a)-(VI.140b)

$$[b]k_0(\vartheta) \Rightarrow \frac{\rho^2_3}{4\pi} \left[ \sin^3 \vartheta + \frac{\sigma^2_1}{\rho^2_3} \sin \vartheta \cos^2 \vartheta \right].$$  \hfill (VI.144)

The claimed density ambiguity of the ortho-configurations arises now through the circumstance that the ratio $\frac{\sigma_1}{\rho_3}$ can adopt two different values, namely for $\ell_O = 2$ either

$$\frac{\sigma_1}{\rho_3} = -1$$  \hfill (VI.145)

for the first system (VI.113a)-(VI.113b); or alternatively for the second system (VI.115a)-(VI.115b):

$$\frac{\sigma_1}{\rho_3} = 3 ,$$  \hfill (VI.146)
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see equations [E.16]-[E.17] and the first line of the table in appendix E. Accordingly, one obtains two different angular factors $[b]k_0(\vartheta)$ [VI.143] which both can be required to obey the separate normalization condition [VI.131a] and do then appear as follows:

$$[b]k_0(\vartheta) = \frac{\sin \vartheta}{\pi^2} \cdot \begin{cases} 1 \\ \frac{1}{3} (1 + 8 \cos^2 \vartheta) \end{cases},$$

see fig. 5. Of course, such an angle-dependent density would generate also an angle-dependent potential $(b)A_0(r, \vartheta)$ but this becomes truncated in the spherically symmetric approximation to a symmetric potential (i.e. $(b)A_0(r, \vartheta) \Rightarrow [b]A_0(r)$) so that the angular discrimination between both types of ortho-configurations becomes ineffectual.

But, strictly speaking, both states (due to the same value of $\ell_O$ but different ratio $\frac{\sigma_1}{\rho_3}$) must be expected to carry different energy $E_T$, even under the neglection of magnetism! The reason is that this quantity $E_T$ reacts sensitively to any redistribution of the electric charge density $(b)k_0(\vec{r})$, namely via the electrostatic interaction energy $E_{R}^{(e)}$ [VI.10] which may be rewritten in terms of the Dirac density $(b/p)k_0(\vec{r})$ as

$$E_{R}^{(e)} = -\int \int d^3\vec{r}^\prime d^3\vec{r} \frac{(b/p)k_0(\vec{r}) \cdot (b/p)k_0(\vec{r}^\prime)}{\| \vec{r} - \vec{r}^\prime \|}.$$  

Nevertheless, both charge distributions for given quantum number $\ell_O$ do generate the same electrostatic interaction energy $E_{R}^{(e)}$ [VI.134] provided that one resorts to the spherically symmetric approximation! The reason is that the approximate Poisson equation [VI.139] implies the validity of the associated Poisson identity [VI.138] with the electrostatic interaction energy $E_{R}^{(e)}$ being specified by equation [VI.134] and its mass equivalent $\tilde{M}^{(e)}c^2$ by (VI.137). However, neither of the latter two quantities $E_{R}^{(e)}$, $\tilde{M}^{(e)}c^2$ is influenced by the angular parts $g_R(\vartheta)$ and $g_S(\vartheta)$ of the wave amplitudes as long as one is satisfied with the spherically symmetric approximation! From this reason one finally arrives at a multiple degeneracy phenomenon: namely (i) the mathematical equivalence of the para-eigenvalue problem \{[VI.23a]-[VI.23b],[VI.37],[VI.38]\} and the ortho-eigenvalue problem \{[VI.115a]-[VI.115b],[VI.126],[VI.139]\} says that the solutions of both eigenvalue problems must be the same and therefore must carry also the same energy $E_T$; and (ii) the
solutions of both ortho-subsystems \((VI.113a)-(VI.113b)\) and \((VI.115a)-(VI.115b)\) do also carry the same energy (albeit only in the spherically symmetric and non-relativistic approximation).

Furthermore, it should be obvious that one has to expect also a certain interplay between these anisotropic and the magnetic effects; for a more distinct anisotropy of the wave amplitudes will imply also a more marked anisotropy of the azimuthal current \((b)k_\phi\) \((V.58c)\). For instance, the latter quantity becomes quite generally by means of our ortho-ansatz \((VI.111a)-(VI.111b)\)

\[
(b)k_\phi = \sum_{r} g_\phi \left( \frac{2}{r} \phi_{\Omega}(r) - \sin^2 \vartheta g_\phi^2(\vartheta) - \frac{2 \cos \vartheta g_\phi(\vartheta) \cdot g_\phi(\vartheta)}{\sin \vartheta} \right), \quad (VI.149)
\]

and if we are satisfied for the moment with the simplest possible ortho-configuration (i.e. the first line of the table in appendix E with \(\ell_O = 2\)) one is led to the following result (see also fig. 6)

\[
(b)k_\phi \Rightarrow \sum_{r} g_\phi \left( \frac{2}{r} \phi_{\Omega}(r) \left( \frac{2}{\pi} \sin \vartheta \right)^2 \right) \begin{cases} 1, & \frac{\sigma_1}{\rho_3} = -1 \quad (VI.150a) \\ \frac{1}{3} \left( 1 - 16 \cos^2 \vartheta \right), & \frac{\sigma_1}{\rho_3} = 3 \quad (VI.150b) \end{cases}
\]

The key features of this ortho-current become obvious through a comparison to its para-counterpart \((p)k_\phi\) \((VI.30)\), see also fig. 1. The first observation is here that the para-current \((p)k_\phi\) is finite (and therefore singular) on the \(z\)-axis \((\vartheta = 0, \pi)\) whereas the ortho-current \((b)k_\phi\) \((VI.150a)-(VI.150b)\) vanishes for \(\vartheta = 0, \pi\). This is physically plausible because the angular momentum \(J_z\) of the para-current is zero, cf. equation \((V.46)\), which may be associated with a very close revolution of the quantum fluid around the \(z\)-axis (fig. 1). On the other hand, the ortho-current \((b)k_\phi\) \((VI.150a)-(VI.150b)\) is zero on the \(z\)-axis and is maximal off the \(z\)-axis which intuitively is to be associated with a larger angular momentum; in fact, the eigenvalue of the present ortho-configuration \(\psi_O\) corresponds to one quantum of angular momentum, cf. equation \((VI.119)\). Clearly, such a difference of the angular distribution of the currents will entail also a different magnetic interaction
energy of the para- and of the ortho-(sub)configurations, beyond the different relative sign of the individual magnetic fields $\vec{H}_1$ and $\vec{H}_2$ due to $\vec{H}_p$ and $\vec{H}_b$, cf. the discussion of the magnetic energy difference $\Delta^{(m)} E_T$ (V.30)-(V.31).

But clearly it remains to be clarified whether those density ambiguities as for $[^b]k_0$ (VI.147) or for $[^b]k_\phi$ (VI.150) are artefacts due to the product ansatz (VI.111a)-(VI.111b) in connection with the spherically symmetric approximation, or whether that ambiguity is a real physical effect which would persist also for the exact solutions of the eigenvalue problem?

**Non-Relativistic Energy Functional**

For a first rough estimate of the energy content of the ortho-configurations it may again be sufficient to consider merely the non-relativistic approximation. Its deduction follows essentially those paths having been described already for the para-configurations, cf. (VI.50); however, there arise here some few points which are somewhat more subtle and therefore need a closer inspection. The main difference is in the present context that the range of the ortho-number $\ell_O$ is restricted to $\ell_O \geq 2$, whereas the para-number $\ell_P$ can adopt any non-negative integer; and furthermore the passage from formally $\ell_O \Rightarrow -\ell_O$ is associated with a distinctly different ortho-density $[^b]k_0(\vartheta)$, cf. (VI.147a) vs. (VI.147b), whereas the para-density $(^p)k_0$ (VI.17) does not react at all to the substitution $\ell_P \Rightarrow -\ell_P$, cf. the angular dependence of the para-amplitudes $(^p)\tilde{R}_\pm, (^p)\tilde{S}_\pm$ (VI.25a)-(VI.27b). These differences must now be elaborated in greater detail in order to better understand the ortho/para degeneracy and its breaking by the magnetic interactions and by the anisotropy of the electric interaction potential.

It is true, both relativistic versions (VI.113a)-(VI.113b) and (VI.115a)-(VI.115b) of the eigenvalue equations for the ortho-configurations are related to each other through the formal substitution $\ell_O \Rightarrow -\ell_O$ which then would correspond to the analogous replacement $(\ell_P \Rightarrow -\ell_P)$ for the para-system (VI.23a)-(VI.23b). The same change of sign would
then also apply for both kinetic energies \([\rho] \tilde{T}_{\text{kin}} = [\rho] \tilde{T}_{(r)} + [\rho] \tilde{T}_{(\vartheta)}\) (VI.32a)-(VI.32b) and

\((b) \tilde{T}_{\text{kin}}\) (VI.133), but the case with the charge densities \((b/\rho) k_0(\vec{r})\) is somewhat different. Namely, while the replacement \(\ell \rho \Rightarrow -\ell \rho\) leaves invariant the charge density \((\rho) k_0\) as the source of the electric potential \((\rho) A_0\), cf. (VI.17), the passage from the first ortho-case (VI.113a)-(VI.113b) to the second ortho-case (VI.115a)-(VI.115b) is accompanied by an essential change of the ortho-density \((b) k_0(\vec{r})\); its angular part \([b] k_0(\vartheta)\) (VI.143) receives a considerable change of the magnitude of both angular functions \(g_R(\vartheta)\) and \(g_S(\vartheta)\). This relative magnitude may be measured by the ratio of the coefficients \(\frac{\sigma_1}{\rho_3}\), cf. equations (E.16)-(E.17) of appendix E. A special example of this effect is given by the equations (VI.145)-(VI.147b). It is only on account of the spherically symmetric approximation that this change of the charge density \((b) k_0(\vec{r})\) leaves us without any effect since its angle-dependent part is integrated off for the spherically symmetric form of the energy functional, see for example the deduction of the mass renormalization factor \(\tilde{Z}_\Omega^2\) (VI.132) or also the deduction of the kinetic energies \([b] \tilde{T}_r, [b] \tilde{T}_\vartheta, [b] \tilde{T}_\phi\) in appendix F.

On the other hand, both relativistic ortho-systems (VI.113a)-(VI.113b) and (VI.115a)-(VI.115b) have the same non-relativistic approximation (VI.118), albeit only within the framework of the spherically symmetric approximation. This non-relativistic limit form (VI.118) of both ortho-versions is the same as the corresponding limit form of the para-versions, cf. (VI.42); and also the relativistic energy functionals \(\tilde{E}_{[\Phi]}\) (VI.50) and \(\tilde{E}_{[\Omega]}\) (VI.126) are the immediate counterparts of each other. Finally, the electric Poisson equations are also formally the same since the non-relativistic limit of (VI.139)

\[
\frac{d^2[b] A_0(r)}{dr^2} + \frac{2}{r} \frac{d[b] A_0(r)}{dr} = -\alpha_a \frac{\tilde{\Omega}(r)^2}{r}
\]  

(VI.151)
is again the immediate ortho-counterpart of its para-predecessor (VI.44).

Thus there remains the last problem, namely of setting up the non-relativistic version \(\tilde{E}_{[\Omega]}\) of the present relativistic ortho-functional \(\tilde{E}_{[\Phi]}\) (VI.126). Clearly, one expects here that this will turn out again as the immediate ortho-counterpart of its para-predecessor.
\[ E_{[\Omega]} = 2E_{\text{kin}} + E_{[e]}^R + 2\lambda_S \cdot \vec{N}_G + \lambda_G^{(e)} \cdot \vec{N}_G^{[e]} \]  

(\text{VI.152})

so that we are left with the problem to validate this assertion (\text{VI.152}) by deducing the non-relativistic forms of all the relativistic contributions to the functional \( E_{[\Omega]} \) (\text{VI.126}).

To this end, one will of course follow again the path traced out already by the analogous para-calculations, see equations (\text{VI.45})-\text{(VI.49)}:

(i) mass renormalization \( \vec{Z}_\Omega^2 \) (\text{VI.132}):

\[
2Mc^2 \vec{Z}_\Omega^2 \Rightarrow 2Mc^2 - \frac{\hbar^2}{M} \int dr \ r \ \left\{ \left( \frac{d\Omega}{dr} \right)^2 + \frac{\ell_O^2}{r^2} \tilde{\Omega}^2 \right\} \mp \frac{\hbar^2}{M} \ell_O \int dr \ \frac{d}{dr} \left( \tilde{\Omega}(r)^2 \right) 
\]  

(\text{VI.153})

(ii) kinetic energy \( [b] \vec{T}_{\text{kin}} \) (\text{VI.133}):

\[
[b] \vec{T}_{\text{kin}} \Rightarrow E_{\text{kin}} \pm \frac{\hbar^2}{4M} \ell_O \int dr \ \frac{d}{dr} \left( \tilde{\Omega}(r)^2 \right)  
\]  

(\text{VI.154a})

\[
\left( E_{\text{kin}} \div \frac{\hbar^2}{2M} \int dr \ r \ \left\{ \left( \frac{d\tilde{\Omega}}{dr} \right)^2 + \frac{\ell_O^2}{r^2} \tilde{\Omega}^2 \right\} \right) 
\]  

(\text{VI.154b})

(iii) electric Poisson identity (\text{VI.138})

\[
\vec{N}_G^{[e]} \Rightarrow \tilde{\vec{N}}_G^{[e]} \div E_{[e]}^R - \vec{M}^{[e]}c^2 \equiv 0 . 
\]  

(\text{VI.155})

Here the interaction energy \( E_{[e]}^R \) is formally the same for both the relativistic and the non-relativistic situation, cf. (\text{VI.134}); but for the non-relativistic form of the mass equivalent \( \vec{M}^{[e]}c^2 \) one neglects again the “negative” wave amplitude \( \tilde{\Omega}_-(r) \) against its “positive” counterpart \( \tilde{\Omega}_+(r) \), i.e. one puts

\[
\vec{M}^{[e]}c^2 \Rightarrow \vec{M}^{[e]}c^2 = -\hbar c \int dr \ [b]A_0(r) \cdot \left( \tilde{\Omega}(r)^2 \right) , 
\]  

(\text{VI.156})
(iv) normalization condition (VI.131b):

\[ \tilde{N}_\Omega \Rightarrow \tilde{N}_\Omega \overset{\dagger}{=} \int dr\ r\tilde{\Omega}(r)^2 - 1 \equiv 0 \]  

(VI.157)

Thus the non-relativistic ortho-functional \( \tilde{E}_{[\Omega]} \) (VI.152) is uniquely fixed; and it is again a rather satisfying aspect that the boundary term \( \sim \ell_\Omega \) cancels through the cooperation of mass renormalization and kinetic energy:

\[ 2Mc^2\tilde{Z}_\Omega^2 + 4[b]\tilde{T}_{\text{kin}} \Rightarrow 2E_{\text{kin}} \]  

(VI.158)

with the one-particle kinetic energy \( E_{\text{kin}} \) being specified by equation (VI.154b) and the rest mass \( 2Mc^2 \) being omitted. This cancellation is an essential fact for the non-relativistic limit because it just ensures its uniqueness \( \sim \) both relativistic ortho-versions (VI.126) with \( \pm \ell_\Omega \) in the kinetic energy \( [b]\tilde{T}_{\text{kin}} \) (VI.133) generate the one non-relativistic form (VI.152) with quadratic dependence upon \( \ell_\Omega \), cf. (VI.154b)).

Finally, it is also a very satisfying exercise to identify both the former non-relativistic eigenvalue equation (VI.118) and the present Poisson equation (VI.151) as the extremal equations \( (\delta\tilde{E}_{[\Omega]} = 0) \) due to the claimed energy functional \( \tilde{E}_{[\Omega]} \) (VI.152). This proves the mathematical equivalence of the non-relativistic eigenvalue problems for the ortho- and para-configurations, albeit only in the electrostatic and spherically symmetric approximation. The physical consequence hereof is the ortho/para degeneracy as the RST counterpart of the conventional degeneracy (V.13). For the breaking of this ortho/para-degeneracy one first has to work out more exact solutions of the present RST eigenvalue problems, especially with regard to the anisotropy of the electric interaction potential \( (b/p)A_0(\vec{r}) \).
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Appendix A: Manifest Gauge Invariance of the Energy Functional $\tilde{E}_{[T]}$ 

As it stands, the proposed energy functional $\tilde{E}_{[T]}$ (IV.20) with its physical part $E_{[T]}^{(IV)}$ (IV.23) is surely not manifestly invariant with respect to the magnetic gauge transformations (III.20a)-(III.20c), because there are two kinds of contributions which lack that desired invariance: these are (i) the kinetic energies $T_{\text{kin}}(a) (a = 1, 2, 3)$, as they are defined by equations (IV.26)-(IV.27), and (ii) the magnetic constraint term $N^{(m)}_{G}$ (IV.5). Perhaps a somewhat critical term (concerning the gauge invariance) is $n^{(m)}_{G}$ (IV.6) which contains the integral of the scalar product of $\vec{A}$ and $\vec{l}$ and transforms as follows:

$$\int d^3\vec{r} (\vec{A} \cdot \vec{l}) \to \int d^3\vec{r} (\vec{A}' \cdot \vec{l}) = \int d^3\vec{r} (\vec{A} \cdot \vec{l}) - \int d^3\vec{r} \nabla(\alpha_2 - \alpha_3) \cdot \vec{l}.$$  \hspace{1cm} (A.1)

Thus the gauge invariance demands the vanishing of the last integral

$$\int d^3\vec{r} \nabla(\alpha_2 - \alpha_3) \cdot \vec{l} = -\int d^3\vec{r} (\alpha_2 - \alpha_3) \nabla \cdot \vec{l} = 0,$$  \hspace{1cm} (A.2)

and this would ensure the gauge invariance of $n^{(m)}_{G}$ (IV.6). This requirement (A.2), however, is satisfied for the stationary bound systems. Namely, these systems are to be expected to have source-free currents, cf. (II.18b)-(II.18c)

$$\nabla^\mu k_{a\mu} \equiv 0 \Rightarrow B^\mu h_{\mu} - ^*B^\mu h^*_\mu = 0,$$  \hspace{1cm} (A.3)

and this assumption lets vanish the source of the entanglement current $l_{\mu}$ (III.47) for the stationary situation

$$\nabla^\mu l_{\mu} = \nabla \cdot \vec{l} \equiv 0$$  \hspace{1cm} (A.4)

which obviously validates the invariance requirement (A.2).

Now it should be self-evident that the claim of invariance of $\tilde{E}_{[T]}$ can be true only if the sum of the two non-invariant terms (i) and (ii) is itself manifestly invariant. This,
however, can easily be proven by first decomposing that magnetic constraint term $N_G^{(m)}$ (IV.5) into a gauge-dependent part $\tilde{N}_G^{(m)}$ and a manifestly gauge-independent part $\hat{N}_G^{(m)}$, i.e. we put

$$N_G^{(m)} = \tilde{N}_G^{(m)} + \hat{N}_G^{(m)},$$  \hspace{1cm} (A.5)

with

$$\tilde{N}_G^{(m)} = -\frac{\hbar c}{2} \int d^3 \vec{r} \left( \vec{A}_1 \cdot \vec{j}_1 + \vec{A}_II \cdot \vec{j}_2 + \vec{A}_{III} \cdot \vec{j}_3 \right)$$  \hspace{1cm} (A.6a)

$$\hat{N}_G^{(m)} = \frac{\hbar c}{4\pi\alpha_s} \int d^3 \vec{r} \left[ \left( \nabla \times \vec{A}_1 \right) \cdot \left( \nabla \times \vec{A}_2 \right) + \left( \nabla \times \vec{A}_2 \right) \cdot \left( \nabla \times \vec{A}_3 \right) + \left( \nabla \times \vec{A}_3 \right) \cdot \left( \nabla \times \vec{A}_1 \right) \right].$$  \hspace{1cm} (A.6b)

But here the Maxwellian three-currents $\vec{j}_a \vec{r}$ ($a = 1, 2, 3$) in (A.6a) are identical (up to sign) to the Dirac currents $\vec{k}_a \vec{r}$ (II.17a)-(II.17c) so that one has (e.g. for the second particle)

$$- \int d^3 \vec{r} \vec{A}_{II} \cdot \vec{j}_2 = \int d^3 \vec{r} \vec{A}_{II} \cdot \vec{k}_2 = \int d^3 \vec{r} \vec{A}_{II} \cdot \left[ (2) \varphi^+_\uparrow \bar{\sigma} (2) \varphi_+ + (2) \varphi^+_\downarrow \bar{\sigma} (2) \varphi_- \right].$$  \hspace{1cm} (A.7)

On the other hand, the kinetic energy $T_{\text{kin}(2)}$ (IV.27) reads in terms of the Pauli spinors $(2) \varphi_{\pm} \vec{r}^\uparrow$

$$T_{\text{kin}(2)} = -i \frac{\hbar c}{2} \int d^3 \vec{r} \left[ (2) \varphi^+_\uparrow \bar{\sigma} \cdot \vec{\nabla}(2) \varphi_+ + (2) \varphi^+_\downarrow \bar{\sigma} \cdot \vec{\nabla}(2) \varphi_- \right]$$  \hspace{1cm} (A.8)

so that the sum of both non-invariant terms for the second particle $(a = 2)$ actually appears now in a manifestly gauge invariant form $T_{\text{kin}(2)}$:

$$T_{\text{kin}(2)} \doteq T_{\text{kin}(2)} - \frac{\hbar c}{2} \int d^3 \vec{r} \vec{A}_{II} \cdot \vec{j}_2$$

$$= -i \frac{\hbar c}{2} \int d^3 \vec{r} \left[ (2) \varphi^+_\downarrow \bar{\sigma} \cdot \left( \vec{\nabla} + i\vec{A}_{II} \right)(2) \varphi_+ + (2) \varphi^+_\uparrow \bar{\sigma} \cdot \left( \vec{\nabla} + i\vec{A}_{II} \right)(2) \varphi_- \right].$$  \hspace{1cm} (A.9)

When the first $(a = 1)$ and third $(a = 3)$ particle are treated in the same way, the energy functional emerges finally in its manifestly gauge-invariant form:

$$\tilde{E}_{[T]} = Z_{(1)}^2 \cdot M_p c^2 + Z_{(2)}^2 \cdot M_e c^2 + Z_{(3)}^2 \cdot M_e c^2 + 2T_{\text{kin}}$$

$$+ \sum_{a=1}^3 \lambda_{D(a)} \cdot N_{D(a)} + \lambda_G^{(e)} \cdot (N_G^{(e)} - n_G^{(e)}) + \lambda_G^{(m)} \cdot (N_G^{(m)} - n_G^{(m)}) + \lambda_G^{(h)} \cdot (N_G^{(h)} - n_G^{(h)}) + \lambda_G^{(g)} \cdot (N_G^{(g)} - n_G^{(g)}) \hspace{1cm} (A.10)$$
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Here, the first line constitutes now again the physical part of the RST energy $E_T$ (which, however, is now manifestly gauge invariant) whereas the second and third line represent the constraints with $N_G^{(m)}$ being replaced by its invariant part $\hat{N}_G^{(m)}$ (A.6b). But as a consequence of this rearrangement, the residual magnetic constraint term $\hat{N}_G^{(m)} - n_G^{(m)}$ contributes now non-trivially to $\tilde{E}_{[T]}$. 
Appendix B:

Variational Deduction
of the Non-Relativistic Eigenvalue Equations

The detailed variational deduction of the RST field equations is an instructive exercise since it mediates a better feeling of how to handle the magnetic gauge structure. In order to present a brief example of this, consider the deduction of the Pauli eigenvalue equations (IV.40a)-(IV.40c). First recall here the fact that all the gauge field energies (IV.28)-(IV.31) do not depend at all upon the matter fields \((a)\varphi_\pm(\vec{r})\); and therefore the corresponding variations \(\delta^\dagger_{\text{mat}}\) of the energy functional \(\tilde{E}_{[T]}\) (IV.48) with respect to the conjugate Pauli spinors \((a)\varphi^\dagger_+\) becomes simply

\[
\delta^\dagger_{\text{mat}}\tilde{E}_{[T]} = \delta^\dagger_{\text{mat}}\left[ E_{\text{kin}} + \hbar c \int d^3\vec{r} \left\{ \hat{H}_I \cdot (m) \vec{S}_1 + \hat{H}_{II} \cdot (m) \vec{S}_2 + \hat{H}_{III} \cdot (m) \vec{S}_3 \right\} + \sum_{a=1}^3 \lambda_{P(a)} \cdot N_D(a) + \lambda_{G}^{(e)} \cdot N_{G}^{(e)} \right] \tag{B.1}
\]

Here, carrying out the variational procedure for the first part proceeds along standard rules and yields

\[
\delta^\dagger_{\text{mat}} \left[ E_{\text{kin}} + \ldots + \lambda_{G}^{(e)} \cdot N_{G}^{(e)} \right] = \int d^3\vec{r} \left\{ (\delta^{(1)} \varphi_+)^\dagger \left[ \hat{\mathcal{H}}_{(I)} + \lambda_{P(1)} \right] \right\}^{(1)} \varphi_+ + (\delta^{(2)} \varphi_+)^\dagger \left[ \hat{\mathcal{H}}_{(II)} + \lambda_{P(2)} \right]^{(2)} \varphi_+ + (\delta^{(3)} \varphi_+)^\dagger \left[ \hat{\mathcal{H}}_{(III)} + \lambda_{P(3)} \right]^{(3)} \varphi_+ \tag{B.2}
\]

where the one-particle Hamiltonians \((\hat{\mathcal{H}})\) have already been defined through equations (IV.42a)-(IV.42c), and the previous value (IV.22b) for the multiplier \(\lambda_{G}^{(e)}\) has also been used.

However, the variational formalism for the second part (i.e. exchange part in (B.1)) requires a more thorough discussion. It is true, the “electric” part \((N_{G}^{(h)})\) hereof presents no problem because the matter fields \((a)\varphi_\pm(\vec{r})\) enter the exchange density \(h_{0}(\vec{r})\) in the
and thus its non-relativistic approximation \( h_0(\vec{r}) \) is obtained by simply neglecting the “negative” Pauli spinors \( \varphi_- \):

\[
h_0 \Rightarrow \mathbb{h}_0 \doteq (2) \varphi_+^\dagger (3) \varphi_+ . \tag{B.4}
\]

Therefore the variation \( (\delta_{\text{mat}}^\dagger) \) of the non-relativistic constraint term \( N_G^{(h)} \) \( \text{(IV.12)} \) with respect to the spinors \( \varphi_+^\dagger \) becomes

\[
\delta_{\text{mat}}^\dagger N_G^{(h)} = -\frac{hc}{2} \int d^3 \vec{r} \left\{ B_0 h_0 + \vec{B}_0 \cdot \vec{B}_0 \right\} = -\frac{hc}{2} \int d^3 \vec{r} \left\{ B_0 \cdot (\delta(2) \varphi_+)^\dagger (3) \varphi_+ + \vec{B}_0 \cdot (\delta(3) \varphi_+)^\dagger (2) \varphi_+ \right\} . \tag{B.5}
\]

But the variation of the magnetic constraint term \( N_G^{(g)} \) \( \text{(in the second line of (B.1))} \) represents a more subtle problem. Indeed, here it is necessary to first split up the non-relativistic approximation \( \mathbb{h} \) of the exchange current \( \mathbb{h} \) into a convection part \( \mathbb{B} \) and a polarization part \( \mathbb{Z} \), i.e.

\[
\mathbb{h} \Rightarrow \mathbb{h} \doteq \mathbb{B} + \mathbb{Z}, \tag{B.6}
\]

see the preceding paper \[13\] for a more detailed discussion of this splitting. The convection current \( \mathbb{B} \) is given by

\[
\mathbb{B} = -\frac{ih}{2Me_c} \left\{ \left[ (\vec{\nabla} + iA_{\text{II}})^{(2)} \varphi_+ \right]^\dagger (3) \varphi_+ - (2) \varphi_+^\dagger (\vec{\nabla} + iA_{\text{III}})^{(3)} \varphi_+ \right\} \tag{B.7}
\]

and the polarization current \( \mathbb{Z} \) emerges as the curl of the magnetic polarization density \( \mathbb{Z} \)

\[
\mathbb{Z} = \vec{\nabla} \times \mathbb{Z} \tag{B.8a}
\]

\[
\mathbb{Z} \doteq \frac{h}{2Me_c} (2) \varphi_+^\dagger (3) \varphi_+ . \tag{B.8b}
\]

Clearly as a consequence of this splitting, the exchange mass equivalent \( M^{(g)}c^2 \) of the magnetic type (see ref. \[13\])

\[
M^{(g)}c^2 = \frac{hc}{2} \int d^3 \vec{r} \left\{ \vec{B} \cdot \vec{H} + \vec{B} \cdot \vec{H}^\dagger \right\} , \tag{B.9}
\]
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which for the present intention is the relevant part of the constraint term $N_{G}^{(g)}$ [IV.15],
must also be split up into two components

$$M_{c}^{(g)}c^{2} = M_{\text{conv}}^{(g)}c^{2} + M_{\text{pol}}^{(g)}c^{2}. \quad (B.10)$$

Evidently, the convection part $M_{\text{conv}}^{(g)}c^{2}$ appears here as

$$M_{\text{conv}}^{(g)}c^{2} \doteq \frac{hc}{2} \int d^{3}\vec{r} \left\{ \vec{B} \cdot \vec{v} + \vec{B} \cdot \vec{v}^{*} \right\}, \quad (B.11)$$

and similarly for the polarization part $M_{\text{pol}}^{(g)}c^{2}$

$$M_{\text{pol}}^{(g)}c^{2} \doteq \frac{hc}{2} \int d^{3}\vec{r} \left\{ \vec{B} \cdot \vec{z} + \vec{B} \cdot \vec{z}^{*} \right\}. \quad (B.12)$$

The reason for such a close inspection of the mass equivalent $M_{(g)}^{(g)}c^{2}$ is of course that the matter variation of the constraint term $N_{G}^{(g)}$ [IV.15] is identical with that of the mass equivalent:

$$\delta_{\text{mat}}^{\dagger}N_{G}^{(g)} = -\delta_{\text{mat}}^{\dagger}(M_{(g)}^{(g)}c^{2}) = -\delta_{\text{mat}}^{\dagger}(M_{\text{conv}}^{(g)}c^{2}) - \delta_{\text{mat}}^{\dagger}(M_{\text{pol}}^{(g)}c^{2}). \quad (B.13)$$

Turning here first to the convection part $M_{\text{conv}}^{(g)}c^{2}$, one recasts this term through integration by parts into the following gauge-invariant form:

$$\delta_{\text{mat}}^{\dagger}(M_{\text{conv}}^{(g)}c^{2}) = -\frac{i\hbar^{2}}{4M_{e}} \int d^{3}\vec{r} \left( \delta^{(2)}\varphi_{+} \right)^{\dagger} \left[ \vec{\nabla}' \cdot \vec{B} + 2\vec{B} \cdot (\vec{\nabla} + i\vec{A}_{\text{III}}) \right]^{(3)}\varphi_{+}$$

$$-\frac{i\hbar^{2}}{4M_{e}} \int d^{3}\vec{r} \left( \delta^{(3)}\varphi_{+} \right)^{\dagger} \left[ \vec{\nabla}' \cdot \vec{B} + 2\vec{B} \cdot (\vec{\nabla} + i\vec{A}_{\text{II}}) \right]^{(2)}\varphi_{+}. \quad (B.14)$$

Next, consider the non-relativistic polarization part $M_{\text{pol}}^{(g)}c^{2}$ [B.12]. Since the exchange polarization current $\vec{z}$ [B.8a] is the curl of the exchange polarization density $\vec{Z}$, one can convert the polarization part (through integration by parts) to the following gauge-invariant form

$$\delta_{\text{mat}}^{\dagger}(M_{\text{pol}}^{(g)}c^{2}) = \frac{\hbar^{2}}{4M_{e}} \int d^{3}\vec{r} \left\{ \left( \delta^{(2)}\varphi_{+} \right)^{\dagger} \vec{\sigma} \cdot \vec{Y}^{(3)}\varphi_{+} + \left( \delta^{(3)}\varphi_{+} \right)^{\dagger} \vec{\sigma} \cdot \vec{Y}^{(2)}\varphi_{+} \right\}. \quad (B.15)$$
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Finally, one puts together the variation of the second part of $\delta^\dagger_{\text{mat}} \tilde{E}_{[T]}$, in the second line on the right-hand side of equation (B.1), by means of the partial results (B.5), (B.14) and (B.15) and thus one finds

$$
\delta^\dagger_{\text{mat}} \left[ \lambda_G^{(h)} \cdot N_G^{(h)} + \lambda_G^{(g)} \cdot N_G^{(g)} \right] = 2 \delta^\dagger_{\text{mat}} \left[ N_G^{(h)} - N_G^{(g)} \right]
$$

$$
= \int d^3\vec{r} \left\{ \left( \delta(2) \varphi_+ \right)^\dagger \hat{h}_{(II)}^{(3)} \varphi_+ + \left( \delta(3) \varphi_+ \right)^\dagger \hat{h}_{(III)}^{(2)} \varphi_+ \right\} .
$$

Here the exchange Hamiltonians $\hat{h}$ have already been defined through equations (IV.43a)-(IV.43b) and the Lagrangean multipliers $\lambda_G^{(h)}$, $\lambda_G^{(g)}$ are taken from equation (IV.22c). But now that both essential parts (B.2) and (B.16) are explicitly known, one arrives at

$$
\delta^\dagger_{\text{mat}} \tilde{E}_{[T]} = \int d^3\vec{r} \left\{ \left( \delta(1) \varphi_+ \right)^\dagger \left[ \hat{\mathcal{H}}_{(I)} + \lambda_{P(1)} \right]^{(1)} \varphi_+ + \left( \delta(2) \varphi_+ \right)^\dagger \left[ \left( \hat{\mathcal{H}}_{(II)} + \lambda_{P(2)} \right)^{(2)} \varphi_+ 
$$

$$
+ \hat{h}_{(II)}^{(3)} \varphi_+ \right\} + \left( \delta(3) \varphi_+ \right)^\dagger \left[ \left( \hat{\mathcal{H}}_{(III)} + \lambda_{P(3)} \right)^{(3)} \varphi_+ + \hat{h}_{(III)}^{(2)} \varphi_+ \right\} .
$$

If this variation is now put to zero according to the RST principle of minimal energy

$$
\delta^\dagger_{\text{mat}} \tilde{E}_{[T]} = 0 ,
$$

one just ends up with the claimed eigenvalue equations (IV.40a)-(IV.40c), provided one identifies the non-relativistic Lagrangean multipliers $\lambda_{P(a)}$ with the Pauli energy eigenvalues $E_{P(a)}$ (IV.41a)-(IV.41c)

$$
\lambda_{P(a)} = -E_{P(a)} .
$$

In this way, the logical consistency requirement of commutativity on p.51 is actually realized.
Appendix C:  
Variational Deduction of the Gauge Field Equations

The set of non-relativistic gauge field equations is chosen to be formally the same as in the relativistic case, with the exception that for the charge and current densities one has to substitute their non-relativistic forms \[13\]. Therefore one can deduce the desired gauge field equations from the relativistic energy functional $\tilde{E}_{[T]}$ \(\text{(IV.20)}\) rather than from its non-relativistic approximation $\tilde{E}_{[T]}$ \(\text{(IV.48)}\). Here it is advantageous to consider the electric, magnetic and exchange subsystems separately because any subsystem does require for its treatment only a few terms of the whole functional $\tilde{E}_{[T]}$.

Thus turning first to the deduction of the electric source equations \(\text{(III.29a)-(III.29c)}\), one denotes the variation of $\tilde{E}_{[T]}$ with respect to \((a)A_0(\vec{r})\) by \((a)\delta_0\) \((a = 1, 2, 3)\) and then finds for the first gauge field mode \((1)A_0\)

\[
(1)\delta_0(\tilde{E}_{[T]}) = (1)\delta_0(E^{(e)}_R) + \lambda^{(e)}_G \cdot (1)\delta_0(N^{(e)}_G) = 0 , \tag{C.1}
\]

whereas for the second and third modes \((a)A_0(\vec{r})\) \((a = 2, 3)\) one has

\[
(a)\delta_0(\tilde{E}_{[T]}) = (a)\delta_0(E^{(e)}_R) - (a)\delta_0(E^{(h)}_C) + \lambda^{(e)}_G \cdot (a)\delta_0(N^{(e)}_G) + \lambda^{(h)}_G \cdot (a)\delta_0(N^{(h)}_G) + \lambda^{(g)}_G \cdot (a)\delta_0(N^{(g)}_G) = 0 . \tag{C.2}
\]

Obviously the first mode \((a = 1)\) contributes to the variation of the functional $\tilde{E}_{[T]}$ only two terms, cf. \(\text{(C.1)}\), whereas any of the identical particles \((a = 2, 3)\) contributes five terms, cf. \(\text{(C.2)}\). The reason for this is that the second and third potentials \((2)A_0\) and \((3)A_0\) \(\text{(but not the first potential (1)A_0)}\) do influence the electric exchange energy $E^{(h)}_C$ \(\text{(IV.30)}\) via the exchange field strength $\vec{X}$ \(\text{(III.29a)}\); and furthermore these potentials enter also both constraint terms $N^{(h)}_G$ \(\text{(IV.12)}\) and $N^{(g)}_G$ \(\text{(IV.15)}\) via $\mathfrak{A}_0$ and $\mathfrak{A}_M$. As a consequence, the (generalized) Poisson equation for the modified mode \((1)A_0\) \(\text{(III.8a)}\) is found from \(\text{(C.1)}\).
to look relatively simple, i.e.

\[ \Delta^{(I)} A_0 = -4\pi \alpha_0 \nu^{(I)} j_0 \]
\[ (^{(I)} j_0 \div (^{(2)} j_0 + ^{(3)} j_0)) , \]

whereas the occurrence of the exchange effect in the variational equations (C.2) lets appear the corresponding Poisson equations for the other two potentials (II)\( A_0 \) and (III)\( A_0 \) somewhat more intricate:

\[ \Delta^{(II)} A_0 + 2 \vec{\nabla} \cdot \vec{W} = -4\pi \alpha_0 (^{(II)} j_0 - j_0) \]
\[ (^{(II)} j_0 \div (^{(1)} j_0 + ^{(3)} j_0)), \]

\[ \Delta^{(III)} A_0 - 2 \vec{\nabla} \cdot \vec{W} = -4\pi \alpha_0 (^{(III)} j_0 + j_0) \]
\[ (^{(III)} j_0 \div (^{(1)} j_0 + ^{(2)} j_0)). \]

It is true, at first glance these electric Poisson equations may appear somewhat unaccustomed, but by means of the equations for \( \vec{W} \) and \( j_0 \) it is easy to show that the present Poisson equations for (I)\( A_0 \), (II)\( A_0 \), (III)\( A_0 \) (C.3)-(C.4b) are actually equivalent to the original source equations (III.29a)-(III.29c) for the electric field strengths \( \vec{E}_a \) (\( a = 1, 2, 3 \)).

A similar situation occurs for the case of the magnetic Poisson equations. Denoting here the variations of \( \tilde{E}_{[T]} \) with respect to the three-vector potentials \( \vec{A}_a \) by \( ^{(a)} \delta_1 \), one finds again that the variation with respect to the first mode \( \vec{A}_1 \) yields only two terms, i.e.

\[ ^{(1)} \delta_1 (\tilde{E}_{[T]}) = -(^{(1)} \delta_1 (E^{(m)}_R)) + \lambda^{(m)} G \cdot (^{(1)} \delta_1 (N^{(m)}) , \]

whereas the variation with respect to the other two potentials \( \vec{A}_a \) (\( a = 2, 3 \)) produces six contributions

\[ ^{(a)} \delta_1 (\tilde{E}_{[T]}) = -(^{(a)} \delta_1 (E^{(m)}_R)) - (^{(a)} \delta_1 (E^{(h)}_C)) + (^{(a)} \delta_1 (E^{(g)}_C)) + \lambda^{(m)} G \cdot (^{(a)} \delta_1 (N^{(m)})) \]
\[ + \lambda^{(h)} G \cdot (^{(a)} \delta_1 (N^{(h)})) + \lambda^{(g)} G \cdot (^{(a)} \delta_1 (N^{(g)})). \]

This corresponds to the circumstance that the energy functional \( \tilde{E}_{[T]} \) is gauge-invariant with respect to the magnetic transformations, namely through the use of the covariant
derivative \( \tilde{\nabla}' \) \([\text{III.26}]\) which relies on both vector potentials \( \tilde{A}_2 \) and \( \tilde{A}_3 \), but not on \( \tilde{A}_1 \). As a consequence, the first magnetic Poisson equation emerging from \((C.5)\) looks again rather simple

\[
\Delta \tilde{A}_I = -4\pi \alpha_s \tilde{j}_I \quad (C.7)
\]

whereas its second and third counterpart \((a = 2, 3)\) necessarily must appear somewhat more complicated

\[
\begin{align*}
\Delta \tilde{A}_{II} - 2(\tilde{\nabla} \times \tilde{V}) &= -4\pi \alpha_s (\tilde{j}_{II} - \tilde{l}) \quad (C.8a) \\
\Delta \tilde{A}_{III} + 2(\tilde{\nabla} \times \tilde{V}) &= -4\pi \alpha_s (\tilde{j}_{III} + \tilde{l}) \quad (C.8b) \\
(\tilde{j}_{II} \doteq \tilde{j}_1 + \tilde{j}_3, \quad \tilde{j}_{III} \doteq \tilde{j}_1 + \tilde{j}_2). 
\end{align*}
\]

Here it is again a simple exercise to show that the present (generalized) Poisson equations \[C.7]-[C.8b]\] are actually equivalent to the original source equations \([\text{III.30a}]-[\text{III.30c}]\) (hint: use the equations \([\text{III.52b}]\) and \([\text{III.58}]\)).

The situation with the exchange counterparts of the electric and magnetic Poisson equations needs also sufficient attention because here the electric and magnetic field strengths \( \tilde{E}_a \) and \( \tilde{H}_a \) are again influenced by both the electromagnetic and exchange potentials; see equations \([\text{III.23b}]-[\text{III.23c}]\) and \([\text{III.24b}]-[\text{III.24c}]\). Keeping this in mind, one finds the following five contributions to the variation \((^{(B)}\delta_0, \text{say})\) of \( \tilde{E}_{[T]} \) with respect to the electric exchange potential \( B_0 \):

\[
^{(B)}\delta_0(\tilde{E}_{[T]}) = \left( \frac{(B)}{(B)} \right) \delta_0(\tilde{E}^{(e)}_R) - \left( \frac{(B)}{(B)} \right) \delta_0(\tilde{E}^{(h)}_C) + \lambda_G^{(e)} \cdot \left( \frac{(B)}{(B)} \right) \delta_0(N_G^{(e)}) + \lambda_G^{(h)} \cdot \left( \frac{(B)}{(B)} \right) \delta_0(N_G^{(h)}) + \lambda_G^{(g)} \cdot \left( \frac{(B)}{(B)} \right) \delta_0(N_G^{(g)}). \tag{C.9}
\]

Carrying here through all five variations yields the electric exchange equation in the following form:

\[
\Delta' B_0 + \sigma_M^2 B_0 - 2i \vec{B} \cdot (\vec{E} - \vec{W}) = -4\pi \alpha_s \hbar_0 \quad (C.10)
\]

where the gauge-covariant Laplacean \( \Delta' \) is nothing else than the square of the corresponding gradient operator \( \tilde{\nabla}' \) \([\text{III.26}]\), i.e. \( \Delta' = \tilde{\nabla}' \cdot \tilde{\nabla}' \). Clearly, the present exchange
equation (C.10) is again equivalent to the source equation (III.31a) for the exchange field strength $\vec{X}$. This equation is also well-suited in order to demonstrate that oversimplified linearization procedure of ref. [13]. Indeed, truncating the exchange equation (C.10) by means of the replacements

$$\Delta' \Rightarrow \Delta$$ \hspace{1cm} (C.11a)

$$\mathfrak{A}_M^2 \Rightarrow \frac{1}{\alpha_M^2}$$ \hspace{1cm} (C.11b)

$$\vec{B} \cdot (\vec{e} - \vec{W}) \Rightarrow 0$$ \hspace{1cm} (C.11c)

lets appear that equation (C.10) as

$$\Delta B_0 + \frac{1}{\alpha_M^2} B_0 = -4\pi \alpha_s h_0,$$ \hspace{1cm} (C.12)

and this is just the equation (III.10a) of ref. [13].

But clearly, it should be self-evident that the most intricate case refers to the variational deduction of the curl equation (III.31b) for the magnetic exchange field strength $\vec{Y}$. Indeed, one finds that the variation $\langle B \delta \hat{\uparrow}, \text{say} \rangle$ of $\vec{E}_{[T]}$ is built up by seven contributions:

$$\langle B \delta \hat{\uparrow} (\vec{E}_{[T]} \rangle = \langle B \delta \hat{\uparrow} (\vec{E}_R^{(e)}) - \langle B \delta \hat{\uparrow} (\vec{E}_R^{(m)}) - \langle B \delta \hat{\uparrow} (\vec{E}_C^{(h)}) + \langle B \delta \hat{\uparrow} (\vec{E}_C^{(g)})$

$$+ \lambda_G^{(e)} \langle B \delta \hat{\uparrow} (\vec{N}_G^{(e)}) + \lambda_G^{(h)} \langle B \delta \hat{\uparrow} (\vec{N}_G^{(h)}) + \lambda_G^{(g)} \langle B \delta \hat{\uparrow} (\vec{N}_G^{(g)}) \rangle.$$ \hspace{1cm} (C.13)

However, carrying properly through all the variations yields finally the expected curl equation (III.31b), provided the Lagrangean multipliers adopt those values being specified by equations (IV.22b)-(IV.22c). Moreover, the somewhat oversimplified equation (III.10b) of ref. [13] for the magnetic exchange field $\vec{B}$ can of course be deduced from the present correct equation (III.31b) by destroying the magnetic gauge invariance in the following way:

$$\mathfrak{A}_M \vec{X} \Rightarrow 0, \quad B_0 \vec{e} + i \vec{B} \times \vec{B} \Rightarrow 0$$ \hspace{1cm} (C.14a)

$$\vec{\nabla}' \times \vec{Y} \Rightarrow \vec{\nabla} \times \vec{Y} \Rightarrow \vec{\nabla} \times (\vec{\nabla} \times \vec{B}) = -\Delta \vec{B} + \vec{\nabla} \cdot \vec{B} \Rightarrow -\Delta \vec{B} + \frac{i}{\alpha_M} \vec{B} \Rightarrow -\Delta \vec{B} - \frac{1}{\alpha_M^2} \vec{B}.$$ \hspace{1cm} (C.14b)
Of course, this chain (C.14b) of neglections ("⇒") demonstrates clearly in what way the magnetic gauge invariance becomes spoiled by the various steps of “linearization”.
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Appendix D:

Electric Poisson Identity

The computation of the gauge field energy \( E^{[e]}_{\text{R}} \) (VI.68) or its mass equivalent \( \tilde{M}^{[e]} \) (VI.69) is much more intricate than the analogous case with the kinetic energy \( E_{\text{kin}} \) (VI.65) and therefore the numerical equality (VI.70), as the immediate consequence of the electric Poisson identity, may be used as a welcome check for the correct calculation of the interaction energy.

Considering here first the part of the gauge field energy \( E^{[e]}_{\text{R}} \) (VI.68), the associated potential function \( \varepsilon_{\text{pot}}(\nu) \) (VI.70) arises in the form

\[
\varepsilon_{\text{pot}}(\nu) = \int_{0}^{\infty} dy \, y^2 \left( \frac{d\tilde{a}_{\nu}(y)}{dy} \right)^2
\]

which requires to first determine the field strength in dimensionless form. Trying for this the following ansatz

\[
\frac{d\tilde{a}_{\nu}(y)}{dy} = -\frac{1}{y^2} \left\{ 1 - \left( 1 + \tilde{f}_{\nu}(y) \right) e^{-y} \right\},
\]

the equation for the ansatz function \( \tilde{f}_{\nu}(y) \) is to be deduced from the Poisson equation in the dimensionless form (VI.71) and thus is found as

\[
\frac{d\tilde{f}_{\nu}(y)}{dy} - \tilde{f}_{\nu}(y) - 1 = -\frac{y^{2\nu+1}}{\Gamma(2\nu+2)}.
\]

In order that the field strength (D.2), i.e. the derivative of the potential \( \tilde{a}_{\nu}(y) \), remains finite at the origin \( (y = 0) \) one demands as an initial condition for \( \tilde{f}_{\nu}(y) \)

\[
\tilde{f}_{\nu}(0) = 0,
\]

and then the solution for \( \tilde{f}_{\nu}(y) \) contains the variational parameter \( \nu \) in the following form:

\[
\tilde{f}_{\nu}(y) = e^y - 1 - y^{2\nu+2} \left. \sum_{n=0}^{\infty} \frac{y^n}{\Gamma(2\nu+3+n)} \right.,
\]
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which simplifies for integer values of $2\nu$ to

$$
\tilde{f}_\nu(y) = \sum_{n=1}^{2\nu+1} \frac{y^n}{n!}.
$$

This solution may now be substituted back into the field strength (D.2) which in the general case (D.5) then reappears as

$$
\frac{d\tilde{a}_\nu(y)}{dy} = -e^{-y} \sum_{n=0}^{\infty} \frac{y^{2\nu+n}}{\Gamma(2\nu + 3 + n)}.
$$

Obviously the electric field strength is finite at the origin ($y = 0$) for $\nu = 0$ but is zero for $\nu > 0$, see fig. 1 of ref. [19]. Furthermore, by use of the result (D.7) the potential function $\varepsilon_{\text{pot}}(\nu)$ (D.1) becomes now

$$
\varepsilon_{\text{pot}}(\nu) = \frac{1}{2^{4\nu+3}} \sum_{m,n=0}^{\infty} \frac{1}{2^{m+n}} \frac{\Gamma(4\nu + 3 + m + n)}{\Gamma(2\nu + 3 + m) \cdot \Gamma(2\nu + 3 + n)}.
$$

For integer values of $2\nu$ (i.e. $2\nu = 0, 1, 2, 3, \ldots$) this potential function becomes simplified again considerably: first, one recasts the original definition (D.1) by means of some simple manipulations into the following form

$$
\int dy \ y^2 \left( \frac{d\tilde{a}_\nu(y)}{dy} \right)^2 = \int dy \ e^{-2y} \left( \frac{\tilde{f}_\nu(y)}{y} \right)^2 - 2 \int dy \ (e^{-y} - e^{-2y}) \cdot \tilde{f}_\nu(y) \frac{y}{y^2},
$$

and if the special function $\tilde{f}_\nu(y)$ (D.6) is substituted herein, one arrives at [13]

$$
\varepsilon_{\text{pot}}(\nu) = 2 \cdot \sum_{m,n=1}^{2\nu+1} \frac{1}{2^{m+n}} \cdot \frac{(m + n - 2)!}{m!n!} - 2 \cdot \sum_{n=2}^{2\nu+1} \frac{1}{n(n-1)} \cdot \left( 1 - \frac{1}{2^{n-1}} \right).
$$

Thus for the lowest values of $\nu$ one gets the following table (for $\nu = 0$ the second sum in (D.10) is to be omitted):

| $\nu$ | 0 | $\frac{1}{2}$ | 1 | $\frac{3}{2}$ | 2 | $\frac{5}{2}$ | 3 | $\frac{7}{2}$ |
|---|---|---|---|---|---|---|---|---|
| $\varepsilon_{\text{pot}}(\nu)$ | $\frac{1}{2}$ | $\frac{5}{16}$ | $\frac{11}{48}$ | $\frac{93}{512}$ | $\frac{193}{1280}$ | $\frac{793}{6144}$ | $\frac{1619}{14336}$ | $\frac{26333}{262144}$ |
|   | =0.500 | =0.3125 | =0.2291... | =0.1816... | =0.1507... | =0.1290... | =0.1129... | =0.1004... |
But as the dimensionsless Poisson identity (VI.70) says, the positron-electron interaction energy may also be viewed to be represented by the mass equivalent $\bar{M}^{[e]}c^2$ (VI.69) and then the potential function $\varepsilon_{\text{pot}}(\nu)$ appears in the following alternative form

$$\varepsilon_{\text{pot}}(\nu) = \frac{1}{\Gamma(2\nu + 2)} \int dy y \tilde{a}_\nu(y) \cdot \tilde{\Phi}(y)^2 = \frac{1}{\Gamma(2\nu + 2)} \int dy y^{2\nu + 1} e^{-y} \cdot \tilde{a}_\nu(y).$$  \hspace{1cm} (D.11)

If one wishes to calculate the potential function $\varepsilon_{\text{pot}}(\nu)$ in this alternative way (in contrast to (D.1)), one obviously has first to calculate the electric potential $\tilde{a}_\nu(y)$. The differential equation for $\tilde{a}_\nu(y)$ is given by (D.2), with $\tilde{f}_\nu(y)$ given by (D.5) in the general case, or by (D.6) for integer values of $2\nu$, resp. However, for elaborating the solution $\tilde{a}_\nu(y)$ of (D.2) for given $\tilde{f}_\nu(y)$ one has to fix the value of the potential $\tilde{a}_\nu(y)$ at the origin ($y = 0$) which works as an initial condition for that first-order equation (D.2). But how to fix that initial condition $\tilde{a}_\nu(0)$?

The solution of this problem comes from the standard potential $[p]A_0(r)$ (VI.39) which reads in the non-relativistic approximation

$$[p]A_0(r) = \frac{\alpha_s}{8} \int \frac{d^3 r' \cdot \tilde{\Phi}(r')^2}{||r - r'||} \hspace{1cm} (D.12)$$

or, resp., in dimensionless form for the selected trial function $\tilde{\Phi}(y)$ (VI.58)

$$\tilde{a}_\nu(y) = \frac{1}{4\pi \cdot \Gamma(2\nu + 2)} \int d^3 \tilde{y}' e^{-y'} \cdot y'^{2\nu - 1} \frac{y^{2\nu + 1}}{||\tilde{y} - \tilde{y}'||}. \hspace{1cm} (D.13)$$

Here it is obvious that this solution has the right limit form (i.e. Coulomb potential) in the asymptotic region ($y \to \infty$), i.e.

$$\lim_{y \to \infty} \tilde{a}_\nu(y) = \frac{1}{y} \hspace{1cm} (D.14)$$

cf. (III.60); and furthermore its value at the origin ($y = 0$) is found by explicit calculation of the integral in (D.13) as

$$\tilde{a}_\nu(0) = \frac{1}{2\nu + 1}. \hspace{1cm} (D.15)$$
But with both boundary conditions (D.14)-(D.15) being thus fixed, the solution of equation (D.7) for $\tilde{a}_\nu(y)$ is unique and looks as follows:

$$
\tilde{a}_\nu(y) = \frac{1}{2\nu + 1} \left\{ 1 - e^{-y} \cdot \sum_{n=0}^{\infty} \frac{n}{\Gamma(2\nu + 2 + n)} y^{2\nu+n} \right\}. \quad \text{(D.16)}
$$

For integer values of $2\nu$ i.e. $(2\nu = 0, 1, 2, 3 \ldots)$ this result is converted to

$$
\tilde{a}_\nu(y) = \frac{e^{-y}}{2\nu + 1} \cdot \sum_{n=0}^{2\nu-1} \frac{y^n}{n!} + \frac{1}{y} \left( 1 - e^{-y} \cdot \sum_{n=0}^{2\nu} \frac{y^n}{n!} \right). \quad \text{(D.17)}
$$

(for $\nu = 0$ the first term is to be omitted). And finally, the potential function $\varepsilon_{\text{pot}}(\nu)$ (D.11) emerges by means of the present potential $\tilde{a}_\nu(y)$ (D.16) as

$$
\varepsilon_{\text{pot}}(\nu) = \frac{1}{\Gamma(2\nu + 2)} \int dy \, y^{2\nu+1} e^{-y} \cdot \tilde{a}_\nu(y)
= \frac{1}{2\nu + 1} \left( 1 - \frac{1}{2^{4\nu+2} \cdot \sum_{n=0}^{\infty} \frac{n}{2^n \Gamma(2\nu + 2) \cdot \Gamma(2\nu + 2 + n)} \right), \quad \text{(D.18)}
$$

or for integer values of $2\nu$, resp.

$$
\varepsilon_{\text{pot}}(\nu) = \frac{1}{2\nu + 1} + \frac{1}{(2\nu + 1)!} \left( \frac{1}{2\nu + 1} \sum_{n=0}^{2\nu-1} \frac{(2\nu + 1 + n)!}{n! 2^{2\nu+2+n}} - \sum_{n=0}^{2\nu} \frac{(2\nu + n)!}{n! 2^{2\nu+1+n}} \right). \quad \text{(D.19)}
$$

Clearly, this latter result can equally well be used in order to generate those numbers which are displayed in the table below equation (D.10); for a plot of $\varepsilon_{\text{pot}}(\nu)$ see fig. 3.
Appendix E:

**Angular Part of the Ortho-Wave Amplitudes**

\((b)\mathcal{R}_\pm, (b)\mathcal{S}_\pm\)

The angular dependency of the wave amplitudes must necessarily transcribe to all the physical densities which originate from these amplitudes. Therefore it is worthwhile to inspect somewhat more closely the angular functions \(g_R(\vartheta), g_S(\vartheta)\) of the product ansatz \((VI.111a)-(VI.111b)\). Here it should be clear that the physical difference between the ortho- and para-configurations will originate from just the different angular structure of the corresponding densities. For instance, the ortho-analogy \((b)k_\phi\) of the para-current \((p)k_\phi\) \((VI.30)\) will surely appear in a rather different way because the angular dependency of \(g_R(\vartheta)\) and \(g_S(\vartheta)\), as the solutions of the coupled system \((VI.106a)-(VI.106b)\), cannot be of that simple form as their para-counterparts \(f_R(\vartheta)\) and \(f_S(\vartheta)\) \((VI.26a)-(VI.26b)\). Quite generally speaking, both ortho-functions \(g_R(\vartheta)\) and \(g_S(\vartheta)\) do enter the ortho-current \((b)k_\phi\) in the following way:

\[
(b)k_\phi = \frac{1}{2\pi} \left\{ \left( \frac{g_R(\vartheta)}{\sin \vartheta} \right)^2 \cdot \frac{\"R_+(r)\"R_-(r)}{r} - \left( \sin \vartheta \cdot g_S(\vartheta) \right)^2 \cdot \frac{\"S_+(r)\"S_-(r)}{r} \right\} - \cot \vartheta \frac{2\pi}{g_R(\vartheta)g_S(\vartheta)} \cdot \frac{\"R_+(r)\"S_-(r) + \"R_-(r)\"S_+(r)}{r} . \quad (E.1)
\]

Indeed, this result is obtained by simply substituting the transformations \(\{ (b)\mathcal{R}_\pm, (b)\mathcal{S}_\pm \} \Rightarrow \{ \"R_\pm, \"S_\pm \} \) \((VI.111a)-(VI.111b)\) with general angular functions \(g_R(\vartheta), g_S(\vartheta)\) into the general expression \((V.58c)\) for the ortho-current \((b)k_\phi\). Consequently, the wanted angular dependency of the ortho-current \((b)k_\phi\) is determined essentially by the (yet unknown) functions \(g_R(\vartheta)\) and \(g_S(\vartheta)\). This becomes more explicit by resorting to the identifications \((VI.112)\) which yields the following product structure of the ortho-current \((b)k_\phi\) \((E.1)\):

\[
(b)k_\phi = \frac{\tilde{\Omega}_+ \cdot \tilde{\Omega}_-}{2\pi r} \cdot \sin^2 \vartheta \left\{ \left( \frac{g_R(\vartheta)}{\sin^2 \vartheta} \right)^2 - g_S^2(\vartheta) - 2 \cos \vartheta g_S(\vartheta) \frac{g_R(\vartheta)}{\sin^3 \vartheta} \right\} . \quad (E.2)
\]
Obviously, this ortho-current \( \phi \) displays an angular characteristic quite different from its para-counterpart \( \phi \) (VI.30)!

The determination of the angular functions can be performed most conveniently by resorting to the decoupled second-order equations (VI.108a)-(VI.108b). Here it is advantageous to introduce the auxiliary variables \( x \) and \( z \) by

\[
\begin{align*}
x &\equiv \sin \vartheta \\
z &\equiv \cos \vartheta .
\end{align*}
\]

This is to be combined with the hypothesis that \( g_R(\vartheta) \) depends exclusively upon \( x \) and \( g_S(\vartheta) \) exclusively upon \( z \), i.e. we put

\[
\begin{align*}
g_R(\vartheta) &\equiv G_R(x) \quad (E.4a) \\
g_S(\vartheta) &\equiv G_S(z) . \quad (E.4b)
\end{align*}
\]

This arrangement recasts the second-order system (VI.108a)-(VI.108b) to the corresponding system for the new functions \( G_R(x) \) and \( G_S(z) \):

\[
\begin{align*}
(1 - x^2) \frac{d^2 G_R(x)}{dx^2} - \frac{2 - x^2}{x} \frac{dG_R(x)}{dx} &= (\dot{\ell}_O \ddot{\ell}_O) \cdot G_R(x) \quad (E.5a) \\
(1 - z^2) \frac{d^2 G_S(z)}{dz^2} - 3z \frac{dG_S(z)}{dz} &= (\dot{\ell}_O \ddot{\ell}_O) \cdot G_S(z) . \quad (E.5b)
\end{align*}
\]

The general shape of the latter equations suggests now to try some ansatz in terms of a power series expansion, i.e. we put

\[
\begin{align*}
G_R(x) &= \sum_{\rho=3}^{n_R} \rho_n x^n \quad (E.6a) \\
G_S(z) &= \sum_{n=1}^{n_S} \sigma_n z^n \quad (E.6b)
\end{align*}
\]

with constant coefficients \( \rho_n \) and \( \sigma_n \). For these coefficients one deduces by means of
standard techniques the following recurrence formulae:

\[ \rho_{n+2} = \frac{(\hat{\ell}_O \cdot \ddot{\ell}_O) + n(n-2)}{(n+2)(n-1)} \cdot \rho_n \]  
(E.7a)

\[ \sigma_{n+2} = \frac{(\hat{\ell}_O \cdot \ddot{\ell}_O) + n(n+2)}{(n+2)(n+1)} \cdot \sigma_n . \]  
(E.7b)

Since the proposed power series expansions (E.6a)-(E.6b) are adopted to stop at certain maximal integers \( n_R \) or \( n_S \), resp., there arises a halt condition for each series, namely

\[ (\hat{\ell}_O \cdot \ddot{\ell}_O) = -n_R(n_R - 2) \]  
(E.8a)

\[ (\hat{\ell}_O \cdot \ddot{\ell}_O) = -n_S(n_S + 2) . \]  
(E.8b)

Thus the maximal powers \( n_R \) and \( n_S \) are linked to each other by

\[ n_R = n_S + 2 \]  
(E.9)

\[ (n_S = 1, 3, 5, 7, ...) \]

and the allowed values for the product of the constants \( \hat{\ell}_O \) and \( \ddot{\ell}_O \) turn out as

\[ (\hat{\ell}_O \cdot \ddot{\ell}_O) = -n_R \cdot n_S \Rightarrow -3, -15, -35, ... \]  
(E.10)

A possible physical meaning of this product of the constants is seen more clearly by building the quantum number of orbital angular momentum \( \ell_O \):

\[ \ell_O^2 \div 1 - (\hat{\ell}_O \cdot \ddot{\ell}_O) = (n_S + 1)^2 \Rightarrow 4, 16, 36, ... \]  
(E.11)

Naturally, it is very temptive to interprete this in the way that ortho-positronium owns an orbital angular momentum of magnitude \( \ell_O \hbar \) (\( \Rightarrow 2\hbar, 4\hbar, 6\hbar, ... \)). But this would just meet with the intuitive expectation that each positronium constituent owns the same integer number of units (\( \hbar \)) of (orbital) angular momentum. However, one should not forget here that, in RST (as a fluid-dynamic theory), the physical observables are obtained by integration of the corresponding densities, not as the eigenvalues of certain Hermitian operators. Therefore such quantities as the above-mentioned discrete numbers \( \ell_O \) (E.11)
and their para-counterparts $\ell_P$ (VI.20a)-(VI.20b), or similarly the energy eigenvalue $E_*$ in the Schrödinger-like eigenvalue equations (VI.42) and (VI.118), are to be conceived as auxiliary objects which help to build up the true physical observables (e.g. the value $E_T$ of the energy functional $\tilde{E}_{[T]}$ upon some solution of the RST eigenvalue equations).

At first glance, the spacing of the ortho-numbers $\ell_O (\Rightarrow 2, 4, 6, ...)$ is twice the spacing of their para-analogies $\ell_P = 0, 1, 2, 3, ...$ (fig. 2); but a more thorough scrutiny reveals a certain dichotomic character of any value of $\ell_O$ so that the total number of physical states is (roughly) the same for the ortho- and para-configurations. In order to realize this dichotomy of the ortho-configurations more clearly, reconsider the definition of the ortho-number $\ell_O$ (E.11) and combine this with the equation (VI.117b)

$$\dot{\ell}_O + \ddot{\ell}_O = -2 \quad \text{(E.12)}$$

so that the two constants $\dot{\ell}_O$ and $\ddot{\ell}_O$, being originally introduced by equations (VI.106a)-(VI.106b), become fixed now in terms of $\ell_O$ in the following dichotomic way, namely either

$$\dot{\ell}_O = \ell_O - 1 \quad \text{(E.13a)}$$
$$\ddot{\ell}_O = -(\ell_O + 1) \quad \text{(E.13b)}$$

or the other way round (substituting $\ell_O \Rightarrow -\ell_O$)

$$\dot{\ell}_O = -(\ell_O + 1) \quad \text{(E.14a)}$$
$$\ddot{\ell}_O = \ell_O - 1 \quad \text{(E.14b)}$$

Indeed, both equations (E.11) and (E.12) are obeyed by each of these two possibilities.

But once the origin of the claimed dichotomy has become clear, one can look now for the physical consequences. From the mathematical viewpoint, one first wishes to see the integration constants $\sigma_1$ and $\rho_3$ of the solutions (E.6a)-(E.6b) being completely fixed. But this is not possible because one integration constant ($\rho_3$, say) must remain
free for the sake of normalization of the angular part of the wave functions (see equation (VI.131a)). Therefore it is possible to nail down only the ratio \( \frac{\sigma_1}{\rho_3} \). This, however, can easily be done by substituting the solutions \( g_R(\vartheta) \) and \( g_S(\vartheta) \), being associated with the auxiliary functions \( G_R(x) \) and \( G_S(z) \) (E.6a)-(E.6b), back into the original first-order system (VI.106a)-(VI.106b) which then yields

\[
\frac{\sigma_1}{\rho_3} = \begin{cases} 
-3 \frac{\ell_O}{\ell_O^2 - 1} = \frac{3}{\ell_O}, & \text{for } n_S = 1, 5, 9, \ldots \\
+3 \frac{\ell_O}{\ell_O^2 - 1} = -\frac{3}{\ell_O}, & \text{for } n_S = 3, 7, 11, \ldots 
\end{cases} \tag{E.15}
\]

Furthermore, the pair of auxiliary constants \( \dot{\ell}_O, \ddot{\ell}_O \) has already been shown to occur in two versions, cf. (E.13a)-(E.14b), and this of course transcribes then also to the ratio of integration constants (E.15), i.e.

\[
\frac{\sigma_1}{\rho_3} = \begin{cases} 
-3 \frac{1}{\ell_O + 1} & \text{for } \ell_O = 2, 6, 10, \ldots \\
+3 \frac{1}{\ell_O - 1} & \text{for } \ell_O = 4, 8, 12, \ldots 
\end{cases} \tag{E.16}
\]

and

\[
\frac{\sigma_1}{\rho_3} = \begin{cases} 
+3 \frac{1}{\ell_O + 1} & \text{for } \ell_O = 2, 4, 6 \\
-3 \frac{1}{\ell_O - 1} & \text{for } \ell_O = 4, 8, 12, \ldots 
\end{cases} \tag{E.17}
\]

The upper case of each of both equations (E.16)-(E.17) refers here to the first eigenvalue system (VI.113a)-(VI.113b); and the lower case to the second system (VI.115a)-(VI.115b). The subsequent table displays a collection for the three lowest-order cases \( \ell_O = 2, 4, 6 \).

Observe here that for the pairs \( \dot{\ell}_O, \ddot{\ell}_O \) (third column) and for the ratios \( \frac{\sigma_1}{\rho_3} \) (last column) one obtains always two different possibilities for a fixed value of \( \ell_O \) which entails the existence of two different physical states for any admitted \( \ell_O \). In the non-relativistic limit, both relativistic systems (VI.113a)-(VI.113b) and (VI.115a)-(VI.115b) collapse to the same non-relativistic equation (VI.118).
| $n_S$ | $n_R$ | $\ell_0$ ; $\tilde{\ell}_O$ | $\ell_0$ | $G_S(z)$ | $G_R(x)$ | $\frac{\sigma_1}{\rho_3}$ |
|-------|-------|-----------------|---------|---------|---------|----------------|
| 1     | 3     | $\frac{1}{3}$ ; $\frac{-3}{1}$ | 2       | $\sigma_1 \cdot z$ | $\rho_3 \cdot x^3$ | $\frac{-1}{3}$ |
| 3     | 5     | $\frac{3}{-5}$ ; $\frac{-5}{3}$ | 4       | $\sigma_1 \cdot (z - 2z^3)$ | $\rho_3 \cdot (x^3 - \frac{6}{5}x^5)$ | $\frac{3}{5}$ |
| 5     | 7     | $\frac{5}{-7}$ ; $\frac{-7}{5}$ | 6       | $\sigma_1 \cdot (z - \frac{16}{9}z^3 + \frac{16}{9}z^5)$ | $\rho_3 \cdot (x^3 - \frac{16}{9}x^5 + \frac{16}{7}x^7)$ | $\frac{-3}{7}$ |
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Appendix F: 

**Kinetic Energy** \( ^{(b)} \tilde{T}_{\text{kin}} \) of the Ortho-Configurations 

The most intricate contribution to the energy functional \( \tilde{E}_{[\Omega]} \) (VI.126) is surely the kinetic energy \( ^{(b)} \tilde{T}_{\text{kin}} \). First, the kinetic energy (IV.26)-(IV.27) reads in terms of the Pauli spinors \( ^{(b)} \varphi_{\pm}(\vec{r}) \) for the ortho-configurations

\[
^{(b)} T_{\text{kin}} = i \frac{\hbar c}{2} \int d^3 \vec{r} \left[ ^{(b)} \varphi_+^*(\vec{r}) \vec{\sigma} \cdot \vec{\nabla} ^{(b)} \varphi_+(\vec{r}) + ^{(b)} \varphi_-^*(\vec{r}) \vec{\sigma} \cdot \vec{\nabla} ^{(b)} \varphi_-(\vec{r}) \right],
\]

(F.1)

and when the Pauli spinors are decomposed here as shown by equations (V.50a)-(V.50b) the kinetic energy appears as a sum of three contributions

\[
^{(b)} T_{\text{kin}} = ^{(b)} T_r + ^{(b)} T_\vartheta + ^{(b)} T_\phi.
\]

(F.2)

The radial part \( ^{(b)} T_r \) itself consists of two contributions where the first of them refers to the wave amplitudes \( ^{(b)} R_{\pm}(\vec{r}) \) and the second to the amplitudes \( ^{(b)} S_{\pm}(\vec{r}) \):

\[
^{(b)} T_r = ^{(b)} T_r[R] + ^{(b)} T_r[S]
\]

(F.3)

with

\[
^{(b)} T_r[R] = - \frac{\hbar c}{16\pi} \int d^3 \vec{r} \left\{ ^{(b)} R_+^* \cdot \frac{\partial ^{(b)} R_-}{\partial r} + ^{(b)} R_+^* \cdot \frac{\partial ^{(b)} R_-}{\partial r} - ^{(b)} R_-^* \cdot \frac{\partial ^{(b)} R_+}{\partial r} - ^{(b)} R_-^* \cdot \frac{\partial ^{(b)} R_+}{\partial r} \right. \\
\left. + 3 \frac{(b)^* R_+ + (b)^* R_-}{r} \right\},
\]

(F.4)

and analogously for \( ^{(b)} T_r[S] \) where merely the replacement \( R \Rightarrow S \) must be applied. Just as the radial part \( ^{(b)} T_r \) is a collection of all derivative terms with respect to the radial variable \( r \), the longitudinal term \( ^{(b)} T_\vartheta \) collects the derivative terms with respect to the
angle $\vartheta$:

$$
(b) T_\vartheta = \frac{\hbar c}{16\pi} \int \frac{d^3r}{r} \left\{ e^{i2\varphi} \left[ (b) R_- \cdot \frac{\partial (b) S^*}{\partial \vartheta} + (b) R_+ \cdot \frac{\partial (b) S^*}{\partial \vartheta} - (b) S^*_+ \cdot \frac{\partial (b) R_-}{\partial \vartheta} - (b) S^*_- \cdot \frac{\partial (b) R_+}{\partial \vartheta} \right] + e^{-2i\varphi} \left[ (b) R^*_+ \cdot \frac{\partial (b) S^*}{\partial \vartheta} + (b) R^*_- \cdot \frac{\partial (b) S^*}{\partial \vartheta} - (b) S^*_- \cdot \frac{\partial (b) R^*_+}{\partial \vartheta} - (b) S^*_+ \cdot \frac{\partial (b) R^*_-}{\partial \vartheta} \right] \right\} . \quad (F.5)
$$

Finally, the azimuthal part $(b) T_\vartheta$ represents a collection of all the derivative terms with respect to the azimuthal angle $\varphi$ and looks as follows:

$$
(b) T_\vartheta = \frac{i\hbar c}{8\pi} \int \frac{d^3r}{r} \left\{ e^{2i\varphi} \left[ (b) R_- \cdot \frac{\partial (b) S^*}{\partial \varphi} - (b) R_+ \cdot \frac{\partial (b) S^*}{\partial \varphi} - (b) S^*_+ \cdot \frac{\partial (b) R_-}{\partial \varphi} + (b) S^*_- \cdot \frac{\partial (b) R_+}{\partial \varphi} \right] + e^{-2i\varphi} \left[ (b) S^*_- \cdot \frac{\partial (b) R^*_+}{\partial \varphi} - (b) R^*_+ \cdot \frac{\partial (b) S^*_-}{\partial \varphi} + (b) S^*_+ \cdot \frac{\partial (b) R^*_-}{\partial \varphi} + (b) R^*_- \cdot \frac{\partial (b) S^*_+}{\partial \varphi} \right] \right\} . \quad (F.6)
$$

In the next step, one substitutes herein the spherically symmetric approximations $\{VI.105a\}-\{VI.105b\}$ for the wave amplitudes $(b) R_\pm, (b) S_\pm$ and thus obtains for both radial parts $(b) T_r[R]$ and $(b) T_r[S]$:

$$
(b) T_r[R] \Rightarrow (b) T_r[R'''] = -\frac{\hbar c}{8\pi} \int d^3r \left( \frac{g_R(\vartheta)}{\sqrt{\sin^2\vartheta}} \right)^2 \left\{ \frac{"R_+(r)}{R_+} \cdot \frac{d"R_-(r)}{dr} - \frac{"R_-(r)}{R_-} \cdot \frac{d"R_+(r)}{dr} + 3 \frac{"R_+(r) \cdot "R_-(r)}{r^2} \right\} \quad (F.7a)
$$

$$
(b) T_r[S] \Rightarrow (b) T_r[S'''] = -\frac{\hbar c}{8\pi} \int d^3r \left( \sqrt{\sin \vartheta} \cdot g_S(\vartheta) \right)^2 \left\{ \frac{"S_+(r)}{S_+} \cdot \frac{d"S_-(r)}{dr} - \frac{"S_-(r)}{S_-} \cdot \frac{d"S_+(r)}{dr} + 3 \frac{"S_+(r) \cdot "S_-(r)}{r^2} \right\} . \quad (F.7b)
$$

Now one resorts to the ortho-identification of the wave amplitudes $\{VI.112\}$ and thus finds...
the radial kinetic energy \( (b) T_r \) in the following product form:

\[
(b) T_r \Rightarrow (b) \tilde{T}_r = -\frac{\hbar c}{2} \int \frac{d\Omega}{4\pi} \left\{ \left( \frac{g_R(\vartheta)}{\sqrt{\sin^3 \vartheta}} \right)^2 + \left( \sqrt{\sin \vartheta} \cdot g_S(\vartheta) \right)^2 \right\} \cdot \int dr \ r^2 \left\{ \frac{\tilde{\Omega}_+(r)}{r} \cdot \frac{d\tilde{\Omega}_-(r)}{dr} - \frac{\tilde{\Omega}_-(r)}{r} \cdot \frac{d\tilde{\Omega}_+(r)}{dr} + 3 \frac{\tilde{\Omega}_+(r) \cdot \tilde{\Omega}_-(r)}{r^2} \right\}. \tag{F.8}
\]

But this is indeed now a very pleasant result because the product structure allows us to apply here the separate normalization condition \((VI.131a)\) for the angular factor which then leaves the radial kinetic energy in the final form

\[
(b) \tilde{T}_r \Rightarrow [b] \tilde{T}_r = -\frac{\hbar c}{2} \int dr \ r^2 \left\{ \frac{\tilde{\Omega}_+(r)}{r} \cdot \frac{d\tilde{\Omega}_-(r)}{dr} - \frac{\tilde{\Omega}_-(r)}{r} \cdot \frac{d\tilde{\Omega}_+(r)}{dr} + 3 \frac{\tilde{\Omega}_+(r) \cdot \tilde{\Omega}_-(r)}{r^2} \right\}. \tag{F.9}
\]

In quite a similar way one may calculate the longitudinal kinetic energy \( (b) T_\vartheta \), and one finds the result again in form of a product structure, i.e.

\[
(b) T_\vartheta \Rightarrow [b] \tilde{T}_\vartheta = \hbar c \int \frac{d\Omega}{4\pi} \left[ \frac{g_R(\vartheta)}{\sqrt{\sin^3 \vartheta}} \cdot \frac{\partial}{\partial \vartheta} \left( \sqrt{\sin \vartheta} \cdot g_S(\vartheta) \right) - \sqrt{\sin \vartheta} \cdot g_S(\vartheta) \cdot \frac{\partial}{\partial \vartheta} \left( \frac{g_R(\vartheta)}{\sqrt{\sin^3 \vartheta}} \right) \right] \cdot \int dr \ r^2 \frac{\tilde{\Omega}_+(r) \cdot \tilde{\Omega}_-(r)}{r^2}. \tag{F.10}
\]

For the angular part one obtains here by use of the first-order angular system \((VI.106a)-(VI.106b)\)

\[
\int \frac{d\Omega}{4\pi} \left[ \frac{g_R(\vartheta)}{\sqrt{\sin^3 \vartheta}} \cdot \frac{\partial}{\partial \vartheta} \left( \sqrt{\sin \vartheta} \cdot g_S(\vartheta) \right) - \sqrt{\sin \vartheta} \cdot g_S(\vartheta) \cdot \frac{\partial}{\partial \vartheta} \left( \frac{g_R(\vartheta)}{\sqrt{\sin^3 \vartheta}} \right) \right] = \int \frac{d\Omega}{4\pi} \left\{ 2 \cos \vartheta \frac{g_R(\vartheta) \cdot g_S(\vartheta)}{\sin^2 \vartheta} - \frac{g_R^2(\vartheta)}{\sin^3 \vartheta} + \sin \vartheta \cdot g_S^2(\vartheta) \pm \ell_\vartheta \cdot \left[ \frac{g_R^2(\vartheta)}{\sin^3 \vartheta} + \sin \vartheta \cdot g_S^2(\vartheta) \right] \right\}. \tag{F.11}
\]

The term containing the quantum number \( \ell_\vartheta \) (of orbital angular momentum) would present no problem because one could apply again the normalization condition \((VI.131a)\) for the angular part of the charge density \( (b) k_0(\vec{r}) \). (The upper sign in front of \( \ell_\vartheta \) refers to the first possibility \((E.13a)-(E.13b)\) and the lower sign to the second possibility...)
But the other three terms on the right-hand side of (F.11) would not fit into the right picture of the ortho-configurations.

But fortunately, there is a third contribution to the kinetic energy $^{(b)}T_{\text{kin}}$ (F.2), i.e. the azimuthal part $^{(b)}T_\phi$. And indeed, this term is found to be again of the following product form:

$^{(b)}T_\phi \Rightarrow [b] \tilde{T}_\phi = \hbar c \int \frac{d\Omega}{4\pi} \left\{ \frac{2g_R^2(\vartheta)}{\sin^3 \vartheta} \cdot 2 \cos \vartheta \frac{g_R(\vartheta) \cdot g_S(\vartheta)}{\sin^2 \vartheta} \right\} \cdot \int dr \frac{2 \tilde{\Omega}_+(r) \cdot \tilde{\Omega}_-(r)}{r^2}.$

(F.12)

Obviously, it is just this form which is needed in order to bring the transversal kinetic energy $([b] \tilde{T}_\vartheta + [b] \tilde{T}_\phi)$ into the expected shape:

$[b] \tilde{T}_\vartheta + [b] \tilde{T}_\phi = (1 \pm \ell_{\cal C}) \hbar c \int \frac{d\Omega}{4\pi} \left[ \frac{g_R^2(\vartheta)}{\sin^3 \vartheta} + \sin \vartheta \cdot g_S^2(\vartheta) \right] \cdot \int dr \frac{2 \tilde{\Omega}_+(r) \cdot \tilde{\Omega}_-(r)}{r^2},$

(F.13)

or if the angular normalization (VI.131a) is used again

$[b] \tilde{T}_\vartheta + [b] \tilde{T}_\phi = (1 \pm \ell_{\cal C}) \hbar c \int dr \frac{2 \tilde{\Omega}_+(r) \cdot \tilde{\Omega}_-(r)}{r^2}.$

(F.14)

Observe the difference of this ortho-result with respect to its para-counterpart (VI.32b)!

Summarizing, one puts together all three partial results (F.9) and (F.14) and then ultimately finds for the desired kinetic energy $^{(b)}T_{\text{kin}}$ (F.2)

$^{(b)}T_{\text{kin}} \Rightarrow [b] \tilde{T}_{\text{kin}} = -\frac{\hbar c}{2} \int dr \frac{r \left\{ \frac{d\tilde{\Omega}_+(r)}{dr} \cdot \tilde{\Omega}_-(r) - \frac{\tilde{\Omega}_+(r)}{r} \cdot \frac{d\tilde{\Omega}_-(r)}{dr} \right\} + (1 \mp 2\ell_{\cal C}) \frac{\tilde{\Omega}_+(r) \cdot \tilde{\Omega}_-(r)}{r^2}}{d \Omega}.$

(F.15)

where the upper/lower sign in front of $\ell_{\cal C}$ refers to the first/second possibility (VI.113a)-(VI.113b)/(VI.115a)-(VI.115b).
Fig. 1:  *Azimuthal Para-Current* \([p]k_\phi(\vartheta)\)
Fig. 1: **Azimuthal Para-Current** $[^p]k_{\phi}(\vartheta)$

The azimuthal current $[^p]k_{\phi}$ (VI.30) is sketched for fixed radial variable $r$. The current strength vanishes on the cones $C_{1/2}, C_1, C_{3/2}, \ldots$ where it changes sign, and it becomes maximal between the cones, especially on the z-axis ($\vartheta = 0, \pi$). Therefore the magnetic field strength $\vec{H}_p$ is singular on the z-axis. For $l_P = 0$ (i.e. the para-groundstate) the polar curve is a circle centered in the origin. The flow direction of the para-current $\vec{k}_p = (^p)k_{\phi} \cdot \vec{e}_\phi$ becomes inverted across the cones (⊗ off-going; ⚪ approaching).
Fig. 2:  Non-Relativistic Para-Spectrum

The non-relativistic energy levels of para-positronium can be classified by the quantum number $\ell_p$ of orbital angular momentum ($\ell_p = 0, 1, 2, 3, \ldots$). For any (integer) value of $\ell_p$ there exists a subspectrum of excited states which may be enumerated by the “principal quantum number” $n_p$. Degeneracy does occur if states with the same $n_p$ (but different $\ell_p$) carry the same energy $E_T$; whether or not this is possible in the electrostatic, spherically symmetric and non-relativistic approximation can be clarified not until more
exact solutions of the para-eigenvalue problem (VI.42)-(VI.44) are at hand. For the use of approximate variational solutions, see fig.s 4a-4b. Observe also that the discreteness of the RST spectrum arises here without any reference to the (anti)-commutation of operators.
The interaction energy (VI.68)-(VI.70) for para-positronium is essentially determined by the potential function $\varepsilon_{\text{pot}}(\nu)$ (VI.70) and is continuously increasing (up to zero) with increasing trial parameter $\nu$ (VI.55). Concerning the values of $\varepsilon_{\text{pot}}(\nu)$ for the half-integer values of $\nu$ see the table in Appendix D. Since for $\ell_{\mathcal{P}} > 0$ the kinetic energy $E_{\text{kin}}$ (VI.65)-
(VI.66) becomes infinite for $\nu \to 0$, the total energy $E_T(\nu)$ (VI.84) develops a minimum (fig. 4) which represents the binding energy of para-positronium.
The energy function $E_T(\nu)$ (VI.84) has for any quantum number $\ell_P$ one minimum which represents the positronium binding energy. For $\ell_P = 0$ ($n_P = 1$) there occurs a boundary minimum at $\nu = 0$ which then yields exact coincidence of the corresponding RST prediction and its conventional counterpart $E_{\text{conv}}$ (VI.85). If one is willing to accept also weakly singular wave functions (i.e. $\nu < 0$) there occurs a local minimum also for $\ell_P = 0$, see fig. 4b. For $\ell_P > 0$ the local minima of the energy curves $E_T(\nu)$ predict the excited...
positronium energies not better than up to a deviation of some 10% because the chosen trial function $\tilde{\Phi}(r)$ (VI.55) is too simple for the excited states, see the table on p. 107.
Fig. 4b:  

**Non-Relativistic Groundstate Energy**

The energy curve $E_T(\nu)$ for the groundstate ($\ell_P = 0$) hits the conventional prediction $E_{\text{conv}}$ for vanishing variational parameter ($\nu = 0$). This then yields a boundary minimum if one wishes to exclude singular solutions which have $\nu < 0$ (fig. 4a). However if one admits a weak singularity ($\nu \lesssim 0$) one finds the true (local) minimum of the groundstate curve ($\ell_P = 0$) at $-7.23 \ldots [\text{eV}]$ for $\nu = -0.2049\ldots$. This supports the previous prediction of $-7.68\ldots [\text{eV}]$ which has been obtained by the use of hydrogen-like
wave functions, see ref. [12]. This latter method must be considered to yield a more exact estimation because it is based upon trial functions with more than the two variational parameters \((\beta, \nu)\) due to the present choice \(\tilde{\Phi}(r)\).
Fig. 5: Angular Factors $[^b]k_0(\vartheta)$ (VI.147) for Ortho-Positronium

The ortho-configurations do occur in two forms which are characterized by their different angular distributions $[^b]k_0(\vartheta)$ (VI.147a)-(VI.147b). The first distribution (VI.147a) (broken lines) is characterized by circles with center C at a distance $1/2\pi^2$ from the z-axis. The second distribution (VI.147b) (solid curves) equals the first one (VI.147a) on the intersections S with the three-cones of vertex angle $\vartheta(s) = \pi/3, 2\pi/3$. 
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For the spherically symmetric approximation both types of charge distributions $k_0(r, \vartheta)$ are replaced by the symmetric density $\tilde{\Omega}(r)/4\pi r$ which then generates the spherically symmetric potential $(^b)A_0(r)$ according to the Poisson equation (VI.151). By this neglection of the anisotropy, there arises the desired ortho/para degeneracy which thus appears as a very crude approximation within the framework of RST.
The ortho-current \((b)k_\phi(r, \vartheta)\) factorizes into a radial and a longitudinal part

\[
(b)k_\phi(r, \vartheta) = [b]k_\phi(r) \cdot [b]k_\phi(\vartheta),
\]

quite analogously to its para-counterpart \((p)k_\phi(r, \vartheta)\), see fig. 1. However, whereas the angular part \([p]k_\phi(\vartheta)\) of the para-current is unique for any value of \(\ell_P\), the present ortho-case \([b]k_\phi(\vartheta)\) for \(\ell_O = 2\) splits up into the two subcases (VI.150a)-(VI.150b)
with

\[ [b] k_\phi(\vartheta) = \left( \frac{2}{\pi} \sin \vartheta \right)^2 \cdot \begin{cases} 1, & \text{solid line} \\ \frac{1}{3} \left( 1 - 16 \cos^2 \vartheta \right), & \text{broken line} \end{cases} \]

Observe here that in the second case (broken line) the ortho-current \([b] k_\phi(r, \vartheta)\) changes sign on the three-cones determined by \(\cos^2 \vartheta = 1/16\).
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