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Abstract—Many mobile robotic platforms rely on an accurate knowledge of the extrinsic calibration parameters, especially systems performing visual stereo matching. Although a number of accurate stereo camera calibration methods have been developed, which provide good initial “factory” calibrations, the determined parameters can lose their validity over time as the sensors are exposed to environmental conditions and external effects. Thus, on autonomous platforms on-board diagnostic methods for an early detection of the need to repeat calibration procedures have the potential to prevent critical failures of crucial systems, such as state estimation or obstacle detection. In this work, we present a novel data-driven method to estimate the calibration quality and detect discrepancies between the original calibration and the current system state for stereo camera systems. The framework consists of a novel dataset generation pipeline to train CalQNet, a deep convolutional neural network. CalQNet can estimate the calibration quality using a new metric that approximates the degree of miscalibration in stereo setups. We show the framework’s ability to predict from a single stereo frame if a state-of-the-art stereo-visual odometry system will diverge due to a degraded calibration in two real-world experiments.

I. INTRODUCTION

In the emerging industries of autonomous robotic systems, such as micro aerial vehicles and self-driving cars, sensor calibration plays an essential role and is especially important for stereo visual sensor setups [1]. In order to estimate an accurate calibration, a sophisticated procedure [2] is usually performed beforehand, and the obtained parameters are kept for the life-cycle of the product. The most accurate and commonly used calibration methods involve the use of a known target board and require the user to perform expert calibration procedures [3], [4], [5]. However, the originally determined calibration parameters can lose their validity over time, due to environmental transients and external disturbances, such as mechanical shocks. Such changes will lead to unavoidable biases and errors in the processes that utilize the sensor data, for example state estimation or obstacle detection algorithms which can lead to critical failures of vital systems of the vehicle. Yet, as more and more autonomous platforms and applications emerge, the capability of users to perform sophisticated calibration task to update the calibration parameters should not be an expected requirement. Online target-less calibration methods also exist, but are computationally very expensive and less precise [6], [7], [8], [9]. Thus, fault detection [10] for warning the user about the need for recalibration in a timely manner, can greatly alleviate the dangers posed by degraded calibrations [11], regardless of which method for recalibration would be used.

In this work, we propose a data-driven method for detection of miscalibration for stereo camera setups, to bypass the need to recalibrate in order to check the validity of the current parameters. We propose a method in which for each specific stereo setup, a network is tailor trained to predict when a recalibration is necessary for the current setup.

Using a learning-based approach poses its own set of challenges, among which firstly is the lack of a publicly available large-scale dataset, that would feature life-long setups of stereo visual sensors where the calibration parameters degrade over time. To tackle this issue we adopt a similar semi-synthesized data generation approach as proposed in [12]. The second challenge is that the degree of miscalibration in the extrinsics of a stereo camera is difficult to quantify. A classic approach would be to calculate a degree of miscalibration by measuring the average distance of features to corresponding epipolar lines [13]. However, this procedure relies on feature matching for each stereo pair, which performs poorly at high disturbance. We address these challenges and provide the following key contributions:

- A novel metric, weighted overall disturbance effect (WODE), quantifying extrinsic miscalibration of stereo camera setups.
- A data generation pipeline to train a convolutional neural network (CNN) called CalQNet, that predicts from a single stereo frame whether the platform is miscalibrated.
- Experiments on calibration quality prediction performance and use cases in two real world experiments using ORB-SLAM2 [14].

II. RELATED WORK

One of the most common ways to evaluate the monocular and stereo camera calibration is using reprojection errors of known keypoints in the scene, e.g. by using calibration targets or fiducial markers [15]. In such controlled environments and under expert handling, accurate sensor calibrations can be obtained using a variety of methods [3], [4], [5], [16].

In addition to methods based on known target observations, target-less calibration methods have also been investigated, also due to their potential to be used online during the life-cycle of the sensor. Such calibration methods [6], [7], [8],
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[9] can be used during online operation and in unknown environments, since they rely on a joint optimization of tracked feature locations and camera parameters. Similarly, more robustness can be added by including external sensors as well into the problem, as proposed in [17], [18], where an inertial measurement unit is used in addition to a camera. However, all the aforementioned online calibration methods are computationally expensive, produce less accurate calibrations and potentially require additional external sensors. Due to these disadvantages, these methods are impractical for the purpose of confirming the validity of the current calibration parameters in the regular use of stereo camera systems.

Other online methods that do not directly deal with the calibration, but perform sensor fault detection, rely on correlating information from redundant sensors [19], [20], [21]. In addition to the computational requirements these methods are more costly since they require multiple sensors to integrate and work independently. Fault detection can also be indirectly done by performing sanity-checks on outputs of algorithms that rely on good calibrations [22]. In these cases it becomes ambiguous whether the reason for the fault was bad calibration, the type of motion or the current environment. Furthermore, for many systems, performing tasks with potentially failing algorithms can pose a severe safety threat. Many optimization based odometry methods such as ORB-SLAM2 [14] have been shown to be able to function with inaccurate calibrations, but at a significant degradation in performance.

In [12] the authors propose a learning-based algorithm for detecting when the intrinsic parameters of monocular cameras have diverged from the original calibration. This proves the capability and applicability of CNNs to detect mismatches between the observed environment and the undistorted image. However, the same method can not be directly applied to the sensor extrinsics problem, as the process of image undistortion is fundamentally different from stereo image rectification.

III. METHODOLOGY

In this section, our contributions are presented in detail. The dataset generation pipeline is explained in Section III-A. In Section III-B, our novel metric for miscalibration is defined. Finally, the neural network CalQNet and its training are detailed in Section III-C.

A. Dataset Generation

In a real-life scenario pre-calibrated parameters are usually stored and remain untouched, and what changes during calibration drift is the physical sensor setup. Thus, the most straightforward procedure to create a dataset to represent such a scenario, is to manually vary the extrinsics between sensors from the nominal one and take measurements with the disturbed setup. However, in this process re-calibration would be required each time the setup is perturbed in order to understand the deviation. This is time-consuming and impractical, especially since the procedure also needs to be repeated for each individual sensor setup. This repetition is necessary because we do not propose a generic solution for detecting when any sensor has a bad calibration, but instead we show that it is possible to fine-tune CalQNet to detect when a specific sensor and its current calibration are no longer valid. Thus, we adopt the strategy of semi-synthesisization, introduced in [12]. This includes modifying the calibration parameters by adding randomly generated disturbance and re-rectifying the stereo pairs accordingly. This is equivalent to the visual effect on a setup, where the “true calibration” is the disturbed one and the amount of miscalibration is the disturbance added.

In our stereo dataset generation pipeline, we assume each camera has been correctly calibrated, i.e., the intrinsics and distortion coefficients are known and remain valid throughout the process of stereo rectification, and only the extrinsics are considered variable. The true extrinsic transformation (translation, rotation) is denoted as $\Theta = \{x, y, z, \alpha, \beta, \gamma\}$. For each pair of raw camera images $I_{\text{left}}$ and $I_{\text{right}}$, a rectification map $M' = f(\Theta)^3$ can be calculated to obtain the rectified images $I'_{\text{left}}$ and $I'_{\text{right}}$ [15]. Due to the projective transformation and tangential undistortion process, the resulting rectified images have different shapes from the original images. Nevertheless, the use of a CNN requires a unified input size. Therefore, in order to account for all these restrictions, we define a validity mask $R$, which corresponds to the largest rectangular region in the rectified images containing only valid pixels, while retaining the aspect ratio of the original images. The cropped areas are further resized to the size of the raw images, filling the empty pixels with bilinear interpolation, to get the final sample images $\hat{I}_{\text{left}}$ and $\hat{I}_{\text{right}}$. An example of the stereo rectification process and validity mask is shown in Figure 1.

We use the calibration parameters $\Theta^*$ provided by the dataset as ground truth, and the resulting image pairs and rectification maps as $\hat{I}^*$ and $M^*$, respectively. To obtain samples of miscalibration, a random vector $d \in \mathbb{R}^6$ is sampled uniformly between $[-1.5d_{\text{thr}}, 1.5d_{\text{thr}}]$, where $d_{\text{thr}}$ is a manually set threshold so that the application is still expected to function. We train by sampling a higher interval so that CalQNet can learn to predict miscalibration cases where the target application is no longer expected to work. In our case, $d_{\text{thr}}$ is chosen according to the performance of ORB-SLAM2, which will be discussed in detail in Section IV. This process allows us to generate an arbitrarily large dataset for training a CNN with a relatively small number of raw images and one valid calibration.

B. Metrics for Quantifying Miscalibration

As described in Section III-A, stereo rectification with accurate intrinsics is a transformation parameterized by the extrinsic calibration parameters. Due to the continuous nature

\footnote{This mapping also depends on the camera intrinsics and distortions. However, in our notation this effect is excluded by our assumption that they remain fixed.}
of these parameters, one can apply arbitrarily small disturbance to the calibration. Furthermore, the same amount of disturbance applied to different directions has a different effect on the mapping, as shown in Figure 2.

Therefore, we propose adding weight terms to quantify the different effects on the transformation. This is achieved by capturing the influence of each degree of freedom $i$ in $\Theta$. During the stereo rectification, image planes of stereo cameras are rotated with corresponding projective transformation matrices $H_{left}(d)$ and $H_{right}(d)$ to make both images co-planar, which are dependent of the extrinsic parameters. Thus, we calculated a weight $w_i$ based on how much the original plane is rotated differently from the true calibration, i.e.

$$w_i(d_i) = \sum \left\| \text{Rodrigues}(H_{left,i}^{-1}(d_i) \cdot \hat{H}_{left}^* ) \right\|_2 + \sum \left\| \text{Rodrigues}(H_{right,i}^{-1}(d_i) \cdot \hat{H}_{right}^* ) \right\|_2,$$  

where $i$ is the index of image pairs, and $\hat{H}_{left}^*$ and $\hat{H}_{right}^*$ are the projection matrices calculated using the true transformation vector. The inverse of the matrices calculated with disturbed parameters are multiplied with the ones from true parameters and then converted to rotation vectors. As the calculation of such projective transformations is dependent on both the translation and rotation between the two cameras, this process quantitatively captures the relative difference between the effects on the resulting rectified image plane for the same amount of disturbance in different DoF. Finally, the overall effect WODE $\delta$ is calculated as the weighted sum of disturbances in all directions

$$\delta = \sum_{i \in \text{DoF}} \left\| w_i(d_i) \cdot d_i \right\|,$$  

For training, $\delta$ is further normalized in order to achieve $\bar{\delta} = 1$ for the fully disturbed case, i.e. disturbing every DoF with $\delta_{thr}$

$$\bar{\delta} = \frac{\delta}{\delta_{thr}} = \frac{\sum_{i \in \text{DoF}} \left\| w_i(d_i) \cdot d_i \right\|}{\sum_{i \in \text{DoF}} \left\| w_i,thr \cdot d_{thr} \right\|},$$  

where $\delta_{thr}$ is the normalization factor and $w_i,thr$ is the weight calculated with $d = d_{thr}$ in Equation (1) on the corresponding DoF. We choose to normalize the distribution of WODE for training to avoid numerical instability in the network, when $d_{thr}$ is chosen to be very small. Furthermore,
C. Network for Detecting Stereo Miscalibration

The architecture of the WODE prediction network CalQNet for stereo cameras is presented in Figure 3. The base network is adopted from [12], and transformed into a Siamese architecture [24], where two branches of CNNs share the same structure and weights. Images pairs are rectified and fed separately through the convolutional backbone and the outputs are concatenated together as an input to a dense network for final predictions of the calibration validity.

During training, mean squared error loss is applied to the error between the networks WODE prediction and the ground truth WODE. The loss is optimized using the ADAM optimizer [25] with a reductive learning rate (halved every 20 epochs). Dropout [26] is applied to avoid over-fitting and the network parameters are initialized with Xavier’s initialization method [27].

IV. EXPERIMENTS AND EVALUATIONS

In this section, we evaluate our trained model and metric on two publicly available datasets. The results of evaluating the trained models are discussed in Section IV-A. The evaluation of WODE as a metric is detailed in Section IV-B. Finally, in Section IV-C we show how WODE and CalQNet can be used in conjunction with an odometry system.

A. Miscalibration Detection with a Network

To evaluate the performance of CalQNet in predicting WODE, we show results on the widely used KITTI [23] and EuRoC [28] datasets, which feature various stereo camera setups. For KITTI we only use the sequences from September 26, 2011 and perform a random split into 80 % for training data and the rest for testing. A similar split is performed for all the sequences in EuRoC. We add uniformly sampled translational and rotational disturbance to the ground truth calibration as detailed in Section III-A. The thresholds for sampling are $d_{thr, KITTI} = 0.05$ and $d_{thr, EuRoC} = 0.025$, expressed in meters or radians. The threshold values were determined empirically based on the range of values within which an odometry system might still work. The two datasets have different threshold due to the very different stereo setups with which they were recorded. The choice of $d$ results in maximal WODE values of around $\delta_{max} = 2$.

The performance of CalQNet is first evaluated on image pairs which were used for training, but with new random disturbances (seen scene). Secondly, new images from the test set are evaluated with random disturbances (new scene). As shown in Figures 4 and 5 CalQNet is able to capture the general trend for the sensor setup, even from scenes that the network has never encountered before, though performing not as well as on the seen scenes.

In addition, CalQNet appears to perform worse in both cases when WODE is extremely high. This performance drop could be caused by the training disturbances which are generated randomly from a uniform distribution between $\pm 1.5d_{thr}$, result in a non-uniformly distributed $\delta$ with larger values being less frequent. The second possible reason is that the cropping and resizing introduced in Section III-A result in a worse image quality with larger disturbances. Moreover, motion distortion and blur, although present in the data captured in a moving vehicle, are not explicitly addressed by the analysis, and therefore the results also account for them. Although the network structure of CalQNet is relatively simple, and potential performance could be gained by using more modern architectures, the experiments demonstrate the sensitivity of CalQNet to artifacts caused by wrong calibrations.

B. WODE and Calibration Parameters

The most common way to evaluate stereo rectification related algorithms is by utilizing epipolar geometry. Thus, it is of interest to compare our metric with such an approach. We calculate the root mean squared distances $e_{epi}$ of matched SIFT features [29] in a stereo image to their
corresponding epipolar lines. The influences on WODE and \( e_{\text{epi}} \) from disturbances in different degrees of freedom are shown in Figures 6 and 7. Calculations are based on the KITTI 2011-09-26 calibration session and EuRoC MH.01 easy sequences.

Both metrics grow as the extrinsic parameters diverge from the provided calibration. This means that for both metrics larger scores represent larger disturbances. However, it can be observed in Figures 6 and 7 that \( e_{\text{epi}} \) has more discontinuities and is less smooth than the analytically calculated WODE. This is mainly due to the fact that the number of features successfully detected and matched decreases when disturbances increase and even fails to detect any features after a certain point, as shown in Figure 8.

Furthermore, disturbances in the same category (translation, rotation) have similar influence on WODE, with the exception of the direction of the baseline where the influence on WODE is minimal. This further helps WODE to generalize in capturing the calibration quality when all DoFs are disturbed, as they have a more balanced effect on the total miscalibration metric.

C. WODE and Odometry Algorithm Performance

One way to quantify the calibration quality, from a deployment perspective in a real system, is by evaluating how much the error in calibration influences the task performance, e.g. errors in SLAM or odometry. Hence, we conducted experiments with ORB-SLAM2 [14] on both the KITTI and EuRoC datasets, in order to better evaluate the newly proposed metric WODE. Images are rectified with randomly disturbed extrinsic parameters in all 6 DoF. Trajectories extracted by the odometry algorithm are compared with the provided ground truth using the trajectory evaluation toolbox [17]. Figure 9 and Figure 10 show the relationship between both \( e_{\text{epi}} \) and WODE w.r.t. the root mean squared error (RMSE) of the trajectory estimate from ORB-SLAM2 on KITTI and EuRoC, respectively, as well as the success rate of ORB-SLAM2. Successful is defined as ORB-SLAM2 finishing odometry on a given trajectory regardless of the drift. Thus, in a non-successful or diverged run, ORB-SLAM2 loses track and cannot continue its operation.

Based on Figures 4 and 5, which show the prediction accuracy of CalQNet for KITTI and EuRoC, we can calculate a standard deviation of \( \sigma_{\text{KITTI}} = 0.130 \) and \( \sigma_{\text{EuRoC}} = 0.113 \) for unseen scenes on KITTI and Euroc, respectively. Assuming a two \( \sigma \) confidence interval for predicting WODE, and an arbitrarily chosen operating point, for example an RMSE drift of no more than 75 m for KITTI and 2 m for EuRoC, respectively, we can now calculate from Figure 9 and Figure 10 how well we can predict miscalibration in these conditions. In this case the true positive rate will be the number of successful runs of ORB-SLAM2, where the drift is lower than the threshold and the WODE value is within the confidence interval around zero (meaning we predict the
calibration remains unchanged). Similarly true negatives are all the runs that diverge or have a drift higher than the threshold and also have a WODE value that is further from zero than the confidence interval of prediction (meaning we predict the calibration has changed). Therefore, for KITTI we have an accuracy of 62% on predicting how likely we are to maintain our target performance given the current calibration. As an additional advantage, our method has a very high precision of 99%, meaning that we are very unlikely to trigger a recalibration unnecessarily, i.e. reporting a false positive. Similarly for EuRoC, for an arbitrary operating point of 2m RMSE and the same confidence interval of two $\sigma$, we achieve an accuracy of 86% and a precision of 97%.

Not taking the failure cases into account, in Table I we calculate the Spearman’s rank correlation coefficient between ORB-SLAM2 drift and the $e_{\text{epi}}$ and WODE metrics presented in Figure 9 and Figure 10. On KITTI, only WODE shows a significant correlation with the RMSE. On EuRoC, both $e_{\text{epi}}$ and WODE have a significant moderate correlation with the RMSE, but the correlation with WODE is stronger. This shows that WODE is a better metric than $e_{\text{epi}}$ to measure the expected performance of a stereo visual odometry algorithm. Overall, small WODE values correlate not only to a small trajectory error with ORB-SLAM2, but also to a higher success rate regarding the odometry diverging. The prediction accuracy and confidence could further be increased by using a sequence of predictions from different images to obtain a final decision.

Our newly proposed metric weighted overall disturbance effect (WODE) successfully captures the degree of distortion from extrinsic miscalibration without depending on explicit traditional feature extraction and matching. We have exploited the semi-synthetic data generation introduced by [12] and successfully trained a simple neural network architecture to regress WODE from a single stereo image. In two real-world experiments covering both autonomous driving and micro aerial vehicle applications, we show that CalQNet is able to predict the divergence of ORB-SLAM2 [14] due to a bad calibration with high confidence and an accuracy between 62% and 86%. CalQNet can be deployed on-board a mobile robotic platform, where it could run at a very low frequency online to prevent potential degradation of a stereo camera system’s calibration, due to mechanical wear or other external factors. Currently, the network only performs the detection based on a single frame, which may cause inconsistency among consecutive frames. Further improvement is possible by introducing sequences and using the recurrent information.

### V. Conclusion

Not taking the failure cases into account, in Table I we calculate the Spearman’s rank correlation coefficient between ORB-SLAM2 drift and the $e_{\text{epi}}$ and WODE metrics presented in Figure 9 and Figure 10. On KITTI, only WODE shows a significant correlation with the RMSE. On EuRoC, both $e_{\text{epi}}$ and WODE have a significant moderate correlation with the RMSE, but the correlation with WODE is stronger. This shows that WODE is a better metric than $e_{\text{epi}}$ to measure the expected performance of a stereo visual odometry algorithm. Overall, small WODE values correlate not only to a small trajectory error with ORB-SLAM2, but also to a higher success rate regarding the odometry diverging. The prediction accuracy and confidence could further be increased by using a sequence of predictions from different images to obtain a final decision.

### Table I: P-value ($p$) and Spearman’s rank correlation coefficient ($r$) between ORB-SLAM2 drift (ignoring failure cases) and the different metrics on the KITTI and EuRoC datasets

| Metric | KITTI | EuRoC |
|--------|-------|-------|
| $e_{\text{epi}}$ | 0.00013 | 0.24 |
| WODE   | 0.00002 | 0.01 |
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