van der Waals-corrected density functional study of electric field noise heating in ion traps caused by electrode surface adsorbates
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Abstract

In order to realize the full potential of ion trap quantum computers, an improved understanding is required of the motional heating that trapped ions experience. Experimental studies of the temperature-, frequency-, and ion–electrode distance-dependence of the electric field noise responsible for motional heating, as well as the noise before and after ion bombardment cleaning of trap electrodes, suggest that fluctuations of adsorbate dipoles are a likely source of so-called ‘anomalous heating,’ or motional heating of the trapped ions at a rate much higher than the Johnson noise limit. Previous computational studies have investigated how the fluctuation of model adsorbate dipoles affects anomalous heating. However, the way in which specific adsorbates affect the electric field noise has not yet been examined, and an electric dipole model employed in previous studies is only accurate for a small subset of possible adsorbates. Here, we analyze the behavior of both in-plane and out-of-plane vibrational modes of twenty-one adsorbate–electrode combinations within the independent fluctuating dipole model, utilizing accurate first principles computational methods to determine the surface-induced dipole moments. We find that the chemical specificity of the adsorbate can change the electric field noise by seven orders of magnitude and specifically that soft in-plane modes of weakly-adsorbed hydrocarbons produce the greatest noise and ion heating. We discuss the dynamics captured by the fluctuating dipole model, namely the adsorbate-dependent turn-on temperature and electric field noise magnitude, and also discuss the model’s failure to reproduce the measured $1/\omega$ noise frequency scaling with a single adsorbate species. We suggest future research directions for improved, quantitatively predictive models based on extensions of the present framework to multiple interacting adsorbates.

1. Introduction

Due to their relative isolation, trapped ions allow unique access to the quantum world. Their properties have long been exploited in atomic clocks and metrology. [1–3] Looking forward, they hold the promise of becoming the principle components of the quantum computers of the future. [4, 5] Whether trapped ions will fulfill this role will ultimately depend upon their ability to remain coherent long enough to implement error correcting codes. [6, 7] A significant contributor to the decoherence of trapped ions is motional heating, which causes the ions to be excited from their ground states into higher-lying vibrational states [3, 8, 9]. For instance, for a particular Molmer–Sorensen gate [10] to achieve a fidelity of 99.9%, the heating rate must be below ~100 quanta s$^{-1}$ [11]. However, the heating rate in typical ion traps can be higher than 7000 quanta s$^{-1}$ [11]. Because the magnitude of this noise greatly exceeds that attributable to the ubiquitous Johnson–Nyquist noise, [11] this heating has been dubbed anomalous heating. In order to realize practical quantum computers, ion traps will need to be reduced in size [8]. Because heating rates scale as an inverse power of the ion–electrode distance, the ions in future architectures will...
be exposed to even greater noise as their distances from the electrodes are reduced. Developing strategies to minimize this noise will therefore be essential to the development of ion trap quantum computers.

Anomalous heating has been the subject of experimental investigation for several years. In 2000, Turchette et al [13] measured the heating rates of trapped ions in a variety of traps of different geometries and sizes, determining that the electric field noise scales with trap frequency as $\omega^{-\alpha}$, with $0.7 \leq \alpha \leq 1.5$, and ion–electrode distance as $d^{-3.8}$. Deslauriers et al reported similar results in 2006, measuring a $d^{-3.5}$ distance scaling of the noise, [14] while Boldin et al measured $d^{-3.2}$ [15] and Seldlacek et al determined the distance scaling to be $d^{-4.0}$ or $d^{-3.5}$, depending on the temperature and assuming that the electric field noise is constant over the chip [16]. We note that other trap geometries can yield a different distance scaling, for example, Hite et al found $d^{-3.7}$ for a unique trap that positions the ion in close proximity to a sample material surface [17]. The experimentally determined distance scalings for planar traps are roughly consistent with those predicted by patch potential models of local regions of fluctuating potential, [18, 19] which predict a $d^{-4}$ scaling for a planar trap with $d \gg \xi$, where $\xi$ is the fluctuation correlation length. Such distance scalings are inconsistent with thermal electronic (Johnson) noise produced by metallic electrodes. Cryogenic temperatures have been shown to dramatically reduce the electric field noise, which ‘turns on’ between 40 and 70 K, [20, 21] suggesting that the fluctuations are thermally activated. Furthermore, the noise is relatively insensitive to substrate choice. [21] Laser cleaning has been demonstrated to reduce the electric field noise in one experiment, [22] while in another experiment, without cleaning, the field noise increased over time, [23] suggesting contaminants are a likely noise source. Using Auger spectroscopy, Hite et al [12] found that carbon was present on their trap surfaces before cleaning and that Ar ion beam bombardment of Au electrodes can reduce the anomalous heating rate from 7000 to 43 quanta s$^{-1}$. As a result, they postulated that hydrocarbons may be a significant noise source. Danilidis et al [24] also presented a study of the effect of ion bombardment, in this case on Al/Cu electrodes, which showed that cleaning reduces carbon and oxygen Auger signatures as well as the heating rate in one device, from 200 to 3.8 quanta s$^{-1}$. They furthermore found that, 40 d after cleaning, portions of the oxygen and carbon were re-adsorbed, while the heating rate remained relatively small, demonstrating that the surfaces may not need to be atomically clean for the heating rates to be reduced and that the molecular identity of the adsorbates may be important.

Theoretical and computational investigations into microscopic surface sources of electric field noise include analytical models of randomly distributed fluctuating surface potentials, [18, 19] simulations of adsorbate diffusion, [25, 26] as well as first principles calculations of hydrogen on Au contacts [27] and hydrogen on monolayers of He or N on Au [28]. Using a surface physisorption model and density functional theory (DFT), Safavi-Naini et al [27] studied the heating rates produced by electrodes covered with hydrogen atoms. The hydrogen electric dipoles were modeled assuming that the atoms interacted with their image charges in the metal [29]. Based upon these assumptions, it was shown that a $\omega^{-1}$ frequency dependence arises in the dipole fluctuation spectra in certain frequency regimes [27, 28]. This study demonstrated the promise of the patch potential model, however, the specific calculations used for surface–adsorbate interactions do not capture van der Waals forces and the dipole moment model does not capture the charge transfer arising from covalent and ionic bonding. Therefore, these theoretical treatments qualitatively fail for adsorbates for which these interactions play a role. In addition, the $\omega^{-1}$ frequency dependence obtained in that work was based upon model interaction potentials, electric dipole moments, and masses that do not correspond to many realistic adsorbates.

In the following, we present a first principles methodology to obtain species-specific noise spectra, within the independent fluctuating dipole model, that is applicable to all adsorbates and utilizes highly accurate computed adsorption potentials and dipole moments. We examine H, Ne, C, S, O, N$_2$, O$_2$, water (H$_2$O), carbon monoxide (CO), carbon dioxide (CO$_2$), methane (CH$_4$), acetylene (C$_2$H$_2$), ethene (C$_2$H$_4$), ethane (C$_2$H$_6$), and benzene (C$_6$H$_6$) adsorbates on Au using a van der Waals corrected density functional, the vdW-DF-cx [30]. We also consider H, S, CO, and CH$_4$ on Ag and S, CO, and CH$_4$ on Nb to study the influence of a different electrode material. After selecting for experimental relevance, several other species were examined primarily to demonstrate particular binding regimes, e.g. Ne as a vdW bound atom, or to establish trends, e.g. light hydrocarbons versus heavier hydrocarbons. The resulting set of adsorbates spans a range of covalently bonded, weakly bonded, monatomic, and molecular species with varying symmetries and permanent dipole moments. To compute the dipole moment of the adsorbed species, we perform an integration of the DFT-calculated charge density, which accurately accounts for the effects of binding, the electrode surface dipole’s interaction with the adsorbate, and the adsorbate’s interaction with its image charge. Notably, the DFT-calculated dipoles are qualitatively different than those calculated based upon an image-charge-interaction-only model; [29] for example, we find that the DFT-calculated dipoles can change direction as a function of the adsorbate–electrode distance, which is not captured by the image-charge-interaction model. These more accurate interaction potentials and dipoles are then used in temperature- and frequency-dependent noise master equation calculations that yield dipole- and electric-field fluctuation spectra. For each adsorbed species, we use these spectra to calculate the resulting trapped ion heating rate as a function of temperature, trap frequency, adsorbate surface density, and ion–electrode distance.
The results of these calculations reveal the successes and limitations of the independent fluctuating dipole model applied to realistic candidate adsorbates. The calculated electric field noise spectra for individual adsorbates exhibit white noise at low frequencies and cross over to a $1/\omega^2$ scaling at higher frequencies, contrary to the roughly $1/\omega$ spectrum observed experimentally near the trap frequency. For realistic adsorbates, a model beyond the independent dipole model, including, for example, intramolecular interactions as adsorbate densities increase or the dynamics of multiple adsorbed species, is required to capture the observed frequency dependence. We show that the noise turn-on temperatures of hydrocarbon adsorbates are 30–50 K, close to the experimentally observed range of 40–70 K, while strongly bound individual atoms have turn-on temperatures above 200 K. The qualitative ranking of the possible effects on heating from different adsorbates is predicted, albeit as a lower bound, since only sub-monolayer coverages can be treated by this model and the effects of surface defects and other sources of heating are neglected.

We find that hydrocarbons produce the highest trapped ion heating rates, due to their weak surface interaction potentials. We also find that lower-energy in-plane vibrational modes can produce significantly greater electric field noise than out-of-plane modes for many species, and the complexity of the in-plane mode structure results in a $1/\omega^\alpha$ scaling, with $0 < \alpha < 2$, over a wider range of frequencies. The analysis of the effects of in-plane modes suggests possible processes that produce the measured $1/\omega$ spectrum and future models to capture such dynamics.

2. Methods

To explore how specific adsorbates influence electric field noise spectra in the independent fluctuating dipole regime, we develop a multi-step approach based solely upon system parameters and ab initio electrode–adsorbate interaction potentials to calculate noise spectra over a wide range of trap frequencies and temperatures.

Previous work [13, 27] has shown that when fluctuating electric fields couple to the motion of a trapped ion, the ion’s heating rate, $\hat{n}$, may be written as

$$\dot{n} = \frac{q^2}{2m_i \hbar \omega_i} S_E(\omega_i),$$

(1)

where $\omega_i$ is the frequency at which the ion is trapped, $q$ is the ion’s charge, $m_i$ is the ion’s mass, and $S_E(\omega) = \int_{-\infty}^{\infty} d\tau \langle \delta E(\tau) \delta E(0) \rangle e^{i\omega\tau}$ is the frequency spectrum of the fluctuating electric fields. While the source of these fluctuating electric fields has long been debated, [11] they have previously been modeled by a family of patch potentials [11, 18, 31, 32]. These models posit that anomalous heating may be attributed to local variations of the potential above electrode surfaces, due either to surface adsorbates or different crystal orientations, [31, 32] and can account for the experimentally-suggested $d^{-4 \alpha}$ dependence of the heating rate with the distance $d$ between the electrode surface and the trapped ion. In this work, we investigate the electric field noise spectrum, $S_E(\omega)$, arising from the dipole–dipole fluctuation spectrum, $S_{d}(\omega)$, of adsorbed atoms or molecules on the electrode surface. The relation between these quantities is given by either

$$S_E(\omega) = \frac{3\pi\sigma S_{d}(\omega)}{2(4\pi\epsilon_0)^2 d^4},$$

(2)

for out-of-plane dipole fluctuations, or

$$S_E(\omega) = \frac{\pi\sigma S_{d}(\omega)}{(4\pi\epsilon_0)^2 d^4},$$

(3)

for in-plane dipole fluctuations, where

$$S_{d}(\omega) = \int_{-\infty}^{\infty} d\tau \langle \mu_z(\tau) \mu_z(0) \rangle e^{i\omega\tau},$$

(4)

$\mu_z(\tau)$ represents the magnitude of the dipole at time $\tau$, and $\sigma$ is the average areal density of adsorbates. Being able to accurately compute $S_{d}(\omega)$ is therefore fundamental to being able to accurately predict electric field noise spectra and the associated ion heating rate, within this model.

In this work, we adopt an approach to compute the dipole–dipole spectrum similar in spirit to that employed by Safavi-Naini et al [27, 28]. Here, it is extended using first principles methods to accurately capture the specific interactions between a number of experimentally relevant and theoretically illustrative adsorbates and the trap electrode surfaces. We perform DFT calculations to obtain the electrode–adsorbate interaction potential energy, $U(z)$, and electric dipole moment, $\mu(z)$, for a variety of electrode–adsorbate combinations at a range of heights, $z$, above the surface, from which $S_{d}(\omega)$ can be derived. We employ the Vienna Ab-Initio Software Package
We aim to quantitatively calculate trapped ion heating rates due to fluctuating induced electric dipole moments created by adsorbed species on the electrodes. To achieve this, we require accurate adsorbate–electrode interaction potentials and induced dipole moments, which we calculate using the highly accurate vdW-DF-cx van der Waals corrected density functional. We consider H, Ne, C, S, O, N2, O2, water (H2O), carbon monoxide

\[ \rho(\vec{r}, z) = \int d\vec{r}' \rho(\vec{r}', z) \rho(\vec{r}'), \]

where \( \rho(\vec{r}', z) \) represents the charge density of the adsorbate–electrode system at position \( \vec{r} \) when the adsorbate is located at a height \( z \) above the surface. A representative DFT model for the interaction of a benzene molecule with a gold surface is depicted in figure 1. The DFT–derived potential energy landscapes, \( U(z) \), are used to calculate the energies and wavefunctions of each adsorbate’s bound quantum vibrational states, by solving the Schrödinger equation for each potential. The average dipole in each vibrational state, \( \langle \hat{\mu} \rangle \), is then given by

\[ \mu_{z,i} = \langle \hat{\mu}(z) \rangle. \]

The transition rates that ultimately dictate the time-dependence of the dipole fluctuations are calculated from Fermi’s Golden Rule, as written here for the absorption of a phonon from the metal electrode by the adsorbate:

\[ \Gamma_{f,i} = \frac{1}{2\pi\hbar\rho} \left( \frac{2}{\nu_f^2} + \frac{1}{\nu_i^2} \right) |\mathcal{M}|^2 (n_i(\hbar\omega) + 1), \]

where \( \hbar\omega \) is the energy difference between the initial and final adsorbate vibrational states, \( \rho \) is the density of the electrode material, \( \nu_f \) and \( \nu_i \) are the transverse and longitudinal sound velocities of the electrode material, \( n_1, n_2, n_3 \) denotes the adsorbate vibrational state with mode numbers indicated for each of the three directions (\( f \) and \( i \) denote final and initial states), \( \frac{d}{dz} U(\vec{r}_m, \{ \vec{r}_i \}) \) is the derivative in the first direction of the binding potential with the adsorbate at position \( \vec{r}_m \) and electrode atom positions \( \{ \vec{r}_i \} \), and \( n_i(\hbar\omega) = (e^{\hbar\omega/k_B T} - 1)^{-1} \) is the electrode material phonon distribution function. Equation (7a) follows Safavi-Naini et al. [27] but has been rederived to include adsorbate vibrations in multiple directions, account for different transverse and longitudinal electrode phonon dispersions, and include a factor of \( \frac{d}{dz} \) that arises from integrating over the projection of the surface phonon eigenvectors onto the direction of adsorbate vibration. We solve a master equation with these transition rates using kinetic Monte Carlo to obtain the dipole fluctuation spectrum, \( S_\rho(\omega) \), from which we then obtain \( S_\mu(\omega) \) and the heating rate \( \dot{\mathcal{H}} \), via equations (1)–(3). Further technical details of our approach are given in the supplemental materials. [see footnote 4]

3. Results and discussion

3.1. Adsorbate interaction potentials

We aim to quantitatively calculate trapped ion heating rates due to fluctuating induced electric dipole moments created by adsorbed species on the electrodes. To achieve this, we require accurate adsorbate–electrode interaction potentials and induced dipole moments, which we calculate using the highly accurate vdW-DF-cx van der Waals corrected density functional. We consider H, Ne, C, S, O, N2, O2, water (H2O), carbon monoxide.

4 See supplemental material at [stacks.iop.org/NJP/21/053043/mmedia] for additional information regarding calculation methods, formalism, and adsorbate potential/dipole curves.
(CO), carbon dioxide (CO$_2$), methane (CH$_4$), acetylene (C$_2$H$_2$), ethene (C$_2$H$_4$), ethane (C$_2$H$_6$), and benzene (C$_6$H$_6$) adsorbates on the Au(111) surface. We also consider H, S, CO, and CH$_4$ on the Ag(111) surface and S, CO, and CH$_4$ on the Nb(110) surface, to compare the effect of the metal substrate. The (111) surfaces are chosen for the fcc metals because they have the lowest surface energies while the (110) surfaces were chosen for the bcc Nb metal for the same reason [39]. The set of adsorbates considered include both weakly and strongly bound atomic species as well as a variety of hydrocarbons, representative of species likely occurring on trap surfaces [12, 24].

For each adsorbate, we calculate the binding energy at several positions (and orientations for molecules), then compute the out-of-plane interaction potential for the lowest energy configuration. For atomic adsorbates, the lowest energy site corresponds to a hollow area between three surface atoms. For some adsorbates, we also computed the in-plane binding potential from the minimum energy path along the surface around the lowest energy configuration (see more details in section 3.6). The variety of binding distances and strengths are depicted in figure 2, which shows the interaction potentials for H, CO, and benzene on Au. The adsorbate–electrode interaction potentials for other combinations are presented in the supplemental materials. [see footnote 4] Figure 2 also shows the first five adsorbate vibrational wavefunctions for H, CO, and benzene on Au, with the vertical position of each wavefunction indicating its energy.

Among all the adsorbates we examine, the binding energies vary from $-0.031$ eV for He to $-4.96$ eV for C, while the equilibrium binding distances vary from 0.90 Å for H to 3.10 Å for benzene and 3.61 Å for He. (See the supplemental material [see footnote 4] for the full set of values.) Such binding distances and energies demonstrate the distinction between the chemically bound H and S species and the dispersion bound Ne, CH$_4$, and benzene adsorbates. In general, the adsorbate–substrate interaction may be a combination of dispersion, ionic, and covalent contributions. Accurate DFT treatment of this range of interactions requires the use of a vdW-corrected density functional. Previous treatments have neglected to employ such a high level of theory. As discussed in later sections, dispersion bound species produce the highest trapped ion heating rates and so this adsorption energy range is particularly relevant. These interactions determine the full potential energy curve, which along with the adsorbate mass, define the adsorbate vibrational spectra. The energy splittings of the vibrational states dictate the temperature dependence of the noise spectra. For instance, heavier and more weakly bound adsorbates possess lower noise turn-on temperatures due to smaller vibrational level energy splittings.
3.2. Surface-induced adsorbate dipole moments and comparison of models

The form of the adsorbate dipole moment, as a function of the distance from the electrode surface, has a significant impact on the electric field fluctuations at the trapped ion. Previous work \cite{27} had assumed that the adsorbate dipole moment scales as $z^{-3}$ with distance, $z$, from the surface. This functional form was based on a perturbation theory analysis that is best suited for describing the interactions between light noble gases and metal surfaces \cite{29}. However, many of the adsorbates of interest bind more strongly to the surface than helium or neon, so we applied a more general direct computation of the dipole moments using DFT. Our approach allowed us to determine the applicability of this functional form and how this assumption affects the different adsorbates’ resulting electric field noise spectra.

Figure 2 shows for the illustrative cases of H, CO, and benzene that the $z^{-4}$ dependence does not hold for the dipole moments of species that strongly interact with the electrode (H) or for molecules with a permanent dipole (CO). There are substantial qualitative differences in the magnitude and, in some cases, the sign of the induced dipole. For example, our DFT calculations show that the dipole moment of H on Au is positive (away from the surface) at small distances and switches to negative (toward the surface) at intermediate distances, before decaying to zero at large distances. This behavior arises, because close to the surface, electron charge density from the hydrogen is drawn toward the metal due to covalent chemical bonding and that charge density interacts with its image charge in the metal. Conversely, at larger distances where those effects are weak, adsorbate electrons are repelled from the surface due to the intrinsic surface dipole of the metal—caused by charge from under-coordinated metal surface atoms—extending into the vacuum.

Figure 2 further shows that the effect of the Au substrate on the (permanent) dipole moment of CO is opposite to that of H. With CO, the dipole is negative at short distances and positive at longer distances, due to electron density being displaced toward the vacuum as the CO molecule moves toward the gold surface. At larger separations for the CO–Au system, electrons are drawn toward the surface through either a charge transfer or an image charge interaction, producing a positive dipole. Because isolated CO has a permanent dipole moment, the total moment (permanent + induced) does not decay to zero at infinite separation from the surface; for large separations, the dipole moment points away from the surface with its permanent value since the thermodynamically preferred binding orientation has the O atom further from the surface than C. For benzene at distances $\geq 2.5$ Å, the dipole moment follows a functional form similar to $z^{-4}$, as proposed in the literature. \cite{29} Without any dangling bonds, the image charge interaction of benzene with gold, which is captured by the model derived with perturbation theory, \cite{29} dominates over charge transfer or bond formation. Generally, the induced dipole moment will depend on covalent bond formation, the magnitude and sign of charge transfer between the adsorbate and surface, and an image-charge interaction, in that order.

While the magnitude of the induced dipole moment of the adsorbate and electrode is significantly affected by the details of the adsorbate–electrode interaction, the ultimate effects on the noise spectra are determined by the dipole–dipole correlation functions that involve the products of dipole moments (see the text after equation (2) and the results in the following sections). In fact, the sign change observed in the dipole moment versus distance for some adsorbates, e.g. CO, cancels in the final expressions for the noise spectra. On the other hand, the slope of dipole moment versus distance over the spatial range of the wavefunctions sensitively affects the noise, since fluctuations in the electric field arise from changes in the average dipole moment between different vibrational states of the adsorbate. Thus, the difference of average dipole moments in different vibrational states, determined by integrating the distance-dependent dipole moment over the vibrational wavefunction via equation (6), strongly affects the magnitude of the noise and can be used to assess the quality of the different dipole moment models. Table 1 lists representative differences in the average dipole moment between vibrational states for H and CH₄ on gold, comparing the results of the explicit DFT-based dipole moment calculations with the approximate image-charge model ($\propto z^{-4}$). The more accurate DFT-derived dipole moments yield much larger differences for CH₄, by about a factor of 4, compared to the approximate model, suggesting that the corresponding prediction of heating rate will be significantly higher than estimates based on a previously-published model. In contrast, the DFT-calculated dipole moment differences for vibrational transitions of H are much smaller than those given by the approximate model, by as much as 1500 fold, and predict much smaller heating rates than previously estimated \cite{27}.

In addition, the frequency dependence of the noise will be largely dependent on the hopping rates between different adsorbate vibrational modes. Table 1 also lists the computed hopping rates between the first few vibrational modes for H and CH₄ on Au. The hopping rate for hydrogen, $\sim 100$ THz, is larger than its ground state vibrational frequency under the harmonic approximation, 1.5 THz. Therefore, the out-of-plane hydrogen modes should be overdamped and the response given by a broad resonance. Although the model breaks down for hydrogen, we include results for this adsorbate—as an upper bound—to compare with previous work in the literature. For other adsorbates, the hopping rate is smaller than the vibrational frequency.

Similar to the case for out-of-plane motion, adsorbate in-plane vibrations cause the induced adsorbate dipole moment to fluctuate. As the adsorbate is displaced along the surface, the charge distribution is distorted...
Using the adsorbate model, we cleaned with an Ar beam, Auger spectra taken of the samples show reduced carbon and oxygen features, and, after 40 days, these features partially return. The return of these features, however, was found not to correspond to an increase in the noise. One explanation is that the form of the carbon is different: noise-causing hydrocarbons are present before cleaning and strongly bound individual atoms are present after cleaning. Another experiment found that Ar\(^{+}\)-beam treatment of the electrodes reduced the trapped ion heating rate from 16 000 quanta s\(^{-1}\) over three days and remained constant (within 25\%) for 4 weeks in ultrahigh vacuum.

Comparing the effect of substrate metal, we find the electric field noise spectra produced by CH\(_4\), CO, S, and H on the Ag(111) surface and CH\(_4\), CO, and S on the Nb(110) surface are similar to those on Au(111). The relative magnitudes of the noise produced by each adsorbate is consistent between the three electrode metals and the noise power differs by roughly an order of magnitude at most, as seen in figure 3.

At the frequencies relevant for ion traps, 0.1–10 MHz, the electric field noise we calculate is virtually constant with frequency; as depicted in figure 3. Beyond about 10\(^4\)–10\(^7\) MHz, depending on the adsorbate, the noise decays as 1/\(\omega^2\). This behavior, which we call turnover, has been reported in the literature for another surface-adsorbate model, where in that study, an intermediate noise magnitude. Nitrogen molecules produce relatively high noise magnitudes, however, they are significant noise sources than the other adsorbates investigated here. In contrast, atomic adsorbates, including H and C in isolation, do not produce significant noise in the model used in this work. Carbon monoxide molecules, bound more strongly than the hydrocarbons, but more weakly than the atomic adsorbates, produce an intermediate noise magnitude. Nitrogen molecules produce relatively high noise magnitudes, however, they are bonded very weakly to the gold electrode (120 meV) and are not likely to remain on the surface at room temperature.

Atomic chemisorbed species possess larger vibrational energy level separations and do not allow low energy transitions that are characteristic of the weakly bound adsorbates (see wavefunctions and caption in figure 2). These computational observations are consistent with measurements demonstrating that after electrodes are cleaned with an Ar\(^{+}\) beam, Auger spectra taken of the samples show reduced carbon and oxygen features, and, after 40 days, these features partially return. The return of these features, however, was found not to correspond to an increase in the noise. One explanation is that the form of the carbon is different: noise-causing hydrocarbons are present before cleaning and strongly bound individual atoms are present after cleaning.

### Table 1. The predicted average dipole moment differences in the out-of-plane \(z\)-direction, \(\Delta \mu_{i,j,z}\) for H (top) and CH\(_4\) (bottom) on Au(111), for each of the first four vibrational state transitions are compared for the approximate model of Antoniewicz [29], utilized in recent studies of electric field noise, and direct DFT-based charge density integration to obtain the dipole moment as a function of adsorbate distance from the surface. We observe that the approximate model predicts dipole moment differences much larger than DFT for H and much smaller for methane. We also list the corresponding hopping rates at 300 K for each transition in the last column.

| Vibrational state transition \((i \rightarrow j)\) | Model \(\Delta \mu_{i,j,z}\) (D) | DFT-based \(\Delta \mu_{i,j,z}\) (D) | Hopping rate at 300 K (Hz) |
|-----------------------------------------------|-------------------------------|---------------------------------|-------------------------------|
| Hydrogen \(0 \rightarrow 1\)                  | 7.63                          | -0.0145                         | 1.1 \times 10\(^{14}\)       |
|                                              | 18.0                          | -0.0171                         | 2.1 \times 10\(^{14}\)       |
|                                              | 29.5                          | -0.0187                         | 2.9 \times 10\(^{14}\)       |
|                                              | 12.2                          | -0.0197                         | 3.6 \times 10\(^{14}\)       |
| Methane \(0 \rightarrow 1\)                  | -0.009 61                     | -0.0386                         | 1.9 \times 10\(^{11}\)       |
|                                              | -0.009 65                     | -0.0334                         | 3.5 \times 10\(^{11}\)       |
|                                              | -0.007 07                     | -0.0228                         | 4.7 \times 10\(^{11}\)       |
|                                              | -0.006 73                     | -0.0207                         | 5.7 \times 10\(^{11}\)       |
the experimental literature with exponents typically ranging from 0.7–1.5, although values as low as 0 and as high as 4 have been reported. [11] However, in our calculations of the out-of-plane adsorbate modes, the individual adsorbates exhibit $1/\omega$ behavior only over a very small frequency range between the white noise and $1/\omega^2$ noise frequency regions. We note that we calculate wider frequency ranges corresponding to roughly $1/\omega$ electric field noise scaling for in-plane vibrations, see section 3.6.

The failure of the independent fluctuating dipole model applied to individual realistic adsorbates to capture the experimentally observed frequency scaling of the noise is a significant limitation. However, the dynamics from which $1/\omega$ behavior arises experimentally may be represented by extensions to the current theory. Our model does not treat surface defects or multiple layers of adsorbates, complexity which would add variation in the binding energies and dipole moments, and produce a range of frequencies at which adsorbates transition from producing electric field noise with constant frequency dependence to $1/\omega^2$. We were able to reproduce a $1/\omega$ frequency scaling in model systems exhibiting several distinct transition rates not realized by the out-of-plane vibrational modes of the adsorbates we examine. These models suggest that a summation of the noise from a range of adsorbates with slightly different binding environments and therefore transition rates is likely to produce a spectrum with $1/\omega$ scaling.

We further note that the calculation scheme used here is inappropriate when the energy of the adsorbate vibrational level transition exceeds that of the highest acoustic phonon in the electrode material ($\approx 5$ THz, or 21 meV, for Au). Above this energy, two-phonon processes must be considered, which have smaller transition frequencies and therefore may contribute less to the noise than first order processes. However, the species for which such second order transitions would be required include the strongly-bound adsorbates with stiff interaction potentials, such as the atomic adsorbates H, S, O, etc. which we have seen produce much less noise than adsorbates with more closely spaced vibrational transitions. Therefore, the inclusion of second order transitions in addition to first order transitions does not change the qualitative results here, particularly for the adsorbates with small vibrational energy splittings that produce the highest noise magnitudes, and comparisons among the considered adsorbates would not change.

Figure 3. Electric field noise spectra at 300 K for a selection of adsorbates on (a) Au(111) and (b) Ag(111) and Nb(110), at a coverage of $10^{18}$ m$^{-2}$ and a trapped ion at a distance of 40 $\mu$m.
3.4. Comparative heating rates of selected adsorbates

In Figure 4, we convert the noise spectral data to a representative plot of the predicted trapped ion heating rate versus temperature, for a typical presumed trap consisting of a $^{40}\text{Ca}^+$ ion at a distance of $40\,\mu\text{m}$ from a gold surface with adsorbate coverage of $10^{18}\,\text{m}^{-2}$ (approximately one adsorbate per square nanometer), and a trap frequency of 1 MHz. This frequency is well in the white noise region for all adsorbates studied and this still makes for a valid relative comparison of the heating strength of each adsorbate within the model employed. The chosen coverage corresponds to less than $<0.4$ monolayer for each adsorbate, appropriate for the independent oscillator model used here, which neglects adsorbate–adsorbate interactions. For reference, monolayer coverages for the species considered range from $\approx3\times10^{18}\,\text{m}^{-2}$ to $>10^{19}\,\text{m}^{-2}$, depending on the adsorbate.

The heating rate depends on the parameters mentioned in this paragraph: ion distance, mass, charge, and adsorbate coverage, as given in equations (1) and (2).

At 300 K and with a $^{40}\text{Ca}^+$ ion distance of $40\,\mu\text{m}$, we find that $\text{C}_2\text{H}_2$ molecules produce heating rates of $\sim3\times10^{-2}\,\text{quanta s}^{-1}$ for a surface density of 1 molecule $\text{nm}^{-2}$. This heating rate may be compared to the 3.8 quanta $\text{s}^{-1}$ measured by Daniliidis et al[24] on a trap cleaned with an $\text{Ar}^+$-beam and consisting of a $^{40}\text{Ca}^+$ ion trapped $100\,\mu\text{m}$ above the electrode ($\approx1\,\text{MHz trap frequency}$) and the 43 quanta $\text{s}^{-1}$ measured by Hite et al[12] for a $^{9}\text{Be}^+$ ion trapped $40\,\mu\text{m}$ above the electrodes ($3.6\,\text{MHz trap frequency}$). Rescaling our results for the different trapped ion masses, heights, and frequencies used in the experiments, our calculated $\text{C}_2\text{H}_2$-produced ion heating rate is equivalent to $7.7\times10^{-4}\,\text{quanta s}^{-1}$ for parameters corresponding to the Daniliidis et al experiment and $1.3\times10^{-1}\,\text{quanta s}^{-1}$ for parameters corresponding to the Hite et al experiment. Therefore, the predictions of heating rate within the independently fluctuating adsorbate model presented here, for out-of-plane vibrations at less than a monolayer of coverage, are considerably less than those observed experimentally, and additional effects (some discussed below) are needed to fully explain the observed heating rates. In addition, we point out that the results presented here represent lower bounds for the predicted heating rates, since only a subset of possible mechanisms are included, and below we discuss several possibilities for expanded model complexity that can better correspond to experimental observables.

In section 3.3, we showed that the out-of-plane adsorbate modes generate white noise up to $\sim10^5$–$10^{10}\,\text{MHz}$, depending on the adsorbate, and that adsorbates exhibiting lower frequency modes tend to produce higher magnitude noise overall. Therefore, if other lower frequency adsorbate modes are identified that continue this trend in the relationship between electric field noise magnitude and frequency, we expect to find higher heating rates at the relevant 0.1–10 MHz frequencies. Accordingly, the same future model extensions introduced in the previous section to capture the experimentally observed $1/\omega$ frequency scaling—i.e., multiple layers of adsorbates, mixtures of different adsorbates, surface disorder, disorder in adsorbate binding orientations, and soft intramolecular vibrations—may also produce the experimentally observed heating rate magnitudes. In section 3.6, we take a step in this direction by calculating the effects of softer in-plane vibration modes for several adsorbates, which produce higher heating rates and different frequency scaling than the out-of-plane vibrations.

![Figure 4. Heating rates versus temperature at 1 MHz for different electrode adsorbates on Au at a coverage of $10^{18}\,\text{m}^{-2}$ and for a $^{40}\text{Ca}^+$ trapped ion at a distance of 40 $\mu\text{m}$. Dots indicate the temperature corresponding to $\frac{\hbar}{k_B}$ for each adsorbate; the value for $H$ is 629 K, which is beyond the range of the plot.](image-url)
3.5. Temperature dependence of electric field noise

As discussed in section 1, experiments on ion traps have shown that noise magnitude is strongly dependent on temperature,[11] with indications that the noise may show an onset temperature in the tens of Kelvin, above which there is significantly more noise than at lower temperatures.[20, 21]

One of our key findings is that the calculated dipole–dipole noise spectra at higher temperatures are several orders of magnitude larger than those obtained at lower temperatures. Overall, the substantial change in the spectra above $T \approx \frac{1}{2} \hbar \nu_{10}/k_B$ suggests that, much as in recent experiments, our simulated spectra also manifest ‘onset temperatures.’ Because the onset seen in our simulations occurs near $T = \frac{1}{2} \hbar \nu_{10}/k_B$, different onset temperatures are expected for different adsorbate–electrode combinations, as listed in table 2 and indicated by the bold dots in figure 4. We note the onset temperature is directly proportional to the energy difference between the adsorbate’s ground and first excited vibrational states, also listed in table 2, which in turn depend on the adsorbate’s mass and the depth of the adsorbate–electrode interaction potential.

For example, for the CH$_4$–Au system, for $T \lesssim 37$ K = $\frac{1}{2} \hbar \nu_{10}/k_B$, where $k_B$ denotes Boltzmann’s constant, $\hbar$ is Planck’s constant, and $\nu_{10}$ denotes the frequency difference between the ground and first excited states, the system is roughly two-level in nature: only the lowest two vibrational states are occupied to any appreciable degree. On the other hand, for $T \gtrsim 37$ K, the system occupies a multitude of excited states; by 450 K, all bound vibrational states are equally occupied.

As can be seen from table 2, noble gas adsorbates exhibit the smallest energy difference between their first two bound vibrational states, and thus also the smallest onset temperatures, largely owing to their weak interactions with the electrode surface. In contrast, the S–Au, C–Au, and H–Au combinations have far stronger surface interactions leading to much larger energy differences and onset temperatures.

Interestingly, figure 4 clearly shows the adsorbates associated with the highest ion heating rates (generally hydrocarbons and Ne) exhibit onset temperatures all clustered around 30–50 K, within the range where several experiments have found that noise spectra change qualitatively (~40–70 K).[20, 21] While Ne is not expected to be a common contaminant on electrodes, hydrocarbon fragments have long been discussed in the literature as possible sources of heating.[12]
3.6. In-plane vibrational modes

Adsorbates on the electrode surface exhibit in-plane vibrational modes that also can produce dipole fluctuations that contribute to the electric field noise. We calculate these modes for C$_2$H$_2$, C$_6$H$_6$, CH$_4$, H$_2$O, CO, and H on Au. When an adsorbate is displaced in the plane, the induced dipole moment changes in both the in-plane and out-of-plane directions, which we denote by $\parallel$ and $\perp$, respectively. The electric field noise spectra resulting from in-plane vibrations are shown in figure 5, which also compares the spectra from out-of-plane vibrations. For CH$_4$ on Au, we find that the electric field noise produced by the dipole fluctuations induced by this lateral motion is a factor of 415 greater than that produced by the out-of-plane motion, representing the highest magnitude of electric field noise generated by an adsorbate in this study. The equivalent heating rate from this lateral motion of CH$_4$ is 0.28 quanta s$^{-1}$ at 300 K for a coverage of 1 nm$^2$ and the same assumed trap parameters as in section 3.4 and used in figure 4. As a frame of reference, this heating rate converts to 1.2 quanta s$^{-1}$ for a $^9$Be$^+$ trapped ion at 3.6 MHz and 40 μm above the surface, which is one order of magnitude smaller than the value measured experimentally with a $^9$Be$^+$ trap (43 quanta s$^{-1}$) [12]. Thus, we observe that the dilute independent dipole model used here is consistent with predicting a lower bound for the heating, even in the case where the electric field noise is maximal based on the choice of adsorbate and vibrational modes.

Generally, we find that the in-plane modes produce greater electric field noise than out-of-plane modes. Compared to the out-of-plane modes for C$_2$H$_2$, C$_6$H$_6$, H$_2$O, CO, and H, the lateral modes produce electric field noise that is 4, 12, 33, 420, and 402 times as great, respectively. The greater electric field noise and heating rates are due to the soft in-plane vibrational modes created by the weak corrugation of the in-plane potential from the atomic structure of the surface, as illustrated for the case of C$_2$H$_2$ in figure 6. The inset of figure 6 shows the in-plane potential corrugation and the associated vibrational wavefunctions. This potential energy landscape contains regions where the potential changes by less than 20 meV over a distance of greater than 2 Å, which represents significantly smaller variations compared to the energy scale of the out-of-plane binding potential. For example, the potential energy of C$_2$H$_2$ changes by 100 meV when moved 1 Å further from the surface than its equilibrium position. The softer in-plane modes have smaller energy splittings and higher occupations at the given temperature, compared to the out-of-plane modes, leading to the generally higher electric field noise.

In addition to the electric field noise magnitude, the frequency dependence also manifests differently for the in-plane vibrational modes. For the in-plane modes of C$_2$H$_2$, C$_6$H$_6$, CH$_4$, H$_2$O, CO, and H on Au, the transition from white noise to 1/ω occurs at much lower frequencies, between $10^2$–$10^3$ MHz, compared with $10^4$–$10^{10}$ MHz for the out-of-plane modes of the same adsorbates. Furthermore, there exist frequency ranges over which the electric field noise scales as 1/ω$^\alpha$, where 0 < α < 2. For instance, electric field noise scaling with approximately 1/ω is exhibited for the in-plane vibrational modes of C$_2$H$_2$ for frequencies between $1.0 \times 10^4$ and $3.0 \times 10^4$ MHz, as depicted in figure 6. In experiments, the electric field noise has been found to scale as roughly 1/ω over larger frequency ranges, however, the result we obtain for C$_2$H$_2$ is significant because this is the largest frequency range calculated in this study over which the noise scales like 1/ω. In contrast, the out-of-plane modes for C$_2$H$_2$ produce electric field noise that more abruptly transitions from white noise to 1/ω$^2$. We attribute this qualitative difference in the frequency scaling of the noise from in-plane modes to the two-well corrugation potential governing the in-plane motion, as shown in the inset of figure 6 along with the C$_2$H$_2$...
vibrational wavefunctions. Each well has a different curvature, producing a different energy level spacing; furthermore, at higher energies, the states occupy both wells and have a much smaller energy level spacing. The resulting combination of three distinct energy level spacings is likely responsible for the more complex frequency dependence, with a distinct $1/\omega$ region in between the $\flat$ and $1/\omega^2$ regions, as suggested by model calculations described in section 3.3. To demonstrate that this behavior is indicative of the action of multiple distinct hopping rates, a Lorentzian fit corresponding to the frequency response of noise from an adsorbate with a single hopping rate has been included for comparison in figure 6, exhibiting a faster tail at high frequencies than seen in the calculated spectrum from in-plane vibrations.

The origin of the $1/\omega$ noise scaling calculated in this model suggests that fluctuating dipole systems with more complicated and degenerate energy landscapes extend this scaling to lower frequencies and produce more electric field noise. Higher coverage heterogeneous adsorbate systems on defective surfaces may extend this scaling to the lower frequencies observed experimentally.

4. Summary

In this paper, we employed an independent fluctuating dipole model to explore the effects of a wide range of adsorbates on motional heating in ion traps. In order to better understand the limitations and applicability of this model, we strove to make the microscopic inputs into our implementation of the independent fluctuating dipole model as accurate as possible by relying on first principles DFT calculations of the relevant parameters for a variety of realistic adsorbates. We found that using interaction potentials derived from vdW-corrected DFT calculations can dramatically alter the shape and magnitude of the noise spectra by substantially altering the state-to-state transition rates that enter the electric dipole autocorrelation functions. We also found that the functional form commonly used in this context to estimate adsorbate dipole moments as a function of their distance above a metallic surface is often not just quantitatively, but qualitatively incorrect. For strongly-bound adsorbates such as sulfur, oxygen, and carbon, the dipole moment calculated using DFT typically is positive close to the surface, then becomes negative further from the surface, and finally returns to zero at large separations—a behavior dramatically different from that predicted by a previously-employed $z^{-4}$ ansatz [29]. This discrepancy suggests that electrode–adsorbate interactions are more complex than previously thought and that special care is needed to accurately model dipole moments and their dynamics for studies of this nature.

We find that the frequency dependent electric field noise spectrum produced by adsorbate out-of-plane vibrational modes exhibits white noise for low frequencies and a $1/\omega^2$ scaling at high frequencies. The crossover between these behaviors for this independent fluctuating dipole model occurs between $10^4$ and $10^{10}$ MHz. The intermediate frequency region is not wide enough to explain the $1/\omega$ scaling around $1–10$ MHz observed in experiments. This significant discrepancy clearly signals that there should be dipole fluctuations at long timescales not captured by the independent dipole model, as currently presented in the literature. We hypothesize that a mixture of adsorbates and multiple adsorbate modes, each characterized by their own frequencies and energy scales, might exhibit an overall $1/\omega$ electric field noise behavior. Consistent with this
hypothesis, we find that the frequency scaling of electric field noise from in-plane vibrational modes of some adsorbates follows a $1/\omega$ trend over a slightly wider frequency range than the out-of-plane modes and that the transition from white noise to a $1/\omega^2$ scaling occurs at lower frequencies, between $10^2$ and $10^9$ MHz. The presence of multiple distinct transitions for the in-plane modes of some adsorbates is responsible for this behavior, and we hypothesize that interactions between multiple adsorbates could produce $1/\omega$ noise frequency scaling at experimental frequencies. Collective motion of a high density of adsorbates may also result in lower frequency $1/\omega$ behavior.

We demonstrate that our independent fluctuating dipole model is capable of manifesting behavior that is reminiscent of an onset temperature for anomalous trapped ion heating. When the ratio of $k_B T$ to the energy difference between the first two bound vibrational states of the interaction potential exceeds one half, the decay time of our simulated dipole–dipole correlation functions rapidly decreases, leading to a significant deviation in the form of the spectra from that expected from a two–state model. Our model furthermore predicts that the temperature at which the noise for hydrocarbons begins to manifest these changes is roughly in line with the onset temperatures observed in experiments. While non-metals like S and O bind too strongly, hydrocarbons seem to possess the optimal combination of binding strength and mass to reproduce experimental observations of the temperature dependence of noise. In addition, at a relatively dilute coverage of one adsorbate per nm$^2$, appropriate for non-interacting adsorbates, the heating rate magnitude that we predict from the in-plane vibrational modes of CH$_4$ is within a factor of 35 of the lowest heating rates observed experimentally at 300 K for cleaned traps. Calculations that treat higher coverages and introduce adsorbate interactions may predict heating rates consistent with the experimentally measured rates.

Future work will investigate the use of classical or $ab$ initio molecular dynamics simulations to treat the dynamics associated with large coverages and mixed species of adsorbates. While it would be a challenge to perform $ab$ initio simulations of hundreds of adsorbates, it is feasible to study the dynamics of small clusters or to directly use more approximate semi-classical dynamical methods. The collective motion of multiple interacting adsorbates is expected to be significantly different from the independent-adsorbate dynamics studied here.
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