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Abstract Area-energy efficient CORDICs are presented. The proposed CORDICs adopt a new Elementary-Angle-Set, based on which the elementary angle composition of input angle can be directly determined without angle recoding, and the Angle-Set ensures the directions of vector microrotation are deterministic anti-clockwise in first quadrant. Based on the Angle-Set, elements sin and cos of rotation matrices are expanded into exponential expressions with base-2, which are convenient to circuit implementation. To improve calculation accuracy, initial values of rotation vectors are added with fixed offsets to pre-compensate the scaling-free expansions errors. Implemented in multiple FPGA devices and CMOS processes, the CORDICs achieve the lowest resource consumption, the least number of stages and the best energy-efficiency compared with other state-of-the-art works.

Keywords: CORDIC, scaling-free, elementary-angle-set, pipeline
Classification: Integrated circuits (memory, logic, analog, RF, sensor)

1. Introduction

COrdinate Rotation DIgital Computer (CORDIC) is a kind of numerical approximation algorithm [1, 2, 3, 4]. Its operations only include shift and addition/subtraction, which is convenient to implement in VLSI [5, 6, 7]. It is widely used in the field of digital signal processing (DSP) [1, 2, 8, 9, 10, 11], such as trigonometric function calculation [12], Fast Fourier Transform (FFT) [13, 14], Discrete Cosine Transform (DCT) [15, 16], Direct Digital Synthesis (DDS) [17] and QR decomposition [18]. CORDIC can use pipeline structures to speed up data transmission [4]. In addition, it can be optimized for computing accuracy and speed according to application requirements, enabling it to be applied to low-power, low-complexity, high-throughput designs [9, 19].

Since CORDIC was proposed by Jack E. Volder in 1959, lots of progress has been made in the area of algorithm design and development of architectures [19, 20]. For conventional CORDIC, N-bits CORDIC typically requires \(N + 1\) iterations [1, 21], which increases latency. In addition, the area and power consumption of CORDIC can be further optimized. Angle Recoding (AR) CORDIC can be used to reduce the number of iterations. But AR-CORDICs need additional encoders to pre-code the input angle as a linear combination of \(\frac{\pi}{N+1}\) of \(\{0, \frac{\pi}{2}, \frac{\pi}{N}, \ldots, \frac{\pi}{2}N\}\), which require more complex domain folding and post-processing [29, 30, 31]. In this paper a new Elementary-Angle-Set is adopted to determine the elementary angle composition of input angle without angle recoding. Rotation matrix elements also adopt low-complexity expansion scheme. FPGA and ASIC implementation results show the CORDICs features low resource consumption and power.

2. The proposed CORDIC algorithm

For rotation-mode circular-coordinate CORDIC, the rotational matrix for rotating a initialization vector \([X_0, Y_0]^T\) with target angle \(\theta\) is given by Eq. (1):

\[
\begin{bmatrix}
X_N \\
Y_N
\end{bmatrix} =
\begin{bmatrix}
\cos(\theta) & -\sin(\theta) \\
\sin(\theta) & \cos(\theta)
\end{bmatrix}
\begin{bmatrix}
X_0 \\
Y_0
\end{bmatrix}
\]  

(1)

Where \([X_0, Y_0]^T\) and \([X_N, Y_N]^T\) are input and output vectors respectively for rotation angle \(\theta\). In conventional CORDIC, Elementary-Angle-Set (EAS) is \(\theta_i = \arctan(2^{-i}),\) where \(i = 0, 1, 2, \ldots, N - 1\). Input angle \(\theta\) is decomposed as a combination of EAS: \(\theta = \sum_{i=0}^{N-1} d_i \cdot \theta_i\), where \(d_i \in \{-1, +1\}\) is the direction of \(i\)-th micro-rotation. Eq. (2) shows \(i\)-th micro-rotation and scaling factor \(\cos(\theta_i) = 1/\sqrt{1 + 2^{-2i}}\):

\[
\begin{bmatrix}
X_{i+1} \\
Y_{i+1}
\end{bmatrix} = \begin{bmatrix}
\cos(\theta_i) & -d_i \cdot \sin(\theta_i) \\
d_i \cdot \sin(\theta_i) & \cos(\theta_i)
\end{bmatrix}
\begin{bmatrix}
X_i \\
Y_i
\end{bmatrix}
= \cos(\theta_i) \cdot \begin{bmatrix}
1 & -d_i \cdot 2^{-i} \\
d_i \cdot 2^{-i} & 1
\end{bmatrix}
\begin{bmatrix}
X_i \\
Y_i
\end{bmatrix}
\]  

(2)

2.1 The new elementary-angle-set

The New Elementary-Angle-Set (NEAS) directly adopts
\[ \theta_i = 2^{-i}, \text{ where } i = 0, 1, 2, \ldots, N-1. \] This EAS gives CORDIC two advantages: 1) Elementary angle composition can be determined directly from input angle \( \theta \) without angle recoding; 2) If input angle is within \([0, \pi/2]\), the vector’s micro-rotation direction is deterministic anti-clockwise.

Since target angle \( \theta \) also adopts binary representation, different from AR-CORDIC, NEAS can be used to directly determine which elementary angles the \( \theta \) consists of. Take 16-bits input angle as an example, if \( \theta \) is “0001110000000000”, for Q3.13 fixed-point number format, \( \theta \) is composed of elementary angles \( 2^{-1}, 2^{-2}, 2^{-3} \). In Table I, \( \theta = 2^{-1} + 2^{-2} + 2^{-3} \), which means in order to get \([X_f, Y_f]^T\), \([X_0, Y_0]^T\) only needs to rotate by three angles \( 2^{-1}, 2^{-2} \) and \( 2^{-3} \) successively. Here, the unit of angle is radian.

For input angle \( \theta \) within \([0, \pi/2]\), it is represented as \( \theta[15 : 0] \) in hardware description language (HDL). Here, we introduce the marker \( S_i \in \{0, 1\}, i = 0, 1, 2, \ldots, 13 \) to indicate that each bit of \( \theta \) is 0 or 1, namely:

\[
S_0 = \theta[13], S_1 = \theta[12], S_2 = \theta[11], \ldots, S_{13} = \theta[0].
\] (3)

Therefore, \( \theta \) in Table I can be expressed in a more uniform way as follows:

\[
\theta = \theta_0 + \theta_1 + \theta_2 + \cdots + \theta_{12} + \theta_{13} = S_0 \cdot 2^0 + S_1 \cdot 2^{-1} + S_2 \cdot 2^{-2} + \cdots + S_{12} \cdot 2^{-12} + S_{13} \cdot 2^{-13}
\] (4)

Where \( S_1, S_2, S_1 = 1 \) and other \( S_i = 0 \).

Table I Angle decomposition example of 16-bits input angle

| Bit Position | \( 15 \) | \( 14 \) | \( 13 \) | \( 12 \) | \( 11 \) | \( 10 \) | \( 9 \) | \( 8 \) | \( 7 \) | \( 6 \) | \( 5 \) | \( 4 \) | \( 3 \) | \( 2 \) | \( 1 \) | \( 0 \) |
|--------------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| Input Angle  | 0        | 0        | 0        | 0        | 0        | 1        | 1        | 1        | 1        | 0        | 1        | 1        | 0        | 0        | 0        | 0        |
| Need to Rotate | 2^{-1}   | 2^{-2}   | 2^{-3}   | 2^{-4}   | 2^{-5}   | 2^{-6}   | 2^{-7}   | 2^{-8}   |

Fig. 1 Elementary angle composition of angle “0001110000000000”.

Additionally, for target angle \( \theta \) within \([0, \pi/2]\), since it can be divided into several positive elementary angles, the rotation direction of vector \([X_f, Y_f]^T\) must be anti-clockwise. Therefore, \( d_i \) in Eq. (2) can be eliminated, which means that comparators of each stage is not needed in circuits. Fig. 1 illustrates how initial vector \([X_0, Y_0]^T\) rotates by angle \( \theta \) of Table I. The proposed CORDIC supports all angles in \([-\pi, \pi]\) and they can be folded to first quadrant using symmetry of coordinate system.

2.2 Scaling-free expansion of rotation matrix

By adopting NEAS, Eq. (2) can be rewritten as:

\[
\begin{bmatrix}
X_{i+1} \\
Y_{i+1}
\end{bmatrix}
= \begin{bmatrix}
\cos(\theta_i) & -\sin(\theta_i) \\
\sin(\theta_i) & \cos(\theta_i)
\end{bmatrix}
\begin{bmatrix}
X_i \\
Y_i
\end{bmatrix}
\] (5)

For elements \( \cos(\theta_i) \) and \( \sin(\theta_i) \) in rotation matrix, we adopt exponent expansion. The general expressions of \( \cos(\theta_i) \) and \( \sin(\theta_i) \) are defined as:

\[
\sin(\theta_i) = K_{c0} + K_{c1} \cdot \theta_i + K_{c2} \cdot \theta_i^2 + K_{c3} \cdot \theta_i^3 + K_{c4} \cdot \theta_i^4
\] (6a)

\[
\cos(\theta_i) = K_{c0} + K_{c1} \cdot \theta_i + K_{c2} \cdot \theta_i^2 + K_{c3} \cdot \theta_i^3 + K_{c4} \cdot \theta_i^4
\] (6b)

Where \((K_{c0}, K_{c1}, K_{c2}, K_{c3}, K_{c4})\) and \((K_{s0}, K_{s1}, K_{s2}, K_{s3}, K_{s4})\) are undetermined coefficients. According to the definition of NEAS in Section 2.1, \( \theta_i = S_i \cdot 2^{-i}, S_i \in \{0, 1\} \), substitute \( \theta_i \) into Eq. (6):\n
\[
\sin(\theta_i) = K_{s0} + K_{s1} \cdot (S_i \cdot 2^{-i}) + K_{s2} \cdot (S_i \cdot 2^{-2i})^2 + K_{s3} \cdot (S_i \cdot 2^{-3i})^3 + K_{s4} \cdot (S_i \cdot 2^{-4i})^4
\] (7a)

\[
\cos(\theta_i) = K_{c0} + K_{c1} \cdot (S_i \cdot 2^{-i}) + K_{c2} \cdot (S_i \cdot 2^{-2i})^2 + K_{c3} \cdot (S_i \cdot 2^{-3i})^3 + K_{c4} \cdot (S_i \cdot 2^{-4i})^4
\] (7b)

Since \( S_i \in \{0, 1\}, (S_i)^N = S_i \). For Eq. (7), if \( S_i = 0 \), then the rotation matrix in Eq. (5) is identical matrix, and there is \([X_{i+1}, Y_{i+1}]^T = [X_i, Y_i]^T\). 2^{-1}, 2^{-2}, 2^{-3} and 2^{-4} in above equations can be conveniently achieved by truncating \( X_i \) and \( Y_i \). Furthermore, if undetermined coefficients \((K_{c0}, K_{c1}, K_{c2}, K_{c3}, K_{c4})\) and \((K_{s0}, K_{s1}, K_{s2}, K_{s3}, K_{s4})\) are also in exponent form with base-2, Eq. (7) will be very convenient for circuit implementation. Here we define that \((K_{c0}, K_{c1}, K_{c2}, K_{c3}, K_{c4})\) and \((K_{s0}, K_{s1}, K_{s2}, K_{s3}, K_{s4})\) belong to the following set:

\[
K_{c0}, K_{c1}, K_{c2}, K_{c3}, K_{c4}, K_{s0}, K_{s1}, K_{s2}, K_{s3}, K_{s4} \in
\{0, \pm 2^{-32}, \pm 2^{-31}, \pm 2^{-30}, \pm 2^{-29}, \ldots, \\
\pm 2^{-29}, \pm 2^{-30}, \pm 2^{-31}, \pm 2^{-32}\}
\] (8)

The optimal values of undetermined coefficients are to minimize Mean Square Error (MSE) of \( \sin(\theta_i) \) and \( \sin(\theta_i) \) in Eq. (6) with the truth-values of sin and cos functions. Here we use the library functions sin and cos in Matlab as truth-functions, and in order to distinguish, use \( \sin_T \) and \( \cos_T \) to represent. Therefore, for angles 0 and 2^{-i}, search criterions for undetermined coefficients are:

\[
\min\left\{ \frac{1}{2} \left[ (\sin_T(0) - \sin(0))^2 + (\cos_T(2^{-i}) - \cos(2^{-i}))^2 \right] \right\}
\] (9a)

\[
\min\left\{ \frac{1}{2} \left[ (\cos_T(0) - \cos(0))^2 + (\cos_T(2^{-i}) - \cos(2^{-i}))^2 \right] \right\}
\] (9b)

Algorithm-1 is the pseudo-code implementation example of Eq. (9a). Each coefficient has 131 possible values, and
the optimal coefficient combination satisfying Eq. (9a) is searched from 1313 different coefficient combinations. For different angles, the optimal coefficient combination is different. Specifically, taking angles S5 ∙ 2−3 as example, for angle S5 ∙ 2−3, the minimum MSE values of Eq. (9a) and (9b) that Algorithm-1 can find is 1.6E-15 and 1.9E-19, and the corresponding coefficient combination are (K0, K1, K2, K3, K4) = (−2−25, −2−13, −2−10, −2−7, 215) and (K0, K1, K2, K3, K4) = (1, −2−6, 2−15, 2−12, −2−9). Substitute these coefficients and i = 5 into Eq. (7), so Eq. (7) can be rewritten as:

\[
\sin(\theta_5) = -2^{-25} - S_5 \cdot 2^{-18} - S_5 \cdot 2^{-20} - S_5 \cdot 2^{-22} + S_5 \cdot 2^{-5}
\]

\[
\cos(\theta_5) = 1 - S_5 \cdot 2^{-11} + S_5 \cdot 2^{-25} + S_5 \cdot 2^{-27} + S_5 \cdot 2^{-29}
\]

(10a)

(10b)

In circuit implementation, exponent terms in Eq. (10) correspond to truncation of X_i or Y_i, so lower bit-width adders/subtractors can be used.

In summary, the proposedCORDIC algorithm does not need to determine the rotation direction at each microrotation, which eliminates comparators at each iteration. The expansion of rotation matrix elements is very hardware-friendly, vector [X_i, Y_i]^T only needs to be truncated, and this corresponds to lower bit-width adders/subtractors. And for smaller micro-rotation angles and higher expansion orders, some terms can be discarded because the truncation results are 0.

Algorithm-1 : Searching the undetermined coefficients of Eq. (6a)

| Initialization: error=1; N=13; |
|-----------------------------|
| K[N]={0, ±2−3, ±2−3, ±2−3, …, ±2−3, ±2−3, ±2−3} |
| 01: for i=0:N-1 |
| 02: for i=0:N-1 |
| 03: for i=0:N-1 |
| 04: for i=0:N-1 |
| 05: for i=0:N-1 |
| 06: sin(i) = K[i]+K[i+|i|>0]K[|i|]+0|K[|i|]=0; |
| 07: sin(i) = K[i]+K[i+|i|>0]K[|i|]+0|K[|i|]=0; |
| 08: error_term = (sin(0)-sin(1)²)²; |
| 09: if error_term < error |
| 10: error = error_term; |
| 11: end |
| 12: end |
| 13: end |
| 14: end |
| 15: end |
| 16: end |
| 17: end |

3. Hardware architectures

In this section, 32-bits and 16-bits pipeline CORDICs are proposed, and their stages are only 13 and 5, respectively. For 32-bits implementation, angle adopts Q3.29 fixed-point number format and X_i, Y_i adopt Q2.30 fixed-point number format. As shown in Fig. 2, Stage0 and Stage12 are pre-processing and post-processing modules. Pre-processing folds the angles in [−π, π] to [0, π/2], and post-processing folds the calculated X_N and Y_N back to original quadrant. Stage1 is for initial values of CORDIC iteration, which are applied to pre-compensate the micro-rotation error of latter stages. Stage1 will be explained later in this section. There are 3 types of micro-rotation from Stage2 to Stage11, namely, Type-I, Type-II and Type-III, which are illustrated below:

Stage2-Stage5: Stage2 to Stage5 correspond to micro-rotation Type-I. Taking Stage2 as an example, Fig. 3 (a) is its hardware circuit, which corresponds to Eq. (10). In actual implementation, the S5 ∙ 2−27 and S5 ∙ 2−29 terms in Eq. (10b) are omitted to reduce the delay. From Stage2 to Stage5, the structures are similar and addition/subtraction terms are selected by S_i, i ∈ {5, 6, 7, 8} (although the truncation bit-width of each term is different).

![Fig. 2 32-bits pipeline CORDIC architecture.](image-url)

Algorithm-2 : Searching the undetermined coefficients for rotation Type-II

Initialization: error=1; N=13; |
|-----------------------------|
| K[N]={0, ±2−27, ±2−29, …, ±2−29, ±2−29} |
| 01: for i=0:N-1 |
| 02: for i=0:N-1 |
| 03: for i=0:N-1 |
| 04: for i=0:N-1 |
| 05: for i=0:N-1 |
| 06: sin(i) = K[i]+K[i+|i|>0]K[|i|]+0|K[|i|]=0; |
| 07: sin(i) = K[i]+K[i+|i|>0]K[|i|]+0|K[|i|]=0; |
| 08: error_term = (sin(0)-sin(1)²)²; |
| 09: if error_term < error |
| 10: error = error_term; |
| 11: end |
| 12: end |
| 13: end |
| 14: end |
| 15: end |
| 16: end |
| 17: end |

Type-II merges two angles for two reasons: 1) For smaller elementary angles 2−9 and 2−10, if expansion method of Eq. (7) is still adopted, K3/3 ∙ (2−9) and K3/4 ∙ (2−10), K3/3 ∙ (2−9) and K3/4 ∙ (2−10), the truncation result is 0 even for 32-bits data; 2) Combining more angles in a micro-rotation module can significantly reduce the number of pipeline stages. So for rotation Type-II, cos and sin expand up to square terms. Since there
are 4 possible rotation angles \((0, 2^{-i}, 2^{-i-1}, 2^{-i} + 2^{-i-1})\), coefficient search in Algorithm-1 needs to be adjusted to Algorithm-2. Take Stage6 as example, coefficient search results are \((K_{00}, K_{01}, K_{02}) = (1, 2^{-30}, -2^{-1})\) and \((K_{00}, K_{c1}, K_{c2}) = (0, 1, -2^{-11})\), and the terms less than \(2^{-31}\) are eliminated. Expansion expressions of sin and cos are as follows:

\[
\begin{align*}
\sin(\theta_{9-10}) &= 1 - S_9 \cdot (1 + S_{10}) \cdot 2^{-19} - S_{10} \cdot 2^{-21} \\
\cos(\theta_{9-10}) &= S_9 \cdot 2^{-9} + S_{10} \cdot 2^{-10} - S_9 \cdot (1 + S_{10}) \cdot 2^{-9}
\end{align*}
\]

(12a, 12b)

Where \(S_9 \cdot (1 + S_{10})\) is realized with 3:1 multiplexer. The hardware structure of Eq. (12) is shown in Fig. 3 (b).

![Fig. 3](image-url)

Fig. 3 Different stages implementation examples of 32-bits CORDIC. (a) Stage2 circuit structure. (b) Stage6 circuit structure. (c) Stage9 circuit structure.

Stage9-Stage11: Stage9 to Stage11 adopt micro-rotation Type-III where five angles are merged at a rotation module. Specifically, for Stage9, the rotation angle is:

\[
\begin{align*}
\theta_{15-19} &= S_{15} \cdot 2^{-15} + S_{16} \cdot 2^{-16} + S_{17} \cdot 2^{-17} + S_{18} \cdot 2^{-18} + S_{19} \cdot 2^{-19} \\
&\quad + S_{15}, S_{16}, S_{17}, S_{18}, S_{19} \in \{0, 1\}
\end{align*}
\]

(13)

In addition, sin and cos are expanded to first power because \(K_{c2} \cdot (2^{-15})^2\) is less than \(2^{-31}\). The undetermined coefficient search is similar to Algorithm-2, but possible angle combinations are extended to \(2^7\). Fig. 3 (c) corresponds to Stage9, the expansions of \(\sin\) and \(\cos\) of Stage9 is directly given:

\[
\begin{align*}
\sin(\theta_{15-19}) &= S_{15} \cdot 2^{-15} + S_{16} \cdot 2^{-16} + S_{17} \cdot 2^{-17} + S_{18} \cdot 2^{-18} + S_{19} \cdot 2^{-19} + S_{15}, S_{16}, S_{17}, S_{18}, S_{19} \in \{0, 1\}
\end{align*}
\]

(14a)

\[
\cos(\theta_{15-19}) = 1
\]

(14b)

Stage1: Stage1 are two look-up-tables (LUTs) with size of 26, which are used as pre-compensation for subsequent micro-rotation stages errors. Like other scaling-free CORDICs, the proposed CORDIC has three error sources: quantization error, truncation error and approximation error. Stage1 corrects the error by pre-biasing the initial rotation vectors. The output vector \([X_5, Y_5]^T\) of Stage1 is not obtained by micro-rotation, but by LUTs. The corresponding angle of Stage1 is as follows:

\[
\theta_{0-4} = S_0 + S_1 \cdot 2^{-1} + S_2 \cdot 2^{-2} + S_3 \cdot 2^{-3} + S_4 \cdot 2^{-4}, \\
S_0, S_1, S_2, S_3, S_4 \in \{0, 1\}
\]

(15)

Theoretically, \([X_5, Y_5]^T\) should be \([\cos(\theta_{0-4}), \sin(\theta_{0-4})]^T\), but since bias terms need to be added to correct the error, the vector is adjusted to:

\[
[X_5, Y_5]^T = [\cos(\theta_{0-4}) + \text{offset}_X, \sin(\theta_{0-4}) + \text{offset}_Y]^T
\]

(16)

The optimal value of term offset\_X/Y is determined by performing exhaustive search. Set the range of offset\_X/Y as \([-1, 1]\), search for \([\text{offset}_X, \text{offset}_Y]^T\) in this range to get the optimal \([X_5, Y_5]^T\), so that the MSE of output \([X_{\text{out}}, Y_{\text{out}}]^T\) is minimized. Here Table II gives the optimal \([X_5, Y_5]^T\) corresponding to different angle combinations under 32-bits implementation:

| \(\{S_0, S_1, S_2, S_3, S_4\}\) | \([X_5, Y_5]^T\) | \([S_0, S_1, S_2, S_3, S_4]\) | \([X_5, Y_5]^T\) | \([S_0, S_1, S_2, S_3, S_4]\) | \([X_5, Y_5]^T\) |
|---|---|---|---|---|---|
| [00000] | [010000] | [01000] | [01001] | [0046, 0.533] | [01101] | [0.431, 0.902] |
| [0001] | [0.989, 0.697] | [0101] | [0.811, 0.585] | [01101] | [0.374, 0.927] |
| [0008] | [0.993, 0.125] | [01101] | [0.735, 0.635] | [0110] | [0.315, 0.949] |
| [00011] | [0.969, 0.186] | [0110] | [0.752, 0.682] | [01101] | [0.255, 0.967] |
| [00010] | [0.969, 0.247] | [01101] | [0.688, 0.726] | [0110] | [0.195, 0.981] |
| [0101] | [0.952, 0.337] | [01101] | [0.641, 0.768] | [0111] | [0.133, 0.999] |
| [06110] | [0.921, 0.466] | [0112] | [0.592, 0.869] | [01000] | [0.071, 0.999] |
| [00111] | [0.906, 0.424] | [01000] | [0.540, 0.842] | [01001] | [0.008, 1.000] |
| [010001] | [0.878, 0.479] | [01001] | [0.487, 0.874] | |

The 16-bits pipeline architecture has 5 stages. Like 32-bits implementation, Stage6 and Stage4 are pre-processing and post-processing modules, and Stage1 is initial values LUTs for rotation vector. Therefore, 16-bits architecture has only two micro-rotation stages (Stage2, Stage3), and the corresponding rotation angles are:

\[
\begin{align*}
\theta_{4-7} &= S_5 \cdot 2^{-5} + S_6 \cdot 2^{-6} + S_7 \cdot 2^{-7}, S_5, S_6, S_7 \in \{0, 1\}
\end{align*}
\]

(17)

\[
\begin{align*}
\theta_{8-13} &= S_8 \cdot 2^{-8} + S_9 \cdot 2^{-9} + S_{10} \cdot 2^{-10} + S_{11} \cdot 2^{-11} + S_{12} \cdot 2^{-12} + S_{13} \cdot 2^{-13}, S_8, S_9, S_{10}, S_{11}, S_{12}, S_{13} \in \{0, 1\}
\end{align*}
\]

(18)

Like 32-bits architecture, the elements sin and cos of rotation matrix are obtained by solving the undetermined coefficients. Rotation module is also realized by truncation, adders/subtractors and multiplexers.
4. Error analysis

Fig. 4 illustrates the 32/16-bits cos and sin functions and their absolute error curves in first quadrant. Fig. 4 (a), (c), (e) and (g) are functions curves of our proposed 32/16-bits CORDICs. Absolute error curves are the errors between our proposed CORDICs and Matlab floating-point library functions. It can be seen from Fig. 4 that due to pre-biasing scheme of Stage1 and high-precision expansion of subsequent stages, 32-bits CORDIC error is on the level of $10^{-8}$ and 16-bits CORDIC is $10^{-4}$.

5. Experiment results

In this section the proposed CORDICs are synthesized in multiple FPGA devices and 65/130nm CMOS process. In addition, the state-of-the-art CORDICs with pipeline architectures, FPGA or ASIC implementation results and arbitrary input angles are also selected. From Table III to Table IV, the proposed CORDICs adopt FPGA devices consistent with the references, and the data bit-width and error level are also as close as possible to the references. ASIC power results are obtained by Synopsys Prime Time using synthesized netlists and Switching Activity Interchange Format files. For ASIC implementation, since the power consumption is related to frequency, the energy index (unit: pJ/cycle) in [22] is adopted. For Tables III and IV, the proposed CORDIC’s error is $10^{-8}$ level, which is consistent with [12] ($10^{-8}$) and better than [4] ($10^{-7}$). Also, FPGA resource occupation, SDP, ADP, gate counts and Energy of the proposed CORDICs are better than [12] and [4]. For Tables V and VI, the error of [3], [29] and our CORDICs are all $10^{-4}$ level, which are better than [10] ($10^{-3}$). The MSE of [22] and our 16-bits CORDICs are all $10^{-8}$ level. As shown in Tables V and VI, the proposed CORDICs also achieve the lowest resource consumption and the best energy efficiency.

6. Conclusion

The proposed CORDICs adopt a new redefined Elementary-
Angle-Set which can be applied to determine the elementary angle composition of input angle. Also, micro-rotation of the vector in first quadrant is deterministic anti-clockwise. Rotation matrix elements are expanded with base-2 exponent, which corresponds to truncation processing of data and lower bit-width adders/subtractors. Implemented in multiple FPGA devices and CMOS processes, the CORDICs feature low resource consumption and power.
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