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Abstract

Imputation of missing values is a strategy for handling non-responses in surveys or data loss in measurement processes, which may be more effective than ignoring the losses and omitting them. The characteristics of variables presenting missing values must be considered when choosing the imputation method to be used; in particular when the variable is a count the literature dealing with this issue is scarce. If the variable has an excess of zeros it is necessary to consider models including parameters for handling zero-inflation. Likewise, if problems of over- or under-dispersion are observed, generalisations of the Poisson, such as the Hermite or Conway-Maxwell Poisson distributions are recommended for carrying out imputation. The aim of this study was to assess the performance of various regression models in the imputation of a discrete variable based on Poisson generalisations,
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in comparison with classical counting models, through a comprehensive simulation study considering a variety of scenarios and a real data example. To do so we compared the results of estimations using only complete data, and using imputations based on the most common count models. The COMPoisson distribution provides in general better results in any dispersion scenario, especially when the amount of missing information is large.
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1 Introduction

Missing data are practically unavoidable in research in any field, however their consequences for the validity of research findings are not considered in the majority of cases. Nowadays, many scientific journals emphasise the importance of including information about missing data and the strategy used to handle them ([6]), and yet it is still not common to find this, and very few publications explicitly describe missing data and the methods used to deal with them. Data can be missing due to non-responses or be caused by problems in study design, or even created deliberately by researchers as part of privacy policies. In order to identify the behaviour of missing data in a sample, in terms of quantity and mechanisms of data loss, the first step is to carry out a statistical description of the observed variables, identify the data lost in each one, and then identify the patterns of data loss which will help to make a decision about a method for handling the missing data. In many cases, researchers resort to using only data which are completely available, ignoring those which are missing when performing analyzes; but this decision can generate problems of bias and lack of precision in estimates and affect the power of the study due to the reduction in sample size.

In order to adequately deal with missing data it is necessary to identify the mechanism of data loss (process of non-response) defined as the origin, causes, moment, relationships or characteristics which give rise to the lack of information. Moreover, it is important to establish whether the observations have been lost randomly, or whether their loss is associated with definable causes, and to determine the percentage of missing data in the sample, since depending on these factors, the levels of uncertainty in working with imputed data can vary significantly ([15]).
The mechanism of data loss is classified depending on the probability of response: if this is independent of the observed and unobserved data ($P(Y \text{ missing} \mid X, Y) = P(Y \text{ missing})$), we say the non-response process is MCAR, missing completely at random. If however it is dependent on the observed data ($P(Y \text{ missing} \mid X, Y) = P(Y \text{ missing} \mid X)$), we say the non-response process is MAR, missing at random. When the process is neither MAR nor MCAR ($P(Y \text{ missing} \mid X, Y) = P(Y \text{ missing} \mid X, Y)$) it is termed informative, NMAR, not missing at random ([21]).

The advantage, statistically speaking, of the mechanism of loss being MCAR is that conclusions obtained from the analysis of these data can still be valid. The power of the study can be affected by the design, but the parameters estimated are not biased by the absence of data. However, MAR is the most common mechanism and thus it is important to take into account that the probability of data loss is conditionally independent; but if the mechanism is NMAR, this represents a difficulty for imputation, since the estimation of parameters requires knowledge of the model of data loss in order to achieve unbiased estimates.

[18], [25] and [9] have constructed a taxonomy of the most popular methods for handling missing data, which shows that when the data loss mechanism is completely random (MCAR) the methods stochastic regression, multiple imputation, maximum likelihood with Expectation-Maximization (EM) algorithm, Bayesian imputation, and weighted methods produce consistent estimates; when the mechanism of data loss is random (MAR) multiple imputation produces consistent estimates but only under certain conditions, just as with weighted imputation methods, whereas for the non-random mechanism (NMAR) it is more complicated to obtain consistent estimates as the correct probability model of data loss needs to be properly identified ([34]). This issue has been studied in detail in specific situations like zero inflation in [19].

In many studies, counting variables appear, for example in health research it is common to study episodes of a particular disease and these form the basis of estimates of incidence, when the time-period in which they are observed is also taken into account. Although in the presence of missing data of this type, it would seem logical that the imputation model be based on discrete distributions, such as Poisson or Negative Binomial, in a biomedical and epidemiological literature review, it was found that very few studies employed these specific methods to impute discrete variables. In practice, the procedures used to handle such missing data were as though the variable
had been continuous, or treating it as categorical or ordinal, using polytomic regression techniques, and in other cases using the strategy of applying some normalizing transformation to the data, and subsequently using imputation methods for normal data ([16]).

Much less common is the use of other more sophisticated techniques which tackle specific situations, such as the problem of inflated zeros ([24]), a situation which may be explained by the lack of software available to carry out imputations of this type. However, some packages have now been developed, for example in R, which allow imputation of these kinds of data ([15]) and some studies have stressed the utility of Poisson and Negative Binomial zero-inflated models for epidemiological studies with both cross-sectional and longitudinal designs ([17]). Few studies use generalized distributions, which are more flexible and take into account problems of over- and under-dispersion, also common in health data: for example no studies are found employing the Hermite distribution, a generalization of the Poisson distribution, more flexible when there is over-dispersion for the imputation variables of count data. Nor are studies found employing the Conway Maxwell Poisson distribution which permits modeling count data in the presence of over- and under-dispersion.

It is also not common in scientific literature to find an exhaustive examination of missing information in a discrete variable acting as covariate in an analysis. However, this point is crucial in certain contexts such as survival analysis in the presence of recurrent events, where the usual analysis techniques introduced in [1] and [26] require knowledge of the number of previous events suffered by individuals, something which is often unknown (for example events which occurred prior to initiation of a cohort study). The aim of the present study is precisely to assess the performance of methods of imputation of missing data in a discrete covariate, based on generalizations of the Poisson distribution, in comparison to the classical Poisson and Negative Binomial counting methods, in different scenarios of dispersion and nature of response variable and within a framework of multiple imputation, following the recent recommendations in many scenarios like confirmatory clinical trials ([3]). Although applied researchers were reluctant to using multiple imputation methods until recently, the implementation in most used data analysis software has increased their popularity in the latest years. [14] present an alternative based on regression models, but accounting only for continuous covariates. The considered regression models are described in the next section and their performance on real lung cancer clinical trial data and on a
comprehensive simulation study are analyzed in Section Results.

2 Methods

In this section we present some discrete variable regression models, on the basis of which to carry out imputation of missing data. The classical counting models including Poisson, negative binomial (parameterized in terms of its mean $\mu$ and dispersion index $d$) and their zero-inflated versions are described in the supplementary material, and only the less known distributions (Hermite and Conway-Maxwell Poisson) are presented here. These distributions are very flexible and may be adapted and used in any scenario of dispersion. A comprehensive description of most common count data modeling strategies with special focus on dispersion issues can be found in [8]. In our context, the main interest is in fitting a generalized linear model (GLM, [20]) according to the nature of the response variable $Y$ (linear for continuous, logistic for binary, Poisson or other discrete regression models for count data) using a discrete explanatory variable $X$ with missing observations. In order to carry out the imputation of missing data using the regression models described in this section, two phases are required; firstly, a generalized linear model is fitted using the covariate $X$ as response and the response $Y$ as covariate, based on the corresponding distribution (Poisson, NB, ZIP, ZINB, Hermite or COMPoisson). On the second phase, imputed values are randomly sampled from the corresponding distribution with the parameters obtained in the previous step, including random noise generated from a normal distribution in all cases (as the parameters are estimated by maximum likelihood). Let’s assume we are interested in fitting the model $Y = \beta_0 + \beta_1 \cdot X$, where $X$ is a discrete explanatory variable, and consider a vector of the parameters of the model $\beta = (\beta_0, \beta_1)$. In order to produce proper estimation of uncertainty, the described methodology can easily be extended to a multiple imputation framework. The results reported in Section Results correspond to the combination of $m = 50$ imputed data sets, according to the well known Rubin’s rules ([31]) and based on the following steps in a Bayesian context:

1. Fit the corresponding count data model and find the posterior mean and variance $\hat{\beta}$ and $V(\hat{\beta})$ of model parameters $\beta$.

2. Draw new parameters $\beta^*$ from $N(\hat{\beta}, V(\hat{\beta}))$, where $\hat{\beta}$ is the maximum likelihood estimate of a parameter $\beta$.  
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3. Compute predicted scores $p$ using the parameters obtained in the previous step (the actual expression depends on the count data model).

4. Draw imputations from the corresponding count data distribution and scores obtained in the previous step.

For a recent review of multiple imputation methods with special focus on medical research, see [13].

The performance of these models in different scenarios will be compared in the next section. The simulation strategy is described in detail in Section Simulation study.

### 2.1 Hermite distribution

Several generalizations of Poisson distribution have been considered in literature. A remarkable approach to Poisson generalizations are two-parameter discrete distributions closed under convolutions and satisfying that the sample mean is the maximum likelihood estimator of the population mean, which are characterized in [27]. Within this family of distributions, a case of special interest are the so-called compound-Poisson or contagious distributions. They are families with probability generating function (PGF) defined by

$$P(s) = \exp(\lambda f(s-1)) = \exp(a_1(s-1) + a_2(s^2-1) + \ldots + a_m(s^m-1) + \ldots), \quad (1)$$

where $f(s)$ is also a PGF and $\sum_{i=1}^{m} a_i = \lambda$. One of these families is the Generalized Hermite distribution, first introduced in [5] as the situation where $a_m$ is significant compared to $a_1$ in (1), while all the other terms $a_i$ are negligible, resulting in the PGF

$$P(s) = \exp(a_1(s - 1) + a_m(s^m - 1)). \quad (2)$$

After fixing the value of the positive integer $m \geq 2$, the order or degree of the distribution, the domain of the parameters is $a_1 > 0$ and $a_m > 0$. Note that when $a_m$ tends to zero, the distribution tends to a Poisson. Otherwise, when $a_1$ tends to zero it tends to $m$ times a Poisson distribution. It is immediate to see that the PGF in (2) is the same than the PGF of $X_1 + mX_2$, where $X_i$ are independent Poisson distributed random variables with population mean $a_1$ and $a_m$ respectively. From here, it is straightforward to calculate the
population mean, variance, skewness and excess kurtosis of the Generalized Hermite distribution:

\[
\begin{align*}
\mu &= a_1 + ma_m, \\
\sigma^2 &= a_1 + m^2a_m, \\
\gamma_1 &= \frac{a_1 + m^3a_m}{(a_1 + m^2a_m)^{3/2}}, \\
\gamma_2 &= \frac{a_1 + m^4a_m}{(a_1 + m^2a_m)^2}.
\end{align*}
\] (3)

A useful expression for the probability mass function of the Generalized Hermite distribution in terms of the population mean \(\mu\) and the population index of dispersion \(d = \sigma^2/\mu\) is provided in [27].

\[
P(Y = k) = P(Y = 0)\frac{\mu^k(m - d)^k}{(m - 1)^k} \sum_{j=0}^{[k/m]} \frac{(d - 1)^j(m - 1)^{(m-1)j}}{m^j\mu^{(m-1)j}(m - d)^{mj}(k - mj)!j!}, k = 0, 1, \ldots
\] (4)

where \(P(Y = 0) = \exp(\mu(-1 + \frac{d-1}{m}))\) and \([k/m]\) is the integer part of \(\frac{k}{m}\).

Note that \(m\) can be expressed as \(m = \frac{d-1}{\log(p_0)/\mu}\).

The probabilities can be also written in terms of the parameters \(a_1, a_m\) using the identities given in (3).

The case \(m = 2\) in (2) is covered in detail in [12] and [11] and the resulting distribution is simply called Hermite distribution. In that case, the probability mass function, in terms of the parameters \(a_1\) and \(a_2\), has the expression

\[
P(Y = k) = e^{-a_1-a_2} \sum_{j=0}^{\lfloor k/2 \rfloor} \frac{a_1^{k-2j}a_2^j}{(k-2j)!j!}, k = 0, 1, \ldots
\] (5)

The Hermite distribution is said to be zero-inflated with respect to the Poisson distribution, because the probability of the variable taking value zero under Hermite is greater than under Poisson, when the two distributions have the same mean. This characteristic of the Hermite distribution allows proposing the use of a Hermite regression model for count variable with an excess of zeros, instead of using a classical Poisson regression model.

Given a sample \(X = x_1, \ldots, x_n\) of a population coming from a generalized Hermite distribution with mean \(\mu\), index of dispersion \(d\) and order \(m\), the log-likelihood function is
\[ l(X; \mu, d) = n \cdot \mu \cdot \left( -1 + \frac{d - 1}{m} \right) + \log \left( \frac{\mu(m - d)}{m - 1} \right) + \sum_{i=1}^{n} x_i + \sum_{i=1}^{n} \log(q_i(\theta)), \quad (6) \]

where \( q_i(\theta) = \sum_{j=0}^{[x_i/m]} \frac{\theta^j}{(x_i - mj)!} \), and \( \theta = \frac{(d-1)(m-1)(m-1)}{m\mu\mu^{-1}(m-d)m} \).

The maximum likelihood equations do not always have a solution. It is due to the fact that this is not a regular family of distributions because its domain of parameters is not an open set. The following result gives a sufficient and necessary condition for the existence of such a solution [27]:

**Proposition 1.** Let \( x_1, \ldots, x_n \) be a random sample from a generalized Hermite population with fixed \( m \). Then, the maximum likelihood equations have a solution if and only if
\[ \bar{x} \mu(m) > 1, \]
where \( \bar{x} \mu(m) \) is the \( m \)-th order sample factorial moment, \( \mu(m) = \frac{1}{n} \sum_{i=1}^{n} x_i(x_i - 1) \cdots (x_i - m + 1) \).

If the likelihood equations do not have a solution, the maximum of the likelihood function (6) is attained at the border of the domain of parameters, that is, \( \hat{\mu} = \bar{x}, \hat{d} = 1 \) (Poisson distribution), or \( \hat{\mu} = \bar{x}, \hat{d} = m \) \((m \times \text{a Poisson distribution})\). The case \( \hat{\mu} = \bar{x}, \hat{d} = m \) corresponds to the very improbable situation where all the observed values were multiples of \( m \). Then, in general, when the condition of Proposition 1 is not satisfied, the maximum likelihood estimators are \( \hat{\mu} = \bar{x}, \hat{d} = 1 \). It means that data is fitted assuming a Poisson distribution.

The R implementation of the Hermite distribution basic functions and regression model (package `hermite`) is detailed in [22].

### 2.2 Conway-Maxwell Poisson distribution

Let \( x \) be a random count variable with the following probability distribution function:
\[ P(x, \lambda, \nu) = \frac{\lambda^x}{(x!)^\nu Z(\lambda, \nu)}, \quad (7) \]

where \( \lambda = E(x^\nu) \) with \( \nu \) the dispersion parameter and \( Z(\lambda, \nu) = \sum_{j=0}^{\infty} \frac{\lambda^j}{(j!)^\nu} \) is a normalizing constant. If \( \nu = 1 \) the distribution is equidispersed, and it is overdispersed (underdispersed) if \( \nu < 1 \) \((\nu > 1)\).
The COMPoisson distribution, characterized by the previous probability distribution function, is a two-parameter extension of the Poisson distribution. It can be thought as a generalization of certain discrete distributions, such as the Poisson distribution when $\nu = 1$, the Bernoulli distribution with probability $\frac{\lambda}{1+\lambda}$ when $\nu \to \infty$ and the geometric when $\nu = 0$ and $\lambda < 1$. It was first suggested in 1962 by Conway and Maxwell in [4] (see [33] for a recent review of its applications). This distribution may also be seen as a weighted Poisson distribution with weighting function $w_y = (y!)^{1-\nu}$. In this sense, [30] compared the COMPoisson with a weighted Poisson where the weights take the following form:

$$W_y = \begin{cases} e^{-\beta_1(\lambda-y)} & \text{if } y \leq \lambda \\ e^{-\beta_2(y-\lambda)} & \text{if } y > \lambda. \end{cases}$$

There is underdispersion when $\beta_1, \beta_2 > 0$, overdispersion when $\beta_1, \beta_2 < 0$ and equidispersion when $\beta_1 = \beta_2 = 0$.

This is a flexible distribution which can take account of the excessive or insufficient dispersion often found in count data ([2]) and allows modeling count data in three dispersion scenarios: equidispersion, overdispersion and underdispersion, and is therefore an interesting alternative from the point of view of the present study. For example, the COMPoisson distribution has been used in linguistics to model word length, to model count data in marketing, and eCommerce, and to model grocery shop sales, among other uses. The capacity to handle different types and levels of dispersion makes the distribution more useful in applications where the level of dispersion may vary ([32]).

### 2.3 Simulation study

In order to assess the efficiency of the methods considered in this study, we designed a simulation procedure based on the following algorithm.

1. Generate a population of size 1,000,000 with two variables. One variable $Y$, following a binomial, normal or Poisson distribution will be used as the response, depending on the scenario considered (binary, continuous or discrete response variable), and a second will be used as the explanatory variable $X$, consisting of a count of the number of events and based on a Poisson, negative binomial or zero-inflated distribution, depending on the scenario of dispersion and zero-inflation.
The covariate $X$ is generated first randomly sampling from the corresponding distribution and then the response $Y$ is generated on the basis of a GLM with different intensities of association with the explanatory variable ($\beta = 0.5$, $\beta = -0.3$ and $\beta = -0.5$) although we only report results corresponding to $\beta = 0.5$ because no relevant differences were observed compared to the other values. These values of $\beta$ were considered to keep the association between the response variable and the covariate within the usual ranges, with a moderate and reasonable strength.

2. From the generated population, randomly select 1000 samples of size 2000 and generate missings in the explanatory variable using a MAR or MCAR mechanism, and for percentages of 5% to 30%. Regarding missings generated via MAR, the criteria was that 80% of missings corresponded to values of 0 for the binary variable or values below the mean for discrete or continuous variables and 20% of the missings corresponded to values of 1 for the binary variable or values above the mean for discrete or continuous variables.

3. For each sample, fit logistic, linear or Poisson regression models depending on the response variable, as follows:
   - **Listwise deletion (lw)**. Fit the regression model eliminating missing values, in other words, using only the information available.
   - **Poisson (pois)**. Fit a Poisson regression model using the count variable as response. Based on the estimated coefficients, impute missing values and subsequently fit the regression model, incorporating the set of imputed values.
   - **Negative Binomial (nb)**. Similar to the above procedure, but impute missing values using a Negative Binomial regression model.
   - **Hermite**. In this case, use a Hermite regression model to impute the missing values in the discrete variable.
   - **COMPoisson (cmp)**. Use Conway-Maxwell Poisson regression model to perform imputation of the missing data.
   - **Zero-inflated Poisson (zpois)**. Use a Poisson regression model with zero-inflation to impute the missing values.
- **Zero-inflated negative binomial (znb).** Use a Negative Binomial regression model to impute the missing values.

The efficiency of the proposed imputation methods was assessed by comparing relative bias with respect to the population parameter \( \left| \frac{\hat{\beta} - \beta}{\beta} \right| \), where \( \hat{\beta} \) is the average of the estimate of a parameter \( \beta \) over the imputed data sets, the average length of 95% confidence intervals for the parameter of interest (AIL, computed as the average length of the 95% confidence intervals for the parameter of interest over all imputed data sets) and the coverage probability (computed as the proportion of imputed data sets with 95% confidence intervals including the true value of the population parameter). The same procedure was also carried out using samples of size \( n = 200 \) but the results showed no differences with those reported, and have been omitted. The following dispersion scenarios were considered:

- **Equidispersion:** the explanatory variable was generated following a Poisson distribution with parameter \( \lambda = 2 \). The procedure described was performed using other values for \( \lambda \) but the results did not differ from those reported.

- **Overdispersion:** the explanatory variable was generated following a negative binomial distribution with mean \( \mu = 2 \) and dispersion index \( d = 2 \). The procedure described was performed using other values for \( \mu \) and \( d \) but the results did not differ from those reported.

- **Underdispersion:** the explanatory variable was generated following a Poisson distribution with parameter \( \lambda = 2 \), and the underdispersion was generated through an iterative procedure, substituting values for the mean at random until a dispersion of \( d = 0.5 \) was obtained. The procedure described was performed with other values for \( \lambda \) and \( d \) but the results did not differ from those reported. In this case, the methods based on the Hermite distribution or on zero-inflated distributions were not considered due to convergence issues.

- **Excess zeros:** the explanatory variable was generated following a Poisson distribution with parameter \( \lambda = 2 \) and subsequently a random 10% of values were replaced by zeros. The procedure described was performed using other values for \( \lambda \) and other proportions of zero-inflation
(p = 0.1, 0.3, 0.4 and 0.6) but the results did not differ from those reported.

The tables including the results for all kinds of response variables and all dispersion scenarios are available as supplementary material.

3 Results

The performance of the considered imputation methods is compared in this section in a real data example from a randomized clinical trial (RCT) of two treatment regimens for lung cancer, first introduced in [10]. The considered variables are survival time (continuous response, \( Y \)) and the number of months from diagnosis to randomisation (discrete explanatory variable, \( X \)), in which a quantity of random missing values were introduced 10%, 20%, 30% and 40%. Although the main interest in practice in a RCT would be to estimate the treatment effect, we focus here on the effect of the discrete covariate over the continuous response, as it was an observational study like the simulation study presented in Section Simulation study.

3.1 Lung cancer data

The explanatory variable number of months from diagnosis to randomisation is clearly overdispersed (the variance is 112.62 while the mean is 8.77). Fitting a linear regression model (\( Y = \beta_0 + \beta_1 \cdot X \)) to the full data without missing observations in the discrete explanatory variable \( X \), the estimate is \( \hat{\beta}_1 = -0.69 \) (SD = 1.28). Table 1 shows three performance measures for each of the considered imputing distributions (all cases included in a multiple imputation framework with \( m = 50 \) imputed data sets) in each missing data scenario (percentage of missing observations from 10% to 40%). The average interval length (AIL) reveals the uncertainty around the estimate in each case, the relative bias shows the deviation of the average estimate with respect to the reference value of \( \hat{\beta}_1 = -0.69 \), while the p-values are obtained from \( \chi^2 \) goodness of fit tests comparing the distribution of the original explanatory variable with no missing observations and the distribution of the same variable with imputed missing observations according to each considered distribution.

The 95% confidence intervals include the reference value of \( \hat{\beta}_1 = -0.69 \) in all cases.
Table 1: Average interval length (AIL) and relative bias for each imputation method. p-values from $\chi^2$ goodness of fit test comparing the full data and imputed distributions.

| % of missing data | Model            | Relative bias | AIL  | p-value |
|-------------------|------------------|---------------|------|---------|
|                   | Listwise deletion| 0.09          | 5.54 | 0.050   |
|                   | Poisson          | 0.10          | 5.36 | 0.136   |
| 10%               | Negative binomial| 0.08          | 5.30 | 0.155   |
|                   | Hermite          | 0.12          | 5.35 | 0.140   |
|                   | COMPoisson       | 0.16          | 5.27 | 0.115   |
|                   | Listwise deletion| 0.24          | 5.78 | 0.012   |
|                   | Poisson          | 0.16          | 5.48 | 0.192   |
| 20%               | Negative binomial| 0.04          | 5.39 | 0.136   |
|                   | Hermite          | 0.24          | 5.46 | 0.176   |
|                   | COMPoisson       | 0.11          | 5.34 | 0.096   |
|                   | Listwise deletion| 0.80          | 8.93 | 0.048   |
|                   | Poisson          | 0.76          | 8.29 | 0.239   |
| 30%               | Negative binomial| 0.82          | 7.97 | 0.192   |
|                   | Hermite          | 0.89          | 8.25 | 0.196   |
|                   | COMPoisson       | 0.67          | 7.96 | 0.200   |
|                   | Listwise deletion| 0.55          | 9.79 | 0.134   |
|                   | Poisson          | 0.40          | 8.54 | 0.246   |
| 40%               | Negative binomial| 0.44          | 7.93 | 0.238   |
|                   | Hermite          | 0.50          | 8.42 | 0.235   |
|                   | COMPoisson       | 0.24          | 8.05 | 0.206   |
As can be seen in Table 1, highest relative biases are obtained when missing data is not imputed (listwise deletion), with largest 95% confidence intervals and significant deviation from the full data distribution ($\chi^2$ test p-values under 0.05 for the 10% - 30% of missing observations). On the other hand, Table 1 also shows that all the considered discrete distributions perform similarly when the proportion of missing observations in the explanatory variable is relatively small (10% - 20%) but missing data imputation based on the COMPoisson distribution is the best performing method in a scenario with a high proportion of missing data. In particular, for the 40% missing observations scenario it can be seen that estimates for $\beta_1$ obtained imputing the missing data on the basis of the COMPoisson distribution are clearly closer to the reference value (lowest relative bias) yet with a reasonable average 95% confidence interval length and no significant deviation of the imputed explanatory variable distribution with respect to the corresponding original full data distribution.

### 3.2 Simulation study results

Below we present the results for estimations of the $\beta_1$ coefficient and standard error of the regression models fitted, handling missing values in the cases of continuous response variables by the methods: listwise deletion (lw), imputation with Poisson regression (pois), imputation with negative binomial regression (nb), imputation with Hermite regression (herm), imputation using the COMPoisson model (comp), imputation with zero-inflated Poisson model (zpois) and imputation with zero-inflated negative binomial model (znb). For the other types of response variable, results are provided as supplementary material. We also present biases in the estimations and true coverage indices of the confidence intervals for the same case in all scenarios.

According to these results, we observe a considerable increase in bias when over 20% of values are missing, in all scenarios of dispersion and response variable (see Tables S1, S2, S3 and S4) in the Supplementary material. Figure 1 shows the behaviour of bias for each imputation method under the scenario of equidispersion, and it may be seen that in the estimate using only the information available without imputation (listwise deletion), the bias is greater in comparison to the other methods. The same trends can be seen for the average length of the confidence intervals and their coverage (see Figure 2 and Figure 3).
Figure 1: Bias in the coefficient estimate for the scenario of equidispersion with continuous response variable.

Figure 2: Average length of confidence intervals of the coefficient in the scenario of equidispersion and continuous response variable.
In the scenario of overdispersion with a continuous response variable, the behaviour of bias is similar when listwise deletion is used, or when using zero-inflated models to carry out the imputation; lower bias may be seen when imputation is done with the negative binomial or COMPoisson models, as Figure 4 shows, however coverage of the confidence intervals is low compared to the other methods (see Figure 6). As expected, the average lengths of 95% confidence intervals increase with the proportion of missing observations (see Figure 5) in a very uniform manner except for the COMPoisson and zero-inflated negative binomial imputation models, with slightly wider confidence intervals in general.
Figure 4: Bias in coefficient estimation when there is overdispersion and the response variable is continuous.

Figure 5: Average length of confidence intervals of the coefficient when there is overdispersion and the response variable is continuous.
In the case of underdispersion the results presented in Figure 7 show that in this scenario the biases are lower when imputing using the Poisson and Negative Binomial regression models (in this scenario it is not possible to obtain the maximum likelihood estimators corresponding to the Hermite distribution) and that the coverage of confidence intervals is greater for these two models (see Figure 9). As in the previous scenarios, Figure 8 shows a very uniform increase in the average 95% confidence intervals as the proportion of missing observations increases except the COMPoison based imputation model, with wider intervals.

Figure 6: Coverage of confidence intervals of the coefficient in the scenario of overdispersion and continuous response variable.
Figure 7: Bias in estimation of the coefficient when there is underdispersion and the response variable is continuous.

Figure 8: Average length of confidence intervals in the scenario of underdispersion and continuous response variable.
Figure 9: Coverage of confidence intervals in the scenario of underdispersion and continuous response variable.

When the data present, apart from missing values, an excess of zeros, the results show an improved estimation behaviour using the zero-inflated Poisson and Negative binomial models, as is to be expected, although the performance of the imputation methods considered is in general worse than in the other dispersion scenarios, as may be seen in Figure 10. Figure 11 reveals a very uniform behavior regarding the average lengths of the 95% confidence intervals regardless the method used for imputing missing values. When the proportion of missing observations is high, it can be seen (Figure 12) that higher coverages in this scenario are obtained for zero-inflated based imputation methods as expected (both Poisson and negative binomial zero-inflated models), but also with the negative binomial and COMPoisson.
Figure 10: Bias in estimation of the coefficient when there is an excess of zeros and the response variable is continuous.

Figure 11: Average length of confidence intervals in the scenario of excess zeros and continuous response variable.
4 Discussion

In medical research it is common for data to be partially missing and it is necessary to cope with this problem in order to analyze the information in a coherent and consistent manner. Many methods are available which allow this, and proper handling of information which is lacking will depend on choosing the most appropriate one.

When the variable presenting missing values is a count, there are various alternative ways to impute such missing values, which depend on the distribution characteristics of the count variable, particularly the behaviour of the mean and variance. The most widely used method is to assume that there is equidispersion and that a classical Poisson model is the best alternative to impute the missing counts; however, in real-life research this assumption is not always correct, and it is common to find count variables exhibiting overdispersion or underdispersion, for which the Poisson model is no longer the best to use in imputation. If there is overdispersion the Poisson model underestimates the amount of dispersion. In recent years much work has been done on implementation of other counting models, which may be generalizations of the Poisson model and which take over- and under-dispersion into account, as well as the problem of excess zeros ([28]).

The lung cancer example shows that the COMPoisson distribution pro-

Figure 12: Coverage of confidence intervals when there is an excess of zeros and the response variable is continuous.
vides with a powerful alternative to missing data imputation in a realistic situation of overdispersed discrete explanatory variables, even with a large proportion of missing information, within the framework of multiple imputation, which is now implemented in many standard software and is therefore available to researchers in a straightforward way.

Moreover, in the simulation study we generated different scenarios with a variety of percentages of missing data and three distributions of the response variable: continuous, binary and discrete, and subsequently fitted the respective models with the imputed independent variable using one of the models mentioned. The results of this simulation allow us to affirm that in order to impute a count variable, it is not sufficient to assume the distribution is Poisson; it is necessary to identify the relationship between the variance and the mean of the data, as well as whether the presence of excess zeros might make it appropriate to use specific models for handling missing data in this scenario. Additionally, it can be seen that especially for continuous and discrete response variable when the proportion of missing information is very high (over a 20%), imputing the missing values can lead to inaccurate results regarding relative bias and extremely low coverage rates.

One of the most unexpected findings is that fitting models using only the available data in some cases produces estimator with less bias than performing imputation of the missing values ([7]), in the case of a dichotomic response variable. Although it is recognized that fitting a model with only the available data may affect the power of the study and produce imprecise estimations, it is evident that the effects on power and precision may be significant if the percentage of missings is low and the mechanism of data loss is completely random.

5 Conclusions

In several of the scenarios considered the performance of the methods analyzed differs, something which indicates that it is important to analyze dispersion and the possible presence of excess zeros before deciding on the imputation method to use. Specifically, in the scenario of equidispersion and binary response variable, when a logistic regression model is fitted imputing missing values with the MAR mechanism using the different models mentioned we observe, as expected, that the Poisson and Negative Binomial models produce estimations with low bias and acceptable coverage.
over, the COMPoisson model performs well as it is flexible regarding the handling of counts with characteristics of over- and under-dispersion, as well as with equidispersion ([32]). If, however, the count variable is overdispersed, as is often the case in health research, there are various alternatives for performing imputation, the Negative Binomial model being the most recommended. In our results, just as in the case of equidispersion, when the response variable is binary, estimating using available data without performing imputation produces good estimators and with low bias, however it is important to observe that in this case the imputation methods which perform best are those employing zero-inflated models, and the COMPoisson model works very well. For the case where the variable presents underdispersion we observe that imputation based on Poisson and Negative Binomial regression models perform similarly, although the Negative Binomial can present certain difficulties with convergence in this scenario. Furthermore, regard in size of confidence intervals, it is curious that in fitting these models, the higher the percentage of missings the smaller the confidence intervals (apparently an artifact) whereas the COMPoisson is able to maintain their size, and it is worth emphasising that with listwise deletion size increases, as in the other scenarios. When in addition to having missings the data has excess zeros the estimates of the $\beta_1$ parameter in the case of binary response are more precise, i.e. they have less bias and greater coverage but, as in the previous scenarios, this result is similar to when no imputation is performed and only the available data is used. For the case of continuous response variable (Table S4) estimates of the $\beta_1$ coefficient are always smaller than the value of the parameter and coverage of the confidence intervals is acceptable, coverage being even greater for listwise, although at the expense of some confidence intervals being considerably wider.

According to the results of the simulation obtained in this study, the choice of the best method of imputation for count variables depends on various factors such as the amount of missing data, the behaviour of the expected value in relation to the variance, i.e. whether there is equi-, under-, or over-dispersion and the distribution of the response variable. In particular, if data present an excess of zeros, this represents an additional factor to be taken into account when choosing the missing data imputation method. Although in practice the exact distributional form of the incomplete covariates is unknown because, precisely, of the missing information, the behaviour of many phenomena in the context of public health are well established. For instance, it is well known that the risk of suffering a new sickness leave increases with
the number of previous events (see [29] for instance), which would lead to overdispersed data, and the same behavior can be observed with the number of falls suffered by long-term centers residents (as in [23]).
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