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ABSTRACT Mobile cloud computing and edge computing-based solutions provide means to offload tasks for resource-limited mobile devices. Mobile cloud computing provides remote cloud solutions while edge computing provides closer proximity-based solutions. Remote cloud solutions suffer from network latency and limited bandwidth challenges due to distance and dependency on the Internet. However, these challenges are addressed by edge-based solutions since the edge node is available in the same network. The use of Internet of Things-based solutions considering future Information Communication Technology infrastructure is on the rise resulting in the massive growth of digital equipment increasing the load at edge devices. Hence, some load balancing mechanism is required at the edge level to avoid resource congestion. The load balancing at the edge must consider the user’s preferences about edge resources such as personal computers or mobile devices. A user must declare which resources can be spared for other devices to avoid overprovisioning essential resources. We present Load Balancing for Resource Optimization (LBRO), a collaborative cloudlet platform to address load balancing challenges in edge computing considering users’ preferences. A comparative analysis of the proposed approach with the conventional edge-based approach yields that the proposed approach provides significantly improved results in terms of CPU, memory, and disk utilization.

INDEX TERMS Mobile cloud computing, mobile edge computing, fog computing, cloudlet computing, Internet of things, cloud federation.

I. INTRODUCTION

Mobile devices have limited resources including a central processing unit (CPU), memory, energy, and network. Due to the development of resource-intensive applications more resources are required magnifying the resource constraint problem at the mobile end. The cloud computing paradigm offers a resource-rich environment to these mobile devices for resource sharing and load balancing. The concept of virtualization is used to share the resources of a physical machine. Various service-oriented architectures are offered by the cloud computing paradigm namely, Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS) [1]. This paper considers the use case of the IaaS model where a task is bundled as a virtual machine (VM) and is placed on a physical server (cloudlet).

The mobile cloud computing (MCC) model is used to offload a compute-intensive task from a mobile device to a cloud environment, thus addressing resource shortage [2]. In the MCC model, a mobile device directly communicates with the remote server using wireless Internet services [3]. However, the challenges of latency, limited bandwidth, and seamless connectivity pose a major hindrance to the usage of this model. Edge-based solutions such as mobile edge...
computing (MEC), fog computing, and cloudlet computing seem to offer closer proximity-based solutions eliminating these limitations [4], [5]. The cloudlet-based solution is more adaptable as it offers rich computational resources, diversified features, and higher bandwidth without being dependent on specialized equipment as compared to other solutions such as MEC and fog computing [6]. Cloudlet is a mini cloud having rich computing resources and a stable Internet connection available in the same local area network (LAN) to provide services to nearby devices [7]. The cloudlet-based solutions are considered more viable for the Internet of Things (IoT) and smart cities on a bigger scale due to their faster response than MCC [8]. However, the number of devices communicating with the cloudlets has increased lately resulting in more workload which is beyond the capability of the cloudlets. In this situation, the cloudlets forward the exceed number of requests to a remote cloud to manage the workloads thus mimicking a conventional MCC model voiding the benefits of edge computing [3]. Hence, there is a need to resolve this problem in such a way that a maximum number of requests are entertained without being forwarded to the remote cloud.

Existing cloudlet-based solutions consider the locality of information and closer proximity, and hence are unable to provide an optimized and scalable solution focusing on resource scarcity challenges [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30]. Moreover, existing edge-based solutions do not consider users’ resource preferences which are very vital for the node’s performance. These preferences include resource priority and percentage to spare for sharing. Especially in edge-based solutions where a single personal computer or mobile device is playing a role in the edge device, the user’s preferences are very important to clearly define the extra resources that can be shared to avoid the overprovisioning of essential resources. Every resource in this situation does not hold equal weight for the user and hence every edge device may offer a different capacity of resources to entertain only a specific set of requests that meet the resource requirements. In a broader sense, an optimal solution must consider resource sharing, load balancing, and workload placement considering edge devices’ resource conditions.

To address the aforementioned challenge including the availability of global information, scalability, and user preferences, a broker-based centralized federated cloudlet model has been proposed. Broker has the responsibility to manage all the resource information of member cloudlets and use it for resource sharing, load balancing, and placement decisions. The contributions of this paper are as follows:

- Provides the solution for resource shortage at the cloudlet level.
- Provides an edge-level federated solution having more resources to spare than a standalone cloudlet node.
- Provide the user with ease to select essential and extra resources to avoid the overprovisioning problem.

This paper is structured as follows. Section II contains the discussion of important works related to this study. Section III follows the collaborative model, and the design of the proposed LBRO framework while Section IV provides performance analysis. Lastly, the conclusion and future directions are given in Section V.

II. LITERATURE REVIEW

This section provides insight into state-of-the-art edge computing techniques. The related work is reviewed from the perspective of load balancing and resource optimization in an edge federated environment.

A queuing network scheme has been proposed in [9] using a multi-edge and user-based model. This scheme efficiently works on user-to-edge device mapping and edge device placement. The target of this scheme is constantly moving mobile users and the scope is limited to a Metropolitan Area Network (MAN). The scheme proposed in [10] has considered load balancing in the form of a VM to an edge device with adequate resources. The proposed scheme is more focused on total migration time rather than download time. The minimum total time is achieved by adapting to Wide Area Network (WAN) bandwidth and loading on the edge device. The state of the VM on the destination edge device is compared with the source edge device and the difference is calculated to maintain the same state before the source VM can be shut down. Delta encoding scheme is used to calculate the difference that is de-duplicated and compressed before transfer. The user VM is moved in closer proximity to the source edge device to minimize latency. An SDN-based solution named MobiScud has been proposed in [11]. A mini cloud in the core of Radio Access Network (RAN) is established to host users’ Virtual Machines (VMs). These VMs assist users to execute compute-intensive tasks and control messages from mobile devices that are monitored by MobiScud to keep the VM moving along user to keep it in closer proximity. MobiScud also optimizes the flow rules for migrating VM to keep the transition phase smooth with less disruption of services to users. However, users tend to use WiFi more often when indoors, and RAN services are thus needed to be adjusted accordingly.

An ad hoc scheme is proposed in [13] that allows peer devices to lend and acquire resources from each other. Two devices in communication are called master and slave devices. A device offering free resources to others is treated as a slave device and the other device borrowing resources is treated as a master device. This cooperative scheme also supports a smaller scale network assuming there is no interruption in task offloading. Another ad hoc scheme is proposed in [14] using short-range radio communication technology to form a peer-to-peer (P2P) network of mobile devices. Mobile devices participating in the proposed scheme are divided into two categories i.e. a computational service provider that has ample resources to offer and a client who requires resources. An opportunistic approach is used by devices to find appropriate peers and lend services. This scheme is
useful for a smaller-scale network with a short span of service requirements. A scheme named DRAP is proposed in [15] that uses middleware between mobile and edge devices. The devices with resources can form a group and will be treated as edge devices whose resources can be acquired by any other mobile device. The operations of DRAP include resource discovery, calculation of unused resources, and control of the role of edge devices and mobile devices. The proposed scheme is very robust as no single device is acting as an edge device and is capable of dynamically reconfiguring itself upon joining or leaving nodes. However, a log is maintained by some buddy nodes to ensure continued services in case of failure. To attract users an incentive-based approach is employed. The scheme proposed in [17] uses a combination of mobile devices, edge devices, and remote cloud for task offloading. A mobile device requiring resources may contact the edge device present in closer proximity or remote cloud for task offloading. In case the service is provided by the edge device available in the vicinity, the latency is minimized, and internet bandwidth is not required. However, in case the services are acquired from the remote cloud, the model simply becomes a standard MCC Model where the task is offloaded to the remote cloud using internet bandwidth with increased latency as compared to the edge device. An edge-based scheme is proposed in [18] that uses predefined VM templates to fulfill user requirements that are received by the edge device and a predefined template is selected that matches closely to the requirements. Furthermore, infrastructure level customizations are performed before use where it is reverted upon completion of the task to ensure the steady state of the infrastructure. The use of VMs is to isolate changes at the infrastructure level from the changes at the guest operating system (OS) level. Workload sharing and load balancing among tenant VMs and otherwise are not reported.

A P2P scheme addressing the selfish behavior of the participating devices is proposed in [19]. The proposed scheme introduces a point-based incentive model. There are two kinds of devices participating in the collaboration. A device can earn points by offering free resources to other devices. On the other hand, a device in need of resources can spend the points to acquire resources from other devices. This scheme also employs the concept of social responsibility of the community group built on a pre-trust-based model that ensures that the devices taking part in the collaboration are trusted. A middleware platform is proposed in [20] to optimize the average CPU load for Augmented Reality (AR) applications. The proposed scheme offers software services for AR applications having the capability to deploy or remove any software component at runtime. Only those customized software components are employed that fulfill the need of the applications. This removes extra load from the CPU. The scope of the scheme is limited to AR applications only.

An interactive edge computing application based on infrastructure as a service using three-tier mobile cloud computing architecture has been proposed in [23]. The proposed scheme considers two assumptions, 1) the edge nodes are static and 2) the maximum distance between any two edge nodes is 2 hops. The objective of this scheme is to achieve higher throughput with minimum delay time. The proposed scheme assumes that nodes are static, and the maximum number of cloudlet hops is two for mobility. It has also been reported that if these assumptions are not fulfilled, the proposed scheme will provide poor results as compared to any standard cloud computing solution. So, as a remedy to the challenge of meeting the assumptions a combination of edge-based and cloud-based schemes is recommended. The experimentation is performed only on interactive mobile applications.

A centralized Enterprise Cloud (EC) based scheme is proposed in [24]. All the participating edge devices are registered with EC which maintains complete information of all the edge devices. Moreover, any mobile device requiring resources is also registered with EC. The request for resources first goes to EC which is responsible for allocating an appropriate edge device. The advantage of this scheme is that a mobile device moving away from an edge device may resume the same task on any of the edge devices registered under the same EC thus saving cost, time, and energy. However, this scheme is highly dependent upon internet bandwidth since EC is not a part of the local network. A similar approach using a centralized root server is proposed in [25]. The root server maintains all sorts of information including connected edge devices and services provided by them. A request is forwarded to the root server that routes it to a suitable edge device. A suitable edge device receiving the request from the root server either executes the task by employing its resources or can share resources with other edge devices. It also has the capability to break the task into smaller proportions and distribute it among various edge devices. Being a centralized service model scalability can be an issue if a larger network model is to be considered.

A cloning technique has been proposed in [26] that maintains a clone of the mobile device in the core of RAN. The clone is based on a VM that is kept in closer proximity to the mobile device and is migrated along the mobile device to maintain minimum distance thus reducing latency. However, these frequent migrations may result in increased network traffic between various edge devices maintained in the core of the RAN. SDNs are used to optimize and manage these traffic flows thus improving performance and energy consumption. The implementation of this technique with the existing RANs requires some fundamental changes in the core cellular network. A mesh network-based solution named MeshCloud using Wireless Mesh Networks is proposed in [27]. The fundamental property of a mesh network is high robustness due to multiple paths leading to a single destination. The proposed scheme is highly dynamic as new edge nodes can be added and removed at any time. Mesh topology lacks scalability and is thus not suitable for larger networks.

A novel task offloading scheme is proposed in [28] that caters to DDoS attacks and considers sustainability and security issues of the cloudlet networks. A collaborative task offloading mechanism for mobile cloudlet networks named
TABLE 1. Summary of existing edge computing techniques.

| Ref. | Operation architecture support | Load balancing | Optimal selection | Objective |
|------|--------------------------------|----------------|-------------------|-----------|
| [9]  | Distributed                    | -              | ✓                 | -         |
| [10] | Distributed                    | ✓              | -                 | ✓         |
| [11] | Distributed                    | ✓              | ✓                 | ✓         |
| [12] | Centralized                    | ✓              | ✓                 | ✓         |
| [13] | Peer-to-peer                   | ✓              | ✓                 | ✓         |
| [14] | Distributed                    | ✓              | ✓                 | -         |
| [15] | Centralized                    | ✓              | ✓                 | ✓         |
| [16] | Centralized                    | ✓              | ✓                 | ✓         |
| [17] | Peer-to-peer                   | ✓              | ✓                 | ✓         |
| [18] | Distributed                    | ✓              | ✓                 | -         |
| [19] | Hybrid                         | ✓              | ✓                 | -         |
| [20] | Centralized                    | ✓              | ✓                 | ✓         |
| [21] | Centralized                    | ✓              | ✓                 | ✓         |

CTOM is proposed in [29]. An online algorithm is proposed in [30] that finds the optimal computation offloading strategy with intertask dependency and adjusts the strategy in real-time when facing dynamic tasks.

Table 1 summarizes the above-cited literature review with respect to their architectures, target areas, salient features, and performance parameters. The following conclusions can be drawn from the above discussion:

- Techniques targeting load balancing are either centralized or P2P and do not consider a hybrid approach.
- The challenge of load balancing in an edge federated environment is not addressed.
- No technique provides a customizable solution where users’ preferences for resources are considered.

III. PROPOSED MODEL

This section contains the design of the proposed collaborative model and its architectural details. In addition, the proposed algorithms are discussed in detail.

A. COLLABORATIVE MODEL

The proposed federated cloudlet model shown in Figure 1 provides a solution for resource shortage problems at cloudlets and ensures minimum request forwarding to the remote cloud. The cloudlets may have different owners, and administrative domains, and may also belong to different Cloud Service Providers (CSPs). Every user owning a cloudlet node provides resource preferences to the broker available in the federation. Only the preferred resources considering the priority and percentage are locked for sharing thus providing the cloudlet owner a sense of satisfaction that no resource can be overprovisioned compromising the performance of the owner’s tasks and services running on the cloudlet node.

The broker keeps monitoring the resources and maintains an updated state of member cloudlets. When a request arrives at the broker containing the required resources, the broker matches the requirements with all member cloudlets and dispatches the request to the optimal cloudlet having adequate resources with minimum latency, and updates the resource state of that cloudlet. Similarly, when a VM is to be migrated due to load or a more optimal location, the occupied resources are released from the source server and an updated state of resources is maintained.

Besides managing resource information of member cloudlets, the broker performs various operations for cloudlet federation such as cloudlet registration, keeping track of resources, and optimal cloudlet selection. The resources include CPU, memory, storage, and bandwidth, whereas optimal selection includes decisions regarding cloudlet and VM for migration [1].

Existing cloudlet-based models support resource sharing and load balancing based on local knowledge about the other cloudlet nodes (fixed or mobile) in closer proximity, preferably within the same LAN. The proposed cloudlet federation extends the range of closer proximity to MAN and WAN with...
added features of user preferences based on resource sharing and load balancing.

B. LOAD-AWARE RESOURCE ALLOCATION

Since all the applications are placed on a cloudlet shared resource based on time thus an increased wait time is observed for the new applications and ultimately the poor resource availability degrades the performance of the overall system and all applications running on it. The resource limitation not only affects the performance but also forces the cloudlet to forward the requests to the remote cloud to manage the load.

The current implementations of cloudlets are only focused on addressing the distance, limited bandwidth, and latency challenges considering only a standalone cloudlet or group of cloudlets at the same location shared via LAN. Our proposed approach offers a load-aware collaborative scenario in which cloudlets share the user-preferred load and resources with peer cloudlets, managed by a centralized broker in the federation that may extend to a MAN or WAN.

Enhancing the scope of federation geographically improves the possibility of getting more cloudlet nodes for resource sharing thus addressing scalability issues. The final decision about optimal cloudlet selection is made considering minimum latency as compared to the remote cloud. A remote cloud is referred to as a conventional cloud that comes into play when the whole federation is out of resources and is treated as a worst-case where the results of proposed and conventional approaches become equal. Figure 2 presents an overview of the information flow between cloudlets and brokers.

The collaborative approach keeps track of resource utilization from the given preferences by the cloudlet owners for all member cloudlets and the one with adequate resources with minimum latency is selected. All the workloads are considered in the form of VMs. In the case of load balancing, a VM is selected for migration based on the required resources to be released. The detailed work of the proposed collaborative approach is presented in the subsequent sections. Table 2 contains the notations used in the study.

C. CALCULATION OF RESOURCE UTILIZATION

The problem of finalizing the optimal cloudlet is challenging due to dependency on multiple variables including resources such as CPU, memory, storage, and bandwidth. Weights are assigned to each resource by the owner of the edge device to segregate spare resources for sharing. For example, an owner ‘x’ wishes to spare 20% of the CPU, 30% of the memory, 10% of his disk storage, and 5% of the bandwidth to take part in the sharing process for some other user ‘y’ to acquire these resources for the execution of some task. The owner can simply assign weights 2, 3, 1, and 5, respectively to each available resource for sharing.

The resource calculation process can be divided into two phases i.e., resource index calculation and resource level calculation. The resource index calculation phase provides a single cumulative value based on selected resources, their quantities, and assigned weights that are used to rank the cloudlets in the federation. Let $W = \{w_1, w_2, w_3, \ldots , w_n\}$ be a set of weights assigned by the owner against each resource, $C = \{s_1, s_2, s_3, \ldots , s_n\}$ be a set of cloudlets, $A = \{b_1, b_2, b_3, \ldots , b_n\}$ and $T = \{r_1, r_2, r_3, \ldots , r_n\}$ represents set of available and total resources at a cloudlet respectively. The value of the total resource index can be calculated using the following equation:

$$I_{TR}(S_i) = \sum_{i=1}^{n} \frac{b_i}{r_i} \times w_i$$

Algorithm 1 is designed for resource index calculation and is presented below.

The resource level calculation phase helps to initiate load balancing on a cloudlet having a critical resource level. There are two levels of resources. One is “normal” and the other is “critical”. A cloudlet is considered in a normal state if available resources are above the minimum threshold level, whereas a cloudlet is considered in the critical state if available resources are below the minimum threshold level. The value of the threshold is identified by the resource requirement of the host OS i.e. in our case the minimum

---

**TABLE 2. Notations used in the study.**

| Notation | Definition |
|----------|------------|
| $S_I$    | Open Virtualization Format (OVF) file size |
| $R_L$    | Resource level |
| $SD$     | Decision status |
| $S$      | Cloudlet |
| $SE$     | Eligible cloudlet |
| $S_o$    | Optimal cloudlet |
| $R_o$    | Cloudlet Rank |
| $R_b$    | Available resource rank |
| $I_{TR}$ | Total cumulative resource index |
| $I_R$    | Single resource index |
| $L$      | Latency |
| $\omega_T$ | Total weight |
| $P$      | Percentage |
| $vMO$    | Optimal VM |
| $vMR$    | Eligible VM |
Algorithm 1 Resource Index Calculation

Input: Set of cloudlets, available resource at each cloudlet, resource weights assigned by the administrator, and resource values

Output: Total resource index

1: Begin:
2: Let resource index $I_{TR}$ be NULL
3: for each cloudlet $s_i$ do
4: for each resource $b_i$ do
5: Get weights $w$ assigned by administrator
6: Get available resource value $b_i$
7: Get total resource value $r_i$
8: Calculate resource percentage $p$
9: $p = \left( \frac{w}{p_T} \right)$
10: Calculate resource index $I_R$
11: $I_R = \left( \frac{b_i}{r_i} \times p \right)$
12: $I_{TR} = \text{Accumulate all values of } I_R$
end for
end for
return $I_{TR}$

The criteria for resource-level calculation are as follows:

$$f(x) = \begin{cases} 
1, & \text{if } ARM < [b_i] < MRM[z_j] \\
0, & \text{otherwise} 
\end{cases}$$  \hspace{1cm} (4)

The value of “1” represents a critical state and “0” represents otherwise. Algorithm 2 presents resource level calculation.

Algorithm 2 Resource Level Calculation

Input: Set of cloudlets and available resources at each cloudlet

Output: Resource level

1: Begin:
2: Let resource level $R_L$ be NULL
3: for each cloudlet $s_i$ do
4: for each resource $b_i$ do
5: Calculated resource level $R_L$
6: if $b_i \leq (z_i)$ then
7: $R_L = "\text{Critical}"$
8: else
9: $R_L = "\text{Normal}"$
10: end if
11: end for
12: end for
return $R_L$

Let $U = y_1, y_2, y_3, \ldots, y_n$ be a set of utilized resources, $D = x_1, x_2, x_3, \ldots, x_n$ be set of demanded resources for load balancing, $K = k_1, k_2, k_3, \ldots, k_n$ be set of occupied resources by a VM, and $M = z_1, z_2, z_3, \ldots, z_n$ be set of minimum required resources for host Operating System (OS) of member cloudlets. The resource matrices used throughout the resource level calculation phase are listed in Table 4.

D. OPTIMAL CLOUDLET SELECTION FOR VM PLACEMENT

Two phases of the optimal cloudlet selection include filtration of eligible cloudlets having enough resources to execute the job that is identified by the following condition:

$$f(x) = \begin{cases} 
1(\text{Eligible}), & \text{if } R_L[z_j] \leq R_b[b_i] \\
0(\text{Non-eligible}), & \text{otherwise} 
\end{cases} \hspace{1cm} (5)$$

In the second phase, the optimal cloudlet is selected based on the resource index value calculated in algorithm 3. The cloudlet with the maximum resource index value and non-critical resource level is selected as optimal from the eligible cloudlet list. The maximum value of the resource...
index indicates that the cloudlet has the maximum available resources in the federation. Let \( Q = q_1, q_2, q_3, \ldots, q_n \) represents the set of requests at the broker.

**Algorithm 3 Optimal Cloudlet Selection**

**Input:** Requests received by Broker, required resources for each request, available cloudlets and resources at each cloudlet, indexes of cloudlets

**Output:** Optimal cloudlet

1. **Begin:**
2. Let optimal cloudlet \( C_o \) be NULL
3. for each request \( q \) at broker do
   - check status \( S_D \)
   - if \( S_D = \) "Decision Pending" then
     - for each cloudlet \( s_i \) do
       - for each resource \( b_i \) and \( z_i \) do
         - if \( b_i \geq z_i \) then
           - push cloudlet \( C_E \) in eligible cloudlet list
         - end if
       - end for
     - end for
   - end if
   - end for
4. **end for**
5. \( S_o \) = \( S_E \)
6. **end for**
7. **end if**
8. **end for**

**E. OPTIMAL VM SELECTION FOR MIGRATION**

In case a cloudlet is in a critical state, a load balancing mechanism is initiated that requires a VM to be migrated from the critical cloudlet to ease up the load. The problem of finalizing the optimal VM is challenging due to dependency on multiple variables such as VM size and required resources. The selection process of optimal VM starts with the filtration of eligible VMs by comparing the utilized resource matrix (URM) with the demand resource matrix (DRM) using the following criteria:

\[
f(x) = \begin{cases} 
1(\text{Eligible}), & \text{if } URM[u_{ij}] \geq DRM[d_{ij}] \\
\forall & i = 1, j = 1, 2, 3, \ldots, n \\
& i = 2, j = 1, 2, 3, \ldots, n \\
& i = 3, j = 1, 2, 3, \ldots, n \\
& \vdots \\
& i = n, j = 1, 2, 3, \ldots, n \\
0(\text{Non - eligible}), & \text{Otherwise}
\end{cases}
\]

(6)

The load balancing mechanism is performed offline. A VM is considered eligible if by removing it from the cloudlet, the resource level becomes normal. In the second phase, an optimal VM is selected from the list of eligible VMs. A VM occupying minimum resources and size is selected as it can be migrated in a very short amount of time having a larger solution space of eligible cloudlets. Algorithm 4 presents the mechanism for optimal VM selection for migration.

**Algorithm 4 Evaluation of Optimal VM for Migration**

**Input:** Set of the occupied resource by each VM running on the cloudlets, occupied resource indexes, demanded resources list

**Output:** Optimal VM for migration

1. **Begin:**
2. Let optimal VM \( VM_o \) be NULL
3. for each cloudlet \( s_i \) do
   4. for each VM in running VM list do
     5. for each resource \( k_i \) do
       6. if removing VM yields to normal level then
         7. push eligible VM \( VM_E \) in eligible VM list
       8. end if
     9. end for
   10. end for
  11. end for
  12. for each VM in eligible list do
    13. if \( ITR = Min \) then
      14. \( VM_o = VM_E \)
    15. end if
  16. end for
**end:**

**IV. PERFORMANCE EVALUATION**

This section discusses performance metrics, experimental setup, and tested results. In these experiments, we record the resource level of a cloudlet with and without the implementation of our proposed approach and present a comparative analysis. Since we are using cold migration, there is no overhead of memory pre-copying operation consuming more CPU cycles and network bandwidth [32]. An Open Virtualization Appliance (OVA) file is transferred from a heavily loaded cloudlet to a light-loaded cloudlet having maximum available resources.

**A. PERFORMANCE METRICS**

Several metrics such as CPU, memory, disk utilization, and latency are considered for the evaluation of proposed algorithms. The considered metrics reflect system resources that are independent of application type and nature. The main objective is to launch enough requests that the system is forced to either forward the request to the remote cloud in the case of the conventional cloudlet model or collaborate with peer cloudlets in the case of the proposed approach. Real load in terms of VMs has been used to exhaust the system’s resources.
B. EXPERIMENTAL SETUP

For this study, we establish the setups of conventional and collaborative cloudlet models. The conventional cloudlet model is configured with a single cloudlet, a single client, and a remote cloud. A client’s request to execute a task is forwarded to the remote cloud if the required resources exceed the available resources of the cloudlet. The proposed collaborative cloudlet model is configured with three cloudlets, a single client, a broker, and a remote cloud, as shown in Figure 1. In this scenario, the client’s request is forwarded to the broker which selects an optimal cloudlet for the execution of the task, considering the load and available resources at a particular cloudlet. For both setups, at the start of the experimentation process, enough requests are launched at the cloudlets to exceed their resource limits. Amazon EC2 instance is used to mimic remote cloud. Cloudlet nodes of both conventional and proposed collaborative models are deployed on VMware ESX 6.0 server. The resources allocated to each cloudlet include a single CPU, 8GB of memory, and 30GB of HDD. The VM taken as a real load to be migrated between cloudlets consist of Tiny Core Linux (TCL). The physical servers on which the virtualization environment is deployed are part of the data center having the following specifications as presented in Table 5.

C. TESTBED RESULTS

All the experiments are conducted in an isolated production environment. Each trial is repeated several times to obtain the values of various resource parameters for both conventional and proposed models.

1) CENTRAL PROCESSING UNIT UTILIZATION

CPU is the primary resource of a computer system. Observations for both models have been shown in Figure 3. These observations are recorded during a peak time, where peak time refers to a system state in which it has the maximum number of requests it can entertain. The results of the proposed model show a stable CPU utilization as compared to the conventional model due to load balancing features while the conventional model suffers ups and downs regarding CPU utilization and an increase is observed while the number of trials is increased.

2) MEMORY UTILIZATION

Memory is considered a critical resource of a computer system. Often this resource creates a bottleneck for the system performance due to continuous read, write, and paging operations. A comparative analysis of the memory utilization trend for both models is shown in Figure 4. The results clearly show an elevated level of memory utilization by the conventional model completely utilizing the memory causing performance degradation. The load balancing feature of the proposed model admits limited requests according to available memory, thus avoiding the critical resource situation.

3) STORAGE UTILIZATION

Storage resource is not considered critical resource now a day due to the availability of larger capacity at a low cost. However, the increased rate of reading and writing requests from storage might cause performance degradation. The results of storage utilization for both models are presented in Figure 5. The results clearly show an elevated level of disk utilization by the conventional model as compared to the proposed model due to load balancing features. The load balancing module admits a limited number of requests according to available memory space. No request is admitted if there is no free memory available avoiding page swapping between
memory and disk drive. As a result, fewer memory contents are swapped or overwritten. As most of the required contents are already available in memory, it decreases the disk read and writes requests improving performance.

The conclusion drawn from the above experimentation is very clear that the proposed load-aware system performs better than the conventional system in terms of resource preservation. The conventional model ends up overloading the system ignoring the minimum resources required for the host OS compromising the performance of all the applications (VMs) running on a cloudlet. The independent design of the proposed system suggests that it can easily work with any type of application scenario and has the capability to scale.

V. CONCLUSION AND FUTURE WORK

The proposed approach plays an important role in the performance improvement of MCC. The proposed model not only addresses the resource scarcity of cloudlets but also resolves the under-provisioning of resources at peer cloudlets thus maximizing the resource utilization at the cloudlet level. The experimental results show decreased load and stable resource utilization at cloudlets without jeopardizing the performance of applications running on them.

In future work, a software platform that supports resource collaboration is to be developed for commercial purposes considering cost and energy. This model will serve as a base and other parameters such as latency, hop-count, throughput, response time, execution time, and offload time will be incorporated as future enhancements to the presented algorithms. Additionally, instead of manually assigning resource-specific weights to segregate spare resources of a cloudlet for sharing, optimal weights per resource will be dynamically predicted using unsupervised learning methods and neural networks.
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