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Abstract
This paper describes the system developed by the NPU team for the 2020 personalized voice trigger challenge. Our submitted system consists of two independently trained sub-systems: a small footprint keyword spotting (KWS) system and a speaker verification (SV) system. For the KWS system, a multi-scale dilated temporal convolutional (MDTC) network is proposed to detect wake-up word (WuW). For the SV system, we adopt ArcFace loss and supervised contrastive loss to optimize the speaker verification system. The KWS system predicts posterior probabilities of whether an audio utterance contains WuW and estimates the location of WuW at the same time. When the posterior probability of WuW reaches a predefined threshold, the identity information of triggered segment is determined by the subsequent SV system. On the evaluation dataset, our submitted system obtains a final score of 0.081 and 0.091 in the close talking and far-field tasks, respectively.

Index Terms: Keyword spotting, Voice Trigger, Speaker Verification

1. Introduction
Keyword spotting (KWS) aims to detect pre-defined keyword(s) from audio and one important application of KWS is wake-up word (WuW) detection, which is usually used to trigger a speech interface in various devices such as smartphone, smart speaker and different kinds of IoT gadgets. For some personal devices, e.g. smartphone, smart watch, ear-buds, users usually do not want other people to wake up their devices. To build a personalized WuW system that can be only triggered by the device owner, a speaker verification (SV) module is usually used to perform authentication after the WuW detection. The SV system is to identify whether a test utterance match the speaker’s enrollment utterance and accept or reject the identity claim of the speaker accordingly.

KWS and SV have been extensively studied (most independently) in the past. As a flagship event of ISCSLP, the 2020 personalized voice trigger challenge (PVTC2020) combines WuW and SV tasks together, providing a sizable dataset and a common testbed which is able to train and test a personalized voice trigger system. More details about the task setting, dataset and evaluation plan can be found in [1]. We have participated in the challenge and our submitted system ranks 2nd among all submitted systems in both close talking and far-field tasks, with a detection cost of 0.081 and 0.091 respectively.

2. Methods
Our system consists of two independently trained sub-systems: a small footprint KWS system and an SV system, as shown in Figure 1. The KWS system takes test audio as input and outputs triggered segment. After that, the triggered segment will be fed to the SV system. Then, the SV system decides whether the triggered segment is spoken by the enrolled target speaker.

2.1. KWS Sub-system

2.1.1. KWS Detector
Our proposed end-to-end (E2E) KWS system is shown in Figure 2. It takes T frame mel-filter banks (80 banks per frame) $X = (x_1, x_2, ..., x_T)$ as input and outputs $T$ WuW posterior probabilities $Y = (y_1, y_2, ..., y_T)$. For each time frame $t$, once its WuW posterior probability $y_t \geq \gamma$, wake-up word has judged as occurred. $\gamma \in (0, 1)$ is a threshold.

To model the acoustic sequence in our keyword detector, a multi-scale dilated temporal convolutional (MDTC) network is proposed. A basic block, namely DTC block, is shown in Figure 2(a). First, a dilated depthwise 1d-convolution network (Dilated-Depth TCN) is used to obtain temporal context with
Our submitted system, we use 4 DTC stacks as the feature extractor. The receptive field of each DTC stack is 60 frames. In each DTC block, as shown in Figure 2 (b). The dilation rates of four DTC blocks are set to 1, 2, 4 and 8 respectively. The receptive field of each DTC stack is 60 frames.

In our submitted system, we use 4 DTC stacks as the feature extractor. Receptive field of the feature extractor is 4 * 60 = 240 frames, which is big enough to model a WuW. We extract feature maps from DTC stacks with different receptive fields and sum them up as the input of a keyword classifier. For the keyword classifier, a simple fully-connected layer followed by a sigmoid output layer is used to predict the posterior of WuW.

2.1.2. KWS Labeling and Loss

For a positive training utterance, we select up-to 40 frames around middle frame of the WuW region as positive training samples and assign 1 to them. Other frames in the positive training utterance are discarded as ambiguous and are not used in training. For negative training utterances, all frames are regarded as negative training samples and assigned to 0. Our KWS system is thus modeled as a sequence binary classification problem. To train the model, binary cross entropy (BCE) loss is used:

\[ Loss(BCE) = -y_i \ln y_i - (1 - y_i) \ln (1 - y_i), \]

where \(y_i \in \{0, 1\}\) is the ground-truth class label for frame \(i\), \(y_i = M(x_i, \theta) \in \{0, 1\}\) is the WuW posterior predicted by the KWS model \(M\) with parameter \(\theta\).

2.1.3. Data Augmentation

We augment the original training set of the challenge, which is critical for our system to generalize to the development set as well as the evaluation set. For the original training data, the keyword always appears at the beginning of the utterance and rest of the utterance is the speech spoken by the same speaker. For the development set and the evaluation set, the keyword always appears at the end of the utterance, and there may exist speech from other speakers before the keyword. Only using the original training data to train our model, it is hard to generalize the model to the development and evaluation sets, which results in a very low recall.

The positive keyword training set is composed as the following parts.

1) The keyword segments in the training positive utterances;
2) Randomly select non-keyword speech segments and pad them before the above keyword segments in 1);
3) Pad non-keyword speech segments both before and after the above keyword segments in 1);

In addition, we also create more negative training utterances. The specific strategy is to cut the positive utterance in 3) at the middle frame of the keyword into two segments which are subsequently used as negative training examples. This kind of negative examples can improve the generalization ability of the model too.

SpecAugment [2] is also applied during training, which is first proposed for end-to-end (E2E) ASR to alleviate over-fitting and has recently proven to be effective in training E2E KWS system as well [3]. Specifically, we apply time as well as frequency masking during training. We randomly select 0 – 20 consecutive frames and set all of their Mel-filter banks to zero, for time masking. For frequency masking, we randomly select 0 – 30 consecutive dimensions of the 80 Mel-filter banks and set their values to zero for all frames of the utterance.

2.1.4. Location Estimation

As mentioned before, the keywords always appear at the end of positive utterances. Based on this, we do not explicitly predict the starting and ending frames of the keywords. Instead, in an utterance, we take the frame with the largest keyword posterior as the middle position of the keyword. We use the estimated middle position and the end frame of the keyword to estimate the starting frame of the keyword. Although this trick can not be applied to real applications, it is effective for the specific condition of this challenge. Note that there are several previous studies that explicitly model the location of keyword in a positive utterance [4] [5] [6].

2.2. SV Sub-system

2.2.1. Speaker Verification Model

We use the similar model structure as the baseline [1]. Our SV system consists of a front-end feature extractor, a statistic pooling layer and a back-end classifier. ResNet34 [8] with SE-block [9] is used as the feature extractor. For back-end classifier, the ArcFace loss [10] (the Baseline system uses AM-Softmax) is used. Supervised contrastive loss [11] is also adopted to further decrease the intra-class distance and increase the inter-class distance. We have trained two models. The two models have the same model structure except for the statistic pooling layer. One model uses attentive statistic pooling (ASP) [12], and the other uses the self-attentive pooling (SAP) [13].

2.2.2. Training Corpus

We choose SLR38, SLR47, SLR62, SLR82 and SLR33 from OpenSLR[4] to pretrain our SV model. Data augmentation strategies in Kaldi [14] are adopted during training. The MUSAN [15] noise and room impulse response (RIR) databases from [16] are used for noisy speech simulation. Eighty-dimensional Mel-filter bank features with 25ms window size and 10ms window shift are extracted as model inputs.

3. Experimental Setups

3.1. KWS

We randomly separate 10% speakers’ data in the original training set as a validation set, and the rest participates in the back propagation. Adam optimization is used with a learning rate of 0.002 and a mini-batch size of \(M = 150\). After each epoch, we evaluate the loss on the validation set. If there is no reduction in loss, the learning rate begins to decay by a factor of 0.7. After

---

[4]https://openslr.org. Note that speakers with less than 10 utterances are excluded in model training.
at least 15 epochs of training, we stop the training if there is no further decrease in the loss on the validation set.

3.2. SV

To train the SV system, we keep the same training-validation data configuration as the KWS system. We first pretrain our base model using the selected data from OpenSLR. After that, we fine-tune the model twice using the training data. The original training dataset is used to adapt the base model at first. Then, to obtain a text-dependent speaker verification system, the keyword segments (cut from the whole utterance) is used to fine-tune the model again. Stochastic gradient descent (SGD) optimizer is used for model training. During pretraining, the initial learning rate is 0.1, decayed 10 times every 5 epochs. After 30 epochs, the loss will converge to around 0.2. In the finetune stage, we freeze parameters of the pretrained model in the beginning and only train the final layer. When the loss reaches around 0.2, all the parameters are tuned in the training, until the loss converge to a steady state.

3.3. Evaluation Metric and Determination of Thresholds

In this challenge, a special detection cost function $C_d$ defined by the organizers is used to evaluate a personalized voice trigger system. False rejection (FR) and false alarm (FA) are two typical detection errors in the task. Detection cost function is a weighted sum of FA rate (FAR) and FR rate (FRR):

$$C_d = FRR + \alpha \times FAR,$$

where, $\alpha$ is a factor used to adjust the cost of FAR and FRR, and it is constantly set as 19 [1]. Usually, by tuning the detection threshold of the SV system, FAR and FRR will change and there is a tradeoff between the two. If we know the detection label of a dataset, we can get $\min C_d$, a minimum $C_d$ on the dataset:

$$\min C_d = \arg\min_{\delta} (FRR(\delta) + \alpha \times FAR(\delta)),$$

where $\delta$ is the threshold of the SV system.

We have two thresholds need to be determined – $\gamma$ for the KWS system and $\delta$ for the SV system. On the development set, we find that a lower KWS FRR could make the $\min C_d$ smaller. To this end, we choose a smaller $\gamma = 0.01$ to ensure that the KWS FRR is relatively lower. On the development set, we traverse all the SV thresholds to get $\delta_1$ and $\delta_2$ which minimize the $C_d$ for close talking and far-field tasks. On the evaluation set, the SV threshold for each task is directly borrowed from that tuned for the development set.

4. Experimental Results

4.1. KWS Results

Figure 3 and 4 show DET curves for different KWS systems on the development set. We reproduce the official KWS system (‘PVTC2020 Baseline’ in Figure 3 and 4) according to the official source code. Compared to the PVTC2020 Baseline, our proposed KWS system achieves obviously much better DET curves in both close talking and far-field tasks.

In order to further improve the performance of our KWS system, the negative utterances of the development set are used to train our KWS model. There are two reasons: 1) we assume that the recording condition in development set is more matchable to that in the evaluation set, compared to the training set;
Table 1: EERs of different SV systems on development dataset

| Model Name | Close talking data | Far-field data |
|------------|--------------------|---------------|
| PVTC Baseline | 1.326 | 1.904 |
| SV-ASP | 0.961 | 1.564 |
| SV-SAP | 1.001 | 1.624 |
| SV-Fusion | 0.821 | 1.423 |

Table 2: The minimum detection costs $\min C_d$ on development set and actual detection costs $C_d$ on evaluation set

| Dataset | Close talking data | Far-field data |
|---------|--------------------|---------------|
| Development | 0.042 | 0.055 |
| Evaluation | 0.081 | 0.091 |

that ASP and SAP have comparable EER performance. Finally, simple score fusion on the two SV system brings further EER reduction.

4.3. Results of the whole system

Table 2 shows personalized voice trigger performance of our system on different datasets and tasks. The values in the table are minimum detection costs $\min C_d$ on the development set and actual detection costs $C_d$ on the evaluation set. On both development and evaluation sets, our system’s performance in the far-field task is worse than that in close talking task. This is consistent to the KWS results on the two tasks.

Another observation is that on both tasks, performance on the development set is always better than that on the evaluation set. Our SV threshold determination method could be one reason to explain this. Another possible reason is that, compared to the development set, there are more speakers in evaluation set and more speakers in the trials may make the SV task more challenging.

4.4. Inference Efficiency

An Intel (R) Xeon (R) E5-2620 v3 CPU with a main frequency of 2.4 GHz is used to evaluate the inference efficiency of our system. Our KWS model has around 180k parameters. On the evaluation set, the normalized real-time factor (RTF) of our KWS sub-system is 0.05. The SV sub-system does not need to process all the samples in the evaluation set. Instead, only the triggered segments will be sent to the SV system. To calculate the real-time factor of the SV part in the whole system, we compute the processing time of triggered segments on the evaluation set, and then divide it by the total duration of evaluation set. Our SV system’s normalized RTF is 0.07.

5. Conclusions

Our personalized voice trigger system submitted to PVTC2020 is introduced in this paper. Our system consists of a KWS system and an SV system. The KWS system and the SV system are independently optimized but eventually cooperate well. For the KWS system, a novel MDTC network is proposed and data augmentation strategies are used. For the SV system, we revise the baseline system by using the ArcFace loss and the supervised contrastive loss, which is shown to be effective for performance gain. On the evaluation dataset, our submitted system obtains a final score of 0.081 and 0.091 in the close talking and far-field tasks, respectively. We will focus on joint optimization of KWS and SV systems in the future. We believe this will bring performance gain apparently.
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