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Abstract. Face alignment, which aims at locating facial key points automatically, is an important topic in computer vision community. And many works have been done to solve this problem. The most well-known solution is Supervised Decent Method (SDM). However, SDM has been designed to use mean shape as initial shape, which is vulnerable to large pose variation. In this paper, we present a novel approach for detection of the facial key points, getting initial shape from a special shape according to the head pose of the data. Experiments show that our approach achieves significant improvement. In both 21 points and 68 points detection cases, our method achieves nearly 50% improvement on challenging dataset IBUG, and about 1% improvement in HELEN and LFPW test set.

1. Introduction
Face alignment is an essential preprocessing step for many face analysis tasks, e.g. face recognition[1], expression recognition[2], and facial attribute analysis[3]. Among most face alignment algorithms, cascades methods[4, 5] have becoming one of the most popular and state-of-the-art methods. The method starts from an initial shape, e.g. mean shape of training samples, and refine the shape through several trained regression stages. Although, cascaded method can achieve good result in test samples, like 300W, it has been blamed for its initialization dependency[6]. Many researchers show that without suitable initial shape, the detection accuracy of cascaded model will be degraded.

In this paper, we re-design the initial part of the cascaded method, to make sure it can perform better when it encounters large pose variation. Since many works[5, 6] have suggests that, using mean shape of all training sample as the initial shape of all the training data to train SDM model will trapped into local optimal. So we consider to use pose-directed shape as initial shape, with considering that different data with similar head pose will have similar shape. The head pose of pose-directed shape is close to the real head pose of the input image. To achieve this goal, we introduce head pose estimation as the first step of the face alignment, and then classified each train sample into several clusters according to head pose of the image. Then we use the mean shape of each cluster as the initial shape to train several regressors. In the test process, we also choose the initial shape according to the head pose of the image.

We use trainset 300W[7] as the evaluation samples, including AFW, HELEN, LFPW, and the challenging testset IBUG. The experimental results show that our approach performs much better than the traditional SDM method in these datasets, especially nearly 50% error reduction in the challenging IBUG dataset. As the proposed initialization-optimization is generalized, it can significantly benefit other cascaded methods.
2. Related work
A number of methods have been proposed to solve face alignment, including cascaded regression\cite{4, 5} and coarse-to-fine methods\cite{6}. Supervised descent method (SDM) is one of the successful cascaded regression methods. It is proposed to solve nonlinear least squares optimization problem. By using training data, SDM learns a series of parameter updates to minimize the overall errors of whole training samples. But SDM strongly depends on suitable initial shape. If the initial shape is far from the target, the final solution may be trapped in local optimal. Coarse-to-Fine shape searching (CFSS), on the contrary, relaxes the need of shape initialization. It constructs shape space from training data, and draw several shapes in shape space as initial shapes. However, CFSS needs to maintain whole shape space of all the trainset and perform several stages of shape searching in the whole space, which limits the initial shape ranges and regression speed.

In our work, we evaluate both the advantages and disadvantages of SDM and CFSS. SDM is vulnerable to large pose variation because initial shape (mean shape) would be far from target shape and CFSS, which contains the shape space with large size, provides a promising direction of solving this problem. We first construct shape space based on head pose from training data. We divide all the training data into several parts according to the head pose to keep the angular range in each part the same. In practice, we divide all training data into 18 parts according to the head poses, so angular range of each part is 10 degrees. We then take the mean shape of all the shapes in each part as the initial shape with the corresponding angular range. When dealing with a training data, its head pose is first determined and then mean shape of the corresponding angular range is taken as the initial shape. Our method can avoid bad initial shape caused by large pose variation and only need to maintain less shape space than CFSS’s.
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\caption{(a) a diagram illustrated the progress of classifying training data into 18 groups. (b) a diagram illustrate how to choose initial shape to train several regressors.}
\end{figure}

3. Supervised Descent Method based on Head Pose Estimation
Conventional SDM refines a shape via sequentially regressing local features indexed by the current estimated shape. In particular,
\[ x_{k+1} = x_k + r_k \phi_k(I, x_k) + b_k \]  

(1)

where the 2n dimensional shape vector \( x_k \) represents the current estimate of \( \{x, y\} \) coordinates of the n facial key points after the \( k \)th iteration. The local features indexed by the shape \( x \) on the face image \( I \) is denoted as \( \phi_k(I, x_k) \). \( r_k \) is the \( k \)th learned descent direction, \( b_k \) is the \( k \)th learned bias, which are typically learned from a new linear regressor in the training set by minimizing

\[
\arg \min_{r_k, b_k} \sum_{d^i} \| \Delta x_k^i - r_k \phi_k^i - b_k \|^2 
\]

(2)

where \( \Delta x_k^i \) is the ground truth of \( i \)th facial key point and \( x_k^i \) is the current estimated \( i \)th facial key point, and \( \phi_k^i \) is the feature of \( i \)th facial key point, \( d^i \) represents \( i \)th facial key points.

The estimation of conventional SDM can be easily trapped into the local optimal with poor initial shape. In this section, we will introduce the pose-estimation-based SDM to release this problem. More details about how to get suitable shape initialization is described as follows.

3.1. Data clustering based on head pose

Unlike the traditional SDM, an initialization optimization process is supplemented. As shown in Figure 1, head poses of training data are first estimated and samples are clustered into \( n \) different groups according to estimated head poses.

[8] proposes head pose estimation method. Given the face region, this work constructs a model to estimate head pose, e.g. yaw and pitch, with HOG-based region descriptors as its input. We first use this model on data set to estimate samples' head poses.

In this paper, we classify training data by its yaw value, and we know that the yaw value is range from -90 degree to 90 degree (face from left to the right), as figure 1(a) shows. All the training data can be classified into 18 groups. In each group, angle range is 10 degree, e.g. in \( i \)th group, yaw angle range is \([\text{-}90+i\times10, \text{-}90+i\times10-1] \), \( i = 1, 2, ..., 18 \). After classifying all training data, we then calculate the mean shape of all the 18 groups.

3.2. Regressors training with initial shape selection

All training data is classified into 18 groups, according to their head pose. For each training sample, we choose the mean shape of its group as the initial shape. As we assume that with similar yaw value, their shape would be similar. Like conventional SDM, we use the equation 3 to learn \( r_0, b_0 \),

\[
\Delta x_1 = r_0 \phi_0 + b_0 
\]

(3)

where \( \Delta x_1 = x_1 - x_0 \), \( x_0 \) is the mean shape selected based on data's yaw angle, as Figure 1(b) shows. And \( \phi_0 \) is feature vector of the data. Using training data to train the first linear regressor, we can get \( r_0, b_0 \). We then use the equation 1 to get the next initial shapes \( x_1, x_2, \ldots, x_k, x_{k+1} \), and using equation 2 to learn a sequence of descent direction \{\( r_k \)\} and bias \{\( b_k \)\}.

4. Experiments

Dataset Evaluations are performed on four widely used benchmark datasets. These datasets are challenging as images are mostly with large head pose variation.

300-W dataset: This dataset standardizes various alignment databases, include AFW, LFPW, HELEN, and challenging 135-image IBUG set, with 68-point annotation. For fair comparison, we regard all the training sample from LFPW, HELEN and the whole AFW as the training set (3148 images in total), and perform testing on three parts: the testing set from LFPW and HELEN, the 135-image IBUG set as the challenging set, and union of them as the full set (689 images in total).

HELEN dataset: it contains 2000 training and 330 testing samples. We conduct evaluation on 68/21 points.

LFPW dataset: it contains 1100 training and 300 testing samples. However due to some invalid URLs, we only employ 811 training and 224 testing samples. We perform evaluations on 68/21 points.

Evaluation We use the standard landmarks mean error normalized by the inter-pupil distance to evaluate the alignment accuracy for each sample. We omit the '%' symbol for simplicity. The overall accuracy is reported based on either the averaged errors or cumulative errors distribution (CED) curve.
4.1. Comparison with conventional SDM

Training error comparison First, we use model from [8] to estimate head pose of images, with error $7.5 \pm 7.28$ in degree. We trained our model only using training set without external sources. Figure 2 shows the training error of SDM with HEP and conventional SDM. SDM with HEP starts with a little higher training error(3.78) and become nearly same training error(1.22) with conventional SDM after converge.

Table 1. comparison of averaged error between conventional SDM and SDM with HEP. Note that our method outperforms conventional SDM specially in challenging dataset IBUG.

| Dataset  | Conventional SDM | SDM with HEP |
|----------|------------------|--------------|
| 21-point | 1.62             | 1.60         |
| 68-point | 1.95             | 1.92         |
| 21-point | 1.68             | 1.67         |
| 68-point | 2.05             | 2.08         |
| LFPW     | 5.72             | 2.73         |
| HELEN    | 6.08             | 3.06         |
| IBUG     | 5.72             | 2.73         |

Averaged error comparison We summarize the comparison results in Table 1. We compare performance of conventional SDM and SDM with HEP on 21-point and 68-point evaluation respectively. It can be found that in LFPW and HELEN, SDM with HEP has a slightly improvement compared with conventional SDM, and in challenging testing set IBUG,SDM with HEP almost improves the accuracy by 2x over conventional SDM.
Figure 3. Comparison of cumulative errors distribution (CED) curves.

The proposed method outperforms the conventional SDM. (a) CED for 21-point HELEN and LFPW test set, (b) CED for 68-point HELEN and LFPW test set, (c) CED for 21-point IBUG test set, (d) CED for 68-point IBUG test set.

Cumulative error distribution comparison To further compare the results with CED performance, we use the CED curves to evaluate the performance of conventional SDM and SDM with HEP on different dataset with 68-point and 21-point cases. The results are shown in Figure 3. Again, we can see that the proposed SDM with HEP is a slightly better on HELEN and LFPW test set. Especially, thanks to the head-pose-based initialization optimization, much better results have been achieved by our proposed method on IBUG test set.

5. Conclusion and future work
In the paper, we propose a novel face alignment method which clusters training samples into 18 different groups based on their head poses. Initial shapes are constructed based on face’s head pose in the first cascade of SDM. As we assume that if different images with similar head pose angle, they would have similar shape. The experiment shows that the proposed method is better than conventional SDM in widely used datasets, especially in IBUG with large head pose variation images. In the future, we plan to achieve more accurate mean shape in the classified dataset group to improve the accuracy of training and testing.
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