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Abstract

Cells of the human body have nearly identical genome but exhibit very different phenotypes that allow them to carry out specific functions and react to changes in their surrounding environment. This division of labour is achieved by cellular division and cellular differentiation, events which lead to a population of cells with unique characteristics. In this paper, we model the dynamics of cells over time across a sequence of compartments. Cells within a compartment may represent being at the same spatial location or sharing the same phenotype. In this sequence of compartments, cells can either die, divide or enter an adjacent compartment. We analyse
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a set of ordinary differential equations to describe the evolution of the average number of cells in each compartment over time. We also focus on the progeny of a founder cell in terms of a stochastic process and analyse several summary statistics to bring insights into the lifespan of a single cell, the number of divisions during its lifespan, and the probability to die in each compartment. Numerical results inspired by cellular immune processes allow us to illustrate the applicability of our techniques.
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1 Introduction

Cellular proliferation, death and differentiation are crucial and ongoing processes during all stages of life. The most famous example of cell differentiation is embryonic development, where unspecialised cells give rise to properly functional and differentiated cells [1, 2]. However, this progressive sequence of cell type changes takes place not only in embryo cells but also in adult organisms. Cells gradually acquire a different structure, and this process leads to the emergence of a distinct cell population with specific functions. Some examples are skin cells [3], T cell development in the thymus [4], or the T cell exhaustion dysfunctional process [5, 6]. The general idea is that starting from a “precursor” or “stem-cell” population, cells can differentiate, and thus, change their “state” (phenotype) to produce a stable population of differentiated and functional specific cells.

Recent techniques in experimental cell biology have made it possible to track individual cell states and the progeny of a specific cell [7, 8]. However, we are still far from fully understanding the cellular heterogeneity arising from the development and cell differentiation processes. Thus, mathematical and computational approaches can help answer some open questions regarding the underlying mechanisms of cellular fate. During the last decades, the development of mathematical models in Biology has significantly increased the ability to gain a better quantitative understanding of the dynamics of cell populations over time. Deterministic models, which do not incorporate randomness and are typically easier to analyse, allow one to describe the dynamics over time of many entities, such as animals or cells. However, when looking at a smaller scale, such as when tracking single-cell behaviour, stochastic fluctuations arising from complex cellular interactions and the molecular events which regulate cellular fate must be considered.

Within the area of stochastic analysis, the theory of branching processes has been widely used in cellular dynamics [9]. For example, the classic Galton-Watson model, which was originally developed to study the extinction of family surnames [10] has been successfully applied to cellular dynamics [9].
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The theory of branching processes can answer questions related to the limiting behaviour (e.g., probability of extinction versus unlimited cellular growth) of cellular populations. A natural generalization is the multi-type branching process, where individuals are not all of the same type. These models can be effectively used to represent cells changing their spatial location [11], or their phenotype [12] over time. These approaches model cellular dynamics across compartments, where cells in the same compartment are assumed to be homogeneous and behave identically. We can highlight here the seminal work by Matis [13], proposing a stochastic compartmental model for cellular dynamics. Deterministic compartmental models are widely used in pharmacodynamics, as well as in Mathematical Ecology [14], Immunology [15] and Epidemiology [16].

Here we consider a sequence of compartments and model the process by which, from a stem-cell pool (in compartment $C_1$), cells can undergo differentiation and migration events across adjacent compartments, potentially leading to the rise of a differentiated terminal progeny population (in compartment $C_N$). Cells of each compartment can divide, die or transit to adjacent compartments (e.g., representing potentially reversible phenotype change). In our general stochastic model, differentiation can be either considered to be irreversible (e.g., cancer cell mutations) or arising from a mutation event that has a negligible probability of being reversed (e.g., embryonic cell program). On the other hand, cells are short-lived compared to the host, so a continuous regeneration process is required to maintain cell populations. Recent advances in genetic labelling [17] have confirmed the existence of different types of division, which play an essential role in the ability and flexibility of a cell pool to expand (or contract) when required. Different division events can drive different biological processes according to whether the less differentiated pool where the division happens expands to one new cell (self-renewal), stays of the same size (asymmetric division, where one of the daughter cells changes phenotype), or shrinks (symmetric division, where both daughter cells change phenotype) [18]. The inclusion of symmetric and asymmetric cell division allows one to analyse how a population of cells needs to be flexible in expanding and how epigenetic information is established and inherited in the cells of a complex and multi-cellular organism.

In Section 2 we describe the dynamics of cells dividing, dying or exiting across a sequence of compartments over time, in terms of a continuous-time Markov chain. The mean behaviour of the system is analysed in Section 2.1. In Section 2.2 we focus on studying the proliferative potential of the system at the population level by quantifying the number of cells within the genealogy of a single progenitor cell. In both sections, we consider either the situation where differentiation events can be reversible, or a mathematically more simple “irreversible model”, where differentiation to the next compartment cannot be reversed. In Section 2.3 our focus is on investigating summary statistics related to a single cell which we track over time. We conclude, in Section 3, by proposing a set of numerical results inspired by cellular immune processes in order to illustrate our approach.
2 Stochastic model

We propose a stochastic model of cell proliferation, death and differentiation (or migration) across an ordered sequence of compartments. Cells in a given compartment may represent co-location in the same spatial compartment, or belong to a common phenotype, or share some common characteristics. We consider a sequence of compartments $C_i$, $i \in \{1, \ldots, N\}$, which cells follow, behaving independently of each other as typically considered within the theory of continuous-time branching processes [9].

We start with a general stochastic model in this section, and consider cellular events, inspired by some recent mathematical models [3, 4, 11, 18]. We assume that each of these events takes place at a certain per cell rate. Particular situations of interest arise from setting some of these rates equal to zero, so that some events are not allowed to happen, as we illustrate in our case studies in Section 3. Each cell in a given compartment, $C_i$, can divide, die or exit to one of the two adjacent compartments. When a division occurs, daughter cells might both belong to the same compartment as the mother (typically referred to as self-renewal), both daughter cells might both instantaneously belong to the next compartment (symmetric division), or one daughter cell might belong to the same compartment as the mother while the other belongs to the next compartment (asymmetric division) [3, 18].

Figure 1 Schematic representation of the general stochastic model for cell proliferation, death and differentiation across an ordered sequence of compartments.

Our stochastic model, depicted in Figure 1, can be described in terms of the continuous-time Markov chain (CTMC) $\mathcal{X} = \{(C_1(t), C_2(t), \ldots, C_N(t)) : t \geq 0\}$, where $C_i(t)$ represents the number of cells in compartment $C_i$ at time $t$, with state space given by $S = \{0, 1, 2, \ldots\}^N = \mathbb{N}_0^N$. Cellular events, labelled E1 to E5, represent transitions across states $(n_1, \ldots, n_N) \in S$ as follows:

(E1) Self-renewal (cellular division where both daughter cells remain in the same compartment as the mother) can occur in any compartment $C_i$, with per
cell rate $\lambda_i$, for $i \in \{1, \ldots, N\}$,
\[
(n_1, \ldots, n_{i-1}, n_i, n_{i+1}, \ldots, n_N) \xrightarrow{\lambda_i n_i} (n_1, \ldots, n_{i-1}, n_i + 1, n_{i+1}, \ldots, n_N).
\]

(E2) Asymmetric division (cellular division where one of the daughter cells remains in the same compartment as the mother, while the other goes to the next compartment) occurs in compartment $C_i$ with per cell rate $a_i$, for $i \in \{1, \ldots, N\}$,
\[
(n_1, \ldots, n_{i-1}, n_i, n_{i+1}, \ldots, n_N) \xrightarrow{a_i n_i} (n_1, \ldots, n_{i-1}, n_i, n_{i+1} + 1, \ldots, n_N).
\]

(E3) Symmetric division (cellular division where both daughter cells instantaneously move to the next compartment) occurs in compartment $C_i$ with per cell rate $s_i$, for $i \in \{1, \ldots, N\}$,
\[
(n_1, \ldots, n_{i-1}, n_i, n_{i+1}, \ldots, n_N) \xrightarrow{s_i n_i} (n_1, \ldots, n_{i-1}, n_i - 1, n_{i+1} + 2, \ldots, n_N).
\]

(E4) Differentiation (or migration) between adjacent compartments can occur with rates $(\nu_i, \xi_i)$, for $i \in \{1, \ldots, N\}$,
\[
(n_1, \ldots, n_{i-1}, n_i, n_{i+1}, \ldots, n_N) \xrightarrow{\nu_i n_i} (n_1, \ldots, n_{i-1}, n_i - 1, n_{i+1} + 1, \ldots, n_N),
\]
\[
(n_1, \ldots, n_{i-1}, n_i, n_{i+1}, \ldots, n_N) \xrightarrow{\xi_i n_i} (n_1, \ldots, n_{i-1} + 1, n_i - 1, n_{i+1}, \ldots, n_N),
\]
with $\nu_N = \xi_1 = 0$.

(E5) Cells can die in any compartment $C_i$ with per cell rate $\mu_i$, $i \in \{1, \ldots, N\}$,
\[
(n_1, \ldots, n_{i-1}, n_i, n_{i+1}, \ldots, n_N) \xrightarrow{\mu_i n_i} (n_1, \ldots, n_{i-1}, n_i - 1, n_{i+1}, \ldots, n_N).
\]

We note that cells in the last compartment $C_N$ cannot symmetrically or asymmetrically divide, or differentiate.

### 2.1 Number of cells in each compartment

We first describe the dynamics of the process by focusing on the time course of the average numbers of cells, $\mathbb{E}[C_i(t)]$, that obey the following system of differential equations [13]

\[
\frac{d\mathbb{E}[C_1(t)]}{dt} = -(\mu_1 + \nu_1 + s_1 - \lambda_1)\mathbb{E}[C_1(t)] + \xi_2 \mathbb{E}[C_2(t)],
\]
\[
\frac{d\mathbb{E}[C_i(t)]}{dt} = (\nu_{i-1} + a_{i-1} + 2s_{i-1}) \mathbb{E}[C_{i-1}(t)] - (\mu_i + \nu_i + \xi_i + s_i - \lambda_i) \mathbb{E}[C_i(t)]
\]
\[
+ \xi_{i+1} \mathbb{E}[C_{i+1}(t)], \quad i \in \{2, \ldots, N - 1\},
\]
\[
\frac{d\mathbb{E}[C_N(t)]}{dt} = (\nu_{N-1} + a_{N-1} + 2s_{N-1}) \mathbb{E}[C_{N-1}(t)] - (\mu_N + \xi_N - \lambda_N) \mathbb{E}[C_N(t)],
\]
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where $\mathbb{E}[C_i(t)]$ represents the expectation of the random variable $C_i(t)$. These equations constitute a homogeneous first-order linear system of ODEs with constant coefficients, which can be written more succinctly in matrix form as follows

$$\frac{d\Phi}{dt} = \mathbf{A}\Phi,$$

where

$$\Phi = \begin{pmatrix} \mathbb{E}[C_1(t)] \\ \mathbb{E}[C_2(t)] \\ \vdots \\ \mathbb{E}[C_{N-1}(t)] \\ \mathbb{E}[C_N(t)] \end{pmatrix}, \quad \mathbf{A} = \begin{pmatrix} -\Delta_1 & \xi_2 & 0 & \cdots & 0 \\ \Lambda_1 & -\Delta_2 & \xi_3 & \cdots & \vdots \\ 0 & \ddots & \ddots & \ddots & \vdots \\ \vdots & \vdots & \Lambda_{N-1} & -\Delta_{N-1} & \xi_N \\ 0 & \cdots & 0 & \Lambda_{N-1} & -\Delta_N \end{pmatrix},$$

with

$$\Delta_1 = \mu_1 + \nu_1 + s_1 - \lambda_1,$$
$$\Delta_i = \mu_i + \nu_i + s_i + \xi_i - \lambda_i, \quad \Lambda_{i-1} = \nu_{i-1} + a_{i-1} + 2s_{i-1}, \quad i \in \{2, \ldots, N-1\},$$
$$\Delta_N = \mu_N + \xi_N - \lambda_N, \quad \Lambda_{N-1} = \nu_{N-1} + a_{N-1} + 2s_{N-1}.$$

The initial value problem in (2) with $\Phi_0 = \Phi(0)$ has a unique solution [19, Theorem 4.1]

$$\Phi(t) = e^{\mathbf{A}t}\Phi_0,$$

where $e^{\mathbf{A}t}$ represents the matrix exponential,

$$e^{\mathbf{A}t} = \mathbf{I} + \mathbf{A}t + \frac{\mathbf{A}^2 t^2}{2!} + \frac{\mathbf{A}^3 t^3}{3!} + \ldots = \sum_{i=0}^{+\infty} \frac{(\mathbf{A}t)^i}{i!}.$$

The system of equations (2) admits $\lim_{t \to +\infty} \Phi(t) = \mathbf{0}_N$ (column vector of zeros) as an asymptotic solution; this is exponential stable (all solutions of the system from any initial conditions converge to 0) if and only if each eigenvalue of $\mathbf{A}$ has a negative real part [20].

We note that, in many biological applications, some of the parameters in Fig. 1 will be zero, and thus, the analysis of such systems will be much simpler. For instance, when differentiation is irreversible [4, 18], so that $\xi_i = 0$ for $i \in \{2, \ldots, N\}$ as shown in Figure 2. We will refer to this situation as the irreversible model. In this case, and if one focuses on a single cell starting in compartment $C_1$ at time $t = 0$, $\Phi(0) = (1, 0, \ldots, 0)^T$, it is possible to get the average behaviour of the system in terms of the following explicit expressions

$$\mathbb{E}[C_i(t)] = \begin{cases} e^{-\Delta_1 t}, & i = 1, \\ \left(\prod_{l=1}^{i-1} \Lambda_l\right) \sum_{j=1}^{i} e^{-\Delta_j t} \frac{i}{m=1} (\Delta_m - \Delta_j)^{-1}, & i \in \{2, \ldots, N\}. \end{cases}$$
The expression above is only well-defined if $\Delta_i \neq \Delta_j$ for all pairs $(i, j)$. If this is not the case, alternative similar explicit solutions can be found. For example, when $\Delta_i = \Delta_j$ for all $i, j \in \{2, \ldots, N\}$, then the formula above simplifies to

$$
E[C_i(t)] = \left(\prod_{l=1}^{i-1} \Lambda_l\right) \frac{t^i}{i!} e^{-\Delta_i t}.
$$

From the expressions above, it is clear that in the irreversible model $\lim_{t \to +\infty} E[C_i(t)] = 0$ when $\Delta_i > 0$, $\forall i \in \{1, \ldots, N\}$. This is consistent since the parameters $-\Delta_i$ are the eigenvalues of $A$ in this case. For the applications we have in mind [3, 4], it is of interest to quantify the cumulative number of cells, on average, that arrive to the final compartment $C_N$ starting with a single cell in compartment $C_1$. To answer this question, one can set $\lambda_N = \mu_N = 0$, so that cells which arrive to $C_N$ accumulate and can be counted, and then compute in the irreversible model, from the expression above

$$
\lim_{t \to +\infty} E[C_N(t)] = \prod_{i=1}^{N-1} \frac{\Lambda_i}{\Delta_i}.
$$

A particular feature of this system is that cells behave independently from each other. This means that the dynamics of the genealogy of a set of $M$ precursor (or progenitor cells) in compartment $C_1$ at time $t = 0$, can be analysed as $M$ independent stochastic processes. Thus, in Section 2.2 we focus on analysing a number of summary statistics of interest which are related to the genealogy of a single cell starting in a given compartment (typically compartment $C_1$).

### 2.2 The genealogy of a single precursor cell

We consider a cell starting in a given compartment $C_i$, and we define $G_i$, the random variable representing the total number of cells in the genealogy of
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this cell. Cells in the genealogy are the daughters, granddaughters, . . . , of the precursor cell, which arise from division events (either self-renewal, asymmetric or symmetric) in any compartment over time, not including the precursor cell. It is a summary statistic of the process which quantifies the proliferative potential of a single cell. For example, in Figure 3, we represent a particular realisation of the stochastic process, where \( G_1 = 8 \).

The mean number of cells in the genealogy of a precursor cell, \( m_i = \mathbb{E}[G_i] \), for any initial compartment of interest \( i \in \{1, \ldots, N\} \), can be obtained via first-step arguments by conditioning on the next event that occurs in the stochastic process. This approach leads to the following system of equations

\[
\begin{align*}
\Delta_1 m_1 &= \Lambda_1 m_2 + 2(\lambda_1 + a_1 + s_1), \\
\Delta_i m_i &= \Lambda_i m_{i+1} + \xi_i m_{i-1} + 2(\lambda_i + a_i + s_i), \quad i \in \{2, \ldots, N-1\}, \\
\Delta_N m_N &= \xi_N m_{N-1} + 2\lambda_N.
\end{align*}
\]

The system above can be expressed in matrix form via the column vectors \( \mathbf{m} = (m_1, \ldots, m_N)^T \) and \( \mathbf{b} = (2(\lambda_1 + a_1 + s_1), \ldots, 2(\lambda_{N-1} + a_{N-1} + s_{N-1}), 2\lambda_N)^T \) as follows

\[
\mathbf{J} \mathbf{m} = \mathbf{b},
\]

with a tri-diagonal coefficient matrix

\[
\mathbf{J} = \begin{pmatrix}
\Delta_1 & -\Lambda_1 & 0 & 0 & \cdots & 0 \\
-\xi_2 & \Delta_2 & -\Lambda_2 & 0 & \cdots & 0 \\
0 & -\xi_3 & \Delta_3 & -\Lambda_3 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & -\xi_{N-1} & \Delta_{N-1} & -\Lambda_{N-1} \\
0 & \cdots & 0 & 0 & -\xi_N & \Delta_N
\end{pmatrix}.
\]

One can exploit the tri-diagonal structure of \( \mathbf{J} \) to get an explicit or recursive solution of this system. In particular, by following a Gaussian forward-elimination backward-substitution approach, such as the Thomas algorithm [21, 22], one can obtain the recursive equations

\[
\begin{align*}
m_N &= \rho_N, \\
m_i &= \rho_i - \gamma_i m_{i+1}, \quad i \in \{1, \ldots, N-1\},
\end{align*}
\]

where \( \gamma_1 = -\Delta_1^{-1} \Lambda_1, \rho_1 = 2\Delta_1^{-1}(\lambda_1 + s_1 + a_1) \), and

\[
\begin{align*}
\gamma_i &= -\frac{\Lambda_i}{\Delta_i + \xi_i \gamma_{i-1}}, \quad i \in \{2, \ldots, N-1\}, \\
\rho_i &= \frac{2(\lambda_i + s_i + a_i) + \xi_i \rho_{i-1}}{\Delta_i + \xi_i \gamma_{i-1}}, \quad i \in \{2, \ldots, N\}.
\end{align*}
\]
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This recursive scheme leads to the explicit solution

\[ m_i = \sum_{j=i}^{N} (-1)^{j-i} \rho_j \left( \prod_{l=i}^{j-1} \gamma_l \right), \quad i \in \{1, \ldots, N\}, \tag{10} \]

where \( \prod_{l=i}^{i-1} \gamma_l = 1 \). A condition on the parameters arises during the implementation of the recursive scheme,

\[ \Delta_i + \xi_i \gamma_{i-1} > 0, \quad i \in \{2, \ldots, N\}, \]

for the average values \( m_1, \ldots, m_N \) to be finite and non-negative, for all \( i \in \{1, \ldots, N\} \). This ensures that the number of cells in the genealogy of the precursor cell is finite with probability one, \( \mathbb{P}(G_i < +\infty) = 1 \), since \( m_i = \mathbb{E}[G_i] = \mathbb{E}[G_i|G_i < +\infty]\mathbb{P}(G_i < +\infty) + \mathbb{E}[G_i|G_i = +\infty]\mathbb{P}(G_i = +\infty) \).

Figure 3 A realisation of the stochastic process following the genealogy of a single precursor cell which starts in compartment \( C_1 \). The cell tracked (see Section 2.3) is depicted as striped, and where the colour indicates the compartment where it is at any given time. Here, the tracked cell dies in \( C_3 \) (brown), while its genealogy continues up to \( C_4 \). In this example, \( G_1 = 8 = G_1(1) + G_1(2) + G_1(3) + G_1(4) = 4 + 0 + 2 + 2 \).
In the irreversible case—where $\xi_i = 0, i \in \{2, \ldots, N\}$—, the solution above simplifies to

$$m_i = 2 \sum_{j=i}^{N} \frac{\Lambda_j + a_j + s_j}{\Delta_j} \left( \prod_{l=i}^{j-1} \frac{\Lambda_l}{\Delta_l} \right), \quad i \in \{1, \ldots, N\}, \quad (11)$$

where for $j = N$, we set $a_N = s_N = 0$. For $i = N$, the empty product above is equal to one, so that $m_N = \frac{2\Lambda_N}{\mu_N - \lambda_N}$. In this model the condition on the parameters for finite and non-negative solutions becomes $\Delta_i > 0$ for all $i \in \{1, \ldots, N\}$. This is consistent with direct inspection of Figure 2, where $\Delta_i > 0$ avoids unlimited accumulation of cells in compartment $C_i$.

We note that cells in the genealogy of the precursor cell belong to different compartments, as depicted by the colours in Figure 3. For a precursor cell starting in compartment $C_i$, those compartments $C_j, j \in \{1, 2, \ldots, N\}$ with more proliferative potential will contribute more to the value of $G_i$. This will mainly depend on the parameters $(\lambda_j, a_j, s_j, \mu_j, \nu_j, \xi_j)$, but also on the number of cells in the genealogy arriving into that compartment (and which can thus divide). It is of interest then to split $G_i = \sum_{j=1}^{N} G_i(j)$ in terms of which compartments the progeny belong to, where $G_i(j)$ represents the number of cells that belong to compartment $C_j$ in the genealogy of the precursor cell starting in compartment $i$. For example, for the stochastic realization in Figure 3, $G_1 = G_1(1) + G_1(2) + G_1(3) + G_1(4) = 4 + 2 + 0 + 2 = 8$.

One can follow similar arguments to the ones above to compute the mean quantities $m_i(j) = \mathbb{E}[G_i(j)]$. In particular, for an initial compartment $C_i$, a first-step argument yields the equations

$$\Delta_i m_i(i) = 2\lambda_i + a_i + \Lambda_i m_{i+1}(i) + \xi_i m_{i-1}(i),$$
$$\Delta_i m_i(i + 1) = 2s_i + a_i + \Lambda_i m_{i+1}(i + 1) + \xi_i m_{i-1}(i + 1),$$
$$\Delta_i m_i(j) = \Lambda_i m_{i+1}(j) + \xi_i m_{i-1}(j), \quad j \notin \{i, i + 1\},$$

where we implicitly set $\xi_1 = 0$ and $m_{N+1}(j) = 0$ for notational convenience in the equations above. Following a similar recursive approach to the one above, one can get for any $j \in \{1, \ldots, N\}$,

$$m_N(j) = \rho_N(j), \quad m_i(j) = \rho_i(j) - \gamma_i m_{i+1}(j), \quad i \in \{1, \ldots, N - 1\},$$

where $\gamma_1 = -\Delta_1^{-1} \Lambda_1$, $\rho_1(j) = \Delta_1^{-1} d_{(1,j)}$, and

$$\gamma_i = -\frac{\Lambda_i}{\Delta_i + \xi_i \gamma_{i-1}}, \quad i \in \{2, \ldots, N - 1\},$$
$$\rho_i(j) = \frac{d_{(i,j)} + \xi_i \rho_{i-1}(j)}{\Delta_i + \xi_i \gamma_{i-1}}, \quad i, j \in \{2, \ldots, N\},$$
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with

\[ d_{(i,j)} = \begin{cases} 
2\lambda_i + a_i & \text{if } j = i, \\
2s_i + a_i & \text{if } j = i + 1, \\
0 & \text{otherwise.} 
\end{cases} \]

This recursive scheme leads to the explicit solution

\[ m_i(j) = \sum_{k=i}^{N} (-1)^{k-i} \rho_k(j) \left( \prod_{p=i}^{k-1} \gamma_p \right). \]  \hspace{1cm} (12)

This expression simplifies further in the irreversible model, where \( \xi_i = 0 \) for all \( i \in \{2, \ldots, N\} \). In this instance \( m_i(j) = 0 \) whenever \( i > j \), and the equations above simplify to

\[ m_i(i) = \Delta_i^{-1}(2\lambda_i + a_i), \]
\[ m_i(j) = \Delta_{j-1}^{-1} \left( \prod_{p=i}^{j-2} \Delta_p^{-1} \Lambda_p \right) (d(j-1, j) + d(j, j) \Delta_{j-1}^{-1} \Lambda_{j-1}), \quad j \in \{i + 1, \ldots, N\}, \]

for any \( i \in \{1, \ldots, N - 2\} \). Here, \( m_N(N) = \frac{2\lambda_N}{\Delta_N} \).

### 2.3 Single-cell analysis

We consider here the case where no symmetric or asymmetric division occurs in the irreversible model, \( s_i = a_i = \xi_i = 0 \) for all \( i \in \{1, \ldots, N\} \). In the previous sections, we have analysed several summary statistics related to the population of cells over time (e.g., the genealogy of a precursor cell). In this section, instead, we aim to investigate a number of summary statistics related to the lifespan of a single cell, extending the single-cell analysis originally proposed in Ref. [11] which considered T cells in the periphery.

We propose to track the dynamics of a single cell, starting in compartment \( C_i \), until the cell dies. In any given compartment, this cell can divide (and, since both daughters are indistinguishable, we keep tracking one of them), move to the next compartment or die. This dynamics can be represented then in terms of the CTMC \( \mathcal{Y} = \{Y(t) : t \geq 0\} \) over the state space \( S = \{C_1, C_2, \ldots, C_N, \phi\} \), where \( Y(t) \) represents the state of the cell at time \( t \): either being in some compartment \( C_j \), or having already died (state \( \phi \)). A schematic representation of the process \( \mathcal{Y} \) is given in Figure 4, while a particular realisation of this stochastic process is depicted in Figure 2, where the tracked cell is shown as striped.

We propose to analyse the dynamics of this cellular system by focusing on the following summary statistics:
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- the lifespan, $T_i$, of the cell, starting in compartment $C_i$,

$$T_i = \inf\{t \geq 0 : Y(t) = \phi | Y(0) = i\},$$

which quantifies the survival potential of cells in the system depending on their initial location;
- the number of divisions carried out by the cell during its lifespan, $D_i$, which quantifies the proliferation potential of cells in the system; and
- the probability of this cell dying in each compartment $C_j$; that is, $\beta_i(j) = P(Y(T_i - \Delta t) = C_j)$ for a small enough $\Delta t$.

**Figure 4** Schematic representation of the process $\mathcal{Y}$.

### 2.3.1 Lifespan of a single cell

Let $T_i$ be the lifespan of a single cell starting in compartment $C_i$, $i \in \{1, \ldots, N\}$,

$$T_i = \inf\{t \geq 0 : Y(t) = \phi | Y(0) = i\},$$

and consider $\tau_i = \mathbb{E}[T_i]$, its average lifespan. By conditioning on the next event that the cell can undergo in this process, one can get the recursive relation

$$(\mu_i + \nu_i)\tau_i = \nu_i \tau_{i+1} + 1, \quad i \in \{1, \ldots, N-1\},$$

with $\tau_N = \mu_N^{-1}$. These equations can be explicitly solved as follows

$$\tau_i = \sum_{j=0}^{N-i} \frac{1}{\mu_{N-j} + \nu_{N-j}} \left( \prod_{r=i}^{N-(j+1)} \frac{\nu_r}{\mu_r + \nu_r} \right), \quad i \in \{1, \ldots, N-1\},$$
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and \( \tau_N = \mu_N^{-1} \), since \( T_N \sim \text{Exp}(\mu_N) \). A similar approach allows one to compute the Laplace-Stieltjes transform of \( T_i \), and any of its order moments. For example, the second order moment of the lifespan of a cell starting in compartment \( C_i \) is given by

\[
\mathbb{E}[T_i^2] = \sum_{j=i}^N R_j \left( \prod_{r=i}^{j-1} \frac{\nu_r}{\mu_r + \nu_r} \right), \quad i \in \{1, \ldots, N\},
\]

where \( R_i = \frac{2(\lambda_i \tau_i + \nu_i \tau_i+1)}{(\mu_i + \nu_i)(\mu_i + \nu_i + \lambda_i)} \), and \( R_N = \frac{2}{\mu_N^2} \). We note that if the cell starts in the last compartment \( C_N \), \( \mathbb{E}[T_N^2] = 2\mu_N^{-2} \) since \( T_N \sim \text{Exp}(\mu_N) \).

### 2.3.2 Number of divisions during the lifespan

We denote by \( D_i \) the number of division events triggered by the tracked cell during its lifespan, starting in compartment \( C_i \). One can focus on computing \( \eta_i = \mathbb{E}[D_i] \), which by first-step arguments satisfies

\[
(\lambda_i + \mu_i + \nu_i)\eta_i = \lambda_i(\eta_i + 1) + \nu_i\eta_{i+1}, \quad i \in \{1, \ldots, N-1\},
\]

\[
(\lambda_N + \mu_N)\eta_N = \lambda_N(\eta_N + 1).
\]

These equations lead to the explicit solution

\[
\eta_i = \sum_{k=0}^{N-i} \frac{\lambda_{N-k}}{\mu_{N-k} + \nu_{N-k}} \left( \frac{\lambda_{N-k}}{\mu_{N-k} + \nu_{N-k}} \right)^k \mathbb{P}_{i}(k), \quad i \in \{1, \ldots, N-1\}.
\]

We note that \( \eta_N = \lambda_N \mu_N^{-1} \) since \( D_N \sim \text{Geometric}(\lambda_N/\mu_N) \). These proliferation events can occur at any time during the lifespan of the cell, which is visiting different compartments over time. Thus, one can quantify the proliferation potential of the cell during its eventual visit to each compartment by considering \( D_i = \sum_{j=i}^N D_i(j) \), where \( D_i(j) \) is the number of divisions which occur exactly in compartment \( C_j \) during the lifespan of the cell, which started in compartment \( C_i \). The average values \( \eta_i(j) = \mathbb{E}[D_i(j)] \) can be computed similarly, leading to

\[
\eta_i(i) = \frac{\lambda_i}{\mu_i + \nu_i},
\]

\[
\eta_i(j) = \frac{\lambda_j}{\mu_j + \nu_j} \left( \prod_{k=i}^{j-1} \frac{\nu_k}{\mu_k + \nu_k} \right), \quad j \geq i + 1.
\]

We note that the expression above is consistent with the interpretation that \( D_i(j) \sim \text{Geometric}(\lambda_j/\mu_j) \), restricted to the arrival of the cell to
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compartment $C_j$. In general, we note that

$$\eta_i(j) = \mathbb{E}[D_i(j)] = \mathbb{E}[D_i(j) \mid \text{cell ever visits } C_j] \mathbb{P}(\text{cell ever visits } C_j)$$

$+$

$$\mathbb{E}[D_i(j) \mid \text{cell never visits } C_j] \mathbb{P}(\text{cell never visits } C_j),$$

and, since $\mathbb{E}[D_i(j) \mid \text{cell never visits } C_j] = 0$, the quantity $\eta_i(j)$ also accounts for the probability of the cell not visiting this compartment.

2.3.3 Cellular fate

Finally, the cell will in at a given compartment, and one can compute the probability of this cell dying in each compartment at the end of its lifespan, which we denote by

$$\beta_i(j) = \mathbb{P}(Y(T_i - \Delta t) = C_j), \quad j \geq i,$$

for small enough $\Delta t$. These probabilities are given by

$$\beta_i(i) = \frac{\mu_i}{\mu_i + \nu_i}, \quad \beta_i(j) = \frac{\mu_j}{\mu_j + \nu_j} \prod_{k=i}^{j-1} \frac{\nu_k}{\mu_k + \nu_k}, \quad j \geq i + 1.$$

3 Results

We illustrate our approach with two applications. In Section 3.1, we implement the methods from Section 2.1 and Section 2.2 to explore the impact of asymmetric and symmetric division events on the cellular dynamics, for the case $N = 4$ compartments. We carry out some sensitivity analysis on the probabilities of self-renewal, asymmetric and symmetric division events happening. In Section 3.2 we focus on a particular application of our single-cell analysis from Section 2.3 to an existing model of T cell development in the thymus [4].

3.1 Asymmetric and symmetric division: the case of four compartments

We consider here $N = 4$ compartments, where the last compartment $C_4$ does not involve any death, division or differentiation events, ($\mu_4 = \lambda_4 = \xi_4 = 0$) to represent terminal accumulation of cells in it. This allows us to quantify the number of cells that exit the system formed by the first three compartments (as opposed to dying), which can be of interest in processes such as thymic development [4]. We select $\mu_i = 1.0$ for all $i \in \{1, 2, 3\}$, so that the unit of time for the rates is the average lifetime of a cell in the system. We aim to analyse the impact of asymmetric and symmetric division on the temporal dynamics, and thus, set $\nu_1 = \nu_2 = \nu_3 = 0.5$, in the Irreversible model.

Cells can divide in each compartment at a rate $\omega$, and this division represents self-renewal with probability $p_{SR}$, asymmetric division with probability
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$p_{AD}$, and symmetric division with probability $p_{SD}$. This is equivalent to setting, with the notation introduced in Section 2, \( \lambda_i = p_{SR} \cdot \omega \), \( s_i = p_{SD} \cdot \omega \) and \( a_i = p_{AD} \cdot \omega \), for \( i \in \{1, 2, 3\} \). We choose \( \omega = 0.9 \), so that the system has significant proliferative potential, and focus on the following scenarios of interest:

**Scenario 1.** \( p_{SR} = 1.0 \), \( p_{SD} = 0 \), \( p_{AD} = 0 \).

**Scenario 2.** \( p_{SR} = 0.8 \), \( p_{SD} = 0.1 \), \( p_{AD} = 0.1 \).

**Scenario 3.** \( p_{SR} = 0.1 \), \( p_{SD} = 0.8 \), \( p_{AD} = 0.1 \).

**Scenario 4.** \( p_{SR} = 0.1 \), \( p_{SD} = 0.1 \), \( p_{AD} = 0.8 \).

Our aim is to explore the impact that asymmetric or symmetric proliferation has on the dynamics of the system (Scenarios 2, 3 and 4), compared to the situation where only self-renewal takes place (Scenario 1). In Figure 5 we plot the mean number of cells, \( \mathbb{E}[C_i(t)] \), in compartments \( i \in \{1, 2, 3, 4\} \) in Scenarios 1-4. For compartments \( C_i \) with \( i \in \{1, 2, 3\} \), and since \( \Delta = \Delta_1 = \Delta_2 = \Delta_3 \) and \( \Lambda = \Lambda_1 = \Lambda_2 = \Lambda_3 \), one can directly use Eq. (6), while for compartment \( C_N, N = 4 \), one has

\[
\mathbb{E}[C_N(t)] = \left( \frac{\Lambda}{\Delta} \right)^{N-1} \sum_{j=0}^{N-1} \mathbb{E}(C_j) \left( \frac{\Lambda}{\Delta} \right)^{N-j}.
\]

In Figure 5, we consider initial conditions \( C_1(0) = 10^2, C_2(0) = C_3(0) = C_4(0) = 0 \), representing \( 10^2 \) initial cells in the first compartment and no cells in the other compartments. We observe that an exponential decay in the number of cells in \( C_1 \) is followed by sequential increases in the other two compartments until a steady-state number of cells is achieved in the exiting compartment, \( C_4 \). Interestingly, the dynamics of the system is faster once symmetric or asymmetric division is considered (Scenarios 2-4 compared to 1), so that the decay in compartment \( C_1 \) is quicker and the steady-state is reached sooner.

The fastest dynamics is observed for Scenario 3, where symmetric division is more likely, and the two daughters of a progenitor cell move directly to the next compartment. It is also worth highlighting that symmetric or asymmetric division does not only affect the speed of the dynamics but also the total average number of cells exiting the system (i.e., reaching compartment \( C_4 \)), where \( \lim_{t \to +\infty} \mathbb{E}[C_4(t)] \) is significantly larger when asymmetric and (especially) symmetric division can occur. We note here that, importantly, the per cell division rate \( \omega \) is equal in all four scenarios. This suggests that, in this type of systems, asymmetric or symmetric division (as opposed to self-renewal proliferation) represents a mechanism which facilitates generating a larger population of exiting cells with the same proliferative effort. That is, in Scenario 1 where only self-renewal can occur, a larger number of divisions is required in each compartment for enough cells to escape death and differentiate to the next compartment, and to eventually reach \( C_4 \).

Our comments above are also consistent with the results of Figure 6, where we plot the mean number of cells \( m_1(j) \) in the genealogy of a single cell.
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Starting in $C_1$, belonging to compartments $C_j$, $j \in \{1, 2, 3, 4\}$, for Scenarios 1-4. In Scenario 1, where only self-renewal can occur, the mean number of cells in compartments $C_1$, $C_2$, $C_3$, and $C_4$ in the genealogy of the progenitor cell decreases monotonically across the sequence of compartments, $m_1(1) > m_1(2) > m_1(3) > m_1(4)$. We note that $m_1(4) = 0$ can be explained since it only accounts for progeny cells which arrive into compartment $C_4$ as a direct result of cell proliferation, and no symmetric or asymmetric division is considered in Scenario 1. We also stress here that this monotonic decrease happens even though division and differentiation rates are equal in all compartments $j \in \{1, 2, 3\}$. This is related to the fact that some cells in the genealogy will die before reaching compartments $C_2$ and/or $C_3$. On the other hand, and related to our comments corresponding to Figure 5, Scenario 1 leads to the largest progeny, suggesting that it is an inefficient system for reaching a desired population of exiting cells in $C_4$. Asymmetric and (especially) symmetric division events significantly reduce the number of descendants from the single progenitor cell in all compartments, while maximising the number of exiting cells as described by Figure 5. In particular, Scenario 3 is characterised by the highest total average number of cells exiting the system, $\mathbb{E}[C_4(+\infty)]$, as well as the smallest progeny size, $m_1$, while leading to the largest progeny, $m_1(4)$, in the final compartment.

3.2 Tracking a thymocyte during thymic development

We consider now the model proposed in Ref. [4, Model 2], and shown in Figure 7. Double negative (DN) thymocytes differentiate to become pre-selection DP thymocytes (pre-DP). In this model, pre-DP is the first compartment, which will contain an initial number of cells (initial condition, $C_1(0)$).
Pre-DPs will undergo maturation in the thymus. These cells can progress to the double positive stage (post-DP), where thymocytes express both CD4 and CD8 co-receptors. Post-DP cells that are positively selected transition to the single positive (SP) stage, where they can express either the CD4 or CD8 co-receptor. Some of these cells will then reach the periphery as CD4 or CD8 SP cells.

We exploit this particular model to illustrate the applicability of our single-cell analysis proposed in Section 2.3. This also allows us to show how our methods can be easily adapted even under slightly modifications to the network topology of compartments (here, a bifurcation in the last compartmental stage is observed, rather than a linear sequence of compartments).

First, it is of interest to quantify cellular fate in this system: what is the percentage of pre-DP thymocytes that are predicted to die in each of the compartments during maturation, and what percentage will successfully reach the periphery instead (either as a CD4 or CD8 SP cell). It is clear that our arguments in Section 2.3 can be easily adapted to quantify this. In particular, one can slightly redefine the probabilities $\beta_i(j)$ in Section 2.3, focusing on $i = 1$ (i.e., a single pre-DP thymocyte being tracked), as

$$\beta_1(1) = \text{probability that the pre-DP thymocyte dies in the pre-DP compartment},$$

$$\beta_1(2) = \text{probability that the pre-DP thymocyte dies in the post-DP compartment},$$
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Figure 7 Schematic representation of the thymic development model proposed in Ref. [4]. Grey cells represent cellular death.

\[ \beta_1(4) = \text{probability that the pre-DP thymocyte dies in the CD4 SP compartment,} \]
\[ \beta_1(8) = \text{probability that the pre-DP thymocyte dies in the CD8 SP compartment,} \]
\[ \beta_1(4P) = \text{probability that the pre-DP thymocyte reaches the periphery as a CD4 SP cell,} \]
\[ \beta_1(8P) = \text{probability that the pre-DP thymocyte reaches the periphery as a CD8 SP cell.} \]

Similar solutions to those in Section 2.3 can be obtained by incorporating the compartmental bifurcation in the first-step analysis, leading to

\[ \beta_1(1) = \frac{\mu_1}{\mu_1 + \nu_1}, \]
\[ \beta_1(2) = \frac{\nu_1 \mu_2}{\mu_1 + \nu_1 + \mu_2 + \nu_{24} + \nu_{28}}, \]
\[ \beta_1(4) = \frac{\nu_1 \mu_2}{\mu_1 + \nu_1 + \mu_2 + \nu_{24} + \nu_{28} + \mu_4 + \nu_4}, \]
\[ \beta_1(8) = \frac{\nu_1 \mu_2}{\mu_1 + \nu_1 + \mu_2 + \nu_{24} + \nu_{28} + \mu_8 + \nu_8}, \]
\[ \beta_1(4P) = \frac{\nu_1 \mu_2}{\mu_1 + \nu_1 + \mu_2 + \nu_{24} + \nu_{28} + \mu_4 + \nu_4}, \]
\[ \beta_1(8P) = \frac{\nu_1 \mu_2}{\mu_1 + \nu_1 + \mu_2 + \nu_{24} + \nu_{28} + \mu_8 + \nu_8}. \]

The proliferation potential of thymocytes during thymic development directly depends on them reaching the CD4 SP and CD8 SP compartments, where they are able to divide, before they reach the periphery. Thus, the average number of divisions initiated by a single pre-DP thymocyte during its thymic development journey, \( \eta_1 = \eta_1(4) + \eta_1(8), \) can be obtained as

\[ \eta_1(4) = \frac{\nu_1 \nu_{24}}{(\mu_1 + \nu_1)(\mu_2 + \nu_{24} + \nu_{28})} \frac{\lambda_4}{\mu_4 + \nu_4}. \]
Finally, the average lifespan of a pre-DP cell during thymic development (i.e., the mean time until it dies or it reaches the periphery) is given by

\[ \tau_1 = \frac{1}{\mu_1 + \nu_1} \left[ \frac{\nu_1}{\mu_2 + \nu_24 + \nu_28} \left( \frac{\nu_24}{\mu_4 + \nu_4} + \frac{\nu_28}{\mu_8 + \nu_8} + 1 \right) + 1 \right]. \]

We select parameter values from those reported in Ref. [4, Section 3.2] (see Table 1). Our methodology allows one to predict that the average lifespan of a pre-DP cell during the maturation process (until it dies or reaches the periphery) is 2.84 days. During this lifetime, the cell may undergo differentiation and proliferation, before dying in one of the compartments without ever reaching the periphery, or reaching the periphery either as a CD4 or CD8 cell. In Figure 8, we plot the predicted cellular fate probabilities. We observe that the most likely outcomes correspond to cell death, especially during the early stages of maturation (pre-DP and post-DP compartments). Once the cell reaches the CD4 SP compartment, it is more likely for this cell to reach the periphery than dying in that compartment, while these probabilities are comparable in the CD8 case. The average number of proliferation events triggered by this single pre-DP cell is

\[ \eta_1 = \eta_1(4) + \eta_1(8) = 0.0139 + 0.0046 = 0.0185, \]

meaning that out of 100 pre-DP cells entering the thymic development process only around 18 cells are expected to be produced via direct proliferation from the original cells when visiting the CD4 SP or CD8 SP compartments. These small quantities are directly related to the small probabilities of reaching these compartments at all, so that the cell can actually proliferate. Our results here are in agreement with conclusions and insights from [4], where the authors state that thymic development is an stringent process characterized by an extremely low success rate.

| Rate | $\mu_1$ | $\nu_1$ | $\mu_2$ | $\nu_{24}$ | $\nu_{28}$ | $\lambda_4$ | $\lambda_8$ | $\mu_4$ | $\mu_8$ | $\nu_4$ | $\nu_8$ |
|------|--------|--------|--------|---------|---------|-----------|-----------|--------|--------|--------|--------|
| Value | 0.263  | 0.137  | 1.369  | 0.07    | 0.054   | 0.216     | 0.093     | 0.04   | 0.11   | 0.21   | 0.14   |

**Table 1** Parameter values as reported in Ref. [4, Section 3.2], in units days$^{-1}$.

### 4 Discussion

We have presented a general model for cell proliferation and differentiation in terms of a stochastic process across a sequence of compartments. Cells can divide, die or move to adjacent compartments over time. We have explicitly quantified the average number of cells in each compartment over time under different scenarios of interest (e.g., the irreversible model, where differentiation cannot be reversed), and analysed the genealogy of a single progenitor cell in terms of summary statistics appropriately defined. Single-cell analysis
Figure 8 Probabilities of a single pre-DP cell to die in each of the compartments (pre-DP, post-DP, CD4 SP, or CD8 SP) before reaching the periphery, or reaching the periphery as a CD4 or CD8 SP cell.

allows one to track the journey of one cell during its lifetime across the system of compartments, where we are able to quantify the cell lifetime, its proliferation potential and the likelihood of the different potential cellular fates. We have presented a number of numerical results to illustrate the applicability of our techniques, and the impact that model parameters can have on the corresponding predictions.

A particular limitation of our approach is that it relies on cells behaving independently from each other, which is directly related to the fact that the corresponding system of ODEs for the average behaviour of the process is linear. This allows one to implement techniques from the theory of branching processes, and makes the single-cell analysis implementation feasible (where one can follow a single tracked cell while neglecting the dynamics of its neighbours). On the other hand, cellular interactions might not be negligible in some situations (e.g., under competition for resources, where logistic growth-type models might be more appropriate). Relaxing this particular assumption is thus, the aim of future work.
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