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Abstract

With tasks becoming more mentally focused and operators being required to conduct multiple tasks simultaneously, it is important to not only acquire direct measurements from the brain, but also account for changes in performance and brain activity as a function of intersubject variability and task demands. Such methodology is particularly important when evaluating skill acquisition and transfer during training on a complex and ecologically valid task. To evaluate the aforementioned factors, we implemented a search and surveillance task (scanning an assigned area and identifying targets) using a high-fidelity Unmanned Aerial System operator training simulator, acquired brain activity changes via a portable functional near infrared spectroscopy (fNIRS) sensor array, and had novice participants (N = 13) undergo three sessions of easy difficulty followed by two harder difficulty sessions. Behavioral performance results indicated no significant change in scan or target find performance across easy sessions when intersubject variability was not accounted for. However, accounting for intersubject variability indicated that some individuals improved their scan performance, and they deteriorated their target find performance (Attention-focused group), while others deteriorated their scan performance, and they improved their target find performance (Accuracy-focused group). fNIRS results displayed that both groups exhibited a decrease in brain activity across easy sessions within the left dorsolateral prefrontal cortex (LDLPFC) and right anterior medial PFC (RAMPFC), while activity in left anterior medial prefrontal cortex (LAMPFC) increased in the Attention-focused group and decreased in the Accuracy-focused group. In both groups, transitioning to hard sessions resulted in a decrease in performance. The Attention-focused group displayed an increase in brain activity within LDLPFC, RAMPFC and LAMPFC, while the Accuracy-focused group displayed an increase in brain activity within LDLPFC, no change within RAMPFC and a decrease within LAMPFC. These results suggest that the Attention-focused group was able to acquire and transfer the skills needed to efficiently complete the scan task, while remaining engaged in a target find task. Alternatively, the Accuracy-focused group was engaged only on acquiring the skills needed to efficiently complete the target find task. In conclusion, these results suggest that utilizing intersubject variability as relevant information rather than noise improves assessments of skill acquisition and transfer during training on a complex task.
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1. Introduction

With recent advances in autonomy capability, we expect human–autonomy systems to be safe and efficient. However, the necessary and expected requirements in safety and efficiency have not yet been met. In fact, reports over the last decade in the fields of transportation, aviation, health care, and ergonomics have indicated human error as the largest contributing factor behind many severe accidents [1]. Increased information processing load and decision-making demands placed on the human operator because of the highly complex systems and task objectives have often been cited as primary reasons behind these accidents.

A common solution to ensure that an operator can handle such loads and demands is to have them undergo an effective, theory-based training program (i.e., cognitive load theory), which encourages schema construction and automation, so that the use of working memory and attentional resources while executing day-to-day tasks are not only reduced but freed up to allow for attentiveness to new stimuli [2, 3]. However, due to differences in intrinsic (i.e., age, handedness, etc.), contextual (i.e., prior knowledge regarding the task, stress, etc.) and strategic factors, the process of schema construction and automation is largely variable across individuals [4]. This intrasubject variability can be further exacerbated when an operator is required to learn complex tasks or attend to multiple stimuli simultaneously [5]. Furthermore, current evaluation techniques are primarily dependent on subjective rating methods, performance data using primary or secondary task techniques and physiological sensors. Such methodologies do not enable direct measurement of cognitive resources and real-time monitoring of the mental state of an individual while they are executing a task [6]. Therefore, there is a need to assess skill acquisition and transfer during training on a complex task using methods that measure cognitive resources directly and intrasubject variability as meaningful information rather than as error.

Emergence of an interdisciplinary field known as neuroergonomics has made it possible to identify methods needed to objectively assess expertise development. This field is focused on understanding, evaluating, predicting, and improving elements of human performance (such as workload, training, stress, and fatigue) in everyday settings via wearable brain-based technologies such as functional near infrared spectroscopy (fNIRS) [7]. fNIRS is a noninvasive and portable neuroimaging modality capable of continuously measuring correlates of brain activity from the cortex in ecologically valid environments. fNIRS functions under three principles (1) increased neural
activity leads to an increase in metabolic demands, which results in an increase in oxyhemoglobin (HbO) and deoxy-hemoglobin (HbR) concentrations; (2) these hemoglobin chromophores have unique optical properties within the 700 to 900 nm wavelength; (3) by examining the manner in which light passes through cortical tissue, concentrations of HbO and HbR can be calculated [8–10].

Over the last decade, fNIRS has been used extensively to assess workload, quantify mental capacity, and track training in both laboratory and field settings [6, 10–16]. Majority of these studies have focused on quantifying changes in brain activity within the prefrontal cortex (PFC), which is responsible for executive functions such as working memory, attention, problem solving, decision making, response inhibition, planning, conflict resolution, mental flexibility, and others [17]. In summary, these studies have indicated three important take-aways: (1) additional task load leads to an increase in brain activity during both standard and complex tasks; (2) these brain activity changes acquired by fNIRS are complementary to behavioral metrics; (3) task practice decreases the extent or intensity of brain activity changes, particularly in the attentional and control areas while maintaining higher behavioral or outcome performance.

In this paper, we evaluated skill acquisition and transfer during training on a complex ecologically valid task using behavioral and fNIRS measures. We selected an Unmanned Aerial System (UAS) operators’ search and surveillance task as the complex task since the task requires an active role of attention and spatial working memory to ensure complete scanning of an assigned area and high accuracy of identifying and tracking targets. The complexity or duality of the task allowed for variation in strategy, therefore enabling modelling of intrasubject variability. Based on intrasubject variability as a factor, we hypothesize that performance will vary across individuals and these changes will be elicited in the prefrontal cortex and acquired by brain activation (fNIRS) measures. We had each participant undergo three sessions of easy difficulty, followed by two sessions of harder difficulty to evaluate skill acquisition and transfer, respectively. Based on previous investigation using a similar task, we hypothesize that those participants who demonstrate an increase in their behavioral performance with practice across easy sessions, will display a decrease in brain activity within task specific regions [18, 19]. Additionally, we hypothesize that those who reveal improvement in performance during easy sessions will presumably show transfer of skills during the hard sessions.
2. **Materials and Methods**

2.1. **Participants**

Thirteen participants between the ages of 19 to 40 (22.92 ± 5.88 years) voluntarily consented to participate in an Institutional Review Board (IRB) approved study. Out of the 13 participants, nine were male and four were female. Recruited participants had no learning disability or sleep disorders, had either normal or corrected to normal vision, and had no prior experience with the simulator used in this study. However, participants had varying levels of overall experience playing three-dimensional (4.27 ± 6.07 hours) and first-player three-dimensional (3.23 ± 4.42 hours) games. Lastly, all participants were assessed as right-handed via use of the Edinburgh Handedness assessment (laterality index: 75.33 ± 20.05; and decile: 5.00 ± 3.58) [20].

2.2. **UAS Training Simulator**

A UAS simulator training setup (C-STAR, Simlat Inc., Miamisburg, Ohio) was used in this study, as it allowed for close implementation of a real operator work environment and presented a realistic representation of the daily task. This simulator is currently being used to support over 80 UAS training centers across 30 countries and has been used in previous studies [19]. The simulator allows for a two trainee and one instructor set-up, training on sensor operation and pilot tasks, and for the instructor to manually or automatically preset ‘emergency’ situations that the operator(s) might encounter (e.g., such as developing inclement weather conditions, equipment failure, etc.). In the present study, the simulator was used in a single instructor and trainee configuration (see Figure 1A), where the flight was auto-piloted, sensor operator’s search and surveillance tasks were implemented. The trainee’s simulator’s screen is partitioned into a map and pay-load portion. The map portion displays the flight path and assigned region on the landscape where the tasks need to be executed (blue line and shaded blue region in Figure 1B), provides real-time feedback on the location of the aircraft relative to the flight path, and indicates what portion of the overall map or shaded blue region is under the camera’s field of view (FOV; green polygon in Figure 1B). The sensor operator’s screen displays the actual landscape under the camera's FOV, and the zoom level associated with the FOV. Additional scopes regarding the engine and the flight are provided below the payload screen, however these functionalities were disabled in this study. The simulator also consists of an embedded Performance Analysis & Evaluation module, which collects, evaluates, and summarizes trainee’s performance. Specifically, the
module records cameras zoom level, a logical index true or false representing when target is in FOV or is not in FOV, respectively and the coordinates of the FOV polygon every microsecond.

![Figure 1](image)

**Figure 1. Unmanned aerial system training simulator.** A. The simulator allows for two trainees and one instructor. B. The trainee screen is divided into map screen on the left and payload or sensor screen on the right. The map screen displays the route that the aircraft will flying along (1), the area where the scan and target find task are assigned (2), and what region the sensor screen is capturing (3). The payload screen displays real time visual of the landscape being looked at with feedback regarding the zoom level (4). This screenshot also shows how the target (5), a red civilian bus, looks like from a distance and when it is being tracked at a zoom angle of $3^\circ$.

### 2.3. fNIRS Instrumentation

Hemodynamic changes from PFC were monitored using the fNIR Imager 1200 (fNIR Devices LLC, Potomac, MD) (see Figure 2A). The system operates at a sampling frequency of 10 Hz and measures light intensity during ambient (when no light is shone), 750 and 830 nm wavelengths. The sensor has four surface mount light emitting diodes (red circles in Figure 2B), and twelve silicone photodiodes with integrated trans-impedance preamp (yellow circles in Figure 2B). Ten of the twelve detectors are located 2.5 cm away from each source and enable measurement of cerebral activity from 16 different locations (white circles labelled 1 through 16 in Figure 2B). The remaining two detectors are located 1 cm away from the middle two sources and allow measurement of extracerebral activity from two different locations (white circles labelled 17 and 18 in Figure 2B).
2.4. **Experimental Protocol**

Each participant underwent a tutorial session, followed by three easy sessions and two hard sessions (see Figure 3). The tutorial session lasted five minutes, during which the participants were shown how to utilize the joystick and the computer mouse to navigate across map and payload screens, how to lock and track a target, and what constituted as proper scanning and target find behaviors, which were defined as completely scanning the assigned region and tracking the target (red civilian bus as shown on the screen in Figure 1B) at or below a zoom level of 15 for at least 3 seconds. After instructions were given, participants were allowed to practice utilizing the screens and equipment to execute the tasks for the remainder of the tutorial session. The easy and hard sessions were approximately 12.5 minutes in duration, and all had unique flight paths with inimitable target placements. A 15-minute break was given between the easy and hard sessions, during which time the fNIRS was taken off. The primary difference between easy and hard sessions was that the easy sessions occurred at a simulation time of 11:00AM, while the hard sessions occurred at 8:00PM and 6:00AM. To make sure there was no bias, easy, and hard scenarios were randomized during their specific time periods. Each session consisted of six subareas, which each lasted 2 minutes on average. A 10 second gap was programmed between each subarea, allowing participants to re-adjust their camera settings.
Figure 3. Experimental protocol began with a tutorial session followed by easy and hard sessions, respectively. Easy sessions consisted of three similar scenarios that occurred at 11:00 AM (simulator time) and were randomly administered. Hard sessions consisted of two different scenarios that occurred at 8:00 PM or 6:00 AM and were also randomly administered. Each scenario was approximately 12 minutes long and consisted of six subareas that each lasted 2 minutes. Within each of these subareas’ participants were required to scan the assigned area and find a target.

2.5. Preprocessing of fNIRS Data

fNIRS signals are often confounded by factors such as motion artifacts, head movement, systemic physiological changes, instrumentation, and environment noises. To extract neural-activity related signals, the following methods were applied. Channels that were saturated (> 4500), had high dark current values (> 200), or had high correlations between wavelength and ambient measurements (r > 0.7) were removed from further analysis [21, 22]. Abrupt spikes were removed via wavelet-based motion artifact removal [23]. Low frequency drifts and high frequency noise associated with respiration and cardiac functions were removed via high- and low-pass finite impulse response filters with cut-off frequencies at 0.005 and 0.1 Hz [24]. Optical density data was then converted into the relative concentration changes of HbO and HbR using modified Beer Lambert law [9].

2.6. Dependent Variables

Scanned, not scanned, and over scanned measures were calculated using equations 1, 2 and 3, respectively. Within the equations \( \text{FOV} \) represents FOV polygon and \( \text{ROI} \) represents assigned ROI area. An example of these measures extracted from a subarea of an individual is shown in Supplemental Figure 1. Accuracy was set as ‘1’ if the target was in FOV during a particular scan, and if scan occurred at a zoom level at or below 15. In subareas that did not have targets, accuracy was set to ‘1’. An adaptive target find score was calculated by dividing target find score by the number of the subarea.

\[
\text{Scan} = (U \cup P_1) \cap A \quad (1)
\]

\[
\text{Not scan} = A - S \quad (2)
\]
In alignment with the approach previously reported by Izzetoglu et al., average HbO and HbR measures between 15 seconds after the start of the sub-area and 15 seconds before the end of the sub-area were extracted from each channel [25]. This was performed as the tasks here followed each other continuously to maintain ecological validity, i.e., no resting periods in between, and to wash out any effect from the previous task-hemodynamic response elicited by the preceding task which could be carried over to the present task.

To simultaneously evaluate behavioral and hemodynamic measures, relative efficiency and relative involvement measures were calculated using equations 4 and 5 [16, 26]. In the equations, P represents standardized performance score (scan, not scan, and over scan), while M represents standardized mental effort score (HbO and HbR). To fit within the efficiency definition set forth by Paas and van Merrienboer, HbR measures were multiplied by -1. Unlike HbO, HbR measures are expected to be negative and increase with practice.

\[
\text{Relative Efficiency} = P - M/\sqrt{2}
\]

\[
\text{Relative Involvement} = P + M/\sqrt{2}
\]

2.7. Statistics

Subjects were classified as either Attention-focused or Accuracy-focused based on whether their scan measures improved or declined from easy sessions 1 to 3. The subject-by-subject classification of individuals into their associated group is shown in Supplemental Figure 2. Due to a hierarchical nesting structure and the presence of missing data (determined to be missing at random), linear mixed effects regression (LMER) modelling was used. Models generated investigated the main and interaction effects of Group (Attention-focused vs Accuracy-focused), Session (Easy 1 – E1, Easy 2 – E2, Easy 3 – E3, and Hard 1 – H1 and Hard 2 – H2) on behavioral (3 measures: Scan, Not scan, and Over scan), mean fNIRS (32 measures: HbO and HbR), relative efficiency (96 measures: e.g., HbO – Scan) and relative involvement (96 measures: e.g., HbO – Scan) from all cerebral channels (1 through 16). Since those who performed well on scan tasks did not show improvements in target find tasks and vice versa, interactions between Group and Adaptive Target Find Score were incorporated as a fixed effect. Equation 7 describes the model investigated for behavioral measures. A random slope term based on short source detector separation measurements (0 + Short | ID) was added to equation 7 when evaluating mean fNIRS measures. This additional random term allowed for separation of task-induced extracerebral activity from that related to cerebral


activity [27, 28]. When evaluating relative efficiency and relative involvement measures, equation 7 without the “Group : Adaptive Target Find Score” term was used. A random slope factor accounting for extracerebral relative efficiency and relative involvement were added to the model.

\[ DV \sim 1 + \text{Group} + \text{Group} : \text{Session} + \text{Group} : \text{Session} : \text{Adaptive Target Find Score} + (1 | \text{ID}) \]  

(7)

Significance of fixed effect terms were evaluated using likelihood ratio tests, where the full effects model was compared against a model without the effect in question. Maximum likelihood estimation was used to conduct likelihood ratio tests, while restricted maximum likelihood was used to evaluate post hoc comparisons. If an interaction term was significant, then planned comparisons were performed between the same sessions of different groups (Attention-focused vs Accuracy-focused of E1, E2, E3, H1, and H2) and between sessions of the same group (e.g., Attention-focused: E1 vs E3, E3 vs H1, and H1 vs H2). A total of 10 comparisons were conducted per each dependent variable. Homogeneity of variance, and normality of residuals and random effects were conducted using visual inspection. If model predictions showed heteroscedasticity or non-normal distribution, then log10 transformations were performed on the response variables. Satterthwaite approximation of degrees of freedom was used in post hoc analyses (Friston, 2003). For all statistical analyses, the level of significance was set at \( \alpha = 0.05 \). Adjustments using false discovery rate (FDR) were made on p-values to account for Type I error inflation per dependent variable. Cohen’s \( d \) was used to examine post hoc effects (Westfall et al., 2014). \( d \) of 0.2 is considered a small effect, while 0.5 and 0.8 represent medium and large effects, respectively. All statistical analyses were conducted in R (R Core Team, 2019) using \textit{lme4}, \textit{lmerTest} and \textit{emmeans} functions [29–31].

3. Results

3.1. Effect of incorporating intersubject variability as a fixed factor while evaluating behavioral performance measures

Effect of the session was significant for scan \( \chi^2(4) = 12.00, p = 0.017 \) and not scan \( \chi^2(4) = 12.33, p = 0.015 \) measures when the group was not added to the model. However, post hoc analysis indicated that none of the
comparisons were significant (E1 vs E3; E3 vs H1; H1 vs H2) for both behavioral measures. Comparison of models with the Group term, indicates significant improvement in goodness of fit as shown in Table 1.

Table 1. Comparison of goodness of fit between models with and without group as fixed factor for behavioral measures.

| Dependent Variable | Model                                                   | Parameters | Log Likelihood | $\chi^2$ | p value | $\chi^2$ | p value |
|--------------------|---------------------------------------------------------|------------|----------------|--------|---------|--------|---------|
| Scan               | 1 + Session + (1|ID)                                        | 7          | -526.10        | 12.00  | 0.017   | 33.40  | <0.001  |
|                    | 1 + Group + Group : Session + (1|ID)                  | 12         | -509.41        | 45.39  | <0.001  |        |         |
| Not Scan           | 1 + Session + (1|ID)                                        | 7          | -502.56        | 12.33  | 0.015   | 14.86  | 0.011   |
|                    | 1 + Group + Group : Session + (1|ID)                  | 12         | -495.13        | 26.32  | 0.001   |        |         |
| Over Scan          | 1 + Session + (1|ID)                                        | 7          | -524.71        | 1.73   | 0.786   | 19.50  | 0.002   |
|                    | 1 + Group + Group : Session + (1|ID)                  | 12         | -514.96        | 20.09  | 0.010   |        |         |

3.2. Effect of Group, Session and Adaptive Target Find on behavioral performance measures

Interaction between Group and Session was significant for scan ($\chi^2(8) = 45.39, p < 0.001$), not scan ($\chi^2(8) = 26.32, p = 0.001$) and over scan ($\chi^2(8) = 20.09, p = 0.010$) measures (see Figure. 4). Post hoc testing for interaction between Group and Session, revealed significant differences only for scan measures. Specifically, comparisons between Groups per Session revealed significant differences only in easy session 1 (adj.p = 0.022, $d = -1.07$), where the Accuracy-focused group had superior scanning than the Attention-focused group. Pairwise comparisons between sessions within the Attention-focused group indicated significant increases in scanning from easy session 1 to easy session 3 (adj.p= 0.002, $d = -0.84$). Comparisons within the Accuracy-focused group indicated significant decreases in scanning from easy session 1 to easy session 3 (adj.p = 0.001, $d = 0.92$). Interaction between group and adaptive target find score was significant only for only over scan ($\chi^2(10) = 23.16, p = 0.010$) measures. However, post hoc comparisons revealed no significant differences between Groups per Session and between Sessions per Group.
3.3. Effect of Group, Session and Adaptive Target Find on mean fNIRS measures

Interaction between Group and Session was significant across most channels, with only channels 3, 4, 15 and 16 displaying no significant effects (see Figure. 5A). Largest effects were observed in channel 12 (HbO: $\chi^2(8) = 30.11$, $p < 0.001$; HbR: $\chi^2(8) = 109.29$, $p < 0.001$), followed by channels 2 (HbO: $\chi^2(8) = 54.28$, $p < 0.001$; HbR: $\chi^2(8) = 77.16$, $p < 0.001$), 14 (HbO: $\chi^2(8) = 38.46$, $p < 0.001$; HbR: $\chi^2(8) = 86.43$, $p < 0.001$), 7 (HbO: $\chi^2(8) = 78.83$, $p < 0.001$; HbR: $\chi^2(8) = 43.63$, $p < 0.001$), and 11 (HbO: $\chi^2(8) = 23.50$, $p = 0.003$; HbR: $\chi^2(8) = 68.99$, $p < 0.001$).

![Figure 4. Changes in behavioral measures as a function of Session and Adaptive target find score per performance group.](image)

Attention-focused performers (N = 6), and Accuracy-focused performers (N = 7). Plotted points reflect mean. Easy 1 – E1, Easy 2 – E2, Easy 3 – E3, and Hard 1 – H1 and Hard 2 – H2.

Interaction between Group and Adaptive target find score was found to be significant in channels 1, 2, 3, 5, 6, 7, 8, 10 and 13, with channel 3 (HbO: $\chi^2(2) = 39.09$, $p < 0.001$) displaying largest effect, followed by channels 6 (HbO: $\chi^2(2) = 36.92$, $p < 0.001$), 1 (HbO: $\chi^2(2) = 29.42$, $p = 0.001$), 2 (HbO: $\chi^2(2) = 20.55$, $p = 0.024$; HbR: $\chi^2(2) = 27.85$, $p = 0.002$) and 10 (HbO: $\chi^2(2) = 27.30$, $p = 0.002$) (see Figure. 5B).

Evaluation of post hoc comparisons between Groups per Session for “Group : Session” term revealed significant activity in channels 5, 7, 9, 12, 13 and 15. No significant differences were found in any channels for easy session 1. In easy session 3, significant differences were observed in channels 7 (HbO: adj.p = 0.004, $d = 1.62$), 9...
(HbO: adj.p = 0.007, d = 1.12), 12 (HbR: adj.p = 0.013, d = 1.11), 13 (HbO: adj.p = 0.002, d = -1.82) and 15 (HbR: adj.p = 0.045, d = 1.20). Specifically, besides channel 13 Attention-focused performers had greater activity than Accuracy-focused performers. In hard session 1, activity was significant only in channel 12 (HbR: adj.p = 0.036, d = -0.88), with activity being dominant in the Accuracy-focused group. Lastly, in hard session 2, activity was significant in channel 5 (HbR: adj.p = 0.006, d = 1.50), which was greater in the Attention-focused group.

Evaluation of pairwise comparisons between Sessions per Group for “Group : Session” term indicated significant activity across multiple comparisons within channels 2, 5, 7, 9, 11, 12, 13 and 14 (see Figure 6 and Supplemental Table 1). Specifically, in Attention-focused group, activity from (i) easy session 1 to 3 increased in channel 7, and decreased in channel 2, 11, 12, 13 and 14; (ii) easy session 3 to hard session 1 decreased in channel 7 and increased in channels 11, 12 and 13; (iii) hard session 1 to hard session 2 increased in channels 12 and 14 and decreased in channel 5. Alternatively, in Accuracy-focused group, activity from (i) easy session 1 to 3 decreased in channels 2, 7, 9, 11, 12, 13 and 14; (ii) easy session 3 to hard session 1 increased in channels 2, 5, 7 and 9, and decreased in channel 12; (iii) hard session 1 to hard session 2 decreased in channels 2 and increased in channels 5 and 12.

Post hoc analysis associated with “Group : Session : AdpTF” indicated significant comparisons within channels 1, 2, 6 and 10. Only channel 1 displayed significant changes in relationship between AdpTF and brain activity across Groups per Session. Specifically, a significant difference was observed during easy session 1 (HbO: adj.p = 0.037, d = 4.157), where Accuracy-focused performers displayed a negative relationship, while Attention-focused performers displayed a positive relationship. No comparisons across sessions per Attention-focused were significant.
Alternatively, in Accuracy-focused group significant changes in relationship between AdpTF and brain activity were observed (i) from easy session 1 to easy session 3 in channels 1 (HbO: adj.p < 0.001, \(d = -5.18\)), 2 (HbR: adj.p = 0.001, \(d = 3.97\)) and 10 (HbR: adj.p = 0.010, \(d = 3.65\)), where relationship moved from negative to positive in channels 1 and 2, and from positive to negative in channel 10; (ii) from easy session 3 to hard session 1 in channels 2 (HbR: adj.p = 0.001, \(d = -4.61\)) and 6 (HbO: adj.p = 0.006, \(d = -4.60\)), where relationship moved from positive to negative and negative to positive, respectively; (iii) from hard session 1 to hard session 2 in channel 2 (HbR: adj.p = 0.001, \(d = -4.61\)), where relationship moved from negative to positive.

Figure 6. Post hoc comparisons between Sessions per Group across all channels and fNIRS measures. Comparisons consisted of easy session 1 – easy session 3 (across easy), easy session 3 – hard session 1 (between easy and hard), and hard session 1 and hard session 2 (across hard). Only effects (Cohen’s \(d\)) associated with significant (\(p < 0.05\)) comparisons were plotted. Cohen’s \(d\) of 0.2 is considered a small effect, while 0.5 and 0.8 represent medium and large effects, respectively. If Cohen’s \(d\) is negative for HbO and positive for HbR, then this indicates that the activity increased in the second term of the
comparison. For example, in Attention-focused performers, channel 13 displayed higher activity in easy session 1 than easy session 3 ($\text{HbO}_d = 1.61; \text{HbR}_d = -0.87$), while channel 7 displayed higher activity in easy session 3 than easy session 1 ($\text{HbO}_d = -0.74; \text{HbR}_d = 0.92$).

3.4. Effect of Group and Session on relative efficiency and relative involvement measures

Significant interaction effects of Group and Session were observed on relative efficiency (RE) and relative involvement (RI) measures extracted from behavioral (scan) and fNIRS measures from channels 2 (RE - HbO: $\chi^2(1) = 41.61, p < 0.001$; HbR: $\chi^2(1) = 52.08, p < 0.001$; RI - HbO: $\chi^2(1) = 51.65, p < 0.001$; HbR: $\chi^2(1) = 61.36, p < 0.001$), 7 (RE - HbO: $\chi^2(1) = 66.81, p < 0.001$; HbR: $\chi^2(1) = 26.20, p = 0.001$; RI - HbO: $\chi^2(1) = 79.61, p < 0.001$; HbR: $\chi^2(1) = 56.57, p < 0.001$), and 12 (RE - HbO: $\chi^2(1) = 30.58, p < 0.001$; HbR: $\chi^2(1) = 80.29, p < 0.001$) (see, Figure 7). In channel 2, both Groups displayed increased relative efficiency (Attention-focused: adj.$p < 0.001, d = -1.57$; Accuracy-focused: adj.$p < 0.001, d = -1.09$) and decreased relative involvement (Attention-focused: adj.$p < 0.001, d = 1.05$; Accuracy-focused: adj.$p < 0.001, d = 1.80$). No differences in relative efficiency were observed transitioning from easy to hard sessions and across hard sessions by either Group, but significant increases in relative involvement by the Accuracy-focused group was observed when transitioning from easy to hard sessions (adj.$p = 0.006, d = -0.83$). In channel 7, Attention-focused performers decreased efficiency (adj.$p = 0.001, d = 1.14$) and increased relative involvement (adj.$p < 0.001, d = -1.30$) across easy sessions, while Accuracy-focused performers had no change in efficiency (adj.$p = 0.298, d = -0.33$) and decreased relative involvement (adj.$p < 0.001, d = -1.14$). Attention-focused performers increased in relative efficiency (adj.$p = 0.001, d = -1.00$) and decreased in level of relative involvement (adj.$p = 0.006, d = 0.81$) while transitioning from easy to hard sessions. In contrast, Accuracy-focused performers decreased in relative efficiency (adj.$p = 0.001, d = 0.94$), while remaining highly involved (adj.$p < 0.001, d = -1.38$). No differences in relative efficiency were seen for neither Attention-focused nor Accuracy-focused performers across hard sessions. In channel 12, Attention-focused performers displayed increased relative efficiency (adj.$p < 0.001, d = -1.48$) and decreased relative involvement (adj.$p < 0.001, d = 1.11$) across easy sessions, while Accuracy-focused performers had no change in relative efficiency (adj.$p = 0.251, d = -0.31$) and...
decreased relative involvement (adj.p = 0.001, $d = 1.10$). Attention-focused performers decreased in relative efficiency (adj.p = 0.001, $d = 0.96$) and increased in relative involvement (adj.p = 0.007, $d = -0.78$) from easy to hard session, while Accuracy-focused performers increased in relative efficiency (adj.p = 0.001, $d = -0.94$) and decreased in relative involvement (adj.p = 0.016, $d = 0.63$). No differences in relative efficiency were observed across hard sessions for neither group of performers, but both groups of performers increased their level of relative involvement (Attention-focused: adj.p = 0.008, $d = -0.73$; Accuracy-focused: adj.p = 0.020, $d = -0.58$).

**Figure 7. Changes in efficiency and involvement based on scan performance and fNIRS measures from channels 2, 7 and 12 per Group and Session.** The four quadrants generated by the efficiency (E) = 0 and involvement (I) = 0 lines represent combination of high efficiency (HE) or low efficiency (LE) and high involvement (HI) or low involvement (LI). Circles on the graphs reflect mean, while error bars represent standard deviation.

4. Discussion

With tasks becoming denser for use of mental resources in safety critical domains such as aviation and medicine, there is a need to measure brain activity in conjunction with behavioral performance to evaluate skill acquisition and
transfer during training programs. Furthermore, due to complexity of the tasks being performed and since the effect of training varies across individuals due to intrinsic (e.g., age) or extrinsic factors (e.g., cognitive strategy or prior knowledge), there is a concomitant need to evaluate skill acquisition and transfer as a function of intersubject variability. Therefore, in this study we utilized intersubject variability as the data (i.e., signal of interest) rather than as a confounding factor or noise to evaluate skill acquisition and transfer in novice operators during performance of a complex and realistic task via behavioral and fNIRS measures.

4.1. Intrasubject variability offers an improved assessment of performance

Investigators have pressed to include intrasubject variability as a factor while evaluating task effects [4, 32–35]. Like these studies, our results indicate that inclusion of an intra-subject factor - Group, not only improved goodness of fit, but also indicated significant interactions between Group and Session and significant post hoc comparisons.

Intersubject variability can arise due to intrinsic, contextual, or strategic factors [4]. Firstly, intrinsic variability arises from differences in age, gender, handedness, along with other participant-related attributes and experiences. Subjects recruited in this study were all right-handed, were of similar age and were equally distributed within each group, therefore we assume that the variability we observed was not a result of these intrinsic factors. Secondly, contextual variability is driven by familiarity with the task and the environment. Prior to engaging with the task, all individuals indicated that they had limited simulator experience and had no knowledge regarding UAS operator tasks. In addition to being at a similar expertise level, all individuals underwent the same tasks, therefore further supporting the fact that contextual variability may not be the reason behind the observed intersubject variability. According to cognitive load theory, intrinsic and contextual factors interact to make up the “intrinsic load” [2]. Lastly, strategic variability, also termed ‘germane load’ according to cognitive load theory, emerges when an individual can adopt a different strategy that best matches their expectations, prior knowledge, and prior experiences to drive the construction and automation of schemas. Our data strongly indicates the presence of strategic variability [2]. Specifically, evaluation of accuracy related metrics across easy sessions or during skill acquisition displayed that some individuals improved, while others worsened. Furthermore, those who improved in their accuracy metrics showed decreased scan performance across easy sessions. This finding indicates that individuals prioritized different tasks, which is expected as subjects were not informed which task to prioritize. Intersubject variability in behavioral performance due to differences in strategy has been observed in other studies [34, 36–39]. Like our study, other
reports have incorporated intersubject variability as random or fixed factors in mixed effects models and have demonstrated improved model fitness [4, 35].

4.2. Prefrontal cortex's involvement during UAS operator's search and surveillance task

Previous studies have repetitively indicated that brain activity during complex tasks is not localized to one PFC area [10, 12, 15, 18, 40, 41]. Furthermore, studies have also shown increased intersubject variability when studying a complex task in comparison to a standard or simple task (i.e., Stroop, etc.) [5]. Our results indicated significant brain activity changes within most channels for both HbO and HbR biomarkers (see Figure 5.A). This global effect is likely due to the nature of the task requiring execution and coordination among multiple cognitive processes. However, post hoc results indicated significant differences across numerous comparisons within channels 2, 7, 11, 12 and 14. These results indicate that even though most of the PFC was recruited to perform the task, that stronger activity was observed in task-relevant areas. Specifically, fNIRS studies have shown that channel 2 is approximately measuring from the left dorsolateral prefrontal cortex (LDLPFC), which is reported to be involved in spatial working memory or recognizing specific features and task setting [17, 24, 32, 42, 43]. Alternatively, channels 11, 12, and 14 are the measures from the right anterior medial PFC (RAMPFC), which is known to be involved with attentional control [17, 24, 32]. Activity within these regions implies that the search and surveillance task employed in this study taxes attention and spatial working memory processes [44]. Furthermore, activations within these channels and regions are in line with other similar fNIRS and fMRI studies evaluating activity during spatial navigation tasks [12, 21, 37, 45, 46]. Lastly, channel 7 is overlayed on top of the left anterior medial PFC (LAMPFC) and has been shown by fMRI studies to be involved with task switching [36, 39]. Activity within this region likely indicates executive control needed to engage in scan and target find tasks simultaneously.

4.3. Attention-focused group were efficient at acquiring scan skills and remained involved in both tasks, while Accuracy-focused were efficient and involved in only acquiring target-find skills

Practice is effective in decreasing brain activity intensity within attentional and control areas from an overly active one to one that is nearly automatic [13, 14, 37, 45, 47]. Both Attention-focused and Accuracy-focused groups displayed a decrease in brain activity within RAMPFC and LDLPFC areas. Although these results support neural plasticity and practice theory, the level of neural activation must be interpreted considering behavioral measures [10,
Behavioral results indicated that the Attention-focused group improved in scan performance and declined in target find performance, while the Accuracy-focused group decreased in scan performance and increased in target find performance. Combinations of behavioral and brain activity results (relative efficiency and relative involvement measures) indicated that the Attention-focused group prioritized or were more efficient at the scan task, while the Accuracy-focused group prioritized the target find task. However, activity within LAMPFC increased in the Attention-focused group, while it decreased in the Accuracy-focused group. These results indicate that although the Attention-focused group did not demonstrate improvement in target detection, they were engaged in both tasks. These engagement results are further supported by the results investigating the effect of adaptive target find score on fNIRS measures from LDLPFC, where over scan measures increased with target find during easy session 1 and decreased during easy session 3 (see. Supplemental Figure 3A), while brain activity increased in easy session 1 and 3 when target was found (see. Supplemental Figure 3B). Alternatively, analysis of this task also supports the fact that the Accuracy-focused group was only engaged in the target find task. Specifically, the results showed that the over scan measures decreased with target find during easy session 1 and increased during easy session 3 (see. Supplemental Figure 3A). This shift from negative to positive association, suggests that either the performers stopped scanning after they found the target or were aimlessly wandering. The association between adaptive target find score and fNIRS measures from LDLPFC went from a positive to negative indicating that the subjects went from using more to fewer resources with practice, while finding targets (see. Supplemental Figure 3B). Such associations were not observed in the Attention-focused group, indicating that even though they were task switching they needed additional practice to improve target find performance.

4.4. **Attention-focused group were involved in transferring their scan skills, while the Accuracy-focused group were involved in transferring their target find skills.**

Our behavioral results indicate that introduction to a task of higher load resulted in maintenance of scan performance by both Attention-focused and Accuracy-focused groups. fNIRS results from Attention-focused group displayed increased activity within RAMPFC, decreased activity within LAMPFC, and no change in LDLPFC, while Accuracy-focused group demonstrated decreased activity within RAMPFC and increased activity within LDLPFC and LAMPFC. Although these results indicate that an increase in task load led to recruitment of more neural resources to maintain similar behavioral outcomes as that observed during performance of the easy tasks, the
recruitment of neural resources varied across PFC region and Group. These results indicate the Attention-focused group prioritized the scan task, while Accuracy-focused group prioritized the target find task. However, assessment of relative efficiency and involvement measures provide further insight. In particular, the Attention-focused group decreased in efficiency and remained involved in scan tasks, while ignoring the target find task. These results validate that the Attention-focused group needed more practice on the target-find task during easy conditions before being able to transfer the skills to the hard condition. Additionally, the Attention-focused group displayed a decrease in relative efficiency across hard sessions, while their relative involvement remained high. This further supports the different prioritization strategies used by the two groups. Unlike the Attention-focused group, the Accuracy-focused group was relatively efficient in the scan task, and they were not when performing the target find task. However, they were relatively involved in the target-find task and not relatively involved in the scan task. As previously described the target find task is a secondary task to the primary scan task, which means that improvement in scan task performance should enable improvement in the target find task. Based on this presumed connection, the Accuracy-focused group could be zooming in further to accommodate for the lack of visibility in the hard condition, therefore they may have utilized scan task performance as way of completing the target find task. This could be the reason why the Accuracy-focused group had increased activity in LAMPFC and LDLPFC, but not in RAMPFC. Lastly, the Accuracy-focused group showed no change in relative efficiency or relative involvement across hard conditions. A possible reason for this could be that they quit.

4.5. Limitations and future directions

Despite the promising methodology and results, the study results are subject to a few limitations. The study recruited a limited sample size. Specifically, the Attention-focused group had N = 6 individuals, while Accuracy-focused group had N = 7. Therefore, the findings reported here are preliminary in nature and future studies with a larger sample cohort is needed, especially when investigating intersubject variability. fNIRS signals are influenced by extracerebral and systemic activity. We utilized “(0 + ShortSDS | ID)” to account for global extracerebral and systemic activity. Although the inclusion of this factor significantly improved model fitness (see. Supplemental Table 2), the factor does not remove task-evoked extracerebral and systemic activity [27, 28, 48]. Therefore, future studies will need to incorporate signal processing techniques such as least squares adaptive filters, Kalman filter and state-space model-based methods to improve removal of task-evoked and non-evoked extracerebral and systemic activity.
activities [49]. The brain activity results must be interpreted with caution, as not all areas of the brain that are involved with the UAS operator search and surveillance task could be measured with fNIRS technology employed in this study. Mean fNIRS measures were calculated from fifteen seconds after onset and before end of a subarea, leading to an average over 90 seconds. Studies have indicated that averaging over trials longer than 60 seconds may include unrelated cortical activity and have suggested parsing of the fNIRS time series into small time segments before averaging [50]. Future studies will incorporate analysis of the temporal changes in brain activity while performing the task of interest. Such analyses will allow for examination of whether scan performance remained similar or depreciated after finding a target and in turn validate the results regarding intersubject variability indicated in this study. In addition to task familiarity, contextual variability or intrinsic variability may result from changes in mood states that affect cooperation, motivation, habituation, awareness, and stress [4].

4.6. Conclusion

Our study provides a unique insight into intersubject variability through neural and behavioral measures while we analyze human performance in a complex and ecologically valid task. We demonstrated that including intersubject variability as a factor can enhance assessment of skill acquisition and transfer. The study contributes to the existing literature and reports that brain activity changes acquired via fNIRS are sensitive to changes in task demands and that complex task execution elicits recruitment of resources within multiple regions of the PFC. We posit that the changes in cortical activity, particularly within left anterior medial prefrontal cortex region, could be associated with task switching. Our results support previous findings that task practice results in an improvement in behavioral performance metrics and a reduction in the level of brain activity changes. Lastly, our results highlight that integrated behavioral performance and brain activation assessments of relative efficiency and relative involvement are improved metrics for describing skill acquisition and transfer.
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Supplemental Material

Supplemental Figure 1. Example scan and target find performance from a particular Subject, Session and Subarea. A. Raw FOV polygons overlayed on task area. B. FOV polygons that had Bottom Max Size less than 750 and FOV Area Ratio less than 0.50 result in scan, not scan, and over scan ratios of 0.57, 0.13, and 0.29, respectively. During this particular subarea the target was not found.

Supplemental Figure 2. Overall and subject-specific changes in normalized scanned performance across training sessions. A. Scanned performance decreased across training session (blue line); however large variability can be seen (black lines). B. Six individuals displayed an increasing scan performance, while seven displayed a decreasing behavior. Blue lines represent median of across subjects and subareas, while black lines represent median across subareas.
Supplemental Figure 3. Association between Adaptive target find score and behavioral or fNIRS measures across easy sessions per Group. Dark line represents smoothed conditional mean or regression line, while shaded regions represent confidence interval of 0.95.

Supplemental Table 1. Post Hoc comparisons between Sessions per Group. Cohen’s $d$ of 0.2 is considered a small effect, while 0.5 and 0.8 represent medium and large effects, respectively. If Cohen’s $d$ is negative for HbO and positive for HbR, then this indicates that the activity increased in the second term of the comparison. For example, in Attention-focused performers, channel 13 displayed higher activity in easy session 1 than easy session 3, while channel 7 displayed higher activity in easy session 3 than easy session 1.

| Channel | Post Hoc Comparison | HbO        | HbR        | HbO        | HbR        |
|---------|---------------------|------------|------------|------------|------------|
|         |                     | Adjusted p value | Cohen's $d$ | Adjusted p value | Cohen's $d$ | Adjusted p value | Cohen's $d$ | Adjusted p value | Cohen's $d$ |
| 2       | E1 - E3             | 0.900      | -0.04      | 0.624      | -0.17      | 0.181      | 0.49        | <0.001      | -1.87      |
|         | E3 - H1             | 0.217      | 0.43       | <0.001     | -1.71      | 0.001      | 1.21        | 0.014       | 0.81       |
|         | H1 - H2             | 0.051      | -0.65      | 0.066      | 0.55       | <0.001     | -1.65       | 0.043       | 0.63       |
| 5       | E1 - E3             | 0.655      | -0.20      | 0.892      | 0.08       | 0.529      | 0.31        | 0.985       | 0.01       |
|         | E3 - H1             | 0.655      | -0.18      | 0.504      | -0.33      | 0.016      | -1.10       | 0.136       | -0.59      |
|         | H1 - H2             | 0.097      | 0.69       | 0.040      | -1.06      | 0.105      | 0.68        | 0.004       | 0.97       |
| 7       | E1 - E3             | 0.049      | 0.64       | 0.362      | -0.34      | <0.001     | 1.30        | 0.001       | -1.13      |
|         | E3 - H1             | 0.029      | -0.75      | 0.008      | 0.92       | 0.308      | 0.30        | 0.495       | 0.19       |
|         | H1 - H2             | 0.061      | -0.55      | 0.054      | -0.68      | <0.001     | -1.84       | 0.459       | -0.23      |
| 9       | E1 - E3             | 0.228      | -0.48      | 0.935      | -0.02      | 0.005      | 0.85        | <0.001      | -1.03      |
|         | E3 - H1             | 0.563      | 0.20       | 0.543      | 0.35       | <0.001     | -1.38       | 0.792       | -0.12      |
|         | H1 - H2             | 0.563      | -0.21      | 0.543      | -0.32      | 0.563      | 0.14        | 0.935       | 0.02       |
| 11      | E1 - E3             | 0.004      | 1.05       | 0.184      | -0.49      | 0.525      | 0.21        | <0.001      | -1.45      |
Supplemental Table 2. Effect of systemic activity on fNIRS measures. Comparing model with \(1 + (0 + \text{ShortSDS}|\text{ID})\) term against \(1 + (1|\text{ID})\).

| Channel | HbO | HbR |
|---------|-----|-----|
|         | \(\chi^2(4)\) | \(p\) value | \(\chi^2(4)\) | \(p\) value |
| 1       | 102.72 | <0.001 | 122.65 | <0.001 |
| 2       | 96.10  | <0.001 | 49.56  | <0.001 |
| 3       | 183.42 | <0.001 | 66.53  | <0.001 |
| 4       | 115.49 | <0.001 | 132.47 | <0.001 |
| 5       | 80.35  | <0.001 | 17.45  | <0.001 |
| 6       | 46.74  | <0.001 | 63.15  | <0.001 |
| 7       | 133.87 | <0.001 | 38.02  | <0.001 |
| 8       | 141.76 | <0.001 | 66.31  | <0.001 |
| 9       | 207.79 | <0.001 | 49.48  | <0.001 |
| 10      | 190.45 | <0.001 | 27.93  | <0.001 |
| 11      | 217.47 | <0.001 | 10.22  | 0.001 |
| 12      | 152.96 | <0.001 | 52.60  | <0.001 |
| 13      | 170.28 | <0.001 | 12.56  | <0.001 |
| 14      | 185.11 | <0.001 | 70.46  | <0.001 |
| 15      | 123.93 | <0.001 | 57.79  | <0.001 |
| 16      | 214.49 | <0.001 | 61.79  | <0.001 |