ADDITIVE AND MULTIPLICATIVE STRUCTURE OF C*-SETS

DIBYENDU DE

Abstract. It is known that for an IP* set $A$ in $\mathbb{N}$ and a sequence $\langle x_n \rangle_{n=1}^{\infty}$ there exists a sum subsystem $\langle y_n \rangle_{n=1}^{\infty}$ of $\langle x_n \rangle_{n=1}^{\infty}$ such that $FS(\langle y_n \rangle_{n=1}^{\infty}) \cup FP(\langle y_n \rangle_{n=1}^{\infty}) \subseteq A$. Similar types of results also have been proved for central* sets where the sequences have been taken from the class of minimal sequences. In this present work we will prove some analogues results for C*-sets for a more general class of sequences.

1. Introduction

One of the famous Ramsey theoretic results is Hindman’s Theorem.

**Theorem 1.1.** Given a finite coloring $\mathbb{N} = \bigcup_{i=1}^{r} A_i$ there exists a sequence $\langle x_n \rangle_{n=1}^{\infty}$ in $\mathbb{N}$ and $i \in \{1, 2, \cdots , r\}$ such that

$$FS(\langle x_n \rangle_{n=1}^{\infty}) = \left\{ \sum_{n \in F} x_n : F \in P_f(\mathbb{N}) \right\} \subseteq A_i,$$

where for any set $X$, $P_f(X)$ is the set of finite nonempty subsets of $X$.

A strongly negative answer to a combined additive and multiplicative version of Hindman’s theorem was presented in [12]. Given a sequence $\langle x_n \rangle_{n=1}^{\infty}$ in $\mathbb{N}$, let us denote $PS(\langle x_n \rangle_{n=1}^{\infty}) = \{ x_m + x_n : m,n \in \mathbb{N} \text{ and } m \neq n \}$ and $PP(\langle x_n \rangle_{n=1}^{\infty}) = \{ x_m \cdot x_n : m,n \in \mathbb{N} \text{ and } m \neq n \}$.

**Theorem 1.2.** There exists a finite partition $\mathcal{R}$ of $\mathbb{N}$ with no one-to one sequence $\langle x_n \rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $PS(\langle x_n \rangle_{n=1}^{\infty}) \cup PP(\langle x_n \rangle_{n=1}^{\infty})$ is contained in one cell of the partition $\mathcal{R}$.

**Proof.** [12] Theorem 2.11.

The original proof of Theorem 1.1 was combinatorial in nature. But later using algebraic structure of $\beta \mathbb{N}$ a very elegant proof of this Theorem was established by Galvin and Glazer, which they never published. A proof of this theorem by using algebraic structure of $\beta \mathbb{N}$ was first presented in [6, Theorem 10.3]. One can also see the proof in [14, Corollary 5.10]. First we
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give a brief description of algebraic structure of $\beta S_d$ for a discrete semigroup $(S, \cdot)$.

We take the points of $\beta S_d$ to be the ultrafilters on $S$, identifying the principal ultrafilters with the points of $S$ and thus pretending that $S \subseteq \beta S_d$. Given $A \subseteq S$,

$$c\ell A = \overline{A} = \{p \in \beta S_d : A \in p\}$$

is a basis for the closed sets of $\beta S_d$. The operation $\cdot$ on $S$ can be extended to the Stone-Čech compactification $\beta S_d$ of $S$ so that $(\beta S_d, \cdot)$ is a compact right topological semigroup (meaning that for any $p \in \beta S_d$, the function $\rho_p : \beta S_d \to \beta S_d$ defined by $\rho_p(q) = q \cdot p$ is continuous) with $S$ contained in its topological center (meaning that for any $x \in S$, the function $\lambda_x : \beta S_d \to \beta S_d$ defined by $\lambda_x(q) = x \cdot q$ is continuous). A nonempty subset $I$ of a semigroup $T$ is called a left ideal of $S$ if $TI \subseteq I$, a right ideal if $IT \subseteq I$, and a two sided ideal (or simply an ideal) if it is both a left and right ideal. A minimal left ideal is the left ideal that does not contain any proper left ideal. Similarly, we can define minimal right ideal and smallest ideal.

Any compact Hausdorff right topological semigroup $T$ has a smallest two sided ideal

$$K(T) = \bigcup\{L : L \text{ is a minimal left ideal of } T\} = \bigcup\{R : R \text{ is a minimal right ideal of } T\}$$

Given a minimal left ideal $L$ and a minimal right ideal $R$, $L \cap R$ is a group, and in particular contains an idempotent. If $p$ and $q$ are idempotents in $T$ we write $p \leq q$ if and only if $pq = qp = p$. An idempotent is minimal with respect to this relation if and only if it is a member of the smallest ideal $K(T)$ of $T$.

Given $p, q \in \beta S$ and $A \subseteq S$, $A \in p \cdot q$ if and only if the set $\{x \in S : x^{-1}A \in q\} \in p$, where $x^{-1}A = \{y \in S : x \cdot y \in A\}$. See [14] for an elementary introduction to the algebra of $\beta S$ and for any unfamiliar details.

$A \subseteq \mathbb{N}$ is called an IP* set if it belongs to every idempotent in $\beta \mathbb{N}$. Given a sequence $\langle x_n \rangle_{n=1}^{\infty}$ in $\mathbb{N}$, we let $FP(\langle x_n \rangle_{n=1}^{\infty})$ be the product analogue of Finite Sum. Given a sequence $\langle x_n \rangle_{n=1}^{\infty}$ in $\mathbb{N}$, we say that $\langle y_n \rangle_{n=1}^{\infty}$ is a sum subsystem of $\langle x_n \rangle_{n=1}^{\infty}$ provided there is a sequence $\langle H_n \rangle_{n=1}^{\infty}$ of nonempty finite subsets of $\mathbb{N}$ such that $\max H_n < \min H_{n+1}$ and $y_n = \sum_{t \in H_n} x_t$ for each $n \in \mathbb{N}$. The following theorem shows that IP*-sets have substantial multiplicative structure.

**Theorem 1.3.** Let $\langle x_n \rangle_{n=1}^{\infty}$ be a sequence in $\mathbb{N}$ and $A$ be an IP* set in $(\mathbb{N}, +)$. Then there exists a sum subsystem $\langle y_n \rangle_{n=1}^{\infty}$ of $\langle x_n \rangle_{n=1}^{\infty}$ such that

$$FS(\langle y_n \rangle_{n=1}^{\infty}) \cup FP(\langle y_n \rangle_{n=1}^{\infty}) \subseteq A.$$

**Proof.** [5] Theorem 2.6] or see [14] Corollary 16.21. □

**Definition 1.4.** A subset $C \subseteq S$ is called central if and only if there is an idempotent $p \in K(\beta S)$ such that $C \in p$. 
The algebraic structure of the smallest ideal of $\beta S$ has played a significant role in Ramsey Theory. It is known that any central subset of $\langle N, + \rangle$ is guaranteed to have substantial combinatorial additive structure. But Theorem 16.27 of [14] shows that central sets in $\langle N, + \rangle$ need not have any multiplicative structure at all. On the other hand, in [5] we see that sets which belong to every minimal idempotent of $N$, called central* sets, must have significant multiplicative structure. In fact central* sets in any semigroup $(S, \cdot)$ are defined to be those sets which meet every every central set.

**Theorem 1.5.** If $A$ is a central* set in $\langle N, + \rangle$ then it is central in $\langle N, \cdot \rangle$.

*Proof. [5, Theorem 2.4].*

In case of central* sets a similar result has been proved in [7] for a restricted class of sequences called minimal sequences, where a sequence $\langle x_n \rangle_{n=1}^\infty$ in $N$ is said to be a minimal sequence if

$$\bigcap_{m=1}^\infty \text{FS}(\langle x_n \rangle_{n=m}^\infty) \cap K(\beta N) \neq \emptyset.$$  

**Theorem 1.6.** Let $\langle y_n \rangle_{n=1}^\infty$ be a minimal sequence and $A$ be a central* set in $\langle N, + \rangle$. Then there exists a sum subsystem $\langle x_n \rangle_{n=1}^\infty$ of $\langle y_n \rangle_{n=1}^\infty$ such that

$$\text{FS}(\langle x_n \rangle_{n=1}^\infty) \cup \text{FP}(\langle x_n \rangle_{n=1}^\infty) \subseteq A.$$  

*Proof. [7, Theorem 2.4].*

A Similar result has been proved in a different setup in [9].

The original Central Sets Theorem was proved by Furstenberg in [10, Theorem 8.1] (using a different but equivalent definition of central set). However most general version of Central Sets Theorem is in [8]. We state it only for commutative semigroup.

**Theorem 1.7.** Let $(S, \cdot)$ be a commutative semigroup and let $\mathcal{T} = \mathbb{N}_S$, the set of sequences in $S$. Let $C$ be a central subset of $S$. There exist functions $\alpha: \mathcal{P}_f(\mathcal{T}) \to S$ and $H: \mathcal{P}_f(\mathcal{T}) \to \mathcal{P}_f(\mathbb{N})$ such that

1. if $F, G \in \mathcal{P}_f(\mathcal{T})$ and $F \subseteq G$, then $\max H(F) < \min H(G)$ and
2. whenever $m \in \mathbb{N}$, $G_1, G_2, \ldots, G_m \in \mathcal{P}_f(\mathcal{T})$, $G_1 \varsubsetneq G_2 \varsubsetneq \ldots \varsubsetneq G_m$, and for each $i \in \{1, 2, \ldots, m\}$, $f_i \in G_i$, one has

$$\prod_{i=1}^m (\alpha(G_i) \cdot \prod_{t \in H(G_i)} f_i(t)) \in C.$$  

Recently there has been a lot of attention paid to those sets which satisfy the conclusion of the latest Central Sets Theorem.

**Definition 1.8.** Let $(S, \cdot)$ be a commutative semigroup and let $\mathcal{T} = \mathbb{N}_S$, the set of sequences in $S$. A subset $C$ of $S$ is said to be $C$-set if there exist functions $\alpha: \mathcal{P}_f(\mathcal{T}) \to S$ and $H: \mathcal{P}_f(\mathcal{T}) \to \mathcal{P}_f(\mathbb{N})$ such that
(1) if \( F, G \in \mathcal{P}_f(T) \) and \( F \subsetneq G \), then \( \max H(F) < \min H(G) \) and
(2) whenever \( m \in \mathbb{N}, G_1, G_2, \ldots, G_m \in \mathcal{P}_f(T), G_1 \subsetneq G_2 \subsetneq \ldots \subsetneq G_m \), and for each \( i \in \{1, 2, \ldots, m\}, f_i \in G_i \), one has
\[
\prod_{i=1}^{m} \left( \alpha(G_i) \cdot \prod_{t \in H(G_i)} f_i(t) \right) \in C.
\]

We now introduce some notation from [8].

**Definition 1.9.** Let \((S, \cdot)\) be a commutative semigroup and let \( T = \mathbb{N}S \) the set of sequences in \( S \).

(1) A subset \( A \) of \( S \) is said to be \( J \)-set if and only for every \( F \in \mathcal{P}_f(T) \) there exist \( a \in S \) and \( H \in \mathcal{P}_f(\mathbb{N}) \) such that for all \( f \in F \),
\[
a \cdot \prod_{t \in H} f(t) \in A.
\]
(2) \( J(S) = \{ p \in \beta S : (\forall A \in p)(A \text{ is a } J\text{-set}) \} \).

**Theorem 1.10.** Let \((S, \cdot)\) be a discrete commutative semigroup and \( A \subseteq S \). Then \( A \) is a \( J \)-set if and only if \( J(S) \cap \text{cl}A \neq \emptyset \).

**Proof.** Since \( J \)-sets are partition regular family, hence the theorem follows from [14, Therem 3.11]. \( \square \)

The following is a consequence of [8, Theorem 3.8]. The easy proof for commutative case can be found in [15, Theorem 2.5].

**Theorem 1.11.** Let \((S, +)\) be a commutative semigroup and let \( T = \mathbb{N}S \) the set of sequences in \( S \), and let \( A \subseteq S \). Then \( A \) is a \( C \)-set if and only if there is an idempotent \( p \in \text{cl}A \cap J(S) \).

We conclude this introductory discussion with the following [8, Theorem 3.5].

**Theorem 1.12.** If \((S, \cdot)\) be a discrete commutative semigroup then \( J(S) \) is a closed two sided ideal of \( \beta S \) and \( \text{cl} K(\beta S) \subset J(S) \).

**Acknowledgements.** The author is thankful to Prof. Neil Hindman for his helpful suggestions in preparing this paper. The author also thanks the referee for his/her careful reading of this paper, to provide various suggestions in particular to provide a simplified proof of Theorem 2.7.

2. \( C^* \) set

Like \( \text{IP}^* \) and \( \text{Central}^* \) sets we introduce the notion of \( C^* \) set.

**Definition 2.1.** Let \((S, \cdot)\) be a discrete commutative semigroup. A set \( A \subseteq S \) is said to be \( C^* \) set if it is a member of all the idempotents of \( J(S) \).

It is clear from the definition of \( C^* \) set that
\[
\text{IP}^*\text{-set} \Rightarrow C^*\text{-set} \Rightarrow \text{Central}^*\text{-set}
\]
Remark 2.2. It is shown in [13] that there exists a set $A$ which is a $C$-set in $(\mathbb{N}, +)$ with upper Banach density 0. Since $A$ is a C-set in $(\mathbb{N}, +)$ there exists an idempotent $p \in J(\mathbb{N})$ such that $A \in p$. But as upper Banach density of $A$ is 0 it is not central set in $(\mathbb{N}, +)$, so that contains no minimal idempotent of $\beta \mathbb{N}$. Hence $\mathbb{N} \setminus A$ contains all the minimal idempotents in $\beta \mathbb{N}$. That is it is a Central*-set but not a $C^*$-set as $\mathbb{N} \setminus A \not\in p$.

Definition 2.3. Let $(S, +)$ be a discrete commutative semigroup. A sequence $\langle x_n \rangle_{n=1}^{\infty}$ is said to be almost minimal sequence if
\[
\bigcap_{m=1}^{\infty} \text{cl}FS(\langle x_n \rangle_{n=m}^{\infty}) \cap J(S) \neq \emptyset.
\]

To produce an example of an almost minimal sequence which is not minimal, let us recall the following notion of “Banach density”. The author is thankful to Prof. Neil Hindman for his help to construct this example.

Definition 2.4. Let $A \subseteq \mathbb{N}$. Then
\begin{enumerate}
  \item $d^*(A) = \sup \{\alpha \in \mathbb{R} : (\forall k \in \mathbb{N})(\exists n > k)(\exists a \in \mathbb{N})(|A \cap \{a + 1, a + 2, \ldots, a + n\}| \geq \alpha \cdot n)\}$.
  \item $\Delta^* = \{p \in \beta \mathbb{N} : (\forall A \in p)(d^*(A) > 0)\}$.
\end{enumerate}

It follows from [14] Theorem 20.5 and 20.6] that $\Delta^*$ is a closed ideal of $(\beta \mathbb{N}, +)$ so that $\text{cl}K(\beta \mathbb{N}) \subset \Delta^*$.

The author of [13] has been proved that there is $C$-set with zero Banach density. Now to produce an example of an almost minimal sequence which is not minimal let us recall the following theorem.

Theorem 2.5. Let $\langle x_n \rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that for all $n \in \mathbb{N}$, $x_{n+1} > \sum_{t=1}^{n} x_t$ and $T = \bigcap_{m=1}^{\infty} \text{cl}FS(\langle x_n \rangle_{n=m}^{\infty})$. Then the following conditions are equivalent:

\begin{enumerate}
  \item $T \cap K(\beta \mathbb{N}) \neq \emptyset$.
  \item $T \cap \text{cl}K(\beta \mathbb{N}) \neq \emptyset$.
  \item $\{x_{n+1} - \sum_{t=1}^{n} x_t\}$ is bounded.
\end{enumerate}

Proof. [14] Theorem 2.1] □

We know that central sets in $\mathbb{N}$ are members of minimal idempotents of $\beta \mathbb{N}$, that is belong to some idempotent of $K(\beta \mathbb{N})$. Further members of ultrafilters of $K(\beta \mathbb{N})$ are piecewise syndetic. Replacing piecewise syndetic with positive Banach density leads to the class of essential idempotents: $q \in \beta \mathbb{N}$ is an essential idempotent if it is an idempotent ultrafilter, all of whose elements have positive Banach density, that is $q \in \Delta^*$. By [3] Theorem 2.8], $S \subseteq \mathbb{N}$ is a $D$-set if it is contained in some essential idempotent. The authors proved in [4] Theorem 11] that $D$-sets also satisfy the conclusion of original Central Sets Theorem and is in particular $J$-set.

Now let $d \in \mathbb{N}$ and a sequence $\langle x_n \rangle_{n=1}^{\infty}$ be defined in $\mathbb{N}$ by the formula
\[
x_{n+1} = \sum_{t=1}^{n} x_t + \frac{n+(d-1)}{d}.
\]
Then $\{x_{n+1} - \sum_{t=1}^{n} x_t\}$ being unbounded we
have \( \cap_{m=1}^{\infty} \text{cl}FS(\langle x_n \rangle_{n=m}^\infty) \cap K(\beta N) = \emptyset \). Therefore the sequence \( \langle x_n \rangle_{n=1}^\infty \) is not minimal. But by \[1\] Lemma 2.20 we have \( \cap_{m=1}^{\infty} \text{cl}FS(\langle x_n \rangle_{n=m}^\infty) \cap \Delta^* \neq \emptyset \). But \( \cap_{m=1}^{\infty} \text{cl}FS(\langle x_n \rangle_{n=m}^\infty) \cap \Delta^* \) being compact subsemigroup of \( \beta N \) we can choose an idempotent \( p \) in \( \cap_{m=1}^{\infty} \text{cl}FS(\langle x_n \rangle_{n=m}^\infty) \cap \Delta^* \). In particular \( FS(\langle x_n \rangle_{n=1}^\infty) \in p \). Therefore by above discussions \( FS(\langle x_n \rangle_{n=m}^\infty) \) satisfies the conclusion of original Central Sets Theorem and is in particular \( J \)-set. Hence by next Theorem \[27\] we have \( \cap_{m=1}^{\infty} \text{cl}FS(\langle x_n \rangle_{n=m}^\infty) \cap J(\mathbb{N}) \neq \emptyset \). This implies that this sequence \( \langle x_n \rangle_{n=1}^\infty \) is almost minimal.

**Question 2.6.** Does there exist a sequence \( \langle x_n \rangle_{n=1}^\infty \) in \( \mathbb{N} \) with the property that \( FS(\langle x_n \rangle_{n=1}^\infty) \) is a \( C \)-set but its Banach density is zero.

The author is thankful to the Referee to make the following proof more simplified.

**Theorem 2.7.** In the commutative semigroup \( (\mathbb{N}, +) \) the following conditions are equivalent:

(a) \( \langle x_n \rangle_{n=1}^\infty \) is an almost minimal sequence.

(b) \( FS(\langle x_n \rangle_{n=1}^\infty) \) is \( J \)-set.

(c) There is an idempotent in \( \cap_{m=1}^{\infty} \text{cl}FS(\langle x_n \rangle_{n=m}^\infty) \cap J(\mathbb{N}) \) \( \neq \emptyset \).

**Proof.** (a) \( \Rightarrow \) (b) follows from the definition of almost minimal sequence.

(b) \( \Rightarrow \) (c) Let \( FS(\langle x_n \rangle_{n=1}^\infty) \) be \( J \)-set. Then by Theorem \[1\] \( J(\mathbb{N}) \cap \text{cl}FS(\langle x_n \rangle_{n=1}^\infty) \neq \emptyset \). We choose \( p \in J(\mathbb{N}) \cap \text{cl}FS(\langle x_n \rangle_{n=1}^\infty) \). By \[14\] Lemma 5.11, \( \cap_{m=1}^{\infty} \text{cl}FS(\langle x_n \rangle_{n=m}^\infty) \) is a subsemigroup of \( \beta N \). As a consequence of \[8\] Theorem 3.5] it follows that \( J(\mathbb{N}) \) is a subsemigroup of \( \beta N \). Also \( J(\mathbb{N}) \) being closed it is compact subsemigroup of \( \beta N \). Therefore it suffices to show that for each \( \cap_{m=1}^{\infty} \text{cl}FS(\langle x_n \rangle_{n=m}^\infty) \cap J(\mathbb{N}) \neq \emptyset \), because then it must contain an idempotent. For this it in turn suffices to let \( m \in \mathbb{N} \) and show that \( \text{cl}FS(\langle x_n \rangle_{n=m}^\infty) \cap J(\mathbb{N}) \neq \emptyset \).

So let \( m \in \mathbb{N} \) be given. Then

\[
FS(\langle x_n \rangle_{n=1}^\infty) = FS(\langle x_n \rangle_{n=m}^\infty) \cup FS(\langle x_n \rangle_{n=1}^{m-1}) \cup \{ t + FS(\langle x_n \rangle_{n=m}^\infty) : t \in FS(\langle x_n \rangle_{n=1}^{m-1}) \}. \]

So we must have one of

1. \( FS(\langle x_n \rangle_{n=1}^{m-1}) \in p \),
2. \( FS(\langle x_n \rangle_{n=m}^\infty) \in p \),
3. \( t + FS(\langle x_n \rangle_{n=m}^\infty) \in p \) for some \( t \in FS(\langle x_n \rangle_{n=m}^{m-1}) \).

Clearly (1) does not hold, because in that case \( p \) becomes a member of \( \mathbb{N} \) that is a principal ultrafilter, while it is a member \( p \in \beta \mathbb{N} \setminus \mathbb{N} \). If (2) holds then we have done. So let (3) holds, that is there exists \( t + FS(\langle x_n \rangle_{n=m}^\infty) \in p \) for some \( t \in FS(\langle x_n \rangle_{n=m}^{m-1}) \). We choose some \( q \in \text{cl}FS(\langle x_n \rangle_{n=1}^\infty) \) so that \( t + q = p \). For every \( F \in q \) we have \( t \in \{ n \in \mathbb{N} : -n + (t + F) \in q \} \) so that \( t + F \in p \). Since \( J \)-sets in \( (\mathbb{N}, +) \) are translation invariant \( F \) becomes a \( J \)-set. Thus \( q \in J(\mathbb{N}) \cap \text{cl}FS(\langle x_n \rangle_{n=m}^\infty) \).

(c) \( \Rightarrow \) (a) is obvious. \( \square \)
Lemma 2.8. If $A$ is a $C$-set in $(\mathbb{N}, +)$ then both $nA$ and $n^{-1}A$ are also $C$-sets for any $n \in \mathbb{N}$, where $n^{-1}A = \{m \in \mathbb{N} : n \cdot m \in A\}$.

Proof. [17, Lemma 8.1]

Lemma 2.9. If $A$ is a $C^*$-set in $(\mathbb{N}, +)$ then $n^{-1}A$ is also $C^*$-set for any $n \in \mathbb{N}$.

Proof. Let $A$ be a $C^*$-set and $t \in \mathbb{N}$. To prove that $t^{-1}A$ is a $C^*$-set it is sufficient to show that for any $C^*$-set $C$, $C \cap t^{-1}A \neq \emptyset$. Since $C$ is a $C^*$-set $tC$ is also $C$-set so that $A \cap tC \neq \emptyset$. Choose $n \in tC \cap A$ and $k \in C$ such that $n = tk$. Therefore $k = n/t \in t^{-1}A$. Hence $C \cap t^{-1}A \neq \emptyset$.

Theorem 2.10. Let $\langle x_n \rangle_{n=1}^{\infty}$ be an almost minimal sequence and $A$ be a $C^*$-set $(\mathbb{N}, +)$. Then there exists a sum subsystem $\langle y_n \rangle_{n=1}^{\infty}$ of $\langle x_n \rangle_{n=1}^{\infty}$ such that

$$FS(\langle y_n \rangle_{n=1}^{\infty}) \cup FP(\langle y_n \rangle_{n=1}^{\infty}) \subseteq A.$$ 

Proof. Since $\langle x_n \rangle_{n=1}^{\infty}$ is an almost minimal sequence by Theorem [2,7] it follows that we can find some idempotent $p \in J(\mathbb{N})$ for which $FS(\langle x_n \rangle_{n=m}^{\infty}) \in p$ for each $m \in \mathbb{N}$. Again, since $A$ is a $C^*$-set $(\mathbb{N}, +)$, by the above Lemma 2.9 for every $s \in \mathbb{N}$, $s^{-1}A \in p$. Let $A^* = \{s \in A : -s + A \in p\}$. Then by [14] Lemma 4.14 $A^* \in p$. We can choose $y_1 \in A^* \cap FS(\langle x_n \rangle_{n=1}^{\infty})$. Inductively let $m \in \mathbb{N}$ and $\langle y_i \rangle_{i=1}^{m}$ in $\mathcal{F}_f(\mathbb{N})$ be chosen with the following properties:

1. For all $i \in \{1, 2, \ldots, m-1\}$ $\max H_i < \min H_{i+1}$;
2. If $y_i = \sum_{t \in H_i} x_t$ then $\sum_{t \in H_m} x_t \in A^*$ and $FP(\langle y_i \rangle_{i=1}^{m}) \subseteq A^*$.

We observe that $\{\sum_{t \in H} x_t : H \in \mathcal{P}_f(\mathbb{N}), \min H > \max H_m\} \in p$. Let $B = \{\sum_{t \in H} x_t : H \in \mathcal{P}_f(\mathbb{N}), \min H > \max H_m\}$, let $E_1 = FS(\langle y_i \rangle_{i=1}^{m})$ and $E_2 = FP(\langle y_i \rangle_{i=1}^{m})$. Now consider

$$D = B \cap A^* \cap \bigcap_{s \in E_1} (-s + A^*) \cap \bigcap_{s \in E_2} (s^{-1}A^*)$$

Then $D \in p$. Now choose $y_{m+1} \in D$ and $H_{m+1} \in \mathcal{P}_f(\mathbb{N})$ such that $\min H_{m+1} > \max H_m$. Putting $y_{m+1} = \sum_{t \in H_{m+1}} x_t$ shows that the induction can be continued and proves the theorem.

References
1. C. Adams, Algebraic structure close to the smallest ideal of $\beta\mathbb{N}$, Topology Proceedings 31 (2007), no. 2, 403-418.
2. C. Adams, N. Hindman, and D. Strauss, Largeness of the set of finite products in a semigroup, Semigroup Forum 76 (2008), 276-296.
3. V. Bergelson and T. Downarowicz, Large sets of integers and hierarchy of mixing properties of measure preserving systems, Colloq. Math. 110(1):117-150, 2008.
4. M. Beiglböck, V. Bergelson, T. Downarowicz, and A. Fish, Solvability of Rado Systems in D-sets, Topology and its Applications 156 (2009), 2565-2571.
5. V. Bergelson and N. Hindman, On IP* sets and central sets, Combinatorica 14 (1994), 269-277.
6. W. Comfort, Ultrafilters: some old and some new results, Bull. Amer. Math. Soc. 83 (1977), 417-455.
7. D. De, *Combined algebraic properties of central* \( ^* \) sets, Integers: Electronic Journal of Combinatorial Number Theory 7 (2007), #A37.
8. D. De and N. Hindman and D. Strauss, *A new and stronger central sets theorem*, Fundamenta Mathematicae 199 (2008), 155-175.
9. D. De and R. K. Paul, *Combined Algebraic Properties of IP* \( ^* \) Sets and Central \( ^* \) Sets Near 0, International Journal of Mathematics and Mathematical Sciences, Volume 2012, Article ID 830-718.
10. Furstenberg, H. *Recurrence in ergodic theory and combinatorial number theory*, Princeton University Press, Princeton
11. N. Hindman, *Finite sums from sequences within cells of a partition of \( \mathbb{N} \)*, J.Comb.Theory (Series A) 17(1974), 1-11.
12. N. Hindman, *Partitions and pairwise sums and products*, J.Comb.Theory (Series A) 37(1984), 46-60.
13. N. Hindman, *Small sets satisfying the Central Sets Theorem*, in Combinatorial number theory, B. Landman etc (ed.), Walter de Gruyter, Berlin, 2009, 57-63.
14. N. Hindman and D. Strauss, *Algebra in the Stone-Čech compactification: theory and applications*, de Gruyter, Berlin, 1998.
15. N. Hindman and D. Strauss, *Sets satisfying the Central Sets Theorem*, Semigroup Forum 79 (2009), 480-506.
16. N. Hindman and D. Strauss, *A simple characterization of sets satisfying the Central Sets Theorem*, New York J. Math. 15 (2009), 405-413.
17. J. Li, *Dynamical Characterization of C-sets and its application* Fundamenta Mathematicae 216 (2012), no. 3, 259-286.

**Department of Mathematics, University of Kalyani, Kalyani-741235, West Bengal, India**

*E-mail address: dibyendude@klyuniv.ac.in*