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\textbf{Abstract}—There are many methods developed to mitigate transients induced when abruptly changing dynamic algorithms such as those found in digital filters or controllers. These “bumpless transfer” methods have a computational burden to them and take time to implement, causing a delay in the desired switching time. This paper develops a method that automatically reconfigures the computational resources in order to implement a transient management method without any delay in switching times. The method spawns a speculative thread when it predicts if a switch in algorithms is imminent so that the calculations are done prior to the switch being made. The software framework is described and experimental results are shown for a switching between filters in a filter bank.

I. INTRODUCTION

Common embedded processors have undergone dramatic improvements in recent years, both in processing power and in reconfigurable features. Low-level power management and temperature control features, for example, allow for dynamic voltage and frequency scaling (DVFS) of the processor\textsuperscript{[1,2]} and changes in its sleep or idle state\textsuperscript{[3]}. In addition to DVFS and sleep state control, multicore processors have the ability to migrate loads across cores and turn on and off cores. Since the power consumption is directly proportional to clock frequency, voltage, and activity, adjusting these parameters can make a significant difference in power consumption. For example, in the specific platform used in the paper, the Samsung Exynos SoC, there is a 3x increase in power consumption between 600 MHz and 2 GHz\textsuperscript{[4]}.

These features are either ignored or disabled when implementing a controller to ensure reliable and deterministic operation at the desired sampling rate. A strategy embraced in this paper is to design the control system for digital filter software to be “compute-aware”, that is, to monitor and take advantage of the dynamic reconfigurability of the processor when implementing digital filters or controllers. The result is a system that is designed with the flexibility of reconfiguration in both the controller or filter algorithm and in the processor. Of particular interest in this paper is the implementation of transient management strategies in a compute-aware manner. Undesirable transients can occur in digital controllers or filters whenever the controller or filter is switched abruptly from one configuration to another. There has been much work done in the area of transient management in reconfigurable digital filter and control systems\textsuperscript{[5-7]}.

Most of these papers consider the case when the structure of the filter or controller remains constant, only the parameters change.

However, in the domain of digital filters and controls, drastic changes can occur due to the architecture of individual algorithms used. Namely, in situations where resources change sporadically, filters and controllers switch between algorithms of very different complexity. Transient management then becomes even more important, especially in those cases when switching from a low-order to high-order filter, since the initial conditions need to be chosen appropriately.

One approach to transient management in switched systems is termed “bumpless transfer,” which is a transient management strategy that aims to maintain a smooth output response in the presence of abrupt changes in the control or filter implementation; see, for example\textsuperscript{[8], [9], and [10]}. In essence, the bumpless transfer technique uses various methods to compute the appropriate initial conditions for the new algorithm that would match the output of the old algorithms over some time interval. This eliminates “bumps” in the output, but comes at the expense of computational effort, which grows higher as the filter order increases. This can result in delays and/or increased latency in the switching time. This paper proposes an alternate approach that is more amenable to real time applications.

A methodology called “speculative threads” can be extended for improved implementation of bumpless transfer. Speculative threads are traditionally used in computing applications and refer to a method where serial tasks that may have data dependencies are computed speculatively based upon predicted data\textsuperscript{[11,14]}. If the data were predicted correctly, then the work done by the thread is committed, and execution is accelerated. If, on the other hand, the data were not predicted correctly, then the work is discarded and the execution proceeds as it would have without the speculation. In this paper, the meaning of “speculative threads” is expanded to describe a technique used to decrease latency in a processor by predicting when a thread might be needed and spawn it ahead of time in order to reduce the warm-up time.

Speculative threads can be used as a means of implementing a predictive bumpless transfer method to reduce transients when switching dynamic algorithms. A computationally simple prediction algorithm is developed to determine if a switch is imminent, and then it automatically spawns a thread that is used to perform transient mitigation strategies. At the same time, the computational resources are automatically increased so that there is no loss of
performance on the running algorithm such as added latency.

The speculative thread development was combined with a means to manage the processor resources and the dynamic algorithm in a coordinated manner in order to come up with an overall compute-aware transient management strategy. In particular, CPU cores are idled or turned on by the digital filter application as computational load changes in an effort to maintain a constant latency (or time delay) of the main controller or digital filter algorithm. One solution that is possible with this general framework is to turn on an idle core or speed up a processor in order to compute the initial conditions for the bumpless transfer. While improving the transient performance, this method still results in some delay in the switching time of the filter. Another solution, based on the speculative thread concept, is to predict when a switch is imminent and then to turn on the idle core to run the new filter in parallel with the old one so that the switching transients die out sufficiently by the time that the new filter is switched in. The prediction algorithm is very simple and has very little computational load.

The general framework for using speculative threads for transient management methodology for switching dynamic algorithms is described in Section 2 while the practical means of implementing the method are described in Section 3. Experimental results are given in Section 4 for a digital filter.

II. SPECULATIVE THREADS FOR TRANSIENT MANAGEMENT

As mentioned in the background section, improper transient management when a digital filter or controller reconfigures can have a dominant effect on the system performance [15]. A method that can be used to reduce induced transients is to run the new filter off-line and in parallel with the old one prior to the reconfiguration; that way, the new filter is in steady-state when it is switched on. There are two problems that must be overcome for this to be a viable strategy. First, it has a significant computational overhead, requiring two filters to be implemented concurrently. Second, waiting until the new filter reaches steady-state can cause a significant delay in the switching time, resulting in degraded performance. This paper shows how to solve these problems by developing a prediction scheme that anticipates when a switch is likely to happen, and launches a speculative thread to run the new filter if sufficient computational resources are available at that time.

A simple, low-overhead predictor can be developed by modifying the existing switching condition calculations to include a component that determines a prediction if the switching boundary will be reached within a preset number of time steps. Then the algorithm is switched when it reaches that boundary with no delay, which may improve the response over other bumpless transfer methods that do incur a delay. The contributions in this area apply to any reconfigurable control system or digital filter. As the numbers of cores increases, using unutilized cores for speculative threads can reduce the performance penalties to the primary program and reduce the latency of switching the algorithm.

To describe the methodology, consider a digital filter with two possible configurations, Filter 1, \( f_1(x,u) \), and Filter 2, \( f_2(x,u) \), where \( x \) represents the states of the filter and \( u \) represents the filter inputs. This system has a switching condition, \( g(x) \), that mandates when the filter switches from one configuration to another:

\[
y = \begin{cases} 
  f_1(x,u) & g(x) > 0 \\
  f_2(x,u) & g(x) < 0 
\end{cases}
\]  
(1)

where \( g(x) \) is the switching function. A state machine shown in Figure 1 can be used to represent the state transitions for the simple switching implementation where no transient management strategy is used, that is, where the initial conditions for the new filter are chosen statically and \textit{a priori}.

![State machine for a reconfigurable controller with no transient management strategy.](image)

Fig. 1. State machine for a reconfigurable controller with no transient management strategy.

To implement speculative threads, the state machine is enlarged with secondary switching conditions as shown in Figure 2. If it is predicted that the switching surface will be breached in a small amount of time, then a speculative thread will be spawned to start implementing the secondary filter.

![Example of a state diagram depicting two filter states and two prediction states.](image)

Fig. 2. Example of a state diagram depicting two filter states and two prediction states.
The diagram shows two threads, a manager that controls the speculative thread used in general non real-time applications. Figure 3 shows a sequencing diagram for a typical design, external events and inputs, and the sequencing of each of multiple processes (or threads) including data dependencies. The sequencing diagram is especially useful for depicting the interaction of processes and events. The sequencing diagram is a graphical representation for designing and analyzing software systems [16]. The sequencing diagram is a graphical representation for designing and analyzing software systems [16]. The sequencing diagram is a graphical representation for designing and analyzing software systems [16]. The sequencing diagram is a graphical representation for designing and analyzing software systems [16]. The sequencing diagram is a graphical representation for designing and analyzing software systems [16]. The sequencing diagram is a graphical representation for designing and analyzing software systems [16].

The software implementation using speculative threads can be illustrated using a Unified Modeling Language (UML) sequencing diagram. UML is a graphical representation for designing and analyzing software systems [16]. The sequencing diagram is especially useful for depicting the interaction of multiple processes (or threads) including data dependencies, external events and inputs, and the sequencing of each process. Figure 3 shows a sequencing diagram for a typical speculative thread used in general non real-time applications. The diagram shows two threads, a manager that controls the other threads, including the speculative thread. The threads are shown being created at the top of the diagram, then time runs downward showing the sequence of events such as when each thread is running and what events cause a change in the threads. The thin rectangular blocks below each thread indicate when that particular thread is running; the manager thread is always running. The speculative thread is spawned when it is predicted it might be needed. In the figure, this is indicted by the run_thread() command. The box labeled “alt” shows the alternate paths that a branch (or if-then) decision might take; one branch is above the dashed line and the other is below it. For the first branch, the condition is met that the speculative thread is no longer speculative, that is, it is needed in the operation and an activate_thread() command is used. The other branch is that the condition is not met for that speculative branch to continue, so it is terminated with the kill_thread() command.

### III. Generic Implementation Framework

The goal of this research is to create a portable library for speculative multi-threading that can be used on any symmetric multi-programmable system running Linux. Our library was developed entirely in C, with the intent of making it fast, modifiable, and portable across any OS that can use POSIX threads (pthreads). By leveraging pthreads we were able to build speculative threads on a robust base, allowing other researchers and software engineers to easily use and modify the framework.

The software implementation using speculative threads can be illustrated using a Unified Modeling Language (UML) sequencing diagram. UML is a graphical representation for designing and analyzing software systems [16]. The sequencing diagram is especially useful for depicting the interaction of multiple processes (or threads) including data dependencies, external events and inputs, and the sequencing of each process. Figure 3 shows a sequencing diagram for a typical speculative thread used in general non real-time applications. The diagram shows two threads, a manager that controls the speculative thread and a speculative thread. The speculative thread is either running or predicted, and the manager thread is always running. The speculative thread is predicted when it is needed or the speculative branch is no longer speculative. In the figure, this is indicated by the run_thread() command. The box labeled “alt” shows the alternate paths that a branch (or if-then) decision might take; one branch is above the dashed line and the other is below it. For the first branch, the condition is met that the speculative thread is no longer speculative, that is, it is needed in the operation and an activate_thread() command is used. The other branch is that the condition is not met for that speculative branch to continue, so it is terminated with the kill_thread() command.

That filter will become the primary filter when the switching surface is actually breached.

To determine the predication algorithm, a linear approximation is used to predict \( g(x[n+m]) \), \( m \) steps into the future. For example, suppose \( g(x[n]) < 0 \) so that Filter 2 is running. The linear approximation for the value of the switching function \( m \) time steps in the future, \( g(x[n+m]) \) is given as

\[
\hat{g} = g(x[n]) + (g(x[n]) - g(x[n-1])) \cdot m
\]

(2)

where the finite difference \( g(x[n]) - g(x[n-1]) \) is the instantaneous slope of the change in \( g \). The approximation in equation \( 2 \) is used to predict if \( g(x[n+m]) > 0 \), that is, if the system would switch \( m \) time steps in the future. Thus, the condition in equation \( 2 \) results in a simple prediction algorithm that is used to spawn a speculative thread to start implement Filter 1, \( f_1(x, u) \), on a new CPU core if

\[
g(x[n])(m+1) > g(x[n-1]) m
\]

(3)

The value of \( N = m \) is a design parameter selected based on the time constant of the filter. If the controller or digital filter has a time constant of \( M \) steps, then \( N \) might be chosen as \( N = M \) or \( N = 2M \) in order for the transient to decay sufficiently before the switch is made. Note that \( g(x[n]) \) is being calculated anyway to determine when to switch controllers, so the incremental calculations needed for prediction are very minor. This design parameter might be called a prediction horizon since it relates to how far in advance of a switch that the prediction is made.

To summarize the secondary switching conditions that pertain to the prediction shown in Figure 2 If filter 1 is running, that is, \( g(x) > 0 \) then switching is predicted if \( g(x[n])(N+1) < g(x[n-1]) \cdot N \). If filter 2 is running, \( g(x) < 0 \) then switching is predicted if \( g(x[n])(N+1) > g(x[n-1]) \cdot N \).
Figure 2 shows a UML sequencing diagram for the speculative threads that implement the digital filter system transient mitigation state diagram in Figure 2. There are three threads that can run simultaneously: the Manager thread, Filter 1 (computes $f_1(x, u)$), and Filter 2 (computes $f_2(x, u)$). The Manager thread not only computes $g(x)$ and the switching conditions for the prediction, it controls when to run the other threads and when to reduce or increase computational resources. The computational resources are increased when both threads are running so that the execution time does not change for the primary filter, the one that is outputting the filter response. Resources are controlled by changing the frequency of the processor or by starting up or shutting down additional cores on a multicore processor.

The diagram in Figure 4 can be explained by describing the various parts. Again, the sequence of events goes downward. In the initial state, Filter 1 is running since $g(x) > 0$. When the prediction is made, the Filter 2 thread is started with the `run_thread()` command. Both threads continue until a branch is reached where either the primary switching condition is met, $g(x) < 0$ indicating that the Filter 1 thread should be terminated, or that the prediction is no longer valid and that the primary switching condition has not been met so that the Filter 2 thread should be terminated. In the figure, the “alt” block shows the decision logic between two possible ways to exit the prediction state; these alternative branches are both shown but are separated by a dashed line. The primary switching and prediction switching conditions used to change states in Figure 2 are shown next to the Manager thread in Figure 4. The corresponding actions are to run or stop threads and to change the computer resources.

IV. APPLICATION TO RECONFIGURABLE FILTER BANKS

The speculative thread method to reduce transients was tested on a filter bank consisting of two filters: a third-order and a second-order Chebyshev low-pass filters. The filter bank and the speculative thread framework were implemented on a ODROID-XU4 single-board computer, which contains ARMs big.LITTLE heterogeneous processor containing eight cores (4 Cortex-A15 and 4 Cortex-A7). The big.LITTLE architecture is an attractive platform because of its mainline Linux support for scheduling threads on both high- and low-power cores contained on the same die [17].

A decision variable is needed to determine which filter to use during a hybrid operation. This decision variable might represent an external sensor signal or an internal signal related to the available computational resources. For example, when resources are high then a more computationally intense filter, such as the higher-order filter, might be used. When resources are scarce, then a less costly low-order filter might be used. For repeatability, the decision variable was defined for this experiment as a low-frequency sinusoid representing a time-varying computational load that causes a sinusoidal variation in the computational resources $\frac{1}{2}(1 + \sin(t))$. When the simulated load was less than 50% (i.e., the sinusoidal value was less than 0.5), the high-order filter was run, and when the load was greater than 50%, the low order filter was run. The input to the filter was a higher frequency sine wave.

A. Speculative Threading

![Cold Switching (no speculation)](image1)

![30 Sample Speculative Execution](image2)

![100 Sample Speculative Execution](image3)

Fig. 5. Experimental results of the output of the filters versus time for cold switching and for two cases using speculative threads, with 30 sample and 100 sample prediction horizons.

We examined three different scenarios of switching between the two filters, where they all used the same decision logic based on a sinusoidally varying load described above. In the first scenario, the benchmark for comparison, both filters were run constantly and multiplexed to a single output according to decision logic. There are no transients due to initializing the filters, but then the computational resources are doubled. In the second case, the filters were switched cold, that is, initialized at each switch with zeroed states and no time for the transients to decay. In the final scenario, the speculative thread method was used. The filter threads were launched when the computational load was predicted to pass the 50% threshold. Comparison of each switching case to the benchmark always-on filter bank case shows significant improvement as the amount of warm-up time increases.

The experimental results are shown in Figure 5 for cold switching and for two speculative thread cases. The vertical dashed lines indicate the times when the filters are switched from 2nd to 3rd order (or vice versa). The cold switching case switches the filter by setting the initial conditions for the new filters to be zero. The speculative thread cases spawn the new filter thread 30 or 100 samples prior to the predicted switching time and then switch to the new thread when the switching condition is actually reached. An indication
Fig. 6. Comparison of each switching case to the benchmark always-on filter bank case.

Fig. 7. Influence of the hysteresis on switching transients with a noisy resource-switching signal.

of the time spent during speculation execution (when both filter algorithms are being computed) is shown at the bottom of the speculative thread plots. The benchmark case, with no switching transients, would show nearly pure sinusoids from about 0.1 seconds onward, with only a change in amplitude and phase due to the switching of filters. Of the three cases shown in the figure, the 100-sample speculative thread case is closest to the ideal benchmark case. The time constants for both of these filters are approximately 30 samples. Thus, the 30-sample prediction case allows the filters to run for one-time constant prior to switching, while the 100-sample prediction case allows the transients to decay for approximately three time constants prior to switching in the filters.

For a quantitative examination of the technique, Figure 6 plots the error magnitude, that is the difference between the speculative and cold switching scenarios and the benchmark case. The performance of speculatively launched filters improves significantly over the cold switched variant, especially as the length of the warm-up period increases.

Cold switching has a maximum error of 1.189 and an RMS error of 0.2801. Adding 10-cycle speculation only reduces the maximum and RMS error by 5.63% and 5.82% respectively. A 30-sample speculation improves maximum and RMS error by 47.86% and 66.22%. With a 30-sample speculation, two filters run simultaneously only approximately 6% (60 of 1000 samples) of the total execution time but it shows a tremendous improvement. If we extend speculation to 100 samples (approximately 20% execution overlap), we obtained a 93.52% reduction in maximum error and 95.72% decrease in RMS error.

B. Introducing Hysteresis

The above scenarios were run with a resource-switching signal that is a pure sine wave, while a noisy or irregular switching signal offers different challenges. For example, a noisy signal might oscillate across a switching surface, that is, trigger the switching condition repeatedly in a short amount of time. In switched systems, this is known as chattering. In this situation, the prediction condition as well as the switching condition might chatter. In terms of speculative threads, chattering might cause the speculative thread to be alternatively killed and then reactivated repeatedly. When it is reactivated, the filter in the speculative thread is set to zero initial conditions. To alleviate this chattering, we introduce a time-based hysteresis to stop the premature termination of a speculative thread by keeping a deactivated thread alive for a specified amount of time. Experimental results suggest a hysteresis delay of 10% of the speculation period, that is, the value of N, is a good rule of thumb.

Figure 7 shows an example of the problems introduced by a noisy switching signal. Gaussian noise (µ = 0.1 and σ = 0.5) was added to the switching sinusoidal signal. Without the hysteresis mechanism, the speculative filter threads are killed immediately when the prediction is no longer valid. As seen in Figure 7, by adding time-based hysteresis, the transients are mitigated even in the presence of a noisy switching signal.
V. Conclusions and Future Work

Speculative threads is a promising transient management implementation method that employs reconfigurable computing mechanisms available on many embedded system platforms. The speculative thread framework developed in this paper handles transient mitigation for switching between dynamic algorithms such as digital filters or digital controllers. The prediction algorithm that triggers a speculative thread to be started is very simple and has little computational overhead. The fact that the algorithm is predictive means that the computations are done prior to the switching time resulting in smaller latency in the switching time compared to traditional transient management strategies that are implemented after the switch condition is met. Also, the compute-aware nature of the developed framework allows for the control of the processor resources such that the processor speed may be increased or idle cores started in order to run the speculative thread in parallel with no loss in resources or performance for the active filter thread.

Experimental results run on an ODROID platform demonstrates the feasibility and benefits of the speculative thread framework. A design parameter, \( N \), called the prediction horizon was introduced that dictates when a speculative thread is triggered to start. The larger the value of \( N \), the longer the speculative thread runs prior to a switch. Correspondingly, the larger the value of \( N \), the smaller the switching transients in the experimental results. A hysteresis mechanism introduced to avoid chattering keeps speculative threads alive briefly after the prediction of an impending switch ends in case the prediction is retriggere in a short period. This hysteresis method improves the performance of the speculative threads in environments when the switching signal is noisy.

Speculative threads were demonstrated on linear digital filters, but it is equally applicable to other dynamic algorithms such as digital filters or digital controllers. We are currently doing experiments in a closed-loop hybrid motor controller that employs speculative threads for transient management.

ACKNOWLEDGMENT

This work was funded via NSF CMMI 1538877.

REFERENCES

[1] M. Weiser, B. Welch, A. Demers, and S. Shenker, “Scheduling for reduced cpu energy,” in Proceedings of the 1st USENIX Conference on Operating Systems Design and Implementation, ser. OSDI ’94, Monterey, California: USENIX Association, 1994.

[2] K. Govil, E. Chan, and H. Wasserman, “Comparing algorithm for dynamic speed-setting of a low-power cpu,” in Proceedings of the 1st Annual International Conference on Mobile Computing and Networking, ser. MobiCom ’95, Berkeley, California, USA: ACM, 1995, pp. 13–25, ISBN: 0-89791-814-2.

[3] Advanced configuration and power interface specification v6.1., 2016. [Online]. Available: http://www.acpi.info/}

[4] K. Nikov, J. L. Nunez-Yanez, and M. Horsnell, “Evaluation of hybrid run-time power models for the arm big.little architecture,” in 2015 IEEE 13th International Conference on Embedded and Ubiquitous Computing, Oct. 2015, pp. 205–210.

[5] T. Kovacszy, G. Peceli, and G. Simon, “Transients in reconfigurable signal processing channels,” IEEE Transactions on Instrumentation and Measurement, vol. 50, no. 4, pp. 936–940, Aug. 2001.

[6] V. Valimaki and T. I. Laakso, “Suppression of transients in variable recursive digital filters with a novel and efficient cancellation method,” IEEE Transactions on Signal Processing, vol. 46, no. 12, pp. 3408–3414, Dec. 1998.

[7] J. Piskorowski, “Dynamic reduction of transients duration in delay-equalized chebyshev filters,” in 2007 IEEE Instrumentation Measurement Technology Conference IMTC 2007, May 2007, pp. 1–5.

[8] Y. Peng, D. Vrancic, and R. Hanus, “Anti-windup, bumpless, and conditioned transfer techniques for pid controllers,” IEEE Control Systems, vol. 16, no. 4, pp. 48–57, Aug. 1996, issn: 1066-033X.

[9] G. Qin, Z. Duan, and G. Chen, “Lq bumpless transfer between two tracking controllers,” International Journal of Control, vol. 85, no. 10, pp. 1546–1556, 2012.

[10] I. Mallocci, L. Hetel, J. Daafouz, C. Iung, and P. Szczepanski, “Bumpless transfer for switched linear systems,” Automatica, vol. 48, no. 7, pp. 1440–1446, Jul. 2012, issn: 0005-1098.

[11] P. Marcuello, A. González, and J. Tubella, “Speculative multithreaded processors,” in Proceedings of the 12th International Conference on Supercomputing, ser. ICS ’98, Melbourne, Australia: ACM, 1998, pp. 77–84.

[12] H. Akkary and M. A. Driscoll, “A dynamic multithreading processor,” in Proceedings of the 31st Annual ACM/IEEE International Symposium on Microarchitecture, ser. MICRO 31, Dallas, Texas, USA: IEEE Computer Society Press, 1998, pp. 226–236.

[13] J. Oplinger and M. S. Lam, “Enhancing software reliability with speculative threads,” SIGPLAN Not., vol. 37, no. 10, pp. 184–196, Oct. 2002, issn: 0362-1340.

[14] J. F. Martinez and J. Torrellas, “Speculative synchronization: Applying thread-level speculation to explicitly parallel applications,” SIGOPS Oper. Syst. Rev., vol. 36, no. 5, pp. 18–29, Oct. 2002, issn: 0163-5980.

[15] B. H. Ferri and A. A. Ferri, “Reconfiguration of iir filters in response to computer resource availability,” ACM Trans. Embed. Comput. Syst., vol. 9, no. 1, 2:1–2:25, Oct. 2009, issn: 1539-9087.

[16] J. Rumbaugh, I. Jacobson, and G. Booch, Unified modeling language reference manual, the (2nd edition). Pearson Higher Education, 2004, isbn: 0321245628.

[17] ARM, “big.LITTLE Technology: The Future of Mobile,” 2013.