Wavelength Dependent PSFs and their impact on Weak Lensing Measurements
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ABSTRACT

We measure and model the wavelength dependence of the PSF in the Hyper Suprime-Cam (HSC) Subaru Strategic Program (SSP) survey. We find that PSF chromaticity is present in that redder stars appear smaller than bluer stars in the $g$, $r$, and $i$-bands at the 1-2 per cent level and in the $z$ and $y$-bands at the 0.1-0.2 per cent level. From the color dependence of the PSF, we fit a model between the monochromatic PSF trace radius, $R$, and wavelength of the form $R(\lambda) \propto \lambda^b$. We find values of $b$ between -0.2 and -0.5, depending on the epoch and filter. This is consistent with the expectations of a turbulent atmosphere with an outer scale length of $\sim 10^{-100}$ m, indicating that the atmosphere is dominating the chromaticity. We find evidence in the best seeing data that the optical system and detector also contribute some wavelength dependence. Meyers & Burchat (2015b) showed that $b$ must be measured to an accuracy of $\sim 0.02$ not to dominate the systematic error budget of the Large Synoptic Survey Telescope (LSST) weak lensing (WL) survey. Using simple image simulations, we find that $b$ can be inferred with this accuracy in the $r$ and $i$-bands for all positions in the LSST field of view, assuming a stellar density of 1 star arcmin$^{-2}$ and that the optical PSF can be accurately modeled. Therefore, it is possible to correct for most, if not all, of the bias that the wavelength-dependent PSF will introduce into an LSST-like WL survey.
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1 INTRODUCTION

To make use of the statistical power of upcoming wide-field imaging surveys, systematic biases in cosmological weak lensing (WL) measurements need to be very well constrained. One such effect that can bias the WL measurement is the chromaticity of the point spread function (PSF), in the sense that the PSF changes in size and shape as a function of wavelength across a given broadband. Since the stars that the PSF is typically measured from have different SEDs from the galaxies that the cosmic shear is measured from, there is error in applying the stellar PSF to the galaxies when using broad-band data. Stellar and galactic PSFs can differ in size at the 1 per cent level for certain conditions (see below) which is well above the systematic error budgets for upcoming WL imaging surveys (e.g., Massey et al. 2013). Huterer et al. (2006) and Amara & Réfrégier (2008) estimate that for a weak lensing survey with the coverage of the Large Synoptic Survey Telescope (LSST) (LSST Science Collaboration et al. 2009), the average, uncorrected multiplicative bias to the shear needs to be $\lesssim 0.003$ for the uncertainty in the estimates of cosmological parameters to be degraded by less than $\sqrt{2}$ times the purely statistical uncertainty. This corresponds to requiring that the systematic error in the PSF model size be constrained to $< 0.1$ per cent (Paulin-Henriksson et al. 2008).

Cypriano et al. (2010) first discussed the issue of PSF chromaticity and explored how the effective PSF for a galaxy was different than that for a star in a diffraction-limited telescope. Meyers & Burchat (2015b) extended this work, using...
a more realistic model for the chromaticity of the PSF for ground based surveys. They use the standard Kolmogorov turbulent atmosphere result that the seeing scales as $\lambda^{-0.2}$ (Roddier 1981). They find that the bias caused by using a stellar PSF can be corrected for at roughly the level of the LSST systematic error budget by correcting the PSFs on an ‘object-by-object’ basis using multi-band photometry of each object and comparing with a large library of galactic SEDs. Eriksen & Hoekstra (2017) do a similar investigation assuming the filters of the Euclid space-based survey (Lauriejs et al. 2011) and an optical model of Euclid in which the size of the PSF $\propto \lambda^{0.55}$. Voigt et al. (2012) and Semboloni et al. (2013) consider how a wavelength-dependent PSF will couple with a galaxy’s color gradient to bias the measurement of shape. Alejandro Plazas & Bernstein (2012) and Meyers & Burchat (2015b) also discuss how differential chromatic refraction can bias shear measurements from the LSST by introducing an SED-dependent elongation of the PSF along the elevation vector.

The previous works all assume an a priori model for the PSF as a function of wavelength. In this paper, we extend these previous studies by measuring the chromaticity of the PSF from ground-based data from the Hyper Suprime-Cam (HSC) survey. This can be done from stars of different color in the image frames. This is most important for ground-based surveys in which the atmosphere, optics, and detector together create the wavelength dependence, making this dependence nearly impossible to know a priori.

The main concern is that the chromaticity due to the atmosphere will vary from night to night and possibly even within a night. The Kolmogorov atmosphere theory assumes a scale-free spectrum of turbulence but over-predicts the observed turbulence at larger scales (Tokovinin et al. 2007; Linfield et al. 2000; Conan et al. 2000; Coulman et al. 1988; Ziadi et al. 2000). The ‘von Kármán’ turbulence model (von Kármán 1948) imposes an outer scale beyond which the wavefront structure function flattens and is a better fit to observational data (e.g., Oya et al. 2016; McKechnie 2016), as we demonstrate in this paper. The von Kármán model is found to adequately fit the PSFs present in the Sloan Digital Sky Survey imaging (Xin et al. in prep). The outer scale can vary from $\sim 10$ to 100 m for common observatory sites (e.g., Ono et al. 2017; Concan et al. 2000) and will change from day to day and even within a night (Linfield et al. 2001). This outer scale effectively steepens the chromaticity of the PSF over the Kolmogorov case (Martinez et al. 2010; Tokovinin 2002). In Appendix A, we show this along with a review of atmospheric turbulence as it applies to observed PSFs.

In addition to the atmosphere, there is the possibility of chromaticity from the telescope and instrument, either from the optical design or construction or alignment errors. Diffraction-limited optics will have PSF size $\propto \lambda$. The charge diffusion present in CCDs will also contribute some chromaticity (Meyers & Burchat 2015a) due to the wavelength dependence of the photon absorption length in silicon. The relative contributions of the atmospheric chromaticity and that of the optics/detector will depend on the seeing, which is a function of time.

In WL, both the ellipticity and overall size of the PSF need to be accurately modeled. Mis-modeling the PSF size will directly lead to a multiplicative bias in the shear. Mis-modeling the PSF ellipticity can result in an additive bias whose amplitude depends on the spatial correlations of the ellipticity errors (for a recent review of WL systematics, see Mandelbaum 2017). In this paper, we consider only the simpler case of modeling the wavelength dependence of the PSF size.

There are other PSF effects that also need to be corrected for at this level of precision, including the brighter-fatter effect and variations of the PSF across the focal plane due to detector non-uniformities, optics, and atmospheric turbulence. The brighter-fatter effect comes from the lateral electric field generated from charge build-up in the pixel wells of the detector (Antilogus et al. 2014) and can be modeled by considering the correlations between pixels in flat-field images (Coulton et al. 2017). Spatial variations in the PSF are usually modeled as a low-degree polynomial function of position on a chip (e.g., Lupton et al. 2001; Jee & Tyson 2011) for each chip on the focal plane. Since the colors of stars should be independent of position on the sky, this effect is separable from the chromatic effect we investigate here.

In Section 2, we analyze and discuss the chromaticity present in data from the Hyper Suprime-Cam Strategic Survey Program (HSC SSP). In Section 3, we use simulations to address how well the chromaticity can be measured for various survey parameters. In Section 4 we discuss our results and conclude.

2 HSC DATA

The HSC SSP survey is an ongoing optical imaging survey in five broadbands ($grizy$) (Aihara et al. 2018a) with the Hyper-Suprime Camera (Miyazaki et al. 2018; Komiyama et al. 2018; Furusawa et al. 2018; Kawanomoto et al. (in prep) 2018) on the 8.2m Subaru telescope operated by the National Astronomical Observatory of Japan. Because of its coverage, depth, and image quality ($0.6\text{ arcsec}$ median seeing in $r$ band) the survey acts as a testbed and precursor for the upcoming Large Synoptic Survey Telescope (LSST) (LSST Science Collaboration et al. 2009). In brief, the HSC instrument includes a Wide Field Corrector (WFC) which has an atmospheric dispersion corrector and delivers images with $<0.2\text{ arcsec}$ FWHM (instrumental contribution only) across a 1.5$^2$ diameter field of view. The focal plane is paved with $104\times 104$ science CCDs over 1.7 deg$^2$. The CCDs are 200$\mu$m thick Hamamatsu devices with 15$\mu$m wide pixels (Miyazaki et al. 2018) subtending 0.168 arcsec. The survey consists of three layers with different sky coverages and depth: the wide layer will cover 1400 deg$^2$ and go to $\sim 26\text{ mag in } r$, the deep layer will cover 26 deg$^2$ and go to $\sim 27\text{ mag in } r$, and the ultra-deep layer will cover 3.5 deg$^2$ and go to $\sim 28\text{ mag in } r$. The first data release of the survey, consisting of data taken in 2014 and 2015, has been released to the public. Details of the HSC data reduction pipeline can be found in Bosch et al. (2018). The pipeline makes use of much of the software being developed for the LSST (Axelrod et al. 2010; Juric et al. 2015; Ivezić et al. 2008).

To investigate the level of chromaticity present in the

\footnote{The data release website is https://hsc-release.mtk.nao.ac.jp/}
HSC survey data, we measure PSF size as a function of color. To this end, we use single epoch, single band exposures (called ‘visits’ in the pipeline). Roughly 500 visits in each of the bands are randomly selected from the S15B internal data release, which includes data taken over many nights in 2014 and 2015 from the wide, deep, and ultra-deep layers. The visits from the ultra-deep, deep, and about 1/3 of the wide-layer visits are included in the 2017 public data release (Aihara et al. 2018b). Exposure times for individual visits in the wide layer are 150 s for the g and r bands and 200 s for the i, z, and y bands. Exposure times for the deep layer are 180 s for the g and r bands and 270 s for the i, z, and y bands. All bands have 300 s exposure times in the ultra-deep layer visits. Visits from each of the three layers are treated here identically. The seeing in the visits ranges from ~0.5 to ~1.2 arcsec. The HSC pipeline (Bosch et al. 2018) identifies candidate stars for PSF modeling using a k-means clustering algorithm on the size of detected sources. Candidates are further restricted to sources brighter than 12,500 counts (~22.3 mag in i in the wide layer). For this analysis, we just consider these candidate stars for PSF modeling.

In the pipeline, the multiple visits in each band covering a given area are warped to a common pixel grid and coadded together. Object detection is run on this coadd and a catalog for the coadd is made. To get colors for each source, we cross-reference the single-visit catalog with the coadd catalog for that area. We expect that the PSF size in a band will depend on the slope of the source’s SED across that band, therefore we use the color for each band that most closely represents that slope. For g-band visits we consider the g − r color, for r and i-band visits we consider the r − i color, for z-band visits we consider the i − z color, and, finally, for y-band visits we consider the z − y color. We therefore further restrict the single-visit catalog to sources that appear in both coadd catalogs that make up the appropriate color. This leaves us with approximately 2000-8000 sources for each visit. Considering the 1.7 deg$^2$ field of view of HSC, this is approximately 1 source arcmin$^{-2}$.

The HSC pipeline models the PSF with the PSFEx (Bertin 2013) software. Before this, however, the pipeline corrects for the brighter-fatter effect by using the pixel covariances in flat-fields to reproject the flux, as described in Coulton et al. (2017). The PSF is modeled on a pixel basis and spatial variations of the PSF in a given visit are captured with a third degree polynomial function of the position on a chip. Sources of all color are used in the PSF modeling and so chromatic effects are not accounted for. The pipeline quantifies the size of a source with its ‘trace radius’ defined as:

\[ R \equiv \sqrt{I_{xx} + I_{yy}} \]  

(1)

where $I_{xx}$ and $I_{yy}$ are the two second moments. The second moments are measured with the Hirata-Seljak-Mandelbaum (HSM) adaptive weighting scheme of Hirata & Seljak (2003) as implemented in GalSim (Rowe et al. 2015)$^2$. We use this definition for the PSF size throughout since it is directly relatable to the multiplicative bias in the shear caused by PSF mis-modeling (e.g. Paulin-Henriksson et al. 2008). For a Gaussian PSF, the FWHM is ~1.665 times the trace radius. For a characteristic HSC PSF, the ratio is closer to FWHM $\approx 1.5R$ due to the large non-Gaussian wings.

The HSC pipeline provides size estimates of both the source and the PSF model at the location of the source. We use the PSF model to ‘correct’ for the spatial variation of the PSF. To do this we subtract the PSF model size in quadrature from the measured source size for each PSF candidate star and then add the median PSF model size for the visit, using the whole 1.5$^\circ$ wide FOV. This should account for the spatial variations of the PSF without interfering with the chromatic variations, since those will appear in the residuals of the PSF model.

As shown in Mandelbaum et al. (2018), the pipeline PSF modeling is quite good, with modeling errors less than 2 per cent of the PSF size for almost all sources selected as PSF model candidate stars. The median PSF size error in the first year data is found to be $< 0.4$ per cent in the i-band, which is within the requirements for first year weak lensing science. Figure 1 shows source size versus source color for one visit in each of the g, r, i, and z bands. The g, r, and i band PSFs show a reasonably strong trend with color ($\sim$1 per cent across the color range), whereby redder sources are smaller. The z and y bands (the latter not shown) do not show much of a trend, for reasons that will be discussed below.

2.1 Model Fits

As stated in the introduction, if one can model the monochromatic PSF as a function of wavelength, then the chromatic bias in a WL survey can be removed by calculating ‘per-object’ PSFs for objects with arbitrary SEDs. Therefore, we wish to infer the monochromatic PSF size vs. wavelength relations from the observed dependence of the broadband PSF size versus color. The observed PSF image in a band is the average of the monochromatic PSF weighted by the source SED. To convert between an observed size vs. color relation for stellar sources and a monochromatic size vs. wavelength model, we need to use a library of stellar spectral energy distributions (SEDs). We use the library of the LSST Catalog Simulator (CatSim) which is used in the LSST Photon Simulator (PhoSim) (Peterson et al. 2015). The SEDs are synthetic and use the Kurucz (1993) library down to an effective temperature of 4000K, and the low-mass models of Baraffe et al. (2015) for cooler stars. The models include a range in metallicities from [Fe/H] = −4 to [Fe/H] = 1 for the Kurucz models, and range from [Fe/H] = −4 to [Fe/H] = 0.5 for the low mass models.

Since the relative populations of different types of stars (the number of high mass vs. low mass stars, for instance) might matter, we use the simulated universe of the LSST CatSim project to generate a realistic sample of SEDs. The Milky Way stellar population in CatSim uses the GalFast model of M. Jurić which is based on star counts using SDSS (Jurić et al. 2008; Ivezić et al. 2008) and has a realistic stellar
Figure 1. 2D histograms showing the source size (in arcseconds) versus color for stellar sources in one (∼1.7 deg²) HSC visit in each of the four bands griz. Here the PSF size is quantified as trace radius measured from the weighted second moments of the image of each star rather than FWHM. FWHM is roughly ∼1.5 R. The source size has been corrected for the spatial variation of the PSF across the HSC field of view. The red line is a linear fit to the data, highlighting the downward trend in points in the g, r, and i-bands. The bimodal distribution of stars in g − r is astrophysical and can be seen, for example, in the SDSS color-color diagrams of Covey et al. (2007).

color distributions. Samples of stars with 18<i<23 are generated in 0.1° radii circles at 10 random locations in the HSC survey footprint. This magnitude range roughly corresponds to the magnitude range of stars selected from the data. We use the combined catalog of model stellar SEDs of these samples in what follows. We find no significant difference in the following analysis if a different set of 10 locations are used or even if the empirical Pickles library (Pickles 1998) is used instead.

We denote the monochromatic PSF size as a function of wavelength as \( R(\lambda) \) and assume that it varies with wavelength in the form of a power law:

\[
R(\lambda) \propto \left( \frac{\lambda}{5000\text{Å}} \right)^{-b}
\]

We denote the broadband PSF size as a function of color as \( R(c) \). The observed PSF size of a star with SED \( F \) and color \( c \) in a band is:

\[
R^2(c) = \frac{\int d\lambda G(\lambda) F(\lambda, c) R^2(\lambda)}{\int d\lambda G(\lambda) F(\lambda, c)}
\]

where \( G(\lambda) \) is the instrument’s response in the band. Figure 2 plots the PSF size from Equation 3 as a function of color for each SED in the library, assuming \( R(\lambda) \propto \lambda^{-0.35} \) (which we find below is a reasonable model). Because there is close to a one-to-one correspondence between stellar color and SED, the PSF size is mostly just a function of the SED’s color.

Nonetheless, to reduce the scatter seen in the SED library in Figure 2 at the red edge, we consider only the restricted color intervals over which the PSF size-color relation is accurately linear and single-valued: \( g − r \in [0, 1.0] \) for \( g \), \( r − i \in [0, 0.6] \) for \( r \), \( r − i \in [0, 2.0] \) for \( i \), \( i − z \in [0, 0.7] \) for \( i \), and \( z − y \in [0, 0.5] \) for \( z \). These restricted ranges will make the analysis less sensitive to the relative populations of stars in the SED library.

We generate plots like Figure 2 for several values of \( b \) in Equation 2 and measure the slope in each case. The slopes are normalized by the y-intercept of the line to account for different normalizations of the PSF size (caused by different levels of seeing). This gives us a lookup table between the PSF size-color slope and the logarithmic slope \( b \) in the PSF size-wavelength relation; the two quantities are almost linearly related.

This now gives us a way to infer the value \( b \) for a given visit in a given band. We fit lines to the observed PSF size-color relation in each visit and in each band, as in Figure 1. The slope of the PSF size-color relation is normalized by the y-intercept of the fitted line, and the index \( b \) is inferred from the lookup table. The size-color relation is fit with a standard least squares minimization giving all sources equal weight, with two iterations of 3σ clipping. Since there are unknown uncertainties from PSF modeling errors in addition to measurement uncertainties of the second moments,
Figure 2. Predicted PSF size (relative to the median) in the griz bands versus color using the library of stellar SEDs described in the text. Black points are the synthetic library and red points show the Pickles library. The monochromatic PSF size is assumed to scale with wavelength as $R(\lambda) \propto \lambda^{-0.35}$. For the most part, the PSF size depends only on the color of the SED, and the slopes of the relation are the same in the synthetic and empirical SED libraries.

Table 1. Median power law slopes, $b$, for all visits for sources within the inner $0.3^\circ$, and the outer $0.2^\circ$ of the field of view, respectively. The error is the standard error in the mean of the visits. The smaller number of sources in the $y$ band made many of the fits unstable, so it was not considered here.

| Band | Inner $0.3^\circ$ | Outer $0.2^\circ$ |
|------|-------------------|-------------------|
| $g$  | $0.25 \pm 0.003$  | $0.24 \pm 0.002$  |
| $r$  | $0.27 \pm 0.008$  | $0.21 \pm 0.006$  |
| $i$  | $0.28 \pm 0.004$  | $0.30 \pm 0.003$  |
| $z$  | $0.36 \pm 0.01$   | $0.45 \pm 0.01$   |

The scatter in the points also depends on the band, as well, being significantly greater for the $r$, $z$, and $y$-bands. There are several reasons for this: the color cut in $r$ significantly reduces the number of sources used, the $z$-filter is narrower than the other filters, there is more variation in atmospheric absorption in the $z$ and $y$ bands, and stellar SEDs all have similar slopes through the $z$ and $y$ bands which leads to a smaller difference in size between blue and red sources, making it difficult to measure the slope. While the PSF size of red and blue sources may differ by 1 per cent or more in the $g$, $r$, and $i$-bands, the difference is only of order 0.1 per cent in the $z$ and $y$-bands (Figures 1 and 2). In fact, many of the $y$-band visits in figure 3 appear consistent with a power law slope of 0. Note that the range in seeing is much smaller in the $i$ band than the other four bands, due to the HSC observing survey strategy (Aihara et al. 2018a); the $i$-band data are only taken in $<0.8$ arcsec seeing.

The level of chromaticity appears to depend slightly on position in the focal plane. Considering either only sources in the inner $0.3^\circ$ radius or the outer $0.2^\circ$ of the field of view yields different average power law slopes only for the $r$ and $z$ bands (Table 1); the difference is insignificant in $g$ and $i$. The $r$-band chromaticity is less steep in the outer regions, while the opposite is true for the $z$-band. We will explore why this might be in the next section.

2.2 HSC Optical Model

When the atmospheric seeing is very good, the instrumental contribution to the PSF will become more significant.
In this section, we quantify this contribution in the context of the different behavior of the chromaticity as a function of seeing in different bands (cf. Figure 3). We will consider two sources of the instrumental contribution to the PSF: the image size produced by the wide-field corrector (WFC) and charge diffusion in the CCD detectors. The WFC gives an achromatic, but large, contribution to the instrumental PSF and thus dilutes other sources of chromaticity. Charge diffusion refers to the lateral spreading of the electrons as they move through the silicon layer. The amount of spreading depends on the distance traversed through the silicon. The expected diffusion has an rms spread of around 7 µm, given the 200 µm thickness of the HSC CCDs (Miyazaki et al. 2018). This spread is assumed to be independent of the brightness of a source (i.e. the brighter-fatter effect has already been corrected for as described above). Note that the HSC pixels are 15 µm wide with pixel scale 0.17 arcsec per pixel so the diffusion is a small effect. Charge diffusion is a function of wavelength because photons of wavelength longer than 700 nm penetrate a significant depth into the silicon before converting to an electron-hole pair. This leaves the electron with less remaining silicon to traverse, decreasing the charge diffusion. The amount of charge diffusion is smaller if the CCDs are run with a higher bias voltage but we assume that this does not change between visits. Miyazaki et al. (2018) performed tests on the constructed HSC system and provide estimates of the contribution of the WFC and charge diffusion to the optical PSF. In Tables 2 and 3 we reproduce their Tables 4 and 9 describing the image size specifications of the WFC and amount of charge diffusion, respectively. To go from the 80 per cent encircled energy diameter of Table 2 to a FWHM, we assume the instrumental PSF is a Gaussian so $D_{80} = 1.5 \times $FWHM.

It is worth noting that the wavelength-dependent absorption length of photons in silicon can lead to another, opposite chromatic effect. Because the HSC beam is fast (f/2), photons will be incident onto the silicon at a fairly steep angle. Since redder photons will be absorbed over a wider range of depth in the silicon, the lateral spread of photons in the incident beam can lead to a larger image size for longer wavelengths. This effect is essentially due to the fact that red photons will not all be absorbed at the depth of best focus within the silicon. Meyers & Burchat (2015a) argue that for the LSST this effect will dominate over the charge diffusion effect due to the extremely fast f/1.2 LSST beam. For HSC however, Miyazaki et al. (2018) estimate that this effect’s contribution to the total instrumental PSF is roughly a factor of 3 less than that from charge diffusion, at least at the telescope boresight. It is unclear whether this is still the case near the edge of the field of view where the incident angle of the photons will be steeper, but here we assume that it is and ignore this additional chromatic effect.

Combining Tables 2 and 3, the final instrumental PSF widths used are shown in Figure 4. We use image sizes for the WFC at a telescope elevation of 30°. While this is conservative, we are not including other contributors to the PSF, such as tracking errors and wind jitter. To measure the slope of the PSF size across the whole y-band, we add another data
Table 2. Table 4 from Miyazaki et al. (2018). Image size delivered by the WFC, not including the contribution from the atmosphere. Estimated sizes are given as $D_{80}$, the diameter enclosing 80% of image flux and consider the ‘worst case’ throughout the field of view. Sizes for telescope elevation of 90° and 30° are included.

| Band | Central $\lambda$ [Å] | EL=90° [arcsec] | EL=30° [arcsec] |
|------|------------------|-----------------|-----------------|
| $g$  | 4700             | 0.199           | 0.234           |
| $r$  | 6200             | 0.197           | 0.232           |
| $i$  | 7600             | 0.200           | 0.233           |
| $z$  | 9100             | 0.206           | 0.214           |
| $y$  | 10200            | 0.210           | 0.228           |

Table 3. Table 9 from Miyazaki et al. (2018). Image Size due to charge diffusion in the CCDs.

| $\lambda$ [nm] | rms spread [$\mu$m] | FWHM [arcsec] |
|----------------|---------------------|----------------|
| 700            | 6.9                 | 0.18           |
| 800            | 6.6                 | 0.17           |
| 900            | 5.8                 | 0.15           |
| 1000           | 4.5                 | 0.12           |

The nearly complete transparency of silicon to photons of this wavelength is expected to cause a significant increase in PSF size on the redward edge of $y$ as explained below. The final value we choose (see Figure 4) is a little arbitrary but seems to fit the data.

We can combine the instrumental PSF estimate along with predictions for a turbulent atmosphere to understand the trends seen in Figure 3. To do this, we generate atmospheric PSFs with a given outer scale length and with different levels of seeing as discussed in appendix A and then convolve this PSF with a Gaussian representing the optical/instrumental components combined together in quadrature. Monochromatic PSFs for several different wavelengths are generated in each band for a range of seeing values. The trace radii of these PSFs are measured and a power law is fit as a function of wavelength. We can then plot the expected power law slope versus the average FWHM seeing in that band.

Figure 6 shows the data of Figure 3 smoothed with a running mean, along with the expectations for an atmospheric outer scale length of 8m, 25m, and the Kolmogorov result with no outer scale, all convolved with the instrumental PSF of Figure 4. 25m is the characteristic outer scale length for many observatory sites, including Maunakea (Ziad et al. 2000; Ono et al. 2017). With the exception of $y$-band, the models seem to predict, at least qualitatively, the behavior in the different bands. The models predict a drop in the log slope at good seeing that is visible in the data in the $r$ and somewhat in the $g$ band. The instrumental PSF shows less chromaticity than the atmospheric PSF in these bands, so the level of chromaticity drops (smaller $b$) as the seeing gets better.

The opposite situation occurs in the $z$-band where the level of charge diffusion depends steeply on wavelength, as shown in Table 3. Here the instrumental PSF has a steeper wavelength dependence than the atmospheric PSF, leading to increased slope at better seeing. The same situation should be true in the $y$ band, but the increased transparency of the silicon to photons on the redward edge of $y$ is so great that these photons actually bounce off the bottom of the silicon and get absorbed on the way back to the top surface. These photons get diffracted off the gate pattern on the bottom of the silicon, leading to a large cross-shaped pattern.

A Gaussian accurately represents charge diffusion’s contribution to the PSF, while the optical component will have more high frequency power. For this analysis, however, a Gaussian is likely to be an adequate approximation.
containing roughly 2 per cent of the flux around stars in HSC $g$ images (J.E. Gunn, private communication). An example of this pattern is shown in Figure 5. This leads to a larger instrumental PSF on the red edge of this pattern is shown in Figure 5. This leads to a larger instrumental PSF on the red edge of $g$, $r$, $i$, and, to a lesser extent, $z$. In $y$, the diffraction within the CCD seen in Figure 5 obscures the chromatic effect.

We can now partly understand the spatial variation of the wavelength dependence shown in Table 1. Figure 4 of Miyazaki et al. (2018) shows the designed performance of the WFC as a function of position in the focal plane. $r$ and $z$ show a significant image size difference between the inner $0.3^\circ$ and outer $0.2^\circ$ regions, while $g$ and $i$ do not. Since the instrumental component of the PSF in the $r$ band is essentially wavelength-independent, the overall chromaticity decreases in the outer region of the focal plane as the instrumental PSF dilutes the chromaticity from the atmosphere. In the $z$ band, the instrumental PSF is steeply chromatic, but it is still dominated by charge diffusion which is constant throughout the focal plane. It is therefore unclear why the wavelength dependence is steeper in the outskirts of the focal plane in the $z$ band.

3 SIMULATIONS

In the previous section, we showed that the PSF is significantly chromatic in the HSC-SSP survey. Other works (e.g., Meyers & Burchat 2015b; Eriksen & Hoekstra 2017) have shown that the wavelength dependence of the PSF can be corrected for in WL analyses if it is known. Meyers & Burchat (2015b) argue that since a size-versus-wavelength relation of the form $R \propto \lambda^{-b}$ with $b = 0.2$ leads to a systematic error, if uncorrected, that is roughly $10\times$ greater than the systematic error budget of the LSST WL shear survey, the power law slope needs to be known to $\Delta b \sim 0.02$. A similar but even tighter constraint is found in Eriksen & Hoekstra (2017) for Euclid. In the previous section we infer this power law slope from the dependence of the PSF size on color and get physically reasonable values. However, since we do not know the ground truth of the wavelength dependence, we cannot conclude whether the inferred slope is accurate enough to correct for the PSF chromaticity. To answer this question, we require simulations where the ground truth can be known. In this section we explore how many stars are needed to determine $b$ to $\sim 0.02$. While this analysis is applicable to other imaging surveys, we focus on the LSST survey since chromatic biases are really only a significant concern for a survey with the coverage of LSST.

Figure 6. The power law slope of the PSF size versus wavelength relation, $b$, as observed and as modeled. The data points are the data from figure 3 smoothed by a running mean of box size 0.1 arcsec. The error bars represent the standard deviation in each bin. The model includes contributions from the atmosphere and the HSC instrument. The colored region gives the model predictions ranging from an outer scale length of 8m (top) and a Kolmogorov atmosphere (bottom) and the inner line is the prediction for an outer scale length of 25m. The model does a good job of fitting the trends seen in $g$, $r$, $i$, and, to a lesser extent, $z$. In $y$, the diffraction within the CCD seen in Figure 5 obscures the chromatic effect.
3.1 Accuracy of the Inferred Wavelength Dependence

We do simple image simulations whereby we make a series of postage-stamp images of stars and measure the size and flux of these images after noise has been added. We start with a catalog of stellar SEDs with magnitudes within the range $17 < i < 22$, generated in a $1^\circ$ radius circle at ($\alpha = 0.0^\circ$, $\delta = 0.0^\circ$) using the CatSim Milky Way simulator. This magnitude range will be detectable in a single LSST visit (with $S/N \gtrsim 30$) while not saturating. The simulator provides estimates of the AB magnitude at 5000Å for each star and from this we calculate the expected number of counts in each image using the collecting area of LSST, the exposure time (30 seconds) for each visit, and the gain (which we take to be 1.7e$^-$/ADU). Poisson noise is added to each pixel in the postage stamp along with noise associated with the sky foreground photons, estimated using the LSST Photon Simulator (PhoSim; Peterson et al. 2015).

As we have seen, the atmospheric PSF dominates the chromaticity, and so we include only this component in the simulations. Since we are here focused on the PSF size, we are not interested in the effects of short exposure time (which would affect PSF ellipticity more (e.g., Heymans et al. 2012; Chang et al. 2013)) and we will consider the long-exposure limit PSFs. We assume a von Kármán turbulence power spectrum for an outer scale length of 10m (which is on the short side of what is to be expected). The atmospheric PSFs are generated by Fourier transforming the resulting atmospheric structure function. For each band, atmospheric PSFs are generated at several wavelengths. These monochromatic PSFs are combined with each stellar SED to create the broad-band PSF for each object. The second moments are measured from the postage stamps using the same HSM algorithm as in the HSC data. We also add some scatter in the measured size due to errors in the PSF modeling. We consider both the cases where the PSF modeling is perfect and also when it is accurate to rms of ±1 per cent, which is characteristic of the PSF modeling in the HSC survey (Mandelbaum et al. 2018). By fitting a power law to the size of the monochromatic PSFs, we can determine the ‘ground truth’ chromaticity and compare to what we infer from the broad-band images of the stars.

We can check how the accuracy of the inferred chromaticity depends on the number of stars simulated. As in the HSC pipeline, simulated stars are limited to those with counts $> 10,000$ ($S/N \gtrsim 60$) which reduces the number of stars by ∼25 per cent. The measured size of the stars is plotted against the measured color and the chromaticity is inferred in the same way as in Section 2, using the LSST filter response curves to generate the look-up table. Figure 7 shows the resulting average of the absolute value of the error in the inferred logarithmic slope of the size-wavelength relation (i.e. the parameter $b$) as a function of the number of $17 < i < 22$ stars used in the simulation. The mean error in the logarithmic slope goes down if more stars are simulated, as expected. Considering that 2,000-8,000 stars were used in each HSC visit in Section 2, the power law slopes we derived in that section are likely to be accurate to $\Delta b \sim 0.07$ in $r$, $\Delta b \sim 0.02$ in $i$ and $g$, and $\Delta b \sim 0.1$ in $z$, assuming the modeling of the PSF is accurate to ±1 per cent rms. These different levels of accuracy are due to a combination of the width of the band, the width of the color cut used, and the variation in the slope of the stellar SEDs across that band. This trend is consistent with the fact that the $r$ and $z$ bands show more scatter than $i$ and $g$ in the HSC data, as we saw in Figure 3.

To understand what Figure 7 means for LSST, it is important to know how many stars are likely to be in each LSST visit. CatSim predicts ∼20,000-80,000 stars with $17 < i < 22$ in the whole 3.5° diameter LSST FOV for galactic longitudes $80^\circ > |b| > 40^\circ$. These numbers correspond to roughly 0.5 to 2 stars arcmin$^-2$. If all these stars are used to determine the PSF-wavelength relation, it would be sufficient to determine $b$ to $\Delta b \sim 0.02$ in at least the $g$, $r$, and $i$ bands, even when PSF modeling errors are considered.

3.2 Variations in the Chromaticity with Focal Plane Position

We found evidence for a dependence of PSF chromaticity on position in the focal plane of HSC. The same might be true for the LSST. To consider the optical component of the PSF, we use PhoSim to simulate the chromaticity at different positions in the focal plane. PhoSim forces the wavelength dependence of the PSF to have the Kolmogorov $\lambda^{-0.2}$ result, therefore we replace PhoSim’s in-built atmospheric simulation with our own that produces a more realistic wavelength dependence. For a simulation, 500 phase screens are generated in the usual Fourier way (e.g., McGlamery 1976).
with a von Kármán power spectrum for the central wavelength in that band. The phase screens are masked with the expected LSST pupil and Fourier transformed to give instantaneous atmospheric PSFs. The instantaneous PSFs of these 500 phase screens are ensemble averaged to give a long-exposure atmospheric PSF. Deflection angles are then drawn from this PSF and given to photons as they pass through the atmosphere. The wavelength dependence is included by scaling the deflection angle by a term proportional to the ratio of the PSF size at the photon’s wavelength to that at the band’s central wavelength. This ratio comes from the numerical fitting of Tokovinin (2002)\(^6\):

\[
\epsilon_{\text{vK}} = \epsilon_{\text{Kolm}} \left(1 - 2.183 \left(\frac{r_0}{L_0}\right)^{0.356}\right)
\]

where \(\epsilon_{\text{vK}}\) is the PSF FWHM at the desired wavelength, \(\epsilon_{\text{Kolm}}\) is the PSF FWHM for Kolmogorov turbulence (\(\propto \lambda^{-1.5}\)), \(r_0\) is the usual Fried’s parameter (\(\propto \lambda^{1.5}\), see Appendix A), and \(L_0\) is the outer scale length. Tokovinin (2002) finds that Equation 4 is accurate to 1 per cent for most values of \(r_0\) and \(L_0\). This equation has been validated in more recent works (Martinez et al. 2010; Martinez 2014).

By simulating monochromatic sources on multiple chips at different positions in the focal plane, we find that the chromaticity is less steep further from the center of the FOV (Figure 8). The instrumental PSF, which is mostly achromatic, is larger further from the center of the focal plane and dilutes the chromaticity from the atmosphere. The changes in Figure 8 are larger than the accuracy to which the slope needs to be measured. Thus PSF chromaticity will have to be measured as a function of focal plane position. To have \(\Delta b \lesssim 0.02\), the FOV would have to be broken into roughly 0.3° wide annuli in the PSF analysis. Assuming 1 star arcmin\(^{-2}\), this would mean \(\sim 4000\) stars in an annulus about halfway out in the focal plane. This number of stars is small enough that it will only be possible to determine the log slope to \(\Delta b \sim 0.03\) in \(i\), allowing one to correct most, but not all, of the chromatic bias. In \(r\)-band it will only be possible to determine the log slope to \(\Delta b \sim 0.07\) if the PSF modeling errors are included.

However, if a physical model of the optics can be constructed such that the instrumental PSF and chromaticity can be modeled throughout the focal plane, then all the stars in a visit can be used to infer the atmospheric chromaticity. This would allow for a very accurate determination of the atmospheric parameters. Such a model is planned as part of the PSF modeling in LSST. Additionally, while there is some evidence that the atmospheric outer scale length changes with time within a night (Linfield et al. 2001), it likely does not change significantly between exposures and stars across a few exposures can be used to constrain the atmospheric parameters.

\[4\] DISCUSSION AND SUMMARY

In this paper, we explored the wavelength dependence of PSF’s present in a modern, optical imaging survey. We find that redder sources have significantly smaller PSFs than blue sources in the HSC SSP survey data. This effect is at the \(\sim 1\) per cent level for the \(g\), \(r\), and \(i\) bands and about an order of magnitude smaller for \(z\) and \(y\). We infer that the monochromatic PSF size follows a power law with wavelength of the form \(\propto \lambda^{-0.2}\) to \(\propto \lambda^{-0.5}\) depending on the exposure. We argue that this is consistent with the expectations of a turbulent atmosphere whose turbulent power spectrum saturates at an outer scale length of \(\sim 10\)–100\(m\). We find some evidence that the level of wavelength dependence is reduced in the \(g\) and \(r\) bands when the atmospheric seeing is very good, because the optical/instrumental PSF in these bands is roughly achromatic. The opposite effect occurs in the \(z\) band because charge diffusion in the CCD, which dominates in good seeing, has an even steeper wavelength dependence than the atmosphere. The \(i\)-band is intermediate; the optical/instrumental PSF has roughly the same level of chromaticity as the atmospheric PSF. The analysis of \(y\)-band is complicated by the fact that silicon is practically transparent to photons on the redward edge of \(y\), causing photons to be absorbed after they bounce off the bottom of the silicon. This leads to large spikes present in the HSC-\(y\) images.

Since most of the PSF chromaticity comes from the atmosphere, upcoming ground-based projects like the LSST will suffer from the same effects. Meyers & Burchat (2015b) showed that a PSF wavelength dependence of \(\lambda^{-0.2}\), if unmodeled, would interfere with weak lensing science since galaxies will have smaller effective PSFs than the bulk of the stars used to model the PSF. If left uncorrected, the shear will be overestimated and cosmological parameters will

---

\[^6\] This scaling implicitly assumes that the wavelength dependence is simply a dilation/contraction of the PSF. This is strictly true for the Kolmogorov PSF but is not true for the von Kármán PSFs. For the latter, redder wavelengths have smaller PSFs but their wings become more pronounced causing the trace radius to fall more slowly with wavelength than the FWHM. Therefore, using Equation 4 will overestimate the chromaticity by 5–10 per cent in the parameter \(b\). For the purpose of this simulation, this is irrelevant since we are not focused on the absolute level of chromaticity but on how the chromaticity changes with position in the focal plane.
Figure 9. The relative difference between the PSF size for a series of galactic SEDs and that of a K5V star SED as a function of galaxy redshift. The light gray band shows the HSC SSP first-year WL error budget of 0.004 and the dark gray band shows that of the LSST survey of $2.7 \times 10^{-4}$. The lines show a running mean of the points.

be biased. In Figure 9, we show the difference between the PSF size for a variety of galactic SEDs relative to that of a K5V star assuming a monochromatic wavelength dependence of $\lambda^{-0.45}$, typical of the worst cases we found in $r$ and $i$ in the HSC data. Since a K5V star has an intermediate color, it should be roughly representative of the PSF modeling (which is based on stars of a range of color) when no chromatic effects are included. The galactic SEDs come from the LSST CatSim project. CatSim starts with the simulated galaxy catalog of De Lucia et al. (2006) and attaches an SED to each galaxy based on the stellar population models of Bruzual & Charlot (2003). We plot 4000 galaxies with $i < 25$. Meyers & Burchat (2015b) give the LSST PSF size modeling requirement as $|\langle \Delta R^2/R^2 \rangle| < 5.5 \times 10^{-4}$, corresponding to $|\langle \Delta R/R \rangle| < 2.7 \times 10^{-4}$, the quantity we constrain in this paper. We also show the first year HSC WL science requirement of $|\langle \Delta R/R \rangle| \lesssim 0.004$ described in Mandelbaum et al. (2018). The average PSF error size is clearly well above the error budget for LSST and will have to be corrected for in the PSF modeling. We also show a rough correction algorithm using a single color. 2000 separate galactic SEDs drawn from the same distribution are used to derive a linear relation between the PSF size error and the SED color, assuming that the PSF size-wavelength relation is incorrect by $\Delta \nu \sim 0.02$ (in other words, we use size $\propto \lambda^{-0.43}$ to account for errors in measuring this relation). For the $g$ band we use $g - r$ color, for $r$ and $i$ we use $r - i$, and for $z$ we use $i - z$. This relation is used to scale the band-averaged PSF used for galaxies based on their color so that they match the fiducial stellar PSF. As can be seen in Figure 9, this correction removes a redshift independent offset in the $r$, $i$, and $z$ bands but leaves significant redshift-dependent structure.

This quick demonstration shows that a more complicated algorithm that makes use of photometry in all five or six bands available is required, like the algorithms described in Meyers & Burchat (2015b) and Eriksen & Hoekstra (2017). These previous works showed that, if the wavelength dependence of the PSF is known to $\Delta \nu \sim 0.02$, the chromatic bias can be corrected for to the requirements of the LSST and Euclid. In this work we have shown that the wavelength dependence varies significantly with time due to the atmosphere but can be measured very accurately from the stars in the image frames. This work also highlights the need for a physical model of the LSST optical PSF so that all the stars across the focal plane can be used to constrain the atmospheric parameters. Such a model will also be necessary when using the measured wavelength dependence to generate ‘per-object’ PSFs given a source SED but that is beyond the scope of the current work.
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APPENDIX A: ATMOSPHERIC CHROMATICITY WITH AN OUTER SCALE

A1 Long Exposure PSF Profile

We present a brief review of atmospheric turbulence theory in the atmosphere as it applies to observed PSFs. We include results from Roddier (1981), McKechnie (2016), and Léna et al. (2012). From the Fraunhofer diffraction equation, the observed PSF (ignoring non-diffraction-limited optical effects) will be the Fourier transform of the complex amplitude of the electric field at the pupil plane. We are interested in the PSF of long exposure images (30 sec, which is the exposure time for the LSST survey) and so we will consider a time average over the atmospheric turbulence. Assuming that the processes are ergodic, this is equivalent to a spatial average. Therefore, to predict the intensity profiles in the observed image, we need to know the spatial coherence function of the complex amplitude of the electric field of a wave, Ψ(x), after it goes through a thin turbulent layer. We will later integrate over all layers. The coherence function is defined as:

\[ B_φ(ζ) \equiv ⟨Ψ(ξ)Ψ^*(ξ + ζ)⟩, \]  

(A1)

where \( \xi \) is a (2-D) position on the pupil plane. For simplicity, we assume a monochromatic plane wave. Our goal is to connect this function to the power spectrum of index of refraction variations that are causing the phase shifts and thus the blurring. We will assume that the layer is thin enough so that it only introduces a phase to the field. This means we can write:

\[ Ψ = e^{iφ}, \]  

(A2)

since we can write \( Ψ_∞ = 1 \) for the wave above the atmosphere, and the coherence function becomes

\[ B_φ(ζ) = ⟨e^{i(φ(ξ) − φ(ξ + ζ))}⟩. \]  

(A3)

The phase, \( φ \), should be the sum of a large number of independent perturbations (as long as the thickness of the layer is greater than the outer scale of turbulence) and therefore should be Gaussian randomly distributed (due to the central limit theorem). We can then use a simple identity for the Gaussian distributed variable to write:

\[ B_φ(ζ) = \exp \left[ -\frac{1}{2} |φ(ξ) − φ(ξ + ζ)|^2 \right] \equiv \exp \left[ -\frac{1}{2} D_φ(ζ) \right] \]  

(A4)

where \( D_φ \) defines the phase structure function. The goal is now to find the phase structure function in terms of the index of refraction variations which are causing the phase perturbations. We start with the coherence function of the phase, \( φ \):

\[ B_φ(ζ) = ⟨φ(ξ)φ(ξ + ζ)⟩ \]  

(A5)

From this definition, it is easy to show that

\[ D_φ(ζ) = 2 |B_φ(0) − B_φ(ζ)| \]  

(A6)

The phase perturbation that a layer of thickness \( δh \) causes is simply:

\[ φ(ξ) = k \int_h^{h+δh} n(ξ, z) dz \]  

(A7)

where \( k \) is the wavenumber, and \( n \) is the index of refraction. Plugging this into equation A5 we find:

\[ B_φ(ζ) = k^2 \int_h^{h+δh} \int_h^{h+δh} dz \, dz' \, (n(ξ, z) \cdot n(ξ + ζ, z')) \]  

(A8)

where we have used the fact that the term in the angle brackets is symmetric to exchanging \( z \) and \( z' \). Defining \( ξ = ζ - z \) and \( B_n \), as the 3-dimensional covariance function of \( n \), we can switch the order of integration and, assuming that \( n \) varies slowly with \( z \) (Hufnagel & Stanley 1964; McKechnie 2016), we find:

\[ B_φ(ζ) = 2k^2 \int_0^δh \, dz \int_h^{h+δh} \, dz' \, (n(ξ, z) \cdot n(ξ + ζ, z')) \]  

(A9)

We’ve assumed above that the thickness of the layer, \( δh \), is larger than the outer scale of turbulence, so \( B_n \to 0 \) for \( ξ > δh \). We can use this to simplify the integrals. Because \( B_n \) is roughly independent of \( z \), we can replace the ξ integral upper bound with \( ∞ \) and take \( B_n \) out of the integral, leaving \( δh \). Since \( B_n \) is symmetric with respect to \( ξ \), we can extend the bottom bound to \( -∞ \) and absorb the factor of 2:

\[ B_φ(ζ) = k^2 δh \int_{-∞}^{∞} dz B_n(ζ, ξ) \]  

(A10)

In general, the two-point covariance function is the Fourier transform of the power spectrum of the field:

\[ Φ_φ(ζ) = \int dζ B_φ(ζ) e^{-2πiζζ} \]  

(A11)

Using equation A10 in A11 we can relate the 2D phase power spectrum, \( Φ_φ \), to the 3D power spectrum of index of refraction fluctuations, \( Φ_n \):

\[ Φ_φ(ζ) = \left( k^2 δh \right) \int_0^∞ dz \int_0^∞ dz' B_n(ζ, ξ) e^{-2πiζζ'} \]  

(A12)

Following Conan (2008), we use the von Kármán (1948) power spectrum for the index of refraction variations:

\[ C_n(f) = 0.0097C_n f_0^2 f_0 - 11/6 \]  

where \( C_n \) is the index of refraction structure constant, \( f \equiv |f| \), and \( f_0 \equiv 1/L_0 \) is the inverse of the outer scale of turbulence. This means that the power spectrum saturates on scales larger than \( L_0 \). \( f \) is a spatial frequency with units \( [m^{-1}] \). We define \( C_n \) this way to be consistent with Conan (2008).
Finally, we use this power spectrum to calculate $D_\phi(\zeta)$. From Equation A12, the phase power spectrum is
\[
\Phi_\phi(\vec{f}) = 0.0097k^2 \delta h C_n^2(f^2 + f_0^2)^{-11/6},
\]
and the phase covariance function is the inverse FT of this:
\[
B_\phi(\zeta) = 0.036k^2 \delta h C_n^2 f_0^{-5/3} (2\pi \zeta f_0)^{5/6} K_{5/6}(2\pi f_0 \zeta),
\]
where $K_\nu(x)$ is the modified Bessel function of the second kind of order $\nu$. The numerical constants come from various gamma functions that come from integrating Equation A14. This result is the output from one single layer, but we can combine the effect of several atmospheric layers by integration over height:
\[
B_\phi(\zeta) = 0.036k^2 f_0^{-5/3} (2\pi \zeta f_0)^{5/6} K_{5/6}(2\pi f_0 \zeta) d\zeta
\]
\[
= 0.036k^2 f_0^{-5/3} (2\pi \zeta f_0)^{5/6} K_{5/6}(2\pi f_0 \zeta) \sigma^2
\]
where $\sigma^2 \equiv \int d\zeta C_n^2(\zeta)$, with units of $[m^{-1/3}]$. This quantity is related to Fried’s parameter as $r_0 = 0.1846(\lambda/\sigma)^{6/5}$. Also note that the above step implicitly assumes that the outer scale length does not change with altitude.

We can now use this in Equation A6 to write:
\[
D_\phi(\zeta) = 2 \left[ 0.036 f_0^{-5/3} \Gamma(5/6) \right]^2 \frac{\sigma^2}{2!}\zeta^{5/3}
\]
\[
- 0.036k^2 f_0^{-5/3} (2\pi \zeta f_0)^{5/6} K_{5/6}(2\pi f_0 \zeta) \sigma^2
\]
\[
= 0.072 \left( \frac{2\pi \sigma}{\lambda} \right)^2 f_0^{-5/3} \Gamma(5/6)\frac{\zeta^{5/3}}{21/6}
\]
\[
- (2\pi f_0 \zeta)^{5/6} K_{5/6}(2\pi f_0 \zeta)
\]
where we have used $k = 2\pi/\lambda$.

By taking equation A17 to the limit of $f_0 \to 0$ and using Fried’s parameter, we get the phase structure function for Kolmogorov turbulence:
\[
D_\phi^{\text{Kolm}}(\zeta) = 6.88 \left( \frac{\zeta}{r_0} \right)^{5/3}
\]
(A18)

With (either) structure function in hand, we can calculate the wavefront’s covariance function via equation A4. Note that we calculated equation A4 for the wave right after it leaves the layer. It is shown in Roddier (1981) and Léna et al. (2012) that this coherence function does not change due to Fresnel diffraction through the atmosphere from this thin layer to the ground layer (it only picks up an overall phase) and so the coherence function at the telescope’s pupil plane is:
\[
B_{\Phi,0}(\zeta) = B_{\Phi}(\zeta) = \exp \left[ -\frac{1}{2} D_{\phi}(\zeta) \right]
\]
(A19)

We can now simply write out the expected image in the image plane, assuming isotropy of turbulence and ignoring the modulus transfer function of the telescope (McKechnie 2016), as:
\[
\langle I(\theta) \rangle = \int_{\text{aperture}} B_{\Phi}(\zeta) \zeta f_0 \left( \frac{2\pi \zeta \theta}{\lambda} \right) d\zeta
\]
(A20)

We use Equation A20 to generate the atmospheric PSFs in Sections 2 and 3.

Figure A1. Relative FWHM of the atmospheric PSF as a function of wavelength in the $r$-band for different outer scale lengths in meters.

A2 Wavelength Dependence

We mention in the introduction that a finite outer scale length steepens the wavelength dependence of this PSF. To see the wavelength dependence of the PSF, we can consider a structure function of the general form
\[
D_\phi(\zeta) = 2\beta \zeta^\alpha,
\]
(A21)

Using eq. A20 and the fact that the integral loses support for large $\zeta$, it is possible to show that the FWHM of this PSF is roughly given by
\[
\theta_{\text{FWHM}} \approx \frac{\lambda}{\pi} \sqrt{\frac{4\Gamma(\frac{5}{6})}{\Gamma(\frac{11}{6})}} \beta^{1/\alpha},
\]
(A22)

If we consider the structure function for Kolmogorov turbulence (equation A18), $\beta \sim \lambda^{-2}$ and $\alpha = 5/3$ so
\[
\theta_{\text{FWHM}} \sim \lambda^{-1/5}
\]
(A23)

which is the familiar result. A more accurate numerical calculation gives the FWHM in Kolmogorov turbulence as (Tokovinin 2002):
\[
\theta_{\text{FWHM, Kolm}} = 0.98 \frac{\lambda}{r_0}
\]
(A24)

It is not easy to analytically show the wavelength dependence in the case of the more general von Kármán turbulence. Instead, we do the Fourier transform in Equation A20 numerically and measure the FWHM directly from the resulting profile. The results are shown in Figure A1, where it is seen that the smaller the outer scale length, the steeper the wavelength dependence of the FWHM. Additionally, a very short outer scale length causes the wavelength dependence of the PSF to deviate from a power law and become more linear. However, for outer scale lengths $\gtrsim 10m$ which is what is expected for common observatory sites, the power law approximation we made in Section 2 is accurate.