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Abstract

In previous work, we have defined the telescopic relative entropy (TRE), which is a regularisation of the quantum relative entropy $S(\rho||\sigma) = \text{Tr} \rho (\log \rho - \log \sigma)$, by replacing the second argument $\sigma$ by a convex combination of the first and the second argument, $\tau = a \rho + (1-a)\sigma$ and dividing the result by $-\log a$. We also explored some basic properties of the TRE. In this follow-up paper we state and prove two upper bounds on the variation of the TRE when either the first or the second argument changes. These bounds are close in spirit to a triangle inequality. For the ordinary relative entropy no such bounds are possible due to the fact that the variation could be infinite.

1 Introduction

The quantum relative entropy between two quantum states $\rho$ and $\sigma$, $S(\rho||\sigma) = \text{Tr} \rho (\log \rho - \log \sigma)$, is a non-commutative generalisation of the Kullback-Leibler distance between probability distributions and is widely used as a distance measure between quantum states [3]. One of its main drawbacks, however, is that the relative entropy is infinite when \{\rho\} $\not\supset$ \{\sigma\} (with \{\rho\} denoting the projector on the support of $\rho$). In particular, relative entropy is useless as a distance measure between pure states, since it is infinite for pure $\rho$ and $\sigma$, unless $\rho$ and $\sigma$ are exactly equal (in which case it always gives 0).

To overcome this problem, in [1] we introduced a regularisation of the relative entropy, which we call the telescopic relative entropy (TRE):
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Definition 1 For fixed \( a \in (0,1) \), the \( a \)-telescopic relative entropy between states \( \rho \) and \( \sigma \) is given by

\[
S_a(\rho||\sigma) := \frac{1}{-\log(a)} S(\rho||a\rho + (1-a)\sigma).
\]

(1)

We showed that the value of the TRE is always between 0 and 1; \( S_a(\rho||\sigma) = 1 \) if and only if \( \rho \perp \sigma \).

Furthermore, we have defined the limits \( a \to 0 \) and \( a \to 1 \) and have shown that these limits exist and can be expressed in closed form:

**Theorem 1** For any pair of states \( \rho, \sigma \),

\[
S_0(\rho||\sigma) := \lim_{a \to 0} S_a(\rho||\sigma) = 1 - \text{Tr} \rho\{\sigma\}
\]

(2)

\[
S_1(\rho||\sigma) := \lim_{a \to 1} S_a(\rho||\sigma) = 1 - \text{Tr} \sigma\{\rho\}.
\]

(3)

The origin of the name ‘telescopic’ is that the operation \( \sigma \mapsto a\rho + (1-a)\sigma \) acts like a ‘telescope’ with ‘magnification factor’ \( 1/(1-a) \), bringing the state \( \sigma \) closer to the ‘vantage point’ \( \rho \) and bringing observed pairs of states \( \sigma_i \) closer to each other.

The main result of the present paper (see Section 3) is the establishing of two upper bounds on the variation of the TRE, when either one of the arguments varies. In some sense these bounds could be considered as close relatives of the triangle inequality, while in another sense they could be considered as Fannes-type continuity inequalities. The two inequalities have no counterpart for the ordinary relative entropy, because the constants appearing in them would have to be infinite. The existence of reasonable bounds for the TRE is due to the telescoping process.

In the next section we first collect the prerequisites, defining the basic notations and stating known relations for the relative entropy and the right-derivative of the operator logarithm.

2 Preliminaries

2.1 Notations

For any self-adjoint operator \( X \) on a Hilbert space \( \mathcal{H} \), we denote by \( \text{supp} X \) the support of \( X \), i.e. the subspace of \( \mathcal{H} \) which is the orthogonal complement.
of ker $X$, the kernel of $X$. The projector on the support of $X$ will be denoted by $\{X\}$.

For any self-adjoint operator $X$, $X_+$ will denote the positive part $X_+ = (X + |X|)/2$. It features in an expression for the trace norm distance between states:

$$T(\rho, \sigma) := \frac{1}{2}||\rho - \sigma||_1 = \text{Tr}(\rho - \sigma)_+.$$  \hspace{1cm} (4)

The trace of the positive part has a variational characterisation as $\text{Tr} X_+ = \max_P \text{Tr} XP$, where the maximisation is over all self-adjoint projectors. Hence, for all such projectors $P$, $\text{Tr} XP \leq \text{Tr} X_+$.

Two quantum states are mutually orthogonal, denoted $\rho \perp \sigma$, iff $\text{Tr} \rho \sigma = 0$.

2.2 Gradients

We will need the gradients of the relative entropy. Here we bring together all known facts.

The following integral representation of the logarithm lies at the basis of much of the subsequent treatment. For $x > 0$, we have

$$\log x = \int_0^\infty ds \left( \frac{1}{1 + s} - \frac{1}{x + s} \right).$$  \hspace{1cm} (5)

This immediately provides an integral representation for the ordinary relative entropy:

$$S(\rho||\sigma) = -\int_0^\infty ds \text{Tr} \rho[(\rho + s)^{-1} - (\sigma + s)^{-1}]$$

$$= -\int_0^\infty ds \text{Tr} \rho(\rho + s)^{-1} (\sigma - \rho) (\sigma + s)^{-1}. \hspace{1cm} (6)$$

Likewise, we get similar expressions for the telescopic relative entropy:

$$S_a(\rho||\sigma)$$

$$= \frac{1}{\log a} \int_0^\infty ds \text{Tr} \rho[(\rho + s)^{-1} - (a\rho + (1 - a)\sigma + s)^{-1}] \hspace{1cm} (8)$$
\[
\log a = \int_0^\infty ds \, \text{Tr} \rho(\rho + s)^{-1} \, (1 - a)(\sigma - \rho) \, (a\rho + (1 - a)\sigma + s)^{-1}.
\] (9)

Another integral we will encounter is \( \int_0^\infty ds \, x/(x+s)^2 \). For \( x = 0 \), the integral obviously gives 0. For \( x > 0 \) it gives 1. Hence
\[
\int_0^\infty ds \, (\rho + s)^{-1} \rho (\rho + s)^{-1} = \{\rho\}.
\] (10)

The gradient of the relative entropy w.r.t. its first argument is defined through the relation
\[
\text{Tr} \Delta \nabla_1 S(A||B) = \frac{d}{dt} \bigg|_{t=0} S(A + t\Delta||B)
\]
\[
= \text{Tr} \Delta (\log(A) - \log(B)) + \text{Tr} A \frac{d}{dt} \bigg|_{t=0} \log(A + t\Delta).
\]

The gradient of the relative entropy w.r.t. its second argument is defined similarly through
\[
\text{Tr} \Delta \nabla_2 S(A||B) = \frac{d}{dt} \bigg|_{t=0} S(A||B + t\Delta)
\]
\[
= - \text{Tr} A \frac{d}{dt} \bigg|_{t=0} \log(B + t\Delta).
\]

Hence, to find explicit expressions, the derivative of the logarithm is needed. From integral representation (5) we get
\[
\frac{d}{dt} \bigg|_{t=0} \log(A + t\Delta) = \int_0^\infty ds \, (A + s\|)^{-1} \Delta(A + s\|)^{-1}.
\]

It will be useful to introduce the following linear map, for \( A \geq 0 \):
\[
\mathcal{T}_A(\Delta) = \int_0^\infty ds \, (A + s\|)^{-1} \Delta(A + s\|)^{-1}.
\] (11)

Thus
\[
\frac{d}{dt} \bigg|_{t=0} \log(A + t\Delta) = \mathcal{T}_A(\Delta).
\] (12)
It's easy to check that for $A \geq 0$, $T_A(A) = \{A\}$. Thus, for $A > 0$, we have $T_A(A) = I$.

From the integral representation it also follows that, for any self-adjoint $A$, $T_A$ preserves the positive semidefinite order: if $X \leq Y$, then $T_A(X) \leq T_A(Y)$. By cyclicity of the trace, we see that the map $T_A$ is self-adjoint: $\text{Tr } B T_A(\Delta) = \text{Tr } \Delta T_A(B)$. Moreover, the map is positive semi-definite, in the sense that $\text{Tr } \Delta T_A(\Delta)$ is positive for any self-adjoint $\Delta$. This follows from the integral representation and the fact that for positive $X$ and self-adjoint $Y$, $\text{Tr } XYXY = \text{Tr } (X^{1/2}YX^{1/2})^2 \geq 0$.

Further properties are discussed in [2]. In particular, the map $(A, X) \mapsto \text{Tr } X^* T_A(X)$, for $A \geq 0$ and any $X$, is jointly convex in $A$ and $X$ ([2], Theorem 3).

Using these properties of $T_A$ one easily obtains (see also [3], Chapter 3):

**Lemma 1** Let $A$ and $B$ be positive operators. The gradient of $S(A||B) = \text{Tr } A(\log A - \log B)$ w.r.t. $A$ is given by

$$\nabla_1 S(A||B) = \log A - \log B + \{A\}. \quad (13)$$

The gradient w.r.t. $B$ is given by

$$\nabla_2 S(A||B) = -T_B(A). \quad (14)$$

The corresponding statement for the telescopic relative entropy is

**Lemma 2** Let $A$ and $B$ be positive semidefinite operators. The gradient of $S_a(A||B)$ w.r.t. $A$ is given by

$$\nabla_1 S_a(A||B) = \frac{1}{-\log a} (\log A - \log C + \{A\} - aT_C(A)), \quad (15)$$

with $C = aA + (1 - a)B$. The gradient w.r.t. $B$ is given by

$$\nabla_2 S_a(A||B) = -\frac{1-a}{-\log a} T_B(A). \quad (16)$$

Having defined the linear operator $T$ via the first derivative of the logarithm, we can also define a quadratic operator $R$ via the second derivative [2]. For $A \geq 0$ and $\Delta$ self-adjoint,

$$R_A(\Delta) = -\frac{d^2}{dt^2} \bigg|_{t=0} \log(A + t\Delta). \quad (17)$$
A simple calculation using the integral representation of the first derivative yields the integral representation

\[ R_A(\Delta) = 2 \int_0^\infty ds \ (A + s\mathbb{I})^{-1} \Delta (A + s\mathbb{I})^{-1} \Delta (A + s\mathbb{I})^{-1}. \]  

(18)

2.3 Basic properties of Telescopic Relative Entropy

We have shown in [1] that the value of the telescopic relative entropy is always between 0 and 1, even for non-faithful states. Furthermore, it inherits many desirable properties from the ordinary relative entropy, like positivity, the fact that it is only zero when \( \rho \) and \( \sigma \) are equal (provided \( a > 0 \)), joint convexity in its arguments, and monotonicity under CPT maps.

The following identities are straightforward:

\[ bS_a(X||Y) = S_a(bX||bY) \]  

(19)

\[ S_a(bX||cX) = S_a(b||c). \]  

(20)

As we do not restrict the arguments of the telescopic relative entropy to states, the definition of TRE is also applicable to non-negative scalars:

\[ S_a(b||c) = \frac{b(\log b - \log(ab + (1-a)c))}{-\log a}. \]  

(21)

In particular, we have

\[ S_a(b||0) = b, \quad S_a(0||c) = 0. \]  

(22)

Both the ordinary relative entropy and the TRE satisfy certain monotonicity properties when applied to non-normalised positive operators:

**Lemma 3** For \( A, B, X \geq 0 \),

\[ S(A + X||B + X) \leq S(A||B) \]  

(23)

\[ S_a(A + X||B + X) \leq S_a(A||B) \]  

(24)

\[ S(A||B + X) \leq S(A||B) \]  

(25)

\[ S_a(A||B + X) \leq S_a(A||B). \]  

(26)

**Proof.** The former two inequalities follow from joint convexity of \( S \) and \( S_a \):
\[ S_a(A + X\|B + X) = 2S_a((A + X)/2\|(B + X)/2) \]
\[ \leq S_a(A\|B) + S_a(X\|X) \]
\[ = S_a(A\|B). \]

The latter two inequalities follow from operator monotonicity of the logarithm. \( \Box \)

## 3 Main results

In this section, we present a number of highly non-trivial inequalities concerning the telescopic relative entropy. We like to point out here that these inequalities are just as much about the ordinary relative entropy, applied in the setting where \( \sigma \) is a convex combination of \( \rho \) and another state, and are therefore of interest regardless whether one wishes to use the telescopic relative entropy as an independent concept or not.

While the telescopic relative entropy shares many properties with the ordinary relative entropy, and improves on certain undesired properties, just like the relative entropy it does not satisfy a triangle inequality in the strictest sense: \( S_a(\rho\|\tau) \not\leq S_a(\rho\|\sigma) + S_a(\sigma\|\tau) \). However, due to the telescoping, inequalities can be proven that at least come close in spirit to a triangle inequality.

Here we prove bounds on the difference between two telescopic relative entropies, the first between the distances from \( \rho \) to \( \tau_1 \) and to \( \tau_2 \), respectively, in terms of the trace norm distance between \( \tau_1 \) and \( \tau_2 \); the second between the distances from \( \rho_1 \) to \( \tau \) and \( \rho_2 \) to \( \tau \), in terms of the trace norm distance between \( \rho_1 \) and \( \rho_2 \). These two bounds prove the continuity of the telescopic relative entropy in both of its arguments, in the sense of Fannes.

First we state a triangle inequality w.r.t. the first argument:

**Theorem 2** For \( a \in (0, 1) \), and for states \( \rho_1, \rho_2, \sigma \) such that \( T(\rho_1, \rho_2) = t \),

\[ |S_a(\rho_1\|\sigma) - S_a(\rho_2\|\sigma)| \leq 1 - S_a(1 - t\|0) - S_a(t\|1) \]
\[ = t - S_a(t\|1). \] \hspace{1cm} (27)

It is easily verified that equality is achieved for \( \rho_1 \perp \sigma \) and \( \rho_2 = t\sigma + (1 - t)\rho_1 \). For the ordinary relative entropy no such bound is possible, as can be seen by taking two different pure states for \( \rho \) and \( \sigma_1 \), and a mixed state for \( \sigma_2 \); for such a choice the difference \( |S(\rho\|\sigma_1) - S(\rho\|\sigma_2)| \) becomes infinite.

The proof of this theorem relies on the following proposition, which may be
of independent interest:

**Proposition 1**  For $A, B, X$ positive operators, with $b = \text{Tr} B$ and $x = \text{Tr} X$,

$$S(A||A + X) \geq S(A + B||A + B + X) \geq S(A||A + X) + S(b||b + x) \quad (28)$$

Next, we state a triangle inequality w.r.t. the second argument:

**Theorem 3**  For $a \in (0, 1)$, and for states $\rho, \sigma_1, \sigma_2$ such that $T(\sigma_1, \sigma_2) = t$,

$$|S_a(\rho||\sigma_1) - S_a(\rho||\sigma_2)| \leq 1 - S_a(1||t)$$

$$\leq \frac{1 - a}{-a \log a} t. \quad (29)$$

$$\leq \frac{1}{1 - a} - a \log a \quad (30)$$

When $\rho \perp \sigma_1$ and $\sigma_2 = t\rho + (1 - t)\sigma_1$, equality is achieved. This shows that the inequality is sharp, for any $a$ and $t$.

Again, for the ordinary relative entropy no such bound is possible, as can be seen by taking two different pure states for $\rho$ and $\sigma_1$, and a mixed state for $\sigma_2$: for such a choice the difference $|S(\rho||\sigma_1) - S(\rho||\sigma_2)|$ becomes infinite.

Note that the coefficient $(1 - a)/(-a \log a)$ is always greater than or equal to 1. It tends to $+\infty$ in the limit $a \to 0$ and to 1 in the limit $a \to 1$. This implies in particular that $|S_1(\rho||\sigma_1) - S_1(\rho||\sigma_2)| \leq T(\sigma_1, \sigma_2)$. That can also be seen to follow from Theorem 11 as

$$|S_1(\rho||\sigma_1) - S_1(\rho||\sigma_2)| = |\text{Tr}\{\rho\}(\sigma_1 - \sigma_2)|$$

$$\leq \text{Tr}(\sigma_1 - \sigma_2)_+$$

$$= T(\sigma_1, \sigma_2).$$

The proof of Theorem 3 relies on the following proposition, which is a counterpart of Proposition 1:

**Proposition 2**  For $A, B, X \geq 0$, with $b = \text{Tr} B$ and $x = \text{Tr} X$,

$$S(X||A + X) \geq S(X||A + B + X) \geq S(X||A + X) + S(x||b + x). \quad (31)$$

Equivalently, for every state $\rho$ and all $A, B \geq 0$, with $b = \text{Tr} B$,

$$0 \leq \text{Tr} \rho (\log(\rho + A + B) - \log(\rho + A)) \leq \log(1 + b). \quad (32)$$

Finally, we consider the remaining case, $S_0$ and $S_1$:
Theorem 4 The telescopic relative entropy $S_0(\rho||\sigma)$ is continuous in $\rho$ but discontinuous in $\sigma$. For $S_1(\rho||\sigma)$ the opposite situation holds.

Proof. This can be seen immediately from the closed form expressions of Theorem 1. Linearity in one argument obviously implies continuity in that argument. On the other hand, the function that maps a state to the projector on its support is discontinuous, and this shows discontinuity in the other argument. □

4 Proofs

In this section we will prove the stated triangle inequalities. The centerpiece in these proofs is the following proposition:

Proposition 3 For $A, B, X \geq 0$, with $b = \text{Tr} B$, $x = \text{Tr} X$,

$$0 \leq \text{Tr} X \mathcal{T}_{A+B}(X) - \text{Tr} X \mathcal{T}_{A+B}(X) \leq \frac{bx}{b+x}. \quad (33)$$

To prove this we first need some lemmas.

Lemma 4 For $A, B \geq 0$,

$$\text{Tr}(A+B)\mathcal{R}_{A+B}(A) \geq \text{Tr} A\mathcal{T}_{A+B}(A). \quad (34)$$

Proof. It has been proven in [2] that for $A, B \geq 0$ and $K, M$ self-adjoint,

$$-\text{Tr} B\mathcal{R}_A(K) + 2 \text{Tr} M\mathcal{T}_A(K) \leq \text{Tr} M\mathcal{T}_B(M).$$

The inequality of the lemma follows by replacing $A$ and $B$ by $A+B$, and $K$ and $M$ by $A$. □

Lemma 5 For $A, B \geq 0$,

$$\mathcal{R}_{A+B}(A) \leq \mathbb{I}. \quad (35)$$

Proof. We use the integral representations of $\mathcal{T}$ and $\mathcal{R}$. Since $A+B+s\mathbb{I} \geq B$, we have $(A+B+s\mathbb{I})^{-1} \leq B^{-1}$ and $B(A+B+s\mathbb{I})^{-1}B \leq B$. Therefore,

$$\mathcal{R}_{A+B}(B) = 2 \int_0^\infty ds \ (A+B+s\mathbb{I})^{-1} B(A+B+s\mathbb{I})^{-1}B \ (A+B+s\mathbb{I})^{-1}$$
\[ \leq 2 \int_0^\infty ds \ (A + B + sI)^{-1} B (A + B + sI)^{-1} \]
\[ = 2T_{A+B}(B). \]

It has been proven in [2] that, for \( A \geq 0 \) and \( \Delta \) self-adjoint,
\[ \mathbb{I} + 2T_A(\Delta) + \mathcal{R}_A(\Delta) = \mathcal{R}_A(A + \Delta) \geq 0. \]

Therefore,
\[
\mathcal{R}_{A+B}(A + B - B) = \mathbb{I} + 2T_{A+B}(-B) + \mathcal{R}_{A+B}(-B)
= \mathbb{I} - 2T_{A+B}(B) + \mathcal{R}_{A+B}(B).
\]

Thus, indeed, \( \mathcal{R}_{A+B}(A) \leq \mathbb{I}. \] \( \Box \)

**Lemma 6** Let \( f(t) \) be a real-valued convex function on \([0,1]\). If, moreover, \( f(0) \leq 0 \) and \( f(0) \leq f'(0) \), then \( \forall t \in [0,1], f(0) \leq (1-t)f(t) \).

**Proof.** Since \( f(0) \leq 0 \), for all \( t \in [0,1] \) we have \( f(0)/(1-t) \leq f(0) \leq f'(0) \). Multiplying both sides by \( t(1-t) \) yields \( tf(0) \leq t(1-t)f'(0) \). Adding \( (1-t)f(0) \) to both sides gives \( f(0) \leq t(1-t)f'(0) + (1-t)f(0) = (1-t)(f(0) + tf'(0)). \)

By convexity of \( f \), \( f(0) + tf'(0) \) is a lower bound on \( f(t) \), and the inequality of the lemma follows. \( \Box \)

**Proof of Proposition 3.** The first inequality in (33) easily follows from the fact that \( x \mapsto 1/x \) is operator monotone decreasing together with the identity
\[ \text{Tr } X \mathcal{T}_A(X) = \int_0^\infty d\lambda \text{ Tr}(X^{1/2}(A + \lambda I)^{-1}X^{1/2})^2, \]
and monotonicity of \( \text{Tr } X^2 \). The second inequality involves more work.

Let us introduce an operator \( G \) such that \( G \geq \rho \), and consider the function
\[ f(t) = \text{Tr } \rho \mathcal{T}_{t\sigma+(1-t)G}(\rho) - 1. \]

We will first show that \( (1-t)f(t) \geq f(0) \) for \( 0 \leq t \leq 1 \).

The derivative \( f'(0) \) can be calculated explicitly from the integral representation of \( \mathcal{T} \):
\[
f'(0) = \frac{d}{dt} \bigg|_{t=0} \text{Tr } \rho \mathcal{T}_{t\sigma+(1-t)G}(\rho)
= \frac{d}{dt} \bigg|_{t=0} \int_0^\infty dx \text{ Tr } \rho(G + t(\sigma - G) + xI)^{-1}\rho(G + t(\sigma - G) + xI)^{-1}
\]
By combining the inequalities of Lemma’s 4 and 5 we obtain
\[ \text{Tr}(G - \sigma) R_G(\rho) \geq \text{Tr} \rho T G(\rho) - 1, \]
which proves that \( f'(0) \geq f(0) \). In \( t = 0 \), \( f \) takes the value \( \text{Tr} \rho T_G(\rho) - 1 \), which is non-positive, since \( T_G(\rho) \leq T_G(G) = I \). Thus \( f(0) \leq 0 \). Moreover, by convexity of the map \((\rho, G) \mapsto \text{Tr} \rho T_G(\rho)\), \( f(t) \) is convex. By Lemma 6 these three statements imply that \((1 - t)f(t) \geq f(0)\), for \( 0 \leq t \leq 1 \), i.e. the minimum of \((1 - t)f(t)\) over \([0, 1]\) occurs in \( t = 0 \).

Now let \( t = b/(b + x) \), which indeed takes values in the interval \([0, 1]\), and is 0 iff \( b = 0 \). Then \( 1 - t = x/(b + x) \). Also, let \( G = \rho + A/x \). With these substitutions, we get
\[ x(1 - t)f(t) = \text{Tr} x\rho T_{b\rho + x\rho + A}(x\rho) - \frac{x^2}{b + x}, \]
and we therefore find that this expression is minimal for \( b = 0 \). That is,
\[ \text{Tr} x\rho T_{b\rho + x\rho + A}(x\rho) - \frac{x^2}{b + x} \geq \text{Tr} x\rho T_{x\rho + A}(x\rho) - x, \]
or, after rearranging terms,
\[ \text{Tr} x\rho T_{A + x\rho}(x\rho) - \text{Tr} x\rho T_{A + b\rho + x\rho}(x\rho) \leq \frac{bx}{b + x}. \]
By substituting \( X = x\rho \) and \( B = b\sigma \) we obtain the second inequality of the proposition. \( \square \)

This proposition now allows us to prove Propositions 1 and 2, and subsequently Theorems 2 and 3.

**Proof of Proposition 1.** We want to show
\[ S(A||A + X) \geq S(A + B||A + B + X) \geq S(A||A + X) + S(b||b + x). \]
The first inequality is Lemma 4

The second inequality is proven using the second inequality in (33):
\[ \text{Tr} X T_{A + X}(X) - \text{Tr} X T_{A + B + X}(X) \leq \frac{bx}{b + x}. \]
On replacing $X$ by $tX$ and dividing both sides by $t$, we get

$$\text{Tr} \, X \mathcal{T}_{A+B+tX}(tX) - \text{Tr} \, X \mathcal{T}_{A+tX}(tX) \geq -\frac{bx}{b+tx}. \quad (36)$$

When $A > 0$, $A + B + tX$ and $A + tX$ are positive for all $t$, so that

$$\mathcal{T}_{A+B+tX}(A + B + tX) = \mathcal{T}_{A+tX}(A + tX) = \mathbb{I}.$$ 

Therefore,

$$\text{Tr} \, X \mathcal{T}_{A+B+tX}(tX) - \text{Tr} \, X \mathcal{T}_{A+tX}(tX)$$

$$= -\text{Tr} \, X \mathcal{T}_{A+B+tX}(A + B) + \text{Tr} \, X \mathcal{T}_{A+tX}(A)$$

$$= -\text{Tr}(A + B)\mathcal{T}_{A+B+tX}(X) + \text{Tr} \, A\mathcal{T}_{A+tX}(X)$$

$$= \frac{d}{dt} (-\text{Tr}(A + B) \log(A + B + tX) + \text{Tr} \, A \log(A + tX)).$$

Thus the inequality (36) becomes

$$\frac{d}{dt} (-\text{Tr}(A + B) \log(A + B + tX) + \text{Tr} \, A \log(A + tX)) \geq -\frac{bx}{b+tx},$$

for all $t \geq 0$. Integrating over $t \in [0, 1]$ this turns into

$$(- \text{Tr}(A + B) \log(A + B + X) + \text{Tr}(A + B) \log(A + B))$$

$$+ (\text{Tr} \, A \log(A + X) - \text{Tr} \, A \log A)$$

$$\geq \int_0^1 dt \frac{-bx}{b+tx} = b(\log b - \log(b + x)),$$

which is the inequality of the proposition.

By a standard continuity argument, this is also true for $A \geq 0$. $\square$

**Proof of Theorem 2.**

W.l.o.g. we assume that $S_a(\rho_1||\sigma)$ is not less than $S_a(\rho_2||\sigma)$, so that the absolute value signs can be removed. Changing signs, we will prove

$$S_a(\rho_2||\sigma) - S_a(\rho_1||\sigma) \geq S_a(t||1) - t.$$ 

Introduce $\Delta = \rho_2 - \rho_1$, then $t = T(\rho_1, \rho_2) = \text{Tr} \, \Delta_+$. Noting that $\rho_2 = \rho_1 + \Delta = \rho_1 + \Delta_+ - \Delta_-$, Proposition 1 yields

$$S(\rho_2||\rho_2 + \frac{1-a}{a}\sigma) - S(\rho_1||\rho_1 + \frac{1-a}{a}\sigma)$$
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\[ \geq S(\rho_1 + \Delta_+|\rho_1 + \Delta_+ + \frac{1-a}{a} \sigma) - S(\rho_1|\rho_1 + \frac{1-a}{a} \sigma) \]
\[ \geq S(t|t + (1-a)/a). \]

Here we successively used the first inequality of Proposition \[1\] with \( B = \Delta_- \), and its second one with \( B = \Delta_+ \). After some elementary algebra concerning the constant \( a \), we get the required inequality. \( \Box \)

**Proof of Proposition \[2\]** We proceed in similar fashion as in the proof of Proposition \[1\]. Using the identity \( T_X(A) = I \) for \( X > 0 \), the inequality of Proposition \[3\] is equivalent with
\[ \text{Tr } X(T_{A+B} + X)(A + B) - T_{A} + X(A) \leq \frac{bx}{tb + x}. \]

Replacing \( A \) by \( tA \) and \( B \) by \( tB \) and dividing both sides by \( t \) gives
\[ \text{Tr } X(T_{t(A+B)} + X)(A + B) - T_{tA} + X(A) \leq \frac{bx}{tb + x}. \]

Integrating w.r.t. \( t \) over \([0,1]\) then yields the inequality of Proposition \[2\]. \( \Box \)

**Proof of Theorem \[3\]** With \( s = (1-a)/a \), and \( \tau_i = a\rho + (1-a)\sigma_i \),
\[ S(\rho||\tau_1) - S(\rho||\tau_2) = \text{Tr } \rho(\log(a\rho + (1-a)\sigma_2) - \log(a\rho + (1-a)\sigma_1)) \]
\[ = \text{Tr } \rho(\log(\rho + s\sigma_2) - \log(\rho + s\sigma_1)) \]
\[ = \text{Tr } \rho(\log(\rho + s\sigma_1 + s(\sigma_2 - \sigma_1)) - \log(\rho + s\sigma_1)) \]
\[ \leq \text{Tr } \rho(\log(\rho + s\sigma_1 + s(\sigma_2 - \sigma_1)_+) - \log(\rho + s\sigma_1)). \]

In the last line we used the operator monotonicity of the logarithm and the fact that \( X_+ \geq X \). With the identification \( A = s\sigma_1 \) and \( B = s(\sigma_2 - \sigma_1)_+ \), inequality \[32\] yields
\[ S_a(\rho||\sigma_1) - S_a(\rho||\sigma_2) \leq \text{Tr } \rho(\log(\rho + A + B) - \log(\rho + A))/( - \log a) \]
\[ \leq \log(1 + s \text{Tr}(\sigma_2 - \sigma_1)_+)/(- \log a) \]
\[ = (\log(a + (1-a)T(\sigma_1, \sigma_2)) - \log(a))/( - \log a). \]

\( \Box \)
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