PET: An Annotated Dataset for Process Extraction from Natural Language Text Tasks
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Abstract. Process extraction from text is an important task of process discovery, for which various approaches have been developed in recent years. However, in contrast to other information extraction tasks, there is a lack of gold-standard corpora of business process descriptions that are carefully annotated with all the entities and relationships of interest. Due to this, it is currently hard to compare the results obtained by extraction approaches in an objective manner, whereas the lack of annotated texts also prevents the application of data-driven information extraction methodologies, typical of the natural language processing field. Therefore, to bridge this gap, we present the PET dataset, a first corpus of business process descriptions annotated with activities, gateways, actors, and flow information. We present our new resource, including a variety of baselines to benchmark the difficulty and challenges of business process extraction from text. PET dataset, annotation guidelines, and inception schema are freely available for the research community via huggingface.co/datasets/patriziobellan/PET
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1 Introduction

Recent years have seen a growing interest of the Business Process Management (BPM) community on the task of extracting process models from text [1][2][6]. Nonetheless, when investigated in light of modern data driven approaches for Information Extraction (IE), current work has major limitations [2]. Arguably this is in part due to the limited availability of domain-specific, human annotated, gold-standard data that could be used to train from scratch or fine-tune data-driven methods, and which are essential to enable task-specific comparisons across competing approaches. In fact, the availability of reference gold-standard datasets has the potential of fostering the application of NLP techniques to the BPM field, and crucially makes clear what the applicability and limitations of state-of-the-art approaches for the domain of interest are.

With this work we aim to fill this gap and foster bridging of work in IE and data-driven BPM by providing a novel dataset of human-annotated processes in a corpus of process descriptions. The contributions of this work are:
1. We provide a new reference corpus, annotation schema, and guidelines for the task of annotating business process models in running text. Our corpus includes annotations for different kinds of extraction levels, such as actors, activities and relations between them. As a basis for the annotated data, we used a collection of 45 textual descriptions, initially used by Friedrich et al. \[3\].

2. We quantify the difficulty of fundamental information extraction tasks for process model extraction by deploying a variety of baselines on our annotated data, thus providing an initial assessment of the feasibility of process extraction from natural language text.

Our vision builds upon bringing together heterogeneous communities such as NLP and BPM practitioners by defining shared tasks and resources (cf. previous work from \[7\] at the intersection of NLP and political science).

2 Annotation Schema: Process Model Elements and Relations

In this section, we present the annotation schema we used to annotate textual process descriptions. For brevity, we here focus on the elements and their relations depicted in Figure 1 whereas we refer the reader to the aforementioned URL for a complete description of the process elements, relations, annotation schema, and employed annotation rules.

Figure 2 presents an excerpt of a procedural text with the respective process elements annotated. For brevity, we here omit the visualization of relations. An Activity represents a single task performed within a process (e.g., sends), while an associated Activity Data element captures the object that an activity acts on, (e.g., the questionnaire). These two elements are linked by the Uses relation (e.g., sends → the questionnaire). An Actor defines the process participant involved in an activity execution (e.g., the customer office). We differentiate between actors that perform/are responsible for an activity using the Actor Performer relation (e.g., sends → the customer office); and actors that receive the results of an activity using the Actor Recipient relation (e.g., sends → the claimant). A Further Specification element captures additional details of an activity that are relevant, but not covered by the other annotations, such as the means or the manner used to perform an activity (e.g., by email). An activity is connected to its further specification details by the relation of the same name (e.g., sends → by email). An activity can have zero or multiple Uses, Actor Performer/Recipient, or Further Specification relations, if described in text.

---

\[^4\] Differently from customary BPM terminology, we decided to break down activity to differentiate among the activity “action” expression and the object the activity acts as NLP to ease the annotation task of different actions on the same object (or vice versa) and because NLP techniques may differ concerning the dealing of verb expressions and noun expressions.
The customer office sends the questionnaire to the claimant by email. If the questionnaire is received, the office records the questionnaire and the process end. Otherwise, a reminder is sent to the customer.

Fig. 2: The example shows an example of a procedural text fragment with process elements annotated as follows: Activity, Activity Data, Actor, Further Specification, Gateway, Condition Specification.

A Gateway element represents a decision point (e.g., if), whereas the optional condition specification captures a prerequisite that a process execution instance must satisfy to enter a specific branch of a gateway (e.g., the questionnaire is received). Currently, we cover two types of gateways: AND gateway and XOR gateway. The Same Gateway relation allows us to connect all the parts describing the same gateway, since its description may span over multiple sentences (e.g., if ↔ otherwise). Finally, a Flow relation defines the process logic enriched with the control-flow information by connecting all the activities, gateways, and condition specification elements in their flow sequence (e.g., sends → if). Flow is thus also used to capture the relationship between a gateway and its condition(s) (e.g., if → the questionnaire is received).

3 The PET Dataset

We used the annotation schema described in Section 2 and the associated annotation guidelines to establish the PET dataset described in this section. This dataset is based on a set of textual descriptions initially used by Friedrich in their work on the extraction of process models from text [3]. The primary reason to use this data set as a basis is that the included textual descriptions are well-known within the community, which allows us to provide continuity to the investigation in this research area, as well as to start from a base set of textual documents that are in-line with the type of process narratives considered relevant by the community and used as a basis for the development of existing approaches. However, no publicly available gold-standard annotation of the textual descriptions has been provided so far, a gap that we bridge with the PET dataset.

The PET dataset construction process has been split in five main phases:

1. **Text pre-processing.** As the first operation, we check the content of each document, we corrected translation errors, and we tokenized it. This initial check was necessary since the data were never validated. Indeed, several errors have been found and fixed.
2. **Text Annotation.** Each document has been assigned to three experts that were in charge of identifying all the elements and flows with each document. Annotators were instructed to assign only one label to each annotation. In this phase, we used the Inception tool [5] to support annotators.
3. **Automatic annotation fixing.** After the second phase, we ran an automatic procedure relying on a rule-based script to automatically fix annotations that were not compliant with the guidelines.
4. **Agreement Computation.** Here, we computed, on the annotation provided by the experts, the agreement scores for each process element and for each relation between
process elements pair adopting the methodology proposed in [4]. By following such a methodology, an annotation was considered in agreement among the experts if and only if they capture the same span of words and they assign the same process element tag to the annotation. In the same way, a relation was considered in agreement if and only if the experts strictly annotated the same span of words representing (i) the process element related to the source element; (ii) the process element related to the target element; and, (iii) the relation tag between source and target. The final agreement scores were obtained by averaging the individual scores obtained by the comparison of annotators pairs. Table 1 shows the annotation agreement computed for each process element and each process relation, respectively.

5. Reconciliation. The last phase consisted of the mitigation of disagreements within the annotations provided by the experts. The aim of this phase is to obtain a shared and agreed set of gold standard annotations on each text for both entities and relations. Such entities also enable the generation of the related full-connected process model flow that can be rendered by using, but not limited to, a BPMN diagram. During this last phase, among the 47 documents originally included into the dataset, 2 of them were discarded. These texts were not fully annotated by the annotators since they were not able to completely understand which process elements were actually included in some specific parts of the text, i.e., more than one interpretation would be provided.

| Prec. | Recall | F1  |
|-------|--------|-----|
| Activity | 0.96   | 0.87 | 0.91 |
| Activity Data | 0.93   | 0.73 | 0.82 |
| Actor     | 0.96   | 0.84 | 0.89 |
| Further Specification | 0.43   | 0.33 | 0.37 |
| XOR Gateway | 0.88   | 0.86 | 0.87 |
| AND Gateway | 0.89   | 0.73 | 0.80 |
| Condition Specification | 0.86   | 0.76 | 0.81 |
| Overall   | 0.92   | 0.79 | 0.85 |

| Prec. | Recall | F1  |
|-------|--------|-----|
| Sequence Flow | 1.00   | 0.67 | 0.80 |
| Uses     | 1.00   | 0.72 | 0.83 |
| Actor Performer | 1.00   | 0.74 | 0.85 |
| Actor Recipient | 1.00   | 0.78 | 0.87 |
| Further Specification | 0.64   | 0.32 | 0.43 |
| Same Gateway | 0.88   | 0.72 | 0.80 |
| Overall   | 0.98   | 0.69 | 0.81 |

Table 1: Inter-annotator agreement for entities and relations.

The final size of the dataset is 45 textual descriptions of the corresponding process models together with their annotations. The total number of sentences of the dataset is 413, with an average sentences per document of 9.27 and each sentence has 18.15 words on average. Tables 2 and 3 contains the detailed statistic about process elements and relations respectively.

4 Baseline Results

In this section, we present three baselines we developed to provide preliminary results obtained on the dataset and also to show how the dataset can be used to test different extraction approaches. As described in Section 3 there are different type of elements
Table 2: Entity statistics.

|                     | Activity data | Actor | Further specification | XOR gateway | AND gateway | Condition specification |
|---------------------|---------------|-------|-----------------------|-------------|-------------|-------------------------|
| Absolute count      | 501           | 451   | 439                   | 64          | 117         | 8                       | 80                     |
| Relative count      | 30.16%        | 27.21%| 26.43%                | 3.86%       | 7.04%       | 0.48%                   | 4.82%                 |
| Per document        | 11.13         | 10.04 | 9.76                  | 1.42        | 2.60        | 0.18                    | 1.78                  |
| Per sentence        | 1.20          | 1.08  | 1.05                  | 0.15        | 0.28        | 0.02                    | 0.19                  |
| Average length      | 1.10          | 3.49  | 2.32                  | 5.19        | 1.26        | 2.12                    | 6.04                  |
| Standard dev.       | 0.48          | 2.47  | 1.11                  | 3.40        | 0.77        | 1.54                    | 3.04                  |

Table 3: Relation statistics.

|                     | Flows | Uses | Actor | Further | Same | Gateway |
|---------------------|-------|------|-------|---------|------|---------|
| Absolute count      | 674   | 468  | 312   | 164     | 64   | 42      |
| Relative count      | 39.10%| 27.15%| 18.10%| 9.51%   | 3.71%| 2.44%   |
| Count per document  | 15.31 | 10.60| 6.96  | 3.64    | 1.42 | 0.96    |
| Count per sentence  | 1.65  | 1.14 | 0.75  | 0.39    | 0.15 | 0.10    |

Table 4 provides the results obtained by the three baseline approaches described above. An observation of baselines' performance highlights a general capability of the adopted approaches in detecting both process elements and relations with a high precision. Exceptions are the further specification and AND Gateway elements, for which the baseline obtained very poor performance. In particular, the B1 model suffers from the limited number of samples. While on the one hand the observed precision is high, on the other hand the recall is the metric for which lower performance were obtained. In
| Baseline 1 | Baseline 2 | Baseline 3 |
|-----------|-----------|-----------|
|          | Prec.     | Recall    | F1      |
| Activity  | 0.91      | 0.73      | 0.81    |
| Activity Data | 0.87      | 0.58      | 0.70    |
| Actor     | 0.90      | 0.67      | 0.76    |
| Further Specification | 0.38      | 0.13      | 0.19    |
| XOR Gateway | 0.87      | 0.70      | 0.78    |
| AND Gateway | 0.00      | 0.00      | 0.00    |
| Condition Specification | 0.80      | 0.50      | 0.62    |
| Overall   | 0.88      | 0.63      | 0.74    |
|          | Prec.     | Recall    | F1      |
| Sequence Flow | 1.00      | 0.787     | 0.88    |
| Uses      | 1.00      | 0.89      | 1.00    |
| Actor Performer | 0.99      | 0.81      | 0.99    |
| Actor Recipient | 0.99      | 0.82      | 0.90    |
| Further Specification | 1.00      | 0.83      | 0.91    |
| Same Gateway | 0.98      | 0.84      | 0.90    |
| Overall   | 1.00      | 0.83      | 0.90    |

Table 4: Baseline results for entity extraction and relation detection.

This, in turn, affected the value of the F1 as well. Hence, an interesting challenge worth of being investigated in this domain seems to be the detection of all elements rather than to detect them correctly.

5 Conclusion

In this paper, we presented the PET dataset. The dataset contains 45 documents containing narrative description of business process and their annotations. Together with the dataset, we provided the set of guidelines we defined and adopted for annotating all documents. The dataset building procedure has been described and, for completeness, we provided three baselines implementing straightforward approaches to give a starting point for designing the next generation of process extraction from natural language text approaches.
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