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ABSTRACT. We start with certain joint densities (for sides and for angles) corresponding to pinned Poissonian triangles in the plane, then discuss analogous results for staked and anchored triangles.

A planar triangle is pinned Poissonian if one vertex $A$ is fixed at the origin and the other vertices $B$, $C$ are the two nearest neighboring particles to $(0,0)$ of a unit intensity Poisson process. Hence $\|B\|^2$ and $\|C\|^2 - \|B\|^2$ are independent Exponential($\pi$) variables, where $\|\cdot\|$ denotes Euclidean norm. Let $a$, $b$, $c$ denote the sides opposite the random vertices; clearly $c < b$ and $a < 2b$ due to the triangle inequality. A Jacobian determinant calculation given in Appendix 1 yields

\[
\begin{cases}
8\pi \frac{xyz}{\sqrt{(x+y+z)(-x+y+z)(x-y+z)(x+y-z)}} \exp\left(-\pi y^2\right) \\
0 & \text{if } y-z < x < y+z, \ y > z, \ z > 0
\end{cases}
\]

as the trivariate density $f(x, y, z)$ for $a$, $b$, $c$. As a consequence, the univariate density for $c$ is

\[2\pi x \exp\left(-\pi x^2\right), \quad x > 0,\]

the univariate density for $b$ is

\[2\pi^2 x^3 \exp\left(-\pi x^2\right), \quad x > 0\]

and the univariate density for $a$ is

\[\pi x \text{erfc}\left(\sqrt{\pi} x/2\right), \quad x > 0.\]

Densities for $c$ and $b$ were known earlier [1, 2, 3], but that for $a$ seems to be new. Table 1 contains moments for these variables. For example, the cross-correlation coefficient

\[
\rho(a, b) = \frac{\text{Cov}(a, b)}{\sqrt{\text{Var}(a) \text{Var}(b)}} = \frac{8}{3} \sqrt{\frac{32 - 9\pi}{(-64 + 27\pi)\pi}} \approx 0.636
\]
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indicates strong positive dependency. An exact expression for $E(ac) = 0.49181215...$ remains open.

Table 1 Pinned Moments of Angles, Sides and some Products and Ratios

| Variable | Mean       | Mean Square |
|----------|------------|-------------|
| $\alpha$ | $\pi/2$    | $\pi^2/3$   |
| $\beta$  | $\pi/4 + 1/\pi$ | $1 + \pi^2/12$ |
| $\gamma$ | $\pi/4 - 1/\pi$ | $-1/2 + \pi^2/12$ |
| $\alpha\beta$ | $1/4 + \pi^2/12$ | - |
| $\beta\gamma$ | $-1/4 + \pi^2/12$ | - |
| $\gamma\alpha$ | $-1/4 + \pi^2/12$ | - |
| $a$      | $8/(3\pi)$ | $3/\pi$     |
| $b$      | $3/4$      | $2/\pi$     |
| $c$      | $1/2$      | $1/\pi$     |
| $ab$     | $64/(9\pi^2)$ | - |
| $bc$     | $4/(3\pi)$ | - |
| $ca$     | $0.49181215...$ | - |
| $a/b$    | $32/(9\pi)$ | $3/2$     |
| $b/a$    | $4/\pi$    | $\infty$    |
| $b/c$    | $2$        | $\infty$    |
| $c/b$    | $2/3$      | $1/2$       |
| $c/a$    | $(1 + 2G)/\pi$ | $\infty$ |
| $a/c$    | $(5 + 2G)/\pi$ | $\infty$ |
| area     | $4/(3\pi^2)$ | $3/(8\pi^2)$ |

From this, another calculation in Appendix 1 gives

$$
\begin{align*}
\begin{cases}
\frac{2 \sin(x) \sin(x + y)}{\pi} & \text{if } 0 < x < \pi \text{ and } \frac{\pi - x}{2} < y < \pi - x, \\
0 & \text{otherwise}
\end{cases}
\end{align*}
$$

as the bivariate density for angles $\alpha$, $\beta$ opposite sides $a$, $b$. Let $\gamma = \pi - \alpha - \beta$ and let $\varphi$ denote the probability that a pinned Poissonian triangle is obtuse. While $\alpha$ is Uniform$[0, \pi]$, the univariate density for $\beta$ is

$$
\begin{align*}
\begin{cases}
\frac{1}{2\pi} + \frac{1 - 3 \cos(x)^2}{2\pi \sin(x)^2} + \frac{x \cos(x)}{\pi \sin(x)} & \text{if } 0 < x < \pi/2, \\
\frac{1}{\pi \sin(x)^2} + \frac{(\pi - x) \cos(x)}{\pi \sin(x)} & \text{if } \pi/2 < x < \pi
\end{cases}
\end{align*}
$$
and the univariate density for $\gamma$ is
\[
\begin{cases}
(4/\pi) \cos(x)^2 & \text{if } 0 < x < \pi/2, \\
0 & \text{if } \pi/2 < x < \pi.
\end{cases}
\]

These imply that
\[
\varphi = P(\alpha > \pi/2) + P(\beta > \pi/2) + P(\gamma > \pi/2)
= 1/2 + 1/4 + 0 = 3/4
\]
because a triangle can have at most one obtuse angle. See [4, 5] for alternative approaches for computing $\varphi$.

The ratio of a pair of sides is of interest [6]. We find that the univariate density for $a/b$ is
\[
\frac{2x}{\pi} \arccos \left( \frac{x}{2} \right), \quad 0 < x < 2,
\]
the univariate density for $b/a$ is
\[
\frac{1}{x^3} - \frac{2}{\pi x^3} \arcsin \left( \frac{1}{2x} \right), \quad x > \frac{1}{2},
\]
the univariate density for $b/c$ is
\[
\frac{2}{x^3}, \quad x > 1,
\]
the univariate density for $c/b$ is
\[
2x, \quad 0 < x < 1,
\]
the univariate density for $c/a$ is
\[
\begin{cases}
\frac{2x}{(1 - x^2)^3} & \text{if } 0 < x < 1/2, \\
\frac{-2(-1 + x^2) \sqrt{-1 + 4x^2} - \pi x^2 (1 + x^2) + 6x^2 (1 + x^2) \arcsin \left( 1/(2x) \right)}{\pi x (-1 + x^2)^3} & \text{if } x > 1/2
\end{cases}
\]
and the univariate density for $a/c$ is
\[
\begin{cases}
\frac{-2x (1 - x^2) \sqrt{4 - x^2} - \pi (1 + x^2) + 6 (1 + x^2) \arcsin(x/2)}{\pi (1 - x^2)^3} & \text{if } 0 < x < 2, \\
\frac{2x - 1 + x^2}{(-1 + x^2)^3} & \text{if } x > 2.
\end{cases}
\]
It is remarkable that Catalan’s constant \[ G = \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k+1)^2} \]
appears in expressions for both \( \text{E}(c/a) \) and \( \text{E}(a/c) \), as well as in other geometric probability settings \[8, 9\].

A planar triangle is \textbf{staked Poissonian} if one vertex \( A \) is fixed at \((0, 0)\), another vertex \( B \) is fixed at \((1, 0)\) and the third vertex \( C \) is the nearest neighboring particle to \((0, 0)\) of a unit intensity Poisson process. The term \textit{stake} (as in “staking a tent”) was only recently introduced in this context \[10\]. Let \( C = (u, v) \). Clearly

\[
\tan(\alpha) = \frac{v}{1-u}, \quad \tan(\beta) = \frac{v}{u}.
\]

The Jacobian determinant of the transformation \((u, v) \mapsto (\alpha, \beta)\) is

\[
|J| = \begin{vmatrix}
\frac{v}{1-u^2+v^2} & \frac{1-u}{1-u^2+v^2} \\
\frac{-v}{u^2+v^2} & \frac{u}{u^2+v^2}
\end{vmatrix} = \frac{v}{(u^2+v^2)[(1-u)^2+v^2]}.
\]

Solving for \( u, v \) in terms of \( \alpha, \beta \), we obtain

\[
u = \frac{\tan(\alpha)}{\tan(\alpha) + \tan(\beta)}, \quad v = \frac{\tan(\alpha) \tan(\beta)}{\tan(\alpha) + \tan(\beta)}.
\]

Substituting these expressions into a nonstandard bivariate normal density

\[ \pi \exp \left\{ -\pi \left\{ u^2 + v^2 \right\} \right\} \]

and dividing by \( |J| \) yields

\[ \exp \left[ -\pi \frac{\sin(\alpha)^2}{\sin(\alpha + \beta)^2} \right] \frac{\sin(\alpha) \sin(\beta)}{\sin(\alpha + \beta)^3}. \]

Multiplying by 2 gives the correct normalization. While \( \alpha \) is Uniform\([0, \pi]\), the univariate density for \( \beta \) is decidedly not so. The acuteness probability can be found exactly:

\[
1 - \phi = 2 \int_{0}^{\pi} \int_{0}^{\pi} \exp \left[ -\pi \frac{\sin(\alpha)^2}{\sin(\alpha + \beta)^2} \right] \frac{\sin(\alpha) \sin(\beta)}{\sin(\alpha + \beta)^3} d\beta d\alpha
\]

\[
= \frac{1}{2} \left( e^{-\pi/2} I_0 \left( \frac{\pi}{2} \right) - \text{erfc} \left( \sqrt{\pi} \right) \right) = 0.1725524698...
\]
where $I_0$ is the $0^{th}$ modified Bessel function of the first kind. Densities for sides $a$, $b$ are possible but omitted. Such triangles seem to be mentioned in [6, 11] without further elaboration.

Table 2 Staked Moments of Angles and of a Product

| Variable | Mean   | Mean Square   |
|----------|--------|--------------|
| $\alpha$ | $\pi/2$| $\pi^2/3$    |
| $\beta$  | $0.34306160...$ | $0.20825399...$ |
| $\alpha\beta$ | $0.43825535...$ | - |

A planar triangle is **anchored Poissonian** if one vertex $A$ is fixed at $(-1/2, 0)$, another vertex $B$ is fixed at $(1/2, 0)$ and the third vertex $C$ is the nearest neighboring particle to $(0, 0)$ of a unit intensity Poisson process. The term *anchoring* (as in “anchoring a ship”) again was only recently introduced [10]. Let $C = (u,v)$. Clearly

$$\tan(\alpha) = \frac{v}{\frac{1}{2} - u} = \frac{2v}{1 - 2u}, \quad \tan(\beta) = \frac{v}{\frac{1}{2} + u} = \frac{2v}{1 + 2u}$$

and the corresponding Jacobian determinant is

$$|J| = \begin{vmatrix} 4v & 2(1 - 2u) \\ (1 - 2u)^2 + 4v^2 & (1 - 2u)^2 + 4v^2 \end{vmatrix} = \frac{16v}{[(1 - 2u)^2 + 4v^2][(1 + 2u)^2 + 4v^2]}.$$

Solving for $u$, $v$ in terms of $\alpha$, $\beta$, we obtain

$$u = \frac{1}{2} \frac{\tan(\alpha) - \tan(\beta)}{\tan(\alpha) + \tan(\beta)}, \quad v = \frac{\tan(\alpha) \tan(\beta)}{\tan(\alpha) + \tan(\beta)}.$$

Substituting these expressions into the nonstandard bivariate normal density and dividing by $|J|$ yields

$$\exp \left[ -\frac{\pi}{4} \frac{\sin(\alpha - \beta)^2 + 4 \sin(\alpha)^2 \sin(\beta)^2}{\sin(\alpha + \beta)^2} \right] \frac{\sin(\alpha) \sin(\beta)}{\sin(\alpha + \beta)^3}.$$

Multiplying by $2$ gives the correct normalization. The univariate densities for $\alpha$ and $\beta$ are identical but decidedly not uniform. The acuteness probability can be found exactly:

$$1 - \phi = 2 \int_0^{\pi/2} \int_0^{\pi/2} \exp \left[ -\frac{\pi}{4} \frac{\sin(\alpha - \beta)^2 + 4 \sin(\alpha)^2 \sin(\beta)^2}{\sin(\alpha + \beta)^2} \right] \frac{\sin(\alpha) \sin(\beta)}{\sin(\alpha + \beta)^3} d\beta \, d\alpha$$

$$= e^{-\pi/4} - \text{erfc} \left( \sqrt{\pi}/2 \right) = 0.2458467223...$$
This value is slightly larger for anchored triangles than for staked triangles. Densities for sides $a$, $b$ are possible but again omitted.

Table 3 Anchored Moments of Angles and of a Product

| Variable | Mean         | Mean Square |
|----------|--------------|-------------|
| $\alpha$ | 0.71706372... | 0.92490176... |
| $\beta$  | 0.71706372... | 0.92490176... |
| $\alpha\beta$ | 0.39837926... | -            |

Appendix 2 discusses an evidently unrelated class of random triangles $T$. If $\varphi$, $\psi$ are independent Uniform$[0, \pi]$ variables, then

$$(\alpha, \beta) = \begin{cases} 
(\varphi, \psi) & \text{if } \varphi + \psi < \pi, \\
(\pi - \psi, \pi - \varphi) & \text{if } \varphi + \psi > \pi
\end{cases}$$

are angles of $T$ at vertices $A = (0, 0)$, $B = (1, 0)$. Note that if $\varphi + \psi > \pi$, then

$$(\pi - \psi) + (\pi - \varphi) = \pi + (\pi - \varphi - \psi) < \pi;$$

it follows that $\alpha + \beta < \pi$ always. Upon constructing a line $L_A$ emanating from $A$ with slope $\tan(\alpha)$ and a line $L_B$ emanating from $B$ with slope $-\tan(\beta)$, the remaining vertex

$$C = \left( \frac{\tan(\beta)}{\tan(\alpha) + \tan(\beta)}, \frac{\tan(\alpha) \tan(\beta)}{\tan(\alpha) + \tan(\beta)} \right)$$

is the point $L_A \cap L_B$ of intersection. Such “uniform triangles” have appeared before in the literature [12, 13, 14], although perhaps not with the same specificity as [6].
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2. Appendix 1

Revisiting the beginning, let $R_1 = \|B\|^2$ and $R_2 = \|C\|^2 - \|B\|^2$. Define $\theta_1$ to be the angle between vector $B$ and the horizontal axis; define $\theta_2$ likewise for vector $C$. The joint density for $(R_1, R_2, \theta_1, \theta_2)$ is

$$\left( \frac{1}{2\pi} \right)^2 \left( \pi e^{-\pi R_1} \right) \left( \pi e^{-\pi R_2} \right) = \frac{1}{4} e^{-\pi (R_1 + R_2)}$$
where \( R_i > 0, \ 0 < \theta_i < 2\pi \) for \( i = 1, 2 \). We rewrite this density in terms of sides \( b, c \). From \( R_1 = c^2, \ R_2 = b^2 - c^2 \) emerges a Jacobian matrix

\[
\begin{pmatrix}
0 & 2c \\
2b & -2c
\end{pmatrix}
\]

with absolute determinant \( 4bc \). Thus the joint density for \( (b, c, \theta_1, \theta_2) \) is

\[ bc e^{-\pi b^2} \]

where \( 0 < c < b \). As in [17], we integrate out \( \theta_1 \) by letting \( \omega = \theta_1 - \theta_2 \) and \( \alpha = |\omega| \), then adding contributions at \( \alpha \) and \( 2\pi - \alpha \). Omitting details, the joint density for \( (\alpha, b, c) \) comes out as

\[ 4\pi b c e^{-\pi b^2} \]

where \( 0 < \alpha < \pi \). We now bring \( a \) into the density, removing \( \alpha \). Differentiating the Law of Cosines

\[ a^2 = b^2 - 2bc \cos(\alpha) + c^2 \]

with respect to \( \alpha \), it is clear that

\[ 2a \, da = 2bc \sin(\alpha) \, d\alpha \]

\[ = \sqrt{(a+b+c)(-a+b+c)(a-b+c)(a+b-c)} \, d\alpha \]

by a formula for area, and hence the density becomes

\[ 4\pi b c e^{-\pi b^2} \, d\alpha \, db \, dc \]

\[ = 4\pi b c e^{-\pi b^2} \frac{2a}{\sqrt{(a+b+c)(-a+b+c)(a-b+c)(a+b-c)}} \, da \, db \, dc \]

as was to be shown.

Let \( \Delta = (a+b+c)(-a+b+c)(a-b+c)(a+b-c) \). The natural transformation \( (\alpha, \beta, c) \mapsto (a, b, c) \) appearing in [17] has Jacobian determinant \( ab \). Using the identities

\[ \frac{a}{c} = \frac{\sin(\alpha)}{\sin(\alpha + \beta)}, \quad \frac{b}{c} = \frac{\sin(\beta)}{\sin(\alpha + \beta)}, \quad \frac{\sqrt{\Delta}}{2c^2} = \frac{\sin(\alpha) \sin(\beta)}{\sin(\alpha + \beta)} \]

we have

\[ \sin(\alpha + \beta) = \frac{c \sqrt{\Delta}}{ab 2c^2} = \frac{\sqrt{\Delta}}{2ab} \]
thus the pinned angle density can be rewritten as

\[ 8\pi \frac{a^2 b^2 c}{\sqrt{\Delta}} \exp \left[ -\pi b^2 \right] \]
\[ = 8\pi c^5 \frac{\sin(\alpha)^2 \sin(\beta)^2}{\sin(\alpha + \beta)^4 \sqrt{\Delta}} \exp \left[ -\pi c^2 \frac{\sin(\beta)^2}{\sin(\alpha + \beta)^2} \right] \]
\[ = 4\pi c^3 \frac{\sin(\alpha) \sin(\beta)}{\sin(\alpha + \beta)^3} \exp \left[ -\pi c^2 \frac{\sin(\beta)^2}{\sin(\alpha + \beta)^2} \right]. \]

Integrating out \( c \) is facilitated by observing that

\[ \int_0^\infty c^3 \exp \left( -\pi c^2 r \right) dc = \frac{1}{2\pi^2 r^2} \]

for \( r > 0 \), therefore the density for \((\alpha, \beta)\) is

\[ \frac{2 \sin(\alpha) \sin(\beta)}{\pi} \frac{\left( \sin(\alpha + \beta)^2 \right)^2}{\sin(\beta)^2} = \frac{2 \sin(\alpha) \sin(\alpha + \beta)}{\pi} \frac{\sin(\beta)^2}{\sin(\beta)^2}. \]

The restriction \( \beta > (\pi - \alpha)/2 \) is implied by \( b > c \), equivalently, \( \sin(\beta) > \sin(\alpha + \beta) \).

We note that the joint density for \((a, b)\) is

\[ 4\pi a b \exp \left( -\pi b^2 \right) \arccos \left( \frac{a}{2b} \right) \]

for \( 0 < a < 2b \) and the joint density for \((b, c)\) is

\[ 4\pi^2 b c \exp \left( -\pi b^2 \right) \]

for \( 0 < c < b \). No closed-form expression of the joint density \( f \) for \((a, c)\) is known. If \( 0 < a < 2c \), then \( a - c < c \) and

\[ f(a, c) = 8\pi a c \int_c^{a+c} \frac{b \exp \left( -\pi b^2 \right)}{\sqrt{[(a + c)^2 - b^2] [b^2 - (a - c)^2]}} db; \]

if \( 0 < 2c < a \), then \( c < a - c \) and

\[ f(a, c) = 8\pi a c \int_{a-c}^{a+c} \frac{b \exp \left( -\pi b^2 \right)}{\sqrt{[(a + c)^2 - b^2] [b^2 - (a - c)^2]}} db. \]
The density $g$ for the ratio $z = a/c$ is

$$g(z) = \int_0^\infty c \, f(z \, c, c) \, dc$$

$$= \begin{cases} \frac{8\pi}{\sqrt{\pi \pi}} \int_0^\infty c^3 \int_0^{(z+1)c} b \exp(-\pi b^2) \frac{db \, dc}{\sqrt{[(z+1)^2 c^2 - b^2] \, [b^2 - (z-1)^2 c^2]}} & \text{if } 0 < z < 2, \\ \frac{8\pi}{\sqrt{\pi \pi}} \int_0^\infty c^3 \int_0^{(z-1)c} b \exp(-\pi b^2) \frac{db \, dc}{\sqrt{[(z+1)^2 c^2 - b^2] \, [b^2 - (z-1)^2 c^2]}} & \text{if } z > 2 \end{cases}$$

and the density $h$ for the ratio $w = c/a$ is

$$h(w) = \int_0^\infty a \, f(a, w \, a) \, da$$

$$= \begin{cases} \frac{8\pi}{\sqrt{\pi \pi}} \int_0^\infty a^3 \int_0^{(w+1)a} b \exp(-\pi b^2) \frac{db \, da}{\sqrt{[(w+1)^2 a^2 - b^2] \, [b^2 - (w-1)^2 a^2]}} & \text{if } w > 1/2, \\ \frac{8\pi}{\sqrt{\pi \pi}} \int_0^\infty a^3 \int_0^{(1-w)a} b \exp(-\pi b^2) \frac{db \, da}{\sqrt{[(w+1)^2 a^2 - b^2] \, [b^2 - (w-1)^2 a^2]}} & \text{if } 0 < w < 1/2 \end{cases}$$

Both $g(z)$ and $h(w)$ are readily evaluated. The circumstances are less advantageous
in the following:

\[ E(a, c) = \int_0^\infty \int_0^{2c} a c f(a, c) \, da \, dc + \int_0^\infty \int_0^\infty a c f(a, c) \, dc \, da \]

for which the first integral becomes

\[
\int_0^\infty \int_0^{2c} 8\pi a^2 c^2 \int_c^{a+c} \frac{b \exp(-\pi b^2)}{\sqrt{[(a+c)^2 - b^2][b^2 - (a-c)^2]}} \, db \, da \, dc
\]

\[
= 8\pi \int_0^{\infty} \int_0^{3c} \exp(-\pi b^2) \int_{c-b}^{c} \frac{a^2}{\sqrt{[(a+c)^2 - b^2][b^2 - (a-c)^2]}} \, da \, db \, dc
\]

\[
= 8\pi \int_0^{\infty} b \exp(-\pi b^2) \int_0^{c} \int_{\frac{c-b}{2}}^{\frac{c+b}{2}} \frac{a^2}{\sqrt{[(a+c)^2 - b^2][b^2 - (a-c)^2]}} \, da \, dc \, db
\]

and the second integral becomes

\[
\int_0^{\frac{\pi}{2}} \int_0^{\frac{\pi}{2}} 8\pi a^2 c^2 \int_{\frac{a-c}{2}}^{\frac{a+c}{2}} \frac{b \exp(-\pi b^2)}{\sqrt{[(a+c)^2 - b^2][b^2 - (a-c)^2]}} \, db \, dc \, da
\]

\[
= 8\pi \int_0^{\infty} a^2 \int_0^{\frac{\pi}{2}} \exp(-\pi b^2) \int_{\frac{a-c}{2}}^{\frac{a+c}{2}} \frac{c^2}{\sqrt{[(a+c)^2 - b^2][b^2 - (a-c)^2]}} \, dc \, db \, da
\]

\[
= 8\pi \int_0^{\infty} b \exp(-\pi b^2) \int_0^{\frac{2b}{2}} \int_{\frac{a}{2}}^{\frac{2b}{2}} \frac{c^2}{\sqrt{[(a+c)^2 - b^2][b^2 - (a-c)^2]}} \, dc \, da \, db.
\]

Both triple integrals can be reduced to double integrals, each involving an incomplete elliptic integral of the third kind, but further simplification does not seem to be feasible.

3. **Appendix 2**

Starting from the joint density for angles in \( T \):

\[
\left\{ \begin{array}{ll}
\frac{2}{\pi^2} & \text{if } 0 < \alpha < \pi, 0 < \beta < \pi \text{ and } \alpha + \beta < \pi, \\
0 & \text{otherwise}
\end{array} \right.
\]
we find the joint density for sides

$$k(a, b) = \begin{cases} 
\frac{2}{\pi^2 a b} & \text{if } |1 - a| < b < 1 + a \text{ and } a > 0, \\
0 & \text{otherwise}
\end{cases}$$

which is true because $c = 1$ and since the natural transformation $(\alpha, \beta) \mapsto (a, b)$ has Jacobian determinant $a b$. Integrating out $b$, the marginal density for $a$ is

$$k_a(a) = \frac{2}{\pi^2} \frac{\ln(1 + a) - \ln|1 - a|}{a}, \quad a > 0.$$ 

Note the singularity at $a = 1$. The density for $z = a/b$ is

$$\int_0^\infty b k(z b, b) db = \int_{\frac{1}{1 + z}}^{\frac{1}{1 - z}} \frac{2}{\pi^2 z} db = \frac{2}{\pi^2} \frac{\ln(1 + z) - \ln|1 - z|}{z}$$

for $z > 0$, which interestingly is the same as that for $a, b$ and $b/a$ as well! Similar general formulas [18] are applicable to $x = \max\{a, b\}$:

$$\int_0^x k(x, b) db + \int_0^x k(a, x) da = \frac{4}{\pi^2} \frac{\ln(x) - \ln|1 - x|}{x}$$

for $x > 1/2$ and $y = \min\{a, b\}$:

$$k_a(y) + k_b(y) - \int_0^y k(y, b) db + \int_0^y k(a, y) da = \begin{cases} 
\frac{4}{\pi^2} \frac{\ln(1 + y) - \ln(1 - y)}{y} & \text{if } 0 < y < 1/2, \\
\frac{4}{\pi^2} \frac{\ln(1 + y) - \ln(y)}{y} & \text{if } y > 1/2.
\end{cases}$$

Our proofs are simpler than those in [6]. We have not examined, however, the complicated density for the area of $T$.

4. Appendix 3
Here, for completeness’ sake, are R simulation output results (histograms in blue) graphed against density expressions found in this paper (curves in red).
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Figure 1: Pinned densities for Poissonian triangle sides and angles.
Figure 2: Pinned densities for Poissonian triangle side ratios.
Figure 3: Staked densities for Poissonian triangle sides and angles.
Figure 4: Anchored densities for Poissonian triangle sides and angles.