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Abstract. As the smartphones are widely used in daily life, people are habituated to take photos in anywhere at anytime. The character photos, which contain both people and landscapes, are the most extensive ones in all kinds of photos. However, it is usually time-consuming and laborious for people to select and manage desired character photos manually. Therefore, automatic photo selection became extremely significant. Most of the existing methods select best character photos by assigning a absolute score or binary label, regardless of the photo’s content. The selected character photos are hence not satisfied. In this paper, we propose an effective automatic framework to select best character photos, which first automatically eliminates photos with unattractive character, then ranks photos and assists users to select the desired ones. Moreover, our framework is especially useful for mobile camera in practical application scenarios. To reduce the burden of photo selection and improve the efficiency of automatic selection from a large number of photos on mobile platform, we divide the photo selection into two stages: eliminating of unattractive photos based on designed efficient and effective features related to faces and human postures, and ranking the remaining photos using a two-stream convolution neural network. To ensure that informative features are selected and less useful ones are suppressed, we design and utilize the attention mechanism module in network. Experiments demonstrate the effectiveness of our method on the automatic selection of the satisfied photos from a large number of photos.
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1 Introduction

To record the good life or other events, people often manually take a series of character photos in daily life. The widely use of mobile cameras enables people to easily take a series of character photos about the same object or scene from different angles in different positions [22]. However, such kind of character photos are usually too many to be easily selected and managed. When people want to select the most visually appealing character photos from the collection to share
on the social media or preserve in albums, it is usually time-consuming and laborious for people to browse the entire set of photos and then select desired ones, delete unwanted ones. Therefore, helping users to automatically select the desired character photos became extremely significant.

Automatically selecting a pleasing photo from a series of character photos is always a challenging problem, as the selection of the best photo is a subjective process. Previous researches on photo selection usually assign a absolute score (e.g., from zero to ten) or a label (e.g., high or low) to each photo by evaluating the quality of the photo based on the feature representation of the characters in the photo [10]. Such methods are independent evaluations for a series of photos, rather than comparative evaluations, which are easy to generate similar scores for similar photos, and difficult to select satisfactory character photos well. Inspired by the knowledge of praxiology, we notice that eliminating the unattractive photos is quite easier than selecting the satisfied ones, as the drawbacks are always conspicuous. Hence, we propose an automatic character photo selection method, which first automatically eliminates photos with unattractive character, then ranks photos and assists users to select the desired ones. Figure 1 displays some illustrations of photo selection results. Specifically, we divide our photo selection approach into two stages. At the first stage, we design a method to eliminate photos, which extracts efficient and effective features related to faces and human postures to gain character’s quality scores in the photo. Based on the evaluation, we then eliminate photos with low-scoring or containing unattractive characters, so as to reduce the number of photos in the subsequent selection process. At the second stage, we utilize the Siamese network architecture [5] based on Resnet50 network [13] to gain a relative ranking of remaining photos. In addition, we notice that people can quickly choose high-value information from a large amount of information when reviewing a photo. The attention mechanism [28] in deep learning is essentially similar to this human visual attention mechanism. Therefore, we introduce the attention module combining the channel attention module and spatial attention module in the Siamese network, to improve the efficiency and accuracy of photo information process.

The main contributions are summarized as follows:

1. This paper proposes an effective automatic framework for selecting best photos from a large set of character photos, which first automatically eliminates photos with unattractive character and then lists higher-ranking photos. The method can assist users to select the desired photos without manual operations.
2. This paper designs a set of efficient features related to faces and human postures for photo elimination stage. The features are proved to be effective in experiments.
3. This paper redesigns a two-stream convolution neural network based on Resnet50 network using the photo pairs as its input. In order to obtain high-value information of salient areas, we introduce the attention
mechanism combining the channel attention module and spatial attention module in our method.

The paper is organized as follows. We introduce related works on feature extraction for person and photo selection in Sect. 2. The details of method are shown in Sect. 3. The details of experiments and analysis are introduced in Sect. 4. Finally concluding remarks are given in Sect. 5.

![Fig. 1. Illustrations of photo selection results. The green boxes represent the best character photo in this series of photos. The numbers in the upper right indicate the ranking of this photo in this series of photos. Marking ‘eliminated’ in the photo means it is eliminated out during the elimination stage.](image)

2 Related Work

2.1 Feature Extraction for Person

In character photos with people as the main subject, people regions are the most attractive regions in photos. Therefore, the information involving people, such as face, body posture, is very important for selecting character photo [3,8,15]. Previous researches mainly extract face-related features to represent the photo quality and then select best photos. Zhu et al. [29] used facial expressions to determine if a portrait photo is attractive, and described a method for providing feedback on portrait to select the most attractive portraits from large video/photo collections. Li et al. [19] focused on the characteristics related the face regions, such as facial blurring, face composition, face closeness, to evaluate photo quality. Newbury et al. [22] extracted nine descriptive features about face orientation, facial emotions, face exposure and blurriness by the face detection function in Google Cloud Vision for distinguishing good and bad quality face photos. Wang et al. [27] designed a set of high-level features about human face, and combine generic aesthetic features to predict the distinction of multiple group photos of diverse human states under the same scene. These methods only
consider the factors of face quality in the photos and ignore the important information of the human postures. Actually, people’s preference are often guided by more complex factors, in addition to face states, there are also people’s posture states, such as the completeness of the human body area and the orientation of the human body [18]. Instead of selecting attractive photos based on quality of people, this paper designed both face and human posture features to evaluate the quality of people in photos, and eliminate photos with unattractive character.

2.2 Photo Selection

Photo selection has drawn the attention of both researchers and developers in recent years [12,16,21]. For example, Datta et al. [9] designed specific hand-crafted features and then made use of Support Vector Machine [24] and Decision Tree [23] to binary classification, and assign good or bad label to each photo. Tong et al. [26] adopt boosting to combine global low-level simple features (blurriness, contrast, colorfulness, and saliency) in order to classify professional photograph and ordinary snapshots. With the improvement of deep learning, convolution neural networks have shown superior performance in image understanding in recent years [11]. The RAPID model by Lu et al. [20] toke the entire photo and some parts of photo as input, and use an AlexNet-like architecture where the last fully-connected layer is set to output 2-dim probability for aesthetic binary classification. Talebi et al. [25] improved the loss function, and predicted the distribution of human opinion scores (from one to ten) using a convolution neural network. Several methods have recently been proposed to prove that selecting the best photo from a set of photos is a comparison-based process. Kong et al. [17] thought it is difficult to learn a common scoring mechanism for various photos, so they proposed to predict relative aesthetic rankings among images with similar visual content based on Siamese network. Chang et al. [7] collected the first large public dataset composed of series photos and established a relative ranking for “better” or “worse” photos from among a series of similar photos.

3 Method

3.1 Proposed Framework

The framework of the proposed automatic photo selection approach is shown in Fig. 2. A large number of series of character photos are used as input. In the photo elimination stage, the area of people in the photo is detected by extracting efficient and effective features related to human face and posture, and the quality of the characters in the photo is estimated. We then eliminate those photos with low quality of character. To gain a relative ranking of photos with high quality of character, we design a two-stream convolution neural network based on Resnet50 network which adopts the attention mechanism and combines the channel attention module and spatial attention module. In the following sections, we will elaborate the proposed method.
3.2 Elimination Stage

**Face Features Extraction.** In character photos with people as the main subject, the human face is the most attractive area [6]. The quality of the face has a dominant impact on the quality of the entire photo. Face quality can be affected by the illumination, blur, occlusion, and completeness of the face area. When people filter photos, they will not only consider the above factors, but also the states of the face in the photo, such as face orientation, closed eyes. If someone closes eyes, someone’s face is occluded or someone is not facing the camera in a photo, we will naturally exclude this photo from the candidates of satisfied character photos.

Therefore, we first detect whether there is a human face in each photo or not, then eliminate those photos without any face in. Subsequently, we extract face-related information of each face per photo from three aspects (Eyes states, Face orientation, Quality metric) respectively.

(1) **Eyes states.** If someone’s eyes are closed in a photo with people, the beauty of that will be greatly decreased. So we consider the left and right eye states (opening or closing) of each person in the photo. We obtain the confidence of left and right eye states of each person, marked as Cl and Cr respectively. Assuming N faces are detected in a character photo, we designed the features f1 and f2 of each face as follows:

\[
 f_1(i) = \begin{cases} 
 0 & \text{if } C_{l_i} < 0.3 \\
 1 & \text{otherwise} 
\end{cases} \quad i \in \{1, \ldots, N\},
\]

\[
 f_2(i) = \begin{cases} 
 0 & \text{if } C_{r_i} < 0.3 \\
 1 & \text{otherwise} 
\end{cases} \quad i \in \{1, 2, \ldots, N\},
\]

where \( C_{l_i}(C_{r_i}) \) indicates that the degree of opening or closing about the left (right) eye of the \( i^{th} \) person in the photo. We empirically set the threshold value...
to 0.3. When the confidence value of left(right) eye state is less than 0.3, it means the left(right) eye is closing, otherwise opening.

(2) Face orientation. If someone in a photo looks at the camera, but the head tilted, the photo is not a high-quality photo and is easily abandoned by people. Therefore, we get the roll, pitch, and yaw angle of each face as $R$, $P$, $Y$, where $R \in [-180, 180]$, $P \in [-90, 90]$, $Y \in [-90, 90]$. The recommended value range of $R$, $P$, $Y$ is from $-45$ to 45 degree. It is considered that people is facing the camera. So we can eliminate only those face which is beyond of this range. The definitions of features $f_3$, $f_4$, $f_5$ of each face are as follows:

$$f_3(i) = \begin{cases} 0 & \text{if } R_i \not\in [-45, 45] \\ 1 & \text{otherwise} \end{cases} \quad i \in \{1, 2, ..., N\} \tag{3}$$

$$f_4(i) = \begin{cases} 0 & \text{if } P_i \not\in [-45, 45] \\ 1 & \text{otherwise} \end{cases} \quad i \in \{1, 2, ..., N\} \tag{4}$$

$$f_5(i) = \begin{cases} 0 & \text{if } Y_i \not\in [-45, 45] \\ 1 & \text{otherwise} \end{cases} \quad i \in \{1, 2, ..., N\} \tag{5}$$

(3) Face Quality metrics. In character photos, the most basic requirements are that the face area in the photo should be well illuminated, complete, clear and unoccluded [1]. Through simple quality metrics, We can easily eliminate photos that do not follow the basic requirements. Hence, we get four features attributes about illumination, occlusion, completeness, blur as $I$, $O$, $C$, $B$. $I$ indicates the illumination level of the face area and its value ranges from 0 to 255. We empirically set the threshold value to 40. When the confidence value of illumination is less than 40, it means the illumination is poor. $O$ represents the degree of occlusion of each face, and the range is from 0 to 1, where 0 means no occlusion, and 1 indicates complete occlusion. The confidence value of occlusion which is greater than 0.8 means severe occlusion. $C$ represents the facial completeness in the photo, where the face area overflowing the image boundary is marked as ‘False’, otherwise ‘True’. $B$ indicates the degree of facial blur and its range is from 0 to 1, where 0 means the clearest face, 1 means the most blurry face. The threshold value is set to 0.7. The definitions of features $f_6$, $f_7$, $f_8$, $f_9$ of each face are as follows:

$$f_6(i) = \begin{cases} 0 & \text{if } I_i < 40 \\ 1 & \text{otherwise} \end{cases} \quad i \in \{1, 2, ..., N\} \tag{6}$$

$$f_7(i) = \begin{cases} 0 & \text{if } O_i > 0.8 \\ 1 & \text{otherwise} \end{cases} \quad i \in \{1, 2, ..., N\} \tag{7}$$

$$f_8(i) = \begin{cases} 0 & \text{if } C_i = 'False' \\ 1 & \text{otherwise} \end{cases} \quad i \in \{1, 2, ..., N\} \tag{8}$$

$$f_9(i) = \begin{cases} 0 & \text{if } B_i > 0.7 \\ 1 & \text{otherwise} \end{cases} \quad i \in \{1, 2, ..., N\} \tag{9}$$
Posture Features Extraction. Figure 3 shows the comparison of photos about different postures, illustrating the importance of extracting posture features. Therefore, we extract three important attributes related to the human body postures, and design features to eliminate photos with unattractive character based on these attributes information.

(1) Normal or abnormal human body. To tell whether the human body in the photo is normal is not to judge non-human creatures such as animals. We need to consider the completeness of people in character photo. A normal human body mainly refers to a human body in the photo with more than one-half of the body exposed, and generally the waist can be seen. An abnormal human body refers to a human body that has been severely cut off in the photo, such as only two heads or only two legs. We obtain ‘is_human’ attribute of each person in each photo. The ‘is_human’ attribute is marked as BH. If the human body in the photo is a abnormal human body, we mark BH as ‘False’, otherwise ‘True’. Assuming M bodies are detected in a character photo, we design the features $f_{10}$ as follows:

$$f_{10}(i) = \begin{cases} 0 & \text{if } BH^i = 'False' \\ 1 & \text{otherwise} \end{cases}, \quad i \in \{1, 2, ..., M\}$$  \hspace{1cm} (10)

(2) Body orientation. Similar to the face orientation attribute, the human body orientation is also a significant factor that we should consider when selecting character photos. For the front-facing and back-facing postures, people usually prefer the former. We obtain body orientation attribute of each person per photo.
and mark it as BO. BO includes three possible values: ‘front’, ‘side’, ‘back’. Therefore, feature f11 is formulated as follow:

\[ f_{11}(i) = \begin{cases} 
0 & \text{if } BO^i = 'back' \\
0.5 & \text{if } BO^i = 'side' \\
1 & \text{if } BO^i = 'front' 
\end{cases} \quad i \in \{1, 2, ..., M\} \quad (11) \]

(3) Body occlusion. When a large human body area appears in the character photo, we certainly hope that this body area is not occluded. We obtain body occlusion attribute of each person as BOC. BOC includes three possibilities of no occlusion, mild occlusion, and severe occlusion. Therefore, feature f12 is formulated as follow:

\[ f_{12}(i) = \begin{cases} 
0 & \text{if } BOC^i = 'severe' \\
0.5 & \text{if } BOC^i = 'mild' \\
1 & \text{if } BOC^i = 'no' 
\end{cases} \quad i \in \{1, 2, ..., M\} \quad (12) \]

Person Quality Estimation. Based on designed features above, they can be formalization as:

\[ F_{k1} = \frac{1}{N} \sum_{i=1}^{N} f_{k1}(i) \quad k1 \in \{1, 2, ..., 9\}, \quad i \in \{1, 2, ..., N\} \quad (13) \]

\[ F_{k2} = \frac{1}{M} \sum_{i=1}^{M} f_{k2}(i) \quad k2 \in \{10, 11, 12\}, \quad i \in \{1, 2, ..., M\} \quad (14) \]

where \( F_{k1}(k1 \in 1, 2, ..., 9) \) represents the eight attributes of all faces in each photo and \( F_{k2}(k2 \in 10, 11, 12) \) represents the three attributes of all bodies in each photo. We concatenate \( F_{k1} \) and \( F_{k2} \) as the 12 features of the person quality in this photo. Then we train a Artificial Neural Network to estimate the quality of detected people per photo. There are 5 hidden fully-connected layers in the network. Every layer uses ReLU activation. The input of the network is the 12 features, and the output layer is a scalar, reflecting the quality of person. Through the quality, we can first eliminate photos with unattractive character.

3.3 Selection Stage

In the previous elimination stage, we only consider the attributes of the person area in the photo. In this section, we will select best character photo according to the high-level semantic information of the entire photo. We explore using deep learning method to achieve automatic character photo selection.
Siamese Network. Automatic selecting the best photo from a set of character photos is a comparison-based process to a large extent [18]. For example, the quality of a particular photo seem low when viewed in an isolated manner, while in a group of photos, the same photo may be the best choice compared to other photos. In contrast to the previous methods that directly assign an absolute score for each photo, we consider to use Siamese network architecture to learn the difference of photo pairs and gain a relative ranking. In Siamese network architecture, two inputs are sent into two identical sub-networks independently, which share the same network parameters in both training and prediction phases. Inspired by [7], we utilized a Siamese network architecture which contains two identical streams of fine-tuned ResNet50 network with shared weight for extracting features. Photo pairs are taken as input.

Attention Module. We have noticed, when people observe a photo, they often firstly notice some important areas of the photo. These areas contain the information that most arouses the user’s interest and best expresses the abundant content of the photo. Humans can use limited attention to quickly select high-value information from a large amount of information. The attention mechanism in deep learning is essentially similar to the human visual attention mechanism. Inspired by [28], we introduce attention mechanism to increase feature representation in Siamese network, which can effectively select important information and suppress less valuable information. The extracted features from the last layer of ResNet50 are respectively fed into a channel attention module and a spatial channel attention module.

1) Channel attention module. The channel attention module is mainly to explore the relationship of feature maps between different channels. The channel attention module simultaneously uses average-pooling and max-pooling functions along the spatial dimension to calculate the context information of each channel, obtaining two channel attention vectors $C_{avg}$ and $C_{max}$ respectively. Then two vectors are fed into a two-layer fully connected network. Finally, the output obtained is the channel attention feature vector, denoted as $F_c$. In brief, the channel attention module is formulated as:

$$F_c = \sigma(W_{fc2}\delta(W_{fc1}(C_{avg} + C_{max})))$$

where $\delta$ denotes the ReLU activation and $\sigma$ denotes the sigmoid function. $W_{fc1}, W_{fc2}$ are the weight parameters of fully connected network.

2) Spatial attention module. The spatial attention module focuses on the spatial relationship between different feature maps, to make the network model focus on the feature spatial position of the feature maps. Similar to the channel attention module, the spatial attention module first uses average-pooling and max-pooling functions along the channel dimension to aggregate the context of each spatial position, yielding two spatial attention maps $S_{avg}$ and $S_{max}$ respectively. Then, two maps are concatenated and input into a 7*7 convolutional layer. Finally, the
output obtained is the spatial attention feature map, denoted as $F_s$. In brief, the spatial attention module is formulated as:

$$F_s = \sigma(Conv[S_{avg}, S_{max}])$$  \hspace{1cm} (16)

The features processing combining channel attention module and spatial attention module is shown in Fig. 4. We concatenate the features of the outputs from the two-stream networks respectively. Then, we calculate their distance and pass the distance to two hidden layers to classify the features of the photo pairs, each of which consists of a linear fully connected layer and a tanh activation layer. In addition, we use cross-entropy loss as the cost function. The final output of the network indicates which of the two input photos is better.

![Diagram of the features processing combining channel attention module and spatial attention module.](image)

**Fig. 4.** Diagram of the features processing combining channel attention module and spatial attention module.

## 4 Experiments and Analysis

### 4.1 Dataset

The data used in this paper is from the photo series collected in [7] for series photo selection. The dataset includes 15,545 photos (5,953 series). The pairwise preference scores on two photos have been manually labeled. If the preference score in a photo pairs is greater than 0.5, it means that the first photo is better than the second one. Out of all 15,143 photo pairs, we sampled 4639 pairs photos with people for training, 585 pairs for validation, and the remaining 500 pairs for testing. In addition, in order to explain the stability and accuracy of our model better, we divided the sample dataset into single-person photos (2759 pairs for training, 361 pairs for validation and 308 pairs for testing) and group photos (1880 pairs for training, 224 pairs for validation and 192 pairs for testing) to evaluate our model. Figure 5 shows some illustrations of the dataset.
4.2 Features Importance Ranking

In elimination stage, we utilize the face detection method in BaiduAI [2], a recognition tool, to detect the presence of faces in each photo, and then combine the face attribute analysis method and human body attribute analysis method from BaiduAI to extract twelve person-related attributes in each photo. We empirically set different threshold values for these attributes and design efficient and effective features related to person.

We used the Random Forest [4] to rank the importance of features. The importance ranking of the top twelve features is shown in Fig. 6. It is observed that the importances of pitch feature and orientation of human body feature are much higher than other features, which indicates that the orientation of face and human body is the dominant feature when eliminating photos with unattractive characters in. The importance of roll, yaw, left and right eyes states, normal human body and facial illumination is also exceeded the average value, which means that these features also play an important role in the photo elimination stage. The reason for the lower ranking of facial blur is that the facial blur features in character photos are related to the resolution of the photo. If the photo is of low resolution, the face is also easily treated as blurred. Based on the above analysis of the features importance, we decide to choose these twelve human-related features in elimination stage.

4.3 Experimental Comparison and Analysis

Accuracy Comparison with Different Methods. We experimentally verified that our method enables achieve better character photo selection. We compared our method with baseline method proposed in [7] for character photo selection. ResNet50 [14] were also introduced as baselines. The performance of different methods were evaluated in terms of classification accuracy on photo
Fig. 6. The importance ranking of the top twelve features pairs. Meanwhile, we perform experiments on single-person dataset and group dataset. Table 1 summarizes the comparison results. From the comparative analysis of Table 1, it is observed that our approach has a higher accuracy rate than the method presented in [7] and [14] on three datasets. In addition, our method with attention mechanism, is significantly better than [7] and [14] without attention mechanism, revealing the importance of applying the attention mechanism to our method.

Table 1. Accuracy comparison results of different methods on three datasets.

| Method        | Accuracy (sample dataset) | Accuracy (single-person) | Accuracy (group) |
|---------------|---------------------------|--------------------------|------------------|
| [7] (Alexnet) | 61.61                     | 62.94                    | 59.71            |
| [14] (Resnet50)| 62.56                     | 64.03                    | 59.44            |
| Ours          | **66.03**                 | **66.67**                | **62.24**        |

Accuracy Comparison with Different Attention Modules. We further perform experiments to compare three different ways of arranging attention modules: Siamese-Channel attention, Siamese-Spatial attention, and Siamese-Channel & Spatial attention (our method). The comparison results are shown in Table 2. On the sample dataset, it can be further observed that the accuracy rate of our method is higher than that of Siamese-channel attention and Siamese-spatial attention. This indicates that the performance of our method is better than other methods with single attention module, which verifies the necessity of effective combination of spatial attention module and channel attention module.
Table 2. Accuracy comparison of using different attention modules on three datasets.

| Method                     | Accuracy (sample dataset) | Accuracy (single-person) | Accuracy (group) |
|----------------------------|----------------------------|----------------------------|------------------|
| Siamese-Channel attention  | 61.16                      | 64.91                      | 58.46            |
| Siamese-Spatial attention  | 63.84                      | 65.79                      | 60.13            |
| Ours                       | **66.03**                  | **66.67**                  | **62.24**        |

Stability Comparison with Different Models. We calculated F1-score to compare the stability of our model and models proposed in [7,14] on the sample data set. F1-score measures comprehensive performance as a harmonic mean value of precision and recall. Figure 7 shows the comparison of the F1-score curves of our method and other baselines on the validation set during the training process. It can be intuitively observed that our method leads to an relative improvement in the performance of the training process. The experimental results further verify the stability and effectiveness of our model.

![F1-score Curve](image)

Fig. 7. F1-score curves on the validation set during training.

5 Conclusion

We have presented a novel method of automatic photo selection in this paper, which is able to automatically list higher-ranking photos and help users to select
the desired ones. Our method first eliminates photos with unattractive character in elimination stage. Then it takes the remaining photos as input and utilizes the Siamese network architecture based on the Resnet50 network to gain the relative ranking of these photos. To improve the efficiency and accuracy of information processing, we have introduced attention mechanism in Siamese network. Experiments show that our method lead to promising results. Moreover, our method is especially useful for the mobile platform in practical application scenarios. In the future, we will further explore more discriminative features to capture the subtle differences between character photos.
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