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**Abstract**

We propose K-TanH, a novel, highly accurate, hardware efficient approximation of popular activation function Tanh for Deep Learning. K-TanH consists of a sequence of parameterized bit/integer operations, such as, masking, shift and add/subtract (no floating point operation needed) where parameters are stored in a very small look-up table. The design of K-TanH is flexible enough to deal with multiple numerical formats, such as, FP32 and BFloat16. High quality approximations to other activation functions, e.g., Swish and GELU, can be derived from K-TanH. We provide RTL design for K-TanH to demonstrate its area/power/performance efficacy. It is more accurate than existing piecewise approximations for Tanh. For example, K-TanH achieves \(\sim 5 \times\) speed up and \(> 6 \times\) reduction in maximum approximation error over software implementation of Hard Tanh. Experimental results for low-precision BFloat16 training of language translation model GNMT on WMT16 data sets with approximate Tanh and Sigmoid obtained via K-TanH achieve similar accuracy and convergence as training with exact Tanh and Sigmoid.

**1 Introduction**

Recent remarkable success of Deep Learning (DL) (LeCun et al., 2015) in various application domains, such as, image classification/segmentation (using Convolutional Networks (Krizhevsky et al., 2012; He et al., 2016)), natural language translation (LSTM (Hochreiter and Schmidhuber, 1997), Transformer (Vaswani et al., 2017), ELMo (Peters et al., 2018), BERT (Devlin et al., 2019), GPT-2 (Radford et al., 2018)), playing games (AlphaGo Zero (Silver et al., 2017)) etc can be attributed to several factors (LeCun, 2019): TFLOPS processors, abundant (labeled) data sets, progress in algorithms, and user-friendly open-source libraries. With the advent of increasingly deeper and larger networks that are focused on achieving higher accuracy, the compute requirement has grown exponentially for last several years. The computation for training state-of-the-art (SOTA) DL models from 2012 (AlexNet) to 2018 (Alpha Go Zero) has been shown to increase 300,000×, where compute is following a doubling period of 3.43 months (Amodei and Hernandez, 2018) (Moore’s Law has an 18-month doubling period). Consequently DL models have become notoriously resource intensive and power hungry. For inference also, a trained model is deployed to make billions of predictions per day, such as, labeling/tagging of images, action recognition in videos, speech recognition, language translation etc, consuming huge amount of power (Facebook makes \(3 \times 10^{14}\) inference a day (LeCun, 2019)). In fact, (Strubell et al., 2019) quantified the energy consumption, financial and environmental cost for training SOTA DL models, especially for NLP tasks, that requires weeks or months of training large networks. For example, training one Transformer model on GPU is equivalent to \(300 \times\) more CO₂ emission for NY ↔ SF air travel per person. (Strubell et al., 2019) concluded emphasizing on development of computationally efficient algorithms and hardware design that requires less energy. Even before such formal studies on energy profile of DL, researchers envisaged such trend and have created active research areas for efficient DL including compact models, low-precision training and/or inference (for data servers and/or embedded systems) and DL specific accelerator (non-sparse and sparse) (Jouppi, 2016; NVIDIA, 2017). (Sze et al., 2017) is a survey on these topics. Recently, (LeCun, 2019) strongly argued in favor of designing DL specific hardware driven by multiple use cases as the demand for such hardware can only grow in future.

Most of the current compute in DL can be implemented as General Matrix Multiply (GEMM) operations, and unsurprisingly the trend of efficient DL research is to optimize the GEMM kernel through software and/or hardware accelerators. Non-GEMM operations are dominated by computation of non-linear functions (activations) which are critical for non-linear representation ability of neural networks as they make neural networks capable of learning/performing complex tasks, such as, image classifications...
and language translations. Popular choices of activations are Tanh and Sigmoid functions for language translations, and ReLU (Nair and Hinton, 2010) for image classifications. Very recently, Swish (Ramachandran et al., 2017) and Gaussian Error Linear Units (GELUs) (Hendrycks and Gimpel, 2018) are shown to achieve higher accuracy than ReLU for image classification and NLP and speech tasks as these non-saturating activations can represent non-linear behavior more accurately than ReLU (Nwankpa et al., 2018). Implementation of Swish and GELU involves calculation of Sigmoid and Tanh. Exact computation of Tanh and Sigmoid (and Swish, GELU etc) are expensive operations as they involve computation of exponential function. With the acceleration of GEMM operations, e.g. low-precision kernels for data centers and extreme low-precision binary/ternary inference on edge devices, the percentage of time spent computing such activations will become more significant. Here we are concerned about efficient approximation of such activations while preserving the intricate non-linear regions in order to perform complex tasks accurately. Tanh and Sigmoid, on real input \( x \), are defined as

\[
\text{Tanh}(x) = \frac{e^{2x} - 1}{e^{2x} + 1} = 1 - \frac{2}{1 + e^{2x}} \in [-1, 1] \quad (1)
\]

\[
\text{Sigmoid}(x) = \frac{1}{1 + e^{-x}} \in [0, 1] \quad (2)
\]

Sigmoid can be derived from Tanh and vice versa as follows:

\[
\begin{align*}
\text{Sigmoid}(x) &= (1 + \text{Tanh}(x/2))/2, \\
\text{Tanh}(x) &= 2 \cdot \text{Sigmoid}(2 \cdot x) - 1.
\end{align*}
\]

Swish function on input \( x \) is defined as

\[
\text{Swish}(x) = x \cdot \text{Sigmoid}(x) = x \cdot (1 + \text{Tanh}(x/2))/2 \quad (5)
\]

Let \( \Phi(x) \) be the standard Gaussian CDF on input \( x \). GELU(\( x \)) = \( x \cdot \Phi(x) \), and can be approximated as

\[
\text{GELU}(x) \approx \frac{x}{\sqrt{2\pi}}(1 + \text{Tanh}(\sqrt{2/\pi}(x + 0.044715x^3))) \quad (6)
\]

Several techniques exist to make these activations computationally efficient. One solution is to use low-precision inputs, e.g. BFloat16 (Kalamkar et al., 2019; Dillon et al., 2017), to such functions in order to achieve high-performance activations at the cost of lower accuracy. Other approaches involve software optimizations through polynomial approximations (Banerjee et al., 2019), such as, padé rational polynomials, piecewise minimax polynomials, and Taylor expansions. The third approach is to use piecewise linear approximations that are amenable to hardware design. Popular such methods are Hard Tanh/Sigmoid, Ultra-fast Tanh/Sigmoid and their variants (Theano, 2017; Abdelouahab et al., 2017). For Hard Tanh/Sigmoid, the function is split into three piecewise linear segments. Hard Tanh is defined as:

\[
\text{Hard Tanh}(x) = \begin{cases} 
-1, & x < -1 \\
\quad x, & -1 \leq x \leq 1 \\
1, & x > 1
\end{cases} \quad (7)
\]

Being the simplest piecewise linear approximation, Hard Tanh is expected to be the fastest, although it incurs significant loss of accuracy as it is a poor approximation to the Tanh curve.

### 1.1 Contributions

We propose a novel algorithm, namely K-TanH (Algorithm 1), to approximate Tanh using only bit/integer operations in order to achieve higher accuracy than existing piecewise linear techniques (details in Section 2). Due to the piecewise nature (determining range of inputs) of the algorithm, it may not be as fast as the fastest approximation Hard Tanh on software. However, we provide Register Transistor Level (RTL) design of K-TanH (details in Section 2) to show that it is amenable to efficient hardware implementation (Figure 1). Also, high quality approximation of other activation functions can be derived efficiently from K-TanH. We summarize our contributions as follows:

- **K-TanH** is a novel, highly accurate algorithm to approximate Tanh function for Deep Learning. It is more accurate than existing piecewise approximations for Tanh.

- **K-TanH** uses a sequence of bit/integer operations to achieve such approximation with no use of floating point...
We provide RTL design for K-TanH to show its hardware efficiency. To the best of our knowledge, we are the first to demonstrate efficacy of such specialized hardware for computation of activations.

Design of K-TanH is flexible and it can be used for multiple data formats, such as single precision FP32 (1, 8, 23) or half precision BFloat16 (1, 8, 7) etc.

High accuracy yet low area/power profile makes K-TanH attractive to deploy in data servers as well as in mobile/embedded devices for both training and inference.

Experimental results for low-precision BFloat16 training of language translation model GNMT (Wu et al., 2016) on WMT16 data sets with approximate Tanh and Sigmoid obtained via K-TanH achieve similar accuracy and convergence as the training with exact Tanh and Sigmoid.

In Section 2, we provide the details of K-TanH algorithm. Experimental results are shown in Section 3.

2 K-TANH: ACCURATE, HARDWARE EFFICIENT APPROXIMATION OF TANH

Deep Learning models are observed to be resistant to small perturbations. For Deep Learning applications, there exist several approximation methods to eliminate the computationally expensive exponentiation of Tanh and Sigmoid. These methods incur various level of loss of accuracy due to approximation. Here we investigate some of them.

2.1 Existing Approximation of Tanh/Sigmoid

2.1.1 Hard Tanh and Hard Sigmoid

For Hard Tanh/Sigmoid, the function is split into three piece-wise linear segments. Hard Sigmoid is defined as:

\[
\text{Hard Sigmoid}(x) = \max(0, \min(1, m \cdot x + c)) \quad (8)
\]

where \(c = 0.5\), and slope \(m = 0.25\).

2.1.2 Hard Tanh Theano

Theano (Theano, 2017) implements Hard Sigmoid with slope \(m = 0.2\) and \(c = 0.5\). This method needs a float multiplication as \(y = m \cdot x + c\). We can derive Hard Tanh from this using 4.

2.1.3 Ultra-fast Tanh

Ultra-fast Tanh/Sigmoid is more refined approximation than Hard Tanh/Sigmoid as it produces five piece-wise linear segments. Ultra-fast Tanh is typically defined as

Ultra Tanh\((x) = \begin{cases} 
\text{sign}(x) \cdot 1, & |x| > T_2 \\
 m_1 \cdot x + \text{sign}(x) \cdot c_1, & T_1 < |x| \leq T_2 \\
x, & |x| < T_1 
\end{cases} \)

2.1.4 APB Tanh (Abdelouahab et al., 2017)

(Abdelouahab et al., 2017) used a variant of Ultra-fast Tanh where \(m_1 = 0.5, c_1 = 0.25, T_1 = 0.5, T_2 = 1.5\). This approximation of Tanh uses floating point comparators to determine the range of inputs and produces output accordingly. Here \(m_1 \cdot x\) might be easy to compute without multiplication.

2.2 K-TanH: Our Algorithm to Approximate Tanh

We propose a novel algorithm for piece-wise non-linear approximation of Tanh function using a sequence of only bit/integer operations, such as, bit-masking, bit-shift, and bit-add/subtract. These operations are parameterized where the parameter values are encoded in small look-up tables (LUT). Also, we need only integer comparators to determine the range of input values. For deep learning, FP32 (1,8,23) and other 16-bit low-precision representations, such as, BFloat16 (1,8,7) (Dillon et al., 2017) and FP16 (1,5,10) are used as data types for GEMM operations where FP32 being the popular accumulator data type. FP32 numbers...
can be quantized to 16-bit formats before sending to lower memory in order to reduce data movement cost. Non-linear transforms can be performed on FP32 or quantized output of previous operation. We propose K-TanH (Algorithm 1) to approximate Tanh for various input formats using bit/integer operations only, eliminating the need for computing exponential function and floating point operations. This can significantly improve area/power profile for K-TanH (see (Dally, Matroid Scaled Machine Learning Conference, 2019) for area/power profile for various operations).

K-TanH is compatible to generic inputs that are represented by (sign, exponent, mantissa) format. We first check the exponent to determine the range of input $x$. In our case, the input magnitude $|x|$ can have four ranges: $|x| < 0.5$, $0.5 < |x| < 1$, $1 < |x| < 2$, and $|x| >= 2$. For $|x| < 0.5$, output $y$ is input $x$, and for $|x| >= 2$, output magnitude is 1 such that $y = sign(x) \cdot 1$. For other inputs, we perform a sequence of parameterized bit operations on mantissa conditioned upon the two most significant bits (MSB) of mantissa. Here is a list of parameters we use.

- **R0**: bit pattern to reset certain mantissa bits
- **S0**: bit pattern to set certain mantissa bits
- **T0**: how many bits of mantissa to shift right
- **B0**: fill-in bits after shift; $B0 \in \{0, 1\}$
- **A0**: bias to be added to mantissa bits

For $1 <= |x| < 2$, we reset and set certain bits of mantissa as specified by parameters $R0$ and $S0$, respectively, followed by right shift determined by parameter $T0$ (fill in bits can be 0 or 1 as stored in $B0$). For $0.5 <= |x| < 1$, we do not need reset and set operations; however, we need to reduce the exponent by 1 (division by 2). The sign of the output remains same as the sign of the input because $Tanh(-x) = -Tanh(x)$. Overall, we need four parameters of the form $(R0,S0,T0,B0,A0)$ and four more of the form $(T0,B0,A0)$ to store in the look-up table. The flow chart of Algorithm 1 is shown in Figure 2. We can use integer comparators to determine the range of inputs followed by a multiplexor for 2 MSBs of mantissa to perform LUT-based bit operations. Our algorithm is amenable to efficient hardware design for approximating Tanh function, especially for Deep Learning applications. In fact, we can use K-TanH in a quantized deep network to significantly improve its power-performance profile.

### 2.2.1 K-TanH for BFloat16 Inputs

We apply Algorithm 1 for BFloat16 inputs (1,8,7) where we choose the parameter values as specified in Table 1. The corresponding approximation quality is shown in Figure 3.

### 2.2.2 K-TanH for FP32 Inputs

For FP32 inputs (1,8,23) in Algorithm 1, we append 16 least significant ones to the parameter $R0$, and 16 least significant zeros to $S0$ and $A0$ of BFloat16 inputs in Table 1. Basically, we ignore the least 16 bits of mantissa while performing bit set/reset. $T0$ and $B0$ parameters are same as those of BFloat16. This way, we can use the same table for multiple input data types. The corresponding approximation quality is shown in Figure 3.

### 2.2.3 RTL Analysis of K-TanH for BFloat16 Inputs

K-TanH module is implemented in RTL to evaluate area, power, and performance. The conditional statements are used to describe different logic paths based on the exponent field of the BFP16 data type. LUT values are hardcoded into the design as they are read-only. The RTL design is compiled with Synopsys Design Compiler and place-and-routed with Cadence Innovus on a commercial 28nm process. The arithmetic logic and small LUT are lightweight, such that the output can be done in one cycle without any pipelining at 500 MHz. The final layout of one K-TanH module has an area overhead of 233 um2 and a power overhead of 0.04 mW at an activity factor of 0.2 (Figure 4).

### 2.3 Comparison: Quality of Approximation

Figure 5 demonstrates the high quality approximation of K-TanH despite being very efficient on hardware. We achieve $> 6 \times$, $4 \times$ and $\sim 2.5 \times$ reduction in maximum approximation error comparing to Hard Tanh, Ultra-Fast Tanh, and APB Tanh, respectively.

### 2.4 Approximation of Activations using K-TanH

#### 2.4.1 Approximating Sigmoid Activations

We can derive approximate Sigmoid from K-TanH

$$\text{Approx-Sigmoid}(x) = \frac{(1 + \text{K-TanH}(x/2))/2}{9}$$

Quality of approximation of Sigmoid is shown in Figure 6 for FP32 and BFloat16 inputs.

#### 2.4.2 Approximating Swish Activations (Ramachandran et al., 2017)

We approximate Swish using K-TanH as

$$\text{Approx-Swish}(x) = x \cdot \left(1 + \frac{\text{K-TanH}(x/2)}{2}\right)$$

Figure 8 demonstrates the quality of approximation of Swish for BFloat16 inputs. We observed similar high-quality approximation for FP32 inputs to K-TanH.
2.4.3 Approximating GELU Activations (Hendrycks and Gimpel, 2018)

K-TanH can be used to approximate GELU.

\[
\text{Apprx-GELU}(x) \approx \frac{x}{2} (1 + \text{Tanh}(\sqrt{\frac{2}{\pi}}(x + c \cdot x^3)))
\]

(11)

where \( c = 0.044715 \). Figure 8 shows the quality of approximation of GELU for BFloat16 inputs. For FP32 inputs also, we noticed similar high-quality approximation.

3 Experiments

We test the accuracy of K-TanH (Algorithm 1) on complex real life problems, such as, language translation. Figure 7 suggests that K-TanH incurs largest error approximating Tanh and Sigmoid. Tanh and Sigmoid both are used as activations in multi-layer recurrent neural networks (RNN) consisting of stack of long short-term memory (LSTM) modules. Therefore, we choose to train such a deep network Google’s Neural Machine Translation (GNMT) on WMT16 data sets: Vietnamese to English (Vi-En) and German to English (De-En).

3.1 Neural Machine Translation

Convergence and accuracy of quantized low-precision BFloat16 training of such power hungry RNN-LSTM models has been shown in (Kalamkar et al., 2019). We further use K-TanH in the BFloat16 training pipeline to approximate Tanh and Sigmoid activations for BFloat16 inputs. We report convergence, bleu score and perplexity score for the training process for both Vi-En and De-En translation.

3.1.1 Vietnamese to English (Vi-En)

We trained a 2-layer LSTM on Vietnamese to English data set for 12K iterations and observe the convergence of the training process. Table 2 suggests comparable best Bleu scores for validation and test sets for exact and approximate activations (Tanh and Sigmoid) for BFloat16 inputs. Figure 9 shows the similar convergence behavior and best Bleu scores for the corresponding training process.
3.1.2 German to English (De-En)

We trained a 4-layer LSTM and an 8-layer LSTM on German to English data set for 50K iterations and 200K iterations, respectively. We observe similar best Bleu scores for exact activations and approximate activations using K-TanH for BFloat16 inputs for both validation and test sets (Tables 3, 4). Figures 10 and 11 show the convergence behavior for the corresponding training process.
Overall, experimental results for low-precision BFloat16 training of language translation models on GNMT data sets with approximate Tanh and Sigmoid obtained via K-Tanh achieve similar accuracy and convergence as the FP32 training with exact Tanh and Sigmoid.

4 CONCLUSION

We focus on computing activations efficiently while maintaining their non-linearity for DL workloads. For this, we propose an efficient hardware design for approximating Tanh (for its ubiquitous presence as activation). Our algorithm K-Tanh requires very little area and power as it uses simple logic elements involving bit/integer operations while preserving the non-linearity of such functions. Low-precision BFloat16 training on GNMT using K-Tanh shows SOTA accuracy and convergence on Vi-En and De-En lan-

| Exact Activation | Approx Activation |
|------------------|-------------------|
| Bleu Valid       | 18.4              |
| Bleu Test        | 20.4              |

Table 2. Vi-En: Best Bleu scores for validation and test data for exact activation and approximate activation using K-Tanh for BFloat16 inputs.

| Exact NonLinear | Approx NonLinear |
|----------------|-----------------|
| Bleu Valid     | 22.7            |
| Bleu Test      | 22.6            |

Table 3. 4-layer De-En: Best Bleu scores for validation and test data for exact activation and approximate activation for BFloat16 inputs.

| Approx NonLinear |
|-----------------|
| Bleu Valid      | 27              |
| Bleu Test       | 27.9            |

Table 4. 8-layer De-En: Best Bleu scores for validation and test set for exact activations and approximate activations for BFloat16 inputs.
Figure 8. Approximation quality of Swish and GELU activations using K-TanH for BFloat16. High quality approximation of K-TanH helps better preserving the intricate non-linearity of Swish and GELU.

guage translation tasks. Accuracy plots for other activations, derived using K-TanH, make us believe in achieving similar results for other DL workloads. The entries of the parameter table in Table 1 are derived empirically. It would be interesting to find optimal parameter values for K-TanH.
**Figure 9.** Vi-En: Perplexity scores and Bleu scores for training 2-layer LSTM with BFloat16 inputs. K-TanH is used to approximate both Tanh and Sigmoid functions. K-TanH shows similar accuracy as exact Tanh and Sigmoid to achieve closely matching Perplexity and Bleu scores.

**Figure 10.** 4-layer De-En: Perplexity scores and Bleu scores for training 4-layer LSTM with BFloat16 inputs. K-TanH is used to approximate both Tanh and Sigmoid functions and these approximations achieve near-identical Perplexity and Bleu scores as the exact Tanh and Sigmoid.

**Figure 11.** 8-layer De-En: Perplexity scores and Bleu scores for training 8-layer LSTM with BFloat16 inputs where K-TanH is used to approximate both Tanh and Sigmoid functions. The results closely match the results shown in Figure 3b in (Kalamkar et al., 2019).
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