A Deep Transfer Learning-based Edge Computing Method for Home Health Monitoring

Abu Sufian  
Department of Computer Science  
University of Gour Banga  
Malda, India  
Email: sufian@ieee.org

Changsheng You  
Department of Electrical and Computer Engineering  
National University of Singapore  
Singapore 117583, Singapore  
eleyouc@nus.edu.sg

Mianxiong Dong  
Department of Sciences and Informatics  
Muroran Institute of Technology  
Hokkaido, Japan  
mx.dong@csse.muroran-it.ac.jp

Abstract—The health-care gets huge stress in a pandemic or epidemic situation. Some diseases such as COVID-19 that causes a pandemic is highly spreadable from an infected person to others. Therefore, providing health services at home for non-critical infected patients with isolation shall assist to mitigate this kind of stress. In addition, this practice is also very useful for monitoring the health-related activities of elders who live at home. The home health monitoring, a continuous monitoring of a patient or elder at home using visual sensors is one such non-intrusive sub-area of health services at home. In this article, we propose a transfer learning-based edge computing method for home health monitoring. Specifically, a pre-trained convolutional neural network-based model can leverage edge devices with a small amount of ground-labeled data and fine-tuning method to train the model. Therefore, on-site computing of visual data captured by RGB, depth, or thermal sensor could be possible in an affordable way. As a result, raw data captured by these types of sensors is not required to be sent outside from home. Therefore, privacy, security, and bandwidth scarcity shall not be issues. Moreover, real-time computing for the above-mentioned purposes shall be possible in an economical way.
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I. INTRODUCTION

In India, only 1.9 millions hospital beds in all kind hospitals are currently available for population around 1.35 billion [1]; that is, only 1.4 beds per 1000 peoples. This situation is also not far better in other countries [2]. In addition, those countries that are comparably on top of that list also may not be able to cope with the challenges arising from a pandemic. Therefore, home health services need to be improved to cope with a pandemic or epidemic such as COVID-19. Moreover, as the parentage of aged people(elders) is increasing steadily [3], so home health services, are also very useful health practice for elders who live at home.

As Artificial Intelligence (AI) is augmenting human capabilities for many human-centred tasks [4], [5], [6]. Therefore, AI could also assist home health services in many ways [7], [8]. Automated patient or elders monitoring (in short we are calling it ‘Home Health Monitoring’) one such non-intrusive and economical sub-area of these services; these sub-area may include activity monitoring, sleep monitoring, respiration monitoring, fall detection, facial expression understanding, speech recognition, hand hygienic practice monitoring, etc. [9]. For these kind of tasks, deep learning (DL) and computer vision (CV) are very effective as studied in [10], [11], [12]. But DL especially for tasks of CV, required GPU-enabled computing devices [13], which may not be available for every household. To address this issue, one approach is to leverage cloud computing[14] technique, where data needs to be sent to a remote cloud server for processing outside from home. But in this case, privacy, security and bandwidth scarcity are big issues and real-time computing may not be possible [15]. These disincentives motivate to use the new technology of Edge Computing (EC) [16]. EC could be used to compute data of home health monitoring inside the home or house. However, some challenges also exists as edge devices(ED) are generally small and have low computing capabilities [17]. In addition, the DL-based model usually takes a large amount of data which is also a big challenge for health sectors [18].

In this article, we propose a deep transfer learning-based edge computing method for home health monitoring (TL-EC-HM). Here, we consider a transfer learning approach, where a pre-trained Convolutional Neural Network (CNN [19])-based model which is trained with its available dataset, may use in ED with fine-tuning using a small amount of ground labeled dataset. In this way, it would take much less computing resources and the required on-site visual computing shall be possible at an ED. Therefore, mitigation of the above-mentioned challenges shall be possible. A possible working scenario of TL-EC-HM is depicted in Fig. 1, where how a caregiver center, cloud server, ED, and IoT device(sensor) are connected to each other to form a system is shown. The highlights of this article are listed as below:

- We provide a study on health and activity monitoring for patient as well as elders at their home for mitigating health crisis.
- We propose a method (TL-EC-HM) based on DTL and EC for home health monitoring.
- We analyze the proposed privacy-preserving TL-EC-HM for on-site visual computing.
- We provide some future research directions.

The rest of this article is organized as follows: In Sec. II, recent
related works are mentioned. Discussion of the proposed method is in Sec. III. An analysis of the TL-EC-HM is in Sec. IV whereas future scopes of the method are given in Sec. V. Finally, conclusions of the article are provided in Sec. VI.

II. RECENT RELATED WORKS

As we are proposing a new method for home health monitoring [20], so existing related studies are few. However, many sensor based activity recognition approaches [21] may exploit for these purposes. Some of those recent works that are related to the objective of our work are reported below:

In a study [11], Z. Luo et al. applied DL and CV to analyze activities of seniors for health monitoring. In that non-instructive approach, they suggest automated analytical inference of activities of daily living, such as sleeping, walking, sitting, standing, etc. In their pilot study, they used depth and thermal sensors for preserving privacy of seniors. In another works, E. Chou et al. proposed an action recognition study with low resolution depth images [22]. Here, they downsampled depth images to preserve privacy for two healthcare surveillance scenarios, those are hand-hygience compliance and ICU activity. They applied a privately trained skip connected CNN model to enhance the inference from image frames. In a related study [23], F. Deng et al. proposed a non-contact sleep monitoring system using infrared and motion sensor. Their combined infrared video frames captured by five infrared cameras installed with different orientation. After that they applied a machine learning techniques to get inference to classifying respiration, head posture and body posture. In a study [24], D. Xue et al. proposed vision based senior care using gait analysis at home for similar purposes.

In a study [25], J. Pfarr et al. proposed an avatar based patient monitoring. In their peripheral vision-based monitoring system assist respective caregiver centre by sending information if any anomalies is detected. In another study [26], D. Ahmedt-Aristizabal et al. proposed a vision-based analysis of seizure disorders through understanding patients' behaviour. The authors proposed two marker free DL models, one is landmark-based and the other one is region-based for their work comparison. On the other hand, E. Dolatabadi proposed a feasibility study [27] on a vision-based sensor for longitudinal monitoring of mobility in the elders with dementia. They used vision based sensor pose tracking sensors for analysis of gait over time for spatio temporal measures dementia of the elders.

L. A. Zavala-Mondragon et al. proposed CNN-SkelPose [28], which is a CNN-based skeleton model estimation method for clinical applications. Here, the authors used depth images for skeleton estimation for patient monitoring. In a study [29], S. Yeung et al. proposed a CV and DL-based detection of patient mobilization activities in an ICU. They collected privacy-safe a depth video dataset from a hospital containing the activities such as moving patients into and out of a bed or chair. Here, the authors used state-of-the-art DL model to quantify the activities. Y. J. Park et al. proposed Deep-cARe [30], a projection-based augmented reality (PAR) with DL for elders care at home. They used bidirectional PAR and DL to get contextual awareness of pose estimation, face recognition and object detection for elders at home. In another study [31], K. Kim et.al proposed a vision based human activity recognition system using depth silhouettes for monitoring the elderly resident in a smart home. In their depth sensor-video-based system, it utilizes skeleton joints features from data, and that recognize activities of the elders at home. They used depth map to track human silhouettes and body joints information before feeding it into a hidden Markov model to recognize human activities.

M. Buzzelli et al. proposed a CV-based monitoring dataset and model for the elder at home [32]. Here, they created a dataset (called it ALMOND) and proposed a DL-based model with three baseline accuracies for three different task, namely basic poses, on alerting situations, and daily life actions. In another study [33], C. Khraief et al. proposed a multi-stream deep convolutional networks for fall detection. They created a CNN architecture with four separate CNN streams, one for each modality of RGB-D camera images. In their model, first modality is used for illumination variations, second one for human shape variations, and last two for more discriminate information of motion. Weighted score of each modality are fusion to get system performance.

The above mentioned works have been contributed largely but they focus only CV, DL, and dataset. None of the works focused these techniques with EC for on-site visual computing. Specifically, no work found that used DTL in ED for home health monitoring.

III. METHODS OF TL-EC-HM

The proposed TL-EC-HM is works with association of some technical components such as sensor, EC, and DTL. These are directly relevant to this work, therefore these are first briefly mentioned, then the propose pipeline is discussed.
A. Type of Sensor May Used

In order to do home health monitoring, mainly five type of sensors, i.e., RGB, Depth, Thermal(Inferred), Sound, and Wearable sensors may be used. As our proposed TL-EC-HM focuses on non-intrusive vision-based monitoring, so we pay attention to compute spatial data captured by these three types of sensors that are visual in nature. Among these three types of sensors, RGB could give more details. On the other hand, depth and thermal sensors may be used for hiding privacy with comparably less details. As we are proposing an EC strategy, privacy is not a big issue compared to fully cloud computing-based strategies. In addition, we can use multimodal images captured by multiple sensors. A multimodal combination could also be made by depth, thermal, and other ambient sensors in order to acquire the strengths of each sensor.

B. Edge Computing(EC)

Computing is the necessary functionalities to make desired inference from the data sensed by sensors. As mentioned, EDs that are embedded with sensors have very limited computing capabilities, so, cloud or sometimes fog computing may be used. But in both cases, data needs to be sent outside of the home, so, privacy, security, latency, etc. become a huge problem and that leads towards the edge computing [16].

EC, a computing technique where computation performs at or near the devices, has made them useful. EC shall be more powerful when benefit of DL could adopted in edges [34], [35], [36]. But here computational load and dependency of large amount of labeled data to train a DL model are more challenging. Therefore, transfer learning or few shot learning [37] are very useful in EC.

C. Deep Transfer Learning(DTL)

Modern AI technologies largely depend on DL [38]. To train a DL model from scratch, it requires a massive amount of training data whereas medical data is not easily available [39]. Moreover, the DL-based model usually requires large computing power such as GPU-enabled high resource consumption machine which is a big challenge for EC [35]. On the other hand, DTL is a technique which uses features of an already trained DL model to solve new task with required fine-tuning [40]. DTL significantly reduces the requirement for training data and computing resources for a target domain-specific task.

Therefore, DTL, that is DL-based Transfer Learning technique is used to overcome these challenges. Here, a DL-based model is trained on another large available dataset of related domain at cloud server or GPU-enabled machine for feature extraction. After that, the pre-trained model is used at edges with fine-tuning with some actual ground labeled data of monitoring task. Therefore, DTL makes ED more intelligent in an affordable way to assist for mitigating health crisis [41] through home health monitoring.

D. Pipeline of TL-EC-HM

As mentioned, ED has very limited computing capabilities. Thus, our proposed TL-EC-HM gets assistance of a cloud server. Here, a suitable CNN-based activity recognition model is trained in a GPU-enabled cloud server with available dataset. Then the pre-trained model is sent to EDs that are installed in home. An ED captured image or video streams use one or more visual sensors as mentioned in Sec. III-A. In the EDs, a small amount of ground labeled-data is created for fine-tuning the pre-trained model. After completion of fine-tuning, the ED is ready to perform EC on continuous sense data capture by installed sensor(s) for home health monitoring. Here, EDs recognize activities with help that pre-trained CNN classifier, and this inference is forwarded to caregiver centre as well as to cloud server. The associate caregiver center takes appropriate actions based on current inference forwarded by ED and information that are stored in a cloud storage. The proposed pipeline is graphically shown in Fig. 2. There are four major parts of the methods those are discussed below.

1) Training CNN: As mentioned, an activity recognition CNN needs to be trained using a suitable targeted task related dataset in a cloud server or high computing machine. A cloud server that has capabilities to run an activity recognizing CNN with GPU, energy and other required resources has been considered in this method.

Let’s suppose a C-multi-way classification task with a available training dataset:

\[ \text{dataTrain} = \{(x_i, y_i) : i = 1 \text{ to } N\} \]

where \( x_i \) is a i-th video frame of an activity recognizing video data, \( y_i \) is an integer in \([1, C]\) represent activities as the class label, and \( N \) is the number of frames. The video could be RGB or thermal or depth, or even a multimodal combination depth and thermal for extra privacy. Here, the objective is to train the required CNN with a hypothesis \( h \) in (1), so that it can predict the exact pair \( y_i \) of frame \( x_i \) from test set:

\[ \text{dataTest} = \{(x_i, y_i) : i = 1 \text{ to } N'\} \]

where \( N' \) is the number of test frames in test video.

\[
h = \arg \min \frac{1}{N'} \sum_{(x_i, y_i) \in \text{dataTest}} \text{Error}(\text{Loss}(\hat{y}_i, y_i))
\] (1)

Here, \( \hat{y}_i \) denotes the predicted value of input \( x_i \) and \( \text{loss} \) is the softmax cross entropy loss as (2).

\[
\text{Loss}(\hat{y}_i, y_i) = - \sum_{j=1}^{C} y_{i=j} \log \hat{y}_{j,i}
\] (2)

where \( \hat{y}_{j,i} \) denotes the output probability for class \( j \) on input \( x_i \) and it is obtained by the softmax function in (3)

\[
\hat{y}_{j,i} = \frac{e^{\hat{y}_{j,i}}}{\sum_{j=1}^{C} e^{\hat{y}_{j,i}}}
\] (3)

After that, the trained CNN is pushed to the ED which is installed in a home or house.
2) Fine-tuning of a Pre-trained CNN: This is the first computing step at ED. First, a small amount (n number for training and \( n' \) for testing) of real data captured by deployed sensors with ground truth label is created for train and test as:

\[
data_{Train}^t = \{(x_i^t, y_i^t) : i = 1 \text{ to } n\}
data_{Test}^t = \{(x_i^t, y_i^t) : i = 1 \text{ to } n'\}
\]

Then the trained CNN is fine-tuned using this dataset to make the ED ready to perform required EC. Here also set of activities are selected from 1 to \( C' \). The same set of operations as mentioned in (1), (2) and (3) are performed for fine-tuning of last few layers (depending on task and ED) of the trained CNN-based model. After this steps, EDs shall be ready to recognized action on frame stream of running video.

3) Running Activity Recognizing: After preparing the CNN-based activity recognizing model, the overlapping frames are extracted window-wise from running video stream. Each window passes through the CNN to get window level probability score. Then it averages to get frame level score. Suppose a window size is \([t_1 \text{ to } t_2]\) and if \( K \) overlapping frames are taken, then frame level probability score is calculated by (4).

\[
\hat{y}_{i}^t = \frac{1}{K} \sum_{j \in K} \hat{y}_j
\]

where \( \hat{y}_{i}^t \) and \( \hat{y}_j \) are probability scores of mean and each frame of the window \([t_1, t_2]\).

This frame-level probability that is softmax score is used to recognized frame level running activities. These are used to calculate the frame-level mean average precision for judgment and drawn inference. Then from ED it forwarded to caregivers center and cloud server for taking appropriate action and storing respectively.

4) Taking Actions: Caregiver center receives categorical inference from EDs. The categories may be serious alert, required some service, etc. Based on these categories, caregiver center takes appropriate action. The actions could be service related, could be consultant with doctors, etc. The requirement caregiver may get stored information from cloud storage for long term assessment of the patient or the elder.

Important point is that, with this method, only inferences (not raw data) go outside from home, this adds extra protection of privacy which will motivate the patient or elder to use home health monitoring services.

IV. AN ANALYSIS OF PROPOSED TL-EC-HM

The objective of this analysis to show the feasibility of the propose method. This gives an estimate on how only a few
parameters are only required to trained for fine-tuning for the purpose if DTL technique used. In this TL-EC-HM, we have taken the CNN shown in Fig. 3 to reuse a pre-trained CNN with required fine-tuning. We can train the above mentioned CNN model with a suitable dataset at a cloud server using high computing resources, and then push the trained model into an ED which is installed at a home. In the ED, fine-tune the last few layers of the CNN with a ground-labeled training data using a DTL technique. This training process in ED includes the aligning of output classes to required classes (in Fig. 3 it three), and making some front layers to be frozen except the last few layers. The number of freezing layers will depend on the trade-off between the accuracy and computing power of EDs. Fig. 4 shows the total number of parameters training in cloud server as well as in ED in three different observing cases:

- **Case 1:** The total number of parameters of the CNN in Fig. 3 is 1223373 that are trained in cloud server (typical cloud computing).
- **Case 2:** Block-1 to block-4 of the CNN 3 are frozen (Our first DTL-based EC observation).
- **Case 3:** Block-1 to block-4 as well as the first $\text{BatchNorm} \rightarrow \text{ReLU} \rightarrow \text{Conv2d}(3 \times 3)$ layers of block-5 are frozen (Our second DTL-based EC observation).

![Fig. 4: The number of parameters sharing for training.](image)

Through our proposed method, training of parameters could be done by Case-2 or Case-3, for that parameters sharing is shown graphically in Fig. 4. Here, Case-1 shows that entire parameters need to be trained at the cloud server as cloud computing if DTL is not used. On the other hand, one could attempt to train all parameters in the ED which is not feasible for a low-resources-based ED as discussed. For Case-2, 497000 out of 1223373 parameters are needed to fine-tuned. For Case-3, only 264369 parameters out of 1223373 are needed to fine-tuned, that is here only around 21%. Therefore, the Case-3 is quite feasible for a tiny ED to run EC.

This discussion gives an estimated idea that how the proposed TL-EC-HM needs less number of parameters to train (fine-tuning) a CNN-based model. That is, an entire CNN-based model may not be possible to run in EDs whereas TL-EC-HM based methods can work.

V. FUTURE SCOPES

The proposed method has large scopes of applicability with further investigation. A pilot study by this method including dataset creation, system setup, and data analytics is felt immediate next phase of the study.

The main required components of this method are: A CNN-based action recognition model, a suitable available dataset for training the model, a small set of ground labeled dataset for fine-tuning, and instruments including IoT based visual sensors-enabled ED, cloud server, caregiver centre, home space, etc. Using this setup, a pilot study shall be carried out. Before pilot study, one may choose a simulation study. Moreover, this visual sensor based monitoring could also merge with other ambient sensors to add more features in this home health monitoring.

VI. CONCLUSION

To mitigate the health crises in a pandemic or to take care elders in an affordable way, home health monitoring would be very beneficial. In this article, we have proposed a computer vision-based method where a deep transfer learning is used in edge devices as edge computing. In this approach, the raw visual data continuously capture by visual sensor(s) is not required to be sent outside of home. Therefore, privacy, data security as well as latency are not big issues.
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