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Abstract

The paper classifies algebraic transformations of Gauss hypergeometric functions with the local exponent differences \(1/2, 1/4, 1/4\), \((1/2, 1/3, 1/6)\) and \((1/3, 1/3, 1/3)\). These form a special class of algebraic transformations of Gauss hypergeometric functions, of arbitrary high degree. The Gauss hypergeometric functions can be identified as elliptic integrals on the genus 1 curves \(y = x^3 - x\) or \(y = x^3 - 1\). Especially interesting are algebraic transformations of the hypergeometric functions into themselves; these transformations come from isogenies of the respective elliptic curves.

1 Introduction

Well-known quadratic transformations of Gauss hypergeometric functions were supplemented by Goursat [Gou81] with transformations of degree 3, 4 and 6. It was widely assumed that there are no other algebraic transformations, except between algebraic hypergeometric functions; see [Erd53, Section 2.1.5] for example. However, this assumption is wrong, as noticed in [Vid04] and [AK03]. All possible algebraic transformations coming from pull-back transformations of their second order Fuchsian differential equations are reviewed in [Vid04]. Particularly interesting cases are transformations of Gauss hypergeometric functions with the local exponent differences \((1/k, 1/\ell, 1/m)\) such that \(k, \ell, m\) are positive integers. If \(1/k + 1/\ell + 1/m > 1\), the transformed hypergeometric functions are algebraic. By Klein’s theorem, any algebraic Gauss hypergeometric function is a pull-back transformation of a standard Gauss hypergeometric function with the local exponent differences satisfying \(1/k + 1/\ell + 1/m > 1\); computation of these transformations is thoroughly considered in [Vid08]. There is a finite list of transformations for Gauss hypergeometric functions with the local exponent differences satisfying \(1/k + 1/\ell + 1/m < 1\), of degree up to 24; see [Vid05].

This paper considers transformations of Gauss hypergeometric functions with the local exponent differences \((1/k, 1/\ell, 1/m)\) satisfying \(1/k + 1/\ell + 1/m = 1\), where \(k, \ell, m\) are positive integers. Up to permutations, there are three such triples of local exponent differences: \((1/2, 1/4, 1/4)\), \((1/2, 1/3, 1/6)\), and \((1/3, 1/3, 1/3)\). Euler’s hypergeometric equations with these local exponent differences have trivial solutions. The degenerate structure of the 24 Kummer’s solutions is explained in Appendix Section 6.
We particularly consider the following hypergeometric functions and their integral representations:

\[
2F1\left(\begin{array}{c}1/2, 1/4 \\ 5/4 \end{array} \bigg| \frac{z}{4}ight) = \frac{z^{-1/4}}{4} \int_0^z t^{-3/4} (1-t)^{-1/2} \, dt, \tag{1}
\]

\[
2F1\left(\begin{array}{c}1/2, 1/6 \\ 7/6 \end{array} \bigg| \frac{z}{6}\right) = \frac{z^{-1/6}}{6} \int_0^z t^{-5/6} (1-t)^{-1/2} \, dt, \tag{2}
\]

\[
2F1\left(\begin{array}{c}1/3, 2/3 \\ 4/3 \end{array} \bigg| \frac{z}{3}\right) = \frac{z^{-1/3}}{3} \int_0^z t^{-2/3} (1-t)^{-2/3} \, dt. \tag{3}
\]

The local exponent differences of these Gauss hypergeometric functions are, respectively, 
\((1/2, 1/4, 1/4), (1/2, 1/3, 1/6), \) and \((1/3, 1/3, 1/3)\). The paths of integration should lie in a sector that contains \(z\), and the branch of fractional power of \(t\) should correspond to the branch of the fractional power of \(z\) outside the integral. Expressions and transformations for other hypergeometric functions with the same local exponent differences follow from connection formulas in Appendix Section 6.

As we shall see, the three integrals above are elliptic integrals, as algebraic relations between the integrands and the variable \(t\) define curves of genus 1. The first integral is defined on the curve isomorphic to \(y^2 = x^3 - x\). The other two integrals are easily transformed to elliptic integrals on the isomorphic curves \(y^2 = x^3 - 1\) and \(X^3 + Y^3 = 1\), respectively.

A general algebraic transformation of Gauss hypergeometric functions is an identity of the form

\[
2F1\left(\begin{array}{c}\tilde{A}, \tilde{B} \\ \tilde{C} \end{array} \bigg| x\right) = \theta(x) 2F1\left(\begin{array}{c}A, B \\ C \end{array} \bigg| \varphi(x)\right), \tag{4}
\]

where \(\varphi(x)\) is a rational function of \(x\), and \(\theta(x)\) is a radical function, i.e., product of some powers of rational functions. By the general classification scheme of algebraic transformations in [Vid04], algebraic transformations of the functions in (1)–(3) should satisfy the following properties:

- The covering can ramify only above the three singularities of the differential equation under the corresponding pull-back transformation.
- There should be precisely \(d + 2\) distinct points above the three singularities of the original equation (by Hurwitz formula).
- There should be precisely 3 singular points (of the transformed equation) above the three singularities of the original equation.
- The positive local exponent differences of the transformed equation should sum up to 1 as well. This follows from the degree formula [Vid04 (13)].

The possible ramification patterns are shown in Table 1. In the last column, multiplicative terms give a ramification order after the \(*\) sign, and the number of points with that ramification order in front; the \(=\) signs separate ramification orders in the three fibers.
degree (1/k, 1/ℓ, 1/m) above degree $d$ ramification above the regular singular points

| Local exponent differences | 4n   | 2n+2 = n+4 = (n-1)*4 + 2 + 1 + 1 |
|---------------------------|------|----------------------------------|
| (1/2, 1/4, 1/4)          | 4n+1 | 2n+2 + 1 = n+4 + 1 = n+4 + 1    |
| (1/2, 1/4, 1/4)          | 4n+2 | (2n+1)*2 = n+4 + 2 = n+4 + 1 + 1 |
| (1/2, 1/3, 1/6)          | 6n   | 3n+2 = 2n+3 = (n-1)*6 + 3 + 2 + 1 |
| (1/2, 1/3, 1/6)          | 6n+1 | 3n+2 + 1 = 2n+3 + 1 = n+6 + 1   |
| (1/2, 1/3, 1/6)          | 6n+3 | (3n+1)*2+1 = (2n+1)*3 = n+6+2+1  |
| (1/2, 1/3, 1/6)          | 6n+4 | (3n+2)*2 = (2n+1)*3+1 = n+6+3+1  |
| (1/2, 1/3, 1/6)          | 6n   | 3n+2 = 2n+3 = (n-1)*6 + 2 + 2 + 2 |
| (1/2, 1/3, 1/6)          | 6n   | 3n+2 = (2n-1)*3+1 + 1 + 1 = n+6  |
| (1/2, 1/3, 1/6)          | 6n+2 | (3n+1)*2 = 2n+3 + 1 + 1 = n+6 + 2 |
| (1/2, 1/3, 1/6)          | 6n+4 | (3n+2)*2 = (2n+1)*3+1 = n+6+2+2  |
| (1/2, 1/3, 1/6)          | 6n   | 3n+2 = 2n+3 = (n-1)*6 + 4 + 1 + 1 |
| (1/2, 1/3, 1/6)          | 6n+2 | (3n+1)*2 = 2n+3 + 2 = n+6 + 1 + 1 |
| (1/3, 1/3, 1/3)          | 3n   | n+3 = n+3 = (n-1)*3 + 1 + 1 + 1  |
| (1/3, 1/3, 1/3)          | 3n+1 | n+3+1 = n+3+1 = n+3+1            |

Table 1: Transformations of hypergeometric elliptic integrals

Most of the entries in Table 1 represent transformations of hypergeometric equations with the local exponent differences (1/k, 1/ℓ, 1/m) to themselves. Consequently, the hypergeometric functions in (1)–(3) can be transformed to themselves, giving formulas (1) with the same arguments $A, B, C$ on both sides. The main result of this paper is that these algebraic transformations are induced by isogeny endomorphisms of the respective elliptic curves. This proposition was immediately suggested by Frits Beukers in a private correspondence [Beu00]. The integrands in (1)–(3) are holomorphic differentials on the respective elliptic curves; an isogeny transforms it to a holomorphic differential again, necessarily proportional to the original one. This gives a transformation of the hypergeometric function into itself.

Transformations from the local exponent differences (1/2, 1/3, 1/6) to (1/3, 1/3, 1/3) or (2/3, 1/6, 1/6) turn out to be compositions of fixed quadratic transformations and the mentioned isogeny transformations. This is considered in Section 5. A particular implication is that there are no pull-back transformations from (1/2, 1/3, 1/6) to (1/3, 1/3, 1/3) of degree $6n + 4$, as there are no isogeny transformations of degree $3n + 2$ for either of the two hypergeometric equations. A Gauss hypergeometric function with the local exponent differences (2/3, 1/6, 1/6) is a hyperelliptic integral on a genus 2 curve isomorphic to $Y^2 = X^6 + 1$.

Except in Section 5 by an isogeny we mean an isogeny endomorphism on an elliptic curve. Recall that an isogeny is an algebraic map between elliptic curves that respects the addition law on them. Isogeny endomorphisms on an elliptic curve form a ring; addition of isogenies is given by the addition law on the elliptic curve, while multiplication of isogenies is their composition.
2 Elliptic integrals on the curve $y^2 = x^3 - x$

Let $E_1$ denote the genus 1 curve defined by the equation $y^2 = x^3 - x$. We consider $E_1$ as an elliptic curve in the usual way — by specifying the point at infinity as the origin of $E_1$ as an additive group.

Let $f_4 = t^{-3/4} (1 - t)^{-1/2}$ denote the integrand function in (1). The algebraic curve with the function field $\mathbb{C}(t, f_4)$ is isomorphic to $E_1$ by the isomorphisms $(t, f_4) = (x^{-2}, x^3 y^{-1})$ and $x = f_4^2 t (1 - t)$. Therefore $E_1$ is an elliptic integral on $E_1$. By substituting $t = x^{-2}$ in the integral $\int_{1/\sqrt{2}}^{\infty} dx / \sqrt{x^3 - x}$. The most convenient path of integration is the constant phase path along the ray from $1/\sqrt{2}$ to the infinity.

In the next two theorems we show that transformations of the hypergeometric function in (5) into itself correspond to isogeny endomorphisms on $E_1$. As $E_1$ has complex multiplication by $i$, the ring of isogenies on $E_1$ is isomorphic to the ring $\mathbb{Z}[i]$ of Gaussian integers; see [Sil95]. We identify $i \in \mathbb{Z}[i]$ with the automorphism $(x, y) \mapsto (-x, iy)$. For $a + bi \in \mathbb{Z}[i]$, let $\phi(a+bi) = (\varphi_a + bi, \psi_{a+bi})$ denote the corresponding isogeny; its degree is equal to the norm $a^2 + b^2$ of $a + bi$. Here are a few isogenies on $E_1$:

$$
\phi_{1+i} : \quad (x, y) \mapsto \left(\frac{x^2 - 1}{2ix}, \frac{y(x^2 + 1)}{2(i - 1)x^2}\right),
$$

$$
\phi_2 : \quad (x, y) \mapsto \left(\frac{x^2 + 1}{4x(x^2 - 1)}, \frac{y(x^2 + 1)(x^4 - 6x^2 + 1)}{8xy(x^2 - 1)}\right),
$$

$$
\phi_{1+2i} : \quad (x, y) \mapsto \left(\frac{x(x^2 - 1 - 2i)^2}{(1+2i)x^2-1)^2}, \frac{y(x^4 + 2(2+8i)x^2+1)(x^2-1-2i)}{(1+2i)x^2-1)^3}\right).
$$

Theorem 2.1 Suppose that $\phi : E_1 \rightarrow E_1$ is a non-zero isogeny on $E_1$, of degree $d$. The isogeny transforms the $x$-coordinate as $x \mapsto x \mu(x^2)$, where $\mu(s$) is a rational function with a finite non-zero limit $\mu_0 = \lim_{s \rightarrow \infty} \mu(s)$. We have the identity

$$
2F1\left(\frac{1}{2}, \frac{1}{4} \mid \frac{z}{\mu(1/z)^2}\right) = \left(\frac{\mu(1/z)}{\mu_0}\right)^{-1/2} 2F1\left(\frac{1}{2}, \frac{1}{4} \mid \frac{z}{\mu(1/z)^2}\right).
$$

The degree of the rational function $z/\mu(1/z)^2$ is equal to $d$.

Proof. Let $\varphi(x) = \varphi(x, y)$ and $\psi(x) = \psi(x, y)$ denote, respectively, the $x, y$ components of the isogeny $\phi$, so that $\phi(x, y) = (\varphi(x, y), \psi(x, y))$.

The integrand in (5) is a holomorphic differential 1-form on $E_1$. The substitution $x \mapsto \varphi(x, y)$ into the integral in (5) must be an integral of a holomorphic differential 1-form on $E_1$ again. Since the linear space of holomorphic differentials on an elliptic curve is one-dimensional, the transformed differential form must be proportional to $dx/\sqrt{x^3 - x}$. Moreover, the upper integration bound does not change, because isogenies fix the point
at infinity. The lower integration bound is transformed as \( z \mapsto \varphi(1/\sqrt{z})^{-2} \). Once we show that \( \varphi(x) = x \mu(x^2) \) as stated in theorem, transformation (1) follows; the power factor must evaluate to 1 at \( z = 0 \).

The addition law on \( E_1 \) gives addition of isogenies. For \( u, v \in \mathbb{Z}[i] \) we have:

\[
\varphi_{u+v} = \lambda^2 - \varphi_u - \varphi_v, \quad \psi_{u+v} = -\psi_u - \lambda (\varphi_{u+v} - \varphi_u)
\]

where

\[
\lambda = \frac{\psi_u - \psi_v}{\varphi_u - \varphi_v} \quad \text{or} \quad \lambda = \frac{\varphi_u^2 + \varphi_u \varphi_v + \varphi_v^2 - 1}{\psi_u + \psi_v}. \tag{11}
\]

By induction on the norm \( |u| \) we conclude that any isogeny \( \phi_u \) can be written in the form \( (x \mu(x^2), y \nu(x^2)) \), where \( \mu(s), \nu(s) \) are rational functions satisfying \( \lim_{s \to -\infty} \mu(s) = 1/u^2 \) and \( \lim_{s \to \infty} \nu(s) = 1/u^3 \). Transformation (9) follows.

For the last statement, note that the point \((x, y) = (0, 0)\) is in the kernel of all isogenies \( \phi_u \) with even \( d = |u| \); hence \( s = 0 \) is a pole of \( \mu(s) \) when \( d \) is even. The degree of the rational function \( \varphi(x) = x \mu(x^2) \) is \( d \), and the degree of \( \mu(s) \) is equal to \( |d/2| \) for both even and odd \( d \). The factor \( z \) in \( z/\mu(1/z)^2 \) simplifies in the same way, exactly when \( d \) is even. \( \square \)

Here are the transformations induced by isogenies (6)-(8):

\[
\begin{array}{rcl}
2F_1 \left( \begin{array}{c} 1/2, 1/4 \\ 5/4 \end{array} \right) & = & 1/\sqrt{1-z} 2F_1 \left( \begin{array}{c} 1/2, 1/4 \\ 5/4 \end{array} \right) - \frac{4z}{(z-1)^2}, \\
2F_1 \left( \begin{array}{c} 1/2, 1/4 \\ 5/4 \end{array} \right) & = & \frac{\sqrt{1-z}}{1+z} 2F_1 \left( \begin{array}{c} 1/2, 1/4 \\ 5/4 \end{array} \right) \frac{16z(z-1)^2}{(z+1)^4}, \\
2F_1 \left( \begin{array}{c} 1/2, 1/4 \\ 5/4 \end{array} \right) & = & \frac{1-z/(1+2i)}{1-(1+2i)z} 2F_1 \left( \begin{array}{c} 1/2, 1/4 \\ 5/4 \end{array} \right) \frac{z(z-1-2i)^4}{((1+2i)z-1)^4}.
\end{array}
\]

The first two formulas are special cases of classical algebraic transformations. Transformations of the hypergeometric equation for \( 5 \) into itself form a group under the composition. Since the isogenies \( \varphi_{-1}, \varphi_{i}, \) and \( \varphi_{-i} \) induce the trivial transformation of \( 5 \), the group of the hypergeometric transformations is isomorphic to the multiplicative group \( \mathbb{Z}[i]/\{\pm 1, \pm i\} \).

The following theorem implies that a transformation (4) of degree \( d \) exists only if there is an element of \( a + bi \in \mathbb{Z}[i] \) with the norm \( d = a^2 + b^2 \). In particular, there is no transformation of degree 21, even if 21 mod 4 = 1, as was hinted in [Ben00].

**Theorem 2.2** Any transformation of the form (4) comes from an isogeny endomorphism of \( E_1 \) as described in Theorem 2.1.

**Proof.** The first three entries in Table 1 give explicit ramification patterns of possible pull-back coverings of Euler’s hypergeometric equation with the local exponent differences \( (1/2, 1/4, 1/4) \) into itself. For identity (9) we should have the local exponent difference \( 1/4 \) at the points \( z = 0 \) and \( z = \infty \) on both projective lines above and below, and the points \( z = 0 \) must lie above each other.
With this setting, a pull-back covering of degree $4n + 1$ has the form:

$$z \mapsto \frac{z P(z)^4}{Q(z)^4}, \quad 1 - z \mapsto \frac{(1 - z) R(z)^2}{Q(z)^4},$$

(15)

where $P(z)$, $Q(z)$ and $R(z)$ are polynomials of degree $n$, $n$ and $2n$, respectively. The polynomial $Q(z)$ can be assumed to be monic. The above form of the transformation implies the polynomial identity

$$(1 - z) R(z)^2 = Q(z)^4 - z P(z)^4.$$  

(16)

Similarly, pull-back coverings of degree $4n + 2$ and $4n$ give the following polynomial identities, respectively,

$$R(z)^2 = (1 - z)^2 Q(z)^4 - z P(z)^4,$$

(17)

$$R(z)^2 = Q(z)^4 - z (1 - z)^2 P(z)^4.$$  

(18)

In the first identity, the polynomials $P(z)$, $Q(z)$ and $R(z)$ have degree $n$, $n$ and $2n + 1$, respectively, while in the second identity the degrees are $n - 1$, $n$ and $2n$.

In the three cases, the following maps can be checked to be isogeny endomorphisms of the elliptic curve $E_1$, respectively:

$$(x, y) \mapsto \left( \frac{x Q(x^{-2})^2}{P(x^{-2})^2}, \frac{y Q(x^{-2}) R(x^{-2})}{P(x^{-2})^3} \right),$$

(19)

$$(x, y) \mapsto \left( \frac{(x^2 - 1) Q(x^{-2})^2}{x P(x^{-2})^2}, \frac{y Q(x^{-2}) R(x^{-2})}{P(x^{-2})^3} \right),$$

(20)

$$(x, y) \mapsto \left( \frac{x^3 Q(x^{-2})^2}{(x^2 - 1) P(x^{-2})^2}, \frac{x^5 Q(x^{-2}) R(x^{-2})}{y(x^2 - 1) P(x^{-2})^3} \right).$$

(21)

Indeed, a direct check that the transformed coordinate functions in (19) satisfy the equation $y^2 = x^3 - x$ gives expression (16) after the substitution $z \mapsto x^{-2}$. Similarly, transformations (20) and (21) are compatible with the equation $y^2 = x^3 - x$ and, respectively, (17) or (18). These endomorphisms fix the point at infinity, so they are isogenies. □

Let us refer to the degree $4n + 1$, $4n + 2$, $4n$ cases as, respectively, degree $[4n + 1]$, $[4n + 2]$, $[4n]$ coverings. The addition law on $E_1$ can be translated to relations between the polynomials $P(z)$, $Q(z)$, $R(z)$ for different pull-back coverings. To reduce the number of cases, we can represent a degree $[4n]$ triple $(P, Q, R)$ as a degree $[4n + 2]$ type $((1 - z)P, Q, (1 - z)R)$; check this transformation between equations (17) and (18). Here is addition of two degree $[4n + 1]$ coverings $(P_1, Q_1, R_1)$ and $(P_2, Q_2, R_2)$, represented as a degree $[4n + 2]$ covering $(P, Q, R)$:

$$(P, Q, R) = (P_1^2 Q_2^2 - P_2^2 Q_1^2, P_1 Q_1 R_2 - P_2 Q_2 R_1),$$

(22)

$$(1 - z)(P_1^2 Q_2^2 + P_2^2 Q_1^2) R_1 R_2 - 2 P_1 P_2 Q_1 Q_2 (Q_1^2 Q_2^2 - z P_1^2 P_2^2)).$$

The resulting polynomials $P, Q, R$ may have common factors, and the triple may simplify in a projective manner as $(P/h, Q/h, R/h^2)$. In fact, the polynomial triple must typically
have large common factors, as degree of the corresponding isogenies does not grow so fast. If \( P \) and \( R \) (but not \( Q \)) are divisible by \((1 - z)\), the "sum" actually has degree \([4n]\). Formula (22) is void as a duplication formula (for \( P \)
the action of \(1 + \) does not change the pull-back covering, as mentioned. However, this transformation can

\[
(P, Q, R) = \left( P_1^2 Q_2^2 - P_2^2 Q_1^2, P_1 Q_1 R_2 - P_2 Q_2 R_1, \right.
\]

\[
\left. \quad (P_1^2 Q_2^2 + P_2^2 Q_1^2) R_1 R_2 - 2P_1 P_2 Q_1 Q_2 ((1 - z)^2 Q_1^2 Q_2^2 - z P_1^2 P_2^2) \right),
\]

(23)

Similarly, here are formulas for "adding" two degree \([4n + 2]\) coverings (represented as a degree \([4n]\) covering), and "adding" a degree \([4n + 2]\) and a degree \([4n + 1]\) covering (represented as a degree \([4n + 1]\) covering), respectively:

\[
(P, Q, R) = \left( P_1^2 Q_2^2 - (1 - z) P_2^2 Q_1^2, (1 - z) P_1 Q_1 R_2 - P_2 Q_2 R_1, \right.
\]

\[
\left. \quad ((1 - z) P_1^2 Q_2^2 + P_2^2 Q_1^2) R_1 R_2 - 2P_1 P_2 Q_1 Q_2 ((1 - z) Q_1^2 Q_2^2 - z P_1^2 P_2^2) \right).
\]

(24)

Expressions differ by placement of \((1 - z)\) factors. Formally, a degree \([4n + 2]\) case

\((P, Q, R)\) can be represented in the degree \([4n + 1]\) form \((\sqrt{1 - z} P, (1 - z) Q, \sqrt{1 - z} R)\).

If \( z \) is considered fixed, we can recognize an addition law on the curve \((1 - z)y^2 = x^4 - z\).

The action of the isogeny \( \phi \) can be represented as \((P, Q, R) \mapsto (iP, Q, R)\), which
does not change the pull-back covering, as mentioned. However, this transformation can
be used to compute, say, a duplication formula via the action of \(1 + i\). In particular,
the action of \(1 + i\) on degree \([4n + 1]\) coverings follows from formulas (22), (23) with

\((P_2, Q_2, R_2) = (iP_1, Q_1, R_1)\); after the mentioned projective division by \((1 - i)\) we get
degree \([4n + 2]\) and \([4n]\) coverings

\[
(P, Q, R) = \left( (1 + i) P_1 Q_1, R_1, Q_1^4 + z P_1^4 \right),
\]

(25)

\[
(P, Q, R) = \left( (1 + i) P_1 Q_1, R_1, (1 - z)^2 Q_1^4 + z P_1^4 \right).
\]

(26)

Applying now the conjugate action of \(1 - i\) we get the duplication formulas, respectively,

\[
(P, Q, R) = \left( 2 P_1 Q_1 R_1, Q_1^4 + z P_1^4, Q_1^8 - 6z P_1^4 Q_1^4 + z^2 P_1^8 \right),
\]

(27)

\[
(P, Q, R) = \left( 2 P_1 Q_1 R_1, (1 - z)^2 Q_1^4 + z P_1^4, (1 - z)^4 Q_1^8 - 6z (1 - z)^2 P_1^4 Q_1^4 + z^2 P_1^8 \right).
\]

(28)

Here both resulting coverings have degree \([4n]\). By the isomorphism with isogenies,
the triples \((P, Q, R)\) defining our transformation coverings can be given (modulo the
mentioned projective equivalence) a ring structure isomorphic to \(\mathbb{Z}[i]\). By induction
on the norm of \(u \in \mathbb{Z}[i]\) we observe that the transformation corresponding to \(u\) can
be represented by a polynomial triple evaluating at \(z = 0\) to \((u, 1, 1)\). Formulas (22) and (24) with \((P_2, Q_2, R_2) = (1, 1, 1)\) or \((i, 1, 1)\) give recursion relations for computing
new polynomial triples with added \(1\) or \(i\) to the indexing Gaussian integer. We get the
following polynomial triples corresponding to the Gaussian integers \(2 + i, 2 + 2i, 3:\)

\[
(2 + i - iz, 1 + (2i - 1)z, 1 + (2 - 8i)z + z^2),
\]

\[
((2 + 2i)(1 + z), 1 - 6z + z^2, 1 + 20z - 26z^2 + 20z^3 + z^4),
\]

\[
(3 - 6z - z^2, 1 + 6z - 3z^2, 1 - 28z + 6z^2 - 28z^3 + z^4).
\]
3 Elliptic integrals on the curve \( y^2 = x^3 - 1 \)

Let \( E_2 \) denote the genus 1 curve defined by the equation \( y^2 = x^3 - 1 \). We consider it as an elliptic curve in the usual way. Let \( f_6 = t^{-5/6} (1 - t)^{-1/2} \) denote the integrand function of (23). The algebraic curve with the function field \( \mathbb{C}(t, f_6) \) is isomorphic to \( E_2 \) by the isomorphisms \((t, f_6) = (x^{-3}, x^4 y^{-1}) \) and \( x = f_6^4 t^3 (1 - t)^2 \). Therefore (22) is an elliptic integral on \( E_2 \). By substituting \( t = x^{-3} \) in the integral in (22) we get:

\[
2F_1 \left( \begin{array}{c} 1/2, 1/6 \\ 7/6 \end{array} \right) z = \frac{z^{-1/6}}{2} \int_{1/\sqrt{3}}^{\infty} \frac{dx}{\sqrt{x^3 - 1}}.
\]

Like in the previous case, we show that transformations of the hypergeometric function in (27) correspond to isogeny endomorphisms of \( E_2 \).

The elliptic curve \( E_2 \) has complex multiplication by a cubic roots of unity. Let \( \omega \in \mathbb{Z}[\omega] \) with a finite non-zero limit \( \mu_0 = \lim_{x \to \infty} \mu(s) \). We have the identity

\[
2F_1 \left( \begin{array}{c} 1/2, 1/6 \\ 7/6 \end{array} \right) \frac{z}{\mu(1/z)^3} = \frac{\mu(1/z)}{\mu_0} \quad 2F_1 \left( \begin{array}{c} 1/2, 1/6 \\ 7/6 \end{array} \right) z.
\]

The degree of the rational function \( z/\mu(1/z)^3 \) is equal to \( d \).

**Proof.** As in the proof of Theorem 2.1 let \( \varphi(x) = \varphi(x, y) \) and \( \psi(x) = \psi(x, y) \) denote the \( x, y \) components of the isogeny \( \phi \).

This integrand in (27) is a holomorphic differential 1-form on \( E_2 \). The substitution \( x \mapsto \varphi(x, y) \) into the integral in (15) must be an integral of a holomorphic differential 1-form on \( E_2 \) again. Since the linear space of holomorphic differentials is one-dimensional, the transformed differential form must be proportional to \( dx/\sqrt{x^3 - 1} \). The upper integration bound does not change; the lower bound is transformed as \( z \mapsto \varphi(z^{-3})^{-3} \).

Once we show that \( \varphi(x) = x \mu(x^3) \) as stated in theorem, transformation (28) follows.

The addition law on \( E_2 \) is defined by formula (10) with \( u, v \in \mathbb{Z}[\omega] \) and

\[
\lambda = \frac{\psi_u - \psi_v}{\varphi_u - \varphi_v} \quad \text{or} \quad \lambda = \frac{\varphi_u^2 + \varphi_u \varphi_v + \varphi_v^2}{\psi_u + \psi_v}.
\]

By induction on the norm \( |u| \) we conclude that any isogeny can be written in the form \( (x \mu(x^3), y \nu(x^3)) \), where \( \mu(s), \nu(s) \) are rational functions satisfying \( \lim_{s \to \infty} \mu(s) = 1/u^2 \) and \( \lim_{s \to \infty} \nu(s) = 1/u^3 \). Transformation (28) follows.

For the last statement, note that the points \( (x, y) = (0, \pm i) \) are in the kernel of all isogenies \( \phi_u \) with \( d = |u| \) divisible by 3; hence \( s = 0 \) is a pole of \( \mu(s) \) when \( d \) is divisible
by 3. The degree of the rational function \( \varphi(x) = x \mu(x^3) \) is \( d \), and the degree of \( \mu(s) \) is equal to \( \lfloor d/3 \rfloor \) for any \( d \). The factor \( z \) in \( z/\mu(1/z)^3 \) simplifies in the same way, exactly when \( d \) is divisible by 3.

Here are the explicit transformations corresponding to the algebraic integers 1 − \( \omega \), 2, 3 and 3\( \omega + 1 \), respectively:

\[
\begin{align*}
2F1\left(\begin{array}{c}1/2, 1/6 \\ 7/6\end{array}\right| z) & = \frac{1}{\sqrt{1-4z}} 2F1\left(\begin{array}{c}1/2, 1/6 \\ 7/6\end{array}\right| \frac{27z}{(4z-1)^3}, \\
2F1\left(\begin{array}{c}1/2, 1/6 \\ 7/6\end{array}\right| z) & = \frac{1-z}{1+8z} 2F1\left(\begin{array}{c}1/2, 1/6 \\ 7/6\end{array}\right| \frac{64z(1-z)^3}{(8z+1)^3}, \\
2F1\left(\begin{array}{c}1/2, 1/6 \\ 7/6\end{array}\right| z) & = \frac{1-4z}{\sqrt{1+96z+48z^2-64z^3}} 2F1\left(\begin{array}{c}1/2, 1/6 \\ 7/6\end{array}\right| \frac{-729z(4z-1)^6}{(64z^3-48z^2-96z-1)^3}, \\
2F1\left(\begin{array}{c}1/2, 1/6 \\ 7/6\end{array}\right| z) & = \frac{1-4z/(3\omega+1)}{\sqrt{1-(44+48\omega)z+(44+48\omega+16)z^2}} \times 2F1\left(\begin{array}{c}1/2, 1/6 \\ 7/6\end{array}\right| \frac{z(4z-3\omega-1)^6}{((48\omega+16)z^2-(44+48\omega)z+1)^3}.
\end{align*}
\]

The first two formulas are special cases of classical transformations. The isogenies corresponding to the roots of unity in \( \mathbb{Z}[\omega] \) give the trivial transformation of (27), so the group of transformations (28) is isomorphic to the multiplicative \( \mathbb{Z}[\omega]^*/\{\pm 1, \pm \omega, \pm \omega^{-1}\}\).

**Theorem 3.2** Any transformation of the form (28) comes from an isogeny endomorphism of \( E_2 \) as described in Theorem 3.1.

**Proof.** There are four entries in Table 1 giving explicit ramification patterns of possible pull-back coverings of Euler’s hypergeometric equation with the local exponent differences (1/2, 1/3, 1/6) into itself. For identity (28) we should have the local exponent difference 1/6 at the points \( z = 0 \) on both projective lines, lying above each other. The points \( z = \infty \) have the local exponent difference 1/3.

With this setting, pull-back coverings of degree 6\( n+1 \) and 6\( n+3 \) imply the polynomial identity

\[
(1-z)R(z)^2 = Q(z)^3 - z P(z)^6,
\]

where polynomials \( P(z), Q(z), R(z) \) have degree \( n, 2n, 3n \) (for the covering degree 6\( n+1 \)) or \( n, 2n+1, 3n+1 \) (for the covering degree 6\( n+3 \)). Similarly, coverings of degree 6\( n + 4 \) and 6\( n \) imply the polynomial identity

\[
R(z)^2 = Q(z)^3 - z(1-z)^3 P(z)^6,
\]

where polynomials \( P(z), Q(z), R(z) \) have degree \( n, 2n+1, 3n+2 \) (for the covering degree 6\( n+4 \)) or \( n-1, 2n, 3n \) (for the covering degree 6\( n \)).

From identities (30) and (31) we get the following endomorphisms of \( E_2 \), respectively:

\[
(x, y) \mapsto \left(\frac{xQ(x^{-3})}{P(x^{-3})^2}, \frac{yR(x^{-3})}{P(x^{-3})^3}\right),
\]

\[
(x, y) \mapsto \left(\frac{x^4Q(x^{-3})}{(x^3-1)P(x^{-3})^2}, \frac{x^6R(x^{-3})}{y(x^3-1)P(x^{-3})^3}\right).
\]
The endomorphisms fix the point at infinity, so they are isogenies.

Like in the previous section, the addition law on \( E_2 \) can be translated to relations between the polynomials \( P(z), Q(z), R(z) \) for different pull-back coverings. To reduce the number of cases, we can represent a triple \( (P, Q, R) \) for even degree \( 6n + 4 \) or \( 6n + 3 \) coverings as an odd degree \( 6n + 1 \) or \( 6n + 3 \) case \( ((1 - z)P, (1 - z)Q, (1 - z)R) \). Here is addition of two coverings \( (P_1, Q_1, R_1) \) and \( (P_2, Q_2, R_2) \) of odd degree, represented as an odd degree covering:

\[
\begin{align*}
(P_1^2 Q_2 - P_2^2 Q_1, & \quad Q_1 Q_2(P_1^2 Q_2 + P_2^2 Q_1) - 2(1 - z)P_1 P_2 R_1 R_2 - 2 z P_1^4 P_2^4, \\
& \quad P_1 Q_2^2 R_1(P_1^2 Q_2 + 3 P_2^2 Q_1) - P_2 Q_1^2 R_2(P_2^2 Q_1 + 3 P_1^2 Q_2) + 4 z P_1^4 P_2^4 (P_3^2 R_2 - P_3^2 R_1)).
\end{align*}
\]

The resulting polynomial triple may simplify in a projective manner as \((P/h, Q/h^2, R/h^3)\). By the isomorphism with isogenies, the polynomial triples can be given a ring structure isomorphic to \( \mathbb{Z}[\omega] \). By induction on the norm of \( u \in \mathbb{Z}[\omega] \) we observe that the pull-back transformation corresponding to \( u \) can be represented by a polynomial triple evaluating at \( z = 0 \) to \((u, 1, 1)\). Multiplication by the roots of unity in \( \mathbb{Z}[\omega] \) is just as simple as in the \((1/2, 1/4, 1/4)\) case. In particular, multiplication of \((P, Q, R)\) by \( 1 + \omega \) gives \(((1 + \omega)P, Q, R)\), as can be checked using \([34]\) with \((P_2, Q_2, R_2) = (\omega P_1, Q_1, R_1)\). Multiplication of odd degree \((P, Q, R)\) by \( 1 - \omega \) gives \(((1 - \omega)PQ, Q^3 - 4zP^6, (Q^3 + 8zP^6)R)\). Since \( 2 = (1 + \omega) + (1 - \omega) \), the duplication formula for odd degree \((P, Q, R)\) is

\[
(2PR, Q(Q^3 + 8zP^6), Q^6 - 20zP^6Q^3 - 8z^2P^{12}),
\]

represented as an even degree case. Formula \([34]\) with \((P_2, Q_2, R_2) = (1, 1, 1)\) or \((\omega, 1, 1)\) gives recursion relations on the lattice \( \mathbb{Z}[\omega] \), between the polynomial triples. One may also use the conjugation \( \omega \mapsto -\omega - 1 \). Here are the triples corresponding to \( 2 - \omega \) and \( 2 - 2\omega \), respectively:

\[
\begin{align*}
(2 - \omega + (4 + 4\omega)z, & \quad 1 - (44 + 48\omega)z + (16 + 48\omega)z^2, \\
& \quad 1 + (96 + 108\omega)z + (48 - 432\omega)z^2 - 64z^3), \\
((2 - 2\omega)(1 + 8z), & \quad (1 - 4z)(1 - 228z + 48z^2 - 64z^3), \\
& \quad (1 - 20z - 8z^2)(1 + 536z - 1344z^2 + 2048z^3 - 512z^4)).
\end{align*}
\]

As Table \([4]\) indicates, there are transformations of hypergeometric functions with the local exponent differences \((1/2, 1/3, 1/6)\) to hypergeometric equations with the local exponent differences \((1/3, 1/3, 1/3)\) and \((1/6, 1/6, 2/3)\). We consider these transformations in Section \([5]\).

### 4 Elliptic integrals on the curve \( X^3 + Y^3 = 1 \)

Let \( E_3 \) denote the genus 1 curve defined by the equation \( X^3 + Y^3 = 1 \). It is isomorphic to \( E_2 \) via the isomorphisms

\[
(X, Y) \mapsto \left( \frac{2^{2/3}}{X + Y}, \sqrt[3]{X - Y} \right), \quad (x, y) \mapsto \left( \frac{y + \sqrt[3]{3}}{2^{1/3}\sqrt[3]{3}x}, \frac{\sqrt[3]{3} - y}{2^{1/3}\sqrt[3]{3}x} \right).
\]
Under this isomorphism, $E_3$ can be considered as an elliptic curve with the point $(X, Y, 1) = (1, -1, 0)$ as the neutral element of its additive group. Then the additive opposite of $(X, Y) \in E_3$ is the point $(Y, X)$, and the complex multiplication by $\omega \in \mathbb{Z}[\omega]$ is the isogeny $(X, Y) \mapsto (\omega^{-1} X, \omega^{-1} Y)$.

Let $f_3 = t^{-2/3} (1 - t)^{-2/3}$ be the integrand of (3), and let $G$ be the algebraic curve with the function field $\mathbb{C}(t, f_3)$. An isomorphism between $E_2$ and $G$ can be given by

$$(t, f_3) \mapsto \left( \frac{2^{2/3} f_3 t (1 - t)}{2^{4/3}}, \frac{i(2t - 1)}{2} \right), \quad (x, y) \mapsto \left( \frac{1 - iy}{2}, \frac{2^{4/3}}{x^2} \right). \quad (37)$$

The compatible isomorphism between $E_3$ and $G$ is given by

$$(X, Y) \mapsto \left( \left(\frac{\omega + 1}{X + Y} - \omega X\right)^2, (X + Y)^2 \right), \quad (t, f_3) \mapsto \left( \frac{1 + \omega - t}{\sqrt{-3} f_3 t (t - 1)}, \frac{\omega + t}{\sqrt{-3} f_3 t (t - 1)} \right).$$

Here $\sqrt{-3} = 2\omega + 1$.

We see that $\mathbb{F}$ is an elliptic integral. A convenient substitution into the integral is $t = X^{-3}$. We get the following integral of a holomorphic form on $E_3$:

$$2F_1 \left( \begin{array}{c} 1/3, 2/3 \\ 4/3 \end{array} \right| z \right) = z^{-1/3} \int_{1/\sqrt{3}}^{\infty} \frac{dX}{(X^3 - 1)^{2/3}}. \quad (38)$$

The morphism $E_3 \to G$ given by $(X, Y) \mapsto (X^{-3}, X^4 Y^{-2})$ has degree 3, as can be checked using Gröbner bases techniques. This morphism factors as a composition of the following morphism $E_3 \to E_2$ and isomorphism $E_2 \to G$:

$$(X, Y) \mapsto \left( 2^{2/3} XY, i(2X^3 - 1) \right), \quad (x, y) \mapsto \left( \frac{2}{1 - iy}, \frac{(1 - iy)^2}{2^{2/3} x^2} \right). \quad (39)$$

The degree 3 morphism $E_3 \to E_2$ sends all points of $E_3$ at infinity to the origin of $E_2$.

We show that transformations of the hypergeometric function in $\mathbb{F}$ correspond to the isogenies of $E_3$, similarly to the previous cases.

**Theorem 4.1** Let $\phi : E_3 \to E_3$ denote a non-zero isogeny on $E_3$, of degree $d$. The isogeny either transforms the $X$- or $Y$-coordinate to $X \mu(X^3)$, or transforms either coordinate to $\eta(X^3)/XY$, where $\mu(s)$ or $\eta(s)$ is a rational function with a finite non-zero limit $\mu_0 = \lim_{s \to \infty} \mu(s)$ or $\eta_0 = \lim_{s \to \infty} \eta(s)$. We have the identity

$$2F_1 \left( \begin{array}{c} 1/3, 2/3 \\ 4/3 \end{array} \right| z \right) = \frac{\mu_0}{\mu(1/z)} 2F_1 \left( \begin{array}{c} 1/3, 2/3 \\ 4/3 \end{array} \right| \frac{z}{\mu(1/z)} \right). \quad (40)$$

or the identity

$$2F_1 \left( \begin{array}{c} 1/3, 2/3 \\ 4/3 \end{array} \right| z \right) = \frac{(1 - z)^{1/3} \eta_0}{\eta(1/z)} 2F_1 \left( \begin{array}{c} 1/3, 2/3 \\ 4/3 \end{array} \right| \frac{z (1 - z)}{\eta(1/z)} \right). \quad (41)$$

The degree of the rational function $z/\mu(1/z)^3$ or $z(1-z)/\eta(1/z)^3$ is equal to $d$. 
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Proof. Like in the proof of Theorem 3.1 let \( \varphi(X) = \varphi(X,Y) \) and \( \psi(x) = \psi(X,Y) \) denote the \( X, Y \) components of the isogeny \( \phi \).

This integrand in (38) is a holomorphic differential 1-form on \( E_3 \). The substitution \( X \mapsto \varphi(X,Y) \) into the integral in (38) must be an integral of a holomorphic differential 1-form on \( E_3 \) again. Since the linear space of holomorphic differentials is one-dimensional, the transformed differential form must be proportional to \( (X^3 - 1)^{-2/3}dX \). The upper integration bound does not change; the lower bound is transformed as \( z \mapsto \varphi(z^{-1/3})^{-3} \).

Here is an explicit expression for addition of two isogenies \((\varphi_u, \psi_u)\) and \((\varphi_v, \psi_v)\) on \( E_3 \):

\[
(\varphi_{u+v}, \psi_{u+v}) = \left( \frac{\varphi_u \psi_u^3 - \varphi_v \psi_v^3}{\varphi_u - \varphi_v \psi_u}, \frac{\varphi_v^2 \psi_u - \varphi_u^2 \psi_v}{\varphi_u - \varphi_v \psi_u} \right).
\]

(42)

Using induction on \(|u|\) one shows that any isogeny \((\varphi_u, \psi_u)\) of \( E_3 \) has one of the following three forms:

- \((X \mu(X^3), Y \nu(X^3))\), where \( \lim_{s \to \infty} \mu(s) = \lim_{s \to \infty} \nu(s) = 1/u \).
- \((Y \nu(X^3), X \mu(X^3))\), where \( \lim_{s \to \infty} \mu(s) = \lim_{s \to \infty} \nu(s) = -1/u \).
- \((\mu(X^3)Y^2/X, \nu(X^3)X^2/Y)\), where \( \lim_{s \to \infty} \mu(s) = \lim_{s \to \infty} \nu(s) = 1/u \).

The form depends on the residue of \( u \) modulo the lattice generated by 3 and \( \omega + 2 \). Regarding the last case, it is useful to observe that

\[
\frac{Y^2}{X} = \frac{1 - X^3}{XY} = \frac{1 - X^3}{X^3} \cdot \frac{X^2}{Y}.
\]

Transformations (40)–(41) and their degree easily follow. \( \Box \)

Here are a few explicit examples transformations that come from isogenies of \( E_3 \). The corresponding isogenies \((\varphi_u, \psi_u)\) have \( u = 1 - \omega, 3 \) or \( 3 + \omega \), as in the previous section. The first identity is a special case of a classical (though not well-known) cubic transformation.

\[
2F1\left( \begin{array}{c}
\frac{1}{3}, \frac{2}{3} \\
\frac{4}{3}
\end{array} \right | \ z \right) = \frac{(1 - z)^{1/3}}{1 + \omega^2 z} \cdot 2F1\left( \begin{array}{c}
\frac{1}{3}, \frac{2}{3} \\
\frac{4}{3}
\end{array} \right | \frac{3(2w + 1) z (z - 1)}{(z + \omega)^3} \right).
\]

\[
2F1\left( \begin{array}{c}
\frac{1}{3}, \frac{2}{3} \\
\frac{4}{3}
\end{array} \right | \ z \right) = \frac{(1 - z + z^2) (1 - z)^{1/3}}{1 + 3z - 6z^2 + z^3} \cdot 2F1\left( \begin{array}{c}
\frac{1}{3}, \frac{2}{3} \\
\frac{4}{3}
\end{array} \right | \frac{27 z (z - 1) (z^2 - z + 1)^3}{(z^3 - 6z^2 + 3z + 1)^3} \right).
\]

\[
2F1\left( \begin{array}{c}
\frac{1}{3}, \frac{2}{3} \\
\frac{4}{3}
\end{array} \right | \ z \right) = \frac{1 - z - z^2/(3\omega + 2)}{1 + (3\omega + 2)z - (3\omega + 2)z^2} \times 2F1\left( \begin{array}{c}
\frac{1}{3}, \frac{2}{3} \\
\frac{4}{3}
\end{array} \right | \frac{z (z^2 + (3\omega + 2)z - 3\omega - 2)^3}{(1 + (3\omega + 2)z - (3\omega + 2)z^2)^3} \right).
\]

Theorem 4.2 Any transformation of the form (40) or (41) comes from an isogeny endomorphism of \( E_3 \) as described in Theorem 4.1.

Proof. There are two entries in Table II giving explicit ramification patterns of possible pull-back coverings of Euler’s hypergeometric equation with the local exponent differences.
(1/3, 1/3, 1/3) into itself. For a hypergeometric identity we should specify the points 
z = 0 on both projective lines to lie above each other.

With this setting, pull-back coverings of degree 3\(n + 1\) imply the polynomial identity
\[ z P(z)^3 + (1 - z) R(z)^3 = Q(z)^3, \]
where polynomials \(P(z), Q(z), R(z)\) have degree \(n\). Pull-back coverings of degree 3\(n\) imply the polynomial identity
\[ z (z - 1) P(z)^3 = Q(z)^3 + R(z)^3, \]
where polynomials \(P(z), Q(z), R(z)\) have degree \(n - 1, n, n\), respectively. We get the following endomorphisms of \(E\), respectively:
\[
(X, Y) \mapsto \left( \frac{XQ(X^{-3})}{P(X^{-3})}, \frac{Y R(X^{-3})}{P(X^{-3})} \right),
\]
\[
(X, Y) \mapsto \left( \frac{X^2 Q(X^{-3})}{Y P(X^{-3})}, \frac{X^2 R(X^{-3})}{Y P(X^{-3})} \right).
\]
The endomorphisms fix the point at infinity, so they are isogenies.

Like in the previous sections, the addition law on \(E\) can be translated to relations between the polynomials \(P(z), Q(z), R(z)\) for different pull-back coverings. The form of these identities follows from the addition formula (42) straightforwardly.

\section{Other transformations of elliptic integrals}

Elliptic integrals \(\mathbf{[2]}\) and \(\mathbf{[3]}\) are defined on isomorphic curves \(E_2\) and \(E_3\). Therefore we expect that these two integrals are related. Indeed, we have the following classical quadratic transformation:
\[
\,_{2} F_{1}\left(\frac{1}{3}, \frac{2}{3} \mid \frac{4}{3} \right| z \right) = (1 - z)^{-1/6} \,_{2} F_{1}\left(\frac{1}{2}, \frac{1}{6} \mid \frac{z^2}{4(z - 1)} \right),
\]
This formula can also be derived by substituting \(x \mapsto 2^{2/3} X(1 - X^3)^{1/3}\) in \(\mathbf{[27]}\). The corresponding morphism \(E_3 \to E_2\) can be given by
\[
(X, Y) \mapsto (x, y) = \left( 2^{2/3} XY, i - 2iX^3 \right).
\]
Notice that this morphism has degree 3 whereas transformation \(\mathbf{[47]}\) is quadratic.

\textbf{Theorem 5.1} Any transformation of a hypergeometric equation with the local exponent differences \((1/2, 1/3, 1/6)\) to a hypergeometric equation with the local exponent differences \((1/3, 1/3, 1/3)\) are compositions of quadratic transformation \(\mathbf{[47]}\) and an isogeny endomorphism of \(E_2\) or \(E_3\) described in Sections \(\mathbf{[2]}\) and \(\mathbf{[3]}\)
Proof. We reiterate that algebraic transformations of hypergeometric functions transform their hypergeometric equations as well. From Table 1 it is straightforward to conclude that a transformation between hypergeometric equations for \( E_3 \) and \( E_2 \) induce an isogeny \( \phi : E_3 \to E_2 \) that maps the three infinite points of \( E_3 \) to the infinite point of \( E_2 \). We have to check every possibility from Table 1. To fix the ideas, consider a morphism of degree \( n + 2 \). Existence of such a morphism implies the identity

\[
R_{3n+1}(z)^2 = (1 - z)Q_{2n}(z)^3 - z^2 P_n(z)^6,
\]

where \( P_n(z) \), \( Q_{2n}(z) \) and \( R_{3n+1}(z) \) are some polynomials of degree \( n \), \( 2n \) and \( 3n + 1 \) respectively. Then the following transformation is a morphism from \( E_3 \) to \( E_2 \):

\[
(X, Y) \mapsto (x, y) = \left( X \frac{Q_{2n}(X^{-3})}{P_n(X^{-3})^2}, X^3 \frac{R_{3n+1}(X^{-3})}{P_n(X^{-3})^3} \right).
\]

Moreover, this is an isogeny since the neutral element of \( E_3 \) is mapped to the neutral element of \( E_2 \). Also the infinite points of \( E_3 \) are mapped to the infinite point of \( E_2 \). The same claim can be checked for other possibilities in a similar way.

Now we identify the isogenies on \( E_3 \) and \( E_2 \) using isomorphism \( \Theta \). Recall that these isogenies form the ring isomorphic to \( \mathbb{Z}[\omega] \). In particular, isogeny \( \Theta \) is then identified with \( \sqrt{-3} \), which is \( \pm(1 + 2\omega) \). Consider an isogeny \( \phi \) that is induced by a hypergeometric transformation. Since the infinite points of \( E_3 \) have order \( 3 \) (or \( 1 \)) in the additive group, and since \( (1 + 2\omega) \) is the only prime ideal above \( (3) \) in \( \mathbb{Z}[\omega] \), the isogeny \( \phi \) can be factored as \( \phi_1 \circ \phi_2 \), where \( \phi_1 \) is equal to \( \Theta \). By considering \( \phi_2 \) as an isogeny on \( E_2 \) we can express the corresponding hypergeometric identity as a composition of \( \Theta \) and a transformation from Subsection 3. (Other factorizations and compositions are possible.)

As a corollary, transformations of degree \( 6n + 4 \) between \( E_3 \) and \( E_2 \) suggested by Table 1 are non-existent.

It remains to consider transformations of the hypergeometric equation for \( E_2 \) to the hypergeometric equation with the local exponent differences \( (2/3, 1/6, 1/6) \). A solution of the latter equation is the following:

\[
_2F_1\left( \frac{1}{3}, \frac{1}{6} \mid \frac{7}{6} \right) = \frac{z^{-1/6}}{6} \int_0^z t^{-5/6} (1 - t)^{-1/3} \, dt.
\]

Let \( f = t^{-5/6} (1 - t)^{-1/3} \) be the integrand of \( \Theta \), and let \( H \) be the algebraic curve with the function field \( \mathbb{C}(t, f) \). This curve is isomorphic to the hyperelliptic curve \( Y^2 = X^6 + 1 \) by the isomorphisms \( t = (Y - X^3)^2 \) and

\[
(X, Y) = \left( \frac{1}{21/3 t f}, \frac{1 + t}{21/3 f^2} \right).
\]

Therefore \( \Theta \) is a hyperelliptic integral. The substitution \( t \to (\sqrt{X^6 + 1} - X^3) \) transforms this integral into

\[
_2F_1\left( \frac{1}{3}, \frac{1}{6} \mid \frac{7}{6} \right) = \frac{z^{-1/6}}{21/3} \int_{\theta(z)}^\infty X \frac{dX}{\sqrt{X^6 + 1}}, \quad \text{where} \quad \theta(z) = \frac{(1 - z)^{1/3}}{21/3 z^{1/6}}.
\]
If $\varphi(X)$ is the $x$-component of an algebraic map $H \mapsto E_2$, then there is a transformation of the hypergeometric function with the argument $\varphi(\theta(z))^{-3}$. The simplest transformation between (2) and (51) is the following:

$$2F_1\left(\begin{array}{c} 1/3, 1/6 \\ 7/6 \end{array} \bigg| z \right) = (1 - z)^{-1/3} 2F_1\left(\begin{array}{c} 1/2, 1/6 \\ 7/6 \end{array} \bigg| -\frac{4z}{(z - 1)^2} \right). \quad (54)$$

The corresponding morphism $H \mapsto E_2$ can be given by $(X, Y) \mapsto (-X^2, iY)$.

**Theorem 5.2** Any transformation of a hypergeometric equation with the local exponent differences $(1/2, 1/3, 1/6)$ to a hypergeometric equation with the local exponent differences $(1/3, 1/6, 1/6)$ are compositions of quadratic transformation (54) and an isogeny endomorphism of $E_2$ described in Section 3.

**Proof.** From Table 1 we conclude that such a pull-back covering gives a pull-back covering $H \mapsto E_2$, that moreover maps the (singular) infinite point of $H$ to the infinite point of $E_2$. The covering must factor via $(X, Y) \mapsto (-X^2, iY)$ because the differential $XdX/\sqrt{X^6 + 1}$ is invariant under the involution $X \mapsto -X$. \hfill $\square$

### 6 Connection formulas

The hypergeometric functions in (1)–(3) fall into the category of degenerate Gauss hypergeometric functions of [Vid07, Section 4] with $n = 0$. In general, Euler’s differential equation for hypergeometric functions in this category has terminating solutions, non-abelian monodromy group and no logarithmic points. In the special case $n = 0$, twelve of the 24 Kummer’s solutions represent trivial (i.e., constant or power) functions.

In general, Euler’s differential equation for $2F_1\left(\begin{array}{c} -n, c \\ 1 - a \end{array} \bigg| z \right)$ with $n = 0$ is

$$z(1 - z) \frac{d^2y(z)}{dz^2} + (1 - a - (1 + c)z) \frac{dy(z)}{dz} = 0. \quad (55)$$

We assume $a, b \in \mathbb{C} \setminus \mathbb{Z}$. The local exponents at $z = 0$ are $0, a$; at $z = \infty$ are $0, c$; and at $z = 1$ are $0, 1 - a - c$. A general solution of (55) can be written as follows:

$$C_1 \int z^{a-1} (1 - z)^{-a-c} dz + C_2 \quad (56)$$

Let us define $b = 1 - a - c$. The 12 non-trivial Kummer’s series solutions of (55) represent
Here are connection formulas for the hypergeometric solutions:  

\[
\begin{align*}
  z^a \, \binom{a, 1-b}{1+a} F_1 \left( \frac{1, a+b}{1+a} \mid z \right) &= z^a (1-z)^b \, \binom{1, 1-b}{1+a} F_1 \left( \frac{1, 1-b}{1+a} \mid \frac{z}{z-1} \right) \\
  &= z^a (1-z)^b \, \binom{a, a+b}{1+a} F_1 \left( \frac{a, a+b}{1+a} \mid \frac{z}{z-1} \right), \\
  (z-1)^b \, \binom{b, 1-a}{1+b} F_1 \left( \frac{1, a+b}{1+b} \mid 1-z \right) &= z^a (z-1)^b \, \binom{1, a+b}{1+b} F_1 \left( \frac{1, a+b}{1+b} \mid 1-z \right) \\
  &= z^a (z-1)^b \, \binom{1, 1-b}{1+c} F_1 \left( \frac{1, 1-b}{1+c} \mid \frac{1}{1-z} \right) \\
  z^{-c} \, \binom{c, 1-b}{1+c} F_1 \left( \frac{c, 1-b}{1+c} \mid \frac{1}{z} \right) &= z^{-c} (z-1)^b \, \binom{1, 1-b}{1+c} F_1 \left( \frac{1, 1-b}{1+c} \mid \frac{1}{1-z} \right) \\
  &= (z-1)^{-c} \, \binom{c, 1-b}{1+c} F_1 \left( \frac{c, 1-b}{1+c} \mid \frac{1}{1-z} \right). 
\end{align*}
\]

If \( \text{Re}(a) > 0, \text{Re}(b) > 0, \text{Re}(c) > 0 \), the three functions can be written as the following integrals, respectively:  

\[
\begin{align*}
  a \int_0^z t^{a-1} (1-t)^{b-1} dx, \quad b \int_1^z t^{a-1} (t-1)^{b-1} dx, \quad c \int_z^\infty t^{a-1} (t-1)^{b-1} dx. 
\end{align*}
\]  

(57)

Here are connection formulas for the hypergeometric solutions:  

\[
\begin{align*}
  \frac{z^a}{a} \, \binom{a, 1-b}{1+a} F_1 \left( \frac{a, 1-b}{1+a} \mid z \right) + \frac{(1-z)^b}{b} \, \binom{b, 1-a}{1+b} F_1 \left( \frac{b, 1-a}{1+b} \mid 1-z \right) &= \frac{\Gamma(a) \Gamma(b)}{\Gamma(a+b)}, \\
  \frac{(-z)^a}{a} \, \binom{a, 1-b}{1+a} F_1 \left( \frac{a, 1-b}{1+a} \mid z \right) + \frac{(-z)^c}{c} \, \binom{c, 1-b}{1+c} F_1 \left( \frac{c, 1-b}{1+c} \mid \frac{1}{z} \right) &= \frac{\Gamma(a) \Gamma(c)}{\Gamma(a+c)}, \\
  \frac{(z-1)^b}{b} \, \binom{b, 1-a}{1+b} F_1 \left( \frac{b, 1-a}{1+b} \mid 1-z \right) + \frac{z^c}{c} \, \binom{c, 1-b}{1+c} F_1 \left( \frac{c, 1-b}{1+c} \mid \frac{1}{z} \right) &= \frac{\Gamma(b) \Gamma(c)}{\Gamma(b+c)}. 
\end{align*}
\]  

(58), (59), (60)

The first formula is valid on the complex plane cut along \((1, \infty)\) and \((-\infty, 0)\); the second formula is valid on \( \mathbb{C} \setminus (0, \infty) \); and the last formula is valid on \( \mathbb{C} \setminus (-\infty, 1) \).

Let us denote \( F = \frac{z^a}{a} \, \binom{a, 1-b}{1+a} F_1 \left( \frac{a, 1-b}{1+a} \mid z \right). \) Analytic continuation of \( F \) along paths around the singularities \( z = 0, z = 1 \) determines the monodromy group. In general, analytic continuation to the same point changes \( F \) to a solution \( C_1 F + C_2 \) of differential equation \([55]\). Specifically, the action on \( F \) is the following:  

\[
\sigma_0 F = e^{2\pi ia} F, \quad \sigma_1 F = e^{2\pi ib} F + (1 - e^{2\pi ib}) \frac{\Gamma(a) \Gamma(b)}{\Gamma(a+b)},
\]  

(61)
where $\sigma_0$ represents analytic continuation along an anti-clockwise path around $z = 0$ (only), and $\sigma_1$ represents analytic continuation along clockwise path around $z = 1$. In particular, analytic continuation along the Pochhammer path $\sigma_0^{-1}\sigma_1^{-1}\sigma_0\sigma_1$ gives

$$\sigma_0^{-1}\sigma_1^{-1}\sigma_0\sigma_1 F = F + (1 - e^{2\pi i a}) (1 - e^{2\pi ib}) \frac{\Gamma(a)\Gamma(b)}{\Gamma(a + b)}. \quad (62)$$

In the case $(a, b, c) = (1/4, 1/2, 1/4)$ with $z = x^2$, connection formula (62) becomes

$$2\sqrt{x} F_1 \left( \frac{1}{2}, \frac{1}{4} \bigg| x^2 \right) + \sqrt{1 - x^2} F_1 \left( \frac{1}{2}, \frac{3}{4} \bigg| \frac{1}{2} - x^2 \right) = \frac{\Gamma(1/4)^2}{2\sqrt{2\pi}}. \quad (63)$$

However, it is valid only on the right half $\text{Re}(x) > 0$ of the complex $x$-plane, as the imaginary axis is the pre-image of the $z$-cut $(0, -\infty)$ with respect to $z = x^2$. We have to use other branch of $z^{1/4}$ in (62) on the left half $\text{Re}(x) < 0$ of the complex $x$-plane. The following formula holds on the left half-plane cut along $(-1, -\infty)$:

$$2i\sqrt{x} F_1 \left( \frac{1}{2}, \frac{1}{4} \bigg| x^2 \right) + \sqrt{1 - x^2} F_1 \left( \frac{1}{2}, \frac{3}{4} \bigg| \frac{1}{2} - x^2 \right) = \frac{\Gamma(1/4)^2}{2\sqrt{2\pi}}. \quad (64)$$

Let us denote

$$F_4 = 2\sqrt{x} F_1 \left( \frac{1}{2}, \frac{1}{4} \bigg| x^2 \right), \quad C_4 = \frac{\Gamma(1/4)^2}{\sqrt{2\pi}}. \quad (65)$$

Formula (65) identifies $F_4$ as an elliptic integral $\int dx/\sqrt{x^2 - x}$. The action of the monodromy group on $F_4$ is generated by $\sigma_0 F_4 = iF_4$, $\sigma_1 F_4 = C_4 - F_4$. The “loop” paths to the other Riemann sheet of $\sqrt{x^2 - x}$ around $z = 0$, $x = 1$ and $x = -1$ are represented by, respectively, $\sigma_0^2$, $\sigma_1$ and $\sigma_0^{-1}\sigma_1\sigma_0$. In particular, the paths $\sigma_0^2\sigma_1$ and $\sigma_0\sigma_1\sigma_0$ are genuine loops on the Riemann surface of $\sqrt{x^2 - x}$. Analytic continuation along them gives a pair of generating periods of the elliptic integral:

$$\sigma_0^2\sigma_1 F_4 = F_4 + C_4, \quad \sigma_0\sigma_1\sigma_0 F_4 = F_4 + iC_4. \quad (66)$$

Analytic continuation along the Pochhammer path in (62) gives $F_4 + (1 - i)C_4$. Similarly, for $(a, b, c) = (1/6, 1/2, 1/3)$ or $(1/3, 1/3, 1/3)$ we have the connection formulas

$$3z^{1/6} F_1 \left( \frac{1}{2}, \frac{1}{6} \bigg| \frac{z}{7/6} \right) + (1 - z)^{1/2} F_1 \left( \frac{1/2, 5/6}{3/2} \right) 1 - z = \frac{3\Gamma(1/3)^3}{2^{7/3} \pi},$$

$$z^{1/3} F_1 \left( \frac{1/3, 2/3}{4/3} \bigg| z \right) + (1 - z)^{1/3} F_1 \left( \frac{1/3, 2/3}{4/3} \right) 1 - z = \frac{\Gamma(1/3)^3}{2^{3/3} \pi}. \quad (67)$$

From here we can compute generating periods of $\int dx/\sqrt{x^2 - 1}$ and $\int (X^3 - 1)^{-2/3} dX$. Recalling (27) and (38), we conclude that the first integral has the periods

$$\frac{\Gamma(1/3)^3}{2^{1/3} \pi}, \quad (\omega + 1) \frac{\Gamma(1/3)^3}{2^{1/3} \pi}, \quad \text{given by the paths } \sigma_0^3, \sigma_0^{-1}\sigma_1\sigma_0,$$

while the second integral has the periods

$$i \frac{\Gamma(1/3)^3}{\pi}, \quad i (\omega + 1) \frac{\Gamma(1/3)^3}{\pi}, \quad \text{given by the paths } \sigma_0\sigma_1\sigma_0, \sigma_0^3\sigma_0.$$
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