Comparative QSTR Study Using Semi-Empirical and First Principle Methods Based Descriptors for Acute Toxicity of Diverse Organic Compounds to the Fathead Minnow
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Abstract: Several quantum-mechanics-based descriptors were derived for a diverse set of 48 organic compounds using AM1, PM3, HF/6-31+G, and DFT-B3LYP/6-31+G (d) level of the theory. LC50 values of acute toxicity of the compounds were correlated to the fathead minnow and predicted using calculated descriptors by employing Comprehensive Descriptors for Structural and Statistical Analysis (CODESSA) program. The heuristic method, implemented in the CODESSA program for selecting the ‘best’ regression model, was applied to a pre-selection of the most-representative descriptors by sequentially eliminating descriptors that did not satisfy a certain level of statistical criterion. First model, statistically, the most significant one has been drawn up with the help of DFT calculations in which the squared correlation coefficient \( R^2 \) is 0.85, and the squared cross-validation correlation coefficient \( R_{CV}^2 \) is 0.79. Second model, which has been drawn up with the help of HF calculations, has its statistical quality very close to the DFT-based one and in this model value of \( R^2 \) is 0.84 and that of \( R_{CV}^2 \) is 0.78. Third and fourth models have been drawn up with the help of AM1 and PM3 calculations, respectively. The values of \( R^2 \) and \( R_{CV}^2 \) in the third case are correspondingly 0.79 and 0.66, whereas in the fourth case they are 0.78 and 0.65 respectively. Results of this study clearly demonstrate that for the calculations of
descriptors in modeling of acute toxicity of organic compounds to the fathead minnow, first principal methods are much more useful than semi-empirical methods.
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1. Introduction

Many of QSAR studies are based on the assumption that molecules from the same chemical domain will behave in a similar manner, so that QSAR models drawn up with the analogical molecules are hypothesized to exhibit better performance than that derived from miscellaneous data set. The traditional approach to QSARs for acute toxicity of organic compounds to the fathead minnow is the modeling of the activity of homologous or congeneric series of chemicals such as nitroaromatics [1], alkylamines [2], halogenated hydrocarbons and phenols [3], and chlorobenzenes and chloroalginines [4]. This congeneric series approach is conservative. Often, such chemicals have a single functional group or toxicophore and an alkyl moiety of variable size. Some other studies [5-11] by using diverse molecule sets have usually relied on dividing a molecule set into subgroups (chemical classes) by clustering the molecules based on their mode of action. Then, local QSTRs built up for each subgroup are applicable only to certain mode of action. It is worthy mention here that there has been a successful effort to draw up a global QSTR model by using a single descriptor, namely, logarithm of 1-octanol/water partition coefficient LogP. This model is applicable to quite miscellaneous data set, but still counts quite a big number of molecules as outliers [12]. Hydrophobicity of a molecule is characterized by LogP which is directly related to bio-uptake of chemicals by fish or many other organisms. It has been successfully used for the modeling of acute toxicity of chemicals with different modes and mechanism of toxic action to *Pimephales promelas*, combined with additional parameters such as energy of lowest unoccupied molecular orbital ($E_{LUMO}$) [13] and maximum superdelocalizability ($S_{max}$), which is a molecular orbital parameter that quantifies the electro (nucleo) philicity of a molecule [14]. Developing a better QSTR for the modeling of acute toxicity of diverse chemicals is a subject of interest due to its demand by the organizations such as OECD (Organization for Economic Co-operation and Development) or EC (European Communities) to use the QSTR model for regulatory purpose.

The aim of the present study is two folds. The first one is to build QSTR multiple regression model using quantum-mechanics-based molecular descriptors that correlate and predict the LogLC$_{50}$ value of acute toxicity of 48 compounds to the fathead minnow. LC$_{50}$ (mg/l), aquatic toxicity on *Pimephales promelas* expressed as the chemical concentration at which 50% lethality is observed in a test batch of fish within a 96 h exposure period. Molecules used in this study are quite a diverse set and were taken from a study [12]. However, they were not strictly selected to ensure that they are sufficiently diverse. The second aim of this study is to compare the accuracy of semi-empirical and first principle methods for calculation of molecular descriptors. AM1 [15] and PM3 [16, 17] are fast in computation, well suited to organic compounds, and belong to semi-empirical method family. These methods have been traditionally used to calculate the optimized 3D geometry and quantum mechanics descriptors of
molecules in most of QSAR studies. Some previous comparative QSAR works [1,18-22] have shown that using descriptors calculated by HF [23-25] or DFT [26] together with B3LYP [27] hybrid function instead of semi-empirical AM1 or PM3 methods improve the accuracy of the results that lead more reliable QSARs. On the other hand, there is an interesting comparative QSTR study relevant in this area [28]. In that study, a huge molecule set (568 molecules) has been used to establish QSTR models. These QSTR models have been built up from descriptors which were calculated using two different theory levels namely AM1 and DFT/B3LYP (6-31G**). Their study has shown that the choice of the precise but time-consuming DFT/B3LYP method does not have an advantage over AM1 method for the quality of the derived QSTRs.

Table 1. 48 compounds used in this study and their LogP and toxicity values to fathead minnow (*Pimephales promelas*).

| Comp. No | CAS No | Chemical Name                        | $^a\text{LogP}$ | $^a\text{LogLC}_{50}$ (mol/l) |
|----------|--------|--------------------------------------|----------------|-------------------------------|
| 1        | 57-55-6| 1,2-Propanediol                      | -0.78          | -0.838                        |
| 2        | 68-12-2| Formamide, N,N-dimethyl-              | -0.93          | -0.839                        |
| 3        | 71-36-3| 1-Butanol                            | 0.84           | -1.601                        |
| 4        | 78-87-5| Propane, 1,2-dichloro-                | 2.25           | -2.907                        |
| 5        | 78-92-2| 2-Butanol                            | 0.77           | -1.305                        |
| 6        | 79-00-5| Ethane, 1,1,2-trichloro-              | 2.01           | -3.214                        |
| 7        | 79-34-5| Ethane, 1,1,2,2-tetrachloro-          | 2.19           | -3.917                        |
| 8        | 80-05-7| Phenol, 4,4'-(1-methylene)bis-        | 3.64           | -4.696                        |
| 9        | 80-62-6| 2-Propenoic acid, 2-methyl-, methyl ester | 1.28       | -2.552                        |
| 10       | 95-50-1| Benzene, 1,2-dichloro-                | 3.28           | -3.411                        |
| 11       | 96-18-4| Propane, 1,2,3-trichloro-             | 2.5            | -3.346                        |
| 12       | 96-29-7| 2-Butanone, oxime                     | 1.69           | -2.014                        |
| 13       | 100-37-8| Ethanol, 2-(diethylamino)-           | 0.05           | -1.818                        |
| 14       | 106-46-7| Benzene, 1,4-dichloro-               | 3.28           | -4.015                        |
| 15       | 107-06-2| Ethane, 1,2-dichloro-                | 1.83           | -2.931                        |
| 16       | 107-41-5| 2,4-Pentanediol, 2-methyl-           | 0.58           | -1.089                        |
| 17       | 107-98-2| 2-Propanol, 1-methoxy-               | -0.49          | -0.637                        |
| 18       | 108-88-3| Benzene, methyl-                     | 2.54           | -3.549                        |
| 19       | 120-83-2| Phenol, 2,4-dichloro-                | 2.8            | -4.277                        |
| 20       | 122-99-6| Ethanol, 2-phenoxy-                  | 1.1            | -2.604                        |
| 21       | 123-54-6| 2,4-Pentanedione                     | 0.05           | -2.860                        |
| 22       | 123-86-4| Acetic acid, butyl ester             | 1.85           | -3.810                        |
| 23       | 124-04-9| Hexanedioic-acid-                    | 0.23           | -3.178                        |
| 24       | 141-78-6| Acetic-acid-ethyl-ester-             | 0.86           | -2.583                        |
| 25       | 760-23-6| 1-Butene, 3,4-dichloro-              | 2.6            | -4.184                        |
| 26       | 770-35-4| 2-Propanol, 1-phenoxy-               | 1.52           | -2.735                        |
| 27       | 868-77-9| 2-Propenoic acid, 2-methyl-, 2-hydroxyethyl ester | 0.3          | -2.758                        |
| No. | CAS    | Substance                        | LogP | LC50   |
|-----|--------|----------------------------------|------|--------|
| 28  | 1634-04-4 | Propane, 2-methoxy-2-methyl-     | 1.43 | -2.118 |
| 29  | 4169-04-4 | 1-Propanol, 2-phenoxy-           | 1.52 | -2.735 |
| 30  | 101-84-8  | Diphenyl ether                   | 4.21 | -4.62  |
| 31  | 693-65-2  | Dipentyl ether                   | 4.04 | -4.69  |
| 32  | 108-20-3  | Diisopropyl ether                | 1.52 | -3.04  |
| 33  | 109-99-9  | Tetrahydrofuran                  | 0.46 | -1.52  |
| 34  | 142-96-1  | Dibutyl ether                    | 3.21 | -3.60  |
| 35  | 110-00-9  | Furan                            | 1.34 | -3.04  |
| 36  | 64-17-5   | Ethanol                          | -0.31| 0.51   |
| 37  | 5673-07-4 | 2,6-dimethoxytoluene             | 2.64 | -3.87  |
| 38  | 115-20-8  | 2,2,2-trichloroethanol           | 1.42 | -2.69  |
| 39  | 120-82-1  | 1,2,4-trichlorobenzene           | 4.05 | -4.79  |
| 40  | 541-73-1  | 1,3-dichlorobenzene              | 3.52 | -4.27  |
| 41  | 150-78-7  | 1,4-dimethoxybenzene             | 2.15 | -3.07  |
| 42  | 4412-91-3 | 3-furanmethanol                  | 0.30 | -2.28  |
| 43  | 95-75-0   | 3,4-dichlorotoluene              | 4.06 | -4.74  |
| 44  | 67-64-1   | Acetone                          | -0.24| -0.85  |
| 45  | 98-86-2   | Acetophenone                     | 1.58 | -2.87  |
| 46  | 67-56-1   | Methanol                         | -0.77| -0.06  |
| 47  | 108-94-1  | Cyclohexanone                    | 0.81 | -2.27  |
| 48  | 79-01-6   | Trichloroethene                  | 2.42 | -3.47  |

*a LogP and toxicity data (LogLC50) taken from the literature [12].

2. Procedures and Calculations Methods

2.1. Computational details

For all molecules studied here, 3-D modeling and calculations were performed using the Gaussian 03 quantum chemistry package [29]. To save in computational time, initial geometry optimizations were carried out with the molecular mechanics (MM) method using Amber force field. The lowest energy conformations of the molecules obtained by the MM method were further optimized by the DFT method by employing Becke’s three-parameter hybrid functional (B3LYP) and the 6-31+G (d) basis set; their fundamental vibrations were also calculated using the same method to check if there were true minima. All the computations were carried out for the ground states of these molecules as singlet state. The lowest energy conformations of the compounds obtained using DFT were used as an input geometry for the calculations for HF/6-31+G, AM1 and PM3 methods. (CODESSA PRO) Comprehensive Descriptors for Structural and Statistical Analysis, Version 2.7.2 [30], was used for extracting descriptors of quantum mechanics and 3D geometry of the compounds from Gaussian 03 output files. CODESSA PRO enables the generation of hundreds of molecular descriptors (constitutional, topological, and quantum mechanical) from a loaded 3D geometry, and uses diverse statistical structure property/activity correlation techniques for the analysis of experimental data in combination with calculated molecular descriptors.
Table 2. DFT/B3LYP-based descriptors and predicted toxicity of the compounds by Eq 7.

| Comp. No | $S_{tr}$ | $I_A$ | $\omega_H$ | $\omega_L$ | O-LogLC$_{50}$ | P-LogLC$_{50}$ | Residual |
|----------|----------|-------|------------|------------|-----------------|----------------|----------|
| 1        | 38.902   | 0.263 | 3774.1     | 114.565    | -0.838          | -0.788         | 0.049    |
| 2        | 38.782   | 0.296 | 3171.2     | 106.871    | -0.839          | -1.184         | -0.345   |
| 3        | 38.823   | 0.623 | 3755.3     | 110.929    | -1.601          | -1.423         | 0.177    |
| 4        | 40.055   | 0.224 | 3186.1     | 111.732    | -2.907          | -3.215         | -0.308   |
| 5        | 38.823   | 0.256 | 3742.2     | 102.240    | -1.305          | -1.394         | -0.089   |
| 6        | 40.544   | 0.114 | 3189.9     | 107.486    | -3.214          | -3.386         | -0.172   |
| 7        | 41.227   | 0.057 | 3167.6     | 73.008     | -3.917          | -3.826         | 0.090    |
| 8        | 42.176   | 0.029 | 3753.8     | 36.841     | -4.696          | -4.399         | 0.296    |
| 9        | 39.720   | 0.116 | 3242.6     | 51.096     | -2.552          | -2.496         | 0.055    |
| 10       | 40.845   | 0.062 | 3224.5     | 135.387    | -3.411          | -4.086         | -0.675   |
| 11       | 40.845   | 0.071 | 3188.4     | 80.855     | -3.346          | -3.727         | -0.381   |
| 12       | 39.305   | 0.125 | 3762.3     | 65.570     | -2.014          | -1.984         | 0.029    |
| 13       | 40.189   | 0.067 | 3759.7     | 25.457     | -1.818          | -1.764         | 0.053    |
| 14       | 40.845   | 0.188 | 3229.6     | 101.569    | -4.015          | -4.039         | -0.024   |
| 15       | 39.657   | 0.968 | 3196.7     | 118.164    | -2.931          | -2.813         | 0.117    |
| 16       | 40.214   | 0.103 | 3739.4     | 46.314     | -1.089          | -2.042         | -0.953   |
| 17       | 39.406   | 0.244 | 3754.1     | 84.761     | -0.637          | -1.175         | -0.538   |
| 18       | 39.472   | 0.184 | 3204.8     | 11.093     | -3.549          | -2.855         | 0.693    |
| 19       | 41.155   | 0.070 | 3674.9     | 144.475    | -4.277          | -3.677         | 0.599    |
| 20       | 40.680   | 0.150 | 3772.8     | 49.425     | -2.604          | -2.497         | 0.107    |
| 21       | 39.720   | 0.137 | 3163.5     | 44.404     | -2.860          | -2.051         | 0.809    |
| 22       | 40.163   | 0.179 | 3175.7     | 35.795     | -3.810          | -3.023         | 0.786    |
| 23$^a$   | 40.847   | 0.159 | 3680.2     | -46.051$^a$| -3.178          | -2.194         | 0.983    |
| 24       | 39.339   | 0.279 | 3175.9     | 38.760     | -2.583          | -2.148         | 0.434    |
| 25       | 40.359   | 0.084 | 3242.2     | 80.663     | -4.184          | -3.443         | 0.740    |
| 26       | 40.968   | 0.107 | 3755.0     | 47.032     | -2.735          | -2.847         | -0.112   |
| 27       | 40.502   | 0.071 | 3782.8     | 44.232     | -2.758          | -2.050         | 0.707    |
| 28       | 39.340   | 0.145 | 3111.9     | 61.752     | -2.118          | -2.470         | -0.352   |
| 29       | 40.968   | 0.101 | 3772.7     | 38.393     | -2.735          | -2.820         | -0.085   |
| 30$^a$   | 41.301   | 0.080 | 3217.2     | 18.694     | -4.620          | -4.587         | 0.032    |
| 31       | 41.085   | 0.269 | 3099.9     | 28.820     | -4.690          | -4.511         | 0.178    |
| 32       | 38.570   | 0.314 | 3306.7     | 608.797    | -3.040          | -2.520         | 0.519    |
| 33       | 38.741   | 0.236 | 3126.8     | 47.891     | -1.520          | -1.697         | -0.177   |
| 34       | 40.503   | 0.304 | 3102.1     | 40.606     | -3.600          | -3.850         | -0.250   |
| 35       | 39.780   | 0.115 | 3136.5     | 85.249     | -3.040          | -2.767         | 0.272    |
| 36       | 37.406   | 1.144 | 3744.7     | 264.649    | 0.510           | -0.345         | -0.855   |
| 37       | 40.968   | 0.073 | 3232.8     | 63.657     | -3.870          | -3.794         | 0.075    |
| 38       | 40.885   | 0.062 | 3767.0     | -61.022$^a$| -2.690          | -2.609         | 0.080    |
A QSAR/QSTR model can be developed for a given set of molecules by using a various types of descriptors. Sometimes, a model might have very good statistical parameters, but still not suffice to explore the mechanism of interaction between the ligand and receptor mechanistically. Building a model with physically interpretable descriptors is an important task for value of a QSAR/QSTR work. In this study, we aimed to draw up a QSTR model by using quantum mechanically calculated thermodynamical descriptors by virtue of which obtained models are usually mechanistically interpretable. About 50 thermodynamical descriptors depending on the number of atoms in a molecule were calculated using CODESSA PRO and Gaussian 03 packages. The heuristic method [29] implemented in CODESSA PRO was used to build up a multi-able regression model. By this method, a pre-selection of descriptors is accomplished. All descriptors are checked to ensure the following: (a) the values of each descriptor are available for each structure, and (b) there is a variation in these values. The descriptors for which values are not available for every structure in the data in question are discarded. Descriptors having a constant value for all structures in the data set are also discarded. A printout showing the values of descriptors discarded in this manner is provided. Thereafter, the one-parameter correlation equations for each descriptor are calculated. To further reduce the number in the "starting set" of descriptors, the following criteria are applied and a descriptor is eliminated if any of the following conditions are met with: (a) the F-test's value for the one-parameter correlation with the descriptor is below 1.0, (b) the squared correlation coefficient of the one-parameter equation is less than $R^2_{\text{min}}$ by default 0.01, (c) the parameter's t-value is less than $t_1$ (where $R^2_{\text{min}}$ 0.1 by default and $t_1$ 1.5 by default are user defined values), (d) the descriptor is highly inter-correlated (above $r_{\text{full}}$, where $r_{\text{full}}$ is a user specified value by default 0.99), with another descriptor. All the remaining descriptors are then listed in decreasing order according to the correlation coefficient of the corresponding one-parameter correlation equation. All two-parameter regression models with remaining descriptors are
developed and ranked by the regression correlation coefficient $R^2$. A stepwise addition of the further descriptors’ scales is performed to find the best multi-parameter regression models with the optimum values of statistical criteria (highest values of $R^2$, the cross-validated, $R^2_{CV}$ and the $F$ value). $R^2_{CV}$, the ‘leave one out’ (LOO) squared cross-validated coefficient, is a practical and reliable method for testing the predictive performance and stability of a regression model. LOO approach consists in developing a number of models with one sample omitted at a time. After developing each model, the omitted data are predicted and the differences between the experimental and predicted activity values are calculated. Then the $R^2_{CV}$ is calculated according to the following formula [31]:

$$R^2_{CV} = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}$$

where $y_i$ is the actual experimental activity, $\bar{y}$ is the average actual experimental activity and $\hat{y}_i$ is the predicted activity of compound $i$ computed by the new regression equation obtained each time after leaving out one datum point (No. $i$).

**Table 3.** HF-based descriptors and predicted toxicity of the compounds by Eq 8.

| Comp. No | $S_H$ | $I_A$ | $\omega_H$ | $\omega_L$ | O-LogLC$_{50}$ | P-LogLC$_{50}$ | $b$-Residual |
|----------|-------|-------|------------|------------|----------------|----------------|--------------|
| 1        | 38.862 | 0.229 | 4036.5     | 119.378    | -0.838         | -0.930         | -0.092       |
| 2        | 38.782 | 0.298 | 3335.0     | 116.641    | -0.839         | -1.828         | -0.989       |
| 3        | 38.823 | 0.625 | 4030.4     | 110.442    | -1.601         | -1.021         | 0.579        |
| 4        | 40.055 | 0.223 | 3408.6     | 108.918    | -2.907         | -3.128         | -0.221       |
| 5        | 38.823 | 0.258 | 4019.2     | 109.284    | -1.305         | -0.898         | 0.406        |
| 6        | 40.544 | 0.110 | 3412.8     | 102.260    | -3.214         | -3.622         | -0.408       |
| 7        | 41.227 | 0.055 | 3392.0     | 76.661     | -3.917         | -4.350         | -0.433       |
| 8        | 42.176 | 0.029 | 4039.8     | 39.720     | -4.696         | -4.441         | 0.254        |
| 9        | 39.720 | 0.171 | 3442.8     | 73.673     | -2.552         | -2.602         | -0.050       |
| 10       | 40.845 | 0.062 | 3409.3     | 152.827    | -3.411         | -4.063         | -0.652       |
| 11       | 40.845 | 0.068 | 3407.3     | 78.833     | -3.346         | -3.904         | -0.558       |
| 12       | 39.305 | 0.128 | 4134.1     | 79.521     | -2.014         | -1.172         | 0.841        |
| 13       | 40.189 | 0.067 | 4031.9     | 30.933     | -1.818         | -2.188         | -0.370       |
| 14       | 40.845 | 0.191 | 3415.0     | 112.760    | -4.015         | -4.014         | 0.000        |
| 15       | 39.657 | 0.965 | 3417.5     | 114.598    | -2.931         | -2.951         | -0.020       |
| 16       | 40.214 | 0.104 | 4013.3     | 49.077     | -1.089         | -2.296         | -1.207       |
| 17       | 39.406 | 0.247 | 4029.9     | 86.093     | -0.637         | -1.490         | -0.853       |
| 18$^a$   | 39.472 | 0.186 | 3385.2     | -39.526$^a$| -3.549         | -2.154         | 1.394        |
| 19       | 41.155 | 0.071 | 4039.2     | 137.736    | -4.277         | -3.515         | 0.762        |
| 20       | 40.680 | 0.154 | 4044.1     | 46.404     | -2.604         | -2.796         | -0.192       |
| 21       | 39.720 | 0.140 | 3317.3     | 40.210     | -2.860         | -2.690         | 0.169        |
2.2. Theory

Among the thermodynamical descriptors, translational entropy (at 300 K), principal moment of inertia $I_A$, highest normal mode of vibrational frequency, and lowest normal mode of vibrational frequency were involved in the models that are presented in this study. Thermodynamical properties of a molecule arise from the energetics of vibrational frequencies. This connection is based upon
partitioning the total energy of a macroscopic system among the constituent molecules. Translational entropy (at 300 K) is defined as [32]:

\[
S_v = \ln \left( \frac{2\pi nkT}{\hbar^2} \right)^{\frac{3}{2}} \frac{V^{3/2}}{N}
\]  

(2)

where \( V \) is the volume of the system, \( N \) is the Avogadro’s number, \( h \) is the Planck constant, \( m \) is the molecular mass, and \( kT \) is the Boltzman temperature. Highest normal mode of vibrational frequency and lowest normal mode of vibrational frequency are actually not frequencies; they are wavenumbers (in \( \text{cm}^{-1} \) unit). It is customary to call normal modes of vibration of molecule as frequency in infrared and Raman spectroscopy. Definition of normal mode of vibration arises from quantum mechanical harmonic oscillator model of a diatomic molecule. In this model, energy of the vibrational states is given as [33],

\[
E_v = \hbar v \left( v + \frac{1}{2} \right)
\]  

(3)

where \( \hbar \) is the Planck constant, \( v \) is the vibrational quantum number \((0, 1, 2, \ldots)\), and \( v \) is the classical vibrational frequency given by,

\[
v = \frac{1}{2\pi} \left( \frac{k}{\mu} \right)^{1/2}
\]  

(4)

where \( k \) is the force constant of the chemical bond and \( \mu \) is the reduced mass for nuclei of two atoms. More commonly, equation 5 is used as vibrational wavenumber \((\omega)\) form rather than frequency form, where

\[
E_v = \hbar \omega \left( \nu + \frac{1}{2} \right)
\]  

(5)

where \( \omega \) is the vibrational wavenumber, \( c \) is the velocity of light. Final descriptor involved in our model is principal moment of inertia \( A \) \((I_A)\) that is obtained from the 3D-coordinate of the atoms in the given molecule. Its definition is given as [34],

\[
I_A = \sum_i m_i r_{ix}^2
\]  

(6)

where \( m_i \) are the atomic masses and \( r_{ix} \) denotes the distance of the \( i-th \) atomic nucleus from the main rotational axes, \( x \). \( I_A \) characterizes the mass distribution in the molecule.

3. Results and Discussion

3.1. Results

The assessment of toxicity of a hypothetical compound is a subject of interest. The QSAR/QSTR method saves time and cost in determining the toxicity of a series of newly synthesized compounds with the help of toxicity of previously known compounds. Forty-eight compounds have been taken in this study, and their toxicity (LogLC\(_{50}\)) and calculated logarithm of 1-octanol/water partition coefficient (LogP) values to fathead minnow have been taken from the literature [12] and are given in Table 1. Among the quantum mechanically calculated descriptors, translational entropy (at 300 K), principal moment of inertia A, and highest normal mode of vibrational frequency and lowest normal
mode of vibrational frequency have been identified which are capable of modeling the toxicity and the structure of a molecule. The data matrix of these descriptors obtained from first principal (HF and DFT-B3LYP) and semi-empirical (AM1 and PM3) methods calculations are shown in Table 2 to 5. By using DFT-based descriptors, several equations were generated by using all the variables and the statistically best model that we have obtained is four-parameters equation, which is as follows:

$$DFT-\text{LogLC}_{50} = 36.37 -1.11 S_r + 1.65 \times 10^{-3} \omega_H - 2.29 \times 10^{-3} \omega_L - 0.34 I_A$$

where N is the number of compounds included in the model, $R^2$ is the squared correlation coefficient, $R^2_{CV}$ is the squared cross-validation correlation coefficient, $F$ is the Fisher test for significance of the equation and $s^2$ is the standard deviation of the regression. The statistical quality of the above equation is good as evident from its correlation coefficient $R^2 = 0.85$ and a cross-validation coefficient $R^2_{CV} = 0.79$. The predicted toxicity of the compounds is given in Table 2 by using Equation 7. In this DFT-based model, compounds 23, 38, and 44 were selected as outliers due to the fact that during the calculation of their geometry and vibrational frequencies, all our attempts had failed to get all the frequencies as positive. 23, 38 and 44 have given one negative value of vibrational frequency. This means that obtained structures of these molecules do not correspond to the global minima of potential energy surface. Second, model based on other first principle method used in present study, namely, HF method is found as follows:

$$HF-\text{LogLC}_{50} = 38.00 -1.13 S_r + 1.38 \times 10^{-3} \omega_H - 2.22 \times 10^{-3} \omega_L - 0.36 I_A$$

Statistical quality of this model is very close to the DFT-based one. The predicted toxicity of the compounds by using Equation 8 is given in Table 3. In this HF-based model, compounds 18, 23, and 30 were selected as outliers due to the same reason as DFT-based model. By using AM1-based descriptors, the statistically best model that we have obtained is as follows:

$$AM1-\text{LogLC}_{50} = 43.94 -1.14 S_r - 1.14 \times 10^{-4} \omega_H - 4.21 \times 10^{-3} \omega_L - 0.188 I_A$$

Second model, namely, PM3 based on other semi-empirical method used in present study was found as follows:

$$PM3-\text{LogLC}_{50} = 45.04 -1.18 S_r - 3.32 \times 10^{-5} \omega_H - 3.59 \times 10^{-3} \omega_L - 0.253 I_A$$

Statistical fit of equation 10 is similar to equation 9. $R^2_{CV}$ value of the equation 10 is relatively lower than that of equation 9. This result indicates that AM1 and PM3 based models are similar statistical fit, but PM3 based model has a lower predictive power as is evident from its lower value of squared cross-validated coefficient ($R^2_{CV} = 0.66$). Finally, in order to elucidate the relationship between the hydrophobicity of compounds and their toxicity to fathead minnow, we have added LogP value of compounds as an additional descriptor to the DFT-based model (equation 7). Influence of the LogP to statistical fit of the equation 7 is as follows:

$$DFT \text{ and LogP}-\text{LogLC}_{50} = 22.08 -0.68 S_r +9.45 \times 10^{-4} \omega_H - 1.22 \times 10^{-3} \omega_L - 0.147 I_A - 0.373 \text{CLogP}$$
As can be seen in equation 11, statistical quality of DFT-based model was increased dramatically by adding LogP to the model.

Table 4. AM1-based descriptors and predicted toxicity of the compounds by Eq 9.

| Comp. No | $S_{tr}$ | $I_A$ | $\omega_H$ | $\omega_L$ | $O-$LogLC$_{50}$ | $P-$LogLC$_{50}$ | $\text{Residual}$ |
|----------|----------|-------|------------|------------|-----------------|-----------------|-----------------|
| 1        | 38.916   | 0.263 | 3502.6     | 46.572     | -0.838          | -1.353          | -0.515          |
| 2        | 38.796   | 0.294 | 3103.6     | 133.306    | -0.839          | -1.541          | -0.702          |
| 3        | 38.838   | 0.612 | 3157.6     | 64.729     | -1.601          | -1.366          | 0.234           |
| 4        | 40.094   | 0.227 | 3154.8     | 73.827     | -2.907          | -2.773          | 0.133           |
| 5        | 38.838   | 0.265 | 3163.5     | 66.472     | -1.305          | -1.309          | -0.004          |
| 6        | 40.589   | 0.103 | 3079.7     | 224.825    | -3.214          | -3.945          | -0.731          |
| 7        | 41.273   | 0.060 | 3005.6     | 51.915     | -3.917          | -3.985          | -0.068          |
| 8        | 42.190   | 0.028 | 3461.1     | 26.172     | -4.696          | -4.974          | -0.278          |
| 9        | 39.734   | 0.129 | 3232.5     | 61.837     | -2.552          | -2.299          | 0.252           |
| 10       | 40.878   | 0.064 | 3197.0     | 121.451    | -3.411          | -3.847          | -0.436          |
| 11       | 40.887   | 0.074 | 3090.3     | 56.361     | -3.346          | -3.573          | -0.227          |
| 12       | 39.319   | 0.144 | 3156.8     | 83.654     | -2.014          | -1.910          | 0.103           |
| 13       | 40.203   | 0.074 | 3158.6     | 46.823     | -1.818          | -2.755          | -0.937          |
| 14       | 40.878   | 0.187 | 3192.5     | 95.185     | -4.015          | -3.759          | 0.255           |
| 15       | 39.699   | 0.983 | 3101.5     | 75.687     | -2.931          | -2.464          | 0.466           |
| 16       | 40.228   | 0.104 | 3161.8     | 17.174     | -1.089          | -2.665          | -1.576          |
| 17       | 39.420   | 0.245 | 3159.1     | 39.893     | -0.637          | -1.861          | -1.224          |
| 18       | 39.486   | 0.182 | 3202.7     | 196.531    | -3.549          | -2.590          | 0.958           |
| 19       | 41.186   | 0.070 | 3192.5     | 107.448    | -4.277          | -4.142          | 0.134           |
| 20       | 40.693   | 0.148 | 3206.1     | 19.546     | -2.604          | -3.223          | -0.619          |
| 21       | 39.734   | 0.172 | 3163.8     | 27.915     | -2.860          | -2.157          | 0.703           |
| 22       | 40.177   | 0.177 | 3157.5     | 47.599     | -3.810          | -2.748          | 1.061           |
| 23       | 40.861   | 0.162 | 3425.5     | 35.172     | -3.178          | -3.508          | -0.330          |
| 24       | 39.353   | 0.276 | 3162.1     | 47.922     | -2.583          | -1.824          | 0.759           |
| 25       | 40.395   | 0.090 | 3211.5     | 50.659     | -4.184          | -3.001          | 1.182           |
| 26       | 40.982   | 0.107 | 3206.1     | 19.068     | -2.735          | -3.544          | -0.809          |
| 27       | 40.515   | 0.081 | 3199.7     | 41.240     | -2.758          | -3.096          | -0.338          |
| 28       | 39.354   | 0.147 | 3163.9     | 13.189     | -2.118          | -1.655          | 0.463           |
| 29       | 40.982   | 0.091 | 3206.0     | 11.418     | -2.735          | -3.508          | -0.773          |
| 30       | 41.315   | 0.079 | 3204.6     | 25.514     | -4.620          | -3.948          | 0.671           |
| 31       | 41.098   | 0.258 | 3157.4     | 16.950     | -4.690          | -3.692          | 0.997           |
| 32       | 38.584   | 0.306 | 3304.1     | 513.629    | -3.040          | -2.927          | 0.113           |
| 33       | 38.756   | 0.235 | 3122.5     | 42.932     | -1.520          | -1.105          | 0.414           |
| 34       | 40.517   | 0.293 | 3157.5     | 26.151     | -3.600          | -3.070          | 0.529           |
|   | O-LogLC50 | P-LogLC50 | S<sub>tr</sub> | I<sub>p</sub> | <p>ω</p><sub>H</sub> | <p>ω</p><sub>L</sub> | bResidual |
|---|-----------|-----------|---------------|-------------|---------------|---------------|-----------|
| 35 | 39.794    | 0.116     | 3159.9        | 89.923      | 3.040         | 2.477         | 0.563     |
| 36 | 37.421    | 1.124     | 3161.4        | 146.790     | 0.510         | 0.183         | 0.693     |
| 37 | 40.982    | 0.073     | 3205.6        | 43.190      | 3.870         | 3.639         | 0.230     |
| 38 | 40.926    | 0.063     | 3073.9        | 105.914     | 2.690         | 3.823         | 1.133     |
| 39 | 41.505    | 0.061     | 3187.5        | 87.350      | 4.790         | 4.422         | 0.367     |
| 40 | 40.878    | 0.094     | 3195.2        | 162.544     | 4.270         | 4.026         | 0.243     |
| 41 | 40.693    | 0.146     | 3203.1        | 37.611      | 3.070         | 3.298         | 0.228     |
| 42 | 39.673    | 0.238     | 3299.0        | 43.605      | 2.280         | 2.181         | 0.098     |
| 43 | 41.150    | 0.061     | 3190.5        | 97.797      | 4.740         | 4.058         | 0.681     |
| 44 | 38.111    | 0.330     | 3157.3        | 83.337      | -0.850        | -0.558        | 0.291     |
| 45 | 40.277    | 0.122     | 3199.0        | 17.486      | 2.870         | 2.731         | 0.138     |
| 46 | 36.339    | 4.051     | 3149.1        | 295.043     | -0.060        | -0.118        | -0.058    |
| 47 | 39.735    | 0.143     | 3107.1        | 134.076     | -2.270        | -2.593        | -0.323    |
| 48 | 40.544    | 0.131     | 3152.6        | 166.703     | -3.470        | -3.505        | -0.035    |

O-LogLC<sub>50</sub>, observed toxicity (mol/l) taken from Ref. 12.
P-LogLC<sub>50</sub>, predicted toxicity (mol/l) by Eq. 9.
S<sub>tr</sub>, translational entropy (at 300 K).
I<sub>p</sub>, principal moment of inertia A.
ω<sub>H</sub>, is the highest vibrational wavenumber and ω<sub>L</sub>, is the lowest vibrational wavenumber.
Residual is the differences between O-LogLC<sub>50</sub> and P-LogLC<sub>50</sub> values.

The above linear regression models obtained using the descriptors from DFT and HF calculations are much better than those obtained from semi-empirical AM1 and PM3 methods. Introducing LogP to DFT-based model, there is a rapid rising in statistical quality of the regression equation. Figure 1 gives the plots of observed LogLC<sub>50</sub> versus the predicted LogLC<sub>50</sub> by equations (7)-(11) for compounds.

3.2. Discussion

QSAR/QSTR model quality depends on the reliability of the dataset (i.e. uncertainty in toxicological and physicochemical and/or structural data). The authors usually have to rely on experimental toxicological data set that is taken from literature. The data are assumed to provide a uniform measure of toxicity for all of the compounds studied. When the uncertainties in physicochemical and/or structural data are considered, the accuracy of the descriptors is an important element for the QSAR/QSTRs. The computational level of theory is a major task for the accuracy of descriptor calculation. Above presented results clearly demonstrate the effect of used level of theory for calculations. Semi-empirical methods such as AM1 and PM3 use the empirical or experimental parameters to deal with the Schrödinger equation and omit some molecular integral calculations, so they are much faster than the first principle HF and DFT-B3LYP schemes. Therefore, they are utilized more widely in the calculations of molecular properties. But accuracy of their results is inferior to ab initio or DFT methods. The best statistical quality of the equations obtained in this study was DFT – based one with the correlation coefficient R<sup>2</sup> value = 0.85 and a cross-validation coefficient R<sup>2</sup><sub>CV</sub> value.
The statistical quality of equations obtained from the semi-empirical methods was lower than that of equations obtained from the DFT and HF methods as expected. AM1 and PM3 based models have given similar statistical fits, but PM3 based model has a lower predictive power as evident from its lower value of $R^2_{CV} = 0.66$ in contrast to that of AM1 value of $R^2_{CV} = 0.72$.

For all of the above mentioned models, the most representative descriptor with the highest coefficient is the translational entropy (at 300 K) $S_{tr}$, which negatively correlates to LogLC$_{50}$. It should be noted that all of the thermochemical properties of a molecule such as $S_{tr}$ arise from the energetics of vibrational frequencies. This connection is based upon partitioning of the total energy of a macroscopic system among the constituent molecules. Other two descriptors involved in the models are lowest normal mode of vibrational frequency, $\omega_L$ and highest normal mode of vibrational frequency, $\omega_H$. $\omega_L$ correlates negatively to LogLC$_{50}$ in all the models, whereas $\omega_H$ correlates positively to LogLC$_{50}$ in DFT, HF, and DFT with LogP models. In several QSAR studies, fundamental vibrational frequencies of molecules have been used as descriptors [35-39]. They suggested that the eigen value ('EVA') descriptors are derived from fundamental IR and Raman range of molecular vibrational frequencies. Vibrational frequency of a molecule is sensitive to 3D structure. The idea behind the use of such data as descriptors was that a significant amount of information pertaining to molecular properties might be contained within the molecular vibration wave function [35]. Another descriptor involved in the models in this study is principal moment of inertia $A$ ($I_A$). It is a geometrical descriptor and originates from the rigid rotator approximation model of molecules. $I_A$ is sensitive to 3D structure and characterizes the mass distribution in the molecule. It correlates negatively to LogLC$_{50}$ in all models.

Results of present study demonstrate that quantum mechanically calculated thermo chemical descriptors, $S_{tr}$, $\omega_H$, and $\omega_L$ jointly with geometrical descriptor, $I_A$ are capable of modeling the acute toxicity of the compounds to the fathead minnow. First principle DFT and HF methods led to statistically better models than that of semi-empirical AM1 and PM3 methods. This result is normal because DFT and HF can calculate molecular properties such as optimized geometry and spectroscopic properties more accurately than semi-empirical methods. Our results are in disagreement with the conclusions of the other comparative study [28] which has concluded that the use of DFT/B3LYP does not have an advantage over AM1 for the quality of the derived QSTRs. The disagreement between two studies may result from several reasons. It may be due to the difference of the size of molecule sets between two studies. Another possible reason is that the models were restricted to build up using only quantum chemical and thermodynamical descriptors in our study whereas Natzeva et al. [28] has used considerably large amount of descriptors to derive their models.

Finally, LogP has been inserted as an additional descriptor into the statistically best model (DFT-based one). This resulted in an increase of statistical quality of the model for the parameters ($R^2$ from 0.85 to 0.89, $F$ from 60.34 to 78.02, and $s^2$ from 0.27 to 0.19). As mentioned in introduction section, LogP itself has been used as single descriptor for many QSTR models. Most of the compounds used in this study act in narcotic mode of action. Narcosis is a general term that describes noncovalent interaction between xenobiotics and cellular membranes. Whereas it is generally accepted that narcosis
is the result of the accumulation of the compounds in cell membranes that disturbs their function, the exact mechanism is not known yet [40]. LogP characterizes the hydrophobicity of a molecule that is directly related to bio-uptake of chemicals by fish or many other organisms. Results presented in this study demonstrates that quantum mechanically calculated thermo chemical descriptors in combination with LogP are capable of modeling the acute toxicity of a quite diverse set of 48 compounds to the fathead minnow.

Table 5. PM3-based descriptors and predicted toxicity of the compounds by Eq 10.

| Comp. No | S<sub>r</sub> | I<sub>d</sub> | S<sub>H</sub> | S<sub>L</sub> | O-LogLC<sub>50</sub> | P-LogLC<sub>50</sub> | bResidual |
|----------|-------------|-------------|-------------|-------------|----------------|----------------|-----------|
| 1        | 38.916      | 0.261       | 3182.6      | 67.778      | -0.838         | -1.372         | -0.534    |
| 2        | 38.796      | 0.281       | 3131.1      | 198.042     | -0.839         | -1.702         | -0.863    |
| 3        | 38.838      | 0.620       | 3182.7      | 82.322      | -1.601         | -1.423         | 0.177     |
| 4        | 40.094      | 0.233       | 3176.2      | 69.425      | -2.907         | -2.763         | 0.143     |
| 5        | 38.838      | 0.269       | 3183.6      | 121.401     | -1.305         | -1.474         | -0.169    |
| 6        | 40.589      | 0.106       | 3051.0      | 209.619     | -3.214         | -3.815         | -0.601    |
| 7        | 41.273      | 0.057       | 2945.1      | 29.974      | -3.917         | -3.963         | -0.046    |
| 8        | 42.190      | 0.026       | 3162.5      | 41.232      | -4.696         | -5.086         | -0.390    |
| 9        | 39.734      | 0.111       | 3165.8      | 50.229      | -2.552         | -2.236         | 0.315     |
| 10       | 40.878      | 0.066       | 3078.0      | 122.576     | -3.411         | -3.835         | -0.424    |
| 11       | 40.887      | 0.077       | 3059.8      | 44.269      | -3.346         | -3.566         | -0.220    |
| 12       | 39.319      | 0.136       | 3183.9      | 100.781     | -2.014         | -1.935         | 0.078     |
| 13       | 40.203      | 0.062       | 3179.1      | 49.434      | -1.818         | -2.776         | -0.958    |
| 14       | 40.878      | 0.188       | 3073.9      | 93.850      | -4.015         | -3.763         | 0.252     |
| 15       | 39.699      | 0.963       | 3065.2      | 63.709      | -2.931         | -2.457         | 0.473     |
| 16       | 40.228      | 0.103       | 3182.6      | 56.271      | -1.089         | -2.841         | -1.752    |
| 17       | 39.420      | 0.244       | 3183.2      | 54.483      | -0.637         | -1.916         | -1.279    |
| 18       | 39.486      | 0.184       | 3171.8      | 191.436     | -3.549         | -2.470         | 1.078     |
| 19       | 41.186      | 0.072       | 3067.9      | 107.791     | -4.277         | -4.147         | 0.129     |
| 20       | 40.693      | 0.150       | 3081.5      | 22.099      | -2.604         | -3.277         | -0.673    |
| 21       | 39.734      | 0.175       | 3183.0      | 39.014      | -2.860         | -2.213         | 0.646     |
| 22       | 40.177      | 0.182       | 3182.4      | 40.669      | -3.810         | -2.744         | 1.065     |
| 23       | 40.861      | 0.164       | 3851.1      | 41.276      | -3.178         | -3.573         | -0.395    |
| 24       | 39.353      | 0.277       | 3185.8      | 39.706      | -2.583         | -1.792         | 0.791     |
| 25       | 40.359      | 0.093       | 3144.0      | 50.603      | -4.184         | -2.993         | 1.190     |
| 26       | 40.968      | 0.107       | 3902.2      | 19.928      | -2.735         | -3.569         | -0.834    |
| 27       | 40.515      | 0.073       | 3164.7      | 31.179      | -2.758         | -3.082         | -0.324    |
| 28       | 39.354      | 0.145       | 3182.3      | 115.054     | -2.118         | -2.030         | 0.087     |
| 29       | 40.982      | 0.091       | 3172.0      | 35.494      | -2.735         | -3.654         | -0.919    |
| 30       | 41.315      | 0.079       | 3081.0      | 15.268      | -4.620         | -3.969         | 0.650     |
| 31       | 41.098      | 0.260       | 3182.5      | 19.088      | -4.690         | -3.776         | 0.913     |
3.3. Conclusion

This QSTR study has been based on quantum mechanically calculated descriptors (such as entropy (at 300 K), principal moment of inertia, highest normal mode of vibrational frequency, and lowest normal mode of vibrational frequency) and on the acute toxicity of the 48 organic compounds to the fathead minnow. All of these descriptors are sensitive to 3D structure of the molecules. The reliability of this study has been tested by four different methods, namely, AM1, MP3, HF, and DFT/B3LYP. A comparison of all the methods indicates that the DFT/B3LYP method is more reliable than others and has a high predictive power. Introduction of LogP as an additional descriptor into DFT-based model has resulted in an increase of statistical parameters of the model.
Figure 1. The plot of observed versus predicted LogLC50 values by using (a) eq. 7 (DFT/B3LYP), (b) eq. 8 (HF), (c) eq. 9 (AM1) and (d) eq. 10 (PM3).
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