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Abstract The purpose of the article is twofold. Firstly, we review some recent results on the maximum likelihood estimation in the regression model of the form $X_t = \theta G(t) + B_t$, where $B$ is a Gaussian process, $G(t)$ is a known function, and $\theta$ is an unknown drift parameter. The estimation techniques for the cases of discrete-time and continuous-time observations are presented. As examples, models with fractional Brownian motion, mixed fractional Brownian motion, and sub-fractional Brownian motion are considered. Secondly, we study in detail the model with two independent fractional Brownian motions and apply the general results mentioned above to this model.
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1 Introduction

Gaussian processes with drift arise in many applied areas, in particular, in telecommunication and on financial markets. An observed process often can be decomposed as the sum of a useful signal and a random noise, where the last one mentioned is usually modeled by a centered Gaussian process, see, e.g., [19, Ch. VII].

The simplest example of such model is the process

\[ Y_t = \theta t + W_t, \]

where \( W \) is a Wiener process. In this case the MLE of the drift parameter \( \theta \) by observations of \( Y \) at points \( 0 = t_0 \leq t_1 \leq \cdots \leq t_N = T \) is given by

\[
\hat{\theta} = \frac{1}{t_N - t_0} \sum_{i=0}^{N-1} (Y_{t_{i+1}} - Y_{t_i}) = \frac{Y_T - Y_0}{T},
\]

and depends on the observations at two points, see e.g. [5]. Models of such type are widely used in finance. For example, Samuelson’s model [42] with constant drift parameter \( \mu \) and known volatility \( \sigma \) has the form

\[
\log S_t = \left( \mu - \frac{\sigma^2}{2} \right) t + \sigma W_t,
\]

and the MLE of \( \mu \) equals

\[
\hat{\mu} = \frac{\log S_T - \log S_0}{T} + \frac{\sigma^2}{2}.
\]

At the same time, the model with Wiener process is not suitable for many processes in natural sciences, computer networks, financial markets, etc., that have long- or short-term dependencies, i.e., the correlations of random noise in these processes decrease slowly with time (long-term dependence) or rapidly with time (short-term dependence). In particular, the models of financial markets demonstrate various kinds of memory (short or long). However, a Wiener process has independent increments, and, therefore, the random noise generated by it is “white”, i.e., uncorrelated. The most simple way to overcome this limitation is to use fractional Brownian motion. In some cases even more complicated models are needed. For example, the noise can be modeled by mixed fractional Brownian motion [9], or by the sum of two fractional Brownian motions [28]. Moreover, recently Gaussian processes with non-stationary increments have become popular such as sub-fractional [6], bifractional [14] and multifractional [2, 36, 40] Brownian motions.

In this paper we study rather general model where the noise is represented by a centered Gaussian process \( B = \{ B_t, t \geq 0 \} \) with known covariance function, \( B_0 = 0 \). We assume that all finite-dimensional distributions of the process \( \{ B_t, t > 0 \} \) are multivariate normal distributions with nonsingular covariance matrices. We observe the process \( X_t \) with a drift \( \theta G(t) \), that is,
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\[ X_t = \theta G(t) + B_t, \quad (1) \]

where \( G(t) = \int_{0}^{t} g(s) \, ds \), and \( g \in L_1[0,t] \) for any \( t > 0 \).

The paper is devoted to the estimation of the parameter \( \theta \) by observations of the process \( X \). We consider the MLEs for discrete and continuous schemes of observations. The results presented are based on the recent papers \([33, 32]\). Note that in \([32]\) the model (1) with \( G(t) = t \) was considered, and the driving process \( B \) was a process with stationary increments. Then in \([33]\) these results were extended to the case of non-linear drift and more general class of driving processes. In the present paper we apply the theoretical results mentioned above to the models with fractional Brownian motion, mixed fractional Brownian motion and sub-fractional Brownian motion.

Similar problems for the model with linear drift driven by fractional Brownian motion were studied in \([5, 16, 26, 35]\). The mixed Brownian — fractional Brownian model was treated in \([7]\). In \([4, 39]\) the nonparametric functional estimation of the drift of a Gaussian processes was considered (such estimators for fractional and subfractional Brownian motions were studied in \([13] \) and \([43]\) respectively).

In the present paper special attention is given to the model of the form

\[ X_t = \theta t + B_{H1}^t + B_{H2}^t \]

with two independent fractional Brownian motions \( B_{H1} \) and \( B_{H2} \). This model was first studied in \([28]\), where a strongly consistent estimator for the unknown drift parameter \( \theta \) was constructed for \( 1/2 < H_1 < H_2 < 1 \) and \( H_2 - H_1 > 1/4 \) by continuous-time observations of \( X \). Later, in \([34]\), the strong consistency of this estimator was proved for arbitrary \( 1/2 < H_1 < H_2 < 1 \). The details on this approach are given in Remark 2 below. However, the problem of drift parameter estimation by discrete observations in this model was still open. Applying our technique, we obtain the discrete-time estimator of \( \theta \) and prove its strong consistency for any \( H_1, H_2 \in (0,1) \). Moreover, we also construct the continuous-time estimator and prove the convergence of the discrete-time estimator to the continuous-time one in the case where \( H_1 \in (1/2,3/4] \) and \( H_2 \in (H_1,1) \).

It is worth mentioning that the drift parameter estimation is developed for more general models involving fBm. In particular, the fractional Ornstein–Uhlenbeck process is a popular and well-studied model with fBm. The MLE of the drift parameter for this process was constructed in \([20]\) and further investigated in \([3, 44, 47]\). Several non-standard estimators for the drift parameter of an ergodic fractional Ornstein–Uhlenbeck process were proposed in \([15]\) and studied in \([17]\). The corresponding non-ergodic case was treated in \([3, 10, 45]\). In the papers \([8, 11, 12, 13, 48, 49]\) drift parameter estimators were constructed via discrete observations. More general fractional diffusion models were studied in \([21, 27]\) for continuous-time estimators and in \([23, 29, 31]\) for the case of discrete observations. An estimator of the volatility parameter was constructed in \([25]\). For Hurst index estimators see, e.g., \([22]\) and references cited therein. Mixed diffusion model including fractional Brownian motion and Wiener process was investigated in \([21]\). We refer to the paper \([30]\) for a survey of the results on parameter estimation in fractional and mixed diffusion models and to the books \([24, 38]\) for a comprehensive study of this topic.
The paper is organized as follows. In Section 2 we construct the MLE by discrete-time observations and formulate the conditions for its strong consistency. In Section 3 we consider the estimator constructed by continuous-time observations and the relations between discrete-time and continuous-time estimators. In Section 4 these results are applied to various models mentioned above. In particular, the new approach to parameter estimation in the model with two independent fractional Brownian motions is presented in Subsection 4.5. Auxiliary results are proved in the appendices.

2 Construction of drift parameter estimator for discrete-time observations

Let the process $X$ be observed at the points $0 < t_1 < t_2 < \ldots < t_N$. Then the vector of increments
\[
\Delta X^{(N)} = (X_{t_1}, X_{t_2} - X_{t_1}, \ldots, X_{t_N} - X_{t_{N-1}})^\top
\]
is a one-to-one function of the observations. We assume in this section that the inequality $G(t_k) \neq 0$ holds at least for one $k$.

Evidently, vector $\Delta X^{(N)}$ has Gaussian distribution $\mathcal{N}(\theta \Delta G^{(N)}, \Gamma^{(N)})$, where
\[
\Delta G^{(N)} = (G(t_1), G(t_2) - G(t_1), \ldots, G(t_N) - G(t_{N-1}))^\top.
\]

Let $\Gamma^{(N)}$ be the covariance matrix of the vector
\[
\Delta B^{(N)} = (B_{t_1}, B_{t_2} - B_{t_1}, \ldots, B_{t_N} - B_{t_{N-1}})^\top.
\]

The density of the distribution of $\Delta X^{(N)}$ w.r.t. the Lebesgue measure is
\[
\text{pdf}_{\Delta X^{(N)}}(x) = \frac{(2\pi)^{-N/2}}{\det \Gamma^{(N)}} \exp \left\{ -\frac{1}{2} \begin{pmatrix} x - \theta \Delta G^{(N)} \end{pmatrix}^\top \left( \Gamma^{(N)} \right)^{-1} \begin{pmatrix} x - \theta \Delta G^{(N)} \end{pmatrix} \right\}.
\]

Then one can take the density of the distribution of the vector $\Delta X^{(N)}$ for a given $\theta$ w.r.t. the density for $\theta = 0$ as a likelihood function:
\[
L^{(N)}(\theta) = \exp \left\{ \theta (\Delta G^{(N)})^\top (\Gamma^{(N)})^{-1} \Delta X^{(N)} - \frac{\theta^2}{2} (\Delta G^{(N)})^\top (\Gamma^{(N)})^{-1} \Delta G^{(N)} \right\}.
\]

The corresponding MLE equals
\[
\hat{\theta}^{(N)} = \frac{(\Delta G^{(N)})^\top (\Gamma^{(N)})^{-1} \Delta X^{(N)}}{(\Delta G^{(N)})^\top (\Gamma^{(N)})^{-1} \Delta G^{(N)}}.
\]
Theorem 1 (Properties of the discrete-time MLE [33]). 1. The estimator \( \hat{\theta}^{(N)} \) is unbiased and normally distributed:

\[
\hat{\theta}^{(N)} - \theta \sim \mathcal{N}\left(0, \frac{1}{(\Delta G^{(N)})\Gamma^{(N)}\Gamma^{(N)}}\right).
\]

2. Assume that

\[
\text{var} B_t = \frac{\text{var}(B_t)}{G^2(t)} \to 0, \quad \text{as } t \to \infty. \tag{4}
\]

If \( t_N \to \infty \), as \( N \to \infty \), then the discrete-time MLE \( \hat{\theta}^{(N)} \) converges to \( \theta \) as \( N \to \infty \) almost surely and in \( L_2(\Omega) \).

3 Construction of drift parameter estimator for continuous-time observations

In this section we suppose that the process \( X_t \) is observed on the whole interval \([0, T]\). We investigate MLE for the parameter \( \theta \) based on these observations.

Let \( \langle f, g \rangle = \int_0^T f(t)g(t)dt \). Assume that the function \( G \) and the process \( B \) satisfy the following conditions.

(A) There exists a linear self-adjoint operator \( \Gamma = \Gamma_T : L_2[0, T] \to L_2[0, T] \) such that

\[
\text{cov}(X_s, X_t) = \mathbb{E} B_s B_t = \int_0^T \Gamma_T 1_{[0, t]}(u)\,du = \langle \Gamma_T 1_{[0, t]}, 1_{[0, t]} \rangle. \tag{5}
\]

(B) The drift function \( G \) is not identically zero, and in its representation \( G(t) = \int_0^T g(s)\,ds \) the function \( g \in L_2[0, T] \).

(C) There exists a function \( h_T \in L_2[0, T] \) such that \( g = \Gamma h_T \).

Note that under assumption (A) the covariance between integrals of deterministic functions \( f \in L_2[0, T] \) and \( g \in L_2[0, T] \) w. r. t. the process \( B \) equals

\[
\mathbb{E} \int_0^T f(s)\,dB_s \int_0^T g(t)\,dB_t = \langle \Gamma_T f, g \rangle.
\]

Theorem 2 (Likelihood function and continuous-time MLE [33]). Let \( T \) be fixed, assumptions (A)–(C) hold. Then one can choose

\[
L(\theta) = \exp \left\{ \theta \int_0^T h_T(s)\,dX_s - \frac{\theta^2}{2} \int_0^T g(s)h_T(s)\,ds \right\} \tag{6}
\]

as a likelihood function. The MLE equals

\[
\hat{\theta}_T = \frac{\int_0^T h_T(s)\,dX_s}{\int_0^T g(s)h_T(s)\,ds}. \tag{7}
\]
It is unbiased and normally distributed:

\[
\hat{\theta}_T - \theta \sim \mathcal{N} \left(0, \frac{1}{\int_0^T g(s)h_T(s)\,ds} \right).
\]

**Theorem 3 (Consistency of the continuous-time MLE [33])**. Assume that assumptions (A)–(C) hold for all \( T > 0 \). If, additionally,

\[
\liminf_{t \to \infty} \frac{\text{var} B_t}{G(t)^2} = 0,
\]

then the estimator \( \hat{\theta}_T \) converges to \( \theta \) as \( T \to \infty \) almost surely and in mean square.

**Theorem 4 (Relations between discrete and continuous MLEs [33])**. Let the assumptions of Theorem 2 hold. Construct the estimator \( \hat{\theta}^{(N)} \) from (3) by observations \( X_{T/\sqrt{N}}, k = 1, \ldots, N \). Then

1. the estimator \( \hat{\theta}^{(N)} \) converges to \( \hat{\theta}_T \) in mean square, as \( N \to \infty \),
2. the estimator \( \hat{\theta}^{(2n)} \) converges to \( \hat{\theta}_T \) almost surely, as \( n \to \infty \).

4 Application of estimators to models with various noises

**4.1 The model with fractional Brownian motion and linear drift**

**Definition 1.** The fractional Brownian motion \( B^H = \{B_t^H, t \geq 0\} \) with Hurst index \( H \in (0, 1) \) is a centered Gaussian process with \( B_0 = 0 \) and covariance function

\[
E B_t^H B_s^H = \frac{1}{2} \left( t^{2H} + s^{2H} - |t - s|^{2H} \right).
\]

Let \( H \in (0, 1) \) be fixed. Consider the model

\[
X_t = \theta t + B_t^H. \tag{9}
\]

where \( X \) is an observed stochastic process, \( B^H \) is an unobserved fractional Brownian motion with Hurst index \( H \), and \( \theta \) is a parameter of interest. Any finite slice of the stochastic process \( \{B_t^H, t > 0\} \) has a multivariate normal distribution with non-singular covariance matrix. Since \( \text{var} (B_t^H) = t^{2H} \), the random process \( B^H \) satisfies Theorem 1. Hence, we have the following result.

**Corollary 1.** Under condition \( t_N \to +\infty \) as \( N \to \infty \), the estimator \( \hat{\theta}^{(N)} \) in the model (9) is \( L_2 \)-consistent and strongly consistent.

**Remark 1.** Bertin et al. [5] considered the MLE in the model (9) in the discrete scheme of observations, where the trajectory of \( X \) was observed at the points \( t_k = \frac{k}{N^\alpha}, k = 1, 2, \ldots, N^\alpha, \alpha > 1 \). Hu et al. [16] investigated the MLE by discrete observations
at the points $t_k = kh$, $k = 1, 2, \ldots, N$. They considered even more general model of the form $X_t = \theta t + \sigma B^H_t$ with unknown $\sigma$. In both papers $L_2$-consistency and strongly consistency of the MLEs were proved. Note that in Corollary 1 both these schemes of observations are allowed, since the only condition $t_N \to \infty$ is required.

Now we consider the case of continuous-time observations and apply the results of Section 3 to the model (9). Let $H \in \left( \frac{1}{2}, 1 \right)$. Denote by $\Gamma_H$ the corresponding operator $\Gamma$ for the model (9). Then

$$
(\Gamma_H f)(t) = H(2H - 1) \int_0^T \frac{f(s)}{|t-s|^{2-2H}} ds.
$$

For the function

$$
h_T(s) = CH^{1/2-H}(T-s)^{1/2-H},
$$

$C_H = (H(2H-1)B(H+\frac{1}{2};\frac{3}{2}-H))^{-1}$, we have that

$$
\Gamma_H h_T = 1_{[0,T]},
$$

see [35]. The MLE is given by

$$
\hat{\theta}_T = \frac{T^{2H-2}}{B(\frac{3}{2}-H, \frac{3}{2}-H)} \int_0^T s^{1/2-H}(T-s)^{1/2-H} dX_s.
$$

This estimator was studied in [26, 35], see also [32, Example 3.11].

**Corollary 2.** Let $H \in \left( \frac{1}{2}, 1 \right)$. The conditions of Theorems 2, 3 and 4, are satisfied. The estimator $\hat{\theta}_T$ is $L_2$-consistent and strongly consistent. For fixed $T$, it can be approximated by discrete-sample estimator in mean-square sense.

### 4.2 Model with fractional Brownian motion and power drift

Now we generalize the model (9) for the case of the non-linear drift function $G(t) = t^{\alpha+1}$. Let $0 < H < 1$ and $\alpha > -1$. Consider the process

$$
X_t = \theta t^{\alpha+1} + B^H_t
$$

This is a particular case of model (1), with $g(t) = (\alpha + 1)t^\alpha$.

Now verify the conditions of the theorems. The condition (4) holds true if and only if $\alpha > H - 1$.

**Corollary 3.** If $\alpha > H - 1$, the model (12) satisfies the conditions of Theorem 1. The estimator $\hat{\theta}^{(N)}$ in the model (12) is $L_2$-consistent and strongly consistent (provided that $\lim_{N \to \infty} t_N = +\infty$).

The condition $(B)$: $g \in L_2[0,T]$ holds true if and only if $\alpha > -\frac{1}{2}$. The integral equation $\Gamma h = g$ is rewritten as

$$
\int_0^T \frac{f(s)}{|t-s|^{2-2H}} ds.
$$
\[
\int_0^T \frac{h(s)\,ds}{|t-s|^{2H-2}} = \frac{\alpha + 1}{(2H-1)\Gamma(\alpha)}.
\]

If \( \alpha > 2H - 2 \), then the solution is

\[
h(t) = \text{const} \cdot \left( \frac{T^\alpha}{r^{\alpha+1-2H}} - \alpha^{\alpha+1-2H} W \left( \frac{T^\alpha}{r}, \alpha, H - \frac{1}{2} \right) \right),
\]

where \( W \left( \frac{T^\alpha}{r}, \alpha, H - \frac{1}{2} \right) = \int_0^{T^\alpha/r} (v + 1)^{-\alpha-1} v^{\frac{1}{2} - H} \,dv \). The asymptotic behaviour of the function \( W \left( \frac{T^\alpha}{r}, \alpha, H - \frac{1}{2} \right) \) as \( t \to 0^+ \) is

\[
W \left( \frac{T^\alpha}{r}, \alpha, H - \frac{1}{2} \right) \sim \begin{cases} 
B \left( \frac{3}{2} - H, H - \frac{1}{2} - \alpha \right) & \text{if } \alpha < H - \frac{1}{2}, \\
\ln(T/t) & \text{if } \alpha = H - \frac{1}{2}, \\
\frac{\Gamma(\alpha+1)}{\alpha(\alpha+1-2H)} & \text{if } \alpha > H - \frac{1}{2}.
\end{cases}
\]

Therefore, the function \( h(t) \) defined in (13) is square integrable if \( \alpha + 1 - 2H - \max\left(0, \alpha - H + \frac{1}{2}\right) > -\frac{1}{2} \), which holds if \( \alpha > 2H - \frac{3}{2} \). Note that if \( \alpha > 2H - \frac{3}{2} \), then the following inequalities hold true: \( \alpha > 2H - 2 \) (whence \( h \) defined in (13) is indeed a solution to the integral equation \( \Gamma h = g \), \( \alpha > H - 1 \) (whence conditions (3) and so (8) are satisfied), and \( \alpha > \frac{1}{2} \) (whence condition (B) is satisfied).

**Corollary 4.** If \( \alpha > 2H - \frac{3}{2} \), the conditions of Theorems 2, 3 and 4 are satisfied. The estimator \( \hat{\theta}_T \) is \( L_2 \)-consistent and strongly consistent. For fixed \( T \), it can be approximated by discrete-sample estimator in mean-square sense.

### 4.3 The model with Brownian and fractional Brownian motion

Consider the following model:

\[
X_t = \theta t + W_t + B^H_t,
\]

where \( W \) is a standard Wiener process, \( B^H \) is a fractional Brownian motion with Hurst index \( H \), and random processes \( W \) and \( B^H \) are independent. The corresponding operator \( \Gamma \) is \( \Gamma = I + \Gamma_H \), where \( \Gamma_H \) is defined by (10). The operator \( \Gamma_H \) is self-adjoint and positive semi-definite. Hence, the operator \( \Gamma \) is invertible. Thus Assumption (C) holds true.

In other words, the problem is reduced to the solving of the following Fredholm integral equation of the second kind

\[
h_T(u) + H_2(2H_2 - 1) \int_0^T h_T(s)|s-u|^{2H_2-2} \,ds = 1, \quad u \in [0,T].
\]
This approach to the drift parameter estimation in the model with mixed fractional Brownian motion was first developed in [7].

Note also that the function \( h_T = \Gamma_T^{-1}|_{[0,T]} \) can be evaluated iteratively

\[
h_T = \sum_{k=0}^{\infty} \left( \frac{1}{2} \left\| \Gamma_T^H \right\| \left( 1 - \Gamma_T^H \right)^k \right) \frac{1}{k+1},
\]

(16)

4.4 Model with subfractional Brownian motion

Definition 2. The subfractional Brownian motion \( \tilde{B}^H = \{ \tilde{B}^H_t, t \geq 0 \} \) with Hurst parameter \( H \in (0,1) \) is a centered Gaussian random process with covariance function

\[
\text{cov}(\tilde{B}^H_s, \tilde{B}^H_t) = \frac{2 |s|^{2H} + 2 |s|^{2H} - |t-s|^{2H} - |t+s|^{2H}}{2}.
\]

(17)

We refer [6, 46] for properties of this process. Obviously, neither \( \tilde{B}^H \), nor its increments are stationary. If \( \{ B^H_t, t \in \mathbb{R} \} \) is a fractional Brownian motion, then the random process \( \frac{B^H + \tilde{B}^H}{\sqrt{2}} \) is a subfractional Brownian motion. Evidently, mixed derivative of the covariance function \( \tilde{K}^H \) equals

\[
\tilde{K}^H(s,t) := \frac{\partial^2 \text{cov}(\tilde{B}^H_s, \tilde{B}^H_t)}{\partial t \partial s} = H(2H-1) \left( |t-s|^{2H-2} - |t+s|^{2H-2} \right).
\]

(18)

If \( H \in \left( \frac{1}{2}, 1 \right) \), then the operator \( \Gamma = \tilde{\Gamma}^H \) that satisfies \( \tilde{K}^H \) for \( \tilde{B}^H \) equals

\[
\tilde{\Gamma}^H f(t) = \int_{0}^{T} K^H(s,t) f(s) \, ds.
\]

(19)

Consider the model \( (1) \) for \( G(t) = t \) and \( B = \tilde{B}^H \):

\[
X_t = \theta t + \tilde{B}^H_t.
\]

(20)

Let us construct the estimators \( \hat{\theta}^{(N)} \) and \( \hat{\theta}_T \) from [3] and [7] respectively and establish their properties. In particular, Proposition [1] allows to define finite-sample estimator \( \hat{\theta}^{(N)} \).

Proposition 1. The linear equation \( \tilde{\Gamma}^H f = 0 \) has only trivial solution in \( L_2[0,T] \). As a consequence, the finite slice \( \left( \tilde{B}^H_{t_1}, \ldots, \tilde{B}^H_{t_N} \right) \) with \( 0 < t_1 < \ldots < t_N \) has a multivariate normal distribution with nonsingular covariance matrix.

Since \( \text{var} \left( \tilde{B}^H_t \right) = (2 - 2^{2H-1}) t^{2H-2} \), the random process \( \tilde{B}^H \) satisfies Theorem [1]. Hence, we have the following result.
Corollary 5. Under condition \( t_N \to +\infty \) as \( N \to \infty \), the estimator \( \hat{\theta}^{(N)} \) in the model (20) is \( L^2 \)-consistent and strongly consistent.

In order to define the continuous-time MLE (7), we have to solve an integral equation. The following statement guarantees the existence of the solution.

Proposition 2. If \( \frac{1}{2} < H < \frac{3}{4} \), then the integral equation \( \tilde{\Gamma}_H h = 1_{[0,T]} \), that is
\[
\int_0^T K_H(s,t)h(s)\,ds = 1 \quad \text{for almost all } t \in (0,T)
\] (21)
has a unique solution \( h \in L^2[0,T] \).

Corollary 6. If \( \frac{1}{2} < H < \frac{3}{4} \), then the random process \( \tilde{B}^H \) satisfies Theorems 2, 3, and 4. As the result, \( L(\theta) \) defined in (6) is the likelihood function in the model (20), and \( \hat{\theta}_T \) defined in (7) is the MLE. The estimator is \( L^2 \)-consistent and strongly consistent.

For fixed \( T \), it can be approximated by discrete-sample estimator in mean-square sense.

4.5 The model with two independent fractional Brownian motions

Consider the following model:
\[
X_t = \theta t + B_{t_1}^{H_1} + B_{t_2}^{H_2}, \quad (22)
\]
where \( B_{t_1}^{H_1} \) and \( B_{t_2}^{H_2} \) are two independent fractional Brownian motion with Hurst indices \( H_1, H_2 \in (\frac{1}{2}, 1) \). Obviously, the condition (4) is satisfied:
\[
\frac{\text{var} \left( B_{t_1}^{H_1} + B_{t_2}^{H_2} \right)}{t^2} = \frac{t^{2H_1} + t^{2H_2}}{t^2} \to 0, \quad t \to \infty.
\]

Theorem 5. Under condition \( t_N \to +\infty \) as \( N \to \infty \), the estimator \( \hat{\theta}^{(N)} \) in the model (22) is \( L^2 \)-consistent and strongly consistent.

Evidently, the corresponding operator \( \Gamma \) for the model (22) equals \( \Gamma_{H_1} + \Gamma_{H_2} \), where \( \Gamma_{H_i} \) is defined by (10). Therefore, in order to verify the assumptions of Theorem 4 we need to show that there exists a function \( h_T \) such that \( (\Gamma_{H_1} + \Gamma_{H_2})h_T = 1_{[0,T]} \). This is equivalent to \( (I + \Gamma_{H_1}^{-1} \Gamma_{H_2})h_T = \Gamma_{H_1}^{-1} 1_{[0,T]} \), since the operator \( \Gamma_{H_1} \) is injective and its range contains \( 1_{[0,T]} \), see (11) and Theorem 7. Hence, it suffices to prove that the operator \( I + \Gamma_{H_1}^{-1} \Gamma_{H_2} \) is invertible. This is done in Theorem 8 in Appendix 8 for \( H_1 \in (1/2, 3/4), H_2 \in (H_1, 1) \). Thus, in this case the assumptions of Theorem 4 hold with
\[
h_T = (I + \Gamma_{H_1}^{-1} \Gamma_{H_2})^{-1} \Gamma_{H_1}^{-1} 1_{[0,T]}.
\]
Therefore, we have the following result for the estimator

\[ \hat{\theta}_T = \frac{\int_0^T h_T(s) \, dX_s}{\int_0^T h_T(s) \, ds}. \]

**Theorem 6.** If \( H_1 \in (1/2, 3/4) \) and \( H_2 \in (H_1, 1) \), then the random process \( B^{H_1} + B^{H_2} \) satisfies Theorems 2, 3, and 4. As the result, \( L(\theta) \) defined in (6) is the likelihood function in the model (22), and \( \hat{\theta}_T \) is the maximum likelihood estimator. The estimator is \( L_2 \)-consistent and strongly consistent. For fixed \( T \), it can be approximated by discrete-sample estimator in mean-square sense.

**Remark 2.** Another approach to the drift parameter estimation in the model with two fractional Brownian motions was proposed in [28] and developed in [34]. It is based on the solving of the following Fredholm integral equation of the second kind

\[ (2 - 2H_1) \tilde{h}_T(u) u^{1-2H_1} + \int_0^T h_T(s) k(s, u) \, ds = (2 - 2H_1) u^{1-2H_1}, \quad u \in (0, T], \quad (23) \]

where

\[ k(s, u) = \int_0^{s/2} \frac{\partial_s K_{H_1, H_2}(s, v) \partial_u K_{H_1, H_2}(u, v)}{v} \, dv, \]

\[ K_{H_1, H_2}(t, s) = c_{H_1} \beta_{H_2} s^{3/2-H_2} \int_s^t (t-u)^{1/2-H_1} u^{H_1-H_2} (u-s)^{H_2-3/2} \, du, \]

\[ c_{H_1} = \left( \frac{\Gamma(3 - 2H_1)}{2H_1 \Gamma(\frac{3}{2} - H_1)^3 \Gamma(\frac{1}{2} + H_1)} \right)^{1/2}, \quad \beta_{H_2} = \left( \frac{2H_2 (H_2 - \frac{1}{2}) \Gamma(3 - 2H_2)}{\Gamma(2 - 2H_2)} \right)^{1/2}. \]

Then for \( 1/2 < H_1 < H_2 < 1 \) the estimator is defined as

\[ \hat{\theta}(T) = \frac{N(T)}{\delta_{H_1} \langle N \rangle(T)}, \]

where \( \delta_{H_1} = c_{H_1} B \left( \frac{3}{2} - H_1, \frac{3}{2} - H_1 \right) \), \( N(t) \) is a square integrable Gaussian martingale,

\[ N(T) = \int_0^T \tilde{h}_T(t) \, dX(t), \]

\( \tilde{h}_T(t) \) is a unique solution to (23) and

\[ \langle N \rangle(T) = (2 - 2H_1) \int_0^T \tilde{h}_T(t) t^{1-2H_1} \, dt. \]

This estimator is also unbiased, normal and strongly consistent. The details of this method can be found also in [24, Sec. 5.5].
5 Integral equation with power kernel

**Theorem 7.** Let $0 < p < 1$ and $b > 0$.

1. If $y \in L_1[0, b]$ is a solution to integral equation

$$
\int_0^b \frac{y(s) \, ds}{|t-s|^p} = f(t) \quad \text{for almost all } t \in (0, b),
$$

(24)

then $y(x)$ satisfies

$$
y(x) = \frac{\Gamma(p) \cos \frac{\pi p}{2}}{\pi x^{(1-p)/2}} \hat{y}_{b-}^{(1-p)/2} \left( x^{1-p} \hat{y}_{0+}^{(1-p)/2} \left( \frac{f(x)}{x^{(1-p)/2}} \right) \right)
$$

(25)

almost everywhere on $[0, b]$, where $\hat{y}_{a+}^\alpha$ and $\hat{y}_{b-}^\alpha$ are the Riemann–Liouville fractional derivatives, that is

$$
\hat{y}_{a+}^\alpha f(x) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dx} \left( \int_a^x f(t) \left( \frac{x-t}{x-a} \right)^\alpha \, dt \right),
$$

(27)

$$
\hat{y}_{b-}^\alpha f(x) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dx} \left( \int_x^b f(t) \left( \frac{x-t}{b-x} \right)^\alpha \, dt \right).
$$

2. If $y_1 \in L_1[0, b]$ and $y_2 \in L_1[0, b]$ are two solutions to integral equation (24), then $y_1(x) = y_2(x)$ almost everywhere on $[0, b]$.

3. If $y \in L_1[0, b]$ satisfies (25) almost everywhere on $[0, b]$ and the fractional derivatives are solutions to respective Abel integral equations, that is

$$
\frac{1}{\Gamma \left( \frac{1-p}{2} \right)} \int_0^t \frac{\hat{y}_{0+}^{(1-p)/2} \left( f(x) x^{p-1/2} \right)}{(t-x)^{p+1/2}} \, dx = \frac{f(t)}{t^{(1-p)/2}},
$$

(26)

for almost all $t \in (0, b)$ and

$$
\frac{1}{\Gamma \left( \frac{1-p}{2} \right)} \int_x^b \frac{\pi y(s) s^{(1-p)/2}}{\Gamma(p) \cos \frac{\pi p}{2}} \frac{ds}{(s-x)^{p+1/2}} = x^{1-p} \hat{y}_{0+}^{(1-p)/2} \left( \frac{f(x)}{x^{(1-p)/2}} \right),
$$

(27)

for almost all $x \in (0, b)$, then $y(x)$ is a solution to integral equation (24).

**Proof.** Firstly, transform the left-hand side of (24). By [35] Lemma 2.2(i), for $0 < s < t$

$$
\int_0^s \left( \frac{\pi}{(t-\tau)^{p+1/2}(s-\tau)^{p+1/2}} \tau^{1-p} \right) \, d\tau = \frac{B \left( p, \frac{1-p}{2} \right)}{s^{1-p/2} t^{1-p/2} (t-s)^p}.
$$

Hence, for $s > 0, t > 0, s \neq t$
\[
\int_0^{\min(s,t)} \frac{d \tau}{(t-\tau)^{(p+1)/2}(s-\tau)^{(p+1)/2}r^{1-p}} = \frac{B\left(p, \frac{1-p}{2}\right)}{s^{(1-p)/2}t^{(1-p)/2}r^{1-p}}
\]

Hence
\[
\int_0^b \frac{y(s)ds}{|t-s|^p} = \int_0^b \frac{d \tau}{B\left(p, \frac{1-p}{2}\right)} \int_0^{\min(s,t)} \frac{d \tau}{(t-\tau)^{(p+1)/2}(s-\tau)^{(p+1)/2}r^{1-p}} \frac{1}{B\left(p, \frac{1-p}{2}\right)} \int_0^t \left(\frac{1}{x^{1-p}} I_{0+}^{(1-p)/2}(x^{1-p}/2) y(s)\right) ds.
\]

Change the order of integration, noting that \(\{(s, \tau) : 0 < s < b, 0 < \tau < \min(s,t)\} = \{(s, \tau) : 0 < \tau < t, \tau < s < b\} \) for \(0 < t < b\):
\[
\int_0^b \frac{y(s)ds}{|t-s|^p} = \frac{1}{B\left(p, \frac{1-p}{2}\right)} \int_0^t \frac{1}{\tau^{(p+1)/2}} \int_\tau^b \frac{1}{x^{1-p}} I_{0+}^{(1-p)/2}(x^{1-p}/2) y(s) ds \int_\tau^b \frac{1}{x^{1-p}} I_{0-}^{(1-p)/2}(x^{1-p}/2) y(s) \frac{d \tau}{\tau^{1-p}}.
\]

The right-hand side of (28) can be rewritten with fractional integration:
\[
\int_0^b \frac{y(s)ds}{|x-s|^p} = \frac{\Gamma\left(\frac{1-p}{2}\right)^2}{B\left(p, \frac{1-p}{2}\right)} x^{(1-p)/2} I_{0+}^{(1-p)/2} \frac{1}{x^{1-p}} I_{0-}^{(1-p)/2}(x^{1-p}/2) y(x)
\]

for \(0 < x < b\), where \(I_{0+}\) and \(I_{0-}\) are fractional integrals
\[
I_{0+}^{\alpha} f(x) = \frac{1}{\Gamma(\alpha)} \int_x^\infty \frac{f(t)}{(x-t)^{(1-\alpha)}} dt
\]

and
\[
I_{0-}^{\alpha} f(x) = \frac{1}{\Gamma(\alpha)} \int_x^b \frac{f(t)}{(t-x)^{(1-\alpha)}} dt
\]

The constant coefficient can be simplified:
\[
\frac{\Gamma\left(\frac{1-p}{2}\right)^2}{B\left(p, \frac{1-p}{2}\right)} = \frac{\Gamma\left(\frac{1-p}{2}\right) \Gamma\left(\frac{p+1}{2}\right)}{\Gamma(p)} = \frac{\pi}{\Gamma(p) \cos\left(\frac{\pi}{2} p\right)}.
\]

Thus integral equation (24) can be rewritten with use of fractional integrals:
\[
\frac{\pi}{\Gamma(p) \cos\left(\frac{\pi}{2} p\right)} x^{(1-p)/2} I_{0+}^{(1-p)/2} \frac{1}{x^{1-p}} I_{0-}^{(1-p)/2}(x^{1-p}/2) y(x) = f(x)
\]

for almost all \(x \in (0, b)\).

Whenever \(y \in L_1[0, b]\), the function \(x^{(1-p)/2} y(x)\) is obviously integrable on \([0, b]\). Now prove that the function \(x^{p-1} I_{0-}^{(1-p)/2}(x^{1-p}/2) y(x)\) is also integrable on \([0, b]\).
Indeed, 
\[
\left| \int \frac{I_{b-}^{(1-p)/2}(x^{(1-p)/2}y(x))}{x^{1-p}} \, dx \right| \leq \frac{1}{\Gamma \left( \frac{1-p}{2} \right)} \int_x^b \frac{t^{(1-p)/2}|y(t)|}{(t-x)^{(p+1)/2}} \, dt,
\]
\[
\int_0^b \left| \frac{I_{b-}^{(1-p)/2}(x^{(1-p)/2}y(x))}{x^{1-p}} \right| \, dx \leq \frac{1}{\Gamma \left( \frac{1-p}{2} \right)} \int_0^b \frac{1}{x^{1-p}} \int_x^b \frac{t^{(1-p)/2}|y(t)|}{(t-x)^{(p+1)/2}} \, dx \, dt
\]
\[
= \frac{1}{\Gamma \left( \frac{1-p}{2} \right)} \int_0^b \frac{y(t)}{x^{1-p}(t-x)^{(p+1)/2}} \, dt < \infty,
\]
and the integrability is proved.

Due to [41, Theorem 2.1], the Abel integral equation \( f(x) = I_{a-}^{\alpha} \phi(x), x \in (a,b) \), may have not more that one solution \( \phi(x) \) within \( L_1[a,b] \). If the equation has such a solution, then the solution \( \phi(x) \) is equal to \( \mathcal{G}_{a-}^{\alpha} f(x) \). Similarly, the Abel integral equation \( f(x) = I_{b-}^{\alpha} \phi(x) \) may have not more that one solution \( \phi(x) \in L_1[a,b] \), and if it exists, \( \phi = \mathcal{G}_{b-}^{\alpha} f \).

Therefore, if \( y \in L_1[0,b] \) is a solution to integral equation, then is also satisfies (29), so
\[
I_{b-}^{(1-p)/2} \left( \frac{\pi}{\Gamma(p) \cos \left( \frac{\pi p}{2} \right)} x^{(1-p)/2} \right) = \frac{f(x)}{x^{(1-p)/2}}, \quad (30)
\]
\[
\frac{1}{\Gamma(p) \cos \left( \frac{\pi p}{2} \right)} \frac{\pi x^{(1-p)/2}y(x)}{\Gamma(p)} = \mathcal{G}_{b-}^{(1-p)/2} \left( \frac{f(x)}{x^{(1-p)/2}} \right),
\]
\[
\frac{\pi x^{(1-p)/2}y(x)}{\Gamma(p) \cos \left( \frac{\pi p}{2} \right)} = \mathcal{G}_{b-}^{(1-p)/2} \left( \frac{f(x)}{x^{(1-p)/2}} \right)
\]
for almost all \( x \in (0,b) \). Thus \( y(x) \) satisfies (25). Statement 1 of Theorem 7 is proved, and statement 2 follows from statement 1.

From equations (26) and (27), which can be rewritten with fractional integration operator,
\[
I_{b-}^{(1-p)/2} \mathcal{G}_{b-}^{(1-p)/2} (f(x)x^{(1-p)/2}) = \frac{f(x)}{t^{(1-p)/2}},
\]
\[
I_{b-}^{(1-p)/2} \left( \frac{\pi y(x)x^{(1-p)/2}}{\Gamma(p) \cos \left( \frac{\pi p}{2} \right)} \right) = x^{1-p} \mathcal{G}_{b-}^{(1-p)/2} \left( \frac{f(x)}{x^{(1-p)/2}} \right)
\]
(30) follows, and (30) is equivalent to (24). Thus statement 3 of Theorem 7 holds true.
Remark 3. The integral equation (24) was solved explicitly in [26, Lemma 3] under the assumption $f \in C([0, b])$. Here we solve this equation in $L_1[0, b]$ and prove the uniqueness of a solution in this space. Note also that the formula for solution in the handbook [37, formula 3.1.30] is incorrect (it is derived from the incorrect formula 3.1.32 of the same book, where an operator of differentiation is missing; this error comes from the book [50]).

6 Boundedness and invertibility of operators

This appendix is devoted to the proof of the following result, which plays the key role in the proof of the strong consistency of the MLE for the model with two independent fractional Brownian motions.

Theorem 8. Let $H_1 \in (\frac{4}{7}, \frac{3}{4}]$, $H_2 \in (H_1, 1)$, and $\Gamma_H$ be the operator defined by (10). Then $\Gamma_H^{-1} \Gamma_{H_2} : L_2[0, T] \rightarrow L_2[0, T]$ is a compact linear operator defined on the entire space $L_2[0, T]$, and the operator $I + \Gamma_H^{-1} \Gamma_{H_2}$ is invertible.

The proof consists of several steps.

6.1 Convolution operator

If $\phi \in L_1[-T, T]$, then the following convolution operator

$$L f(x) = \int_0^T \phi(t - s) f(s) \, ds$$

is a linear continuous operator $L_2[0, T] \rightarrow L_2[0, T]$, and

$$\|L\| \leq \int_{-T}^T |\phi(t)| \, dt.$$  \hspace{1cm} (32)

Moreover, $L$ is a compact operator.

The adjoint operator of the operator (31) is

$$L^* f(x) = \int_0^T \phi(s - t) f(s) \, ds.$$  \hspace{1cm} (33)

If the function $\phi$ is even, then the linear operator $L$ is self-adjoint.

Let us consider the following convolution operators.

Definition 3. For $\alpha > 0$, the Riemann–Liouville operators of fractional integration are defined as
\[ I_0^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t f(s) \frac{ds}{(t-s)^{1-\alpha}}, \]
\[ I_T^- f(t) = \frac{1}{\Gamma(\alpha)} \int_t^T f(s) \frac{ds}{(t-s)^{1-\alpha}}. \]

The operators \( I_0^\alpha \) and \( I_T^- \) are mutually adjoint. Their norm can be bounded as follows
\[
\| I_T^- \| = \| I_0^\alpha \| \leq \frac{1}{\Gamma(\alpha)} \int_0^T \frac{ds}{s^{1-\alpha}} = \frac{T^{\alpha}}{\Gamma(\alpha+1)}. \quad (33)
\]

Let \( \frac{1}{2} < H < 1 \) and \( \Gamma_H \) be the operator defined by (10). Then
\[
\Gamma_H = H \Gamma(2H) (I_{0+}^{2H-1} + I_{T-}^{2H-1}). \quad (34)
\]

The linear operators \( I_0^\alpha, I_T^- \) for \( \alpha > 0 \), and \( \Gamma_H \) for \( \frac{1}{2} < H < 1 \) are injective.

### 6.2 Semigroup property of the operator of fractional integration

**Theorem 9.** For \( \alpha > 0 \) and \( \beta > 0 \) the following equalities hold
\[
I_0^\alpha I_0^\beta = I_0^{\alpha+\beta},
I_T^- I_T^- = I_T^{\alpha+\beta}.
\]

This theorem is a particular case of [41, Theorem 2.5].

**Proposition 3.** For \( 0 < \alpha \leq \frac{1}{2} \) and \( f \in L_2[0,T] \),
\[
\langle I_{0+}^\alpha f, I_{T-}^\alpha f \rangle \geq 0.
\]

Equality is achieved if and only if
- \( f = 0 \) almost everywhere on \([0,T]\) for \( 0 < \alpha \leq \frac{1}{2} \);
- \( \int_0^T f(t) dt = 0 \) for \( \alpha = \frac{1}{2} \).

**Proof.** Since the operators \( I_{0+}^\alpha \) and \( I_{T-}^\alpha \) are mutually adjoint, by semigroup property, we have that
\[
\langle I_{0+}^\alpha f, I_{T-}^\alpha f \rangle = \langle I_{0+}^\alpha I_{0+}^\alpha f, f \rangle = \langle I_{0+}^{2\alpha} f, f \rangle,
\]
\[
\langle I_{0+}^\alpha f, I_{T-}^\alpha f \rangle = \langle f, I_{T-}I_{T-}^\alpha f \rangle = \langle f, I_{T-}^{2\alpha} f \rangle.
\]

Adding these equalities, we obtain
\[
\langle I_{0+}^\alpha f, I_{T-}^\alpha f \rangle = \frac{1}{2} \langle I_{0+}^{2\alpha} f + I_{T-}^{2\alpha} f, f \rangle. \quad (35)
\]

If \( 0 < \alpha \leq \frac{1}{2} \), then
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\[
\langle I^\alpha_H f, I^\alpha_H f \rangle = \frac{1}{2H\Gamma(2H)} \langle \Gamma_H f, f \rangle = \\
= \frac{1}{2H\Gamma(2H)} E\left( \int_0^T f(t) dB_t^H \right) \geq 0.
\]

where \( H = \alpha + \frac{1}{2}, \frac{1}{2} < H < 1, \) and \( B_t^H \) is a fractional Brownian motion.

Let us consider the case \( \alpha = \frac{1}{2} \). Since

\[
I^1_{0+} f(t) + I^1_{T-} f(t) = \int_0^T f(s) ds + \int_T^T f(s) ds = \int_0^T f(s) ds,
\]

\[
I^1_{0+} f + I^1_{T-} f = \int_0^T f(s) ds 1_{[0,T]},
\]

\[
\langle I^1_{0+} f + I^1_{T-} f, f \rangle = \int_0^T f(s) ds \langle 1_{[0,T]}, f \rangle = \left( \int_0^T f(s) ds \right)^2,
\]

we see from (35) that

\[
\langle I^{1/2}_{0+} f, I^{1/2}_{T-} f \rangle = \frac{1}{2} \left( \int_0^T f(s) ds \right)^2 \geq 0. \tag{36}
\]

Conditions for the equality \( \langle I^\alpha_H f, I^\alpha_H f \rangle = 0 \) can be easily found by analyzing the proof. Indeed, if \( 0 < \alpha < \frac{1}{2} \) and \( H = \alpha + \frac{1}{2} \), then \( \Gamma_H \) is a self-adjoint positive compact operator whose eigenvalues are all positive. Then \( 2H\Gamma(2H)\langle I^\alpha_H f, I^\alpha_H f \rangle = \langle \Gamma_H f, f \rangle = \| \Gamma_H^{1/2} f \|^2 \). In this case, the equality \( \langle I^\alpha_H f, I^\alpha_H f \rangle = 0 \) holds true if and only if \( f = 0 \) almost everywhere on \( [0,T] \). If \( \alpha = \frac{1}{2} \), then the condition for the equality follows from (36).

\[\square\]

**Proposition 4.** For \( 0 < \alpha \leq \frac{1}{2} \) and \( f \in L_2[0,T] \),

\[
\| I^\alpha_{0+} f \| + \| I^\alpha_{T-} f \| \leq \sqrt{2} \| I^\alpha_{0+} f + I^\alpha_{T-} f \|. \tag{37}
\]

Consequently, for \( \frac{1}{2} < H \leq \frac{3}{4} \)

\[
\| I^{2H-1}_{0+} f \| + \| I^{2H-1}_{T-} f \| \leq \frac{\sqrt{2}}{H\Gamma(2H)} \| \Gamma_H f \|.
\]

**Proof.** Taking into account Proposition\[3\] we get

\[
(\| I^\alpha_{0+} f \| + \| I^\alpha_{T-} f \|)^2 \leq 2 \| I^\alpha_{0+} f \|^2 + 2 \| I^\alpha_{T-} f \|^2 \\
\leq 2 \| I^\alpha_{0+} f \|^2 + 4 \langle I^\alpha_{0+} f, I^\alpha_{T-} f \rangle + 2 \| I^\alpha_{T-} f \|^2 \\
= 2 \| I^\alpha_{0+} f + I^\alpha_{T-} f \|^2,
\]

whence the inequality (37) follows.

The second statement is obtained by the representation (34). \[\square\]
6.3 Transposition of operators

Lemma 1. Let $A$ be a linear continuous operator on $L^2[0,T]$, and $B$ be an injective self-adjoint compact linear operator on $L^2[0,T]$. If the linear operator $A^*B^{-1}$ is bounded, that is $\|A^*B^{-1}\| = K < \infty$, then the linear operator $B^{-1}A$ is defined on the entire space $L^2[0,T]$, bounded, and $\|B^{-1}A\| = K$.

Proof. For the self-adjoint compact linear operator $B$ one can find an orthonormal eigenbasis $\{e_1, e_2, \ldots\}$ such that

$$B\left(\sum_{k=1}^{\infty} x_k e_k\right) = \sum_{k=1}^{\infty} \lambda_k x_k e_k \quad \text{for} \quad \sum_{k=1}^{\infty} x_k^2 < +\infty.$$ 

Then $\lim_{k \to \infty} \lambda_k = 0$ (by compactness), but for all $k$ the inequality $\lambda_k \neq 0$ holds (by injectivity).

The inverse operator is a self-adjoint linear operator defined by the equation

$$B^{-1}\left(\sum_{k=1}^{\infty} x_k e_k\right) = \sum_{k=1}^{\infty} \frac{x_k}{\lambda_k} e_k \quad \text{for} \quad \sum_{k=1}^{\infty} \frac{x_k^2}{\lambda_k^2} < +\infty.$$ 

The domain of the operator $B^{-1}$ is the subset

$$B(L^2[0,T]) = \left\{ \sum_{k=1}^{\infty} x_k e_k : \sum_{k=1}^{\infty} \frac{x_k^2}{\lambda_k^2} < \infty \right\}$$

of the Hilbert space $L^2[0,T]$.

Let us prove that the operator $B^{-1}A$ is defined on $L^2[0,T]$. Assume the opposite, i.e., $B^{-1}A$ is undefined at some point $f \in L^2[0,T]$. This means that $Af \not\in B(L^2[0,T])$.

Decompose $Af$ into a series by the eigenfunctions of the operator $B$:

$$Af = \sum_{k=1}^{\infty} x_k e_k. \quad (38)$$

Since $Af \not\in B(L^2[0,T])$, we see that

$$\sum_{k=1}^{\infty} \frac{x_k^2}{\lambda_k^2} = +\infty,$$

and for

$$s_n = \sum_{k=1}^{n} \frac{x_k^2}{\lambda_k^2}$$

it holds that $\lim_{n \to \infty} s_n = +\infty$ and $s_n \geq 0$ for all $n \in \mathbb{N}$. Therefore, there exists $N \in \mathbb{N}$ such that

$$s_N > K^2 \|f\|^2. \quad (39)$$

Put
\[ g = \sum_{k=1}^{N} \frac{x_k}{\lambda_k} e_k. \]

Then

\[ \|g\|^2 = \sum_{k=1}^{N} \frac{x_k^2}{\lambda_k^2} = s_N, \quad \|g\| = \sqrt{s_k}, \quad g \in B(L_2[0,T]), \]

\[ B^{-1}g = \sum_{k=1}^{N} \frac{x_k}{\lambda_k^2} e_k, \quad \langle A^*B^{-1}g, f \rangle = \langle B^{-1}g, Af \rangle = \sum_{k=1}^{N} \frac{x_k}{\lambda_k^2} x_k = s_N. \]

By the Cauchy–Schwarz inequality,

\[ \left| \langle A^*B^{-1}g, f \rangle \right| \leq \|A^*B^{-1}g\| \|f\| \leq \|A^*B^{-1}\| \|g\| \|f\| = K \sqrt{s_N} \|f\|. \]

Hence,

\[ s_N \leq K \sqrt{s_N} \|f\|. \quad (40) \]

The inequalities (39) and (40) contradict each other. Thus, the operator \( B^{-1}A \) is defined on the entire space \( L_2[0,T] \).

Now let us prove boundedness of the operator \( B^{-1}A \) and the inequality

\[ \|B^{-1}Af\| \geq K \|f\|. \quad (41) \]

We use the same decomposition of the vector \( Af \) into the eigenvectors of \( B \) as above, see (38). Then

\[ B^{-1}Af = \sum_{k=1}^{\infty} \frac{x_k}{\lambda_k} e_k, \quad \|B^{-1}Af\|^2 = \sum_{k=1}^{\infty} \frac{x_k^2}{\lambda_k^2}, \]

\[ \lim_{n \to \infty} s_n = \|B^{-1}Af\|^2 > K^2 \|f\|^2, \]

by (41). Therefore, there exists \( N \in \mathbb{N} \) such that the inequality (39) holds. Arguing as above, we get a contradiction. Hence, \( \|B^{-1}A\| \leq K \).

It remains to prove the opposite inequality \( \|B^{-1}A\| \geq K \). The operator \( A^*B^{-1} \) is defined on the set \( B(L_2[0,T]) \). For all \( f \in B(L_2[0,T]) \) from the domain of the operator \( A^*B^{-1} \), we have

\[ \|A^*B^{-1}f\|^2 = \langle B^{-1}A A^*B^{-1} f, f \rangle \leq \|B^{-1}AA^*B^{-1}f\| \|f\| \leq \|B^{-1}A\| \|A^*B^{-1}f\| \|f\|, \]

whence

\[ \|A^*B^{-1}f\| \leq \|B^{-1}A\| \|f\|. \]

Therefore \( K = \|A^*B^{-1}\| \leq \|B^{-1}A\|. \)

\[ \square \]
6.4 The proof of boundedness and compactness

Proposition 5. Let $\frac{1}{2} < H_1 < H_2 < 1$ and $H_1 \leq \frac{3}{4}$. Then $\Gamma_{H_1}^{-1}\Gamma_{H_2}$ is a compact linear operator defined on the entire space $L_2[0,T]$.

Proof. The operator $\Gamma_{H_1}$ is an injective self-adjoint compact operator $L_2[0,T] \to L_2[0,T]$. The inverse operator $\Gamma_{H_1}^{-1}$ is densely defined on $L_2[0,T]$. By Proposition 4 the operators $\Gamma_{0+}^{-1}\Gamma_{H_1}$ and $\Gamma_{T-}^{-1}\Gamma_{H_1}$ are bounded. Therefore, by Lemma 1 the operators $\Gamma_{H_1}^{-1}\Gamma_{0+}^{-1}$ and $\Gamma_{H_1}^{-1}\Gamma_{T-}^{-1}$ are also bounded and defined on the entire space $L_2[0,T]$. By (34) and the semigroup property (Theorem 9),

$$\Gamma_{H_1}^{-1}\Gamma_{H_2} = H \Gamma (2H) \left( \Gamma_{H_1}^{-1}\Gamma_{0+}^{2H_2-1} + \Gamma_{H_1}^{-1}\Gamma_{T-}^{-1} \right),$$

where $H$ is a positive definite self-adjoint and injective operator. Hence $\Gamma_{H_1}^{-1}\Gamma_{H_2}$ is a compact linear operator defined on the entire space $L_2[0,T]$.

6.5 The proof of invertibility

Now prove that $-1$ is not an eigenvalue of the linear operator $\Gamma_{H_1}^{-1}\Gamma_{H_2}$. Indeed, if $\Gamma_{H_1}^{-1}\Gamma_{H_2} f = -f$ for some function $f \in L_2[0,T]$, then $\Gamma_{H_2} f + \Gamma_{H_1} f = 0$. Since $\Gamma_{H_2}$ and $\Gamma_{H_1}$ are positive definite self-adjoint (and injective) operators, $\Gamma_{H_2} + \Gamma_{H_1}$ is also a positive definite self-adjoint and injective operator. Hence $f = 0$ almost everywhere on $[0,T]$.

Because $-1$ is not an eigenvalue of the compact linear operator $\Gamma_{H_1}^{-1}\Gamma_{H_2}$, $-1$ is a regular point, i.e., $-1 \notin \sigma(\Gamma_{H_1}^{-1}\Gamma_{H_2})$, and the linear operator $\Gamma_{H_1}^{-1}\Gamma_{H_2} + I$ is invertible.
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