Quantum effects in many-body systems have been the subject of intensive research. Accurate simulation of quantum systems can reveal novel phases and phase transitions. Although numerical simulation on a classical computer is useful, the number of tractable models is limited because of the exponential growth of the Hilbert space. An alternative approach is to use highly controllable devices, namely, analog quantum simulators, to emulate quantum many-body systems [1–3].

Quantum simulators using Rydberg atoms in an optical tweezer array have attracted growing interest owing to rapid technological advances [4]. Optical tweezers allow one to hold and move each atom precisely. In addition, the distance between atoms is large enough that individual atoms can be observed. Because dipole–dipole interactions between Rydberg atoms are much stronger than those between ground-state atoms, one can conduct experiments at relatively high temperatures without evaporative cooling, and the typical time scale of the real-time dynamics is roughly 1000 times faster than that of ultracold atoms in optical lattices.

Owing to these advantages, recent experiments using Rydberg atom arrays [5–12] have successfully observed various interesting many-body phenomena. For example, quantum phase transitions and nonequilibrium dynamics [5, 6] have been observed in Rydberg systems that realize the one-dimensional Ising model with longitudinal and transverse magnetic fields. Furthermore, symmetry-protected topological phases have been identified in a simulator that imitates the Su–Schrieffer–Heeger chain [12]. The simulation of not only magnetic fields. Furthermore, symmetry-protected topological phases have been observed in Rydberg systems that realize the one-dimensional Ising model with longitudinal and transverse magnetic fields [5, 6].

There are many open questions on how quantum information propagates in terms of the real-time dynamics of the quantum Ising model [7, 8].

It is essential to understand the ground-state properties of static systems before tackling these unresolved problems. The Ising model has served as a textbook example of how to describe a phase transition in statistical physics [17, 18] because of its simplicity and solvability [19]. Rydberg systems are suitable for realizing the quantum Ising model. In these systems, the longitudinal and transverse fields can be controlled by frequency detuning and the Rabi frequency of the laser, respectively [20]. The ground-state phase diagrams of quantum Ising models on several lattices have been extensively studied using the quantum Monte Carlo (QMC) method [21–23].

Although many Ising models have been analyzed, the precise ground-state properties of the mixed-field Ising model have yet to be explored on the simple square lattice. The model is so primitive that detailed analysis has been overlooked. In one spatial dimension, the precise phase diagram of the mixed-field Ising model is determined by the exact diagonalization (ED) [24, 25], QMC [26], and density matrix renormalization group [27] methods. By contrast, in two spatial dimensions, only a schematic phase diagram for a few dozen sites has been drawn in a recent ED study [8].

In this letter, we draw the ground-state phase diagram of the antiferromagnetic Ising model on a square lattice with both longitudinal and transverse fields. The Hamiltonian of the mixed-field Ising model is defined as

$$H = J \sum_{\langle i, j \rangle} \hat{S}_i^z \hat{S}_j^z - h \sum_i \hat{S}_i^z - \Gamma \sum_i \hat{S}_i^x,$$

where $J(>0)$ denotes the strength of the antiferromagnetic Ising interaction, and $h$ ($\Gamma$) represents the longitudinal (transverse) magnetic field. The operators $\hat{S}_i^z$ and $\hat{S}_i^x$ are the $z$- and $x$-component of $\hat{S} = 1/2$ Pauli spin operators. The notation $(i, j)$ indicates that sites $i$ and $j$ are nearest neighbors. We set $h = k_B = 1$ and take $J$ as the unit of energy, where $a$ is the lattice spacing.

We used the QMC method to draw the ground-state phase diagram of the mixed-field Ising model on a square lattice. We adopted the Discrete Space Quantum Systems Solver (DSQSS) library [28], which implements the directed loop algorithm [29]. We chose the periodic-periodic boundary con-
dination and considered the system sizes \(N_c = L^2\) with \(L \leq 32\). We typically performed \(10^5\) Monte Carlo steps to observe the physical quantities after discarding \(10^5\) Monte Carlo steps for thermalization. The statistical average was taken over 64 independent runs.

To characterize each phase, we calculated the staggered magnetic susceptibility [31], which is defined as

\[
\chi_{\text{stag}}^{zz} = \frac{\langle M_z^2 \rangle}{\beta L^d}, \quad Q = (\pi, \pi),
\]

where \(r_j\) is the real space coordinate at site \(j\). \(d(= 2)\) is the spatial dimension, and \(\beta\) is the inverse temperature. When \(h\) and \(\Gamma\) are smaller than the critical values, the ground state is antiferromagnetic, and the staggered susceptibility \(\chi_{\text{stag}}^{zz}\) diverges as \(\beta L^d\) for sufficiently large \(L\) and \(\beta\). By contrast, when \(h\) or \(\Gamma\) is larger than the critical value, the ground state is disordered, and \(\chi_{\text{stag}}^{zz}\) is upper bounded.

We performed finite-size scaling analysis based on Bayesian scaling analysis [32] to determine the phase boundary between the antiferromagnetic and disordered phases at zero temperature. We set the inverse temperature \(\beta\) to be proportional to the linear system size \(L\) because the dynamical exponent would satisfy \(z = 1\). The scaling form [31] of \(\chi_{\text{stag}}^{zz}\) is given as

\[
\chi_{\text{stag}}^{zz} \sim L^{2-\eta \varphi} (\delta L^{1/\nu}),
\]

where \(\varphi\) is a scaling function, \(\eta\) is the anomalous dimension, and \(\nu\) is the correlation length exponent. The difference of the field from the critical point is written as \(\delta = (h - h_c)/J\) \([\delta = (\Gamma - \Gamma_c)/J]\) for a fixed \(\Gamma (h)\). Because the continuous transition for \(\Gamma > 0\) is expected to belong to the Ising universality class, we set the critical exponents to those in the \((2 + 1)D\) Ising model, namely, \(\eta = 0.03631(3)\) and \(\nu = 0.62999(5)\) [30]. The transition field is estimated as \(h_c/J = 2.00426(3)\).

We also fixed the inverse temperature \(\Gamma\) or \(\beta L = 8\) assuming \(z = 1\). The transition field is estimated as \(h_c/J = 2.00426(3)\).

![FIG. 1. (Color online) Finite-size scaling analysis at \(\Gamma/J = 0.1\) of the staggered magnetic susceptibility. Because the transition belongs to the Ising universality class, we choose \(\eta = 0.03631(3)\) and \(\nu = 0.62999(5)\) [30]. We also fixed the inverse temperature \(\beta L = 8\) assuming \(z = 1\). The transition field is estimated as \(h_c/J = 2.00426(3)\).](image1)

![FIG. 2. (Color online) Ground-state phase diagram of the antiferromagnetic Ising model on a square lattice with longitudinal and transverse magnetic fields. The statistical error is smaller than the symbol size. We obtained the transition point at \(h = 0\) as \(\Gamma_c(h = 0) = 1.5220(4)\), which is consistent with previous QMC studies [21, 33]. The transition longitudinal field \(h_c\) changes very little and remains \(h_c \sim 2J\) for small \(\Gamma\). The dashed line corresponds to asymptotic behavior of the phase boundary obtained by the MF approximation [27], namely, \(\Gamma_c \sim \Gamma_c(h = 0) + c_2 h^2/(2J)\). Here the coefficient obtained by fitting is given as \(c_2 = -0.427(3)\), whereas \(\Gamma_c(h = 0)\) is chosen as the transition point in two spatial dimensions.](image2)
increases. The transverse field usually destabilizes the antiferromagnetic order in low spatial dimensions. Therefore, we expect a monotonic decrease in the transition field $\hbar_c$. However, this is not the case for the square Ising model.

Unconventional reentrant behavior has already been observed in the MF approximation [27], and our results show that it is maintained even in two spatial dimensions. Here we briefly review the MF results on the tilt of the spins and the variation of the longitudinal transition field in the presence of a small transverse field. The MF energy per site is given as $E / (d J N_s) = [\cos \theta_1 \cos \theta_2 - \Gamma (\sin \theta_1 + \sin \theta_2) - \tilde{h} (\cos \theta_1 + \cos \theta_2)] / 4$. Here $d J$ is taken as the unit of energy, and the fields are rescaled as $\Gamma = \Gamma / (d J)$ and $\tilde{h} = \hbar / (d J)$. All spins lie in the $x \ z$ plane, and $\theta_1 (\theta_2)$ is the angle between the $z$ axis and the spin at one (the other) sublattice site on a bipartite lattice.

The critical point can be obtained using the stationary condition $-\sin \theta_1 \cos \theta_j - \Gamma \cos \theta_i + \tilde{h} \sin \theta_1 = 0$ with $(i, j) = (1, 2), (2, 1)$. We would like to obtain the angle $\theta_c(\Gamma)$ at the critical point in the presence of a small transverse field $\Gamma \ll 1$. Let us define the relative angle between two spins as $\delta \theta = \theta_2 - \theta_1$. At the critical point ($\tilde{h} = \hbar_c$), $\delta \theta = 0$, and thus $\theta_1 = \theta_2 = \theta_c$. Therefore, $\theta_c$ satisfies

$$-\sin \theta_c \cos \theta_c - \Gamma \cos \theta_c + \tilde{h} \sin \theta_c = 0. \tag{5}$$

Slightly away from the critical point, we can expand the stationary condition up to the first order of $\delta \theta \ll 1$. Replacing $\theta_1$ with $\theta_c$, we obtain

$$1 - \Gamma \sin \theta_c - \tilde{h} \cos \theta_c = 0. \tag{6}$$

Eliminating $\tilde{h}$ from Eqs. (5) and (6) yields

$$\sin^3 \theta_c = \Gamma. \tag{7}$$

Without the transverse field $\Gamma$, the spins align in the $z$ direction, and the angle at $\tilde{h} = \hbar_c + 0$ is $\theta_c = 0$. For small $\Gamma$, Eq. (7) suggests that the tilting angle grows more rapidly than it does in a linear field ($\theta_c \sim \Gamma^{2/3}$). The $z$ component ($x$ component) of the spin becomes significantly smaller (larger). To compensate for the smaller $z$ component, the longitudinal field should be sufficiently large to cause the transition; that is, $\hbar_c (\Gamma \ll 1) > \tilde{h}_c (\Gamma = 0)$. Indeed, from Eqs. (6) and (7), the transition field satisfies $\tilde{h}_c = (1 - \Gamma^{2/3})^{1/2} (1 + \Gamma^{2/3}) \sim 1 + \Gamma^{2/3} / 2$, which clearly indicates reentrance.

As we see below, subtle competition between the MF mechanism and quantum fluctuations determines whether reentrance occurs. The ground state at $(\Gamma, \hbar) = (0, d J)$ is macroscopically degenerate [24, 27, 31, 34–36]. The first-order transition at this point becomes a continuous one in the presence of an infinitesimally small $\Gamma$. The shape of the phase boundary near $\Gamma = 0$ is susceptible to quantum fluctuations, which can vary depending on the spatial dimensions of the system. In one spatial dimension, strong quantum fluctuations destabilize the antiferromagnetic order. The transition longitudinal field behaves as $\hbar_c \sim J + c'_0 \Gamma$ with a negative coefficient $c'_0 \sim -0.68(4)$ [27, 37–39]. By contrast, in the MF approximation, which can be regarded as the limit of infinite spatial dimensions, the antiferromagnetic order is favored. The transition obeys the relation $\hbar_c \sim J + c'_{\omega 0} \Gamma^{2/3}$ with a positive coefficient $c'_{\omega 0} = 0.5$ [27]. On a square lattice, we found numerically that the transition satisfies $\hbar_c \sim 2 J + c_2 \Gamma$ with a very small positive coefficient, $c_2 \sim 0.16$. Here we assume that the longitudinal transition point is a linear function of the transverse field for $\Gamma \sim 0$. This behavior is predicted by perturbation theory in one spatial dimension [27], although it does not have to occur in general. The monotonic behavior of the coefficients ($c'_0 < c'_2 < c'_{\omega 0}$) suggests that the shape of the phase boundary in two spatial dimensions is intermediate between those in one and infinite spatial dimensions.

In conclusion, we studied the antiferromagnetic Ising model on a square lattice with longitudinal and transverse magnetic fields using the QMC method. We determined the phase boundary between the antiferromagnetic and disordered phases by finite-size scaling analysis and found that the critical field $\hbar_c$ changes very little for small $\Gamma$. We also found a narrow region where the disordered phase exhibits reentrance near the point $(\Gamma, \hbar) \sim (0, d J)$. By comparing our result with those of previous studies, we found that the shape of the phase boundary in two spatial dimensions is intermediate between those in one and infinite spatial dimensions. Reentrant behavior, which occurs in infinite spatial dimensions, seems to emerge in the rather low dimensionality of two spatial dimensions.

Our phase diagram would be helpful for analog quantum simulation of Rydberg systems. Although it is challenging to detect the narrow reentrant region on a square lattice, a nearly intact transition field $\hbar_c$ as a function of $\Gamma$ may be observed for $\Gamma \sim 0$. This behavior can be measured to confirm the accuracy of quantum simulations.

In three spatial dimensions, the MF critical exponent will be exact because the value $d + z = 4$ reaches the upper critical dimension. We may observe a broader reentrant region. It is of great interest to investigate how the phase boundary is modified on a cubic lattice. This topic remains a subject of future study. In addition, atoms in Rydberg states are governed

![图 3](Color online) Magnified ground-state phase diagram near $\Gamma = 0$, where the disordered phase exhibits reentrance. The statistical error is smaller than the symbol size. The curve is obtained by fitting the data to the sextic polynomial for $0 \leq \Gamma / J \leq 0.35$. For $0 \leq \Gamma / J \leq 0.075$, the transition longitudinal field $\hbar_c$ increases as the transverse field $\Gamma$ increases.
by the van der Waals interaction. It is also interesting to study the Ising model with more realistic long-range interaction [40] and related models in geometrically frustrated lattices [41–43]. This topic also remains a subject of future study.
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