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ABSTRACT

Automatically detecting graspable regions from a single depth image is a key ingredient in cloth manipulation. The large variability of cloth deformations has motivated most of the current approaches to focus on identifying specific grasping points rather than semantic parts, as the appearance and depth variations of local regions are smaller and easier to model than the larger ones. However, tasks like cloth folding or assisted dressing require recognizing larger segments, such as semantic edges that carry more information than points. We thus first tackle the problem of fine-grained region detection in deformed clothes using only a depth image. We implement an approach for T-shirts, and define up to 6 semantic regions of varying extent, including edges on the neckline, sleeve cuffs, and hem, plus top and bottom grasping points. We introduce a U-Net based network to segment and label these parts. Our second contribution is concerned with the level of supervision required to train the proposed network. While most approaches learn to detect grasping points by combining real and synthetic annotations, in this work we propose a multilayered Domain Adaptation strategy that does not use any real annotations. We thoroughly evaluate our approach on real depth images of a T-shirt annotated with fine-grained labels, and show that training our network only with synthetic labels and our proposed DA approach yields results competitive with real data supervision.
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1 INTRODUCTION

Identifying specific regions for grasping is one of the main open challenges in robotic cloth manipulation, due to the large variability of geometric configurations and textures that garments exhibit. Although the effects of texture variability can be reduced by using depth images, which compared to RGB images also present a
When leveraging synthetic data for training, the problem is still severely ill-posed. As illustrated in Fig. 1, identifying semantically meaningful regions in the depth map of a garment is challenging even for humans. Most existing methods have therefore focused on identifying key grasping points, as small local regions tend to have more invariant geometric features than large patches [5, 10–14, 17, 21]. Nevertheless, many tasks in cloth manipulation would benefit from detecting larger and more informative regions. In particular, identifying semantic edges (e.g. neckline, sleeve cuffs and hem in a T-shirt) is highly useful for tasks such as folding clothes or robot-assisted dressing.

The first contribution of this work is a method to perform fine-grained edge detection on highly crumpled clothes. We focus on the specific case of a T-shirt, although the approach is generalizable to other garments. We define up to 6 semantic labels of different types and extents, including full body, 3 edge types, and 4 grasping points. We thus adapt a U-Net architecture that given input depth images, can provide the semantic labels of each category (including grasping points, which are treated as regions). The second contribution of our work is addressing the amount of supervision required to train our network. Existing approaches use either a training set of real depth maps annotated with ground truth grasping points or a combination of those with synthetic annotations [5, 10, 11, 17, 21].

In this work, motivated by the difficulty of collecting and annotating real ground truth depth maps with fine-grained edge labels for training, we explore the limits of relying exclusively on supervision from synthetically generated data. For this purpose, we synthesize and annotate several thousands of samples of a T-shirt hanging under gravity from random points. Additionally, we also create a dataset of real depth maps pseudo-annotated with the fine-grained labels to test our methods. We then investigate several training alternatives. More specifically, we propose a Multi-layer Domain Adaptation (DA) approach to reduce the domain gap between the feature maps extracted from synthetic and real data using an adversarial loss computed from non-annotated synthetic/real samples. A thorough evaluation shows that this scheme achieves results competitive with architectures trained on the pseudo-annotated real samples.

In summary, our main contributions are:

- We are the first to tackle the problem of fine-grained edge segmentation in depth maps of highly deformed clothes.
- We explore the limits of Domain Adaptation strategies that leverage uniquely on supervision from synthetic annotations.
- We generate large and realistic synthetic data and collect a mid-size real dataset of deformed T-shirts which we annotated with edge labels and grasping points. This dataset can be used either for finetuning synthetically trained networks or for evaluation, and will be made publicly available together with the proposed model.

2 RELATED WORK

There have been multiple works that focus on manipulating highly deformable objects such as clothes. Most of these works concentrate on finding suitable grasping points either for towels [6, 14] or for more structured clothes like T-shirts, pants or sweaters [9, 15]. Typically, after capturing data with a depth sensor device, early methods concentrate on finding geometric cues [10, 12, 19] (i.e. cloth folds and wrinkles, cloth corners, etc.) or classify cloth deformation to indirectly infer the grasping points [8, 18]. However, these kinds of approaches are difficult to use for complex clothes, as the detected edges or other geometric cues lack semantic meaning, which needs to be compensated by using fiducial markers on the cloth [3] for a more reliable detection of grasping points.

Recent methods exploit the potential of neural networks. In order to train these networks, it is necessary to use a large amount of data, that can be achieved by means of generating synthetic datasets [5, 17]. Unfortunately, networks trained exclusively on synthetic data have problems generalizing when using real examples. For this reason, synthetic data is often mixed with real data which can be acquired by painting a white cloth with the desired annotation marks [6, 13]. This procedure is tedious and makes the data generation more complex as it involves robot manipulation to obtain images and pre-processing operations to extract the annotations. Therefore, other methods train the networks with synthetic data and later use a small number of real examples to fine-tune the grasping point detection network [11, 21]. In contrast, our work uses Domain Adaptation to narrow the gap between synthetic and real data. The main advantage of using DA is that it eliminates the need of collecting and annotating large real datasets, thus allowing the proposed network to be trained by supervision only.

Figure 1: Overview of our approach. We introduce a pipeline for fine-grained semantic segmentation of clothes depth maps. The pipeline leverages a multi-layered Domain Adaptation strategy that allows us to use the proposed network on real depth maps whilst only using synthetic ground truth labels during training. The detected segments are in turn used for improving the performance on the grasping point detection task without using real labels.
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Figure 2: Our approach for fine-grained segmentation of cloth depth maps. It consists of two main modules, a U-Net (top) that segments the cloth parts and a multi-layered Domain Adaptation module (bottom) that helps to reduce the domain gap between real and synthetically generated depth maps. This strategy allows our network to generalize to real depth maps, despite being trained with synthetic supervision. The segmentation loss is only computed for the synthetic annotations, whereas unlabelled real data is leveraged in the multi-layer DA branch to reduce the gap between the real/synthetic features computed by the U-Net.

3 METHOD

In this section, we first formalize our problem, which is to segment depth maps of clothes into semantic regions that are tailored to perform manipulation and grasping tasks. We then describe the model as the training process we leverage to train only using synthetic labels.

3.1 Problem Formulation

Let X be a $H \times W$ depth map of a cloth hanging under gravity from a random point. Let us also define reference segmentation masks $M = [m_1, \ldots, m_C]$ for the C cloth labels, where $m_i$ is a binary mask indicating the region in the depth map that belongs to the $i$-th label. As we shall see in the experimental section, we consider segments of very different sizes, from small regions defining grasping points, to elongated and large areas of semantic edges, as well as the whole body of the cloth. We will also show that treating the grasping points as regions, and detecting them using a segmentation approach, yields improved results compared to the methods that locate them using a network regressing directly their coordinates [21]. Furthermore, we define $S^s = \{X_i^s, M_i^s\}, i = 1, \ldots, M$, a set of synthetically generated pairs of depth maps and ground truth masks, and $S^r = \{X_i^r, M_i^r\}, i = 1, \ldots, M$, pairs of real depth maps and pseudo-ground truth masks, as described in Section 4.

Our goal is to estimate masks $\hat{m}_i$ of relevant cloth parts from a given depth map $X$, i.e. to learn the mapping $M : X \rightarrow \hat{M}$, where $\hat{M} = [\hat{m}_1, \ldots, \hat{m}_C]$. In order to train $\hat{M}$, we explore a Domain Adaptation learning scheme that uses the synthetically generated ground truth data $S^s$, as well as the real depth maps $X^r$ without annotations. The real pseudo-ground truth masks $M^r$ will not be used during the training of our main approach.

3.2 Model

The architecture used in our approach is illustrated in Fig. 2. It is composed of two main modules: a segmentation U-Net and multi-layer Domain Adaptation discriminators. Given an input depth map $X$, the segmentation U-Net aims to classify every input pixel in $X$ into one of the C cloth part categories. We implement this module following a standard convolutional U-Net architecture [16], with four encoder and four decoder blocks. As we show in the experimental section, training the U-Net network uniquely with synthetically generated data $S^s$ does not generalize well to real depth maps. In order to narrow the domain gap between real and synthetic depth maps, we introduce a multi-layer adversarial-based Domain Adaptation strategy [4]. Following standard adversarial training [7], we use a two-step minimax optimization approach...
where we alternate the update of the U-Net and the discriminators. In the first step, we only update the U-Net to force the features extracted at each encoder block to confuse the multiple discriminators. Then, in the second step, we update the discriminator to distinguish between the feature maps from real \(X_r\) or synthetic \(X_s\) samples. This iterative process leads to the U-Net encoder layers to produce features that are indistinguishable by the discriminators, and thus leads to domain-independent features that bridge the gap between the synthetic and real domains. The domain discriminators we use are formed by convolutional layers followed by a fully connected layer that performs binary classification.

### 3.3 Loss Functions

Our loss function contains two terms, namely a semantic segmentation loss to assess the quality of the segmentation, and a domain-adaptation loss that forces the extracted features of the real and synthetic domains to be similar.

**Segmentation loss.** To optimize our segmentation model we maximize a weighted soft Intersection over Union (IoU) loss:

\[
L_{\text{soft-IoU}} = \frac{1}{|C|} \sum_c w_c \sum_x \frac{M_c(x) m_c(x)}{\sum_c M_c(x) + m_c(x) - M_c(x)m_c(x)}
\]

where \(M_c(x)\) is the prediction score at the image location \(x\) for class \(c\), and \(m_c(x)\) is the ground truth, which is a delta function in the correct class. Note that some classes occupy a large amount of area (e.g., background), whereas some other classes (e.g., edges) occupy a smaller area. To prevent the model from only focusing on the classes that occupy a larger extension, we added a class-specific weight factor \(w_c\) to reduce this label imbalance problem.

**Domain Adaptation loss.** Our DA loss \(L_{DA}\) is the standard iterative minimax loss using a binary cross-entropy loss with classes “real” or “synthetic” [7], where the U-Net aims to minimize this loss whereas the discriminators try to maximize it.

**Total loss.** We define the total loss as a linear combination of the two previous terms:

\[
L = -L_{\text{soft-IoU}} + \alpha L_{DA}
\]

where \(\alpha\) is a hyper-parameter, and minimizing \(-L_{\text{soft-IoU}}\) is equivalent to maximizing \(L_{\text{soft-IoU}}\).

Our model is trained with both real and synthetic depth maps. However, the segmentation loss \(L_{\text{soft-IoU}}\) is only applied to the synthetic inputs \(X_s\), for which we have the ground truth labels \(M_s\). The real depth maps \(X_r\) are considered only in the DA loss \(L_{DA}\), as it does not require ground truth segmentation labels and allows us to leverage unannotated data.

### 4 DATASETS

We now describe the collection and annotation approach for our real and synthetic datasets.

#### 4.1 Synthetic Domain

We show in Fig. 3 an example generated using the physics cloth engine from Blender [1]. The setup to generate the depth maps consists of a deformed T-shirt model surrounded by a rig of 36 cameras separated by steps of 10 degrees around the cloth. Specifically, the bounding box defined by the deformed mesh lies at the center of the circle, and we set the radius to 120 cm to ensure the whole T-shirt mesh is completely visible by all cameras. A 3D human body design suite [2] is used to obtain the T-shirt model. This model is defined by a quad mesh with 3500 vertices, which is the best topology for the cloth physics engine simulator. The cloth physics engine is based on a spring mass model, with several cloth fabric presets and several parameters that are tunable for adjusting the behaviour of the simulation. We use the cotton preset in the case of the T-shirt, and just modify the bending and stiffness parameters to achieve more realistic deformations. The T-shirt mesh is hung from a point and deformed by gravity. The deformation process is run for 250 steps on each physics simulation to ensure a rest position is achieved. Before running each simulation, the mesh is randomly rotated, and a vertex is also randomly chosen as a hanging point. We split the data into 5600/700/700 train/val/test samples. Note that the test samples come from different hanging configurations (hanging points) than the training samples. The images in consecutive frames are similar which would lead to a bias if random splits were used for training and testing. For the grasping point regression task, which will be described in the experimental section, we use 2737 training and 344 test samples as not all examples have visible grasping points.

We also carry out a normalization of the synthetic depth maps in the vertical and horizontal dimensions. For this purpose, the covariance matrices of the non-background pixels coordinates were averaged. The same matrix was obtained for the real dataset. The eigenvalues \(\lambda\) from the singular value decomposition were utilized to scale the synthetic images. Specifically, \(\sqrt{\lambda}\) were used to scale the synthetic images along the vertical and horizontal axis to ensure a similar shape between real and synthetic depth maps.
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4.2 Real Domain

To reduce the real data annotation burden, the T-shirt was first painted along the edges with different colors representing different edges and 4 grasping points as illustrated in Fig. 3-left. The T-shirt is grasped and hung by a Baxter robot. We manually adjusted the real-world setup to roughly match the appearance and dynamics of the simulation. Specifically, an Intel RealSense L515 camera is placed 120 cm away from the grasping point. The robot rotates the T-shirt every 10 degrees and depth images are captured. The pseudo labels annotation was done by training a U-Net segmentation model using RGB images and a small number of manually annotated examples with aggressive augmentation to adjust for the class imbalance. The generated pseudo-labels were afterwards verified by a human annotator.

Using this annotation process, we collect a real-domain dataset consisting of 504 samples with 6 fine-grained pseudo-labels, i.e., background, body, top, middle and bottom edges and grasping points. From these 504 examples, we use a 388/44/72 train/val/test split, where our 72 test samples come from two different hanging configurations, and only 48 samples include grasping point annotations. Since our DA approach does not need any real supervision, we further collect 1008 extra unannotated real depth samples which will be leveraged when training with DA. The annotations in the train set are only used in our finetuning experiments. All depth images were min-max normalized after removing the background with a threshold, and we use data augmentation techniques such as random horizontal flipping and cropping.

5 EXPERIMENTS

We now present the experimental results. First, we report the results for the segmentation of edges and grasping points, and then the results for fine-grained segmentation.

5.1 Main Results

The results for edge and grasping point segmentation are shown in Table 1 and Table 2. Note that except for Synth/Synth, the results reported refer to testing on real data for all other evaluated methods. The grasping point (GP) accuracy is measured as the median distance of the most confident prediction to the closest ground truth grasping point, which is reported both in pixels and cm. To match the GP pixel distance with the real-world scale, we measured the median length of the cloth length when it is hung on a hanger, which is 65 cm (230 pix). The performance for the background, body, and edges classes is measured with IoU.

For comparison, as baseline predictors of the grasping point we consider the centre of the cloth as well as a random grasping point. After the normalization of the synthetic data the median distance from the cloth centre to its closest grasping point is 11.7 cm (41 pix) for the synthetic dataset, and 12.7 cm (44.5 pix) for the real dataset. The median distance between randomly sampled points on the cloth to its closest grasping point is 10.4 cm (36.4 pix) for synthetic dataset, and 11 cm (39 pix) for real dataset. We evaluate only for one grasping point as in practice once the cloth is grasped by the predicted point, the model can be applied again to detect the next point.

Table 1 shows that generally the IoU for body segmentation is high, whilst the performance for the edges is significantly lower due to the complex folding of hanging cloth and overlapping of edges and body fabrics. As expected, due to the domain gap present, the performance when training on synthetic data (Synth/Synth) is higher than when training with synthetic data and testing with real data (Synth/Real), whilst finetuning with real data annotations increases the performance in the real data. On that note, our proposed DA method can bridge the domain gap without needing real data annotations, as shown in the increased performance of DA in Table 1 compared to the direct synthetic-to-real model (Synth/Real).
Table 1: Edge and grasping point results, where \( GP\_dist \) is the distance between the most confident predicted grasping point and the closest ground truth grasping point. We include the distance in pixels (image size is \( 256 \times 256 \) pixels) and cm. Semantic segmentation performance is measured by Intersection over Union (IoU).

| Train / Test  | Background (IoU) ↑ | Body (IoU) ↑ | Edges (IoU) ↑ | \( GP\_dist \) (pix) ↓ | \( GP\_dist \) (cm) ↓ |
|---------------|-------------------|-------------|--------------|-------------------|-------------------|
| Synth / Synth | 0.999             | 0.922       | 0.583        | 17.46             | 4.99              |
| Synth / Real  | 0.998             | 0.757       | 0.097        | 38.49             | 11.00             |
| Real / Real   | 0.998             | 0.919       | 0.289        | 45.55             | 13.01             |
| Finetune      | 0.997             | 0.894       | 0.328        | 32.38             | 9.25              |
| DA + Finetune | 0.999             | 0.891       | 0.276        | 22.62             | 6.46              |
| DA            | 0.998             | 0.852       | 0.209        | 25.29             | 7.23              |

Table 2: Fine-grained results for 6 class labels. The performance for the edges drops as the model struggles to discriminate between top, bottom, and side edges. The grasping point error (\( GP\_dist \)) of DA is nearly half of that when training with synthetic or real data only.

| Train / Test  | Backgr. (IoU) ↑ | Body (IoU) ↑ | Top (IoU) ↑ | Middle (IoU) ↑ | Bottom (IoU) ↑ | \( GP\_dist \) (cm) ↓ |
|---------------|-----------------|-------------|-------------|---------------|---------------|-------------------|
| Synth / Synth | 0.999           | 0.929       | 0.278       | 0.560         | 0.567         | 3.89              |
| Synth / Real  | 0.997           | 0.861       | 0.015       | 0.129         | 0.040         | 13.36             |
| Real / Real   | 0.997           | 0.916       | 0.025       | 0.130         | 0.108         | 15.78             |
| Finetune      | 0.998           | 0.897       | 0.041       | 0.200         | 0.174         | 8.56              |
| DA + Finetune | 0.998           | 0.917       | 0.019       | 0.313         | 0.294         | 6.67              |
| DA            | 0.997           | 0.846       | 0.050       | 0.307         | 0.138         | 7.05              |

Specifically, we note that our DA approach reduces the grasping point prediction error by 34.3% compared to Synth/Real without using any real data annotation. Additionally, we can couple our DA method with the available real annotations to further improve the performance, as shown in DA + Finetune.

In Table 2 we report our fine-grained segmentation results, including additional top, middle, bottom labels for edges as well as grasping points. The performance for the edge-related classes drops compared to Table 1 as the model struggles to discriminate between bottom, middle and top edges. Regarding grasping points, similarly to what is observed in Table 1, the results for Real/Real are lower than Synth/Real due to the limited size of the real dataset, whereas finetuning with real data greatly improves the quantitative performance. More importantly, the grasping points obtained by our proposed DA are almost twice as accurate as those obtained with Real/Real or Synth/Real.

5.2 Additional Results

Our proposed segmentation approach also achieves good performance compared to the state-of-the-art grasping point regression methods. Due to inaccessibility to other datasets and implementations, we implemented a regression network based on the architecture proposed in [21], which was trained with the same data used when training our method.

Table 3: Comparison of different methods for grasping point prediction task. Results reported are distance in cm. In 2 class segmentation, each pixel is predicted to be GP / not GP. 4 class segmentation and 6 class segmentation are the results from Table 1 and Table 2.

| Method            | Synth/Synth | Synth/Real | DA  |
|-------------------|-------------|------------|-----|
| Regression method [21] | 10.25       | 13.90      | -   |
| 2 class segmentation | 8.57        | 9.71       | 8.32 |
| 4 class segmentation | 4.99        | 11.00      | 7.23 |
| 6 class segmentation | 3.89        | 13.36      | 7.05 |

Table 3 shows that approaches based on segmenting the depth maps reach higher performance in the task of grasping point prediction than the regression approach proposed in past works [21]. The performance when training and testing in synthetic data (Synth/Synth) shows the increased achievable performance with our segmentation-based approach compared to a regression-based method. Furthermore, when fully-training with synthetic data and testing on real data (Synth/Real) adding more semantic classes reduces the performance, whereas that trend is reversed when using DA approach. These results highlight the benefits of our multi-layer DA method as it allows us to leverage the synthetic fine-grained annotations to improve the grasping point prediction performance.
Finally, we show qualitative results in Fig. 4 for our model trained without (left) and with (right) the real-domain labels. Finetuning with real labels visibly improves the accuracy of the segmentation, which is especially notable in the increased ability of detecting edges. In general, leveraging real data allows the model to discriminate finer regions compared to the model trained only with synthetic data. Our DA-based method also predicts the edges reliably, as DA aids the model to match the distribution of the features in both domains and thus improves the ability of the model to generalize.

To test the generalization ability of our proposed DA approach, we collected an additional real dataset with 25 samples using a different T-shirt and depth sensor (Azure Kinect). We apply our 4-class method to that dataset without any further training, obtaining a median grasping distance of 13.44 cm. The obtained performance is better than the median distance from the cloth centre to its closest grasping point (15.70 cm), which indicates a good generalization ability. Qualitative results are given in Fig. 5.

6 CONCLUSIONS

In this paper, we have investigated the segmentation of depth maps from highly deformed clothes into semantic regions that are useful for subsequent downstream tasks such as cloth grasping manipulation for folding or assisted dressing. We made two main contributions. First, the proposed architecture predicts regions of different types and extents, from local grasping points to larger semantic edges, without the need for retraining. Second, we devise a learning methodology that makes it possible to train the network using only semantic annotations on synthetic data, and addresses the domain gap between real and synthetic depth maps via a multi-layered Domain Adaptation strategy. The experiments show promising results, where coupling our Domain Adaptation approach with only synthetic ground truth annotations allows us to obtain results on par with a network trained with real data without needing to annotate the real images.
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