A New End-to-End Multi-Dimensional CNN Framework for Land Cover/Land Use Change Detection in Multi-Source Remote Sensing Datasets
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Abstract: The diversity of change detection (CD) methods and the limitations in generalizing these techniques using different types of remote sensing datasets over various study areas have been a challenge for CD applications. Additionally, most CD methods have been implemented in two intensive and time-consuming steps: (a) predicting change areas, and (b) decision on predicted areas. In this study, a novel CD framework based on the convolutional neural network (CNN) is proposed to not only address the aforementioned problems but also to considerably improve the level of accuracy. The proposed CNN-based CD network contains three parallel channels: the first and second channels, respectively, extract deep features on the original first- and second-time imagery and the third channel focuses on the extraction of change deep features based on differencing and staking deep features. Additionally, each channel includes three types of convolution kernels: 1D-, 2D-, and 3D-dilated-convolution. The effectiveness and reliability of the proposed CD method are evaluated using three different types of remote sensing benchmark datasets (i.e., multispectral, hyperspectral, and Polarimetric Synthetic Aperture RADAR (PolSAR)). The results of the CD maps are also evaluated both visually and statistically by calculating nine different accuracy indices. Moreover, the results of the CD using the proposed method are compared to those of several state-of-the-art CD algorithms. All the results prove that the proposed method outperforms the other remote sensing CD techniques. For instance, considering different scenarios, the Overall Accuracies (OAs) and Kappa Coefficients (KCs) of the proposed CD method are better than 95.89% and 0.805, respectively, and the Miss Detection (MD) and the False Alarm (FA) rates are lower than 12% and 3%, respectively.
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1. Introduction

The Earth's surface is constantly changing due to numerous factors, such as natural events (e.g., earthquakes and floods) and human activities (e.g., urban development) [1,2]. The detection of these changes is necessary for better management of resources [3]. An efficient approach for monitoring these changes, especially over large inaccessible areas is remote sensing (RS) technology [4]. RS imagery can cover a wide area at different times and can be acquired in a very cost- and time-efficient manner [5].

Change detection (CD) using RS methods refers to the process of measuring the difference in objects in the same region of interest over time using earth observation imagery. CD based on RS imagery is used in many applications, including disaster assessment [2], fire detection [6], Land Cover/Land Use (LCLU) CD, updating LCLU maps [7], and urban development monitoring [8]. The accurate
and timely detection of changes is the most important aspect of this process. Recently, due to the importance of CD and with increasing availability of the archived open-source multi-temporal dataset, many CD methods have been developed [9,10]. However, the accurate CD remains challenging, and, therefore, the development of more accurate CD methods using the most recent image processing and machine learning algorithms is required.

Recently, deep learning algorithms have become the most popular methods in the image processing field [11,12]. Deep learning methods automatically discover the representations of input data required for the CD. Generally, various deep learning methods have been proposed for CD in RS imagery, including CNN, deep belief networks (DBNs), recurrent neural networks (RNN), and auto-encoder (AE). Among these deep learning methods, CNN has drawn intensive attention and has proved for many RS applications, including CD [13]. Although many studies analyzed remote CD using CNN, developing a general CNN structure for CD in RS datasets is challenging due to the diversity of CNN architectures and their dependence on the characteristics of datasets. For example, the diversity in the types of remote sensing sensors (e.g., multispectral, hyperspectral, and PolSAR) has led researchers to propose different CD algorithms for various types of remote sensing datasets [2,8–10]. The details of these methods are discussed in more detail below.

Multispectral images have been widely used in CD applications due to the diversity of the type of sensors used to collect the data and the high temporal resolution of datasets [14]. However, low spectral resolution is one of the main disadvantages of CD using multispectral RS imagery. For example, this issue caused similar spectral responses for different LCLU classes to be detected due to the coarser bandwidths collected by multispectral sensors. In response, many statistical and deep learning-based multispectral CD methods have been developed. For example, Wu et al. [15] developed a slow feature analysis (SFA) CD method. The SFA extracted the most temporally invariant components from the bi-temporal datasets to transform the data into a new feature space to produce the change/no-change map in this feature space. Additionally, Wu et al. [16] proposed a CD framework based on low-rank sparse representation and nearest neighbor classifiers. Specifically, their proposed framework was developed based on low-rank matrix representation or low-rank sparse decomposition for change feature extraction. Finally, the change map was obtained based on the nearest neighbor classifier by predicted changes. Chen et al. [17] also developed a CD framework based on multiple levels of future fusion and two-level clustering. The gradient feature and spectral features were initially extracted and predicted in the changed regions. The binary change map was then produced based on two-level clustering by fuzzy-c-means and nearest neighbor rule classification. Furthermore, Zhang et al. [18] proposed a spectral-spatial joint learning network for a multispectral CD that was implemented in three phases: (1) extracting spatial and spectral features using network similar to the Siamese architecture, (2) fusing these features to represent the difference information, and (3) utilizing discrimination learning to explore the underlying information of the obtained fused features for better discrimination. Moreover, Papadomanolaki et al. [19] proposed a hybrid CD framework for urban areas. In their CD method, fully convolutional networks (U-Net) and powerful recurrent networks (LSTM) were subsequently utilized for feature representation and temporal modeling. Lv et al. [20] also proposed a new land cover CD method based on the integration of k-means clustering and adaptive majority voting that was implemented in three steps: (1) using contextual information adaptively based on calculating a change magnitude image, preparing training sample, and extension of an adaptive region surrounding of a central pixel, (2) determining the label of each pixel within the adaptive region by k-means, and (3) refining the label of the central pixel of the adaptive region by adaptive majority voting. Finally, Du et al. [21] proposed a CD framework that is applied in three main parts: (1) prediction by change vector analysis, (2) automated sample selection, and (3) refined modification based on SVM posterior probability comparison in temporal space.

The hyperspectral RS imagery contains many spectral bands (e.g., hundreds of bands), by which CD of similar targets can be potentially improved [3]. However, CD in hyperspectral datasets is a relatively challenging task due to the specific characteristics of these datasets, such as noise conditions.
Another issue is the low temporal resolution of most of the hyperspectral RS systems, however, it is expected this issue will be resolved to some degrees with the implementation of new hyperspectral sensors such as the Environmental Mapping and Analysis Program (EnMAP), PRecursore IperSpettrale della Missione Applicativa (PRISMA), and Hyperspectral Infrared Imager (HyspIRI). So far, several CD methods for hyperspectral RS datasets have been proposed, some of which are discussed here. Nielsen et al. [23] introduced the multivariate alteration detection (MAD) transformation CD method. This method is based on finding differences between linear combinations of the spectral bands of the bi-temporal dataset. Wu et al. [24] proposed a hyperspectral CD method based on forming a sub-space and measuring spectral distance within this space. They also improved the performance of the proposed algorithm using several ancillary datasets. Additionally, Yuan et al. [25] investigated a semi-supervised CD method based on the distance metric learning method. Furthermore, Liu et al. [26] developed an unsupervised CD method based on spectral unmixing. Wang et al. [27] improved the performance of unsupervised CD based on minimizing registration errors. This method is applied in two main phases: (1) synthetically fused images are obtained based on block-based fusion method, and (2) iteratively regularized multivariate alteration detection (IR-MAD) is applied to synthetically fused images to reduce the falsely detected changes. Moreover, Song et al. [28] presented an unsupervised framework for binary and multiple CD of hyperspectral images. The proposed framework was implemented in two main steps: (1) sample generation based on principle component analysis (PCA) and spectral correlation analysis (SCA), and (2) the multiple and binary change maps are obtained by recurrent 3D fully convolutional network (Re3FCN). Wang et al. [29] proposed a CD method based on a 2D conventional neural network (CNN) and spectral unmixing. This method was implemented in two steps: a mixed-affinity matrix was first formed for each pixel by spectral unmixing and image differencing and the binary change map was then obtained by the CNN algorithm. Besides, Marinelli et al. [30] developed an unsupervised framework based on a discrete representation of the change information. In this method, binary change vector analysis was first employed and, then, a tree representation was then defined to discriminate changes. Li et al. [31] also developed unsupervised deep noise modeling for CD in hyperspectral datasets. The proposed framework was implemented in three main steps: (1) fully convolutional network (FCN) was used to learn discriminative features from high-dimensional data, (2) the two-stream feature fusion module was utilized for fusing feature maps, and (3) the unsupervised noise modeling module applied to tackle the influence of noise and to robustly train the proposed network. Seydi et al. [32] proposed a deep learning-based framework based on 3D-CNN and image differencing. This method is applied in two main steps: (1) the change areas are predicted by image differencing algorithm, and (2) make a decision on predicted area based on 3D-CNN. Huang et al. [33] also proposed a CD framework based on deep learning and the tensor model. The proposed method was implemented in two main phases: (1) the change features were extracted by the tensor model and the 3D change features (spectral, spatio-temporal, and wavelet texture) were combined. Subsequently, unsupervised learning was applied for feature extraction, in which the features were extracted based on the restricted Boltzmann machine and three-order tensor (Tensor3-RBM). The final change map was produced based on a deep belief network with multi-layer Tensor3-RBM and STM (TRS-DBN).

PolSAR data have several advantages for CD over other RS imagery. For instance, they can operate almost in any weather conditions (e.g., cloudy and rainy), which guarantees the acquisition of the area of interest. However, the existence of speckle-noise causes CD a challenging task using these types of datasets. To date, many polarimetric CD methods have been proposed by researches to improve the accuracy of CD using these datasets [34]. For example, Qi et al. [35] proposed a three-component polarimetric change method (1) a bi-temporal PolSAR dataset is segmented hierarchically to extract land parcels, (2) parcel-based change vector analysis (CVA) along with the coherency matrices of the PolSAR data are applied to predict changed parcels, and (3) post-classification comparison are employed.
based on a parcel-based classification algorithm that integrates polarimetric decomposition, SVM, and decision tree algorithms, to detect the type of change for the changed parcels. Furthermore, Liu et al. [13] developed a new version of CNN, which was named local restricted CNN (LRCNN). This CD method was implemented in two steps: (1) a similarity measure for the polarimetric was proposed and several layered difference maps were generated using PolSAR images transformed into discriminative enhanced LDI, and (2) CNN/LRCNN was trained for the tuning hyperparameter. Finally, the change map was obtained based on the optimized trained model. Ghanbari et al. [36] also proposed an unsupervised PolSAR CD method based on the Hotelling-Lawley Trace Statistic and Minimum-Error Thresholding. This method was implemented in two main steps: (1) the Hotelling–Lawley trace statistic was applied to predict the change area, (2) a generalized Kittler and Illingworth minimum-error thresholding algorithm was used for thresholding. Additionally, Cui et al. [37] proposed an unsupervised stochastic subspace ensemble learning method that was implemented in two main steps: (1) automatic determination of high-confidence samples, which were included in the refinement process and fusion strategy, and (2) implementing a stochastic subspace ensemble learning module that uses three phases: acquiring the subsample sets, building and training a two-channel network, and applying the prediction results and ensemble strategy. Moreover, Najafi et al. [38] investigated the potential distance-based algorithms for CD using PolSAR data. The CD framework in this study was implemented in two main steps: (1) the change area was predicted using the distance similarity measure method, and (2) decisions on predicted areas were made using the supervised thresholding. Mahdavi et al. [2] also proposed a polarimetric index-based CD method. In this study, a polarimetric index was developed based on the ratio of span values and the neighborhood information was investigated based on the weight parameter. Finally, Zhao et al. [39] presented a new CD framework based on statistical distribution characteristics. This method was implemented in two main steps: (1) change areas were predicted based on an image differencing algorithm, and (2) thresholding was conducted using an improved Kittler and Illingworth algorithm based on either the Weibull or gamma distribution.

Although there are many RS CD methods, they generally have one of the following limitations: (1) some of the proposed methods are implemented in two phases (i.e., predictor and decision), the combination of which can affect the accuracy of the CD algorithm, (2) some of the CD methods only utilize the spectral information and ignored the advantage of spatial features, (3) some handcrafted-based spatial/spectral features produced by conventional methods (e.g., texture feature and vegetation indices) may fail to extract the details embedded in the dataset and thus significant expertise is required to design an appropriate structure, (4) some of the methods are complex to implement, (5) several CNN-based CD methods are applied to two phases: predictor phase and decision phase. These CD techniques are not End-to-End because additional processing steps are required, (6) although an automatic sample generation framework through traditional CD methods, the extraction of training data is usually employed with low reliability due to several factors, such as noise and atmospheric conditions, (7) many methods are only used for one type of RS data and do not support other datasets, and (8) the current state-of-the-art CNN-based CD methods use a 2D convolution layer and ignore the relation of spectral bands, while a combination of 3D and 2D deep features can improve the performance results [40].

The main objective of this study is therefore to propose a new deep learning framework for CD in RS datasets to minimize some of the above-mentioned shortcomings. The main contributions of this study and the proposed CD method can be summarized as follows: (1) it can be effectively applied to different types of RS datasets, (2) it can potentially utilize all of the main information in a RS dataset for CD by extracting deep features within a multi-dimensional convolution layer, (3) it has an End-to-End framework as it does not require additional processing for CD, and (4) it is sensitive to subtle changes with high accuracy and low False Alarm (FA) rates.
2. Datasets

In this study, three different remote sensing datasets (i.e., multispectral, hyperspectral, and PolSAR) were applied to evaluate the performance of the proposed CD method. These datasets are illustrated in Figures 1–3 (available from https://rslab.ut.ac.ir and https://rcdaudt.github.io/oscd/) and discussed in Sections 2.1–2.3. One of the important factors for assessing different types of remote sensing CD methods is the quality of the corresponding ground truth data. Therefore, the main reason for choosing these datasets was the availability of proper ground truth data. Additionally, these datasets are employed in many change detection studies (e.g., [3,29,38,41,42]) and, thus, the accuracies of the corresponding CD methods can be equally compared with those of the proposed method in this study.

2.1. Multispectral Datasets

The multispectral CD was conducted using the Onera Satellite Change Detection Dataset (OSCD), which consists of Sentinel-2 satellite images [41]. The first image pairs (Figure 1a–c), which were acquired over Abudhabi, United Arab Emirates (UAE) on 20 January 2016, and 28 March 2018, respectively, were named Multispectral-Abudhabi. The second multispectral datasets, which were captured over the Saclay region in Paris, France on 15 March 2016, and 29 October 2017, respectively, were named Multispectral-Saclay. As demonstrated in Figure 1, the main changes over these areas are related to man-made objects. Table 1 provides more information about the multispectral datasets used in this study to evaluate the performance of the CD methods.

![Multispectral datasets](https://rslab.ut.ac.ir)

**Figure 1.** Multispectral datasets: (a) and (b) show the false-color composite of the multispectral images acquired over Abudhabi City, in United Arab Emirates (UAE) on 20 January 2016, and 28 March 2018, respectively, and (c) is the corresponding binary ground truth data which illustrates the change and no-change areas. (d) and (e) are the false-color composites of the multispectral images acquired over the Saclay area on 15 March 2016, and 29 October 2017, respectively, and (f) is the corresponding ground truth data, which white and black colors indicate the change and no-change areas, respectively.
Table 1. Description of multispectral datasets (italic characters are the name of datasets).

| Data             | Resolution (m) | #Bands | Size (pixel)  | Wavelength (nm) |
|------------------|----------------|--------|---------------|-----------------|
| Multispectral-Abudhabi | 10             | 13     | 401 × 401     | 356–1058        |
| Multispectral-Saclay   | 10             | 13     | 260 × 270     | 356–1058        |

2.2. Hyperspectral Dataset

The hyperspectral CD was conducted using the two types of hyperspectral datasets acquired by the Hyperion sensor (see Table 2 and Figure 2). The first images (Figure 2a–c), which illustrates a river, was named Hyperspectral-River. These images were acquired over Jiangsu Province, China on 3 May 2013, and 31 December 2013, respectively. The main change type on these datasets is the disappearance of substance in the river. The second hyperspectral dataset, which illustrates farmland, was named Hyperspectral-Farmland. These images depict an irrigated agricultural field in Hermiston City in Umatilla County, Oregon, OR, USA, and were acquired on 1 May 2004, and 8 May 2007, respectively.

Figure 2. Hyperspectral datasets: (a) and (b) are a false-color composite of the Hyperspectral-River images acquired over a river in Jiangsu province, China on 3 May 2013, and 31 December 2013, respectively, and (c) is the corresponding binary ground truth data, which white and black colors indicate the change and no-change areas, respectively. (d) and (e) are a false-color composite of the Hyperspectral-Farmland images acquired over farmland in the USA on 1 May 2004, and 8 May 2007, respectively, and (f) is the corresponding ground truth data in binary format, which white and black colors indicate the change and no-change areas, respectively.
Table 2. Description of hyperspectral datasets (italic characters are the name of datasets).

| Data                   | Resolution (m) | #Bands | Size (pixel)     | Wavelength (nm) |
|------------------------|----------------|--------|------------------|-----------------|
| Hyperspectral-River    | 30             | 154    | 436 × 241        | 356–1058        |
| Hyperspectral-Farmland | 30             | 154    | 306 × 241        | 356–1058        |

2.3. PolSAR Datasets

The polarimetric CD was conducted using the two PolSAR datasets acquired over the San Francisco city (Figure 3). These L-band PolSAR images were acquired by the Jet Propulsion Laboratory/National Aeronautics and Space Administration UAVSAR on 18 September 2009, and 11 May 2015. These datasets were named PolSAR-San Francisco1 and PolSAR-San Francisco2. Table 3 provides the characteristics of the PolSAR datasets used in this study. The main properties of these datasets are the existence of speckle noise. Additionally, the main purpose of using these images was to analyze the performance of the CD methods in terms of noise. It is also worth noting that although the urban areas in the PolSAR datasets had strong backscattering responses, the CD was a challenge due to several conditions such as noise, wind, and vegetation cover.

![Figure 3. PolSAR dataset: (a) and (b) are the RGB composites generated from the Pauli decomposition (Red: |HH − VV|; Green: 2|HV|; Blue: |HH + VV|) for the PolSAR-San Francisco1 datasets, and (c) shows the corresponding binary ground truth data, which white and black colors indicate the change and no-change areas, respectively. (d) and (e) are Pauli RGB composite of the PolSAR-San Francisco2 images, and (f) shows the corresponding ground truth data in binary format, which white and black colors indicate the change and no-change areas, respectively. Note that (a) and (d) were acquired on 18 September 2009, and (b) and (e) were captured on 11 May 2015.](image-url)
Table 3. The description of the Polarimetric Synthetic Aperture RADAR (PolSAR) datasets (italic characters are the name of datasets).

| Dataset                    | Range Resolution (m) | Azimuth Resolution (m) | Incidence Angles (°) | Size (pixel) | Wavelength (cm) |
|----------------------------|----------------------|------------------------|----------------------|--------------|-----------------|
| PolSAR-San Francisco1      | 1.66                 | 1.00                   | [25–65]              | 200 x 200    | 23.84           |
| PolSAR-San Francisco2      | 1.66                 | 1.00                   | [25–65]              | 100 x 100    | 23.84           |

3. Method

The general overview of the proposed CD method for RS datasets is illustrated in Figure 4 and is discussed in more detail in the following subsections. The proposed method has a supervised binary CD framework that receives two images acquired from a specific area at different times and produces a change map in a binary format (i.e., change/no-change map).

![Figure 4. General flowchart of the proposed supervised binary change detection (CD) method.](image)

3.1. Pre-Processing

As clear from Figure 4, the input data should first be pre-processed. Data pre-processing plays an important role in CD methods and can be divided into two categories: spectral and spatial corrections. Spectral correction for the multispectral dataset included de-noising, radiometric correction, and atmospheric correction. Additionally, the spatial resolution of all spectral bands was resampled to 10 m. The pre-processing of the hyperspectral dataset included removing data bands that contain no data, shifting the pixels in sample 129, and all lines to sample 256 in SWIR spectral bands, de-striping,
and removing the zero-line, and implementing radiometric and atmospheric corrections. The initial pre-processing of the PolSAR dataset included multi-looking and de-speckling. The second step was a geometric correction, for which relative registration was used. Then, several GCP points were selected and a second-order polynomial was utilized for modeling, and the bi-linear method was used for resampling gray values. The final accuracy of the geometric correction (i.e., RMSE) was approximately 0.4 pixels.

3.2. The Proposed End-to-End CD Network Based on CNN

The End-to-End CD network (indicated with the dashed box in Figure 4) is the main part of the proposed method developed based on a new CNN algorithm (see Figure 5). According to Figure 5, the proposed CNN architecture does not require predictors for CD. The process is applied by differencing and stacking deep features. The proposed architecture is different from other previously developed CNN CD architectures because it uses (1) multi-dimensional convolution kernels, (2) a dilated convolution layer, (3) stacking and differencing layers.

![Figure 5. The proposed End-to-End convolutional neural network (CNN) architecture for CD of remote sensing datasets.](image)

As it is clear from Figure 5, the proposed CNN network employs bi-temporal datasets as inputs. The network has three channels of convolution layers where the first and third channels are related to the first- and second-time datasets, respectively. The second channel is related to the differencing and stacking convolution layers. Each convolution block includes an activation function (i.e., Rectified Linear Unit (ReLU)), batch normalization, and many convolution filters that extract deep features. The size and number of kernel convolutions for each channel is constant. The proposed CNN network is implemented using the following four steps:

1. The deep feature generation commences with 3D-dilated convolution layers with a size of $7 \times 7 \times 3$ and a dilation rate of 2 that investigates the relationship of the spectral bands. The second channel starts by differencing input datasets and, the deep feature is then extracted. The second convolution layer of this channel is a 3D-dilated convolution with a size of $7 \times 7 \times 3$, and a dilation rate of 2. The input in the second channel is differencing, stacking of obtained deep features from the first and second layers, and the deep features extracted from the previous layer.
(2) The 3D features are reshaped to 2D features and the deep features are extracted by the 2D convolution layer in this step. This process is repeated as the number of filters increases. Finally, a max-pooling with a downsampling size of 2 is applied to three channels.

(3) The final convolution layer is 1D and requires features to be reshaped to 1D. A 1D convolution kernel with a size of 3 is applied to extract deep features. Finally, the 1D max pooling with a downsampling rate of 2 is applied for extraction deep features.

(4) The output of the third channel is the final extracted deep feature that is used for the subsequent analyses. The norm $l_2$ is applied to these deep features and batch normalization is then performed. These features are transformed into a subset of fully connected layers to the final outputs of the network. To this end, two fully connected layers with the activation function of ReLU are utilized. In the dropout process, the randomly selected neurons are ignored during training to prevent overfitting. The first fully connected layer has 150 neurons and the dropping out units (dropout) rate is 0.1. The second fully connected layer has 15 neurons and the dropout rate is 0.1. The last layer of this network is the Softmax layer.

Figure 6 presents the structures of the three state-of-the-art CD framework based on the deep learning method. The proposed CNN architecture has a different network structure as follows:

1. Most CD architectures extract deep features based on only a 2D convolution, in which the relationship between spectral bands is ignored. However, the proposed method is developed based on a combination of the 3D/2D/1D convolution layers.

2. Most of the CNN-based CD methods only utilize stacking or differencing deep features. However, the proposed method considers both of them for the extraction of deep features.

3. Most of the deep learning methods for CD require a predictor (e.g., image differencing, image ratio, and PCA). However, the proposed method does not need a predictor.

4. The proposed CD method highlights deep features by adding the norm $l_2$ and, thus, can increases the separability of the deep features.

5. The proposed method utilizes the 3D-Dilated convolution for deep feature extraction.

In Figure 5, the proposed End-to-End CNN CD method has three main steps, including (1) convolution and pooling layers, (2) highlighting deep features, and (3) discriminative learning and prediction, and the details of each are discussed in the following subsections.

Figure 6. Overview of the three state-of-the-art CD frameworks based on deep learning. (a) General End-to-end Two-dimensional CNN Framework (GETNET) [29], (b) Siamese-concatenate network [44], and (c) Siamese-differencing network [44].

3.2.1. The Convolution and Pooling Layers

The main task of a convolution layer is to automatically extract spatial and spectral features from input data [43,45]. The convolution layer includes a combination of linear and nonlinear operations [45]. The dimensional kernel of convolution layers can be 1D, 2D, or 3D, the main differences of which are presented in Figure 7.
the speed of the network training. In 1D convolution, the activation value at spatial position \( x \) in the \( j \)th feature map of the \( i \)th layer is generated using Equation (4) [51].

\[
v_{ij}^{xy} = g(b_{ij} + \sum_m \sum_{r=0}^{R-1} \sum_{s=0}^{S-1} \sum_{t=0}^{T-1} W_{ij,m}^{r,s,t}(x+r)\cdot(x+y)\cdot(z+t)\cdot v_{i-1,j}^{xy})
\]

where \( b \) denotes bias, \( g \) is the activation function, \( m \) is the feature cube connected to the current feature cube in the \((i-1)^{th}\) layer, \( W \) is the \((r,s,t)^{th}\) value of the kernel connected to the \(m^{th}\) feature cube in the preceding layer, and \( R, S, \text{ and } T \) are the length, width, and depth of the convolution kernel size, respectively. \( d_1, d_2, \text{ and } d_3 \) are also dilate convolution rates in length, width, and depth, respectively.

The 2D convolution layer is concentrated on spatial dimensions and is unable to handle spectral information [47,50]. In 2D convolution, the output of \( f^{th} \) feature map in \( i^{th} \) layer at the spatial location \((x,y)\) can be computed using Equation (3).

\[
v_{ij}^{xy} = g(b_{ij} + \sum_m \sum_{r=0}^{R-1} \sum_{s=0}^{S-1} W_{ij,m}^{r,s}(x+r)(y+s))
\]

The 1D convolution layer is a modified version of the 2D convolution layer that has recently been developed [51,52]. The computational complexity of the 1D convolution layer is significantly lower than the 2D and 3D convolution layers, and it can also learn challenging tasks [53]. Additionally, this convolution is faster than others due to its structure and can considerably increase the speed of the network training. In 1D convolution, the activation value at spatial position \( x \) in the \( j^{th} \) feature map of the \( i^{th} \) layer is generated using Equation (4) [51].

\[
v_{ij}^{x} = g(b_{ij} + \sum_m \sum_{s=0}^{S-1} W_{ij,m}^{x} v_{i-1,j}^{x+r})
\]
In the proposed architecture, each convolution layer employs a ReLU activation function for nonlinear responses [54,55]. The ReLU function can be formulated as Equation (5) [54,55].

\[
g(x) = \max(0, x) = \begin{cases} 
0 & \text{for } x < 0 \\
 x & \text{for } x \geq 0 
\end{cases}
\] (5)

The pooling operation also plays an important role, contributing to invariance to data variation and perturbation [56]. The main task of the pooling layer is to reduce the in-plane dimensionality of the feature maps and, as a result, increase the speed of the convergence rate [45]. The max-pooling layer is the most popular pooling layer operated based on the maximum activation over non-overlapping rectangular regions [57]. It is worth noting that all the downsampling rates in the proposed network are set to 2.

3.2.2. Highlighting Deep Feature

Several mathematical operators, such as logarithmic ratio and power 2 are usually utilized in different CD methods to improve the separability of different LCLU classes. It was observed in this study (see Figure 8) that the norm \(l_2\) can increase the separability of the change and no-change areas. Moreover, CVA has a better performance compared to simple differencing in CD applications [35,58]. The main reason for this is the discriminating features in this space is easier. The use of norm \(l_2\) highlighted features that this process can increase, such as the discriminating deep features.

![Figure 8. The difference between (a) simple differencing and (b) norm \(l_2\) in discriminating change and no-change areas for Hyperspectral-Farmland datasets.](image)

3.2.3. Discriminative Learning and Prediction

The fully connected layer is connected to all the activations in the upper extracted features to combine activations that lead to a meaningful prediction about the inputs [59]. The proposed network uses two fully connected layers with the ReLU activation function. The latest layer resolves the binary classification problem, in which the Softmax output activation function is used. This activation function is generally used for modeling categorical probability distributions and can be expressed by Equation (6) for input \(x\) and output \(y\) [60,61]:

\[
y_j = \frac{e^{x_j}}{\sum_i e^{x_i}}
\] (6)
The dropout rate is used widely in deep learning methods and improves the performance of deep learning methods [62]. Its main objective is to randomly ignore some sample neurons to prevent overfitting [62,63].

3.2.4. Updating Hyperparameter

The weight of CNN cannot be calculated using an analytical method instead the hyperparameter is tuned to achieve the solution with the lowest cost performs. To this end, the Adam optimizer is utilized that is based on adaptive estimates of lower-order moments. This optimizer compares to other optimizers has many advantages that are as follows: computationally efficient, requires little memory, is invariant to the diagonal rescaling of the gradients, and is well suited for problems that are large in terms of parameters, straightforward to implement. The weights of the network are tuned by Adam optimizer as iteratively based on calculation error of network on input data by the cost function. To this end, the sample datasets are divided into three categories: (1) training data, (2) validation data, and (3) testing data. The network is learned and evaluated by the training and validation datasets, respectively. It is worth noting that the best weight for the selection of parameters is based on the performance of the network on validation data. The learning phase continues until all epochs are finished.

The loss function is measured by the compatibility of the network with respect to the predicted output and ground-truth label. This research used binary cross-entropy as the loss function of the proposed architecture and is expressed mathematically in Equation (7):

\[-(y \log(p) + (1 - y) \log(1 - p))\]  

where $y$ is a binary indicator and $p$ is related to the predicted probability observation.

3.2.5. Evaluation of Model and Stop Condition

Besides tuning the weight of CNN, other parameters should be tuned. These parameters are the input patches size, dropout rate, number of neurons, layers, dilation rate, mini-batch size, initial learning rate, number of the epoch. In this study, these parameters are started with an initial value for the configuration of the network and, then, the network is evaluated using accuracy indices, such as calculating the overall accuracy using test data. Finally, the parameters are updated and new values are assigned. The stopping criteria are defined based on achieving acceptable accuracy. It is also worth noting that the optimal values of these parameters are selected based on the experiments conducted on all three types of datasets (e.g., multispectral, hyperspectral, and SAR).

3.3. Optimum Model

The optimum model is obtained by tuning the weight of the network, as well as other parameters discussed in Section 3.2.5. To this end, the network is trained using the training data and the error of the network is calculated by the evaluation of the network using the validation dataset. Finally, the performance of the network is assessed using test data. This process is continued until the stopping condition is reached. Subsequently, the hyperparameters of the network are tuned, and an optimum model is created to produce the binary CD map. In this step, the final change map is directly produced by the proposed CD method and does not require additional processing (e.g., normalization, feature extraction, and threshold selection).

3.4. Accuracy Assessment

Accuracy assessment is the final step in any RS analysis. In this study, the final results of the proposed CD method were compared with both ground truth data the results from other state-of-the-art CD methods. These are explained in the following two subsections.
3.4.1. Comparison with Ground Truth Data

The results were compared with ground truth data through calculating several evaluation metrics, most of which are extracted from a confusion matrix which has four components: (1) True Positive (TP), (2) True Negative (TN), (3) False Positive (FP), and (4) False Negative (FN) (see Table 4). The formulae for the evaluation metrics used to assess the results are provided in Table 5 and include the Overall Accuracy (OA), precision, sensitivity, specificity, Balanced Accuracy (BA), F1-Score, Miss-Detection (MD), FA rate, and Kappa Coefficient (KC).

| Confusion Matrix | Predicted |
|------------------|-----------|
| Actual           |          |
| Change           | TP       | FN |
| No-Change        | FP       | TN |

Table 4. Confusion matrix (TP: True Positive, TN: True Negative, FP: False Positive, and FN: False Negative).

| Accuracy Index | Formula |
|----------------|---------|
| OA             | \frac{(TN+TP)}{(TP+TN+FP+FN)} |
| Precision      | \frac{(TP)}{(TP+FP)} |
| Sensitivity    | \frac{(TN)}{(TP+FN)} |
| Specificity    | \frac{(TN+FP)}{(TP+FN)} |
| BA             | \frac{2 \times TP}{(2 \times TP + FP + FN)} |
| F1-Score       | \frac{(TP+FP)}{(TP+FP+FN)} |
| MD             | \frac{(FP)}{(TP+FN)} |
| FA             | \frac{(TN+FP)}{(TN+FP+FN)} |
| KC             | \frac{OA - \left( \frac{(TP+FP)(TP+FN)}{(TP+TN+FP+FN)} + \frac{(TN+FP)(TN+FN)}{(TP+TN+FP+FN)} \right)}{1 - \frac{(TP+FP)(TP+FN)}{(TP+TN+FP+FN)}} |

3.4.2. Comparison with Other CD Methods

It is also important to compare the proposed CD method with other state-of-the-art techniques. In this study, the results of the proposed CD method were compared with those of the slow feature analysis (SFA) [15], image differencing-principle component analysis (ID-PCA) [64,65], multivariate alteration detection (MAD) [23], iteratively reweighted multivariate alteration detection (IR-MAD) [27], change vector analysis (CVA) [21,30,66], and 3D-convolution neural network (3D-CNN) [32].

4. Results

4.1. Setting Parameters

Excluding 3D-CNN and the proposed method, the remaining CD methods compared in this study require a threshold selection, and so SVM was employed. The SVM classifier has two parameters: kernel parameters and the penalty coefficient. In this study, the radial basis function (RBF) kernel, which is widely utilized in the remote sensing community [67,68], was employed. These parameters are required for optimization, and their optimum values are obtained by a Grid Search (GS) algorithm [69].

In this study, 65%, 15%, and 20% of the sample datasets are selected as the training, validation, test data, respectively. Table 6 provides more information about each of these datasets.
Table 6. Numbers of samples for change detection in the six datasets used in this study.

| Dataset Class                  | Total Number of Pixels | Number of Samples | Percentage (%) Training | Validation | Testing |
|--------------------------------|------------------------|-------------------|-------------------------|------------|---------|
| Multispectral-Abudhabi        |                        |                   |                         |            |         |
| Change                        | 11,519                 | 2700              | 23.43                   | 1755       | 405     | 540     |
| No-Change                     | 148,481                | 7500              | 5.05                    | 4875       | 1125    | 1500    |
| Multispectral-Saclay          |                        |                   |                         |            |         |
| Change                        | 1610                   | 500               | 31.06                   | 325        | 75      | 100     |
| No-Change                     | 68,590                 | 4900              | 7.14                    | 3185       | 735     | 980     |
| Hyperspectral-River           |                        |                   |                         |            |         |
| Change                        | 9698                   | 2200              | 22.68                   | 1430       | 330     | 440     |
| No-Change                     | 101,885                | 5000              | 5.21                    | 3250       | 750     | 1000    |
| Hyperspectral-Farmland        |                        |                   |                         |            |         |
| Change                        | 14,288                 | 2000              | 14.00                   | 1300       | 300     | 400     |
| No-Change                     | 101,885                | 2500              | 5.04                    | 1625       | 375     | 500     |
| PolSAR-San Francisco1         |                        |                   |                         |            |         |
| Change                        | 3434                   | 810               | 23.58                   | 527        | 121     | 162     |
| No-Change                     | 36,566                 | 2400              | 6.56                    | 1560       | 360     | 480     |
| PolSAR-San Francisco2         |                        |                   |                         |            |         |
| Change                        | 1239                   | 400               | 31.77                   | 260        | 60      | 80      |
| No-Change                     | 8741                   | 700               | 8.00                    | 455        | 105     | 140     |

An imbalanced dataset is one of the most important challenges in supervised learning methods [70–73]. Class weight is one of the simplest techniques to address the class imbalance, providing a weight for each class. The weight class is automatically defined based on inversely adjusting weights proportional to class frequencies. All weights are initialized by the Glorot normal initializer [74] and are trained using a back-propagation algorithm with Adam optimizer by using the softmax loss function [72,75]. Table 7 provides information about the optimum values for the parameters of the proposed CNN network. It is worth noting that the selection of some of these parameters, which were related to hardware (e.g., increasing mini-batch size) quickly filled up the RAM of the system. Moreover, the weight initializer by the Glorot normal initializer increased the speed of network convergence compared to the random initializer. Among these parameters, patch size plays a key role in the performance of the proposed CD method. For example, decreasing the number of the patch size from 13 to 11 improved the OA of CD by approximately 3% for the test dataset.

Table 7. The optimum values for the training parameters of the proposed CNN network.

| Parameter                              | Bounding                        | Selected Value |
|----------------------------------------|---------------------------------|----------------|
| Initial learning                       | \([10^{-3}, 10^{-4}]\)         | \(10^{-4}\)   |
| Epsilon value                          | \([10^{-5}, 10^{-9}]\)         | \(10^{-9}\)   |
| Number of epochs                       | \([550,750,950]\)              | 750            |
| Mini-batch size                        | \([100,150]\)                  | 100            |
| Dropout rate                           | \([0.1,0.2]\)                  | 0.1            |
| Patch size                             | \([11,13]\)                    | 11             |
| Weight initializer                     | [Random, Glorot]               | Glorot         |
| Number of neurons at first full connected layer | \([150,250]\)                  | 150            |
| Number of neurons at second full connected layer | \([15,25]\)                    | 15             |

The SVM algorithm has two main parameters: kernel parameter (gamma (\(\gamma\))) and penalty coefficient (C). These parameters were different for each dataset. These parameters were evaluated in the range of \([10^{-5},10^{5}]\) and \([10^{-3},10^{3}]\) for gamma (\(\gamma\)) and penalty coefficient, respectively.

The MAD, PCA, IR-MAD, and SFA methods produce a cube of change information, not a single band. The PCA algorithm has sorting criteria of component based on eigenvalue and, thus, change components with content information above 95% are selected in this study. The other methods do not have any criteria and, therefore, the high content of change information is selected based on visual analysis.

4.2. CD of Multispectral Datasets

4.2.1. Multispectral-Abudhabi Data

The CD maps for the Multispectral-Abudhabi dataset produced using different methods are illustrated in Figure 9. As is clear, the results are considerably different. The result of CVA is not
accurate due to the high FP pixels. The results of the MAD, IR-MAD, SFA, and 3D-CNN are also inaccurate due to considerable FN pixels. However, the proposed CD method performs well when compared to ground truth data.

Figure 9. The change detection maps produced by different CD methods for the Multispectral-Abudhabi dataset. (a) CVA-SVM, (b) MAD-SVM, (c) PCA-SVM, (d) IR-MAD-SVM, (e) SFA-SVM, (f) 3D-CNN, (g) Proposed Method, and (h) Ground Truth. White and black colors indicate the change and no-change areas, respectively.

The errors using different CD methods for the Multispectral-Abudhabi dataset are illustrated in Figure 10. As is clear, the amount of FP and FN pixels (i.e., red and blue colors, respectively) are significant for all CD methods excluding the proposed in this study. The CVA and PCA algorithms had high FP pixels while MAD, IR-Mad, SFA, and 3D-CNN had high FN pixels. The detection of main changes is a large challenge by these methods. However, the proposed method (Figure 10g) had the lowest error in terms of FP and FN pixels compared to the others.
The errors using different CD methods for the Multispectral-Abudhabi dataset are illustrated in Figure 10. As is clear, the amount of FP and FN pixels (i.e., red and blue colors, respectively) are significant for all CD methods excluding the proposed in this study. The CVA and PCA algorithms had high FP pixels while MAD, IR-Mad, SFA, and 3D-CNN had high FN pixels. The detection of main changes is a large challenge by these methods. However, the proposed method (Figure 10g) had the lowest error in terms of FP and FN pixels compared to the others.

Figure 10. The errors in change detection using different methods for the Multispectral-Abudhabi dataset. (a) CVA-SVM, (b) MAD-SVM, (c) PCA-SVM, (d) IR-MAD -SVM, (e) SFA-SVM, (f) 3D-CNN, and (g) Proposed Method. Black, red, and blue colors indicate TP and TN, FN, and FP respectively.

The statistical accuracy assessments of the various CD methods for the Multispectral-Abudhabi dataset are provided in Table 8. As can be seen, the presented numerical results in this table have high variations. This issue originated from performance CD methods that are more methods sensitive to extract no-change pixels while they cannot detect more change pixels. According to Table 8, the proposed method had the best performance compared to the other methods. Although the OAs are considerably high for all methods, the KC values are significantly low for all CD methods except for the proposed method, confirming its high performance for CD of multispectral remote sensing datasets.
Table 8. The accuracy of different change detection methods for the Multispectral-Abudhabi dataset (the best performance for each method appears in bold).

| Method      | OA (%) | MAD | PCA | IR-MAD | SFA | 3D-CNN | Proposed Method |
|-------------|--------|-----|-----|--------|-----|--------|-----------------|
| OA (%)      | 80.54  | 91.80 | 88.08 | 91.79  | 92.54 | 91.73  | 98.89           |
| Sensitivity (%) | 61.94  | 9.10  | 45.85 | 10.30  | 16.82 | 0.59   | 96.65           |
| MD (%)     | 38.06  | 90.90 | 54.15 | 89.70  | 83.18 | 99.41  | 3.35            |
| FA (%)     | 18.01  | 1.78  | 8.64  | 1.88   | 1.59  | 1.20   | 0.93            |
| F1-Score (%) | 31.43  | 13.78 | 35.65 | 15.31  | 24.51 | 1.02   | 92.63           |
| BA (%)     | 71.96  | 53.66 | 68.61 | 54.21  | 57.62 | 97.86  | 3.35            |
| Precision (%) | 21.06  | 28.39 | 29.17 | 29.81  | 45.14 | 3.68   | 88.93           |
| Specificity (%) | 81.99  | 98.22 | 91.36 | 98.12  | 98.41 | 99.07  | 99.07           |
| KC         | 0.231  | 0.106 | 0.294 | 0.120  | 0.214 | 0.00   | 0.920           |

The confusion matrices for CD using different methods over the Multispectral-Abudhabi dataset are demonstrated in Figure 11. As can be seen, most methods have low performance in detecting change pixels compared to no-change pixels. The highest accuracy in detecting change areas are obtained by the proposed method.

Figure 11. The confusion matrices of different CD methods for the Multispectral-Abudhabi dataset. (a) CVA-SVM, (b) MAD-SVM, (c) PCA-SVM, (d) IR-MAD-SVM, (e) SFA-SVM, (f) 3D-CNN, and (g) Proposed Method.

4.2.2. Multispectral-Saclay Data

Based on the original Multispectral-Saclay data, the diversity of the change areas is high and there are several small changed regions in these datasets, making the detection of the changes relatively challenging. For instance, based on the results illustrated in Figure 12, there are several non-target change areas, which were wrongly detected as changed areas by most of the CD methods. However, the deep learning CD methods (i.e., 3D-CNN and the proposed method) provided acceptable accuracies. In total, the proposed method had the best performance on CD.
Figure 12. The change detection maps produced by different methods for the Multispectral-Saclay dataset. (a) CVA-SVM, (b) MAD-SVM, (c) PCA-SVM, (d) IR-MAD-SVM, (e) SFA-SVM, (f) 3D-CNN, (g) Proposed Method, and (h) Ground Truth. White and black colors indicate the change and no-change areas, respectively.

According to the results demonstrated in Figure 13, although the FN pixels are significant in all CD methods, this is relatively low for the method proposed in this study. Additionally, the non-deep learning CD methods had high FP pixels, while this is significantly lower for the deep learning-based CD methods.
Figure 13. The change detection errors of different methods for the Multispectral-Saclay dataset. (a) CVA-SVM, (b) MAD-SVM, (c) PCA-SVM, (d) IR-MAD-SVM, (e) SFA-SVM, (f) 3D-CNN, and (g) Proposed Method. Black, red, and blue colors indicate TP and TN, FN, and FP pixels, respectively.

The statistical evaluation metrics obtained for different CD methods applied to the Multispectral-Saclay dataset are presented in Table 9. Based on this table, all methods provided better performance compared to the results obtained for the Multispectral-Abudhabi dataset. Although most of the evaluation metrics indicate the high performance of all CD methods (e.g., high values of OA Precision, F1-score, and Sensitivity), several issues are notable. For instance, all the MD values are under 2%. Overall, the proposed CD method has the highest accuracy. For instance, the KC index of the proposed method is considerably higher than that of other methods. The BA index, which indicates the trade-off between change and no-change pixels, is also higher for the proposed CD method compared to the other methods.
Table 9. The accuracy of different change detection methods for the Multispectral-Saclay dataset (the best performance for each method appears in bold).

| Method      | CVA  | MAD  | PCA  | IR-MAD | SFA  | 3D-CNN | Proposed Method |
|-------------|------|------|------|--------|------|--------|-----------------|
| OA (%)      | 94.09| 91.05| 92.55| 91.1   | 92.48| 98.15  | 99.18           |
| Sensitivity (%) | 19.50| 42.48| 19.25| 40.56  | 31.06| 29.19  | 75.40           |
| MD (%)      | 80.50| 57.52| 80.75| 59.44  | 68.94| 70.81  | 24.60           |
| FA (%)      | 4.16 | 7.81 | 5.72 | 7.70   | 6.07 | 0.23   | 0.25            |
| F1-Score (%)| 13.15| 17.88| 10.61| 17.31  | 15.94| 42.02  | 80.99           |
| BA (%)      | 57.67| 67.34| 56.77| 66.43  | 62.49| 64.48  | 87.58           |
| Precision (%) | 9.92 | 11.32| 7.32 | 10.72  | 10.72| 74.96  | 87.46           |
| Specificity (%) | 95.84| 92.19| 94.28| 92.30  | 93.93| 99.77  | 99.75           |
| KC          | 0.104| 0.148| 0.075| 0.142  | 0.128| 0.413  | 0.805           |

The confusion matrices for CD using different methods over the Multispectral-Saclay dataset are demonstrated in Figure 14. Based on these results and the numerical analysis provided in Table 9, the performance of all methods in detecting change pixels is lower compared to those obtained for the Multispectral-Abudhabi. This issue originated from the complexity of change areas for this dataset.

Figure 14. The confusion matrices of different CD methods for the Multispectral-Saclay dataset. (a) CVA-SVM, (b) MAD-SVM, (c) PCA-SVM, (d) IR-MAD-SVM, (e) SFA-SVM, (f) 3D-CNN, and (g) Proposed Method.

4.3. CD of Hyperspectral Datasets

4.3.1. Hyperspectral-River Data

The visual comparison between the results of different CD methods for the Hyperspectral-River dataset is provided in Figure 15. The detection of changes within water bodies is generally difficult due to the complexity of these regions. It was challenging for all CD methods investigated here to detect changes within the river and surrounding areas (center of the dataset). The main difference in CD methods is related to the changes concentrated around the river. For example, there are many noisy pixels in the results of the CD by the IR-MAD and MAD algorithms. However, these areas are correctly identified using the proposed CD method (Figure 15g).
Figure 15. The change detection maps obtained by different methods for the Hyperspectral-River dataset. (a) CVA-SVM, (b) MAD-SVM, (c) PCA-SVM, (d) IR-MAD-SVM, (e) SFA-SVM, (f) 3D-CNN, (g) Proposed Method, and (h) Ground Truth. White and black colors indicate the change and no-change areas, respectively.

The errors in CD using different methods for the Hyperspectral-River data were also evaluated, and the results are demonstrated in Figure 16. As can be seen, all CD methods have high FN pixels and more FN pixels most of which are related to the edges. The IR-MAD and MAD algorithms had the highest MD rates, whereas the SFA algorithm had the highest FA rate. Moreover, the FP and FN pixels of most CD methods cover a small region of the image, whereas this is not an issue in the result of the proposed method, where the error of the CD can be seen as a thin line (Figure 16g).
Figure 16. The change detection errors of different methods for the Hyperspectral-River dataset. (a) CVA-SVM, (b) MAD-SVM, (c) PCA-SVM, (d) IR-MAD -SVM, (e) SFA-SVM, (f) 3D-CNN, and (g) Proposed Method. Black, red, and blue colors indicate TP and TN, FN, and FP pixels respectively.

Table 10 shows the statistical accuracies obtained for different CD methods applied to the Hyperspectral-River dataset. Based on this table, the OA of most of the CD methods is more than 92% and the BA is more than 80%. The MAD algorithm has the highest MD rate and the lowest BA value. Additionally, the IR-MAD method has the highest FA rate compared to the other methods.

Table 10. The accuracy of different change detection methods for the Hyperspectral-River dataset (the best performance for each method appears in bold).

| Method          | CVA  | MAD  | PCA  | IR-MAD | SFA  | 3D-CNN | Proposed Method |
|-----------------|------|------|------|--------|------|--------|-----------------|
| OA (%)          | 96.41| 93.51| 96.75| 87.13  | 92.94| 95.02  | 97.50           |
| Sensitivity (%) | 77.76| 36.52| 77.35| 59.89  | 70.21| 76.47  | 81.66           |
| MD (%)          | 22.23| 36.52| 77.35| 59.89  | 70.21| 76.47  | 81.66           |
| FA (%)          | 1.81 | 1.06 | 1.40 | 10.27  | 4.89 | 3.21   | 0.99            |
| F1-Score (%)    | 79.04| 49.46| 80.56| 44.73  | 63.56| 72.76  | 85.06           |
| BA (%)          | 87.98| 67.73| 87.97| 74.81  | 82.65| 86.63  | 90.34           |
| Precision (%)   | 80.37| 76.63| 84.05| 35.69  | 57.72| 69.39  | 88.74           |
| Specificity (%) | 98.19| 98.94| 98.60| 89.72  | 95.10| 96.78  | 99.01           |
| KC              | 0.771| 0.464| 0.788| 0.379  | 0.595| 0.700  | 0.837           |
The Specificity index, which is sensitive to no-change pixels is more than 95% for all methods included in this study. Additionally, Sensitivity, which indicates the change rates, is a low value for all methods. Regardless, the proposed method has the best performance considering all the accuracy indices.

The confusion matrices in CD using different methods over the Hyperspectral-River dataset are illustrated in Figure 17. As can be seen, the performance of the CD method respect to no-change pixels is better than change pixels. All methods had high performance compared to those obtained for the multispectral dataset. These results show that the spectral information can affect the performance of CD algorithms.

![Confusion Matrices](image)

**Figure 17.** The confusion matrices of different CD methods for the Hyperspectral-River dataset. (a) CVA-SVM, (b) MAD-SVM, (c) PCA-SVM, (d) IR-MAD-SVM, (e) SFA-SVM, (f) 3D-CNN, and (g) Proposed Method.

4.3.2. Hyperspectral-Farmland Data

In the Hyperspectral-Farmland dataset, there are more uniform land cover change areas than in the previous datasets. Based on the results of the CD for these datasets (see Figure 18), all methods correctly detected the main changes (i.e., circle areas). The visual analysis shows that the main differences between CD methods originate from the changes on the edge of the river and several small agriculture regions. In general, the MAD CD method (Figure 18b) has the poorest performance, followed by the SFA (Figure 18e). Finally, the best performance is observed for the CD method proposed in this study.
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**Figure 18.** Cont.
Figure 18. The change detection maps of different methods for the Hyperspectral-Farmland dataset. (a) CVA-SVM, (b) MAD-SVM, (c) PCA-SVM, (d) IR-MAD -SVM, (e) SFA-SVM, (f) 3D-CNN, (g) Proposed Method, and (h) Ground Truth. White and black colors indicate the change and no-change areas, respectively.

The change detection errors using different CD methods for the Hyperspectral-Farmland datasets are demonstrated in Figure 19. As is clear, the main error of all CD methods originated from the edge of the river within the study area. Furthermore, the FN pixels are considerably more than the FP pixels and, thus, the FP pixels is very low. Among the CD methods, the MAD algorithm has the highest FN and FP pixels and several obvious changes are not detected by this method. Overall, the proposed method (Figure 19g) has the lowest MD rate compared to other methods.

Figure 19. Cont.
The evaluation metrics obtained from different CD methods for the Hyperspectral-Farmland dataset are provided in Table 11. The OAs of all methods are more than 91% excluding the MAD algorithm. Based on the results, most indices were improved compared to the case where the Hyperspectral-River dataset is used. The performance of the PCA and the proposed CD method are very close, although the former has a lower FA and higher Precision and Specificity compared to the proposed method. Since the Specificity and Precision of PCA are more than that of the proposed method and, also, the Sensitivity of the proposed method is more than PCA, the PCA tends to detect change pixels as no-change pixels that do not detect some change pixels. Overall, the proposed method has the highest OA, Sensitivity, KC, F1-Score, and lowest MD rate.

Table 11. The accuracy of the different change detection methods applied to the Hyperspectral-Farmland dataset (the best performance for each method appears in bold).

| Method          | CVA | MAD | PCA | IR-MAD | SFA | 3D-CNN | Proposed Method |
|-----------------|-----|-----|-----|--------|-----|--------|-----------------|
| OA (%)          | 95.93 | 85.81 | 96.06 | 91.23 | 94.87 | 94.91 | 97.15 |
| Sensitivity (%) | 85.55 | 47.47 | 82.13 | 86.91 | 76.82 | 82.84 | 90.78 |
| MD (%)          | 14.44 | 52.52 | 17.86 | 13.08 | 23.17 | 17.15 | 9.21  |
| FA (%)          | 1.59  | 5.04  | 0.619 | 7.73  | 0.824 | 2.21  | 1.329 |
| F1-Score (%)    | 89.01 | 56.31 | 88.92 | 79.25 | 85.22 | 86.23 | 92.46 |
| BA (%)          | 91.97 | 71.21 | 90.75 | 89.58 | 87.99 | 90.31 | 94.72 |
| Precision (%)   | 92.76 | 69.22 | 96.94 | 72.83 | 95.69 | 89.91 | 94.21 |
| Specificity (%) | 98.40 | 94.96 | 99.38 | 92.26 | 99.17 | 97.78 | 98.67 |
| KC              | 0.865 | 0.482 | 0.865 | 0.738 | 0.821 | 0.831 | 0.907 |

The confusion matrices of CD using different methods over the Hyperspectral-Farmland dataset are demonstrated in Figure 20. Based on the results, the performance of the CD methods in detecting change pixels has the same trend as other datasets. The performance of detecting change pixels is lower than that of the no-change pixels. However, this issue for the Hyperspectral-Farmland dataset is less serious compared to other datasets.
Figure 20. The confusion matrices of different CD methods for the *Hyperspectral-Farmland* dataset. (a) CVA-SVM, (b) MAD-SVM, (c) PCA-SVM, (d) IR-MAD-SVM, (e) SFA-SVM, (f) 3D-CNN, and (g) Proposed Method.

4.4. CD of Polarimetric Datasets

4.4.1. PolSAR-San Francisco-1 Data

The results of the CD methods applied to the *PolSAR-San Francisco1* dataset are presented in Figure 21. The CAV, MAD, PCA, and IR-MAD algorithms are sensitive to noise and therefore provided noisy results. Furthermore, these methods fail to detect several *change* areas in the image. The SFA, 3D-CNN, and the proposed methods provide promising results without noisy pixels. However, among these three methods, the IR-MAD method has the highest MD rate. Overall, the proposed method (Figure 21g) detects the changes with the highest accuracy.

Figure 21. The change detection maps of different methods for the *PolSAR-San Francisco1* dataset. (a) CVA-SVM, (b) MAD-SVM, (c) PCA-SVM, (d) IR-MAD-SVM, (e) SFA-SVM, (f) 3D-CNN, (g) Proposed Method, and (h) Ground Truth. White and black colors indicate the *change* and *no-change* areas, respectively.
Figure 22 shows the error of different CD methods for the PolSAR-San Francisco1 dataset. It is clear that most of the CD methods are unable to detect the main changes and have high FN pixels. This theme is evident in two large regions of the image that contain the main changes. Overall, the proposed CD method had the lowest error pixels.

Based on statistical accuracy assessment using different indices for the PolSAR-San Francisco-1 data (see Table 12), all of the CD methods have OA over 91%. Moreover, the Precision, Sensitivity, and F1-Score values are generally more than 95%. The FA of CD methods is also significantly higher compared to their respective MDs. Overall, the proposed method provides the highest accuracy and lowest error.

Table 12. The accuracy of different change detection methods for the PolSAR-San Francisco1 dataset (the best performance for each method appears in bold).

| Method          | CVA (%) | MAD (%) | PCA (%) | IR-MAD (%) | SFA (%) | 3D-CNN (%) | Proposed Method (%) |
|-----------------|---------|---------|---------|------------|---------|------------|---------------------|
| OA (%)          | 91.74   | 92.17   | 91.36   | 91.37      | 95.64   | 95.62      | 98.31               |
| Sensitivity (%) | 44.11   | 52.62   | 27.57   | 22.56      | 71.75   | 64.00      | 93.06               |
| MD (%)          | 55.88   | 47.37   | 72.42   | 77.43      | 28.24   | 35.99      | 6.93                |
| FA (%)          | 3.78    | 4.11    | 2.64    | 2.16       | 2.11    | 1.41       | 1.19                |
| F1-Score (%)    | 47.85   | 53.58   | 35.41   | 30.98      | 73.88   | 71.49      | 90.43               |
| BA (%)          | 70.16   | 74.25   | 62.46   | 60.19      | 84.82   | 81.29      | 95.93               |
| Precision (%)   | 52.27   | 54.57   | 49.47   | 49.42      | 76.14   | 80.95      | 87.94               |
| Specificity (%) | 96.21   | 95.88   | 97.35   | 97.83      | 97.88   | 98.58      | 98.80               |
| KC              | 0.434   | 0.493   | 0.311   | 0.271      | 0.715   | 0.691      | 0.895               |

The confusion matrices in CD using different methods for the PolSAR-San Francisco1 dataset are demonstrated in Figure 23. All methods have high performance in detecting no-change pixels. For example, the accuracy is more than 96%. Although detecting change pixels by most of the CD methods is a challenge, the proposed method has better performance in this regard.
All CD methods are unable to detect the main changes, but their results contain low noise compared to the ground truth. The CVA and the proposed CD methods have the lowest and highest accuracies, respectively.

4.4.2. PolSAR-San Francisco-2 Data

The results of the different CD methods applied to the PolSAR-San Francisco-2 datasets are illustrated in Figure 24. The results are generally similar to those of the PolSAR-San Francisco-1 dataset. All CD methods are unable to detect the main changes, but their results contain low noise compared to the PolSAR-San Francisco-1 dataset. The CVA and the proposed CD methods have the lowest and highest accuracies, respectively.
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**Figure 23.** The confusion matrices of different CD methods for the PolSAR-San Francisco-1 dataset. (a) CVA-SVM, (b) MAD-SVM, (c) PCA-SVM, (d) IR-MAD-SVM, (e) SFA-SVM, (f) 3D-CNN, and (g) Proposed Method.

![Change Detection Maps for PolSAR-San Francisco-2](image)

**Figure 24.** The change detection maps of different methods for the PolSAR-San Francisco-2 dataset. (a) CVA-SVM, (b) MAD-SVM, (c) PCA-SVM, (d) IR-MAD-SVM, (e) SFA-SVM, (f) 3D-CNN, (g) Proposed Method, and (h) Ground Truth. White and black colors indicate the change and no-change areas, respectively.

The performances of the CD methods for the PolSAR-San Francisco-2 dataset in terms of FP and FN pixels are presented in Figure 25. Based on the visual comparison, the FN pixels are generally higher than FP pixels. CNN based methods performed better compared to other CD methods. The 3D-CNN CD has low FP pixels and significantly high FN pixels. The error of the proposed method is mainly...
related to the edge of the changed objects. Moreover, the proposed method contains lower noise compared to the other CD methods.

![Images of change detection results](image1.png)

**Figure 25.** The errors in change detection using different methods for the PolSAR-San Francisco2 dataset. (a) CVA-SVM, (b) MAD-SVM, (c) PCA-SVM, (d) IR-MAD-SVM, (e) SFA-SVM, (f) 3D-CNN, and (g) Proposed Method. Black, red, and blue colors indicate TP and TN, FN, and FP pixels, respectively.

The results of the different evaluation metrics for the CD methods applied to the PolSAR-San Francisco2 dataset are provided in Table 13. Their performance is generally lower compared to those when they were applied to the PolSAR-San Francisco1 dataset. In this dataset, however, the CVA method has the lowest FA rate and the highest Specificity value but it has poor performance in detecting change pixels. Moreover, the 3D-CNN has a high Precision value compared to the proposed method. Overall, the proposed method has the highest performance considering the values of the F1-Score, Sensitivity, BA, KC, and MD rates indices. The lowest MD rate is also related to the proposed method, while other methods have considerably higher MD rates. Finally, the KC for the proposed method is significantly higher than those of other CD methods.

**Table 13.** The accuracy of different change detection methods for the PolSAR-San Francisco2 dataset (the best performance for each method appears in bold).

| Method     | CVA   | MAD  | PCA  | IR-MAD | SFA  | 3D-CNN | Proposed Method |
|------------|-------|------|------|--------|------|--------|-----------------|
| OA (%)     | 88.28 | 89.68| 89.76| 89.23  | 91.73| 93.87  | 95.89           |
| Sensitivity| 9.85  | 22.16| 26.93| 17.95  | 40.98| 57.27  | 79.03           |
| MD (%)     | 90.15 | 77.84| 73.07| 82.05  | 59.02| 42.73  | 20.97           |
| FA (%)     | 0.42  | 0.59 | 1.19 | 0.50   | 0.96 | 0.86   | 1.68            |
| F1-Score (%)| 17.46 | 35.09| 39.84| 29.56  | 55.51| 70.17  | 82.88           |
| BA (%)     | 54.71 | 60.78| 62.87| 58.72  | 70.01| 78.20  | 88.67           |
| Precision | 77.02 | 84.29| 76.52| 83.70  | 86.00| 90.58  | 87.13           |
| Specificity| 99.57 | 99.40| 98.81| 99.04  | 99.14| 99.14  | 98.32           |
| KC         | 0.150 | 0.315| 0.356| 0.263  | 0.515| 0.669  | 0.905           |

The confusion matrices in CD using different methods for the PolSAR-San Francisco2 dataset are illustrated in Figure 26. As can be seen, most of the CD methods have low performance in detecting change pixels compared to no-change pixels.
Tables 8 and 9 show that the accuracy of CD by the statistical methods is significantly low, the main parameter setting, and its End-to-End framework. The CD methods have a reasonable performance in detecting Hyperspectral-Farmland and Multispectral-Abudhabi datasets. This can be observed for the types of change, which causes difficulties in detecting changes in similar objects. The results presented in Figures 9–20 and statistical accuracy assessments provided in Tables 8–13, the proposed method has considerably higher performance compared to the other CD methods. The difference between the CD methods is due to their errors. Therefore, the high MD shows the method has low performance in detecting change areas. The MD and Sensitivity is investigated the change pixels and no-change pixels. Sensitivity is a metric that is defined based on the number of TP pixels. Thus, the low value of this metric originated from the weak performance of the CD method in detecting change areas. The MD and Sensitivity is investigated the change pixels and their errors. Therefore, the high MD shows the method has low performance in detecting change pixels that led to low Sensitivity.

Multispectral imagery contains lower spectral bands compared to hyperspectral imagery, which causes difficulties in detecting changes in similar objects. The results presented in Figures 9–20 and in Tables 8 and 9 show that the accuracy of CD by the statistical methods is significantly low, the main reason for which is the low spectral information in the imagery. However, the proposed method compensates for this deficiency by utilizing both spatial and spectral features. This can be observed for the Multispectral-Abudhabi dataset. Based on Table 11 and Figures 18–20, although most of the CD methods are compared with the proposed method for the Hyperspectral-Farmland dataset, they differ in their abilities to detect
subtle changes. Furthermore, based on the results for the Hyperspectral-River dataset, the proposed method has considerably higher performance compared to the other CD methods. The difference between the results of the proposed method and those of the other CD methods mainly relates to changes in water bodies. Water bodies contain low reflectance and the occurrence of high evaporation and fog over water areas usually causes a negative effect on spectral response. This issue decreased accuracies of all hyperspectral CD methods, except the proposed method when hyperspectral datasets are utilized. Finally, although hyperspectral imagery contains a high amount of spectral information, thus facilitating change detection, utilizing spatial information should also further improve accuracy. This is evident when the more accurate results of the proposed method and 3D-CNN are compared with those of the other methods.

As illustrated, the accuracy of the 3D-CNN method was lower than that of the proposed CD method when hyperspectral imagery was used. This can originate from two factors: (1) 3D-CNN algorithm requires a robust predictor, and (2) 3D-CNN algorithm only uses a 3D convolution and, thus, cannot provide excellent performance. The hybrid convolution can improve accuracy [40].

PolSAR datasets are another type of remote sensing imagery that is widely utilized in LCLU CD because they have several advantages. However, the PolSAR data suffer from speckle noise, and interpretation is difficult due to the special physics of PolSAR data compared to other kinds of remote sensing data which makes CD challenges. As illustrated in Figures 21–26, CD in PolSAR data using the statistical CD methods is relatively difficult. However, the proposed method proved to be robust and accurate. The performance of CD methods is more evident on the PolSAR-Francisco2 dataset that more methods have high FN pixels. However, the PolSAR data has significant speckle noise but we expect the CD methods to handle this issue and provide a change map with minimum noise. The presented CD results in Figures 21 and 22 of the PolSAR-Francisco1 dataset show the speckle noise cannot be controlled by statistical CD methods while the proposed method can also be handled.

Table 14 provides the best accuracies obtained for the hyperspectral datasets. The proposed method in [29] was evaluated by Hyperspectral-River dataset and the OA of 95% was reported. However, the proposed method results in an accuracy of 97% for the same dataset and similar conditions. Additionally, the Hyperspectral-Farmland dataset was used in [3] and an OA of 92% was obtained. However, the proposed method provided an OA of 97% for this dataset.

| Method            | Hyperspectral-River [29] | Hyperspectral-Farmland [3] | Proposed Method Hyperspectral-River | Proposed Method Hyperspectral-Farmland |
|-------------------|--------------------------|-----------------------------|-------------------------------------|----------------------------------------|
| OA (%)            | 95.14                    | 92.32                       | 97.50                               | 97.15                                  |
| KC                | 0.754                    | 0.818                       | 0.837                               | 0.907                                  |

Table 15. Comparison between the accuracies of the CD methods for CD in the PolSAR datasets (italic characters are the name of datasets).

| Method            | PolSAR-Francisco1 [38] | PolSAR-Francisco2 [38] | PolSAR-Francisco1 [42] | Proposed Method PolSAR-Francisco1 | Proposed Method PolSAR-Francisco2 |
|-------------------|------------------------|------------------------|------------------------|-----------------------------------|-----------------------------------|
| OA (%)            | 96.37                  | 97.52                  | 96.01                  | 98.31                             | 95.89                             |
| KC                | —                      | —                      | 0.762                  | 0.895                             | 0.805                             |

The PolSAR datasets were utilized in [38,42], in which the highest OAs were 96%, and 97% for the PolSAR-Francisco1 and PolSAR-Francisco2 datasets, respectively (Table 15). Although these CD methods provided promising results in terms of OA, they utilized ground truth data for the selection of the threshold selection, making them less applicable to most of the studies.
Based on the results, the proposed method has higher accuracy compared to the 3D-CNN and other CD methods. This is because (1) it uses multi-dimensional kernel convolution to improve the capability of the extraction type of deep features and (2) it does not need a predictor. However, the 3D-CNN and other CD methods need a predictor, which can negatively affect the CD results. Thus, the proposed method can effectively separate change and no-change pixels without any predictor.

5.2. Complexity and Diversity of Classes

One of the limitations of traditional CD methods is their low accuracy when the LCLU classes are complex and diverse. For this purpose, the multispectral dataset was implemented to evaluate the complexity of objects for CD. In this case, the change areas were related not only to built-up areas, but there were also many non-target change areas, such as farmland. It is evident that if object diversity was low, more methods provide good results, but they perform poorly when object diversity is high. In this case, the model should be deeply learned not only based on the unique characteristics of changes but also based on the structure of changed objects. Based on the presented results in this study, the proposed method can effectively handle this issue by extraction suitable deep features.

5.3. Training Data and Parameter Setting

The supervised CD methods require large amounts of training data to provide high accuracy. For example, when the deep learning algorithm and SVM classifier are used with the same amount of training data, they provide different results. Thus, the performance of the supervised CD methods depends on the size of the training dataset. The performance of these methods originated from two main factors: potential predictor and performance thresholding method. Generally, a weak predictor results in low accuracy even using a robust classifier. It should be noted that an accurate CD requires both a robust predictor and a classifier.

Recently, several automatic CD frameworks have been proposed [28,76,77]. Mainly, these methods employ the CVA, PCA, and thresholding methods for pseudo sample generation. However, based on the results of the CD by the CVA and PCA obtained in this study, these types of CD frameworks do not generate high-confidence training samples. Training a classifier using the low-confidence training sample leads to weak results. Finally, although unsupervised change detection methods require parameter setting, tuning these parameters is sometimes time-consuming.

5.4. Spatial and Spectral Features

Several studies have argued that incorporating spatial information can improve the result of CD [18,43,47,78–80]. The generation of suitable spatial features is one of the main challenges in this regard [79–81]. However, this is not a challenge for deep learning CD methods because they automatically employ both spatial and spectral features. This is one of the main reasons that deep learning CD methods have higher accuracies and are more robust compared to other CD methods.

One of the main differences of the proposed method compared to other CD architecture, such as the Siamese neural network, is using multi-dimensional convolution filters. The use of multi-dimensional convolution instead of single convolution can potentially improve the performance of CNN-based CD methods. To clarify this fact, the proposed method was compared to the 3D-CNN method, and it is observed that the proposed method has a better performance.

5.5. End-to-End Framework

Most remote sensing CD frameworks contain two main phases, although these frameworks have several limitations. First, their accuracy depends on the potential of the predictor and classifier. Consequently, both predictor and classifier algorithms must perform well to obtain high accuracy; however, improving both is a challenging task. Second, implementing and applying these two-phase frameworks for practical applications is time-consuming, and requires high computation, especially over large areas. While some CNN-based CD methods require pre-processing steps or
predictors [29,32], one of the most important advantages of the proposed method is its End-to-End framework. The advantage of the proposed method in this regard is that it is not negatively impacted by other factors (e.g., the effect of predictor phase, informative features extraction, or classifier) and the accuracy of the CD only depends on the performance of the proposed architecture. Identifying components with the highest information content is also a substantial challenge for some of the statistical CD methods, such as MAD, IR-MAD, and SFA, causing these processes to be time-consuming. However, the proposed deep learning method. The main difference of its CD architecture network is related to how deep features are used for CD. There are usually two approaches for End-to-End CD methods: staking and differencing of deep features. The proposed method utilizes the advantages of both to improve the level of accuracy.

6. Conclusions and Future Work

In this study, a novel End-to-End framework based on deep learning was proposed for CD in remote sensing datasets. The proposed method utilizes a multi-dimensional convolution layer framework. Furthermore, the proposed method utilizes the benefits of both staking and differencing deep features. The performance of the proposed method was evaluated using three different types of remote sensing datasets. Moreover, the results of the proposed method were compared to other state-of-the-art CD methods. Both visual and statistical accuracy assessments show that the proposed method has the best performance for all the RS datasets and different study areas. Regarding hyperspectral datasets, although most of the CD methods provide acceptable results, their accuracies are lower compared to those of the method proposed in this study. The difference between the accuracies of the proposed method and other CD algorithms are more obvious in multispectral datasets due to the limited spectral information. In this regard, the proposed method can extract the changes information from a few spectral bands. The PolSAR datasets are considerably different from the two aforementioned datasets. The main challenge in CD in PolSAR datasets is the presence of speckle noise. It was observed that the statistical CD methods cannot identify changes in PolSAR data, however, the deep learning methods have relatively better performance. Most change detection methods have a reasonable performance in detecting no-change pixels. However, there were several challenges in detecting change pixels. Overall, the proposed CD method has good performance in detecting both change and no-change pixels. In summary, the proposed method has many advantages compared to other CD algorithms including (1) it provides higher accuracy compared to other state-of-the-art CD methods, (2) it is robust against noise and complex changed objects, (3) its End-to-End framework does not require pre-processing, (4) it is accurate for different types of remote sensing datasets with different characteristics, and (5) it has high generalization capabilities due to its excellent performance on different types of RS datasets over various study areas. It is expected that using a combination of multiple types of remote sensing datasets can improve the performance of the proposed CD method. Thus, future studies will investigate the performance of the proposed CNN-based CD method when a fusion of multi-source datasets is utilized.
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