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Abstract

The contact process is a simple model for the spread of an infection in a structured population. We consider a variant of this process on Bienaymé-Galton-Watson trees, where vertices are equipped with a random fitness representing inhomogeneous transmission rates among individuals. In this paper, we establish conditions under which this inhomogeneous contact process exhibits a phase transition. We first prove that if certain mixed moments of the joint offspring and fitness distribution are finite, then the survival threshold is strictly positive. Further, we show that, if slightly different mixed moments are infinite, then this implies that there is no phase transition and the process survives with positive probability for any choice of the infection parameter. A similar dichotomy is known for the contact process on a Bienaymé-Galton-Watson tree. However, we show that the introduction of fitness means that we have to take into account the combined effect of fitness and offspring distribution to decide which scenario occurs.
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1 Introduction

The contact process on a graph is a popular interacting particle system that describes the spread of an infection in a structured population. The model is described informally as follows: The structure of the population is encoded by a graph, where vertices represent individuals that are susceptible to the infection and the edges depict the connections between them. Each infected vertex infects each of its neighbours with an infection rate $\lambda > 0$. Moreover, independently each vertex recovers at rate $1$. The contact process is sometimes also referred to as the susceptible–infected–susceptible (SIS) epidemic model.

The process is monotone in the infection rate $\lambda$ and it is therefore natural whether there exists a phase transition. For an infinite rooted graph, there are two critical values of
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interest $0 \leq \lambda_1 \leq \lambda_2$, which determine different regimes: in the extinction phase, for $\lambda \in (0, \lambda_1)$, the infection becomes extinct in finite time almost surely. In the weak survival phase, when $\lambda \in (\lambda_1, \lambda_2)$, the infection survives forever with positive probability, but the root is infected only finitely many times almost surely. Finally, in the strong survival phase, for $\lambda \in (\lambda_2, \infty)$, the infection also survives forever with positive probability, however in this regime the root is infected infinitely many times with positive probability. On the other hand, for a finite graph, the infection dies out almost surely in finite time, so the phase transition instead describes for how long the process survives. A typical example would be the transition between a polynomial and an exponential long time (expressed in terms of the size of the graph).

The analysis of the contact process is a classic topic, going back the early results by Harris [8], who showed that the contact process on the integer lattice $\mathbb{Z}^d$ (for any $d \geq 1$) exhibits a phase transition, but that there is no weak survival phase, that is to say, $0 < \lambda_1(\mathbb{Z}^d) = \lambda_2(\mathbb{Z}^d) < \infty$. See also the book of Liggett [12] for a general introduction to the topic. The same is not true for graphs, where neighbourhoods from a fixed vertex grow faster with distance. Pemantle [16] showed for the infinite $d$-ary tree $T_d$ with $d \geq 3$ that the contact process satisfies $0 < \lambda_1(T_d) < \lambda_2(T_d) < \infty$. This result was later extended to the case $d = 2$ by Liggett [11], see also Stacey [18] for a short proof which works for all $d \geq 2$. The contact process has also been studied on certain non-homogeneous classes of graphs. Chatterjee and Durrett [4] considered the contact process on power law random graphs and showed that the infection exhibits long survival for any $\lambda > 0$ contradicting mean-field calculations as previously obtained in [14, 15].

More recently, the question about the existence of a phase transition for the contact process on Bienaymé-Galton-Watson (BGW) trees was settled: Huang and Durrett [10] showed that for the contact process on BGW trees the critical value for local survival is $\lambda_2 = 0$ if the offspring distribution $\mathcal{L}(\xi)$ is subexponential, i.e. if $\mathbb{E}[e^{c\xi}] = \infty$ for all $c > 0$. Shortly afterwards, Bhamidi et al. [3] proved that on BGW trees, $\lambda_1 > 0$ if the offspring distribution $\mathcal{L}(\xi)$ has an exponential tail, i.e. if $\mathbb{E}[e^{c\xi}] < \infty$ for some $c > 0$. These two results give a complete characterisation on the existence of extinction phase on BGW trees, while the question of whether $\lambda_1 < \lambda_2$ in general remains open.

A natural generalization of the contact process is to introduce inhomogeneities into the graph by associating a random fitness to each vertex that influences how likely the vertex is to receive and to pass on the infection. Peterson [17] introduced the contact process with inhomogeneous weights on the complete graph so that the infection rate between vertices $i$ and $j$ is $\lambda F_i F_j / n$, where $\lambda > 0$ is a parameter, $n$ is the graph size and $F_i$ and $F_j$ are the (random) fitness values of vertices $i$ and $j$. More precisely, under a second moment assumption on the weights, he proved that there is a phase transition at $\lambda c > 0$ such that for $\lambda < \lambda_c$ the contact process dies out in logarithmic time, and for $\lambda > \lambda_c$ the contact process lives for an exponential amount of time. The way that the infection rates were chosen by Peterson was inspired by inhomogeneous random graphs as introduced by Chung and Lu [5]. Xue [21, 23] studied the contact process with random vertex weights with bounded support on oriented lattices. In particular, the author investigates in [21] the asymptotic behaviour of the critical value when the lattice dimension grows. Later, Pan et al. [13] extended his result to the case of regular trees. The reader is also referred
to [20, 22] for further results about the contact process with random weights and bounded support on regular graphs. In all these cases the fitness is bounded from above, while we would also like to consider the case when this does not hold.

In this article, we are interested in understanding the interplay between the inhomogeneous contact process as considered by [17] with an inhomogeneous graph such as the BGW tree. We focus on BGW trees, since these can be often used to describe the local geometry of random graphs and standard techniques should apply to translate our results to random graphs. A natural interest is then to study the phase diagram of this model and to understand how the extra randomness changes the characterisation of whether a phase transition occurs or not. A particular challenge is to differentiate the effect of having unusually large neighbourhoods versus having a unusually large fitness.

Our first result shows the existence of a phase transition when the distribution of the offspring and the fitness satisfy a certain mixed moment condition. In other words, for $F$ denoting the fitness associated to a vertex, we prove that if $E[F(1 + cF)^{\xi}] < \infty$ for some $c > 0$, then the survival threshold is strictly positive. The second result tells us that if for some $\vartheta > 0$ we have $E[(1 + F)^{c\xi}1_{\{\xi \geq 3, F \geq \vartheta\}}] = \infty$ for all $c > 0$, we can show that the process always survives strongly.

In our setting, the fitness has a significant effect on the behaviour of the model as a whole. For instance, if we consider the standard contact process on a BGW tree, where the offspring distribution has exponential tails, then, as mentioned earlier, the process exhibits a phase transition, so in particular the process dies out for small $\lambda$. However, if the distribution of the fitness values is sufficiently heavy-tailed, then irrespectively of how light the tails of the offspring distribution are, the process no longer has a phase of extinction. In other words, the presence of fitness guarantees that the infection survives forever with positive probability regardless of the value of $\lambda$. Conversely, we can also consider the case when the fitness value is a decreasing function of the degrees, so that the influence of high degrees is weakened. A special case of this scenario is the penalised contact process, recently introduced and analysed in [1]. In this case, the presence of the fitness can induce a phase transition, even if the standard contact process would not show one.

## 2 Definitions and main results

In this section, we formally introduce our model and state and discuss our main results. We consider a random weighted tree $(T, F(T))$. If $V(T)$ denotes the set of vertices, then we associate to each vertex $v \in T$ a fitness value $F_v$, so that $F(T) = (F_v)_{v \in V(T)}$. We assume that the (marginal) distribution of $T$ is that of a standard Bienaymé-Galton-Watson (BGW) tree with a root vertex $\rho$. Let $\xi_v$ denote the number of children of $v$, which is the number of neighbours that is further away from the root than $v$ itself. Let $(\xi, F)$ be a random variable taking values in $\mathbb{N} \times (0, \infty)$. We assume that $(\xi_v, F_v)_{v \in V(T)}$ are independent and have the same distribution as $(\xi, F)$, where we allow for correlations between the number of children and the fitness. Throughout, we will assume that $\mu :=$
$E[\xi] > 1$, so that $\mathcal{T}$ is infinite with positive probability and also that $\mathcal{F} > 0$ almost surely. We will refer to $(\mathcal{T}, \mathcal{F}(\mathcal{T}))$ constructed in this way as a weighted BGW-tree.

**Definition 2.1.** Given a weighted BGW-tree $(\mathcal{T}, \mathcal{F}(\mathcal{T}))$, the *inhomogeneous contact process* on $(\mathcal{T}, \mathcal{F}(\mathcal{T}))$ is a continuous-time Markov chain with state space $\{0, 1\}^{V(\mathcal{T})}$, where a vertex is either infected (state 1) or healthy (state 0). We denote the process by

$$(X_t)_{t \geq 0} \sim CP(\mathcal{T}; 1_A),$$

if $1_A$ is the initial configuration, where the vertices in $A \subset V(\mathcal{T})$ are initially infected. Given $\lambda > 0$, the process evolves according to the following rules:

(i) For each $v \in V(\mathcal{T})$ such that $X_t(v) = 1$, the process $X_t$ becomes $X_t - 1_v$ at rate 1.

(ii) For each $v \in V(\mathcal{T})$ such that $X_t(v) = 0$, the process $X_t$ becomes $X_t + 1_v$ at rate

$$\lambda \sum_{v \sim v'} \mathcal{F}_v \mathcal{F}_v X_t(v'),$$

where $\mathcal{F}_v$ and $\mathcal{F}_{v'}$ are the fitness values associated to $v$ and $v'$ and $v \sim v'$ means that vertices $v$ and $v'$ are connected by an edge in $\mathcal{T}$.

By taking $\mathcal{F}_v = 1$ in the above definition, we recover the definition of the classic contact process on a tree BGW-tree with offspring distribution $L(\xi)$.

**Notation:** We use the notation $0$ for the all-healthy state, i.e. $0 = 1_\emptyset$. We also often identify any state $\{0, 1\}^{V(\mathcal{T})}$ with the subset of $V(\mathcal{T})$ consisting of the vertices that have state 1 (i.e. the infected vertices). For example, when we write $\rho \in X_t$, it means that the root of the tree is infected at time $t$. We use the conditional probability measure $P_{\mathcal{T}, \mathcal{F}}(\cdot) := P(\cdot | \mathcal{T}, \mathcal{F}(\mathcal{T}))$ with associated expectation operator $E_{\mathcal{T}, \mathcal{F}}[\cdot] := E[\cdot | \mathcal{T}, \mathcal{F}(\mathcal{T})]$. For any set $A$, we write $|A|$ to denote its cardinality.

Now, we define the critical values for the infection parameter $\lambda$. Given the tree $(\mathcal{T}, \mathcal{F}(\mathcal{T}))$, we define the threshold between extinction and weak survival by

$$\lambda_1(\mathcal{T}, \mathcal{F}(\mathcal{T})) := \inf \{ \lambda : P_{\mathcal{T}, \mathcal{F}}(X_t \neq 0 \text{ for all } t \geq 0) > 0 \},$$

and the weak-strong survival threshold by

$$\lambda_2(\mathcal{T}, \mathcal{F}(\mathcal{T})) := \inf \{ \lambda : \liminf_{t \to \infty} P_{\mathcal{T}, \mathcal{F}}(\rho \in X_t) > 0 \}.$$

By using the same arguments as in Proposition 3.1 in Pemantle [16], we see that $\lambda_1(\mathcal{T}, \mathcal{F}(\mathcal{T}))$ and $\lambda_2(\mathcal{T}, \mathcal{F}(\mathcal{T}))$ are constant for almost every $(\mathcal{T}, \mathcal{F}(\mathcal{T}))$ conditioned on $|\mathcal{T}| = \infty$. We let $\lambda_1$ and $\lambda_2$ denote these two constants.

Throughout this paper, we shall suppose that $\mu = E[\xi] < \infty$. We will show in Theorem 3.2 that this condition guarantees that the set of infected vertices at every time is finite almost surely.
The main question we want to answer is whether the introduction of the fitness changes whether the model exhibits a phase transition or not. In Section 3 we will see that the process is monotone in \( \lambda \) as well as in the fitness values \( F \). In particular, this allows us to compare the inhomogeneous process to the classical contact process on a BGW tree. More precisely, if there exits \( \vartheta > 0 \) such that \( \mathbb{P}(F \geq \vartheta) = 1 \), then if \( \xi \) is such that the standard contact process on a BGW tree with offspring distribution \( L(\xi) \) has no phase transition, then the same is true for the inhomogeneous process. Conversely, if there exits \( \kappa > 0 \) such that \( \mathbb{P}(F \leq \kappa) = 1 \), then if \( \xi \) is such that the standard contact process on a BGW tree with offspring distribution \( L(\xi) \) dies out for small \( \lambda \), then the same is true for the inhomogenous model.

The following theorem gives a sufficient criterion that guarantees the existence of a sub-critical phase.

**Theorem 2.2.** Consider the inhomogeneous contact process on the tree \((T, F(T))\). Suppose that only the root of the tree is initially infected. We assume that

\[
\mathbb{E}[F(1+cF)^\xi] < \infty \quad \text{for some} \quad c > 0. \tag{A}
\]

Then there exists a (deterministic) \( \lambda_0 > 0 \) such that for all \( \lambda < \lambda_0 \), the process dies out almost surely.

Our second main theorem gives a sufficient criterion for the process to always survive strongly, so that there is no phase transition.

**Theorem 2.3.** Consider the inhomogeneous contact process on the tree \((T, F(T))\). Suppose that only the root of the tree is initially infected. Assume that \( \mathbb{P}(\xi \geq 3) > 0 \) and for some \( \vartheta > 0 \)

\[
\mathbb{E}[(1 + F)^{c\xi}1_{\{\xi \geq 3, F \geq \vartheta\}}] = \infty, \quad \text{for all} \quad c > 0. \tag{B}
\]

Then \( \lambda_1 = \lambda_2 = 0 \), i.e. the process survives strongly for any \( \lambda > 0 \).

**Remark 2.4** (Existence of phase transition). The condition (A) on its own does not imply a phase transition. It is still feasible that if very small fitness values are allowed, then the process dies out for all \( \lambda > 0 \). However, if \( F \) is bounded away from 0, i.e. there exists \( \vartheta > 0 \) such that \( \mathbb{P}(F \geq \vartheta) = 1 \), then by comparison with the standard contact process, the inhomogeneous model dies out for all \( \lambda \) sufficiently small, so that we can deduce the existence of a phase transition in this case.

**Remark 2.5** (Comparison to classical case). In the special case when \( F \) is constant, we recover the results already known in the literature. More precisely, if w.l.o.g. \( F \equiv 1 \), then Condition (B) reduces to the condition \( \mathbb{E}[e^{c\xi}] = \infty \) for all \( \tilde{c} > 0 \), which is known by Huang and Durrett [10, Theorem 1.4] to be a sufficient condition for the lack of a phase transition. Similarly, the condition (A) corresponds to \( \mathbb{E}[e^{c\xi}] < \infty \) with \( \tilde{c} = \log(1 + c) \), which is known by Bhamidi et al. [3, Theorem 1] to imply survival for small \( \lambda \).

**Remark 2.6** (Effect of the inhomogeneous fitness). Note that the inhomogeneous fitness can either have the effect to prevent a phase transition if particularly large values are allowed or if small values are allowed it can introduce a phase transition when the classical model does not exhibit one. The following two examples are covered by our results:
(i) Assume that fitness and offspring distribution are independent and assume that \( \xi \) has exponential moments (but \( \mathbb{P}(\xi \geq 3) > 0 \)) and \( \mathcal{F} \) has unbounded support and satisfies

\[
\mathbb{E}[(1 + \mathcal{F})^c \mathbf{1}_{\mathcal{F} \geq \vartheta}] = \infty, \quad \text{for all} \quad c > 0.
\]

Then the standard contact process has a phase transition, while Theorem 2.3 guarantees that the inhomogeneous contact process is always supercritical. This also includes the case of bounded degree graphs, such as a \( k \)-regular tree with \( k \geq 3 \). Obviously, condition (B) covers many other examples (including cases when there dependencies between fitness values and offspring numbers).

(ii) Consider the inhomogeneous contact process with fitness values chosen as \( \mathcal{F} = \min\{1, \xi^{-\alpha}\} \) for \( \alpha \in (0, \infty) \). This is a particular case of the degree-penalised contact process with product kernel \( \min\{1, (\xi_u \xi_v)^{-\alpha}\} \) introduced by Bartha et al. \[1\]. Note that in this case, using that \( (1 + 1/x)^x \leq e \) for \( x > 0 \), we have

\[
\mathbb{E}[\mathcal{F}(1 + c\mathcal{F})^\xi] \leq \mathbb{E}[\xi^{-\alpha}(1 + c\xi^{-\alpha})^\xi] \leq \mathbb{E}[e^{c\xi^{1-\alpha}}]. \quad (2.1)
\]

So if the right hand side is finite, then according to Theorem 2.2 the inhomogeneous contact process exhibits a subcritical phase. A first example is when \( \alpha \geq 1 \), regardless of the distribution of \( \xi \). Another example, would be the case when \( \xi \) has a stretched exponential distribution, i.e. \( \mathbb{P}(\xi = k) \sim \exp(-k^\beta) \) as \( k \to \infty \) for some \( \beta \in (0, 1) \) and \( k \geq 1 \). Then, if \( \beta \geq 1 - \alpha \), the right hand side of (2.1) is finite and there is a phase transition, even though the classical contact process has no phase transition.

Unfortunately, note that Theorem 2.3 does not apply in this setting as the expectation in condition (B) is always restricted to \( \mathcal{F} \geq \vartheta \), which under the assumption on \( \mathcal{F} \) means that \( \xi \) is restricted to values bounded from above. As also \( \mathcal{F} \leq 1 \), this implies that the expectation in (B) is always finite. Bartha et al. \[1\] have showed results (using different techniques) that provide a much more complete picture in this case. In particular, they proved that the degree-penalised contact process with product kernel \( \min\{1, (\xi_u \xi_v)^{-\alpha}\} \) always exhibits a subcritical phase if \( \alpha \geq 1/2 \). On the other hand, if \( \alpha < 1/2 \) and the offspring distribution has tails heavier than the stretched-exponential with \( \beta = 1 - 2\alpha \), then the contact process survives strongly for any \( \lambda > 0 \) (see \[1, Theorem 2.1 and 2.2\]).

Remark 2.7. Note that there are cases not captured by either of the two conditions in Theorem 2.2 and Theorem 2.3. For example, suppose \( \xi \) and \( \mathcal{F} \) are chosen independently with distributions

\[
\mathbb{P}(\xi = k) = \eta_1 e^{-\frac{1}{4}k^2}, \quad k \in \mathbb{N},
\]

\[
\mathbb{P}(\mathcal{F} \geq f) = e^{-\frac{1}{4}(\log(1+f))^2}, \quad f \geq 0,
\]

where \( \eta_1 \) is a normalizing constant. It is not difficult to see that both distributions fulfill neither Assumption (A) nor (B) of Theorems 2.2 and 2.3. In fact, for \( c > 0 \), note that

\[
f(1 + cf)^k \mathbb{P}(\xi = k) \mathbb{P}(\mathcal{F} \geq f) = \eta_1 f(1 + cf)^k e^{-\frac{1}{4}k^2} e^{-\frac{1}{4}(\log(1+f))^2}
\]

\[
\geq \eta_1 c^k f^{k+1} e^{-\frac{1}{4}k^2} e^{-\frac{1}{4}(\log(1+f))^2},
\]
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Taking \( k = \lfloor \log(1 + f) \rfloor \) the right-hand side of the previous expression goes to \( \infty \) as \( f \to \infty \), so \( \mathbb{E}[\mathcal{F}(1 + c\mathcal{F})^k] \) cannot be finite as

\[
\mathbb{E}[\mathcal{F}(1 + c\mathcal{F})^k] \geq \mathbb{E}[f(1 + cf)^k] \mathbb{P}(\mathcal{F} \geq f) \geq f(1 + cf)^k \mathbb{P}(\xi = k) \mathbb{P}(\mathcal{F} \geq f).
\]

Furthermore, Condition (B) is also not satisfied, as

\[
\limsup_{k \to \infty} \frac{\log(\mathbb{P}(\xi = k) \mathbb{P}(\mathcal{F} \geq f))}{k \log(1 + f)} = \limsup_{k \to \infty} \frac{\log(\eta_1)}{k \log(1 + f)} - \frac{1}{4} \frac{k}{\log(1 + f)} - \frac{1}{4} \frac{1}{k} = -\frac{1}{2}
\]

for any \( \vartheta > 0 \), by Lemma 6.6 below.

In general, it is not clear what the correct moment condition is to give a complete characterization of when a phase transition exists. We believe that this problem requires different techniques to those developed here and is currently on-going research.

**Main ideas of proofs.** In this section, we give a short overview of the proofs of the main theorems before giving the full proofs.

The proof of Theorem 2.2 is an adaptation of a simplified version of the proof from Bhamidi et al. [3]. See also the forthcoming lecture notes by Daniel Valesin [19], where the simplification is presented for the standard contact process. First, we use a recursive analysis on BGW trees that allows us to control the expected survival times. To this end, we consider the contact process on the finite tree \( T_L \) which corresponds to the restriction of \( \mathcal{T} \) to the first \( L \) generations. The first goal is to show that, for small enough \( \lambda \), the expected survival time of \( \text{CP}(T_L; 1, \rho) \) is bounded from above uniformly in \( L \). As in [3], we use a coupling, where we add an extra vertex only adjoined to the root that is always infected. In this way, the process on the subtrees rooted in the children of the root can by independence be compared to the full process on a tree (with extra root) restricted to \( L - 1 \) vertices (see Lemma 4.1 below). The recursion gives a bound on the expected survival time on \( T_L \) that is uniform in \( L \). Thus, using monotone convergence we get a bound on the expected survival time on the full tree which immediately implies that the inhomogeneous contact process dies out almost surely.

The proof of Theorem 2.3 is based on techniques developed by Pemantle in [16]. He used these techniques to show an upper bound for the threshold value \( \lambda_2 \) for the contact process with constant fitness defined on BGW trees with constant offspring number, but also for those with an stretched exponential distribution. More recently, this strategy was extended by Durrett and Huang in [10, Theorem 1.4] in order to show that \( \lambda_2 = 0 \) if \( \mathcal{L}(\xi) \) has subexponential tails. The same overall strategy holds in our case, but we need to take into account the effect of a possibly large fitness and thus large transmission rates.

First we estimate the survival time for the contact process with fitness on a finite star. For the case with constant fitness, Berger et al. in [2] showed that the infection can survive for time \( e^{cd} \) in a star of size \( d \) with positive probability for some \( c > 0 \). Now, in the case with fitness we prove that, if the root of the star is initially infected, it will keep a large number of infected leaves for a long time with probability very close to 1 if the fitness or the size of the star is large enough (see Lemma 5.5). The inhomogeneous contact process
on a star, where the center has fitness larger than \( f \), can be a lower bounded by a standard contact process where the infection rate is \( \lambda f \). In particular, we need to take extra care to get the right estimates that also hold if only \( f \) (i.e. the effective transmission rate) is large, but for example the size of star is small. With the right estimates on the star at hand, we study the contact process in a star where a path is added to some leave of the star (see Lemma 5.7) and look at the probability to pass the infection from the start to the end vertex of that path.

The overall strategy for the proof of Theorem 2.3 where we need to show that the root is infected at large times, is as follows: We first assume that the root is a star, i.e. it has either a sufficient large number of neighbours and/or large fitness. Then, the above start lemmas allows us to push the infection sufficiently deep into the tree, where we can find another star, where the infection survives for a long time, so that the infection can be brought back to the root at the end.

**Overview of structure.** The remaining paper is structured as follows. In Section 3, we introduce the graphical representation for the contact process and we state further useful properties. In particular, we will also see that started with a single infected vertex, the set of infected vertices stays finite at all times. Section 4 is devoted to the proof of Theorem 2.2. In Section 5, we prove preliminary results for the contact process with fitness on finite stars. Finally, in Section 6 the proof of Theorem 2.3 is completed.

## 3 Properties of the inhomogeneous contact process

In this section we provide an equivalent description of our model by a convenient *graphical representation* based on the construction given in [12, Chapter 1] for the case of constant fitness. We point out some properties which are direct consequences of the construction. Further, we show that under the assumption \( \mathbb{E}[\xi] < \infty \), the contact process does not explode in finite time almost surely, so that the set of infected vertices at any time is finite almost surely.

Recall that \( V(\mathcal{T}) \) denotes the set of vertices in \( \mathcal{T} \). Denote by \( E(\mathcal{T}) = \{(u, v) : u, v \in V(\mathcal{T})\} \) the set of directed edges. Conditionally on \( (\mathcal{T}, F(\mathcal{T})) \), let \( \{N_v\}_v \in V(\mathcal{T}) \) be i.i.d. Poisson (point) processes with rate 1 and \( \{N_{(v,u)}\}_{(v,u) \in E(\mathcal{T})} \) i.i.d. Poisson processes with rate \( \lambda F_v F_u \), where all the Poisson processes are mutually independent. Then, given any initial condition, the contact process can be defined as follows: an infected vertex \( v \) infects another vertex \( u \) at a time \( t \) if \( t \) is in \( N_{(v,u)} \). Similarly, an infected vertex recovers at any time that is in \( N_v \).

One advantage of the graphical construction is that it provides a joint coupling of the processes with different infection rules or different initial states. We state two useful facts about the contact process that we will use later in our proofs and that are a consequence of using the graphical representation and the fact that we can e.g. easily couple Poisson processes with different rates.

- **Monotonicity in the infection rates.** Let \( \mathbb{F}_1(\mathcal{T}) = (\mathcal{F}_v^1)_{v \in V(\mathcal{T})} \) and \( \mathbb{F}_2(\mathcal{T}) = (\mathcal{F}_v^2)_{v \in V(\mathcal{T})} \) be sequences of fitness values such that \( \mathcal{F}_v^1 \leq \mathcal{F}_v^2 \) a.s. for all \( v \in V(\mathcal{T}) \).
Let \((X^1_t) \sim \text{CP}(\mathcal{T}, F_1(\mathcal{T})); 1_A)\) and \((X^2_t) \sim \text{CP}(\mathcal{T}, F_2(\mathcal{T})); 1_A)\) starting from the same initially infected set \(A \subset V(\mathcal{T})\). Then, we can couple both processes such that for any \(t \geq 0\), we have \(X^1_t \leq X^2_t\), i.e.

\[ X^1_t(v) \leq X^2_t(v), \quad \text{for all } v \in V(\mathcal{T}), \]

(see e.g. [17, Section 1.2] for the case of the contact process with fitness in a completely deterministic graph).

• Consider \((X^1_t) \sim \text{CP}(\mathcal{T}; 1_A)\) started from any initially infected set \(A \subset V(\mathcal{T})\). Let \(I\) be any subset of \([0, \infty)\). Define \((X^2_t)\) to be a process that has the same initial state, infection and recoveries as \((X^1_t)\), except that the recoveries at a fixed vertex \(v \in V(\mathcal{T})\) are ignored at times \(t \in I\). Then, we can couple both processes such that for all \(t \geq 0\) we have \(X^1_t \leq X^2_t\), i.e.

\[ X^1_t(v) \leq X^2_t(v), \quad \text{for all } v \in V(\mathcal{T}), \]

(see for instance [3, Lemma 2.2] for the case of the contact process with constant fitness).

As a next result we show that if we start with a finite configuration, then almost surely the configuration remains finite for all times. Our argument adapts the proof of Durrett [6, Theorem 2.1] to our setting with the additional difficulty that the underlying graph is random and we have unbounded rates.

Let \(r\) be an arbitrary non-negative integer. Let \(V_r\) denote the set of vertices in generation \(r\) in the tree \(\mathcal{T}\), i.e.

\[ V_r = \{ v \in V(\mathcal{T}) : d(\rho, v) = r \}, \quad (3.1) \]

where \(d(\cdot, \cdot)\) is the graph distance between two vertices in the tree. Let \(t_0\) be a positive number. Define the graph \(G_{t_0}\), a spanning subgraph of the BGW tree \(\mathcal{T}\), by saying that two vertices \(u, v\) in \(V(\mathcal{T})\) with \(d(\rho, u) < d(\rho, v)\) that are neighbours in \(\mathcal{T}\) are also neighbours in \(G_{t_0}\) if

\[ N(u, v)([0, t_0]) \geq 1. \]

Let \(\mathcal{C}_{t_0}(v)\) denote the vertex set of the connected component of \(v\) in the graph \(G_{t_0}\). We will first show that if \(t_0\) is small enough, then the component sizes in \(G_{t_0}\) are finite almost surely. Then, we will make the connection to the contact process as follows: If we are starting with only the root infected, then by the graphical construction and the fact that we are working on a tree, every vertex that has been infected by time \(t_0\) in the contact process is contained in \(\mathcal{C}_{t_0}(\rho)\).

**Lemma 3.1.** Assume that \(\mu = \mathbb{E}[\xi] < \infty\). If \(t_0\) is small enough, then for any finite \(\ell \in \mathbb{N}\), we have

\[ \mathbb{P}\left( \left| \bigcup_{v \in \bigcup_{r=0}^{t_0} V_r} \mathcal{C}_{t_0}(v) \right| < \infty \right) = 1. \]
Proof. We start by showing that $|\mathcal{C}_t(\rho)| < \infty$ almost surely. For this result, by Borel-Cantelli, it suffices to show that
\[
\sum_{r=0}^{\infty} \mathbb{P}(\mathcal{C}_t(\rho) \cap V_r \neq \emptyset) < \infty. \tag{3.2}
\]

We begin by denoting the set of non-backtracking paths of length $r$ in the tree $(\mathcal{T}, \mathbb{F}(\mathcal{T}))$ started at the root as follows
\[C_r = \{v = (v_0, \ldots, v_r) : v_i \in V_i, \ i \in \{0, \ldots, r\}\}.
\]
Note that with this notation $v_0 = \rho$ and the number of paths of length $r$ corresponds to the number of vertices in generation $r$, that is, $|C_r| = |V_r|$. Let $\sigma = (v_0, \ldots, v_r) \in C_r$ be a path of length $r$ in $(\mathcal{T}, \mathbb{F}(\mathcal{T}))$. For each $i \in \{0, \ldots, r\}$, by definition of $G_t$, we have that the probability that the vertices $v_{i-1}$ and $v_i$ are connected in $G_t$ is
\[1 - \exp(-\lambda F_{v_{i-1}v_i} t_0).
\]
By monotonicity, we may assume that $r = 2k$ for some $k \in \mathbb{N}_0$. Thus, conditioning on $(\mathcal{T}, \mathbb{F}(\mathcal{T}))$, the probability that there is a vertex in generation $r$ that is also in $\mathcal{C}_t(\rho)$ is
\[
\mathbb{P}_{\mathcal{T}, \mathbb{F}}(\mathcal{C}_t(\rho) \cap V_r \neq \emptyset) \leq \sum_{\sigma \in C_r} \prod_{i=1}^{r} \left(1 - \exp(-\lambda F_{v_{i-1}v_i} t_0)\right) \leq \sum_{\sigma \in C_r} \prod_{i=0}^{k-1} \left(1 - \exp(-\lambda F_{v_{2i}v_{2i+1}} t_0)\right).
\]
Denote by $\mathbb{T}_{\leq r}$ and $\mathbb{F}_{\leq r}$ the $\sigma$-algebras generated by the BGW tree and the fitness values up to generation $r$ respectively. Conditioning on $\mathbb{F}_{\leq 2k-3}$ and $\mathbb{T}_{\leq 2(k-1)}$ and using the independence structure of the weighted BGW
\[
\mathbb{E} \left[ \mathbb{P}_{\mathcal{T}, \mathbb{F}}(\mathcal{C}_t(\rho) \cap V_r \neq \emptyset) \mid \mathbb{F}_{\leq 2k-3}, \mathbb{T}_{\leq 2k-2} \right] \leq \sum_{\sigma \in C_{2k-2}} \prod_{i=1}^{k-2} \left(1 - \exp(-\lambda F_{v_{i-1}v_i} t_0)\right) \mathbb{E} \left[ \sum_{w \in C_2} \left(1 - \exp(-\lambda F_{w_0w_1} F_{v_{2i}t_0})\right) \right],
\]
where $w = (w_0, w_1, w_2)$. Iterating this procedure gives
\[
\mathbb{P}(\mathcal{C}_t(\rho) \cap V_r \neq \emptyset) \leq \mathbb{E} \left[ \sum_{w \in C_2} \left(1 - \exp(-\lambda F_{w_0w_1} F_{v_{2i}t_0})\right) \right]^k.
\]
As the summand in the last expectation is bounded by 1 and $\mathbb{E} |C_2| \leq \mathbb{E} |\xi|^2 < \infty$, we can deduce by dominated convergence that we can choose $t_0$ small enough such that
\[
\mathbb{E} \left[ \sum_{w \in C_2} \left(1 - \exp(-\lambda F_{w_0w_1} F_{v_{2i}t_0})\right) \right] < 1.
\]
Thus, \( \mathbb{P}(C_{t_0}(\rho) \cap V_{2k} \neq \emptyset) \) is summable in \( k \). Together with the monotonicity of the process this implies \(^3\)\(^2\). It follows by the Borel-Cantelli lemma that almost surely for \( r \) sufficiently large \( C_{t_0}(\rho) \cap V_r = \emptyset \) with probability 1, so that \( |C_{t_0}(\rho)| \) is finite almost surely.

The same argument shows that almost surely for each \( v \in V_t \), we have that \( C_{t_0}(v) \) restricted to the vertices in the subtree of \( T \) rooted at \( v \) is finite. This immediately implies the statement of the lemma, as \( \bigcup_{r=0}^{\infty} V_r \) is finite almost surely.

**Theorem 3.2.** Assume that \( \mu = \mathbb{E}[\xi] < \infty \). Consider the inhomogeneous contact process \((X_t) \sim CP(T, \mathbb{1}_A) \) on \((T, \mathbb{P}(T))\) started with a finite set \( A \subset V(T) \) initially infected. Then

\[
\mathbb{P}(|X_t| < \infty, \forall t \geq 0) = 1.
\]

**Proof.** Let \( t_0 \) be as given in Lemma 3.1. Since the initial configuration of the contact process is finite, we can find a sufficiently large and finite \( k \) such that \( A \subset \bigcup_{r=0}^{k} V_r \), so that by the graphical construction we have that \( X_t \subset \bigcup_{v \in \bigcup_{r=0}^{k} V_r} C_{t_0}(v) \) for all \( t \in [0, t_0] \).

Then, according to Lemma 3.1, we have that

\[
\mathbb{P}(|X_t| < \infty, \forall t \in [0, t_0]) = 1.
\]

Let us now define a spanning subgraph \( G_{2t_0} \) of \( T \) as follows: two neighbouring vertices \( u, v \) in \( T \) with \( d(\rho, u) < d(\rho, v) \) are connected if

\[
N_{(u,v)}([t_0, 2t_0]) \geq 1.
\]

As before, let \( C_{t_0}(\rho) \) be the connected component of \( \rho \) in the graph \( G_{t_0} \). For each \( v \in C_{t_0}(\rho) \), we denote by \( C_{2t_0}(v) \) the connected component of \( v \) in the graph \( G_{2t_0} \). We observe that by the graphical construction

\[
X_t \subset \bigcup_{v \in C_{t_0}(\rho)} C_{2t_0}(v), \quad \text{for all } t \in [t_0, 2t_0].
\]

Then we can argue that by the independence of \( G_{t_0} \) and \( G_{2t_0} \) (due to the independence of the increments of the Poisson point processes conditionally \((T, \mathbb{P}(T))\)), for any \( k \geq 1 \),

\[
\mathbb{P}\left( \bigg| \bigcup_{v \in C_{t_0}(\rho)} C_{2t_0}(v) \bigg| < \infty \right) \geq \mathbb{P}\left( \bigg| \bigcup_{v \in \bigcup_{r=0}^{k} V_r} C_{2t_0}(v) \bigg| < \infty, |C_{t_0}(\rho)| \leq k \right)
\]

\[= \mathbb{E}\left[ \mathbb{P}_{\mathcal{T}, \mathcal{F}}\left( \bigg| \bigcup_{v \in \bigcup_{r=0}^{k} V_r} C_{2t_0}(v) \bigg| < \infty \right) |C_{t_0}(\rho)| \leq k \right]\]

\[\geq \mathbb{P}\left( \bigg| \bigcup_{v \in \bigcup_{r=0}^{k} V_r} C_{2t_0}(v) \bigg| < \infty \right) - \mathbb{P}(|C_{t_0}(\rho)| \geq k)\]

\[= 1 - \mathbb{P}(|C_{t_0}(\rho)| \geq k).
\]

Letting \( k \) tends to \( \infty \) and appealing to Lemma 3.1 we deduce that the right-hand side converges to 1, which implies that

\[
\mathbb{P}(|X_t| < \infty, \forall t \in [t_0, 2t_0]) = 1.
\]

Iterating the argument we can conclude that \( \mathbb{P}(|X_t| < \infty, \forall t \in [nt_0, (n+1)t_0]) = 1 \) for all non-negative integers \( n \) and thus the proof is completed. \( \square \)
4 Proof of Theorem 2.2

This section is devoted to proving Theorem 2.2. The general strategy follows the arguments used in Bhamidi et al. [3, Theorem 1], although the presence of fitness leads to significant changes. Moreover, we do not adapt their arguments directly, but follow a simplification of the arguments that was suggested to us by Daniel Valesin (see also his forthcoming lecture notes [19]).

First we set up some extra notation for this section. Let $D$ denote the degree of the root $\rho$ and let $v_1, \ldots, v_D$ be the children of $\rho$ with fitness $F_{v_1}, \ldots, F_{v_D}$. Let $\mathcal{T}_{v_1}, \ldots, \mathcal{T}_{v_D}$ be the subtrees rooted in $v_1, \ldots, v_D$ respectively. We denote by $\mathcal{T}_L$ the tree obtained by restricting the tree $\mathcal{T}$ to the first $L$ generations. Denote by $\mathcal{T}_L^+$ the tree $\mathcal{T}_L$, but with an extra parent $\rho^+$ for the vertex $\rho$. We will assume that $\rho^+$ has constant fitness, i.e. $\mathcal{F}_{\rho^+} = 1$. Let $\mathbf{CP}_{\rho^+}(\mathcal{T}_L^+; 1_\rho)$ denote the inhomogeneous contact process on the tree $(\mathcal{T}_L^+; \mathcal{F}(\mathcal{T}_L^+))$ with the extra root $\rho^+$. This process has the same infection and recovery rates as $\mathbf{CP}(\mathcal{T}_L; 1_\rho)$, but the extra parent $\rho^+$ is permanently infected and does not have a recovery clock attached to itself. Since the state of the root $\rho^+$ never changes, we will throughout specify the state of $\mathbf{CP}_{\rho^+}(\mathcal{T}_L^+; 1_\rho)$ by specifying the state restricted to $\mathcal{T}_L$, so that $0$ denotes the state where the only infected vertex is $\rho^+$. In the following proof, we denote by $\mathbf{CP}_\rho(\mathcal{T}_v^+; 1_v)$ the inhomogeneous contact process on $\mathcal{T}_v^+$, where we view $\rho$ as its permanently infected parent of the root $v_i$. Similarly, $\mathbf{CP}_\rho(\mathcal{T}_L; 1_v)$ represents the contact process on $\mathcal{T}_L$, with $\rho$ acting as a permanently infected parent of $v_i$.

Lemma 4.1. Suppose that $\xi$ and $\mathcal{F}_\rho$ satisfy Assumption A, i.e. there exists $c > 0$ such that $M = \mathbb{E}[\mathcal{F}(1 + c\mathcal{F})^\xi] < \infty$. Let $R_L$ be the first time when $\mathbf{CP}(\mathcal{T}_L; 1_\rho)$ reaches state 0. Then there exists a constant $\lambda_0 > 0$ such that for any $\lambda \leq \lambda_0$ and $L$,

$$\mathbb{E}[\mathcal{F}_\rho R_L] \leq M.$$ 

Proof. We denote by $(\tilde{X}_t) \sim \tilde{\mathbf{CP}}_{\rho^+}(\mathcal{T}_L^+; 1_\rho)$ the following modification of the contact process $\mathbf{CP}_{\rho^+}(\mathcal{T}_L^+; 1_\rho)$. The process $(\tilde{X}_t)$ shares the same infection and recovery clocks as $(X_t)$ except in the root $\rho$. A recovery attempt at $\rho$ at time $t$ is only valid if $\tilde{X}_t = 1_\rho$, so when there are no other infected vertices apart from $\rho$ and $\rho^+$. Let $S_L$ and $\tilde{S}_L$ be the first excursion time when the process $\mathbf{CP}_{\rho^+}(\mathcal{T}_L^+; 1_\rho)$ and the modified process $\tilde{\mathbf{CP}}_{\rho^+}(\mathcal{T}_L^+; 1_\rho)$ reaches state 0, respectively. Further, let $S_i$ denote the first time when $\mathbf{CP}_\rho(\mathcal{T}_L; 1_{v_i})$ becomes 0, where we assume that given the tree $(\mathcal{T}_L, \mathcal{F}(\mathcal{T}_L))$, the random variables $S_i$ are independent. Then $S$ is defined as the following average

$$S = \frac{1}{D} \sum_{i=1}^{D} \mathcal{F}_{v_i} S_i. \quad (4.1)$$

An excursion to 0 of $(\tilde{X}_t) \sim \tilde{\mathbf{CP}}_{\rho^+}(\mathcal{T}_L^+; 1_\rho)$ started from the initial configuration $\tilde{X}_0 = 1_\rho$ can be described as follows:

- Possibility 1. We terminate if $\rho$ recovers before infecting any of its children. The probability that $\rho$ recovers before infecting any of its children conditionally on
\((T_L, \mathbb{F}(T_L))\) is given by
\[
p := \frac{1}{1 + \lambda \mathcal{F}_\rho \sum_{j=1}^D \mathcal{F}_{v_j}}.
\]
Furthermore, the expected waiting time to see the recovery of \(\rho\) is
\[
\frac{1}{1 + \lambda \mathcal{F}_\rho \sum_{j=1}^D \mathcal{F}_{v_j}} = p,
\]
conditionally on the fitness and on the event that the recovery happens first.

- **Possibility 2.** The root \(\rho\) infects any of its children, say \(v_i\), before the recovery of \(\rho\).

  The vertex \(v_i\) is selected with probability proportional to the fitness of the root’s children, i.e. with probability
  \[
  \frac{\mathcal{F}_{v_i}}{\sum_{j=1}^D \mathcal{F}_{v_j}}.
  \]

  Then the expected waiting time until all subtrees of the root have recovered is
  \[
  \mathbb{E}_{T_L, \mathbb{F}}[S_i],\text{ conditionally on vertex } v_i \text{ being infected first.}
  \]
  When this excursion finishes, we come back to the initial state and follow either possibility 1 or 2.

Note that we have reached state 0 as soon as the process follows possibility 1. Hence, by splitting according to the number of times the process follows possibility 2 before finally taking possibility 1, we obtain the expected excursion time to 0 of \((X_t)\), given the tree \((T_L, \mathbb{F}(T_L))\), as

\[
\mathbb{E}_{T_L, \mathbb{F}}[\tilde{S}_L] = \sum_{k=0}^\infty p (1-p)^k \left[ (k+1)p + \frac{k}{\sum_{i=1}^D \mathcal{F}_{v_i}} \sum_{j=1}^D \mathcal{F}_{v_j} \mathbb{E}_{T_L, \mathbb{F}}[S_j] \right]
\]

\[
= \sum_{k=0}^\infty p (1-p)^k \left[ (k+1)p + \frac{kD}{\sum_{i=1}^D \mathcal{F}_{v_i}} \mathbb{E}_{T_L, \mathbb{F}}[S] \right],
\]

where in the last equality we use the definition of \(S\) given in (4.1). Calculating the series in the previous display explicitly, we obtain

\[
\mathbb{E}_{T_L, \mathbb{F}}[\tilde{S}_L] = 1 + \lambda D \mathcal{F}_\rho \mathbb{E}_{T_L, \mathbb{F}}[S]. \tag{4.2}
\]

Now, we shall find an upper bound for \(\mathbb{E}_{T_L, \mathbb{F}}[\tilde{S}_L]\) in terms of \(\mathbb{E}_{T_{v_i}, \mathbb{F}}[\tilde{S}_{L-1}]\). In order to do this, we will establish a relationship between \(\mathbb{E}_{T_L, \mathbb{F}}[S]\) and the stationary distribution of the contact process \(\text{CP}_\rho(T_L)\). Denote by \(S_{L-1}^i\) the first time when \(\text{CP}_\rho(T_{v_i}^+; 1_{v_i})\) becomes 0. For \(\text{CP}_\rho(T_{v_i}^+)\), the rate of leaving the state 0 and the expected return time to 0 are given by

\[
q_i(0) := \lambda \mathcal{F}_\rho \mathcal{F}_{v_i} = \lambda \mathcal{F}_\rho \mathcal{F}_{v_i}, \quad \text{and} \quad m_i(0) := (q_i(0))^{-1} + \mathbb{E}_{T_{v_i}, \mathbb{F}}[S_{L-1}^i].
\]

Similarly, for the process \(\text{CP}_\rho(T_L)\) we also find these two quantities

\[
q(0) := \lambda \mathcal{F}_\rho \sum_{i=1}^D \mathcal{F}_{v_i} \quad \text{and} \quad m(0) := \frac{1}{q(0)} + \sum_{i=1}^D \frac{\lambda \mathcal{F}_\rho \mathcal{F}_{v_i}}{q(0)} \mathbb{E}_{T_L, \mathbb{F}}[S_i],
\]

This completes the proof of the proposition.
where we recall that \( S_i \) is the first time when \( \mathbf{CP}_\rho(\mathcal{T}_L; 1_{v_i}) \) reaches the completely recovered state 0. Let \( \tilde{\nu}_{T_L} \) and \( \nu_{T_{v_i}} \) be the stationary distribution of \( \mathbf{CP}_\rho(\mathcal{T}_L) \) and \( \mathbf{CP}_\rho(\mathcal{T}_{v_i}^+) \), respectively. Therefore, we have

\[
\tilde{\nu}_{T_L}(0) = \frac{1}{q(0) m(0)} = \frac{1}{1 + \lambda D F_{\rho} E_{\tilde{T}_L, F}[S]}. 
\]

Note also that \( \tilde{\nu}_{T_L} := \otimes_{j=1}^{D} \nu_{T_{v_j}} \), which yields

\[
\tilde{\nu}_{T_L}(0) = \prod_{i=1}^{D} \frac{1}{1 + \lambda F_{\rho} F_{v_i} E_{\nu_{T_{v_i}}, F}[S_i^{i}]} \cdot \quad (4.3)
\]

Using this fact, we obtain from (4.2) that

\[
E_{\tilde{T}_L, F}[\tilde{S}_L] = 1 + \lambda D F_{\rho} E_{\tilde{T}_L, F}[S] = \prod_{i=1}^{D} \left( 1 + \lambda F_{\rho} F_{v_i} E_{\nu_{T_{v_i}}, F}[S_i^{i}] \right). \]

Denote by \( \tilde{S}_{L-1}^i \) the first time when \( \mathbf{CP}_\rho(\mathcal{T}_{v_i}^+; 1_{v_i}) \) reaches 0. By using the monotonicity of the contact process, we have \( S_{L-1}^i \leq \tilde{S}_{L-1}^i \). Now, taking expectations conditionally only on \( D \) and \( F_{\rho} \) and using that \( \tilde{S}_{L-1}^i \) does not depend on \( F_{\rho} \) by construction, we get

\[
E[\tilde{S}_L | D, F_{\rho}] \leq \prod_{i=1}^{D} \left( 1 + \lambda F_{\rho} E[ F_{v_i} \tilde{S}_{L-1}^i | T_{v_i}, F(T_{v_i})] \right) | D, F_{\rho} \]
\[
= \prod_{i=1}^{D} \left( 1 + \lambda F_{\rho} E[ F_{v_i} \tilde{S}_{L-1}^i] \right),
\]

Moreover, we have

\[
E[\tilde{S}_L | D, F_{\rho}] = \prod_{i=1}^{D} \left( 1 + \lambda F_{\rho} E[ F_{v_i} \tilde{S}_{L-1}^i] \right) = (1 + \lambda F_{\rho} E[ F_{\rho} \tilde{S}_{L-1}])^D,
\]

where \( \tilde{S}_{L-1} \) denotes the first time when \( \mathbf{CP}_\rho(\mathcal{T}_{L-1}^+; 1_{\rho}) \) reaches 0. Thus taking expectations over \( D \) and \( F_{\rho} \), we obtain

\[
E[F_{\rho} \tilde{S}_L] \leq E \left[ F_{\rho} \left( 1 + \lambda F_{\rho} E \left[ F_{\rho} \tilde{S}_{L-1} \right] \right)^D \right]. \quad (4.4)
\]

Now, we shall apply an inductive argument over \( L \) to bound \( E[F_{\rho} \tilde{S}_L] \). We assume that \( E[F_{\rho}(1 + c F_{\rho})^c] = M < \infty \) for some \( c > 0 \), and define the following constants

\[
K = M \max \left\{ \frac{1}{c}, 1 \right\}, \quad \lambda_0 = \frac{1}{2K}.
\]
For the base case $L = 0$, note that $\tilde{S}_0$ is an exponential random variable with parameter 1 that is independent of $F_\rho$. Therefore,

$$\mathbb{E}[F_\rho \tilde{S}_0] = \mathbb{E}[F] \mathbb{E}[\tilde{S}_0] \leq M,$$

so that the base case holds. Next, we assume $\mathbb{E}[F_\rho \tilde{S}_{L-1}] \leq M$. Then we have for any $\lambda \leq \lambda_0$

$$\frac{\lambda \mathbb{E}[F_\rho \tilde{S}_{L-1}]}{c} \leq \frac{\lambda M}{c} \leq \frac{M}{2cK} = \frac{1}{2c \max\{1/c, 1\}} \leq 1.$$

Hence, since $g(x) = F_\rho(1 + x F_\rho)^D$ for $x > 0$ is an increasing function, we have for any $L$ and all $\lambda \leq \lambda_0$

$$\mathbb{E}[F_\rho \tilde{S}_L] \leq \mathbb{E}[g(\lambda \mathbb{E}[F_\rho \tilde{S}_{L-1}])] \leq \mathbb{E}[g(c)] = \mathbb{E}[F_\rho(1 + c F_\rho)^D] = M,$$

where the first inequality follows from (4.4). Moreover, taking into account the monotonicity of the contact process, we have $S_L \leq \tilde{S}_L$ which yields, for any $L$ and all $\lambda \leq \lambda_0$,

$$\mathbb{E}[F_\rho R_L] \leq \mathbb{E}[F_\rho S_L] \leq \mathbb{E}[F_\rho \tilde{S}_L] \leq M,$$

as required.

We are now ready to move to the proof of the main theorem of this section.

**Proof of Theorem** We consider $\lambda_0$ as defined in Lemma 4.1. Let $\lambda \in (0, \lambda_0]$. Let $R$ denotes the first time when $\text{CP}(T; 1_\rho)$ reaches state $0$. Then by monotone convergence theorem and Lemmas 4.1 we obtain

$$\mathbb{E}[F_\rho R] = \mathbb{E}\left[\lim_{L \to \infty} F_\rho R_L\right] = \lim_{L \to \infty} \mathbb{E}[F_\rho R_L] \leq M.$$

Now since $F_\rho R$ is a non-negative random variable, we have that $F_\rho R < \infty$ almost surely. Therefore

$$\mathbb{P}(X_t \neq 0 \text{ for all } t \geq 0) = \mathbb{P}(R = \infty) = \mathbb{P}(F_\rho R = \infty) = 0,$$

where in the second equality we have used that $F_\rho > 0$ almost surely. We conclude that for all $\lambda \leq \lambda_0$ the process $(X_t) \sim \text{CP}(T; 1_\rho)$ dies out almost surely.

5 Finite stars

In this section, we show some results for the inhomogeneous contact process on stars which will be used in the proof of Theorem 2.3 in the next section. Although any finite graph is eventually trapped in the state of zero infection, the stars are able to maintain the infection for a long time. Here we will show that, if the root of the star is initially infected, the star will keep a large number of infected leaves for a long time with probability very close to 1.
Some of our results in this section are inspired by results obtained by Huang and Durrett in [9, Section 2]. However, we had to adapt their arguments to take advantage of the fact that we can have a large fitness value associated to the root of the star. Throughout this section, we assume that the random variable \( \mathcal{F} \) takes values in \([\vartheta, \infty)\) for some \( \vartheta > 0 \).

We start this section by proving a lower bound for the probability to transfer the infection from one vertex to another in a graph consisting of a single path conditionally on the associated fitness values.

**Lemma 5.1.** Let \( r \) be an arbitrary non-negative integer and \( f \geq \vartheta \) a real number. Let \( \mathcal{C}_r \) be a graph consisting of a single path of length \( r \) on the vertices \( v_0, \ldots, v_r \) with associated fitness values \( \mathbb{F}(\mathcal{C}_r) := \{\mathcal{F}_{v_0}, \ldots, \mathcal{F}_{v_r}\} \). Consider \((X_i) \sim \mathbf{CP}(\mathcal{C}_r, 1_{v_0})\) the contact process on \( \mathcal{C}_r \) where \( v_0 \) is initially infected. Then there exists a constant \( \gamma > 0 \) such that

\[
\mathbb{P}_\mathcal{F}\left( v_r \in \bigcup_{s \leq 2r} X_s \right) = \mathbb{P}\left( v_r \in \bigcup_{s \leq 2r} X_s \mid \mathbb{F}(\mathcal{C}_r), v_0 \in X_0 \right) \geq \left( 1 - e^{-\gamma r} \right) \prod_{i=1}^r \frac{\lambda \mathcal{F}_{v_{i-1}} \mathcal{F}_{v_i}}{1 + \lambda \mathcal{F}_{v_{i-1}} \mathcal{F}_{v_i}}.
\]

Moreover, on the event that \( \{\mathcal{F}_{v_0} \geq f, \mathcal{F}_{v_r} \geq f\} \) we have that

\[
\mathbb{P}\left( v_r \in \bigcup_{s \leq 2r} X_s \mid \mathbb{F}(\mathcal{C}_r), v_0 \in X_0 \right) \geq \left( 1 - e^{-\gamma r} \right) C_{\lambda,f} \left( \frac{\lambda \vartheta^2}{\lambda \vartheta^2 + 1} \right)^r,
\]

where

\[
C_{\lambda,f} := \left( \frac{\lambda \vartheta^2 + 1}{\lambda \vartheta^2} \right)^2 \left( \frac{\lambda f \vartheta}{1 + \lambda f \vartheta} \right)^2.
\]

**Proof.** We emphasize here that the notation \( \mathbb{P}_\mathcal{F}(\cdot) \) corresponds to the conditional probability on the fitness and also that we start with \( v_0 \) initially infected. Let \( r \) be an arbitrary non-negative integer. First, we need to establish some appropriate notation. We define the sequence of times \((s_i)_{i \geq 0}\) by setting \( s_0 = 0 \) and for \( i \in \{1, \ldots, r\} \) defining

\[
s_i := \inf\{s \geq s_{i-1} : v_{i-1} \text{ recovers or infects } v_i \text{ at time } s\}.
\]

Denote \( T = \sum_{i=1}^r t_i \) where \( t_i := s_i - s_{i-1} \). Also denote the events

\[
B_i := \{v_{i-1} \text{ infects } v_i \text{ before recovering}\} \quad \text{and} \quad B = \bigcap_{i=1}^r B_i.
\]

We begin by noting that from the definition of the event \( B \) and the definition of \( T \) we can obtain the following lower bound

\[
\mathbb{P}_\mathcal{F}\left( v_r \in \bigcup_{s \leq 2r} X_s \right) \geq \mathbb{P}_\mathcal{F}(B \cap \{T \leq 2r\}) = \mathbb{P}_\mathcal{F}(T \leq 2r \mid B) \mathbb{P}_\mathcal{F}(B). \tag{5.2}
\]

Now, we shall establish lower bounds for the two probabilities on the right-hand side above. Conditioning on the fitness and also on the event \( \{v_{i-1} \in X_{s_{i-1}}\} \), we know that the probability that \( v_{i-1} \) infects \( v_i \) before recovering is given by

\[
\mathbb{P}_{\{\mathcal{F}_{v_{i-1}} \mathcal{F}_{v_i}\}}\left( B_i \mid v_{i-1} \in X_{s_{i-1}} \right) = \frac{\lambda \mathcal{F}_{v_{i-1}} \mathcal{F}_{v_i}}{1 + \lambda \mathcal{F}_{v_{i-1}} \mathcal{F}_{v_i}}.
\]
where here we denote by \( \mathbb{P}(\mathcal{F}_{v_i-1}, \mathcal{F}_{v_i}) \cdot \) the conditional probability \( \mathbb{P}(. | \{\mathcal{F}_{v_i-1}, \mathcal{F}_{v_i}\}) \). This implies that

\[
\mathbb{P}_B(B) = \prod_{i=1}^{r} \mathbb{P}(\mathcal{F}_{v_i-1}, \mathcal{F}_{v_i})(B_i | v_i-1 \in X_{s_i-1}) = \prod_{i=1}^{r} \frac{\lambda F_{v_i-1} F_{v_i}}{1 + \lambda F_{v_i-1} F_{v_i}}. \tag{5.3}
\]

On the other hand, by an application of Markov’s inequality and by the definition of \( B \) and \( T \), for any \( \theta > 0, \)

\[
\mathbb{P}_T(T \geq 2r | B) = \mathbb{P}_F(e^{\theta T} \geq e^{2r | B}) \leq e^{-2\theta r} \mathbb{E}_F[e^{\theta T} | B] \leq e^{-2\theta r} \prod_{i=1}^{r} \mathbb{E}(\mathcal{F}_{v_i-1}, \mathcal{F}_{v_i})[e^{\theta t_i} | B_i \cap \{v_i-1 \in X_{s_i-1}\}]
\]

By conditioning on the event \( B_i \cap \{v_i-1 \in X_{s_i-1}\} \) we obtain that \( t_i \) has an exponential distribution with parameter \((1 + \lambda F_{v_i-1} F_{v_i})\). Therefore, we can couple \( t_i \) with a random variable \( \tau_i \) with an exponential distribution with parameter 1 such that \( t_i \leq \tau_i \) almost surely. Then, following the standard argument for a large deviation bound, we obtain that

\[
\mathbb{P}_T(T \geq 2r | B) \leq e^{-2\theta^* r + r \log \phi(\theta^*)},
\]

where \( \phi(\theta^*) = \mathbb{E}[e^{\theta^* \tau_i}] \). Now, note that

\[
\lim_{\theta^* \to 0} \frac{\log(\phi(\theta^*))}{\theta^*} = \mathbb{E}[\tau_i] = 1.
\]

Therefore, by choosing \( \theta^* > 0 \) small enough, we can deduce that there exists \( \gamma > 0 \) such that

\[
\mathbb{P}_T(T \geq 2r | B) \leq e^{-r \gamma}. \tag{5.4}
\]

Plugging (5.3) and (5.4) back into (5.2), we now see that

\[
\mathbb{P}_T(v_r \in \bigcup_{s \leq 2r} X_s) \geq (1 - e^{-\gamma r}) \prod_{i=1}^{r} \frac{\lambda F_{v_i-1} F_{v_i}}{1 + \lambda F_{v_i-1} F_{v_i}}.
\]

For the second part, we fix \( f \geq \vartheta \). Then, on the event \( \{\mathcal{F}_{v_0} \geq f, \mathcal{F}_{v_r} \geq f\} \) and using that \( \mathcal{F}_{v_i} \geq \vartheta \), we obtain

\[
\prod_{i=1}^{r} \frac{\lambda F_{v_i-1} F_{v_i}}{1 + \lambda F_{v_i-1} F_{v_i}} \geq \left( \frac{\lambda \vartheta^2}{1 + \lambda \vartheta^2} \right)^{-2} \left( \frac{\lambda f \vartheta}{1 + \lambda f \vartheta} \right)^2,
\]

which yields the desired result. \( \square \)

Let \( G_k \) be a star of size \( k \), that is, \( G_k \) consists of a root \( \rho \) and \( k \) other vertices each connected only to \( \rho \), denoted by \( v_1, \ldots, v_k \). Let \( (X_t) \sim \text{CP}(G_k; 1_\rho) \) denote the inhomogeneous contact process on \( G_k \) with the root initially infected. Define \( (X_t^0) \) to be the modification of \( (X_t) \)
in such a way that the fitness values for the leaves satisfy $F_{v_1} = \cdots = F_{v_k} = \vartheta$ and the fitness of the root is $F_\rho = f \geq \vartheta$. Note that the contact process $(X^0_t)$ may be considered as a contact process without fitness and with rate parameter $\tilde{\lambda} := \lambda f \vartheta$. Now, on the event \{\(F_\rho \geq f\)\} and taking into account that the random variable $F$ takes values in $[\vartheta, \infty)$, we have

$$\lambda f \vartheta \leq \lambda F_{v_j} F_\rho$$

for every $j = 1, \ldots, k$.

Thus by monotonicity of the contact process in the rate parameter, as discussed in Section 3, we have $X^0_t \subset X_t$ on the event \{\(F_\rho \geq f\)\}. Moreover, on a star the dynamics of $X^0_t$ are the same as that of a standard contact process, but where the infection rate is $\lambda f \vartheta$. In particular, we can use some of the results in Section 2 of Huang and Durrett [10] (see also [4, Lemma 2.2]) describing the persistence of the infection on a star. Some of the results can be taken over directly, however, others need to be adapted so that we can make full use of the fact that we have the extra flexibility of making $f$ large enough.

When considering the process $(X^0_t)$, write the state of the star as $(m, n)$ where $m$ is the number of infected leaves and $n = 0$ or $1$ if the center is healthy or infected, respectively. Throughout, we will write $\Lambda^0_t \subset X^0_t$ for the set of infected leaves. Also, we will write $\mathbb{P}_{(m, n)}$ if we are conditioning on $X^0_0 = (m, n)$.

As in [4, 10], we will reduce the dynamics to a one-dimensional chain, by concentrating on the first coordinate (i.e. we will count the number of infected leaves). As a first step, we will ignore the times when the centre is not infected and as a second step we will stop the dynamics when we reach a certain level $L$ of infected leaves. We can then define a suitable time-homogeneous Markov chain that lower bounds the number of infected leaves (running on a clock ignoring times when the centre is not infected).

To deal with the number of leaves that recover while the root is not infected, we note that when the state is $(m, 0)$ for some $m > 0$, the next event will occur after an exponential time with mean $1/(m \lambda f \vartheta + m)$. The probability that the root is reinfected first is $\lambda f \vartheta / (\lambda f \vartheta + 1)$. Denote by $\mathfrak{N}$ the number of infected leaves that will recover while the center is healthy. Thus $\mathfrak{N}$ has a shifted geometric distribution with success probability $\lambda f \vartheta / (\lambda f \vartheta + 1)$, i.e.

$$\mathbb{P}(\mathfrak{N} = j) = \left(\frac{1}{\lambda f \vartheta + 1}\right)^j \left(\frac{\lambda f \vartheta}{\lambda f \vartheta + 1}\right), \quad j \geq 0$$

(5.5)

Fix $\lambda > 0, k \geq 1$ and $f \geq \vartheta$ and set a cut-off level

$$L = \left\lceil\frac{\lambda f \vartheta k}{1 + 2 \lambda f \vartheta}\right\rceil.$$ 

(5.6)

If we modify the chain so that the infection rate is 0 when the number of infected leaves is $\geq L$, then we can couple the number of infected leaves to a process $(Y_t)_{t \geq 0}$ with the following dynamics

| Jump | At Rate |
|------|---------|
| $Y_t \to Y_t - 1$ | $L$ |
| $Y_t \to \min\{Y_t + 1, L\}$ | $\lambda f \vartheta (k - L)$ |
| $Y_t \to Y_t - \mathfrak{N}$ | 1 |

(5.7)
so that the process \((Y_t)_{t \geq 0}\) stays below the number of infected leaves (ignoring times when the centre is not infected) as long as the original process has not hit the state \((0,0)\) yet. For convenience, we do not stop the process after hitting a state below 0 and instead we are careful to apply the coupling only up to the hitting of \((0,0)\).

The following lemma shows that \(|\Lambda_0^0|\) hits level \(L\) before the process dies out with high probability. Also, we show that the first time \((Y_t)\) hits \(L\) has small expectation. Our result is similar to [10, Lemma 2.5] and [4, Lemma 2.3], however we need to adapt their arguments to give useful estimates also for large fitness.

To formalize these statements, denote for the original chain for any \(A \geq 0\),

\[T_A = \inf\{t \geq 0 : |\Lambda_0^0| \geq A\}, \quad T_{0,0} = \inf\{t \geq 0 : X_{t}^0 = (0,0)\}.\]

Moreover, for \((Y_t)\) define for \(A \geq 0\),

\[T_A^Y = \inf\{t \geq 0 : Y_t \geq A\} \quad \text{and} \quad R_0^Y = \inf\{t \geq T_Y^Y : Y_t \leq 0\}.\]

In the following lemma, we will also consider the embedded discrete time process \((Z_n)\) of \((Y_t)\) obtained by looking at \(Y_t\) only at its jump times. This process has the property that for either \(f\) or \(k\) large enough \((1 + \lambda f \vartheta/2)^{-Z_n}\) is a supermartingale while \(Z_n \in (0,L)\). The proof follows from similar arguments as those used in [10, Lemma 2.1].

**Lemma 5.2.** Let \(\lambda > 0\) be fixed. Consider the stochastic process \((Y_t)\) defined in (5.7) and the contact process \((X_{t}^0)\). Then for either \(f\) or \(k\) large enough we have

\[
\mathbb{P}_{(0,1)}(T_L > T_{0,0}) \leq \frac{c}{\lambda f \vartheta k^{1/3}} \quad \text{and} \quad \mathbb{E}_0[T_L^Y] \leq \frac{\hat{c}}{\lambda f \vartheta},
\]

for some positive constants \(c\) and \(\hat{c}\).

**Remark 5.3.** Note that [10, Lemma 2.5] also states a result for the conditional expected value of \(T_L\). In their proof the authors ignore times when the root is not infected, so that their result for the expected value is really only for \(T_Y^Y\). However, the estimate on the probability is only true for the original process and not for \(Y_t\). We fix this omission by bounding the times when the root is not infected in the next lemma.

**Proof.** Let \(\lambda > 0\), \(k \geq 1\) and \(f \geq \vartheta\) and define

\[K = \left\lceil \frac{\lambda \vartheta (fk)^{1/3}}{1 + 2\lambda \vartheta f^{1/3}} \right\rceil.
\]

Recall the definition of the constant \(L\) given in (5.6) and note that \(K \leq L\). We begin by observing that

\[
\mathbb{P}_{(0,1)}(T_K < T_{0,0}) \geq \prod_{j=0}^{K-1} \frac{(k-j)\lambda f \vartheta}{1+(k-j)\lambda f \vartheta + j};
\]
where the term in the product corresponds to the probability that $|\Lambda^0|$ jumps upwards $K$ times before either the root or one of the leaves recovers. From the latter inequality and using \cite[Lemma 3.4.3]{[citation]}], we have

$$P_{(0,1)}(T_K > T_{0,0}) \leq \prod_{j=0}^{K-1} \left( 1 - \frac{(k-j)\lambda f}{1 + (k-j)\lambda f} \right) \leq \sum_{j=0}^{K-1} \frac{1 + j}{1 + (k-j)\lambda f} \leq \frac{K^2}{(k-K)\lambda f},$$

where in the last inequality we have used that $\{(1+j)/(k-j), j = 0, \ldots, K-1\}$ is increasing in $j$. Using the definition of $K$ we can see that

$$P_{(0,1)}(T_K > T_{0,0}) \leq \frac{c_1\lambda f^2/3}{(1 + 2\lambda f^{1/3})(k + 2\lambda f^{1/3}k - \lambda f(k)^{1/3})f} \leq \frac{c_2}{\lambda f k^{1/3}},$$

where $c_1$ and $c_2$ are positive constants.

Now, we use the jump process $(Z_n)$ and the fact that for either $f$ or $k$ large enough the process $(1 + \lambda f \vartheta/2)^{-Z_n}$ is a supermartingale while $Z_n \in (0,L)$. We denote by $T^Z_L$ and $R^Z_0$ the analogous hitting time of a level above $L$ and the return time to a level below 0 for the process $(Z_n)$, respectively. Note that, since $(Z_n)$ is obtained from $(Y_t)$ by observing the process only at its jump times, we see that $\{T^Y_L > R^Y_0\} = \{T^Z_L > R^Z_0\}$. By an application of the Optional Stopping Theorem with the bounded stopping time $\tau \wedge n$ where $\tau = R^Z_0 \wedge T^Z_L$, we get

$$E_K [(1 + \lambda f \vartheta/2)^{-Z_{\tau \wedge n}}] \leq E_K [(1 + \lambda f \vartheta/2)^{-Z_0}].$$

By letting $n \to \infty$, we deduce

$$E_K [(1 + \lambda f \vartheta/2)^{-Z_{\tau}}] \leq (1 + \lambda f/2)^{-K},$$

which implies

$$P_K (R^Z_0 < T^Z_L) + \left( 1 - P_K (R^Z_0 < T^Z_L) \right) (1 + \lambda f \vartheta/2)^{-L} \leq (1 + \lambda f \vartheta/2)^{-K}.$$

Discarding the second term on the left-hand side, it follows that

$$P_K (R^Z_0 < T^Z_L) \leq (1 + \lambda f \vartheta/2)^{-K}. \quad \text{(5.8)}$$

To go back to the unmodified process, we use that $\{T_{0,0} < T_L\} \subset \{R^Z_0 < T^Z_L\}$, so that we can apply \cite[(5.8)]{[citation]}. Combined with the strong Markov property we obtain

$$P_{(0,1)}(T_L > T_{0,0}) \leq P_{(0,1)}(T_K > T_{0,0}) + P_{(0,1)}(T_L > T_{0,0} | T_K < T_{0,0}) P_{(0,1)}(T_K < T_{0,0}) \leq P_0 (T^Y_K > R^Y_0) + P_{(K,1)} (T_L > T_{0,0}) \leq P_0 (T^Y_K > R^Y_0) + P_K (R^Z_0 < T^Z_L).$$
Then, combining with the above estimates, we have the first claim of the lemma, that is, for $f$ and $k$ large enough
\[
P_{(0,1)}(T_L > T_{0,0}) \leq \frac{c_2}{\lambda f \vartheta k^{1/3}} + (1 + \lambda f \vartheta / 2)^{-K} \leq \frac{c_3}{\lambda f \vartheta k^{1/3}},
\]
for some positive constant $c_3$.

To deal with the second claim of the lemma, recall the random variable $\mathcal{R}$ defined in (5.3) with $\mathbb{E}_0[\mathcal{R}] = (\lambda f \vartheta)^{-1}$. From the definition of the process, we can calculate the drift of $Y_t$ before time $T_L^\gamma$ as
\[
\mu_{\lambda,f} = -L + \lambda f \vartheta (k - L) - \frac{1}{\lambda f \vartheta},
\]
so that $(Y_t - \mu_{\lambda,f} t)$ is a martingale when stopped at $T_L^\gamma$. An application of the Optimal Stopping Theorem with the bounded stopping time $T_L^\gamma$ and $t$, tell us that
\[
\mathbb{E}_0[\mathcal{Y}_{T_L^\gamma \wedge t}] - \mu_{\lambda,f}\mathbb{E}_0[T_L^\gamma \wedge t] = \mathbb{E}_0[Y_0] = 0.
\]
Furthermore, since $\mathbb{E}_0[\mathcal{Y}_{T_L^\gamma \wedge t}] \leq L$, it follows that for either $f$ or $k$ large enough
\[
\mathbb{E}_0[T_L^\gamma \wedge t] \leq \frac{L}{\mu_{\lambda,f}} = \frac{1}{-1 + \lambda f \vartheta k L^{-1} - \lambda f \vartheta - (\lambda f \vartheta L)^{-1}} \leq \frac{c_4}{\lambda f \vartheta}.
\]
Taking $t \to \infty$ we get $\mathbb{E}_0[T_L^\gamma] \leq c_4/\lambda f \vartheta$.

By combining the two results of the previous lemma with an estimate on the time that the root of the star is not infected, we can show that the process reaches $L$ infected leaves before time $f k^{2/3}$ with high probability for either $f$ or $k$ large.

**Lemma 5.4.** Let $G_k$ be a star with leaves $v_1, \ldots, v_k$ and root $\rho$. Consider the contact process $(X_t^0) \sim \text{CP}(G_k; 1_\rho)$. Let $\lambda > 0$ be fixed. Then for either $f$ or $k$ large enough, we have
\[
P_{(0,1)}(T_L > f k^{2/3}) \leq \frac{c}{\lambda f \vartheta k^{1/3}} + \frac{\tilde{c}_1}{\lambda f^2 k^{2/3} \vartheta} \max\{1, \frac{1}{\lambda f \vartheta}\} + e^{-\tilde{c}_2 f k^{2/3}} + e^{-\tilde{c}_3 f^2 \vartheta k^{2/3}},
\]
where $\tilde{c}_1, \tilde{c}_2$ and $\tilde{c}_3$ are positive constants.

**Proof.** Fix $\lambda > 0$. Recall the process $(Y_t)$ given in (5.7) and its corresponding stopping times $T_L^\gamma$ and $R_0^\gamma$. We begin by letting the stochastic process $(\Gamma_t)_{t \geq 0}$ denote the number of infected leaves, where we ignore times when the root is not infected. Let us now introduce the stopping time $T_L^\Gamma = \inf\{t > 0 : \Gamma_t \geq L\}$. Then, by definition we have $T_L \geq T_L^\Gamma$ a.s.. Moreover, on the event that $T_L < T_{0,0}$, we have that $T_L^\Gamma \leq T_L^\gamma$.

Let us denote $g(k) = f k^{2/3}$ and choose $\epsilon > 0$ as
\[
\epsilon := \min\{1, \lambda f \vartheta\}/4.
\]
Observe that
\[
P_{(0,1)}(T_L > g(k)) \leq P_{(0,1)}(T_L^\Gamma \geq \epsilon g(k)) + P_{(0,1)}(T_L > g(k), T_L^\Gamma < \epsilon g(k)).
\]
(5.9)
Our objective is now to find upper bounds for both probabilities on the right-hand side above. First, we deal with the first of these probabilities. Note that

\[
\mathbb{P}(0, 1) \left( T_L^\Gamma \geq \epsilon g(k) \right) \leq \mathbb{P}(0, 1) \left( T_L > T_{0,0} \right) + \mathbb{P}(0, 1) \left( T_L^\Gamma \geq \epsilon g(k), T_L < T_{0,0} \right)
\]

\[
\leq \frac{c}{\lambda f \vartheta k^{1/3}} + \mathbb{P}_0 \left( T_L^\Gamma \geq \epsilon g(k) \right),
\]

where we used the first part of Lemma 5.2. By the second part of the same lemma and Markov’s inequality, we also have that

\[
\mathbb{P}_0 \left( T_L^\Gamma \geq \epsilon g(k) \right) \leq \frac{\mathbb{E}_0[T_L^\Gamma]}{\epsilon g(k)} \leq \frac{\tilde{c}}{\epsilon g(k) \lambda f \vartheta}.
\]

Combining, we obtain

\[
\mathbb{P}(0, 1) \left( T_L^\Gamma \geq \epsilon g(k) \right) \leq \frac{c}{\lambda f \vartheta k^{1/3}} + \frac{\tilde{c}}{\epsilon g(k) \lambda f \vartheta}.
\]

To estimate the second term in (5.9), let \( \ell_t \) denote the amount of time until that the process \( (X^0_t) \) spends in the states when the root is not infected, i.e.

\[
\ell_t = \left| \{ s \leq t : X^0_s = (j, 0), \text{ for some } j \in \{0, 1, \ldots, k\} \} \right|,
\]

where \( | \cdot | \) denotes the Lebesgue measure. Note that as \( T_L = T_L^\Gamma + \ell_T \), it follows that

\[
\mathbb{P}(0, 1) \left( T_L > g(k), T_L^\Gamma < \epsilon g(k) \right) \leq \mathbb{P}(0, 1) \left( T_L^\Gamma < \epsilon g(k), \ell_T > (1 - \epsilon) g(k) \right). \tag{5.10}
\]

Now, we recall the random variable \( \mathfrak{N} \) defined in (5.3). Denote by \( m_t \) the number of times that the process \( (\Gamma_t) \) makes a downward jump with the same distribution as \( \mathfrak{N} \) until time \( t \). Note that if the current state is \( (i, 0) \) with \( i \geq 1 \), then the time until either the next jump down happens or when the root is re-infected is given by an exponential random variable with distribution \( \text{Exp}(i(1 + \lambda f \vartheta)) \). Such a random variable is stochastically dominated by another random variable that has distribution \( \text{Exp}(1 + \lambda f \vartheta) \). Hence, each time period when the root is healthy can be dominated by

\[
\sum_{i=1}^{\mathfrak{N}+1} E_i,
\]

where for each \( i = 1, \ldots, \mathfrak{N} + 1 \) the random variables \( E_i \) have independent \( \text{Exp}(1 + \lambda f \vartheta) \) distributions. Thus on the event, \( \{ T_L^\Gamma < \epsilon g(k) \} \), we deduce that

\[
\ell_T \leq \sum_{j=1}^{m_T^\Gamma} \sum_{i=1}^{\mathfrak{N}+1} E_i^{(j)} \leq \sum_{j=1}^{m_{\epsilon g(k)}} \sum_{i=1}^{\mathfrak{N}+1} E_i^{(j)}
\]

where the random variables \( E_i^{(j)} \) have \( \text{Exp}(1 + \lambda f \vartheta) \) distributions and \( \mathfrak{N}_j \) are independent random variables with the same distribution as \( \mathfrak{N} \). Further, as \( \mathfrak{N}_j \) has a shifted geometric distribution, straightforward computations show that for each \( j \),

\[
\tilde{T}_j := \sum_{i=1}^{\mathfrak{N}_j+1} E_i^{(j)}
\]
has an exponential distribution with parameter \( \lambda f \vartheta \). Denote \( a := (1 - \epsilon)(2\epsilon)^{-1} \). It follows by a large deviation bound that
\[
\mathbb{P}_{(0,1)}(T_L^T < \epsilon g(k), \ell_{T_L} > (1 - \epsilon)g(k), m_{eg(k)} \leq 2\epsilon g(k)) \\
\quad \leq \mathbb{P}_{(0,1)}\left(\sum_{j=1}^{2\epsilon g(k)} T_j > (1 - \epsilon)g(k)\right) \\
\quad \leq e^{-[2\epsilon g(k)]I(a)},
\]
using that \( \mathbb{E}[\tilde{T}_j] = 1/(\lambda f \vartheta) \leq (1 - \epsilon)/(2\epsilon) \) by the definition of \( \epsilon \) and where \( I(a) \) is the rate function of an \( \text{Exp}(\lambda f \vartheta) \)-random variable, i.e.
\[
I(a) := \sup_{t \geq 0} \left( ta - \log \mathbb{E}[e^{t\tilde{T}_j}] \right) = a\lambda f \vartheta - 1 - \log(a\lambda f \vartheta).
\]
Note that if \( \lambda f \vartheta \geq 1 \), then \( \epsilon = 1/4 \) and \( a = 3/2 \). Moreover, in this case using that \( x - 1 - \log x \geq x/20 \) for \( x \geq 3/2 \), we have that
\[
I(a) = \frac{3}{2} \lambda f \vartheta - 1 - \log\left(\frac{3}{2} \lambda f \vartheta\right) \geq \frac{1}{20} \lambda f \vartheta.
\]
Conversely, if \( \lambda f \vartheta \leq 1 \), then \( \epsilon = \lambda f \vartheta/4 \) and
\[
a\lambda f \vartheta \geq 2 - \frac{1}{2} \lambda f \vartheta \geq \frac{3}{2},
\]
so that by the same bound as before \( I(a) \geq a\lambda f \vartheta/20 \geq 3/40 \). Combining both cases, we deduce that for \( k \) or \( f \) sufficiently large
\[
\mathbb{P}_{(0,1)}(T_L^T < \epsilon g(k), \ell_{T_L} > (1 - \epsilon)g(k), m_{eg(k)} < 2\epsilon g(k)) \leq e^{-\tilde{c}\lambda f \vartheta g(k)},
\]
where \( \tilde{c} \) is a positive constant. In addition, note that the random variable \( m_{eg(k)} \) has a Poisson distribution with parameter \( \epsilon g(k) \). Then appealing again to a large deviation, we obtain
\[
\mathbb{P}_{(0,1)}(m_{eg(k)} > 2\epsilon g(k)) \leq e^{-\tilde{c}_1\epsilon g(k)},
\]
for some constant \( \tilde{c}_1 > 0 \). Therefore
\[
\mathbb{P}_{(0,1)}(T_L^T < \epsilon g(k), \ell_{T_L} > (1 - \epsilon)g(k)) \\
\quad \leq \mathbb{P}(m_{eg(k)} > 2\epsilon g(k)) + \mathbb{P}_{(0,1)}(T_L^T < \epsilon g(k), \ell_{T_L} > (1 - \epsilon)g(k), m_{eg(k)} < 2\epsilon g(k)) \\
\quad \leq e^{-\tilde{c}\epsilon g(k)} + e^{-\lambda f \vartheta g(k)}.
\]
Substituting the estimates back into (5.9), we obtain
\[
\mathbb{P}_{(0,1)}(T_L > g(k)) \leq \mathbb{P}_{(0,1)}(T_L^T > \epsilon g(k)) + \mathbb{P}_{(0,1)}(T_L > g(k), T_L^T < \epsilon g(k)) \\
\quad \leq \frac{c}{\lambda f \vartheta k^{1/3}} + \frac{\tilde{c}}{\epsilon g(k)\lambda f \vartheta} + e^{-\tilde{c}_1\epsilon g(k)} + e^{-\lambda f \vartheta g(k)}.
\]
This concludes the proof. \( \Box \)
The following lemma, proved by Huang and Durrett in \([10]\), will be useful for our next result.

**Lemma 5.5** (\([10]\), Lemma 2.4). Let \(k\) be an arbitrary non-negative integer and \(f \geq \vartheta\) a real number. Let \(G_k\) be a star with leaves \(v_1, \ldots, v_k\) and root \(\rho\). Consider the contact process \((X^0_t) \sim \text{CP}(G_k; 1, v_1, \ldots, v_k)\) where \(\rho\) and \(L = [\lambda f \vartheta k/(1+2\lambda f \vartheta)]\) leaves are initially infected. Then, for any \(\epsilon \in (0, 1/2)\), we have

\[
P_{(L,1)} \left( \inf_{0 \leq t \leq S} |X^0_t| \leq \epsilon L \right) \leq (3 + \lambda f \vartheta)(1 + \lambda f \vartheta/2)^{-\epsilon L},
\]

where

\[
S = \frac{1}{4k}(1 + \lambda f \vartheta/2)^{L(1-2\epsilon)^{-1}}.
\]  

(5.11)

The next lemma tells us that if either \(f\) or \(k\) are large enough, then beginning with only vertex \(\rho\) infected at time 0, the number of infected leaves during the time interval \([fk^{2/3}, S]\) is at least \(\epsilon L\) with high probability. By choosing \(\epsilon < 1/10\) we can guarantee even for \(k \geq 5\) fixed and \(f \to \infty\) that \(S \gg fk^{2/3}\). In the case when \(k \to \infty\) this holds automatically since \(S\) grows exponentially. We recall that \(\Lambda_t \subset X_t\) is the set of infected neighbours of \(\rho\) at time \(t\).

**Lemma 5.6.** Let \(k \geq 5\) be an integer and \(f \geq \vartheta\) a real number. Let \(G_k\) be a star of size \(k\) with root \(\rho\). Consider \((X_t) \sim \text{CP}(G_k; 1, \rho)\) the inhomogeneous contact process on \(G_k\). Fix \(\lambda > 0\), then for any \(\epsilon \in (0, 1/10)\), we have for either \(f\) or \(k\) large enough that on the event \(\mathcal{F}_\rho \geq f\)

\[
P_{(0,1)} \left( \inf_{fk^{2/3} \leq t \leq S} |\Lambda_t| \leq \epsilon L \mid \mathbb{F} \right) \leq R(f, k, \lambda),
\]

where

\[
R(f, k, \lambda) = \frac{c}{\lambda f \vartheta k^{1/3}} + \frac{c_1}{\lambda f k^{2/3} \vartheta} \max \left\{ 1, \frac{1}{\lambda f \vartheta} \right\} + e^{-c_2 f k^{2/3}} + e^{-c_3 f \vartheta k^{2/3}} + c_2, \tag{5.12}
\]

with \(c, c_i (i = 1, 2, 3)\) and \(c_2\) are positive constants.

**Proof.** Fix \(\lambda > 0\). Here we use the notation \(\mathbb{P}(\cdot) := \mathbb{P}(\cdot \mid \mathbb{F})\). We begin by noting that on the event \(\{\mathcal{F}_\rho \geq f\}\) and by monotonicity we have

\[
\left\{ \inf_{fk^{2/3} \leq t \leq S} |\Lambda_t| \leq \epsilon L \right\} \subset \left\{ \inf_{fk^{2/3} \leq t \leq S} |\Lambda^0_t| \leq \epsilon L \right\}.
\]

Then it is enough to prove the estimate for the process \((\Lambda^0_t)_{t \geq 0}\). By the strong Markov property applied at \(T_L\) on the event that \(T_L < fk^{2/3}\) and using that at \(T_L\) the root is necessarily infected, we note that

\[
P_{(0,1)} \left( \inf_{fk^{2/3} \leq t \leq S} |\Lambda^0_t| \leq \epsilon L \right) = P_{(0,1)} \left( \inf_{fk^{2/3} \leq t \leq S} |\Lambda^0_t| \leq \epsilon L, \ T_L \geq fk^{2/3} \right)
\]

\[
+ P_{(0,1)} \left( \inf_{fk^{2/3} \leq t \leq S} |\Lambda^0_t| \leq \epsilon L, \ T_L < fk^{2/3} \right) \tag{5.13}
\]

\[
\leq P_{(0,1)}(T_L \geq fk^{2/3}) + P_{(L,1)} \left( \inf_{0 \leq t \leq S} |\Lambda^0_t| \leq \epsilon L \right).
\]

(5.13)
Now, appealing to Lemma \textbf{5.5}, we have for any \( \epsilon \in (0, 1/2) \) and for either \( f \) or \( k \) large enough,
\[
\mathbb{P}_{(L, 1)} \left( \inf_{0 \leq t \leq S} |\Lambda_t^0| \leq \epsilon L \right) \leq \frac{c_2}{f k},
\]
for some \( c_2 > 0 \). Plugging this back into (5.13) and using Lemma \textbf{5.4}, we get the desired result.

One more lemma will be needed for the next section, so we record it now. The result describes the behaviour of the contact process on a graph consisting of a star with a single path joined to one of its leaves. We give a lower bound for the probability that the vertex on the path that is furthest from the root will be infected, if we start with the root of the star infected. This is a similar result to \textbf{[10, Lemma 3.2]}.

**Lemma 5.7.** Let \( r \geq 1, k \geq 5 \) be integers, and \( f \geq \vartheta \) a real number. Let \( G_k \) be the star of size \( k \) with root \( \rho \) and leaves \( v_1, \ldots, v_k \), to which has been added a single path of length \( r \) of descendants of some child \( v_i \) of \( \rho \). Denote by \( C_r \) the path with vertices \( u_1, \ldots, u_r \) with \( u_1 = v_i \) and associated fitness values \( \{F_{u_1}, \ldots, F_{u_r}\} \). Consider \( (X_t) \sim \text{CP}(G_k \cup C_r, \{1\}) \) the inhomogeneous contact process on \( G_k \cup C_r \), where \( \rho \) is initially infected. Then, for any \( s \in [S/2, S] \) and either \( f \) or \( k \) large enough, we have on the event \( \{F_{u_r} \geq f, F_{\rho} \geq f\} \) that
\[
\mathbb{P}_{(0, 1)}(u_r \notin X_s \text{ for all } s \in [0, \tilde{S}] \mid \mathbb{F}) \leq \left( 1 - \frac{C_{\lambda, f}}{\lambda^{\vartheta^2}} \right)^{S/(4f^{2} + 1)} + R(f, k, \lambda),
\]
where
\[
\tilde{S} = (1 - e^{-\lambda \vartheta f L})(1 - e^{-\gamma})\lambda^{\vartheta^2} \quad \text{and} \quad \lambda = \frac{\lambda^{\vartheta^2}}{\lambda^{\vartheta^2} + 1}.
\]
The terms \( S, C_{\lambda, f} \) and \( R(f, k, \lambda) \) were defined in (5.11), (5.1) and (5.12), respectively.

**Proof.** Let \( m := \lceil \tilde{S}(2r + 1)^{-1} \rceil \) and \( m_0 := \lceil f k^{2/3} (2r + 1)^{-1} \rceil \). Since either \( f \) or \( k \) are large enough we can assume that \( f k^{2/3} \leq S/4 \) and w.l.o.g. \( m_0 \leq m \). Here we use the notation \( \mathbb{P}(\cdot) := \mathbb{P}(\cdot \mid \mathbb{F}) \) and we add the subscript \( \mathbb{P}_{(0, 1)} \) when only the root is initially infected. Begin by noting that
\[
\mathbb{P}_{(0, 1)} \left( u_r \notin X_s \text{ for all } s \in [0, \tilde{S}] \right) \leq \mathbb{P}_{(0, 1)}(B^c)
\]
\[+ \mathbb{P}_{(0, 1)}(u_r \notin X_s \text{ for all } s \in [0, m(2r + 1)], B),
\]
where
\[
B := \left\{ \inf_{f k^{2/3} \leq s \leq S} |\Lambda_s| \geq \epsilon L \right\}
\]
and \( |\Lambda_t| \) is the number of infected leaves of \( \rho \) at time \( t \). From Lemma \textbf{5.6} we know for \( f \) and \( k \) large enough that
\[
\mathbb{P}_{(0, 1)}(B^c) \leq R(f, k, \lambda),
\]
where \( R(f, k, \lambda) \) was defined in (5.12). The proof is thus complete as soon as we can show that for \( f \) and \( r \) sufficiently large
\[
\mathbb{P}_{(0, 1)}(u_r \notin X_s \text{ for all } s \in [0, m(2r + 1)], B) \leq \left( 1 - \frac{C_{\lambda, f}}{\lambda^{\vartheta^2}} \right)^m.
\]
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Define the sequence of times \( t_0 = 0 \) and \( t_i = (2r + 1)i \) for \( i \in \{1, \ldots, m \} \). For fixed \( i \in \{0, \ldots, m - 1 \} \), let us define \( \tau_i := \inf \{ u \geq t_i : \rho \in X_u \} \),

\[
B_i := \left\{ \inf_{s \in [t_i, \tau_i \wedge t_{i+1}]} |A_s| \geq \epsilon L \right\} \quad \text{and} \quad A_i := \{ u_r \notin X_s \text{ for all } s \in [t_i, t_{i+1}] \}.
\]

Thus, with this notation we have

\[
\mathbb{P}_{(0,1)} (u_r \notin X_s \text{ for all } s \in [0, m(2r + 1)], \mathcal{B}) \leq \mathbb{P}_{(0,1)} \left( \bigcap_{i=m_0}^{m-1} A_i, \bigcap_{i=m_0}^{m-1} B_i \right).
\]

Since \( B_{\tau_i} \in \mathcal{F}_{\tau_i}, \tau_i \text{ is } \mathcal{F}_{\tau_i} \)-measurable and \( \mathcal{F}_{\tau_i} \subset \mathcal{F}_{\tau_i} \), we deduce

\[
\mathbb{P} (u_r \in X_s \text{ for some } s \in [t_i, t_{i+1}] \mid B_{\tau_i}, \mathcal{F}_{\tau_i}) \geq \mathbb{P} (\{ u_r \in X_s \text{ for some } s \in [\tau_i, t_{i+1}] \} \cap \{ \tau_i \leq t_i + 1 \} \mid B_{\tau_i}, \mathcal{F}_{\tau_i}) \geq \mathbb{E} \left( 1_{\{\tau_i \leq t_i + 1\}} \mathbb{P} (u_r \in X_s \text{ for some } s \in [\tau_i, \tau_i + 2r] \mid \mathcal{F}_{\tau_i}) \mid B_{\tau_i}, \mathcal{F}_{\tau_i} \right).
\]

Now note that by an application of the strong Markov property and monotonicity, we obtain

\[
\mathbb{P} (u_r \in X_s \text{ for some } s \in [\tau_i, \tau_i + 2r] \mid \mathcal{F}_{\tau_i}) \geq \mathbb{P} (u_r \in X_s \text{ for some } s \in [0, 2r] \mid X_0 = \{ \rho \}) \geq (1 - e^{-\gamma}) C_{\lambda, f} \hat{\lambda}^r,
\]

where we used Lemma 5.1 together with the fact that \( 1 - e^{-\gamma} \leq 1 - e^{-\gamma r} \) holds for \( r \geq 1 \) in the last step. In addition, under \( B_{\tau_i} \), the probability that \( \tau_i \leq t_i + 1 \) is bounded from below by the probability that one of the \( L \) exponential clocks with rate \( \lambda \theta f \) attached to the leaves rings before time 1, i.e.

\[
\mathbb{P} (\tau_i \leq t_i + 1 \mid B_{\tau_i}, \mathcal{F}_{\tau_i}) \geq 1 - e^{-\lambda \theta f L}.
\]

Combining the estimates, we have that

\[
\mathbb{P} (u_r \notin X_s \text{ for all } s \in [t_i, t_{i+1}] \mid B_{\tau_i}, \mathcal{F}_{\tau_i}) \leq 1 - (1 - e^{-\lambda \theta f L})(1 - e^{-\gamma}) C_{\lambda, f} \hat{\lambda}^r.
\]

Therefore, by the tower property

\[
\mathbb{P}_{(0,1)} \left( \bigcap_{i=m_0}^{m-1} A_i \cap B_{\tau_i} \right) = \mathbb{E}_{(0,1)} \left( \prod_{i=m_0}^{m-2} A_i \cap B_{\tau_i} \mathbb{P} (u_r \notin X_s \text{ for all } s \in [t_{m-1}, t_m] \mid B_{\tau_{m-1}}, \mathcal{F}_{\tau_{m-1}}) \right) \leq \mathbb{E}_{(0,1)} \left( \prod_{i=m_0}^{m-2} A_i \cap B_{\tau_i} \mathbb{P} (u_r \notin X_s \text{ for all } s \in [t_{m-1}, t_m] \mid B_{\tau_{m-1}}, \mathcal{F}_{\tau_{m-1}}) \right).
\]

Using the previous bound and iterating,

\[
\mathbb{P}_{(0,1)} (u_r \notin X_s \text{ for all } s \in [0, m(2r + 1)], \mathcal{B}) \leq \prod_{i=m_0}^{m-1} \left( 1 - (1 - e^{-\lambda \theta f L})(1 - e^{-\gamma}) C_{\lambda, f} \hat{\lambda}^r \right) \leq \left( 1 - \tilde{C}_{\lambda, f} \hat{\lambda}^r \right)^{m-m_0}.
\]

Thus the desired result follows since \( m - m_0 \geq S/4(2r + 1) - 1 \). \qed
6 Proof of Theorem 2.3

The proof of the theorem follows a similar overall structure as those in [16, Theorem 3.2] and afterwards in [10, Theorem 1.4]. However, the presence of fitness turns out to lead to significant changes throughout the whole proof. The proof is long and we break it up into several lemmas. The general idea is to push the infection to stars in a suitably chosen generation and then bring the infection back to the root.

In the first lemma, we estimate from below the mean of the number of stars in a given generation. In order to do so, we first introduce some notation. Note that we can choose \( \vartheta > 0 \) small enough such that
\[
\mu_\vartheta := \mathbb{E}\left[ \mathbb{1}_{\{F \geq \vartheta\}} \right] > 1. \tag{6.1}
\]

By monotonicity, we can also assume that this \( \vartheta \) is such that condition (B) also holds for this choice. Throughout the remainder of the section, we fix this \( \vartheta > 0 \). Let \( f \geq \vartheta \) be a real number and \( k \geq 3 \) a natural number. Let
\[
A_{f,k}^\rho := \{ \{ v \in V_1 : F_v \geq \vartheta \text{ and } \xi_v \geq 1 \} = k \text{ and } F_\rho \geq f \}, \tag{6.2}
\]
where \( | \cdot | \) denotes the cardinality of the set and \( V_1 \) the set of vertices in generation one as defined in (3.1). Let \( r \geq 1 \) a natural number. Denote by \( G_r \) and \( A_{f,k}^r \) the set of good vertices and stars in generation \( r \) in \((\mathcal{T}, F(\mathcal{T}))\), i.e.
\[
G_r := \{ v \in V_r : F_w \geq \vartheta \text{ for all } w \text{ ancestors of } v \}
\]
and
\[
A_{f,k}^r := \{ v \in G_r : F_v \geq f \text{ and } \xi_v^\vartheta = k \},
\]
where \( \xi_v^\vartheta = \sum_{w \in c(v)} 1_{\{F_w \geq \vartheta\}} \), for \( c(v) \) the set of children of \( v \). We note for later that \( \xi_v^\vartheta \) has the same distribution as
\[
\xi^\vartheta := \sum_{i=1}^{\xi} I_i, \tag{6.3}
\]
with \( I_1, I_2, \ldots \) Bernoulli random variables with success probability \( \mathbb{P}(F \geq \vartheta) \).

**Lemma 6.1.** Let \( r \geq 2 \). Denote by \( Z_r \) the number of stars in generation \( r \) in \((\mathcal{T}, F(\mathcal{T}))\). Then
\[
\mathbb{E}[Z_r \mid A_{f,k}^\rho] \geq k \mu_\vartheta^{-2} \mathbb{P}(\xi^\vartheta = k, F \geq f),
\]
where \( \mu_\vartheta \) and \( \xi^\vartheta \) are defined in (6.1) and (6.3), respectively.

**Proof.** We will assume from now on that \( \mathbb{P} \) refers to the conditional probability measure given \( A_{f,k}^\rho \). Denote by \( \mathbb{T}_{\leq r} \) and \( \mathbb{F}_{\leq r} \) the \( \sigma \)-algebras generated by the BGW tree and the fitness values up to generation \( r \), respectively. We also denote by \( c(v) \) the set of children of vertex \( v \in V(\mathcal{T}) \). We begin by noting that
\[
\mathbb{E}[Z_r \mid \mathbb{T}_{\leq r+1}, \mathbb{F}_{\leq r}] = \sum_{v \in G_r} 1_{\{F_v \geq f\}} \mathbb{E}[1_{\{\xi_v^\vartheta = k\}} \mid \mathbb{T}_{\leq r+1}, \mathbb{F}_{\leq r}] = \sum_{w \in G_{r-1}} \sum_{v \in c(w)} 1_{\{F_v \geq f\}} \mathbb{E}[1_{\{\xi_v^\vartheta = k\}} \mid \xi_v].
\]
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Now, using the tower property yields
\[
E[Z_r | T \leq r, F \leq r-1] = E[E[Z_r | T \leq r+1, F \leq r] | T \leq r, F \leq r-1] = \sum_{w \in G_{r-1}} \sum_{v \in c(w)} E[1_{\{T \geq f\}} E[1_{\{\xi \geq k\}} | \xi_v] | T \leq r, F \leq r-1] = \sum_{w \in G_{r-1}} \xi_w P(\xi \geq k, F \geq f).
\]
Thus, once again appealing to the tower property we get
\[
E[Z_r | T \leq r-1, F \leq r-2] = \sum_{u \in G_{r-2}} \sum_{w \in c(u)} E[1_{\{T \geq f\}}] P(\xi \geq k, F \geq f) = \sum_{u \in G_{r-2}} \xi_u E[1_{\{T \geq f\}}] P(\xi \geq k, F \geq f).
\]
Recursively we deduce
\[
E[Z_r | T \leq 2, F \leq 1] = \sum_{u \in G_1} \xi_u (E[1_{\{T \geq f\}}])^{r-2} P(\xi \geq k, F \geq f).
\]
Therefore,
\[
E[Z_r] = \mu_{\vartheta}^{r-2} P(\xi \geq k, F \geq f) E \left[ \sum_{u \in G_1} \xi_u \right] \geq k \mu_{\vartheta}^{r-2} P(\xi \geq k, F \geq f),
\]
where in the last inequality we have used that we are working on the probability measure conditional on the event \(A_{\vartheta}^{f,k}\) which states that the set of children of \(\rho\) with \(\xi_v \geq 1\) and \(F_v \geq \vartheta\) has cardinality \(k\).

Now we need the following two lemmas, which the reader can find in [16, Lemma 2.3 and Lemma 3.4]. The first lemma gives a lower bound for the probability that a binomial random variable is at least 1. The second lemma gives a necessary condition for \(\lim inf_{t \to \infty} g(t)\) to be positive, where \(g\) is a function on the non-negative reals numbers.

**Lemma 6.2 ([16, Lemma 2.3]).** Let \(M\) be a positive integer-valued random variable and pick \(p < E[M]\). For any \(x \in (0, 1]\), let \(M_x\) be a random variable with binomial distribution \(\text{Bin}(M, x)\). Then there exits \(\epsilon > 0\) such that
\[
P(M_x \geq 1) \geq px \wedge \epsilon.
\]

**Lemma 6.3 ([16, Lemma 3.4]).** Let \(G\) be any non-decreasing function on \([0, \infty)\) such that \(G(x) \geq x\) on some neighborhood of 0. Suppose \(g\) is a function on \([0, \infty)\) that satisfies, for some \(S > 0\),
\[
\inf_{0 \leq t \leq S} g(t) > 0 \quad \text{and} \quad g(t) \geq G \left( \inf_{0 \leq s \leq t-S} g(s) \right) \quad \text{for} \quad t > S. \quad (6.4)
\]
Then
\[
\lim_{t \to \infty} \inf_{t \leq S} g(t) > 0.
\]
Remark 6.4. To prove Theorem 2.3, it suffices to show that for any \( \lambda > 0 \) we have \( \liminf_{t \to \infty} \mathbb{P}(\rho \in X_t) > 0 \) without conditioning on the tree \((T, \mathbb{F}(T))\). To see why, assume that \( \liminf_{t \to \infty} \mathbb{P}(\rho \in X_t) > 0 \) for any \( \lambda > 0 \). Now, an application of the dominated convergence theorem yields

\[
\mathbb{E}\left[ \liminf_{t \to \infty} \mathbb{P}_{T, \mathbb{F}}(\rho \in X_t) \right] = \liminf_{t \to \infty} \mathbb{E}\left[ \mathbb{P}_{T, \mathbb{F}}(\rho \in X_t) \right] > 0.
\]

It follows that for all \((T, \mathbb{F}(T))\) from a set with positive probability we deduce that \( \liminf_{t \to \infty} \mathbb{P}_{T, \mathbb{F}}(\rho \in X_t) > 0 \), and this in turn implies \( \lambda_2(T, \mathbb{F}(T)) = 0 \). By using the same arguments as in Proposition 3.1 in [16] we see that \( \lambda_2(T, \mathbb{F}(T)) = 0 \) is constant for a.e. \((T, \mathbb{F}(T))\) conditioned on \(|T| = \infty\). It is worth recalling here that we are working under the assumption \( \mu = \mathbb{E}[\xi] > 1 \), which guarantees that \( T \) survives forever with positive probability.

Now, our strategy is to apply Lemma 6.3 to the function

\[
g(t) := \mathbb{P}(\rho \in X_t), \quad t > 0.
\]

The next step is to find a non-decreasing function \( G \) which satisfies (6.4). In the following lemma we do so under a technical condition that will be implied by Assumption \( \text{(B)} \) as we will see later on.

Lemma 6.5. Let \( S, \hat{C}_{\lambda, f}, \) and \( \hat{\lambda} \) as defined in (5.11) and (5.14), respectively. Assume that there exists \( r = r(f, k) \geq 2 \) such that

\[
\frac{S}{4(2r + 1)} - 1 > \frac{2}{\hat{C}_{\lambda, f} \hat{\lambda}^r}.
\]

For either \( f \) or \( k \) large enough there exists a constant \( c \in (0, 1) \) and \( \epsilon > 0 \) such that if we define

\[
G(x) := ck\mu_0^{r-2} \mathbb{P}\left( \xi^0 = k, \mathcal{F} \geq f \mid A^\rho_{f,k} \right) x \wedge \epsilon, \quad \text{for} \quad x \geq 0,
\]

then it holds that

\[
g(t) \geq G\left( \inf_{0 \leq s \leq t-S} g(s) \right), \quad \text{for} \quad t > S.
\]

Proof. Throughout this proof fix \( \lambda > 0 \). We will from now on assume that \( \mathbb{P} \) refers to the conditional probability measure given \( A^\rho_{f,k} \). Also, we emphasize that we always start with the root initially infected (unless specified otherwise). We first prove that, conditionally on \( v \in V_r \) being a star, then it will be infected before time \( S \) with probability bounded away from zero uniformly for either \( f \) or \( k \) large enough. That is to say, there exists a positive constant \( c_1 \) such that for either \( f \) or \( k \) sufficiently large and any \( v \in A^\rho_{f,k} \),

\[
p_{\text{in}} := \mathbb{P}_{T, \mathbb{F}}(v \in X_s \text{ for some } s \in [0, S]) \geq c_1.
\]
The proof of this bound follows by an application of Lemma 5.7, by using the monotonicity of the inhomogeneous contact process restricted to the subgraph consisting of a star with root $\rho$ together with a path $C_r$ from one descendent of the root to $v$. Indeed, for either $f$ or $k$ sufficiently large we obtain

$$1 - p_{in} \leq \left(1 - \tilde{C}_{\lambda,f} \tilde{\lambda}^r\right)^{S/4(2r+1)-1} + R(f, k, \lambda),$$

where the function $R(f, k, \lambda)$ is defined in (5.12). Then, using the inequality $(1 - x)^{1/x} < e^{-1}$, observe that (6.5) forces the first term on the right-hand side of the last equation to be at most $e^{-2}$, i.e.

$$\left(1 - \tilde{C}_{\lambda,f} \tilde{\lambda}^r\right)^{S/4(2r+1)-1} \leq \left(1 - \tilde{C}_{\lambda,f} \tilde{\lambda}^r\right)^{2/(\tilde{C}_{\lambda,f} \tilde{\lambda}^r)} < e^{-2}.$$

Further, for either $f$ or $k$ sufficiently large we have $R(f, k, \lambda) \leq 1/2$. Therefore, we deduce that $p_{in}$ is bounded away from 0 for either $f$ or $k$ large enough, i.e.

$$p_{in} \geq c_1,$$

where $c_1 = \frac{1}{2} - e^{-2} > 0$. (6.7)

In other words, with positive probability we push the infection to a generation $r$ which satisfies condition (6.5).

Now conditioning on the event that $v \in X_{t-s}$ for some $v \in A_{f,k}^r$, we deduce the following lower bound, for $t > S$

$$g(t) = \mathbb{P}(\rho \in X_t) \geq H_1(t)H_2(t),$$

where the functions $H_1$ and $H_2$ are given by

$$H_1(t) = \mathbb{P}(v \in X_{t-s} \text{ for some } v \in A_{f,k}^r),$$

$$H_2(t) = \mathbb{P}(\rho \in X_t \mid v \in X_{t-s} \text{ for some } v \in A_{f,k}^r).$$

Hence, the next goal is to establish lower bounds for the functions $H_1$ and $H_2$.

**Lower bound for $H_1$.** Denote by $Z_r = |A_{f,k}^r|$ the number of stars vertices in generation $r$. Taking into account that we are working conditionally on the event $A_{f,k}^r$, we have from Lemma 6.1 that

$$\mathbb{E}[Z_r] \geq k\mu_r^{r-2}\mathbb{P}(\xi^\theta = k, \mathcal{F} \geq f).$$

Let $M_r^S$ be the random number of stars in generation $r$ that are infected before time $S$. Together with (6.7), the above estimate is sufficient to obtain that,

$$\mathbb{E}[M_r^S] \geq \mathbb{E} \left[ \sum_{v \in A_{f,k}^r} \mathbb{P}_{\mathcal{T},\mathcal{F}}(v \in X_s \text{ for some } s \in [0, S]) \right] \geq c_1\mathbb{E}[Z_r] \geq c_1k\mu_r^{r-2}\mathbb{P}(\xi^\theta = k, \mathcal{F} \geq f).$$

Let us define, for $t > 2S$,

$$\chi(t) := \inf \{ g(s) : 0 \leq s \leq t - S \}.$$
Now, ignore all the infections of \( v \in A_{f,k}^r \) by its parent except the first infection. Then, the contact process on the subtrees rooted at vertices \( v \in A_{f,k}^r \) which are infected at some time \( s < S \) will evolve independently from time \( s \) to time \( t - S \) and then vertex \( v \) will be infected with probability at least \( \chi(t) \). Therefore, if we denote by \( M_{r-S}^t \) the random number of stars in generation \( r \) that are infected at time \( t - S \), we can conclude that the random variable \( M_{r-S}^t \) stochastically dominates a random variable \( M_\chi \) that has distribution \( \text{Bin}(M_\chi^S, \chi(t)) \). By Lemma 6.2 and (6.10), there exists \( \epsilon_1 > 0 \) such that

\[
P(M_\chi \geq 1) \geq 2^{-1}c_1k\mu^{r-2}_\chi \mathbb{P}(\xi^\chi = k, \mathcal{F} \geq f) \chi(t) \wedge \epsilon_1.
\]

Note that the factor \( 2^{-1} \) is required to guarantee the hypotheses of Lemma 6.2. Moreover, since \( M_{r-S}^t \) dominates the random variable \( M_\chi \), we obtain that, for \( t > 2S \)

\[
H_1(t) \geq \mathbb{P}(M_{r-S}^t \geq 1) \geq \mathbb{P}(M_\chi \geq 1),
\]

which implies for \( t > 2S \)

\[
H_1(t) \geq 2^{-1}c_1k\mu^{r-2}_\chi \mathbb{P}(\xi^\chi = k, \mathcal{F} \geq f) \chi(t) \wedge \epsilon_1. \tag{6.11}
\]

**Lower bound for** \( H_2 \). Let \( t > S \). We break down \( H_2(t) \) into a product of conditional probabilities as follows

\[
H_2(t) = \mathbb{P}(\rho \in X_t \mid v \in X_{t-S} \text{ for some } v \in A_{f,k}^r) \geq h(t)\hat{h}(t),
\]

where

\[
h(t) = \mathbb{P}(\rho \in X_s \text{ for some } s \in [t-S, t-fk^{2/3} - 1] \mid v \in X_{t-S} \text{ for some } v \in A_{f,k}^r),
\]

\[
\hat{h}(t) = \mathbb{P}(\rho \in X_t \mid \rho \in X_s \text{ for some } s \in [t-S, t-fk^{2/3} - 1], v \in X_{t-S} \text{ for some } v \in A_{f,k}^r).
\]

We can lower bound \( h(t) \) by ignoring all the possible infections other than the infection of \( v \) at time \( t - S \), we have

\[
h(t) \geq \mathbb{P}_{(v)}(\rho \in X_s \text{ for some } s \leq S - f k^{2/3} - 1 \mid v \in A_{f,k}^r),
\]

where \( \mathbb{P}_{(v)} \) denote the law of the process with \( v \) initially infected. Moreover, by ignoring one child of \( v \) and considering the star of size \( k \) centered at \( v \), the same argument as before applies and we deduce that

\[
h(t) \geq \mathbb{P}_{(v)}(\rho \in X_s \text{ for some } s \leq S - f k^{2/3} - 1 \mid v \in A_{f,k}^r) \geq c_1,
\]

where the constant \( c_1 \) is the same as in (6.7) and comes from assumption (6.5).

On the other hand, once again by monotonicity of the contact process we have, for \( t > S \)

\[
\hat{h}(t) \geq \mathbb{P}(\rho \in X_t \mid \rho \in X_s \text{ for some } s \in [t-S, t-fk^{2/3} - 1]).
\]

Let us now introduce the stopping time for \( X \),

\[
\tau = \inf\{u \geq t - S : \rho \in X_u\}.
\]
Fix \( \epsilon_2 \in (0, 1/10) \). On the event \( \{ \tau \leq t - f k^{2/3} - 1 \} \), let \( \mathcal{B}_\tau \) be the event that the number of infected neighbours of \( \rho \) is at least \( \epsilon_2 L \) in the entire random time interval \([\tau + f k^{2/3}, t - 1]\), i.e.

\[
\mathcal{B}_\tau = \left\{ \inf_{u \in [\tau + f k^{2/3}, t - 1]} |\Lambda_u| \geq \epsilon_2 L \right\},
\]

where we recall that \( \Lambda_u \) is the set of infected leaves of \( \rho \) at time \( u \). Denote by \( \mathcal{F}_t \) the \( \sigma \)-algebra generated by tree, fitness and the contact process up to time \( t \). Then, appealing to the strong Markov property and Lemma 5.6 and using that \( \tau \geq t - S \), we obtain

\[
\mathbb{P}(\mathcal{B}_\tau | \mathcal{F}_\tau) \geq \mathbb{P} \left( \inf_{u \in [\tau + f k^{2/3}, t + \tau]} |\Lambda_t| \geq \epsilon_2 L \right) \geq 1 - R(f, k, \lambda),
\]

where the function \( R(f, k, \lambda) \) is defined in (5.12). Next, define \( \mathcal{I} \) to be the event that at least one of the \( \epsilon_2 L \) neighbours that is infected at time \( t - 1 \) infects the root at a time in \([t - 1, t]\) before recovering.

Denote by \( x_1, \ldots, x_{\lfloor \epsilon_2 L \rfloor} \) the infected neighbours at time \( t - 1 \). We can estimate the probability of \( \mathcal{I} \) as

\[
\mathbb{P}(\mathcal{I} | \mathcal{F}_{t-1}) \geq 1 - \prod_{i=1}^{\lfloor \epsilon_2 L \rfloor} \mathbb{P}(\{x_i \text{ recovers in } [t - 1, t]\} \cup \{x_i \text{ does not infect } \rho \text{ in } [t - 1, t]\})
\]

\[
= 1 - \prod_{i=1}^{\lfloor \epsilon_2 L \rfloor} (1 - \mathbb{P}(\{x_i \text{ does not recover in } [t - 1, t]\} \cap \{x_i \text{ infects } \rho \text{ in } [t - 1, t]\}))
\]

\[
\geq 1 - \prod_{i=1}^{\lfloor \epsilon_2 L \rfloor} (1 - e^{-1}(1 - e^{-\lambda f \psi})) \geq 1 - (1 - e^{-1}(1 - e^{-\lambda f \psi}))^{\epsilon_2 L} =: 1 - a(f, k, \lambda).
\]

Also, note that \( \mathbb{P}(\mathcal{R}_\rho | \mathcal{F}_{t-1}) \geq e^{-1} \), where \( \mathcal{R}_\rho = \{ \rho \text{ does not recover in } [t - 1, t]\} \). With this notation we have the following estimate

\[
\widehat{h}(t) \geq \mathbb{P}(\mathcal{I} \cap \mathcal{R}_\rho \cap \mathcal{B}_\tau | \tau \leq t - f k^{2/3} - 1).
\]

Conditioning on \( \mathcal{F}_{t-1} \) and using the independence of the infection and recovery events, we obtain that

\[
\mathbb{P}(\mathcal{I} \cap \mathcal{R}_\rho \cap \mathcal{B}_\tau \cap \{ \tau \leq t - f k^{2/3} - 1 \}) = \mathbb{E} \left[ \mathbb{P}(\mathcal{I} \cap \mathcal{R}_\rho | \mathcal{F}_{t-1}) \mathbf{1}_{\{\mathcal{B}_\tau, \tau \leq t - f k^{2/3} - 1\}} \right]
\]

\[
= \mathbb{E} \left[ \mathbb{P}(\mathcal{I} | \mathcal{F}_{t-1}) \mathbb{P}(\mathcal{R}_\rho | \mathcal{F}_{t-1}) \mathbf{1}_{\{\mathcal{B}_\tau, \tau \leq t - f k^{2/3} - 1\}} \right]
\]

\[
\geq (1 - a(f, k, \lambda)) e^{-1} \mathbb{E} \left[ \mathbb{P}(\mathcal{B}_\tau | \mathcal{F}_\tau) \mathbf{1}_{\{\tau \leq t - f k^{2/3} - 1\}} \right].
\]

Combining with the previous estimates, we get the lower bound

\[
\widehat{h}(t) \geq e^{-1} (1 - a(f, k, \lambda)) (1 - R(f, k, \lambda)).
\]

Denote by \( c_2 \) the expression

\[
c_2 = c_2(f, k, \lambda) := e^{-1} (1 - a(f, k, \lambda)) (1 - R(f, k, \lambda)).
\]
Observe that this expression depends on $\lambda, f$ and $k$, however we see that $c_2 \to e^{-1}$ as $k \to \infty$ and $f$ is fixed and $c_2 \to e^{-1}(1-e^{-1})^{2[k/2]}$ as $f \to \infty$ and $k$ fixed. In other words, in our two relevant cases we can lower bound $c_2$ by a constant. The above lower bounds for $h$ and $\tilde{h}$ give, for $t > S$

$$H_2(t) \geq h(t)\tilde{h}(t) \geq c_1c_2.$$  

(6.12)

Plugging (6.11) and (6.12) back into (6.8), we now see that, for $t > 2S$

$$g(t) \geq H_1(t)H_2(t) \geq ck\mu_{\theta}^{-2}\mathbb{P}(\xi^\theta = k, \mathcal{F} \geq f)\chi(t) \land \epsilon_1,$$

where $c = 2^{-1}c_1^2c_2 \in (0, 1)$. Hence, under the assumption that $r$ satisfies condition (6.5), we establish the following lower bound

$$g(t) \geq \begin{cases} 
  ck\mu_{\theta}^{-2}\mathbb{P}(\xi^\theta = k, \mathcal{F} \geq f)\chi(t) \land \epsilon_1, & t > 2S \\
  \inf_{0 \leq s \leq 2S} g(s), & S \leq t \leq 2S.
\end{cases}$$

Furthermore, note that

$$\inf_{0 \leq s \leq 2S} g(s) \geq \mathbb{P}(\rho \text{ never recovers in } [0, 2S]) = e^{-2S} > 0.$$ 

Therefore, the above two estimate are sufficient to deduce that there exists $\epsilon > 0$ such that

$$g(t) \geq ck\mu_{\theta}^{-2}\mathbb{P}(\xi^\theta = k, \mathcal{F} \geq f)\chi(t) \land \epsilon,$$

for $t > S$, thus completing the proof.

The following final preparatory lemma gives us an equivalent formulation of hypothesis (B) which is easier to use in our final proof. Further, in the case of unbounded fitness we prove that (B) implies the analogue condition for $\xi^\theta$ defined in (6.3) which is also need it in the last proof.

**Lemma 6.6.** Condition **(B)** is equivalent to

$$\limsup_{f+k \to \infty} \frac{\log(\mathbb{P}(\xi = k, \mathcal{F} \geq f))}{k\log(1+f)} = 0.$$  

(6.13)

Furthermore, Condition **(B)** implies (6.13) but with $\xi^\theta$ instead of $\xi$, where $\xi^\theta$ is defined in (6.3).

**Proof.** Let $k \geq 3$ and $f \geq \theta$. First, we assume that **(B)** does not hold, i.e.

$$\mathbb{E}[(1 + \mathcal{F})^{ck}1_{\{\xi \geq k, f \geq \theta\}}] < \infty, \quad \text{for some } c > 0.$$  

(6.14)

Now, we note that

$$\mathbb{E}[(1 + \mathcal{F})^{ck}1_{\{\xi \geq k, f \geq \theta\}}] \geq \mathbb{E}[(1 + \mathcal{F})^{ck}1_{\{\xi = k, f \geq f\}}] \geq (1 + f)^ck\mathbb{P}(\xi = k, \mathcal{F} \geq f),$$
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which implies

\[
\limsup_{\substack{f+k \to \infty \\
                 k \geq 3, f \geq \vartheta}} k \log(1 + f) \leq \limsup_{\substack{f+k \to \infty \\
                 k \geq 3, f \geq \vartheta}} k \log((1 + f)^{\epsilon \cdot k} \mathbb{P}(\xi = k, F \geq f) + \mathbb{P}(\xi \geq k) \leq (-c).
\]

In other words, we have showed that

\[
\limsup_{\substack{f+k \to \infty \\
                 k \geq 3, f \geq \vartheta}} \frac{\log \left( \mathbb{P}(\xi = k, F \geq f) \right)}{k \log(1 + f)} = -\epsilon, \quad \text{for some } \epsilon \in (0, \infty]. \tag{6.15}
\]

Now, assume that (6.15) holds. Then there exist \(\epsilon > 0\) and \(C > 0\) such that

\[
\mathbb{P}(\xi = k, F \geq f) \leq C(1 + f)^{-\epsilon \cdot k}, \quad \text{for all } f \geq \vartheta \text{ and } k \geq 3. \tag{6.16}
\]

We choose \(c \in (0, \epsilon)\) small enough such that \(2^c(1 + \vartheta)^{c - \epsilon} < 1\). Now for some \(k_0\) such that \((\epsilon - c)k_0 > 1\), we observe that the following inequalities hold

\[
\mathbb{P}(\xi \geq k, F \geq f) \leq \sum_{f=3}^{\infty} \int_{0}^{x} \mathbb{P}(\xi = k, F \geq x) \, dx \leq k_0(1 + \vartheta)^{c k_0} \sum_{f=0}^{\infty} \frac{(1 + \vartheta + f)^{(\epsilon - c) f_0}}{1 - 2^c(1 + \vartheta + f)^{(\epsilon - c)}} < \infty,
\]

where in the third inequality we used that \(2^c(1 + \vartheta)^{c - \epsilon} \leq 2^{ck_0}(1 + \vartheta + f)^{c k_0}\) and in the equality we get a geometric sum which converges since \(2^c(1 + \vartheta + f)^{c - \epsilon} \leq 2^c(1 + \vartheta)^{c - \epsilon}\) for all \(f \geq 0\). On the other hand,

\[
\mathbb{P}(\xi \geq k, F \geq f) \leq k_0(1 + \vartheta)^{c k_0} + C \sum_{k=5}^{k_0} \int_{1}^{\infty} x^{-\epsilon/c} \, dx < \infty,
\]
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where in the last inequality we have used (6.16). Thus we get that (6.14) holds.

For the second claim, first suppose that the lim sup in (6.13) is achieved along a sequence $(f_n, k_n)$ such that $f_n \to \infty$. Then, we see that

$$P(\xi^\theta = k_n, F \geq f_n) = \sum_{\ell=1}^{\infty} P(\ell) P(\xi = \ell, F \geq f)$$

$$\geq P\left(\sum_{i=1}^{k_n} I_i = k_n\right) P(\xi = k_n, F \geq f_n) = P(F \geq \vartheta)^k P(\xi = k_n, F \geq f_n).$$

Hence,

$$\limsup_{f+k \to \infty \atop k \geq 3, F \geq \vartheta} \frac{\log \left( P(\xi^\theta = k, F \geq f) \right)}{k \log(1 + f)} \geq \lim_{n \to \infty} \frac{\log \left( P(F \geq \vartheta)^{k_n} P(\xi = k_n, F \geq f_n) \right)}{k_n \log(1 + f_n)} = 0,$$

where in the last equality we have that $f_n \to \infty$.

Now, suppose that the lim sup in (6.13) is achieved along a sequence $(f_n, k_n)$ such that $k_n \to \infty$. Set $p = P(F \geq \vartheta)$. Then, we define $k^*_n \in \mathbb{N}$ such that $pk_n \leq k^*_n < pk_n + 1$, so that $[k^*_n/p] = k_n$. Similarly to before, we estimate

$$P(\xi^\theta = k^*_n, F \geq f_n) \geq P\left(\sum_{i=1}^{k_n} I_i = k^*_n\right) P(\xi = k_n, F \geq f_n).$$

Now, since $I_i$ are independent Bernoulli($p$) random variables, by the de Moivre-Laplace theorem, we have that for $k_n$ large, there exists a $c > 0$ such that

$$P\left(\sum_{i=1}^{k_n} I_i = k^*_n\right) = \frac{(1+o(1))}{\sqrt{p(1-p)k_n}} \exp\left\{-\frac{(k^*_n - pk_n)^2}{\sqrt{k_n p(1-p)}}\right\} \geq \frac{c}{\sqrt{k_n}}.$$

Thus, combining these estimates, we get that

$$\frac{\log \left( P(\xi^\theta = k^*_n, F \geq f_n) \right)}{k_n \log(1 + f_n)} \geq \frac{\log(c/\sqrt{k_n})}{k_n \log(1 + f_n)} + \frac{\log \left( P(\xi = k_n, F \geq f_n) \right)}{k_n \log(1 + f_n)} \to 0,$$

as $n \to \infty$, which completes the proof. 

With the previous preparatory lemmas in hand, we are now ready to prove Theorem 2.3.

**Proof of Theorem 2.3** Throughout this proof fix $\lambda > 0$. We assume that $P$ refers to the conditional probability measure given $A_{f,k}^\theta$ and as the latter event has positive probability it suffices to show $\liminf_{t \to \infty} P(\rho \in \xi_t) > 0$ under the conditional probability measure.

We would like to use Lemma 6.3 applied to the non-negative and non-decreasing function $G$ defined in (6.6). First, observe that

$$\inf_{0 \leq s \leq S} g(s) \geq P(\rho \text{ never recovers in } [0, S]) = e^{-S} > 0.$$
Thus, we have that $g$ satisfies the first condition of Lemma 6.3. Now we want to apply Lemma 6.5 with the following choice of $r$,

$$r = r(f, k) = \left\lceil -\log(\frac{ck\mathbb{P}(\xi^\theta = k, \mathcal{F} \geq f)}{\log \mu_\theta}) \right\rceil. \quad (6.17)$$

We can see that as $E[\xi^\theta] < \infty$ we have by dominated convergence that

$$k\mathbb{P}(\xi^\theta = k, \mathcal{F} \geq f) \leq E[\xi^\theta 1_{\{\xi^\theta \geq k, \mathcal{F} \geq f\}}] \to 0,$$

as either $k \to \infty$ or $f \to \infty$. Therefore, in either case $r = r(f, k) \to \infty$. Moreover, we have $ck\mu_\theta^{-2}\mathbb{P}(\xi^\theta = k, \mathcal{F} \geq f) \geq 1$, and this in turn implies that $G(x) \geq x$ for some neighbourhood of 0. We complete our argument by showing that under the hypothesis of the theorem, we can find $f$ and $k$ such that (6.5) holds. This will allow us to apply Lemma 6.5 together with Lemma 6.3 to conclude that

$$\liminf_{t \to \infty} \mathbb{P}(\rho \in X_t) > 0,$$

which means that the process survives strongly.

We begin by noting that condition (6.5) is implied by

$$\frac{S}{4(2r + 1)} > \frac{4}{C_{\lambda,f}^\lambda r}. \quad (6.18)$$

Indeed, since $\hat{\lambda} < 1$, the right-hand side in (6.5) goes to infinity as $r \to \infty$ so that we can ignore the $-1$ in the left-hand side of the equation (6.5). Now, since $C_{\lambda,f} \geq 1$, we see from the definition of $S$ given in (5.11), that

$$(1 - e^{-\lambda fL})(1 - e^{-\gamma}) \left(1 + \frac{\lambda f^\theta}{2}\right)^{L(1-2\epsilon)^{-1}} \left(\frac{\lambda^\theta}{\lambda^2 + 1}\right)^r > 16k(2r + 1),$$

implies condition (6.18). Taking $\epsilon = 1/20$, the latter inequality is equivalent to

$$\log\left(\frac{\lambda^\theta}{1 + \lambda^2}\right) > \frac{1}{r} \left(\log\left(\frac{16k(2r + 1)}{(1 - e^{-\lambda fL})(1 - e^{-\gamma})}\right) - \left(\frac{9L}{10} - 1\right) \log\left(1 + \frac{\lambda f^\theta}{2}\right)\right).$$

Taking into account that by the definition of $L$ given in (5.6), $fL \to \infty$ as either $k \to \infty$ or $f \to \infty$, we have

$$\frac{1}{r} \log\left(\frac{16(2r + 1)}{(1 - e^{-\lambda fL})(1 - e^{-\gamma})}\right) \to 0, \text{ as either } k \to \infty \text{ or } f \to \infty.$$

It follows that (6.18) holds if

$$\log\left(\frac{\lambda^\theta}{1 + \lambda^2}\right) > \frac{1}{r} \left(\log k - \left(\frac{9L}{10} - 1\right) \log\left(1 + \frac{\lambda f^\theta}{2}\right)\right) =: \Delta(f, k). \quad (6.19)$$
As this condition is equivalent to
\[ \lambda > \frac{\exp\{\Delta(f, k)\}}{\varphi^2(1 - \exp\{\Delta(f, k)\})}, \]

it suffices to show that \( \Delta(f_n, k_n) \to -\infty \), for suitably chosen \( f_n, k_n \), to complete the proof.

By Assumption (B) and Lemma 6.6, we have that there exists a sequence \( (f_n, k_n)_{n \geq 1} \) such that \( f_n + k_n \to \infty \) and
\[
\lim_{n \to \infty} \frac{\log \left( \mathbb{P}(\xi^0 = k_n, \mathcal{F} \geq f_n) \right)}{k_n \log(1 + f_n)} = 0. \tag{6.20}
\]

Note that
\[ \log k_n / \left( (9[k_n/2]/10 - 1) \log(1 + f_n) \right) \to 0, \] as either \( k_n \to \infty \) or \( f_n \to \infty \).

If \( f_n \to \infty \) and \( k_n \to k \), then \( L \to [k/2] \). Otherwise, \( L \geq k_n/2 - 1 \), thus it follows from the definition of \( r \) in (6.17) that \( \Delta(f_n, k_n) \to -\infty \) if
\[
\frac{\left( (9[k_n/2]/10 - 1) \log(1 + f_n) \right)}{\log \mathbb{P}(\xi^0 = k_n, \mathcal{F} \geq f_n)} \to -\infty.
\]

However, using that \( k_n \geq 3 \) (in the case when \( k_n \) does not diverge), this is immediately implied by (6.20). This shows that for this choice of \( (f_n, k_n) \) we can guarantee that for \( n \) large enough \( \lambda > \exp\{\Delta(f_n, k_n)\}/(\varphi^2(1 - \exp\{\Delta(f_n, k_n)\})) \), so that condition (6.18) holds and the process survives strongly.
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