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Abstract

Almost all visual transformers such as ViT [14] or DeiT [41] rely on predefined positional encodings to incorporate the order of each input token. These encodings are often implemented as learnable fixed-dimension vectors or sinusoidal functions of different frequencies, which are not possible to accommodate variable-length input sequences. This inevitably limits a wider application of transformers in vision, where many tasks require changing the input size on-the-fly.

In this paper, we propose to employ an implicit conditional position encodings scheme, which is conditioned on the local neighborhood of the input token. It is effortlessly implemented as what we call Position Encoding Generator (PEG), which can be seamlessly incorporated into the current transformer framework. Our new model with PEG is named Conditional Position encodings Visual Transformer (CPVT) and can naturally process the input sequences of arbitrary length. We demonstrate that CPVT can result in visually similar attention maps and even better performance than those with predefined positional encodings. We obtain state-of-the-art results on the ImageNet classification task compared with visual Transformers to date. Our code will be made available at https://github.com/Meituan-AutoML/CPVT.

1. Introduction

Recently, Transformer [42] has been viewed as a strong alternative to the convolutional neural networks (CNNs) in visual recognition tasks such as classification [14] and detection [5, 51]. Unlike the convolution operation in CNNs, which has a limited and fixed receptive field, the self-attention mechanism in the transformers can capture the long-distance information and dynamically adapts the receptive field according to the image content. As a result, the transformers are considered more flexible and powerful than CNNs, thus being promising.

However, the self-attention operation in transformers is permutation-invariant, which cannot leverage the order of the tokens in an input sequence. To mitigate this gap, previous works [42, 14] add an absolute positional encoding to each token in the input sequence (see Figure 1a), which enables order-awareness. The positional encoding can either be learnable or fixed with sinusoidal functions of different frequencies. Despite being effective and non-invasive, these explicit positional encodings seriously harm the flexibility of the transformers, hampering their broader applications. Taking the learnable version as an example, the encodings are often a vector of equal length to the input sequence, which are jointly updated with the model parameters during training. Thus, the length of the positional encodings is fixed once trained. This makes the model difficult to handle the sequences with different lengths, particularly longer ones.

Failing to adapt to a variable input length during testing greatly limits its application because many vision tasks (e.g., object detection) require changing the image size (i.e., input length in the transformer) on-the-fly. A possible remedy is to use bicubic interpolation to upsample the positional encodings to the target length, but it may degrade the performance without fine-tuning as later shown in our experiments. One may also use relative positional encodings as in [35]. However, relative positional encodings not only...
slow down the training and testing, but also requires modifying the implementation of the standard transformers. Last but not least, the relative positional encodings cannot work equally well as the absolute ones, as also later shown in our experiments. We conjecture that it is because the image recognition task still requires absolute position information [22].

In this work, we advocate a novel position encoding scheme to implicitly incorporate the position information into Transformer. Unlike the positional encodings used in previous works [14, 42, 35] which are predefined and input-agnostic, ours are generated on-the-fly and conditioned on the local neighborhood of an input token. We demonstrate that the Visual Transformer with this new encoding (i.e., CPVT, see Figure 1c) can produce visually similar attention maps and result in even better performance than the previous vision transformers [14, 41].

We summarize our contributions as follows.

• We propose a novel position encoding scheme, termed conditional position encodings (CPE), which conditionally imbues Transformer with implicit positional information on-the-fly. By doing so, Transformers are unlocked to process input images of arbitrary size without bicubic interpolation or fine-tuning.

• We demonstrate that positional encoding is crucial to vision transformers and it helps learn a schema of locality. We empirically prove CPE helps learn locality information as well.

• CPE is generated by so-called Positional Encoding Generators (PEG), whose implementation is effortless and doesn’t require tampering much with the current Transformer API compared with [35]. It is also widely supported in mainstream deep learning frameworks [29, 1, 8].

• Our refurbished vision transformer with CPE is called Conditional Position encodings Visual Transformer (CPVT) and it achieves new state-of-the-art performance on ImageNet compared with prior arts [14, 41].

2. Related Work

2.1. Transformers in Language

Transformer [42] renovates language models after RNNs (typically in the form of GRU [9] and LSTM [16]), via an encoder-decoder architecture based on self-attention mechanism and feed-forward networks. Due to its parallel-friendly computation, Transformer and its variants like BERT [13] and GPT models [30, 31] can be pre-trained on very large datasets which allow outstanding knowledge transfer on many real-world language tasks. Remarkably, when pre-trained with an excessively large plaintext dataset, GPT-3 [4] even works on downstream tasks out-of-the-box without any fine-tuning.

2.2. Visual Transformers

Attention is shown to be able to replace convolution in vision tasks [32]. It turns out that self-attention layers attend pixel-grid patterns similarly to CNN layers [10]. Most recently, attention-based transformers have gone viral in vision.

Detection. DETR [5] applies Transformer for object detection, effectively removing the need of non-max suppression and anchor generation. Deformable DETR [51] involves sampling-based attention to speed up DETR. These Transformer detectors [5, 51] use CNNs for feature extraction, so the fixed-length position encodings are applied.

Classification. After reducing image resolution and color space, iGPT [7] trains Transformer on pixels so that it can later be finetuned for classification tasks. Closely related to our work, ViT [14] makes Transformers scalable for classification tasks. Specifically, it decomposes a 224×224 image into a series of 196 flattened patches (16×16 each), which are analogous to a sequence of words in language processing. DeiT [41] is noted for its data efficiency and can be directly trained on ImageNet, it largely eases the need for pre-training models on the excessively large dataset as in [14].

Segmentation. Transformer reassures its advantage in instance segmentation [45], panoptic segmentation [43] and semantic segmentation [49]. SETR [49] uses ViT encoders for feature extraction and appends a multi-level feature aggregation module for segmentation.

Low-level vision. Transformers are also proved powerful in many low-level vision tasks such as image generation [28]. IPT [6] profits from the multi-head feature to unify super-resolution, image denoising, and deraining within a single framework to develop an all-in-one model.

2.3. Local vs. Global Attention

Attention is a mechanism to give importance to the most relevant part of an input signal. Convolution operates both on spatial dimension and channel dimension within local receptive fields. To capture information with global receptive fields, convolutions are typically stacked with downsampling and non-linear modules. SENet [18] explicitly models channel-wise interdependencies with a squeeze-and-excitation module. CBAM [46] sequentially processes in channel and spatial dimension to generate attention map. Self-attention is used to draw global dependencies between input and output [42]. Similarly in non-local networks [44], a generalized form of self-attention called non-local operation is developed to capture long-range dependencies in time.
2.4. Positional Encodings

Positional encodings are crucial to exploiting the order of sequences. Convolutions are found to implicitly encode absolute positions [23], especially zero padding and borders act as anchors to derive spatial information. However, the self-attention mechanism in Transformer does not explicitly model relative or absolute position information. To this end, Transformer [42] adopts explicit absolute sinusoidal positional encodings added into input embeddings. CoordConv [26] uses concatenation instead of addition. Relation position encoding [35] considers distances between sequence elements and proves to be beneficial. A 2D relation position encoding is proposed for image classification in [3], showing superiority to 2D sinusoidal embeddings. LambdaNetworks [2] proposes a lambda layer to model long-range content and position-based interactions, which bypasses the need for expensive quadratic attention maps. They find that positional interactions are necessary for performance while content-based interactions only give marginal improvement. These current positional encodings are either inflexible to implement or unadaptable for variable input lengths, which motivates us for a more thorough review.

3. Vision Transformer with Conditional Position Encodings

3.1. Preliminary Knowledge

Transformer [42] features a series of encoders and decoders of an identical structure. Every encoder and decoder has a multi-head self-attention layer (MHSA) and a feed-forward network layer (FFN), while each decoder has an extra attention layer to process the output of the encoder.

Self-attention. An attention function on input \( x = \{x_1, \ldots, x_n\} \) is computed simultaneously on a set of queries \( Q \) with keys \( K \) and values \( V \) by the following,

\[
\text{Att}(x) = \text{softmax}(\frac{Q \cdot K^T}{\sqrt{d_k}}) \cdot V
\]

where \( Q, K, \) and \( V \) are weight matrices to generate \( Q, K, \) and \( V \) via linear transformations on \( x \). And \( Q \cdot K^T \) calculates attention score as the dot product of the query and all the keys, scaled by the dimension \( d_k \) of keys \( K \).

Multi-head Self-Attention. First, \( Q, K, \) and \( V \) are linearly projected for \( h \) times with different learned weights. Then the self-attention function is applied in parallel to generate \( h \) outputs, so-called heads. All heads are concatenated to give the final output, \( i.e., \)

\[
\text{MultiHead}(Q, K, V) = \text{Concat}(\text{head}_1, \ldots, \text{head}_h)W^Q
\]

where \( \text{head}_i = \text{Att}(QW^Q_i, KW^K_i, VW^V_i) \)

(2)

Feed-forward network. The attention output is typically processed by a two-layer linear transformation with an activation in between,

\[
\text{FFN}(x) = \max(0, W_1x + b_1)W_2 + b_2
\]

(3)

Layer Normalization. A residual function and a layer normalization is added for each of the sub-layers (\( e.g. \), attention layer and feed-forward layer) in every encoder and decoder, \( i.e., \) LayerNorm\((x + \text{Sublayer}(x))\).

Positional Encoding. Transformer [42] adopts a sinusoidal function to encode positions, \( e.g., \)

\[
\begin{align*}
\text{PE}(\text{pos}, 2i) &= \sin(\text{pos}/10000^{2i/d_{\text{model}}}) \\
\text{PE}(\text{pos}, 2i + 1) &= \cos(\text{pos}/10000^{2i/d_{\text{model}}})
\end{align*}
\]

(4)

where \( \text{pos} \) denotes the word position in the sequence, \( d_{\text{model}} \) means the total encoding dimension, and \( i \) is the current dimension. However, such absolute positions can be more naturally encoded as relative positional encodings (RPE) [35] like following,

\[
\text{Att}(x_i) = \sum_{j=1}^{n} \alpha_{ij}(W^V x_j + a_{ij}^V)
\]

\[
\alpha_{ij} = \frac{\exp e_{ij}}{\sum_{k=1}^{n} \exp e_{ik}}
\]

\[
e_{ij} = \frac{x_i W^Q (x_j W^K + a_{ij}^K)^T}{\sqrt{d_k}}
\]

(5)

where \( a_{ij} \in \mathbb{R}^{d_k} \) denotes edge distances between \( x_i \) and \( x_j \) when seeing input elements as a directed and fully-connected graph. RPE creates practical space complexity for implementation, which require more efficient version as in [19]. Moreover, it also requires substantial intrusion into standard Transformer API.

3.2. Motivation

Vision Transformers are constrained by fixed image sizes. Given an image of input size \( H \times W \), it is flattened into patches with word size \( S \times S \), the number of patches is determined as \( N = \frac{HW}{S^2} - 1 \). A pre-trained transformer is presumed to process images with the same size. Noticeably, all other components (\( e.g. \) MHSA and FFN) of a vision transformer can scale well with the spatial dimension except for the position encoding as the position is directly related to input size.

\( ^1 \)\( S \) shall be divided by \( H \) and \( W \).
There are three superficial approaches to break this constraint: removing positional encodings, using relative position encodings [35, 3] or interpolating absolute position encodings [41].

The first approach is simple but severely deteriorates the classification performance. This is as expected since the explicit positional encodings are meant to give the order of the input sequence [41, 14]. We measure the effect of disabling the position encodings and show the result in Table 1. Quite noticeably, DeiT-tiny’s performance on ImageNet degrades from 72.2% to 68.2% when the learnable encoding is removed. This indicates that the position of small patches plays a very important role in visual perception. It also suggests that the learnable encoding is on par with the popular sinusoidal function encoding [42], consistent with [14, 41].

In a word, position encodings are crucial to Vision Transformers.

| Model      | Encoding | Top-1 Acc(%) | Top-5 Acc(%) |
|------------|----------|--------------|--------------|
| DeiT-tiny [41] | X        | 68.2         | 88.7         |
| DeiT-tiny [41] | learnable | 72.2         | 91.0         |
| DeiT-tiny [41] | sin-cos  | 72.3         | 91.0         |
| DeiT-tiny 2D RPE [35] |          | 70.5         | 90.0         |

Table 1: Comparison of various positional encoding (PE) strategies tested on ImageNet validation set. Removing PE greatly damages the performance.

The second one, relative position encodings [35], complicates the implementation and is less efficient, which requires substantial structural intrusions into standard Transformer functions (shown in Eq 5). Moreover, our controlled experiment shows that it behaves worse with 70.5% top-1 accuracy (Table 1), which indicates absolute position information is required for better performance.

The last one, interpolating the position encodings, is expedient for testing pre-trained vision Transformers for classification on higher-resolution images. However, under training scenarios in object detection and segmentation where input spatial dimensions change frequently, interpolation becomes infeasible.

Taking the above discussions into account, we are driven to think of a new strategy that relaxes the limit on fixed input sizes and meanwhile imposes position encodings.

### 3.3. Conditional Position Encodings

To handle different input sizes, the new position encodings need to have variable lengths according to input tokens. This leads to implicit encodings, conditionally generated to match input sizes on-the-fly.

Additionally, a successful design should meet the following requirements:

1. retaining strong performance,
2. avoiding permutation equivariance so that permuting input orders have different responses,
3. efficient and easy to implement under modern deep learning frameworks, non-invasive to standard Transformer API.

Before we proceed, we roughly review how to define absolute positions for a sequence of length N. One straightforward approach is to assign a position for each element directly. Another one is to define a reference point and to describe the relationship within a local neighborhood. When requested for the absolute position for a given element, we can reconstruct the relative relations from its neighbors. Combining the relative information with the reference point we can derive the actual position. As per visual transformers, we can use a similar mechanism as the latter approach to implicitly define the positions for input patches.

To build the relationship of local neighbors, we utilize the 2D characteristics of images and reshape the flattened sequence $X ∈ \mathbb{R}^{B \times N \times C}$ back to 2D space $X' ∈ \mathbb{R}^{B \times C \times H \times W}$. We then apply a 2D transformation $F$ to impose local regularization on $X'$ and reshape the output back to the sequence space, which we designate as $X'' ∈ \mathbb{R}^{B \times N \times C}$. Since the class token $Y ∈ \mathbb{R}^{B \times C}$ doesn’t involve position information, we keep it unchanged. The output is formed by concatenating the unchanged class token $Y$ and regularized $X''$ along the last dimension.

To construct the reference point, we utilize the boundary padding of 2D features. A toy example is when we perform convolutions on an image or its feature maps, zero padding would indicate the position of the boundary point.

**Positional Encoding Generator.** There is a handy instantiation of $F$ that meets requirements (2) and (3): a learnable 2D convolution with kernel $k$ ($k \geq 3$) and $\frac{k-1}{2}$ zero paddings. It only adds a minimum touch of Transformer implementation. We call the overall module as a Positional Encoding Generator (PEG), visualized in Figure 2. It is supposed to capture 2D position information that feeds into the attention pipeline. By design, it supports flexible scaling for various input spatial dimensions. We also give an exemplary implementation in Section B.1 (supplementary).

In practice, however, $F$ can be more versatile like separable convolutions and many others.

We then propose Conditional Position encodings Visual Transformer (CPVT) that inserts PEGs between encoders. Next, we empirically study its potential functionality. We leave the requirement (1) to be verified in Section 4.2.

### 3.4. Position Encodings Help Learn A Schema of Locality

Knowing that position encodings are crucial to Transformers, we are curious to find out what it potentially does to contribute better performance and whether CPVT does
the same. We begin at comparing the failure case (w/o position encoding) with DeiT [41].

A good point to watch is the outcome. It has been shown [14] that lower layers in Transformer have shorter attention distances on average. As the network depth increases, the attention distances are also enlarged. We investigate whether the failure case without position encoding follows this observation.

Specifically, given a 224×224 image (i.e. 14×14 patches), the score matrix within a single head is 196×196. We calculate the normalized self-attention score matrix of the second encoder block and have it visualized in Figure 3. To the left it shows that DeiT learns to form a schema of locality, where the diagonal element interacts strongly with its local neighbors while weakly with those far-away elements. When position encoding is removed (DeiT w/o PE), it turns out that the patch develops much weaker interaction with its neighbors. This leads us to hypothesize that the failure might be caused by the weak attention to neighboring elements.

**CPVT also learns locality information.** It turns out that CPVT, just like DeiT [41], learns locality information in the lower layers too, as shown by the normalized attention map in Figure 4. It suggests that CPVT learns a similar pattern that DeiT managed to do under absolute encodings. Next, we evaluate whether this behavior helps for better performance through experiments.

### 4. Experiments

#### 4.1. Setup

**Dataset** We use ILSVRC-2012 ImageNet dataset [12] with 1k classes and 1.3M images to train all our models following DeiT [41]. We report the results on the validation set throughout the paper. We don’t use the much larger JFT-300M dataset [37], which is used in ViT [14] but undisclosed.

**Model variants** We directly comply with the model setting variants as [41] and use three models with different throughputs to adapt for various computing scenarios. The detailed setting is shown in Table 2. This strategy leads to controlled experiments to those recent SOTAs [14, 41]. All experiments in this paper are performed on Tesla V100 machines. Training the tiny model for 300 epochs takes about 1.3 days on a single V100 with 8 GPU cards. Besides, CPVT-S and CPVT-B take about 1.6 and 2.5 days respectively. The added PEG plugin in CPVT models comes with negligible costs, see Section 4.4.

| Model    | embedding dimension | #heads | #layers | #params |
|----------|---------------------|--------|---------|---------|
| CPVT-Ti  | 192                 | 3      | 12      | 6M      |
| CPVT-S   | 384                 | 6      | 12      | 22M     |
| CPVT-B   | 768                 | 12     | 12      | 86M     |

Table 2: CPVT architecture variants. The larger model, CPVT-B, has the same architecture as ViT-B [14] and DeiT-B [41]. CPVT-S and CPVT-Ti have the same architecture as DeiT-small and DeiT-tiny respectively.

**Training details** All the models (except for CPVT-B) are trained for 300 epochs with a global batch size of 2048 on Tesla V100 machines using AdamW optimizer [27]. We don’t tune the hyper-parameters and strictly comply with the settings in DeiT [41]. The learning rate is scaled with this formula

\[
\text{lr}_{scale} = \frac{0.0005 \times \text{BatchSize}_{global}}{312}
\]

Although it may be sub-optimal for our method, our approach can obtain competitive results compared with [41]. The detailed hyperparameters are shown in Table 13 (supplementary).
4.2. Comparison with State-of-the-art Methods

We evaluate the performance of CPVT models on the ImageNet validation dataset and report the results in Table 3. Compared with DeiT, CPVT models have much better top-1 accuracy with similar throughputs. Since convolution is already efficiently implemented in popular deep learning frameworks, CPVT is quite efficient and has good through-put performance.

| Models          | Params. | Input throughput (img/s) | Top-1 Acc (%) | @input @384 |
|-----------------|---------|--------------------------|---------------|-------------|
| ResNet-50 [15]  | 25M     | 224×1226.1               | 79.0          | 78.6        |
| EfficientNet-B0 [39] | 5M     | 224×2694.3               | 77.1          | 77.3        |
| EfficientNet-B1 [39] | 8M     | 240×1662.5               | 79.1          | 80.0        |
| EfficientNet-B2 [39] | 9M     | 260×1255.7               | 80.1          | 81.0        |
| EfficientNet-B3 [39] | 12M    | 300×732.1                | 81.6          | 82.1        |
| EfficientNet-B4 [39] | 19M    | 360×349.4                | 82.9          | 82.9        |
| EfficientNet-B5 [39] | 30M    | 456×169.1                | 83.6          | 83.7        |
| EfficientNet-B6 [39] | 43M    | 528×96.9                 | 84.0          | 83.0        |
| EfficientNet-B7 [39] | 66M    | 600×55.1                 | 84.3          | 83.1        |
| ViT-B/16 [14]   | 86M     | 384×85.9                 | 77.9          | 77.9        |
| ViT-L/16 [14]   | 307M    | 384×27.3                 | 76.5          | 76.5        |
| DeiT-tiny w/o PE [41] | 6M     | 224×2536.6               | 68.2          | 68.6        |
| DeiT-tiny [41]  | 6M      | 224×2536.5               | 72.2          | 71.2        |
| CPVT-Ti (0-0) + PEG† | 6M     | 224×2512.5               | 72.9          | 73.4        |
| CPVT-Ti (0-5)†  | 6M      | 224×2500.7               | 73.4          | 74.2        |
| DeiT-Small [41] | 22M     | 224×940.4                | 79.9          | 78.1        |
| CPVT-S (0-5)†   | 23M     | 224×930.5                | 80.5          | 80.8        |
| DeiT-Base [41]  | 86M     | 224×292.3                | 81.8          | 79.7        |
| CPVT-B          | 86M     | 224×290.1                | 81.9          | 82.3        |

*: The throughput is measured on one 16GB V100 GPU as in [41].
†: Directly tested on 384×384 without fine-tuning.
‡: Insert one PEGs after the first encoder
*: Insert one PEG each after the first encoder till the fifth encoder

4.3. Object Detection

We further evaluate the detection performance of our method on the COCO [25] dataset. Specifically, we only change the positional encoding strategy of the encoder part. We keep almost the same setting as [5] except that we shorten the training epochs from 500 to 50 since it takes about 2000 GPU hours to train DETR for 500 epochs [5, 51]. We hope this setting will help the community to form a resource-efficient baseline. Specifically, we train DETR using AdamW [27] with a total batch size of 32 and 0.0001 weight decay. The initial learning rate of the backbone and transformer is 2×10⁻³ and 1×10⁻⁴ respectively. The learning rate is scheduled following the stepLR strategy and decay by 0.1 × at epoch 40. As for the loss function, there are three components: l₁ loss for bounding box (5.0), classification loss (1.0) and GIoU loss (2.0) [34].

For DETR models, we use 100 object queries and don’t utilize Focal loss [24] to make fair comparison. Note that both DETR and Deformable-DETR make use of 2D positional encoding. Table 4 shows that if this encoding is removed, the mAP of DETR degrades to 32.8% from 33.7%, which is consistent with the ablation study of DETR. However, its performance can be improved to 33.9% if PEG is plugged in. As for Deformable-DETR, replacing 2D sine positional encoding with PEG obtains better performance under various settings. In summary, PEG helps learn-able positional embedding outperform its human designed counterpart in the task of object detection.

4.4. Complexity Analysis of PEG in CPVT Models

Neglectable Parameters. Given the model dimension d, the extra number of parameters introduce by PEG is itself to generalize to different spatial inputs. This result resonates with the motivation of the conditional position encodings scheme.
$dlk^2$ if we choose $l$ depth-wise convolutions with kernel $k$. Even if we use $l$ separable convolutions, this value becomes $l(d^2 + k^2d)$. When $k = 3$ and $l = 1$, CPVT-Ti $(d = 192)$ brings about 1728 parameters. Note that DeiT-tiny utilizes learnable positional embedding with $192 \times 14 \times 14 = 37632$ parameters. Therefore, CPVT-Ti has 35904 fewer number of parameters than DeiT-tiny. Even using 4 layers of separable convolutions, CPVT-Ti introduces $38952 - 37632 = 960$ more parameters. Note that DeiT-tiny has 5.7M parameters, therefore the added cost can be neglected.

**Neglectable FLOPs.** As per FLOPs, $l$ layers of $k \times k$ depth-wise convolutions possesses the cost of $14 \times 14dlk^2$. Taking the tiny model for example, it involves $196 \times 192 \times 9 = 0.34M$ for the simple case $k = 3, l = 1$, which can be neglected considering the tiny model has 2.1G FLOPs.

### 5. Ablation Study

Regarding highly expensive computing cost (see Section 4.1), we use the tiny model (by default, only one PEG of depth-wise $3 \times 3$ is used) for most of the ablations. If otherwise specified, all experiments are done on ImageNet and use exactly the same hyper-parameter settings as Section 4.1.

#### 5.1. Positional Encoding Types

Previously, there were several types of commonly used encodings: absolute positional encoding (e.g. sinusoidal [42]), relative positional encoding (RPE) [35] and learnable encoding (LE) [13, 30]. These encodings are added to the input patch tokens before the first encoder block. We first compare the proposed PEG with these strategies in Table 5. Notice we denote $i$-$j$ as the inserted positions of PEG which start from $i$ and end at $j-1$.

| Model       | PEG Pos | Encoding | Top-1(%) | Top-5 (%) |
|-------------|---------|----------|----------|-----------|
| DeiT-tiny   | -       | LE       | 72.2     | 91.0      |
| DeiT-tiny   | -       | 2D sin-cos | 72.3     | 91.0      |
| CPVT-Ti     | 0-0     | PEG      | 72.4     | 91.2      |
| CPVT-Ti     | 0-0     | PEG + LE | 72.9     | 91.4      |
| CPVT-Ti     | 0-0     | 4×PEG + LE | 72.9     | 91.4      |
| CPVT-Ti     | 0-5     | PEG      | 73.4     | 91.8      |

Table 5: Comparison of various encoding strategies. LE: learnable encoding. RPE: relative positional encoding

DeiT-tiny obtains 72.2% with learnable absolute encoding. We also extend the sinusoidal encoding in Equation 4 into 2D space to achieve on par performance. As for RPE, we follow [35] and set the local range hyper-parameter $K$ as 8. This requires changing the self-attention formulation in Equation 5 and we obtain 70.5% top-1 accuracy.

Moreover, we combine the learnable absolute encoding with a single PEG. This boosts the baseline CPVT-Ti (0-0) by 0.5%². We attribute it to the limited representational capacity of a single PEG, because if we use stack 4 PEG layers it can achieve 72.9% and match the performance. Moreover, if we add a single layer of PEG to the first five blocks, we can obtain 73.4% top-1 accuracy, which indicates that features at different transformer blocks may have different optimal positions.

#### 5.2. Plugin Positions

We also experiment by varying the position of the PEG in the model. Table 6 presents the ablations for variable positions based on the tiny model. We denote the input of first encoder by index -1. Therefore, position 0 is the output of the first encoder block. Our method shows strong performance (~72.4%) when PEG placed at [0, 3].

| Position Idx | Top-1 Acc(%) | Top-5 Acc(%) |
|--------------|-------------|-------------|
| none         | 68.2        | 88.7        |
| -1           | 70.6        | 90.2        |
| 0            | 72.4        | 91.2        |
| 3            | 72.3        | 91.1        |
| 6            | 71.7        | 90.8        |
| 10           | 69.0        | 89.1        |

Table 6: Performance of different plugin positions using the architecture of DeiT-tiny on ImageNet

#### 5.3. Large Kernel at Position -1

Why is placing PEG at position -1 much worse than that at 0? (Table 6). We observe that the largest difference between the two is they have different receptive fields. Specifically, the former has a global field while the latter only attends to a local area. Hence, it is supposed to work similarly well if we enlarge the convolution range. To test our hypothesis, we use quite a large kernel size 27 with a padding size 13 at position -1, whose result is reported in Table 7. It achieves 72.5% top-1 accuracy, which verifies our assumption and thus can be regarded as another variant of CPVT. We don’t use it by default because it is a little slower and worse than placing PEG at 0.

| PosIdx | kernel | Params | Top-1 Acc(%) | Top-5 Acc(%) |
|--------|--------|--------|-------------|-------------|
| -1     | 3×3    | 5.7M   | 70.6        | 90.2        |
| -1     | 27×27  | 5.8M   | 72.5        | 91.3        |

Table 7: Performance of different kernels (position -1).

#### 5.4. Single Position vs. Multiple Positions

We further evaluate whether using multi-position encodings benefits the performance in Table 8. We follow the notations in Section 5.1. By inserting five positions,
the top-1 accuracy of the tiny model is further improved to 73.4%, which surpasses the recent SOTA DeiT-tiny by 1.2%. Similarly, CPVT-S achieves a new state-of-the-art accuracy (80.5%).

| Positions | Model | Params(M) | Top-1 Acc(%) | Top-5 Acc(%) |
|-----------|-------|-----------|--------------|--------------|
| 0-0       | tiny  | 5.7       | 72.4         | 91.2         |
| 0-5       | tiny  | 5.9       | **73.4**     | 91.8         |
| 0-11      | tiny  | 6.1       | **73.4**     | 91.8         |
| 0-0       | small | 22.0      | 79.9         | 95.0         |
| 0-5       | small | 22.9      | 80.5         | 95.2         |
| 0-11      | small | 23.8      | **80.6**     | 95.2         |

Table 8: CPVT’s performance sensitivity to number of plugin positions on ImageNet validation dataset.

### 5.5. Kernel Sizes

We further evaluate the performance of various regularization ranges determined by PEG kernel sizes. Specifically, we utilize a single depth-wise layer without batch normalization [21] or activation. We fix the plugin position at 0. Table 9 shows kernel $1 \times 1$ performs badly (68.9% top-1 accuracy). We attribute its failure to the loss of positional information. Moreover, there are no extra gains with larger kernel sizes, e.g. 5 and 7.

| Kernel | Params(M) | Top-1 Acc(%) | Top-5 Acc(%) |
|--------|-----------|--------------|--------------|
| 1      | 5.68      | 68.9         | 89.3         |
| 3      | 5.68      | **72.4**     | **91.2**     |
| 5      | 5.68      | 72.0         | 90.9         |
| 7      | 5.69      | 72.2         | 91.1         |

Table 9: Performance of different regularization ranges.

### 5.6. Padding Strategies

We design an experiment to quantify the importance of the absolute positional encoding from zero paddings. Specifically, we use CPVT-S and simply remove such paddings from CPVT while keeping all other parts unchanged. This shortens the input sequence length from 196 to 144. Table 10 shows that the tiny model only obtains 70.5% if the padding is removed, which indicates that absolute positional information plays an important role in classifying objects. This is the case because the category for each image is mainly labeled by the object in the center. Transformer has to know which patch is in the center.

| Model   | Padding | Top-1 Acc(%) | Top-5 Acc(%) |
|---------|---------|--------------|--------------|
| CPVT-Ti | ✓       | 72.4         | 91.2         |
|         | ✗       | 70.5         | 89.8         |

Table 10: ImageNet Performance w.r.t padding strategies.

### 5.7. What Matters the most for Performance?

**Representational power?** One might suspect that the performance improvement mainly comes from the representational power introduced by PEG. To disprove it, we simply use a weak PEG: a $3 \times 3$ depth-wise convolution with random initialization. We also fix its weight during the training, in which case we obtain 71.3% top-1 accuracy on ImageNet (see Table 11), way higher (3.1%↑) than one without any encoding (68.2%). Representational power alone would not make such a big difference. As a comparison, when we add 12 more fully connected layers (i.e., kernel size 1) with skip connections after the first encoder, it brings about 0.5M more parameters. However, this only boosts the performance to 68.6% (0.4%↑).

| Kernel | Style       | Params(M) | Top-1 Acc(%) |
|--------|-------------|-----------|--------------|
| none   | -           | 5.68      | 68.2         |
| 3      | fixed (random init) | 5.68      | 71.3         |
| 3      | fixed (learned init) | 5.68      | 72.3         |
| 1 (12 ×) | learnable   | 6.13      | 68.6         |
| 3      | learnable   | 5.68      | **72.4**     |

Table 11: Ablation to decide the impact factor.

**Positional Encoding?** Then, why can a single non-learnable depth-wise convolution make such a big difference? We have seen that fixed weight has slightly weaker performance (71.3%) compared with the learnable baseline (72.4%). This suggests that the positional constraints imposed by the fixed-weight PEG is attenuated. The network may have more trouble in adapting its weights since the encoding is not adaptive, i.e. less accurate.

To prove the above hypothesis, we fix a learned PEG instead of one with random initialization and train the tiny version of the model from scratch. It achieves 72.3% top-1 accuracy on ImageNet. Compared with the learnable baseline, the learned PEG already conveys most of the positional information.

Based on these aspects, we can conclude that it is the position encoding that matters the most. In the next section, we design various encoding functions for a better analysis.

### 5.8. Efficiency vs. Complexity

Table 12 shows the performance of PEG choices. We insert various types of PEGs at position 0. Depth-wise convolution acts as a baseline with 72.4% accuracy. Direct replacement for depth-wise convolution using a separable one can marginally boost the performance with 0.1%. Stacking three more layers of PEG (adding 0.1M more parameters) achieves 72.9%. We attribute its success to better encoding from more powerful representational capacity.
| Stack Number | Type        | Params(M) | Top-1 Acc(%) |
|--------------|-------------|-----------|--------------|
| 1 ×          | Depth-wise  | 5.7       | 72.4         |
| 1 ×          | Separable   | 5.7       | 72.5         |
| 4 ×          | Separable   | 5.8       | 72.9         |

Table 12: Ablation on the performance sensitivity to representation capacity. PEGs are at position 0.

6. Conclusion

In this paper, we’ve introduced CPVT, a novel method to coerce position perception capability in vision Transformers. Through both theoretical and extensive experimental studies, we systematically analyze how important positional encoding is to vision Transformers. We discover that position information is crucial but does not necessarily have to be explicitly specified. A new out-of-box plugin is proposed to replace explicit hardcoded position encodings, which leads to strong performance with negligible extra cost. With the gifted freedom of changing the input size on-the-fly and plug-and-play nature, we look forward to a broader application of our proposed method in transformer-driven vision tasks like segmentation and video processing, or even in natural language processing.
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A. Experiment Details

A.1. Hyperparameter settings

Table 13 gives the hyper-parameter details of CPVT.

| Methods                | ViT-B [14] | DeiT-B [31] | CPVT |
|------------------------|------------|-------------|------|
| Epochs                 | 300        | 300         | 300  |
| Batch size             | 4096       | 1024        | 1024 |
| Optimizer              | AdamW      | AdamW       | AdamW|
| Learning rate decay    | cosine     | cosine      | cosine|
| Weight decay           | 0.3        | 0.05        | 0.05 |
| Warmup epochs          | 3.4        | 5           | 5    |
| Label smoothing ∈ [38] | X          | 0.1         | 0.1  |
| Dropout [36]           | 0.1        | X           | X    |
| Rand Augment [11]      | X          | 0.1         | 0.1  |
| Mixup prob. [48]       | X          | 0.8         | 0.8  |
| Cutmix prob. [47]      | X          | 1.0         | 1.0  |
| Erasing prob. [50]     | X          | 0.25        | 0.25 |

Table 13: Hyper-parameters for ViT-B, DeiT-B and CPVT.

B. Example Code

B.1. PEG

In the simplest form, we use a single depth-wise convolution and show its usage in Transformer by the following PyTorch snippet. Through experiments, we find that such a simple design (i.e., depth-wise 3×3) readily achieves on par or even better performance than the recent SOTAs.

B.2. PEG for Detection

Note that the masked padding should be carefully dealt with to avoid wrong gradient. The self attention component in most standard libraries supports masked tokens. PEG can efficiently attend to the masked padding by using some basic tensor operations as following.

C. Under the Hood: Why is the Encoding Conditional?

We further study the underlying working mechanism of CPVT. Without loss of generalization, we ignore the batch dimension and use the model dim as 1. We denote the output sequence of the first encoder as $X = (x_1, x_2, \ldots, x_N)$ and $N = H^2$. We can write the convolution weight $W$ as:

$$
\begin{bmatrix}
  w_{-k,-k} & \cdots & w_{-k,0} & \cdots & w_{-k,k} \\
  \vdots & & \vdots & \ddots & \vdots \\
  w_{0,-k} & \cdots & w_{0,0} & \cdots & w_{0,k} \\
  \vdots & & \vdots & \ddots & \vdots \\
  w_{k,-k} & \cdots & w_{k,0} & \cdots & w_{k,k}
\end{bmatrix}
$$

We define the output of this convolution as $Y = (y_1, y_2, \ldots, y_N) = F(X)$. We define the mapping $y_{m/H,m/H} = y_m$ and $x_{m/H,m/H} = x_m$. The transform function of $X$ can be formulated as

$$
y_m = x_m + \sum_{i=-k}^{k} \sum_{j=-k}^{k} \sum_{i=m/H+i,m/H+j}^{w_i,j} (x_{m/H+i,m/H+j} w_{i,j})
$$

(6)

For simplicity, we degrade the projection weight matrices to three scalars $w_q, w_k, w_v$ and we ignore multi-heads.
The self-attention function for \( z_m \) can then be written as

\[
z_m = \sum_{n=1}^{N} \sum_{l=1}^{N} e^{w_q w_k y_l y_m} w_v y_m
\]  

(7)

Substituting Eq 6 into Eq 7, we can derive that

\[
y_m y_n = (x_m + \sum_{i=-k}^{k} \sum_{j=-k}^{k} x_{m/H+i,m%H+j} w_{i,j} ) \\
\times (x_n + \sum_{p=-k}^{k} \sum_{q=-k}^{k} x_{n/H+p,n%H+q} w_{p,q} ) \\
= x_m x_n + x_m \sum_{p=-k}^{k} \sum_{q=-k}^{k} x_{n/H+p,n%H+q} w_{p,q} \\
+ x_n \sum_{i=-k}^{k} \sum_{j=-k}^{k} x_{m/H+i,m%H+j} w_{i,j} + \\
\sum_{i=-k}^{k} \sum_{j=-k}^{k} \sum_{p=-k}^{k} \sum_{q=-k}^{k} x_{m/H+i,m%H+j} x_{n/H+p,n%H+q} w_{p,q} w_{i,j}
\]  

(8)

From the perspective of encoding, CPVT can be regarded as a conditional encoding approach if we consider the transformation function \( F \) as a function to generate encodings.

Note that we add \( k \) zero paddings to make sure \( Y \) has the same length as \( X \). This is reflected by variables in the boundary position such as \( x_{-1,-1} \) in Eq 8. This difference may bring absolute positional information.

If \( y_m \) and \( y_n \) are near to each other within the kernel range, there is a high probability that the same goes for the elements of \( X \). The dot production (generalized in high dimension) will contribute to a positive attention score, which is weighted by the learnable \( w \). This mechanism resembles relative position encoding in that it processes relative information. Therefore, the conditional encoding can also be regarded as a mixed encoding mechanism.

D. More Analysis

D.1. Comparison to Lambda Networks

Our work is also related to Lambda Networks [2] which uses 2D relative positional encodings. We evaluate its lambda module with an embedding size of 128, where we denote its encoding scheme as RPE2D-d128. Noticeably, this configuration has about 5.9M parameters (comparable to DeiT-tiny) but only obtains 68.7%. We attribute its failure to the limited ability in capturing the correct positional information. After all, lambda layers are designed with the help of many CNN backbones components such as down-sampling to form various stages, to replace ordinary convolutions in ResNet [15]. In contrast, CPVT is transformer-based.

D.2. Does each encoder need positional information?

We have shown that positional information is critical to visual transformers. A natural question is to know whether the position information is necessary for all the blocks. To verify this, we retain positional information within the first encoder and stop its forward propagation to the rest of the encoders. Specifically, we only inject learnable positional encodings into the query and the keys of the first encoder in the DeiT-tiny model. If blocks after the first one don’t require such information, the performance should be on par with 72.2% top-1 accuracy on ImageNet. However, this group only obtains 71.4%.

E. Figures

E.1. DeIT

Figure 5 presents normalized attention maps from lower attention layers of DeIT where it learns locality information.

E.2. CPVT

Figure 6 gives the normalized attention map of CPVT vs. DeiT w/o PE.

Figure 7 shows the learned kernel weights for CPVT-Ti model.
Figure 7: 192 3×3 PoVT plugin kernel weights. The center pixels generally have the most weight.

The schematics of plugin position ablation can be shown in the Figure 8.

Figure 8: The same plugin at position -1 (b left) underperforms the default choice at position 0 (a). When replacing with a larger kernel, the problem is mitigated (b right) since it captures global information.