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Abstract: End-use specific residential electricity load profiles are of interest for energy system modelling that requires future load curves or demand-side management. We present a model that is applicable across countries to predict consumption on a regional and national scale, using openly available data. The model uses neural networks (NNs) to correlate measured consumption from one country (United Kingdom) with weather data and daily profiles of a mix of human activity and device specific power profiles. We then use region-specific weather data and time-use surveys as input for the trained NNs to predict unscaled electric load profiles. The total power profile consists of the end-use household load profiles scaled with real consumption. We compare the model’s results with measured and independently simulated profiles of various European countries. The NNs achieve a mean absolute error compared with the average load of 6.5 to 33% for the test set. For Germany, the standard deviation between the simulation, the standard load profile H0, and measurements from the University of Applied Sciences Berlin is 26.5%. Our approach reduces the amount of input data required compared with existing models for modelling region-specific electricity load profiles considering end-uses and seasonality based on weather parameters. Hourly load profiles for 29 European countries based on four historical weather years are distributed under an open license.

Keywords: energy system modelling; household load profile; neural network; end-uses; consumer behavior; cross-country; open data

1. Introduction

Electrical load profiles are of significant interest to estimate time-dependent energy consumption if real measurement data are scarce or predictions for the future are required. This includes profiles on different spatial scopes such as single buildings, municipalities, or whole countries and for different sectors such as the residential, the commercial, and the industrial sector. The residential sector currently contributes 25% to the final energy consumption in the European Union (EU) [1].

End-use specific profiles are also of interest for optimizing future demand-side management (DSM), because a change of end-uses is likely with the introduction of new technologies and only particular end-uses are suitable for DSM. The adequate prediction of future household load profiles is thus of importance for energy system modelling. Owing to the strong coupling between the European countries, a suitable profile generation method should be capable of considering country-specific differences in consumer behavior, and thus household load profiles.

Most existing models for residential load profile prediction can be grouped into two categories: bottom-up and top-down models. Bottom-up models generally model the household in detail by looking at appliances and occupants and aggregate them to build the total consumption profile. Generating profiles on a regional or national level with bottom-up models then requires an extrapolation of the results for single buildings using socio-
economic or building stock data. In contrast, top-down models use aggregated data and correlate them to macro-variables such as weather conditions or consumer behavior [2,3].

The literature shows extensive studies using both methods. An early stochastic bottom-up model comes from Richardson [4], who implemented a simulation for single households in 1-min resolution. The authors modelled the probability for switching on appliances based on daily activity profiles from the United Kingdom (UK). The activity profiles are generated from time-use surveys (TUSs) [5]. Such a comprehensive TUS is comparable to diaries that characterize how people spend their time. TUS-based models require country-specific TUS data. Appliances are assigned to households based on national ownership data and each appliance assumes a specific load profile once switched on. McKenna and Thomson [6] extended the model by a thermal module six years later.

Ardakanian et al. [7] recognized the main weakness of Richardson’s model—its requirement for many input datasets such as the appliances in each home and their respective load profile, the number of occupants, and their behavior. Therefore, the authors developed Markov chains based on real measurements from 20 buildings over a timespan of four months, which reduced the amount of input data. They were able to predict the residential load on the level of local power transformers, but the model is not able to represent appliances or to consider the influence of weather data. This conflict between a detailed representation of the load curve requiring much input data and minimizing input data while keeping a certain level of detail is still ongoing in the literature.

Multiple detailed bottom-up models exist. Gottwalt et al. [8] scheduled appliances based on stochastic start times, runtimes, and consumer occupancy. Tsagarakis et al. [9] also used TUS data from the United Kingdom and constructed Markov chains to develop activity profiles of single inhabitants of residential buildings. These authors combined the activity profiles with ownership databases and appliance profiles and added the use of ambient weather parameters to influence the generated load profiles. A similar approach comes from Lombardi et al. [10], who developed an open-source stochastic bottom-up model on the appliance level for multiple sectors, which was primarily designed for remote areas, but is able to predict larger regions as well. Fischer et al. [11] used stochastic appliance modelling as well. They determine the appliance ownership for a household from socio-economic data such as the number of occupants and working patterns. One of the most sophisticated load profile models is that by Pflugradt [12]. The author chose to model desires of people such as being hungry or having to wash laundry and used time series of the probability to have a certain desire to model consumer behavior. The model is then able to construct load curves up to a spatial resolution of quarters. A more recent model comes from Gao et al. [13]. The authors predicted the appliance consumption of households from evaluating similar historic days. Factors that are considered for identifying similar days are weather parameters, weekdays, employment status, major events such as holidays, and the time gap between the prediction and the historical date.

Top-down models are widespread as well. Singh and Yassine [14] used an unsupervised clustering analysis on large measurement datasets to extract frequent patterns and trained a Bayesian network on their dataset. The network then used seven information streams such as the hour of the day, the weekday, or the season, as well as dependencies between appliances to predict load profiles. Ge et al. [15] aimed at a model with significantly lower data input and fitted multiple Gaussian functions on measured profiles from 200 households. The only parameters they considered to predict the load curve were the number of homes, the number of bedrooms per home, and the number of occupants per home. Rahman et al. [16] used recurrent neural networks to correlate weather variables such as the solar irradiation and schedule-dependent variables such as the hour of the day to the aggregated electricity consumption of residential buildings. Arens et al. [17] extracted typical daily load profiles from measurements of a single household using neural networks. Anvari et al. [18] used empirical mode decomposition to extract both short-term and long-term trends from measurements over four consecutive weeks. A widespread method in Germany to predict the consumption of households is using the standard load
profile (SLP) H₀ [19], which is a formula with fixed parameters that takes into account the weekday and the season. Stokes [20] extracted average daily and seasonal profiles for a number of devices from a dataset measured across 1200 households in the United Kingdom during the 1990s. The author provided formulas with fixed parameters per appliance that describe both the daily and seasonal trends.

Most of the above-mentioned models are capable of predicting the consumption on the level of single persons or households. The selection of an appropriate model is influenced by its functionality, computational expenditure, and the validity of the results. However, in the context of energy system analysis and technology impact assessment, a desirable combination of features exists that none of the models so far provides:

- Seasonality based on weather data: Modern energy system models focus on the transition to renewable, weather-dependent energies. These models naturally incorporate fluctuating renewable electricity supply. Using fluctuating profiles of both supply and demand based on the same datasets allows researchers to analyze their interaction. Only six load profile models from above are able to use weather data for at least some appliances [4,9,11–13,16].

- Consider end-uses/appliances: Most bottom-up models naturally provide appliance-specific load curves. However, most top-down models do not consider appliances, but are only built for aggregated load curves. Energy system models often consider time horizons until 2050 or later and use assumptions on the development of electric consumption per end-use (e.g., decreasing consumption for space heating due to better building insulation). Out of the models analyzed, two top-down models [14,20] and eight bottom-up models [4,8–13] were end-use specific.

- Cross-country: Energy system models spanning multiple countries require country-specific load profiles. All models besides [10] were either not able to extrapolate their results to other countries or did not demonstrate it.

- We define six categories of input data that are necessary to extrapolate a model to larger regions: Formulas with fixed coefficients, time-use surveys, appliance ownership, socio-economic data, weather data, and load profile measurements. The effort to use and acquire the data differs between the categories, which means that the amount of data categories alone does not define the total input data requirements. Formulas with fixed coefficients require little to no effort, because they are provided by the author. Extrapolating bottom-up models from single households to regions or countries often requires large appliance ownership and socio-economic data and makes the application computationally expensive. The complexity of load profile measurements depends on its level of detail such as the number of households and the temporal resolution. Out of the models analyzed, we only estimated a small demand for input data for five top-down models [7,15,18–20] for an extrapolation of the model to a national level.

Additionally, providing the model itself or the input and output data under an open license helps with reusability. We found seven models [6,9,10,12,18–20] doing this.

In Table 1, we present an overview of the reviewed models. None of them were able to meet all of the aforementioned combination of features. In this paper, we develop a model that meets those criteria at manageable computational expenditure and input data requirements. We only use openly available information. Our approach is capable of generating load curves for specific regions in Europe. We use a neural network (NN) to correlate the extensively measured consumption in the United Kingdom from [20] with region-specific input data that are also available for other countries. This allows the derivation of load profiles for any region where this kind of data are available without the need for measured consumption data. The generated load profiles shall be used in energy system analysis and enable researchers to model future shifts in consumption. This classifies our model as long-term load forecasting according to [21], although it shows characteristics of short-term forecasting such as the hourly resolution as well. Region-specific input data we use include the following:
Residents’ activities based on TUS data. TUS data result from surveys that extract the time spent in various activities over the day from diaries.

Typical daily power consumption profiles of devices that depend little on region and human activities (e.g., fridges).

The outside temperature and global irradiation.

The German standard load profile gas (SLPG) to include energy consumption for heating.

The key contributions of this paper are as follows:

- Correlate empirical consumption data with weather conditions, device power consumption profiles, and residents’ activities.
- Use the correlations found to develop regionalized hourly end-use specific residential load profiles for 29 European countries for four historical weather years.
- Distribute the resulting load profiles under an open license.

Table 1. Literature overview of related models. The models are sorted by year. The table provides information about the criteria necessary for further use in energy system models: Is the model able to be applied in multiple countries? Does weather data influence the seasonality? Is it end-use specific? Are input or output data or the model itself available under an open license? How much data are required to model larger regions? We define six categories of data: Formulas with fixed coefficients (F), time-use surveys (TUSs), appliance ownership (A), socio-economic data (SE), weather data (W), and load profile measurements (M). Please note that the amount of data categories alone does not define the total input data requirements, because the complexity between categories differs.

| Authors           | Year | Method   | Data Requirements | Cross-Country | Seasonality Based on Weather Data | End-Use Specific | Open License |
|-------------------|------|----------|-------------------|---------------|-----------------------------------|-----------------|--------------|
| Meier et al. [19] | 1999 | Top-Down | Small (F)         | No            | No                                | No              | Yes          |
| Stokes [20]       | 2005 | Top-Down | Small (F)         | No            | No                                | Yes             | Yes          |
| Richardson et al. [4] | 2010 | Bottom-Up | Large (TUS, A, SE, W) | Possibly   | Limited (Only lighting) | Yes             | No           |
| Ardakanian et al. [7] | 2011 | Hybrid   | Small (M)         | No            | No                                | No              | No           |
| Gottwald et al. [8] | 2011 | Bottom-Up | Large (TUS, A, SE, M) | Possibly | Mostly (lighting and heat) | Yes             | No           |
| Collin et al. [9] | 2014 | Bottom-Up | Large (TUS, A, SE, W) | Possibly | Mostly (lighting and heat) | Yes             | Yes          |
| Fischer et al. [11] | 2015 | Bottom-Up | Large (A, SE, M)  | No            | Mostly (lighting and heat pump) | Yes             | No           |
| Ge et al. [15]    | 2016 | Top-Down | Small (SE, M)     | Possibly      | No                                | No              | No           |
| McKenna et al. [6] | 2016 | Bottom-Up | Large (TUS, A, SE, W) | Possibly | Mostly (lighting and heat) | Yes             | Yes          |
| Pfugradt [12]     | 2016 | Bottom-Up | Large (A, SE)     | Possibly      | Yes                                | Yes             | Yes          |
| Singh & Yassine [14] | 2018 | Top-Down | Large (M)         | No            | No                                | Yes             | No           |
| Gao et al. [13]   | 2018 | Bottom-Up | Large (A, SE, M, W) | No          | Yes                                | Yes             | No           |
| Rahman et al. [16] | 2018 | Top-Down | Large (M, W, A)   | No            | Yes                                | No              | No           |
| Arens et al. [17] | 2018 | Top-Down | Large (M, SE)     | No            | No                                | No              | No           |
| Lombardi et al. [10] | 2019 | Bottom-Up | Large (SE, A)     | Yes           | No                                | Yes             | Yes          |
| Anvari et al. [18] | 2020 | Top-Down | Small (M)         | Possibly      | No                                | No              | In parts     |
| This work         | 2021 | Hybrid   | Small (TUS, W, M) | Yes           | Yes                                | Yes             | In parts     |

The paper is organized as follows. Section 2 presents our methodology, divided into the pre-processing of input data and training and prediction of the neural networks in Sections 2.1 and 2.2 and the implementation of space heating and hot water in Section 2.3.
Section 3 presents, validates, and discusses the results and Section 4 gives a summary and conclusion.

2. Materials and Methods

The total electrical load curve of a multitude of households consists of different end-use load curves. In order to regionalize the modelled total curve using region-specific TUS data, we also have to consider a region-specific share of consumption for the different load contributions. To model the impact of residents’ behavior on the load curve, we have to align deterministic activity data and statistical consumption data. For that reason, we classify all modelled load contributions according to the German Working Group on Energy Balances (AGEB) [22] into the Eurostat-compatible end-use categories:

- Space Heating;
- Hot Water;
- Process Heat;
- Lighting;
- Cooling;
- Mechanical Energy;
- Information and Communications Technology (ICT).

The AGEB originally defines two separate end-uses for cooling (air conditioning and process cooling). We merge them into a single end-use because of the currently limited relevance of air conditioning in Europe. According to Eurostat, space cooling has a share of less than 1% on the final energy consumption in households for all European countries except for Greece and Malta [23].

With the load curves for each end-use and region-specific data on time use, temperature, and solar irradiation, we are able to build a regionalized total electrical load curve by scaling each end-use with its respective annual consumption. Our synthetic load curves thus combine aspects of a bottom-up approach via modelling of various end-uses with aspects of a top-down approach via scaling of the various loads. For validation, we compare the results of our approach to measurements of total electrical loads, which are more common than end-use specific measurements. The lowest spatial resolution that we consider for our methodology is NUTS3 regions. The NUTS classification (nomenclature of territorial units for statistics) is a hierarchical system for dividing the territory in Europe for regional statistics, and there are currently 1348 NUTS3 regions within the EU and the United Kingdom.

2.1. Neural Network-Assisted Linking of Household Load and Human Behaviour

As a starting point, we use Stokes’ work [20] on load profiles extracted from measurement data across 1200 households in the United Kingdom during the 1990s. Stokes showed that, for most devices in a household, the yearly power consumption profile can be described by a linear combination of daily power consumption profile $S_{hh,device}$ and a sinusoidal seasonal trend. The resulting time series $d_{hh,device}$ describes the devices’ contribution to the end-use load profile with half-hourly ($hh$) values over a year. We consider the devices cooking, lighting, dishwasher, washing machine, fridge-freezer, and miscellaneous for our model. The majority of real devices that are assigned to miscellaneous by Stokes consist of ICT such as television or home office equipment.

$S_{hh,device}$ (in kW) is a mix of device-typical weather-independent profiles and the impact of human behavior with varying shares of both depending on the device. For some devices, it is different for working days (Monday to Friday), Saturdays, and Sundays.

For each device, Stokes then identified a single weather parameter that controls the yearly trend and fitted a sine wave function to this trend. Irradiation is the weather parameter for lighting and the outside temperature is used for every other device.

The power consumption of a device $d_{hh,device}$ is defined as a single sine function:

$$d_{hh, device} = S_{hh,device} \cdot \sin\left(n + x_{day, device}\right) + k_{hh, device}$$ (1)
and as the sum of two sine functions in the case of lighting:

\[ d_{\text{hh, lighting}} = S_{1,\text{hh, lighting}} \sin \left( n + x_{1, \text{day, lighting}} \right) + S_{2, \text{hh, lighting}} \sin \left( n + x_{2, \text{day, lighting}} \right) + k_{\text{hh, lighting}} \]  \tag{2}

where \( n \) (in rad; 1 year \( \equiv 2\pi \)) describes the day of the year moved by a phase angle \( x \), \( x_1 \), and \( x_2 \) (in rad) and \( k \) (in kW) is a constant depending on the device. Further explanation of the methodology and tables with values regarding \( S \), \( k \), and \( x \) can be found in Chapter 4 and Appendix B of Stokes’ work [20].

While these fixed daily profiles with a seasonal sine function are sufficient to model the United Kingdom [20] (p. 96), they were not meant to offer an appropriate parameterization to account for different weather and human behavior in other countries. In order to generate country-specific profiles, we quantify the dependence of the total profile \( d_{\text{hh, device}} \) for each device on (i) the average U.K. weather data \( w_{\text{avg}} \) denoting the irradiation or the temperature and (ii) Stokes’ daily device usage profile \( S_{\text{hh, device}} \). If this dependence is known, we can replace the inputs with country-specific weather data \( w' \) and country- and device-specific, but weather-independent device usage profiles \( S'_{\text{device}} \) to generate country-specific individualized device profiles \( d'_{\text{device}} \).

Training and Network Characteristics

Neural networks (NNs) are commonly applied for modelling unknown and possibly non-linear relationships [24,25]. Hence, NNs are an obvious choice when it comes to studying the aforementioned dependence of the total profile \( d_{\text{hh, device}} \) on the weather data \( w_{\text{avg}} \) and Stokes’ daily device usage profile \( S_{\text{hh, device}} \).

NNs are typically trained on large datasets with millions of entries and hundreds of input parameters, which in return requires the network to consist of high numbers of neurons. In our case, we only have a training dataset of 8760 h of which we separate random 20% as a test set and keep the remaining 80% as the training set. We have two input parameters: \( w_{\text{avg}} \) denoting the irradiation or the temperature, and thus the yearly trend and the daily usage profile \( S_{\text{hh, device}} \). For \( w \), we use the reconstruction dataset coastDat-2 COSMO-CLM [26], which we remap to a grid of weather cells of approximately \( 30 \times 25 \) km, covering the whole European continent. We use hourly averages of the datasets global irradiation and temperature of all weather cells intersecting with the United Kingdom over the timespan from 1994 to 2014 to build the training dataset \( w_{\text{avg}} \).

The second part of the training input vector consists of a repetition of the daily usage profile \( S_{\text{hh, device}} \) that is specific for working days (Monday to Friday), Saturdays, and Sundays in case of the human behavior-dependent devices, but has only one weekday profile for constantly running devices like fridges (see Table 2). We train the model to predict the season-dependent total load profile \( d_{\text{hh, device}} (w_{\text{avg}}, S_{\text{norm, device}}) \). To prevent the NN from overfitting, we use two hidden layers with only 16 neurons each and a strong regularization parameter of 0.01 [25]. Both hidden layers use the ReLU activation function, as it showed the lowest error out of three different functions on our problem, and minimize the mean squared error (MSE). In a dataset with \( n \) samples, where \( Y \) are the observed values and \( Y' \) are the predicted values, the MSE is defined as

\[ \text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (Y_i - Y'_i)^2 \]  \tag{3}
Table 2. Modelling end-uses: The columns contain six devices and the rows show the dependence of the end-use specific power consumption profiles on different types of parameters. MAE, mean absolute error; ICT, information and communications technology.

| Parameter | Lighting | Cooking | Miscellaneous | Fridge-Freezers | Dishwasher | Washing Machine |
|-----------|----------|---------|---------------|----------------|------------|-----------------|
| No. of weekday profiles | 3        | 3       | 3             | 1              | 1          | 3               |
| Weather parameter | Global irradiation | Temperature | Temperature | Temperature | Temperature | Temperature |
| Test set | MAE/Mean | 33.0% | 30.1% | 8.4% | 6.5% | 7.3% | 13.9% |
| Source of basic profile $S_{device}$ | TUS | TUS | Stokes | Stokes | Stokes | Stokes |
| Weighting factor for end-use $wde$ | 100% of Lighting | 55% of Process Heat | 100% of ICT | 100% of Cooling | 23% of Process Heat | 22% of Process Heat, 100% of Mechanical Energy |

This makes our NNs a supervised learning approach, because we classify input and desired output data for the model in advance. We evaluate the performance of our model by the relation of the mean absolute error to the mean load (MAE/Mean) on our test set, with the MAE defined as

$$\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |Y_i - Y'_i|$$

(4)

Another common error metric for neural networks is the mean absolute percentage error (MAPE), defined as

$$\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{Y_i - Y'_i}{Y_i} \right|$$

(5)

However, the MAPE has shortcomings that prevented us from using it. It is obvious from Equation (5) that the MAPE is not defined for observed values $Y$ that are zero. Zeros are included in our training dataset though. Dropping zeros from the MAPE calculation is not an option, because this would exclude these time steps from the error metric. Therefore, we use the MAE/Mean in line with [27], which ranges from 6.5% to 33% in our test set for the different devices. We show examples of the training datasets in Figures A1–A4 in Appendix A.

Figure 1 shows the relationship between input and output quantified by the NNs with the weather parameter $w$ on the X-axis, the normalized device usage $S_{\text{norm,device}}$ on the Y-axis, and the normalized load $d'_{\text{device}}$ on the Z-axis. The dependence on the daily usage profile $S_{\text{norm,device}}$ is stronger for the devices cooking, dishwasher, and washing machine, while the fridge-freezer depends more on the ambient temperature. The miscellaneous and lighting profiles show a connection to both, while lighting is strongly influenced by the absence and only to a small degree by the intensity of daylight. A desired side effect of the strong regularization and small network design is that the modeled relations in Figure 1 do not have sharp edges or local extrema. This may allow us to apply the model to temperature ranges that the training dataset did not cover. Generally, the design of NNs does not allow such extrapolation, because their output can be random outside of their training range. Owing to the strong averaging of input data over multiple years and weather cells, we only train the network on temperatures between 273 and 292 K. However, we expect that the simplicity of the model allows an extrapolation to temperatures outside the training range.
2.2. Prediction of Household Load Profiles Based on Weather Data and Human Behaviour

After the training phase, we apply region-specific input parameters and let the trained network predict the load profile. For this, we exchange the original weather data $w_{avg}$ by data $w'$ of individual years and the respective regions to eliminate both temporal and spatial harmonization. In addition, we substitute Stokes’ daily usage profiles $S_{norm, device}$ for some devices by region-specific activity profiles TUS$_{device}$ to generate the basic profiles $S'_device$. The basic profiles take into account the results of TUS for lighting and cooking to include differences in human behavior between various countries:

- The basic profile TUS$_{lighting}$ for lighting represents the share of people that are home and awake.
- The basic profile TUS$_{cooking}$ for cooking represents the share of people cooking.
- As shown in Figure 1, process cooling has little dependence on the daily profile and does not need an individualized profile. Therefore, we use Stokes’ device profile of fridge-freezers $S_{norm, fridge-freezer}$.
- Dishwasher and washing machine would use a combination of human behavior and a device profile, because the activity of starting the machine itself only takes minutes, but entails a process of 1–2 h of electricity consumption. This requires precise information about the device used, which the TUS data do not deliver: they only specify a general category of ‘housework’. Therefore, we use Stokes’ profiles $S_{norm, washing machine}$ and $S_{norm, dishwasher}$.
- ICT should use TUS-based data, too. However, the age of the available data surveys prevents a reasonable consideration: The data for four out of the seven countries are more than 30 years old, when ICT consisted mainly of a few hours of television in the evening. A comparison between TUS-based and Stokes-based ICT profiles showed that Stokes’ profile $S_{norm, miscellaneous}$ performs better across countries.

TUS data are available in harmonized formats across 30 countries on a central database, but only Bulgaria, Germany, Spain, France, Hungary, and Italy show adequate data quality [28]. We present an excerpt of German TUS data in Table A1 in the Appendix A. Data in the same format are also available for the United Kingdom [29]. Additional proprietary TUS data are available, e.g., by the German federal statistics office, but we decided to only work with open data for this paper. We analyze these TUS data to develop shares for each
hour of the day of how many persons of a group perform a certain activity. We call the result activity profiles TUS_device. The diary entries contain information about the month, weekday, sex, and age. From this, we further differentiate the data by weekday (Monday to Friday, Saturday, Sunday/public holiday) and season to achieve an extra level of detail. We apply weighting by sex and age, because the surveys are not representative of the country’s average. We do this by grouping the interviewees into groups of sex and age (younger than 20 years; 20 to 29 years; 30 to 49 years; 50 to 64 years; older than 64 years), building activity profiles for each group, and weighting each group via the census 2011 population data available on Eurostat [30]. We show an example of an activity profile for cooking in Figure A5 in the Appendix A.

Feeding $S'_{device}$ and $w'$ to the trained NNs generates hourly resolved load profiles $d'_{device}$ for each device. We assign every considered device load to the AGEB end-use classification to achieve end-use profiles $d_{end-use}$ that are compatible with common energy system analysis tools. This is straightforward for most considered devices (see Table 2). The only exception is process heat, where we assume a weighting factor $w_{device,process\_heat}$ of the devices cooking, washing machine, and dishwasher that are not separately listed in the AGEB data according to their annual consumption in Germany in 2015 [31].

$$d_{end-use} = \sum_{devices} d'_{device} \ast w_{device, end-use}$$

(6)

Table 2 summarizes some key information about our model and the differences between devices. We use the TUS data from neighboring countries to extend the coverage of our model to countries with missing free TUS data: Bulgaria and Hungary to cover Eastern Europe, France and Italy to cover Central-Western Europe, Portugal and Ireland are assigned to Spain and the United Kingdom and Germany to cover Central-Eastern Europe and Scandinavia. With these adaptions, we are able to model regionalized household load profiles for EU-27 (excluding Cyprus), Norway, Switzerland, and the United Kingdom.

2.3. Implementing Space Heating and Hot Water

Stokes’ data are not convenient for the end-uses space heating and hot water, because they only covered price-driven profiles for electric heating using off-peak electricity tariffs, whereas we aim for price-independent load profiles. With the German standard load profile gas (SLPG), a scientifically verified [32] and industrially applied method exists to predict the consumption of natural gas for the end-uses space heating and hot water. Furthermore, the SLPG uses the ambient temperature to determine the consumption, which allows us to create individual profiles for different regions. Originally developed in 2003 [20], there are two guidelines by the German Association of Energy and Water Industries (BDEW) from 2018 [33] and its predecessor organization BGW from 2006 [34] improving the approach. We combine both approaches similar to [35]: the partially linearized sigmoid function of the BDEW, which improves the profiles’ performance in extreme temperature ranges, with the hour-scaling values and the option to choose parameter values based on the average wind speed of the BGW. The hourly resolved profile is defined as

$$Q_h = hF_h$$

(7)

with $h$ being the daily consumption factor (no unit) and $F_h$ the hour scaling values (no unit). $F_h$ is given in tabular form and depends on the building type, the hour of the day, and the outside temperature in steps of 5 °C from −15 °C to +25 °C. The partially linearized sigmoid function to determine $h$ is defined as

$$h = \left[ \frac{A}{1 + \left( \frac{8 °C}{T-15 °C} \right) + D} \right] + \max \left( m_h \frac{\theta}{C} + b_h, m_w \frac{\theta}{C} + b_w \right)$$

(8)
with $\theta_0 = 40\,^\circ\text{C}$, $A$, $B$, $C$, $D$, $m_h$, $b_h$, $m_w$, and $b_w$ (all without unit) determined by the building type and wind site. The subscripts $h$ and $w$ denote heating and warm water, respectively. $\theta$ is defined as

$$\theta = \theta_D + 0.5\theta_{D-1} + 0.25\theta_{D-2} + 0.125\theta_{D-3}$$

(9)

with $\theta_{D-n}$ being the average temperature of the day $n$ days before. The BDEW gives values for the parameters depending on building type and wind location. For building types, we use values for single and multi-family houses and weight them by a ratio of 50:50. The wind location has an influence on the temperature dependency. The higher the average wind speed, the lower the share of gas for cooking. We classify NUTS regions into two subclasses with a threshold of 4.4 m/s to determine the share of cooking gas.

The BDEW assumes that consumption for hot water is close to constant over the year, which Stokes confirms as well. This allows us to model its load curve as the sum of the temperature-independent parameter $D$ and the linearized part for water heating, which is larger than the linearized part of space heating for ambient temperatures $\geq 15\,^\circ\text{C}$.

$$h_{\text{hot water}} = D + m_w \max\left(\frac{\theta}{\text{C}}, 15\,^\circ\text{C}\right) + b_w$$

(10)

The hourly scaling values of hot water $F_{h,\text{hot water}}$ are given by the hourly scaling values of the highest ambient temperature range $\geq 25\,^\circ\text{C}$. The difference between the total curve and the hot water curve is the load profile for space heating.

The SLPG does not account for the conversion of final energy to useful energy, because conventional gas boilers have an almost constant efficiency over the year. The coefficient of performance (COP) of a heat pump, which we assume to supply the total electrical space heating and hot water demand, does however vary with the outside temperature. This effect impacts the shape of the load curve. We model hourly COP values by a parameterized empirical formula given in [36] for air source and ground source heat pumps (ASHPs and GSHPs):

$$\text{COP}_{\text{ASHP}} = 6.81 - 0.121\frac{\Delta T}{\text{C}} + 0.00063\left(\frac{\Delta T}{\text{C}}\right)^2$$

$$\text{COP}_{\text{GSHP}} = 8.77 - 0.15\frac{\Delta T}{\text{C}} + 0.000734\left(\frac{\Delta T}{\text{C}}\right)^2$$

(11)

with $\Delta T$ being the difference between the source and the heat sink temperature. We use a constant of 10 °C as the source for GSHPs and the outside air temperature for ASHPs. Concerning the heat sink temperature, we assume a ratio $s_{58} = 67\%$ for 58 °C and $s_{40} = 33\%$ for 40 °C. We mix ASHPs and GSHPs by their market share in Germany over the last years, which is $f_{\text{ASHP}} = 72\%$ and $f_{\text{GSHP}} = 28\%$ [37]. The COP of the combined heat pump is the inverse average:

$$\frac{1}{\text{COP}} = f_{\text{ASHP}} \left\{ s_{58} \text{COP}_{\text{ASHP}}(58\,^\circ\text{C} - T_L) + s_{40} \text{COP}_{\text{ASHP}}(40\,^\circ\text{C} - T_L) \right\}$$

$$+ f_{\text{GSHP}} \left\{ s_{58} \text{COP}_{\text{GSHP}}(58\,^\circ\text{C} - 10\,^\circ\text{C}) + s_{40} \text{COP}_{\text{GSHP}}(40\,^\circ\text{C} - 10\,^\circ\text{C}) \right\}$$

(12)

This results in COPs for Germany between 2.1 and 5 and a seasonal performance factor of 2.8.

Using profiles for the consumption of gas to predict temporal electricity consumption implies that none of them include a time shift of more than an hour between the time of final energy consumption and useful energy consumption caused by the replacement of a gas boiler with a heat pump.

2.4. Annual Consumption

We use annual electricity consumption specific per NUTS3 region and end-use in order to scale the load shapes developed in Sections 2.2 and 2.3 to present or future consumption. This allows us to compare the results of our approach to measurements of total electrical
loads, which are more common than end-use specific measurements. Eurostat provides present country aggregated sums [38] of electricity consumption in households per end-use, which need to be disaggregated to NUTS3 regions. Spatial disaggregation is performed similar to [39] or [40] via the census 2011 population data available on Eurostat [30], assuming a direct correlation between population size and electricity consumption. We present the consumption per end-use and country used in this work in Table A2 in the Appendix A.

Figure 2 summarizes the whole structure of our model. Depending on the end-use, we generate profiles from either a trained neural network or the standard load profile gas. The neural networks are trained on measured electricity consumption and average weather data from the United Kingdom and use region-specific activity profiles from time-use surveys and weather data to make predictions.

3. Results and Discussion

In this section, we present results on a country-aggregated level for the weather year 2012. Available data disaggregated into end-uses for comparison with our results are rare, which is why we can predominantly only make plausibility checks. Load profiles of different origins are always scaled to the same annual consumption to ensure comparability and all timestamps are translated to Central European (Summer) Time for comparison. We evaluated the approach also for the weather years 2011 to 2014 and all results are similar to 2012.

Figure 3 compares Stokes’ original electrical load curve to the transformation to AGEB end-uses for the average winter weekday in the United Kingdom and shows values grouped by the hour of the day. The transformation includes three major steps:

1. Replacing the load curves of space heating and hot water by the SLPG. This smoothens both end-uses by shifting consumption from the morning and afternoon peaks to the night and noon troughs.
2. Merging the electric cooker and the wet appliances into process heat and mechanical energy. This exchanges their evening peak with the noon peak.
3. Rescaling each end-use with its respective Eurostat consumption, which has an impact on the contribution of each end-use to the total load curve. Cooling and most notably space heating grow in relevance, while especially lighting has less total consumption. Explanations for these shifts are either that the original measurements were not
representative for the average U.K. household or that changes in behavior occurred during the last 20 years.

The following transition from the transformed load curve according to Stokes to our simulation via neural networks has comparably small effects. Some consumption shifts from the evening peak to the morning peak, most notably at the end-uses lighting and ICT, but the overall shape remains unchanged with a high consistency ($R^2 = 0.94$). We show a visualization of that transition in Figure A6 of the Appendix A.

Figure 3. Stokes’ original load curve (left) vs. transformation to German Working Group on Energy Balances (AGEB) end-uses (right) for the average winter weekday (December–February) in the United Kingdom. The sum under both graphs is identical, but the contributions of some end-uses to the total load curve differ. Possible explanations for the shifts of consumption between end-uses might be that consumers’ behavior changed during the last 20 years or that the original measurements (left) were not representative for the whole United Kingdom.

Figure 4 shows the seasonality coming from our simulation approach plotted together with the seasonality coming from the SLPG for space heating and hot water, normalized to a mean of one for better visualization. The plot shows the weekly mean consumption, and is thus not designed to show the load profile within a week. Although the seasonality of space heating is most dominant, one should not neglect the one of the end-uses lighting, ICT, and cooling. Different shares of each end-use on the total consumption between countries will lead to different seasonality as well. Furthermore, the advantage of using consumption profiles directly correlated to fluctuating weather data instead of smoothed profiles becomes apparent. Although a general yearly trend is visible, peaks (e.g., during late January and early February) occur and considerably deviate from the yearly trend. Large parts of Europe experienced an extreme cold wave from the end of January to mid-February 2012, which we are able to represent in the load profile of each end-use.

Figure 5 shows the simulation results for Germany and compares them to two other datasets for validation. The first one is the SLP H0, which is commonly used by German utilities to estimate the load of non-metered customers [19], and the second one is a dataset measured by the University of Applied Sciences (HTW) Berlin in 74 single-family households in spatial proximity to one another [41]. The figure shows the average load grouped by season and the hour of the day. Each seasons consists of three months starting with spring in March.
Figure 4. Seasonality of weekly mean between end-uses in the United Kingdom for the weather year 2012. A general yearly trend exists for each end-use, but deviations from that trend such as in late January and early February exist as a result of extreme weather conditions.

Figure 5. Seasonally average load curve of this work compared to German standard load profile (SLP) and HTW. Each season consists of three months starting with spring in March. Values are grouped by the hour of the day. All three load curves share similar troughs at night and peaks in the evening with the exception of the winter evening peak, which our simulation underestimates. The noon peak is close in height between the SLP and the simulation, while the HTW data only have a visible noon peak in winter. A weekday-specific analysis shows that the HTW profiles possess a morning peak rather than a noon peak on working days and only show typical noon peaks on Saturdays and Sundays. The noon peak of the simulation takes place one to two hours early, which stems predominantly from process heat. TUS data suggest a peak for cooking at 11:00 and both the washing machine and dishwasher have their early peak at 10:00, while the SLP assumes its peak around 12:00. Generally, HTW, SLP, and our simulation are equally close to each other with a standard deviation of 3 to 3.8 GW or 26.5% (see Figure A7 in Appendix A). Table 3 lists selected indicators for a quantitative comparison. Both the peak load and load factor, which is the relation of average load to peak load, are closer between SLP and HTW, whereas the minimum load is closer between HTW and this work. We have to consider the possibility that both comparison profiles are currently not entirely representative for Germany either, because of the age of the SLP and the limited scope of the HTW measurements (only single-family houses that are all in
spatial proximity). The SLP is estimated to show a deviation to the actual consumption of more than 20% [3], which is similar to our results.

Table 3. Comparison of selected indicators over a full year between simulation, German standard load profile (SLP), and the University of Applied Sciences Berlin (HTW). The load factor describes the relation of average load to peak load.

| Indicator               | This Work | SLP   | HTW   |
|-------------------------|-----------|-------|-------|
| Peak load (MW)          | 30,072    | 35,779| 38,107|
| Minimum load (MW)       | 6350      | 4981  | 5688  |
| Load factor (no unit)   | 0.510     | 0.427 | 0.403 |

Analyzing the simulation results of Germany and the United Kingdom already shows a strength of our approach, because we are able to represent very different shares of end-uses in the overall load profile. To extend this analysis, we compare the results of this work to one model for Germany [8] and three models for the United Kingdom [4,9,15]. We calculate the coefficient of determination $R^2$ between the daily load curves from this work and the existing models. We compare the average daily load curve, because full annual load curves are not available for the existing models. We scale all profiles to the same daily consumption and shift them to the same timezone.

The comparison shows that our approach is capable of generating cross-country load curves that are comparable to existing models built and tested for one country specifically. The German load curve from this work is closely related to the results from [8] with an $R^2$ of 0.92 and the U.K. load curve is closest to the typical load curve from [4] and [15] with an $R^2$ of 0.94 and 0.91, respectively. Only UK Collin that models the average winter load curve and UK Ri Sy that does not contain thermal loads show larger deviations to all other profiles including our work. Figure A8 of the Appendix A shows $R^2$ and Figures A9 and A10 show the corresponding average daily load curves.

To evaluate our model for other countries than Germany and the United Kingdom, we use a dataset that originates from the EURECO project [42]. During the project, end-use specific load curves of 400 households in four countries were measured. Figure 6 shows a comparison of simulated yearly average load data for Italy and Portugal compared with measured load data from 100 households each. For both countries, the selection of households is not representative for the country’s average, as households with best possibilities for measurements were chosen instead. Nevertheless, this work and EURECO load curves are surprisingly close to each other and match both in point of time and height of their peaks. An influence of the selection of households might be visible in the comparably high measured consumption for hot water in both countries. The EURECO project data report a larger share of heating system consumption for both countries than displayed with the statistical data from Eurostat. The shape of EURECO’s hot water is, however, close to the simulated process heat load. The AGEB states that load for devices such as the washing machine or dishwasher is split into mechanical energy used by the electric motors for rotation and process heat used to heat the water [43]. Thus, differences between EURECO and our work could also be a sign of unequal labelling of the measurements. The consistency of the daily averaged curves for both countries is high with an $R^2$ of 0.8 for Portugal and 0.87 for Italy. Unfortunately, only the averaged load curves are available from EURECO, which is why a quantitative comparison such as Table 3 is not possible.
Despite the overall good performance, our model has limitations and uncertainties coming mainly from the small data basis for this study. The training of the model is based on a dataset originating from only the United Kingdom and we have to assume that the dependency on ambient weather conditions is consistent between European countries. In addition, freely available TUS data were found for seven countries in a harmonized format, which requires an arbitrary assignment of profiles for countries where data are not available. For certain countries such as Germany, freely available TUS data are over 40 years old and behavior is very likely to have changed, which prevented us from using country-specific profiles for the end-use ICT. The model would benefit from an update of TUS data in both quantity and quality.

Furthermore, the potential to improve spatial differentiation on resolutions smaller than countries is significant. Information about heating technologies used (heat pumps/electric boilers) or the end-use shares is only available on a national level so far and prohibits an automated detailed examination on a regional level.

4. Conclusions

In this paper, we propose a deterministic approach to model end-use specific regional average household load profiles. We base our model on weather data combined with device profiles and time-use surveys, which are openly available for various European countries. Using historic consumption data, we scaled each end-use profile to achieve a total profile, which we then compared to real-world measurements and other modelling techniques. Our model was trained on modelled U.K. data, where we achieved a MAD/Mean on the test set of 6.5 to 33%. We validated it versus measurements from Germany, Italy, and Portugal, where we could reproduce the corresponding country-specific characteristic overall load shape including night trough and noon and evening peak. We achieved a precision of 26.5% on the annual load curve in Germany.

In addition to the ability to represent country-specific characteristics stemming from end-use shares, our model provides an advantage over the usage of standard load profiles, because it creates real seasonality based on weather data. In combination with generation
profiles of variable renewable energy sources, it allows to use fluctuating profiles of both supply and demand based on the same datasets to analyze their interaction. Because the purpose of many energy system models is to predict future, largely electrified energy systems, we enable modelers to individually adjust the consumption of each end-use based on predictions and represent these changes in the combined load curve. We see a trend of using weather data as the central input to predict regional or national load profiles [44,45]. These models reduce the amount of input data required with an improved methodology, which is motivated by the lack of detailed, cross-country measurement datasets [3]. Although some load profiles developed specifically for one single country might perform better, we offer an approach that can be adopted to all regions where TUS data are available. Our model does not aim to replace existing models, but fills the research gap of an end-use specific, weather-dependent model that is applicable across countries without detailed country-specific appliance ownership and socio-economic data.
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Nomenclature

| Abbreviation | Description |
|--------------|-------------|
| AGEB | German Working Group on Energy Balances |
| ASHP | Air-source heat pump |
| BDEW/BGW | German Association of Energy and Water Industries |
| DSM | Demand-side management |
| GSHP | Ground-source heat pump |
| HTW | University of Applied Sciences Berlin |
| ICT | Information and communication technologies |
| MAE | Mean absolute error |
| NN | Neural network |
| NUTS | Nomenclature of territorial units for statistics |
| ReLu | Rectified linear unit |
| SLP(G) | Standard load profile (gas) |
| TUS | Time-use survey |
| UK | United Kingdom |
| A, B, C, D, b_h, b_w, m_h, m_w | Building type dependent parameters of the SLPG |
| d_{h,device} | Stokes’ electricity load profile values per device in half-hourly resolution |
| d'_{device} | Unscaled electricity consumption profile per device, generated by our methodology |
| d_{end-use} | Unscaled electricity consumption profile per AGEB end-use |
| d_{total} | Total residential electricity consumption profile |
Appendix A

Table A1. Example of time-use survey (TUS) data for one woman of a single day during May in Germany. A TUS is comparable to diaries that characterize how people spend their time. Data are published anonymized, but contain personal information such as age and gender. The activities build harmonized groups to allow easier comparison. The total dataset for Germany consists of 105,000 rows.

| Starting Time | Duration | Location           | Activity           |
|---------------|----------|--------------------|--------------------|
| 00:00         | 05:45    | At own home        | sleep              |
| 05:45         | 00:15    | At own home        | dress/personal care|
| 06:00         | 01:10    | At own home        | odd jobs           |
| 07:10         | 01:00    | At own home        | childcare          |
| 08:10         | 00:30    | At own home        | childcare          |
| 08:40         | 01:20    | At services or shops| shopping          |
| 10:00         | 01:00    | At own home        | cook, wash up      |
| 11:00         | 01:00    | At own home        | odd jobs           |
| 12:00         | 00:30    | At own home        | childcare          |
| 12:30         | 00:30    | At own home        | cook, wash up      |
| 13:00         | 00:20    | At own home        | cook, wash up      |
| 13:20         | 00:20    | At own home        | cook, wash up      |
| 13:40         | 00:20    | At own home        | cook, wash up      |
| 14:00         | 03:00    | At own home        | housework          |
| 17:00         | 00:30    | At own home        | housework          |
| 17:30         | 00:30    | At own home        | cook, wash up      |
| 18:00         | 00:30    | At own home        | meals and snacks   |
| 18:30         | 01:00    | At own home        | cook, wash up      |
| 19:30         | 01:00    | At own home        | childcare          |
| 20:30         | 01:30    | At own home        | other leisure      |
| 22:00         | 01:00    | At own home        | dress/personal care|
Table A2. Annual consumption per end-use for the countries presented in this work. We use annual consumption per end-use to scale the normalized profiles of our methodology to real load curves.

| End-Use        | Germany  | Italy   | Portugal | UK      |
|----------------|----------|---------|----------|---------|
| Space Heating  | 9.21 TWh | 1.13 TWh| 1.19 TWh | 18.69 TWh|
| Hot Water      | 18.03 TWh| 5.97 TWh| 0.31 TWh | 5.07 TWh |
| Process Heat   | 37.80 TWh| 3.66 TWh| 5.30 TWh | 6.07 TWh |
| ICT            | 21.82 TWh| 16.80 TWh| 1.97 TWh | 25.30 TWh|
| Cooling        | 30.08 TWh| 23.90 TWh| 2.81 TWh | 33.49 TWh|
| Lighting       | 10.91 TWh| 8.40 TWh | 0.98 TWh | 12.65 TWh|
| Mechanical Energy | 5.78 TWh | 4.45 TWh | 0.52 TWh | 6.70 TWh |

Figure A1. Example of training data for the device cooking. The plot shows an excerpt of 10 days in January. We train the neural networks to predict $d$ from $S_{\text{norm}}$ and $w_{\text{avg}}$ and, therefore, correlate consumption data with input data that are comprehensively available. In this case of cooking, $d$ is strongly dependent on $S_{\text{norm}}$ and less dependent on $w_{\text{avg}}$.

Figure A2. Example of the training data of our neural network for the device cooking, ordered by $d$. Only every eighth hour is shown to increase the visibility. We train the neural networks to predict $d$ from $S_{\text{norm}}$ and $w_{\text{avg}}$ and, therefore, correlate consumption data with input data that are available comprehensively. In this case of cooking, $d$ is strongly dependent on $S_{\text{norm}}$ and less dependent on $w_{\text{avg}}$. 
Figure A3. Example of training data for the device lighting. The plot shows an excerpt of 10 days in January. We train the neural networks to predict \( d \) from \( S_{\text{norm}} \) and \( w_{\text{avg}} \) and, therefore, correlate consumption data with input data that are comprehensively available. In this case of lighting, \( d \) is less dependent on \( S_{\text{norm}} \) and strongly dependent on \( w_{\text{avg}} \).

Figure A4. Example of the training data of our neural network for the device lighting, ordered by \( d \). Only every eighth hour is shown to increase the visibility. We train the neural networks to predict \( d \) from \( S_{\text{norm}} \) and \( w_{\text{avg}} \) and, therefore, correlate consumption data with input data that are available comprehensively. In this case of lighting, \( d \) is less dependent on \( S_{\text{norm}} \) and strongly dependent on \( w_{\text{avg}} \).
**Figure A5.** Average activity profile from time-use survey (TUS) data for the activity cooking in the United Kingdom in spring season. To build activity profiles, we analyze TUS data to develop shares for each hour of the day of how many persons perform a certain activity. From this, we differentiate the data by age, gender, weekday, and season and scale them with real population data to represent a country’s average. The cooking profile shows its peak in the evening between 17:00 and 18:00 and a noon peak at 12:00. The noon peak is more pronounced on Sunday, while the evening peak is more pronounced on weekdays.

**Figure A6.** Stokes’ original load curve (left) vs. transformation to AGEB end-uses (middle) vs. our simulation results using NNs (right) for the average winter weekday (December–February) in the United Kingdom. The first step from Stokes original to Stokes transformed replaces the load curves of space heating and hot water by the SLPG, merges the electric cooker and the wet appliances into process heat and mechanical energy, and rescales each end-use with its respective Eurostat consumption. The step from Stokes transformed to our simulation uses the trained neural networks and has comparably small effects.
**Figure A7.** Deviation in load between our simulation, measurements from the HTW Berlin, and the German standard load profile H0 for Germany. Values shown are for 8760 h in the weather year 2012. The annual consumption is 134 TWh (average load of 15.3 GW) and is identical for all three profiles.

**Figure A8.** The coefficient of determination $R^2$ between this work and data reproduced from [8], Gottwald et al.: 2011; [9], Collin et al.: 2012, [4], Richardson et al.: 2010 and [15], Ge et al.: 2016. All profiles are scaled to the same daily consumption and shifted to the same timezone. UK Collin only contains the load curve during winter months and UK Ri Synthetic does not contain thermal loads.
Figure A9. Comparison of the daily average load curve in the United Kingdom between this work and data reproduced from [9], Collin et al.: 2012, [4], Richardson et al.: 2010 and [15], Ge et al.: 2016. Collin Winter and This work Winter only show the load curve during winter months and are scaled to the same average consumption. All other profiles are scaled to the same average annual consumption. Richardson Synthetic does not contain thermal loads. The X-axis shows local time.

Figure A10. Comparison of the daily average load curve in Germany between this work and data reproduced from [8], Gottwald et al.: 2011. Values are grouped by the hour of the day and the type of weekday and are scaled to the same annual consumption. The X-axis shows local time.
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