A Physics Based Multiscale Compact Model of p-i-n Avalanche Photodiodes
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Abstract—III-V material based digital alloy Avalanche Photodiodes (APDs) have recently been found to exhibit low noise similar to Silicon APDs. The III-V materials can be chosen to operate at any wavelength in the infrared spectrum. In this work, we present a physics-based SPICE compatible compact model for APDs built from parameters extracted from an Environment-Dependent Tight Binding (EDTB) model calibrated to ab-initio Density Functional Theory (DFT) and Monte Carlo (MC) methods. Using this approach, we can accurately capture the physical characteristics of these APDs in integrated photonics circuit simulations.

Index Terms—SPICE, digital alloy, low noise.

I. INTRODUCTION

The rapid growth of Internet of Things (IoT) applications is resulting in the connection of more and more devices to the internet. There will be around 20.4 billion estimated IoT devices connected through machine-to-machine technology by the end of the year 2020 [1]. Furthermore, the advent of 5G communication technology will enable faster communication between wireless devices along with a reduction of over 90% in energy consumption compared to 4G systems [2]. Thus, it is expected that 5G technology will enable an exponential growth in IoT devices and systems in the near future. This boom in telecom and data communication applications will drive the demand for more efficient and cheaper photonic integrated circuits (PICs) [3]. Only scalable, integrated photonic technologies can meet the huge demand coming from 5G and IoT technologies. Currently, there is a significant push to integrate III-V photonic devices onto the silicon platforms, that form the backbone of modern electronic devices. The prospect of coupling optical transmitters and receivers with the state-of-the-art complementary metal oxide semiconductor (CMOS) technology for compact IoT devices is highly enticing.

In the communication area, avalanche photodiodes (APDs) can achieve superior performance than conventional p-i-n photodiodes. The high internal gain of APDs, which arises from impact ionization, translates into greater receiver sensitivity and a dynamic operating range with accompanying increase in loss margins [4], [5], [6], [7]. In addition to communications [8], APDs have been used in a wide range of applications including imaging, [9], [10] and single photon detection [11], [12]. The key challenge with APDs is the excess noise $F(M) = \langle m^2 \rangle / M^2$ due to the stochastic nature of the per primary-electron avalanche gain $m$ of the impact ionization process [13]. The tightness of the carrier distribution is given by the McIntyre formula, whose popular form can be re-expressed as

$$F(M) - 1 = \frac{\sigma_m^2}{\langle m \rangle^2} = \frac{M - 1}{M} + k \left( \frac{M - 1}{M} \right)^2$$

with the last quadratic term arising from secondary ionization processes by impact ionization of the minority carriers. The parameter $k$ is the ratio of the hole ionization coefficient, $\beta$, to the electron ionization coefficient, $\alpha$. Many techniques have been developed to reduce this excess noise [14]. All of these approaches focus on limiting the initiation of carrier multiplication to the carrier with the highest ionization rate.

Recently, some digital alloy III-V APDs, in essence short periodic superlattices with periodically stacked binary constituents, have experimentally demonstrated extremely low noise currents in the short infrared wave-length spectrum [15], [16], [17]. The underlying mechanism seems to correlate with the opening of minigaps in select subbands and the resulting change in available bandwidth and effective mass of one of the carriers, although a thorough understanding of the physics is still evolving [15], [18], [19]. In this paper, we propose a simple circuit model of a p-i-n APD that is calibrated to both state-of-the-art first-principles material studies as well as experimental devices. The model incorporates accurate material parameters like material effective mass and bandgap as well as fitting parameters for calibration. Our model enables accurate simulation of the circuit behavior of state-of-the-art digital alloy APDs in PICs, all the way from first-principles studies of underlying materials to circuits.

We study the material bandstructure of these alloys using an environment-dependent tight binding model (EDTB), which is calibrated to state-of-the-art DFT bandstructure and wavefunctions computed using hybrid functionals (HSE06) [20]. The bandstructure of some of the digital alloys with low noise characteristics show small gaps called ‘minigaps’ in their valence bands, that reduce hole ionization, generating a small ratio $k$ in Eq. [1]. The transport properties of these digital alloy
APDs are calculated using full-band Monte Carlo simulations, which show a good match with experimental results. In order to study their performance in circuits, a SPICE compatible model is required. Circuit models for both p-i-n APDs and separate absorption, charge, and multiplication (SACM) APDs have been reported [21, 22, 23]. Previously reported p-i-n APD circuit models [21] use bulk material parameters that fail to capture the quantum effects, such as minigaps, seen in these short-period superlattices. Thus, it is necessary to develop a simple physics-based circuit model that can include the interesting physical properties observed in today’s newer materials.

The various tools and models used for the simulation of APDs in this paper are described in the following sections. In Section II of this paper, we describe the bandstructure model, the full-band Monte Carlo model and then the proposed circuit model. In Section III we show simulations performed using this circuit model along with calibrations to experimental data.

II. MODEL

In this work we consider short period III-V digital alloys for our simulation. In particular, we will study the characteristics of a digital alloy InAlAs p-i-n APD. Fig. I(a) shows a schematic cross-section of the device [15]. For SPICE modeling, we consider a simplified structure shown in Fig. I(b). The typical electric field profile of this device is given in Fig. I(c). We can see that the highest electric field is in the intrinsic region where the avalanche multiplication occurs.

The properties of III-V digital alloy APDs differ largely from their bulk counterparts due to the band unfolding imposed by the overall superlattice periodicity. It is therefore imperative to develop a solid modeling framework that accounts for the band modification, device geometry and various scattering processes in our SPICE model. We use state-of-the-art band structure and transport models calibrated to first-principles based results and experiments, which makes our tools very reliable for simulating existing and emerging APD structures. The tools are described in the following subsections.

![Fig. 1. (a) Schematic diagram of experimental InAlAs digital alloy APD (b) Schematic diagram of simplified device considered for SPICE model (c) Electric field profile of the simulated p-i-n APD.](image)

![Fig. 2. (a) Comparison of our environment-dependent tight binding model to density functional theory simulations and previous tight binding results for a InGaAsSb alloy [28] (b) Bandstructure of 6-monolayer digital alloy InAlAs considered in this paper.](image)

A. Bandstructure Model

As a first step, the detailed band structure of the material is calculated using the environment dependent tight binding (EDTB) model. The accuracy of the EDTB is underscored by the need for precise material parameters used in the circuit simulations. Conventional tight binding is benchmarked to bulk bandstructures and not readily transferrable to surfaces and interfaces where the environment impacts the chemistry substantially. Readjusting the parameters is not straightforward, as these methods work directly with the eigenvalues, i.e., E-k relationships, and do not work with the full eigenvectors, especially their radial parts that determine bonding and tunneling (only the angular parts of the orbitals are used to enforce the overall group theoretical symmetry). Our past attempt at due diligence on radial eigenvectors was to use Extended Hückel theory [24, 25] which employed explicit Wannier basis sets constructed from non-orthogonal atomic orbitals that were fitted to arrive at the bulk Hamiltonian. Since the basis sets were fitted rather than the energies, the latter were transferrable to other environments that simply required recomputing the overlap matrix elements. In contrast, the EDTB model works within conventional orthogonal Wannier like basis sets, and is not only calibrated to DFT band structure but also wavefunctions that are based on experiments and first-principles calculations [20, 26]. For the DFT bandstructure and wavefunctions calculations we employ the HSE06 hybrid functional approximation which predicts material band structure accurately [27]. The accuracy of our EDTB model for a InGaAsSb alloy is described in Fig. 2(a) [28]. It shows that the bandstructure of InGaAsSb calculated with the EDTB model replicates the bandstructure obtained using DFT very precisely. Fig. 2(b) shows the EDTB band structure of a 6-monolayer InAlAs digital alloy used in this simulation. The resulting band structure is fed into a full band Monte Carlo simulator.

B. Monte Carlo Simulation

The Monte Carlo simulation tracks the transport behavior of injected electrons. The flowchart of the method used for extracting device parameters is shown in Fig. 3. Initially, the scattering rates are calculated using Fermi’s Golden Rule,
incorporating the full bandstructure obtained from the EDTB model. The Monte Carlo simulation results used in this paper consider deformational potential scattering. The deformational scattering rate \( P_{\nu\nu',\eta}(k, \Omega_{k\pm q}) \) from a point \( k \) in band \( \nu \) to a region \( \Omega_{\nu'} \) in band \( \nu' \) centered around \( k' \) is expressed as [29], [19]

\[
P_{\nu\nu',\eta}(k, \Omega_{k\pm q}) = \frac{\pi}{\rho \omega_{\eta\nu}} |\Delta\eta(\nu', k, q, \nu)|^2 |I(\nu, \nu'; k, k \pm q)|^2
D_{\nu'}(E', \Omega_k') \left( N_q + \frac{1}{2} + \frac{1}{2} \right)
\]

where, \( \rho \) represents the lattice density, \( q \) is the phonon wave vector of mode \( \eta \) and the deformation potential is \( \Delta\eta(\nu', k, q, \nu) \).

The path of a single electron through the multiplication region is then tracked under the effects of electric field and random scattering events. The impact ionization rates used in the simulation are computed using the Keldysh model [30], described below. The impact ionization rate using this model is expressed by [19], [29]

\[
P_{\nu\nu'}(k, k') = S(E - E_{th})^\gamma
\]

where, \( E_{th} \) is the threshold energy, \( S \) is the softness parameter and \( \gamma \) is an approaching index. We can approximate the threshold energy by \( E_{TH} = E_G(2\mu^{-1} + 1)/(\mu^{-1} + 1) \) where \( E_G \) is the material bandgap and \( \mu^{-1} \) is the ratio of the electron effective mass to the hole effective mass. These parameters were adjusted by fitting the gain curves and excess noise of the Monte Carlo simulation results with experimental results. The simulation is repeated for multiple electrons and carrier transport properties are computed by averaging over the many trajectories [31]. From the ensemble Monte Carlo simulation, we obtain the gain versus bias voltage characteristics, as shown in Fig. 4 for an InAlAs APD.

The electron and hole ionization coefficients, \( \alpha \) and \( \beta \) respectively, can be calculated using the following equations:

\[
\alpha(\mathcal{E}) = \frac{1}{W_D} \left[ \frac{M_n(V) - 1}{M_n(V) - M_p(V)} \right] \ln \left[ \frac{M_n(V)}{M_p(V)} \right]
\]

\[
\beta(\mathcal{E}) = \frac{1}{W_D} \left[ \frac{M_p(V) - 1}{M_p(V) - M_n(V)} \right] \ln \left[ \frac{M_p(V)}{M_n(V)} \right]
\]

where, \( M_n(V) \) and \( M_p(V) \) represent the gain of the electrons and holes respectively, \( \mathcal{E} = V/W_D \) is the electric field and \( W_D \) is the width of the multiplication region. This ratio is an important metric for determining the excess noise factor \( F(M) \) of APDs. By varying parameters like temperature and repeating the MC simulations we can extract the relationship of the ionization coefficients with these parameters. Then the extracted ionization coefficients, their ratio and the gain can be re-expressed in terms of simpler empirical functions that are then used for the compact model:

\[
k = c_1 e^{c_2 T}
\]

\[
\alpha(T, \mathcal{E}) = c_3 \exp \left[ -c_4 T - \left( \frac{c_5}{\mathcal{E}} \right)^{c_6} \right]
\]

\[
M = \frac{k - 1}{k - \exp[\alpha(1 - k)W_D]}
\]

where \( M = M_n \) for pure electron injection and \( M_p \) for pure hole injection. In other words, the ionization coefficients are reduced to six material-dependent constants \( c_{1-6} \) and \( n \) that are extracted from numerical data on the gain curve, such as from experiments or the ensemble Monte Carlo approach described earlier. The fitted parameters are used to calculate

Fig. 3. Flowchart of Monte Carlo simulation process.

Fig. 4. Gain vs. reverse bias voltage characteristics for the InAlAs APD.
the voltage dependent impact ionization gain in the circuit model.

C. Circuit Model

In this section we describe the SPICE compatible physics-based circuit model. The circuit layout of the compact model is displayed in Fig. 5. The unit cell consists of a simple diode coupled to a light source unit and a current multiplier unit to model the APD characteristics. For our model, we consider a dark current that consists of two components: the reverse bias saturation current and the tunneling current. The dominating dark current at low reverse bias is the current through the resistor $R_D$. The value of $R_D$ can be calibrated from experimental $I-V$ characteristics or theoretically computed by diode reverse bias saturation current using material parameters. The tunneling current flowing through the diode symbol, $I_{TUN}$, considering a triangular barrier, is calculated using the Fowler-Nordheim equation.

$$I_{TUN} = \frac{\sqrt{2m^* q^3 E V_{bias} A}}{A^2 h^2 E_G^{1/2}} \exp \left[ \frac{-\sqrt{2m^* E_G^{3/2}}}{q h E} \right]$$

(9)

The parameters $m^*$, $V_{bias}$, $A$ and $E_G$ represent the tunneling effective mass, the bias voltage across the $p-i-n$ structure, cross-sectional area and the bandgap, respectively. The fitting parameter $\Theta$ is used to account for the difference in barrier shape with that of an experimental device. For a triangular barrier we can consider $\Theta = 4/3$. Another current component, $I_L$, is used to model other various leakage currents through the diode like Shockley-Read-Hall generation and trap-assisted tunneling.

$$I_L = I_{LO} e^{V_{bias}}$$

(10)

For calibration with InAlAs APD experimental data and simulations in this paper we consider $I_{LO}$ and $\zeta$ as fitting parameters. The total dark current, $I_{dark}$, is then given by

$$I_{dark} = \frac{V_{bias}}{R_D} + I_{TUN} + I_L$$

(11)

The photocurrent $I_{ph}$ is modeled as a voltage controlled current source. The photon source is modeled as a voltage source, $V_{ph}$, connected to a large resistor, $R_{ph}$. The source input power $P_{IN}$, which is proportional to $V_{ph}$, is determined by

$$P_{IN} = V_{ph} \times 1amp$$

(12)

Eq(13) gives the photocurrent, $I_{ph}$. In the equation $R$ is the reflectivity of the absorption region, $a_p$ is the absorption coefficient, $W_p$ is the $p$-region width and $\lambda$ gives the wavelength of the input light source. $\eta$ represents the internal quantum efficiency. For a given material, the theoretical value of $\eta$ can be numerically calculated using

$$\eta(\lambda, T) = \frac{E_g \int_{E_G}^{\infty} D(E) f(E) dE}{\int_{0}^{\infty} E D(E) f(E) dE}$$

(14)

where, $D(E)$ and $f(E)$ are the photon density of states and occupancy (given by Bose-Einstein statistics) functions.

The reason a voltage source is preferred for the photon source is that internally SPICE models use all nodal equations as $I = GV$ type matrices when the simulations are set up, i.e. the voltages $V$ are independent variables, and the currents $I$ are dependent. Therefore, any current-controlled voltage source or current-controlled current source element needs to
be converted to an equivalent voltage-controlled current source or voltage-controlled voltage source element using Thevenin equivalent. This matters only for large simulations or to guard against convergence issues, particularly if the resistance, $R$, is very small since this makes the conductance $G$ matrix singular. In this case since $R$ is very large this is not a consideration.

The current multiplier models the avalanche multiplication of the APD. The multiplier takes the sum of the unmultiplied dark and photo current given by eq. (15) as input and multiplies that by the gain $M$, which is a function of the reverse bias voltage given by Eq. 8. The output current of the APD is finally obtained by eq. (16)

$$I_T = I_{dark} + I_{ph}$$

$$I_{out} = M \times I_T$$

The noise sources of the APDs must also be included in the model to accurately model their behavior in circuit applications. In the model, noise currents are modeled as separate current sources. In this paper, we can consider only the dominant shot noise of the APDs. For a given bandwidth $\Delta f$, the noise variance of the shot noise is given by

$$\langle i^2_{shot} \rangle = 2q(I_{dark} + I_{ph}) (M^2) F(M) \Delta f$$

It is possible to extract the APD bandwidth, $\Delta f$, from MC simulation. The average impulse function for a large number of short input photon pulses, shaped like Gaussian pulses, can be extracted from MC simulation [33]. The decaying tail of the impulse function can be fitted by the function

$$h(t) = 2\pi M q \Delta f exp(-2\pi \Delta f t) u(t)$$

where $u(t)$ is a unit step function, having a value of one for all positive $t$ and zero for the rest. Here, $\Delta f$ is the frequency at which APD’s gain drops to 0.707 of its maximum value. It is important to point out that the bandwidth of a circuit, where APD is a component, can be dominated by other circuit elements besides the APD. However, those extrinsic effects can be captured by our compact circuit model where the APD enters as a component block.

For transient calculations, capacitances are added in parallel to the diode. $C_J$ represents the intrinsic capacitance of the device and $C_P$ is the parasitic capacitance. A resistor $R_S$ is added in series to the bias voltage source to model the contact resistances. A small resistor and capacitor, $R_N$ and $C_N$, are used at the output of the diode to help with convergence in SPICE. $R_L$ and $C_L$ are the load resistor and capacitor used to extract the output. The values used in this paper are listed in Table I and are obtained from a previous publication [34]. These can be computed from MC simulations.

In summary, given any digital alloy combination our compact model can take material parameters like bandgap and effective mass as input and outputs relevant metrics of APD circuit simulation like dark current, gain, quantum efficiency and noise current. The dark current is obtained from eq. (11), gain from eq. (8), quantum efficiency from eq. (14) and APD excess noise current from eq. (17). These metrics are calculated based on calibrations to MC simulation or experimental results.

### Table 1: Major Parameter Values Used in SPICE Model

| Parameter | Value |
|-----------|------|
| $\eta$    | 40%  |
| $c_1$     | 0.012|
| $R$       | 0.01 |
| $c_2$     | 0.0147 $K^{-1}$ |
| $m^*$     | 0.08 m$_0$ |
| $c_3$     | 2.2 x 10$^5$ cm$^{-1}$ |
| $E_G$     | 1.25 eV |
| $c_4$     | 0.004 $K^{-1}$ |
| $n$       | 0.9  |
| $c_5$     | 3.5 x 10$^8$ V cm$^{-1}$ |
| $\alpha_p$ | 1.5 x 10$^9$ V cm$^{-1}$ |
| $\Lambda$ | 31.4 nm$^2$ |
| $\Lambda$ | 1.08 $\mu$m |
| $R_D$     | 1.5 x 10$^{11}$ $\Omega$ |
| $J_{dark}$ | 5.3 x 10$^{-13}$ A |
| $\zeta$   | 0.3414 $V^{-1}$ |
| $k$       | 0.01 |
| $\Theta$  | 0.8  |
| $T$       | 300 K |
| $W_P$     | 250 nm |
| $C_J$     | 5.77 pF |
| $R_L$     | 0.1 M$\Omega$ |
| $C_L$     | 1 pF |

**III. RESULTS AND DISCUSSION**

The temperature dependent reverse bias I-V characteristics are shown in Fig. 6(a). At low bias the current is dominated by the diffusion current density which is a constant in the device. The large current at high bias is attributed to the increasing tunneling current and increasing gain of the device. At high bias, the current reduces with increased temperature due to increased phonon scattering occurring in the device, captured through our scattering rates that enter the Monte Carlo simulations and are eventually lumped into the $c_{1-5}$ and $n$ parameters. Fig. 6(b) shows the photo-current vs. reverse bias voltage for different temperatures. It exhibits a similar trend at high bias like the dark current due to the increasing gain and phonon scattering. For this plot we considered $P_{IN} = 1 mW$.

In Fig. 7(a) the simulated reverse bias dark current characteristics of the InAlAs digital alloy APD using the calibrated compact model are plotted and compared to the experimental measurements [13]. The calibrated parameters are given in

![Fig. 6. (a) Dark current vs. reverse bias voltage characteristics (b) Photo current vs. reverse bias voltage characteristics. Both plots are given as a function of temperature.](image-url)
is due to the simplification of the structure considered in the input power.

Fig. 7. (a) Calibration of the simulated dark current characteristics using SPICE model of a 6-monolayer InAlAs digital alloy APD (b) Calibrated of the simulated gain vs. bias characteristics of this APD. Inset-Excess noise factor vs. gain of computed using McIntyre’s Formula compared to the experimental results.

Table The simulated values agree well at low and high bias. There is a small discrepancy in the middle region that is due to the use of the approximate equations used in calculating some of the parameters which results in overestimation of the scattering processes involved. Additionally, some discrepancy is due to the simplification of the structure considered in the simulation. This is primarily to allow for faster convergence of the SPICE model. Fig. 7(b) shows the simulated gain versus bias characteristics compared to the experimental data. The values are in good agreement with each other. To calculate the excess noise factor versus gain characteristics we use the standard McIntyre’s formula [13]. The comparison between the calculated and experimental F versus M is shown in the inset of Fig. 7(b). We observe that McIntyre’s formula overestimates the excess noise at low gain values compared to experiments. The mismatch can be attributed to simplifications, like ignoring the ‘dead-space’ effect.

We plot the output I-V characteristics for different input powers in Fig. 8. A higher input power of the light source results in more electron-hole pair generation in the absorption region. This increases the current at low bias. At very high bias, the APD reaches the avalanche breakdown region where the output current is not affected much by the input power magnitude due to the high carrier generation by the impact ionization process.

The transient characteristics of the InAlAs digital alloy APD considered in this compact model are shown in Figs. 9 and 10. The bias voltage used is 30V. The transient response of the output current for different parasitic capacitance is simulated in Fig. 9(a). We can see that the parasitic capacitance present in the APD can significantly affect its responsiveness to the input light. A larger capacitance results in longer rise and fall times. In a receiver this will translate to lower detection speed and will affect the overall speed of an integrated photonic device. The effect of different contact resistances on the output transient response is shown in Fig. 9(b). Increased contact resistance also leads to higher rise and fall times. However, the effect of $R_S$ is not as significant as the parasitic capacitances.

Fig. 10 shows input and output characteristics of the APD for different rise and fall times. It is seen that a longer rise/fall time results in slower discharge at the end of each input cycle and can also result in overshoots while discharging. This shows that switching pattern of the light source can also affect the refresh rate of the APD.

One of the crucial elements of APD performance is the excess noise that is generated due to the random nature of the impact ionization process. Any noise can significantly degrade the photon detection ability of these photodetectors. Thus, it is necessary to include the noise in the circuit model in order to accurately model PICs. This noise is reduced by allowing impact ionization to be initiated by carrier injection of the
carrier with the highest ionization coefficient. This essentially translates to a lower value of the ionization coefficient ratio $k$.

Fig. 11 shows the dominant shot noise in the dark current simulated using the SPICE model. The noise current is added as a separate current source in the circuit. We consider $\Delta f = 1Hz$ since it is generally application dependent. Many methods are used to reduce the shot noise in the APDs. In the InAlAs digital alloy APD the noise is minimized due to the presence of “minigaps” in the valence band which prevents holes from ionizing and thus suppress $F(M)$ [3]. Although in this treatment we only consider shot noise as the dominant source in digital APDs, we can in principle include other types of noise relevant for different geometries as added current sources.

Despite the model being developed for $p-i-n$ APDs, it can be modified to simulate the structures such as Separate Absorption Charge Multiplication (SACM) APDs as well. The potential profile of the SACM APDs can be obtained using added electrostatic solvers, which can then be used as input to the MC model. The fitting parameters of the compact model, described in sections II-B and II-C can be adjusted to match the results of the MC simulations. The compact model might require some additional resistance and capacitance elements to account for the behavior of the absorption and charge layers of the SACM structure.

IV. Conclusion

In this paper, we report an elementary physics-based compact model of APDs. This model captures the essential device physics calculated by first-principles methods and simulates their effect on circuit behavior. The compact model ultimately treats the APD as a black box that can be included in a modular fashion into bigger photonic integrated circuits, with its input being material and geometric parameters and output being relevant performance metrics such as excess noise, gain, dark current and quantum efficiency. In particular, we simulate the behavior of a new class of digital alloy APDs which exhibit low excess noise at very high bias, which makes them highly suitable for a wide range of applications.
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