The Spatial Heterogeneity of Factors of Drug Dealing: A Case Study from ZG, China
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Abstract: Drug addiction and drug-related crime caused by drug dealing are serious problems for many countries. Such problems have gained urgency in China during recent years. However, there has been no research on the relationship between drug dealing and associated factors and its variation over space at a fine scale, such as the police station management area (PSMA), in China. Based on a seven-year data set obtained in ZG city, China, a geographically weighted Poisson regression (GWPR) model was employed to explore the spatial heterogeneity in the relationship between drug dealing and related risk factors, including social-demographic factors and environmental characteristics. The model results indicated that there were more drug dealings in the socially disorganized areas, typically associated with urban villages and floating population. Spatial accessibility had significant impacts on drug dealing. While the main road showed a negative effect, areas with more branch roads and bus stops tended to attract more drug dealings. Additionally, we found that these relationships were spatially nonstationary across space. This research represents the first in discerning spatial variation of drug dealing within a major Chinese city. These findings not only help policy makers better understand drug dealings from a geographical perspective, but can also help them to develop more targeted local intervention strategies.
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1. Introduction

Approximately 275 million people around the world had at least one drug use experience during 2016, which accounts for 5.6% of the total population aged 15–64 [1]. The consequences of drug abuse are very serious, even depriving people of their lives. For example, 450,000 people died directly or indirectly from drug abuse in 2015 [1]. In addition, the economic cost of drug abuse is also high, for example, the annual expenditure for controlling drug abuse in the UK is as high as £15.7 billion [2]. Illegal drugs can also lead to other types of crimes, such as violence, general incivilities, and property crime [3,4]. Therefore, combating drug-related crimes, including drug dealing, is an important work of law enforcement departments in many countries.

In order to reduce the harm of drugs, law enforcement departments usually take legal actions to reduce the supply of drugs in hot spots of drug dealing. But this would lead to crime displacement, rather than fundamentally reducing the supply of drugs. Only by finding out the factors that affect the formation of the drug market and taking targeted measures can we fundamentally reduce the supply of drugs.
Drug dealing has been widely studied in many disciplines, including criminology, economics, sociology, and others. Some studies have explored the formation of hot spots in drug dealing from the perspective of the rational choice of drug dealers. The results show that drug dealers tend to choose places with high transaction volume and low risk. The results of studies on the hot spots of drug dealing show that there are often some locations with high levels of drug dealing [5–8], which may be related to locational characteristics that can facilitate drug trade. For example, a study conducted in New Jersey found that 46% of drug sales arrests occurred at 4.4% of all locations [9]. Identifying the characteristics of high-risk areas of drug dealing and allocating limited police resources to corresponding positions could effectively combat drug-related crimes.

To explore the relationship between drug dealing and risk factors, previous studies have employed traditional statistical models, such as multivariable regression [10], logistic regression [11, 12], and risk terrain modeling have been employed to explore the relationship between drug dealing and risk factors [13–15]. Generalized lined model (GLM) is one of the most commonly used regression models to investigate the relationship between drug dealing and related factors when the dependent variable is the number of drug dealing crimes [16,17], which produces a set of global fixed coefficients across the study area. The assumption of GLM modeling is that the relationship between drug dealing and independent variables is stationary over space, which is not necessarily consistent with the truth.

The drug dealing crime data have been collected with geographical coordinates and spatial heterogeneity may arise in modeling such data. Spatial heterogeneity, so named by LeSage and Pace [18], means the relationship between variables changing over space. In other words, some factors may have greater impacts on the spatial pattern of drug dealing. Spatial heterogeneity could not be ignored in the process of spatial modeling, which could be addressed by geographically weighted regression (GWR). GWR, developed by Fotheringham and Brunson, offers a solution to explore the spatial variation relationship between dependent variables and explanatory variables [19]. Geographically weighted Poisson regression (GWPR) is the adaption of GWR when the dependent variable is a counting variable, such as the number of burglaries or homicides in crime analysis [20–22]. But as far as we know, GWPR has not been used for drug dealing analysis. Understanding the spatial variation relationship between drug dealing and related risk factors has clear policy implications, which may lead to a more targeted and appropriate response at the local scale, rather than a response to the whole region.

The main purpose of this research is to apply GWPR modeling in assessing the spatial pattern of drug dealing in a large Chinese city. Specifically, this study seeks to answer two research questions: (1) whether the relationship between drug dealing and its impact factors will change over space; (2) whether GWPR model is better than GLM models in analyzing drug dealing crimes. Such knowledgeable gain is not only conductive to academic progress, but also allows law enforcement departments to understand the geographical demand for their services, and then intervene to reduce the negative impact of drug dealing.

2. Study Area and Data

2.1. Study Area

After a series of crackdown campaigns, China began to experience the era of being drug-free for around thirty years, starting in the 1950s. However, the reform and open door policy from the 1980s, meant that drugs re-emerged in China. According to the World Drug Report, China has seized the most cocaine in Asia and the third largest amount of heroin in the world in 2006 [23]. The study area of this research is the main urban area of ZG city which located in the southeast of China. ZG city belongs to the province with the most serious drug-related crimes in China. The main urban area of ZG city covers an area of 1600 km² with a total population about 9 million inhabitants.
2.2. Data Preparation

The drug dealing data were acquired from the Public Security Bureau of ZG city during the years 2012–2018 and a total of 10,301 drug dealing were recorded in the study area. As is shown in Figure 1, there are 85 drug dealings per police station management area (PSMA) on average during the study period ranging from 0 to 311. The social economic data and the demographic data were collected from the ZG statistical book [24]. Road and POI (Point of Interest) data were obtained from Guangdong RITU WANFANG technology Co. Ltd.

Figure 1. Distribution of drug dealing in ZG city between 2012–2018.

The crime risks have been explored at different spatially aggregated levels in previous studies, such as street segments, census tracts, and block groups, etc. Police station management areas (PSMAs) are now the only security-related division system in China which could be integrated with the public security management process easily. Compared with other administrative units, PSMAs are considered to have better homogeneity of public security management, since they are delineated by the local Public Security Bureau for security management. Therefore, PSMAs are employed as the spatial units for analysis in this study, which has been used in the analysis of burglary [20,25]. There are 122 PSMAs in the study area covering an area between 1 km$^2$ and 92 km$^2$, with an average of about 12 km$^2$.

The explanatory variables were selected according to crime theory and literature. Two dominant theories could be employed to explain the spatial distribution of drug dealing, namely social disorganization and rational choice.

Regarding social disorganization, high unemployment rate, low education level and high minority population are the typical characteristics of a socially disorganized community. These factors will make the community become a business-friendly area for drug dealing. These communities, with the lack of formal and informal guardianship, could not successfully fight against drug dealing. Three explanatory variables pertaining to this theory were selected, including urban village [26], floating population [21,25], and population with bachelor’s degree or higher (advanced degree) [27,28].

From the perspective of the rational choice theory, drug dealing is an illegal but commercial activity. Hence, drug dealers would aim to obtain high rewards, but low risks in terms of being caught by police. As a result, drug dealers would choose areas with more people and convenient transportation for drug trade. In this way, they can get as many customers as possible, and run away quickly in case of danger. As an important activity node, bus stops can increase the possibility of being a drug trading place from two aspects [4,13]. First, to serves as an anchor point of daily activities of drug users, it can attract drug addicts to particular areas. Second, bus stops can also

---

1 The premise of obtaining data from the public security department was that the real name of the city cannot be mentioned in publications.
attract drug users from other regions, and thus increase the number of potential drug transactions. The main road [16,29], branch road, and hotel [12] were also selected as the explanatory variables. All of the aforementioned variables were aggregated at the PSMA-level.

3. Methodology

GWPR is the main analysis method of this study, which could deal with the spatial nonstationary relationship between variables through the local regression coefficients. For the purpose of comparison, both GLM and GWPR were used to model drug dealing in this study. These two techniques and the measures for goodness of fit are described briefly in the following paragraphs. Spatial autocorrelation analysis with Moran’s I test and multicollinearity check between explanatory variables were conducted.

3.1. GLM

GLM models are the most commonly used crime modeling method. A GLM consists of three parts, including a random component, a systematic component and a link function component. According to the distribution of the dependent variable, the random component could be flexibly specified by the probability distribution, such as Poisson distribution or negative binominal distribution. Therefore, GLM has been widely used in crime analysis, since the count of crime usually obeys Poisson or negative binominal distribution [30–32]. The model form of GLM adopted in this study is as follows:

\[
\ln(Y_i) = \beta_0 + \beta_1 \ln(P_i) +\beta_2 x_{i2} + \beta_3 x_{i3} + \cdots + \beta_k x_{ik} + \epsilon_i
\]  

where \(Y_i\) is the expected number of drug dealings per PSMA, \(P_i\) is the total population in \(i\)-th PSMA, \(x_{ij}\) is the \(j\)-th explanatory variable, \(\beta_0, \beta_1, \ldots, \beta_k\) are model parameters and \(\epsilon_i\) is the \(i\)-th random error term. The coefficients \(\beta\) of explanatory variables in the above model do not change over PSMAs, which is the average impact of variable \(j\) on drug dealings in the study area.

3.2. GWPR

The results of the above GLM are composed of a series of global fixed parameters, which could not account for the spatial heterogeneity in the relationship between dependent variables and independent variables. GWPR is a potential methodology to address this issue by allowing the coefficients to vary spatially. Regression coefficients are functions of geographical coordinates of each analysis unit. The form of GWPR model is presented below:

\[
\ln(Y_i) = \beta_0(u, v) + \beta_1(u, v) \ln(P_i) + \sum_{k=2}^{P} \beta_k(u, v) X_{ik} + \epsilon_i
\]  

where \((u_i, v_i)\) is the geographic coordinate of the center point of \(i\)-th PSMA, \(\beta_k\) is the function of \((u_i, v_i)\) varying across PSMAs, which could be estimated as follows:

\[
\hat{\beta}(u, v) = (X^T W(u, v) X)^{-1} X^T W(u, v) Y
\]  

where \(W(u, v)\) is an \(n\) by \(n\) spatial weight matrix which can be described as:

\[
W(u, v) = \begin{bmatrix}
w_{i1} & 0 & \cdots & 0 \\
0 & w_{i2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & w_{in}
\end{bmatrix} \quad (4)
\]  

where the diagonal element \(w_{ij}\) is the weight given to PSMA \(j\) in the calibrating process of model for PSMA \(i\), while the off-diagonal elements are zero [33].

The regression equation of each PSMA is estimated by the observations in nearby PSMAs. Each PSMA is weighted according to its distance from the regression point. Hence, for a PSMA \(i\), the closer the observations to it, the greater the impact on the estimation of \(\hat{\beta}(u, v)\) and the magnitude of this effect is usually calculated by two weight functions as follows:
Gaussian:

\[ w_{ij} = \exp \left(- \frac{1}{2} \left( \frac{d_{ij}}{b} \right)^2 \right) \]  

Bi-square:

\[ w_{ij} = \begin{cases} \left(1 - \left( \frac{d_{ij}}{b_{i(k)}} \right)^2 \right)^2 & \text{if } d_{ij} < b_{i(k)} \\ 0 & \text{otherwise} \end{cases} \]  

where \( d_{ij} \) is the distance between PSMA \( i \) and \( j \), \( b \) is the fixed bandwidth, \( b_{i(k)} \) is the adaptive bandwidth which is employed in this research.

The selection of optimal bandwidth is another important issue in GWPR modeling, which could be addressed by Akaike information criterion (AIC). AIC was also adopted to evaluate the performance of models. The model with the minimum AIC value is the optimal one.

The calibration of GWPR model was based on Tobler’s first law of geography: “everything is related to everything else, but near things are more related than distant things” [34]. Considering this issue, compared with the global model, GWR is more suitable for area-based crime modeling, because it could successfully capture the spatial heterogeneity between crime counts and explanatory variables.

### 3.3. Spatial Autocorrelation and Multicollinearity

Moran’s \( I \) is a measure of spatial autocorrelation proposed by Moran [35], which was employed in this research to investigate whether the residuals of the proposed models were correlated spatially among adjacent PSMAs. The Moran index varies from \(-1\) to \(1\). A negative value means a negative spatial autocorrelation and vice versa.

Although multicollinearity does not affect the accuracy of model estimation, it does affect the significance test of some variables, which will introduce bias to model interpretation. Therefore, the bivariate correlation coefficients between explanatory variables were calculated to identify the highly correlated variables.

### 3.4. Measures of Goodness of Fit

In addition to AIC, the mean absolute deviation (MAD) was also used to measure the goodness of fit of the model which was described as follows:

\[ \text{MAD} = \frac{\sum_{i=1}^{N} |\bar{Y}_i - Y_i|}{N} \]  

where \( Y_i \) is the observed count of drug dealing in PSMA \( i \), \( \bar{Y}_i \) is the predicted count of drug dealing in PSMA \( i \), and \( N \) is the number of PSMA. The lower the value is, the better the fit of the model.

As the link function in GLM and its extensions GWPR is nonlinear, the aforementioned models could not produce \( R^2 \) or local \( R^2 \). Therefore, the deviation percentage explained by GLM and the local deviation percentage explained by GWPR were employed to evaluate the overall goodness of fit. The higher the local deviation percentage is explained, the better the fit of the model. GWPR and GLM were estimated by GWR 4.0 and Stata 12 separately.

### 4. Results

The descriptive statistics of explanatory variables and dependent variables are shown in Table 1. The spatial distribution of drug dealing is presented in Figure 1. There were spatial clusters formed in the east and southwest of the city (Moran’s \( I \): Z-Score: 4.1168, \( p \)-value: 0.0000).
Table 1. Descriptive statistics of variables.

| Variable                | Description                                                | Mean  | S.D.  | Min | Max |
|-------------------------|-------------------------------------------------------------|-------|-------|-----|-----|
| Dependent Variable      |                                                             |       |       |     |     |
| Drug dealing            | Total number of drug dealings per PSMA                      | 84.43 | 57.52 | 0   | 311 |
| Explanatory variables   |                                                             |       |       |     |     |
| Urban village           | The proportion of the total urban village area in each PSMA | 5.57  | 6.21  | 0   | 24.29 |
| HotelDen                | The number of hotels per km2 in each PSMA                   | 7.79  | 8.66  | 0   | 38.69 |
| FloatingPOP             | Percent of the number of people without local hukou in each PSMA (%) | 37.92 | 21.19 | 0   | 87.28 |
| BusStopDen              | The number of bus stop per km2 in each PSMA                 | 0.56  | 0.38  | 0   | 2.19 |
| MainRoad                | Percent of main road length (%)                             | 3.23  | 3.24  | 0   | 17.92 |
| BranchRoad              | Percent of branch road length (%)                            | 32.75 | 17.29 | 0   | 80.46 |
| Advanced degree         | Percent of people with a bachelor degree or higher in each PSMA | 10.99 | 9.7   | 0   | 58.62 |

Table 2. Bivariate correlation coefficient for explanatory variables.

|                      | Urban village | HotelDen | FloatingPOP | BusStopDen | MainRoad | BranchRoad | Advanced degree |
|----------------------|---------------|----------|-------------|------------|----------|------------|-----------------|
| Urban village        | 1             |          |             |            |          |            |                 |
| HotelDen             | -0.435*       | 1        |             |            |          |            |                 |
| FloatingPOP          | 0.662*        | -0.438*  | 1           |            |          |            |                 |
| BusStopDen           | -0.281*       | 0.692*   | -0.312*     | 1          |          |            |                 |
| MainRoad             | -0.007        | -0.156   | 0.163       | -0.029     | 1        |            |                 |
| BranchRoad           | 0.581*        | -0.272*  | 0.479*      | -0.274*    | -0.091   | 1          |                 |
| Advanced degree      | -0.425*       | 0.253*   | -0.334*     | 0.118      | 0.058    | -0.317*    | 1               |

* for statistically significant at 0.05 confidence level.
A bivariate correlation test was conducted before modeling and the results were presented in Table 2. The correlation coefficients were less than 0.7, which means that there was no strong correlation between independent variables. Moreover, the variance inflation factor (VIF) was calculated for all independent variables. It is generally considered that multicollinearity among variables is acceptable if the VIF value is lower than 5. The largest VIF value was 2.348 (Urban village), which means that there is no risk of high multicollinearity between explanatory variables.

The GLM was used to model the relationship between drug dealing and related factors. Furthermore, the GWPR model was employed to account for the spatial relationship between the counts of drug dealing and explanatory variables. The results are presented in Table 3. The coefficients of all explanatory variables in GLM are statistically significant and the signs are also in line with expectations. The main road and population, with advanced degree, has a negative impact on drug dealing, suggesting that with an increase in population with a bachelor degree or higher and a main road, the number of drug dealings decrease in each PSMA. On the other hand, the influence of other variables on drug dealings is positive, which means that, as these variables increase, so does the number of drug dealings.

Compared with GLM, GWPR could capture the spatial variation of the relationship between dependent and independent variables through local regression coefficients. The local parameters in GWPR are summarized in Table 3, which are presented as the minimum, lower quartile, median, upper quartile, and maximum. The coefficients of other variables range from negative to positive except for the coefficients of bus stop density, which are always positive.

The spatial patterns of model residuals are presented in Figure 2, suggesting no spatial autocorrelation (Moran’s I value: -0.0286, Z-Score: -1.142, p-value: 0.2536). Local percent deviance explained in GWPR is the counterpart to $R^2$ in a linear model, which indicates the spatial variation in explanatory power. The best fit of the model, as shown in Figure 3, is the center of the study area.
Four measures were used to compare the performance of the models above, Akaike’s Information Criterion (AIC), mean absolute deviance (MAD), percent of deviance explained, and the spatial correlation existing in the model residuals. Results shown in Table 3 revealed that GWPR outperformed GLM with a higher percent deviance explained, as well as lower AIC and MAD. The variability in drug dealings could be well captured by GWPR through accounting for the spatial heterogeneity.

The spatial agglomeration of crime has been widely documented in literature [20,21]. The underlying assumptions of the above models are that the error term is spatially independent. If the residual was spatial correlated, the model results would be biased [36]. The Moran’s I indices for model residuals were calculated to analyze the spatial autocorrelation and the results were presented in Table 3. It could be noted that the spatial correlation in the residuals of GLM was significant at 90% confidence level, whereas the residuals of GWPR do not appear to correlate spatially. This indicates that the spatial dependency of drug dealings has been fully addressed by the model.

Figure 3. Goodness-of-fit (Local_pdev) of GWPR model.
Table 3. Estimation of GLM and GWPR models.

|               | GLM     | GWPR          |
|---------------|---------|---------------|
|               | Mean    | Min           | Lwr Quartile | Median | Upr Quartile | Max  |
| Urban village | 0.007*  | -0.0495       | -0.008       | 0.0066 | 0.0213       | 0.0721 |
| HotelDen      | 0.0134* | -0.0688       | -0.0073      | 0.0099 | 0.0175       | 0.0304 |
| FloatingPOP   | 0.0046* | -0.0136       | -0.0053      | 0.0009 | 0.0037       | 0.0155 |
| BusStopDen    | 0.4687* | 0.0089        | 0.2933       | 0.5228 | 0.8208       | 1.8311 |
| MainRoad      | -0.0074*| -0.0714       | -0.0193      | -0.0019| 0.0183       | 0.0606 |
| BranchRoad    | 0.0059* | -0.0168       | -0.0025      | 0.0032 | 0.0092       | 0.0168 |
| Advanced degree | -0.0321* | -0.0513       | -0.0394      | -0.0314| -0.0147      | 0.014  |
| Intercept     | -7.0477 | -8.3962       | -7.1453      | -6.845 | -6.5296      | -5.8916 |
| Moran’s I     | 0.162*  | -0.0286       |              |        |              |       |
| MAD           | 26.5314 | 21.0873       |              |        |              |       |
| Akaike’s Information (AIC) | 1815.8540 | 1247.9778 |
| Percent deviance explained | 0.445 | 0.638 |

* for Coefficients being statistically significant at 0.05 level.
Figure 4. Spatial distribution for local coefficients of explanatory variables.
5. Discussion

The advantage of GWPR over GLM is that it can account for spatial heterogeneity by allowing the parameters to vary spatially. Once the local parameters are obtained, they can be mapped and their spatial patterns could be explored. Therefore, we plotted the coefficients of each explanatory variable to examine its spatial pattern, and explore its possible causes, as many previous studies using GWPR models have done [2,22]. The application of GWPR to assessing drug dealings demonstrated the spatial variation of regression coefficients between the dependent variable and independent variables across PSMA areas in ZG city (Figure 4). The coefficients of urban village ranged from -0.05 to 0.72. The local t-statistics suggested that the urban village has a positive impact on drug dealing. Urban villages are usually associated with higher degrees of social disorganization, which are conducive to various criminal activities [37]. The complexity of the built environment, the diversity of the residents and the lack of social control in the urban village present challenges to fighting drug dealing. As illustrated in Figure 4a, the relationship between urban village and drug dealing is the strongest in the downtown areas. Compared with the peripheral areas, the formal and informal social control in the downtown areas of the city is stronger, which forces the drug dealers to confine their activities to the urban villages.

The coefficients of floating population ranged from -0.014 to 0.015. In previous studies, the impact of floating population on crime has been inconsistent. Some studies found that floating population had a positive impact on crime [38,39], but others had different findings [40]. For example, the impact of floating population on crime varies by the origins of the migrants [21]. The p-values confirmed that floating population has a positive impact on drug dealing. The spatial distribution of the coefficients (Figure 4b) demonstrated that the floating population had a greater influence in the city center than in the peripheral areas. The high residential mobility of a floating population is one of its important characteristics, because they usually have to move frequently to make a living. The increase of residential mobility would lead to an increase of property crime [41,42], whereas it had a negative impact on sex offenses [43]. The findings of this study showed that residential mobility had a positive effect on drug dealing.

As shown in Figure 4(d), the coefficients of bus stop density were positive across the study area, which indicated that the increased number of bus stops would increase the drug dealing. Similar results have been found in previous studies [13,14]. Although the local coefficients of bus stop density were positive in all PSMAs, the strength of this relationship is not constant. The effect of bus stops was the largest in the northwest, and gradually decreased towards the southeast. The areas with higher densities of bus stops are more accessible, providing affordable transportation for drug users to travel to drug dealing locations.

Hotels are considered to be one of the most important customer attractors in the drug sales market. There are more opportunities to meet potential drug buyers around the hotels. Therefore, hotels with poor management are often hot spots of illicit drug activities, which have a positive impact on drug-related crime [12,44]. As shown in Figure 4e, the influence of hotels in the downtown areas is lower than that in the suburbs, which may be due to the fact that there are many other suitable drug dealing places in the city center, such as restaurants, bars, and parks, etc. Coefficients in a few PSMA were negative, and a local t-statistics test was carried out. The results suggested that the negative coefficients for most of the PSMA (84.1%) are statistically insignificant. Additionally, the sustainability of a drug market has much to do with its accessibility. Road network is an important indicator of accessibility. The road network determines the flow pattern of people and vehicles, which has been proven to be closely related to crime [45,46]. Some studies found that the impact of roading was negative [16], while others found it was positive [29,47]. Figure 4c and 4f were produced for branch roads and main roads respectively. The spatial distribution of coefficients of these variables were similar, both of which were negative in the central area and positive in the periphery. However, after checking the local t-value, we found that the negative coefficients of the branch road for most of the PSMA (80.5%) were not significant at the 95% confidence level. Positive coefficients of the main road for a few PSMA (16.9%) were significant. The possible explanation for this phenomenon is the crime reduction effects of CCTV (closed circuit
television). CCTV has been proven to be an effective means of crime prevention [48,49]. However, limited by the financial budget, more cameras are installed along the main roads in downtown areas. Branch roads in periphery areas with fewer cameras are vulnerable to drug dealing.

Figure 4g shows the density of people with a bachelor degree or higher (Advanced degree), illustrating that there are strong negative trends in the population with advanced degree in most of the PSMAs, which suggest that increments in the population with advanced degrees contribute to the decrease in drug dealing. The relationship between education level and different types of crime has been widely explored in previous studies, such as burglary [20,50], homicide [22], and robbery [51,52]. The results of the above studies showed that the higher the proportion of people with advanced degrees (such as bachelor’s diploma or higher), the lower the number of crimes. Although previous research has found that the relationship between education level and drug abuse is not statistically significant [27], another study found a statistical relationship between education and the number of drug sales arrests, which was consistent with our findings [16].

From the above discussion, we found that the sign of the coefficients of most variables varied from negative to positive, except for bus stop density. This phenomenon is very common in the models based on GWR or its extensions and has been discussed in previous studies [53,54]. A possible explanation of this phenomenon is that although a bivariate correlation test has been carried out at the beginning of the model, it does not guarantee that there is no local multicollinearity among explanatory variables.

6. Conclusions

This study represents the first attempt in applying GWPR to discerning spatial variation of drug dealing within a major Chinese city. Drug dealing is a serious crime in many countries, as in China, because of its negative social impact, such as extensive economic cost and drug-related crimes. In order to fight against drug dealing, the related risk factors should be identified first. Based on a seven-year data set collected in a Chinese city ZG, this study explored the relationship between drug dealing and its influencing factors. The results indicated that when the number of urban villages and floating population increases, the number of drug dealings would increase. The relationship between roads and drug dealing does exist but varies across the city. Areas with more main roads experienced fewer drug dealings, whereas areas with more branch roads attracted more drug dealings. In addition, areas with higher densities of bus stops and hotels were linked to more drug dealings. The education level was negatively correlated with the number of drug dealings. Moreover, the results also indicated that the coefficients of the risk factors varied across the space.

The findings above not only help policy makers better understand drug dealings from a geographical perspective, but also help them to develop more targeted local intervention and prevention strategies. Localized strategies tend to be more effective than the traditional one-size-fits-all strategies, and they could reduce unnecessary expenditure of social resources.

This study has several limitations as well. First, according to the modifiable areal unit problem (MAUP) proposed by Openshaw [55], the results of spatial statistics are sensitive to the selected geographical unit. We could only get aggregated crime data at the PSMA level from the ZG police department at this time. Therefore, PSMA is the only geographical unit used in this research limited to the crime data. Future studies should employ data collected from different spatial scales. Second, this study only tested the relationship between drug dealing and related factors for a single city. Comparison studies across multiple cities are desirable to test the general applicability of the findings discovered in this research.
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