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Abstract

Several complex systems are characterized by presenting intricate characteristics extending along many scales. These characterizations are used in various applications, including text classification, better understanding of diseases, and comparison between cities, among others. In particular, texts are also characterized by a hierarchical structure that can be approached by using multi-scale concepts and methods. The present work aims at developing these possibilities while focusing on mesoscopic representations of networks. More specifically, we adopt an extension to the mesoscopic approach to represent text narratives, in which only the recurrent relationships among tagged parts of speech are considered to establish connections among sequential pieces of text (e.g., paragraphs). The characterization of the texts was then achieved by considering scale-dependent complementary methods: accessibility, symmetry and recurrence signatures. In order to evaluate the potential of these concepts and methods, we approached the problem of distinguishing between literary genres (fiction and non-fiction). A set of 300 books organized into the two genres was considered and were compared by using the aforementioned approaches. All the methods were capable of differentiating to some extent between the two genres. The accessibility and symmetry reflected the narrative asymmetries, while the recurrence signature provide a more direct indication about the non-sequential semantic connections taking place along the narrative.
I. INTRODUCTION

Several structures and dynamics in the natural, as well as in artificial, worlds involve several scales regarding space, time, etc. For instance, when observed from further away (large spatial scale), a forest will appear mostly homogeneous, with some possible varying patches related to different plant species or terrain and weather-related effects. However, when observed at a closer range (mesoscopic scale), the same forest will appear substantially distinct as we observe branches and leaves. At an even smaller spatial scale (microscopic), we will start perceiving the leaves venation, details on the surface of the stems, etc.

Though, in principle, there is no limit to the range of possible scales in which the same structure or phenomenon can be observed and analyzed, it is reasonable to focus interest on the scales more closely related to the objectives of a given research. In case one is interested, let’s say, in studying the sunlight incidence and shades on the leaves of a forest, the mesoscopic and macroscopic scales would probably be more important. However, as soon as interest is shifted to the effect of light absorption on the growth of the trees, more microscopic scales will need to be taken into account.

The interesting association of structural and dynamical properties with several types of scales can be observed almost without exception in the natural world as well as in other realms, including human language. As with other living beings, along their long history, human beings need to develop effective abstractions to represent the most relevant aspects of their environment, not only for self-referencing, but mostly for communicating between individuals (e.g. [9]).

The above mentioned representation of the real world into symbols that could be orally communicated, and later consolidated as written text, involved an interesting trade-off between specificity and generality, as well as between abstraction and detailed description. While a more generic and abstract representation of some concepts may be enough in some cases, as soon as some specific aspects assume increased importance, new concepts need to be defined and incorporated. For instance, we can do with oranges to represent all possible of these fruits, but as soon as we are interested in their production in a specific terrain and climate, the overall category of oranges will need to be sub-partitioned into smaller subsets up to the level of species and subspecies.

Interestingly, the successive partitioning of more generic, abstract concepts into new
concepts and subgroups establishes a hierarchy of representations. As studied systematically in areas as pattern recognition and artificial intelligence, hierarchies are inherently associated with specific scales. Hence, we have that human language is an intrinsically multi-scale system, in which the levels of generality, detail, abstraction and specificity vary according to specific situations and demands while consolidating knowledge into written text, or while orally communicating between individuals.

While texts have been frequently studied from the perspective of word adjacency or proximity (e.g. [20, 24]), the above discussed aspects of human language motivated more systematic approaches capable of taking into account not only smaller scales (e.g. related to the composition of words), but also mesoscopic and macroscopic scales [6]. Thus, in addition to considering the more local interrelationship between words (e.g. by adjacency or proximity), it becomes important to systematically approach texts in terms of sentences, paragraphs, sections, chapters, and even book collections and whole libraries related to specific themes or epochs.

In [2], the authors used a networked representation formed by the co-occurrence of words to address the problem of identifying authors style. Differently from the traditional approach based on the frequency of words, the authors introduced a hybrid approach taking into account two main factors: (i) the frequency of words; and (ii) and topological measurements of complex networks. Interestingly, the authors found that frequency- and topological-based approaches complement each other, since both strategies yield provided useful, complementary information to identify authors’ styles. Similar word co-occurrence networks have also been used in additional contexts [13, 14, 30]. While this approach capture some of the temporal/spatial narrative, the word level approach can only extract syntactical and stylistic features of texts [11]. In addition, the traditional co-occurrence approach does not link similar words.

In [8], the semantic flow of texts was studied. In the proposed approach, nodes are sentences and edges are established by taking into account the semantic similarity of the respective nodes. The authors found that the transition between semantical clusters can be used to discriminate between distinct styles. In particular, the semantical flow allowed discriminating philosophy from investigative books with an accuracy larger than 92%. In [11] the authors analyzed networks formed via paragraph semantic similarity. The authors found that this type of representation complements traditional word co-occurrence networks be-
cause paragraph networks can grasp semantic features of texts. While the proposed para-
graph network is able to go beyond syntax/style, the narrative temporal aspect is not taken
into account since paragraph order is not taken into account while creating the network.

In the present work, we aim at studying texts, more specifically books from the Gutenberg
project [15], from the mesoscopic perspective of linear sequences along the text, as well as
the accessibility and symmetry [27, 33] of texts when represented as mesoscopic networks.

The former approach involves treating the text as a linear sequence of paragraphs while
identifying tf-idf [17] cosine similarity between the obtained paragraphs along the whole se-
quence. A trajectory network is respectively obtained, in which the interconnections indicate
short to long range relationships along the text narrative. These relationships, as gauged
by the co-occurrence of words, are likely to indicate recurrent situations in space, time or
subject along the narrative. For instance, a location may recur along the text, giving rise
to several respective longer range links. This same effect can occur with characters. Differ-
et from other approaches that only captures local (or co-occurrence) similarity [3, 35], our
approach is able to capture long-range recurrences.

The other approach integrated in the current analysis concerns the estimation of the
accessibility and symmetry of each of the nodes in paragraph-based networks. The accessi-
bility was proposed as a means to quantify how effectively, according to a specific dynamics
taking place on a network, other nodes can be accessed by a given network node [32]. In-
terestingly, this measurement intrinsically incorporates means for investigating multi-scale
relationships in the analysed data, which is achieved by varying the order of the considered
neighborhood [33].

Several interesting results are reported and discussed in the present approach, including
the identification of the potential of the accessibility, symmetry, and recurrence signatures
for distinguishing between distinct literary genres, suggesting that these scale-dependent
measurements are capable of quantifying the heterogeneity of the narrative. Presenting
noticeable correlation with the accessibility and symmetry, the recurrence signatures can be
more directly related to the properties of the narratives.

The current work starts by presenting the basic concepts and methods adopted, and
proceeds by presenting the application of the described measurements respectively to literary
genre discrimination.
II. MATERIALS AND METHODS

This section describes the procedure employed to obtain (and characterize) networks from any text, which includes books and other documents with paragraph structure. The adopted pipeline is illustrated in Figure 1. The procedure is described as follows:

1. *Text processing*: in this step we are interested in analyzing the relationship between specific words. For example, we aim at identifying recurrent behavior by the same subject. For this reason, a syntactic parsing is applied in order to identify such relevant words. In this step, words conveying low semantic meaning are also disregarded, since they are not relevant to characterize the narrative semantic flow.

2. *Network modelling*: here, a semantic representation of the narrative flow is created, where nodes represent a sequence of paragraphs and edges are established according to the semantic similarity between the nodes.

3. *Network characterization*: the characterization of the generated networks is performed via network measurements. We also proposed a signature characterization based on the recurrence of semantic context along the narrative.

Additional aspects about the adopted procedure are described as follows.

FIG. 1. Diagram of the execution pipeline of the methodology proposed. The pre-processing of the raw text yields the organized text (O), which is then used to generate the mesoscopic network. Finally, measurements such as the Recurrence Signatures proposed can be extracted from it.
A. Dataset and genre classification

The dataset used in this project consisted of 300 different books. They were all retrieved from a random selection of the Project Gutenberg [1]. The selection considered only books written in the English language written between 1000 and 2000 paragraphs. This selection was not specific to any other aspect of the books, i.e. author, publication date, literary genre, etc.

The Gutenberg Project provides open access to books written in several different languages. For each book, in addition to the full content, additional metadata are provided. This includes author, illustrator, title, language and associated subjects (which will also be referred to as genres in this document). In this study, we retrieved, for each book, its content in raw text format together with its set of genres.

An important aspect of this dataset is the lack of a well defined classification for a book’s genre. Since Gutenberg Project provides a set of subjects without any distinction of importance, there is no straightforward way of assigning one specific genre to each book. This issue is also complicated by the fact that there is not a single granularity for the book’s subjects other than a few general ones such as PR (Language and Literature: English literature) or PZ (Language and Literature: Juvenile belles lettres), as well as particularly specific ones, such as Scarecrow Fictitious character from Baum and National Research and Education Network Computer network. Another problem is that a single book can be labeled with several of the non-informative labels.

In order to better understand the relationship between the labels provided by Gutenberg Project, we constructed a bipartite network between books and genres, linking a book with every one of its subjects. Next, a projection onto the subjects was created from the bipartite graph. Therefore, each node represent an existing subject, and a connection is implemented between two subjects whenever there is at least one book containing both. Finally, a network with approximately 40,000 nodes was obtained. A respective visualization is shown in Figure 2.

In order to cluster the set of subject labels in broader genres, the Louvain community detection algorithm [7] was applied. Three main communities were found. After an empirical analysis, we found that the first one, in orange, comprises mostly genres related to adult fiction, while the second one, in purple, consisted mostly of juvenile fiction. Lastly, the third
and most sparse one, in green, contains all the other possible subjects in the Gutenberg Project, including history, art, bibliographies, etc.

Finally, we can refer to these communities in order to define a label for a given book. Since every literary genre can now be associated with a single community in the network, it can also translate to a single label. Therefore, one can assign a label to any book by choosing the community that comprises the majority of that book’s genres.

B. From texts to networks

When tackling any sort of problem from a real life system, it is essential to consider an appropriate scale to develop a solution that fits the phenomena being studied. Consider, for illustration purposes, any natural environment: there are numerous problems that demand an overall view of the macro aspects of that system. Take weather forecast as an example: to analyze and predict the weather of that specific system, one must consider features such as location, vegetation, humidity, and others, while the micro aspects such as each individual animal in the fauna or plant in the flora are not as important for the problem in question. It is very common to observe problems that focus either on the macro or the micro scale of the system, however, there is still a wide scope of intermediate scales in between these two...
extremes that are yet to be explored.

In the context of text analysis, this issue is also present: while there are many different works that focus on the microscopic scale of the texts (e.g. word adjacency networks \[22, 28, 29\]) or on the macroscopic scale (e.g. citation networks \[31\]), there are still substantially fewer works that are placed anywhere between the two extremes.

Only more recently, techniques have been more systematically considered in order to create networks from documents, while taking into account their mesoscopic structure \[8, 11\]. In \[10\], for example, the authors apply image analysis techniques to network visualizations in order to extract topological features of the mesoscopic networks to tackle the authorship recognition problem. Still in the context of this problem, in \[21\], the authors make use of the ability of the mesoscopic network to capture a narrative’s story flow and, hence, the author’s “calligraphy”. Finally, in \[6\], the mesoscopic networks are used to study and analyze texts while considering the overall narrative and its unfolding along time.

As an extension of the concepts presented in the previously mentioned works, here we focus on these mesoscopic aspects of the texts, often overlooked by more traditional approaches, to propose a new technique to model networks from texts. By looking at texts from a mesoscopic perspective, it is possible to grasp the semantic context of a narrative, which can potentially be used to tackle a variety of different problems, such as genre classification and authorship recognition. This methodology, summarized in the pipeline shown in Fig. \[1\] will be explained in detail hereon.

Differently from other typical approaches, here we do not start with punctuation or stopwords (words conveying little contextual meaning, e.g. prepositions and articles) removal, since those are important for the employment and performance of the syntactical dependency analysis method. Hence, the only clean up performed at this point is the removal of underscores ("_") and chapter markers, since they can introduce noise to the syntactic analysis that will be performed next. With the same goal, a co-reference resolution technique is applied \[19\]. Given that co-references are expressions that refer to a previous mentioned entity in the text, (e.g. pronouns), this technique ensures that there is a minimum occurrence of multiple terms referring to the same entity.

After this pre-processing step, syntactic analysis is employed, where each paragraph is reduced to a set of tokens with specific syntactic roles: either subject, verb or direct object. This role selection was chosen with the intention of getting only the tokens that provide the
most contextual meaning to the sentences where they are found, while excluding any possible
noise. This strategy was based on the fact that, in order to understand the semantics of
something, it is usually necessary to answer the questions what is happening and what or
who is doing it. To obtain an answer to the latter, we retrieve the subject in the sentence,
which is the entity responsible for the activity happening. Secondly, when recovering the
verb and its direct object, we are referring to the action occurring and, therefore, answering
the first inquiry. This approach is also supported by the fact that the incorporation of
linguistic knowledge can contribute to text summarization \cite{23}, and, therefore, to capture
the contextual meaning of texts by enhancing informativeness. In this work we used the
CoreNLP parser \cite{19}.

At last, each of these tokens is normalized to its canonical form by using a lemmatization
technique \cite{18}, resulting in the disregard of inflections in verbal tense, number, case or gender.
Therefore, the sentence ”thought Alice to herself”, for example, will first be transformed to
”thought Alice to Alice”, then to ”thought Alice” and, finally, to ”think Alice”. By that,
the semantics of the sentence is actually summarized in the final set of tokens, where it is
possible to answer what is happening (by the verb think) and who is taking that action (by
the subject Alice).

After all this processing, one gets the final organized text $O$, as it will be called from
here on. $O$ is a sequence of paragraphs $O = (p_0,p_1,p_2...)$, each comprising a sequence of
words $p_i = (w_{i0}, w_{i1}, w_{i2}...)$). Next, to build the mesoscopic network, in contrast to the word
adjacency model, a sequence of paragraphs $p_{i−\Delta}, p_{i−\Delta+1},...p_i,p_{i+1},...p_{i+\Delta}$ is mapped into
a node $i$, obtaining $P_i^{(\Delta)}$. In Figure 3 we illustrate this process of getting the paragraph
windows $P_i^{(\Delta)}$, for their respective nodes in the mesoscopic network, considering $\Delta = 1$.

Next, to create the edges, we employ the tf-idf combined with the bag-of-words technique.
The set of documents $D$ is $O$, where each document $d$ is one of the paragraph window texts
$P_i^{(\Delta)}$ and $w$ is each one of the words of a paragraph. Finally, cosine similarity is used to
calculate $\text{sim}(P_A, P_B)$ between paragraphs $A$ and $B$, where $A, B \in V$ and $|A − B| > \Delta$. This
second restriction is due to the fact that, otherwise, the two paragraph windows share at
least one paragraph and, therefore, the similarity computed between them would be biased.

As a result, a fully connected network is created (see Figure 3(b)), in which the edge
weights correspond to the similarity $\text{sim}(P_A, P_B)$ normalized between 0 and 1 among each
pair of nodes. The final mesoscopic network is obtained by pruning the weakest connections
FIG. 3. Illustration of the presented methodology on how to construct the mesoscopic network based on the organized text $O$ (a). Initially, there is a fully connected weighted network, where the edge weights are the cosine similarity calculated between both nodes and are illustrated in (b) by the width of the lines. Next, only the $|V| \times T$ strongest connections are maintained, to ensure that the average degree of the graph is now equal to $T$. Finally, the sequence edges are added between consecutive vertices, as illustrated by the dashed arrows in (c).

until the average degree of the network reaches a specified threshold $T$. After this procedure, edge weights are ignored, resulting in an unweighted network (see Figure 3(c)) with a fixed average degree greater than 0. All of these edges will be referred to as similarity edges hereafter. In addition, $|O| - 1$ edges are inserted linking nodes that represent adjacent paragraphs, that is, $P_{i}^\Delta$ will be linked to $P_{2}^\Delta$, $P_{2}^\Delta$ to $P_{3}^\Delta$ and so on, as illustrated in Figure 3(c) by the dashed edges. These edges are marked as sequence edges. Such edges will guarantee that the network is a connected component. In addition, sequence edges provide a temporal narrative perspective, as it happens in traditional word adjacency networks [5, 16, 25].
C. Network topology measurements

To understand and discriminate a network’s topology, it is essential to be able to extract measurements from the graph that reflect the desired properties. The accessibility measure [33, 34], for example, was proposed to quantify the number of effectively accessible nodes given an established distance while respecting specific dynamics. In that manner, the accessibility can measure how peripheral or central a node actually is, which can be useful to reflect the network topology as a whole when considering all of its nodes individually. In addition, accessibility-based measurements can also identify relevant words in texts, being thus useful to detect keywords and discriminate authors [4, 5].

The definition of this measurement is based upon the concept of random walks (or any other dynamics) and concentric levels. In a random walk, there is an agent that moves between the nodes of a network through its edges. One variation of this definition is the self-avoiding random walk, in which the agent cannot go through the same node more than once. This kind of walk is the one used to define the accessibility measure. Besides, the concentric level $h$ of a node $i$ is defined as the set of nodes that are at a distance $h$ when departing from $i$. Moreover, it is possible to define the probability vector $p_i(h) = \{p_i^{(h)}_1, p_i^{(h)}_2, \ldots, p_i^{(h)}_{N_i(h)}\}$ of reaching each one of the $N_i(h)$ neighbors of $i$ in its concentric level $h$, when considering a self avoiding random walk. Hence, the accessibility value $k$ for a node $i$ and a concentric level $h$ can be calculated as:

$$k_i(h) = \exp \left( - \sum_j p_j^{(h)} \log p_j^{(h)} \right). \quad (1)$$

Differently from the node degree, the accessibility measurement considers how many nodes can be effectively accessed, given the probability vector $p_i(h)$. In Figure 4, we show two examples of the accessibility calculation for the node $i$, in red. Considering the first concentric level $h = 1$, in green, the calculation is trivial, since, by definition, it is actually the concentric degree. However, for the second level $h = 2$, it is already possible to note a difference between the two values. In Figure 4(a), the probability vector of reaching each neighbor of $i$ is more uniform, which reflects in the high value of accessibility obtained, approximately 9.9. The magnitude of this value can be confirmed by considering the theoretical maximum by definition is 10, the number of nodes in that concentric level. In contrast, for Figure 4(b), one can see that the accessibility value for $h = 2$ is considerably smaller. That
can also be explained by the probability vector of reaching the neighbors of \( i \), which shows a greater discrepancy between each of its values.

![Diagram](image)

**FIG. 4.** Examples of the accessibility calculation for node \( i \) (in red). By definition, for \( h=1 \), the accessibility value is the actual concentric degree and is trivially obtained for both networks. In (a), given the network topology, the nodes in the second concentric level have nearly the same probability of being reached, hence the high value obtained for the accessibility measure (considering that the maximum would be 10). In (b), since the discrepancy of the probabilities is greater, the value obtained for accessibility is smaller.

From the concept of accessibility, concentric levels and probability vectors when considering random walks, the authors in [27] also derived the definition of concentric symmetry, which will also be useful for this work. The backbone pattern of the concentric symmetry, which is the one considered hereafter, is created by removing the edges between nodes in the same concentric level, as shown in Figure 5. In their work, the authors also follow up defining the merged pattern, that consists of merging together the nodes that were connected by these removed edges. However, the usage of the merged pattern for our classifications yielded no relevant improvement when compared to the backbone pattern, and, therefore, we will only consider the latter for this work, for simplicity sake.
Finally, the symmetry value can be calculated using the equation:

$$S_i^{(h)} = \frac{\exp \left( - \sum_{j \in \Gamma_h(i)} (p_{ij}^{(h)} \times \log p_{ij}^{(h)}) \right)}{|\Gamma_h(i)| + \sum_{r=0}^{h-1} \eta_r},$$

where $\eta_r$ is the number of nodes that are not connected to the next concentric level $(h + 1)$, $\Gamma_h(i)$ is the set of neighbors of $i$ that also belong to level $h$ and $p_i^{(h)}$ is the probability vector of node $i$ considering the concentric level $h$. The specifications of these parameters can also be found in Figure 5, alongside with the symmetry value calculated for the network in question.

![Diagram](image)

**FIG. 5.** Example of the symmetry calculation for node $i$ (in red) and level $h = 2$. In (a), the original network is shown. In (b), one can see the backbone pattern for the original network, the one that will be used to calculate the symmetry value. We also have the parameter values used for the calculation and the final symmetry value.

Because of how they work and what specific network properties they can capture, the accessibility and symmetry measures can be specially interesting for this work. These measurements are able to capture the heterogeneity of the network in question, by considering the existence of *jumps* from one region of the network to another. Moreover, they are considered multi-scale, that is, it is possible to adapt the path length considered to reach further or closer regions of the network, which is also important for the text characterization problem in question.
D. Network recurrence signature

Here, we propose a measurement that is intended to capture the overall structure of the network, assuming its visualization using the force-directed nodes placement technique described in [26]. With this approach, each network forms a continuous line, representing the story told along the book. This line can be bent to approximate two different points of the book, indicating that the content of those parts are similar to each other. Therefore, the goal of this new proposed measurement is to capture the overall network structure constructed from these bents, when they happen throughout the story line, how long they are and how often they happen.

With that in mind, a series that can be extracted from a network is proposed, which will be referred to, hereafter, as Recurrence Signature (RS). This measure, shown in Fig. 6, captures when any bent happens in the network, that is, when there is a similarity edge connected to the node in question. It is important to notice that this cross reference can refer to the past or to the future of the story, and it can have any length greater than zero, which is completely disregarded, since the only important aspect is the mere existence of a cross reference. The signature is constructed by following the algorithm below:

1. Initialize a counter with 0;
2. Initialize an empty array, which represents the network signature;
3. For each of the network vertices, in order, check if there’s a similarity edge in that vertex:
   - If positive, append counter to the array and set it back to zero.
   - If negative, increment counter by 1.

In Figure 6 we show an example network and how the RS is extracted from it by following the algorithm described above.

This signature is capable of representing properties of the network itself and, essentially, the overall story flow told by the book in question. In Figure 7, in blue, one can see the signature plot for the book The Arabian Nights Entertainments and for Salute to Adventurers, in orange. In these plots, the x axis is simply the index of the value in the number series, while the y axis is the value itself. With these illustrations, it is possible to observe and compare
FIG. 6. Visual representation of the proposed recurrence signature $RS$. Here, initially the counter is set to 0, and the analysis starts from vertex 1. Since it does not have any similarity edges, nothing is done. After jumping to node 2, we increment the counter by 1 and evaluate it. Since there is a similarity edge there, the value of counter is appended to the array (which is now $[1]$) and the counter is set back to 0. After getting to vertex 3, the counter is incremented again and, since there is another similarity edge there, another 1 is added to the array (getting $[1, 1]$), the counter is set back to 0 and the iteration continues to the next vertex. The algorithm stops when reaching node 15, the end of the graph, where the final signature $RS = [1, 1, 3, 2, 1, 4]$ is retrieved.

some specific properties of each narrative, such as the frequency of the story line bents, the length of these connections and how long it takes for another one to happen. Therefore, this series can be used to represent a specific network and, moreover, a specific book. Hence, this measure can potentially be used to solve different tasks, e.g. genre prediction, which will be discussed in the following section.

III. RESULTS AND DISCUSSION

A. Discrimination between real and meaningless texts

The first experiment performed was meant to evaluate how well the proposed methodology was able to grasp the sense of narrative from a text. For that, we extended the dataset by considering its shuffled version for each book. The shuffled version of a book is obtained
FIG. 7. Plots of the recurrence signatures proposed for two books: “The Arabian Nights Entertainments” in blue and “Salute to Adventurers” in orange.

by randomizing the order of the paragraphs of the text without modifying anything inside any of the paragraphs. Therefore, even though we maintain each sentence’s syntactical and semantic structure unharmed, the sense of narrative for the whole text is lost since there is no meaningful story line anymore. Then, to discriminate between real and meaningless texts, we considered three different measurements extracted from the mesoscopic network:

- mean of the accessibility for the second concentric level of every node: $mean_k = mean\{k_1(2), k_2(2), ..., k_n(2)\}$

- standard deviation of the accessibility for the second concentric level of every node: $std_k = std\{k_1(2), k_2(2), ..., k_n(2)\}$

- mean of the backbone symmetry for the second concentric level of every node: $mean_S = mean\{S_1(2), S_2(2), ..., S_n(2)\}$

Figure 8 on the left, displays the obtained results when considering $mean_k$ and $std_k$ to discriminate between real (in orange) and meaningless (in blue) texts. It is visually noticeable that the two categories are separately clustered in the plot, indicating that our approach can successfully discriminate between them. We also consider the Root Mean Squared Error (RMSE) between the real and meaningless clusters to quantify how much each considered measurement contributes to their separation.
FIG. 8. Discriminating between real texts and meaningless ones using accessibility’s mean and standard deviation extracted from the mesoscopic network, on the left. On the right, the same discrimination task, but now using accessibility and backbone symmetry means. Both cases considering $h = 2$ for the measurements calculation.

Additionally, the plot on the right of Figure 8 displays the obtained results when considering $mean_k$ and $mean_S$ to discriminate between real (in orange) and meaningless (in blue) texts. Again, by observing the plot and evaluating the RMSE obtained for the aforementioned measurements, it is possible to conclude that this set of measures can also successfully discriminate between real and meaningless texts, therefore indicating that the measurements extracted from the mesoscopic network can, indeed, capture the narrative of the text.

B. Genre discrimination

The second experiment performed aimed at verifying how much the proposed methodology was capable of discriminating books respectively to literary genres. To make that possible, we labeled the dataset according to the genre communities, which yielded two different groups: fiction and others (see Figure 2). As described in Section II A, there are three main communities in the genre network: Adult Fiction, Juvenile Fiction and Others. Here, we make use of these communities and the subjects set provided by the Gutenberg Project to define one specific label for each book, regarding its literary genre. For a book to
be labeled into the *fiction* group, the majority of its genres listed in the Gutenberg dataset must belong to either of the fiction groups, otherwise the book will be labeled *others*. For this task, we also considered the same three measurements mentioned earlier: $\text{mean}_k$, $\text{std}_k$ and $\text{mean}_s$.

The chart on the left of Figure 9 displays the obtained results when considering $\text{mean}_k$ and $\text{std}_k$ to discriminate between *fiction* (in orange) and *others* (in blue). Even though the separation of the groups is not trivially observed in the chart as before, the RMSE values obtained are sufficiently high to indicate that the measures are considerably discriminating between the two groups. Furthermore, density plots for each of the measurements also point to a significant distribution difference between them.

![chart](image)

FIG. 9. Discriminating literary genres using accessibility’s mean and standard deviation extracted from the mesoscopic network, on the left. On the right, the same discrimination task, but now using accessibility and backbone symmetry means. Both cases considering $h = 2$ for the measurements calculation.

Additionally, the chart on the right of Figure 9 displays the obtained results when considering $\text{mean}_k$ and $\text{mean}_S$ to discriminate between *fiction* (in orange) and *others* (in blue). Again, by observing the plots and evaluating the RMSE values obtained, it is also possible to notice a tendency to distinguish the two literary genres in question. This fact indicates that the genre label is somehow reflected in the narrative constructed in a book. More specifically, texts within the *fiction* group are written in a similar way, with a similar story flow,
whereas the books belonging to the others group are slightly different from them, according to our methodology.

C. Contributions of the recurrence signature

Since the Recurrence Signature was developed in the context of text characterization, it has a more straightforward interpretation when portraying some of a book’s specific properties. By definition, the RS represents the unfolding of the story flow in a book, by considering the chronological facts told and also any reference to another part of the book. This motivation for this proposed measure suggests that it can be particularly useful in the context of text characterization.

One interesting result observed regarding the recurrence signature proposed is its relationship to the accessibility measure [33]. When evaluating the correlation between the mean of RS and standard deviation to other known network measurements (e.g., number of nodes, clustering coefficient, accessibility, etc.), we came across relatively high correlation values for the pairs involving the accessibility measure. This relationship is shown in the scatter plots in Figure 10. The chart on the left displays a considerable correlation between the mean of RS and the accessibility mean, which yields a Pearson correlation value of $-0.45$ and a Spearman value of $-0.58$. Likewise, the chart on the right illustrates the similar relationship between the standard deviation of RS and the standard deviation of accessibility, which yielded Pearson and Spearman correlation values of $-0.45$ and $-0.65$, respectively.

This relationship between the RS and the accessibility is interesting since it indicates that they both capture similar characteristics of a network’s topology. The accessibility uses the idea of random walks to analyze the most likely paths within the network while considering each node’s centrality or periphery. By considering a distance $h = 3$, for example, this measurement agrees with the RS results, possibly reflecting the long-distance connections between distant nodes in the network or, in other words, parts of the book. It is also interesting to note the importance of selecting an appropriate value for $h$, when considering lower values such as 2 or 3, the results obtained were more satisfactory than for the larger ones. This happens because of the Small World-like topology of the networks considered, that contributes to an almost complete traversal coverage of the network in just a few steps. Hence, when considering values such as 4 or 5 for $h$, almost the whole network can be reached.
FIG. 10. On the left, the chart illustrates the correlation between the mean of accessibility (considering $h = 3$) and the mean of RS. On the right, the correlation between the standard deviation of accessibility (considering $h = 3$) and the standard deviation of RS.

from any node, and then the results obtained are not as useful.

In this section we presented and discussed the capabilities of the accessibility and symmetry measures when applied to the mesoscopic network to discriminate between meaningful narratives and literary genres. It was also shown how the Recurrence Signature proposed can relate to the accessibility measurement. The considerable, yet not too high, correlation values encountered indicate that, even though both of them can capture some similar properties of the network, they are not redundant, which is of particular interest. The Recurrence Signature was developed to have a more straightforward interpretation, given the text characterization context. The results obtained indicate a good potential of the proposed measurement, that can successfully capture network properties related to the books narrative.

IV. CONCLUSIONS

Several interesting problems involving complex systems and structures are characterized by presenting properties along several scales. In the case of literary texts, their properties extend from more microscopic characteristics such as the vowels and consonants composing words to more macroscopic organization of the text along successive chapters. The present
work aimed at developing further some previous approaches focusing on mesoscopic characterisation of text [6][10]. Here, we aimed at investigating to what an extent different book genres can be discriminated from three main types of measurements: (a) accessibility [33]; (b) symmetry [27]; and (c) recurrence signatures, the latter being proposed in the present work.

We considered 300 books from the Gutenberg project [15], organized into two major genres. First, the texts were pre-processed and segmented into paragraphs, and the co-reference resolution technique was applied. Next, we employ a syntactic analysis to select the most contextual meaning of the sentences. More specifically, the paragraphs were converted into specific syntactic parts (subject, verb, or direct object). Finally, the mesoscopic network was created by considering the cosine similarity between the paragraphs. Two main types of experiments were performed, comparing real texts with meaningless texts; and comparing fiction and others.

The obtained results indicate that both the accessibility and symmetry allowed reasonable separation in both experiments, indicating that this measurement was capable of capturing, to some extent, the heterogeneity along the narrative. Corroborating the importance of scale in the analysis of texts, it has been verified that the best separations between the literary genres were obtained while choosing $h = 2$ as the topological scale for the accessibility and symmetry measurements. The recurrence signatures were also capable of indicating differences between the considered types of text, presenting a moderate correlation with the accessibility, with potential for reflecting in a more direct manner aspects of the book narrative.

Among the related future developments we have the consideration of additional books and genres, as well as other complementary measurements including the BERT approach [12]. In particular, it would be interesting to incorporate methods capable of capturing semantic aspects of the narrative.

ACKNOWLEDGMENTS

B. C e Souza acknowledges CAPES for sponsorship - Brasil (CAPES) - Finance Code 001. H. F. de Arruda acknowledges FAPESP for sponsorship (grant no. 2018/10489-0) and Soremartec S.A. and Soremartec Italia, Ferrero Group, for partial financial support
(from 1st July 2021). His funders had no role in study design, data collection, and analysis, decision to publish, or manuscript preparation. L. da F. Costa thanks CNPq (grant no. 307085/2018-0). D. R. Amancio thanks FAPESP (grant no. 20/06271-0) and CNPq (grant no. 304026/2018-2 and 311074/2021-9). This work has been supported also by the FAPESP grant 15/22308-2.

[1] Project gutenberg. URL https://www.gutenberg.org

[2] D. R. Amancio. A complex network approach to stylometry. *PloS one*, 10(8):e0136076, 2015.

[3] D. R. Amancio. Network analysis of named entity co-occurrences in written texts. *EPL (Europhysics Letters)*, 114(5):58005, 2016.

[4] D. R. Amancio, M. G. Nunes, O. N. Oliveira Jr, and L. d. F. Costa. Extractive summarization using complex networks and syntactic dependency. *Physica A: Statistical Mechanics and its Applications*, 391(4):1855–1864, 2012.

[5] D. R. Amancio, F. N. Silva, and L. d. F. Costa. Concentric network symmetry grasps authors’ styles in word adjacency networks. *EPL (Europhysics Letters)*, 110(6):68001, 2015.

[6] H. F. Arruda, F. N. Silva, V. Q. Marinho, D. R. Amancio, and L. F. Costa. Representation of texts as complex networks: a mesoscopic approach. *Journal of Complex Networks*, 6(1):125–144, 2018.

[7] V. Blondel, J.-L. Guillaume, R. Lambiotte, and E. Lefebvre. Fast unfolding of communities in large networks. *Journal of Statistical Mechanics Theory and Experiment*, 2008, 04 2008. doi:10.1088/1742-5468/2008/10/P10008

[8] E. A. Corrêa Jr, V. Q. Marinho, and D. R. Amancio. Semantic flow in language networks discriminates texts by genre and publication date. *Physica A: Statistical Mechanics and its Applications*, 557:124895, 2020.

[9] L. da F. Costa. Modeling: The human approach to science (edt-8). 05 2019. doi:10.13140/RG.2.2.29240.39683/1

[10] H. F. de Arruda, V. Q. Marinho, T. S. Lima, D. R. Amancio, and L. da F. Costa. An image analysis approach to text analytics based on complex networks. *Physica A: Statistical Mechanics and its Applications*, 510:110–120, 2018.
[11] H. F. de Arruda, V. Q. Marinho, L. d. F. Costa, and D. R. Amancio. Paragraph-based representation of texts: A complex networks approach. *Information Processing & Management*, 56(3):479–494, 2019.

[12] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova. Bert: Pre-training of deep bidirectional transformers for language understanding. *arXiv preprint arXiv:1810.04805*, 2018.

[13] A. Fatima, Y. Li, T. T. Hills, and M. Stella. Dasentimental: Detecting depression, anxiety, and stress in texts via emotional recall, cognitive networks, and machine learning. *Big Data and Cognitive Computing*, 5(4):77, 2021.

[14] M. Garg and M. Kumar. Identifying influential segments from word co-occurrence networks using ahp. *Cognitive Systems Research*, 47:28–41, 2018.

[15] M. Gerlach and F. Font-Clos. A standardized project gutenberg corpus for statistical analysis of natural language and quantitative linguistics. *Entropy*, 22(1):126, 2020.

[16] A. Kulig, S. Drożdż, J. Kwapięń, and P. Oświecimka. Modeling the average shortest-path length in growth of word-adjacency networks. *Physical Review E*, 91(3):032810, 2015.

[17] C. Manning and H. Schütze. *Foundations of statistical natural language processing*. MIT press, 1999.

[18] C. D. Manning and H. Schütze. *Foundations of Statistical Natural Language Processing*. MIT Press, Cambridge, MA, USA, 1999. ISBN 0262133601.

[19] C. D. Manning, M. Surdeanu, J. Bauer, J. R. Finkel, S. Bethard, and D. McClosky. The stanford corenlp natural language processing toolkit. In *Proceedings of 52nd annual meeting of the association for computational linguistics: system demonstrations*, pages 55–60, 2014.

[20] V. Q. Marinho, G. Hirst, and D. R. Amancio. Authorship attribution via network motifs identification. In *2016 5th Brazilian Conference on Intelligent Systems (BRACIS)*, pages 355–360. IEEE, 2016.

[21] V. Q. Marinho, H. F. de Arruda, T. Sinelli, L. d. F. Costa, and D. R. Amancio. On the “calligraphy” of books. In *Proceedings of TextGraphs-11: the Workshop on Graph-based Methods for Natural Language Processing*, pages 1–10, Vancouver, Canada, 2017. Association for Computational Linguistics.

[22] A. Mehri, A. H. Darooneh, and A. Shariati. The complex networks approach for authorship attribution of books. *Physica A: Statistical Mechanics and its Applications*, 391(7):2429–2437, 2012.
[23] B. Mutlu, E. A. Sezer, and M. A. Akcayol. Candidate sentence selection for extractive text summarization. *Information Processing & Management*, 57(6):102359, 2020.

[24] L. Santos, E. A. Corrêa Júnior, O. Oliveira Jr, D. Amancio, L. Mansur, and S. Aluísio. Enriching complex networks with word embeddings for detecting mild cognitive impairment from speech transcripts. In *Proceedings of the 55th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers)*, pages 1284–1296, Vancouver, Canada, July 2017. Association for Computational Linguistics.

[25] S. Segarra, M. Eisen, and A. Ribeiro. Authorship attribution through function word adjacency networks. *IEEE Transactions on Signal Processing*, 63(20):5464–5478, 2015.

[26] F. N. Silva, D. R. Amancio, M. Bardosova, L. d. F. Costa, and O. N. Oliveira Jr. Using network science and text analytics to produce surveys in a scientific topic. *Journal of Informetrics*, 10(2):487–502, 2016.

[27] F. N. Silva, C. H. Comin, T. K. Peron, F. A. Rodrigues, C. Ye, R. C. Wilson, E. R. Hancock, and L. da F. Costa. Concentric network symmetry. *Information Sciences*, 333:61–80, 2016.

[28] M. Stella. Multiplex networks quantify robustness of the mental lexicon to catastrophic concept failures, aphasial degradation and ageing. *Physica A: Statistical Mechanics and its Applications*, 554:124382, 2020.

[29] M. Stella, S. De Nigris, A. Aloric, and C. S. Siew. Forma mentis networks quantify crucial differences in STEM perception between students and experts. *PloS one*, 14(10):e0222870, 2019.

[30] M. Stella, A. Kapuza, C. Cramer, and S. Uzzo. Mapping computational thinking mindsets between educational levels with cognitive network science. *Journal of Complex Networks*, 9(6):cnab020, 2021.

[31] K.-Y. Tang, C.-Y. Chang, and G.-J. Hwang. Trends in artificial intelligence-supported e-learning: a systematic review and co-citation network analysis (1998–2019). *Interactive Learning Environments*, pages 1–19, 2021.

[32] B. A. Travençolo, M. P. Viana, and L. da Fontoura Costa. Border detection in complex networks. *New Journal of Physics*, 11(6):063019, 2009.

[33] B. Travençolo and L. da F. Costa. Accessibility in complex networks. *Physics Letters A*, 373(1):89–95, 2008.

[34] M. Viana, J. Batista, and L. da F. Costa. Effective number of accessed nodes in complex networks. *Physical review. E, Statistical, nonlinear, and soft matter physics*, 85:036105, 03
[35] M. C. Waumans, T. Nicodème, and H. Bersini. Topology analysis of social networks extracted from literature. *PloS one*, 10(6):e0126470, 2015.