Patient-Specific Seizure Prediction Using Single Seizure Electroencephalography Recording
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Abstract—Electroencephalogram (EEG) is a prominent way to measure the brain activity for studying epilepsy, thereby helping in predicting seizures. Seizure prediction is an active research area with many deep learning based approaches dominating the recent literature for solving this problem. But these models require a considerable number of patient-specific seizures to be recorded for extracting the preictal and interictal EEG data for training a classifier. The increase in sensitivity and specificity for seizure prediction using the machine learning models is noteworthy. However, the need for a significant number of patient-specific seizures and periodic retraining of the model because of non-stationary EEG creates difficulties for designing practical device for a patient. To mitigate this process, we propose a Siamese neural network based seizure prediction method that takes a wavelet transformed EEG tensor as an input with convolutional neural network (CNN) as the base network for detecting change-points in EEG. Compared to the solutions in the literature, which utilize days of EEG recordings, our method only needs one seizure for training which translates to less than ten minutes of preictal and interictal data while still getting comparable results to models which utilize multiple seizures for seizure prediction.

I. INTRODUCTION

Epilepsy is a neurological disorder with 0.5%-1% of the world population suffering from the disease. It involves a recurrent occurrence of seizures [1]. The seizures are characterized by sudden bursts of electrical activity from neurons of a focus region of the seizure [2]. This abnormal firing of neurons results in a synchronous activity in the focus region [3]. These seizures can be classified as primary generalized epilepsy which results in widespread electrical discharge which involves most of the brain [4] or partial seizures, which can be classified by studying the brain lobe involved, like temporal, frontal, occipital and parietal lobe epilepsy [4]. For the patient with epilepsy, occurrences of seizures are unpredictable and may result in unconsciousness, or impaired tonic and clonic movement [4]. This unpredictability has many adverse psychological and social effects on the daily life of the patient in addition to being life-threatening [5].

In order to reduce these adverse effects, anti-epileptic drugs (AEDs) are prescribed by doctors for suppressing seizures. The AEDs are successful for 60%-70% of the epilepsy patients, and for 40%-60% of these patients, the use of AEDs can be withdrawn after a considerable time without recurrence of seizures [6]. For the patients for whom the AEDs are not beneficial, one treatment involves the resection of epileptic focus region. The focus region is estimated by localizing the origin of seizure using Electroencephalography (EEG). The rhythmical ictal discharges are reflected in the EEG with higher amplitude during the seizures periods (ictal region) compared to the normal state (interictal region) of the patient. Using extracranial and intracranial EEG, these epileptic discharges serve as a way of pinpointing the focus region of the seizure.

A system for predicting seizures can greatly help in improving the life of the patient with epilepsy. The system can act as a useful indicator for warning the stakeholders involved about the possible occurrence of a seizure in the future. For example, the alarms can be utilized for therapeutic treatments to be administered to the patient for mitigating the pain [7], [8]. scalp EEG is one of the most prominent ways for predicting the onset of seizures [9]. The EEG of the epileptic patient can be classified into interictal period, preictal, ictal (during seizure) and post-ictal period. Detecting the transition from interictal to preictal period can help predict seizures in many cases of epilepsy, and there are many studies which have shown the changes in the EEG of a patient when the patient transitions from interictal to preictal periods. For example, Mirowski et al. suggested that there is a decrease in the synchronization of the seizure focus region in the beta band range of the EEG. This is in contrast to an interictal period which involves moderate synchronization at higher frequency bands [10].

In this work, we investigate the possibility of using deep learning models for seizure prediction using single seizure preictal recording. Specifically, our approach uses Siamese network based similarity classifiers for predicting seizures. To the best of our knowledge, this is the first study to investigate the use of deep Siamese networks to multi-channel EEG data for seizure prediction. This is also the first study to investigate seizure prediction using single seizure recording. We also compare this approach with transfer learning of convolutional neural network (CNN) with one seizure and present the results for the same architecture with training using multiple seizures. This paper is organized as follows: In section II, we discuss the related work in the area of seizure prediction. In section III, we explain the benefit of using methods which can perform seizure prediction with lesser data for training. Section IV explains the methodology of our proposed approach and the baselines utilized for comparison. Section V shows the results.
of the proposed approach and compares it with two different baselines. Section VI summarizes the work and talks about future work.

II. RELATED WORK

Seizure prediction requires the extraction of useful information from raw EEG signals. This information can be done manually or automatically (using CNN). One of the methods is to extract the features from the different EEG channels \( [11] \). A rolling window of a predetermined size (e.g., 10 seconds) is utilized to extract various features for the model to be trained using supervised learning methods. Various features are extracted from the EEG channels. One of the first attempts to predict seizures investigated spectral properties of EEG data for different states of the patient with epilepsy \( [12] \). It has been shown that multivariate channel features are better than univariate features like lyponov exponents \( [13] \), \( [14] \), \( [15] \), \( [16] \), \( [17] \), \( [18] \), \( [19] \), \( [8] \). Synchronization between channels is another important aspect that helps to differentiate between interictal and preictal states. Phase-locking between two different channels is useful for making this differentiation \( [37,38] \). Progress made using multivariate signals has also led to studying the concepts from network theory to describe the graph based topology for the multivariate EEG time-series \( [20] \), \( [21] \), \( [22] \), \( [23] \), \( [24] \), \( [25] \), \( [8] \). After extracting these features, different methods like Markov processes \( [26] \), SVM \( [27] \), \( [28] \) and artificial neural networks \( [29] \) have been utilized for performing seizure prediction.

Deep learning based algorithms are becoming more prominent for patient-specific prediction given the improved performance using various architectures. Every patient has different characteristics of the seizure because of which models are trained using the EEG from the specific patient. Daoud et al., used various deep learning architectures to show their performance of specific patients in CHB-MIT data \( [3] \), \( [30] \). Among the most prominent is the use of convolution neural network (CNN) with a long-short term memory unit (LSTM) and a deep auto-encoder for performing seizure prediction. In doing so, the authors utilized the raw EEG signal for processing the incoming EEG stream. Khan et al., utilized a CNN with wavelet transformed features to perform seizure prediction \( [31] \). In \( [32] \), the authors show results for LSTM architecture for various pre-seizure horizon windows for extracting the preictal features. These features range from various statistics like variance, skewness, kurtosis to spectral and graph theoretic features. These methods achieve significant improvement in prediction sensitivity with low false alarm rates. But the deep learning models inherently require a significant amount of data for training the models. This translates to using multiple seizures for a specific patient for learning a patient-specific model. As shown in \( [33] \), these models have to be periodically retrained because of non-stationary property of EEG.

In this work, we investigate and compare the possibility of performing seizure prediction by training on a single seizure using deep models. The deep learning models require a lot of data. Some work has utilized transfer learning, but there is a need to investigate the performance for seizure prediction with very few seizures \( [34] \), \( [5] \), \( [35] \), \( [8] \). In this paper we utilize deep similarity based classification using Siamese networks for performing seizure prediction using one seizure data. Similarity based methods like similarity index \( [36] \) have shown promise. We utilize CNN as the base network to Siamese network. This benefits by acting as an automatic features extraction algorithm from the wavelet transformed input data as utilized in \( [31] \). The pairs of similar and dissimilar interictal-preictal examples increase the data and add to the variety of training sets.

III. MOTIVATION

Scalp EEG is a prominent method for predicting seizures. The problem requires the underlying systems to differentiate between the interictal and preictal time series EEG data. Recent advancements in deep learning have helped in improving the seizure prediction accuracy using patient-specific models \( [5] \), \( [32] \). Different patients have different interictal and preictal probability distributions of EEG. Hence patient-specific deep models perform better than generalized seizure prediction solutions, but these models require patient-specific interictal and preictal examples \( [5] \). Training deep models requires a significant amount of data, and the existing literature shows their utility by training using multiple seizures \( [31] \), \( [32] \), \( [5] \), \( [34] \). For the purpose of training, the interictal data is usually abundant, but to gather the preictal examples for training, we have to wait for multiple seizures to occur. Although the lag between leading seizures depends upon the patient, it can be observed using CHB-MIT EEG data that this lag adds to the significant wait time apart from the energy, communication and storage requirements (most existing methods utilize EEG samples at 256 Hz) \( [30] \). Such high waiting times are not ideal from the stand point of bringing such systems into mainstream usage, as it would be undesirable to the patient.

In case of an on-body device, there will be a need for transmitting high frequency data which will require a lot of energy for transmitting the data given that the device does not have deep learning hardware capabilities. At the same time, the need for recording more seizures requires more storage capabilities. Given the high frequency data, we can expect the data to be in gigabytes for each patient. Storing and communicating this data can also be problematic assuming that deep learning models will be trained at a local server. Furthermore, EEG is non-stationary, and it has been shown in \( [33] \) that the learned model needs to be re-trained. Although re-tuning the weights of the models is possible, this process has to utilize more data; otherwise, the learned models will be prone to over-fitting. To overcome this problem, applications like face recognition employ few-shot learning based methods which utilize Siamese networks for learning a model which can provide a score for a similarity of two face images. We utilize a similar idea to help in solving the seizure prediction problem while at the same time utilizing less data.

The Siamese learning model is able to develop combinations of similar and dissimilar examples for learning to classify...
the similarity of two given test examples. The data set can be increased by posing the seizure prediction problem as a similarity/dissimilarity classification problem. This means that we can augment the data set size for training by taking just a few minutes of preictal EEG. In this work, we show our results by just utilizing 10 minutes of interictal and preictal with ictal EEG. Using the similarity learning method can provide several combinations of similar and dissimilar pairs of examples to add to the variety of data. This in turn helps in learning a generalized patient-specific model to classify two EEG examples as similar or dissimilar. Our overall solution reduces the required data for training a deep learning model which is especially beneficial for solving some of the problems mentioned. Lower data requirements mean less communication, storage and energy usage. The retraining of the model due to the non-stationary property of EEG can be handled more effectively with lower data requirements. Hence, our solution augments the existing methods while mitigating problems for implementing practical seizure prediction systems.

IV. METHODOLOGY

A. Data and Preprocessing

In this work, we utilize CHMIT scalp EEG data set [30]. The dataset consists of scalp EEG recordings from 22 patient with variable amount of EEG recordings for each patient ranging from 9 hours to more than 50 hours. Each of the seizure is labeled, with a total of 136 seizures and 509 recordings of variable hours, belonging to an EEG without any seizures. The recordings were sampled at 256Hz. We selected a subset of these patients for our study with non-seizure recordings selected with similar assumptions as in [3] for testing the specificity of our method.

Although the Siamese network helps us in differentiating the two incoming samples and to classify them as either similar or dissimilar, we still need the preictal examples to form the similar-dissimilar combinations for training the Siamese network. Algorithm 1 gives an overview of collecting the preictal and interictal data. See section IV-A for explanation.

Algorithm 1 An algorithm for real-time collection of preictal and interictal data. See section IV-A for explanation.

```plaintext
while TRUE do
    \( D_I \leftarrow t \) minutes of EEG recording
    \( t_1 \leftarrow \text{GetCurrentTime}() \)
    while not Seizure do
        wait till the seizure occurs
    end while
    \( t_2 = \text{GetCurrentTime}() \)
    \( D_p \leftarrow t \) minutes of EEG recording before seizure onset
    if \( t_2 - t_1 > m \) then
        break
    end if
end while
```

The algorithm stores the \( t \) minutes of the EEG samples denoted as \( D_I \) and then waits for the seizure to occur at which point the system again stores another \( t \) minutes of EEG samples \( D_p \) which includes the preictal and ictal samples. Our assumption requires that the \( D_I \) should be \( m \) hours before the the seizure onset. In case the time before the seizure onset \( m_I \), when \( D_I \) was collected is less than \( m \), then we record \( D_I \) again until \( m_I > m \). It is possible that this process could go on for a long time, but in reality the fact that the system will have to wait for only one leading seizure to occur is highly likely. This is evident from the CHB-MIT data set where for most patients, we have a considerable gap between the leading seizures for data to be collected.

1) Pre-processing: After gathering the data, \( D_I \) and \( D_p \), our pre-processing step is similar to the one used in [31].

We use continuous wavelet transform to convert the incoming time series to get both the time and frequency information. Taking the wavelet transform of the EEG signal converts it into time, frequency and channels mode. The time and frequency information helps in our analysis and due to this 3 dimensional structure of the tensor, we choose CNN which also serves as a feature extractor from the input. The CNN also acts as the base network for our Siamese network framework. For the wavelet transform, we use the Mexican-hat mother wavelet with didactic scale from 1 to 512 as used in [31]. Each incoming sample is re-sampled to 128 HZ before taking the wavelet transform. The signal is then converted in 1 second window samples which correspond to 128 by 10 dimensional tensors for each of the channels. There is no overlap between the consecutive windows of 1 second. Each of these windows correspond to a separate example for the network during training and testing. Note that the Siamese network architecture will have two of these examples to serve as a similar-dissimilar example to a network as it is only learning to classify the similarity of the two examples. In case of traditional setup of classification using a CNN between preictal and interictal examples, this 1 second window tensor serves as an input. The CNN also serves as a baseline for comparing the results of our model trained using one seizure with model trained using multiple seizures.
2) Balancing and Preictal Length: For the seizure prediction problem, we have to deal with the class imbalance between the interictal and preictal examples. Possible methods to deal with this class imbalance include penalization of the majority class, under-sampling the majority class or over-sampling the minority class. We under-sample the interictal class, and the algorithm\cite{1} keeps this under consideration. As mentioned earlier, we utilize only the 10 minutes around the seizure onset for making up the preictal and ictal examples for training the model. This is a hyper parameter because the actual start of the preictal period is not known, and this period length may vary from patient to patient or from seizure to seizure. Our reasoning is that the underlying system can take the preictal state at any arbitrary time period. In order to ensure that the examples that we choose are from the preictal state of the patient, we try to get the examples as temporarily close to the seizure as possible. In the literature, different work investigates various preictal lengths. For example, in \cite{32}, the authors utilize preictal lengths of 15, 30, 60 and 120 minutes for gathering the examples from the preictal class for training the LSTM model. It is not necessary that all the EEG for the pre-selected preictal length would consist of the EEG actually belonging to the preictal state of the patient. Hence, one will be confusing the classifier by providing examples which actually come from the interictal state even though they are from within the designated preictal length before the seizure onset. For models trained using multiple seizures, falsely labelled preictal samples might be compensated by multiple seizures. However for our solution, keeping the length of the preictal period to be as small as possible adds robustness and reduces the possibility of contaminating the training set with wrong labels. Although the raised alarm are based on a learnt models, it is highly likely that choosing the preictal length as close to the seizure will help in getting less contaminated preictal examples for training a model. This reduces preictal class size. In line with this reasoning, training using the traditional classification approach can cause problems like over-fitting if fine tuning/transfer learning is utilized due to lesser data. Siamese learning is also beneficial in this regard where we can use combinations of preictal-interictal class examples to augment the data set. Different examples also provide various combinations of similar-dissimilar examples for the Siamese network which help in generalization of the network. On the other hand, the traditional classification approach will not be able to generalize well given that we utilize less data. It should be noted that the preictal length is different from the prediction horizon. Prediction horizon is defined as the duration within which the seizure will occur given the prediction system raises an alarm. We have taken it to be different from the preictal length because the actual start of preictal period might vary from patient to patient or from seizure to seizure. For evaluating our method and the baselines, we have set the prediction horizon of 60 minutes.

B. Seizure Prediction Using Siamese Learning

In this subsection, we provide a generalized methodology for using the Siamese network for seizure prediction. Although we use wavelet transform as an input features to the network, the proposed methodology can easily be adapted for input of any other form. As mentioned earlier, few-shot learning using Siamese network has been useful for solving different problems like image recognition, face recognition etc. \cite{37}. Few-shot Siamese network is specially useful for cases where we have little data for training a model just like in face recognition. We adapt the same idea for seizure prediction using scalp EEG.

The weights of the base network of the Siamese network are shared among each other. For seizure prediction, the inputs to the base network could either belong to the preictal or interictal class. Since the Siamese network provides the similarity score of the two inputs, there will be finite possibilities for making similar and dissimilar class examples for the seizure prediction problem. As mentioned previously, if we are only utilizing preictal and interictal examples, then the possible combination for similar inputs can be interictal-interictal or preictal-preictal. The dissimilar class input to the network can only be preictal-interictal. Let \(X_a\) and \(X_b\) be the two inputs. The idea is to get the similarity score for the two inputs \(X_a\) and \(X_b\). Although for this work, the input to the network is the wavelet transformed EEG signal as described previously, for our methodology any transformed form of the input can be utilized. For our adaptation of Siamese networks we pose the problem as a similarity classifier. The score output, \(S\), that quantifies the similarity between \(X_a\) and \(X_b\) can be written using equation \cite{1}

\[
S = \frac{1}{1 + e^{-h(X_a,X_b)}} \quad (1)
\]

We use a sigmoid function for getting the output score which also scales the output between 0 and 1. In this case, a score close to 1 means that the two inputs are very similar. In equation \cite{2} the function \(h(X_a,X_b)\) can be written as follows:

\[
h(X_a,X_b) = g(|f(X_a) - f(X_b)|) \quad (2)
\]

In equation \cite{2} \(f(\cdot)\) is any generalized base network for the Siamese network. For this work, we have utilized a CNN with a dense layer to represent \(f(\cdot)\). It should be noted that any arbitrary network can be used for \(f(\cdot)\). The absolute subtraction of the output of two base networks passes through the dense layer \(g(\cdot)\) to be scaled by the sigmoid function as in equation \cite{1}

1) Method A: Multiple Seizures: In order to show the significance of using our method, we train and show results for a traditional (non-similarity based) classifier which is trained using all the patient seizures to compare the results for the case when a single seizure is utilized versus the case when more than one seizure is utilized. Furthermore we also show the results by fine tuning the already trained model on the new patient’s single seizure recording.
As described in section [1], in recent approaches, the seizure prediction problem is solved using machine learning by training a deep learning model like CNN or recurrent neural network (RNN) for distinguishing between interictal and preictal states of the EEG. Our approach which uses multiple seizures utilizes a CNN with dense layer for classification between preictal and interictal samples. For easy reference, we call this method-A. We use the leave-one-out approach as in [5] for training Method-A. In this approach, out of the \( N \) seizures, \( N - 1 \) are used for training and the remaining 1 seizure is used to test the model. For training, 85\% of the data are used for the training set with 15\% for making the validation set. All the hyper-parameters are decided based on the validation set. Our network architecture largely follows the work in [31] since we are also utilizing similar pre-processing steps.

For the Method-A and for good comparison, we also use the wavelet transformed pre-processed data as an input to the deep network model. Figure 1 shows the architecture used in this case which is motivated from the work in [31]. We use six convolutional layers with dense layer. The input to this network is a continuous time wavelet transform of 1 second 22 channel EEG signal. We perform batch normalization after every convolutional layer with drop out at the end of every layer. Max-pooling is performed after every other layer as shown in Figure 1 with ReLU activation after every layer except for the final layer which uses sigmoid function. The model is trained using binary cross-entropy loss with Adam optimizer using Keras deep learning library in Python.

2) Siamese Network Architecture: We have described the implementation of the CNN+NN classifier. This was needed for explaining the network architecture of the Siamese network approach mentioned earlier. We use only one seizure for getting the training set for learning the Siamese network model. Although we have given the algorithm [4] for getting the data in real time, for the purpose of experiments, we have multiple seizure data available per patient. For selected patients, we also verified the use of different patient-specific seizures during training for prediction, and the results indicate that different seizures results in similar prediction sensitivity. For our experiments, we select the seizure randomly and make training data which is a combination of similar and dissimilar class examples. Again we utilize 85\% of this data as a training set and rest as a validation set. This data set is used to train the Siamese network with base network \( f(\cdot) \) as the CNN described for the method-A above (Only the architecture is similar, and the weights of CNN filters are trained from the collected one seizure data with no pre-training). This architecture constitutes the transformation \( h(\cdot) \) in (2). This is followed by the absolute subtraction of the outputs of the CNN. The output is passed through two dense layers of 250 and 100 hidden units representing \( g(\cdot) \). As before, ReLU activation and dropout are added to these layers as well and sigmoid activation to give us the similarity score of the two examples under consideration. The model in this case is also trained using the Adam optimizer.

3) Inference Stage: After the model is trained, we perform the inference where the model gives us the classification for the incoming 1 second test EEG samples. The recordings used for training are independent of the recordings used for training. We first describe the inference for the Siamese network method which uses one seizure data and then give a brief description for the inference for the CNN based model which uses multiple seizures during training.

During training of the Siamese network, we have to make different combinations of similar and dissimilar classes using the preictal and interictal examples from \( D_I \) and \( D_P \). For testing we need to compare the incoming test sample with the predefined support set from the interictal and preictal class. For the Siamese network model, we utilize a few-shot based support set for comparing the similarity of the two incoming test samples with the interictal and preictal examples in the support set. The support set is made up of the randomly selected examples from \( D_I \) and \( D_P \) thus forming a set \( S_I \) and \( S_P \) for preictal and interictal examples respectively.
of the incoming examples $X_{test}$, we generate the score using equation 1 corresponding to each of the test examples in $S_I$ and $S_p$. The score for the support set examples is then averaged which forms the final score ($S_{p,t}$,$S_{I,t}$) for sample $X_{test,t}$ belonging to the interictal or preictal class. The preictal and interictal score for the incoming samples are then smoothed and compared. If the resulting preictal score is greater than the interictal score above a certain threshold, then the corresponding test samples is given a score of 1 representing the decision by the model. The final decision is then made by looking at the window of consecutive decisions using an exponential averaging approach as used in [31]. The window size and the threshold for making the decision are hyper parameters in this case and are decided on the bases of the seizures collected earlier for a specific patient. The inference stage for the model trained using multiple seizures is similar to the one followed in [31]. The CNN is used for generating an output probability using exponential averaging. We also introduce the exponential smoothing parameter which is inferred using the validation set.

V. Evaluation

In this section, we describe the results for the Siamese network using one seizure. We also show the results for the case when multiple seizures are used for training the CNN model as described in section IV-B1 (Method-A). As previously mentioned, a leave-one-out approach is utilized for evaluating method-A in which $N-1$ seizures are used for training the model for testing each of the $N$ seizures. Method B uses the same underlying method as method-A except that only 1 seizure is utilized for getting training examples for training the model. This training set is used for transfer learning on a model already trained using multiple seizures from another patient.

A seizure is predicted correctly if our method raises an alarm and the seizure occurs within the prediction horizon. The prediction horizon for all the methods in this work is taken to be one hour. Although the duration of the prediction horizon is one hour, the time before the seizure from which we choose our preictal examples can vary depending upon the method utilized. The reason for choosing a different length is argued in section IV-A2. For the method-A, we choose the preictal length to be 15 minutes from every seizure and 10 minutes for method-B from one seizure only for standard comparison with Siamese networks. As pointed out earlier, there are few alternatives other than using our Siamese network model. We can train method-A with just one seizure without any transfer learning from another patient model. In this case, the trained model does not perform well, and most of the seizures are not predicted. Another alternative is to use transfer learning (method-B) using an already trained model and fine tuning using the data from the patient under consideration. We show the results in this case. During the training phase for the alternate method (B), we found that the trained model was not robust and was dependent upon the underlying patients weights used for transfer learning. We evaluate these methods by finding the sensitivity of predicting seizures and false predictions per hour for each patient. A raised alarm is a false prediction given that the method raises an alarm for a seizure and the seizure does not occur within the prediction horizon.

Table I and figure 2 show the comparison of three different methods on 306 hours of scalp EEG recordings with a total of 49 seizures. Our Siamese network method, which uses one seizure for training, achieved an overall sensitivity of 93.8% which is the same as Method-A in which we utilized multiple seizures for training. Method-B which utilizes transfer learning using one seizure achieved 85.7% seizures. Although the best model in this case is still the Method-A, Siamese learning is able to achieve the same sensitivity and an overall false predictions rate of 0.09/hr using single seizure data.

| P    | S    | # Predicted | Sensitivity | fpr/h |
|------|------|-------------|-------------|-------|
| 1    | 7    | 77/77       | 100/100/100 | 0.08/0.08/0.08 |
| 5    | 7    | 77/76       | 100/100/85.7 | 0.3/0.08/0.04 |
| 6    | 10   | 99/98       | 90/90/80    | 0.07/0.08/0.07 |
| 8    | 5    | 55/55       | 100/100/100 | 0.05/0.04/0.2 |
| 10   | 7    | 66/65       | 85.7/85.7/77.1 | 0.12/0.08/0.2 |
| 18   | 6    | 55/54       | 83.3/83.3/66.7 | 0.18/0.08/0.22 |
| 20   | 7    | 77/77       | 100/100/100 | 0/0/0.03 |
| 49   | 46/46/42 | 93.8/93.8/85.7 | 0.09/0.05/0.14 |

Table I: Table shows the results for seizure prediction. Siamese network method uses a single seizure for predicting seizures. Method-A is the case when a leave-one-out approach is used for training the model i.e. N-1 out of N seizure used for training a CNN classifier. Method-B is the same as method-A except that only 1 seizure with 10 minutes of preictal data is utilized for fine tuning the model learned on another patient. (P denotes Patient #, S denotes # Seizures, fpr/h denotes false predictions per hour)
This results in 2.4 false predictions in 24 hours compared to 1.2 for method-A. The transfer learning approach (method-B) has a relatively lower sensitivity of 85.7% with 0.14 fps/h (false positives). It can be observed from Table 1 that for some patients, all three methods have comparable results, with method-B lagging in a few cases. As pointed out earlier, we also trained the architecture for method-A without transfer learning for different patients. The results showed very low sensitivity with many false predictions. This shows that having pre-trained weights from another patient model helps with the training process under less data. It should be noted that we are using a preictal time for alarming the patient. Different methods in the literature report various measures of accuracy like specificity and sensitivity for varying prediction time (training data for preictal period is also selected from this horizon) which makes the comparison with these existing methods difficult. It is for this very reason, we have utilized the given method-A and method-B as baseline to show the utility of the proposed method while still utilizing lesser seizures during training. Keeping this under consideration, we would direct the reader to table 3 and 4 in [3] for comparison of our work with the existing solutions. It can be seen that our method achieves comparable sensitivity and false alarm rate while at the same time utilizing far less seizure data.

From the perspective of online learning for seizure prediction, our study shows that training and fine tuning using Siamese learning will be a useful addition to existing seizure prediction methods. Although we have designed the base-network of the Siamese network keeping with the baselines and architecture from [12], different base line architectures will surely help with improving the performance of the system and is left for future work. It should be noted that we have shown the results for training on a single seizure. The approach can be extended to online learning without processing the bulk of the EEG signal with online learning with multiple seizures. It is also possible that the patient for whom the model is trained using a single seizure might have multiple variations of seizure types and the proposed Siamese network approach will help to generalize. This is the drawback for training with one seizure, but the similarity based approach helps in mitigating this possibility which can be seen from the sensitivity of Siamese learning to seizure prediction as compared to that of the transfer learning approach (method-B). Furthermore, extending this method to online learning will further help in generalizing our method.

VI. Conclusion and Future Work

In this paper, we investigate the performance of deep learning methods for seizure prediction under the constraint of learning from just one seizure which will help towards easy adaptation of practical seizure prediction systems. We propose a similarity based Siamese network classifier approach with CNN as the base network for predicting seizures. We use the CHB-MIT scalp EEG data set to train and evaluate patient-specific seizure prediction models. As a baseline, we show the results for the traditional CNN based classifier trained using multiple patient-specific seizures and with transfer learning with one seizure for a specific patient. The results show that our Siamese network approach, which utilizes one seizure for training, is able to achieve similar performance to a method that utilizes multiple seizures. The low data requirements of our method will make it easier to use off-the-shelf seizure prediction devices, adding to the utility for patients. In future work, we plan to convert this approach to an online learning system with the addition of training online on multiple seizures. In the literature, different deep learning architectures like LSTM with CNN have been shown to improve the performance of seizure prediction. A study on improving the proposed approach by testing with different base networks will also be useful for improving the performance of the system.
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