Developing deep neural networks to generate 3D scenes is a fundamental problem in neural synthesis with immediate applications in architectural CAD, computer graphics, as well as in generating virtual robot training environments. This task is challenging because 3D scenes exhibit diverse patterns, ranging from continuous ones, such as object sizes and the relative poses between pairs of shapes, to discrete patterns, such as occurrence and co-occurrence of objects with symmetrical relationships. This paper introduces a novel neural scene synthesis approach that can capture diverse feature patterns of 3D scenes. Our method combines the strength of both neural network-based and conventional scene synthesis approaches. We use the parametric prior distributions learned from training data, which provide uncertainties of object attributes and relative attributes, to regularize the outputs of feed-forward neural models. Moreover, instead of merely predicting a scene layout, our approach predicts an over-complete set of attributes. This methodology allows us to utilize the underlying consistency constraints among the predicted attributes to prune infeasible predictions. Experimental results show that our approach outperforms existing methods considerably. The generated 3D scenes interpolate the training data faithfully while preserving both continuous and discrete feature patterns.
in synthesis output (c.f. [17, 10, 19, 2, 21, 54, 15, 48, 39, 55, 51]). This approach is particularly suitable for neural outputs that exhibit weak correlations due to random initialization [55, 14, 38, 29]. We can therefore suppress output errors effectively by enforcing the consistency constraints among absolute and relative attributes.

Second, our approach combines the strengths of neural scene synthesis models and conventional scene generation methods. Neural models possess unbounded expressibility and can encode both continuous and discrete patterns. However, they typically produce single outputs that do not possess useful signals of uncertainties for synchronizing object attributes and relative attributes. For example, suppose we know the uncertainty of object attribute is high. In such cases, we can replace it with another one based on the attributes of other objects and the corresponding relative attributes. Similarly, we can discard a relative attribute if its uncertainty is high. Our approach addresses this issue by learning parametric prior distributions of absolute and relative attributes. Such distributions provide uncertainties of generated object attributes and relative attributes, offering rich signals to regularize them and prune outliers. Moreover, they also help enforce the penetration-free constraints. We introduce a Bayesian framework to integrate neural outputs and parametric prior distributions seamlessly. The hyperparameters of this Bayesian framework are optimized to maximize the performance of the final output.

We evaluate our approach on 3D-FRONT [12]. We also provide results on SUNCG [40] to provide sufficient comparisons with baseline techniques. Experimental results show that our approach can generate 3D scenes different from the training examples while preserving discrete and continuous feature patterns. Our method outperforms baseline approaches both qualitatively and quantitatively. An ablation study justifies the design choices of our approach. Our code is available at https://github.com/yanghtr/Sync2Gen.

2. Related Work

3D scene synthesis has been studied considerably in the past. We refer to [53] for a recent survey and to [8] for a recent tutorial on this topic.

Conventional scene synthesis approaches. Non-deep learning scene synthesis approaches fall into two categories. The first category applies data-driven and non-parametric approaches [13, 26, 7, 37, 50, 18]. The advantages of these methods are that they can handle datasets with significant structural variability. The downside is that these methods require complicated systems and careful parameter tuning. Another category employs probabilistic graphical models (e.g., Bayesian networks) for assembly-based modeling and synthesis [31, 6, 22, 11, 5, 9, 30, 23], these methods show improved performance but reply on hand-crafted modeling of structural patterns. Moreover, they typically only capture low-order correlations among the objects. Similar to these approaches, our approach learns distributions of object attributes and relative attributes. However, unlike using them to synthesize 3D scenes directly, we use the distributions to regularize and prune neural outputs. Most signals of the final output still come from the neural outputs.

Deep scene synthesis approaches. Recent scene synthesis approaches use deep neural networks. Many of them focus on recurrent formulations [27, 33, 16, 36, 57, 46, 34, 28, 45] that model relations between objects. These approaches either explicitly or implicitly utilize a hierarchical structure among the objects. Another category consists of feed-forward models [43, 32, 56] that synthesize a scene layout directly. Our approach advances the state-of-the-art on neural scene models in two ways. First, we propose synthesizing both object attributes and relative attributes and leveraging the underlying consistency constraints to prune wrong synthesis results. Second, we utilize parametric prior distributions to regularize synthesized object attributes and relative attributes further.

Over-complete predictions. Several recent works [48, 39, 55, 51] studied the methodology of first predicting over-complete intermediate geometric representations and then aggregating them into the final output. While our approach also predicts over-complete constraints, i.e., object attributes and relative attributes. We introduce how to integrate prior distributions that provide uncertainties of the predictions. Moreover, the hyperparameters of the synchronization procedure are jointly optimized.

Synchronization. Our approach is also relevant to recent works on transformation synchronization [1, 17, 47, 4, 10, 19, 2, 21, 54, 15, 20], which takes relative transformations among a collection of geometric objects as input and outputs absolute transformations across the entire object collection. Our setting’s major difference is to model prior distributions on the relative attributes (including relative poses), which provide uncertainties for inputs to arrangement optimization. Such uncertainties enable us to detect outliers more robustly.

3. Overview

Problem statement. Our goal is to train a variational auto-encoder that takes a 3D scene as input, maps it to a latent code, and finally decodes the latent code into the original input. In this paper, we assume that each scene is an arrangement of objects. Each object is given by its attributes, i.e., category label, size, pose, and a vector (i.e., a shape code) that encodes its geometry. We assume each instance of the training dataset is pre-segmented into these objects.

Approach overview. Similar to [44, 56], we model each scene as selecting and deforming objects from a predefined over-complete set of objects. Each object is encoded by a vector that concatenates its attributes and a binary indicator
that specifies whether an object is selected or not. A scene is then represented as a matrix, whose columns encode objects.

Unlike standard approaches of designing a feed-forward network that directly outputs the object attributes (c.f. [44, 56]), our method combines two new ideas for scene synthesis. First, our generative model outputs object attributes and relative attributes (e.g., the relative pose between a pair of objects). As shown in Figure 2, this is done by learning a VAE to synthesize object attributes. We will also use the latent space of this VAE to synthesize new scenes. The induced relative attributes from the synthesized object attributes are then fed into another VAE to produce synthesized relative attributes.

The neural outputs provide an over-complete set of constraints on the final object attributes. We can recover accurate object attributes by exploring the underlying consistency constraints among this over-complete set even though some predictions are incorrect. Second, we learn prior distributions of object attributes and relative attributes from the training data. These prior distributions provide uncertainties of the predictions, which further regularize the final output. Note that the prior distributions consider both the continuous variables such as relative poses and discrete variables such as object counts and co-occurrences.

We introduce a Bayesian scene optimization framework that seamlessly integrates neural predictions and prior distributions (See Figure 2). This framework exhibits two novel properties. First, it relaxes object indicators as real variables and employs continuous optimization to refine the object attributes. We show how to solve the induced optimization problem effectively via alternating minimization. Second, we introduce a simple and practical approach to optimize hyperparameters of the induced objective function.

Note that our approach decouples training of the neural synthesis modules and learning of hyperparameters for the Bayesian scene optimization framework. Specifically, the neural synthesis modules are trained on a large-scale training set $T$. In contrast, the hyperparameters are trained on a separate small-scale validation dataset $T_{val}$. This approach allows us to alleviate the gap between the distribution of neural synthesis outputs on the training set and that on the testing set. We have found that this approach offers better results than naive end-to-end learning.

4. Bayesian Scene Optimization

This section presents the Bayesian scene optimization framework, which is the main contribution of this paper. It integrates the output of the variational auto-encoders which predict object attributes and relative attributes (see Section 5 for the details) and parametric prior distributions learned from the training data. In the following, we first introduce the problem statement of scene optimization in Section 4.1. We then describe the Bayesian formulation in Section 4.2. Section 4.3 presents the strategy for solving the induced optimization problem. Finally, we describe hyperparameter optimization in Section 4.4.

4.1. Problem Setup

We model a scene as a pre-defined graph $G = (V, E)$, where graph vertices encode objects and where edges connect pairs of objects. Each vertex $v \in V$ is associated with a pre-defined class label $c_v \in C$, where $C$ denote all the classes. Scene optimization amounts to recover each object's attributes encoded as a vector $a_v$ and the indicator $z_v \in \{0, 1\}$ that specifies whether $v$ is active or not. In other words, $\{z_v\}$ characterize which objects appear in a scene, and $\{a_v\}$ specify the scene layout. Note that the precise parameterization of $a_v$ will be described in Section 5.1.

Denote $\bar{a}_v = (a_v^T, z_v)^T$. The input to scene optimization consists of a prediction $\bar{a}_v^0$ associated with each vertex $v \in V$ and a prediction $\bar{a}_e^0$ associated with each edge $e = (v, v') \in E$, where the ground-truth $\bar{x}_e = \phi(\bar{a}_v, \bar{a}_{v'})$ encodes the relative attributes between $a_v$ and $a_{v'}$ (e.g., relations between beds and nightstands). The explicit expression of $\bar{x}_e$ and $\phi$ are introduced in Section 5.2. Note that both $\bar{a}_v^0$ and $\bar{a}_e^0$ are outputs of neural networks.

Besides the vertex predictions $\{\bar{a}_v^0\}$ and edge predictions $\{\bar{a}_e^0\}$, our approach also utilizes prior distributions learned
from the input data. The predictions and prior distributions are combined in a Bayesian framework.

4.2. Formulation

We formulate scene optimization as maximizing the following posterior distribution

\[
P\left(\{\alpha_v\} | \{\alpha_v'\} \cup \{\alpha_v''\}\right)
\]

\[
\sim P\left(\{\alpha_v'\} \cup \{\alpha_v''\}|\{\alpha_v\}\right) \cdot P\left(\{\alpha_v\}\right).
\]

where \(P\left(\{\alpha_v'\} \cup \{\alpha_v''\}|\{\alpha_v\}\right)\) and \(P\left(\{\alpha_v\}\right)\) are total likelihood and prior terms, respectively and \(\sim\) denotes equal up to a scaling constant.

**Likelihood modeling.** We model the total likelihood term by multiplying unary terms and pairwise terms associated with vertices and edges:

\[
P\left(\{\alpha_v'\} \cup \{\alpha_v''\}|\{\alpha_v\}\right)
\]

\[
\sim \prod_{v \in V} P\left(\alpha_v' | \alpha_v\right) \cdot \prod_{e = (v, v') \in E} P\left(\alpha_v'' | \alpha_v, \alpha_v'\right).
\]

Each unary term \(P\left(\alpha_v' | \alpha_v\right)\) measures the closeness between the prediction \(\alpha_v'\) and the corresponding recovery \(\alpha_v\). We model the variance and employ a robust norm to handle outliers:

\[
P\left(\alpha_v' | \alpha_v\right) \sim \exp\left(-\frac{1}{2} \rho \left(\|\alpha_v' - \alpha_v\|_{\Sigma_{v, c_v}}\right)\right)
\]

where \(\rho(x, \alpha) = x^2 / (x^2 + \alpha)\) is the Geman-McClure robust function \(\|x\|_1 = x^T Ax; \alpha_{c_v}\) and the covariance matrix \(\Sigma_{v, c_v} > 0\) are hyperparameters of class \(c_v\).

We use a similar formulation to model the pairwise term associated with each edge \(e = (v, v') \in E:\n\[
P\left(\alpha_v'' | \alpha_v, \alpha_v'\right)
\]

\[
\sim \exp\left(-\frac{1}{2} \rho \left(\|\alpha_v'' - \phi(\alpha_v, \alpha_v')\|_{\Sigma_{v, c_v}}\right)\right)
\]

where \(c_v = (c_v, c_v')\) denotes the class label of edge \(e; \Sigma_{v, c_v} > 0\) and \(\alpha_{c_v}\) are hyperparameters of class \(c_v\).

Combining (2) and (3), we arrive at the following formula for the total likelihood term \(P\left(\{\alpha_v'\} \cup \{\alpha_v''\}|\{\alpha_v\}\right)\)

\[
\sim \exp\left(-\frac{1}{2} \sum_{v \in V} \rho \left(\|\alpha_v' - \alpha_v\|_{\Sigma_{v, c_v}}\right) \right)
\]

\[
- \frac{1}{2} \sum_{e = (v, v') \in E} \rho \left(\|\alpha_v'' - \phi(\alpha_v, \alpha_v')\|_{\Sigma_{v, c_v}}\right)
\]

**Prior modeling.** We model the total prior term by decoupling attributes and indicators and by multiplying unary terms and pairwise terms: \(P\left(\{\alpha_v\}\right)\)

\[
\sim \prod_{v \in V} P_{\alpha_v}(\alpha_v) \cdot \prod_{e = (v, v') \in E} P_{\phi}(\phi(\alpha_v, \alpha_v')) P\left(\{z_{e}\}\right)
\]

where \(P_{\alpha_v}(\alpha_v)\) models the attribute prior of the vertex class \(c_v; P_{\phi}(\phi(\alpha_v, \alpha_v'))\) models the relative attribute prior of the edge class \(c_v; P\left(\{z_{e}\}\right)\) denotes the object count prior.

We use generalized Gaussian mixture models (or GGMMs) to model \(P_{\alpha_v}\) and \(P_{\phi}\):

\[
P_{\alpha_v}(\alpha_v) = M_{\mu_{c_v}}(\alpha_v),
\]

\[
P_{\phi}(\phi(\alpha_v, \alpha_v')) = M_{\mu_{c_v'}}(\phi(\alpha_v, \alpha_v'))
\]

where \(\mu_{c_v}\) and \(\mu_{c_v'}\) denote hyperparameters of the mixture models. By GGMMs, we mean each mixture component is associated with an optimal mask to model the self-penetration free constraint between pairs of objects. Due to space constraints, we defer details of GGMMs and visualizations of the resulting GGMMs to the supplementary material. Note that our approach learns \(\mu_{c_v}\) and \(\mu_{c_v'}\) from the training data and refines all the hyperparameters jointly to maximize the output of our approach. The joint optimization procedure is explained in Section 4.4.

The prior term \(P\left(\{z_{e}\}\right)\) models object counts and object co-occurrences. Similar to the likelihood term, we model \(P\left(\{z_{e}\}\right)\) as a combination of unary and pairwise terms:

\[
P\left(\{z_{e}\}\right) \sim \prod_{c \in C} P_{c}(z_{e_c}) \prod_{c, c' \in C} P_{c,c'}(z_{e_c}, z_{e_c'}).\]

where \(z_{e_c}\) collects indicators of vertices that belong to the vertex class \(c\). We again model both \(P_{c}\) and \(P_{c,c'}\) using 1D and 2D GGMMs:

\[
P_{c}(z_{e_c}) = M_{\gamma_{c}}(1^T z_{e_c})
\]

\[
P_{c,c'}(z_{e_c}, z_{e_c'}) = M_{\gamma_{c,c'}}((1^T z_{e_c}, 1^T z_{e_c'}))
\]

Note that we again initialize \(\gamma_{c}\) and \(\gamma_{c,c'}\) from data and refine them and other hyperparameters jointly. Please refer to the supplementary material for visualizations of the resulting GGMMs.
Substituting (9) and (10) into (8) and combing (6) and (7), we arrive at the following prior model:

\[
P(\{\mathbf{a}_v\}) \sim \prod_{v \in \mathcal{V}} M_{\mu_{\mathbf{a}_v}}(\mathbf{a}_v) \prod_{e = (e, e') \in \mathcal{E}} M_{\mu_{\mathbf{a}_v}}(\phi(\mathbf{a}_v, \mathbf{a}_{e'}))
\]

\[
\prod_{c \in \mathcal{C}} M_{\gamma_{\mathbf{z}_{v_c}}}((1^T \mathbf{z}_{v_c}, 1^T \mathbf{z}_{v_{e'}})) \quad (11)
\]

4.3. Scene Optimization

Our goal is to find \( \mathbf{a}_v, v \in \mathcal{V} \) that maximize the posterior distribution defined in (1). The variables consist of primitive parameters and primitive indicators. Our optimization strategy relaxes the indicator variables as real variables \( v \in \mathbb{R} \). It then performs alternating optimization to refine these two categories of variables. This relaxation strategy not only makes the optimization problem easy to solve but also facilitates hyperparameter learning (See Section 4.4).

Specifically, when the indicator variables \( v \in \mathcal{V} \) are fixed, the optimization problem reduces to (we minimize the negation of the log-posterior)

\[
\min_{\{\mathbf{a}_v\}} \sum_{v \in \mathcal{V}} \left( \frac{1}{2} \rho(\|\mathbf{a}_v - \mathbf{a}_{e_{v-1}}\|_{\Sigma_{\mathbf{a}_v}}, \alpha_{\mathbf{a}_v}) - \log (M_{\mu_{\mathbf{a}_v}}(\mathbf{a}_v)) \right)
\]

\[
+ \sum_{e = (e, e') \in \mathcal{E}} \left( \frac{1}{2} \rho(\|\mathbf{a}_{e'} - \phi(\mathbf{a}_v, \mathbf{a}_{e'})\|_{\Sigma^{-1}_{\mathbf{a}_e}}, \alpha_{\mathbf{a}_e}) - \log (M_{\mu_{\mathbf{a}_e}}(\phi(\mathbf{a}_v, \mathbf{a}_{e'}))) \right) \quad (12)
\]

The objective function in (12) is continuous in \( \mathbf{a}_v \). We employ the limited-memory Broyden-Fletcher-Goldfarb-Shanno (or L-BFGS) algorithm for optimization. The initial solution is first set as \( \mathbf{a}_0 \) and then uses the output of the previous iteration.

When \( \mathbf{a}_e, v \in \mathcal{V} \) are fixed, we solve

\[
\min_{\{\mathbf{a}_v\}} \frac{1}{2} \sum_{v \in \mathcal{V}} \rho(\|\mathbf{a}_v - \mathbf{a}_{e_{v-1}}\|_{\Sigma_{\mathbf{a}_v}}, \alpha_{\mathbf{a}_v}) - \sum_{e \in \mathcal{C}} \log (M_{\gamma_{\mathbf{z}_{v_c}}}((1^T \mathbf{z}_{v_c})))
\]

\[
+ \frac{1}{2} \sum_{e = (e, e') \in \mathcal{E}} \rho(\|\mathbf{a}_{e'} - h(\mathbf{a}_v, \mathbf{a}_{e'})\|_{\Sigma^{-1}_{\mathbf{a}_e}}, \alpha_{\mathbf{a}_e})
\]

\[
- \sum_{c, c' \in \mathcal{C}} \log (M_{\gamma_{\mathbf{z}_{v_{e'}}}}((1^T \mathbf{z}_{v_c}, 1^T \mathbf{z}_{v_{e'}}))) \quad (13)
\]

We employ the same strategy as (12) for optimization. Our experiments suggest that 20-30 alternating iterations are sufficient. Figure 3 shows typical examples, where relative attributes and prior terms provide effective regularizations for object attributes.

4.4. Joint Hyperparameter Learning

In this section, we present an approach that learns hyperparameters of the scene optimization formulation described above. Specifically, to make the notations uncluttered, let

\[
\Phi = \{\Sigma_{\mathbf{a}_v}, \alpha_{\mathbf{a}_v}, \mu_{\mathbf{a}_v}, \gamma_{\mathbf{a}_v}\} \cup \{\Sigma_{\mathbf{a}_{e_{v-1}}}, \alpha_{\mathbf{a}_{e_{v-1}}}, \mu_{\mathbf{a}_{e_{v-1}}}, \gamma_{\mathbf{a}_{e_{v-1}}}\}
\]

collect all the hyperparameters. Let \( x \) and \( y \) denote the inputs \( \{\mathbf{a}_v^0\} \cup \{\mathbf{a}_v^0\} \) and the optimal solution to \( \{\mathbf{a}_v\} \) to (1). Finally, we denote the objective function in (1) as \( f(\Phi, x, y) \).

Our goal is to train \( \Phi \) using a validation set \( \mathcal{T}_{val} := \{(x_i, y_i^0)\} \) and a regularization loss \( l(\Phi) \). Each \( (x_i, y_i^0) \) is computed by feeding \( y_i^0 \) as the input to the encoder modules and setting \( x_i \) as outputs of the decoder modules. The regularization term \( l(\Phi) \) combines all the loss terms that learn hyperparameters of the prior distributions, i.e., (6), (7), (9), and (10). We defer the explicit expression of \( l(\Phi) \) to the supplementary material.

The performance of scene optimization depends on whether the ground-truth solution is a local minimum and whether the prediction modules’ initial solution reaches this local minimum through optimization. We introduce a novel formulation that only involves function values of \( f \) to enforce these two constraints:

\[
\min_{\Phi} l(\Phi) + \sum_{(x_i, y_i^0) \in \mathcal{T}_{val}} E \left[ \max_{\hat{y}_i \sim N(y_i^0, rI)} (f(\Phi, x_i, \hat{y}_i) - f(\Phi, x_i, y_i^0) + \delta, 0) \right] \quad (14)
\]

\[
+ \lambda_s \sum_{y_i \sim N(y_i^0, rI)} (f(\Phi, x_i, y_i) - f(\Phi, x_i, y_i^0))^2 \quad (15)
\]

where \( N(y, rI) \) is the normal distribution with mean \( y \) and variance \( rI \). Specifically, (14) forces the ground-truth solution to be a local minimum. (15) prioritizes that the loss surface of \( f \) is smooth, and therefore the local minimum has a large convergence radius. We determine the hyperparameters \( r_m, r_s, \delta \), and \( \lambda_s \) via cross-validation to minimize the L2 distances between the optimized object attributes and the ground-truth object attributes on the validation set \( \mathcal{T}_{val} \).

5. Attribute Encoding and Synthesis

This section describes the details of predicting initial object attributes and relative attributes. In Section 5.1, we present the encoding of object attributes and the corresponding network architecture. Section 5.2 then presents the encoding of relative attributes and the corresponding network architecture. Finally, we present the training procedure for the neural models described above in Section 5.3.

5.1. Object Attributes

We use a similar approach as [42, 56] to encode a 3D scene as a collection of object attributes \( \mathbf{a}_v \) and object indicators \( z_v \). Each object attribute \( \mathbf{a}_v \) is encoded as a vector in \( \mathbb{R}^{12} \). The elements of \( \mathbf{a}_v \) include size parameters \( s_v \in \mathbb{R}^3 \), orientation parameters \( r_v \in \mathbb{R}^3 \), location parameters \( t_v \in \mathbb{R}^3 \), and shape codes \( d_v \in \mathbb{R}^3 \). The size parameters \( s_v = (s_v^x, s_v^y, s_v^z)^T \) encode the scalings of \( v \) aligned with the axis of the coordinate system associated with each object.
v. \( \mathbf{r}_v = (\theta_v^x, \theta_v^y, \theta_v^z) \) collects the Euler angles that specify the orientation (i.e., a rotation) of \( v \) in the world coordinate system. \( \mathbf{t}_v \) specifies the location of \( v \) in the world coordinate system. Finally, \( d_v \) is obtained in two steps. The first step uses the pre-trained model [49] to obtain a latent code for each object’s shape. The second step then performs PCA among latent codes of all the objects in the training set to obtain the coordinates of the top-3 principal vectors. During testing, we use the synthesized code to search for the closest object in the training set.

Let \( N_c \) be the maximum number of objects of each object class \( c \in C \). We parameterize a 3D scene using a matrix \( \mathbb{A}_c \in \mathbb{R}^{13 \times (\sum_{e \in C} N_e)} \), where the columns of \( \mathbb{A}_c \) are \( \mathbf{a}_c = (\mathbf{a}_v, z_v)^T \) of the corresponding objects.

We adopt the variational auto-encoder (or VAE) architecture in [56]. The network design utilizes sparsely connected layers to alleviate the overfitting issue. As shown in Figure 2, we will sample the latent space of this VAE to synthesize 3D scenes. Specifically, the decoder of this VAE synthesizes object attributes. As we will discuss shortly, the output is then fed into another network to output relative attributes. The object attributes are optimized by feeding the neural outputs into the scene optimization framework described in Section 4.

5.2. Relative Attributes

Unlike object attributes, relative attributes are forced to capture patterns between pairs of objects, e.g., adjacent objects. Like object attributes, we encode the relative attributes \( \mathbf{a}_e \) of each edge \( e = (v, v') \) as \( \mathbf{a}_e = (\mathbf{s}_e, \mathbf{r}_e, \mathbf{t}_e) \). Here \( \mathbf{s}_e \in \mathbb{R}^9 \) denotes the pairwise differences between the three scales of \( \mathbf{s}_e \) and those of \( \mathbf{s}_{e'} \). \( \mathbf{r}_e \in \mathbb{R}^3 \) denotes the Euler angles of \( v' \)’s pose in the local coordinate system of \( v \). \( \mathbf{t}_e \in \mathbb{R}^3 \) denotes the center of \( v' \) in the local coordinate system of \( v \). The entire set of relative primitive parameters is encoded using a tensor \( \mathbb{A}_e \in \mathbb{R}^{\sum_{e \in C} N_e \times \sum_{e \in C} N_e \times 15} \).

As shown in Figure 2, the network architecture of this module mimics the U-Net [35]. It is conceptually similar to an auto-encoder with two major differences. First, we do not sample the code space to synthesize relative attributes. Second, its input consists of relative attributes induced from predicted object attributes, which are expected to be noisy. The role of this U-Net is to produce rectified relative attributes. Please refer to the supplementary material for details.

5.3. Network Training

Training attribute synthesis modules extends the standard approach for training VAEs (c.f. [25]). Let \( h^\phi \) and \( g_1^{\theta_1} \) be the encoder and decoder components of the VAE module for synthesizing object attributes. With \( g_2^{\theta_2} \) we denote the U-Net module for synthesizing relative attributes. Here \( \phi \) and \( \theta = (\theta_1, \theta_2) \) denote the network parameters. Consider a training set \( T = \{(A_V, A_E)\} \) where \( A_V \) and \( A_E \) denote encoded object attributes and relative attributes, respectively. We solve the following optimization problem to determine the optimized network weights \( \phi \) and \( \theta \):

\[
\min_{\phi, \theta} \frac{1}{|T|} \sum_{(A_V, A_E) \in T} \left( \lambda_E \| g_2^{\theta_2}(g_1^{\theta_1}(h^\phi(A_V))) - A_E \|^2 + \| g_1^{\theta_1}(h^\phi(A_V)) - A_V \|^2 \right) + \lambda_{KL} KL \left( \{ h^\phi(A_V) \} | \mathcal{N}_d \right)
\]

where \( \mathcal{N}_d \) is the normal distribution associated with the latent space of the object attribute VAE. The same as [25], the last term forces the latent codes of the training instances to match \( \mathcal{N}_d \). This paper sets \( \lambda_E = 1 \) and \( \lambda_{KL} = 0.01 \). We use ADAM [24] for network training.

6. Results

This section presents an experimental evaluation of our approach. In Section 6.1, we describe the experimental setup. In Section 6.2, we demonstrate the results of our approach and compare it with baseline methods. We analyze each component of our approach in Section 6.3. Please refer to the supplementary material for more results and baseline comparisons.

6.1. Experimental Setup

Dataset. We perform experimental evaluation on the new large-scale 3D scene dataset 3D-FRONT [12]. We also include the results on SUNCG [41], on which most works have evaluated. Following [56], we consider bedrooms and living rooms in both datasets and train scene synthesis models from each room type in each dataset. For all datasets, each room type contains 4000 training scenes and the maximum number of objects per class is four. Each room type contains 30 object classes for the SUNCG dataset and 20 object classes for the 3D-FRONT dataset. More details of the datasets are in the supplementary material.

Baseline approaches. We consider five baseline approaches D-Prior [46], Fast [34], PlanIT [45], GRAINS [28], and D-Gen [56]. They represent state-of-the-art in 3D scene synthesis.

Evaluation metrics. We consider two ways to evaluate scene synthesis approaches. The first is a perceptual study, where we employed 10 non-experts to judge the visual quality of 100 synthesized 3D scenes. We compare our results with those of each method and count the percentage of our results that are more plausible than each baseline. The second metric assesses distributions of relative attributes of the generated scenes (c.f [56]).
6.2. Analysis of the Results

Figure 4 shows randomly generated scenes using our approach. We can see that the generated scenes contain rich sets of objects, meaning our approach can generate complex scenes. The scene layouts are highly plausible from multiple perspectives, including the shape of each object, the spatial relations among multiple objects, and object co-occurrence. Moreover, the generated scenes are diverse. Figure 1 shows that our generated scenes are different from the closest scenes in the training set. These results show that our approach captures diverse feature patterns of scenes and exhibits strong generalization ability.

Table 1 provides a perceptual study between our approach and baseline approaches. We can see that our approach outperforms all baseline approaches considerably (the top performing baseline [45] utilizes additional inputs). The improvements are consistent across all the categories. Moreover, our approach is even competitive against the visual quality of the 3D scenes in the training set. These statistics demonstrate the superior performance of our approach. Please refer to the supplementary material for visual comparisons between our approach and baseline approaches.

Currently, synthesizing one scene takes 2~5 seconds on a desktop with a 3.2G Hz CPU, 32G main memory, and a 2080 Ti GPU. The majority of the computation is spent on scene optimization, which runs on the CPU.

6.3. Analysis of Our Approach

We proceed to analyze the benefits of utilizing relative attributions and prior distributions. As shown in Figure 3, using relative attributes can alleviate the issue of conflicting object attributes such as the relative poses between nightstands and beds. The optimized object locations are more plausible than those from the synthesized object attributes. However, it does not fully address issues such as penetrating objects and redundant objects. Imposing the prior distribution improves the object layout considerably, leading to penetration-free and less-crowded scene layouts.

Table 1: Percentage (± standard error) of forced-choice comparisons in which scenes generated by our method are judged as more plausible than scenes from another source. Higher is better. Our approach consistently outperforms baseline approaches.

| Room Type  | D-Prior | Fast | GRAINS | PlanIT | D-Gen | GT     |
|------------|---------|------|--------|--------|-------|--------|
| SUN-bed    | 56.7±6.1| 53.6±5.8| 64.3±4.1| 52.5±6.8| 88.8±4.6| 43.8±5.2|
| SUN-living | 55.2±4.9| 52.1±4.9| 68.3±5.2| 51.1±4.7| 57.1±5.1| 44.2±4.8|
| 3DF-bed    | 81.1±4.3| 56.7±5.9| 60.1±6.3| 54.4±5.3| 54.5±6.3| 49.7±5.3|
| 3DF-living | 72.8±6.6| 73.1±4.4| 69.2±5.1| 68.9±6.6| 64.3±5.9| 47.1±4.5|

Figure 5 shows additional visual comparisons between the synthesized attributes and the output of scene optimization. Again, we can see that the improvements are multi-faceted. Our approach improves the objects’ locations and adds and deletes objects properly to exhibit more plausible object co-occurrences. Such improvements come from relative attributes and modeling both the continuous prior distributions such as relative poses and discrete prior distributions such as joint distributions of object count pairs.

In the supplementary material, we provide results to show that even with the scene optimization framework,
synthesizing relative attributes is critical. This is because the prior distributions have rich local minimums. Utilizing the relative attributes enables us to obtain better initial solutions for scene optimization.

Scene optimization can change the scene layout considerably, e.g., adding/removing objects. The supplementary material also shows that it is challenging to achieve similar results using off-the-shelf scene optimization techniques, e.g., [52]. We can understand this as relative attributes, which are unavailable in other techniques, serve as a critical information source for our approach.

7. Conclusions and Limitations

We have shown that predicting relative attributes and learning prior distributions provide effective regularizations for synthesizing 3D scenes. The generated results preserve diverse feature patterns of 3D scenes and exhibit strong generalization behavior. Experimental results show that our approach outperforms prior state-of-the-art scene synthesis techniques.

Our approach has a couple of limitations. First, unlike end-to-end synthesis, our approach employs an optimization module to generate the final output. Therefore, computing the derivatives between the final output and the latent parameter (e.g., using the implicit function theorem) becomes more complex than end-to-end networks. One way to address this issue is to realize scene optimization using a graph neural network. Another limitation of our approach is that it does not enforce symmetries among objects, which are available in indoor scenes. An interesting question is how to detect and enforce symmetries during scene optimization automatically.
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Our supplementary material provides details of the functions in prior modeling and joint hyperparameter optimization in Section A, additional details on datasets and network architecture in Section B, as well as more experiment results and analysis in Section C.

A. Details of Modeling the Objective Function for Synchronization

A.1. GGMM in Prior Modeling

We mainly focus on translation when modeling the prior \( P_c(a_v) \) and \( P_{(c,c')}(\phi(a_v, a_{v'})) \) because we notice that the rotation and size predicted by the network are accurate and can be directly utilized in synchronization. We model the prior for each dimension of the translation separately. A 6-component GMM is utilized to model \( M_{\mu_c}(a_v) \) for each class.

\[
P_{(c,c')}(\phi(a_v, a_{v'})) = \text{model by an 8-component GMM multiplied by a mask which equals to one when objects of class } c \text{ and class } c' \text{ could penetrate (e.g., a chair and a desk) and } I_{(c,c')}(a_v, a_{v'}) \text{ otherwise, where}
\]

\[
I_{(c,c')}(a_v, a_{v'}) = \exp( \max\{0, \frac{s_v + s_{v'}}{2} - |t_{v'} - t_v|\}) \tag{16}
\]

We use a 2-component GMM to fit \( P_c(z_{V_c}) \) and a 4-component GMM to fit \( P_{(c,c')}(z_{V_c}, z_{V_{c'}}) \).

Figure 7 shows an example of the distribution of translation. Figures 9 and 10 show examples of the distribution of numbers of objects.

A.2. Joint Hyperparameter Optimization

The regularization term \( l(\Phi) \) is designed to learn hyperparameters of the prior distribution from the training set \( T_{\text{train}} := \{ t_{V_c}, t_{E_{(c,c')}} \} \), where \( t_{V_c} \) collects absolute translation of vertices belonging to the class \( c \), \( t_{E_{(c,c')}} \) collects relative translation of vertex pairs belonging to class \( c \) and \( c' \). To learn the translation prior term, we utilize \( l_1(\Phi) \) based on maximum likelihood estimation:

\[
l_1(\Phi) = -\sum_{c \in C} \sum_{t_v \in t_{V_c}} \log M_{\mu_c}(t_v) - \sum_{c,c' \in C} \sum_{t_{e} \in t_{E_{(c,c')}}} \log M_{\mu_{(c,c')}}(t_e)
\]

For object count prior, we first compute the discrete distribution \( p_c \) and \( p_{(c,c')} \) from the dataset. Here

\[
p_c(i) = \frac{n_{c,i}}{n_{\text{scenes}}}, \quad i \in \{0, 1, \cdots, N_c\}
\]

where \( n_{\text{scenes}} \) is the total number of scenes, and \( n_{c,i} \) is the total number of scenes with \( i \) objects of class \( c \). Likewise,

\[
p_{c,c'}(i, j) = \frac{n_{c,c',i,j}}{n_{\text{scenes}}}, \quad i, j \in \{0, 1, \cdots, N_c\}
\]

Figure 7: Distribution of translation in the SUNCG dataset. Top: absolute translation of the bed. Middle: absolute translation of the stand. Bottom: relative translation between the bed and the stand. Left: x coordinates. Right: y coordinates.

where \( n_{c,c',i,j} \) is the number of scenes with \( i \) objects of class \( c \) and \( j \) objects of class \( c' \). Then we fit the discrete distribution with continuous function using least square:

\[
l_2(\Phi) = \sum_{c \in C} \sum_{(i,p_c(i))} ||M_{\gamma_c}(i) - p_c(i)||^2 + \sum_{c,c' \in C} \sum_{(i,j), (p_{(c,c')}(i,j))} ||M_{\gamma_{(c,c')}}((i,j)) - p_{(c,c')}(i,j)||^2 \tag{17}
\]

The total regularization term:

\[
l(\Phi) = l_1(\Phi) + l_2(\Phi) \tag{18}
\]

B. Dataset and Network Architecture

B.1. Preprocessing of Datasets

For the 3D-FRONT dataset, we select two scene types: bedroom (Bedroom, MasterBedRoom and SecondBedRoom) and living room (LivingRoom and LivingDivingRoom). We first filter out scenes with width and length larger than 8 meters. Then for bedroom and living room, we remove scenes whose number of objects is smaller than 6 and 4 respectively. Finally, for both scene types, we randomly
Figure 8: Architecture of the relative attribute prediction network.

Figure 9: Modeling $P_c(z_{Vc})$ with GMM in the SUNCG bedroom dataset. Left: the bed. Right: the stand. From the statistical distribution, it is most likely that there exist 1 bed and 2 stands in each scene.

Figure 10: Modeling $P(c,c') (z_{Vc}, z_{Vc'})$ with GMM in the SUNCG bedroom dataset. Left: the stand and the table lamp. It is most likely that the number of stands and that of table lamps are equal, i.e. they co-exist. Right: the window and the curtain.

sample 4000 scenes for training and about 100 scenes for validation. For the SUNCG dataset, we perform joint scene alignment following [56] and use 1000 scenes for validation.

B.2. Network Architecture Details

The network architecture for the relative attribute prediction module is shown in Figure 8. Every pair of absolute attributes $a^0_v$ and $a^0_{v'}$ is concatenated as input to the network. The network outputs the refined relative attributes.

Figure 12: Left: output of the prediction module. Middle: scene optimization without using relative attribute predictions. Right: full pipeline. The relation between the bed and the nightstand, the TV and the TV stand are more realistic when utilizing the relative attributes in scene optimization.

C. More Experimental Results and Analysis

C.1. Visual Comparisons between Our Method and Baseline Approaches

Figure 14 and Figure 15 show more visual comparisons between our approach and baseline approaches. We can see that our approach generates more reasonable scenes than the baselines.

C.2. More Analysis on Distribution of Relative Attributes

Figure 11 shows the distributions of relative translation in the 3D-FRONT dataset. Again we can see the improvements...
Figure 11: Distributions of relative translation in the 3D-FRONT dataset. Top: distribution of the training data. Middle: distribution derived from predicted absolute parameters. Bottom: distribution derived from the optimized absolute parameters after synchronization.

and add diverse objects (e.g. the chair and the cabinet).

Figure 13: Comparison between off-the-shelf scene optimization techniques. Left: output of the prediction module. Middle: scene optimization using off-the-shelf techniques. Right: our method.

of relative translation, which benefit from incorporating predicted relative attributes and prior modeling.

**C.3. Importance of Utilizing Relative Attributes**

Figure 12 shows the comparison between scene optimization with/without utilizing relative attributes. We can see from the results that merely using prior distribution for optimization easily gets stuck in local minimums and can not improve the relative position well.

**C.4. Comparison between Off-the-shelf Scene Optimization Techniques**

Figure 13 shows the comparison between our approach and off-the-shelf techniques [52]. Given the same initial scene, both approaches can achieve reasonable arrangements. However, by incorporating the prior distribution and relative attributes into the optimization pipeline, our approach can remove redundant objects (e.g. the laptop on the TV stand)
Figure 14: Scene synthesis results between ours and baseline methods. For each dataset, the first row: our results, the second row: baseline methods. For baseline methods, from left to right: D-Prior, Fast, PlanIT, GRAINS, D-Gen.
Figure 15: Scene synthesis results between ours and baseline methods. For each dataset, the first row: our results, the second row: baseline methods. For baseline methods, from left to right: D-Prior, Fast, PlanIT, GRAINS, D-Gen.