CLUSTER DUALITY BETWEEN
CALKIN-WILF TREE AND STERN-BROCOT TREE

YASUAKI GYODA

Abstract. We find a duality between two well-known trees, the Calkin-Wilf tree and the Stern-Brocot tree, derived from cluster algebra theory. The vertex sets of these trees are the set of positive rational numbers, and they have cluster structures induced by a one-punctured torus. In particular, the Calkin-Wilf tree is an example of the structure given by initial-seed mutations.
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1. Introduction

In this paper, we introduce two cluster structures into the Calkin-Wilf tree and the Stern-Brocot tree, which are dual to each other.

The Calkin-Wilf tree was introduced by Neil Calkin and Herbert S. Wilf [CW00] to efficiently count all positive rational numbers. This is a full binary tree with positive fractions as vertices, given in the following way. The root is $\frac{1}{1}$ and the generating rule is that the parent $\frac{x}{y}$ has the following two children:

\[
\frac{x}{y} \quad \frac{x+y}{y} \quad \frac{x}{x+y}
\]

Here, we do not reduce fractions even if they are reducible. We label edges 1, 2, or 3 as follows: first, we label the edge between $\frac{1}{1}$ and $\frac{2}{1}$ with 1, and the edge between $\frac{1}{1}$ and $\frac{1}{2}$ with 2.
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with 2. Moreover, for

\[ \begin{array}{ccc}
  & \bullet & \\
  a & b & \\
  \frac{x}{y} & & \\
\end{array} \]

we label edges between \( \frac{x}{y} \) and their children as follows:

\[ \begin{array}{ccc}
  & \bullet & \\
  a & b & \\
  \frac{x}{y} & & \\
  \frac{x+y}{x+y} & & \\
\end{array} \]

where \( \{a, b, c\} = \{1, 2, 3\} \). For

\[ \begin{array}{ccc}
  & \bullet & \\
  a & b & \\
  \frac{x}{y} & & \\
\end{array} \]

we label edges between \( \frac{x}{y} \) and their children as follows:

\[ \begin{array}{ccc}
  & \bullet & \\
  a & b & \\
  \frac{x}{y} & & \\
  \frac{x+y}{x+y} & & \\
\end{array} \]

The first few terms are as follows:

\[ \begin{array}{cccccccc}
  \frac{1}{1} & \frac{1}{2} & \frac{2}{1} & \frac{3}{2} & \frac{2}{3} & \frac{3}{1} & \frac{3}{4} & \frac{4}{1} \\
\end{array} \]

It is easy to verify that all positive rational numbers appear exactly once in the tree and they are all irreducible fractions.

On the other hand, the Stern-Brocot tree\(^\dagger\) is named after Moritz Stern, Achille Brocot, and their researches in 1800’s [Ste58,Bro62]. This is a full binary tree given in the following way: we put \( \frac{0}{1} \) on the bottom and \( \frac{1}{0} \) on the top. First, place \( \frac{1}{1} \) between \( \frac{0}{1} \) and \( \frac{1}{0} \). Then

\(^\dagger\)It is also called the Farey tree.
inductively place \( \frac{a + c}{b + d} \) between \( \frac{a}{b} \) and \( \frac{c}{d} \). The children of \( \frac{a}{b} \) are the left and right neighbors of \( \frac{a}{b} \). The first few terms are as follows:

\[
\begin{align*}
1/1 & \quad 2/1 \\
2/1 & \quad 3/1 \\
3/1 & \quad 4/1 \\
2/2 & \quad 3/2 \\
3/2 & \quad 5/2 \\
3/2 & \quad 5/3 \\
1/3 & \quad 4/3 \\
1/3 & \quad 3/4 \\
2/3 & \quad 2/4 \\
2/3 & \quad 3/5 \\
3/3 & \quad 2/5 \\
3/3 & \quad 1/4 \\
2/5 & \quad 1/4 \\
1/4 & \quad 2/5
\end{align*}
\]

Here, we do not reduce fractions even if they are reducible. The labeling rule is the same as the Calkin-Wilf tree's rule. As with the Calkin-Wilf tree, it is easy to verify that all positive rational numbers appear exactly once in the tree, and they are all irreducible fractions.

**Remark 1.1.** The Stern-Brocot tree is also constructed in the following way: first, we consider the Farey triple tree. This is a full binary tree given in the following way: the root is \( (0, 1, 1, 0, 1) \), and the generation rule is that a parent \( (a, b, c, d, e, f) \) has the following two children: if the second largest fraction is (i) \( \frac{a}{b} \), (ii) \( \frac{c}{d} \), (iii) \( \frac{d}{e} \), then

(i) \( (a, c, e) \) \( \frac{a + e}{b + f} \) \( \frac{a}{b}, \frac{c}{d}, \frac{e}{f} \)

(ii) \( (a, c, e) \) \( \frac{a + c}{d + f} \) \( \frac{a}{b}, \frac{c}{d}, \frac{e}{f} \)

(iii) \( (a, c, e) \) \( \frac{a}{b}, \frac{c}{d}, \frac{e}{f} \)

The Stern-Brocot tree is a full binary tree obtained from the Farey triple tree by replacing each vertex with the second largest fraction of it.

It has been pointed out that there are several relations between these two trees. For example, Backhouse and Ferreira found a relation between these two trees and matrix trees [BF08, BF11, Sta14]. In this paper, we introduce a new relation between these trees derived from cluster algebra theory.

Let us consider a one-punctured torus and its triangulations (see Figure 1). We fix a triangulation \( L = (\ell_1, \ell_2, \ell_3) \). For an arc \( \ell \) included in some triangulation, we set \( D(L, \ell) = \begin{bmatrix} d_1 \\ d_2 \\ d_3 \end{bmatrix} \), where \( d_i \) is the intersection number of \( \ell \) and \( \ell_i \) (note that the intersection number of itself is \(-1\)). It is called the intersection vector. Next, we consider an operation called a flip, which we will define strictly in Section 2. This is an operation to obtain a new triangulation by exchanging one of the edges constituting the triangulation. The Figure 2 shows an example.
There are three ways to flip for each triangle. Repeatedly applying flips to triangulations results in a full binary tree, called the intersection vector tree.

The first main theorem relates the intersection vector tree to the Stern-Brocot tree:

**Theorem 1.2 (Theorem 3.1).** We consider a map

\[
g: \mathbb{Z}_{\geq 0}^3 \to \mathbb{Q}, \quad \begin{bmatrix} d_1 \\ d_2 \\ d_3 \end{bmatrix} \mapsto \frac{d_1 + 1}{d_2 + 1}.
\]

The Stern-Brocot tree is obtained by replacing each vertex \( v \) of the intersection vector tree with \( g(v) \).

Next, we introduce a counterpart of the Calkin-Wilf tree. In contrast to the previous, we fix an arc \( \ell \) and consider changing triangulations from \( L \) to \( L' \) by a flip. In parallel with change of triangulations, we obtain another intersection vector \( D(L', \ell) \). By doing it
repeatedly, we define another tree, the initial intersection vector tree:

![Diagram of the initial intersection vector tree]

where the numbers around each edge indicate the position of the edge that will be exchanged in each triangulation. Let \( d(t, t') \) be the distance from \( t \) and \( t' \) on the tree. The second main theorem relates the initial intersection vector tree to the Calkin-Wilf tree:

**Theorem 1.3 (Theorem 1.3).** We define a map \( h \) from vertices of the initial intersection vector tree to \( \mathbb{Q} \) inductively as follows: we assign the leftmost vertex \( \begin{bmatrix} d_1; t_1 \\ d_2; t_1 \\ d_3; t_1 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \) to \( d_1; t_0 + 1 \\ d_2; t_0 + 1 = 1 \).

Let \( \{a, b, c\} = \{1, 2, 3\} \). When \( D(L_t, \ell) = \begin{bmatrix} d_{1,t} \\ d_{2,t} \\ d_{3,t} \end{bmatrix} \mapsto \begin{bmatrix} d_{a,t} + 1 \\ d_{b,t} + 1 \end{bmatrix} \), and

\[
D(L_t, \ell) \overset{k}{\mapsto} D(L_{t'}, \ell) \quad \text{with} \quad d(t_1, t) < d(t_1, t'),
\]

- if \( k = a \), then we assign
  \[
  D(L_{t'}, \ell) \mapsto \frac{d_{a,t} + 1}{d_{b,t} + 1},
  \]
- if \( k = b \), then we assign
  \[
  D(L_{t'}, \ell) \mapsto \frac{d_{a,t} + 1}{d_{c,t} + 1}.
  \]

The Calkin-Wilf tree is obtained by replacing each vertex \( v \) of the initial intersection vector tree with \( h(v) \).

In the context of cluster algebra theory, we can regard the relation between Theorem 1.2 and Theorem 1.3 as a specialization of the \( D \)-matrix duality introduced by \cite{RS18}.

In the last section, we mention the duality of the Cohn tree and the Christoffel tree using the duality of Theorem 1.2 and Theorem 1.3.

Trees in this paper and their relations are shown in Figure 3. Here, each dashed arrow indicates that the tree at the end of the arrow can be constructed by extracting some of the entries contained in each vertex of the tree at the start of the arrow.

**Organization.** In Section 2, we introduce the cluster structure of one-punctured torus and define the intersection vector and matrix. In Section 3, we prove Theorem 1.2 and give an explicit description of the intersection matrix. In Section 4, we prove Theorem 1.3. In Section 5, we define the Cohn tree and the Christoffel tree and describe their duality.

\footnote{In this paper, for the convenience of the proof, we describe the duality of the \( D \)-matrix, which is true only for some classes of cluster algebras. This duality property can be attributed to the duality of the \( F \)-matrix, which is similar to the \( D \)-matrix. See \cite{FG19} for details.}
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2. Cluster pattern from one-punctured torus

In this section, we introduce the cluster pattern from a one-punctured torus. This is a special case of the cluster structure from marked surfaces introduced by [FST08]. Let \( S \) be a one-punctured torus and let \( p \) be the only puncture of \( S \). Consider the triangulation of \( S \) by arcs with \( p \) at both ends; on the universal covering of \( S \), the triangulation of \( S \) is given by Figure 4. A triangulation of \( S \) consists of three arcs. Hereinafter, a set of arcs constructing a triangulation is referred to as a triangulation simply. In this paper, we define a triangulation as an ordered set. Let \( L = (\ell_1, \ell_2, \ell_3) \) be a triangulation. From symmetry, we can assume without loss of generality that \( \ell_1 \) is a horizontal line, \( \ell_2 \) is a vertical line, and \( \ell_3 \) is a diagonal line in Figure 4. For \( k \in \{1, 2, 3\} \), we define the flip \( \varphi_k(L) \) of \( L \) in direction \( k \) as the operation of exchanging \( \ell_k \) from \( L \) with another arc to obtain another triangle. Figure 4 shows the triangulations of \( S \) flipped from \( L \) in directions 1, 2, and 3, respectively. Let \( T_3 \) be the 3-regular tree whose edges are labeled by the numbers 1, 2, 3 such that the three edges emanating from each vertex have different labels. We use the notation \( t \xrightarrow{k} t' \) to indicate that vertices \( t, t' \in T_3 \) are joined by an edge labeled by \( k \). We fix an arbitrary vertex \( t_0 \in T_3 \), which is called the rooted vertex, and a triangulation \( L \). A cluster pattern with the initial triangulation \( L \) is an assignment of a triangulation.
$L_t = (\ell_{1,t}, \ell_{2,t}, \ell_{3,t})$ to every vertex $t \in \mathbb{T}_n$ such that $L$ is assigned $t_0$ and triangulations $L_t$ and $L_{t'}$ assigned to the endpoints of any edge $t \xrightarrow{k} t'$ are obtained from each other by a flip in direction $k$. We denote this assignment by $P_L: t \mapsto L_t$. For a cluster pattern $P_L$, when $\ell_{i,t}$ intersects with $\ell_1, \ell_2$ and $\ell_3$ at least $d_{i1}, d_{i2}$ and $d_{i3}$ times on $S \setminus \{p\}$ respectively, we define the intersection vector $D(L, \ell_{i,t})$ associated with $\ell_{i,t}$ as

$$D(L, \ell_{i,t}) = \begin{bmatrix} d_{i1} \\ d_{i2} \\ d_{i3} \end{bmatrix}.$$ 

We regard the intersection number of the same arc as $-1$. Furthermore, we define the intersection matrix $D(L, L_t)$ associated with $L_t$ as

$$D(L, L_t) = \begin{bmatrix} d_{11} & d_{12} & d_{13} \\ d_{21} & d_{22} & d_{23} \\ d_{31} & d_{32} & d_{33} \end{bmatrix}.$$ 

**Remark 2.1.** In the context of cluster algebra theory, it is known that intersection vectors and intersection matrices correspond with $d$-vectors and $D$-matrices introduced by [FZ07, RS18]. See [FST08].

### 3. Intersection Vector Tree and Stern-Brocot Tree

Let $t_1$ be a vertex of $\mathbb{T}_3$ connected with $t_0$ by an edge labeled 3, and we consider a full subtree whose vertex set is the union of $t_0$ and all vertices that are reachable to $t_1$ without going through $t_0$:
Let $T'_3$ be a full subtree of the above tree whose vertex set consists of all vertices of the above except for $t_0$. We correspond the intersection vectors to vertices of $T'_3$ as

\[
\begin{array}{c}
D(L, \ell_1; t_3) \\
D(L, \ell_1; t_2) \\
D(L, \ell_1; t_1) \\
D(L, \ell_2; t_3) \\
D(L, \ell_2; t_2) \\
D(L, \ell_2; t_1) \\
D(L, \ell_3; t_3) \\
D(L, \ell_3; t_2) \\
D(L, \ell_3; t_1)
\end{array}
\]

(3.2)

That is, if an edge labeled $k$ emanates from the left side of $t_i$ in (3.1), we assign $D(L, \ell_k; t_i)$ to $t_i$. Its first seven vertices are as follows:

\[
\begin{bmatrix}
0 & 0 \\
0 & 1 \\
2 & 1 \\
2 & 0 \\
0 & 1 \\
0 & 2 \\
1 & 2 \\
3 & 0 \\
1 & 2 \\
3 & 4
\end{bmatrix}
\]

We denote this tree by Tree($D$), and we call Tree($D$) the intersection vector tree. In this section, we prove the following theorem:

**Theorem 3.1.** We consider a map

\[
g: \mathbb{Z}^3_{\geq 0} \to \mathbb{Q}, \quad \begin{bmatrix} d_1 \\ d_2 \\ d_3 \end{bmatrix} \mapsto \frac{d_1 + 1}{d_2 + 1}
\]

The Stern-Brocot tree is obtained by replacing each vertex $v$ of Tree($D$) with $g(v)$.

For $k \in \{1, 2, 3\}$, we define the intersection matrix flip $\Phi_k$ of $D(L, L_t)$ in direction $k$ as

\[
(3.3)
\]

By regarding punctures on the universal cover of $S$ as lattice points on $\mathbb{R}^2$ with the coordinate axis $\ell_1 = \ell_1; t_0$ and $\ell_2 = \ell_2; t_0$, we consider the gradient of arcs of $L_t$. We denote the gradient of $\ell$ by $\text{grad}_L(\ell)$. We assume $\text{grad}_L(\ell_1) = 0, \text{grad}_L(\ell_2) = \infty, \text{grad}_L(\ell_3) = -1$.

**Example 3.2.** We consider an arc $\ell$ in Figure 6. Then we have

\[
\text{grad}_L(\ell) = \begin{bmatrix} \frac{3}{2} \\ \frac{1}{2} \\ \frac{1}{4} \end{bmatrix} \quad \text{and} \quad D(L, \ell) = \begin{bmatrix} 2 \\ 1 \\ 4 \end{bmatrix}
\]
**Definition 3.3.** For \( q \in \mathbb{Q} \cup \{\infty\} \), if \( n(q), d(q) \in \mathbb{Z} \) satisfy the following conditions, we say that \( \frac{n(q)}{d(q)} \) is the reduced expression of \( q \):

- \( q = \frac{n(q)}{d(q)} \),
- \( \gcd(n(q), d(q)) = 1 \),
- \( d(q) \geq 0 \).

Moreover, for a fraction \( \frac{a}{b} \), if there exists \( q \in \mathbb{Q} \cup \{\infty\} \) such that \( \frac{a}{b} \) is the reduced expression of \( q \), then we say that \( \frac{a}{b} \) is irreducible.

This expression is determined uniquely. In particular, \( \frac{0}{1}, \frac{1}{0} \) are reduced expressions of \( 0, \infty \) respectively.

**Lemma 3.4.** Let \( M = (m_1, m_2, m_3) \) be a triangulation and \( \{i, j, k\} = \{1, 2, 3\} \). The following two conditions are equivalent:

1. Either of the following two inequalities holds:

   \[
   \text{grad}_L(m_i) < \text{grad}_L(m_j) < \text{grad}_L(m_k) \quad \text{or} \quad \text{grad}_L(m_k) < \text{grad}_L(m_j) < \text{grad}_L(m_i).
   \]

2. If \( \text{grad}_L(m_i) = \frac{a}{b} \) and \( \text{grad}_L(m_k) = \frac{c}{d} \), and they are irreducible fractions, then

   \[
   \text{grad}_L(m_j) = \frac{a + c}{b + d}.
   \]

In particular, for any triangulation \( M = (m_1, m_2, m_3) \), there exist \( a, c \in \mathbb{Z} \) and \( b, d \in \mathbb{Z}_{\geq 0} \) such that \( \frac{a}{b} \) and \( \frac{c}{d} \) are irreducible and \( \{\text{grad}_L(m_1), \text{grad}_L(m_2), \text{grad}_L(m_3)\} = \left\{ \frac{a}{b}, \frac{a + c}{b + d} \right\} \).

**Proof.** We prove that (1) implies (2). Since \( M \) is a triangulation, \( m_i, m_j, m_k \) are as in Figure 7 on the universal covering of \( S \). When the coordinate of a point shared by 3 arcs is \((0,0)\), the coordinate of the other endpoint of \( m_i \) is \((b,a)\), and that of \( m_k \) is \((d,c)\). Therefore, that of \( m_j \) is \((b+d,a+c)\) and \( \text{grad}_L(m_j) = \frac{a + c}{b + d} \). It is clear that (2) implies (1). \( \square \)

**Remark 3.5.** We note that if (2) in Lemma 3.4 holds, then \( \text{grad}_L(m_j) = \frac{a + c}{b + d} \) is irreducible. This fact is shown in the following way: we assume that \( \frac{a + c}{b + d} \) is not irreducible.
Then $m_j$ passes through a lattice point in the section between $(0,0)$ and $(a+c, b+d)$. Since all lattice points are a point on $S$, $m_i$ intersects with $m_j$ at non-lattice points. This conflicts that $M$ is a triangulation. Moreover, if $\{\text{grad}_L(m_1), \text{grad}_L(m_2), \text{grad}_L(m_3)\} = \{(a, c, c-a)/b-d, (a, c)/b, (a-c)/b-d\}$ are irreducible, then the reduced expression of $\frac{c-a}{d-b}$ is $\frac{c-a}{d-b}$ or $\frac{a-c}{b-d}$. This fact is proved in the same way as the above.

Using the above lemma, we obtain the inequality between the gradients.

**Lemma 3.6.** Let $t \in T_3$, $L_t = (\ell_{1,t}, \ell_{2,t}, \ell_{3,t})$ a triangulation and $\{i, j, k\} = \{1, 2, 3\}$. We assume that

$$\text{(3.5)}$$

$$\text{grad}_L(\ell_{i,t}) < \text{grad}_L(\ell_{j,t}) < \text{grad}_L(\ell_{k,t}).$$

1. Let $L'_t = \{\ell_{i,t}, \ell_{j,t'}, \ell_{k,t}\}$ be a triangulation of $S$ obtained from $L_t$ by a flip in direction $j$. Then we have

$$\text{grad}_L(\ell_{j,t'}) < \text{grad}_L(\ell_{i,t}) < \text{grad}_L(\ell_{k,t}) \quad \text{or} \quad \text{grad}_L(\ell_{i,t}) < \text{grad}_L(\ell_{j,t}) < \text{grad}_L(\ell_{j,t'}).$$

2. Let $L''_t = \{\ell_{i,t'}, \ell_{j,t}, \ell_{k,t}\}$ be a triangulation of $S$ obtained from $L_t$ by a flip in direction $i$. Then we have

$$\text{grad}_L(\ell_{j,t}) < \text{grad}_L(\ell_{i,t'}) < \text{grad}_L(\ell_{k,t})$$

3. Let $L'''_t = \{\ell_{i,t'}, \ell_{j,t}, \ell_{k,t''}\}$ be a triangulation of $S$ obtained from $L_t$ by a flip in direction $k$. Then we have

$$\text{grad}_L(\ell_{i,t'}) < \text{grad}_L(\ell_{k,t''}) < \text{grad}_L(\ell_{j,t}).$$

**Proof.** We prove (1). By flipping the triangulation in Figure 7 in direction $j$, we have a triangulation in Figure 8. If $\text{grad}_L(\ell_{i,t}) = \frac{a}{b}$ and $\text{grad}_L(\ell_{k,t}) = \frac{c}{d}$, then $\text{grad}_L(\ell_{j,t}) = \frac{c-a}{d-b}$.

If the reduced expression of $\text{grad}_L(\ell_{j,t})$ is $\frac{c-a}{d-b}$, then by Lemma 3.4 and (3.5), we have $\text{grad}_L(\ell_{j,t'}) < \text{grad}_L(\ell_{i,t}) < \text{grad}_L(\ell_{j,t'})$. On the other hand, if the reduced expression is $\frac{a-c}{b-d}$, then we have $\text{grad}_L(\ell_{j,t'}) < \text{grad}_L(\ell_{j,t}) < \text{grad}_L(\ell_{k,t})$. The case (2) and (3) are also proved in the same way. □

We note that if $t \in T_3$, then the gradients of arcs of $L_t$ are 0 or more by Lemma 3.6. Let us consider relation between the gradient and the intersection vector of an arc $\ell$ of $L_t$. The following fact is useful:
Lemma 3.7. Let $\ell \in L_t$ be an edge satisfying $t \in T'_3$. Then, $\text{grad}_L(\ell) = \frac{a}{b}$ holds and $\frac{a}{b}$ is irreducible if and only if $D(L, \ell) = \begin{bmatrix} a - 1 \\ b - 1 \\ a + b - 1 \end{bmatrix}$ holds.

Proof. We assume that $\text{grad}_L(\ell) = \frac{a}{b}$ and $\frac{a}{b}$ is irreducible. The line segment from a lattice point to the next lattice point of the line corresponding to $\ell$ passes through $a + b - 1$ tiles separated by $\ell_1$ and $\ell_2$. In the process, the line segment intersects the horizontal line $a - 1$ times and the vertical line $b - 1$ times. Moreover, this line segment intersects the line corresponding to $\ell_3$ once for each passing tile. Therefore, we have $D(L, \ell) = \begin{bmatrix} a - 1 \\ b - 1 \\ a + b - 1 \end{bmatrix}$.

Conversely, assume $D(L, \ell) = \begin{bmatrix} a - 1 \\ b - 1 \\ a + b - 1 \end{bmatrix}$. We have $\text{grad}_L(\ell) = \frac{a}{b}$ by tracing the above discussion backwards. We assume that $\frac{a}{b}$ is not irreducible. In this case, the entries of the vector $\begin{bmatrix} a - 1 \\ b - 1 \\ a + b - 1 \end{bmatrix}$ represent the number of intersections of the line segments through the lattice points of the universal covering. This means that we are circling the same line on the torus more than once, which contradicts the definition of the intersection vector.

Remark 3.8. By Lemma 3.7, for $\ell \in L_t$ satisfying $t \in T'_3$ and $D(L, \ell_t) = \begin{bmatrix} a \\ b \\ a + b \end{bmatrix}$, $\frac{a + 1}{b + 1}$ and $\frac{b + 1}{a + 1}$ are irreducible.

We define the non-middle gradient flip as a flip that removes an arc whose gradient is the smallest or the largest in the three arcs and adds another arc. We are ready to prove the first main theorem.

Proof of Theorem 3.1. Let $t \in T_3$. For $L_t = (\ell_1,t, \ell_2,t, \ell_3,t)$, we consider the triple $\text{grad}_L(L_t) = (\text{grad}_L(\ell_1,t), \text{grad}_L(\ell_2,t), \text{grad}_L(\ell_3,t))$, where all entries are irreducible. According to Lemma 3.7, a restriction of $g$ to $\{D(L, \ell_t)\}_{t \in T'_3, i \in \{1,2,3\} \setminus \{0\}}$ is given by $D(L, \ell) \mapsto (\text{the reduced expression of}) \text{grad}_L(\ell)$. Therefore, it suffices to...
show that a tree

\[ \begin{align*}
\text{grad}_L(\ell_1, t_1) & \quad \text{grad}_L(\ell_2, t_2) & \quad \text{grad}_L(\ell_3, t_3) \\
1 & \quad 2 & \quad 3 \\
\text{grad}_L(\ell_1, t_6) & \quad \text{grad}_L(\ell_2, t_5) & \quad \text{grad}_L(\ell_3, t_4)
\end{align*} \]

is the Stern-Brocot tree. Flips in direction 1 and 2 at \( t_1 \) are non-middle gradient flips, and we see that flips from left to right in (3.1) are all non-middle gradient flips inductively by Lemma 3.6. Furthermore, \( \text{grad}_L(L) \) is the Farey triple tree. Flips in direction 1 and 2 at \( t_1 \) are non-middle gradient flips, and we see that flips from left to right in (3.1) are all non-middle gradient flips inductively by Lemma 3.6. Furthermore, \( \text{grad}_L(L) \) is the Farey triple tree, and this finishes the proof. \( \square \)

Remark 3.9. Contrary to Theorem 3.1, given a positive irreducible fraction, it is also possible to give the corresponding intersection vector:

\[ \begin{bmatrix}
\frac{a - 1}{b - 1} \\
\frac{a + b - 1}{a}
\end{bmatrix} \text{ for } \frac{a}{b}. \]

For the sake of discussion in Section 4, we give an description of intersection matrices.
Corollary 3.10. Let \( t \in T'_3 \) and \( L_t = (\ell_1; t, \ell_2; t, \ell_3; t) \) a triangulation. The intersection matrix \( D(L, L_t) = (d_{ij}) \) satisfies just one of the following:

(i) \[
\begin{bmatrix}
  d_{11} & d_{12} & d_{11} + d_{12} + 1 \\
  d_{21} & d_{22} & d_{21} + d_{22} + 1 \\
  d_{11} + d_{21} + 1 & d_{12} + d_{22} + 1 & d_{11} + d_{12} + d_{21} + d_{22} + 3
\end{bmatrix}
\]

(ii) \[
\begin{bmatrix}
  d_{12} + d_{13} + 1 & d_{12} & d_{13} \\
  d_{22} + d_{23} + 1 & d_{22} & d_{23} \\
  d_{12} + d_{13} + d_{22} + d_{23} + 3 & d_{12} + d_{22} + 1 & d_{13} + d_{23} + 1
\end{bmatrix}
\]

(iii) \[
\begin{bmatrix}
  d_{11} & d_{11} + d_{13} + 1 & d_{13} \\
  d_{21} & d_{21} + d_{23} + 1 & d_{23} \\
  d_{11} + d_{21} + 1 & d_{11} + d_{21} + d_{13} + d_{23} + 3 & d_{13} + d_{23} + 1
\end{bmatrix}
\]

Moreover, we have the following diagram:

\[
(iii) \xrightarrow{1} 2 \xrightarrow{3} 1 (i)
\]

where \( (n) \xrightarrow{k} (m) \) implies that \( D(L, L_t) \) satisfying \( (m) \) is obtained from \( (n) \) by \( \Phi_k \).

Proof. The statement follows from the fact that \( D(L, L_t) \) satisfies (i), and Lemmas 3.7 and 3.4. \( \square \)

4. Initial intersection vector tree and Calkin-Wilf tree

In contrast to the previous section, we correspond the intersection vectors to vertices of a subtree \( T'_3 \) of \( \mathbb{T}_3 \) as

\[
\begin{align*}
D(L_t, \ell_3) & \xrightarrow{1} D(L_{t_8}, \ell_3) \cdots \\
D(L_{t_2}, \ell_3) & \xrightarrow{2} D(L_{t_7}, \ell_3) \\
D(L_{t_1}, \ell_3) & \xrightarrow{3} D(L_{t_6}, \ell_3) \\
D(L_{t_6}, \ell_3) & \xrightarrow{1} D(L_{t_{10}}, \ell_3) \cdots \\
D(L_{t_5}, \ell_3) & \xrightarrow{2} D(L_{t_{11}}, \ell_3) \cdots \\
D(L_{t_1}, \ell_3) & \xrightarrow{3} D(L_{t_{12}}, \ell_3) \cdots \\
D(L_{t_3}, \ell_3) & \xrightarrow{1} D(L_{t_{13}}, \ell_3) \cdots \\
D(L_{t_3}, \ell_3) & \xrightarrow{2} D(L_{t_{14}}, \ell_3) \cdots \\
D(L_{t_3}, \ell_3) & \xrightarrow{3} D(L_{t_{15}}, \ell_3) \cdots
\end{align*}
\]
That is, we assign $D(L_t, \ell_3)$ to $t_i$. Its first seven vertices are as follows:

\[
\begin{bmatrix}
0 & 0 & 1 \\
2 & 0 & 1 \\
0 & 2 & 1 \\
0 & 0 & 2 \\
2 & 4 & 1 \\
0 & 2 & 3 \\
0 & 2 & 3
\end{bmatrix}
\]

We denote this tree by $\text{Tree}(D^1)$ and we call it the *initial intersection vector tree*. We make a preparation for describing the main theorem of this section. In this section, we regard $L_t$ as the initial triangulation. We define the *initial intersection matrix flip* $\Psi_k$ of $D(L_t, L)$ in direction $k$ as

\[
\Psi_k(D(L_t, L)) = D(\varphi_k(L_t), L).
\]

The following proposition is clear:

**Proposition 4.1.** We have

\[D(L_t, L) = (D(L, L_t))^T,\]

where $T$ is the transposition.

By using this duality, we have the following property:

**Proposition 4.2.** For $t \xrightarrow{k} t' \in \mathbb{T}_3$, let

\[D(L_t, \ell_3) = \begin{bmatrix} d_1 \\ d_2 \\ d_3 \end{bmatrix} \quad \text{and} \quad D(L_{t'}, \ell_3) = \begin{bmatrix} d_1' \\ d_2' \\ d_3' \end{bmatrix}.\]

If $i \neq k$, then we have $d_i = d_i'$. Furthermore, when $D(L_t, \ell_3) \geq 0$ and $D(L_{t'}, \ell_3) \geq 0$, $d_k \neq \max\{d_1, d_2, d_3\}$ if and only if $d_k' = \max\{d_1', d_2', d_3'\}$.

**Proof.** The former follows from Proposition 4.1. We prove the “only if” part of the latter. If $d_k = \max\{d_1, d_2, d_3\}$, the gradient of an arc corresponding to $k$th row of $D(L, L_t)$ is the second largest in three arcs because of Proposition 4.1 and Lemmas 3.7, 3.4. By Lemma 5.6 the gradient of an arc corresponding to $k$th row of $D(L, L_{t'})$ is not the second largest in three arcs. By Lemma Proposition 4.1 and Lemmas 3.7, 3.4 again, we have $d_k' = \max\{d_1', d_2', d_3'\}$. We prove the “if” part. We assume that $d_k' = 0$. By Proposition 4.1 and Lemma 3.6 we have $D(L, L_{t'}) \leq 0$ and this is confliction. In the case of $d_k \neq 0$, it is proved by considering the inverse of the “only if” part with $d_k' \neq 0$.

By Proposition 4.2, if $D(L_t, \ell_3)$ lies on the right endpoint of an edge labeled by $k$ in the tree of (4.1), then the $k$th element of $D(L_t, \ell_3)$ is the maximal in those three. In the rest of this section, we prove the following theorem:

3In the context of cluster algebra theory, this operation is the special case of an *initial mutation* of an $D$-matrix. See [RS18].
Theorem 4.3. We set \( D(L_t, \ell_3) = \begin{bmatrix} d_{13:t} \\ d_{23:t} \\ d_{33:t} \end{bmatrix} \). We define a map
\[ h: \{D(L_t, \ell_3)\}_{t \in T_3^+} \to \mathbb{Q} \]
inductively as follows: we assign
\[ D(L_{t_1}, \ell_3) \Rightarrow \frac{d_{13:t_1} + 1}{d_{23:t_1} + 1} = \frac{1}{1}, \]

Let \( \{a, b, c\} = \{1, 2, 3\} \). When \( D(L_t, \ell_3) \Rightarrow \frac{d_{a3:t} + 1}{d_{b3:t} + 1} \), and \( D(L_t, \ell_3) \xrightarrow{k} D(L_{t'}, \ell_3) \) with \( d(t_1, t) < d(t_1, t') \),
- if \( k = a \), then we assign \( D(L_{t'}, \ell_3) \Rightarrow \frac{d_{a3:t'} + 1}{d_{b3:t'} + 1} \),
- if \( k = b \), then we assign \( D(L_{t'}, \ell_3) \Rightarrow \frac{d_{a3:t'} + 1}{d_{b3:t'} + 1} \).

The Calkin-Wilf tree is obtained by replacing each vertex \( v \) of \( \text{Tree}(D^\dagger) \) with \( h(v) \).

In the rest of this section, we prove Theorem 4.3. The following lemma is duality of Lemma 3.10.

Lemma 4.4. We fix \( t \in T_3^+ \). The intersection matrix \( D(L_t, L) = (d_{ij}) \) satisfies just one of the following:

\[
(i) \begin{bmatrix}
  d_{11} & d_{12} & d_{11} + d_{12} + 1 \\
  d_{21} + d_{21} + 1 & d_{12} + d_{22} + 1 & d_{11} + d_{12} + d_{21} + d_{22} + 3 \\
  d_{31} + d_{31} + 1 & d_{22} + d_{32} + 1 & d_{21} + d_{31} + d_{22} + d_{32} + 3
\end{bmatrix} \\
(ii) \begin{bmatrix}
  d_{21} & d_{22} & d_{21} + d_{22} + 1 \\
  d_{12} & d_{22} + d_{32} + 1 & d_{12} + d_{21} + d_{22} + d_{32} + 3 \\
  d_{31} & d_{32} & d_{31} + d_{32} + 1
\end{bmatrix} \\
(iii) \begin{bmatrix}
  d_{11} & d_{12} & d_{11} + d_{12} + 1 \\
  d_{11} + d_{31} + 1 & d_{12} + d_{32} + 1 & d_{11} + d_{12} + d_{31} + d_{32} + 3 \\
  d_{31} & d_{32} & d_{31} + d_{32} + 1
\end{bmatrix}.
\]

Moreover, we have the following diagram:

\[
\begin{array}{c}
(iii) \\
2 \\
1
\end{array} \xleftarrow{2} \begin{array}{c}
(ii) \\
3
\end{array} \xrightarrow{3} \begin{array}{c}
(i) \\
\end{array},
\]

where \( (n) \xrightarrow{k} (m) \) implies that \( D(L_t, L) \) satisfying \( (m) \) is obtained from \( (n) \) by \( \Psi_k \).

Proof. It follows from Corollary 3.10 and Proposition 4.1. \( \square \)

Let us prove the main theorem in this section.

Proof of Theorem 4.3. For a fraction \( q \), we denote the numerator and denominator of \( q \) by \( q_n, q_d \), respectively. It suffices to show the following: for any \( (n) \) in (i)–(iii) in the diagram of Lemma 4.4 and \( D(L_t, \ell_3) \) satisfying \( (n) \), if
\[
h(D(L_t, \ell_3))_n = x, \quad h(D(L_t, \ell_3))_d = y,
\]
then we have
\[
h(\Psi_a(D(L_t, \ell_3)))_n = x + y, \quad h(\Psi_a(D(L_t, \ell_3)))_d = y, \quad h(\Psi_b(D(L_t, \ell_3)))_n = x, \quad h(\Psi_b(D(L_t, \ell_3)))_d = x + y.
\]
We set \( D(L_t, L) = \begin{bmatrix} d_{11; t} & d_{12; t} & d_{13; t} \\ d_{21; t} & d_{22; t} & d_{23; t} \\ d_{31; t} & d_{32; t} & d_{33; t} \end{bmatrix} \). We prove the case that \( D(L_t, \ell_3) \) satisfies (i).

First, we assume that

\[ h(D(L_t, \ell_3)) = \frac{d_{13; t} + 1}{d_{23; t} + 1}. \]

By Lemma 4.4 and definition of \( h \), for \( t \frac{1}{t'} \) and \( t \frac{2}{t''} \), we have

\[ h(D(L_t, \ell_3)) = \frac{d_{13; t} + 1}{d_{23; t} + 1} = \frac{d_{11; t} + d_{12; t} + 2}{d_{21; t} + d_{22; t} + 2}, \]
\[ h(D(L_t, \ell_3)) = \frac{d_{33; t} + 1}{d_{23; t} + 1} = \frac{d_{11; t} + d_{12; t} + d_{21; t} + d_{22; t} + 4}{d_{21; t} + d_{22; t} + 2}, \]
\[ h(D(L_t, \ell_3)) = \frac{d_{33; t} + 1}{d_{23; t} + 1} = \frac{d_{11; t} + d_{12; t} + d_{21; t} + d_{22; t} + 4}{d_{21; t} + d_{22; t} + 2}. \]

Moreover, we have \( h(D(L_{t'}, \ell_3)) = \frac{d_{33; t'} + 1}{d_{23; t'} + 1} \) and \( h(D(L_{t''}, \ell_3)) = \frac{d_{13; t''} + 1}{d_{33; t''} + 1} \) by Proposition 4.2. Second, in the case that

\[ h(D(L_t, \ell_3)) = \frac{d_{23; t} + 1}{d_{13; t} + 1}, \]

we can prove in the same way as the first case. Therefore, in (i), \( D(L_t, \ell_3) \) satisfies the desired condition. By symmetry, we can also prove the case that \( D(L_t, \ell_3) \) satisfies (ii) or (iii).

**Remark 4.5.** Contrary to Theorem 4.3, given a positive irreducible fraction, it is also possible to give the corresponding initial intersection vector inductively by using Calkin-Wilf tree. Actually, the entry of \( D(L, \ell) \) that is not used in the map \( h \) in Theorem 4.3 can be recovered as \( a + b + 1 \) using the other two components \( a \) and \( b \) from Lemma 4.4.

### 5. Christoffel Tree and Cohn Tree

In this section, we give the duality of the Christoffel tree and the Cohn tree by using the duality of the Stern-Brocot tree and the Calkin-Wilf tree. First, we define the Christoffel path and the Christoffel word. Let \( \ell_{y/x} \) be a line segment in \( \mathbb{R}^2 \) from \((0, 0)\) to \((x, y) \in \mathbb{Z}^2\). Now, we assume that \( y/x \) is irreducible. We define the (lower) Christoffel path \( c_{y/x} \) of slope \( y/x \) as the staircase walk on \( \mathbb{Z}^2_{\geq 0} \) from \((0, 0)\) to \((x, y)\) satisfying the following conditions:

- \( c_{y/x} \) does not pass through the region above \( \ell_{y/x} \),
- no element in \( \mathbb{Z}^2 \) is contained in the interior of the region enclosed by \( c_{y/x} \) and \( \ell_{y/x} \).

Next, we consider a word that is formed by adding \( a \) to the right for each parallel move and adding \( b \) to the right for each perpendicular move from \((0, 0)\) to \((x, y)\) along the Christoffel path \( c_{y/x} \). This word is called the Christoffel word of slope \( y/x \).

**Example 5.1.** When \((x, y) = (5, 3)\), the Christoffel path is the staircase walk in the Figure 7. Moreover, the Christoffel word of slope 3/5 is \( aabaabab \).

---

4This is also called the maximal Dyck path.
We use $\prec$ as the lexicographic order. We define the Christoffel tree. This is the following tree: the root is $(a, b)$, and the generation rule is that a parent $(u, v)$ has the following children:

```
(a, b)   (ab, b)   (a^2b, ab)
  /      /        /
 (a, ab) (ab, ab) (a^2, ab^2)
```

The first few terms are as follows:

```
(a, b) ---- (ab, b) ---- (ab^2, b) ---- (ab^3, b) ---- ...
     \                     \                     \        \        \\
      (a, ab)               (ab, ab)               (a^2b, ab)    (a^2, ab^2) ...
```

Here, the labeling rule is the same as the Calkin-Wilf tree’s rule. We denote it by Tree(Ch). The Christoffel tree is also constructed in the following way: first, we consider the Christoffel triple tree. This is a full binary tree given in the following way: the root is $(a, b, ab)$, and the generation rule is that a parent $(u, v, w)$ has the following two children: if the second largest word in lexicographic order is (i) $u$, (ii) $v$, (iii) $w$, then

(i) $\quad (u, v, w)$
(ii) $\quad (u, v, w)$
(iii) $\quad (u, v, w)$

```
(u, v, w)  (u, v, w)  (u, v, w)
  /    /    /
 (u, u*v, w) (u, v, u*v) (v*w, v, w)
```

where

$$u \ast v = \begin{cases} 
vu & \text{if } v \prec u \\
uv & \text{if } u \prec v. 
\end{cases}$$
We denote it by \( \text{Tree}(3\text{Ch}) \). The Christoffel tree is obtained from the Christoffel triple tree by replacing vertices with pairs of largest and smallest words in them. The following theorem is proved by Berstel and de Luca.

**Theorem 5.2** ([BdL97]).

1. In the Christoffel tree, all elements in each vertex are Christoffel words. Furthermore, for \((u, v) \in \text{Tree(Ch)}\), \(uv\) is a Christoffel word.

2. The tree obtained by replacing \((u, v) \in \text{Tree(Ch)}\) with \(\frac{|u|}{|v|}\) is the Calkin-Wilf tree.

3. The tree obtained by replacing \((u, v) \in \text{Tree(Ch)}\) with \(\frac{|uv|_b}{|uv|_a}\) is the Stern-Brocot tree.

Here, \(|u|\) is the total number of letters \(a\) and \(b\) in \(u\), \(|u|_a\) is the number of letters \(a\), and \(|u|_b\) is the number of letters \(b\).

Next, we give the duality of Theorem 5.2.

We introduce the Cohn tree. First, we define the Cohn triple tree, whose vertices are triples of words. The root is \((a, b, ab)\), and generation rule is as follows: for \((u, v, w)\), its left children is \((u_1, v_1, w_1)\), where \(u_1, v_1, w_1\) is obtained from \((u, v, w)\) by replacing all \(b\) in their words with \(ab\) respectively. On the other hand, its right children is \((u_2, v_2, w_2)\), where \(u_2, v_2, w_2\) is obtained from \((u, v, w)\) by replacing all \(a\) in their words with \(ab\) respectively. The first few terms are as follows:

\[
\begin{align*}
(a, b, ab) & \quad (a, b^2, ab^2) & \quad (a, b^{2b}, ab^{2ab}) \\
(a, ab^2, a^2b) & \quad (a^2b, ab, a^2babab) & \quad (ab^2, ab^2, abab^2ab^2) \\
(ab, b, ab^2) & \quad (a^2bab^2, ab^2, abab^2ab^2) & \quad (a^3b, a^2b, a^3ba^2b) \\
(ab, ab^2, abab^2) & \quad (a^2b, a^2bab, a^2ba^2bab) & \quad (ab^2, ab^2, abab^2) \\
(a, ab, a^2b) & \quad (a, a^2b, a^3b) & \quad (a, a^2b, a^3b, a^4b) \\
\end{align*}
\]

By definition, the third entry of each vertex is a word combined the first entry with the second entry. We call this tree the Cohn triple tree and denote it by \(\text{Tree}(3\text{Co})\). Furthermore, we define the Cohn tree as a tree obtained by replacing each vertex in the Cohn triple tree with its first and second entries. The first few terms of the Cohn tree are
as follows:

We denote this tree by Tree(Co). We also introduce the combined Cohn tree. This tree is obtained from the Cohn tree by replacing each vertex with the third element of it. We denote it by Tree(cCo). We prove the following property:

**Theorem 5.3** ([Aig13, Theorem 7.6]).

1. In the Cohn tree, all elements in each vertex are Christoffel words. Furthermore, for \((u, v) \in\) Tree(Co), \(uv\) is a Christoffel word.

2. The tree obtained by replacing \((u, v) \in\) Tree(Co) with \(\frac{|u|}{|v|}\) is the Stern-Brocot tree.

3. The tree obtained by replacing \((u, v) \in\) Tree(Co) with \(\frac{|uv|_b}{|uv|_a}\) is the Calkin-Wilf tree.

These are dual statements of Theorem 5.2. We only prove (2) and (3).

**Proof.** First, we prove (3). For the root \(ab\) in Tree(cCo), we have \(\frac{|ab|_b}{|ab|_a} = \frac{1}{1}\). For \(w \in\) Tree(cCo), we assume that \(w\) has the following two children:

\[
\begin{array}{c}
 w \\
 w_1 & w_2
\end{array}
\]

Then it suffices to prove that

\[
\begin{array}{c}
 |w|_b \\
 |w|_a \\
 |w_1|_b & |w_2|_b \\
 |w_1|_a & |w_2|_a
\end{array}
\]

is the Calkin-Wilf tree’s generation rule, that is,

\[
\begin{align*}
|w_1|_b &= |w|_b, & |w_1|_a &= |w|_a + |w|_b, \\
|w_2|_b &= |w|_a + |w|_b, & |w_2|_a &= |w|_a.
\end{align*}
\]

It follows from the generation rule of Tree(3Co).
Next, we prove (2). For \( t \in T'_3 \) and corresponding vertex \((u_t, v_t, u_t v_t) \in \text{Tree}(3\text{Co})\), we consider

\[
(5.1) \quad v_t = \begin{bmatrix} |u_t| - 1 \\ |v_t| - 1 \\ |u_t v_t| - 1 \end{bmatrix}.
\]

We denote the tree obtained from \( T'_3 \) by replacing \( t \) with \( v_t \) by \( \text{Tree}(V) \). By Theorem 3.1, it suffices to show that \( \text{Tree}(V) = \text{Tree}(D) \). For \( t \in T'_3 \), we consider the following matrix \( W_t \): when \( t = t_1 \), we set

\[
W_{t_1} = \begin{bmatrix} [a]_b - 1 & [b]_a - 1 & [ab]_b - 1 \\ [a]_a - 1 & [b]_a - 1 & [ab]_a - 1 \\ |a| - 1 & |b| - 1 & |ab| - 1 \end{bmatrix} = \begin{bmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

Furthermore, for \( t \in T'_3 \), we define \( W_t \) respectively in the following way: \( t \xrightarrow{1} t' \) with \( d(t_1, t) < d(t_1, t') \) and

\[
W_t = \begin{bmatrix} |u_t|_x - 1 & |v_t|_x - 1 & |u_t v_t|_x - 1 \\ |u_t|_y - 1 & |v_t|_y - 1 & |u_t v_t|_y - 1 \\ |u_t| - 1 & |v_t| - 1 & |u_t v_t| - 1 \end{bmatrix},
\]

then we set

\[
W_{t'} = \begin{bmatrix} |u_{t'}| - 1 & |v_{t'}| - 1 & |u_{t'} v_{t'}| - 1 \\ |u_{t'}|_y - 1 & |v_{t'}|_y - 1 & |u_{t'} v_{t'}|_y - 1 \\ |u_{t'}|_x - 1 & |v_{t'}|_x - 1 & |u_{t'} v_{t'}|_x - 1 \end{bmatrix},
\]

where \( \{x, y\} = \{a, b\} \). In the same way, if \( t \xrightarrow{k} t' \) with \( d(t_1, t) < d(t_1, t') \) and

\[
W_t = \begin{bmatrix} |u_t|_x - 1 & |v_t|_x - 1 & |u_t v_t|_x - 1 \\ |u_t|_y - 1 & |v_t|_y - 1 & |u_t v_t|_y - 1 \\ |u_t| - 1 & |v_t| - 1 & |u_t v_t| - 1 \end{bmatrix},
\]

then we set

\[
W_{t'} = \begin{bmatrix} |u_{t'}| - 1 & |v_{t'}| - 1 & |u_{t'} v_{t'}| - 1 \\ |u_{t'}|_y - 1 & |v_{t'}|_y - 1 & |u_{t'} v_{t'}|_y - 1 \\ |u_{t'}|_x - 1 & |v_{t'}|_x - 1 & |u_{t'} v_{t'}|_x - 1 \end{bmatrix}.
\]

When \( t \xrightarrow{k} t' \), like as \( t \xrightarrow{1} t' \), if \( k \)th row of \( W_t \) is

\[
\begin{bmatrix} |u_t|_x - 1 & |v_t|_x - 1 & |u_t v_t|_x - 1 \end{bmatrix}
\]

and

\[
\begin{bmatrix} |u_t| - 1 & |v_t| - 1 & |u_t v_t| - 1 \end{bmatrix}
\]

is \( \ell \)th row of \( W_t \), then the \( k \)th row of \( W_{t'} \) is

\[
\begin{bmatrix} |u_{t'}| - 1 & |v_{t'}| - 1 & |u_{t'} v_{t'}| - 1 \end{bmatrix}
\]

and the \( \ell \)th row of \( W_{t'} \) is

\[
\begin{bmatrix} |u_{t'}|_x - 1 & |v_{t'}|_x - 1 & |u_{t'} v_{t'}|_x - 1 \end{bmatrix}.
\]

The rest row of \( W_{t'} \) is

\[
\begin{bmatrix} |u_{t'}|_y - 1 & |v_{t'}|_y - 1 & |u_{t'} v_{t'}|_y - 1 \end{bmatrix}.
\]

By Theorem 4.3, Lemma 4.3 and Theorem 5.3 (3), we have \( W_t = D(L_t, L) \). Therefore, \( W_{t'} = D(L, L_t) \) by Proposition 4.1. Therefore, we have \( \text{Tree}(V) = \text{Tree}(D) \). \( \square \)
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