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We evaluate the spin-wave spectrum and dynamic susceptibility in a layered superconductor with helical interlayer magnetic structure. We especially focus on the structure in which the moments rotate 90° from layer to layer realized in the iron pnictide RbEuFe$_4$As$_4$. While in nonmagnetic superconductors low-frequency magnetic field decays on the distance of the order of the London penetration depth, spin waves mediate its propagation to much larger distances limited by external dissipation mechanisms. The spin-wave spectrum in superconductors is strongly renormalized due to the long-range electromagnetic interactions between the oscillating magnetic moments. This leads to strong enhancement of the frequency of the mode coupled with uniform field and this enhancement exists only within a narrow range of the $c$-axis wave vectors of the order of the inverse London penetration depth. The key feature of materials like RbEuFe$_4$As$_4$ is that this uniform mode corresponds to the maximum frequency of the spin-wave spectrum with respect to the $c$-axis wave vector. As a consequence, the high-frequency surface resistance acquires a very distinct asymmetric feature spreading between the bare and renormalized frequencies. We also consider excitation of spin waves with the Josephson effect in a tunneling contact between helical-magnetic and conventional superconductors and study the interplay between the spin-wave features and geometrical cavity resonances in the current-voltage characteristics.

I. INTRODUCTION

Experimental realization, characterization, and understanding of quantum materials have emerged as central topics in modern physics research. Quantum materials have the potential to offer new functionalities enabling novel applications and therefore provide a fundamental basis for future technological advances. Superconductors supporting long-range magnetic order represent a rare class of quantum materials with unique properties caused by the interplay between magnetic and superconducting subsystems [1–4]. As singlet superconductivity and ferromagnetism are strongly incompatible states, the ground-state configurations are always characterized by nonuniform structures of either magnetic moments or superconducting gap parameter. The nature of nonuniform configurations ultimately determines transport and thermodynamic properties of these materials. In the case of strong superconductivity and soft magnetism, it was theoretically predicted that the exchange interaction between two subsystems favors a nonuniform magnetic state either in the form of small-size domains [5] or helical structure [6] for strong and weak magnetic anisotropy, respectively.

Several classes of magnetic singlet superconductors have been discovered and thoroughly characterized. The magnetism in these materials is hosted in the rare-earth-element sublattice spatially separated from the conduction-electron sublattice. In spite of high density of rare-earth (RE) local moments, the superconductivity survives because the exchange interaction between two sublattices is relatively weak. Various nonuniform magnetic structures have been revealed in the coexistence regions.

The first two groups of magnetic superconductors discovered half a century ago are ternary molybdenum chalcogenides (Chevrel phases), such as HoMo$_6$S$_8$, with superconducting transition at $T_c \approx 1.2$ K [7], and ternary rhodium borides, such as ErRh$_4$B$_4$, with $T_c \approx 8.5$ K [8], see detailed reviews [1, 3, 4]. In these materials the exchange interaction between magnetic and superconducting subsystems is actually not very weak: the emerging ferromagnetism at sub-Kelvin temperatures destroys superconductivity and causes the reentrance of the normal state. Nevertheless, a narrow coexistence region does exist near the reentrance where an intermediate oscillatory magnetic state is formed [9–11], in qualitative agreement with theoretical expectations.

Another important class of magnetic superconductors is the rare-earth nickel borocarbides $RENi_2B_2C$, see reviews [12–14]. In contrast to the nearly cubic ternary compounds, these are layered materials composed of magnetic $REC$ layers and conducting Ni layers. The superconductivity coexists with different kinds of magnetic order in four compounds with $RE\rightarrow$ Tm, Er, Ho, and Dy. The magnetic moments typically order ferromagnetically within $REC$ layers and alternate from layer to layer (A-type antiferromagnets). This basic configuration, however, is perturbed in some compounds. Particularly interesting are Er and Ho compounds where the magnetic transition takes place inside the superconducting state at temperatures comparable with the superconducting transition temperature (10.5 K and 8 K, for Er and Ho, respectively). Magnetic structure in the ErNi$_2$B$_2$C is characterized by additional in-plane modulation, which is probably caused by interaction with the superconducting sublattice. In addition, a peculiar weak ferromagnetic state appears below 2.3 K, and, contrary to HoMo$_6$S$_8$ and ErRh$_4$B$_4$, it coexists with superconductivity at lower temperatures. In the Ho compound the magnetic phase diagram is also very rich: the transition
to the low-temperature A-type antiferromagnetic state occurs via two intermediate incommensurate spiral configurations, one with helix direction along the c axis and another with additional in-plane modulation.

Contrary to singlet Cooper pairing, a rare triplet superconducting state may coexist with uniform ferromagnetism. Such triplet state is realized in uranium-based compounds UGe$_2$, URhGe, and UCoGe, which become superconducting at sub-Kelvin temperature range, inside the ferromagnetic state, see reviews 15–17. In spite of low transition temperatures, due to triplet pairing, the superconducting state survives up to remarkably high magnetic field, 10–25 teslas. The triplet state is also likely realized in the recently discovered compound UT$_2$, even though this material is not magnetic 18.

Interest in the physics of magnetic singlet superconductors has been recently reinvigorated by the discovery of the magnetically ordered iron pnictides, in particular, europium-based 122 compounds, see review 19. The layered structure of these materials is similar to borocarbides: they are composed of the magnetic Eu and conducting FeAs layers. The parent material EuFe$_2$As$_2$ is a nonsuperconducting compensated multiple-band metal which has the spin-density-wave transition in the FeAs layers at 189 K and the A-type antiferromagnetic transition in the Eu$^{2+}$ layers at 19 K with the magnetic moments aligned along the layers 20–22. The superconducting state emerges under pressure with the maximum transition temperature reaching 30 K at 2.6 GPa exceeding the magnetic transition temperature in the Eu sublattice 23. Superconducting compounds with Eu magnetic order also have been obtained by numerous chemical substitutions on different atomic sites of the parent compound, including isovalent substitutions of P on the As site 24–29 and of Ru on the Fe site 30, electron doping via substitutions of Co 31 or Ir 32 on the Fe site, and hole-doping via substitutions of K 33 or Na 34 on the Eu site. The maximum superconducting transition temperature for different substitution series ranges from 22 to 35 K exceeding the magnetic-transition temperature in Eu layers. Therefore the key feature of these materials is that they have magnetic transition in the Eu$^{2+}$ sublattice at the temperature scale, comparable with the superconducting transition in FeAs sublattice. The most studied substituted superconductor in this family is EuFe(As$_{1-x}$P$_x$)$_2$. The superconducting transition temperature reaches a maximum of 26 K for $x \approx 0.3$ followed by the ferromagnetic transition at 19 K. Contrary to the parent compound, the Eu moments align ferromagnetically along the c axis at 19 K 29. At lower temperatures, the coexistence of ferromagnetism with superconductivity leads to the formation of the composite domain and vortex-antivortex structure visualized by the decorations 35 and magnetic-force microscopy 36. This structure has been explained assuming purely electromagnetic coupling between the magnetic moments and superconducting order parameter 37.

A recent addition to the family of Eu-based iron pnictides is the stoichiometric 1144 compounds $A$EuFe$_4$As$_4$ with $A$=Rb 38,42 and Cs 39,43 in which every second layer of Eu in the parent material is replaced with the layer of nonmagnetic Rb or Cs. These materials have the superconducting transition temperature of 36.5 K, higher than the doped 122 Eu compounds. Such high transition temperature is achieved because of close-to-optimal hole concentration and the absence of disorder caused by random substitutions. On the other hand, the magnetic transition temperature 15 K is 4 K lower than in the parent 122 compound, probably due to the weaker interaction between the magnetic layers. These materials are characterized by highly anisotropic easy-axis Eu magnetism 41,44,45. With increasing pressure the superconducting transition temperature decreases and the magnetic transition temperature increases so that at pressures larger that ~7 GPa the superconducting transition already takes place in the magnetically ordered state 46,47. Recent resonant X-ray scattering and neutron diffraction measurements demonstrated that the magnetic structure is helical: the Eu moments align ferromagnetically inside the layers and rotate 90° from layer to layer 48,49.

New materials frequently host new physical phenomena. In this paper we investigate spin waves and related properties for layered superconductors with helical magnetic structure with the modulation perpendicular to the layer direction. Spin waves is the most important dynamic characteristic of magnetic materials and their properties are essential for the emerging spintronics 53,54 and magnonics 55,57 applications. As the ground-state configuration, the spin-wave spectrum is determined by the exchange and electromagnetic interactions between the moments and by magnetic anisotropy. A key feature of superconducting materials is that the long-wave part of the spin-wave spectrum is renormalized in a nontrivial way by long-range electromagnetic interactions between the oscillating magnetic moments. In the case of a ferromagnetic triplet superconductor with uniform magnetization, the spectrum of spin waves, their excitation by the external electromagnetic waves, and related features in the surface impedance have been considered in Refs. 58,59. The spectrum of spin waves in antiferromagnetic singlet superconductors has been evaluated in Ref. 60. Here we extend these considerations to superconductors with helical magnetic structure. While some of our results are valid for a general modulation period, we mostly focus on the case relevant for RbEuFe$_4$As$_4$, namely, the structure in which the moments rotate 90° from layer to layer and the easy-plane anisotropy exceeding the interlayer exchange interaction. We evaluate the spin-wave spectrum as a function of the c-axis wave vector and find that the mode having a c-axis uniform component of the oscillating spins corresponds to the spectrum maximum. This mode is strongly renormalized by the long-range electromagnetic interactions, its frequency increases by the factor of the square root of the magnetic permeability with respect to the bare value.
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II. MODEL AND GENERAL EQUATIONS

We consider a layered magnetic superconductor de-
scribed by the energy functional

\[ E = E_m + E_s 
+ \int d^3r \left( \frac{B^2}{8\pi} - BM + 2\pi M^2 - \frac{H_c B}{4\pi} \right), \] (1)

where the term

\[ E_s = \int d^3r \sum_{i=x,y,z} \frac{1}{8\pi \lambda_i^2} \left( A_i - \frac{\Phi_0}{2\pi} \nabla_i \phi \right)^2 \] (2)

is the kinetic energy of the superconducting subsystem in the London approximation determined by the com-

ponents of the penetration depth \( \lambda_i \) and \( A \) is the vec-
tor potential determining the local magnetic induction, \( B = \nabla \times A \). In the following, we consider the Meissner

state and drop the phase of the superconducting order parameter \( \phi \). We assume that the magnetic subsystem is described by the classical quasi-two-dimensional easy-

plane Heisenberg model

\[ E_m = -J \sum_{(i,j),n} S_{i,n} S_{j,n} 
+ \mathcal{K} \sum_{i,n} (2S^z_{i,n} - 1) - \sum_{i,n,\ell > 0} J_{z,\ell} S_{i,n} S_{i,n+\ell}, \] (3)

where \( S_{i,n} \) is the spin at the site \( i \) and in the layer \( n \)

with the absolute value equal to \( S \), \( J \) is the in-plane exchange constant, \( \mathcal{K} \) is the easy-plane anisotropy, and \( J_{z,\ell} \) are the interlayer exchange constants. The exchange constants likely have a substantial RKKY con-

tribution. The behavior of \( J_{z,\ell} \) for \( \ell > \xi_c/d \) is strongly affected by superconductivity[6, 63], where \( d \) is the sepa-

ration between the magnetic layers and \( \xi_c \) is the c-

axis coherence length. Local spins determine local mag-

netic moments \( m_{i,n} = g\mu_B S_{i,n} \) where \( g\mu_B \) is the Bohr mag-

neton. Therefore, the bulk magnetization \( M(r) \) in Eq. (1) is related to the coarse-grained spin distribution as \( M(r) = n_M g\mu_B S(r) \), where \( n_M \) is the bulk density of spins. \( S(r) \) in this relation is obtained by averaging of \( S_{i,n} \) over distances much larger than neighboring spin separations.

Slowly varying in space oscillating magnetization gener-

ates macroscopic magnetic fields which couple with this magnetization. This effect is especially important in su-

perconductors where it leads to significant renormaliza-

tion of the spin-wave spectrum [58, 59]. We will assume that the supercurrent response to the slowly oscillating magnetization can be treated quasistatically. The corre-

sponding equation is obtained by variation of the energy with respect to the vector potential \( A \),

\[ \left( \hat{\lambda}^{-2} - \nabla^2 \right) A - 4\pi \nabla \times M = 0. \] (4)

We can transform this equation into the equation con-
necting the local magnetic field strength \( H = B - 4\pi M \)

and magnetization

\[ H + \nabla \times \hat{\lambda}^2 \nabla \times H = -4\pi M. \] (5)

For time-dependent fields, this equation is modified by quasiparticle currents. We neglect this contribution as-
suming that the time variations are slow. On the other hand, the oscillating magnetic field generates oscillating magnetization due to dynamic magnetic response and the relation between their Fourier components is determined by the dynamic magnetic susceptibility \( \hat{\chi}(k,\omega) \),

\[ M(k, \omega) = \hat{\chi}(k, \omega) H(k, \omega). \] (6)

Note that the poles of \( \hat{\chi}(k,\omega) \) give the bare spin-wave spectrum due to local interactions unrenormalized by
long-range fields. From Eqs. (5) and (6), we obtain the general linear equation for \( H(q, \omega) \) which determines the spectrum of spin waves

\[
H - k \times \hat{\chi}^2 k \times H = -4\pi \hat{\chi}(k, \omega) H. \tag{7}
\]

In the following, we consider a simple geometry of the wave vector oriented along the \( z \) direction and isotropic in-plane case, \( \lambda_x = \lambda_y \equiv \lambda \). In this case, Eq. (7) becomes

\[
(1 + \lambda^2 k_z^2) H_\alpha(k_z, \omega) = -4\pi \chi_{\alpha\beta}(k_z, \omega) H_\beta(k_z, \omega).
\]

with \( \alpha = x, y \). Note that the off-diagonal susceptibility \( \chi_{xy}(k_z, \omega) \) is finite in the helical magnetic state. Since \( \chi_{yy}(k_z, \omega) = -\chi_{xy}(k_z, \omega) \), we obtain the following equation for the spin-wave spectrum renormalized by long-range electromagnetic interactions

\[
1 + \frac{4\pi [\chi_{xx}(k_z, \omega) + i\chi_{xy}(k_z, \omega)]}{1 + \lambda^2 k_z^2} = 0. \tag{8}
\]

The dynamic susceptibility \( \chi_{\alpha\beta}(k, \omega) \) can be evaluated by solving the Landau-Lifshitz equation

\[
\frac{dM}{dt} = -\gamma \left[ M \times \frac{\delta \xi}{\delta M} \right] + \gamma [M \times H] \tag{9}
\]

in the linear order with respect to small deviations of the magnetization from the equilibrium configuration. Here \( \gamma = g \mu_B / h \) is the gyromagnetic factor. We neglected the damping terms.

III. MAGNETIC GROUND-STATE CONFIGURATION

A. Arbitrary modulation wave vector

We start with consideration of the helical interlayer magnetic ground state determined by the energy in Eq. (3). In the classical description, it is convenient to introduce the unit vectors \( s_{i,n} = (\cos \phi_{i,n}, \cos \theta_{i,n}, \sin \phi_{i,n}, \cos \theta_{i,n}, \sin \theta_{i,n}) \) along the direction of \( S_{i,n} \), \( S_{i,n} = s_{i,n} \). Then we can rewrite the energy in Eq. (3) as

\[
\xi_m = -J \sum_{(i,j),n} s_{i,n} s_{j,n} + K \sum_{i,n} (2\nu_{z,i,n} - 1)
- \sum_{i,n,n',\ell>0} J_{z,\ell} s_{i,n} s_{i,n'+\ell}. \tag{10}
\]

with new parameters \( J = J S^2, K = K S^2, \) and \( J_{z,\ell} = J_{z,\ell} S^2 \). The advantage of the constants \( K, J, \) and \( J_{z,\ell} \) is that they immediately represent the energy scales of the corresponding interactions. Frustrated interlayer interactions may lead to the helical ground state corresponding to \( \phi_{i,n}^{(0)} = qn \) and \( \theta_{i,n}^{(0)} = 0 \). The energy per spin for such a state is given by

\[
E_0(q) = -J_z(q)/2 \tag{11}
\]

where

\[
J_z(q) = 2 \sum_{\ell=1}^{\infty} J_{z,\ell} \cos(q \ell) \tag{12}
\]

is the discrete Fourier transform of the interlayer interactions.

The total energy also has an electromagnetic (dipole) contribution, which is substantially affected by superconductivity. As follows from Eq. (5), the magnetic field generated by uniformly polarized layers with arbitrary in-plane orientation of magnetization, \( M(z) = \sum_{n,m} \mathcal{M}_n \delta(z - z_n) \), is given by

\[
H(z) = -\sum_n (2\pi \mathcal{M}_n / \lambda) \exp(-|z - z_n| / \lambda), \tag{13}
\]

where \( \mathcal{M}_n = d n_M m_n \) is the two-dimensional moment densities, \( d \) is the separation between the magnetic layers, and \( z_n = nd \). Note that the superconducting environment leads to the finite magnetic field outside a uniformly polarized layer, contrary to the normal-state case, in which such field is absent. The corresponding magnetic induction and vector-potential are

\[
B(z) = 4\pi \sum_n \mathcal{M}_n \left[ \delta(z - z_n) - (1/2\lambda) \exp(-|z - z_n| / \lambda) \right],
\]

\[
A(z) = -2\pi \sum_n n_z \mathcal{M}_n \text{sgn}(z - z_n) \exp(-|z - z_n| / \lambda).
\]

Substituting these distributions into superconducting and magnetic energy terms in Eq. (11), we derive the bulk electromagnetic energy density

\[
\mathcal{F}_{\text{em}} = \frac{\pi}{2 \lambda L_z} \sum_{n,m} \mathcal{M}_n \mathcal{M}_m \exp(-|z_n - z_m| / \lambda) \tag{14}
\]

Therefore, for the helical order, \( \mathcal{M}_{z,n} = M_0 \cos(Qn), \mathcal{M}_{y,n} = M_0 \sin(Qn) \), the bulk electromagnetic energy cost is

\[
\mathcal{F}_{\text{em}}(Q) = \frac{\pi}{\lambda d} M_0^2 \frac{\sinh(d/\lambda)}{\cosh(d/\lambda) - \cos Q}
\]

\[
\approx \frac{2\pi M_0^2}{1 + 2\lambda^2 (1 - \cos Q) / d^2}, \tag{15}
\]

where \( M_0 = M_0 / d = n_M m_0 \) is the bulk saturation magnetization. The corresponding energy per spin \( E_{\text{em}}(Q) = \mathcal{F}_{\text{em}}(Q) / n_M \) has to be compared with the exchange energy in Eq. (11). In the range \( 2\lambda^2 (1 - \cos Q) / d^2 \gg 1 \), this amounts to comparison of the typical dipole energy scale \( E_{d0} = \pi d^2 n_M m_0^2 / \lambda^2 \) with the interlayer exchange constants \( J_{z,\ell} \). Typically the dipole interactions are much weaker than exchange ones. For example, for parameters of RbEuFe₄As₁₂, \( d = 1.33 \text{nm}, n_M = 5 \cdot 10^{21} \text{cm}^{-3}, m_0 = 7\mu_B, \) and \( \lambda = 100 \text{nm} \), we estimate \( E_{d0} \approx 10^{-4} \text{K} \), while the typical magnitude of \( J_{z,\ell} \) is 0.1–0.2 K. In the following, we neglect the electromagnetic energy contribution.
We proceed with evaluation of the ground-state modulation wave vector $Q$. Equation (11) determines the minimum-energy condition at $q = Q$,

$$\sum_\ell \ell J_{z,\ell} \sin(\ell Q) = 0. \quad (16)$$

If we keep only three nearest neighbors, this equation becomes

$$J_{z,1} + 4J_{z,2} \cos Q + 3J_{z,3} \left(4\cos^2 Q - 1\right) = 0. \quad (17)$$

The energy has a minimum at $q = Q$ if

$$E_0''(Q) = \sum_{\ell=1}^\infty \ell^2 J_{z,\ell} \cos(\ell Q) > 0. \quad (18)$$

The last two equations determine the optimal modulation vector in the case of frustrating interlayer exchange interactions.

B. Case $Q = \pi/2$

In the following, we will pay special attention to the case of commensurate modulation with $Q = \pi/2$ realized in RbEuFe$_4$As$_4$. In this case, assuming $J_{z,\ell} = 0$ for $\ell > 3$, the relation in Eq. (17) gives $J_{z,1} = 3J_{z,3}$ and

$$J_z(q) = 2J_{z,1} \left[\cos(q) + \frac{1}{4} \cos(3q)\right] + 2J_{z,2} \cos(2q). \quad (19)$$

The condition for the minimum, Eq. (18), simply gives $J_{z,2} < 0$, i.e., the antiferromagnetic next-neighbor interaction. The case $Q = \pi/2$, however, is special, because within the simplest exchange model, the energy is degenerate with respect to the relative rotation of the two sublattices composed of odd and even layers. Adding interactions with more remote layers does not resolve this issue. The continuous degeneracy is eliminated by the 4-fold crystal anisotropy term, $-K_4(s^1_{z,i,n} + s^4_{z,i,n})$. In addition, such anisotropy locks the $Q = \pi/2$ state within a finite range of the interlayer exchange constants around the relation $J_{z,1} = 3J_{z,3}$. Such 4-fold anisotropy, however, does not completely eliminate the ground-state degeneracy, because the helical state, $\phi_n^{(0)} = \pi n/2$, still has the same energy as the double-periodic state with $\phi_n^{(0)} = (0, 0, \pi, \pi, 0, 0, \ldots)$. The simplest term eliminating the latter degeneracy is the nearest-neighbor biquadratic term $J_{z,b} (s^4_{z,i,n}s^4_{z,i,n+1})^2$ with $J_{z,b} > 0$. Without the 4-fold anisotropy term, this yields the modified energy

$$E_0(q) = -\sum_{\ell=1}^\infty J_{z,\ell} \cos(q\ell) + J_{z,b} \cos^2(q)$$

and the modified ground-state condition

$$\sum_{\ell=1}^\infty \ell J_{z,\ell} \sin(\ell Q) - 2J_{z,b} \cos(Q) \sin(Q) = 0.$$

For three nearest neighbors this gives

$$J_{z,1} + 4J_{z,2} \cos Q + 3J_{z,3} \left(4\cos^2 Q - 1\right) - 2J_{z,b} \cos Q = 0.$$
To fix the global coordinate system, we assume \((x, y) = (\zeta, \xi)\) meaning that
\[
\begin{align*}
\zeta_n &= x \cos (Qn) + y \sin (Qn) , \\
\xi_n &= -x \sin (Qn) + y \cos (Qn).
\end{align*}
\]
Correspondingly, the spin components in the rotated and global coordinates are related as
\[
\begin{align*}
S_{\zeta n} &= S_{x n} \cos (Qn) + S_{y n} \sin (Qn), \\
S_{\xi n} &= -S_{x n} \sin (Qn) + S_{y n} \cos (Qn).
\end{align*}
\] (20a, 20b)

This and inverse transformations can also be presented in the complex form
\[
\begin{align*}
S_{\zeta n} + i \delta S_{\xi n} &= (S_{x n} + i \delta S_{x n}) \exp (-i \delta Qn), \\
S_{x n} + i \delta S_{y n} &= (S_{\zeta n} + i \delta S_{\xi n}) \exp (i \delta Qn)
\end{align*}
\] (21a, 21b)
with \(\delta = \pm 1\).

The Landau-Lifshitz equation for spin dynamics in the rotated basis can be written as
\[
\begin{align*}
\dot{S}_{\zeta n} &= S_{y n} h_{\zeta n} - S_{\xi n} h_{\eta n}, \\
\dot{S}_{\xi n} &= S_{y n} h_{\xi n} - S_{\zeta n} h_{\eta n},
\end{align*}
\] (22a, 22b)

where \(h_n = -\partial \mathcal{E}_m / \partial S_n\) is the local reduced magnetic field acting on spins in the layer \(n\), which, according to Eq. (22b), has the components
\[
\begin{align*}
h_{\zeta n} &= \sum_m J_{z,n-m} \{ S_{\zeta m} \cos (Q(n-m)) - S_{\xi m} \sin (Q(n-m)) \}, \\
h_{\xi n} &= \sum_m J_{z,n-m} \{ S_{\xi m} \cos (Q(n-m)) + S_{\zeta m} \sin (Q(n-m)) \}, \\
h_{\eta n} &= \sum_m J_{z,n-m} S_{\eta m} - 4K S_{\eta n}.
\end{align*}
\] (23a, 23b, 23c)

For small spin oscillations, the local \(\zeta\) component of each spin can be taken as a constant, \(S_{\zeta m} \to S\). Substituting \(h_{\eta n}\) into Eqs. (22a), (22b), we obtain equations for linear oscillations, \(S_{un}(t) = S_{un} \exp (i \omega t)\) with \(u = \xi, \eta, \)
\[
\begin{align*}
i \omega S_{\xi n} &= \sum_m J_{x,n-m} \{ \cos (Q(n-m)) S_{\eta n} - S_{\xi m} \} + 4K S_{\eta n}, \\
i \omega S_{\xi n} &= \sum_m J_{z,n-m} \cos (Q(n-m)) (S_{\xi m} - S_{\zeta n}).
\end{align*}
\] (24a, 24b)

We can see that, in spite of the helical structure, in the rotating coordinates this system is uniform. Fourier transformation \(S_{uq} = \sum_n S_{un} \exp (-i qn)\) yields the \(2 \times 2\) linear system
\[
\begin{align*}
i \omega S_{\xi q} &= S \left[ J_{z}(Q) - J_{z}(q) + 4K \right] S_{\eta q}, \\
i \omega S_{\eta q} &= S \left[ J_{z}(Q+q) + J_{z}(Q-q) - 2J_{z}(Q) \right] S_{\xi q},
\end{align*}
\] (25a, 25b)
from which we obtain the spectrum
\[
\omega_s(q) = S \sqrt{4K + J_{z}(Q) - J_{z}(q)} \sqrt{\left[ J_{z}(Q) - J_{z}(Q+q) + J_{z}(Q-q) \right] / 2}
\] (26)

We should emphasize that, as \(q\) represents the wave vector in the rotating-coordinates basis, the real-space spin components \(S_{x,y}\) do not behave as \(\exp (iqn)\). In particular, the mode with \(q = 0\) corresponding to the uniform helix rotation does not generate spin variations uniform in real space.

The mode with \(q = Q\) will play a key role in the following consideration. For this mode, the in-plane spin components
\[
\begin{pmatrix}
S_{xn} \\
S_{yn}
\end{pmatrix} = \frac{S_{\xi q}}{2} \begin{pmatrix}
-i + i \exp (2iQn) \\
1 + \exp (2iQn)
\end{pmatrix}
\] (29)
are a superposition of the uniform and \(2Q\) terms. The presence of the uniform \(n\)-independent component in the \(q = Q\) mode implies that it can be excited by the oscillating uniform field. The frequency of the mode for
q = Q is given by the geometrical average of the easy-plane anisotropy and combination of the interlayer exchange constants,
\[ \omega_s (Q) = S \sqrt{2K [2J_z(Q) - J_z(2Q) - J_z(0)].} \]  
(30)
From Eq. (27), we also obtain the z-axis component of this mode
\[ S_{\eta Q} = i \sqrt{\frac{2J_z(Q) - J_z(2Q) - J_z(0)}{8K}} S_{\xi Q}. \]  
(31)

\[ \omega_s (q) = 2S \sqrt{\left\{ 2K - J_{z,1} \left[ \cos(q) + \frac{1}{3} \cos(3q) \right] + J_{z,2} \left[ 1 + \cos(2q) \right] \right\} |J_{z,2}| \left[ 1 - \cos(2q) \right].} \]  
(32)

This frequency vanishes at q = 0 and π. The q = 0 mode corresponds to uniform helix rotation. Zero frequency at q = π is a consequence of the degeneracy with respect to the relative rotation of two sublattices, which is the property of the exchange model in Eq. (3) for Q = π/2. These degeneracies are eliminated by the additional terms considered at the end of Sec. III B the in-plane 4-fold anisotropy and the nearest-neighbor biquadratic term. The former term generates spin-wave gaps at both q = 0 and π, while the latter term only generates a gap at q = π. We assume that both these terms are small. We mostly focus on the mode with q = π/2 which couples with uniform field. This mode is weakly influenced by the additional degeneracy-eliminating terms and we will neglect them below.

Consider the behavior near q = π/2. Expansion of the frequency in Eq. (32) near this wave vector yields
\[ \omega_s \left( \frac{\pi}{2} + q \right) \approx 4S \sqrt{K|J_{z,2}| \left[ 1 - \left( 1 - \frac{|J_{z,2}|}{K} \right) \frac{q^2}{2} + \frac{J_{z,1}}{3K} q^3 \right].} \]  
(33)
We see that the frequency has a maximum at q = π/2 for K > |J_{z,2}|. Moreover, one can check that in this case \( \omega_s (\pi/2) \) is the largest frequency in the spectrum. We will focus on this case because it is likely realized in RbEuFe₄As₄.

1. Transformation to magnetic unit cell and folded Brillouin zone

For the modulation vector π/2, the magnetic unit cell contains four layers. Correspondingly, the folded magnetic Brillouin zone is four times smaller than the crystalline Brillouin zone. It is therefore useful to present the spin-wave spectrum in the folded Brillouin zone, which better corresponds to a standard crystallographic description. Introducing the index j numbering magnetic unit cells, we present the layer index as n = 4j + ν with ν = 1, 2, 3, 4. Correspondingly, the spins can be represented as

\[ S_{j,\nu} = A_{\nu}(k) \exp(ikj), \]

where k is the wave vector within the folded Brillouin zone. Using the presentation in Eq. (21b) for \( S_{\xi n} = S_0 \exp(i\eta n) \), we write
\[ S_{x,j,\nu} + i\delta S_{y,j,\nu} = i\delta S_0 \exp \left[ i \left( q + \frac{\pi}{2} \right) \left( 4j + \nu \right) \right], \]

meaning that \( k = 4 \left( \frac{1}{4} m + q \right) \) and
\[ A_{x,j,\nu}^{(m)}(k) + i\delta A_{y,j,\nu}^{(m)}(k) = i\delta S_0 \exp \left[ i \left( k + m\pi + \frac{\pi}{2} \right) \nu \right]. \]

The integer \( m \) should be selected to reduce k to the range \([-\pi, \pi]\). This means that the four modes within such folded Brillouin zone correspond to the frequencies
\[ \omega_1 (k) = \omega_s (k/4), \]
\[ \omega_2 (k) = \omega_s (\pi/2 + k/4), \]
\[ \omega_3 (k) = \omega_s (\pi/2 + k/4), \]
\[ \omega_4 (k) = \omega_s (\pi + k/4), \]
\[ \omega_s (q) \text{ is the spectrum for vector } q \text{ within the original crystalline Brillouin zone, Eq. (32)}. \]

Note that while \( \omega_1 \) and \( \omega_3 \) are symmetric with respect to \( k = 0 \), \( \omega_2 \) and \( \omega_4 \) do not have this symmetry and are related as \( \omega_2 (k) = \omega_3 (k) \). In addition, the boundary values of the frequencies are connected as \( \omega_1 (\pm \pi) = \omega_2 (\pm \pi) = \omega_3 (\pm \pi) \) and \( \omega_4 (\pm \pi) = \omega_2 (\pi) = \omega_3 (-\pi) \).

At the center of the folded Brillouin zone, \( k = 0 \), the first mode corresponds to the uniform spin rotations, \( A_{x,0}^{(0)}(0) = -S_0 \sin(\pi_4/2), A_{y,0}^{(0)}(0) = S_0 \cos(\pi_4/2) \). Its frequency vanishes in the absence of the four-fold anisotropy term. The second and third modes at \( k = 0 \) correspond to the modes at \( q = \pm \pi/2 \) coupled to the uniform field, Eq. (30), \( \omega_2 (0) = \omega_3 (0) = \omega_s (\pi/2) \). The corresponding mode amplitudes are \( A_{x,\nu}^{(\pm 1)}(0) = \pm i \left( -\frac{1}{2} \right) S_0, A_{y,\nu}^{(\pm 1)}(0) = \left( -\frac{1}{2} \right) S_0 \). The fourth mode at
Fourier components in real coordinates are given by

\[ b_{\xi}(t) = S_0 \sin(\pi \nu t/2), \]
\[ a_{\nu}(t) = S_0 \cos(\pi \nu t/2), \]
and its frequency also vanishes without degeneracy-breaking terms.

V. RESPONSE TO NONUNIFORM OSCILLATING MAGNETIC FIELD AND DYNAMIC SUSCEPTIBILITY

A. Arbitrary modulation wave vector

In this section, we consider the response to the external oscillating nonuniform magnetic field \( \hat{h}_n = g_\nu B \hat{H}_n \). The real-space components \( \{{\hat{h}}_{xn}, {\hat{h}}_{yn}, {\hat{h}}_{zn}\} \) correspond to rotating-coordinates components \( \{{\hat{h}}_{\xi n}, {\hat{h}}_{\xi n}, {\hat{h}}_{\eta n}\} \) with

\[
\hat{h}_{\xi n} = \hat{h}_{xn} \cos(Qn) + \hat{h}_{yn} \sin(Qn),
\]
\[
\hat{h}_{\eta n} = -\hat{h}_{xn} \sin(Qn) + \hat{h}_{yn} \cos(Qn),
\]
and \( \hat{h}_{\eta n} = \hat{h}_{zn} \). In the presence of such external field, equations for the linear spin oscillations, Eqs. (25), become

\[
i\omega S_{\xi q} - \left[ J_\xi(q) - J_\xi(q) + 4K \right] S_{\eta q} = -\dot{S}_{\eta q},
\]
\[
i\omega S_{\eta q} + \left[ J_\eta(q) - J_\eta(q) + J_\eta(q) - J_\eta(q) \right] S_{\xi q} = \dot{S}_{\xi q},
\]

where \( \dot{h}_{\alpha q} \) is the Fourier transform of \( \dot{h}_{\alpha n} \). The solution of these equations can be presented as

\[
S_{\xi q} = \chi_{\xi\xi}(q, \omega) \hat{h}_{\xi q} + \chi_{\xi\eta}(q, \omega) \hat{h}_{\eta q},
\]
\[
S_{\eta q} = \chi_{\eta\xi}(q, \omega) \hat{h}_{\xi q} + \chi_{\eta\eta}(q, \omega) \hat{h}_{\eta q},
\]

where we defined the susceptibility components in the rotating-coordinates basis,

\[
\chi_{\xi\xi}(q, \omega) = -\frac{S^2}{\omega^2 - \omega^2_2(q)} \left[ J_\xi(q) + J_\xi(q) + 4K \right],
\]
\[
\chi_{\eta\eta}(q, \omega) = -\frac{S^2}{\omega^2 - \omega^2_2(q)} \left[ J_\eta(q) + J_\eta(q) + J_\eta(q) - J_\eta(q) \right],
\]
\[
\chi_{\xi\eta}(q, \omega) = \chi_{\eta\xi}(q, \omega) = \frac{i\omega S}{\omega^2 - \omega^2_2(q)},
\]

and \( \omega_2(q) \) is given by Eq. (26).

Equations (38) give the susceptibility components in the helically-rotating coordinates. To study interactions with macroscopic fields, however, we need the susceptibility in real space. As follows from Eqs. (28), the spin Fourier components in real coordinates are given by

\[
S_{xq} = \frac{S_{\xi q + Q} - S_{\xi q - Q}}{2},
\]
\[
S_{yq} = \frac{S_{\xi q + Q} + S_{\xi q - Q}}{2},
\]

We emphasize that here and below the wave vector \( q \) corresponding to real space is distinguished from the 'fractal' wave vector \( q \) in the rotated basis which we used above. We use the result for \( S_{\xi q} \) from Eq. (37a), in which we substitute the field Fourier components

\[
\hat{h}_{\xi q} = \frac{1}{2} \sum_{\delta = \pm 1} \left[ i\delta \hat{h}_{\xi,q} + \hat{h}_{y,q} \right],
\]

following from Eq. (35b). This yields the spin response in real coordinates

\[
S_{xq} = \chi_{xx}(q, \omega) \hat{h}_{xq} + \chi_{xy}(q, \omega) \hat{h}_{yq} + \sum_{\delta = \pm 1} \left\{ \chi_{\xi\xi}(q + \delta Q, \omega) \frac{\hat{h}_{x,q} \mp i\delta \hat{h}_{y,q} \pm i\delta Q}{2i} \right\},
\]

with the real-space spin susceptibility components

\[
\chi_{xx}(q, \omega) = \chi_{yy}(q, \omega) = \frac{\chi_{\xi\xi}(q + \delta Q, \omega) + \chi_{\xi\xi}(q - \delta Q, \omega)}{4},
\]
\[
\chi_{xy}(q, \omega) = -\chi_{yx}(q, \omega) = -\frac{\chi_{\xi\xi}(q + \delta Q, \omega) - \chi_{\xi\xi}(q - \delta Q, \omega)}{4i},
\]

As expected, in addition to the usual diagonal response at the same wave vector, the helical magnetic structure also generates nondiagonal susceptibility and responses at the wave vectors shifted by the modulation wave vector \( Q \). Note that the bulk magnetic susceptibility \( \chi_{\alpha\beta}(k_z, \omega) \) in Eq. (6) is related to the dynamic spin susceptibility as

\[
\chi_{\alpha\beta}(k_z, \omega) = n_M (g_\mu B)^2 \chi_{S,\beta}(dk_z, \omega).
\]

We will be mostly interested in the smooth spin response to smooth field with the wave vectors much smaller than \( Q \). In this case, we can drop the short-wave length terms \( \hat{h}_n(q\pm mQ) \) with \( m \neq 0 \), i.e., keep only the first lines in Eqs. (39a) and (39b). In addition, to obtain the long-wave length response, we use the small-\( q \) expansion (recall that \( J_\xi'(Q) < 0 \)),

\[
\chi_{xx}(q, \omega) \approx \frac{1}{4} \sum_{\delta = \pm 1} \frac{-S^2 \left[ \frac{J_\xi(Q)}{2} q^2 + 4K \right]}{\omega^2 - \omega^2_2(Q) + \delta a_s q + c_s q^2},
\]

In our notations, \( k_z \) and \( q \) in Eq. (40a) are the dimensional and dimensionless c-axis wave vectors, respectively, with \( q = dk_z \).
with \( a_s = 2S^2 K J_z'(2Q) \) and
\[
c_s = S^2 \left\{ K \left[ J_z''(0) + J_z''(2Q) \right] \right.
- \frac{|J_z''(Q)|}{2} \left[ J_z(Q) - J_z(0) + J_z(2Q) \right] \}.
\]

Note that for incommensurate-modulation wave vector \( Q \), the linear coefficient \( a_s \) is finite meaning that the frequency \( \omega_s(q) \) does not have an extremum at \( q = Q \). The important particular cases of this result include the response to the uniform oscillating field
\[
\chi_{xx}^S(0, \omega) = -\frac{2S^2 K}{\omega^2 - 2S^2 K [2J_z(Q) - J_z(0) - J_z(2Q)]},
\]
which features the antiferromagnetic resonance at the uniform mode frequency, \( \omega = \omega_s(Q) \), Eq. (40), and the static uniform susceptibility
\[
\chi_{xx}^S(0, 0) \approx \frac{1}{2J_z(Q) - J_z(0) - J_z(2Q)},
\]
which only depends on the interlayer exchange constants. The long-range off-diagonal component \( \chi_{xy}^S(q, \omega) \) is given by
\[
\chi_{xy}^S(q, \omega) = \frac{1}{4} \sum_{\delta = \pm 1} \frac{-S^2 [J_z(\pi/2) - J_z(\delta q + \pi/2 + 4K)]}{2} \left[ J_z(\pi/2) - J_z(\pi/2) + 4K \right] \left( J_z(\pi/2) - J_z(\pi/2) + 4K \right),
\]
and we used the relation \( \chi_{xx}^S(\pi - q) = \chi_{xx}^S(q) \).

In the small-\( q \) expansion, Eq. (42), the linear term in the denominator \( \propto a_s \) vanishes, since \( J_z''(2Q) \equiv J_z''(\pi) = 0 \), and the quadratic-term coefficient becomes
\[
c_s = S^2 \left[ K J_z''(0) + J_z''(\pi) \right]
- \frac{|J_z''(\pi/2)|}{2} \left( J_z(\pi/2) - J_z(0) + J_z(\pi) \right).
\]

For the three-neighbor model, Eq. (19), this coefficient acquires a simple form,
\[
c_s = 16S^2 |J_{z,2}| \left( K - |J_{z,2}| \right).
\]

The behavior of the off-diagonal component is very different from the case of incommensurate modulation. It vanishes in the static case and for finite frequency in the small-\( q \) limit it behaves as
\[
\chi_{xy}^S(q, \omega) \approx \frac{iS^2 J_{z,2}''(\pi/2) \omega^3 q^3}{12 (\omega^2 - \omega_s^2 (\pi/2))^2}
\approx -\frac{4iS^2 J_{z,2}'' \omega^3 q^3}{3 (\omega^2 - 16S^2 K |J_{z,2}|)^2},
\]
i.e., it vanishes \( \propto q^3 \) for \( q \to 0 \). This behavior allows us to neglect the off-diagonal component in the further phenomenological considerations.

### VI. ELECTROMAGNETIC RENORMALIZATION OF SPECTRUM IN SUPERCONDUCTING STATE

#### A. Arbitrary modulation vector

In this section, we consider the renormalization of the spin-wave spectrum in the superconducting state due to the long-range electromagnetic interactions between the local moments using Eq. (8) in terms of the reduced wave
vector \( q = dk_z \). Using Eq. \(41\) connecting the spin and magnetic susceptibilities and the relation
\[
\chi_{xx}^S(q) = \frac{1}{2}\chi_{zz}^S(Q + q)
\]
following from Eqs. \(40a\) and \(40b\), we obtain the equation
\[
1 + (\lambda/d)^2 q^2 - 2\pi n_M n_0^2 \left[ J_z(Q) - J_z(Q + q) + 4K \right] \frac{\omega^2 - \omega_z^2(Q + q)}{\omega^2 - \omega_z^2(Q + q)} = 0
\]
(51)
for the renormalized spin-wave spectrum, \( \omega = \Omega_s(Q + q) \). The solution of this equation is
\[
\Omega_s^2(Q + q) = \omega_z^2(Q + q) + \frac{2\pi n_M n_0^2 \left[ J_z(Q) - J_z(Q + q) + 4K \right]}{1 + (\lambda/d)^2 q^2}. 
\]
(52)
The second term gives the spin-wave frequency enhancement due to the long-range electromagnetic interactions. The maximum enhancement is realized near \( q = 0 \) corresponding to the uniform mode, Eqs. \(29\) and \(30\). Using the presentation for the static magnetic susceptibility \( \chi_{xx}(0,0) = 2n_M n_0^2 K/\omega_z^2(Q) \) following from Eqs. \(41\), \(43\), and \(30\), we can rewrite Eq. \(52\) for \( q = 0 \) as
\[
\Omega_s^2(Q) = \sqrt{\mu_{s0}} \omega_s(Q),
\]
(53)
where \( \mu_{s0} = 1 + 4\pi \chi_{xx}(0,0) \) is the static magnetic permeability. Neglecting a weak \( q \) dependence in the numerator of the second term in Eq. \(52\), we can rewrite the frequency renormalization for \( q \ll 1 \) in a somewhat more transparent form as
\[
\Omega_s^2(Q + q) \approx \omega_z^2(Q + q) + 4\pi \chi_{xx}(0,0) \omega_z^2(Q)/[1 + (\lambda/d)^2 q^2] 
\]
(54)

B. Case \( Q = \pi/2 \)

The key features of the commensurate state with \( Q = \pi/2 \) are that (i) the frequency \( \omega_s(q) \) has maximum at \( q = Q \) for \( K > |J_{zz}| \) and (ii) the off-diagonal spin susceptibility vanishes as \( q^2 \) for \( q \to 0 \) and therefore its contribution in Eq. \(8\) can be neglected. Based on the results of Sec. \( V B \) we can represent the dynamics magnetic susceptibility as
\[
\chi_{xx}(k_z,\omega) = -\frac{\chi_{xx}(0,0) \omega_z^2(Q)}{\omega^2 - \omega_z^2(Q) + c_s d^2 k_z^2}
\]
(54)
with the static susceptibility \( \chi_{xx}(0,0) = n_M (g\mu_B)^2 / (8|J_{zz}|) \) and \( c_s \) is given by Eqs. \(49\) and \(50\). The key difference from the ferromagnetic state \(58, 59\) is the opposite sign of the quadratic coefficient, since in our case the spin-wave frequency has a maximum at \( k_z = 0 \) (corresponding to \( q = \pi/2 \)).

Solution of Eq. \(8\) gives the renormalized spectrum in the vicinity of \( q = Q \) in terms of the reduced wave vector \( q = dk_z \),
\[
\Omega_s^2(Q + q) = \omega_z^2(Q) \left[ 1 + \frac{4\pi \chi_{xx}(0,0)}{1 + (\lambda/d)^2 q^2} \right] - c_s q^2.
\]
(55)
In particular, the renormalization of the uniform mode is again given by Eq. (53). In the folded Brillouin zone discussed in Sec. IV B 1 this mode corresponds to second and third modes at $k = 0$, Eqs. (34) and (34).

Figure 2 shows spectrum of spin waves in both the original and folded Brillouin zone for the parameters typical for RbEuFe$_3$As$_4$. Namely, we took $S = 7/2$, $\mathcal{J}_{z,1} = 0.05K$, $\mathcal{J}_{z,2} = -0.01K$, $K = 0.15K$, $\lambda = 70mm$, and $\mu_{x0} = 3$. For these parameters the bare maximum frequency is $\sim 11GHz$. This frequency is strongly enhanced in the superconducting state due to electromagnetic renormalization. This renormalization rapidly decreases for $(\lambda/d)|q-\pi/2|$, $4(\lambda/d)k > 1$. We deliberately took a somewhat large value of $\mathcal{J}_{z,1}$ to enhance the difference between $f_2(k)$ and $f_4(k)$. For a more realistic choice $\mathcal{J}_{z,1} \lesssim |\mathcal{J}_{z,2}|$ these frequencies become indistinguishable.

VII. DYNAMIC EQUATION FOR SMOOTH MAGNETIZATION, MAGNETIC BOUNDARY CONDITION, AND SURFACE IMPEDANCE

In this section we consider magnetization response to the alternating magnetic field at the surface and derive the alternating magnetic field at the surface and derive and below, we limit ourselves to the commensurate case $Q = \pi/2$, for which the frequency of the $z$-axis uniform mode is maximal. As follows from the shape of the susceptibility, Eq. (54), a phenomenological equation for the in-plane magnetization in the case of uniform in-plane field is

$$\chi_0^{-1} \left(1 + \omega_0^{-2} \frac{\partial^2}{\partial t^2} + \zeta_0^2 \nabla^2 \right) M = H$$

with $\chi_0 = \chi_{xx} (0,0)$, $\omega_0^2 = \omega_0^2 (Q)$, and $\zeta_0^2 = c_0 d^2/\omega_0^2 (Q)$. This equation is only valid for smoothly varying magnetization, i.e. for $c_0 |\nabla z M| \ll 1$. On the other hand, the local magnetic field $H$ is connected with the magnetization as

$$(1 - \lambda^2 \zeta_0^2) H \approx -4\pi M.$$  

The magnetic length scale $\zeta_0$ is much smaller than the London penetration depth $\lambda$. We find the magnetization response to the external oscillating magnetic field. This corresponds to the boundary condition for $H(z,t)$ at the surface, $z = 0$,

$$H(0, t) = H_0 \exp (i\omega t),$$

This condition has to be supplemented by the boundary condition for the magnetization, which is usually assumed as

$$\nabla z M(0, t) = 0.$$  

We look for the oscillating magnetization and field at the semispace $z > 0$ in the form

$$M(z, t) = \sum_\alpha M_{0\alpha} \exp (i\omega t - \kappa_\alpha (\omega) z),$$

$$H(z, t) = \sum_\alpha H_{0\alpha} \exp (i\omega t - \kappa_\alpha (\omega) z).$$

In the absence of internal dissipation mechanisms, the parameters $\kappa_\alpha (\omega)$ may be either purely real or purely imaginary. It is clear that in the former case $\kappa_\alpha (\omega)$ has to be positive. Care should taken to select the correct sign for purely imaginary $\kappa_\alpha (\omega)$. Since for the spectrum described by Eq. (56) the group velocity has the opposite sign with respect to the wave vector $q = \text{Im} [\kappa_\alpha (\omega)]$, the energy flows away from the surface for negative $\text{Im} [\kappa_\alpha (\omega)]$. Substituting the above distributions into Eqs. (56) and (57), we obtain equations connecting the vectors $M_{0\alpha}$ and $H_{0\alpha}$

$$(1 - \lambda^2 \kappa_\alpha^2) H_{0\alpha} \approx -4\pi M_{0\alpha},$$

$$(1 - \omega^2/\omega_0^2 + \zeta_0^2 \kappa_\alpha^2) M_{0\alpha} = \chi_0 H_{0\alpha},$$

which give the quadratic equation for $\kappa_\alpha^2 (\omega)$

$$(1 - \omega^2/\omega_0^2 + \zeta_0^2 \kappa_\alpha^2) (1 - \lambda^2 \kappa_\alpha^2) + \mu_{x0} - 1 = 0.$$  

Solution of this equation is

$$\kappa_\alpha^2 = \frac{\lambda^{-2} + (\omega_0^2 - 1) \zeta_0^{-2}}{2} \pm \delta_0 \sqrt{\frac{[\lambda^{-2} + (\omega_0^2 - 1) \zeta_0^{-2}]^2}{4} + \zeta_0^{-2} \lambda^{-4} (\mu_{x0} - \omega^2/\omega_0^2)}.$$

We select $\delta_1 = \text{sign} [\lambda^{-2} + (\omega_0^2 - 1) \zeta_0^{-2}]$ and $\delta_2 = -\delta_1$. Such choice implies that $|\kappa_1 (\omega)| > |\kappa_2 (\omega)|$ in the whole frequency range. Note that this solution is only formally valid in the frequency range where $\zeta_0 |\kappa_1 (\omega)| \ll 1$ corresponding to the validity range of Eq. (56). In particular, the result for $\kappa_1 (\omega)$ is not valid for the static case at
Consider important special cases of Eq. (62). At the bare uniform frequency, \( \omega = \omega_0 \), we obtain
\[
\kappa_\alpha^2(\omega_0) = \frac{\lambda^{-2}}{2} \pm \frac{\lambda^{-1}}{2} \sqrt{\lambda^{-2} + 4 \zeta_0^{-2} (\mu_{x_0} - 1) - 1},
\]
while at renormalized frequency \( \omega = \sqrt{\mu_{x_0}} \omega_0 \), we have
\[
\begin{align*}
\kappa_1^2(\sqrt{\mu_{x_0}} \omega_0) & = \lambda^{-2} + (\mu_{x_0} - 1) \zeta_0^{-2}, \\
\kappa_2^2(\sqrt{\mu_{x_0}} \omega_0) & = 0.
\end{align*}
\]
However, in the latter case the value of \( \kappa_1 \) is already beyond the applicability range of Eq. (56). Since \( \zeta_0 \ll \lambda \), the inequality \( \lambda^{-1} \ll |\omega^2/\omega_0^2 - 1| \zeta_0 \) is satisfied almost everywhere, except a narrow region where the frequency is very close to \( \omega_0 \). Away from this region, we can expand \( \kappa_\alpha^2(\omega) \) with respect to \( (|\omega^2/\omega_0^2 - 1| \zeta_0/\lambda) \), which yields
\[
\begin{align*}
\kappa_1^2 & \approx (\omega^2/\omega_0^2 - 1) \zeta_0^{-2} + \frac{(\mu_{x_0} - 1) \lambda^{-2}}{\omega^2/\omega_0^2 - 1}, \\
\kappa_2^2 & \approx \lambda^{-2} \frac{\omega^2/\omega_0^2 - \mu_{x_0}}{\omega^2/\omega_0^2 - 1}.
\end{align*}
\]
meaning that the parameters \( \kappa_1 \) and \( \kappa_2 \) mostly describe magnetic and superconducting decay, respectively. The approximation is valid until the second term in \( \kappa_2^2 \) is small with respect to the first one giving a somewhat more accurate condition for the expansion \( |\omega^2/\omega_0^2 - 1| \gg \sqrt{\mu_{x_0} - 1} \zeta_0/\lambda \). In addition, the condition \( \zeta_0 |\kappa_1| \ll 1 \) implies that the result for \( \kappa_1 \) is only valid for \( |\omega^2/\omega_0^2 - 1| \ll 1 \). However, the result for \( \kappa_2^2 \) in Eq. (64b) corresponds to the approximation of local magnetic response, \( \zeta_0 \rightarrow 0 \), and it remains valid even when the condition \( \zeta_0 |\kappa_1| \ll 1 \) breaks, e.g., in the limit \( \omega \rightarrow 0 \). In the immediate vicinity of the frequency \( \omega_0 \), in the range \( |\omega^2/\omega_0^2 - 1| \ll \sqrt{\mu_{x_0} - 1} \zeta_0/\lambda \), the parameters \( \kappa_\alpha^2 \) can be evaluated as
\[
\kappa_\alpha^2 \approx \pm \zeta_0^{-1} \lambda^{-1} \sqrt{\mu_{x_0} - 1} \pm \frac{\lambda^{-2} + (\omega^2/\omega_0^2 - 1) \zeta_0^{-2}}{2} \\
\approx \pm \frac{[\lambda^{-2} - (\omega^2/\omega_0^2 - 1) \zeta_0^{-2}]^2}{8 \zeta_0^{-1} \lambda^{-1} \sqrt{\mu_{x_0} - 1}}.
\]
This region is characterized by a very strong mixing of spin and supercurrent oscillations. The key observation is that, in contrast to nonmagnetic superconductors, where low-frequency magnetic field decays on the distance of the order of the London penetration depth, in our case for frequency smaller than \( \sqrt{\mu_{x_0}} \omega_0 \) one of the parameters \( \kappa_\alpha \) is complex meaning that the oscillating magnetic field penetrates at much larger distance limited by external dissipation mechanisms.

We now proceed with evaluation of the vector coefficients \( M_{10} \) and \( H_{00} \) from Eqs. (61) using the boundary conditions in Eqs. (58) and (59). Substituting the

\[\begin{align*}
H_{00} &= \frac{\lambda^{-2}}{2} \pm \frac{\lambda^{-1}}{2} \sqrt{\lambda^{-2} + 4 \zeta_0^{-2} (\mu_{x_0} - 1) - 1}, \\
\end{align*}\]

FIG. 3. The frequency dependence of the amplitude of the oscillating field \( H_{osc} \) determining the long-range penetration of the microwave field mediated by the spin waves. We assumed \( \zeta_0 = 0.02 \lambda \) and \( \mu_{x_0} = 3 \). The plot terminates at \( \omega/\omega_0 = \sqrt{\mu_{x_0}} \), where \( H_{osc} \) abruptly vanishes.

\[\begin{align*}
H_{00} &= \frac{\lambda^{-2}}{2} \pm \frac{\lambda^{-1}}{2} \sqrt{\lambda^{-2} + 4 \zeta_0^{-2} (\mu_{x_0} - 1) - 1}, \\
\end{align*}\]

FIG. 4. Series of the coordinate profiles of the microwave magnetic field inside superconductor for different frequencies. A key feature is a pronounced propagating wave in the range \( 1 \leq \omega/\omega_0 < \sqrt{\mu_{x_0}} \approx 1.73 \) Such propagating wave is also present for \( \omega/\omega_0 < 1 \), but, due to a very small amplitude, it is invisible for the used vertical scale.
relation $H_{0a} \approx -\frac{1}{r^2} 4\pi M_{0a}$ into the boundary condition for $H$, we obtain a $2 \times 2$ linear system for the magnetization coefficients

$$\kappa_1 M_{01} + \kappa_2 M_{02} = 0, \quad (65a)$$

$$-\frac{1}{1 - \lambda^2 \kappa_1^2} M_{01} - \frac{1}{1 - \lambda^2 \kappa_2^2} M_{02} = \frac{H_0}{4\pi}, \quad (65b)$$

which yields the solution

$$\begin{pmatrix} M_{01} \\ M_{02} \end{pmatrix} = \frac{(\kappa_1 - \kappa_2)}{(\kappa_1 - \kappa_2)} \left[ \frac{1}{1 - \lambda^2 (\kappa_1^2 + \kappa_1 \kappa_2 + \kappa_2^2)} \right] \left( \begin{array}{c} \kappa_2 \\ -\kappa_1 \end{array} \right).$$

The corresponding field components are

$$\begin{pmatrix} H_{01} \\ H_{02} \end{pmatrix} = \frac{H_0}{(\kappa_1 - \kappa_2)} \left[ \frac{1}{1 - \lambda^2 (\kappa_1^2 + \kappa_1 \kappa_2 + \kappa_2^2)} \right] \left( \begin{array}{c} \kappa_2 \\ -\kappa_1 \end{array} \right).$$

The amplitude of the field inside the superconductor with oscillating coordinate dependence, $H_{osc}$, corresponding to purely imaginary $\kappa_\alpha$ is given by $H_{01}$ for $\omega < \omega_0$ and by $H_{02}$ for $\omega < \omega < \sqrt{\mu_0 \omega_0}$. It determines the long-propagating microwave field mediated by the spin waves. Figure 2 shows the frequency dependence of the ratio $H_{osc}/H_0$. We see that the oscillatory component rapidly increases when the frequency approaches $\omega_0$ from below and becomes very close to unity within the range $\omega_0 < \omega < \sqrt{\mu_0 \omega_0}$. It abruptly vanishes at $\omega = \sqrt{\mu_0 \omega_0}$. Figure 3 illustrates the coordinate profiles of the microwave magnetic field inside superconductor, $H(z) = \text{Re}[H_1 \exp(-\kappa_1 z) + H_2 \exp(-\kappa_2 z)]$, for different frequencies. We see that the pronounced oscillating contribution emerges near $\omega \sim \omega_0$ and dominates in the range $\omega_0 < \omega < \sqrt{\mu_0 \omega_0} \approx 1.73\omega_0$, while the corresponding wave length of oscillations increases as the frequency approaches $\sqrt{\mu_0 \omega_0}$. Slightly above this frequency, the microwave field monotonically decreases but with very large decay length.

The interaction between the magnetic superconductor and outside world can be conveniently formulated in terms the boundary condition connecting the gradient $\nabla_z H$ with the field at the surface. From Eq. (65), we obtain

$$\nabla_z H |_{z=0} = -\kappa_1 H_{01} - \kappa_2 H_{02}$$

$$= -\frac{\kappa_1 \kappa_2 (\kappa_1 + \kappa_2)}{\kappa_1^2 + \kappa_1 \kappa_2 + \kappa_2^2 - \lambda^2} H_0$$

Using the relations $\kappa_1 \kappa_2 = -i\kappa_0^0 \lambda^{-1} \sqrt{\mu_0 - \omega^2/\omega_0^2}$ and $\kappa_1^2 + \kappa_2^2 - \lambda^2 = (\omega^2/\omega_0^2 - 1) \kappa_0^0$, we can rewrite this boundary condition as

$$\nabla_z H = -\eta_\omega H/\lambda$$

(68a)

with

$$\eta_\omega = -i\kappa_0 \sqrt{\mu_0 - \omega^2/\omega_0^2} (\kappa_1 + \kappa_2)$$

$$\omega^2/\omega_0^2 - 1 + i\kappa_0/\lambda \sqrt{\mu_0 - \omega^2/\omega_0^2}.$$
of the parameter \( \eta \) can be summarized as follows. In the range \( \omega < \omega_0 \), the real part of \( \eta \) is much larger than \( -\text{Im}(\eta) \). Both parts increase for \( \omega \to \omega_0 \) and become equal in absolute value at \( \omega = \omega_0 \). The real part reaches maximum \( 1.162 \sqrt{\lambda/\zeta_0} (\mu_{x0} - 1)^{1/4} \) slightly below \( \omega_0 \), at \( \omega \approx \omega_0 (1 - 0.218 \zeta_0/\sqrt{\lambda/\mu_{x0} - 1}) \), while \( -\text{Im}(\eta) \) reaches the same maximum slightly above \( \omega_0 \), at \( \omega \approx \omega_0 (1 + 0.218 \zeta_0/\sqrt{\lambda/\mu_{x0} - 1}) \). In the range \( \omega_0 < \omega < \sqrt{\mu_{x0} \omega_0} \), the real part of \( \eta \) is much smaller than \( -\text{Im}(\eta) \). Finally, in the region \( \omega > \sqrt{\mu_{x0} \omega_0} \) the imaginary part is zero, while the real part monotonically increases asymptotically approaching unity.

The parameter \( \eta \) is directly connected with the conventional parameter characterizing the microwave response, surface impedance

\[
Z = \frac{\infty}{j_0} \frac{E_x}{j_s(z)dz} = \frac{4\pi}{c} \frac{E_x}{H_y}, \quad (72)
\]

To establish this connection, we have to relate the tangential electric field with the normal gradient of the magnetic field. At small frequencies, we can use the London relation \( \frac{4\pi}{c} \frac{\partial j_s}{\partial t} \approx \lambda / c^2 E_x \) neglecting a small contribution from the quasiparticle current and the Maxwell equation \( -\nabla_z H_y = \frac{4\pi}{c} j_z \) omitting the displacement current. This gives \( -\nabla_z H_y = \frac{c}{i\omega \lambda^2} E_x \) and from Eq. (68a) we obtain

\[
Z = 4\pi i \omega \eta / \lambda c^2. \quad (73)
\]

The real part of this equation, \( R_s = \text{Re}(Z) \), can be converted to the practical formula for surface resistivity \( R_s [\text{ohm}] = -8\pi^2 \times 10^{-4} \text{ Im} [\eta_x] f [\text{GHz}] \lambda [\mu \text{m}] \).

Figure 6 shows the frequency dependence of the surface resistivity using the same parameters as in Figs. 2 and 5. We can see that the surface resistivity has a very distinct shape. It is very small at small frequencies \( f < f_0 = \omega_0 / 2\pi \) and starts to increase sharply when the frequency approaches \( f_0 \). After reaching a peak value \( \approx 0.06 \text{ ohm} \) slightly above \( f_0 \), it slowly decreases within extended frequency range \( f_0 < f < \sqrt{\mu_{x0} f_0} \), and abruptly vanishes at \( \sqrt{\mu_{x0} f_0} \).

VIII. EXCITATION OF SPIN WAVES WITH AC JOSEPHSON EFFECT

The presence of magnetic order inside superconducting material provides a unique possibility to generate and manipulate magnons using the AC Josephson effect. In this section, we consider the excitation of spin waves in a tunneling contact between a conventional superconductor marked by the index 1 and a superconductor with helical magnetic structure marked by the index 2, as illustrated in Fig. 7. We assume that the system is uniform along the \( y \) direction and the interlayer with thickness \( t \) is insulating and nonmagnetic. The magnetic and conventional superconductors occupy the regions \( z > 0 \) and \( z < -t \), respectively.

A. Dynamic equation for the Josephson phase

We follow the standard derivation of the dynamic equation for the gauge-invariant phase difference between two
superconductors $\theta = \phi_2 - \phi_1 - \frac{2\pi i}{\Phi_0} A_z$ taking into account the dynamic magnetization response. The starting point of derivation is the $z$ component of the Maxwell equation,

$$\nabla_x H_y = \frac{4\pi}{c} j_z + \varepsilon \frac{\partial E_z}{\partial t}, \tag{74}$$

in which the total current density across the junction is composed of the superconducting and quasiparticle contributions, $j_z = j_{s,z} + j_{n,z}$, where the superconducting contribution is given by the DC Josephson relation,

$$j_{s,z} = j j \sin \theta, \tag{75}$$

and the quasiparticle contribution is determined by tunneling conductivity $\sigma$, $j_{n,z} = \sigma E_z$. The electric field is related to the phase by the AC Josephson relation

$$E_z = \frac{\Phi_0}{2\pi c a} \frac{\partial \theta}{\partial t}. \tag{76}$$

To relate $\nabla_x H_y$ in Eq. (74) with the phase gradient, we use the $x$ component of the Maxwell equations $-\nabla_x H_y = \frac{k_x}{c} j_x$ and the London relation for supercurrents along the junction $\frac{k_x}{c} j_x = \lambda_2^2 (\frac{2\pi}{\Phi_0} \nabla_x \phi - A_z)$. Here, we neglected the displacement current assuming small frequencies and quasiparticle current inside the superconductors. This leads to the relation between the in-plane phase gradient and magnetic fields

$$\nabla_x \theta = \frac{8\pi^2}{c\Phi_0} (\lambda_2^2 j_{x,2} - \lambda_1^2 j_{x,1}) + \frac{2\pi t}{\Phi_0} B_y$$

$$= -\frac{2\pi}{\Phi_0} (\lambda_2^2 \nabla_x H_{y,2} - \lambda_1^2 \nabla_x H_{y,1}) + \frac{2\pi t}{\Phi_0} B_y, \tag{77}$$

where $j_{x,i}$ and $H_{y,i}$ are the current densities and the magnetic fields at the surfaces of two superconductors and $B_y$ is the magnetic induction inside the junction. We assume a nonmagnetic interlayer meaning that $B_y = H_y$. Also, for the nonmagnetic superconductor in the Meissner state at $z < -t$, we have $\nabla_x H_{y,1} = B_y / \lambda_1$. To obtain the close system, we need the boundary condition connecting $\nabla_x H_y$ with $H_y = B_y$ at the surface of the magnetic superconductor at $z = 0$. Note that $H_y(z)$ is continuous, while $B_y(z)$ has a jump at $z = 0$. Due to magnetization dynamics, this boundary condition is frequency dependent. At fixed frequency, such boundary condition has been derived in Sec. VII and is given by Eq. (68a), which in our case becomes $\nabla_x H_{y,2} = -\eta_\omega B_y / \lambda_2$. The complex parameter $\eta_\omega$ is determined by the general result in Eq. (68b). In the approximation of local magnetic response valid for frequencies not too close to the bare uniform-mode frequency $\omega_0$, it has a much simpler approximate presentation in Eq. (69). Therefore, Eq. (77) at finite frequency becomes

$$\nabla_x \theta = \frac{2\pi (t + \lambda_1 + \eta_\omega \lambda_2)}{\Phi_0} H_y \tag{78}$$

Applying $\nabla_x$ to both sides, substituting $\nabla_x H_y$ from Eq. (74), and using the Josephson relations for current and electric field, Eqs. (75) and (76), we obtain the dynamic phase equation at finite frequency in the form

$$\frac{1}{t + \lambda_1 + \eta_\omega \lambda_2} \nabla_x^2 \theta = \frac{8\pi^2}{c\Phi_0} j j \sin \theta - \frac{\epsilon \omega^2}{4c^2} \theta \tag{79}$$

where $\epsilon \omega \equiv \varepsilon - 4\pi i \sigma / \omega$ and $[\sin \theta]$ denotes the time Fourier transform of $[\sin \theta(x, t)]$. The only difference from the standard phase-dynamics Sine-Gordon equation [65, 67] is the presence of the complex factor $\eta_\omega$ with complicated frequency dependence, see Fig. 6. In the static case, the phase equation is

$$\frac{1}{t + \lambda_1 + \sqrt{\mu x_0} \lambda_2} \nabla_x^2 \theta = \frac{8\pi^2}{c\Phi_0} j j \sin \theta. \tag{80}$$

Therefore, the effective junction interlayer width $\tilde{t} = t + \lambda_1 + \sqrt{\mu x_0} \lambda_2$ is enlarged by the magnetic response. From the last equation, we can evaluate the static Josephson length

$$\lambda_j = \left\{ \frac{c\Phi_0}{8\pi^2 (t + \lambda_1 + \sqrt{\mu x_0} \lambda_2) j j} \right\}^{1/2}. \tag{81}$$

In the next subsection we consider the influence of magnetic response on the spectrum and damping of the electromagnetic wave propagating through the Josephson junction.

### B. Spectrum and damping of the Josephson plasma mode

The superconductor-insulator-superconductor sandwich structure with sufficiently large width is a waveguide capable of supporting a traveling electromagnetic wave [67, 68] with the phase $\theta(x, t) \propto \exp[i \omega w_x t + k x]$. Such a wave can be resonantly excited by the AC Josephson effect. For the fixed real wave vector $k$, Eq. (79) gives the following equation for the complex frequency $\omega_w(k) = \omega_{w, r}(k) + i \omega_{w, i}(k)$, with the real and imaginary part giving the wave spectrum and its damping, respectively,

$$\omega_w^2 \omega = \frac{4\pi \sigma}{\varepsilon} \omega_w = \omega_w^2 + \frac{\omega}{t + \lambda_1 + \eta_\omega \lambda_2} \frac{c^2}{\varepsilon} k^2, \tag{82}$$

where

$$\omega_p = \sqrt{\frac{8\pi^2 c t}{\varepsilon \Phi_0} j j} \tag{83}$$

is the Josephson plasma frequency. Note that the magnetic response does not modify this parameter. It is convenient to rewrite Eq. (82) in the reduced form

$$\frac{\omega_w^2}{\omega_p^2} - i \nu \frac{\omega_w}{\omega_p} = 1 + \frac{\lambda_1 + \sqrt{\mu x_0} \lambda_2}{\lambda_1 + \eta_\omega \lambda_2} \lambda_2^2 k^2 \tag{84}$$
with the static Josephson length \( \lambda_J \), Eq. (81), and the damping parameter

\[
\nu_\sigma = \frac{4\pi \sigma}{\varepsilon \omega_p}. \tag{85}
\]

The parameter \( \eta_\sigma \) has the strongest feature around \( \omega = \omega_0 \). Therefore, the spectrum of the Josephson plasmon is substantially affected only if \( \omega_p < \omega_0 \).

Figure 8 shows the spectrum and damping of the propagating wave computed from Eq. (84) for parameters corresponding to the contact between NbN and RbEuFe\(_4\)As\(_4\), \( \lambda_1 = 190\text{nm} \), \( \lambda_2 = 70\text{nm} \), \( \mu_\sigma = 3 \), and \( \xi_0 = 0.02\lambda_2 \). We also assume \( \omega_p = 0.5\omega_0 \) and \( \nu_\sigma = 0.01 \). One can distinguish three regions with qualitatively different behavior. In the low-frequency region \( \omega_{w,r}(k) < \omega_0 \), the spectrum is approximately \( \omega_{w,r}(k) \approx \sqrt{\omega_p^2 + c_{s0}^2 k^2} \), where \( c_{s0} \) is the low-frequency Swihart velocity

\[
c_{s0} = \lambda_J \omega_p = \sqrt{\frac{\mu_\sigma}{\lambda_1 + \sqrt{\mu_\sigma \lambda_2}}}. \tag{86}
\]

In this region the spin waves give a small contribution to the mode damping. The intermediate region \( \omega_0 < \omega_{w,r}(k) < \sqrt{\mu_\sigma \omega_p} \) is characterized by a strong enhancement of the damping caused by excitation of the spin waves. Finally, in the high-frequency region \( \omega_{w,r}(k) > \sqrt{\mu_\sigma \omega_p} \), the damping caused by spin waves is absent and the spectrum approaches the high-frequency limit \( \omega_{w,r}(k) \approx \sqrt{\omega_p^2 + c_{s1}^2 k^2} \approx c_{s1} k \), where \( c_{s1} \) is the high-frequency mode velocity,

\[
c_{s1} = \sqrt{\frac{d}{\lambda_1 + \lambda_2 \sqrt{\varepsilon}}}. \tag{87}
\]

In this limit the influence of magnetism is weak.

C. Current-voltage characteristics and Fiske resonances in finite magnetic field

Transport properties of a Josephson junction in the magnetic field directly probe its dynamic response [60, 61, 62, 70]. In particular, one can directly excite collective modes in superconducting materials and the spectrum of these modes can be inferred from the dynamic features in the current-voltage characteristics [71]. In this section, we evaluate the current-voltage characteristics for our system using the standard approach of the expansion with respect to the Josephson current assuming fixed voltage [72]. Consider a junction in finite magnetic field \( B_y \) and in the resistive state with finite voltage drop across the junction, \( V = tE_z \). In this state, in the zeroth order with respect to the Josephson current, the phase has the shape of a traveling wave

\[
\theta_0(x, t) = k_B x + \omega t \tag{88}
\]

with the wave vector

\[
k_B = \frac{2\pi}{\Phi_0} \left[ t + \lambda_1 + \sqrt{\mu_\sigma \lambda_2} \right] B_y, \tag{89}
\]

and the Josephson frequency

\[
\omega = \frac{2\pi c}{\Phi_0} V. \tag{90}
\]

Representing \( \sin \theta_0(x, t) = \text{Re} [-i \exp (ik_B x + i\omega t)] \), we obtain from Eq. (79) the equation for the first-order correction to the dynamic phase, \( \tilde{\theta}(x, t) = \text{Re} \left[ \tilde{\theta}(x) \exp (i\omega t) \right] \), which we present as

\[
\nabla_x^2 \tilde{\theta} + p_\omega^2 \tilde{\theta} = -ir_\omega \lambda_J^2 \exp (ik_B x) \tag{91}
\]

with

\[
r_\omega \equiv \frac{t + \lambda_1 + \eta_\omega \lambda_2}{t + \lambda_1 + \sqrt{\mu_\sigma \lambda_2}}, \tag{92a}
\]

\[
p_\omega^2 \equiv \frac{\varepsilon \omega^2}{c_s^2} \frac{t + \lambda_1 + \eta_\omega \lambda_2}{t} = \frac{\omega^2 - (4\pi \sigma / \varepsilon) \approx \omega^2}{c_{s0}^2 r_\omega}, \tag{92b}
\]

where \( c_{s0} \) is the low-frequency Swihart velocity, Eq. (86).
We look for the solution of Eq. (91) in the form
\[
\tilde{\theta}(x) = \frac{r_\omega \lambda J^2}{k_B^2 - p_\omega^2} \left[ A_c \cos(p_\omega x) + A_s \sin(p_\omega x) + i \exp(ik_B x) \right].
\]
(93)
Assuming the nonradiative boundary conditions, we obtain
\[
\tilde{\theta}(x) = \frac{r_\omega \lambda J^2}{k_B^2 - p_\omega^2} \left[ \frac{k_B}{p_\omega} \cos\left(\frac{p_\omega(L-x)}{p_\omega} - \exp(ik_B x) \cos(p_\omega x) + i \exp(ik_B x) \right). \right.
\]
(95)
The average Josephson current density is given by
\[
\delta j = \frac{j_j}{L} \int_0^L \left\{ \sin \left( k_B x + \omega t + \text{Re} \left[ \tilde{\theta}(x) \exp(\text{i}\omega t) \right] \right) \right\} dx \\
\approx \frac{j_j}{2L} \int_0^L \text{Re} \left[ \tilde{\theta}(x) \exp(-ik_B x) \right] dx.
\]
(96)
Substituting \(\tilde{\theta}(x)\) from Eq. (95), we obtain
\[
\delta j \approx \frac{j_j \lambda^2}{2} \frac{1}{L} \text{Im} \left\{ \left[ 1 + \frac{\cos(p_\omega L) - \cos(k_B L)}{p_\omega L} \frac{2k_B^2}{p_\omega^2 - k_B^2} \right] \frac{r_\omega}{p_\omega^2 - k_B^2} \right\}.
\]
(97)
The key difference from the standard result [2] is the presence of the complex factor \(i\omega\) in the parameters \(p_\omega\) and \(r_\omega\) in Eqs. (82a) and (82b) from the magnetic boundary condition describing the excitation of spin waves in the magnetic superconductor. The location of the Fiske peaks corresponding to excitation of the standing electromagnetic waves inside the junction is determined by the condition \(\text{Re}[p_\omega] = L = 2n\pi\). In the regions \(\omega < \omega_0\) and \(\omega > \sqrt{\mu_{z0}\omega_0}\) where \(\text{Im}(\eta_\omega) < \text{Re}(\eta_\omega)\), this condition gives the equation for the resonance frequencies
\[
\omega_n = \frac{t + \lambda_1 + \sqrt{t \lambda_2}}{t + \lambda_1 + \text{Re}(\eta_\omega) \lambda_2} \frac{\pi n \lambda_J}{L} \omega_p,
\]
(98)
where \(\omega_p\) is the Josephson plasma frequency, Eq. (83).

To facilitate numerical calculations, we rewrite Eq. (97) in the reduced form. We define the dimensionless size \(\tilde{L} = L/\lambda_J\) and frequency \(\tilde{\omega} = \omega/\omega_p\). We also introduce the reduced wave-vector parameters \(\tilde{k}_B = \lambda_j k_B\) and
\[
\tilde{p}_\omega = \lambda_J p_\omega = \sqrt{\tilde{\omega}^2 - i \nu_\sigma \tilde{\omega}} r_\omega.
\]
where \(\nu_\sigma\) is the dimensionless damping parameter, for \(x = 0, L\), we find the coefficients \(A_c\) and \(A_s\),
\[
A_c = k_B/p_\omega, \\
A_s = \frac{k_B}{p_\omega} \left[ \cos(p_\omega L) - \exp(ik_B L) \right]
\]
and substitute them into Eq. (93). This yields the oscillating phase
\[
\delta j = \frac{j_j}{2L} \text{Im} \left\{ \left[ 1 + \frac{\cos(\tilde{p}_\omega L) - \cos(\tilde{k}_B L)}{\tilde{p}_\omega L} \frac{2k_B^2}{\tilde{p}_\omega^2 - \tilde{k}_B^2} \right] \frac{r_\omega}{\tilde{p}_\omega^2 - \tilde{k}_B^2} \right\}.
\]
(99)
The product \(\tilde{k}_B \tilde{L}\) here may be related to the magnetic field as \(\tilde{k}_B \tilde{L} = \pi B_y / B_L = 2\pi \Phi_y / \Phi_0\), where
\[
B_L = \frac{\Phi_0}{2L (t + \lambda_1 + \sqrt{t \lambda_2})}
\]
(100)
is the size-dependent scale determining periodicity of magnetic oscillations of the Fiske resonances and \(\Phi_y = L (t + \lambda_1 + \sqrt{t \lambda_2}) \Phi_0\) is the magnetic flux through the junction. For frequency in Eq. (88), the strongest resonance is realized at \(B = nB_L\). For other Fiske resonances, odd peaks with \(n = 2m + 1\) are maximal for \(B_y = 2jB_L (\Phi_y / \Phi_0 = j)\) while even peaks with \(n = 2m\) are maximal for \(B_y = (2j+1)B_L (\Phi_y / \Phi_0 = j+1/2)\) [66, 67, 72].

Adding the tunnel quasiparticle current, \(j_n = \sigma E_z\), we obtain the total current in the reduced form
\[
\frac{j}{j_j} = \nu_\sigma \tilde{\omega} + \delta j / j_j.
\]
(101)
This equation together with Eq. (97) determines the current-voltage characteristic in the reduced form in the second order with respect to the Josephson current.

The shape of the current-voltage characteristic mostly depends on the relation between the Josephson plasma frequency \(\omega_p\), the location of the first Fiske resonance \(\omega_1 = \pi c_{11} / L\), and the two typical spin-wave frequencies \(\omega_0\) and \(\sqrt{\mu_{z0}\omega_0}\). As the resistive state is stable until the Josephson frequency exceeds the plasma frequency \(\omega_p\), Eq. (83), spin waves can be excited only if \(\omega_p\) is at least smaller than \(\sqrt{\mu_{z0}\omega_0}\). The clearest spin-wave features can be observed if \(\omega_p \lesssim \omega_0\). In addition, the behavior is also very sensitive to the junction size \(L\). For junctions narrower than the typical size \(L_* = c_{11} \pi / (\sqrt{\mu_{z0}\omega_0})\), the whole spin-wave region \(\omega_0 < \omega < \sqrt{\mu_{z0}\omega_0}\) is located below the Fiske resonances allowing for its clear resolution. For wider junctions the behavior is more complicated, because in this case the Fiske resonances are located both
above and below the spin-wave region and some of them may fall inside this region. A very special situation is realized for the particular junction size \( L_{\text{res}} \), at which the first Fiske resonance is very close to \( \omega_0 \). To estimate this junction size, we substitute the maximum value of \( \text{Re}(\eta_\omega) \sim \sqrt{\lambda/\xi_0} (\mu_{x0} - 1)^{1/4} \) to Eq. (98) at \( n = 1 \) yielding

\[
L_{\text{res}} = \pi \lambda_J \frac{\omega_0}{\omega_p} \sqrt{\frac{t + \lambda_1 + \sqrt{\mu_{x0} \lambda_2}}{t + \lambda_1 + (\mu_{x0} - 1)^{1/4} \lambda_2^{3/2} / \sqrt{\xi_0}}}.
\]

For this size, at the Josephson frequency slightly below \( \omega_0 \) the excited cavity mode generates the strongest spin wave inside the magnetic superconductor.

Figure 9 shows the representative current-voltage characteristics for junctions with different lateral sizes \( L \). The horizontal-axis scale \( E_p \) is the electric field at which the Josephson frequency equals \( \omega_p \), \( E_p = \Phi_0 \omega_p / (2\pi c) \). For comparison, the dashed lines show the current-voltage characteristics without dynamic magnetic response using static parameters \( c_{\omega} \) and \( \lambda_J \). They display a usual sequence of the Fiske resonances. We demonstrated that the AC Josephson effect in a tunneling contact between conventional and helical-magnetic superconductor can be utilized for the excitation of spin waves. Such excitation is most efficient when the Josephson frequency is in the range between the two typical spin-wave frequencies \( \omega_0 \) and \( \sqrt{\mu_{x0} \omega_0} \). In this range the current-voltage characteristic has a dis-
FIG. 10. The magnetic-field evolution of the current-voltage characteristics for junction with the parameters shown in the plot. The spin-wave feature is located in the region $1 \lesssim E_z/E_p \lesssim 1.7$. As the Fiske resonances, it is strongly modulated by the magnetic field.

tinct feature similar to one in the frequency dependence of the surface resistance. In addition, the spin-wave feature may strongly perturb the shape of Fiske resonances and the power of the excited spin wave may be enhanced when the Fiske resonance falls into the spin-wave region.

**IX. SUMMARY AND DISCUSSION**

In summary, in this paper we consider spin waves and related observable effects in superconductors with helical magnetic order. Most computed specific results correspond to the structure realized in the iron pnictide RbEuFe$_4$As$_4$, in which the moments rotate 90° from layer to layer, Fig. 1. The key feature of such materials is that the mode coupled with uniform field corresponds to the maximum frequency of the spin-wave spectrum with respect to the c-axis wave vector. The frequency of this mode is strongly enlarged by the long-range electromagnetic interactions between the oscillating magnetic moments and this enlargement rapidly vanishes when the c-axis wave-vector mismatch exceeds the inverse London penetration depth, see Fig. 2. For the parameters of RbEuFe$_4$As$_4$, we estimate the bare uniform-mode frequency $f_0$ as $\sim 11$ GHz and the renormalized one as $\sim 19$ GHz, meaning that these frequencies are located within a convenient microwave range. We evaluate the frequency dependence of the surface resistance and find that it has a very distinct asymmetric spin-wave feature spreading between the bare and renormalized frequencies, see Fig. 6.

We also investigate excitation of spin waves with the AC Josephson effect in a tunneling contact between helical-magnetic and conventional superconductors. For the most efficient excitation of spin waves, the Josephson plasma frequency has to be smaller than the bare uniform-mode frequency $\omega_0$. In addition, the features in the current-voltage characteristics are very sensitive to the junction size due to the interplay between the spin-wave excitation and Fiske resonances. The simplest behavior is realized in small-size junctions, when the renormalized frequency $\sqrt{\mu_{\text{eff}}} \omega_0$ is below the lowest Fiske resonance. In this case, the whole spin-wave region is separated from the Fiske resonances and has a strongly asymmetric shape resembling the feature in the surface resistivity, see the inset in Fig. 9(bottom). In larger junctions, the Fiske resonances may fall inside the spin-wave region leading to more complicated behavior, see Fig. 9(top and middle). The strongest excitation of the spin wave can be achieved in the situation when the Fiske resonance frequency is slightly below $\omega_0$ corresponding to the junction size in Eq. (102). As the Fiske resonances, the shape and amplitude of the spin-wave feature are modulated by magnetic field, see Fig. 10. We conclude that the AC Josephson effect provides a unique way to
excite and manipulate spin waves in magnetic superconductors.
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