Robust Devaney chaos in the two-dimensional border-collision normal form.
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Abstract

The collection of all non-degenerate, continuous, two-piece, piecewise-linear maps on $\mathbb{R}^2$ can be reduced to a four-parameter family known as the two-dimensional border-collision normal form. We prove that throughout an open region of parameter space this family has an attractor satisfying Devaney’s definition of chaos. This strengthens existing results on the robustness of chaos in piecewise-linear maps. We further show that the stable manifold of a saddle fixed point, despite being a one-dimensional object, densely fills an open region containing the attractor. Finally we identify a heteroclinic bifurcation, not described previously, at which the attractor undergoes a crisis and may be destroyed.

1 Introduction

Robust chaos refers to the phenomenon that a family of dynamical systems has a chaotic attractor throughout an open region of parameter space [1]. This does not occur for generic families of smooth one-dimensional maps as these have dense windows of periodicity [2], but is typical for systems with sufficiently many dimensions [3, 4], a well-known example being the Lorenz system [5, 6]. One can impose further requirements on the robustness, such as that the attractor varies continuously with respect to Hausdorff distance [7] or Lebesgue measure [8].

Robust chaos was popularised by Banerjee, Yorke, and Grebogi in [9] where they studied
the four-parameter family of maps

\[ f_\xi(x, y) = \begin{cases} 
\tau_L x + y + 1, & x \leq 0, \\
-\delta_L x, & \\
\tau_R x + y + 1, & x \geq 0,
\end{cases} \tag{1.1} \]

where, for convenience, we write

\[ \xi = (\tau_L, \delta_L, \tau_R, \delta_R). \]

This family is the two-dimensional border-collision normal form except the border-collision bifurcation parameter, usually denoted \( \mu \), has been scaled to 1. It describes the dynamics created in border-collision bifurcations — where a fixed point of a piecewise-smooth map collides with a switching manifold \[10, 11\]. In this context, piecewise-linear maps have been used to explain bifurcations in diverse applications such as power converters \[12\] and mechanical systems with stick/slip friction \[13\]. The family (1.1) is a normal form in the sense that any non-degenerate, continuous, two-piece, piecewise-linear map on \( \mathbb{R}^2 \) can be converted to (1.1) via an affine change of coordinates \[14\].

Banerjee et al. \[9\] identified an open parameter region \( \Phi_{BYG} \subset \mathbb{R}^4 \), defined below, throughout which \( f_\xi \) exhibits robust chaos. Recently in \[15\] we used renormalisation to partition a region slightly larger than \( \Phi_{BYG} \) into subregions \( \mathcal{R}_0, \mathcal{R}_1, \mathcal{R}_2, \ldots \). We showed that if \( \xi \in \mathcal{R}_n \) for some \( n \geq 0 \), then \( f_\xi \) has a chaotic attractor with \( 2^n \) connected components. Fig. 1 shows the attractor for typical \( \xi \in \mathcal{R}_0 \) where it has one connected component and is the closure of the unstable manifold of a saddle fixed point \( X \). We were further able to show that if \( \xi \in \mathcal{R}_n \) for some \( n \geq 1 \), then \( f_\xi^{2^n} \) is conjugate to \( f_\eta \) for some \( \eta \in \mathcal{R}_0 \). In this way anything one can prove about the dynamics in \( \mathcal{R}_0 \) immediately extends to every \( \mathcal{R}_n \) with \( n \geq 1 \). For this reason it is helpful to better understand the dynamics in \( \mathcal{R}_0 \).

Already it is known that \( f_\xi \) has a chaotic attractor for all \( \xi \in \mathcal{R}_0 \), but only in the sense of a positive Lyapunov exponent. In this paper we extend a result of \[16\] and show that throughout a relatively large subset of \( \mathcal{R}_0 \) the attractor satisfies Devaney’s definition of chaos: transitivity, dense periodic orbits, and sensitive dependence on initial conditions \[17\]. By the renormalisation discussed above, these properties also hold in the corresponding subsets of \( \mathcal{R}_n \) with \( n \geq 1 \).

The key objects that we employ to verify Devaney chaos are invariant expanding cones. These allow us to obtain a lower bound for the rate at which line segments grow under iteration by either piece of \( f_\xi \). Indeed such cones have been used to verify transitivity in other families of piecewise-linear maps \[18, 19\].

Below we also show that the stable manifold of \( X \) is dense in an open region containing the attractor. This is illustrated in Fig. 1 where we have numerically grown \( W^s(X) \) outwards for eight iterations beyond its first kink with the switching manifold, \( x = 0 \). Already we can see the manifold is leaving only small gaps; by iterating further we have observed that the size of the gaps steadily reduces further. Thus \( W^s(X) \) behaves like a two-dimensional object, when really it is one-dimensional. Such a manifold is termed a blender and for smooth
invertible maps only occurs for maps that are at least three-dimensional [20]. Blenders are a central feature of hetero-dimensional cycles and useful for explaining the breakdown of uniform hyperbolicity [21].

The remainder of this paper is organised as follows. The main results are presented in §2. Here we also show that the chaotic attractor can persist beyond $\Phi_{\text{BYG}}$ and even outside $\mathcal{R}_1$. It appears that if the attractor is not destroyed at the curved boundary of $\Phi_{\text{BYG}}$, then it is destroyed in a heteroclinic bifurcation where the unstable manifold of $X$ develops an intersection with the stable manifold of a period-three solution.

In §3 we introduce essential features of the phase space of $f_\xi$, then in §4 identify invariant expanding cones on the tangent space of $f_\xi$. We put these together in §5 to prove statements about how line segments map under $f_\xi$. In §6 we establish related results for the inverse of $f_\xi$, then in §7 prove transitivity and the denseness of periodic solutions. Sensitive dependence follows immediately as it is actually a redundant aspect of Devaney’s definition [22]. Concluding remarks are provided in §8.

2 Main results

Let

$$\Phi = \{ \xi \in \mathbb{R}^4 \mid \tau_L > \delta_L + 1, \delta_L > 0, \tau_R < -\delta_L + 1, \delta_R > 0 \}. \quad (2.1)$$
For all $\xi \in \Phi$, the map $f_\xi$ has two fixed points

$$X = \left(1, \frac{-\delta_R}{\delta_R + 1 - \tau_R}, \frac{-\delta_R}{\delta_R + 1 - \tau_R}\right),$$  
(2.2)

$$Y = \left(-\frac{1}{\tau_L - \delta_L - 1}, \frac{-\delta_L}{\tau_L - \delta_L - 1}\right),$$  
(2.3)

where $X$ belongs to the right half-plane ($x > 0$) and $Y$ belongs to the left half-plane ($x < 0$), Fig. 1. Let

$$A_L = \left[\begin{array}{cc}
\tau_L & 1 \\
-\delta_L & 0
\end{array}\right], \quad A_R = \left[\begin{array}{cc}
\tau_R & 1 \\
-\delta_R & 0
\end{array}\right],$$

denote the Jacobian matrices of $f_\xi$ in the left and right half-planes. For all $\xi \in \Phi$, the eigenvalues of $A_L$ satisfy $0 < \lambda_s^L < 1 < \lambda_u^L$ and the eigenvalues of $A_R$ satisfy $\lambda_u^R < -1 < \lambda_s^R < 0$. Both $X$ and $Y$ are saddles — their stable and unstable manifolds are one-dimensional. In particular, let

$$\Lambda = \text{cl}(W^u(X))$$  
(2.4)

denote the closure of the unstable manifold of $X$.

2.1 A division of parameter space

The robust chaos parameter region of Banerjee, Yorke, and Grebogi [9] is the set

$$\Phi_{\text{BYG}} = \{\xi \in \Phi \mid \phi(\xi) > 0\},$$  
(2.5)

where

$$\phi(\xi) = \delta_R - (\tau_R + \delta_L + \delta_R - (1 + \tau_R) \lambda^u_L) \lambda^u_L.$$  
(2.6)

Banerjee et. al. observed that $\Lambda$ may be a chaotic attractor that can be destroyed when $\phi(\xi) = 0$, as this is where the stable and unstable manifolds of $Y$ develop an intersection. This bifurcation is a homoclinic corner [23] analogous to a ‘first’ homoclinic tangency for smooth maps [24].

In [15] we introduced the renormalisation operator $g : \Phi \to \Phi$ defined by

$$g(\xi) = \left(\tau_R^2 - 2\delta_R, \delta_R, \tau_L \tau_R - \delta_L - \delta_R, \delta_L \delta_R\right).$$

For all $n \geq 0$, let

$$R_n = \{\xi \in \Phi \mid \phi(g^n(\xi)) > 0, \phi(g^{n+1}(\xi)) \leq 0\}. \quad (2.7)$$

As shown in [15], the sets $R_n$ are non-empty, mutually disjoint, and converge to $\{\xi^*\}$ as $n \to \infty$, where $\xi^* = (1, 0, -1, 0)$ is a fixed point of $g$ that lies on the boundary of $\Phi$. For any two-dimensional slice of parameter space defined by fixing the values of $\delta_L > 0$ and $\delta_R > 0$, only finitely many $R_n$ are visible. Moreover, $R_0$ and $R_1$ are by far the largest regions. Indeed in the example slices shown in Fig. 2 these are the only $R_n$ that are visible.
We now state the main results. These are proved in later sections and involve the functions

\[
J_1(\xi) = \frac{\lambda_L^u\lambda_R^{u^2}}{\lambda_L^u + |\lambda_R^u|}, \quad (2.8)
\]

\[
J_2(\xi) = \max\left\{\lambda_L^s, \frac{\sqrt{2}\lambda_L^s}{\lambda_L^u + 1}\right\} + \max\left\{|\lambda_R^s|, \frac{\sqrt{2}|\lambda_R^s|}{|\lambda_R^s| + 1}\right\}. \quad (2.9)
\]

Since the eigenvalues $\lambda_R^s$ and $\lambda_R^u$ are negative we have used absolute values to make the signs of the various quantities readily apparent. The results here tell about the dynamics of $W^s(X)$ because $J_1(\xi) > 1$ implies $\xi \in R_0$ for any $\xi \in \Phi_{BYG}$, see Lemma 5.2.

**Theorem 2.1.** Let $\xi \in \Phi_{BYG}$ and suppose $J_1(\xi) > 1$ and $\lambda_L^s + |\lambda_R^s| < 1$. Then $W^s(X)$ is dense in a triangular region containing $\Lambda$.

**Theorem 2.2.** Let $\xi \in \Phi_{BYG}$ and suppose $J_1(\xi) > 1$ and $J_2(\xi) < 1$. Then $f_\xi$ is chaotic in the sense of Devaney on $\Lambda$.

Notice $J_2(\xi) < 1$ is a stronger condition than $\lambda_L^s + |\lambda_R^s| < 1$. The striped regions in Fig. 2 show where the conditions of Theorem 2.2 hold for the given fixed values of $\delta_L$ and $\delta_R$.

**Figure 2:** Two-dimensional slices of parameter space defined by fixing the values of $\delta_L$ and $\delta_R$ as indicated. The regions $R_0$ and $R_1$ are coloured yellow and grey respectively. The curved boundary $\phi(\xi) = 0$ intersects the horizontal boundary $\tau_R = -\delta_R - 1$ at $\tau_L = \lambda^* + \frac{\delta_L}{\lambda^*}$, where $\lambda^*$ is the largest root of the quadratic $-\delta_R\lambda^2 + (1 - \delta_L)\lambda + \delta_R$, see [15]. The striped regions are where Theorems 2.1 and 2.2 apply. The curves labelled HT are heteroclinic bifurcations discussed in §2.2. In panel (a) the black square indicates the parameter values of Fig. 1 and the black triangles indicate the parameter values of Fig. 3.
\[ \delta_R \]. As mentioned above these are necessarily subsets of \( R_0 \). In panel (a) the condition \( J_2(\xi) < 1 \) does not influence the boundary of the striped region because this condition is satisfied automatically when the values of \( \delta_L \) and \( \delta_R \) are sufficiently small. In panel (b) we have chosen values of \( \delta_L \) and \( \delta_R \) that highlight the nonsmoothness of the constraint \( J_2(\xi) < 1 \).

The conditions \( J_1(\xi) > 1 \) and \( J_2(\xi) < 1 \) arise quite naturally. First \( J_1(\xi) > 1 \) ensures the second iterate \( f^2_\xi \) is expanding in some directions, whilst \( J_2(\xi) < 1 \) ensures the inverse \( f^{-1}_\xi \) is expanding in some other directions. Below we use these expansion properties to verify Devaney chaos. Nevertheless, numerical explorations suggest that these conditions are sub-optimal and that \( \Lambda \) in fact has Devaney chaos for all \( \xi \in R_0 \). A proof of this remains for future work.

### 2.2 A heteroclinic bifurcation involving \( \Lambda \)

For the most part \( \Lambda \) appears to vary continuously as \( \xi \) is varied continuously within \( R_0 \), but jumps in size when it develops intersections with the stable manifold of a period-three cycle. This is illustrated in Fig. 3. By increasing the value of \( \tau_R \) an intersection first occurs at \( \tau_R \approx -1.727455 \). This heteroclinic bifurcation is an example of a crisis [25].

![Figure 3](image)

Figure 3: Phase portraits of (1.1) with \( \delta_L = 0.2, \delta_R = 0.5, \tau_L = 1.3 \), and three different values of \( \tau_R \) as indicated. These parameter combinations are shown in Fig. 2. In each plot the three green triangles are the points of a saddle-type \( LRR \)-cycle, denoted \( \gamma_{LRR} \).

Numerically we have computed curves in Fig. 2 (labelled HT) where the heteroclinic bifurcation occurs. This was a computationally intensive task because, unlike the simple corner intersections associated with \( \phi(\xi) = 0 \) for example that involve the first couple of linear pieces of \( W^s(Y) \) and \( W^u(Y) \) as they emanate outwards from \( Y \), the corner intersections associated with the heteroclinic bifurcation involve the limiting outer-most part of \( W^u(X) \) as is it grown outwards from \( X \) indefinitely. Curves of such bifurcations were considered in [26] where it was argued that other bifurcations may contribute to the crisis. It remains to be seen whether or not such bifurcations are present in our piecewise-linear setting.

The attractor \( \Lambda \) appears to persist to the right of \( \phi(\xi) = 0 \) in the narrow strip bounded above by \( \phi(g(\xi)) = 0 \) and bounded below by the heteroclinic bifurcation curve. From a point...
within this strip, if we cross $\phi(g(\xi)) = 0$ we enter $\mathcal{R}_1$ and $\Lambda$ is replaced by an attractor with two connected components, while if we cross the heteroclinic bifurcation forward orbits of points near $X$ are able to diverge so $W^u(X)$ suddenly becomes unbounded and the attractor is destroyed. Numerical investigations suggest this occurs for any values of $\delta_L > 0$ and $\delta_R > 0$, that is, it is always the stable manifold of the LRR-cycle (period-three solution with symbolic itinerary LRR) that is responsible for the crisis.

2.3 Additional notation

Here we collectively introduce additional notation and conventions used regularly in subsequent sections.

We write $\| \cdot \|$ for the Euclidean norm on $\mathbb{R}^2$. We use subscripts to denote the components of a point, e.g. $P = (P_1, P_2) \in \mathbb{R}^2$. We write $B_\varepsilon(P) = \{ Q \in \mathbb{R}^2 | \|P - Q\| < \varepsilon \}$ for the ball of radius $\varepsilon > 0$ centred at a point $P \in \mathbb{R}^2$.

Given $P, Q \in \mathbb{R}^2$, the line segment connecting $P$ and $Q$, and including $P$ and $Q$, is denoted $PQ$. The length of a line segment $PQ$ is the distance between its endpoints and denoted $|PQ|$.

The switching manifold of $f_\xi$ is the set $\Sigma = \{(0, y) | y \in \mathbb{R}\}$ — the $y$-axis. For any $\xi \in \mathbb{R}^4$, its image $f_\xi(\Sigma)$ is the $x$-axis.

3 The stable and unstable manifolds of the fixed points

Since $f_\xi$ is piecewise-linear, the stable and unstable manifolds of the fixed points $X$ and $Y$ are themselves piecewise-linear. As they emanate from the fixed point they coincide with the corresponding stable or unstable subspace.

Let us first consider the unstable manifold of $Y$, denoted $W^u(Y)$, which corresponds to the unstable eigenvalue $\lambda^u_L$. As $W^u(Y)$ emanates from $Y$ it coincides with the unstable subspace, $E^u(Y)$, and has two dynamically independent branches because $\lambda^u_L$ is positive. The first kink of the right branch of $W^u(Y)$, as we follow it outwards from $Y$, occurs at the point

$$D = \left( \frac{1}{1 - \lambda^u_L}, 0 \right),$$

see Fig. 4. For all $\xi \in \Phi$, $D$ lies to the right of $(1, 0)$, whereas $f_\xi(D)$ lies in the left half-plane. Let $U$ denote the intersection of $\overline{DF_\xi(D)}$ with $\Sigma$. The right branch of $W^u(Y)$ contains the line segments $\overline{YD}$ and $\overline{DF_\xi(D)}$ and can be ‘grown’ by iterating $\overline{DF_\xi(D)}$ under $f_\xi$ because this line segment, minus one of its endpoints, is a fundamental domain [24] for this branch of the manifold.

As in [16], let $B$ denote the intersection of $\overline{YD}$ with the line through $f_\xi(D)$ and parallel to the stable subspace $E^s(Y)$, see Fig. 4. Then let $\Omega$ be the filled triangle with vertices $D$, $f_\xi(D)$, and $B$. The following result characterises the image of $\Omega$ under $f_\xi$. An immediate consequence is that $\Omega$ is forward invariant under $f_\xi$ for all $\xi \in \Phi_{BYG}$. Essentially this is the case because $\xi \in \Phi_{BYG}$ implies $f_\xi(D)$ lies to the right of $E^s(Y)$; refer to [16] for a proof.
Lemma 3.1. Let $\xi \in \Phi_{BYG}$. Then $f_\xi(\Omega) \subset \Omega$ and is the polygon with vertices $D$, $f_\xi(D)$, $f_\xi(U)$, $f_\xi(U_2)$, and $f_\xi(B)$.

We now consider the stable manifold of $X$, $W^s(X)$. This manifold has only one dynamically independent branch because the corresponding eigenvalue $\lambda_R^s$ is negative. The first kink of $W^s(X)$, as we follow it outwards from $X$, occurs at the point

$$V = \left(0, -\frac{\lambda^u_R}{\lambda^u_R - 1}\right),$$

(3.2)

see again Fig. 4. The stable manifold $W^s(X)$ contains $Vf_\xi^{-1}(V) \subset E^s(X)$ and can be grown by iterating $f_\xi(U)f_\xi^{-1}(V)$ under $f_\xi^{-1}$. This is because $f_\xi(U)f_\xi^{-1}(V)$, minus one of its endpoints, is a fundamental domain for $W^s(X)$.

The next result clarifies how $Vf_\xi^{-1}(V)$ intersects the region $f_\xi(\Omega)$ and is used below to prove Lemma 5.3. Specifically Lemma 3.2 implies $f_\xi(V)$ lies to the left of $f_\xi(U)$; consequently $Vf_\xi^{-1}(V)$ cuts $f_\xi(\Omega)$ into three pieces.

Lemma 3.2. Let $\xi \in \Phi$. If $\lambda^s_L + |\lambda^s_R| < 1$ then $U_2 > V_2$.

Proof. By iterating (3.1) under $f_\xi$ we find that $\overline{Df_\xi(D)}$ has slope $\frac{\delta_R}{\lambda^u_L - \tau_R}$ and consequently

$$U = \left(0, -\frac{\delta_R}{(\lambda^s_L - \tau_R)(1 - \lambda^s_L)}\right).$$

(3.3)

By subtracting the second component of (3.2) from that of (3.3) and factorising, we obtain

$$U_2 - V_2 = \frac{|\lambda^s_R|}{(1 - \lambda^s_L + \lambda^s_R)(\lambda^s_L - \lambda^u_R)} \frac{\lambda^s_L - \lambda^u_R}{(1 - \lambda^s_L)(1 - \lambda^u_R)(\lambda^s_R - \tau_R)}. $$

(3.4)

If $\lambda^s_L + |\lambda^s_R| < 1$ then each bracketed factor in (3.4) has a positive value, thus $U_2 > V_2$. □

Figure 4: A sketch of the forward invariant region $\Omega$ that is constructed using kinks of the unstable manifold of $Y$ (red). We also show its image $f_\xi(\Omega)$ and parts of the stable manifolds of $X$ and $Y$ (blue).
Invariant expanding cones

In this section we construct invariant expanding cones for the Jacobian matrices $A_L$ and $A_R$.

**Definition 4.1.** A nonempty set $C \subset \mathbb{R}^2$ is a cone if $tv \in C$ for all $v \in C$ and $t \in \mathbb{R}$.

**Definition 4.2.** Let $A$ be a real-valued $2 \times 2$ matrix. A cone $C \subset \mathbb{R}^2$ is invariant if $Av \in C$ for all $v \in C$. The cone is expanding if there exists an expansion factor $c > 1$ such that $\|Av\| \geq c\|v\|$ for all $v \in C$.

Given an interval $K \subset \mathbb{R}$, the set

$$\Psi_K = \left\{ \begin{bmatrix} t \\ m \end{bmatrix} \middle| m \in K, t \in \mathbb{R} \right\}, \quad (4.1)$$

is a cone. The vector $v = \begin{bmatrix} 1 \\ -\lambda^u_L \end{bmatrix}$ is an eigenvector of $A_L$ corresponding to the eigenvalue $\lambda^u_L$. Thus $\|Av\| = \lambda^u_L \|v\|$. It is a simple exercise to show that this equation holds with $v = \begin{bmatrix} 1 \\ m \end{bmatrix}$ for exactly one other value of $m \in \mathbb{R}$, namely

$$m_{\text{crit}} = \lambda^u_L + \frac{2\tau_L}{\lambda^u_L^2 - 1}, \quad (4.2)$$

and notice $m_{\text{crit}} > 0$. It is not difficult to show that $\|Av\| \geq \lambda^u_L \|v\|$ for all $v = \begin{bmatrix} 1 \\ m \end{bmatrix}$ with $-\lambda^u_L \leq m \leq m_{\text{crit}}$. The following result generalises this observation.

**Lemma 4.1.** Suppose $\tau_L > \delta_L + 1$ and $\delta_L > 0$. Let $K = [-\lambda^u_L, m_{\text{max}}]$ for some $m_{\text{max}} \geq 0$.

i) If $m_{\text{max}} \leq m_{\text{crit}}$ then $\Psi_K$ is invariant and expanding for $A_L$ with expansion factor $\lambda^u_L$.

ii) If $m_{\text{max}} \leq 1$ then $\Psi_K$ is invariant and expanding for $A_L$ with expansion factor $c_L = \min\left\{ \lambda^u_L, \frac{\lambda^u_L + 1}{\sqrt{2}} \right\}$.

**Proof.** Choose any $v \in \Psi_K$. Then $v = \begin{bmatrix} 1 \\ m \end{bmatrix}$ for some $m \in K$ and $t \in \mathbb{R}$. If $t = 0$ then $A_Lv \in \Psi_K$ trivially, otherwise the slope of $A_Lv$ is $G(m) = \frac{-\lambda^u_L}{\tau_L + m}$. Notice $G(-\lambda^u_L) = -\lambda^u_L$. Also $G$ is increasing and negative-valued on $[0, \infty)$. Therefore $G(m) \in [-\lambda^u_L, 0) \subset K$ and so $A_Lv \in \Psi_K$. That is, $\Psi_K$ is invariant for $A_L$.

For any $c > 1$ and $t \neq 0$,

$$H(m) = \|A_Lv\|^2 - c^2\|v\|^2 = t^2 \left( (1 - c^2)m^2 + 2\tau_Lm + \tau^2_L + \delta^2_L - c^2 \right), \quad (4.3)$$

is a concave down quadratic function of $m$. Thus, on $K$, $H$ achieves its minimum at an endpoint of $K$. With $m = \lambda^u_L$ or $m = m_{\text{crit}}$ we have

$$\frac{\|A_Lv\|^2}{\|v\|^2} = \lambda^u_L. \quad (4.4)$$
Thus with \( m_{\text{max}} \leq m_{\text{crit}} \) and \( c = \lambda_L^u \), then \( H(m) \geq 0 \) for all \( m \in K \). That is, \( \Psi_K \) is expanding with expansion factor \( \lambda_L^u \). With instead \( m = 1 \) we have

\[
\frac{\| A_L v \|^2}{\| v \|^2} = \frac{(\tau_L + 1)^2 + \delta_L^2}{2} > \frac{(\lambda_L^u + 1)^2}{2}.
\] (4.5)

Thus if \( m_{\text{max}} \leq 1 \) and \( c^2 \) is the minimum of (4.4) and the bound in (4.5) then again \( H(m) \geq 0 \) for all \( m \in K \). That is, \( \Psi_K \) is expanding with expansion factor \( c_L \).

Next we state a result for \( A_R \) that is analogous to Lemma 4.1(ii). This can be obtained in the same way so we do not provide a proof.

Lemma 4.2. Suppose \( \tau_R < -\delta_R - 1 \) and \( \delta_R > 0 \). Let \( K = [m_{\text{min}}, |\lambda_R^u|] \) for some \( m_{\text{min}} \in [-1, 0] \). The cone \( \Psi_K \) is invariant and expanding for \( A_R \) with expansion factor \( c_R = \min \{ |\lambda_R^u|, \frac{|\lambda_R^u| + 1}{\sqrt{2}} \} \).

Next we provide a simple lower bound for the value of \( m_{\text{crit}} \). We then use this, and Lemmas 4.1 and 4.2 to construct a cone that is invariant and expanding for both \( A_L \) and \( A_R \).

Lemma 4.3. Let \( \xi \in \Phi_{\text{BYG}} \). Then \( m_{\text{crit}} > 2\delta_R \).

Proof. Treat \( m_{\text{crit}} \) as a function of \( \tau_L \) and \( \delta_L \). By directly differentiating (4.2) we obtain

\[
\frac{\partial m_{\text{crit}}}{\partial \tau_L} = -\left[ \frac{\delta_L}{\lambda_L^u} + \frac{2(\lambda_L^u + 1)}{(\lambda_L^u - 1)^2} + \frac{2\delta_L(3\lambda_L^u - 1)}{\lambda_L^u(\lambda_L^u - 1)^2} \right] \frac{\partial \lambda_L^u}{\partial \tau_L}.
\]

By inspection the quantity in square brackets is positive (because \( \delta_L > 0 \) and \( \lambda_L^u > 1 \)). Also \( \frac{\partial \lambda_L^u}{\partial \tau_L} > 0 \), therefore, for any fixed \( \delta_L > 0 \), \( m_{\text{crit}} \) is a decreasing function of \( \tau_L \).

As shown in [15], in the \((\tau_L, \tau_R)\)-plane the curve \( \phi(\xi) = 0 \) intersects \( \tau_R = -\delta_R - 1 \) at \( \tau_L = \lambda^* + \frac{\delta_L}{\lambda^*} \), where \( \lambda^* \) is the larger of the two solutions to

\[
-\delta_R \lambda^2 + (1 - \delta_L)\lambda + \delta_R = 0,
\] (4.6)

as indicated in Fig. 2. Since the curve \( \phi(\xi) = 0 \) has positive slope everywhere [15], for any \( \xi \in \Phi_{\text{BYG}} \) the value of \( \tau_L \) is less than \( \lambda^* + \frac{\delta_L}{\lambda^*} \). So, since \( m_{\text{crit}} \) is a decreasing function of \( \tau_L \),

\[
m_{\text{crit}} > m_{\text{crit}}(\delta_L, \delta_R)
\]

where

\[
m_{\text{crit}}(\delta_L, \delta_R) = \frac{\delta_L}{\lambda^*} + \frac{2(\lambda^* + \frac{\delta_L}{\lambda^*})}{\lambda^* - 1},
\]

is obtained by replacing \( \tau_L \) in (4.2) with \( \lambda^* + \frac{\delta_L}{\lambda^*} \).

It remains to show that \( m_{\text{crit}}(\delta_L, \delta_R) > 2\delta_R \) for all \( 0 < \delta_L < 1 \) and \( \delta_R > 0 \) because to have \( \xi \in \Phi_{\text{BYG}} \) we must have \( \delta_L < 1 \) [15]. First observe \( m_{\text{crit}}(0, \delta_R) = \frac{2\lambda^*}{\lambda^* - 1} \) and in view of (4.6) this reduces to \( m_{\text{crit}}(0, \delta_R) = 2\delta_R \). Also

\[
\frac{\partial m_{\text{crit}}}{\partial \delta_L} = \frac{1}{\alpha} + \frac{2}{\alpha(\alpha^2 - 1)} - \frac{\partial \lambda^*}{\partial \delta_L} \left[ \delta_L \left( \lambda^* + 4\lambda^* - 1 \right) + 2\lambda^* \left( \lambda^* + 1 \right) \right].
\]
By inspection the quantity in square brackets is positive (because $\delta_L > 0$ and $\lambda^* > 1$). It is a simple exercise to show $\frac{\partial m^*_\alpha}{\partial \delta_L} < 0$, therefore, for any fixed $\delta_R > 0$, $m^*_\alpha$ is an increasing function of $\delta_L$. Thus $m^*_\alpha(\delta_L, \delta_R) > m^*_\alpha(0, \delta_R) = 2\delta_R$, as required.

\begin{lemma}
Let $\xi \in \Phi_{BYG}$. With $K = [-\lambda^*_R, |\lambda^*_R|]$, the cone $\Psi_K$ is invariant for $A_L$ and $A_R$. Moreover, it is expanding for $A_L$ with expansion factor $\lambda^*_L$ and expanding for $A_R$ with expansion factor $c_R = \min\{\lambda^*_R, \frac{|\lambda^*_R|+1}{\sqrt{2}}\}$.
\end{lemma}

\begin{proof}
Observe $|\lambda^*_R| < \delta_R < 2\delta_R < m^*_\alpha$ using Lemma 4.3. Thus the right end-point of $K$ is bounded above by $m^*_\alpha$, hence the result for $A_L$ follows from Lemma 4.1(i). Also $-1 < -\lambda^*_L$, thus the result for $A_R$ follows from Lemma 4.2.
\end{proof}

\section{Expanding line segments}

In this section we use invariant expanding cones to study how line segments map under $f_\xi$ and to prove Theorem 2.1.

Let $\alpha = \overline{PQ} \subset \mathbb{R}^2$ be a line segment and write $Q = P + v$. The length of $\alpha$ is $|\alpha| = \|v\|$. We say $\alpha$ crosses $\Sigma$ if it contains points on both sides of $\Sigma$. If $\alpha$ does not cross $\Sigma$, then all points in $\alpha$ map under the same piece of $f_\xi$. In this case $f_\xi(\alpha)$ is another line segment and

$$|f_\xi(\alpha)| = \|A_Jv\|,$$

with $J = L$ or $J = R$ accordingly.

If $\alpha$ crosses $\Sigma$, then $f_\xi(\alpha)$ consists of two line segments connected at a point on $f_\xi(\Sigma)$. The next result (inspired by Lemma 2.1 of [27]) provides a lower bound on the length of the longer of these two segments.

\begin{lemma}
Let $s$ be the length of the longest line segment in $f_\xi(\alpha)$ and let $c_L, c_R > 0$. If $\|A_Lv\| \geq c_L\|v\|$ and $\|A_Rv\| \geq c_R\|v\|$, then

$$s \geq \frac{c_Lc_R}{c_L+c_R}|\alpha|.$$

\end{lemma}

\begin{proof}
Let $\alpha_L$ denote the part of $\alpha$ in the closed left half-plane and $\alpha_R$ denote the part of $\alpha$ in the closed right half-plane. Then $|\alpha_L| = t|\alpha|$ and $|\alpha_R| = (1-t)|\alpha|$ for some $t \in [0,1]$. Observe $|f_\xi(\alpha_L)| = \|A_L(tv)\| \geq tc_L|\alpha|$ and $|f_\xi(\alpha_R)| = \|A_R((1-t)v)\| \geq (1-t)c_R|\alpha|$. Thus $s \geq \max\{tc_L, (1-t)c_R\}|\alpha|$. This length is smallest when $tc_L = (1-t)c_R$. That is, $t = \frac{c_R}{c_L+c_R}$, giving (5.2).
\end{proof}

We are now able to show that the condition $J_1(\xi) > 1$ implies $\xi \in \mathcal{R}_0$ for any $\xi \in \Phi_{BYG}$. This is because if $\xi \in \Phi_{BYG}$ then $\phi(\xi) > 0$, so if also $\phi(g(\xi)) < 0$ then $\xi \in \mathcal{R}_0$ by definition, (2.7).

\begin{lemma}
Let $\xi \in \Phi$. If $J_1(\xi) > 1$ then $\phi(g(\xi)) < 0$.
\end{lemma}
Proof. Let \( \xi \in \Phi \) and suppose \( \phi(g(\xi)) \geq 0 \). It remains to show \( J_1(\xi) \leq 1 \). Let \( T \in f_\xi(\Sigma) \) denote the first kink of \( W^u(X) \) as we follow it outwards from \( X \), see Fig. 5. As shown in [15], \( \phi(g(\xi)) \geq 0 \) implies \( f_\xi^2(T) \) lies on or to the right of the stable subspace \( E^s(X) \). The slope of \( E^s(X) \) is \( |\lambda^u_R| \), where \( |\lambda^u_R| < \frac{1+\sqrt{5}}{2} \) because \( \phi(g(\xi)) \geq 0 \), see [15].

The slope of \( T f_\xi(T) \) is \( |\lambda^u_R| \). This slope belongs to the interval \( K = [-\lambda^s_L, |\lambda^s_R|] \) of Lemma 4.4, thus by the invariance of \( \Psi_K \) the slope of \( f_\xi^2(T) \) also belongs to this interval. Thus the slope of \( f_\xi^2(T) \) is at least \( -\lambda^s_L \), which is greater than \(-1\). Also \( f_\xi^2(T) \) lies above \( f_\xi(\Sigma) \) (the \( x \)-axis) because \( f_\xi(T) \) lies to the left of \( \Sigma \). By putting these observations together we conclude that \( f_\xi^2(T) \) must belong to the shaded region of Fig. 5. It is then a simple exercise in geometry to show that the distance of any point in this region to \( T \) is less than the distance of \( X \) to \( T \). Thus \( f_\xi^2(T) \) is closer to \( T \) than \( X \) is.

Now let \( \alpha = X f_\xi(T) \). Then \( f_\xi(\alpha) = XT \cup T f_\xi^2(T) \). We have just shown that the longest line segment in \( f_\xi(\alpha) \) is \( XT \). By Lemma 5.1 this has length

\[
s \geq \frac{\lambda^u_R |\lambda^u_R|}{\lambda^u_L + |\lambda^u_R|} |\alpha|, \tag{5.3}
\]

using also Lemma 4.4 with \( c_R = |\lambda^u_R| \) because \( |\lambda^u_R| < \frac{1+\sqrt{5}}{2} \). Since \( XT \) is aligned with the unstable direction of \( X \), \( |f_\xi(XT)| = |\lambda^u_R| s \). But \( f_\xi(XT) = \alpha \), thus (5.3) implies \( |\alpha| \geq \frac{\lambda^u_R |\lambda^u_R|^2}{\lambda^u_L + |\lambda^u_R|} |\alpha| \). That is, \( J_1(\xi) \leq 1 \).

Next we prove that, under certain conditions, when we iterate a line segment under \( f_\xi \) we must eventually intersect \( V f_\xi^{-1}(V) \) — the initial linear piece of \( W^s(X) \) as it emanates from \( X \). Then only a few more arguments are required to establish the denseness of \( W^s(X) \).

![Figure 5: A sketch of the phase space of (1.1) with \( \xi \in \Phi \) and \( \phi(g(\xi)) \geq 0 \) to support the proof of Lemma 5.2. The shaded region is bounded by the \( x \)-axis, the line through \( X \) with slope \( \frac{1+\sqrt{5}}{2} \), and the line through \( T \) with slope \(-1\).](image)
Lemma 5.3. Let $\xi \in \Phi_{BYG}$ and suppose $J_1(\xi) > 1$ and $\lambda_+^L + |\lambda_+^R| < 1$. Let $\alpha \subset \Omega$ be a line segment with slope in $K = [-\lambda_+^L, |\lambda_+^R|]$. Then there exists $n \geq 1$ and points $P \in \Sigma$ and $Q \in f_\xi(\Sigma)$ such that $PQ \subset f_\xi^n(\alpha)$. Moreover, $PQ$ intersects $V_f^{-1}(V)$ transversally.

Proof. Let $\alpha_0 = \alpha$. We construct a sequence $\{\alpha_i\}$ of line segments in $\Omega$ with slopes in $K$ as follows. If $\alpha_i$ does not cross $\Sigma$, let $\alpha_{i+1} = f_\xi(\alpha_i)$. Observe $\alpha_{i+1} \subset \Omega$ because $\Omega$ is forward invariant under $f_\xi$ (Lemma 3.1), and $\alpha_{i+1}$ has slope in $K$ because $\Psi_K$ is invariant for both $A_L$ and $A_R$ (Lemma 4.4). Moreover, with $c_R$ as in Lemma 4.4 $|\alpha_{i+1}| \geq d_0|\alpha_i|$ where $d_0 = \min\{\lambda_+^L, c_R\} > 1$.

If $\alpha_i$ crosses $\Sigma$, first let $\beta_i$ be the longer of the two line segments that comprise $f_\xi(\alpha_i)$. If $\beta_i$ does not cross $\Sigma$, let $\alpha_{i+1} = f_\xi(\beta_i)$. Both $\beta_i$ and $\alpha_{i+1}$ belong to $\Omega$ and have slopes in $K$ by the invariance properties. We now show that the situation of $\beta_i$ not crossing $\Sigma$ cannot always occur.

The endpoint of $\beta_i$ that lies on $f_\xi(\Sigma)$ belongs to the right half-plane. This is because $\beta_i \subset f_\xi(\Omega)$ and the intersection of $f_\xi(\Omega)$ with $f_\xi(\Sigma)$ is the line segment with endpoints $f_\xi(U)$ and $D$, see Lemma 3.1. But $U$ lies above $\Sigma$ (Lemma 3.2) because we have assumed $\lambda_+^L + |\lambda_+^R| < 1$, thus $f_\xi(U)$ lies to the right of $f_\xi(\Sigma)$, which certainly lies to the right of $\Sigma$ in view of the explicit expression (3.2). So the assumption that $\beta_i$ does not cross $\Sigma$ means that $\beta_i$ lies in the closed right half-plane, thus $|\alpha_{i+1}| \geq c_R|\beta_i|$ by Lemma 4.4. Also $|\beta_i| \geq \frac{\lambda_+^L c_R}{\lambda_+^L + c_R}|\alpha_i|$ by Lemma 5.1, therefore $|\alpha_{i+1}| \geq d_1|\alpha_i|$ where $d_1 = \frac{\lambda_+^L c_R}{\lambda_+^L + c_R}$.

If $|\lambda_+^R| > \frac{1+\sqrt{5}}{2}$ then $c_R > \frac{1+\sqrt{5}}{2}$ and so $d_1 > 1$ (because $\lambda_+^L > 1$). Otherwise $c_R = |\lambda_+^R|$ in which case $d_1 = J_1(\xi)$ and so again $d_1 > 1$ (because $J_1(\xi) > 1$ by assumption). Now let $d = \min\{d_0, d_1\}$. Then $|\alpha_n| \geq d^n|\alpha_0| \to \infty$ as $n \to \infty$ because $d > 1$, but $\Omega$ is bounded so this is not possible. Thus there must exist $j \geq 0$ such that both $\alpha_j$ and $\beta_j$ cross $\Sigma$. Let $P = \beta_j \cap \Sigma$ and $Q$ be the endpoint of $\beta_j$ that lies on $f_\xi(\Sigma)$. By construction $PQ \subset f_\xi^n(\alpha)$ for some $j + 1 \leq n \leq 2j + 1$.

Finally, $PQ \subset f_\xi(\Omega)$ thus $P$ lies on or above $U$ while $Q$ lies on or to the right of $f_\xi(U)$, see Fig. 4. We now use Lemma 3.2 to show that $PQ$ intersects $V_f^{-1}(V)$ transversely. Since $U$ lies above $V$, $P$ lies to the left of the stable subspace $E^s(X)$. Since $f_\xi(U)$ lies to the right of $f_\xi(V)$, $Q$ lies to the right of $E^s(X)$. Thus $PQ$ intersects $E^s(X)$ transversely at some point $S \in f_\xi(\Omega)$. Finally $S \in V f_\xi^{-1}(V)$ because $f_\xi^{-1}(V)$ lies above the line through $f_\xi^{-1}(D)$ and $D$ (which is the case because $V$ lies below the line through $D$ and $f_\xi(D)$).

Proof of Theorem 2.7. Since $X \in \Omega$, see [15], and $\Omega$ is compact and forward invariant under $f_\xi$, we have $\Lambda \subset \Omega$. Choose any $\tilde{P} \in \Omega$ and $\varepsilon > 0$. Let $\alpha \subset B_\varepsilon(\tilde{P}) \cap \Omega$ be a line segment with slope in $[-\lambda_+^L, |\lambda_+^R|]$. By Lemma 5.3 there exists $n \geq 1$ such that $f_\xi^n(\alpha)$ intersects $W^s(X)$ at some point $S$. Thus $\tilde{Q} = f_\xi^{-n}(S)$ belongs to $W^s(X)$ and lies within a distance $\varepsilon$ of $\tilde{P}$. Since $\tilde{P} \in \Omega$ and $\varepsilon > 0$ are arbitrary, we can conclude that $W^s(X)$ is dense in $\Omega$. \qed
6 Dynamics of the inverse $f^{-1}_\xi$

In this section we identify invariant expanding cones for $A^{-1}_L$ and $A^{-1}_R$. Similar calculations were done in [18] to verify uniform hyperbolicity for the Lozi map. The results, Lemmas 6.1 and 6.2 are analogous to the results obtained above in §4 for $A_L$ and $A_R$ and can be proved in the same way. We omit such proofs for brevity but instead provide a novel proof of Lemma 6.1 that works by converting $A^{-1}_L$, via a change of coordinates, to a matrix that has the same companion matrix form as $A_L$. We also show that the set of points whose backward orbits under $f_\xi$ diverge is dense in $\mathbb{R}^2$, Lemma 6.3. Consequently the attractor $\Lambda$ cannot contain open sets and this observation is utilised in the next section.

Given an interval $K$, the set

$$\hat{\Psi}_K = \left\{ t \begin{bmatrix} \hat{m} \\ 1 \end{bmatrix} \bigg| \hat{m} \in K, t \in \mathbb{R} \right\}, \quad (6.1)$$

is a cone.

**Lemma 6.1.** Suppose $\tau_L > \delta_L + 1$ and $\delta_L > 0$. Let $K = \left[ -\frac{1}{\lambda_L}, \hat{m}_{\text{max}} \right]$ for some $\hat{m}_{\text{max}} \in [0, 1]$. The cone $\hat{\Psi}_K$ is invariant and expanding for $A^{-1}_L$ with expansion factor $\hat{c}_L = \min \left\{ \frac{1}{\lambda_L}, \frac{1 + \lambda_L}{\sqrt{2\lambda_L}} \right\}$.

**Proof.** Let $P = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$ and let

$$B_L = PA^{-1}_LP^{-1} = \begin{bmatrix} \frac{\tau_L}{\delta_L} & 1 \\ \frac{\delta_L}{\tau_L} & 0 \end{bmatrix}.$$ 

This matrix has the form of $A_L$ with eigenvalues $0 < \frac{1}{\lambda_L} < 1 < \frac{1}{\lambda_L}$ (the same eigenvalues as $A^{-1}_L$ by similarity). By Lemma 4.1(ii) $\Psi_K$ is invariant and expanding for $B_L$ with expansion factor $\hat{c}_L$. Multiplication by $P$ corresponds to a reflection about the line $y = x$, therefore $\hat{\Psi}_K$ (the reflection of $\Psi_K$ about $y = x$) is invariant and expanding for $A^{-1}_L$ with same expansion factor. \qed

**Lemma 6.2.** Suppose $\tau_R < -\delta_R - 1$ and $\delta_R > 0$. Let $K = \left[ \hat{m}_{\text{min}}, \frac{1}{|\lambda_R|} \right]$ for some $\hat{m}_{\text{min}} \in [-1, 0]$. The cone $\hat{\Psi}_K$ is invariant and expanding for $A^{-1}_R$ with expansion factor $\hat{c}_R = \min \left\{ \frac{1}{|\lambda_R|}, \frac{1 + |\lambda_R|}{\sqrt{2|\lambda_R|}} \right\}$.

**Lemma 6.3.** Let $\xi \in \Phi$ and suppose $J_2(\xi) < 1$. The set

$$\Xi = \{ (x, y) \in \mathbb{R}^2 \big| \|f^{-i}_\xi(x, y)\| \to \infty \text{ as } i \to \infty \}. \quad (6.2)$$

is dense in $\mathbb{R}^2$.

**Proof.** Choose any $\tilde{P} \in \mathbb{R}^2$ and $\varepsilon > 0$. It remains for us to show $B_\varepsilon(\tilde{P}) \cap \Xi \neq \emptyset$. 
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Let \( \hat{K} = \left[ -\frac{1}{\lambda_L}, \frac{1}{\lambda_R} \right] \). By Lemmas 6.1 and 6.2, \( \hat{K} \) is invariant for \( A_L^{-1} \) and \( A_R^{-1} \) with expansion factors \( \hat{c}_L \) and \( \hat{c}_R \) given above. Notice \( J_2(\xi) < 1 \) is equivalent to
\[
\frac{1}{\hat{c}_L} + \frac{1}{\hat{c}_R} < 1. \tag{6.3}
\]

Let \( \alpha_0 \subset B_\varepsilon(\tilde{P}) \) be a line segment with slope in \( \hat{K} \). For each \( i \geq 0 \), let \( \alpha_{i+1} = f_{\xi}^{-1}(\alpha_i) \) if this is a line segment, otherwise let \( \alpha_{i+1} \) be the longest line segment in \( f_{\xi}^{-1}(\alpha_i) \). Each \( \alpha_i \) has slope in \( \hat{K} \) by invariance. Analogous to (5.2), we have \( |\alpha_{i+1}| \geq d |\alpha_i| \) for all \( i \geq 0 \), where
\[
d = \frac{\hat{c}_L \hat{c}_R}{\hat{c}_L + \hat{c}_R}.
\]

But \( d > 1 \) by (6.3), thus \( |\alpha_i| \to \infty \) as \( i \to \infty \). Thus there exists \( \tilde{Q} \in \alpha_0 \) with \( \|f_{\xi}^{-i}(\tilde{Q})\| \to \infty \) as \( i \to \infty \), so \( \tilde{Q} \in B_\varepsilon(\tilde{P}) \cap \Xi \). \( \square \)

7 Devaney chaos

In this section we work towards a proof of Theorem 2.2.

As in the proof of Lemma 5.2, let \( T \in f_{\xi}(\Sigma) \) denote the first kink of \( W^u(X) \). But now suppose \( f_{\xi}^2(T) \) lies to the left of the stable subspace \( E_s(X) \). As shown in [15] this assumption is equivalent to \( \phi(g(\xi)) < 0 \), so by Lemma 5.2 occurs when \( J_1(\xi) > 1 \). Let \( Z \) denote the intersection of \( E_s(X) \) with \( T f_{\xi}^2(T) \) and let \( \Delta_0 \) be the filled triangle with vertices \( X, T, \) and \( Z \), see Fig. 6. Also let
\[
\Delta = \bigcup_{i=0}^{\infty} f_{\xi}^i(\Delta_0), \quad \tilde{\Delta} = \bigcap_{i=0}^{\infty} f_{\xi}^i(\Delta), \tag{7.1}
\]

![Figure 6: A sketch of the phase space of (1.1) with \( \xi \in \Phi \) and \( \phi(g(\xi)) < 0 \) illustrating the definition of \( \Delta_0 \) (shaded).](image)
We first prove the following lemma that extends a result of [16] to a wider range of parameter values.

**Lemma 7.1.** Let \( \xi \in \Phi_{BYG} \) and suppose \( J_1(\xi) > 1 \) and \( J_2(\xi) < 1 \). Then \( \Lambda = \tilde{\Lambda} \).

**Proof.** Here we write \( \partial F \) for the boundary of a set \( F \subset \mathbb{R}^2 \).

By definition, \( \partial \Delta_0 \subset \overline{XX} \cup W^u(X) \). Consequently \( \partial f_\xi^i(\Delta_0) \subset \overline{Xf_\xi^i(Z)} \cup W^u(X) \) for all \( i \geq 0 \). Thus \( \partial \Delta \subset \overline{Zf_\xi(Z)} \cup W^u(X) \) and so \( \partial f_\xi^i(\Delta) \subset \overline{f_\xi^i(Z)f_\xi^{i+1}(Z)} \cup W^u(X) \) for all \( i \geq 0 \). Therefore \( \partial \tilde{\Delta} \subset \Lambda \) because \( f_\xi^i(Z) \to X \). In view of its definition, \( \tilde{\Delta} \) is backwards invariant under \( f_\xi \). Thus \( \tilde{\Delta} \cap \Xi = \emptyset \), where \( \Xi \) is the set (6.2). But \( \Xi \) is dense in \( \mathbb{R}^2 \) (Lemma 6.3), thus \( \tilde{\Delta} = \partial \tilde{\Delta} \). Hence \( \tilde{\Delta} \subset \Lambda \).

To prove \( \Lambda \subset \tilde{\Delta} \), choose any \( P \in \Lambda \). Let \( \{P^{(k)}\} \) be a sequence of points in \( W^u(X) \) with \( P^{(k)} \to P \) as \( k \to \infty \). For each \( k \) we have \( f_\xi^i(P^{(k)}) \to X \) as \( i \to -\infty \), so there exists \( i_k \leq 0 \) such that \( f_\xi^{i_k}(P^{(k)}) \in \overline{XX} \subset \Delta_0 \). Thus \( P^{(k)} \in \Delta \) for all \( k \), so \( P \in \Delta \). Thus \( \Lambda \subset \Delta \). But \( \Lambda \) is forward invariant under \( f_\xi \), thus \( \Lambda \subset \tilde{\Delta} \).

**Proof of Theorem 2.2.** Observe \( W^u(X) = \bigcup_{i \geq 0} f_\xi^i(\overline{XX}) \setminus \{X\} \). The line segment \( \overline{XX} \) has slope \( |\lambda^*_R| \) which belongs to the interval \( K = [-\lambda^*_L, |\lambda^*_R|] \). By Lemma 4.4 the cone \( \Psi_K \) is invariant for both \( A_L \) and \( A_R \), thus each \( f_\xi^i(XX) \) is a union of line segments with slopes in \( K \).

Thus for any \( \tilde{P} \in \Lambda \) and \( \varepsilon > 0 \), there exists a line segment \( \alpha \subset W^u(X) \cap B_\varepsilon(\tilde{P}) \) with slope in \( K \). By Lemma 5.3 there exists \( n_1 \geq 1 \) such that \( f_\xi^{n_1}(\alpha) \) transversally intersects \( W^u(X) \) at some point \( S \). Arbitrarily close to \( S \) there exists a non-wandering set associated with a Smale horseshoe [28]. In the non-wandering set periodic points of \( f_\xi \) are dense. Thus \( f_\xi \) has a periodic point \( P_{\text{per}} \in B_\varepsilon(\tilde{P}) \) with \( P_{\text{per}} \in \Lambda \) because \( W^u(X) \) is also dense in the non-wandering set. This shows that periodic points of \( f_\xi \) are dense in \( \Lambda \).

Given any \( \tilde{Q} \in \Lambda \), the Lambda Lemma [29, 30] implies there exists a point \( M \in f_\xi^{-n_1}(\alpha) \) such that the forward orbit of \( M \) under \( f_\xi \) eventually enters \( B_\varepsilon(\tilde{Q}) \). Since \( f_\xi^{-n_1}(M) \in B_\varepsilon(\tilde{P}) \), this shows that \( f_\xi \) is transitive on \( \Lambda \). Lastly, \( f_\xi \) exhibits sensitive dependence on \( \Lambda \) by the result of [22].

8 Discussion

Planar maps are useful for explaining the dynamical behaviour of a wide range of physical systems. For instance they arise as stroboscopic maps of periodically forced one-degree-of-freedom oscillators. Planar piecewise-linear maps are perhaps the simplest class of nonlinear planar maps and provide a useful test-bed for exploring theoretical aspects of chaos. They arise in applications as approximations near grazing bifurcations of oscillators with stick-slip friction and explain how friction can induce chaotic dynamics in a robust fashion [10].

The results here are obtained through a series of geometric constructions. In particular we used the condition \( J_1(\xi) > 1 \) to show that line segments grow sufficiently quickly when iterated under the map. It remains to identify different and presumably more powerful methods to verify the conjecture that \( J_1(\xi) > 1 \) can in fact be replaced by the weaker condition \( \phi(g(\xi)) < 0 \).
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