NEW LIFE-SPAN RESULTS FOR THE NONLINEAR HEAT EQUATION

SLIM TAYACHI AND FRED B. WEISSLER

Abstract. We obtain new estimates for the existence time of the maximal solutions to the nonlinear heat equation $\partial_t u - \Delta u = |u|^\alpha u$, $\alpha > 0$ with initial values in Lebesgue, weighted Lebesgue spaces or measures. Non-regular, sign-changing, as well as non polynomial decaying initial data are considered. The proofs of the lower-bound estimates of life-span are based on the local construction of solutions. The proofs of the upper-bounds exploit a well-known necessary condition for the existence of nonnegative solutions. In addition, we establish new results for life-span using dilation methods and we give new life-span estimates for Hardy-Hénon parabolic equations.

1. Introduction and statement of the results

In this paper, we consider the nonlinear heat equation

$$\partial_t u = \Delta u + |u|^\alpha u,$$

where $u = u(t, x) \in \mathbb{R}$, $t > 0$, $x \in \Omega$, a domain of $\mathbb{R}^N$ not necessarily bounded, $N \geq 1$ and $\alpha > 0$. In the case where the boundary $\partial\Omega \neq \emptyset$, we suppose $\partial\Omega$ sufficiently smooth and we impose Dirichlet conditions on the boundary:

$$u(t, x) = 0, \quad t > 0, \quad x \in \partial\Omega.$$

If $\Omega$ is not bounded, we impose Dirichlet conditions at infinity:

$$\lim_{|x| \to \infty, x \in \Omega} u(t, x) = 0, \quad t > 0,$$

or perhaps other convenient formulation (see for example [42, Definition 15.1, p. 75]). We usually consider the equation (1.1) with the initial value

$$u(0, \cdot) = u_0.$$

The Cauchy problem (1.1)-(1.2) is locally well-posed in various Banach spaces. In other words, each element or initial value $u_0$ in that space gives rise to a trajectory $u(t) = u(t, \cdot)$ which is a solution in some appropriate sense to the given equation, here equation (1.1), and such that $u(0) = u_0$. In many cases, this trajectory cannot exist for all time $t$, and we denote by $T_{\text{max}}(u_0)$ the maximal possible existence time of such a trajectory. The term life-span refers to the study of the maximal existence time of solutions with initial data of the form $u_0 = \lambda \varphi$ for some fixed element $\varphi$ in the considered Banach space and all $\lambda > 0$. Our aim is to establish lower and upper
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bounds of the life-span for a large class of initial data $\varphi$ in terms of $\lambda$ and study the asymptotic behavior of $T_{\text{max}}(\lambda \varphi)$, either as $\lambda \to \infty$ or as $\lambda \to 0$.

It is well known that if $u_0 \in C_b(\mathbb{R}^N)$, the Banach space of continuous bounded functions on $\mathbb{R}^N$, there exists $T_{\text{max}}(u_0) > 0$ such that (1.1)-(1.2) has a unique classical solution $u \in C^{1,2}([0,T_{\text{max}}(u_0)) \times \mathbb{R}^N) \cap C((0,T_{\text{max}}(u_0)) \times \mathbb{R}^N)$ which is bounded in $[0,T] \times \mathbb{R}^N$ for all $T < T_{\text{max}}(u_0)$, and $\|u(t)\|_{L^\infty(\mathbb{R}^N)} \to \infty$ as $t \to T_{\text{max}}(u_0)$, if $T_{\text{max}}(u_0) < \infty$. It is proved in [15] that if $\alpha < 2/N$ and $\varphi \in C_b(\mathbb{R}^N)$ with $\varphi \geq 0$, $\varphi \not\equiv 0$, then $T_{\text{max}}(\lambda \varphi) < \infty$ for any $\lambda > 0$. For all $\alpha > 0$, if $\varphi \in C_b(\mathbb{R}^N)$, $\varphi \geq 0$ and $\liminf_{|x| \to \infty} |x|^\gamma \varphi(x) > 0$ with $\gamma < 2/\alpha$, then $T_{\text{max}}(\lambda \varphi) < \infty$, for all $\lambda > 0$, as shown in [27]. This last result has been improved in many papers, see [50] for instance and some references therein. If we do not impose the positivity of the initial data, it has been proven in [29] that for a given $\varphi$ sufficiently regular (i.e. with finite energy), $\varphi \not\equiv 0$, and $\lambda > 0$ is sufficiently large then $T_{\text{max}}(\lambda \varphi) < \infty$. If $\alpha < 2/N$ and $\varphi$ not necessarily positive but $\varphi \in L^1(\mathbb{R}^N) \cap C_0(\mathbb{R}^N)$ and $\int_{\mathbb{R}^N} \varphi \not\equiv 0$ then it is proved, in [11], that $T_{\text{max}}(\lambda \varphi) < \infty$ for $\lambda > 0$ sufficiently small. Other blow-up results for $\lambda$ small are proved in [16, 49, 50]. The above mentioned results show in particular the interest of studying the behavior of $T_{\text{max}}(\lambda \varphi)$ for any value of $\lambda$ and with or without any sign restriction on the initial data.

For example, it is proved in [27] that given any nontrivial nonnegative initial data $\varphi \in C_b(\mathbb{R}^N)$ then $T_{\text{max}}(\lambda \varphi) \sim \lambda^{-\alpha}$, as $\lambda \to \infty$ and $T_{\text{max}}(\lambda \varphi) \sim \lambda^{-\alpha}$, as $\lambda \to 0$ provided that $\varphi_\infty = \liminf_{|x| \to \infty} \varphi(x) > 0$. Shortly thereafter the exact limits were given in [18], that is $\lim_{\lambda \to \infty} \lambda^\alpha T_{\text{max}}(\lambda \varphi) = \frac{1}{\alpha} \|\varphi\|_{L^\infty}^{-\alpha}$ and $\lim_{\lambda \to 0} \lambda^\alpha T_{\text{max}}(\lambda \varphi) = \frac{1}{\alpha} \varphi_\infty^{-\alpha}$.

An other example is the study of the asymptotic behavior of the life-span $T_{\text{max}}(\lambda \varphi)$ when $\varphi \in C_b(\mathbb{R}^N)$ is nonnegative nontrivial and having also a polynomial decay at infinity, that is

$$0 < \liminf_{|x| \to \infty} |x|^{\gamma} \varphi(x) \leq \limsup_{|x| \to \infty} |x|^{\gamma} \varphi(x) < \infty,$$  

(1.3)

$0 < \gamma < N$. This is studied in [27] for small $\lambda > 0$. It is shown in [27, Theorem 3.15 (ii), p. 375] and [27, Theorem 3.21 (ii), p. 376] that if $\alpha < 2/N$ then

$$0 < \liminf_{\lambda \to 0} \lambda^{[(\frac{1}{\alpha} - \frac{\gamma}{N})^{-1}]T_{\text{max}}}(\lambda \varphi) \leq \limsup_{\lambda \to 0} \lambda^{[(\frac{1}{\alpha} - \frac{\gamma}{N})^{-1}]T_{\text{max}}}(\lambda \varphi) < \infty.$$  

These results have been generalized recently in [23] replacing $\varphi \in C_b(\mathbb{R}^N)$ by $\varphi \in L^\infty(\mathbb{R}^N)$. See [23, Theorem 5.1, p. 128] and [23, Theorem 5.2, p. 130]. We notice that refined asymptotic is given in [33] for large $\lambda$ and for $\varphi$ not necessarily positive but still continuous and bounded. Other estimates are obtained for the life-span for regular and slowly decaying initial data in [32, 11, 50].

A class of initial data $\varphi$ where $\varphi$ is not necessarily in $C_b(\mathbb{R}^N)$ or in $L^\infty(\mathbb{R}^N)$ and satisfying either (1.3) or

$$0 < \liminf_{|x| \to 0} |x|^{\gamma} \varphi(x) \leq \limsup_{|x| \to 0} |x|^{\gamma} \varphi(x) < \infty,$$  

(1.4)

has been considered in [50]. In fact, the asymptotic behavior of the life-span for initial data $\varphi \in L^1_{\text{loc}}(\mathbb{R}^N \setminus \{0\})$, $|\varphi(x)| \leq c|x|^{-\gamma}$, where $0 < \gamma < N$ and $c > 0$ a constant, is studied in [50]. It is shown there that for some initial data $\varphi$ singular at the origin or satisfying $\liminf_{|x| \to \infty} \varphi(x) := \varphi_\infty = 0$ the situation is quite different from previously known life-span results. In particular,
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Unlike [18], the limits of $\lambda^{(\frac{1}{2} - \frac{\gamma}{2})^{-1}} T_{\text{max}}(\lambda \varphi)$ as $\lambda \to 0$ or as $\lambda \to \infty$ may not exist. Also, if $\varphi$ satisfies (1.4), so that $\varphi$ is singular at the origin, then $T_{\text{max}}(\lambda \varphi) \sim \lambda^{-\left(\frac{1}{2} - \frac{\gamma}{2}\right)^{-1}}$, as $\lambda \to \infty$ instead of $\lambda^{-\alpha}$ if $\varphi$ is regular. See [50, Corollary 1.13 and Proposition 4.6]. It is also proved that if $\varphi(x) = |x|^{-\gamma}$, $|x| \leq 1$, $\varphi(x) = 0$, $|x| > 1$, $0 < \gamma < N$, $0 < \alpha < 2/\gamma$, $(N - 2)\alpha < 4$ then $\lim_{\lambda \to \infty} \lambda^{(\frac{1}{\alpha} - \frac{\gamma}{2})^{-1}} T_{\text{max}}(\lambda \varphi) = C > 0$. This last behavior shows the impact of the singularity of the initial data on the behavior of the life-span for large $\lambda$.

The goal of this paper is to improve and extend the above mentioned results by considering a large class of initial data, including singular, sign changing, not necessarily polynomially decaying initial data. To carry out this goal, we use three different methods. The first is based on the contraction mapping argument used to prove local existence. We recently introduced and used this method in [50]. Here, we apply it to the nonlinear heat equation and nonlinear Hardy-Hénon parabolic equations. In a forthcoming paper, it will be applied to a variety of evolution equations in order to exhibit the generality of this method ([48]). We know of some cases where the idea behind this method was previously used in other papers (see for example [24]) but to our knowledge, this method has never been presented as such or exploited in a systematic way. The second method is based on a necessary condition for local existence of non-negative solutions. The third method is based on scaling properties of the equation. Details are given below later in the introduction.

We begin with the first method and we consider the case where $u_0$ belongs to a Lebesgue space, where we can use the contraction mapping argument done in [53, 54]. It is well known that the problem (1.1)-(1.2) is locally well-posed in $L^q(\Omega)$ whenever $q \geq 1$, $q > q_c$ where

$$q_c = \frac{N\alpha}{2}. \quad (1.5)$$

See [53, 54, 42] and references therein. For any $u_0 \in L^q(\Omega)$, we denote by $T_{\text{max}}(u_0)$ the existence time of the maximal (regular) solution to (1.1)-(1.2) in $L^q(\Omega)$. Our first result on lower bound of the life-span is derived from [53, 54] using an argument from [50].

**Theorem 1.1** (Initial data in Lebesgue spaces). Let $N \geq 1$, $\alpha > 0$ and $q_c$ be given by (1.5). Let $\varphi \in L^q(\Omega)$ with $1 \leq q \leq \infty$, $q > q_c$ or $\varphi \in C_0(\Omega)$. Let $u \in C([0, T_{\text{max}}(\lambda \varphi)); L^q(\Omega))$ be the maximal classical solution of (1.1)-(1.2) with initial data $u_0 = \lambda \varphi$, $\lambda > 0$ (we replace $[0, T_{\text{max}}(\lambda \varphi))$ by $(0, T_{\text{max}}(\lambda \varphi))$ if $q = \infty$). Then there exists a constant $C = C(\alpha, q) > 0$ such that

$$T_{\text{max}}(\lambda \varphi) \geq \frac{C}{(\lambda \| \varphi \|_q)^{\left(\frac{1}{\alpha} - \frac{\gamma}{2}\right)^{-1}}, \quad (1.6)}$$

for all $\lambda > 0$.

Hereafter, $\| \cdot \|_q$ denotes the norm in the Lebesgue space $L^q(\Omega)$.

**Remark 1.**

1) If $T_{\text{max}}(\varphi, L^q)$ denotes the existence time of the maximal (regular) solution to (1.1)-(1.2) for $\varphi \in L^q(\Omega)$, it is known (see for example [53] and Proposition 2.2 below) that if $\varphi \in L^p(\Omega) \cap L^q(\Omega)$ we have $T_{\text{max}}(\varphi, L^q) = T_{\text{max}}(\varphi, L^p)$. It follows that if $\varphi \in L^q(\Omega) \cap L^\infty(\Omega)$, $1 \leq
For positive initial data and bounded domain, estimate (1.6) reads
\[ T_{\text{max}}(\lambda \varphi) \geq C \lambda^{-\left(\frac{1}{N}\right)} \], \text{if } 0 < \lambda < 1, \]
\[ T_{\text{max}}(\lambda \varphi) \geq C \lambda^{-\left(\frac{1}{N}\right)} \], \text{if } \lambda > 1.

2) Theorem 1.1 includes many known results on lower bound of the life-span. For example, it is shown in [27, Theorem 3.21 (ii), p. 376] that if \( \varphi \in C_b(\mathbb{R}^N) \), \( \varphi \geq 0 \) and \( \limsup_{|x| \to \infty} |x|^\gamma \varphi(x) < \infty \), then for \( N < \gamma < 2/\alpha \) (hence \( q_c < 1 \)) we have \( T_{\text{max}}(\lambda \varphi) \geq C \lambda^{-\left(\frac{1}{N}\right)} \), as \( \lambda \to 0 \). This is a special case of Theorem 1.1. Indeed, it follows that \( \varphi \in C_b(\mathbb{R}^N) \cap L^q(\mathbb{R}^N) \) with \( q \geq 1 > N/\gamma \). Thus, the estimate of [27] follows by taking \( q = 1 \) in (1.6). Other examples will be given throughout the paper.

3) Theorem 1.1 is valid for the equation \( \partial_t u = \Delta u + a(x)|u|^\alpha u \), with \( a \in L^\infty(\Omega) \). Under the additional assumption \( a > 0 \), it is shown in [40, Theorem 3 (i), p. 35] that, for \( \varphi \in C_b(\mathbb{R}^N) \), \( T_{\text{max}}(\lambda \varphi) \geq C \lambda^{-\alpha} \), as \( \lambda \to \infty \). For such initial data we may take \( q = \infty \) and (1.6) recover the last estimate.

4) For positive initial data and bounded domain, estimate (1.6) is established in [46, Theorem 3.1, p. 2526] where it is also assumed that \( N \geq 3, q > \max(1, q_c) \). See also [39] for other estimates with \( N = 3 \).

5) Let us consider the nonlinear heat equation with diffusivity:
\[
\partial_t u = \mu \Delta u + |u|^\alpha u, \quad u(0) = \varphi \in L^q(\Omega), \quad q \geq 1, \quad q > q_c, \quad (1.7)
\]
on \( (0, T_{\text{max}}^\mu(\varphi)) \times \Omega \), where \( \alpha > 0, \mu > 0 \) and \( T_{\text{max}}^\mu(\varphi) \) denotes the existence time of the maximal solution of (1.7) with initial data \( \varphi \). We want to find a lower estimate of \( T_{\text{max}}^\mu(\varphi) \) with respect to \( \mu \). Let
\[ v(t, x) = \mu^{-1/\alpha} u(t/\mu, x). \]
Then \( v \) satisfies the equation
\[ \partial_t v = \Delta v + |v|^\alpha v, \quad v(0) = \mu^{-1/\alpha} \varphi, \]
on \( (0, \mu T_{\text{max}}^\mu(\varphi)) \times \Omega \). Using (1.6) we get,
\[ T_{\text{max}}^\mu(\varphi) = \mu^{-1} T_{\text{max}}(\mu^{-1/\alpha} \varphi) \geq C \mu^{-1} \left( \mu^{-1/\alpha} \| \varphi \|_q \right)^{-\left(\frac{1}{N}\right)}. \]
That is,
\[ T_{\text{max}}^\mu(\varphi) \geq C \mu^{\left(\frac{1}{N}\alpha\right)} \| \varphi \|_q^{-\left(\frac{1}{N}\right)}. \]
For \( q = \infty \), the right-hand side term does not depend on \( \mu \) and we have
\[ T_{\text{max}}^\mu(\varphi) \geq C \| \varphi \|_\infty^{-\alpha}. \]
See [34, 13, 14] for related estimates. Note that if \( q \leq \infty \) then \( \lim_{\mu \to \infty} T_{\text{max}}^\mu(\varphi) = \infty \).
Using the same method based on the contraction mapping argument as in [50], we also derive from [54] the following lower estimate for the life-span for the case of finite Borel measure. We denote by \( \mathcal{M} \) the set of finite Borel measures on \( \Omega \).

**Theorem 1.2** (Initial data measure). Let \( N \geq 1, \alpha > 0 \) and \( q_c \) be given by (1.5). If \( m \) is a finite Borel measure on \( \Omega \), i.e. \( m \in \mathcal{M} \), and if \( q_c < 1 \), i.e. \( \alpha < \frac{2}{N} \), then the existence time of the maximal solution for (1.1)-(1.2) with initial data \( u_0 = \lambda m \) satisfies

\[
T_{\text{max}}(\lambda m) \geq \frac{C}{(\lambda \|m\|_{\mathcal{M}})^{\left(\frac{1}{\alpha} - \frac{2}{N}\right)^{-1}}},
\]

for all \( \lambda > 0 \), where \( C = C(\alpha) > 0 \) is a constant.

We now estimate from below the life-span of solutions for the nonlinear heat equation (1.1) in \( \mathbb{R}^N \) with decaying initial data \( u_0 = \lambda \varphi \), which may be singular, without sign restriction and for any \( \lambda > 0 \). For \( \gamma > 0, 1 \leq q \leq \infty \), we consider the weighted Lebesgue space

\[
L^q_\gamma(\mathbb{R}^N) = \{ f : \mathbb{R}^N \to \mathbb{R}, \text{mesurable}, |\cdot|^\gamma f \in L^q(\mathbb{R}^N) \},
\]

endowed with the norm

\[
\|f\|_{L^q_\gamma(\mathbb{R}^N)} := \| |\cdot|^\gamma f \|_q.
\]

In Theorem 4.1 below, we give a well-posedness result in weighted Lebesgue spaces for the nonlinear heat equation. As a consequence, we obtain the following lower bound estimates of the life-span.

**Theorem 1.3** (Initial data in weighted Lebesgue spaces). Let \( N \geq 1 \) and \( \alpha > 0 \). If \( \varphi \in L^q_\gamma(\mathbb{R}^N) \), where \( 0 < \gamma < N \), \( \gamma < 2/\alpha \), \( q \in (1, \infty] \) and

\[
\frac{1}{q} + \frac{\gamma}{N} < 1, \quad \frac{N\alpha}{2q} + \frac{\alpha\gamma}{2} < 1,
\]

then the existence time of the maximal solution of (1.1)-(1.2) in \( L^q_\gamma(\mathbb{R}^N) \) with \( u_0 = \lambda \varphi \) satisfies

\[
T_{\text{max}}(\lambda \varphi) \geq \frac{C}{(\lambda \|\varphi\|_{L^q_\gamma})^{\left(\frac{1}{\alpha} - \frac{2}{N}\right)^{-1}}},
\]

for all \( \lambda > 0 \), where \( C = C(\alpha, q, \gamma, N) > 0 \) is a constant.

**Remark 2.** Under the conditions \( 0 < \gamma < N \), \( \gamma < 2/\alpha \), \( 1 < q \leq \infty \), (1.9) is equivalent to

\[
q > \frac{N}{N - \gamma} \quad \text{and} \quad q > \frac{N\alpha}{2 - \gamma\alpha}.
\]

Combining the results of Theorems 1.3 and 1.1, we get the following estimates of the existence time of the maximal solution to (1.1)-(1.2).

**Corollary 1.4.** Let \( N \geq 1, \alpha > 0, \gamma > 0, \gamma \neq N \) and \( q_c \) be given by (1.5). Assume that

\[
\min \left[ \frac{N\alpha}{2}, \frac{\gamma\alpha}{2} \right] < 1.
\]
Let \( \varphi \in L^q(\mathbb{R}^N) \cap L^c(\mathbb{R}^N) \), where \( q \in (1, \infty) \), \( q > q_c \). If \( \gamma < N \) we assume further (1.9). Then the existence time of the maximal solution of (1.1)-(1.2) in \( L^q(\mathbb{R}^N) \) with \( u_0 = \lambda \varphi \) satisfies
\[
T_{\max}(\lambda \varphi) \geq C\lambda^{-\left(\frac{1}{2} - \frac{1}{p}\min\left(\frac{N}{q}, \frac{1}{q} + \gamma, \frac{1}{N}\right)\right)^{-1}},
\]
for all \( 0 < \lambda \leq 1 \), where \( C \) is a positive constant, \( C = C(\alpha, q, \gamma, N, \|\varphi\|_{L^q(\mathbb{R}^N)}) \) if \( \gamma < N \) and \( C = C(\alpha, q, \gamma, N, \|\varphi\|_1) \) if \( \gamma > N \).

**Remark 3.**

1) For the particular case \( q = \infty \), Corollary 1.4 includes that of [27, Theorem 3.21, p. 376] and [23, Theorem 5.1, p. 128], where \( \varphi \) is continuous, \( \varphi \geq 0 \), \( \varphi \in L^\infty(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \), \( \gamma > 0 \). The novelty of our estimate is that it holds without any condition on the sign of the initial data. Unlike [27, 23], the case \( \gamma = N \) is not considered here.

2) Corollary 1.4 is totally new if \( q < \infty \).

3) Obviously, if \( \lambda > 1 \), (1.6) is better than (1.11), which itself holds for all \( \lambda > 0 \), as shown in the proof.

The solution of (1.1)-(1.2) constructed with initial data in \( L^q(\mathbb{R}^N) \) is in \( C_0(\mathbb{R}^N) \) for \( t > 0 \), by Proposition 4.2 below. This is well-known to hold also for the solution with initial data in \( L^p(\mathbb{R}^N) \), \( p < \infty \). So the constructed solution for initial data in \( L^p(\mathbb{R}^N) \cap L^q(\mathbb{R}^N) \) can be extended to a maximal solution of (1.1)-(1.2), \( u : (0, T_{\max}) \to C_0(\mathbb{R}^N) \). This maximal existence time is equal to that in \( L^p(\mathbb{R}^N) \) or in \( L^q(\mathbb{R}^N) \), as shown in Proposition 4.2 below. In the following result, which extends Corollary 1.4 for \( 0 < \gamma < N \), we give a lower bound estimate of the life-span for initial data in \( L^p(\mathbb{R}^N) \cap L^q(\mathbb{R}^N) \).

**Corollary 1.5.** Let \( N \geq 1 \), \( \alpha > 0 \) and \( q_c \) be given by (1.5). If \( \varphi \in L^p(\mathbb{R}^N) \cap L^q(\mathbb{R}^N) \), where \( p > q_c \), \( 1 \leq p \leq \infty \), \( 0 < \gamma < N \), \( \gamma < 2/\alpha \), \( q \in (1, \infty) \) and satisfies (1.9), then the existence time of the maximal solution of (1.1)-(1.2) with \( u_0 = \lambda \varphi \) satisfies
\[
T_{\max}(\lambda \varphi) \geq C \begin{cases} 
\lambda^{-\left(\frac{1}{\alpha} - \frac{N}{2} \max\left(\frac{1}{q} + \frac{1}{\gamma}, \frac{1}{N}\right)\right)^{-1}}, & \text{if } 0 < \lambda \leq 1, \\
\lambda^{-\left(\frac{1}{\alpha} - \frac{N}{2} \min\left(\frac{1}{q} + \frac{1}{\gamma}, \frac{1}{N}\right)\right)^{-1}}, & \text{if } \lambda > 1,
\end{cases}
\]
where \( C = C(\alpha, p, q, \gamma, N, \|\varphi\|_{L^p(\mathbb{R}^N) \cap L^q(\mathbb{R}^N)}) > 0 \) is a constant.

We now turn to results based on the second method, which gives upper-bounds on the life-span and which requires positivity. We distinguish the cases when \( \lambda > 0 \) is large or \( \lambda > 0 \) is small and begin with the case \( \lambda \) is large. By [29], \( T_{\max}(\lambda \varphi) < \infty \) in this case, if \( \varphi \) is sufficiently regular. By [56, Theorem 1], it follows that if \( \varphi \geq 0 \) is either a locally integrable function or a positive Borel measure on \( \Omega \), \( \varphi \not\equiv 0 \), then \( T_{\max}(\lambda \varphi) < \infty \) for all sufficiently large \( \lambda > 0 \). See section 5. See also [36, Theorem 2, p. 882] for \( \varphi \in C_0(\Omega) \). Our first life-span upper bound is as follows.

**Theorem 1.6.** Let \( N \geq 1 \) and \( \alpha > 0 \). Let \( \varphi \in L^\infty(\Omega) \), \( \varphi \geq 0 \) and \( \varphi \not\equiv 0 \). It follows that the existence time for the maximal solution of (1.1)-(1.2) with \( u_0 = \lambda \varphi \) satisfies \( T_{\max}(\lambda \varphi) < \infty \) for
\( \lambda > 0 \) sufficiently large and

\[
\limsup_{\lambda \to \infty} \lambda^\alpha T_{\text{max}}(\lambda \varphi) \leq \frac{1}{\alpha \|\varphi\|_\infty^\alpha}. \tag{1.13}
\]

**Remark 4.**

1) Theorem 1.1 and Theorem 1.6 together show that

\[
T_{\text{max}}(\lambda \varphi) \sim (\lambda \|\varphi\|_\infty)^{-\alpha}, \; \lambda \to \infty
\]

whenever \( \varphi \geq 0, \varphi \not\equiv 0, \varphi \in L^\infty(\Omega) \). This extends the result of [27, Theorem 3.2 (ii), p. 372] to \( L^\infty \) initial data. The lower estimate is valid even if \( \varphi \) is not necessarily positive.

2) With the notation of Part 5) of Remark 1 and using Theorem 1.6, we have that for \( \varphi \geq 0, \varphi \not\equiv 0, \varphi \in L^\infty(\Omega) \), the maximal existence time of (1.7) satisfies

\[
\limsup_{\mu \searrow 0} T_{\text{max}}^\mu(\varphi) \leq \frac{1}{\alpha} \|\varphi\|_\infty^{-\alpha}
\]

and hence combined with Part 5) of Remark 1 we have \( T_{\text{max}}^\mu(\varphi) \sim \frac{1}{\alpha} \|\varphi\|_\infty^{-\alpha} \), as \( \mu \to 0 \). It is shown in [34, Theorem 1, p. 351] that \( \lim_{\mu \searrow 0} T_{\text{max}}^\mu(\varphi) = \frac{1}{\alpha} \|\varphi\|_\infty^{-\alpha} \), without sign restriction on \( \varphi \) but, unlike our case, only for \( \Omega \) a bounded domain and assuming also \( \varphi \) a continuous function on \( \overline{\Omega} \).

3) Theorem 1.6 is known for bounded domain and regular initial data, see [45, 43]. See also [42, Remark 17.2(i), p. 92] for other estimates in bounded domain.

We now consider positive initial data which are singular near the origin, where we restrict ourselves to the case \( \Omega = \mathbb{R}^N \). We have obtained the following.

**Theorem 1.7.** Let \( N \geq 1 \) and \( \alpha > 0 \). Let \( 0 < \gamma < N, \gamma < \frac{2}{\alpha} \) and let \( \omega \in L^\infty(\mathbb{R}^N) \) be homogeneous of degree 0, \( \omega \geq 0 \) and \( \omega \not\equiv 0 \). Suppose that \( \varphi \in L^1_{\text{loc}}(\mathbb{R}^N) \), \( \varphi \geq 0 \) is such that \( \varphi(x) \geq \omega(x) |x|^{-\gamma} \) for \( |x| \leq \epsilon \), and some \( \epsilon > 0 \). It follows that \( T_{\text{max}}(\lambda \varphi) < \infty \) for \( \lambda > 0 \) sufficiently large and

\[
\limsup_{\lambda \to \infty} \lambda^{\left(\frac{4}{\alpha} - \frac{2}{\gamma}\right)-1} T_{\text{max}}(\lambda \varphi) \leq \frac{1}{(\alpha^{1/\alpha} \omega \Delta(\omega) |x|^{-\gamma})_{\infty}^{\left(\frac{4}{\alpha} - \frac{2}{\gamma}\right)-1}}. \tag{1.15}
\]

**Remark 5.**

1) If \( \varphi \) is as in Theorem 1.7 such that \( \varphi \in L^\infty(\mathbb{R}^N), 0 < \gamma < N, \gamma < \frac{2}{\alpha} \) then Theorem 1.3 and Theorem 1.7 together show that \( T_{\text{max}}(\lambda \varphi) \sim \lambda^{-\left(\frac{4}{\alpha} - \frac{2}{\gamma}\right)-1}, \) as \( \lambda \to \infty \). This extends the result of [50, Proposition 4.5] by removing the condition \( (N-2)\alpha < 4 \), as well as the condition \( \liminf_{|x| \to 0} |x|^\gamma \varphi(x) > 0 \).

2) If \( N < \gamma < \frac{2}{\alpha} \), then there is no local nonnegative solution to (1.1) with initial value \( \lambda \tilde{\varphi} \) for all \( \lambda > 0 \), where

\[
\tilde{\varphi}(x) = \begin{cases} 
\omega(x) |x|^{-\gamma}, & |x| \leq \epsilon \\
0, & |x| > \epsilon.
\end{cases} \tag{1.16}
\]

See [56, 6].
We now turn to upper estimates on $T_{\text{max}}(\lambda \varphi)$ as $\lambda \to 0$. For this we need to assume that $\Omega$ is not bounded, and for simplicity we consider $\Omega = \mathbb{R}^N$. Our first result of this type is for measures. Consider $u_0 = \lambda m$, where $\lambda > 0$ and $m \in \mathcal{M}$, the set of finite Borel measures on $\mathbb{R}^N$. We suppose that $m$ is a positive measure. To insure that (1.1) is locally well-posed on $\mathcal{M}$ we assume $\alpha < \frac{2}{N}$, and this implies (by Fujita’s result) that $T_{\text{max}}(\lambda m) < \infty$ for all $\lambda > 0$.

**Theorem 1.8.** Let $N \geq 1$ and $\alpha > 0$. Suppose $\alpha < \frac{2}{N}$ and let $m \in \mathcal{M}$ be a positive finite Borel measure on $\mathbb{R}^N$. It follows that $T_{\text{max}}(\lambda m) < \infty$ for all $\lambda > 0$ and

$$
\limsup_{\lambda \to 0} \lambda^{\left(\frac{1}{\alpha} - \frac{N}{2}\right)^{-1}} T_{\text{max}}(\lambda m) \leq \frac{1}{(\alpha^{1/\alpha}(4\pi)^{-N/2}\|m\|_{\mathcal{M}})^{\left(\frac{1}{\alpha} - \frac{N}{2}\right)^{-1}}}. 
$$

(1.17)

**Remark 6.** Theorem 1.8 includes the case $u_0 = \lambda \varphi$ where $\varphi \in L^1(\mathbb{R}^N)$, $\varphi \geq 0$, $\varphi \not\equiv 0$ and $\alpha < \frac{2}{N}$. Indeed, consider the measure $\text{d}m = \varphi \text{d}x$ where $\text{d}x$ denotes Lebesgue measure. It follows then that Theorem 1.1 and Theorem 1.8 together show that

$$
T_{\text{max}}(\lambda \varphi) \sim (\lambda \|\varphi\|_1)^{-(\frac{1}{\alpha} - \frac{N}{2})^{-1}}, \lambda \to 0,
$$

(1.18)

whenever $\varphi \geq 0$, $\varphi \not\equiv 0$, $\varphi \in L^1(\mathbb{R}^N)$. The lower estimate is valid even if $\varphi$ is not necessarily positive.

We have obtained the following for positive initial data having some decay at infinity.

**Theorem 1.9.** Let $N \geq 1$ and $\alpha > 0$. Let $\varphi \in L^1_{\text{loc}}(\mathbb{R}^N)$, $\varphi \geq 0$ and suppose that $\varphi(x) \geq \omega(x)|x|^{-\gamma}$ for $|x| \geq R$, for some $R > 0$, where $\omega \in L^\infty(\mathbb{R}^N)$ is homogeneous of degree 0, $\omega \geq 0$ and $\omega \not\equiv 0$. If $0 < \gamma < N$ and $\gamma < \frac{2}{\alpha}$, then $T_{\text{max}}(\lambda \varphi) < \infty$ for all $\lambda > 0$ and

$$
\limsup_{\lambda \to 0} \lambda^{\left(\frac{1}{\alpha} - \frac{2}{\alpha}\right)^{-1}} T_{\text{max}}(\lambda \varphi) \leq \frac{1}{(\alpha^{1/\alpha}\|\omega\|_{L^\infty(\mathbb{R}^N)}^\gamma)^{\left(\frac{1}{\alpha} - \frac{2}{\alpha}\right)^{-1}}}. 
$$

(1.19)

**Remark 7.**

1) If $\varphi$ is as in Theorem 1.9 such that $\varphi \in L^\infty(\mathbb{R}^N)$, $0 < \gamma < N$, $\gamma < \frac{2}{\alpha}$, then Theorem 1.3 and Theorem 1.9 together show that $T_{\text{max}}(\lambda \varphi) \sim \lambda^{-\left(\frac{1}{\alpha} - \frac{2}{\alpha}\right)^{-1}}$, as $\lambda \to 0$. This extends the result of [50, Proposition 4.5] by removing the condition $(N - 2)\alpha < 4$, as well as the condition $\liminf_{|x| \to \infty} |x|^{-\gamma} \varphi(x) > 0$.

2) If $N < \gamma < \frac{2}{\alpha}$, then $\tilde{\varphi} \in L^1(\mathbb{R}^N)$, where

$$
\tilde{\varphi}(x) = \begin{cases} 
0, & |x| < R \\
\omega(x)|x|^{-\gamma}, & |x| \geq R,
\end{cases}
$$

(1.20)

for some $R > 0$, and so Theorem 1.8 gives an upper life-span bound as $\lambda \to 0$. So for $\varphi$ as in Theorem 1.9 with $\gamma > 0$, $\gamma \not\equiv 0$, and by comparison argument, Remark 6 and the above one together show that $T_{\text{max}}(\lambda \varphi) \sim \lambda^{-\left(\frac{1}{\alpha} - \frac{1}{2}\min(\gamma, N)\right)^{-1}}$, as $\lambda \to 0$.

3) In the particular case where $\varphi$ is continuous and bounded such that $\liminf_{|x| \to \infty} |x|^{-\gamma} \varphi(x) > 0$, a similar result is obtained in [27, Theorem 3.15 (ii)]. If $\varphi \in L^\infty(\mathbb{R}^N)$ and is nonnegative satisfying $\varphi(x) \geq (1 + |x|)^{-\gamma}$ for almost all $x \in \mathbb{R}^N$ a similar result is also obtained in [23, Theorem 5.2 (ii)]. Here $\varphi$ is only $L^1_{\text{loc}}(\mathbb{R}^N)$, and so the condition on lower bound on
φ is imposed only near infinity and we do not require \( \liminf_{|x|\to\infty} |x|^\gamma \varphi(x) > 0 \). In fact, by taking for example \( \omega(x) = |x_1|/|x| \), we have \( \liminf_{|x|\to\infty} |x|^\gamma \varphi(x) = 0 \). We also give an explicit upper bound.

We now consider upper-bounds of the life-span for sign changing initial data. We define the sector

\[
\Omega_m = \left\{ x = (x_1, x_2, \cdots, x_N) \in \mathbb{R}^N; \ x_1 > 0, \ x_2 > 0, \cdots, \ x_m > 0 \right\},
\]

where \( 1 \leq m \leq N \) is an integer. For \( 0 < \gamma < N \) and integer \( 1 \leq m \leq N \), we let \( \psi_0 : \Omega_m \to \mathbb{R} \) be given by

\[
\psi_0(x) = c_{m,\gamma} x_1 \cdots x_m |x|^{-\gamma-2m}, \ x \in \Omega_m,
\]

where

\[
c_{m,\gamma} = \gamma(\gamma + 2) \cdots (\gamma + 2m - 2).
\]

In [50] local well-posedness for \( \varphi \in L^1_{\text{loc}}(\mathbb{R}^N \setminus \{0\}) \), anti-symmetric with respect to \( x_1, x_2, \cdots, x_m \), and \( \varphi|_{\Omega_m} \) is in the Banach space

\[
\mathcal{X} = \left\{ \psi \in L^1_{\text{loc}}(\Omega_m); \frac{\psi}{\psi_0} \in L^\infty(\Omega_m) \right\},
\]

have been shown for \( 0 < \alpha < 2/(\gamma + m) \). The solution can be extended to maximal solution \( u : (0, T_{\text{max}}(\varphi)) \to C_0(\mathbb{R}^N) \). Furthermore, there exits a constant \( C > 0 \), such that

\[
\lambda^{\frac{1}{\alpha} + \frac{\gamma + m}{2}} T_{\text{max}}(\lambda \varphi) \geq C,
\]

for all \( \lambda > 0 \). We denote by \( e^{\lambda T_{\text{max}}} \) the heat semigroup on \( \Omega_m \). We have obtained the following for large \( \lambda \).

**Theorem 1.10.** Let the positive integer \( m \) and the real numbers \( \alpha, \gamma \) be such that

\[
1 \leq m \leq N, \ 0 < \gamma < N, \ 0 < \alpha < \frac{2}{\gamma + m}.
\]

Suppose that \( \varphi \in L^1_{\text{loc}}(\mathbb{R}^N \setminus \{0\}) \), anti-symmetric with respect to \( x_1, x_2, \cdots, x_m \), \( \varphi|_{\Omega_m} \in \mathcal{X} \), \( \varphi \geq 0 \) in \( \Omega_m \) is such that \( \varphi(x) \geq \omega(x) \psi_0(x) \) for \( x \in \Omega_m \cap \{|x| \leq \epsilon\} \), for some \( \epsilon > 0 \), where \( \omega \in L^\infty(\mathbb{R}^N) \) is homogeneous of degree 0, anti-symmetric with respect to \( x_1, x_2, \cdots, x_m, \omega \geq 0 \) on \( \Omega_m \) and \( \omega \neq 0 \). It follows that \( T_{\text{max}}(\lambda \varphi) < \infty \) for \( \lambda > 0 \) sufficiently large and

\[
\limsup_{\lambda \to \infty} \lambda^{\frac{1}{\alpha} + \frac{\gamma + m}{2}} T_{\text{max}}(\lambda \varphi) \leq \frac{1}{(\alpha^{1/\alpha} \|e^{\Delta_m (\omega \psi_0)}\|_\infty)^{\frac{1}{\alpha} + \frac{\gamma + m}{2}}}.
\]

We have obtained the following for small \( \lambda \).

**Theorem 1.11.** Let the positive integer \( m \) and the real numbers \( \alpha, \gamma \) be such that

\[
1 \leq m \leq N, \ 0 < \gamma < N, \ 0 < \alpha < \frac{2}{\gamma + m}.
\]

Suppose that \( \varphi \in L^1_{\text{loc}}(\mathbb{R}^N \setminus \{0\}) \), anti-symmetric with respect to \( x_1, x_2, \cdots, x_m \), \( \varphi|_{\Omega_m} \in \mathcal{X} \), \( \varphi \geq 0 \) in \( \Omega_m \) is such that \( \varphi(x) \geq \omega(x) \psi_0(x) \) for \( x \in \Omega_m \cap \{|x| \geq R\} \), for some \( R > 0 \), where \( \omega \in L^\infty(\mathbb{R}^N) \)
is homogeneous of degree 0, anti-symmetric with respect to \( x_1, x_2, \ldots, x_m \), \( \omega \geq 0 \) on \( \Omega_m \) and \( \omega \neq 0 \). It follows that \( T_{\text{max}}(\lambda \varphi) < \infty \) for all \( \lambda > 0 \) and
\[
\limsup_{\lambda \to 0} \lambda^{(\frac{1}{\alpha} - \frac{2+\gamma+m}{2})^{-1}} T_{\text{max}}(\lambda \varphi) \leq \frac{1}{(\alpha^{1/\alpha} \|e^{\lambda m}(\omega \psi_0)\|_\infty)^{(\frac{1}{\alpha} - \frac{2+\gamma+m}{2})^{-1}}}. 
\]

**Remark 8.**

1) Theorems 1.10 and 1.11 improve the results of [50, Theorem 1.10, Proposition 4.5] by removing the condition \((N-2)\alpha < 4\). Also the conditions on the \( \liminf_{|x| \to \infty} \frac{|x|^{\gamma+m}}{x_1 x_2 \cdots x_m} \varphi(x) > 0 \) or on the \( \liminf_{|x| \to 0} \frac{|x|^{\gamma+m}}{x_1 x_2 \cdots x_m} \varphi(x) > 0 \) are not required here.

2) Theorem 1.10 (respectively Theorem 1.11) together with (1.25) show that
\[
T_{\text{max}}(\lambda \varphi) \sim \lambda^{-(\frac{1}{\alpha} - \frac{2+\gamma+m}{2})^{-1}},
\]
as \( \lambda \to \infty \) (respectively as \( \lambda \to 0 \)).

The proofs of the known results cited above are based on careful constructions of super and sub-solutions, comparison and Kaplan’s arguments. See, for example, [43, 30, 57, 58, 38] and some references therein. In the case of decaying initial data, the results are derived via a careful analysis of the asymptotic in the \( L^\infty \)-norm of the solutions to the linear heat equation on \( \mathbb{R}^N \) with initial data having specific orders of decay at space infinity as well as Kaplan’s arguments and comparison principles, see [27]. This method, [27], has been used in many papers in the last three decades, see for example [30, 60, 61, 5, 59] and references therein. Most of the results require that \( \lambda \) be either sufficiently large or sufficiently small and initial data are positive and regular. Also, some scaling arguments are applied to derive life-span estimates, such as in [18, 11].

It interesting to compare the two methods used to prove our results above. The proof of lower bounds as already mentioned, is based on the contraction mapping argument which gives local well-posedness of solutions (as in [50]). Consequently, it does not require any positivity condition or maximum principle. To prove the upper estimates, we use a necessary condition for local existence of non-negative solutions established in [56] (see Proposition 5.1 below), combined with the maximum principle, continuity properties of the heat semigroup and scaling argument. For these estimates, positivity is required. There is a certain unity in these two methods. On the one hand, the contraction mapping argument gives a sufficient condition on \( T > 0 \) for the existence of a solution on the interval \([0, T]\) for some initial value \( u_0 \). This condition takes the form of an inequality involving both \( T \) and \( u_0 \). This condition must fail for \( T = T_{\text{max}} \), which implies that the opposite inequality must hold. When this inequality is applied to initial values of the form \( u_0 = \lambda \varphi \), this results in a lower life-span estimate. On the other hand, inequality in [56, Theorem 1] gives a necessary condition on \( T > 0 \) for the existence of a (positive) solution on the interval \([0, T]\), for some initial value \( u_0 \geq 0 \). This condition must hold for all \( T < T_{\text{max}} \). Moreover, this condition is stable under limits, and so must hold in the case \( T = T_{\text{max}} \). When the resulting inequality is applied to initial values of the form \( u_0 = \lambda \varphi \), an upper life-span estimate is obtained. We note that the lower estimates for \( T_{\text{max}}(\lambda \varphi) \) do not in and of themselves prove finite time blowup, while the upper estimates do so.
Our results based on scaling, the third approach in this paper, on the one hand use ideas introduced in [11], and on the other hand comparison arguments. In particular, we give life-span estimates for an initial value of the form

\[
\Phi(x) = \begin{cases} 
\omega(x)|x|^{-\gamma_1}, & |x| \leq 1 \\
\omega(x)|x|^{-\gamma_2}, & |x| > 1,
\end{cases}
\] (1.26)

where \(0 < \gamma_1, \gamma_2 < N\) and \(\gamma_1, \gamma_2 < \frac{2}{\alpha} (\gamma_1 \neq \gamma_2)\) and \(\omega \in L^\infty(\mathbb{R}^N)\) is homogeneous of degree 0, \(\omega \geq 0, \omega \not\equiv 0\). See Corollary 6.6 below. We show, in particular, the impact of the singularity on the life-span for \(\lambda\) large and the impact of the decay at infinity on the life-span for \(\lambda\) small.

The rest of this paper is organized as follows. In Section 2, we consider the standard nonlinear heat equation and prove Theorems 1.1 and 1.2. In Section 3, we prove new estimates for the heat kernel in weighted Lebesgue spaces, see Proposition 3.1 below. Section 4 is devoted to the case of slowly decaying initial data and the proofs of Theorem 1.3 and Corollaries 1.4 and 1.5. The upper estimates, Theorems 1.6–1.11, are proved in Section 5. In Section 6, we establish life-span estimates via nonlinear scaling. In the appendix, we give some estimates of the life-span for Hardy-Hénon parabolic equations.

Throughout the paper, \(C\) will be a positive constant which may vary from line to line. For positive functions \(f\) and \(g\), we say that \(f(x) \sim g(x)\) as \(x \to x_0\) if there exists two positive constants \(C_1\) and \(C_2\) such that

\[
C_1 g(x) \leq f(x) \leq C_2 g(x)
\]

in a neighborhood of \(x_0\).

2. Lower bounds for initial data in Lebesgue spaces

We consider the integral equation corresponding to the problem (1.1)-(1.2)

\[
u(t) = e^{tA}u_0 + \int_0^t e^{(t-\sigma)A} \left[|u(\sigma)|^\alpha u(\sigma)\right] d\sigma,
\] (2.1)

where \(e^{tA}\) is the heat semigroup on \(\Omega\). It is known that the integral kernel corresponding to \(e^{tA}\) is bounded by the Gauss kernel for the heat semigroup on \(\mathbb{R}^N\). Hence the \(L^q - L^r\) smoothing inequalities are independent of \(\Omega\), i.e.

\[
\|e^{tA}u_0\|_{L^r(\Omega)} \leq (4\pi t)^{-\frac{N}{2} \left(\frac{1}{q} - \frac{1}{r}\right)}\|u_0\|_{L^q(\Omega)}
\] (2.2)

whenever \(1 \leq q \leq r \leq \infty\).

We recall for future use that in the case of \(\Omega = \mathbb{R}^N\)

\[
D_\tau e^{tA} = e^{(t/\tau)^A} D_\tau
\] (2.3)

where \(D_\tau\) is the dilation operator \(D_\tau f(x) = f(\tau x)\). In particular

\[
D_{\sqrt{t}} e^{tA} = e^{A} D_{\sqrt{t}}.
\] (2.4)

In this section the goal is to establish lower bounds for the life-span of solutions as an immediate consequence of the fixed point argument used to prove well-posedness of (2.1) in certain Banach spaces. While this argument is well-known, in order to show the applications to life-span, it is more convenient to recall some of the details.
To this end we recall the value
\[ q_c = \frac{N\alpha}{2}, \]
and we require that \( q \) and \( r \) satisfy the following conditions:
\[ q > q_c \quad (2.5) \]
and
\[ 1 \leq \frac{r}{\alpha + 1} \leq q \leq r. \quad (2.6) \]
Note that given \( q > q_c \) and \( q \geq 1 \), one can always choose \( r = q(\alpha + 1) \). Also, if \( q > q_c \) and \( q \geq \alpha + 1 \), one can choose \( r = q \). Furthermore, in all cases above, we have \( r \geq \alpha + 1 \). Finally, if \( q = \infty \), then necessarily \( r = \infty \). We set
\[ \beta = \frac{N}{2} \left( \frac{1}{q} - 1 - \frac{1}{r} \right). \quad (2.7) \]

We next define the space of curves in which we seek a solution to (2.1), i.e. the space in which we carry out the contraction mapping argument. For a fixed \( M > 0 \) and \( T > 0 \), (and \( q, r \) and \( \beta \) as above), we set
\[ Y_{M,T}^{q,r} = \{ u \in C((0,T]; L^r(\Omega)) : \sup_{t \in (0,T]} t^\beta \| u(t) \|_r \leq M \}. \quad (2.8) \]
With the distance
\[ d(u,v) = d_{M,T}^{q,r}(u,v) = \sup_{t \in (0,T]} t^\beta \| u(t) - v(t) \|_r \quad (2.9) \]
the space \( Y_{M,T}^{q,r} \) is a complete metric space.

To carry out the fixed point argument, we let \( u_0 \in D'(\Omega) \) and suppose that there exists \( K > 0 \) such that
\[ \sup_{t \in (0,T]} t^\beta \| e^{t\Delta} u_0 \|_r \leq K. \quad (2.10) \]
This condition includes implicitly the condition that \( e^{t\Delta} u_0 \) be well-defined and in \( L^r(\Omega) \) for \( t > 0 \). Recall that if \( u_0 \geq 0 \), then \( e^{t\Delta} u_0 \) indeed is well-defined, but perhaps infinite. In order for (2.10) to hold, it suffices for example that \( \sup_{t \in (0,T]} t^\beta \| e^{t\Delta} u_0 \|_r \leq K, \) since \( |e^{t\Delta} u_0| \leq e^{t\Delta} |u_0| \). We define the iterative operator by
\[ F_{u_0} u(t) = e^{t\Delta} u_0 + \int_0^t e^{(t-\sigma)\Delta} \left[ |u(\sigma)|^\alpha u(\sigma) \right] d\sigma. \quad (2.11) \]

The following theorem is well-known. Since we are particularly interested here in the contraction mapping property, we sketch that part of the proof.

**Theorem 2.1.** Let \( N \geq 1 \), \( \alpha > 0 \), \( 1 \leq q \leq \infty \) and \( q > q_c \). There is a constant \( C = C(\alpha, q) > 0 \) such that if \( K > 0 \), \( M > 0 \) and \( T > 0 \) satisfy
\[ K + CT^{1-\frac{N\alpha}{2}} M^{\alpha + 1} \leq M, \quad (2.12) \]
and if \( u_0 \in D'(\Omega) \) satisfies (2.10) for some \( r \geq q \) with \( 1 \leq \frac{r}{\alpha + 1} \leq q \leq r \), then \( F_{u_0} \) is a strict contraction on \( Y_{M,T}^{q,r} \) and so has a unique fixed point \( u = F_{u_0} u \in Y_{M,T}^{q,r} \). This solution \( u \) of (2.1) is a classical solution of (1.1) on \((0,T] \).
Furthermore, if \( u_0 \in L^q(\Omega) \) and \( q < \infty \), then this fixed point has the property that \( u \in C([0, T]; L^q(\Omega)) \) with \( u(0) = u_0 \).

**Remark 9.** Of course the sufficient condition (2.12) can be taken as

\[
\sup_{t \in (0, T]} t^\beta \| e^{t\Delta} u_0 \|_r + CT^{1-\frac{N\alpha}{2r}} M^{\alpha+1} \leq M,
\]

(2.13)
i.e. taking equality in (2.10)

**Proof.** We first consider when the space \( Y_{M,T}^{q,r} \) is preserved by the iterative operator \( F_{u_0} \). Thus we suppose \( u \in Y_{M,T}^{q,r} \), and we estimate \( F_{u_0} u(t) \) as follows.

\[
t^\beta \| F_{u_0} u(t) \|_r \leq t^\beta \| e^{t\Delta} u_0 \|_r + t^\beta \int_0^t \| e^{(t-\sigma)\Delta} [u(\sigma)]^\alpha u(\sigma) \|_r d\sigma
\]

\[
\leq K + t^\beta \int_0^t [4\pi(t-\sigma)]^{-\frac{N\alpha}{2r}} \| u(\sigma) \|_r \| u(\sigma) \|_r^{\alpha+1} d\sigma
\]

\[
= K + (4\pi)^{-\frac{N\alpha}{2r}} t^\beta \int_0^t (t-\sigma)^{-\frac{N\alpha}{2r}} \| u(\sigma) \|_r^{\alpha+1} d\sigma
\]

\[
\leq K + (4\pi)^{-\frac{N\alpha}{2r}} t^\beta \left( \int_0^1 (1-\sigma)^{-\frac{N\alpha}{2r}} \sigma^{-\beta(\alpha+1)} d\sigma \right) M^{\alpha+1}
\]

\[
\leq K + (4\pi)^{-\frac{N\alpha}{2r}} t^{1-\frac{N\alpha}{2r}} \left( \int_0^1 (1-\sigma)^{-\frac{N\alpha}{2r}} \sigma^{-\beta(\alpha+1)} d\sigma \right) T^{1-\frac{N\alpha}{2r}} M^{\alpha+1}
\]

\[
\leq K + 2(\alpha + 1)(4\pi)^{-\frac{N\alpha}{2r}} \left( \int_0^1 (1-\sigma)^{-\frac{N\alpha}{2r}} \sigma^{-\beta(\alpha+1)} d\sigma \right) T^{1-\frac{N\alpha}{2r}} M^{\alpha+1}.
\]

It follows that if (2.12) holds, where

\[
C = C(\alpha, q, r) = 2(\alpha + 1)(4\pi)^{-\frac{N\alpha}{2r}} \int_0^1 (1-\sigma)^{-\frac{N\alpha}{2r}} \sigma^{-\beta(\alpha+1)} d\sigma,
\]

then \( Y_{M,T}^{q,r} \) is stable by \( F_{u_0} \).
Next we show that \( \mathcal{F}_{u_0} \) is a strict contraction on \( Y^{q,r}_{M,T} \). We estimate as follows.

\[
\begin{align*}
t^\beta \|\mathcal{F}_{u_0} u(t) - \mathcal{F}_{u_0} v(t)\|_r & \leq t^\beta \int_0^t \|e^{(t-\sigma)\Delta} \left[ |u(\sigma)|^\alpha u(\sigma) - |v(\sigma)|^\alpha v(\sigma) \right]\|_r \, d\sigma \\
& \leq (4\pi)^{-\frac{N\alpha}{2}} t^\beta \int_0^t (t - \sigma)^{-\frac{N\alpha}{2}} \|\left[ |u(\sigma)|^\alpha u(\sigma) - |v(\sigma)|^\alpha v(\sigma) \right]\|_r \, d\sigma \\
& \leq (\alpha + 1)(4\pi)^{-\frac{N\alpha}{2}} t^\beta \int_0^t (t - \sigma)^{-\frac{N\alpha}{2}} \|u(\sigma) - v(\sigma)\|_r \|\left[ |u(\sigma)|^\alpha + |v(\sigma)|^\alpha \right]\|_r \, d\sigma \\
& \leq 2(\alpha + 1)(4\pi)^{-\frac{N\alpha}{2}} t^\beta \left( \int_0^t (t - \sigma)^{-\frac{N\alpha}{2}} \sigma^{-\beta(\alpha + 1)} \, d\sigma \right) M^\alpha \delta_{M,T}^{q,r}(u, v) \\
& \leq 2(\alpha + 1)(4\pi)^{-\frac{N\alpha}{2}} t^{-\frac{N\alpha}{2\alpha}} \left( \int_0^1 (1 - \sigma)^{-\frac{N\alpha}{2\alpha}} \sigma^{-\beta(\alpha + 1)} \, d\sigma \right) M^\alpha \delta_{M,T}^{q,r}(u, v) \\
& \leq 2(\alpha + 1)(4\pi)^{-\frac{N\alpha}{2}} \left( \int_0^1 (1 - \sigma)^{-\frac{N\alpha}{2\alpha}} \sigma^{-\beta(\alpha + 1)} \, d\sigma \right) T^{-\frac{N\alpha}{2\alpha}} M^\alpha \delta_{M,T}^{q,r}(u, v).
\end{align*}
\]

Thus

\[
d^{q,r}_{M,T}(\mathcal{F}_{u_0} u, \mathcal{F}_{u_0} v) \leq 2(\alpha + 1)(4\pi)^{-\frac{N\alpha}{2\alpha}} \left( \int_0^1 (1 - \sigma)^{-\frac{N\alpha}{2\alpha}} \sigma^{-\beta(\alpha + 1)} \, d\sigma \right) T^{-\frac{N\alpha}{2\alpha}} M^\alpha \delta_{M,T}^{q,r}(u, v).
\]

It follows that if (2.12) holds then \( \mathcal{F}_{u_0} \) is a strict contraction on \( Y^{q,r}_{M,T} \).

The only difficulty is that \( C \) potentially depends on \( r \) as well as \( q \) and \( \alpha \). To rectify this, one can replace \( C(\alpha, q, r) \) by \( C(\alpha, q) = \max_{q \leq r \leq q(\alpha + 1)} C(\alpha, q, r) \) and the result holds with \( C = C(\alpha, q) \). \( \square \)

As is well-known, Theorem 2.1 is used to show that the integral equation (2.1) is locally well-posed on \( L^q(\Omega) \). In particular, if \( u_0 \in L^q(\Omega) \) the resulting solution given by the fixed point argument can be extended to a unique maximal solution on an interval \([0, T_{\text{max}}(u_0)]\). We will not belabor this point further.

We have also the following.

**Proposition 2.2.** Let \( N \geq 1, \alpha > 0, 1 \leq q < \infty \) and \( q > q_c \). Let \( T_{\text{max}}(\varphi, L^q) \) denotes the existence time of the maximal solution of (2.1) with initial data \( \varphi \in L^q(\Omega) \). Then the following hold.

(i) \( u(t) \in C_0(\Omega) \) for \( t \in (0, T_{\text{max}}(\varphi, L^q)) \).

(ii) If \( \varphi \in L^q(\Omega) \cap C_0(\Omega) \) then \( T_{\text{max}}(\varphi, L^q) = T_{\text{max}}(\varphi, C_0(\Omega)) \), the existence time of the maximal solution of (2.1) with initial data \( \varphi \in C_0(\Omega) \).

(iii) If \( \varphi \in L^q(\Omega) \cap L^p(\Omega) \) with \( q_c < p \leq \infty \) then \( T_{\text{max}}(\varphi, L^p) = T_{\text{max}}(\varphi, L^p) \), the existence time of the maximal solution of (2.1) with initial data \( \varphi \in L^p(\Omega) \).

**Proof.** (i) By iterative argument, as in [2], \( u(t) \in L^r(\Omega) \) for \( q \leq r \leq \infty \). It is known that \( e^{t\Delta} : L^q(\Omega) \to C_0(\Omega) \), is bounded for \( t > 0 \) and \( 1 \leq q < \infty \). See [42, 9]. Hence, by (2.1), \( u(t) \in C_0(\Omega) \).
(ii) By (i) we have $T_{\text{max}}(\varphi, L^q) \leq T_{\text{max}}(\varphi, C_0(\Omega))$. Using (2.1) and (2.2), we have
\[
\|u(t)\|_q \leq \|e^{t\Delta} \varphi\|_q + \int_0^t \|u(\sigma)\|^\alpha u(\sigma)\|_q d\sigma \\
\leq \|\varphi\|_q + \int_0^t \|u(\sigma)\|_\infty \|u(\sigma)\|_q d\sigma.
\]
By Gronwall’s inequality, we get
\[
\|u(t)\|_q \leq \|\varphi\|_q e^{\int_0^t \|u(\sigma)\|_\infty d\sigma}.
\]
Hence $u$ can not blow up in $L^q(\Omega)$ before it blows up in $C_0(\Omega)$. That is $T_{\text{max}}(\varphi, C_0(\Omega)) \leq T_{\text{max}}(\varphi, L^q)$.

(iii) Let $\varepsilon \in (0, \min(T_{\text{max}}(\varphi, L^q), T_{\text{max}}(\varphi, L^p)))$. By (i) we have $u(\varepsilon) \in C_0(\Omega)$. Using (ii) we have if $p < \infty$,
\[
T_{\text{max}}(u(\varepsilon), L^q) = T_{\text{max}}(u(\varepsilon), C_0(\Omega)) = T_{\text{max}}(u(\varepsilon), L^p).
\]
That is $T_{\text{max}}(\varphi, L^q) - \varepsilon = T_{\text{max}}(\varphi, L^p) - \varepsilon$. If $p = \infty$, then $q < p$ hence (i)-(ii) hold and $T_{\text{max}}(\varphi, L^q) - \varepsilon = T_{\text{max}}(u(\varepsilon), C_0(\Omega)) = T_{\text{max}}(u(\varepsilon), L^\infty) = T_{\text{max}}(\varphi, L^\infty) - \varepsilon$. Hence we get the result. □

As a first application of Theorem 2.1 to life-span estimates, we prove Theorem 1.1.

Proof of Theorem 1.1. Consider $u_0 = \lambda \varphi$, where $\lambda > 0$ and $\varphi \in L^q(\Omega)$. The key observation is that if $T_{\text{max}}(\lambda \varphi) < \infty$, it is impossible to carry out the fixed point argument on the interval $[0, T_{\text{max}}(\lambda \varphi)]$ with initial value $u_0 = \lambda \varphi$. Hence, by (2.13)
\[
\sup_{t \in (0, T_{\text{max}}(\lambda \varphi))] t^\beta \|e^{t\Delta} u_0\|_r + CT_{\text{max}}(\lambda \varphi)^{-\frac{Na}{2r}} M^{\alpha + 1} > M,
\]
for all $M > 0$. Recall that $(4\pi t)^\beta \|e^{t\Delta} u_0\|_r \leq \|u_0\|_q$ by the $L^q - L^r$ smoothing properties of the heat semigroup (2.2), so that
\[
(4\pi)^\beta \lambda \|\varphi\|_q + CT_{\text{max}}(\lambda \varphi)^{-\frac{Na}{2r}} M^{\alpha + 1} > M,
\]
for all $M > 0$. In particular, if we set $M = 2(4\pi)^\beta \lambda \|\varphi\|_q$, this gives
\[
CT_{\text{max}}(\lambda \varphi)^{-\frac{Na}{2r}} [\lambda \|\varphi\|_q]^\alpha > 1.
\]
Thus we have proved Theorem 1.1. □

As a second application, consider $u_0 = \lambda m$, where $\lambda > 0$ and $m \in M$, the set of finite Borel measures on $\Omega$. For example, $m$ could be a point mass. In order to apply Theorem 2.1, we observe first that
\[
|e^{t\Delta} m| \leq (4\pi t)^{-\frac{N}{2}} \int_{\mathbb{R}^N} e^{-\frac{|x-y|^2}{4t}} d|m|(y),
\]
where, by abuse of notation, $m$ denotes both the measure on $\Omega$ and its natural extension to $\mathbb{R}^N$, and $|m|$ is the total variation of $m$. Hence

$$\|e^{t\Delta}m\|_{\infty} \leq (4\pi t)^{-\frac{N}{2}} \|m\|_{M},$$

$$\|e^{t\Delta}m\|_{1} \leq \|m\|_{M};$$

and so by interpolation

$$\|e^{t\Delta}m\|_{r} \leq (4\pi t)^{-\frac{N}{2}(1-\frac{1}{r})} \|m\|_{M},$$

(2.14)

for all $1 \leq r \leq \infty$.

Theorem 2.1 thus implies that (2.1) is locally well-posed on $M$ if $q_{c} < 1$. Simply take $q = 1$ and $r = \alpha + 1$. (This of course is well-known.)

Proof of Theorem 1.2. To obtain a life-span estimate, we again note that if the maximal existence time is finite, i.e. $T_{\text{max}}(\lambda m) < \infty$, then (2.13) can not hold with $u_{0} = \lambda m$ and $T = T_{\text{max}}(\lambda m)$. Hence, also using (2.14), for $\beta = \frac{N}{2}(1-\frac{1}{\alpha+1})$, we must have

$$(4\pi)^{\beta} \lambda \|m\|_{M} + C T_{\text{max}}(\lambda m)^{1-\frac{N}{2}M^{\alpha+1}} > M,$$

for all $M > 0$. As above, we take $M = 2(4\pi)^{\beta} \lambda \|m\|_{M}$, which gives the lower estimate

$$C T_{\text{max}}(\lambda m)^{\frac{1}{2}-\frac{N}{2}M^{\alpha+1}} \|m\|_{M} > 1.$$

This completes the proof of Theorem 1.2. 

As a third application of Theorem 2.1 to life-span estimates we consider $u_{0} = \lambda \varphi$ where $\lambda > 0$, $\varphi \in L_{\text{loc}}^{1}(\mathbb{R}^{N})$ and $|\varphi| \leq |x|^{-\gamma}$ for some $0 < \gamma < N$. We recall that if $\frac{N}{\gamma} < r$, then

$$\|e^{t\Delta} |\cdot|^{-\gamma}\|_{r} = t^{-\frac{\gamma}{2}+\frac{N}{2r}} \|e^{\Delta} |\cdot|^{-\gamma}\|_{r},$$

(2.15)

for all $t > 0$. This follows from a scaling argument. For convenience, we set

$$L = \|e^{\Delta} |\cdot|^{-\gamma}\|_{r}.$$  

(2.16)

Hence if $|\varphi| \leq |\cdot|^{-\gamma}$, then

$$\|e^{t\Delta}(\lambda \varphi)\|_{r} \leq \lambda \|e^{t\Delta} |\cdot|^{-\gamma}\|_{r} = L \lambda t^{-\frac{\gamma}{2}+\frac{N}{2r}}.$$  

(2.17)

We next set $q = \frac{N}{\gamma}$, so that $1 < q < r$, and we may choose $r$ so that (2.6) holds. Also, $\beta = \frac{N}{2}(\frac{1}{q} - \frac{1}{r}) = \frac{\gamma}{2} - \frac{N}{2r}$. Theorem 2.1 clearly shows that (2.1) is locally well-posed for initial values bounded by a multiple of $|x|^{-\gamma}$ with $0 < \gamma < N$ and $\frac{N}{\gamma} > q_{c}$, i.e. $\gamma < \frac{2}{\alpha}$. This of course is known. See [11, Theorem 2.8], and also [50, Theorem 2.3].

As for a life-span estimate, if $u_{0} = \lambda \varphi$ where $|\varphi(x)| \leq |x|^{-\gamma}$, then the existence time of the solution, $T_{\text{max}}(\lambda \varphi)$, if it is finite, must verify

$$\lambda L + C T_{\text{max}}(\lambda \varphi)^{1-\frac{N}{2}M^{\alpha+1}} > M$$

for all $M > 0$, where $L$ is given by (2.16). For $M = 2\lambda L$, this gives

$$C T_{\text{max}}(\lambda \varphi)^{1-\frac{N}{2}}(\lambda L)^{\alpha} > 1.$$
In other words, we have the following result.

**Corollary 2.3.** Let $0 < \gamma < N$ and $\gamma < \frac{2}{\alpha}$. Suppose $\varphi \in L^1_{loc}(\mathbb{R}^N)$ is such that $|\varphi(x)| \leq |x|^{-\gamma}$. It follows that

$$T_{\max}(\lambda \varphi) \geq \frac{C}{(\lambda L)^{(\frac{1}{\alpha} - \frac{\gamma}{2})}}, \quad \lambda > 0,$$

where $L$ is given by (2.16) and $C$ depends only on $\alpha$ and $\gamma$.

This last result recovers [50, Theorem 2.6(ii)] in the case $m = 0$, by a different but related method: the contraction mapping argument is formulated differently. It does not seem possible that the contraction mapping argument used in the proof of Theorem 2.1 can be used to recover [50, Theorems 2.3 and 2.6] in the case $1 \leq m \leq N$. Indeed, that is the point of the paper [50]. Note also that Theorem 1.3 gives also the result but here the constant at the right-hand side is explicit.

### 3. Estimates for the heat kernel in weighted spaces

In this section we prove the following heat kernel estimates. For simplicity, the space $L^p(\mathbb{R}^N)$, will be denoted by $L^p$. We recall that the norm in $L^p(\mathbb{R}^N)$, $\| \cdot \|_{L^p(\mathbb{R}^N)}$ is denoted by $\| \cdot \|_p$.

**Proposition 3.1.** Let $N \geq 1$, $0 \leq \gamma \leq \mu < N$, $q_1 \in (1, \infty]$ and $q_2 \in (1, \infty]$ satisfy

$$0 \leq \frac{1}{q_2} < \frac{\mu - \gamma}{N} + \frac{1}{q_1} \leq \frac{\mu}{N} + \frac{1}{q_1} < 1.$$  

Then there exists a constant $C > 0$ depending on $N, \gamma, \mu, q_1$ and $q_2$ such that

$$\| | \gamma e^{t \Delta} u \|_{q_2} \leq C t^{-\frac{N}{2}} \left( \frac{1}{q_1} - \frac{1}{q_2} \right) \cdot \frac{\mu - \gamma}{2} \| | \mu u \|_{q_1}, \quad t > 0, \quad \| | \mu u \|_{q_1}.$$  

**Remark 10.**

1) The estimate (3.1) is well-known for $\mu = \gamma = 0$, that is (2.2) (see for example [53]). For the case $\gamma = 0$, $0 < \mu < N$, (3.1) is established in [2]. Estimate (3.1) is known for $0 < \gamma \leq \mu < N$, $0 \leq \frac{1}{q_2} < \frac{1}{q_1} - \frac{\mu}{N} < 1$ in [51, 8]. See also [25] for the case $q_1 = q_2 = \infty$. It follows by [51, 8] that (3.1) holds for $0 < \gamma = \mu < N$, $q_1 = q_2 = q \in (1, \infty]$, $\frac{1}{q} + \frac{\mu}{N} < 1$.

2) The power of $t$ in (3.1) is optimal. This can be shown by scaling argument as in [2]. In fact, for $t > 0$, we have

$$e^{t \Delta} u = D_{\sqrt{\tau}} e^{t \Delta} D_{\frac{1}{\sqrt{\tau}}} u$$

for all $u \in \mathcal{S}'(\mathbb{R}^N)$. Also

$$\| | \gamma D_{\sqrt{\tau}} f \|_r = t^{-\frac{N}{2r} - \frac{\gamma}{2}} \| | \gamma f \|_r$$

for all $| | \gamma f \| \in L^r, r \geq 1$. Writing (3.1) for $t = 1$ as follows

$$\| | \gamma e^{\Delta} u \|_{q_2} = \left[ \| | \gamma D_{\sqrt{\tau}} e^{\Delta} D_{1/\sqrt{\tau}} u \|_{q_2} \right] \leq C \| | \mu u \|_{q_1}.$$  

Setting $D_{1/\sqrt{\tau}} u = v$ that is $u = D_{\sqrt{\tau}} v$, we get

$$\| | \gamma D_{\sqrt{\tau}} e^{\Delta} v \|_{q_2} \leq C \| | \mu D_{\sqrt{\tau}} v \|_{q_1}.$$
That is
\[ t^{-\frac{N}{2} - \frac{\mu - \gamma}{2}} \| \gamma e^{t \Delta u} \|_{q_2} \leq C t^{-\frac{N}{2} - \frac{\mu}{2}} \| \mu v \|_{q_1}. \]

This gives (3.1) for all \( t > 0 \).

3) The fact that \( \gamma \leq \mu \) is necessary. This follows by translation argument. See also [10]. We take, in (3.1), \( t = 1 \), \( u = G_1(\cdot - \tau x_0) \), \( \tau > 0 \), \( x_0 \in \mathbb{R}^N \), \( |x_0| = 1 \). In fact, we have that
\[ e^{\Delta} G_1(\cdot - \tau x_0) = G_1 \ast G_1(\cdot - \tau x_0) = G_2(\cdot - \tau x_0). \]

On the other hand,
\[ \| \cdot |^\gamma G_2(\cdot - \tau x_0) \|_{q_2} = \| \cdot + \tau x_0 |^\gamma G_2 \|_{q_2} = \gamma \| \cdot + x_0 |^\gamma G_2 \|_{q_2} \]
and
\[ \| \cdot |^\mu G_1(\cdot - \tau x_0) \|_{q_1} = \tau^\mu \| \cdot + x_0 |^\mu G_1 \|_{q_1}. \]
Hence, (3.1) reads,
\[ \tau^{-(\mu - \gamma)} \| \cdot + x_0 |^\gamma G_2 \|_{q_2} \leq C \| \cdot + x_0 |^\mu G_1 \|_{q_1}. \]

Then we let \( \tau \to \infty \), since \( \| \cdot + x_0 |^\mu G_1 \|_{q_1} \to \| G_1 \|_{q_1} \) and \( \| \cdot + x_0 |^\gamma G_2 \|_{q_2} \to \| G_2 \|_{q_2} \), to deduce that \( \gamma \leq \mu \) if \( q_2, q_1 < \infty \).

4) Our estimate is different from that of [51, 8] since we do not require \( q_1 \leq q_2 \) if \( \gamma < \mu \). In fact, since the condition \( \gamma \leq \mu \) is necessary by the above remark, all that we require is that the power of \( t \) in (3.1) is negative.

To prove Proposition 3.1, we establish the following estimates for the heat kernel in weighted Lorentz spaces. Since the cases \( 0 = \gamma < \mu < N \), (2) and \( 0 < \gamma = \mu < N \) ([51, 8]) are known, we only give the proof for \( 0 < \gamma < \mu < N \).

**Proposition 3.2.** Let \( N \geq 1 \), \( 0 < \gamma < \mu < N \), \( 1 \leq q \leq \infty \), \( q_1 \in (1, \infty) \) and \( q_2 \in (1, \infty) \) satisfy
\[ 0 \leq \frac{1}{q_2} < \frac{\mu - \gamma}{N} + \frac{1}{q_1} < \frac{\mu}{N} + \frac{1}{q_1} < 1. \]

Then there exists a constant \( C > 0 \) depending on \( N, \gamma, \mu, q, q_1 \) and \( q_2 \) such that
\[ \| |^\gamma e^{t \Delta} u \|_{L^{q_2, q}} \leq C t^{-\frac{N}{2} \left( \frac{1}{q_1} - \frac{1}{q_2} \right) - \frac{\mu - \gamma}{2}} \| |^\mu u \|_{L^{q_1, \infty}}, \quad t > 0, \quad |^\gamma u \in L^{q_1, \infty}, \quad (3.2) \]
with if \( q_2 = \infty \) then \( q = \infty \).

**Remark 11.** A Young’s inequality is proved in [26, Theorem 3.1, p. 201] for weighted Lebesgue spaces where it is assumed also \( q_1, q_2 < \infty \). We do not use this here and we provide a simpler proof for our case as a convolution with a Gaussian. See [47] for (3.2) with \( \gamma = 0 < \mu < N \), \( 0 \leq \frac{1}{q_2} < \frac{\mu}{N} + \frac{1}{q_1} < 1 \).

**Proof of Proposition 3.2.** From the embedding \( L^{q_2, 1} \hookrightarrow L^{q_2, q}, \) \( q \geq 1, q_2 < \infty \), it is sufficient to give the proof for \( q = 1 \). Since \( \gamma > 0 \), then by the inequality \( |x|^\gamma \leq C(|y|^\gamma + |x - y|^\gamma) \), we write
\[ \| |^\gamma e^{t \Delta} u \| = \| |^\gamma (G_t * u) \| \leq C G_t * (| |^\gamma u |) + C (| |^\gamma G_t | * | u |), \quad t > 0. \quad (3.3) \]
Let \( \gamma < \mu < N, q_1 \in (1, \infty) \) and \( q_2 \in (1, \infty) \) be such that
\[
\frac{1}{q_2} < \frac{\mu - \gamma}{N} + \frac{1}{q_1} < \frac{\mu}{N} + \frac{1}{q_1} < 1.
\]
Set
\[
\frac{1}{p_1} = 1 + \frac{1}{q_2} - \frac{1}{p_2},
\]
with
\[
\frac{1}{p_2} = \frac{\mu - \gamma}{N} + \frac{1}{q_1}.
\]
Since \( \gamma < N \), then \( p_1 \in (1, \infty) \) and satisfies
\[
\frac{\gamma}{N} < 1 - \left( \frac{\mu - \gamma}{N} + \frac{1}{q_1} \right) < \frac{1}{p_1} < 1.
\]
Let us introduce the numbers \( \tilde{p}_1, \tilde{p}_2 \) defined by
\[
\frac{1}{\tilde{p}_1} = \frac{1}{p_1} - \frac{\gamma}{N}, \quad \frac{1}{\tilde{p}_2} = \frac{\mu}{N} + \frac{1}{q_1}.
\]
We have
\[
\frac{1}{\tilde{p}_1} = 1 + \frac{1}{q_2} - \frac{1}{\tilde{p}_2},
\]
Since \( 0 < \gamma < \mu \), and by the conditions on \( q_1, q_2 \), we have that
\[
0 < \frac{1}{p_2} < \frac{1}{\tilde{p}_2} < 1, \quad 0 < \frac{1}{\tilde{p}_1} < 1, \quad 0 < \frac{1}{p_2} - 1 = \frac{1}{p_2} + 1 = \frac{1}{\tilde{p}_2} + 1 < 1.
\]
Using generalized Young's inequality, see [37, Theorem 2.6, p. 137] or [17, 28], we deduce that
\[
\|\cdot\|_{\gamma} e^{t\Delta} u \|_{L^{q_2,1}} \leq C\|G_t * \cdot\|_{L^{q_2,1}} + C\|\cdot\|_{\gamma} G_t * \|u\|_{L^{q_2,1}} \leq C\|G_t\|_{L^{p_2,1}} \|\cdot\|_{\gamma} u \|_{L^{p_2,\infty}} + C\|\cdot\|_{\gamma} G_t\|_{L^{\tilde{p}_2,1}} \|u\|_{L^{\tilde{p}_2,\infty}} := CI_1 + CI_2,
\]
where
\[
1 + \frac{1}{q_2} = 1 + \frac{1}{p_1} + \frac{1}{p_2}, \quad 1 < q_2, p_2, \tilde{p}_2, \tilde{p}_1 < \infty, \quad 1 < p_1, \tilde{p}_1 < \infty.
\]
We first estimate \( I_1 \). Using the generalized Hölder inequality, see [37, Theorem 3.4, p. 141] or [28, 17], we get
\[
I_1 \leq C\|G_t\|_{L^{p_1,1}} \|\cdot\|_{\gamma} e^{-\gamma t\Delta} u \|_{L^{\tilde{p}_2,\infty}} - (\mu - \gamma) \|\cdot\|_{L^{p_2,\infty}} \|u\|_{L^{q_2,1}}, \quad 0 < \mu - \gamma < N, \quad \frac{1}{p_2} = \frac{\mu - \gamma}{N} + \frac{1}{q_1} < 1.
\]
Since \( G_t(x) = t^{-\frac{N}{2}} \frac{1}{4\pi} G_1(x/\sqrt{t}) = \frac{1}{4\pi} e^{-\frac{|x|^2}{4t}} \in L^{p_1,1} \), we deduce from [17] that
\[
\|G_t\|_{L^{p_1,1}} = t^{-\frac{N}{2}} \|D_{1/\sqrt{t}} G_1\|_{L^{p_1,1}} = t^{-\frac{N}{2}} t^{\frac{N}{2p_1}} \|G_1\|_{L^{p_1,1}} = Ct^{-\frac{N}{2}} (1 - \frac{1}{p_1}),
\]
with
\[
1 + \frac{1}{p_1} = \frac{1}{p_2} - 1 = \frac{1}{q_1} + 1 = \frac{\mu - \gamma}{N} > 0.
\]
Then, we deduce that
\[
I_1 \leq Ct^{-\frac{N}{2}} (1 - \frac{1}{p_1}) \|\cdot\|_{\gamma} e^{-\gamma t\Delta} u \|_{L^{q_2,1}}, \quad (3.5)
\]
We now estimate $I_2$. Using the generalized Hölder inequality, we get

$$I_2 \leq C \| | \gamma G_1 \|_{L^p_{\mu,1}} \| | \gamma u \|_{L^{p,\infty}_{\mu,1}} \| | \mu u \|_{L^{q,\infty}},$$

$$0 < \mu < N, \quad \frac{1}{p_2} = \frac{\mu}{N} + \frac{1}{q_1} < 1.$$

Since $|x|^\gamma G_1(x) = t^{-\frac{N}{2} + \frac{q}{4}} |x/\sqrt{t}|^\gamma G_1(x/\sqrt{t}) = t^{-\frac{N}{4} - \frac{N}{2}} |x|^{\gamma} e^{-|x|^2} \in L^{p_1,1}$, we deduce from [17] that

$$\| | \gamma G_1 \|_{L^{p_1,1}} = t^{-\frac{N}{2} + \frac{q}{4}} \| D_{1/\sqrt{t}}(|\gamma G_1|) \|_{L^{p_1,1}} = t^{-\frac{N}{2} + \frac{q}{4}} t^{\frac{N}{4}} \| | \gamma G_1 \|_{L^{p_1,1}} = Ct^{-\frac{N}{2} \left(1 - \frac{1}{p_1}\right)}.$$

Then, we deduce that

$$I_2 \leq Ct^{-\frac{N}{2} \left(1 - \frac{1}{p_1}\right)} \| | \mu u \|_{L^{q,\infty}}. \quad (3.6)$$

Plugging (3.5) and (3.6) in (3.4) we get (3.2).

If $q_2 \in (1, \infty)$ and $q_1 = \infty$, hence $q_2 > N/(\mu - \gamma)$, the above calculations for estimating $I_1, I_2$ hold using the generalized Hölder inequality in [37, Theorem 3.4, p. 141] (see also [28, Proposition 2.3 a), p. 19]).

If $q_2 = q = \infty$, the proof follows by using the generalized Young inequality, [37, Theorem 3.6, p. 141] (see also [28, Proposition 2.4 b), p. 20]) as follows

$$\| | \gamma \nabla u \|_{L^{\infty}} \leq C \| G_1 \|_{L^{p_1,1}} \| | \gamma u \|_{L^{p_2,\infty}} + C \| | \gamma G_1 \|_{L^{p_1,1}} \| u \|_{L^{p_2,\infty}},$$

with

$$1 - \left(\frac{\mu - \gamma}{N} + \frac{1}{q_1}\right) = \frac{1}{p_1} \in (\gamma/N, 1)$$

and by similar calculations as above. This completes the proof.

We now give the proof of Proposition 3.1.

**Proof of Proposition 3.1.** The proof follows by taking $q = q_2$ in (3.2) and using the fact that

$$\| | \mu u \|_{L^{q_1,\infty}} \leq C \| | \mu u \|_{L^{q_1,q_1}} = C \| | \mu u \|_{L^{q_1}}.$$

\[ \square \]

4. **Lower bounds for slowly decaying initial data**

In this section we apply Proposition 3.1 in order to show local well-posedness in weighted Lebesgue spaces for the nonlinear heat equation (2.1). This allows us to obtain more precise estimates for the lower bound of the life-span in relation with the weight. For $\gamma \geq 0, 1 \leq q \leq \infty$, we consider the weighted Lebesgue space

$$L^q_\gamma(\mathbb{R}^N) = \left\{ f : \mathbb{R}^N \to \mathbb{R}, \text{measurable}, |\cdot|^\gamma f \in L^q(\mathbb{R}^N) \right\}.$$

Endowed with the norm

$$\| f \|_{L^q_\gamma} := \| | \gamma f \|_{L^q},$$
$L^q_t(\mathbb{R}^N)$ is a Banach space. Clearly, if $0 < \gamma < N$, $1 \leq q \leq \infty$, and $\frac{1}{q} + \frac{\gamma}{N} < 1$, using the Hölder inequality, we have $L^q_t(\mathbb{R}^N) \subset S'(\mathbb{R}^N)$. Also, for $u_0 \in L^q_t(\mathbb{R}^N)$, $0 < \gamma < N$, $\frac{N}{N-\gamma} < q < \infty$, we have $\lim_{t \to 0} \|e^{t\Delta}u_0 - u_0\|_{L^q_t(\mathbb{R}^N)} = 0$. This follows as for the standard $L^q(\mathbb{R}^N)$ case, that is $\gamma = 0$.

We are interested in the local well-posedness for the nonlinear heat equation (2.1) in $L^q_\gamma(\mathbb{R}^N)$. We consider initial data $u_0 \in L^q_\gamma(\mathbb{R}^N)$ where $q, \gamma$ satisfy
\begin{equation}
0 < \gamma < N, \quad \gamma < \frac{2}{\alpha}.
\end{equation}

The critical exponent in the weighted Lebesgue space $L^q_\gamma(\mathbb{R}^N)$ is given by
\begin{equation}
q_c(\gamma) = \frac{N\alpha}{2 - \gamma\alpha}. \tag{4.1}
\end{equation}
The value of the critical exponent $q_c(\gamma)$ can be explained by scaling argument. In fact, if $u$ is a solution of the equation (1.1), with $\Omega = \mathbb{R}^N$, then for any $\mu > 0$, $u_\mu$ is also a solution of (1.1), where
\begin{equation}
u_\mu(t, x) = \mu^{\frac{2}{\alpha}}u(\mu^2t, \mu x).
\end{equation}
We have $\|u_\mu(t)\|_{L^q_\gamma} = \mu^{\frac{2}{\alpha} - \gamma - \frac{N}{q}}\|u(t)\|_{L^q_\gamma}$, and on initial data $u(0) = u_0$ we have
\begin{equation}
\|\mu^{\frac{2}{\alpha}}u_0(\mu \cdot)\|_{L^q_\gamma} = \mu^{\frac{2}{\alpha} - \gamma - \frac{N}{q}}\|u_0\|_{L^q_\gamma}.
\end{equation}
The only weighted Lebesgue exponent (obviously if its exponent is greater than 1) for which the norm is invariant under these dilations is
\begin{equation}
\frac{N}{q_c(\gamma)} = \frac{2}{\alpha} - \gamma.
\end{equation}
Hence $q_c(\gamma)$ is given by (4.1). We have the following local well-posedness result.

**Theorem 4.1** (Local well-posedness in $L^q_\gamma$). Let $N \geq 1$ be an integer, $\alpha > 0$ and $\gamma$ such that
\begin{equation}
0 < \gamma < N, \quad \gamma < 2/\alpha. \tag{4.2}
\end{equation}
Let $q_c(\gamma)$ be given by (4.1). Then we have the following.
(i) If $\gamma(\alpha + 1) < N$ and $q$ is such that
\begin{equation}
q > \frac{N(\alpha + 1)}{N - \gamma(\alpha + 1)}, \quad q > q_c(\gamma) \quad \text{and} \quad q \leq \infty,
\end{equation}
then equation (2.1) is locally well-posed in $L^q_\gamma(\mathbb{R}^N)$. More precisely, given $u_0 \in L^q_\gamma(\mathbb{R}^N)$, then there exist $T > 0$ and a unique solution $u \in C([0, T]; L^q_\gamma(\mathbb{R}^N))$ of (2.1) (we replace $[0, T]$ by $(0, T)$ if $q = \infty$ and $u$ satisfies $\lim_{t \to 0} \|u(t) - e^{t\Delta}u_0\|_{L^\infty(\mathbb{R}^N)} = 0$). Moreover, $u$ can be extended to a maximal interval $[0, T_{\text{max}})$ such that either $T_{\text{max}} = \infty$ or $T_{\text{max}} < \infty$ and $\lim_{t \to T_{\text{max}}^-} \|u(t)\|_{L^q_\gamma} = \infty$. 

(ii) Assume that \( q > q_c(\gamma) \) with \( \frac{N}{\gamma} \) \( < q \leq \infty \). It follows that equation (2.1) is locally well-posed in \( L^q(\mathbb{R}^N) \) as in part (i) except that uniqueness is guaranteed only among functions \( u \in C([0,T]; L^q(\mathbb{R}^N)) \) which also verify \( t^{\frac{N}{q} - \frac{N}{2} + \frac{\gamma}{2}} \| u(t) \|_{L^q_\gamma} \) is bounded on \( [0,T] \), where \( r = (\alpha + 1)q \), \( \nu(\alpha + 1) = \gamma \), \( (\alpha, N, \nu, \gamma) \in [0,\infty) \times [0,\infty) \). Moreover, \( u \) can be extended to a maximal interval \( [0,T_{\text{max}}) \) such that either \( T_{\text{max}} = \infty \) or \( T_{\text{max}} < \infty \) and \( \lim_{t \to T_{\text{max}}} \| u(t) \|_{L^q_\gamma} = \infty \). Furthermore, 
\[
\| u(t) \|_{L^q_\gamma} \geq C (T_{\text{max}} - t)^{\frac{N}{2q} - \frac{2 - \gamma}{2r}} , \quad \forall \; t \in [0,T_{\text{max}}),
\]
where \( C \) is a positive constant.

**Proof.** (i) Let us define the maps
\[
K_t(u) = e^{t\Delta} \| u \|^\alpha u , \quad t > 0.
\]
Using the following inequality, which follows by the Hölder inequality,
\[
\left\| \| \cdot \|^{\alpha + 1} (\| u \|^{\alpha} u - \| v \|^{\alpha} v) \right\|_{L^p_{\alpha+1}} \leq C \left( \| u \|_{L^q_\gamma}^{\alpha} + \| v \|_{L^q_\gamma}^{\alpha} \right) \| u - v \|_{L^q_\gamma} , \quad p > \alpha + 1 , \quad \nu \geq 0 ,\]
and Proposition 3.1 that is \( e^{t\Delta} : L^q_{(\alpha + 1)\gamma} \to L^q_\gamma \) is bounded for each \( t > 0 \), we have that \( K_t : L^q_\gamma \to L^q_\gamma \) is locally Lipschitz with
\[
\| K_t(u) - K_t(v) \|_{L^q_\gamma} \leq C t^{\frac{N}{2q} - \frac{\gamma}{2r}} \| u \|_{L^q_\gamma}^{\alpha} \| v \|_{L^q_\gamma}^{\alpha} \| u - v \|_{L^q_\gamma} \leq 2CM^{\alpha} t^{\frac{N}{2q} - \frac{\gamma}{2r}} \| u - v \|_{L^q_\gamma},
\]
for \( \| u \|_{L^q_\gamma} \leq M \) and \( \| v \|_{L^q_\gamma} \leq M \). We have also, that \( t^{\frac{N}{2q} - \frac{\gamma}{2r}} \in L^1_{\text{loc}}(0,\infty) \), since \( q > q_c(\gamma) \).
Obviously \( t \mapsto \| K_t(0) \|_{L^q_\gamma} = 0 \in L^1_{\text{loc}}(0,\infty) \), also \( e^{s\Delta} K_t = K_{t+s} \) for \( s, t > 0 \). Then the proof follows by [53, Theorem 1, p. 279].

(ii) We consider \( r \) and \( \nu \) such that \( \nu < \gamma \), \( \nu(\alpha + 1) < N \), \( r > q \). Hence we have
\[
\frac{1}{r} < \frac{\alpha + 1}{r} + \frac{\nu \alpha}{N} \leq \frac{\alpha + 1}{r} < \frac{\nu(\alpha + 1)}{N} < 1, \quad \frac{1}{r} < \frac{1}{q} + \frac{\gamma - \nu}{N} < 1, \quad \frac{1}{q} + \frac{\gamma}{N} < 1.
\]
The choice of \( r, \nu \) is to guaranties that the maps \( e^{t\Delta} : L^\frac{\alpha}{(\alpha + 1)\nu} \to L^r_{\nu} \) and \( e^{t\Delta} : L^q_\gamma \to L^r_{\nu} \) are bounded so that we may apply Proposition 3.1. In order that \( e^{t\Delta} : L^\frac{\alpha}{(\alpha + 1)\nu} \to L^q_\gamma \) is bounded, we choose for simplicity,
\[
r = (\alpha + 1)q , \quad \nu(\alpha + 1) = \gamma ,
\]
(If \( q = \infty \) we have \( r = \infty \)), and we may apply [8, Lemma 2.1] to get that \( e^{t\Delta} : L^\frac{\alpha}{(\alpha + 1)\nu} = L^q_\gamma \to L^q_\gamma \) is bounded. With this choice, the conditions on \( r \) and \( \nu \) are satisfied, since
\[
\frac{1}{q} + \frac{\gamma}{N} < 1.
\]
Define
\[
\beta(\nu) = \frac{N}{2q} - \frac{N}{2r} + \frac{\alpha \nu}{2},
\]
(4.5)
We choose $K > 0$, $T > 0$, $M > 0$ such that

$$K + CM^{\alpha+1}T^{1-\frac{N\alpha}{2q}-\frac{\nu\alpha}{2}} \leq M, \quad (4.6)$$

where $C$ is a positive constant. We will show that there exists a unique solution $u$ of (2.1) such that $u \in C \left([0, T]; L_0^q(\mathbb{R}^N)\right) \cap C \left((0, T]; L_0^q(\mathbb{R}^N)\right)$ with

$$\|u\| = \max \left[ \sup_{t \in [0, T]} \|u(t)\|_{L_0^q}, \sup_{t \in (0, T)} t^{\beta(\nu)}\|u(t)\|_{L_0^q} \right] \leq M.$$

The proof is based on a contraction mapping argument in the set

$$Y_{M,T}^{q,\gamma} = \{u \in C \left([0, T]; L_0^q(\mathbb{R}^N)\right) \cap C \left((0, T]; L_0^q(\mathbb{R}^N)\right) : \|u\| \leq M\}.$$ 

Endowed with the metric $d(u, v) = \|u - v\|$, $Y_{M,T}^{q,\gamma}$ is a nonempty complete metric space. We note that for $u_0 \in L_0^q$ we have

$$\|e^{t\Delta}u_0\|_{L_0^q} \leq Ct^{-\frac{N\alpha}{2q} - \frac{\nu\alpha}{2}}\|u_0\|_{L_0^q} = Ct^{-\frac{N\alpha}{2q} - \frac{\nu\alpha}{2}}\|u_0\|_{L_0^q} = Ct^{-\beta(\nu)}\|u_0\|_{L_0^q}.$$

We will show that $F_{u_0}$ defined in (2.11) is a strict contraction on $Y_{M,T}^{q,\gamma}$. The condition on the initial data $\|u_0\|_{L_0^q} \leq M$ will implies that $t^{\beta}\|e^{t\Delta}u_0\|_{L_0^q} \leq K$. We have

$$t^{\beta(\nu)}\|F_{u_0}u(t)\|_{L_0^q} \leq t^{\beta(\nu)}\|e^{t\Delta}u_0\|_{L_0^q} + t^{\beta(\nu)} \int_0^t e^{(t-\sigma)\Delta}\left[|u(\sigma)|^\alpha u(\sigma)\right]\|d\sigma \leq K + Ct^{\beta(\nu)} \int_0^t (t-\sigma)^-\frac{N\alpha}{2q} - \frac{\nu\alpha}{2} |u(\sigma)|^\alpha u(\sigma)\|d\sigma = K + Ct^{\beta(\nu)} \int_0^t (t-\sigma)^-\frac{N\alpha}{2q} - \frac{\nu\alpha}{2} |u(\sigma)|^\alpha u(\sigma)\|d\sigma \leq K + CM^{\alpha+1}t^{\beta(\nu)} \int_0^t (t-\sigma)^-\frac{N\alpha}{2q} - \frac{\nu\alpha}{2} |u(\sigma)|^\alpha u(\sigma)\|d\sigma \leq K + CM^{\alpha+1}t^{\beta(\nu)} \int_0^1 (1-\sigma)^-\frac{N\alpha}{2q} - \frac{\nu\alpha}{2} |u(\sigma)|^\alpha u(\sigma)\|d\sigma \leq K + CM^{\alpha+1}t^{\beta(\nu)} \int_0^1 (1-\sigma)^-\frac{N\alpha}{2q} - \frac{\nu\alpha}{2} |u(\sigma)|^\alpha u(\sigma)\|d\sigma.$$

By the hypotheses and the fact that $q < r$ and $\nu < \gamma$ we have

$$\frac{N\alpha}{2r} + \frac{\nu\alpha}{2} < \frac{N\alpha}{2q} + \gamma \frac{\alpha}{2} < 1, \quad \beta(\nu)(\alpha + 1) = \frac{N\alpha}{2q} + \frac{\alpha\gamma}{2} < 1.$$
We estimate in $L^q_t$ as follows,

$$
\| F_{u_0} u(t) \|_{L^q_t} \leq \| e^{t \Delta} u_0 \|_{L^q_t} + \int_0^t \| e^{(t-s) \Delta} \left( |u(\sigma)|^\alpha u(\sigma) \right) \|_{L^q_t} d\sigma
$$

$$
\leq K + C \int_0^t \| |u(\sigma)|^{\alpha + 1} \|_{L^q_t} \| u(\sigma) \|_{L^q_t} d\sigma
$$

$$
= K + C \int_0^t \| u(\sigma) \|_{L^q_t}^{\alpha + 1} d\sigma
$$

$$
\leq K + C M^{\alpha + 1} \int_0^t \sigma^{-\beta(\alpha + 1)} d\sigma
$$

$$
\leq K + C M^{\alpha + 1} T^{1 - \frac{N\alpha}{2\gamma} - \frac{N\alpha}{2}} \int_0^1 \sigma^{-\beta(\alpha + 1)} d\sigma.
$$

The condition (4.6) implies that the space $Y^{s,r}_{M,T}$ is preserved by the iterative operator $F_{u_0}$. We show similarly the contraction. The proof of the other parts follows as in [2]. So we omit the details. This completes the proof of the theorem. ∎

We note that uniqueness in Part (ii) of Theorem 4.1 holds in $u \in C([0,T]; L^q_t(\mathbb{R}^N)) \cap C((0,T]; L^r_x(\mathbb{R}^N))$. This follows by similar argument as in [3]. We will not belabor this point further.

**Proof of Theorem 1.3.** Consider $u_0 = \lambda \varphi$, where $\lambda > 0$ and $\varphi \in L^q_t$. If $T_{\max}(\lambda \varphi) < \infty$, it is impossible to carry out the fixed point argument on the interval $[0,T_{\max}(\lambda \varphi)]$ with initial value $u_0 = \lambda \varphi$. Hence, by (4.6)

$$
K + C T_{\max}(\lambda \varphi)^{1 - \frac{N\alpha}{2\gamma} - \frac{N\alpha}{2}} M^{\alpha + 1} > M,
$$

for all $M > K$. Letting $K = \| u_0 \|_{L^q_t} = \| \varphi \|_{L^q_t}$, so that

$$
\lambda \| \varphi \|_{L^q_t} + C T_{\max}(\lambda \varphi)^{1 - \frac{N\alpha}{2\gamma} - \frac{N\alpha}{2}} M^{\alpha + 1} > M,
$$

for all $M > \lambda \| \varphi \|_{L^q_t}$. In particular, if we set $M = 2\lambda \| \varphi \|_{L^q_t}$, this gives

$$
C T_{\max}(\lambda \varphi)^{1 - \frac{N\alpha}{2\gamma} - \frac{N\alpha}{2}} [\lambda \| \varphi \|_{L^q_t}]^\alpha > 1.
$$

Thus we have proved Theorem 1.3. ∎

**Remark 12.** If $u_0 \in L^q_t$ with $\gamma > 0$, $q \leq \infty$ are as in Theorem 4.1 then writing

$$
|u_0| = |u_0 1_{\{|x| \leq 1\}} + u_0 1_{\{|x| > 1\}|}
$$

$$
\leq |x|^{-\gamma} 1_{\{|x| \leq 1\}} (|x|^\gamma |u_0 1_{\{|x| \leq 1\}}|) + |x|^{-\gamma} 1_{\{|x| > 1\}} (|x|^\gamma |u_0|)
$$

$$
\leq |x|^{-\gamma} 1_{\{|x| \leq 1\}} (|x|^\gamma |u_0 1_{\{|x| \leq 1\}}|) + |x|^\gamma |u_0|,
$$

where $1_A$ is the indicator function of a subset $A$ of $\mathbb{R}^N$, we see by the Hölder inequality that $u_0 \in L^r + L^s$ with $\frac{1}{r} = \frac{1}{q} + \frac{\gamma}{N}$, $s = q$ if $q < \infty$ and $r \geq 1$, $\frac{N\alpha}{2} < r < \frac{N}{\gamma} < s < \infty$ if $q = \infty$. Then the local well-posedness is proved in [11, Theorem 2.8]. The fixed point argument used in [11] seems
not to give an explicit lower bound estimate of life span, as \( T < 1 \), the minimal local existence time, is required in the proof there and the constants in particular in [11, Inequality (2.10)], seems to depend on \( T \).

The construction of solutions to (2.1) with initial data in the intersection of two metric spaces follows by well-known argument. See also the proof of [2, Proposition 3.2, p. 126]. We have the following result for the existence time of the maximal solution.

**Proposition 4.2.** Let \( N \geq 1 \) be an integer, \( \alpha > 0 \) and \( 0 < \gamma < N, \gamma < 2/\alpha \). Let \( q_c(\gamma) \) be given by (4.1). Let \( q > q_c(\gamma), \frac{N}{N-\gamma} < q < \infty \) and \( T_{\text{max}}(\varphi, L^q_t) \) denotes the existence time of the maximal solution of (2.1) with initial data \( \varphi \in L^q_t \). Then the following hold.

(i) Let \( t \in C_0(\mathbb{R}^N) \cap L^\gamma_t \) for \( t \in (0, T_{\text{max}}(\varphi, L^q_t)) \).

(ii) If \( \varphi \in L^q_t \cap C_0(\mathbb{R}^N) \) then \( T_{\text{max}}(\varphi, L^q_t) = T_{\text{max}}(\varphi, C_0(\mathbb{R}^N)) \), the existence time of the maximal solution of (2.1) with initial data \( \varphi \in C_0(\mathbb{R}^N) \).

(iii) If \( \varphi \in L^q_t \cap L^p_t \) with \( p > q_c(\gamma), \frac{N}{N-\gamma} < p < \infty \) then \( T_{\text{max}}(\varphi, L^q_t) = T_{\text{max}}(\varphi, L^p_t) \), the existence time of the maximal solution of (2.1) with initial data \( \varphi \in L^p_t \).

(iv) If \( \varphi \in L^q_t \cap L^p_t \) with \( \varphi < \gamma < p \leq \infty \), then \( T_{\text{max}}(\varphi, L^q_t) = T_{\text{max}}(\varphi, L^p_t) \), the existence time of the maximal solution of (2.1) with initial data \( \varphi \in L^p_t \).

Proof. (i) Let \( \varphi \in L^q_t(\mathbb{R}^N), q > q_c(\gamma) \) and \( q > \frac{N}{N-\gamma} \). Let \( r = (\alpha + 1)q, \nu(\alpha + 1) = \gamma \) and \( \beta(\nu) \) be given by (4.5). Let \( p \) be such that \( r < p < \infty \). Hence \( p > q \) and

\[
0 < \frac{1}{p} < \frac{\alpha + 1}{r} < \frac{\gamma}{N} + \frac{\alpha + 1}{r} < 1, \quad \frac{1}{p} < \frac{1}{q} < \frac{\gamma}{N} + \frac{1}{q} < 1.
\]

For \( 0 < T < T_{\text{max}}(\varphi, L^q_t) \), we have

\[
\|u(t)\|_{L^q_t} \leq \|e^t\varphi\|_{L^q_t} + C \int_0^t (t - \sigma)^{-\frac{N}{2}(\frac{\alpha + 1}{r} - \frac{1}{p})}\|u(\sigma)\|_L^{\alpha + 1}_t d\sigma \\
\leq Ct^{-\frac{N}{2}(\frac{\alpha + 1}{r} - \frac{1}{p})}\|\varphi\|_{L^q_t} + Ct^{-\frac{N}{2}(\frac{\alpha + 1}{r} - \frac{1}{p})-\beta(\nu)(\alpha + 1)} \sup_{s \in (0, T]} \left(s^{\beta(\nu)(\alpha + 1)\|u(s)\|_L^{\alpha + 1}_t} \right) \times \\
\int_0^1 (1 - \sigma)^{-\frac{N}{2}(\frac{\alpha + 1}{r} - \frac{1}{p})-\beta(\nu)(\alpha + 1)} d\sigma \\
\leq Ct^{-\frac{N}{2}(\frac{\alpha + 1}{r} - \frac{1}{p})}\|\varphi\|_{L^q_t} + M^{\alpha + 1} Ct^{-\frac{N}{2}(\frac{\alpha + 1}{r} - \frac{1}{p})-\frac{N\alpha}{2}} \int_0^1 (1 - \sigma)^{-\frac{N}{2}(\frac{\alpha + 1}{r} - \frac{1}{p})-\beta(\nu)(\alpha + 1)} d\sigma.
\]

Since \( r > q > q_c(\gamma) \), it follows that if

\[
\frac{\alpha + 1}{r} - \frac{2}{N} < \frac{1}{p} < \frac{1}{r},
\]

then \( u(t) \) is in \( L^p_t \) for all \( t \in (0, T_{\text{max}}(\varphi, L^q_t)) \). The result for general \( p > q \) follows by iteration. Hence \( u(t) \) is in \( L^\infty_t \), for \( t \in (0, T_{\text{max}}(\varphi, L^q_t)) \). Then \( u(t) \in L^r_t + L^s_t \) for \( r \geq 1, \frac{N\alpha}{2} < r < \frac{N}{\gamma} < s < \infty \). Hence by [11, Theorem 2.8] \( u(t) \in L^p_t \) for \( s \leq p < \infty \). Then it follows that \( u(t) \in C_0(\mathbb{R}^N), \) for \( t \in (0, T_{\text{max}}(\varphi, L^q_t)) \).
(ii) By (i) we have $T_{\text{max}}(\varphi, L^q_t) \leq T_{\text{max}}(\varphi, C_0(\mathbb{R}^N))$. Using (2.1), we have
\[
\|u(t)\|_{L^q_t} \leq \|e^{t\Delta}\varphi\|_{L^q_t} + C \int_0^t \|u(\sigma)\|^\alpha \|u(\sigma)\|_{L^q_t} d\sigma
\]
\[
\leq C \|\varphi\|_{L^q_t} + C \int_0^t \|u(\sigma)\|^\alpha \|u(\sigma)\|_{L^q_t} d\sigma
\]
By Gronwall’s inequality, we get
\[
\|u(t)\|_{L^q_t} \leq C \|\varphi\|_{L^q_t} e^{C \int_0^t \|u(\sigma)\|_{L^q_t} d\sigma}.
\]
Hence $u$ can not blow up in $L^q_t$ before it blows up in $C_0(\mathbb{R}^N)$. That is $T_{\text{max}}(\varphi, L^q_t) \leq T_{\text{max}}(\varphi, L^q_t)$.

(iii) Let $\varepsilon \in (0, \min(T_{\text{max}}(\varphi, L^q_t), T_{\text{max}}(\varphi, L^q_t)))$. By (i) we have $u(\varepsilon) \in C_0(\mathbb{R}^N)$. Using (ii) we have
\[
T_{\text{max}}(u(\varepsilon), L^q_t) = T_{\text{max}}(u(\varepsilon), C_0(\mathbb{R}^N)) = T_{\text{max}}(u(\varepsilon), L^q_t).
\]
That is $T_{\text{max}}(\varphi, L^q_t) - \varepsilon = T_{\text{max}}(\varphi, L^q_t) - \varepsilon$, hence we get the result.

(iv) Follows similarly as (iii). This completes the proof of Proposition 4.2.

Proof of Corollary 1.4. Since $T_{\text{max}}(\varphi, L^q)$, the maximal existence time in $L^q$, is equal to $T_{\text{max}}(\varphi, L^q \cap L^q_t)$ the maximal existence time in $L^q \cap L^q_t$, we deduce that

1) If $N\alpha < 2$ we discuss the two cases

(i) $\gamma < N$ hence $\gamma < 2/\alpha$ and we have
\[
\frac{1}{q} + \frac{\gamma}{N} < 1, \quad \frac{N\alpha}{2q} + \frac{\gamma\alpha}{2} = \frac{N\alpha}{2} \left(\frac{1}{q} + \frac{\gamma}{N}\right) < \frac{N\alpha}{2} < 1,
\]
hence, we apply Theorem 1.3 to get
\[
T_{\text{max}}(\lambda \varphi) \geq C\lambda^{-\left(\frac{1}{\alpha} - \frac{N}{2q} - \frac{\gamma}{2}\right)}.
\]

(ii) $\gamma > N$ then $\varphi \in L^1$. In fact, we write $\varphi = \varphi 1_{\{|x|\leq 1\}} + \varphi 1_{\{|x|> 1\}}$. On one hand, since $\varphi \in L^q, \; q > 1$, hence $\varphi 1_{\{|x|\leq 1\}} \in L^1$. On the other hand, by the Hölder inequality,
\[
\|\varphi 1_{\{|x|> 1\}}\|_1 = \|\varphi |x|^\gamma |x|^{-\gamma} 1_{\{|x|> 1\}}\|_1
\]
\[
\leq \|\varphi |x|^\gamma\|_q \||x|^{-\gamma} 1_{\{|x|> 1\}}\|_{q'}
\]
\[
= \|\varphi\|_{L^q_t} \|1_{\{|x|> 1\}}\|_{q'} < \infty,
\]
since $\gamma q' \geq 2 > N$ and since $\varphi \in L^q$, that is $\varphi 1_{\{|x|> 1\}} \in L^1$. Hence both results give that $\varphi \in L^1$. We may then apply Theorem 1.1 in $L^1$, using $1 > \frac{N\alpha}{2}$ to get
\[
T_{\text{max}}(\lambda \varphi) \geq C\lambda^{-\left(\frac{1}{\alpha} - \frac{N}{2q} - \frac{\gamma}{2}\right)}.
\]

2) If $N\alpha > 2$ then we assume $\gamma < 2/\alpha$ and we have only one case, $\gamma < N$. Hence since $q > q_c(\gamma)$ we apply Theorem 1.3 to get
\[
T_{\text{max}}(\lambda \varphi) \geq C\lambda^{-\left(\frac{1}{\alpha} - \frac{1}{2} \min\left(\frac{N}{\gamma}, N\right)\right)}.
\]
In the all cases we have $T_{\text{max}}(\lambda \varphi) \geq C\lambda^{-\left(\frac{1}{\alpha} - \frac{1}{2} \min\left(\frac{N}{\gamma}, N\right)\right)}$. This completes the proof of Corollary 1.4.
Proof of Corollary 1.5. Since $\varphi \in L^p \cap L^q_\gamma$, then the existence time of the maximal solution is the same to that in $L^p$ and to that in $L^q_\gamma$. By the Hölder inequality $\varphi \in L^r_\gamma$ for $\frac{1}{r} = \frac{\theta}{p} + \frac{1-\theta}{q}$, $\tau = (1-\theta)\gamma$, $\theta \in [0,1]$. The existence time of the maximal solution is also the same in $L^r_\gamma$. The function $x \in (0,2/(N\alpha)) \rightarrow \lambda^{-\left(\frac{1}{\alpha} - \frac{N}{2}\tau^r\right)^{-1}}$ is increasing for $\lambda \in (0,1)$ and decreasing for $\lambda \in (1,\infty)$. Letting $x = x_\theta = \frac{1}{\tau} + \frac{\tau}{N}$, we have that $\max_{t=1} x_\theta = \max((\frac{1}{\tau} + \frac{\tau}{N}, \frac{1}{\tau}) = \max(x_0, x_1)$ and $\min_{t=1} x_\theta = \min((\frac{1}{\tau} + \frac{\tau}{N}, \frac{1}{\tau}) = \min(x_0, x_1)$.

Using Theorem 1.3 if $\theta = 0$ or Theorem 1.1 if $\theta = 1$, we have that

$$T_{\text{max}}(\lambda \varphi) \geq C \left(\lambda \|\varphi\|_{L^p} - \left(\frac{1}{\alpha} - \frac{N}{2}\tau^r\right)^{-1}\right) \geq C \left(\lambda \|\varphi\|_{L^p \cap L^q_\gamma} - \left(\frac{1}{\alpha} - \frac{N}{2}\tau^r\right)^{-1}\right).$$

The result follows then by taking in the last inequality $\max_{\theta \in [0,1]} x_\theta$, for $\lambda \in (0,1)$ and $\min_{\theta \in [0,1]} x_\theta$ for $\lambda \in (1,\infty)$. This completes the proof of the Corollary.

Example 4.3. Let $0 < \gamma < N$ and $\gamma < 2/\alpha$. Let $\tilde{\varphi}$ be given by (1.16). Then $\tilde{\varphi} \in L^p \cap L^\infty_\gamma$ with $\frac{Np}{\gamma} < p < \frac{N}{\gamma}$. By Corollary 1.5 we have

$$T_{\text{max}}(\lambda \varphi) \geq C \begin{cases} \lambda^{-\left(\frac{1}{\alpha} - \frac{N}{2}\tau^r\right)^{-1}}, & \text{if } 0 < \lambda \leq 1, \\ \lambda^{-\left(\frac{1}{\alpha} - \frac{N}{2}\tau^r\right)^{-1}}, & \text{if } \lambda > 1. \end{cases}$$

5. Upper bounds for nonnegative solutions

In this section we exploit a well-known necessary condition for the existence of a nonnegative solution to (2.1). More precisely, if $u$ is a nonnegative solution of the integral equation (2.1) on $(0,T) \times \Omega$ then

$$\alpha t(e^{t \Delta} u_0)^\alpha \leq 1,$$

for all $t \in (0,T]$, where $u_0 \geq 0$ can be either a locally integrable function or a positive Borel measure on $\Omega$. See [56, Theorem 1].

We let $T_{\text{max}}(u_0)$ denote the maximal existence time of a nonnegative solution of (2.1), and so $0 \leq T_{\text{max}}(u_0) \leq \infty$. Indeed, there are three possibilities, all of which can be realized: there is no local nonnegative solution with initial value $u_0$, there is at least one local solution on some interval $(0,T)$, but no global solution, i.e. on $(0,\infty)$, or there is indeed a global solution. In the case $u_0 = \lambda \varphi$, then (5.1) becomes

$$\alpha \lambda^\alpha t(e^{t \Delta} \varphi)^\alpha \leq 1,$$

for all $t \in (0,T]$. If $\varphi \geq 0$, $\varphi \neq 0$, this implies that $T_{\text{max}}(\lambda \varphi) < \infty$ for all sufficiently large $\lambda > 0$ and that

$$\lim_{\lambda \to \infty} T_{\text{max}}(\lambda \varphi) = 0.$$

Indeed, given any $t > 0$, (5.2) can not be true for sufficiently large $\lambda > 0$, and so $t \geq T_{\text{max}}(\lambda \varphi)$ for sufficiently large $\lambda > 0$. This shows the first statements of Theorems 1.6, 1.7 and 1.10.

It is important to realize that $T_{\text{max}}(u_0)$ as just defined, i.e. the maximal existence time of a nonnegative solution, is not necessarily the same as the maximal existence time of a regular nonnegative solution. Indeed, in some cases, a nonnegative solution can be continued after blowup.
See [1] for example. However, any upper bound on \( T_{\text{max}}(u_0) \) is also an upper bound on the maximal existence time of a regular nonnegative solution.

**Proposition 5.1.** Let \( u_0 \geq 0 \) be either a locally integrable function or a positive Borel measure on \( \Omega \), and let \( T_{\text{max}}(u_0) \) denote the maximal existence time of a nonnegative solution of (2.1). If \( 0 < T_{\text{max}}(u_0) < \infty \), then
\[
\alpha T_{\text{max}}(u_0)(e^{T_{\text{max}}(u_0)\Delta}u_0)^\alpha \leq 1.
\] (5.4)

In particular, if \( u_0 = \lambda \varphi \), then
\[
\alpha \lambda^\alpha T_{\text{max}}(\lambda \varphi)\|e^{T_{\text{max}}(\lambda \varphi)\Delta}\varphi\|_\infty^\alpha \leq 1.
\] (5.5)

**Proof.** Inequality (5.1) is true for all \( 0 < t < T_{\text{max}}(u_0) \). Hence it is true for \( t = T_{\text{max}}(u_0) \). \( \square \)

We now give the proofs of the upper bounds.

**Proof of Theorem 1.6.** Since \( T_{\text{max}}(\lambda \varphi) \to 0 \) as \( \lambda \to \infty \), it suffices by (5.5) to observe that if \( \varphi \in L^\infty(\Omega) \), then \( \|e^{t\Delta}\varphi\|_\infty \to \|\varphi\|_\infty \) as \( t \to 0 \). Indeed, \( \|e^{t\Delta}\varphi\|_\infty \leq \|\varphi\|_\infty \) so \( \limsup_{t \to 0} \|e^{t\Delta}\varphi\|_\infty \leq \|\varphi\|_\infty \). On the other hand, \( e^{t\Delta}\varphi \to \varphi \) weak* as \( t \to 0 \), so \( \|\varphi\|_\infty \leq \liminf_{t \to 0} \|e^{t\Delta}\varphi\|_\infty \). \( \square \)

**Proof of Theorem 1.7.** In order to estimate \( T_{\text{max}}(\lambda \varphi) \) from above, it suffices to estimate \( T_{\text{max}}(\lambda \tilde{\varphi}) \) from above, where \( \tilde{\varphi} \) is defined in (1.16). Indeed, since \( 0 \leq \tilde{\varphi}(x) \leq \varphi(x) \) it follows that \( T_{\text{max}}(\lambda \varphi) \leq T_{\text{max}}(\lambda \tilde{\varphi}) \).

To find an upper estimate on \( T_{\text{max}}(\lambda \tilde{\varphi}) \) as \( \lambda \to \infty \), it suffices by Proposition 5.1 to determine the behavior of \( \|e^{t\Delta}\tilde{\varphi}\|_\infty \) as \( t \to 0 \). Let \( D_\tau \) be the dilation operator \( D_\tau f(x) = f(\tau x) \). We have
\[
\|e^{t\Delta}\tilde{\varphi}\|_\infty = \|D_{\sqrt{\tau}}e^{t\Delta}\tilde{\varphi}\|_\infty = \|e^{\Delta}D_{\sqrt{\tau}}\tilde{\varphi}\|_\infty = t^{-\frac{\gamma}{2}}\|e^{\Delta}[t^{\frac{\gamma}{2}}D_{\sqrt{\tau}}\tilde{\varphi}]\|_\infty.
\] (5.6)

Since \( t^{\frac{\gamma}{2}}D_{\sqrt{\tau}}\tilde{\varphi} \to \omega|\cdot|^{-\gamma} \) in \( D'(\mathbb{R}^N) \) as \( t \to 0 \), it follows by [7, Proposition 3.8 (i), page 1123] that
\[
t^{\frac{\gamma}{2}}\|e^{t\Delta}\tilde{\varphi}\|_\infty \to \|e^{\Delta}(\omega|\cdot|^{-\gamma})\|_\infty,
\]
as \( t \to 0 \). Since by (5.3), \( T_{\text{max}}(\lambda \varphi) \to 0 \) as \( \lambda \to \infty \), this along with (5.5) implies
\[
\limsup_{\lambda \to \infty} \lambda^\alpha T_{\text{max}}(\lambda \varphi)^{1 - \frac{\gamma}{2}} \leq \frac{1}{\alpha\|e^{\Delta}(\omega|\cdot|^{-\gamma})\|_\infty},
\]
which is the desired result. \( \square \)

**Proof of Theorem 1.8.** Applying (5.5) we see that
\[
\alpha \lambda^\alpha T_{\text{max}}(\lambda m)\|e^{T_{\text{max}}(\lambda m)\Delta}m\|_\infty^\alpha \leq 1.
\]

Furthermore,
\[
\|e^{t\Delta}m\|_\infty = \|D_{\sqrt{t}}e^{t\Delta}m\|_\infty = \|e^{\Delta}D_{\sqrt{t}}m\|_\infty = t^{-\frac{\gamma}{2}}\|e^{\Delta}[t^{\frac{\gamma}{2}}D_{\sqrt{t}}m]\|_\infty
\]
so that
\[
\alpha \lambda^\alpha T_{\text{max}}(\lambda m)^{1 - \frac{\gamma}{2}}\|e^{[T_{\text{max}}(\lambda m)^{\frac{\gamma}{2}}D_{\sqrt{T_{\text{max}}(\lambda m)}}m]}\|_\infty^\alpha \leq 1.
\] (5.7)
The result follows since \( T_{\text{max}}(\lambda m) \to \infty \) as \( \lambda \to 0 \) (by continuous dependence or Theorem 1.2) and
\[
\int_{\mathbb{R}^N} f(x)d\mu_t(x)dx = \int_{\mathbb{R}^N} D_{1/\sqrt{t}}f(x)dm(x), \quad f \in C_0(\mathbb{R}^N).
\]
We have \( D_{1/\sqrt{t}}f \to f(0) \) as \( t \to \infty \) a.e. Since \( m \) is finite, then by the dominated convergence theorem
\[
\int_{\mathbb{R}^N} f(x)d\mu_t(x)dx \to \|m\|_{\mathcal{M}}\delta \quad \text{as} \quad t \to \infty
\]
for every \( f \in C_0(\mathbb{R}^N) \). Then
\[
t_{N}D_{1/\sqrt{t}}m \to \|m\|_{\mathcal{M}}\delta
\]
as \( t \to \infty \) in the dual space \((C_0(\mathbb{R}^N))'\). We know that \( e^\Delta : L^1(\mathbb{R}^N) \to C_0(\mathbb{R}^N) \) is a continuous operator then, by duality, \( e^\Delta : (C_0(\mathbb{R}^N))' \to (L^1(\mathbb{R}^N))' = L^\infty(\mathbb{R}^N) \), is a continuous operator. Hence
\[
\|e^\Delta[T_{\text{max}}(\lambda m)]_2^N D_{1/\sqrt{t_{\text{max}}(\lambda m)}}|m||\|e^\Delta \|_\infty \quad \text{converges to} \quad \|m\|_{\mathcal{M}}\|e^\Delta \|_\infty = \|m\|_{\mathcal{M}}(4\pi)^{-N/2} \quad \text{as} \quad \lambda \to 0.
\]
This along with (5.7) implies
\[
\limsup_{\lambda \to \infty} \lambda^\alpha T_{\text{max}}(\lambda m)^{1-\frac{\alpha}{2}} \leq \frac{1}{(\alpha^{1/\alpha}(4\pi)^{-N/2})|m|_{\mathcal{M}}\alpha}.
\]
This gives the desired result. \( \square \)

**Proof of Theorem 1.9.** If \( \varphi \) is too singular, it may happen that \( T_{\text{max}}(\lambda \varphi) = 0 \), i.e. there is no local nonnegative solution with initial value \( \lambda \varphi \). This is not a problem, since we will be obtaining upper bounds.

Since \( \varphi \geq \tilde{\varphi} \), where \( \tilde{\varphi} \) is defined in (1.20), it suffices to estimate \( T_{\text{max}}(\lambda \tilde{\varphi}) \). The calculation in (5.6) gives
\[
\|e^{t\Delta \tilde{\varphi}}\|_\infty = t^{-\frac{N}{2}}\|e^{\Delta [t_{\text{max}}D_{1/\sqrt{t}}\tilde{\varphi}]}\|_\infty.
\]
Moreover, \( t_{\text{max}}^N D_{1/\sqrt{t_{\text{max}}}} \to \omega |\cdot|^{-\gamma} \) as \( t \to \infty \) in \( D'(\mathbb{R}^N) \). It follows, by [7, Proposition 3.8 (i), page 1123] that
\[
t_{\text{max}}^N\|e^{t\Delta \tilde{\varphi}}\|_\infty = \|e^{\Delta [t_{\text{max}}D_{1/\sqrt{t}}\tilde{\varphi}]}\|_\infty \to \|e^{\Delta [\omega |\cdot|^{-\gamma}]}\|_\infty,
\]
as \( t \to \infty \). If \( 0 < t < T_{\text{max}}(\lambda \tilde{\varphi}) \), then by (5.2) we must have
\[
\alpha \lambda^\alpha t^{-\frac{\alpha}{2}}\|e^{t\Delta \tilde{\varphi}}\|_\infty^n \leq 1.
\]
It follows that if \( \gamma < \frac{2}{\alpha} \), then \( T_{\text{max}}(\lambda \tilde{\varphi}) < \infty \) for all \( \lambda > 0 \). This is of course a consequence of Fujita’s result (including the limiting case) if \( \alpha \leq \frac{4}{N} \). (See for example [55].) If \( \alpha > \frac{2}{N} \), i.e. \( q_c > 1 \), this is a consequence of the more general result [50, Theorem 1.7] in the case \( m = 0 \). (See also [27, Theorem 3.2(i)] and [44, Theorem 2].) In these cases, putting \( t = T_{\text{max}}(\lambda \tilde{\varphi}) \) in (5.8) and letting \( \lambda \to 0 \), we obtain
\[
\limsup_{\lambda \to 0} \lambda^{\left(\frac{1}{\alpha} - \frac{2}{N}\right)^{-1}} T_{\text{max}}(\lambda \tilde{\varphi}) \leq \frac{1}{(\alpha^{1/\alpha}\|\omega|^{-\gamma})\|_\infty^{\left(\frac{1}{\alpha} - \frac{2}{N}\right)^{-1}}}.
\]
\( \square \)

**Proof of Theorem 1.10.** The proof follows similarly as that of Theorem 1.7, replacing \( \mathbb{R}^N \) by \( \Omega_m \), \( |x|^{-\gamma} \) by \( \psi_0 \) hence \( \gamma \) by \( \gamma + m \), and using [35, Proposition 4.1 (ii), p. 359], for the convergence. \( \square \)

**Proof of Theorem 1.11.** The proof follows similarly as that of Theorem 1.9 by replacing \( \mathbb{R}^N \) by \( \Omega_m \), \( |x|^{-\gamma} \) by \( \psi_0 \), hence \( \gamma \) by \( \gamma + m \), using [50, Theorem 1.7] for the blow up of the solution and [35, Proposition 4.1 (ii), p. 359], for the convergence. \( \square \)
6. Life-span estimates via nonlinear scaling

In this section we show how certain scaling arguments can give upper (and lower) life-span bounds for solutions of (2.1) on \( \mathbb{R}^N \). Similar arguments can be used on sectors of \( \mathbb{R}^N \). The previous section likewise used scaling arguments, but only in regard to properties of \( e^{t\Delta} \varphi \). In this section, we use nonlinear scaling arguments, which can then be adapted to other equations which are scale invariant. Some of the results in this section are the same as in the previous section, but obtained by a different method.

We begin with some observations in a general context. We consider an evolution partial differential equation defined either on \( \mathbb{R}^N \) or on some domain \( \Omega \) which is a cone, i.e. if \( x \in \Omega \) then \( \mu x \in \Omega \) for all \( \mu > 0 \). We also suppose that the set of solutions of the evolution equation is invariant under the transformation

\[
u_{\mu}(t,x) = \mu^\sigma u(\mu^2 t, \mu x) \tag{6.1}
\]

In other words, \( u \) is a solution if and only if \( u_{\mu} \) is a solution for all \( \mu > 0 \). If \( u \) has initial value \( u(0, \cdot) = u_0 \), then \( u_{\mu} \) has initial value \( u_{\mu}(0, \cdot) = \mu^\sigma u_0(\mu \cdot) = \mu^\sigma D_\mu u_0 \equiv u_{\mu,0} \). It is clear that

\[T_{\text{max}}(u_{\mu,0}) = T_{\text{max}}(\mu^\sigma D_\mu u_0) = \frac{1}{\mu^2} T_{\text{max}}(u_0) \]

If \( u_0 = \lambda \varphi \), it follows that \( u_{\mu,0} = \lambda \mu^\sigma D_\mu \varphi \), so that

\[\mu^{-2} T_{\text{max}}(\lambda \varphi) = T_{\text{max}}(\lambda \mu^\sigma D_\mu \varphi).\]

Now let us suppose that \( \varphi \) has certain properties with respect to a scaling different from that of the equation, for example \( \mu^\gamma D_\mu \varphi \) where \( \gamma \neq \sigma \). If so, we may set

\[
\lambda = \mu^{\gamma-\sigma}, \tag{6.2}
\]

hence \( \mu = \lambda^{\frac{1}{\gamma-\sigma}}, \mu^{-2} = \lambda^{\frac{2}{\gamma-\sigma}} \), so that

\[\lambda^{\frac{2}{\gamma-\sigma}} T_{\text{max}}(\lambda \varphi) = T_{\text{max}}(\mu^\gamma D_\mu \varphi). \tag{6.3}\]

In the simplest case, \( \mu^\gamma D_\mu \varphi \equiv \varphi \), i.e. \( \varphi \) is homogeneous of degree \(-\gamma\), we have therefore the following formal proposition.

**Proposition 6.1.** Let \( \Omega \subset \mathbb{R}^N \) be a domain which is also a cone. Suppose that the solutions of an evolution equation (the set of trajectories of a dynamical system over \( \Omega \)) are invariant under the transformation (6.1). If \( \varphi \in L^1_{\text{loc}}(\Omega) \) or \( \varphi \in \mathcal{M}(\Omega) \) is homogeneous of degree \(-\gamma\), where \( \gamma \neq \sigma \), then

\[\lambda^{\frac{2}{\gamma-\sigma}} T_{\text{max}}(\lambda \varphi) = T_{\text{max}}(\varphi)\]

for all \( \lambda > 0 \).

In the case of the nonlinear heat equation, \( \sigma = \frac{2}{\alpha} \) and so (6.2) and (6.3) become

\[
\lambda = \mu^{\gamma-\frac{2}{\alpha}}, \quad \lambda^{\frac{1}{\alpha} - \frac{2}{\gamma}} T_{\text{max}}(\lambda \varphi) = T_{\text{max}}(\mu^\gamma D_\mu \varphi) \tag{6.4}
\]

We immediately deduce the following.

**Corollary 6.2.** Let \( T_{\text{max}}(u_0) \) denote the maximal solution to (2.1) on \( \mathbb{R}^N \) with initial value \( u_0 \).
(i) If \( \alpha < \frac{2}{N} \), then
\[
\lambda^{\left(\frac{1}{\alpha} - \frac{N}{2}\right)^{-1}} T_{\text{max}}(\lambda\delta) = T_{\text{max}}(\delta)
\]
for all \( \lambda > 0 \).

(ii) If \( 0 < \gamma < N \) and \( \gamma < \frac{2}{\alpha} \), and if \( \psi(x) = \omega(x)|x|^{-\gamma} \) where \( \omega \in L^\infty(\mathbb{R}^N) \) is homogeneous of degree 0, then
\[
\lambda^{\left(\frac{1}{\alpha} - \frac{2}{N}\right)^{-1}} T_{\text{max}}(\lambda\psi) = T_{\text{max}}(\psi)
\]
for all \( \lambda > 0 \).

There are two other possibilities which allow us to obtain life-span estimates. On the one hand, it could be that \( \mu^\gamma D_\mu \varphi \) has a limit as \( \mu \to 0 \) or as \( \mu \to \infty \), possibly along a subsequence. If one can control \( T_{\text{max}}(\mu^\gamma D_\mu \varphi) \) as this limit is attained, one obtains a corresponding life-span estimate from (6.3). This procedure was introduced in the paper [11]. For results of this type, we refer the reader to [11, Theorems 1.3, 1.4, 1.5] and [50, Theorems 1.9, 1.10, 1.12, Corollary 1.13, Propositions 4.5, 4.6]. As these latter results show, one can have different life-span behaviors along different subsequences, either as \( \lambda \to 0 \) or as \( \lambda \to \infty \). We recall that all of these results depend on delicate continuity properties of the blowup time.

The other approach uses comparison. As a first, and simple, example, we have the following immediate consequence of Corollary 6.2.

**Corollary 6.3.** If \( 0 < \gamma < N \) and \( \gamma < \frac{2}{\alpha} \), and if \( \varphi \in L^1_{\text{loc}}(\mathbb{R}^N) \), \( |\varphi(x)| \leq \omega(x)|x|^{-\gamma} \) where \( \omega \in L^\infty(\mathbb{R}^N) \), \( \omega \geq 0 \), \( \omega \not\equiv 0 \) and \( \tilde{\varphi} \) be given by (1.16), then the following hold.

(i) There exists \( T_1 \in [T_{\text{max}}(\omega|\cdot|^{-\gamma}), T_{\text{max}}(\tilde{\varphi})] \) such that
\[
\lim_{\lambda \to \infty} \lambda^{\left(\frac{1}{\alpha} - \frac{2}{N}\right)^{-1}} T_{\text{max}}(\lambda\tilde{\varphi}) = T_1.
\]

(ii) \( \lim_{\lambda \to 0} \lambda^{\left(\frac{1}{\alpha} - \frac{2}{N}\right)^{-1}} T_{\text{max}}(\lambda\tilde{\varphi}) = \infty. \)

**Proof.** The absolute value of the solution with initial value \( \lambda\varphi \) is bounded above by the solution with initial value \( \lambda\omega|\cdot|^{-\gamma} \). We then apply the second assertion of Corollary 6.2. \( \square \)

We have the following for the function \( \tilde{\varphi} \) given by (1.16).

**Corollary 6.4.** Let \( N \geq 1 \), \( \alpha > 0 \), \( 0 < \gamma < N \), \( \gamma < \frac{2}{\alpha} \), \( \omega \in L^\infty(\mathbb{R}^N) \) is homogeneous of degree 0, \( \omega \geq 0 \), \( \omega \not\equiv 0 \) and \( \tilde{\varphi} \) be given by (1.16). Then the following hold.

(i) There exists \( T_1 \in [T_{\text{max}}(\omega|\cdot|^{-\gamma}), T_{\text{max}}(\tilde{\varphi})] \) such that
\[
\lim_{\lambda \to \infty} \lambda^{\left(\frac{1}{\alpha} - \frac{2}{N}\right)^{-1}} T_{\text{max}}(\lambda\tilde{\varphi}) = T_1.
\]

(ii) \( \lim_{\lambda \to 0} \lambda^{\left(\frac{1}{\alpha} - \frac{2}{N}\right)^{-1}} T_{\text{max}}(\lambda\tilde{\varphi}) = \infty. \)

**Proof.** (i) The function \( \mu \to \mu^\gamma D_\mu \tilde{\varphi} \) is decreasing on \((0, \infty)\), and
\[
\lim_{\mu \to 0} \mu^\gamma D_\mu \tilde{\varphi} = \omega|\cdot|^{-\gamma}, \quad \lim_{\mu \to \infty} \mu^\gamma D_\mu \tilde{\varphi} = 0,
\]
where the first limit is realized in $L^\alpha(\mathbb{R}^N) + L^\mu(\mathbb{R}^N)$ and the second in $L^\eta(\mathbb{R}^N)$ whenever $0 \leq \frac{N}{q_2} < \gamma < \frac{N}{q_1} \leq N$. Consequently

$$\varphi \leq \mu^\gamma D\mu\varphi \leq \omega \cdot | \cdot |^{-\gamma}, \forall \mu \leq 1.$$  

Applying (6.4), and since $\gamma < 2/\alpha$, we conclude that $\lambda \to \lambda\left(\frac{1}{\alpha} - \frac{2}{q}\right)^{-1} T_{\text{max}}(\lambda\varphi)$ is decreasing on $(0, \infty)$ and

$$T_{\text{max}}(\omega \cdot | \cdot |^{-\gamma}) \leq \lambda\left(\frac{1}{\alpha} - \frac{2}{q}\right)^{-1} T_{\text{max}}(\lambda\varphi) \leq T_{\text{max}}(\varphi), \forall \lambda \geq 1.$$  

The existence of the limit $T_1$ follows by monotonicity.

(ii) We have that $\tilde{\varphi} \in L^q$ for $q \geq 1$, $\frac{q}{2} < q < \frac{N}{\gamma}$. Hence, by Theorem 1.1

$$T_{\text{max}}(\lambda\tilde{\varphi}) \geq C\lambda - \left(\frac{1}{\alpha} - \frac{2}{q}\right)^{-1}.$$  

Then

$$\lambda\left(\frac{1}{\alpha} - \frac{2}{q}\right)^{-1} T_{\text{max}}(\lambda\tilde{\varphi}) \geq C\lambda - \left(\frac{1}{\alpha} - \frac{2}{q}\right)^{-1},$$  

that is

$$\lim_{\lambda \to 0} \lambda\left(\frac{1}{\alpha} - \frac{2}{q}\right)^{-1} T_{\text{max}}(\lambda\varphi) = \infty.$$  

For the second assertion, we may also use the continuous dependence in $L^q(\mathbb{R}^N)$, where $\gamma < \frac{N}{q} < \frac{2}{\alpha}$. In fact, since $\lim_{\mu \to \infty} \mu^\gamma D\mu\varphi = 0$, we know that $T_{\text{max}}(\mu^\gamma D\mu\varphi) \to \infty$ as $\mu \to \infty$; so that by (6.4) we have

$$\lambda\left(\frac{1}{\alpha} - \frac{2}{q}\right)^{-1} T_{\text{max}}(\lambda\tilde{\varphi}) \to \infty, \text{ as } \lambda \to 0.$$

\[\square\]

**Remark 13.**

1) It is natural to conjecture that $\lambda\left(\frac{1}{\alpha} - \frac{2}{q}\right)^{-1} T_{\text{max}}(\lambda\tilde{\varphi}) \to T_{\text{max}}(\omega \cdot | \cdot |^{-\gamma})$, as $\lambda \to \infty$. This holds in particular for $(N - 2)\alpha < 4$, by continuous dependence of the maximal time of existence.

2) We remark that the upper bound on $\lambda\left(\frac{1}{\alpha} - \frac{2}{q}\right)^{-1} T_{\text{max}}(\lambda\varphi)$ for large $\lambda > 0$ is of the same order as given in Theorem 1.7. As for small $\lambda > 0$, if $\alpha < \frac{2}{N}$, then Theorem 1.2 gives the stronger estimate $\lambda\left(\frac{1}{\alpha} - \frac{N}{2}\right)^{-1} T_{\text{max}}(\lambda\varphi) \geq c > 0$ for all $\lambda > 0$, and is of the same order as given in Theorem 1.8 and Remark 6. However, Part (ii) improves the estimate of Corollary 2.3 in the case $\alpha = \frac{2}{N}$, where $T_{\text{max}}(\lambda\varphi) < \infty$ for all $\lambda > 0$. If $\alpha > \frac{2}{N}$, then $T_{\text{max}}(\lambda\varphi) = \infty$ for sufficiently small $\lambda > 0$, since $\varphi \in L^\infty(\mathbb{R}^N)$, see [55].

For the function $\tilde{\varphi}$, we have the following.

**Corollary 6.5.** Let $N \geq 1$, $\alpha > 0$, $0 < \gamma < N$, $\gamma < \frac{2}{\alpha}$, $\omega \in L^\infty(\mathbb{R}^N)$ is homogeneous of degree 0, $\omega \geq 0$, $\omega \not\equiv 0$ and $\tilde{\varphi}$ be given by (1.20). Then the following hold.

(i) There exists $T_2 \in [T_{\text{max}}(\omega \cdot | \cdot |^{-\gamma}), T_{\text{max}}(\tilde{\varphi})]$ such that

$$\lim_{\lambda \to 0} \lambda\left(\frac{1}{\alpha} - \frac{2}{q}\right)^{-1} T_{\text{max}}(\lambda\tilde{\varphi}) = T_2.$$  

(ii) $\lim_{\lambda \to \infty} \lambda\left(\frac{1}{\alpha} - \frac{2}{q}\right)^{-1} T_{\text{max}}(\lambda\tilde{\varphi}) = \infty.$
Proof. (i) The function $\mu \to \mu^\gamma D_{\mu} \tilde{\phi}$ is increasing on $(0, \infty)$, and

$$\lim_{\mu \to 0} \mu^\gamma D_{\mu} \tilde{\phi} = 0, \quad \lim_{\mu \to \infty} \mu^\gamma D_{\mu} \tilde{\phi} = \omega | \cdot |^{-\gamma},$$

where the first limit is realized in $L^q(R^N)$ and the second in $L^q(R^N) + L^p(R^N)$ whenever $0 \leq \frac{N}{q_2} < \gamma < \frac{N}{q_1} \leq N$. Consequently

$$\tilde{\phi} \leq \mu^\gamma D_{\mu} \tilde{\phi} \leq \omega | \cdot |^{-\gamma}, \quad \forall \mu \geq 1.$$

Applying (6.4) we conclude that $\lambda \to \lambda^{(\frac{1}{n} - \frac{2}{q})^{-1}} T_{\max}(\lambda \tilde{\phi})$ is increasing on $(0, \infty)$ and

$$T_{\max}(\omega | \cdot |^{-\gamma}) \leq \lambda^{(\frac{1}{n} - \frac{2}{q})^{-1}} T_{\max}(\lambda \tilde{\phi}) \leq T_{\max}(\tilde{\phi}), \quad \forall \lambda \leq 1.$$

(ii) By continuous dependence in $L^\infty(R^N)$, we know that $T_{\max}(\mu^\gamma D_{\mu} \tilde{\phi}) \to \infty$ as $\mu \to 0$; so that by (6.4) we have

$$\lambda^{(\frac{1}{n} - \frac{2}{q})^{-1}} T_{\max}(\lambda \tilde{\phi}) \to \infty, \text{ as } \lambda \to \infty.$$

For the second assertion, we may also use the following argument. We have that $\tilde{\phi} \in L^q_\infty \cap L^\infty$. That is, by Corollary 1.4

$$T_{\max}(\lambda \tilde{\phi}) \geq C \lambda^{-(\frac{1}{n} - \frac{2}{q})^{-1}}$$

and by Theorem 1.1

$$T_{\max}(\lambda \tilde{\phi}) \geq C \lambda^{-(\frac{1}{n} - \frac{2}{q})^{-1}}.$$

Then

$$\lambda^{(\frac{1}{n} - \frac{2}{q})^{-1}} T_{\max}(\lambda \tilde{\phi}) \geq \max \left( C, C \lambda^{(\frac{1}{n} - \frac{2}{q})^{-1} - (\frac{1}{n})^{-1}} \right).$$

Hence

$$\lim_{\lambda \to \infty} \lambda^{(\frac{1}{n} - \frac{2}{q})^{-1}} T_{\max}(\lambda \tilde{\phi}) = \infty.$$

\[ \Box \]

Remark 14.

1) It is natural to conjecture that $\lambda^{(\frac{1}{n} - \frac{2}{q})^{-1}} T_{\max}(\lambda \tilde{\phi}) \to T_{\max}(\omega | \cdot |^{-\gamma})$, as $\lambda \to 0$.

2) We remark that $\tilde{\phi} \in L^\infty(R^N)$, and Theorem 1.1 and Theorem 1.6 give the precise order of magnitude of $T_{\max}(\lambda \tilde{\phi})$ as $\lambda \to \infty$.

Next, we consider the function $\Phi$ given by (1.26). We have the following.

Corollary 6.6. Let $N \geq 1$, $\alpha > 0$, $0 < \gamma_1, \gamma_2 < N$ and $\gamma_1, \gamma_2 < \frac{2}{\alpha}$ ($\gamma_1 \neq \gamma_2$). Let $\omega \in L^\infty(R^N)$ is homogeneous of degree $0$, $\omega \geq 0$, $\omega \neq 0$ and let $\Phi$ be defined by (1.26). Then we have the following.

(i) There exists $T_3 \in (T_{\max}(\Phi), T_{\max}(\omega | \cdot |^{-\gamma_1}))$ such that

$$\lim_{\lambda \to \infty} \lambda^{(\frac{1}{n} - \frac{2}{q})^{-1}} T_{\max}(\lambda \Phi) = T_3$$

and if $\alpha < \frac{4}{N-2}$, or $\gamma_1 > \gamma_2$ then

$$T_3 = T_{\max}(\omega | \cdot |^{-\gamma_1}).$$
(ii) There exists $\tilde{T}_3 \in (T_{\text{max}}(\Phi), T_{\text{max}}(\omega \cdot |^{-\gamma_2}|))$ such that

$$\lim_{\lambda \to 0} \lambda \left(\frac{1}{\alpha} - \frac{2\mu}{N} \right)^{-1} T_{\text{max}}(\lambda \Phi) = \tilde{T}_3$$

and if $\alpha < \frac{4}{N-2}$, or $\gamma_1 > \gamma_2$ then

$$\tilde{T}_3 = T_{\text{max}}(\omega \cdot |^{-\gamma_2}|).$$

(iii) If $\gamma_1 < \gamma_2$, then

$$\lim_{\lambda \to 0} \lambda \left(\frac{1}{\alpha} - \frac{2\mu}{N} \right)^{-1} T_{\text{max}}(\lambda \Phi) = \lim_{\lambda \to \infty} \lambda \left(\frac{1}{\alpha} - \frac{2\mu}{N} \right)^{-1} T_{\text{max}}(\lambda \Phi) = \infty.$$ 

**Remark 15.** Corollary 6.6 shows that the asymptotic behavior of the life-span as $\lambda \to \infty$ is determined by the singularity of the initial data and when $\lambda \to 0$ it is determined by the decay rate at infinity of the initial value.

**Proof of Corollary 6.6.**

1) **Analysis of $T_{\text{max}}(\lambda \Phi)$ in the case $\gamma_1 < \gamma_2$.** In this case $\Phi = \omega \min[| \cdot |^{-\gamma_1}, | \cdot |^{-\gamma_2}]$, so $\Phi \leq \omega \cdot |^{-\gamma_1}$ and $\Phi \leq \omega \cdot |^{-\gamma_2}$. Hence

$$\mu^{\gamma_1} D_\mu \Phi \leq \omega \cdot |^{-\gamma_1} \tag{6.5}$$

and

$$\mu^{\gamma_2} D_\mu \Phi \leq \omega \cdot |^{-\gamma_2} \tag{6.6}$$

for all $\mu > 0$.

We claim that

- The function $\mu \to \mu^{\gamma_1} D_\mu \Phi$ is decreasing on $(0, \infty)$, and

$$\lim_{\mu \to 0} \mu^{\gamma_1} D_\mu \Phi = \omega \cdot |^{-\gamma_1}, \quad \lim_{\mu \to \infty} \mu^{\gamma_1} D_\mu \Phi = 0,$$

where the limits are in $L^{q_1}(\mathbb{R}^N) + L^{q_2}(\mathbb{R}^N)$ whenever $0 \leq \frac{N}{q_2} < \gamma_1 < \frac{N}{q_1} \leq N$, by (6.5).

- The function $\mu \to \mu^{\gamma_2} D_\mu \Phi$ is increasing on $(0, \infty)$, and

$$\lim_{\mu \to 0} \mu^{\gamma_2} D_\mu \Phi = 0, \quad \lim_{\mu \to \infty} \mu^{\gamma_2} D_\mu \Phi = \omega \cdot |^{-\gamma_2},$$

where the limits are in $L^{q_1}(\mathbb{R}^N) + L^{q_2}(\mathbb{R}^N)$ whenever $0 \leq \frac{N}{q_2} < \gamma_2 < \frac{N}{q_1} \leq N$, by (6.6).

**Proof of the claim.** Let $0 < \mu < \nu < \infty$. In particular, $\mu^{\gamma_1-\gamma_2} > \nu^{\gamma_1-\gamma_2}$. We have

$$\mu^{\gamma_1} \Phi(\mu x) = \begin{cases} \omega(x)|x|^{-\gamma_1}, & |x| \leq \frac{1}{\nu} \\ \mu^{\gamma_1-\gamma_2} \omega(x)|x|^{-\gamma_2}, & \frac{1}{\nu} \leq |x| \leq \frac{1}{\mu} \end{cases} = \begin{cases} \omega(x)|x|^{-\gamma_1}, & |x| \leq \frac{1}{\nu} \\ \mu^{\gamma_1-\gamma_2} \omega(x)|x|^{-\gamma_2}, & \frac{1}{\nu} \leq |x| \leq \frac{1}{\mu} \end{cases}$$

$$\geq \begin{cases} \omega(x)|x|^{-\gamma_1}, & |x| \leq \frac{1}{\nu} \\ \nu^{\gamma_1-\gamma_2} \omega(x)|x|^{-\gamma_2}, & \frac{1}{\nu} \leq |x| \leq \frac{1}{\mu} = \nu^{\gamma_1} \Phi(\nu x), \\ \nu^{\gamma_1-\gamma_2} \omega(x)|x|^{-\gamma_2}, & |x| \geq \frac{1}{\mu}. \end{cases}$$
Also, 

\[ \mu^{\gamma_2} \Phi(\mu x) = \begin{cases} 
\mu^{\gamma_2 - \gamma_1} \omega(x) |x|^{-\gamma_1}, & |x| \leq \frac{1}{\mu} \\
\mu^{\gamma_2 - \gamma_1} \omega(x) |x|^{-\gamma_1}, & \frac{1}{\mu} \leq |x| \leq \frac{1}{\nu} \\
\mu^{\gamma_2 - \gamma_1} \omega(x) |x|^{-\gamma_1}, & \frac{1}{\nu} \leq |x| \leq \frac{1}{\mu} \\
\omega(x) |x|^{-\gamma_2}, & |x| \geq \frac{1}{\mu} \
\end{cases} \]

It follows that

- The function \( \mu \to T_{\max}(\mu^{\gamma_1} D_\mu \Phi) \) is increasing on \((0, \infty)\), and

\[ T_{\max}(\Phi) \geq \lim_{\mu \to 0} T_{\max}(\mu^{\gamma_1} D_\mu \Phi) \geq T_{\max}(\omega \cdot |^{-\gamma_1}) , \]

and if \( \alpha < \frac{4}{N-2} \), then

\[ \lim_{\mu \to 0} T_{\max}(\mu^{\gamma_1} D_\mu \Phi) = T_{\max}(\omega \cdot |^{-\gamma_1}) . \]

Also

\[ \lim_{\mu \to \infty} T_{\max}(\mu^{\gamma_1} D_\mu \Phi) = \infty . \]

- The function \( \mu \to T_{\max}(\mu^{\gamma_2} D_\mu \Phi) \) is decreasing on \((0, \infty)\), and

\[ T_{\max}(\Phi) \geq \lim_{\mu \to \infty} T_{\max}(\mu^{\gamma_2} D_\mu \Phi) \geq T_{\max}(\omega \cdot |^{-\gamma_2}) , \]

and if \( \alpha < \frac{4}{N-2} \), then

\[ \lim_{\mu \to \infty} T_{\max}(\mu^{\gamma_2} D_\mu \Phi) = T_{\max}(\omega \cdot |^{-\gamma_2}) . \]

Also

\[ \lim_{\mu \to 0} T_{\max}(\mu^{\gamma_2} D_\mu \Phi) = \infty . \]

Next, applying (6.4), we have

\[ \lambda^{\left( \frac{1}{N-2} - \frac{2z}{p} \right)^{-1}} T_{\max}(\lambda \Phi) = T_{\max}(\mu^{\gamma_1} D_\mu \Phi), \quad \lambda = \mu^{\gamma_1 - \frac{2z}{p}} , \quad (6.7) \]

\[ \lambda^{\left( \frac{1}{N-2} - \frac{2z}{p} \right)^{-1}} T_{\max}(\lambda \Phi) = T_{\max}(\mu^{\gamma_2} D_\mu \Phi), \quad \lambda = \mu^{\gamma_2 - \frac{2z}{p}} . \quad (6.8) \]

This completes the proof of (i)-(ii) if \( \gamma_1 < \gamma_2 \) and (iii).

2) Analysis of \( T_{\max}(\lambda \Phi) \) in the case \( \gamma_1 > \gamma_2 \).

In this case \( \Phi = \omega \max[\cdot \cdot |^{-\gamma_1}, \cdot \cdot |^{-\gamma_2}] \), so \( \Phi \geq \omega \cdot |^{-\gamma_1} \), \( \Phi \geq \omega \cdot |^{-\gamma_2} \) and \( \Phi \leq \omega(\cdot \cdot |^{-\gamma_1} + \cdot \cdot |^{-\gamma_2}) \).

Hence

\[ \omega \cdot |^{-\gamma_1} \leq \mu^{\gamma_1} D_\mu \Phi \leq \omega(\cdot \cdot |^{-\gamma_1} + \mu^{\gamma_1-\gamma_2} \cdot \cdot |^{-\gamma_2}) \quad \quad (6.9) \]

and

\[ \omega \cdot |^{-\gamma_2} \leq \mu^{\gamma_2} D_\mu \Phi \leq \omega(\mu^{\gamma_2-\gamma_1} \cdot \cdot |^{-\gamma_1} + \cdot \cdot |^{-\gamma_2}) \quad \quad (6.10) \]

for all \( \mu > 0 \).

We claim that
The function $\mu \to \mu^{\gamma_1} D_{\mu} \Phi$ is increasing on $(0, \infty)$, and
\[
\lim_{\mu \to 0} \mu^{\gamma_1} D_{\mu} \Phi = \omega \cdot |^{-\gamma_1}, \quad \lim_{\mu \to \infty} \mu^{\gamma_1} D_{\mu} \Phi = \infty,
\]
where the limits are in $L^{q_1}(\mathbb{R}^N) + L^{q_2}(\mathbb{R}^N)$ whenever $0 \leq \frac{N}{q_2} < \gamma_2 < \gamma_1 < \frac{N}{q_1} \leq N$, by (6.9).

The function $\mu \to \mu^{\gamma_2} D_{\mu} \Phi$ is decreasing on $(0, \infty)$, and
\[
\lim_{\mu \to 0} \mu^{\gamma_2} D_{\mu} \Phi = \infty, \quad \lim_{\mu \to \infty} \mu^{\gamma_2} D_{\mu} \Phi = \omega \cdot |^{-\gamma_2},
\]
where the limits are in $L^{q_1}(\mathbb{R}^N) + L^{q_2}(\mathbb{R}^N)$ whenever $0 \leq \frac{N}{q_2} < \gamma_2 < \gamma_1 < \frac{N}{q_1} \leq N$, by (6.10).

**Proof of the claim.** Let $0 < \mu < \nu < \infty$, so that $\mu^{\gamma_2-\gamma_1} > \nu^{\gamma_2-\gamma_1}$. We have
\[
\mu^{\gamma_1} \Phi(\mu x) = \begin{cases} 
\omega(x)|x|^{-\gamma_1}, & |x| \leq \frac{1}{\nu} \\
\omega(x)|x|^{-\gamma_1}, & \frac{1}{\nu} \leq |x| \leq \frac{1}{\mu} \\
\mu^{\gamma_1-\gamma_2} \omega(x)|x|^{-\gamma_2}, & |x| \geq \frac{1}{\mu}.
\end{cases}
\]
Also,
\[
\mu^{\gamma_2} \Phi(\mu x) = \begin{cases} 
\mu^{\gamma_2-\gamma_1} \omega(x)|x|^{-\gamma_1}, & |x| \leq \frac{1}{\nu} \\
\mu^{\gamma_2-\gamma_1} \omega(x)|x|^{-\gamma_1}, & \frac{1}{\nu} \leq |x| \leq \frac{1}{\mu} \\
\omega(x)|x|^{-\gamma_2}, & |x| \geq \frac{1}{\mu}.
\end{cases}
\]
It follows that

- The function $\mu \to T_{\text{max}}(\mu^{\gamma_1} D_{\mu} \Phi)$ is decreasing on $(0, \infty)$, and
\[
\lim_{\mu \to 0} T_{\text{max}}(\mu^{\gamma_1} D_{\mu} \Phi) = T_{\text{max}}(\omega \cdot |^{-\gamma_1}).
\]
- The function $\mu \to T_{\text{max}}(\mu^{\gamma_2} D_{\mu} \Phi)$ is increasing on $(0, \infty)$, and
\[
\lim_{\mu \to \infty} T_{\text{max}}(\mu^{\gamma_2} D_{\mu} \Phi) = T_{\text{max}}(\omega \cdot |^{-\gamma_2}).
\]

Next, applying (6.4), we have
\[
\lambda^{\frac{1}{\gamma_1}-\frac{1}{\gamma_2}} T_{\text{max}}(\lambda \Phi) = T_{\text{max}}(\mu^{\gamma_1} D_{\mu} \Phi), \quad \lambda = \mu^{\gamma_1-\frac{2}{\gamma_2}},
\]
\[
\lambda^{\frac{1}{\gamma_2}-\frac{1}{\gamma_1}} T_{\text{max}}(\lambda \Phi) = T_{\text{max}}(\mu^{\gamma_2} D_{\mu} \Phi), \quad \lambda = \mu^{\gamma_2-\frac{2}{\gamma_1}}.
\]
To show that we reach the above exact limits we use the following.
Observation. If $\phi_k \to \phi$ and assume we are in a situation of continuous dependence, then we know
\[ \liminf_{k \to \infty} T_{\text{max}}(\phi_k) \geq T_{\text{max}}(\phi). \]
Suppose also that $\phi \leq \phi_k$ for all $k$, hence $T_{\text{max}}(\phi_k) \leq T_{\text{max}}(\phi)$ for all $k$, so $\limsup_{k \to \infty} T_{\text{max}}(\phi_k) \leq T_{\text{max}}(\phi)$. Hence $\lim_{k \to \infty} T_{\text{max}}(\phi_k) = T_{\text{max}}(\phi)$.

This allows us to obtain the above exact limits for the case $\gamma_1 > \gamma_2$. This completes the proof of (i)-(ii) if $\gamma_1 > \gamma_2$.

We may also show (iii) as follows. The function $\Phi$ verifies: if $\gamma_1 < \gamma_2$ then $\Phi \in L^q$,
\[ \frac{\gamma_1}{N} < \frac{1}{q} < \frac{\gamma_2}{N} < \min(1, \frac{2}{N\alpha}). \]
Hence, by Theorem 1.1
\[ T_{\text{max}}(\lambda \Phi) \geq C\lambda^{-\left(\frac{1}{\alpha} - \frac{N}{2q}\right)}^{-1}. \]
Then
\[ \lim_{\lambda \to 0} \lambda^{\left(\frac{1}{\alpha} - \frac{2q}{N}\right)}^{-1} T_{\text{max}}(\lambda \Phi) = \infty = \lim_{\lambda \to \infty} \lambda^{\left(\frac{1}{\alpha} - \frac{2q}{N}\right)}^{-1} T_{\text{max}}(\lambda \Phi). \]
This completes the proof of Corollary 6.6. \qed

APPENDIX A. NONLINEAR HARDY PARABOLIC EQUATIONS

Our purpose in the appendix is to estimate the life-span of solutions for the nonlinear Hardy-Hénon parabolic equations
\begin{equation}
\partial_t u = \Delta u + |\cdot|^l |u|^{\alpha} u, \tag{A.1}
\end{equation}
u = u(t, x) \in \mathbb{R}, \ t > 0, \ x \in \mathbb{R}^N, \ N \geq 1, \ \alpha > 0, \ -\min(2, N) < l \text{ and with initial value}
\begin{equation}
u(0) = u_0. \tag{A.2}
\end{equation}
A mild solution of the problem (A.1)-(A.2) is a solution of the integral equation
\begin{equation}
u(t) = e^{t\Delta} u_0 + \int_0^t e^{(t-s)\Delta} \left(|\cdot|^l |u(s)|^{\alpha} u(s)\right) \, ds, \tag{A.3}
\end{equation}
and it is in this form that we consider problem (A.1)-(A.2).

In this first part of the appendix we consider the case $l < 0$, that is the Hardy case. The problem (A.3) is well-posed in $C([0, T]; L^q(\mathbb{R}^N)) \cap C((0, T]; L^r(\mathbb{R}^N))$, $T > 0$, for $u_0 \in L^q(\mathbb{R}^N), \ 1 < q < \infty, \ q > q_c(l)$ or $u_0 \in C_0(\mathbb{R}^N)$, where
\begin{equation}
q_c(l) = \frac{N\alpha}{2 + l}, \tag{A.4}
\end{equation}
and $r > q$ satisfies
\begin{equation}
\frac{1}{q(\alpha + 1)} + \frac{l}{N(\alpha + 1)} < \frac{1}{r} < \frac{N + l}{N(\alpha + 1)}. \tag{A.5}
\end{equation}
See [2, Theorem 1.1, p. 117] and [3]. This solution can be extended to a maximal solution defined on $[0, T_{\text{max}}(u_0))$. We have obtained the following.

Theorem A.1 (The nonlinear Hardy parabolic equations). Let $N \geq 1, \ -\min(2, N) < l < 0, \ \alpha > 0$, and $q_c(l)$ be given by (A.4). Let $\varphi \in L^q(\mathbb{R}^N)$ with $1 < q < \infty, \ q > q_c(l)$ or $\varphi \in C_0(\mathbb{R}^N)$ and $r > q$ satisfies (A.5). Let $u \in C\left([0, T_{\text{max}}(\lambda \varphi)); L^q(\mathbb{R}^N)) \cap C\left((0, T_{\text{max}}(\lambda \varphi)); L^r(\mathbb{R}^N))\right)$ be the
maximal solution of \((A.3)\) with initial data \(u_0 = \lambda \varphi, \lambda > 0\). Then there exists a constant \(C = C(N,l,\alpha,q) > 0\) such that
\[
T_{\text{max}}(\lambda \varphi) \geq C (\lambda \| \varphi \|_q)^{-\left(\frac{2+q}{2q} - \frac{N}{q}\right)^{-1}}, \quad (A.6)
\]
for all \(\lambda > 0\).

**Proof of Theorem A.1.** For \(q > q_c(l)\), let \(r > q\) satisfying \((A.5)\). Let us define
\[
\beta(l) = \frac{N}{2} \left(\frac{1}{q} - \frac{1}{r}\right).
\]
We note that \(r\) depends on \(l\), hence \(\beta\) also. The well-posedness results for \((A.1)\) has been obtained in \([2, 3]\). We now give the proof of \((A.6)\). Let \(-\min(2,N) < l < 0, \alpha > 0, \lambda > 0, K > 0\) and \(\varphi \in C_0(\mathbb{R}^N), \| \varphi \|_\infty \leq K\) or \(\varphi \in L^q, q > 1, q > q_c(l)\) such that \(\| \varphi \|_q \leq K\). Let \(u \in C([0,T_{\text{max}}(\lambda \varphi)); L^q(\mathbb{R}^N)) \cap C((0,T_{\text{max}}(\lambda \varphi)); L^r(\mathbb{R}^N))\) with \(r > q\) satisfying \((A.5)\), be the maximal solution of \((A.1)\) on \([0,T_{\text{max}}(\lambda \varphi))\). It is proved in \([2, \text{Inequalities (3.5), (3.6), p. 124}]\) that for \(K, T, M > 0\) such that
\[
K + CT^{1-\frac{N\alpha}{2q} + \frac{1}{2}}M^{\alpha + 1} \leq M.
\]
the solution \(u\) of \((A.1)\) is defined on \([0,T]\) and verifies
\[
\max \left[ \sup_{t \in [0,T]} t^{\beta(l)} \| u(t) \|_r, \sup_{[0,T]} \| u(t) \|_q \right] \leq M.
\]
Then for \(T_{\text{max}}(\varphi)\) we should have
\[
K + C \left( T_{\text{max}}(\varphi) \right)^{1-\frac{N\alpha}{2q} + \frac{l}{2}}M^{\alpha + 1} > M,
\]
for all \(M > K\). That is it must be
\[
\lambda K + C \left( T_{\text{max}}(\lambda \varphi) \right)^{1-\frac{N\alpha}{2q} + \frac{l}{2}}M^{\alpha + 1} > M,
\]
for all \(M > \lambda K\). If we set \(M = 2\lambda K\), we get
\[
2^{\alpha + 1} \lambda^{\alpha} C T_{\text{max}}(\lambda \varphi)^{1-\frac{N\alpha}{2q} + \frac{l}{2}}\lambda^{\alpha} > 1.
\]
Then taking \(K = \| \varphi \|_q\), we get that there exists \(C = C(N,\alpha,l,q) > 0\) (since \(r\) itself depends on \(q\)) such that \((A.6)\) holds. This completes the proof of the Theorem. \(\square\)

Using similar argument developed to prove Theorem A.1, we derive the same result for the equation
\[
\partial_t u = \Delta u + a(x)|u|^\alpha u, \quad (A.7)
\]
where \(a(x)\) is in \(L^\infty(\mathbb{R}^N)\). In particular, we may take \(a\) regular near the origin. Then we have the following.

**Corollary A.2.** Let \(N \geq 1, -\min(2,N) < l < 0, \alpha > 0, \) and \(q_c(l)\) be given by \((A.4)\). Let \(\varphi \in L^q(\mathbb{R}^N)\) with \(1 < q \leq \infty, q > q_c(l)\) or \(\varphi \in C_0(\mathbb{R}^N)\) and \(r > q\) satisfies \((A.5)\). Let \(u \in C([0,T_{\text{max}}(\lambda \varphi)); L^q(\mathbb{R}^N)) \cap C((0,T_{\text{max}}(\lambda \varphi)); L^r(\mathbb{R}^N))\) be the maximal mild solution of \((A.7)\) such that \(a(x)\) is in \(L^\infty(\mathbb{R}^N)\) and with initial data \(u_0 = \lambda \varphi, \lambda > 0\), constructed by \([2, \text{Theorem 1.1, p. 117}]\) and \([2, p. 142]\) (we replace \([0,T_{\text{max}}(\lambda \varphi))\) by \((0,T_{\text{max}}(\lambda \varphi))\) if \(q = \infty\). Then \((A.6)\) holds for all \(\lambda > 0\).
Corollary A.2 includes many known results. We will compare our results with those of [40]. For this we restrict ourselves to the case where \( a \) is positive and Hölder continuous as assumed in [40]. Also, it is supposed in [40] that \( \varphi \in C_b(\mathbb{R}^N) \), \( \varphi \geq 0 \). For \( \lambda > 0 \) small, two classes of initial data are considered in [40].

The first class is for \( \varphi \) dominated by a Gaussian. It is shown in [40, Theorem 1 (i), p. 33] that if \( 0 < \alpha < (2 + l)/N \), then
\[
T_{\text{max}}(\lambda \varphi) \geq C\lambda^{-\left(\frac{1}{\alpha} - \frac{N}{2}\right)}^{-1}, \quad \text{as } \lambda \to 0.
\]
For this class \( \varphi \in L^q(\mathbb{R}^N) \) for all \( q \geq 1 \). Since \( a \in L^\infty(\mathbb{R}^N) \) because \( l < 0 \) and \( a \) is regular, then we may use Theorem 1.1 (which is valid for such \( a \) as noted before) and apply (1.6) with \( q = 1 \) since \( q_c < 1 \), and then recover the result of [40].

The second class considered in [40] is for \( \varphi \) such that there exist constants \( c_1, c_2 > 0 \) and \( c_1 \leq \varphi \leq c_2 \). The estimates, as stated in [40, Theorem 2 (i)-(a), (ii)-(a), (iii)-(a), pp. 33-34], reads
\[
T_{\text{max}}(\lambda \varphi) \geq C\lambda^{-\frac{2\alpha}{2 + l}}, \quad \text{as } \lambda \to 0.
\]
Here \( \varphi \in L^\infty(\mathbb{R}^N) \), the previous estimate is the same as (A.6) with \( q = \infty \). We then recover the results of [40].

### Appendix B. Nonlinear Hénon parabolic equations

In this part of the appendix we study a nonlinear heat equation with a spatially growing variable coefficient. We consider the equation (A.1) for \( l > 0 \) and with the initial condition (A.2). Local well-posedness is known in \( C(\mathbb{R}^N) \cap L^\infty \cap L^\infty_{l/\alpha} \), (see [52, 31]). Recently local well-posedness is established in \( L^q \) for some \( q \geq \alpha + 1 \) and \( s \) satisfying some conditions (see [8]). Not much is known about this equation in comparison with the standard nonlinear heat equation, that is the case \( l = 0 \). In particular, the life-span is only known for small lambda and rapidly decaying positive initial data, see [40]. Note that the blowup may hold at the origin as it may also not hold at the origin. See [22, 19, 20, 21, 12]. To show lower-bound estimates of the life-span, we establish local well-posedness results. Using Proposition 3.1, we prove local existence for (A.1) in \( L^q \) for
\[
\gamma = \frac{l}{\alpha} < N
\]
and \( q \) is such that
\[
q > q_c = \frac{N\alpha}{2}, \quad \frac{N}{N - \gamma} < q \leq \infty.
\]
This value of \( \gamma \) is inspired by [52].

We note that for \( 0 < \gamma = l/\alpha < N \),
\[
q_c > \frac{N}{N - \gamma} \Leftrightarrow q_F := \frac{N\alpha}{2 + l} > 1,
\]
where \( q_F \) is the Fujita exponent for the equation (A.1) (see [41]). We have the following local well-posedness result.
Proof of Theorem B.1 (Local well-posedness in \(L^q_{\gamma}\)). Let \(N \geq 1\) be an integer, \(\alpha > 0\) and \(l > 0\) be such that
\[
\gamma := \frac{l}{\alpha} < N. \tag{B.2}
\]

Let \(q_c\) be given by (B.1). Then we have the following.

(i) If \(q\) is such that
\[
q > \frac{N(\alpha + 1)}{N - \gamma}, \quad q > q_c \quad \text{and} \quad q \leq \infty,
\]
then equation (A.3) is locally well-posed in \(L^q_{\gamma}(\mathbb{R}^N)\). More precisely, given \(u_0 \in L^q_{\gamma}(\mathbb{R}^N)\), then there exist \(T > 0\) and a unique solution of (A.3) \(u \in C([0, T]; L^q_{\gamma}(\mathbb{R}^N))\) if \(q < \infty\) and \(u \in C((0, T]; L^\infty_{\gamma}(\mathbb{R}^N))\), \(\lim_{t \to 0} \|u(t) - e^{\Delta t} u_0\|_{L^\infty_{\gamma}(\mathbb{R}^N)} = 0\) if \(q = \infty\). Moreover, \(u\) can be extended to a maximal interval \([0, T_{\text{max}}]\) such that either \(T_{\text{max}} = \infty\) or \(T_{\text{max}} < \infty\) and
\[
\lim_{t \to T_{\text{max}}} \|u(t)\|_{L^q_{\gamma}} = \infty.
\]
(ii) Assume that \(q > q_c\) with \(\frac{N}{N - \gamma} < q \leq \infty\). It follows that equation (A.3) is locally well-posed in \(L^q_{\gamma}(\mathbb{R}^N)\) as in part (i) except that uniqueness is guaranteed only among functions \(u \in C([0, T]; L^q_{\gamma}(\mathbb{R}^N))\) which also verify \(t^{\frac{N}{q}(\frac{1}{q} - \frac{1}{r})}\|u(t)\|_{L^r_{\gamma}}\), is bounded on \((0, T]\), where \(r\) is given below, (we replace \([0, T]\) by \((0, T]\) if \(q = \infty\) and \(u\) satisfies \(\lim_{t \to 0} \|u(t) - e^{\Delta t} u_0\|_{L^\infty_{\gamma}(\mathbb{R}^N)} = 0\)). Moreover, \(u\) can be extended to a maximal interval \([0, T_{\text{max}}]\) such that either \(T_{\text{max}} = \infty\) or \(T_{\text{max}} < \infty\) and
\[
\lim_{t \to T_{\text{max}}} \|u(t)\|_{L^q_{\gamma}} = \infty. \quad \text{Furthermore,}
\]
\[
\|u(t)\|_{L^q_{\gamma}} \geq C (T_{\text{max}} - t)^{-\frac{N}{2q} - \frac{1}{r}}, \quad \forall \ t \in [0, T_{\text{max}}), \tag{B.3}
\]
where \(C\) is a positive constant.

Remark 16. Unlike in [8], here we do not impose \(q \geq \alpha + 1\). Also, our strategy is different from that of [8]. In fact, we use a method of [53, 2]. Precisely, to prove the local well-posedness in \(L^q_{\gamma}\), we use an auxiliary space \(L^q_{\gamma}\) for some \(r\) as an auxiliary parameter, while in [8] the weight \(\gamma = \frac{l}{\alpha}\) is replaced by a real number \(s\) that is considered as an auxiliary parameter.

Proof of Theorem B.1. (i) Let us define the maps
\[
K_{t,l}(u) = e^{\Delta t} \left( |t| |u|^{\alpha} u \right), \quad t > 0.
\]

By the Hölder inequality and Proposition 3.1 with \(\gamma = \frac{l}{\alpha} = \mu\), \(q_1 = q/(\alpha + 1)\), \(q_2 = q\), for each \(t > 0\) and if \(q > \frac{N(\alpha + 1)}{N - \gamma}, \ q \leq \infty,\) \(K_{t,l} : L^q_{\gamma} \to L^q_{\gamma}\) is locally Lipschitz with
\[
\|K_{t,l}(u) - K_{t,l}(v)\|_{L^q_{\gamma}} \leq C t^{-\frac{N}{2q}} \| |t| |u|^{\alpha} u - |v|^{\alpha} v \|_{L^{q_2}_{\gamma} + L^{q_2}_{\gamma}}.
\]

Proof of Theorem B.1. (i) Let us define the maps
\[
K_{t,l}(u) = e^{\Delta t} \left( |t| |u|^{\alpha} u \right), \quad t > 0.
\]

By the Hölder inequality and Proposition 3.1 with \(\gamma = \frac{l}{\alpha} = \mu\), \(q_1 = q/(\alpha + 1)\), \(q_2 = q\), for each \(t > 0\) and if \(q > \frac{N(\alpha + 1)}{N - \gamma}, \ q \leq \infty,\) \(K_{t,l} : L^q_{\gamma} \to L^q_{\gamma}\) is locally Lipschitz with
\[
\|K_{t,l}(u) - K_{t,l}(v)\|_{L^q_{\gamma}} \leq C t^{-\frac{N}{2q}} \| |t| |u|^{\alpha} u - |v|^{\alpha} v \|_{L^{q_2}_{\gamma} + L^{q_2}_{\gamma}}.
\]
LIFE-SPAN RESULTS

for \( \|u\|_{L^q_t} \leq M \) and \( \|v\|_{L^q_t} \leq M \). We have also, that \( t^{-\frac{N\alpha}{2r}} \in L^{1}_{loc}(0,\infty) \), since \( q > \frac{N}{2} \).

We have also, that \( t^{-N\alpha} \in L^1_{loc}(0,\infty) \), since \( q > q_c = \frac{N}{2(\alpha+1)} \).

Obviously \( t \mapsto \|K_{t,l}(0)\|_{\infty} = 0 \in L^1_{loc}(0,\infty) \), also \( e^{\Delta t} K_{t,l} = K_{t+s,l} \) for \( s, t > 0 \). Then the proof follows by \([53, \text{Theorem 1, p. 279}]\).

(ii) We begin with the observation that, since \( q > q_c \), there exists \( r > q \) satisfying

\[
\frac{1}{q(\alpha + 1)} < \frac{2}{N(\alpha + 1)} < \frac{1}{r}.
\]

This last inequality implies that \( \beta(\alpha + 1) < 1 \), where

\[
\beta = \frac{N}{2q} - \frac{N}{2r}.
\]

We choose \( K > 0, T > 0, M > 0 \) such that

\[
K + CM^{\alpha+1} T^{1 - \frac{N\alpha}{2r}} \leq M,
\]

where \( C \) is a positive constant given below. We will show that there exists a unique solution \( u \) of \((A.3)\) such that \( u \in C([0,T], L^q_t(\mathbb{R}^N)) \) and \( u \in C((0,T], L^r_\gamma(\mathbb{R}^N)) \) with

\[
\|u\| = \max \left[ \sup_{t \in [0,T]} \|u(t)\|_{L^q_t}, \sup_{t \in (0,T]} t^\beta \|u(t)\|_{L^r_\gamma} \right] \leq M.
\]

The proof is based on a contraction mapping argument in the set

\[
Y^{q,\gamma}_{M,T} = \{ u \in C([0,T], L^q_t(\mathbb{R}^N)) \cap C((0,T], L^r_\gamma(\mathbb{R}^N)) : \|u\| \leq M \}.
\]

Endowed with the metric \( d(u,v) = \|u - v\| \), \( Y^{q,\gamma}_{M,T} \) is a nonempty complete metric space. We note that for \( u_0 \in L^q_t \) we have

\[
\|e^{\Delta t} u_0\|_{L^q_t} \leq C t^{-\frac{N\alpha}{2r}} \|u_0\|_{L^q_t} = C t^{-\beta} \|u_0\|_{L^q_t}.
\]

The condition on initial data \( \|u_0\|_{L^q_t} \leq K \) implies that \( t^\beta \|e^{\Delta t} u_0\|_{L^q_t} \leq K \). We will show that

\[
F_{u_0} u(t) = e^{\Delta t} u_0 + \int_0^t e^{(t-\sigma)\Delta} [\cdot |u(\sigma)|^\alpha u(\sigma)] d\sigma.
\]

is a strict contraction on \( Y^{q,\gamma}_{M,T} \).
Using Proposition 3.1, that is the boundedness of the map \(e^{t\Delta} : L^q_\gamma \rightarrow L^r_\gamma\), for the first term and the boundedness of the map \(e^{t\Delta} : L^q_\gamma \rightarrow L^r_\gamma\), for the second term, we have

\[
\|F_\varphi(u)(t) - F_\psi(v)(t)\|_{L^q_\gamma} \leq \|e^{t\Delta}(\varphi - \psi)\|_{L^q_\gamma} + C t^{\frac{3}{2}} \int_0^t \|e^{(t-s)\Delta}[|u|^\alpha u(s) - |v|^\alpha v(s)]\|_{L^q_\gamma} ds
\]

where \(C_1 = 2(\alpha + 1)C \int_0^1 (1 - \sigma)^{-\frac{N\alpha}{2q}} \sigma^{-\beta(\alpha+1)} d\sigma < \infty\).

Using [8, Lemma 2.1] that is the boundedness of the map \(e^{t\Delta} : L^q_\gamma \rightarrow L^r_\gamma\), for the first term and Proposition 3.1, the boundedness of the map \(e^{t\Delta} : L^q_\gamma \rightarrow L^r_\gamma\), for the second term, we have

\[
\|F_\varphi(u)(t) - F_\psi(v)(t)\|_{L^q_\gamma} \leq \|e^{t\Delta}(\varphi - \psi)\|_{L^q_\gamma} + C t^{\frac{3}{2}} \int_0^t \|e^{(t-s)\Delta}[|u|^\alpha u(s) - |v|^\alpha v(s)]\|_{L^q_\gamma} ds
\]

where \(C_2 = 2(\alpha + 1)C \int_0^1 (1 - \sigma)^{-\frac{N\alpha}{2q}} \sigma^{-\beta(\alpha+1)} d\sigma < \infty\).

From the above estimates, it follows that

\[
d(F_\varphi(u), F_\psi(v)) \leq \|\varphi - \psi\|_{L^q_\gamma} + C M^\alpha T^{1-\frac{N\alpha}{2q}} d(u,v),
\]

where \(C = \max(C_1, C_2)\). The rest of the proof follows similarly as that of Theorem 4.1 and as in [2]. This completes the proof. \(\square\)

Theorem B.1 allows us to obtain the following.

**Corollary B.2** (Hénon parabolic equations). Let \(N \geq 1\), \(\alpha > 0\), \(0 < l < N\alpha\). If \(\varphi \in L^q_\gamma(\mathbb{R}^N)\), where

\[
\gamma = \frac{l}{\alpha} < N, \quad q > \frac{N\alpha}{2} \quad \text{and} \quad \frac{N}{N - \gamma} < q \leq \infty,
\]

then the life-span of (A.3) with initial data \(\lambda \varphi\) satisfies

\[
T_{\text{max}}(\lambda \varphi) \geq C(\lambda \|\varphi\|_{L^q_\gamma})^{-\left(\frac{l}{\alpha} - \frac{N\alpha}{2q}\right)^{-1}},
\]

for all \(\lambda > 0\), where \(C = C(\alpha, q, l, N)\).
Remark 17.

1) We see that \( l \) has no effect on the lower bound of the life span. This is because blow up may not occur at the origin nor at \(|x|\) infinite.

2) Corollary B.2 is totally new for \( q < \infty \).

Proof of Corollary B.2. The proof follows using (B.6) and is similar to that of Theorem 1.1. \( \square \)

In the case of initial data in \( L^q(\mathbb{R}^N) \cap L^q_\gamma(\mathbb{R}^N) \) we have the following result which generalizes that of [52] known for \( q = \infty \).

**Theorem B.3** (Local well-posedness in \( L^q \cap L^q_\gamma \)). Let \( N \geq 1 \) be an integer, \( \alpha > 0 \) and \( l > 0 \) be such that

\[
0 < \gamma := \frac{l}{\alpha} < N.
\]

Let \( q_c \) be given by (B.1). Then we have the following.

(i) Equation (A.3) is locally well-posed in \( L^\infty(\mathbb{R}^N) \cap L^\infty_\gamma(\mathbb{R}^N) \). More precisely, given \( u_0 \in L^\infty(\mathbb{R}^N) \cap L^\infty_\gamma(\mathbb{R}^N) \), there exist \( T > 0 \) and a unique solution \( u \in C([0, T]; L^\infty(\mathbb{R}^N) \cap L^\infty_\gamma(\mathbb{R}^N)) \) of (A.3) and \( u \) satisfies

\[
\lim_{t \to 0} \|u(t) - e^{t\Delta}u_0\|_{L^\infty \cap L^\infty_\gamma(\mathbb{R}^N)} = 0.
\]

Moreover, \( u \) can be extended to a maximal interval \((0, T_{\max})\) such that either \( T_{\max} = \infty \) or \( T_{\max} < \infty \) and

\[
\lim_{t \to T_{\max}} (\|u(t)\|_\infty + \|u(t)\|_{L^\infty_\gamma}) = \infty.
\]

(ii) If \( q \) is such that

\[
q > \frac{N(\alpha + 1)}{N - \gamma}, \quad q > q_c \quad \text{and} \quad q < \infty,
\]

then equation (A.3) is locally well-posed in \( L^q(\mathbb{R}^N) \cap L^q_\gamma(\mathbb{R}^N) \). More precisely, given \( u_0 \in L^q(\mathbb{R}^N) \cap L^q_\gamma(\mathbb{R}^N) \), there exist \( T > 0 \) and a unique solution \( u \in C([0, T]; L^q(\mathbb{R}^N) \cap L^q_\gamma(\mathbb{R}^N)) \) of (A.3). Moreover, \( u \) can be extended to a maximal interval \([0, T_{\max})\) such that either \( T_{\max} = \infty \) or \( T_{\max} < \infty \) and

\[
\lim_{t \to T_{\max}} (\|u(t)\|_q + \|u(t)\|_{L^q_\gamma}) = \infty.
\]

(iii) Assume that \( q > q_c \) with \( \frac{N}{N - \gamma} < q \leq \infty \). It follows that equation (A.3) is locally well-posed in \( L^q(\mathbb{R}^N) \cap L^q_\gamma(\mathbb{R}^N) \) as in part (ii) except that uniqueness is guaranteed only among functions \( u \in C([0, T]; L^q(\mathbb{R}^N) \cap L^q_\gamma(\mathbb{R}^N)) \) which also verify \( t^{\frac{N}{q} - \frac{1}{q}} \|u(t)\|_{L^q} \), \( t^{\frac{N}{q} - \frac{1}{q}} \|u(t)\|_r \) are bounded on \((0, T]\), where \( r \) is as above (we replace \([0, T] \) by \((0, T]\) if \( q = \infty \) and \( u \) satisfies \( \lim_{t \to 0} \|u(t) - e^{t\Delta}u_0\|_{L^\infty \cap L^\infty_\gamma(\mathbb{R}^N)} = 0 \)). Moreover, \( u \) can be extended to a maximal interval \([0, T_{\max})\) such that either \( T_{\max} = \infty \) or \( T_{\max} < \infty \) and

\[
\lim_{t \to T_{\max}} (\|u(t)\|_q + \|u(t)\|_{L^q_\gamma}) = \infty.
\]

Furthermore,

\[
\|u(t)\|_{L^q \cap L^q_\gamma} \geq C(T_{\max} - t)^{\frac{N}{2q} - \frac{1}{q}}, \quad \forall \ t \in [0, T_{\max}), \quad \text{(B.10)}
\]

where \( C \) is a positive constant.

Proof of Theorem B.3. We will just give the new elements of the proof.

(i)-(ii) By the Hölder inequality and Proposition 3.1 with \( \gamma = \frac{l}{\alpha} = \mu \), \( q_1 = q/((\alpha + 1) \), \( q_2 = q \), for each \( t > 0 \) and if \( q > \frac{N(\alpha + 1)}{N - \gamma} \), \( q \leq \infty \), \( K_{l, t} : L^q \cap L^q_\gamma \to L^q \cap L^q_\gamma \) is locally Lipschitz and, since
where $C$ is a positive constant given below. We will show that there exists a unique solution $u$ of (A.3) such that $u \in C \left( [0, T]; L^q(\mathbb{R}^N) \cap L^r_\gamma(\mathbb{R}^N) \right)$ and $u \in C \left( [0, T]; L^r(\mathbb{R}^N) \cap L^r_\gamma(\mathbb{R}^N) \right)$ with

$$
\|u\| = \max \left[ \sup_{t \in [0, T]} \|u(t)\|_q, \sup_{t \in [0, T]} \|u(t)\|_{L^q_\gamma}, \sup_{t \in [0, T]} t^{\frac{\beta}{2}} \|u(t)\|_{L^r_\gamma}, \sup_{t \in [0, T]} t^{\frac{\beta}{2}} \|u(t)\|_r \right] \leq M.
$$

The proof is based on a contraction mapping argument in the set

$$
Y^q_\gamma_{M,T} = \{ u \in C \left( [0, T]; L^q(\mathbb{R}^N) \cap L^r_\gamma(\mathbb{R}^N) \right) \cap C \left( [0, T]; L^r(\mathbb{R}^N) \cap L^r_\gamma(\mathbb{R}^N) \right) : \|u\| \leq M \}.
$$

Endowed with the metric $d(u, v) = \|u - v\|$, $Y^q_\gamma_{M,T}$ is a nonempty complete metric space. We note that for $u_0 \in L^q$,

$$
\|e^{t\Delta} u_0\|_q \leq C t^{-\frac{N(\frac{\alpha}{2} + 1)}{2}} \|u_0\|_q = C t^{-\frac{\beta}{2}} \|u_0\|_q.
$$

The condition on initial data $\max(\|u_0\|_q, \|u_0\|_{L^q_\gamma}) \leq K$ implies that $t^{\frac{\beta}{2}} \|e^{t\Delta} u_0\|_{L^q_\gamma} \leq K$, $t^{\frac{\beta}{2}} \|e^{t\Delta} u_0\|_{L^r_\gamma} \leq K$. We will show that $\mathcal{F}_{u_0}$ defined in (2.11) is a strict contraction on $Y^q_\gamma_{M,T}$. Using Proposition 3.1, that is $e^{t\Delta} : L^q \rightarrow L^r$, for the first term and $e^{t\Delta} : L^r_\gamma \rightarrow L^r$, for the second term, we have

$$
t^\beta \|\mathcal{F}_\varphi(u)(t) - \mathcal{F}_\psi(v)(t)\|_r \leq t^\beta \|e^{t\Delta}(\varphi - \psi)\|_r + t^\beta \int_0^t \|e^{(t-s)\Delta}[\cdot](|u|^{\alpha} u(s) - |v|^{\alpha} v(s))]\|_r \, ds,
$$

$$
\leq \|\varphi - \psi\|_q + C t^{\beta} \int_0^t (t-s)^{-\frac{N(\alpha+1)}{2}} \|\cdot|^{\alpha}\gamma(|u|^{\alpha} u(s) - |v|^{\alpha} v(s))]\|_r \, ds,
$$

$$
\leq \|\varphi - \psi\|_q + (2(\alpha + 1)CM^{\alpha} t^{\beta} \int_0^t (t-s)^{-\frac{N\alpha}{2r}} s^{-\beta(\alpha+1)} ds) \|u, v\|
$$

$$
\leq \|\varphi - \psi\|_q + (2(\alpha + 1)CM^{\alpha} t^{\beta - \frac{N\alpha}{2r}} \int_0^1 (1-s)^{-\frac{N\alpha}{2r}} s^{-\beta(\alpha+1)} ds) \|u, v\|
$$

$$
\leq \|\varphi - \psi\|_{L^q} + C_3 M^{\alpha} T^{\beta - \frac{N\alpha}{2r}} \|u, v\|,
$$

where $C_3 = 2(\alpha + 1)C \int_0^1 (1-s)^{-\frac{N\alpha}{2r}} s^{-\beta(\alpha+1)} ds < \infty.$
Using Proposition 3.1, that is $e^{t\Delta} : L^q \to L^q$, for the first term and $e^{t\Delta} : L^{\frac{r}{r-1}} \to L^q$, for the second term, we have

$$
\|\mathcal{F}_\varphi(u)(t) - \mathcal{F}_{\psi}(v)(t)\|_q \leq \|e^{t\Delta}(\varphi - \psi)\|_q + \int_0^t \|e^{(t-s)\Delta}|\begin{pmatrix} u^\alpha u(s) - |v|^\alpha v(s) \end{pmatrix}\|_q ds
\leq \|\varphi - \psi\|_q + C \int_0^t (t-s)^{-\frac{N}{2}\alpha\gamma}\||u|^\alpha u(s) - |v|^\alpha v(s)\|_\frac{q}{\alpha+1}\|ds
\leq \|\varphi - \psi\|_q + (2\alpha + 1)CM^\alpha \int_0^t (t-s)^{-\frac{N}{2}\alpha\gamma} s^{-\beta(\alpha+1)} ds d(u,v)
\leq \|\varphi - \psi\|_q + (2\alpha + 1)CM^\alpha t^{1-\frac{N\alpha}{2\gamma}} \int_0^1 (1-\sigma)\left|\left(\frac{\alpha+1}{\beta}\right)\frac{\sigma}{\frac{N\alpha}{2\gamma}}\right| d(u,v)
\leq \|\varphi - \psi\|_{L^q} + C_4 M^\alpha T^{1-\frac{N\alpha}{2\gamma}} d(u,v).
$$

where $C_4 = (2\alpha + 1)C \int_0^1 (1-\gamma)^{-\frac{N}{2}\alpha\gamma}\sigma^{-\beta(\alpha+1)} d\sigma < \infty$. From the above estimates, it follows that

$$
d(\mathcal{F}_\varphi(u), \mathcal{F}_\psi(v)) \leq \|\varphi - \psi\|_{L^q} + C M^\alpha T^{1-\frac{N\alpha}{2\gamma}} d(u,v),
$$

(12.12)

where $C = \max(C_1, C_2, C_3, C_4)$. The rest of the proof follows similarly as above and as in [2]. $\square$

We have also the following result.

**Proposition B.4.** Let $\alpha > 0$ and let $0 < \gamma := l/\alpha < N$. Assume the hypotheses of Theorem B.3. Let $T_{\max}(\varphi, L^q \cap L^q)$ denotes the existence time of the maximal solution of (A.3) with initial data $\varphi \in L^q \cap L^q$. Then we have the following.

(i) If $\varphi \in L^q \cap L^q$, then for $t \in (0, T_{\max}(\varphi, q))$, $u(t) \in L^\infty \cap L^\gamma$.

(ii) If $\varphi \in L^q \cap L^q \cap L^q \cap L^q$, $\frac{N}{N-\gamma} < q < p \leq \infty$ and $q > q_c$. Then $T_{\max}(\varphi, L^p \cap L^p) = T_{\max}(\varphi, L^q \cap L^q)$.

**Proof.** (i) Let $\varphi \in L^q(\mathbb{R}^N)$, $q > q_c$, and $q > \frac{N}{N-\gamma}$. Let $r$ and $\beta$ be as above and (B.5). Let $p$ be such that $r < p \leq \infty$. Hence $p > q$,

$$
0 \leq \frac{1}{p} < \frac{\gamma}{N} + \frac{\alpha+1}{r} < 1, \quad \frac{1}{p} < \frac{\gamma}{N} + \frac{1}{q} < 1,
$$

and for $0 < T < T_{\max}(\varphi, q)$, we have

$$
\|u(t)\|_p \leq \|e^{t\Delta} u\|_p + C \int_0^t (t-\sigma)^{-\frac{N}{2}\frac{\alpha+1}{\beta} - \frac{1}{p}} \|u(\sigma)\|_{L^q}^\alpha \|u(\sigma)\|_r d\sigma
\leq (4\pi)^t \frac{\frac{\alpha+1}{\beta} - \frac{1}{p}}{\frac{\alpha+1}{\beta} - \frac{1}{p}} \|\varphi\|_q + Ct^{1-\frac{N}{2}\frac{\alpha+1}{\beta} - \beta(\alpha+1)} \sup_{s \in (0, T)} \left(s^{\beta\alpha}\|u(s)\|_{L^q}^\alpha\right) \times \sup_{s \in (0, T)} \left(s^{\beta}\|u(s)\|_r\right) \int_0^1 (1-\sigma)^{-\frac{N}{2}\frac{\alpha+1}{\beta} - \frac{1}{p}} \sigma^{-\beta(\alpha+1)} d\sigma
\leq (4\pi)^t \frac{\frac{\alpha+1}{\beta} - \frac{1}{p}}{\frac{\alpha+1}{\beta} - \frac{1}{p}} \|\varphi\|_q + M^{\alpha+1} Ct^{1-\frac{N}{2}\frac{\alpha+1}{\beta} - \frac{1}{p}} \int_0^1 (1-\sigma)^{-\frac{N}{2}\frac{\alpha+1}{\beta} - \frac{1}{p}} \sigma^{-\beta(\alpha+1)} d\sigma.
$$
Also,
\[
\|u(t)\|_{L^p_t} \leq \|e^{t \Delta} \varphi\|_{L^p_t} + C \int_0^t (t - \sigma)^{-\frac{N}{2} \left(\frac{1}{q} - \frac{1}{p}\right)} \|u(\sigma)\|_{L^p_t}^{\alpha + 1} d\sigma
\]
\[
\leq Ct^{-\frac{N}{2} \left(\frac{1}{q} - \frac{1}{p}\right)} \|\varphi\|_{L^q_t} + Ct^{-\frac{N}{2} \left(\frac{1}{q} - \frac{1}{p}\right)} \beta(\alpha + 1) \sup_{s \in (0, T]} \left(s^{\beta(\alpha + 1)} \|u(s)\|_{L^p_t}^{\alpha + 1}\right) \times
\]
\[
\int_0^1 (1 - \sigma)^{-\frac{N}{2} \left(\frac{1}{q} - \frac{1}{p}\right)} \sigma^{-\beta(\alpha + 1)} d\sigma.
\]
Since \(r > q > q_c\), it follows that if
\[
\frac{\alpha + 1}{r} - \frac{2}{N} < \frac{1}{p} < \frac{1}{r},
\]
then \(u(t)\) is in \(L^p \cap L^q_t\) for all \(t \in (0, T_{\text{max}}(\varphi, q))\). The result for general \(p > q\) follows by iteration. Hence \(u(t)\) is in \(L^\infty \cap L^\infty_t\), for \(t \in (0, T_{\text{max}}(\varphi, q))\).

(ii) Follows as in Proposition 4.2. This finishes the proof of the proposition. \(\square\)

Theorem B.3 and inequality (B.11) allow us to obtain that under the same hypotheses of Corollary B.2 if \(\varphi \in L^q(\mathbb{R}^N) \cap L^q_t(\mathbb{R}^N)\) then the life-span of (A.1) with initial data \(\lambda \varphi\) satisfies
\[
T_{\text{max}}(\lambda \varphi) \geq C \left(\lambda \|\varphi\|_{L^q} \wedge L^q\right)^{-\frac{1}{2} + 1},
\]
for all \(\lambda > 0\), which gives a power of \(\lambda\) not depending on \(l\), unlike the case \(l < 0\).

APPENDIX C. THE HARDY-HÉNON EQUATIONS WITH DECAYING INITIAL DATA

In this part of the appendix, we investigate lower bound estimates for life-span for the solutions of the equation (A.1) with initial data having some decay. As in Section 4, we work in \(L^q_t\) with \(\gamma > 0\), \(\gamma > l/\alpha\). This allows us to obtain a lower bound of the life span for initial data having more decay than \(l/\alpha\), if \(l > 0\). We consider the Duhamel formulation of (A.1)-(A.2), that is the equation (A.3) and suppose that
\[
N \geq 1, \alpha > 0, -\min(2, N) < l < N\alpha.
\]
Let \(\gamma\) be such that
\[
0 < \gamma < N, \frac{1}{\alpha} < \gamma < \frac{2 + l}{\alpha}
\]
and \(q\) satisfying
\[
\frac{N}{N - \gamma} < q \leq \infty, q > \frac{N\alpha}{2 + l - \gamma\alpha} =: q_c(\gamma, l).
\]
\(q_c(\gamma, l)\) is the critical exponent of (A.1) for initial data in \(L^q_t\). The condition (C.3) can be reformulated as follows:
\[
\frac{\gamma}{N} \leq \frac{1}{q} + \frac{\gamma}{N} < \frac{N\alpha}{2q} + \frac{\gamma\alpha}{2} - \frac{l}{2} < 1.
\]
Let \(0 < \nu < \gamma\) be such that
\[
\frac{\gamma + l}{\alpha + 1} < \nu < \frac{N + l}{\alpha + 1}.
\]
Hence, using (C.1) and (C.2), we have
\[
\frac{l}{\alpha} < \nu < \gamma, \quad 0 < \nu < \nu(\alpha + 1) - l < N, \quad 0 < \gamma < \nu(\alpha + 1) - l < N.
\]

Let now \( r > q \) be such that
\[
\frac{1}{q(\alpha + 1)} - \frac{\nu(\alpha + 1) - l - \gamma}{N(\alpha + 1)} < \frac{1}{r} < \frac{N - \nu(\alpha + 1) + l}{N(\alpha + 1)}.
\]
This is possible by (C.3). Hence, we have
\[
\frac{1}{r} < \frac{\alpha + 1}{r} + \frac{\nu(\alpha + 1) - l - \nu}{N} < \frac{\alpha + 1}{r} + \frac{\nu(\alpha + 1) - l}{N} < 1,
\]
\[
\frac{1}{q} < \frac{\alpha + 1}{r} + \frac{\nu(\alpha + 1) - l - \gamma}{N} < \frac{\alpha + 1}{r} + \frac{\nu(\alpha + 1) - l}{N} < 1.
\]

That is, by [8, Lemma 2.1] \( e^{t\Delta} : L^q_\gamma \to L^q_\gamma \), is bounded and we may apply Proposition 3.1, so that the maps \( e^{t\Delta} : L^q_\gamma \to L^q_\nu \), \( e^{t\Delta} : L^q_\nu(\alpha + 1) \to L^q_\gamma \) and \( e^{t\Delta} : L^q_\nu(\alpha + 1) \to L^q_\nu \) are bounded.

Let us introduce
\[
\tilde{\beta}_l = \frac{N}{2} \left( \frac{1}{q} - \frac{1}{r} \right) + \frac{\gamma - \nu}{2}.
\]
Hence
\[
\tilde{\beta}_l > \frac{\gamma - \nu}{2} > 0.
\]

We have,
\[
\tilde{\beta}_l(\alpha + 1) = \frac{N}{2} \left( \frac{\alpha + 1}{q} - \frac{\alpha + 1}{r} \right) + (\alpha + 1) \frac{\gamma - \nu}{2}
\leq \frac{N}{2} \left( \frac{\alpha + 1}{q} - \frac{1}{q} + \frac{\nu(\alpha + 1) - l - \gamma}{N} \right) + (\alpha + 1) \frac{\gamma - \nu}{2}
= \frac{N\alpha}{2q} + \frac{\alpha \gamma}{2} - \frac{l}{2} < 1.
\]

We also have
\[
\frac{N\alpha}{2r} + \frac{\nu \alpha}{2} - \frac{l}{2} < \frac{N\alpha}{2q} + \frac{\gamma \alpha}{2} - \frac{l}{2} < 1,
\]
\[
\frac{N}{2} \left( \frac{\alpha + 1}{r} - \frac{1}{q} \right) + \frac{\nu(\alpha + 1) - l - \gamma}{2} < \frac{N\alpha}{2r} + \frac{\nu \alpha}{2} - \frac{l}{2} < 1.
\]
These last three estimates are crucial to the local existence argument below. We note that if \( l > 0 \), we may take \( \nu(\alpha + 1) - l = \gamma \), \( r = (\alpha + 1)q \). With the above choice of the parameters, we can show the following local well-posedness result.

**Theorem C.1.** Let \( N \geq 1 \) be an integer, \( \alpha > 0 \), \( -\min(2, N) < l \) and
\[
\frac{l}{N} < \alpha. \tag{C.4}
\]
Let \( \gamma \) be satisfying (C.2) and \( q(\gamma, l) \) be given by (C.3). Then we have the following.
(i) If $\gamma(\alpha + 1) < N + l$ and $q$ is such that

$$q > \frac{N(\alpha + 1)}{N + l - \gamma(\alpha + 1)}, \quad q > q_c(\gamma, l) \quad \text{and} \quad q \leq \infty,$$

then equation (A.3) is locally well-posed in $L^q_t(\mathbb{R}^N)$. More precisely, given $u_0 \in L^q_t(\mathbb{R}^N)$, then there exist $T > 0$ and a unique solution $u \in C([0, T]; L^q_t(\mathbb{R}^N))$ of (A.3) (we replace $[0, T]$ by $(0, T]$ if $q = \infty$ and $u$ satisfies $\lim_{t \to 0} \|u(t) - e^{t\Delta}u_0\|_{L^\infty(\mathbb{R}^N)} = 0$). Moreover, $u$ can be extended to a maximal interval $[0, T_{\text{max}})$ such that either $T_{\text{max}} = \infty$ or $T_{\text{max}} < \infty$ and $\lim_{t \to T_{\text{max}}} \|u(t)\|_{L^q_t} = \infty$.

(ii) Assume that $q > q_c(\gamma, l)$ with $\frac{N}{N-\gamma} < q \leq \infty$. It follows that equation (A.3) is locally well-posed in $L^q_t(\mathbb{R}^N)$ as in part (i) except that uniqueness is guaranteed only among functions $u \in C([0, T]; L^q_t(\mathbb{R}^N))$ which also verify $t^{\beta_2} \|u(t)\|_{L^\infty_t}$, is bounded on $(0, T]$, where $r$ and $\nu$ are as above (we replace $[0, T]$ by $(0, T]$ if $q = \infty$ and $u$ satisfies $\lim_{t \to 0} \|u(t) - e^{t\Delta}u_0\|_{L^\infty(\mathbb{R}^N)} = 0$). Moreover, $u$ can be extended to a maximal interval $[0, T_{\text{max}})$ such that either $T_{\text{max}} = \infty$ or $T_{\text{max}} < \infty$ and $\lim_{t \to T_{\text{max}}} \|u(t)\|_{L^q_t} = \infty$. Furthermore,

$$\|u(t)\|_{L^q_t} \geq C(T_{\text{max}} - t)^{\frac{N}{2} + \frac{q}{2} - \frac{2(q - 1)\alpha}{N}}, \quad \forall \, t \in \{0, T_{\text{max}}\},$$

(C.5)

where $C$ is a positive constant.

**Proof.** (i) Using the inequality (4.4), and Proposition 3.1 that $e^{t\Delta} : L^{\frac{q}{\alpha + 1}}((\alpha + 1)\gamma - l) \to L^q_t$ is bounded, for each $t > 0$ we have that $K_{t, l} : L^q_t \to L^q_t$ is locally Lipschitz with

$$\|K_{t, l}(u) - K_{t, l}(v)\|_{L^q_t} \leq C t^{\frac{N}{2} \frac{\alpha + 1}{q} - \frac{l}{2}} \|u\|_{L^q_t}^{\alpha \frac{q}{\alpha + 1}} - \|v\|_{L^q_t}^{\alpha \frac{q}{\alpha + 1}} + \|v\|_{L^q_t}^{\alpha \frac{q}{\alpha + 1}} - \|u\|_{L^q_t}^{\alpha \frac{q}{\alpha + 1}} + \|u\|_{L^q_t}^{\alpha \frac{q}{\alpha + 1}} - \|v\|_{L^q_t}^{\alpha \frac{q}{\alpha + 1}}$$

for $\|u\|_{L^q_t} \leq M$ and $\|v\|_{L^q_t} \leq M$. The rest of the proof is similar to that of Theorems 4.1 and B.1.

(ii) For $u_0 \in L^q_t$ we have $\|e^{t\Delta}u_0\|_{L^q_t} \leq C t^{-\frac{N}{2} \frac{\alpha + 1}{q} - \frac{l}{2} - \frac{\alpha q}{N}} \|u_0\|_{L^q_t} = Ct^{-\tilde{\beta}_1} \|u_0\|_{L^q_t}$. We choose $K > 0$, $T > 0$, $M > 0$ such that

$$K + CM^{\alpha + 1}T^{-\frac{N}{2} \frac{\alpha + 1}{q} - \frac{l}{2} - \frac{\alpha q}{N}} \leq M,$$

(C.6)

where $C$ is a positive constant. We will show that there exists a unique solution $u$ of (A.3) such that $u \in C([0, T]; L^q_t(\mathbb{R}^N))$ and $u \in C((0, T]; L^\infty_t(\mathbb{R}^N))$ with

$$\|u\| = \max \left[ \sup_{t \in [0, T]} \|u(t)\|_{L^q_t}, \sup_{t \in (0, T]} t^{\tilde{\beta}_1} \|u(t)\|_{L^\infty_t} \right] \leq M.$$

The proof is based on a contraction mapping argument in the set

$$Y^{q, \gamma}_{M, T} = \{u \in C([0, T]; L^q_t(\mathbb{R}^N)) \cap C((0, T]; L^\infty_t(\mathbb{R}^N)) : \|u\| \leq M\}.$$
Endowed with the metric 
\[ d(u, v) = \|u - v\|, \] 
\( Y_{M,T}^{q,\gamma} \) is a nonempty complete metric space. We consider 
\( u_0 \) such that \( \|u_0\|_{L^\gamma_T} \leq K \) and we estimate as follows:

\[
\tilde{v} \tilde{t} \| \mathcal{F}_{u_0} u(t) \|_{L^\gamma_T} \leq \tilde{v} \tilde{t} \| e^{\Delta} u_0 \|_{L^\gamma_T} + \tilde{v} \tilde{t} \int_0^t \| e^{(t - \sigma)\Delta} \left[ \| \cdot \|_{u(\sigma)}^{\alpha} u(\sigma) \right] \|_{L^\gamma_T} d\sigma \\
\leq K + C \tilde{t} \tilde{t} \int_0^t (t - \sigma)^{-\frac{N_\alpha}{2q} - \frac{\nu(l + 1) - \nu}{2}} \cdot |\nu(l + 1)| u(\sigma) \|_{r/(\nu + 1)} d\sigma \\
= K + C \tilde{t} \tilde{t} \int_0^t (t - \sigma)^{-\frac{N_\alpha}{2q} - \frac{\nu}{2} + \frac{l}{2} \sigma - \tilde{\beta}_l(\nu + 1)} d\sigma \\
\leq K + C M^{\alpha + 1} \tilde{t} \tilde{t} \int_0^t (t - \sigma)^{-\frac{N_\alpha}{2q} - \frac{\nu}{2} + \frac{l}{2} \sigma - \tilde{\beta}_l(\nu + 1)} d\sigma \\
\leq K + C M^{\alpha + 1} T^{1 - \frac{N_\alpha}{2q} - \frac{\nu}{2} + \frac{l}{2}} \int_0^1 (1 - \sigma)^{-\frac{N_\alpha}{2q} - \frac{\nu}{2} + \frac{l}{2} \sigma - \tilde{\beta}_l(\nu + 1)} d\sigma,
\]

and similarly for the contraction. The other estimates can be handled similarly as above, see also [2]. So we omit the details. This completes the proof of Theorem C.1.

\[ \square \]

**Remark 18.**

1) We can take \( \gamma = \max(0, \frac{l}{r}) \) in Theorem C.1 as well as \( l = 0 \), it is then a generalization of Theorems 4.1 and B.1.

2) See [8, Theorem 1.13] for related results. The range of the values of \( q \) in (ii) are larger than in [8], while (i) is essentially contained in [8] which we give for completeness. Also the methods are different. In fact, we work in an auxiliary space \( L^r_{\nu} \), for some \( r \) and \( \nu \) while in [8] some auxiliary spaces \( L^2_\nu \) for some \( \nu \) but \( q \) is fixed are considered.

3) If \( q = \infty \) we may replace \( L^\infty_\nu \) by the space obtained by the closure, with respect to the \( L^\infty_\nu \)-topology, of \( \mathcal{D}(\mathbb{R}^N) \), the space of compactly supported \( C^\infty(\mathbb{R}^N) \) functions. For initial data in this sub-space of \( L^\infty_\nu \) the result holds on \([0, T] \) instead of \((0, T)\).

4) Using argument of [3], we can show that uniqueness in the part (ii) of Theorem C.1 holds in \( u \in C([0, T]; L^q_\nu(\mathbb{R}^N)) \cap C((0, T]; L^r_\nu(\mathbb{R}^N)) \).

Theorem C.1 gives the following.

**Corollary C.2** (Hénon parabolic equations with decaying initial data). Let \( N \geq 1 \) be an integer, \( \alpha > 0 \) and \( -\min(2, N) < l < N \alpha \). If \( \varphi \in L^q_\nu(\mathbb{R}^N) \), where

\[
0 < \gamma < N, \quad \frac{1}{\alpha} < \gamma < \frac{2 + l}{\alpha},
\]

\[
\frac{\gamma}{N} \leq \frac{1}{q} + \frac{\gamma}{N} < 1, \quad \frac{N \alpha}{2q} + \frac{\gamma \alpha}{2} - \frac{l}{2} < 1.
\]

Then the life-span of (A.3) with initial data \( \lambda \varphi \) satisfies

\[
T_{\max}(\lambda \varphi) \geq C \left( \lambda \| \varphi \|_{L^q_\nu} \right)^{\left( \frac{2q}{2q - (\frac{2 + l}{\alpha})} \right)^{-1}},
\]

for all \( \lambda > 0 \), where \( C = C(\alpha, q, l, \gamma, N) > 0 \) is a constant.
Remark 19.

1) Corollary C.2 answers a problem left open in [40]. In fact, when \( l > 0 \) only exponentially decaying initial data are considered in [40].

2) Similar results, using scaling argument, seems to be proved in [60, 61] for related equations, but only for small \( \lambda, q = \infty \) and positive initial data.

3) If \( \varphi \in L^q \cap L^q_{l_+}, \) or \( \varphi \in L^q_{l_+ / \alpha} \cap L^q_{l_+}, \) where \( l_+ = \max(l, 0) \) then (C.7) is better than (A.6) and (B.9) for \( 0 < \lambda < 1. \)

Proof of Corollary C.2. The proof follows using (C.6) and is similar to that of Theorem 1.1, so we omit the details. \( \square \)

We complement Corollary C.2 by the following upper bound estimates.

**Proposition C.3** (Upper bounds of life-span for Hardy-Hénon equations). Let \( N \geq 1 \) be an integer \( \alpha > 0 \) and \( -\min(2, N) < l. \) Assume that

\[
\frac{l}{N} < \alpha < \frac{2 + l}{N}.
\]

Let \( \omega \in L^\infty(\mathbb{R}^N) \) be homogeneous of degree 0, \( \omega \geq 0 \) and \( \omega \neq 0, \) \( \tilde{\varphi} \) be given by (1.16) and \( \tilde{\tilde{\varphi}} \) be given by (1.20). Let \( 0 < \gamma < N \) be such that

\[
\frac{l}{\alpha} < \gamma,
\]

and \( \varphi \in L^q(\mathbb{R}^N), \) where \( \frac{N}{\gamma} < q \leq \infty. \) Then we have the following.

(i) If \( \varphi \geq \tilde{\varphi} \) then \( T_{\max}(\lambda \varphi) \leq C \lambda^{-\left(\frac{2 + l}{2\alpha} - \frac{1}{2}\right)}^{-1}, \) \( \lambda > 1. \)

(ii) If \( \varphi \geq \tilde{\tilde{\varphi}} \) then \( T_{\max}(\lambda \varphi) \leq C \lambda^{-\left(\frac{2 + l}{2\alpha} - \frac{1}{2}\right)}^{-1}, \) \( 0 < \lambda < 1. \)

To prove Proposition C.3, we use a scaling argument. We recall the definition of the dilation operators \( D_{\mu} \varphi = \varphi(\mu \cdot), \) \( \mu > 0. \) It is clear that if \( u \) is a solution of the equation (A.1) then for any \( \mu > 0, \) \( u_\mu \) is also a solution of (A.1), where \( u_\mu(t, x) = \mu^{\frac{2 + l}{\alpha}} u(\mu^{\alpha} t, \mu x). \) Hence, \( \sigma \) in (6.1) is given by

\[
\sigma = \frac{2 + l}{\alpha}.
\]

So that, for \( \lambda = \mu^{\gamma - \frac{2 + l}{\alpha}}, \) (6.3) reads

\[
\lambda^{-\left[(\frac{2 + l}{2\alpha} - \frac{2}{2})^{-1}\right]} T_{\max}(\lambda \varphi) = T_{\max}(\lambda \mu^{\frac{2 + l}{\alpha}} D_{\mu} \varphi) = T_{\max}(\mu^{\gamma} D_{\mu} \varphi).
\]

Let \( 0 < \gamma < (2 + l)/\alpha. \) Let \( \varphi \) be a nonnegative function, satisfying \( \mu^{\gamma} D_{\mu} \varphi \leq \varphi, \) for some \( \mu > 0. \) Then, since \( \lambda = \mu^{\gamma - \frac{2 + l}{\alpha}}, \) we have by comparison argument (see [52, Theorem 2.4, p. 564]) and (C.9) that

\[
T_{\max}(\lambda \varphi) \geq \lambda^{-\left[(\frac{2 + l}{2\alpha} - \frac{2}{2})^{-1}\right]} T_{\max}(\varphi).
\]

Similarly, if \( \mu^{\gamma} D_{\mu} \varphi \geq \varphi, \) for some \( \mu > 0, \) and \( T_{\max}(\varphi) < \infty, \) we have that

\[
T_{\max}(\lambda \varphi) \leq \lambda^{-\left[(\frac{2 + l}{2\alpha} - \frac{2}{2})^{-1}\right]} T_{\max}(\varphi).
\]
Proof of Proposition C.3. The condition (C.8) implies that $T_{\max}(\lambda \varphi) < \infty$ as well as $T_{\max}(\lambda \tilde{\varphi}) < \infty$, and $T_{\max}(\lambda \tilde{\varphi}) < \infty$, for any $\lambda > 0$. See [41].

(i) By comparison argument it suffices to give the proof for $T_{\max}(\lambda \tilde{\varphi})$. We have that

$$\mu^\gamma D^\mu \tilde{\varphi} \geq \tilde{\varphi}, \mu < 1.$$  

Since $\gamma < (2 + l)/\alpha$ and $\lambda = \mu^{\gamma - \frac{2+l}{\alpha}}$ then $\mu < 1$ is equivalent to $\lambda > 1$. By the above calculations,

$$T_{\max}(\lambda \varphi_1) \leq C \lambda^{-\left(\frac{2+l}{2\alpha} - \frac{2}{\alpha}\right)} , \lambda > 1.$$  

(ii) By comparison argument it suffices to give the proof for $T_{\max}(\lambda \tilde{\varphi})$. We have that

$$\mu^\gamma D^\mu \tilde{\varphi} \geq \tilde{\varphi}, \mu > 1.$$  

Since $\gamma < (2 + l)/\alpha$ and $\lambda = \mu^{\gamma - \frac{2+l}{\alpha}}$ then $\mu > 1$ is equivalent to $\lambda < 1$. Then by the above calculations,

$$T_{\max}(\lambda \tilde{\varphi}) \leq C \lambda^{-\left(\frac{2+l}{2\alpha} - \frac{2}{\alpha}\right)} , \lambda < 1.$$  

This completes the proof of the proposition. \hfill \Box

Remark 20. We may take $q = \infty$ in Proposition C.3. In particular, combining Corollary C.2 and Proposition C.8, we have $T_{\max}(\lambda \tilde{\varphi}) \sim \lambda^{-\left(\frac{2+l}{4\alpha} - \frac{2}{\alpha}\right)}$, as $\lambda \to \infty$, and $T_{\max}(\lambda \tilde{\varphi}) \sim \lambda^{-\left(\frac{2+l}{4\alpha} - \frac{2}{\alpha}\right)}$, as $\lambda \to 0$. This shows that, for large initial data the life-span increases as the power $l$ increases, while, for small initial data the life-span decreases as the power $l$ increases.

References

[1] P. Baras and L. Cohen, Complete blow-up after $T_{\max}$ for the solution of a semilinear heat equation, J. Funct. Anal., 71 (1987), 142–174

[2] B. Ben Slimene, S. Tayachi and F. B. Weissler, Well-posedness, global existence and large time behavior for Hardy-Hénon parabolic equations, Nonlinear Anal., 152 (2017), 116–148.

[3] B. Ben Slimene, Asymptotically self-similar global solutions for Hardy-Hénon parabolic systems, Differ. Equ. Appl., 11 (2019), 439-462.

[4] H. Brezis and T. Cazenave, A nonlinear heat equation with singular initial data, J. Anal. Math., 68 (1996), 277–304.

[5] Y. Cao, Z. Wang and J. Yin, A note on the life span of semilinear pseudo-parabolic equation, Appl. Math. Lett., 98 (2019), 406–410.

[6] T. Cazenave, F. Dickstein, I. Naumkin and F. B. Weissler, Perturbations of self-similar solutions, Dynamics of PDE, 16 (2019), 151-183.

[7] T. Cazenave, F. Dickstein and F. B. Weissler, Universal solutions of the heat equation on $\mathbb{R}^N$, Discrete Contin. Dyn. Systems, 9 (2003), 1105-1132.

[8] N. Chikami, M. Ikeda and K. Taniguchi, Optimal well-posedness and forward self-similar solution for the Hardy-Hénon parabolic equation in critical weighted Lebesgue spaces, Nonlinear Analysis, 222 (2022), 112931.

[9] E. B. Davies, Heat kernels and spectral theory, Cambridge University Press, Cambridge, 1989.

[10] P. L. De Nápoli and I. Drelichman, Weighted convolution inequalities for radial functions, Ann. Mat. Pura Appl. (4), 194 (2015), 167–181.

[11] F. Dickstein, Blowup stability of solutions of the nonlinear heat equation with a large life span, J. Differential Equations, 223 (2006), 303–328.
[12] S. Filippas and A. Tertikas, On similarity solutions of a heat equation with a nonhomogeneous nonlinearity, J. Differential Equations, 165 (2000), 468-492.
[13] Y. Fujishima and K. Ishige, Blow-up for a semilinear parabolic equation with large diffusion on $\mathbb{R}^N$, J. Differential Equations, 250 (2011), 2508-2543.
[14] Y. Fujishima and K. Ishige, Blow-up for a semilinear parabolic equation with large diffusion on $\mathbb{R}^N$. II, J. Differential Equations, 252 (2012), 1835-1861.
[15] H. Fujita, On the blowing up of solutions of the Cauchy problem for $u_t = \Delta u + u^{1+\alpha}$, J. Fac. Sci. Univ. Tokyo Sect. I, 13 (1966), 109–124.
[16] T. Ghoul, An extension of Dickstein’s “small lambda” theorem for finite time blowup, Nonlinear Anal., 74 (2011), 6105–6115.
[17] L. Grafakos, Classical Fourier Analysis, 2nd ed., Graduate texts in Mathematics, Vol. 249, Springer, New York, 2008.
[18] C. F. Gui and X. F. Wang, Life spans of solutions of the Cauchy problem for a semilinear heat equation, J. Differential Equations, 115 (1995), 166–172.
[19] J.-S. Guo, C.-S. Lin and M. Shimojo, Blow-up behavior for a parabolic equation with spatially dependent coefficient, Dynam. Systems Appl. 19 (2010), 415–433.
[20] J.-S. Guo, C.-S. Lin and M. Shimojo, Blow-up for a reaction-diffusion equation with variable coefficient, Appl. Math. Lett. 26 (2013), 150–153.
[21] J.-S. Guo and M. Shimojo, Blowing up at zero points of potential for an initial boundary value problem, Commun. Pure Appl. Anal. 10 (2011), 161–177.
[22] J.-S. Guo and Ph. Souplet, Excluding blowup at zero points of the potential by means of Liouville-type theorems, J. Differential Equations, 265 (2018), 4942–4964.
[23] K. Hisa and K. Ishige, Existence of solutions for a fractional semilinear parabolic equation with singular initial data, Nonlinear Anal., 175 (2018), 108–132.
[24] M. Ikeda and T. Inui, Some non-existence results for the semilinear Schrödinger equation without gauge invariance, J. Math. Anal. Appl., 425 (2015), 758–773.
[25] D. Q. Khai, N. M. Tri, The existence and space-time decay rates of strong solutions to Navier-Stokes equations in weighted $L^\infty(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)$ spaces, Arxiv, Mathematics, Analysis of PDEs, arXiv:1601.01723.
[26] R. A. Kerman, Convolution theorems with weights, Trans. Amer. Math. Soc., 280(1983), 207–219.
[27] T-Y. Lee and W-M. Ni, Global existence, large time behavior and life span of solutions of a semilinear parabolic Cauchy problem, Trans. Amer. Math. Soc., 333 (1992), 365–378.
[28] P. G. Lemarié-Rieusset, Recent developments in the Navier-Stokes problem, Chapman & Hall/CRC Research Notes in Mathematics., 431 (2002), Chapman & Hall/CRC, Boca Raton, FL.
[29] H. A. Levine, Some nonexistence and instability theorems for formally parabolic equations of the form $Pu_t = -Au + f(u)$, Arch. Ration. Mech. Anal., 51(1973), 371–386.
[30] Y. Li, C. Mu and L. Wang, Lifespan and a new critical exponent for a nonlocal parabolic equation with slowly decay initial values, Appl. Anal., 92 (2013), 2618–2629.
[31] M. Majdoub, Well-posedness and blow-up for an inhomogeneous semilinear parabolic equation, Differ. equ. appl., 13 (2021), 85–100.
[32] N. Mizoguchi and E. Yanagida, Blowup and life span of solutions for a semilinear parabolic equation, SIAM J. Math. Anal., 29 (1998), 1434–1446.
[33] N. Mizoguchi and E. Yanagida, Life span of solutions with large initial data in a semilinear parabolic equation, Indiana Univ. Math. J., 50 (2001), 591–610.
[34] N. Mizoguchi and E. Yanagida, Life span of solutions for a semilinear parabolic problem with small diffusion, J. Math. Anal. Appl., 261 (2001), 350–368.
H. Mouajria, S. Tayachi and F. B. Weissler, The heat equation on sectorial domains, highly singular initial values and applications, J. Evol. Equ., 16 (2016), 341–364.

C. E. Mueller and F. B. Weissler, Single point blow-up for a general semilinear heat equation, Indiana Univ. Math. J., 34 (1985), 881–913.

R. O’Neil, Convolution operators and $L(p,q)$ spaces, Duke Math. J., 30 (1963), 129–143.

T. Ozawa and Y. Yamauchi, Life span of positive solutions for a semilinear heat equation with general non-decaying initial data, J. Math. Anal. Appl., 379 (2011), 518–523.

L. E. Payne and S. W. Schaefer, Lower bounds for blow-up time in parabolic problems under Dirichlet conditions, J. Math. Anal. Appl., 328 (2007), 1196-1205.

R. G. Pinsky, The behavior of the life span for solutions to $u_t = \Delta u + a(x)u^p$ in $\mathbb{R}^d$, J. Differential Equations, 147 (1998), 30–57.

Y. W. Qi, The critical exponents of parabolic equations and blow-up in $\mathbb{R}^n$, Proc. Roy. Soc. Edinburgh Sect. A, 128 (1998), 123–136.

R. O’Neil, Convolution operators and $L(p,q)$ spaces, Duke Math. J., 30 (1963), 881–913.

T. Ozawa and Y. Yamauchi, Life span of positive solutions for a semilinear heat equation with general non-decaying initial data, J. Math. Anal. Appl., 379 (2011), 518–523.

L. E. Payne and S. W. Schaefer, Lower bounds for blow-up time in parabolic problems under Dirichlet conditions, J. Math. Anal. Appl., 328 (2007), 1196-1205.

R. G. Pinsky, The behavior of the life span for solutions to $u_t = \Delta u + a(x)u^p$ in $\mathbb{R}^d$, J. Differential Equations, 147 (1998), 30–57.

Y. W. Qi, The critical exponents of parabolic equations and blow-up in $\mathbb{R}^n$, Proc. Roy. Soc. Edinburgh Sect. A, 128 (1998), 123–136.

Ph. Souplet and F. B. Weissler, “Superlinear parabolic problems. Blow-up, global existence and steady states”, Birkhäuser, Basel, 2007.

S. Sato, Life span of solutions with large initial data for a superlinear heat equation, J. Math. Anal. Appl., 343 (2008), 1061–1074.

Ph. Souplet and F. B. Weissler, Self-similar subsolutions and blow-up for nonlinear parabolic equations J. Math. Anal. Appl., 212 (1997), 60–74.

R. Sperb, Growth estimates in diffusion-reaction problems, Arch. Rational Mech. Anal., 75 (1980), 127-145.

X. Y. Tao and Z. B. Fang, Blow-up phenomena for a nonlinear reaction-diffusion system with time dependent coefficients, Comput. Math. Appl., 74 (2017), 2520–2528.

S. Tayachi, Uniqueness and Non-uniqueness of solutions for critical Hardy-Hénon parabolic equations, J. Math. Anal. Appl. 488 (2020), 123976.

S. Tayachi, On the life-span of solutions to nonlinear partial differential evolution equations, in preparation.

S. Tayachi and F. B. Weissler, The nonlinear heat equation with high order mixed derivatives of the Dirac delta as initial values, Trans. Amer. Math. Soc., 366 (2014), 505–530.

S. Tayachi and F. B. Weissler, The Nonlinear Heat Equation involving Highly Singular Initial Values and new blowup and life span results, Journal of Elliptic and Parabolic Equations, 4 (2018), 141–176.

Y. Tsutsui, The Navier-Stokes equations and weak Herz spaces, Adv. Differential Equations, 16 (2011), 1049–1055.

X. Wang, On the Cauchy problem for reaction-diffusion equations, Trans. Amer. Math. Soc., 337 (1993), 549–590.

F. B. Weissler, Semilinear evolution equations in Banach spaces, J. Functional Analysis, 32 (1979), 277–296.

F. B. Weissler, Local existence and nonexistence for semilinear parabolic equations in $L^p$, Indiana Univ. Math. J., 29 (1980), 79–102.

F. B. Weissler, Existence and non-existence of global solutions for a semilinear heat equation Israel J. Math., 38 (1981), 29–40.

F. B. Weissler, $L^p–$Energy and blow-up for a semilinear heat equation, Proceedings of Symposia in Pure Mathematics, 45 (1986), Part 2, 545–551.

M. Yamaguchi and Y. Yamauchi, Life span of positive solutions for a semilinear heat equation with non-decaying initial data, Differential Integral Equations, 23 (2010), 1151–1157.

Y. Yamauchi, Life span of solutions for a semilinear heat equation with initial data having positive limit inferior at infinity, Nonlinear Anal., 74 (2011), 5008–5014.
[59] C. Yang, Y. Cao and S. Zheng, *Second critical exponent and life span for pseudo-parabolic equation*, J. Differential Equations, 253 (2012), 3286–3303.

[60] Z. Li and W. Du, *Life span and secondary critical exponent for degenerate and singular parabolic equations*, Annali di Matematica, 103 (2014), 501-515.

[61] Z. Li and W. Du, *Cauchy problems of pseudo-parabolic equations with inhomogeneous terms*, Z. Angew. Math. Phys., 66 (2015), 3181–3203.

Slim Tayachi  
Université de Tunis El Manar, Faculté des Sciences de Tunis, Département de Mathématiques, Laboratoire Équations aux Dérivées Partielles LR03ES04, 2092 Tunis, Tunisia  
e-mail: slim.tayachi@fst.rnu.tn

Fred B. Weissler  
Université Sorbonne Paris Nord, CNRS UMR 7539 LAGA, 99, Avenue Jean-Baptiste Clément 93430 Villetaneuse, France  
e-mail: weissler@math.univ-paris13.fr