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Abstract. Furstenberg–Weiss have extended Szemerédi’s theorem on arithmetic progressions to trees by showing that a large subset of the tree contains arbitrarily long arithmetic subtrees. We study higher dimensional versions that analogously extend the multidimensional Szemerédi theorem by demonstrating the existence of certain arithmetic structures in large subsets of a cartesian product of trees.

1 Introduction

1.1 Arithmetic subtrees. In [4], Furstenberg and Weiss have generalized Szemerédi’s Theorem on arithmetic progressions to trees. We begin by reformulating this theorem in terms of semigroups as follows. We let $\Lambda$ be a finite set and let $\Lambda^* = \bigcup_{n=0}^{\infty} \Lambda^n$ denote the set of all finite words in the alphabet $\Lambda$. We will write an element of $\Lambda^*$ as a word $\lambda_1 \cdots \lambda_n$ rather than as a tuple. Note that $\Lambda^*$ is the free semigroup generated by $\Lambda$, with the empty word $\emptyset$ being the identity. We let $|w| \in \mathbb{Z}_{\geq 0}$ denote the length of $w \in \Lambda^*$ and we let $B_r(\Lambda^*) = \{ w \in \Lambda^* ||w| \leq r \}$ denote the ball of radius $r$ and we let $S_r(\Lambda^*) = \{ w \in \Lambda^* ||w| = r \}$ be the sphere or radius $r$ in the Cayley graph of this semigroup. For $A \subset \Lambda^*$ we can define the upper density

$$\overline{d}(A) = \limsup_{N \to \infty} \frac{1}{N} \sum_{r=0}^{N-1} \frac{|A \cap S_r(\Lambda^*)|}{|S_r(\Lambda^*)|}.$$

We say that $w' \in \Lambda^*$ is a descendent of $w$ if there exists an $u \in \Lambda^*$ such that $w' = wu$ and if $|u| = 1$ then $w'$ is also a child of $w$. Furstenberg and Weiss showed that if $A$ has positive density then it contains arbitrarily large arithmetic subtrees, which we may define as follows.
Definition 1.1. An arithmetic subtree in $A \subset \Lambda^*$ of order $r$ is a map $\phi : B_r(\Lambda^*) \to A$ such that there exists $q \in \mathbb{Z}_{>0}$ such that for all $w \in B_{r-1}(\Lambda^*)$ and $\lambda \in \Lambda$ we have that:

1. $|\phi(w\lambda)| = |\phi(w)| + q$.
2. The element $\phi(w\lambda)$ is a descendent of $\phi(w)\lambda$.

We call $q$ the gap of this arithmetic subtree.

So an arithmetic tree of order $r$ is an embedding of the full finite $|\Lambda|$-ary tree of depth $r$ where each edge is mapped to a branch of the same length $q$ and at each vertex in the image we have a splitting into $|\Lambda|$ such non-overlapping branches.

Theorem 1.2 (Furstenberg–Weiss [4]). If $A \subset \Lambda^*$ satisfies $\overline{d}(A) > 0$, then for any $r \in \mathbb{Z}_{>0}$ there exists an arithmetic subtree in $A$ of order $r$.

We note that the original proof of Furstenberg–Weiss used Ergodic Theory and Markov Systems, though an elegant and short combinatorial proof was later found by Pach–Solymosi–Tardos [5].

As an example, notice that if $B \subset \mathbb{Z}_{\geq 0}$ has positive upper density

$$\overline{d}(B) := \limsup_{N \to \infty} \frac{|B \cap [0, N)|}{N}$$

then the set

$$A_B = \bigcup_{b \in B} S_b(\Lambda^*)$$

satisfies that $\overline{d}(A_B) = \overline{d}(B) > 0$, thus contains arbitrarily large arithmetic subtrees by this theorem and thus by definition, $B$ contains arbitrarily large arithmetic progressions. Thus one can recover Szemerédi’s theorem from this theorem of Furstenberg–Weiss. Alternatively, one also sees that the case $|\Lambda| = 1$ is Szemerédi’s theorem.

1.2 Products of trees. As we have seen, the Furstenberg–Weiss theorem extends Szemerédi’s theorem on Arithmetic Progressions. In this paper, we will investigate whether there is a multidimensional Furstenberg–Weiss theorem that extends the multidimensional Szemerédi theorem in an analogous way.

We let $\Gamma = \Lambda^* \oplus \Lambda^*$ denote the direct sum of $\Lambda^*$ with itself, thus elements in $\Gamma$ are pairs $(w_1, w_2) \in \Lambda^* \times \Lambda^*$ and multiplication is performed ordinate-wise. We define the level of $\gamma = (w_1, w_2) \in \Gamma$, denoted by $\text{Level}(\gamma) \in \mathbb{Z}_{\geq 0}^2$, to be the pair $(|w_1|, |w_2|)$ where $|w|$ denotes the word length of $w \in \Lambda^*$. For $(i, j) \in \mathbb{Z}_{\geq 0}^2$ we define the level set

$$L_{i,j} = \{ \gamma \in \Gamma | \text{Level}(\gamma) = (i, j) \}.$$
Definition 1.3. For $A \subset \Gamma$ we define the upper density

$$\overline{d}(A) = \limsup_{N \to \infty} \frac{1}{N^2} \sum_{i,j=0}^{N-1} \frac{|A \cap L_{i,j}|}{|L_{i,j}|}.$$ 

Recall that the 2-dimensional Szemerédi theorem can be formulated as saying that a set of positive density in $\mathbb{N}^2$ contains a cartesian product of two arbitrarily long arithmetic progressions in $\mathbb{N}$ of the same common difference. Thus it now makes sense to ask the following question.

Question 1.4. If $A \subset \Gamma$ with $\overline{d}(A) > 0$, then does $A$ contain the cartesian product of two arbitrarily large arithmetic trees with the same gap? More precisely, if $r > 0$, then does there exist a $q$ and two arithmetic trees $\phi_1, \phi_2 : B_r(\Lambda^*) \to \Lambda^*$ with gap $q$ such that $(\phi_1(w_1), \phi_2(w_2)) \in A$ for all $w_1, w_2 \in B_r(\Lambda^*)$?

Remark 1.5. An affirmative answer immediately implies the two dimensional Szemerédi theorem as follows. If $B \subset \mathbb{N}^2$ has positive upper density

$$\overline{d}(B) = \limsup_{N \to \infty} \frac{|B \cap [0, N]^2|}{N^2} > 0,$$

then letting

$$A_B = \bigcup_{(i,j) \in B} L_{i,j}$$

we see that $\overline{d}(A_B) = \overline{d}(B) > 0$ and the existence of product of the arithmetic trees of gap $q$ and order $r$ in $A_B$ implies the existence of the cartesian product of two arithmetic progressions of length $r$ and gap $q$ in $B$.

We remark that a different multidimensional extension of the Furstenberg–Weiss theorem has been posed by Dodos and Kanellopoulos (Problem 6 in [1]), though it instead considers positive density subsets of the level product $\bigcup_{i \in \mathbb{N}} L_{i,i}$ rather than the cartesian product of two trees.

We are unable to answer Question 1.4, but we will turn to proving weaker extensions of the Furstenberg–Weiss theorem that still imply the multidimensional Szemerédi theorem in the same way as in Remark 1.5.

1.3 Arrays of horizontal trees. We state our first partial result concerning Question 1.4. Note that an affirmative answer to this question would imply that for all integers $r > 0$ there is some integer $q > 0$ such that our positive density subset $A \subset \Gamma$ would contain $r$ horizontally embedded copies of an arithmetic subtree with gap $q$ and depth $r$ such that the vertical distance between these consecutive horizontal trees is $q$. Our first partial result says that this is indeed the case.
Theorem 1.6. For $A \subseteq \Gamma$ with $d(A) > 0$ and $r \in \mathbb{Z}_{>0}$ there exists a positive integer $q$ and an injective map $\phi : B_r(\Lambda^*) \times \{0, 1, \ldots, r\} \to A$ such that the following hold.

1. For some constants $c_1, c_2 \in \mathbb{Z}_{\geq 0}$ we have
   $$\text{Level}(\phi(u, j)) = (q|u| + c_1, qj + c_2)$$
   for all $u \in B_r(\Lambda^*)$, $j \in \{0, 1, \ldots, r\}$.

2. For each $j \in \{0, 1, \ldots, r\}$, we have an arithmetic subtree $\phi_j : B_r(\Lambda^*) \to \Lambda^*$ with gap $q$ and $y_j \in \Lambda^*$ such that for all $u \in B_r(\Lambda^*)$, we have $\phi(u, j) = (\phi_j(u), y_j)$.

Observe that this result extends the two-dimensional Szemerédi theorem in $\mathbb{N}^2$ by the same argument as given in Remark 1.5. The embedding provided by this result is much weaker than the sought cartesian product structure and it is natural to ask whether one can find stronger embeddings that more closely resemble a cartesian product such as ones where the $\phi_j$ are all equal.

1.4 Free products. We now turn to presenting our next multidimensional extension of the Furstenberg–Weiss theorem that extends naturally the multidimensional Szemerédi theorem as in Remark 1.5. This will involve finding certain non-degenerate arithmetic embeddings of finite subsets of the free product $\Lambda^* \ast \Lambda^*$ into positive density subsets of $\Gamma = \Lambda^* \oplus \Lambda^*$.

If one views $\Gamma$ as the vertex set of the cartesian product of two trees, then each vertex $(w_1, w_2) \in \Gamma$ has horizontal children $(w_1\lambda, w_2)$ and vertical children $(w_1, w_2\lambda)$. Thus this (undirected) graph (the cartesian product of two trees) has cycles such as squares. We now pass to the universal cover to obtain an acyclic graph by considering the free product of $\Lambda^*$ as follows.

Recall that we consider $\Lambda^*$ to be the free semigroup with identity $\emptyset$ generated by $\Lambda$. The free product $\tilde{\Gamma} = \Lambda^* \ast \Lambda^*$ is the free semigroup generated by

$$\{X_\lambda | \lambda \in \Lambda\} \cup \{Y_\lambda | \lambda \in \Lambda\}.$$

Thus every element in $\tilde{\Gamma}$ can uniquely be written as a word (product) of elements from this set. We define the level of $\gamma \in \tilde{\Gamma}$, denoted by $\text{Level}(\gamma) \in \mathbb{Z}_{\geq 0}^2$, to be the pair $(n, m)$ where $n$ (resp., $m$) is the number of letters of the form $X_\lambda$ (resp., $Y_\lambda$) in the word $\gamma$. Let $B_r(\tilde{\Gamma})$ denote the set of words in $\tilde{\Gamma}$ of word length at most $r$.

Recall that $\Gamma = \Lambda^* \oplus \Lambda^*$ denotes the direct sum of $\Lambda^*$ with itself, thus elements in $\Gamma$ are pairs $(w_1, w_2) \in \Lambda^* \times \Lambda^*$ and multiplication is performed ordinate-wise. Thus the natural homomorphism $\tilde{\Gamma} \to \Gamma$ preserves levels. For $\gamma = (w_1, w_2) \in \Gamma$, we define $\gamma X_\lambda = (w_1\lambda, w_2)$ and $\gamma Y_\lambda = (w_1, w_2\lambda)$. In other words, we have a right action of $\Gamma \curvearrowright \tilde{\Gamma}$ where $\gamma \cdot \tilde{\gamma}$ is the product of $\gamma \in \Gamma$ and the image of $\tilde{\gamma} \in \tilde{\Gamma}$ in $\Gamma$. 
In a semigroup \( S \), we say that \( s' \in S \) is a **descendant** of \( s \in S \) if \( s' = st \) for some \( t \in S \).

Given \( A \subseteq \Gamma \) and \( u, v \in \mathbb{Z}_{\geq 0}^2 \), we define an \((u, v)\)-**arithmetic product tree of order** \( r \) in \( A \) to be a map \( \phi : B_r(\tilde{\Gamma}) \rightarrow A \) such that:

1. For \( \gamma \in B_{r-1}(\tilde{\Gamma}) \) and \( \lambda \in \Lambda \) we have
   \[
   \text{Level}(\phi(\gamma X_\lambda)) = \text{Level}(\phi(\gamma)) + u
   \]
   and
   \[
   \text{Level}(\phi(\gamma Y_\lambda)) = \text{Level}(\phi(\gamma)) + v.
   \]

2. For \( \gamma \in B_{r-1}(\tilde{\Gamma}) \) and \( \lambda \in \Lambda \) we have that \( \phi(\gamma X_\lambda) \) is a descendent of \( \phi(\gamma)X_\lambda \)
   and \( \phi(\gamma Y_\lambda) \) is a descendent of \( \phi(\gamma)Y_\lambda \).

Our main theorem may now be stated as follows.

**Theorem 1.7.** Let \( A \subseteq \Gamma \) be a subset with \( \overline{d}(A) > 0 \) and let \( u, v \in \mathbb{Z}_{\geq 0}^2 \). Then for \( r > 0 \) there exists \( n \in \mathbb{Z}_{>0} \) such that there is an \((nu, mv)\)-arithmetic product tree of order \( r \) in \( A \).

**Question 1.8.** Can the hypothesis \( u, v \in \mathbb{Z}_{\geq 0}^2 \) be weakened to \( u, v \in \mathbb{Z}_{\geq 0}^2 \)? In particular, can we take \( u = (1, 0) \) and \( v = (0, 1) \)?

**Remark 1.9.** Let us now show how an affirmative answer to our original Question 1.4 implies an affirmative answer to this question. Finding a cartesian product of two arithmetic product trees (in \( \Lambda^* \)) of order \( r \) and gap \( q \) inside \( A \) means that we have a mapping \( \phi' = B_r(\Lambda^*) \times B_r(\Lambda^*) \rightarrow A \) such that \( \phi'(x, y) = (\phi_1(x), \phi_2(y)) \) for some \( \phi_1, \phi_2 : B_r(\Lambda^*) \rightarrow \Lambda^* \) that are arithmetic trees with gap \( q \) and of order \( r \). But then if \( \pi : B_r(\Gamma) \rightarrow B_r(\Lambda^*) \times B_r(\Lambda^*) \) denotes the natural homomorphism \( \tilde{\Gamma} \rightarrow \Gamma \) restricted to \( B_r(\tilde{\Gamma}) \), then \( \phi = \phi' \circ \pi \) is in fact a \((qu, qv)\)-arithmetic product tree of order \( r \) for \( u = (1, 0) \) and \( v = (0, 1) \). So indeed an affirmative answer to Question 1.4 implies an affirmative answer to Question 1.8 for this \( u \) and \( v \), but in fact it is not hard to extend this argument to show that it would answer Question 1.8 completely. In other words, Question 1.4 asks whether the \((u, v)\)-arithmetic product trees can be chosen so that they factor through the natural homomorphism \( \tilde{\Gamma} \rightarrow \Gamma \).

**Remark 1.10.** It is not hard to see that Theorem 1.7 implies the multidimensional Szemerédi theorem as follows. Let \( B \subseteq \mathbb{Z}_{\geq 0}^2 \) be a set of positive density and construct \( A_B \subseteq \Gamma \) as in Remark 1.5 so that \( \overline{d}(A_B) > 0 \). Choosing arbitrary \( r > 0 \) and setting \( u = (2, 1), v = (1, 2) \) we see, by Theorem 1.7, that for some \( q > 0 \) the set \( A_B \) contains a \((qu, qv)\)-arithmetic product tree of order \( r \). This means that \( B \) contains a set of the form

\[
\Delta = \{xqu + yqv + a|x, y \in \mathbb{Z}_{\geq 0} \text{ and } x + y \leq r\},
\]
where $\alpha \in \mathbb{Z}_{\geq 0}^2$ is the level of the root of this arithmetic product tree. But it is not hard to see that this is equivalent to the two-dimensional Szemerédi theorem as for $r$ large enough $\Lambda$ contains a cartesian product of two arbitrarily large arithmetic progressions of the same gap.

1.5 Outline of the paper. In Section 2 we will provide a proof of Theorem 1.6, which uses a quantitative extension of Theorem 1.2 due to Pach–Solymosi–Tardos [5]. The remaining sections are devoted to the proof of Theorem 1.7, which relies on extending the techniques of Furstenberg–Weiss [4] on Markov systems. Our exposition will be self-contained and we use some slightly different definitions that will be more convenient in our more complex situation. The main novelty that we introduce is the notion of a common endomorphic extension of two commuting Markov systems, which naturally extend the endomorphic extensions used by Furstenberg–Weiss in [4].
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2 Arrays of trees (Proof of Theorem 1.6)

In this section, we let $\Lambda$ be a finite set and we will let

$$T_N := B_{N-1}(\Lambda^*) = \{ w \in \Lambda^* | |w| < N \}$$

denote the $|\Lambda|$-ary tree with $N$ levels and $L_i = \{ x \in \Lambda^* | |x| = i \}$. If $A \subset T_N \times T_N \subset \Lambda^* \times \Lambda^*$ then we define the density

$$d_N(A) = \frac{1}{N^2} \sum_{0 \leq i,j \leq N-1} \frac{|A \cap (L_i \times L_j)|}{|L_i \times L_j|}$$

which can conveniently be rewritten as follows:

$$d_N(A) = \frac{1}{N^2} \sum_{(x,y) \in A} |\Lambda|^{-|x|-|y|}.$$

Defining, for $y \in \Lambda^*$, the horizontal slice $A_y = \{ x \in \Lambda^* | (x, y) \in A \}$ we have that

$$d_N(A) = \frac{1}{N} \sum_{j=0}^{N-1} |\Lambda|^{-j} \sum_{|y|=j} d_N(A_y)$$

(1)
where we also use $d_N$ to denote the density on the one-dimensional tree (it will be clear from the context which density we use), so

$$d_N(A_y) = \frac{1}{N} \sum_{x \in A_y} |\Lambda|^{-|x|} = \frac{1}{N} \sum_{i=0}^{N-1} \frac{|A_y \cap L_i|}{|L_i|}.$$  

We will need the following notion introduced by Pach–Solymosi–Tardos in [5], which is a relaxation of the notion of an arithmetic subtree introduced by Furstenberg–Weiss [4].

**Definition 2.1.** A regular embedding $\phi : T_d \to T_N$ is an injective mapping such that:

1. $\phi$ maps a level into a single level, i.e., if $w, w' \in T_d$ satisfy $|w| = |w'|$ then $|\phi(w)| = |\phi(w')|.$

2. For $w \in T_{d-1}$ and $\lambda \in \Lambda$ we have that $\phi(w\lambda)$ is a descendent of $\phi(w)\lambda.$

Note that if $\phi$ also satisfies that $|\phi(w\lambda)| = |\phi(w)| + q$ for all $w \in T_{d-1}$ and $\lambda \in \Lambda,$ then we say that $\phi$ is an arithmetic with gap $q$, as in Definition 1.1. The following powerful result is implicit for $\Lambda = \{0, 1\}$ in the work of Pach–Solymosi–Tardos [5] (it is exactly the statement regarding “The set of levels occupied by the elements of $H_d$ in $T_n$...” in their proof of Theorem B) and for arbitrary finite $\Lambda$ it is covered by Theorem 9.62 in [1]; see also equation (22) of [2].

**Theorem 2.2** (Pach–Solymosi–Tardos [5], see [5, Theorem 9.6.2] for details). If $\delta > 0$, then there exists an $\epsilon > 0$ such that for sufficiently large $N$ we have that if $S \subset T_N$ with $d_N(S) \geq \delta,$ then there exists a regular embedding $\phi : T_d \to T_N$ with $\phi(T_d) \subset S$ and $d \geq \epsilon N.$

We will now use this to show the following result, which immediately implies Theorem 1.6 as $d(A) = \lim \sup_{N \to \infty} d_N(A \cap (T_N \times T_N))$ for $A \subset \Gamma.$

**Theorem 2.3.** Fix $\delta > 0$ and $r \in \mathbb{Z}_{>0}$. Then for arbitrarily large $N \in \mathbb{Z}_{>0}$ we have the following: Let $A \subset T_N \times T_N$ with $d_N(A) \geq \delta,$ then there exists a mapping $\phi : T_r \times \{0, 1, \ldots, r\} \to A$ such that the following hold.

1. For some constants $c_1, c_2 \in \mathbb{Z}_{\geq 0}$ we have

\[
\text{Level}(\phi(u, j)) = (q|u| + c_1, qj + c_2) \quad \text{for all } u \in T_r, j \in \{0, 1, \ldots, r\}.
\]

2. For each $j \in \{0, 1, \ldots, r\},$ we have a regular embedding $\phi_j : T_r \to T_N$ which is arithmetic with gap $q$ and $y_j \in T_N$ such that for all $u \in T_r,$ we have $\phi(u, j) = (\phi_j(u), y_j).$
Lemma 2.4. If $0 \leq a_1, \ldots, a_N \leq 1$ satisfy $\frac{1}{N} \sum_{i=1}^{N} a_i \geq \delta$, then for some $J \subset \{1, \ldots, N\}$ with $|J| \geq \frac{\delta}{2} N$ we have that $a_j \geq \frac{\delta}{2}$ for all $j \in J$.

Proof of Theorem 2.3. Now fix $\delta > 0$ and suppose that $A \subset T_N \times T_N$ satisfies $d_N(A) \geq \delta$. Thus applying this Lemma to the sum (1) we have a set $J \subset \{1, \ldots, N\}$ with $|J| \geq \frac{\delta}{2} N$ such that for all $j \in J$ we have that

$|\Lambda|^{-j} \sum_{|y|=j} d_N(A_y) \geq \frac{\delta}{2}$

and thus there exists a $y_j \in L_j$ with $d_N(A_{y_j}) \geq \frac{\delta}{2}$. By Theorem 2.2 there exists an $\epsilon = \epsilon(\delta) > 0$, such that, assuming $N$ is sufficiently large, we have a regular embedding $\phi_j : T_d \to A_{y_j}$, where $d = \lceil \epsilon N \rceil$. Say $B_j \subset A_{y_j}$ is the image of this regular embedding $\phi_j$ and we let $L(B_j) = \{x| x \in B_j\}$. Now the set $\bigcup_j L(B_j) \times \{j\}$ is a subset of $\{1, \ldots, N\} \times \{1, \ldots, N\}$ with density at least $\frac{\delta}{2} \frac{d}{N} \geq \frac{\delta}{2} \epsilon(\delta) > 0$. So by the two-dimensional Szemerédi theorem, if $N$ is sufficiently large then

$\bigcup_j L(B_j) \times \{j\} \subset \{1, \ldots, N\}^2$

contains a cartesian product of two arithmetic progressions of length $r$ with the same common difference $q > 0$. Thus our mapping

$\phi : T_r \times \{0, 1, \ldots, r\} \to \bigcup B_j \times \{j\}$

may be constructed from a suitable restriction of the mapping $(u, j) \mapsto (\phi_j(u), j)$. $\square$

3 Markov Systems

Definition 3.1. A $\Lambda$-Markov system $(M, T, p)$ consists of a compact metric space $M$ and continuous maps $T_\lambda : M \to M$ and $p_\lambda : M \to [0, 1]$ for each $\lambda \in \Lambda$ such that

$\sum_{\lambda \in \Lambda} p_\lambda(x) = 1$ for all $x \in M$.

The associated Markov Operator $P : C(M) \to C(M)$ is defined by

$(Pf)(x) = \sum_{\lambda \in \Lambda} p_\lambda(x)f(T_\lambda x)$.

We say that $(M, T, p)$ is endomorphic with respect to a continuous $S : M \to M$ if whenever $p_\lambda(x) > 0$ then $S(T_\lambda x) = x$.

Let us recall the notion of the Endomorphic Extension of a Markov system introduced in [4].
**Definition 3.2.** The **Endomorphic Extension** of a \( \Lambda \)-Markov system \((M, T, p)\) is the \( \Lambda \)-Markov system \((\tilde{M}, \tilde{T}, \tilde{p})\) given by

\[
\tilde{M} = M^{Z_{\geq 0}}, \tilde{p}_{\lambda}(x) = p_{\lambda}(0) \quad \text{for} \ x = (\ldots, x_{-1}, x_0) \in M
\]

and

\[
\tilde{T}_{\lambda}(\ldots, x_{-2}, x_{-1}, x_0) = (\ldots, x_{-1}, x_0, T_{\lambda}x_0).
\]

**Lemma 3.3.** The Endomorphic Extension is endomorphic with respect to the shift map \( \tilde{S} : \tilde{M} \to \tilde{M} \) given by \( \tilde{S}(\ldots, x_1, x_0) = (\ldots, x_2, x_1) \).

We will now extend this notion by defining a common Endomorphic Extension for two commuting Markov systems on the same space.

**Definition 3.4.** We say that a \( \Lambda \)-Markov system \((M, T, p)\) commutes with a \( \Lambda' \)-Markov system \((M', T', p')\) if \( T_{\lambda}T'_{\lambda'} = T'_{\lambda'}T_{\lambda} \) for all \( \lambda \in \Lambda, \lambda' \in \Lambda' \).

Suppose that \((M, T, p)\) is a \( \Lambda \)-Markov system that commutes with a \( \Lambda' \)-Markov system \((M', T', p')\). Then their **common endomorphic extension** is the space \( \tilde{M} = M^{Z_{\geq 0}} \). Let \( x_{i,j} \in \tilde{M} \) denote the \((i, j)\) component of \( x \in \tilde{M} \). Define \( \tilde{T}_{\lambda} : \tilde{M} \to \tilde{M} \) by

\[
(\tilde{T}_{\lambda}x)_{i,j} = x_{i+1,j} \quad \text{for} \ i < 0
\]

and

\[
(\tilde{T}_{\lambda}x)_{0,j} = T_{\lambda}x_{0,j}.
\]

In other words, \( \tilde{T}_{\lambda} \) shifts horizontally to the left and inserts \( T_{\lambda}(x_{0,j}) \) to the vacant \( 0, j \) component. We define \( \tilde{S} : \tilde{M} \to \tilde{M} \) to be the right shift \((Sx)_{i,j} = x_{i-1,j}\). Thus we have a \( \Lambda \)-Markov system \((\tilde{M}, \tilde{T}, \tilde{p})\) endomorphic with respect to \( \tilde{S} \) where \( \tilde{p}_{\lambda}(x) = p_{\lambda}(x_{0,0}) \). Similarly, we have a \( \Lambda' \)-Markov system \((\tilde{M}', \tilde{T}', \tilde{p}')\) that is endomorphic with respect to the vertical shift \( \tilde{S}' : \tilde{M} \to \tilde{M} \) given by \( (\tilde{S}'x)_{i,j} = x_{i,j-1} \).

Here \( (\tilde{T}_{\lambda}x)_{i,j} = x_{i,j+1} \) for \( j < 0 \) and \( (\tilde{T}'_{\lambda}x)_{i,0} = (T_{\lambda}x)_{i,0} \); with \( p'_{\lambda}(x) = p'_{\lambda}(x_{0,0}) \).

**Lemma 3.5.** For \( \lambda \in \Lambda \) and \( \lambda' \in \Lambda' \) we have that \( \tilde{T}_{\lambda} \) and \( \tilde{T}'_{\lambda} \) commute.

**Proof.** We need to consider a few cases by checking the components. First \( \tilde{T}_{\lambda}\tilde{T}'_{\lambda}x \) has \((0,0)\) component \( \tilde{T}_{\lambda}\tilde{T}'_{\lambda}x_{0,0} \) and \( \tilde{T}'_{\lambda}\tilde{T}_{\lambda}x \) has \((0,0)\) component \( \tilde{T}'_{\lambda}\tilde{T}_{\lambda}x_{0,0} \). By commutativity of the two original Markov systems \((M, T, p)\) and \((M', T', p')\), these two \((0,0)\) components coincide. The other cases are easy to check and do not require this commutativity assumption.

We will also need the following Lemma, which is easy to establish.

**Lemma 3.6.** For \( \lambda \in \Lambda \) and \( \lambda' \in \Lambda' \) we have that \( \tilde{T}_{\lambda} \) and \( \tilde{S}'_{\lambda} \) commute.
4 Stationary Measures

Given a $\Lambda$-Markov system $(M, T, p)$, we say that a probability measure $\mu$ on $M$ is stationary if $P^*\mu = \mu$ where $P$ denotes the associated Markov operator. In other words

$$\int Pfd\mu = \int fd\mu \quad \text{for all } f \in C(M).$$

We say that a Markov system has constant transition probabilities if

$$p_\lambda(x_1) = p_\lambda(x_2)$$

for all $x_1, x_2 \in X$ and $\lambda \in \Lambda$. For simplicity of language, in this case we will treat $p_\lambda$ as an element of $[0,1]$ rather than a function on $M$.

**Lemma 4.1.** Suppose that $(M, T, p)$ and $(M, T', p')$ are two $\Lambda$-Markov systems that commute and that have constant transition probabilities. Then their associated Markov operators commute.

**Proof.** For $f \in C(M)$ and $x \in M$ we have that

$$P'Pf(x) = P'(Pf)(x)$$

$$= \sum_{\lambda' \in \Lambda} p'_{\lambda'}(x)(Pf)(T'_{\lambda'}x)$$

$$= \sum_{\lambda' \in \Lambda} p'_{\lambda'}(x) \sum_{\lambda \in \Lambda} p_\lambda(T'_{\lambda'}x)f(T_{\lambda}T'_{\lambda'}x)$$

$$= \sum_{\lambda, \lambda' \in \Lambda} p'_{\lambda'}(x)p_\lambda(T'_{\lambda'}x)f(T_{\lambda}T'_{\lambda'}x).$$

But by commutativity and the assumption that $p_\lambda$ and $p'_{\lambda'}$ are constant on $M$, we see that this expression is symmetric in $T$ and $T'$, hence the desired result. \[ \square \]

**Lemma 4.2.** Two Markov systems on a compact metric space $M$ whose Markov operators $P_1$ and $P_2$ commute have a common stationary measure.

**Proof.** Let $\mu$ be any measure on $M$ and define

$$\mu_N = \frac{1}{N^2} \sum_{i,j=0}^{N-1} (P_1^*)^i (P_2^*)^j \mu.$$

By compactness this has a weak-* limit and one readily sees that it is invariant under both Markov operators as

$$\left| \int fd\mu_N - \int Pf\mu_N \right| = O(1/N)\|f\|_{\infty}$$

for all $f \in C(M)$ and $P = P_1, P_2$. \[ \square \]
Proposition 4.3. Let $\tilde{M}$ be the common endomorphic extension of two commuting $\Lambda$-Markov systems $(M, T_1, p_1)$ and $(M, T_2, p_2)$ with constant transition probabilities and let $\mu$ be a measure for $M$ that is stationary for both systems. Then there exists a measure $\tilde{\mu}$ on $\tilde{M}$ that is stationary for $(\tilde{M}, \tilde{T}_1, \tilde{p}_1)$ and $(\tilde{M}, \tilde{T}_2, \tilde{p}_2)$ and such that $\pi^* \tilde{\mu} = \mu$ where $\pi : \tilde{M} \to M$ is the factor map $\pi(x) = x_{0,0}$ for $x \in \tilde{M} = M^{Z_0}$.

Proof. Let $\tilde{\mu}_0$ be any measure (not necessarily stationary) on $\tilde{M}$ such that $\pi^* \tilde{\mu}_0 = \mu$ (for example, one can take $\tilde{\mu}_0$ to be the product measure $\prod_{i,j=0}^{\infty} \mu_{i,j}$).

Now let
\[
\tilde{\mu}_N = \frac{1}{N^2} \sum_{i,j=0}^{N-1} \tilde{p}_1^i \tilde{p}_2^j \tilde{\mu}_0.
\]
Observe that for $i = 1, 2$ we have that
\[
\pi \circ (\tilde{T}_i)_{\lambda} = (T_i)_{\lambda} \circ \pi
\]
and that $(p_i)_{\lambda}$ and $(\tilde{p}_i)_{\lambda}$ are equal (more precisely, they are constant functions, on $M$ and $\tilde{M}$ respectively, with the same value) and so we must have that $P_i^* \pi^* = \pi^* \tilde{P}_i^*$. This relation now implies that $\pi^* \tilde{\mu}_N = \mu$. Thus if we take a weak* -limit of $\tilde{\mu}_N$ then it is a stationary measure that also projects to $\mu$ on $M$. □

We now state some basic facts about stationary measures on endomorphic systems already established in [4]. We give proofs for completeness.

Proposition 4.4. Let $\mu$ be a stationary measure on a $\Lambda$-Markov system $(M, T, p)$ that is endomorphic with respect to a continuous $S : M \to M$. Let $P : C(M) \to C(M)$ be the corresponding Markov operator on $M$. Then:

1. The operator $P$ extends uniquely to $P : L^q(M, \mu) \to L^q(M, \mu)$ for $1 \leq q \leq \infty$, which has operator norm 1 and is defined by the same formula

\[
Pf(x) = \sum_{\lambda \in \Lambda} p_\lambda(x)f(Tx).
\]

2. For any $h, g \in L^\infty(M, \mu)$ we have (where $Sg$ is the function $Sg(x) := g(Sx)$)

\[
P(h \cdot Sg) = (Ph) \cdot g.
\]

3. $P$ is a left inverse of $S$. That is, $PS = I$.

4. The map $S$ preserves $\mu$.

5. $P$ and $S$ are adjoint operators on $L^2(M, \mu)$. 


Proof. Let $f : M \to \mathbb{C}$ be measurable. Then for $q \geq 1$ we have
\[
|Pf(x)| = \left| \sum_{\lambda \in \Lambda} p_{\lambda}(x)f(T_{\lambda}x) \right| \\
\leq \sum_{\lambda \in \Lambda} p_{\lambda}(x)|f(T_{\lambda}x)| \\
\leq \left( \sum_{\lambda \in \Lambda} p_{\lambda}(x)|f(T_{\lambda}x)|^q \right)^{1/q} = (P(|f|^q)(x))^{1/q}.
\]

Actually, the first inequality shows that $\|Pf\|_{\infty} \leq \|f\|_{\infty}$ and so $P$ has operator norm 1 on $L^\infty$. Now for $1 \leq q < \infty$, if we integrate the estimate $|Pf|^q \leq P(|f|^q)$ just established we get
\[
\int |Pf|^q d\mu \leq \int P(|f|^q) d\mu = \int |f|^q d\mu.
\]
This shows that $P$ is an operator on $L^q(M, \mu)$ with operator norm 1. Now if $h, g \in L^\infty(M, \mu)$ then
\[
P(h \cdot Sg)(x) = \sum_{\lambda \in \Lambda} p_{\lambda}(x)h(T_{\lambda}x)g(ST_{\lambda}x) \\
= \sum_{\lambda \in \Lambda} p_{\lambda}(x)h(T_{\lambda}x)g(x) \\
= P(h)(x) \cdot g(x).
\]

In particular, if we take $h = 1$ and use $P1 = 1$, then we get the identity $P(Sg) = g$, so $PS = I$. Integrating this we get
\[
\int gd\mu = \int P(Sg) d\mu = \int Sgd\mu,
\]
so $S$ preserves $\mu$. Finally,
\[
\langle h, Sg \rangle = \int h \cdot Sgd\mu = \int P(h \cdot Sg) d\mu = \int Ph \cdot gd\mu = \langle Ph, g \rangle
\]
thus $P$ and $S$ are indeed adjoint on $L^2(M, \mu)$. \qed

5 Trees in Markov Systems

Given a $\Lambda$-Markov system $(M, T, p)$ a path from $x$ to $x'$ in $(M, T, p)$ is a sequence of points $x_0, \ldots, x_n$ such that $x_0 = x, x_n = x'$ and for each $i \in \{0, \ldots, n - 1\}$ there exists $\lambda_i \in \Lambda$ such that $x_{i+1} = T_{\lambda_i}x_i$ and $p_{\lambda_i}(x_i) > 0$. Given such a path, we say that its length is $n$ and we say that it has initial direction $\lambda_0$ if $n > 0$. 
Definition 5.1. Suppose that \( M_1 = (M_1, T_1, p_1) \) and \( M_2 = (M_2, T_2, p_2) \) are commuting \( \Lambda \)-Markov systems and let \( A \subset M \). Given vectors \( u = (u_1, u_2) \), \( v = (v_1, v_2) \in \mathbb{Z}_{\geq 0}^2 \) we define an \((u, v)\)-arithmetic product tree of order \( r \) in \( M \) to be a map \( \phi : B_r(\Gamma) \rightarrow A \) such that for \( \gamma \in B_{r-1}(\Gamma) \) and \( \lambda \in \Lambda \) we have that:

1. There is a path in \((M_1, T_1, p_1)\) of length \( u_1 \) from \( \phi(\gamma) \) to some point \( x \in M \) with initial direction \( \lambda \) followed by a path of length \( u_2 \) in \((M_2, T_2, p_2)\) from this point \( x \) to \( \phi(\gamma X_2) \).
2. There is a path in \((M_2, T_2, p_2)\) of length \( v_2 \) from \( \phi(\gamma) \) to some point \( x \in M \) with initial direction \( \lambda \) followed by a path of length \( v_1 \) in \((M_1, T_1, p_1)\) from this point \( x \) to \( \phi(\gamma Y_1) \).

We say that \( \phi(\emptyset) \) is the root of this \((u, v)\)-arithmetic product tree.

The main result concerns the existence of embeddings of arithmetic product trees in such commuting Markov systems.

Definition 5.2. We say that a \( \Lambda \)-Markov system \((M, T, p)\) is non-degenerate if for all \( \lambda \in \Lambda \), the function \( p_\lambda \) is not 0 on all of \( M \). Moreover, we say that it has disjoint images if \( T_\lambda(M) \cap T_{\lambda'}(M) = \emptyset \) for distinct \( \lambda, \lambda' \in \Lambda \).

Theorem 5.3. Let \( M_1 = (M_1, T_1, p_1) \) and \( M_2 = (M_2, T_2, p_2) \) be non-degenerate commuting \( \Lambda \)-Markov systems with constant transition probabilities and disjoint images. Suppose that \( \mu \) is a common stationary measure for both of these systems and \( A \subset M \) a measurable set with \( \mu(A) > 0 \). Then for each positive integer \( r > 0 \) and \( u, v \in \mathbb{Z}_{\geq 0}^2 \) there exists a positive integer \( n \) such that there exists an \((nu, nv)\)-arithmetic product tree of order \( r \) in \( A \). Moreover, there is a positive measure subset \( A' \subset A \) such that all \( a \in A' \) are roots of an \((nu, nv)\)-arithmetic product tree of order \( r \) in \( A \).

We first show that we may reduce this to the case of Endomorphic systems as follows.

Theorem 5.4. Let \( M_1 = (M_1, T_1, p_1) \) and \( M_2 = (M_2, T_2, p_2) \) be commuting \( \Lambda \)-Markov systems with constant transition probabilities and disjoint images that are endomorphic with respect to continuous \( S_1 : M \rightarrow M \) and \( S_2 : M \rightarrow M \) respectively. Suppose also that \((T_2)_\lambda \) commutes with \( S_1 \) for all \( \lambda \in \Lambda \). Suppose that \( \mu \) is a common stationary measure for both of these systems and \( A \subset M \) a measurable set with \( \mu(A) > 0 \). Fix \( u, v \in \mathbb{Z}_{\geq 0}^2 \). Then for each positive integer \( r > 0 \) there exists a positive integer \( n \) such that there exists an \((nu, nv)\)-arithmetic product tree of order \( r \) in \( A \). Moreover, there is a positive measure subset \( A' \subset A \) such that all \( a \in A' \) are roots of an \((nu, nv)\)-arithmetic product tree of order \( r \).
Proof of Theorem 5.3 from Theorem 5.4. We let $\widetilde{M}$ be the common endomorphic extension of these systems and let $\pi : \widetilde{M} \to M$ be the natural map as in Proposition 4.3. By Proposition 4.3, we may find a measure $\tilde{\mu}$ that is stationary for both of the systems on $\widetilde{M}$ such that $\pi^* \tilde{\mu} = \mu$. Let $\tilde{A} = \pi^{-1}(A)$, thus

$$\tilde{\mu}(\tilde{A}) = \mu(A) > 0.$$ 

By Lemma 3.6, we may apply Theorem 5.4 to find an $n$ such that an $(nu, mv)$-arithmetic product tree $\phi : B_r(\Gamma) \to \tilde{A}$ exists. Finally $\pi \circ \phi$ is an arithmetic product tree in $A$, which can be justified by the identities $\pi((\tilde{T})_\lambda x) = (T_\lambda)(\pi(x))$ and $p_\lambda(\pi(x)) = \tilde{p}_\lambda(x)$, for $x \in \tilde{M}$, $\lambda \in \Lambda$ and $i = 1, 2$, that show that $\pi$ preserves paths of any given length and initial direction. Finally, the set $A' \subset A$ of roots of such trees is measurable and so if $\mu(A') = 0$ then $\tilde{\mu}(\pi^{-1}A') = 0$, which would contradict the positivity of the measure of the set of roots of such trees in $\tilde{A}$, thus $\mu(A') > 0$. □

6 Recurrence in Endomorphic Systems

We prove in this section Theorem 5.4. So fix two non-degenerate $\Lambda$-Markov systems $(M, T_1, p_1)$ and $(M, T_2, p_2)$ that commute and have constant transition probabilities and are Endomorphic with respect to two commuting continuous maps $S_1 : M \to M$ and $S_2 : M \to M$ respectively. Thus their corresponding Markov operators $P_1$ and $P_2$ commute. Recall that we also assume that $S_2$ and $(T_1)_\lambda$ commute for all $\lambda \in \Lambda$ (cf. Lemma 3.6) and thus $S_2$ and $P_1$ commute. Let $\mu$ be a measure on $M$ that is stationary for both processes. Thus $S_1$ and $S_2$ preserve $\mu$ (by Proposition 4.4). We now let $S_1, S_2$ also denote the corresponding Koopman operators on $L^2(M, \mathcal{B}, \mu)$, where $\mathcal{B}$ is the Borel $\sigma$-algebra on $M$. Note that (by Proposition 4.4) $P_1, P_2$ extend to norm 1 operators on $L^2(M, \mathcal{B}, \mu)$ and $L^\infty(M, \mathcal{B}, \mu)$ and that $P_i$ is a left inverse of $S_i$, that is

$$P_iS_i = I \quad \text{for } i = 1, 2.$$ 

Now let

$$H_{n,m} = L^2(M, S_1^{-n}S_2^{-m}\mathcal{B}, \mu)$$

denote the space of $L^2$-functions measurable with respect to the sub-$\sigma$-algebra $S_1^{-n}S_2^{-m}\mathcal{B}$, which we note is precisely the set of those functions written as

$$S_1^nS_2^mg \quad \text{for some } g \in L^2(M, \mathcal{B}, \mu).$$

Now let

$$H_\infty = \bigcap_{n,m \geq 0} H_{n,m} = L^2\left(M, \bigcap_{n,m \geq 0} S_1^{-n}S_2^{-m}\mathcal{B}, \mu\right).$$
and let $Q_{n,m}$ and $Q_{\infty}$ denote the orthogonal projection onto $H_{n,m}$ and $H_{\infty}$ respectively. Note that for all $f \in L^2(M, \mathcal{B}, \mu)$ and sequences $n_i \to \infty$, $m_i \to \infty$ we have that

$$\lim_{i \to \infty} Q_{n_i,m_i} f = Q_{\infty} f.$$ 

Note also that $Q_{n,m}$ and $Q_{\infty}$ are conditional expectations and hence have $L^\infty$ norm at most 1.

**Lemma 6.1.** We have that $S_1^n P_1^n S_2^m P_2^m = Q_{n,m}$.

**Proof.** First we show that if $f \in H_{n,m}$ then the left-hand side fixes $f$. By definition, this means that $f = S_1^n S_2^m g$ for some $g$. Thus we have

$$S_1^n P_1^n S_2^m P_2^m f = S_1^n P_2^m S_2^m S_1^n P_1^n g = S_1^n S_2^m g = f$$

where we have used the commutativity of $S_1$ and $S_2$ together with the relations $P_i S_i = I$, thus showing that the left-hand side is indeed the identity on $H_{n,m}$. Now we show that if $f$ is orthogonal to $H_{n,m}$ then so is the left-hand side applied to $f$. If $h \in H_{n,m}$ then

$$\langle S_1^n P_1^n S_2^m P_2^m f, h \rangle = \langle (S_1^n P_1^n S_2^m P_2^m)^* h, f \rangle = \langle S_1^n S_2^m P_2^m P_1^n h, f \rangle = \langle S_1^n S_2^m P_1^n P_2^m h, f \rangle$$

where we have used the fact that $S_i$ and $P_i$ are adjoint (see Proposition 4.4) followed by the commutativity of $S_1$ and $S_2$ (which follows from the fact that $S_2 = P_2^*$ and $P_1 = S_1^*$ commute). However, we see that $S_2^m S_1^n P_2^m P_1^n h \in H_{n,m}$ and so the fact that $f$ is orthogonal to $H_{n,m}$ implies that this inner product is indeed 0.

**Lemma 6.2.** We have that $H_{\infty}$ is $P_1, P_2, S_1$ and $S_2$ invariant. Moreover, $P_i$ and $S_i$ are inverses on $H_{\infty}$.

**Proof.** If $f \in H_{n,m}$, with $n, m > 0$, then $f = S_1^n S_2^m g$ for some $g$. Hence using $P_1 S_1 = 1$ we get that $P_1 f = S_1^{n-1} S_2^m g \in H_{n-1,m}$. So $P_1$ maps $H_{n,m}$ to $H_{n-1,m}$ and similarly, by commutativity of $S_1$ and $S_2$, we can show that $P_2$ maps $H_{n,m}$ to $H_{n,n-1}$. As $H_{n,m}$ is a subset of $H_{n-1,m}$ and $H_{n,m-1}$, we can see that $H_{\infty}$ is indeed invariant under $P_1$ and $P_2$. Clearly $S_1, S_2$ preserve $H_{n,m}$ thus $H_{\infty}$ as well. Now given $f \in H_{\infty}$ we have that $f = S_1 g$ for some $g$ and hence

$$S_1 P_1 f = S_1 P_1 S_1 g = S_1 g = f,$$

showing that $S_1$ is a left inverse of $P_1$. 

We can now see that for any $f \in L^2(M, \mathcal{B}, \mu)$ we have that

$$\|P_1^n P_2^m f - S_1^n S_2^m Q_\infty f\|_2 = \|S_1^n S_2^m P_1^n P_2^m f - Q_\infty f\|_2$$

$$= \|Q_n, m f - Q_\infty f\| \to 0 \quad \text{as } n, m \to \infty.$$

Let $u_1, u_2, v_1, v_2 \in \mathbb{Z}_{>0}$ and let

$$W_1 = P_1^{u_1} P_2^{u_2}, \quad W_2 = P_1^{v_1} P_2^{v_2}.$$

Now for $\lambda \in \Lambda$ we let $B_\lambda = (T_1)_\lambda(M)$ and $C_\lambda = (T_2)_\lambda(M)$. Note that the $B_\lambda$ are disjoint by assumption, likewise for $C_\lambda$. Moreover, by disjointness we have that $P_1(1_{B_\lambda} h)(x) = (p_1)_\lambda h(T_1, x)$ for any $h \in L_\infty(M, \mu)$ and likewise for $C_\lambda$, which we will use throughout. In particular, this means that $P_1(1_{B_\lambda}) = (p_1)_\lambda > 0$ is a positive constant function and so the function

$$\varphi_1 = 1_A \prod_{\lambda \in \Lambda} (P_1 1_{B_\lambda} \cdot (p_2 1_{C_\lambda}))$$

has positive integral. Note that if $x \in A$ is such that $\varphi_1(x) > 0$ then that means that for each $\lambda$ with positive probability $(p_1)_\lambda(x) > 0$ one can land in $B_\lambda$, and likewise for $C_\lambda$. Now let

$$\varphi_{2,n} = 1_A \prod_{\lambda \in \Lambda} P_1(1_{B_\lambda} \cdot P_1^{u_1, n-1} P_2^{v_2, n} \varphi_1) \cdot P_2(1_{C_\lambda} \cdot P_1^{v_1, n} P_2^{v_2, n-1} \varphi_1).$$

Note that if $x \in M$ is such that $\varphi_{2,n}(x) > 0$ then that means that $x \in A$ and one may find, for each $\lambda \in \Lambda$, a path $x_0, x_1, \ldots, x_{u_1, n}$ in the Markov system $(M, T_1, p_1)$ of length $n$ which starts at $x_0 = x$, then immediately hits $B_\lambda$ (that is, $x_1 \in B_\lambda$) and so this path has initial direction $\lambda$ (by disjointness of the $B_\lambda$), followed by a path $y_0, \ldots, y_{u_2, n}$ in the Markov system $(M, T_2, p_2)$ with $y_0 = x_{u_1, n}$ and $\varphi_1(y_{u_2, n}) > 0$, thus $y_{u_2, n} \in A$. Likewise, the same implication holds for $C_\lambda$ and $(u_1, v_2)$ in place of $B_\lambda$ and $(u_1, u_2)$. Hence, using the language of Definition 5.1 we have that $x$ is the root of some $(n u, m v)$-arithmetic tree of order 1 in $A$, where $u = (u_1, u_2)$ and $v = (v_1, v_2)$. From (2), we now have that

$$\lim_{n \to \infty} \|P_1^{u_1, n-1} P_2^{v_2, n} \varphi_1 - S_1^{-u_1, n+1} S_2^{-u_2, n} \varphi_\infty\|_2 = 0$$

where $\varphi_\infty = Q_\infty \varphi_1$ and likewise for $v_1, v_2$ in place of $u_1, u_2$. Thus for large enough $n$ we have that $\varphi_{2,n}$ is approximately (in $L^2$)

$$\psi_{2,n} = 1_A \prod_{\lambda \in \Lambda} P_1(1_{B_\lambda} \cdot S_1^{-u_1, n+1} S_2^{-u_2, n} \varphi_\infty) \cdot P_2(1_{C_\lambda} \cdot S_1^{v_1, n} S_2^{v_2, n+1} \varphi_\infty).$$

Consequently, it will be enough to show that $\psi_{2,n}$ has positive integral bounded away from 0 along an infinite set of $n \in \mathbb{Z}_{>0}$, as that will then imply that the same is true for $\varphi_{2,n}$.
Using the identity \( P(h \cdot Sg) = Ph \cdot g \), for \( P = P_1, P_2 \), we obtain that

\[
\psi_{2,n} = \left( \prod_{\lambda \in \Lambda} (P_1 \mathbb{1}_{B_{\lambda}} \cdot (P_2 \mathbb{1}_{C_{\lambda}})) \right) (S_{1}^{-u_1 n} S_{2}^{-u_2 n} \varphi_\infty)^{|\Lambda|} (S_{1}^{-v_1 n} S_{2}^{-v_2 n} \varphi_\infty)^{|\Lambda|} \\
= \varphi_1 (S_{1}^{-u_1 n} S_{2}^{-u_2 n} \varphi_\infty)^{|\Lambda|} (S_{1}^{-v_1 n} S_{2}^{-v_2 n} \varphi_\infty)^{|\Lambda|} \\
= \varphi_1 \cdot W_1^n \varphi_\infty^{|\Lambda|} \cdot W_2^n \varphi_\infty^{|\Lambda|}
\]

where in the final step we have used the fact that \( W_1 \) and \( W_2 \) are inverses of Koopman operators and thus are multiplicative (on \( L^\infty \)). Recall that we wish to show that \( \varphi_{2,n} \) has positive integral for infinitely many \( n \). This means that it will be enough to show that \( \limsup_{n \to \infty} \int \psi_{2,n} d\mu > 0 \). For this it will be enough to show that

\[
\limsup_{n \to \infty} \int Q_\infty \psi_{2,n} d\mu > 0
\]
as \( Q_\infty \) is a conditional expectation operator so preserves integral. Moreover, the fact that it is a conditional expectation operator also means that \( Q_\infty(f \cdot g) = (Q_\infty f) \cdot g \)
for \( g \) in \( H_\infty \) and \( f, g \) in \( L^\infty \), hence

\[
Q_\infty \psi_{2,n} = \varphi_\infty \cdot W_1^n \varphi_\infty^{|\Lambda|} \cdot W_2^n \varphi_\infty^{|\Lambda|}.
\]

Now since \( \varphi_\infty \) and \( \varphi_\infty^{|\Lambda|} \) are positive functions with the same support, the Ergodic Szemerédi theorem for commuting transformations [3] (applied to \( W_1 \) and \( W_2 \)) gives the desired estimate

\[
\limsup_{n \to \infty} \int Q_\infty \psi_{2,n} d\mu > 0.
\]

We now proceed to show the existence of order \( r \) arithmetic trees in \( A \) by studying higher order recurrence. To do this, we define recursively

\[
\varphi_{r,n} = \prod_{\lambda \in \Lambda} P_1(\mathbb{1}_{B_{\lambda}} \cdot P_{1}^{\mu_1 n - 1} P_{2}^{\mu_2 n} \varphi_{r-1,n}) \cdot P_2(\mathbb{1}_{C_{\lambda}} \cdot P_{1}^{\nu_1 n} P_{2}^{\nu_2 n - 1} \varphi_{r-1,n})
\]

for \( r \geq 2 \) (for \( r = 2 \) this is indeed the definition of \( \varphi_{2,n} \) above). One can prove by induction that \( \varphi_{r,n}(x) > 0 \) implies that \( x \) is the root of an order \( r-1 \) \((nu, mv)\)-arithmetic tree as follows. We have already argued the base case above. For the induction step, notice that \( \varphi_{r,n}(x) > 0 \) implies that \( x \in A \) and one may find, for each \( \lambda \in \Lambda \), a path \( x_0, x_1, \ldots, x_{nu_1 n} \) in the Markov system \((M, T_1, P_1)\) of length \( n \) which starts at \( x_0 = x \), then immediately hits \( B_{\lambda} \) (that is, \( x_1 \in B_{\lambda} \)) and so this path has initial direction \( \lambda \), followed by a path \( y_0, \ldots, y_{uv_2 n} \) in the Markov system \((M, T_2, P_2)\) with \( y_0 = x_{nu_1 n} \) and \( \varphi_{r-1,n}(y_{uv_2 n}) > 0 \), thus by the inductive hypothesis \( y_{uv_2 n} \) is the root of an order \( r-2 \) \((nu, mv)\)-arithmetic tree in \( A \). Likewise, the same implication
holds for $C_\lambda$ and $(v_1, v_2)$ in place of $B_\lambda$ and $(u_1, u_2)$. Using the recursive structure of $(nu, nv)$-arithmetic trees we get that indeed $x$ is the root of an $(nu, nv)$-arithmetic tree of order $(r - 2) + 1 = r - 1$, completing the inductive step.

**Lemma 6.3.** For each fixed positive integer $r \geq 2$, there exist integers $a_1, \ldots, a_d, b_1, \ldots, b_d$ such that

$$\lim_{n \to \infty} \|\varphi_{r,n} - \psi_{r,n}\|_2 = 0$$

where

$$\psi_{r,n} = \varphi_1 \prod_{i=1}^{d} W_1^{a_i,n} W_2^{b_i,n} \varphi_\infty.$$ 

**Proof.** We show this by induction on $r$. The base case $r = 2$ was already established above. For the induction step, now fix $r \geq 3$ and assume this is true for $r - 1$ in place of $r$. Thus we have a sequence of functions of the form

$$\psi_{r-1,n} = \varphi_1 g_n$$

where

$$g_n = \prod_{i=1}^{d} W_1^{a_i,n} W_2^{b_i,n} \varphi_\infty$$

such that $\|\varphi_{r-1,n} - \psi_{r-1,n}\|_2 \to 0$ as $n \to \infty$. From the fact that $S_i$ is an inverse of $P_i$ on $H_\infty$, we have the identity $P_i(fg) = (P_if)(P_ig)$ valid for any $g \in H_\infty \cap L_\infty$ and $f \in L_\infty$. We apply this to $g_n \in H_\infty \cap L_\infty$ (note that $H_\infty \cap L_\infty$ is an algebra) to get

$$P_1^{u_1,n-1} P_2^{u_2,n} \psi_{r-1,n} = P_1^{u_1,n-1} P_2^{u_2,n} (\varphi_1 g_n) = (P_1^{u_1,n-1} P_2^{u_2,n} \varphi_1)(P_1^{u_1,n-1} P_2^{u_2,n} g_n).$$

Now using the fact (see (2) above) that

$$\|P_1^{u_1,n-1} P_2^{u_2,n} \varphi_1 - S_1^{-u_1,n+1} S_2^{-u_2,n} \varphi_\infty\|_2 \to 0$$

we see that as $n \to \infty$ the expression $(P_1^{u_1,n-1} P_2^{u_2,n} \varphi_1)(P_1^{u_1,n-1} P_2^{u_2,n} g_n)$ is approximately (in $L^2$)

$$(S_1^{-u_1,n+1} S_2^{-u_2,n} \varphi_\infty)(P_1^{u_1,n-1} P_2^{u_2,n} g_n) = (S_1^{-u_1,n+1} S_2^{-u_2,n} \varphi_\infty)(S_1^{-u_1,n+1} S_2^{-u_2,n} g_n)$$

$$= S_1^{-u_1,n+1} S_2^{-u_2,n} (\varphi_\infty g_n)$$

$$= S_1^{-u_1,n+1} S_2^{-u_2,n} Q_\infty (\varphi_1 g_n)$$

$$= S_1^{-u_1,n+1} S_2^{-u_2,n} Q_\infty \psi_{r-1,n}.$$
Hence we have shown
\[ P_{1}^{n+1}P_{2}^{n-1}\psi_{r-1,n} \]
is approximately (in \( L^{2} \))
\[ S_{1}^{-u_{1,n}}S_{2}^{-u_{2,n}}Q_{\infty}\psi_{r-1,n} \]
for large \( n \). Now using the fact that \( \psi_{r-1,n} \) is approximately (in \( L^{2} \)) \( \phi_{r-1,n} \) for large \( n \) we have
\[ \|P_{1}^{n-1}P_{2}^{n}\psi_{r-1,n} - S_{1}^{-u_{1,n}}S_{2}^{-u_{2,n}}Q_{\infty}\phi_{r-1,n}\|_{2} \to 0 \quad \text{as } n \to \infty. \]

Now applying this to the definition of \( \phi_{r,n} \), we get that \( \lim_{n \to \infty} \|\phi_{r,n} - \psi_{r,n}\|_{2} = 0 \) where
\[
\psi_{r,n} = \mathbb{1}_{A} \prod_{\lambda \in \Lambda} P_{1}(\mathbb{1}_{B_{i}} \cdot S_{1}^{-u_{1,n}}S_{2}^{-u_{2,n}}Q_{\infty}\psi_{r-1,n}) \cdot P_{2}(\mathbb{1}_{C_{j}} \cdot S_{1}^{-v_{1,n}}S_{2}^{-v_{2,n}}Q_{\infty}\psi_{r-1,n})
= \mathbb{1}_{A} \prod_{\lambda \in \Lambda} (P_{1}\mathbb{1}_{B_{i}}) \cdot S_{1}^{-u_{1,n}}S_{2}^{-u_{2,n}}Q_{\infty}\psi_{r-1,n} \cdot (P_{2}\mathbb{1}_{C_{j}}) \cdot S_{1}^{-v_{1,n}}S_{2}^{-v_{2,n}}Q_{\infty}\psi_{r-1,n}
= \phi_{1} \prod_{\lambda \in \Lambda} W_{1}^{n}Q_{\infty}\psi_{r-1,n} \cdot W_{2}^{n}Q_{\infty}\psi_{r-1,n}
= \phi_{1} \prod_{\lambda \in \Lambda} W_{1}^{n}(\phi_{\infty}g_{n}) \cdot W_{2}^{n}(\phi_{\infty}g_{n})
= \phi_{1} \prod_{\lambda \in \Lambda} (W_{1}^{n}\phi_{\infty})(W_{1}^{n}g_{n})(W_{2}^{n}\phi_{\infty})(W_{2}^{n}g_{n})
\]
which completes the induction step as is evident from substituting the definition of \( g_{n} \) and using the multiplicativity of \( W_{i}^{n} \) to obtain the desired form. \( \square \)

We can now use this Lemma to estimate the integral as follows
\[
\limsup_{n \to \infty} \int \psi_{r,n} d\mu = \limsup_{n \to \infty} \int \psi_{r,n} d\mu
= \limsup_{n \to \infty} \int Q_{\infty}\psi_{r,n} d\mu
= \limsup_{n \to \infty} \int \phi_{\infty} \prod_{i=1}^{d} W_{1}^{n} W_{2}^{n} \phi_{\infty} d\mu
> 0
\]
again by the Ergodic Szemerédi theorem for commuting transformations, as desired.
Markov Processes on Labelled trees

In this section we will prove Theorem 1.7 using our main Theorem 5.3 on arithmetic product trees in Markov systems. Let $\Lambda$ be a finite set and let
$$\mathcal{T} = \{0, 1\}^{\Lambda^* \times \Lambda^*}.$$ Thus an element in $\tau \in \mathcal{T}$ is a $\{0, 1\}$ vertex labelled tree, i.e., a function from the product of two trees $\tau : \Lambda^* \times \Lambda^* \to \{0, 1\}$ with each vertex pair $(w_1, w_2)$ labelled $\tau(w_1, w_2)$. We now define two right actions of $\Lambda^*$ on $\mathcal{T}$ as follows. For $w \in \Lambda^*$ and $\tau \in \mathcal{T}$ let $\tau^X_w \in \mathcal{T}$ denote the $\{0, 1\}$ labelled tree by
$$\tau^X_w(w_1, w_2) = \tau(w_1, w_2).$$

**Lemma 7.1.** This defines a right action, i.e., $\tau^X_\emptyset = \tau$ and $\tau^X_w \tau^X_{w'} = \tau^X_{w w'}$.

**Proof.** For $(w_1, w_2) \in \Lambda^* \times \Lambda^*$ we have that
$$\begin{align*}
(\tau^X_w \tau^X_{w'})(w_1, w_2) &= ((\tau^X_w) \tau^X_{w'})(w_1, w_2) \\
&= (\tau^X_w)(w' w_1, w_2) \\
&= \tau(w' w_1, w_2) \\
&= (\tau^X_{w w'})(w_1, w_2).
\end{align*}$$

Similarly, we have a right action given by defining for $w \in \Lambda^*$ and $\tau \in \mathcal{T}$ the element $\tau^Y_w \in \mathcal{T}$ given by
$$\tau^Y_w(w_1, w_2) = (w_1, w w_2) \quad \text{for } (w_1, w_2) \in \Lambda^* \times \Lambda^*.$$ Clearly these two actions commute, i.e., $\tau^X_w \tau^Y_w = \tau^Y_{w w'} \tau^X_w$.

Now define a new space of labelled vertex-labelled trees $M = \mathcal{T} \times \Lambda \times \Lambda$, i.e., an element $\pi \in M$ is now a triple $\pi = (\tau, \lambda_1, \lambda_2)$, which we think of as $\tau \in \mathcal{T}$ labelled by a pair $(\lambda_1, \lambda_2) \in \Lambda \times \Lambda$. We define a right action of $\Lambda^*$ by defining
$$(\tau, \lambda_1, \lambda_2)^X_w = (\tau^X_w, t(w), \lambda_2)$$ for non-empty $w = \lambda_1 \cdots \lambda_n \in \Lambda^*$ where $t(w) = \lambda_n$ denotes the final letter (if $w$ is empty then we instead define $(\tau, \lambda_1, \lambda_2)^X_w = (\tau, \lambda_1, \lambda_2)$). Analogously, we define
$$(\tau, \lambda_1, \lambda_2)^Y_w = (\tau^Y_w, \lambda_1, t(w)).$$ Clearly, these two actions commute, i.e.,
$$\pi^X_w \pi^Y_{w'} = \pi^Y_{w w'} \pi^X_w \quad \text{for } \pi \in M, \ w, w' \in \Lambda^*.$$


We may define a $\Lambda$-Markov System on $\mathcal{M}$ by defining
\[
p_\lambda(x) = \frac{1}{|\Lambda|}
\] and another $\Lambda$-Markov system (with the same transition probabilities) by defining
\[
(T_1)_\lambda \pi = \pi X_\lambda
\]
and
\[
(T_2)_\lambda \pi = \pi Y_\lambda.
\]
Note that these two Markov Systems commute and hence so do their Markov Operators $P_1$ and $P_2$. For $w \in \Lambda^* \times \Lambda^*$, we define $\pi(w) := \tau(w)$ for $\pi = (\tau, \lambda_1, \lambda_2) \in \mathcal{M}$.

Given any subset $A \subset \Lambda^* \times \Lambda^*$ we may define an element $\pi_A \in \mathcal{M}$ where
\[
\pi_A = (1_A, \lambda_1, \lambda_2)
\]
where $\lambda_1, \lambda_2$ are arbitrary. Define also
\[
L_{i,j} = \{ (w_1, w_2) \in \Lambda^* \times \Lambda^* | |w_1| = i, |w_2| = j \}
\]
where $|w|$ denotes the length of $w \in \Lambda^*$. For $S \subset \Lambda^* \times \Lambda^*$ we may define a density
\[
d_N(S) = \frac{1}{N^2} \sum_{i,j=0}^{N-1} \frac{|S \cap L_{i,j}|}{|L_{i,j}|}.
\]

Now let
\[
\mu_N = \frac{1}{N^2} \sum_{i,j=0}^{N-1} (P_1^*)^i (P_2^*)^j \delta_\pi_A
\]
and let
\[
E = \{ (\tau, \lambda_1, \lambda_2) \in \mathcal{M} | \tau(\emptyset, \emptyset) = 1 \}.
\]

**Proposition 7.2.** For positive integers $N$ we have that
\[
\mu_N(E) = d_N(A).
\]

**Proof.** First note that for any measure $\mu$ on $\mathcal{M}$ we have that
\[
(P_1^*)^n (P_2^*)^m \mu = \left( \sum_{\lambda \in \Lambda} \frac{1}{|\Lambda|} (T_1)_\lambda^* \right)^n \left( \sum_{\lambda \in \Lambda} \frac{1}{|\Lambda|} (T_2)_\lambda^* \right)^m \mu
\]
\[
= \frac{1}{|\Lambda|^{n+m}} \sum_{w_1 \in \Lambda^n} \sum_{w_2 \in \Lambda^m} \mu X_{w_1}^* Y_{w_2}^*
\]
where we have defined $\mu X_{w_1}^*$ to be the pushforward measure of $\mu$ under the mapping $\pi \mapsto \pi X_{w_1}$, and likewise we have similarly defined $\mu Y_{w_2}^*$. However, note that
\[
(\delta_{\pi_A} X_{w_1}^* Y_{w_2}^*)(E) = \delta_{\pi_A X_{w_1} Y_{w_2}}(E)
\]
and so this equals 1 if and only if \((1_A X_{w_1} Y_{w_2})(\emptyset, \emptyset) = 1\) which happens if and only if \(1_A (w_1, w_2) \in 1\) which happens if and only if \((w_1, w_2) \in A\). Thus

\[
(P_1^r)^n (P_2^r)^m \delta_{\pi A}(E) = \frac{|A \cap L_{n,m}|}{|L_{n,m}|}
\]
as \(|L_{n,m}| = |\Lambda|^{n+m}\), which completes the proof. \(\square\)

We now let \(\mu\) be a weak* limit of the \(\mu_N\) such that

\[
\mu(E) = \limsup_{N \to \infty} \mu_N(E) = \limsup_{N \to \infty} d_N(A) = \overline{d}(A) > 0,
\]
where we have used the fact that \(E\) is clopen. Thus \(\mu\) is a stationary measure for the commuting systems \((M, T_1, p)\) and \((M, T_2, p)\). To ensure that we can apply Theorem 5.3 we now need to show the following lemma.

**Lemma 7.3.** Both of these systems have disjoint images.

**Proof.** For \(\lambda\) and \(x \in M\) we have \((T_1)_\lambda(x) \in \mathcal{T} \times \{\lambda\} \times \Lambda\). But \(\mathcal{T} \times \{\lambda\} \times \Lambda\) are disjoint subsets of \(M\) for different \(\lambda\), thus \((M, T_1, p)\) has disjoint images (by definition). Likewise \((T_2)_\lambda(x) \in \mathcal{T} \times \Lambda \times \{\lambda\}\) hence \(T_2\) also has disjoint images. \(\square\)

It will be convenient to write

\[
\pi W_\alpha = \pi X_{a_1} Y_{a_2} \text{ for } \pi \in M \text{ and } \alpha = (a_1, a_2) \in \Lambda^* \times \Lambda^*.
\]

Now fix an integer \(r > 0\) and \(u, v \in \mathbb{Z}^2_{>0}\). Fixing \(u, v \in \mathbb{Z}^2_{>0}\) and \(r \in \mathbb{Z}_{>0}\), by Theorem 5.3 we have an integer \(n\) and \(E' \subset E\) with \(\mu(E') > 0\) such that each \(\pi \in E'\) is the root of some \((nu, nv)\)-arithmetic product tree of order \(r\) in \(E\) (with respect to our pair of Markov systems \((M, T_1, p)\), \((M, T_2, p)\)). By construction, \(\mu\) is supported on the closure of orbit of \(\pi_A\), where we define the orbit to be the set

\[
\{\pi_A W_\alpha | \alpha \in \Lambda^* \times \Lambda^*\}.
\]

Thus we now fix such a root \(\pi \in E'\) that is also in the closure of this orbit. Now observe that if \(x_0, \ldots, x_\ell \in M\) a path of length \(\ell\) with initial direction \(\lambda_0\) in the system \((M, T_1, p)\), then that means that \(x_i = x_0 X_{\lambda_0 \ldots \lambda_{i-1}}\). Consequently, this means that a \((nu, nv)\)-arithmetic tree in \(E\) with root \(\pi\) is a map \(\psi : B_r(\Gamma) \to E\) that can be written as

\[
\psi(\gamma) = \pi W_{\phi(\gamma)}
\]

where \(\phi : B_r(\tilde{\Gamma}) \to \Lambda^* \times \Lambda^*\) is a tree in \(\Lambda^* \times \Lambda^*\) as defined in Section 1.4. Now since \(\pi\) is in the orbit closure of \(\pi_A\) and the image of \(\phi\) is finite (as its domain is), this means that we can choose appropriate \(\alpha \in \Lambda^* \times \Lambda^*\) such that

\[
\pi(\omega) = \pi_A W_\alpha(\omega) \text{ for all } \omega \in \phi(B_r(\tilde{\Gamma})).
\]
Now for all $\gamma \in B_r(\tilde{\Gamma})$ we have that $\psi(\gamma) = \pi W_{\phi(\gamma)} \in E$ and thus

$$1 = \pi W_{\phi(\gamma)}(\emptyset) = \pi(\phi(\gamma)) = \pi_A W_A(\phi(\gamma)) = \pi_A(\alpha\phi(\gamma)),$$

which means that $\alpha\phi(\gamma) \in A$. But one easily sees that $\gamma \mapsto \alpha\phi(\gamma)$ is also an $(nu, nv)$-arithmetic tree as $\phi$ is (the tree structure is preserved by left multiplication). This completes the proof that if $\bar{d}(A) > 0$ then $A$ contains an $(nu, nv)$-arithmetic product tree of any order, which is exactly Theorem 1.7.
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