Robustness control for nonlinear systems based on homogeneous prescribed sliding mode control
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ABSTRACT
This paper presents a new homogeneous control using dual sliding mode control, and robustness control using linear matrix inequality (LMI) constraints. The controller is applied for the severe disturbance. A sliding surface function, which relates to an exponential function and itself t-norm, is applied to save the energy consumption of the control system. The constraints related LMI are proposed with the matrices and vectors of the systems following the chosen matrices in control the energy for control. Solution of the constraints is also presented with new approach to save the time of calculation. In addition, the proof for the proposed controller is also presented by using the candidate Lyapunov function. In the input control function, the t-norm type is embedded to improve its performance in control disturbance. Besides of the t-norm, the modified sliding surface in the input control is also improve the energy for controlling. The combination of these robustness control elements would bring a new view for the design of control. The advantages of the controller are demonstrated via computer simulation for a seat suspension system. A magneto-rheological fluid seat suspension with its random disturbances is used. To prove the flexibility of the controller, the proposed approach is compared with an existing controller. The compared control has the same structure as shown in the proposed model. However, its design has a disadvantage in control the severe disturbance. The comparison between two controls is a clear view of distinct improvement. The results of simulations show that the controller provides better performance and stability of the system. The stability is also analyzed through the variation of the input control and power spectral density related energy consumption.
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INTRODUCTION
Nowadays, the development of modern controls is continuously bringing new surprises in our life through its application such as robotic manipulators, transportations, upper and lower limb exoskeleton, etc. In this development, adaptive controller and its modification with other controls such as proportional-integral-derivative, sliding mode control, prescribed performance, etc. were presented in many featured types of research. Firstly, adaptive fuzzy control with prescribed performance was studied. The objective of the prescribed performance was to set up upper and lower boundaries for the error of the system. The Nussbaum function was used for unknown direction. Hence the combination of both the Nussbaum function and the prescribed performance was improved the responses. The model of adaptive fuzzy controller with sliding mode controller was studied. Sliding mode control was conventional types such as the integral model and classical model. However, the classical Lyapunov function was embedded in the input control function to improve performance. The Lyapunov function was a special case of the Riccati equation with an assumption of stability based on the removal of matrix and vector system. It is remarked that the type 1 fuzzy model was applied. The neural networks model was also used in adaptive control. The conventional PID model was applied for the design of adaptation laws. This PID model was also used in adaptive control. PID could be used in two types: adaptation laws and sliding surface. The interval type 2 fuzzy model was presented. The Riccati-like equation was adopted and this utilization was different from the properties of the system: disturbance, vibration control, consumption of energy. The sliding mode control was utilized as a first step to combine controls in adaptation laws. Besides, optimal control was also used in the design of adaptive control.
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application of sliding mode control was shown. It can be defined with other control types such as sliding mode control: saturation function and linear functions, 13–15,17,18. It is noteworthy that there are two types of function related to the conventional input control of sliding mode control: saturation function and signum function. The disadvantage of these functions is the chattering phenomenon and sensitive to disturbances. However, these functions could be improved by combining with forms of sliding surface as terminal type (or twisting type) 13,15, classical type,14,18, and integral type. 16.

From the above analysis, the adaptive control has remained as a potential controller for modern devices. It can be defined with other control types such as sliding mode control,13,14,17,18, optimal control,19, prescribed performance,1,2,9, Riccati-like equation,4,8,11, fuzzy model,1,4,7,11, and neural networks6 for improving the performance of the system. However, the model of sliding mode control,13,14,17,18 is conventional and this can remain a disadvantage when applying for control design. Hence, in this research, a new novel form of homogeneous controller, which preserves the merits of sliding mode control based on prescribed performance and linear matrix inequality, will be developed. The proposed control is to follow the objective as a simple model and its advantage in control severe disturbance. The main contributions are summarized as follows:

1. A new integration of classical sliding surface, prescribed form of sliding surface and linear matrix inequality for homogeneous control is presented.
2. A new proof for the design of a homogeneous controller with a new sliding surface of sliding mode control is proposed.
3. The outstanding property of the proposed approach is validated in simulation for a seat suspension system and compared with a controller. 19.

The rest of this article is organized as follows. In section 2, the proposed design is presented. In section 3, the simulation for two controls including the proposed control, the compared control 19 is described. Finally, the conclusion is presented in section 4 with the main results of the above sections.

**DESIGN METHOD OF A HOMOGENEOUS PRESCRIBED SLIDING MODE CONTROL**

The control is developed based on a SISO (single-input single-output) nonlinear system as follows:

\[
x_v = f_v(x_v) + g_v(x_v)u_v(t) + d_v(t)
\]  

(1)

Where \(f_v(x_v) \in \mathbb{R}^n\) and \(g_v(x_v) \in \mathbb{R}^n\) are two non-linear functions, \(u_v(t) \in \mathbb{R}^1\) is input control, \(d_v(t) \in \mathbb{R}^n\) is a disturbance, \(|d_v(t)| \leq \delta t\), where the value \(\delta d \in \mathbb{R}^n\) is a bound of \(d_v(t)\), \(x_v = [x_{1V}, x_{2V}, \ldots, x_{nV}] = [x_{1V}, x_{1V}^1, \ldots, x_{1V}^{(n-1)}]^T \in \mathbb{R}^n\) is state system.

A new suggestion vector is \(\vec{x}_V\) with its elements \(\vec{x}_V = [x_{1V}, x_{2V}, \ldots, x_{(n-1)V}]^T\). The governing system (1) can be defined as follows:

\[
\vec{x}_V = S_{1V}x_v + S_{2V}^Tu_v
\]  

(2)

where,

\[
S_{1V} = \begin{bmatrix}
0 & 1 & 0 \cdots 0 \\
0 & 0 & 1 \cdots 0 \\
\cdots & \cdots & \cdots & \cdots \\
-k_1 & -k_2 & -k_3 & \cdots & -k_{n-1}
\end{bmatrix}, \\
S_{2V} = \begin{bmatrix}
0 \\
0 \\
\vdots \\
1
\end{bmatrix}
\]

The tracking function is described as \(e_v(t) = x_{1V} - x_{dV}\), where \(x_{dV}\) is the desired result related the system; \(k_i\) is Hurwitz parameters which relate to the conventional sliding mode control. It is noteworthy that \(x_{1V}\) is the similar value as \(x_v\) in Eq. (2). The prescribed sliding surface is expressed as follows:

\[
s_{SV} = \psi + c_{SV}\phi
\]  

(3)

Where, \(c_{SV} > 0\) is a positive constant. The function \(\phi\) is defined as follows:

\[
\phi = \frac{1}{2}[\ln(\lambda + e_v(t)) - \ln(\lambda - e_v(t))]
\]  

(4)

Where \(\lambda(t) < e_v(t) \leq \lambda(t)\), and \(\lambda(t) = (\lambda(0) - \lambda(\infty))e^{-t\lambda} + \lambda(\infty), \lambda > 0\), \(\lambda(t)\) is the prescribed function.

**Remark 1.** The prescribed sliding surface (3) is used to control the chattering phenomenon and then guarantee the response following desired boundaries. This advanced property is useful for the system under severe disturbance. The progress to derive the sliding surface (3) was presented. 10.

The governing system (1) can be described as follows:

\[
\dot{x}_V = f_v(x_v) + g_v(x_v)u_v(t) + d_v(t) \\
= A_p(x_v(t),t)x_v(t) + B_p(x_v(t),t)u_v(t) + C_pD_v(t)
\]  

(5)
Where, $A_p \in R^{n \times n}$, $B_p \in R^{n \times m}$, $u_C \in R^n$, $C_p \in R^{m \times m}$, $D_C \in R^n$ and $C_p D_C (t) \leq D$.

It is remarked that $D$ is the maximal boundary of the disturbance; $C_p$, $D_C$ are the matrix and the vector when deriving the governing equation following state-space form.

**Remark 4.** Equation (5) is also a change of the property of the governing equation (1) from a nonlinear model to a linear model for the steps of the proposed controller. The linearization can be used in this step to find the linear model which belongs to the property of the system.

The new main input $u_C$ is proposed as follows:

$$u_C = \alpha K_0 \sigma^2 + \alpha (\sigma^2)^{\gamma - 1} K_0^{\gamma} e^{G t} (-\sigma v)$$

(6)

Where, $K_0 = Z_0 (\gamma W - I_n)^{-1} \in R^{m \times n}$ is a matrix; $Z_0 \in R^{m \times n}$ is a Lyapunov matrix; $W \in R^{n \times n}$ is a matrix related the Lyapunov function; $\gamma, \alpha \in R^+$ are positive constants; $K_0 \in R^{m \times n}$ is a matrix as $K_0 = ZP$; the matrices $Z \in R^{m \times n}$ and $P \in R^{n \times n}$ are chosen from the constraints; $G \in R^{n \times m}$ is calculated as $G \in vW + eI_n, I_n$ is the unit matrix; $v \in R, e \in R$ are two constants. The element of $Z_0$, $W, K_0$ and $K_t$ are solved from the constraints of linear matrix inequality (LMI in short) method as Figure 1:

**Remark 3.** The input (6) is a new design with the assumption that the disturbance is approximately zero. The existence of the disturbance through equation (7) with the relations of $K_0, Z_0$ and $K_t$ will guarantee the stability of the system.

**Remark 4.** The constraint equation (7) is to follow the LMI method. In LMI, the diagonal elements are always designed less than or equal to zero. The other elements are going to zero value when analyzing to infinity of time.

From Eq. (7), the constraints for the input control term $u$ are derived as:

$$A_p W - W A_p^T - A_p + B_p Z_0 = 0$$

(8)

$$\gamma W - I_n) B_p < 0$$

(9)

$$(A_p + B_p K_0) X + (A_p + B_p K_0)^T + B_p Z + Z^T B_p^T + \delta X + D \leq 0$$

(10)

Where, $X \in R^{n \times n}$ is chosen matrix; $\delta \in R$ is a positive chosen constant.

**Remark 5.** The constraints (8-10) are chosen from the property of Eq. (7) based on the boundary zero. The constraints are solved by the trial-and-error method.

**Remark 6.** The parameter $\alpha \in R^+$ in Eq.(7) is chosen from the performance output control. It is remarked that the output control relates the prescribed sliding surface, the results of constraints (8-10).

**Proof of Eq.(7).**

The equation (7) implies that $(-\gamma W + I_n) B_p > 0$. A proposed smooth function $\phi (\delta_x)$ is defined as follows:

$$\phi (\delta_x) =$$

(11)

$$\frac{1}{\delta_x} z^T [(A_p + B_p K_0 \delta_x) X + X (A_p + B_p K_0 \delta_x)^T + B_p Z + Z^T B_p^T + \delta X + D_x] z$$

Where, $z \in R^n, z \neq \{0\}$; $z$ is a system variable related to the control progress. The boundary $\delta_x$ can be seen as a variable of the system, $\delta_x \in [\delta_{dmax}, 1]$. The smooth function (11) is used to depict the operation of a system with the feedback signal, disturbance, and other elements related robust system. A derivative of equation (11) is obtained as follows:

$$\phi' (\delta_x) =$$

(12)

$$\frac{1}{\delta_x} z^T [B_p K_0 X + B_p Z + Z^T B_p^T + \delta X + D_x] z$$

From the boundary of $\delta_x \in [\delta_{dmin}, 1]$, it can be determined $\delta_{dmax}$ as $0 < \delta_{dmin} \leq \delta_{dmax} \leq 1$. On the other hand, equation (11) can be described as Figure 2: From the boundary of $0 < \delta_{dmin} \leq \delta_{dmax} \leq 1$, values of $\ln \frac{\delta_{dmax}}{\delta_{dmin}}$ and $\delta_{dmax}$ go to 0 and 1, respectively. Hence equation (14) is rewritten as follows as Figure 3:

**Theorem:** The proposed control is designed with the input control $u$ as shown in Eq. (6) and its constraints for improving the global stability of the system as shown in Eqs. (8-10). These functions are the frame of the controllers which is proposed for the nonlinear system following the homogeneous sliding mode control.

**Proof:** The Lyapunov candidate for the proposed control is described as follows:

$$V = \frac{1}{2} \sigma^2$$

(16)

Derivative form of Eq.(16) is described as:

$$\dot{V} = \sigma \dot{\sigma} \dot{\sigma}$$

(17)

Eq. (5) can be defined as derivative form as:

$$\dot{\sigma} = \dot{\phi} + c_{\sigma} \dot{\phi} = M_{1\sigma} + M_{2\sigma} + M_{3\sigma} \left( \dot{\sigma} - \dot{\bar{e}} \right) + c_{\sigma} \dot{\phi}$$

(18)

Where,

$$\dot{\phi} = \frac{1}{2} \left[ \dot{\lambda} + \dot{e} \right] - \frac{\dot{\lambda} - \dot{e} \dot{\sigma}}{\lambda + e \dot{\sigma}}$$

$$\dot{\sigma} = M_{1\sigma} + M_{2\sigma} + M_{3\sigma} \left( \dot{\sigma} - \dot{\bar{e}} \right) + c_{\sigma} \dot{\phi}$$

$$\dot{\lambda} = \frac{(\dot{\lambda} + e \dot{\sigma})^2}{2 (\lambda + e \dot{\sigma})^2}$$
\[
\left( A_y W - W A_y^T - A_y + B_y Z_0 \right) \sqrt{\ln \frac{\delta_{\min}}{\delta_{\max}}} B_y Z_0 Z_0 \ln \frac{\delta_{\min}}{\delta_{\max}} Z_0 \left( \gamma W - I_\gamma \right) B_y = 0 \]
\]

(7)

Where, \( \delta_{\min}, \delta_{\max} \) are positive parameters related the disturbance \( D_z \), and \( \delta_{\min} \leq \delta_{\max} \).

\[
\varphi(\delta_z) = \varphi(\delta_{\max}) - \int_{\delta_{\min}}^{\delta_{\max}} \varphi'(s) ds \leq z^T \left( \left( A_y + B_y K_\delta \delta_{\max} \right) X + X \left( A_y + B_y K_\delta \delta_{\max} \right)^T + \left[ B_y Z + Z^T B_y^T + \delta_z X + D_z \right] \right) z - \ln \frac{\delta_{\max}}{\delta_{\min}} z^T \left( B_y K_\delta X + X B_y^T K_\delta^T \right) z
\]

(13)

The maximal value in Eq. (13) can be obtained as follows:

\[
\varphi(\delta_z) \leq z^T \left( A_y W - W A_y^T - A_y + B_y \left( \gamma W - I_\gamma \right) K_\delta \right) \left( A_y + B_y K_\delta \delta_{\max} \right) X + X \left( A_y + B_y K_\delta \delta_{\max} \right)^T + \left[ B_y Z + Z^T B_y^T + \delta_z X + D_z \right] z - \ln \frac{\delta_{\max}}{\delta_{\min}} z^T \left( B_y K_\delta X + X B_y^T K_\delta^T \right) z
\]

(14)
Equation (15)

\[
M_{2V} = \frac{\hat{\lambda} - e_V(t) - (\hat{\lambda} - \tilde{e}_V(t))^2}{2(\lambda - e_V(t))^2},
\]

\[
M_{3V} = \frac{\lambda + e_V(t) + (\hat{\lambda} - e_V(t))^2}{2(\lambda + e_V(t))^2} + \frac{\lambda - e_V(t)}{2(\lambda - e_V(t))^2}.
\]

Substituting Eq. (5) into Eq. (18), equation (18) is rewritten as:

\[
\tilde{\sigma}_V = \tilde{\theta} + c_V \tilde{\phi} = M_{1V} + M_{2V}
+ M_{3V}(\varphi_{xV} + \varphi_{yV} + c_p D_V - \dot{\chi}_1) + c_V \tilde{\phi},
\]

(19)

The lumped uncertainty is then determined by

\[
\psi = M_{3V} C_p D_V
\]

(20)

Using Eq. (6) and Eq. (20), equation (19) is expressed as:

\[
\tilde{\sigma}_V = M_{1V} + M_{2V} + M_{3V} A_p x_V
+ M_{3V} B_p y_V - M_{3V} \dot{x}_1 c_V + c_V \tilde{\phi}
\varphi \tilde{\sigma}_V = M_{1V} + M_{2V} + M_{3V} A_p x_V
+ M_{3V} B_p y_V - M_{3V} \dot{x}_1 c_V + c_V \tilde{\phi}
\]

\[
= (\alpha_{K_1} \sigma_{V} + M_{V} x_V c_V)
+ (\alpha \sigma_{V} ||^{+} \epsilon B_p \epsilon_G \epsilon ||^{(-\ln|\sigma_{V}||)} \sigma_{V})
- M_{3V} x_V c_V \sigma_{V} + c_V \tilde{\psi} \phi
\]

Substituting Eq. (21) into Eq. (17), equation (17) is rewritten as follows:

\[
\tilde{\sigma} = (M_{1V} + M_{2V}) \sigma_{V} + M_{3V} A_p x_V
+ M_{3V} B_p y_V - M_{3V} \dot{x}_1 c_V + c_V \tilde{\phi}
\]

\[
+ \alpha M_{3V} B_p K_b I_a c_V \sigma_{V} + \sigma_{V} \psi +
\alpha M_{3V} ||^{+} \epsilon B_p \epsilon_G \epsilon ||^{(-\ln|\sigma_{V}||)} \sigma_{V}
- M_{3V} x_V c_V \sigma_{V} + c_V \tilde{\psi} \phi
\]

\[
\leq M_{3V} A_p x_V \sigma_{V} + \sigma_{V} \psi +
\alpha M_{3V} ||^{+} \epsilon B_p \epsilon_G \epsilon ||^{(-\ln|\sigma_{V}||)} \sigma_{V}
\]

The boundary of Eq. (22) can be found as:

\[
\tilde{\sigma} = (M_{1V} + M_{2V}) \sigma_{V} + M_{3V} A_p x_V
+ M_{3V} B_p y_V - M_{3V} \dot{x}_1 c_V + c_V \tilde{\phi}
\]

\[
+ \alpha M_{3V} B_p K_b I_a c_V \sigma_{V} + \sigma_{V} \psi +
\alpha M_{3V} ||^{+} \epsilon B_p \epsilon_G \epsilon ||^{(-\ln|\sigma_{V}||)} \sigma_{V}
- M_{3V} x_V c_V \sigma_{V} + c_V \tilde{\psi} \phi
\]

\[
\leq M_{3V} A_p x_V \sigma_{V} + \sigma_{V} \psi +
\alpha M_{3V} ||^{+} \epsilon B_p \epsilon_G \epsilon ||^{(-\ln|\sigma_{V}||)} \sigma_{V}
\]

(23)

Where \( \psi = \alpha M_{3V} ||^{+} \epsilon B_p \epsilon_G \epsilon ||^{(-\ln|\sigma_{V}||)} \). Integrating Eq. (23) from \( t = 0 \) to \( t = T \) is obtained as follows:

\[
V(0) - V(T) + M_{3V} \int_0^T \varphi \sigma_{V} dt
\geq \frac{1}{2} \int_0^T \omega^2 dt
\]

(24)

Where \( V(0) = \frac{1}{2} \sigma_{V}^2(0) \). It is noteworthy that \( V(T) \) is positive. So Eq. (24) is rewritten as:

\[
V(0) + M_{3V} \int_0^T \varphi \sigma_{V} dt
\geq \frac{1}{2} \int_0^T \omega^2 dt
\]

(25)

Hence the system is stable. This ends the proof. \( \square \)

From the above analysis, the flow chart of the control system is summarized in Figure 4. The observer \( \tilde{x} \) is used to evaluate the responses.

**Simulation Results and Discussions**

**Dynamic Seat Suspension Model**

In this work, the model of vehicle suspension system is used for simulation as shown in Figure 5. The main dynamic equations are described as follows:

\[
m \ddot{x}_s = -k_1 (x_s - x_0) - c_1 (\dot{x}_s - \dot{x}_0) + k_1 (x_1 - x_s) + F_M \]

(26)
Figure 4: Process of the proposed control.

\[ m_1 \ddot{x} = -k_1 (x_1 - x_s) + c_1 (\dot{x}_1 - \dot{x}_s) \]  

(27)

Eqs. (26, 27) can be rewritten as follows:

\[ \begin{align*}
  \dot{x}_{11} &= x_2 \\
  x_{22} &= f_{11} (x_{11}, x_{22}, x_{33}, x_{44}) \\
  + g_{11} (x_{11}, x_{22}, x_{33}, x_{44}) u_V \\
  \dot{x}_{33} &= x_1 = x_{44} \\
  \dot{x}_{44} &= f_{22} (x_{11}, x_{22}, x_{33}, x_{44}) \\
\end{align*} \]

(28)

Where

\[ f_{11} (x_{11}, x_{22}, x_{33}, x_{44}) = \]
\[ -\frac{k_1}{m_1} (x_1 - x_0) - \frac{k_0}{m_1} (x_{22} - \tilde{x}_0) + \frac{c_1}{m_1} (x_{33} - x_{11}) + \frac{c_0}{m_1} (x_{44} - x_{22}) \]

\[ g_{11} (x_{11}, x_{22}, x_{33}, x_{44}) = \frac{1}{m_1} \]

\[ u_V = F_{MR} \]

\[ f_{22} (x_{11}, x_{22}, x_{33}, x_{44}) = -\frac{k_1}{m_1} (x_{33} - x_{11}) + \frac{c_1}{m_1} (x_{44} - x_{22}) \]

The voltage to be applied to the damper is calculated as follows:

\[ V = \frac{F_{MR} - k_0 (x_{44} - x_{22}) + k_1 (x_{33} - x_{11}) + c_0 \phi}{c_1 (x_{44} - x_{22}) + c_0 \phi} \]

(29)

Two controllers are used for simulation: an existing control\(^{19}\), and the proposed controller. The control\(^{19}\) is also a start-of-art controller for comparison properties of the proposed control in this study. The detail parameters for the two controllers are shown in Tables 1 and 2. The random step wave road is used for simulation as excitation as shown in Figure 6. This signal is a real signal under the raw surface road which was used\(^{9-11}\). The main input control is calculated for the force damper with its bounded value is 1000 N. An observer\(^ {20}\) is chosen for two controls. Based on the selected parameters and the matrices, the simulation is executed and the results are shown and discussed.

**DISCUSSIONS**

The main results of the simulation are shown in Figure 7-Figure 15. Results of the proposed control are shown in Figure 7-Figure 11. In Figure 7, the performance of the proposed controller is good, and the initial excitation as shown in Figure 6 is decreased its values after controlling as shown in Figure 7a. Because of good performance at seat position, the vibration of the driver also decreases as shown in Figure 8. It is noteworthy that the performance of the driver is closed-relationship with the seat system. Hence, any variations of the system are also directly affect the comfortable state of the driver. In Figure 9, the values of the displacement seat’s response always belong to the boundary of the prescribed performance. So the obtained responses of the proposed control is to guarantee the stability of the system. In the proposed control, the prescribed sliding surface is used and its response is shown in Figure 10. In this figure, the sliding surface has changed its value following the excitation and then adjust the input control to optimize the performance. The damping force of the MR damper when using the proposed control is shown in Figure 11.
Figure 5: Vehicle seat suspension model.

Table 1: Simulation parameters for the proposed controller.

| Parameter                        | Value     |
|----------------------------------|-----------|
| Initial value $\lambda (0)$      | 0.5       |
| Infinity value $\lambda_{\infty}$| 0.001     |
| Exponential value $I$            | 0.00047   |
| Boundary force                   | 1000 N    |
| Sliding surface constants $[k_1, k_2]$ | [1, 50]  |
| Constant $c_{SV}$                | 5000      |
| Observer matrix $Q_0$            | [1 0; 0 1]|
| Observer matrix $W_0$            | [30; 10]  |
| Initial state                    | [0.035 2.5]|
| Initial state for observer       | [0.035 2.5]|
| Parameter $\gamma$               | 0.00001   |
| Parameter $\alpha$               | 1e-10     |
| Parameter $\nu$                  | 1         |
| Parameter $\varepsilon$          | 1         |
| Parameter $d_x$                   | 0.5       |
| Boundary disturbance $D_x$        | [3 3; 3 3]|
Table 2: Parameters of seat suspension system for compared control\(^\text{(19)}\). (The symbols in this table are similar the original form\(^\text{(19)}\))

| Parameter                      | Value                  |
|--------------------------------|------------------------|
| Maximum damping force          | 1000 N                 |
| Observer matrix \( Q_0 \)      | \[1 \ 0; 0 \ 1\]       |
| Observer matrix \( W_0 \)      | \[30; 10\]             |
| Parameter \( \gamma \)         | 0.00001                |
| Parameter \( \nu \)            | 1                      |
| Parameter \( \varepsilon \)     | 1                      |
| Parameter \( \delta \)         | 0.1                    |
| Vector \( y_0 \)               | \([-67170 \ - 3.975.10^3\]) |
| Matrix \( L \)                 | \([5.10^{-8} \ 6.10^{-10}; 5.10^{-5} \ 1.10^{-6}\]) |
| Matrix \( G_d \)               | \([1 \ 1; 1\])         |
| Initial state for control      | \([0.035 \ 2.5\])      |
| Initial state for observer     | \([0.035 \ 2.5\])      |

Figure 6: Displacement of excitation.
Figure 7: Displacement of seat system of the proposed control: (a) Displacement, (b) Velocity.
Figure 8: Displacement of driver of the proposed control: (a) Displacement, (b) Velocity.
Figure 9: Prescribed performance of the proposed control for displacement of seat system: (a) general view, (b) large view.
Figure 10: Prescribed surface of the proposed control.

Figure 11: Damping force control for the seat model with the proposed controller.
is shown that the controlled force is always lower than the setup value 1000 N. This proves that the proposed control is to save the consumption of energy. Results of the compared control are shown in Figures 12, 13 and 14. In Figure 12, the performance of the seat system is not good and the output value is always in the unstable area as shown in Figure 12c. As mentioned above, the performance of the driver is following the seat vibration. Hence, the driver response is also not good as shown in Figure 13. Furthermore, the control energy following the damping force of the compared control also obtains the maximal value 1000 N as shown in Figure 14. This point shows that the compared control uses the maximal value of input control and the obtained results are not good. To conclude the proposed control and the compared control based on the variation of power for control and the frequency, the power spectral density (PSD) graph as shown in Figure 15 shows that the proposed control always guarantees the stability of the system which is
better than the compared control. Figure 15 is also show that the proposed control can save the energy of control better than the compared control.

**CONCLUSIONS**

A new robustness controller was proposed and applied in this study for vibration control of a vehicle seat system. The controller includes two sliding surfaces as conventional and prescribed model. From the proposed surfaces, the main input controller was designed with its constraints related Lyapunov function. The stability of the controller was proved based on Lyapunov candidate and LMI method. After analyzing, the controller is is simulated and compared with an existing controller 19. The compared results show that the proposed controller obtains good performance under severe disturbances in both stability and saving energy. In future work, the technique of
Figure 14: Damping force control for the seat system with the compared control.

Figure 15: PSD of random step wave road for the proposed controller and the compared controller.²⁹
this research will concentrate on analyzing the affection of a switching controller to a real model, to improve its flexibility in complicated models.
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Điều khiển cho các hệ thống phi tuyến dựa trên hệ điều khiển trượt với biên dạng động nhất xác định

Đỗ Xuân Phú¹*, Nguyễn Quốc Hưng²

Tóm tắt

Bài báo giới thiệu một thuật toán điều khiển mới dựa trên mô hình điều khiển trượt kép và điều khiển tăng cường dùng các ràng buộc theo phương pháp ma trận bất tuyến tính (LMI). Điều khiển đề nghị được áp dụng cho hệ thống bị nhiễu nặng. Hệ thống điều khiển trượt gồm hai phần: phần ham mui và phần liên quan đến kiểu điều kiện (t-norm) để tiết kiệm năng lượng trong quá trình điều khiển hệ thống. Các phương trình ràng buộc liên quan LMI được đề nghị gồm các ma trận và vector theo phương pháp chọn để đảm bảo năng lượng cho điều khiển. Việc giải các ràng buộc cũng được giới thiệu trong bài báo theo hướng tiết kiệm thời gian tính toán. Thêm vào đó, việc điều chỉnh mặt điều khiển cũng được giới thiệu với các phương trình Lyapunov. Trong hệ điều khiển đầu vào, dạng định thức t được dùng để cải thiện khả năng điều khiển. Ngoài ra, dạng định thức t, dạng nhất thiết bị đối trong hàm điều khiển đầu vào cũng được cải tiến với mục tiêu tiết kiệm năng lượng. Sự kết hợp của các thành phần này mang đến khả năng mối cho thiết kế điều khiển. Sự vượt trội của điều khiển đề nghị được minh chứng qua mô phỏng và hệ thống giảm sốc ở ghế ngồi xe. Hệ thống giảm sốc dùng một giảm sốc độ ổn định luôn chăm từ biên và đang nhiều nguyên nhân được dùng trong mô phỏng này. Một thuật toán so sánh từ nghiên cứu hiện tại được dùng để đánh giá kết quả của thuật toán đề nghị. Thuật toán so sánh có cấu trúc khá giống với thuật toán đề nghị. Các kết quả mô phỏng cho thấy thuật toán đề nghị mang đến khả năng tốt hơn và ổn định hơn cho hệ thống. Tính ổn định của thuật toán được đánh giá qua năng lượng đầu vào và biểu đồ năng lượng phổ (PSD) liên quan năng lượng tiêu thụ.

Từ khóa: điều khiển đồng nhất, điều khiển trượt, mặt trượt, điều khiển dao động, hệ thống giảm sốc ghế
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