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Abstract. Boosting is a general method for improving the accuracy of a given learning algorithm under certain restrictions. In this work, AdaBoost, one of the most popular boosting algorithms, is adapted and applied to statistical machine translation. The appropriateness of this technique in this scenario is evaluated on a real translation task. Results from preliminary experiments confirm that statistical machine translation can take advantage from this technique, improving the translation quality.

1 Introduction

State-of-the-art statistical machine translation (SMT) techniques are still far from producing high quality translations. This drawback leads us to introduce an alternative approach to the translation problem. In our work, we will propose an adaptation of boosting [1] to SMT.

The purpose of boosting methods is to find a highly accurate rule by combining many weak or base hypotheses. The boosting algorithm generates each one of these hypotheses by iteratively calling a weak learning algorithm. Each iteration takes into account the performance of the previous iterations, trying to concentrate on the instances that have not been correctly learned. All these weak hypotheses are then combined into a final hypothesis.

AdaBoost (Adaptive Boosting) employs a set of importance weights over the training examples [2, 3]. These weights are used by the learning algorithm to produce a new weak hypothesis with lower error with respect to them. In this way, these weights help the algorithm to concentrate on the examples which are hardest to classify.

In machine translation, learning techniques could be considered as weak, due to the low quality of their results. Boosting has previously been applied to machine translation in works like [4] or [5]. In this paper, we propose an adaptation of AdaBoost to a SMT task. Each round, a new translation model
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will be learned, which will produce a new hypothesis. Finally, all these hypotheses will be combined to obtain the final translation.

The next sections introduce machine translation and the AdaBoost algorithm. After that, we discuss our adaptation proposal of AdaBoost to SMT. Experimental results are presented in section 5. Finally, some conclusions and future work are given in section 6.

2 Machine translation

Traditionally, the goal of SMT has been statistically stated as follows [6]. Given a source sentence \( f_1^j \equiv f_1 \ldots f_j \ldots f_J \), we have to find a target sentence \( e_1^i \equiv e_1 \ldots e_i \ldots e_I \) that maximizes:

\[
\hat{e}_i^1 = \arg \max_{e_i^1} Pr(e_i^1 | f_1^j)
\]  

(1)

Using Bayes’ Theorem, and taking into account that \( Pr(f_1^j) \) does not depend on \( e_i^1 \), we arrive at

\[
\hat{e}_i^1 = \arg \max_{e_i^1} \{ Pr(e_i^1) \cdot Pr(f_1^j | e_i^1) \}
\]  

(2)

Intuitively, this decomposition can be interpreted as follows. The language model probability \( Pr(e_i^1) \) ensures that the output \( e_i^1 \) is a well-formed sentence from the target language. On the other hand, the translation model probability \( Pr(f_1^j | e_i^1) \) represents the relationship between the source sentence and its translation, being higher when the former is a good translation of the latter.

**Phrase-based models.** Phrase-based models [7–11] are translation models that approach probabilistic relationship between a sequence of contiguous words in the source sentence and another sequence of contiguous words in the target sentence. These models are very interesting since they can represent some limited contextual translation information.

All the decisions made are summarized in the hidden variable \( \tilde{a} = \tilde{a}^K \) (bilingual segmentations):

\[
Pr(f_1^j | e_i^1) = \sum_{\tilde{a}} Pr(\tilde{a}, \tilde{f}_1^j | \tilde{e}_1^K) = \sum_{\tilde{a}} Pr(\tilde{a} | \tilde{e}_1^K)Pr(\tilde{f}_1^j | \tilde{a}, \tilde{e}_1^K)
\]  

(3)

**Log-linear models.** In practice all of these models (and possibly others) are often combined into a log-linear model for \( Pr(e_i^1 | f_1^j) \) [12]:

\[
Pr(e_i^1 | f_1^j) = \frac{\exp \left( \sum_{m=1}^{M} \lambda_m b_m(f_1^j, e_i^1) \right)}{\sum_{e_i'^1} \exp \left( \sum_{m=1}^{M} \lambda_m b_m(f_1^j, e_i'^1) \right)}
\]  

(4)

As the denominator does not depend on \( f_1^j \), it can be omitted in the search process:
\[ e^I_1 = \arg \max \sum_{m=1}^{M} \lambda_m b_m(f^I_1, e^I_1) \] (5)

where \( b_m(f^I_1, e^I_1) \) can be any model that represents an important feature for the translation, such as \( \log P(e^I_1 | f^I_1) \), \( \log P(e^I_1 | e^I_1) \), \( \log P(e^I_1) \) or any other. \( \lambda_m \) are the weights of the log-linear combination.

**Training and search.** To sum up, once the translation models have been chosen, their parameters are estimated in the training phase. After that, for each source sentence, search for the best hypothesis is carried out by the maximization of Equation 2 or, alternatively, of Equation 5 if using a log-linear model combination.

### 3 Boosting and AdaBoost

Boosting [1] is a bootstrap [13] ensemble method where each model’s training set is chosen depending on the performance of the previous ones. In this way, boosting sequentially produces a series of models where each new model tries to focus on the examples that have been so far mislearned. Each resampling of the training set gives more importance to the incorrectly learned examples in the earlier stages.

The AdaBoost algorithm, introduced in 1995 by Freund and Schapire [2], proposes a practical implementation of the boosting technique. Pseudocode of AdaBoost applied to the binary classification task can be found in Figure 1.

### 4 Adapting AdaBoost to machine translation

In this section, we will discuss a possible adaptation of AdaBoost to SMT.

**Training and reweighting.** In SMT, particularly when dealing with large corpora, training is a highly expensive process in terms of computing time. A complete training process in each AdaBoost iteration would be prohibitive. Thus, we propose a different approach where a retraining of all the models is not necessary. Instead, we will add another model \( b_t \) to the log-linear combination (Equation 5). This new model will be the only one that will change as AdaBoost iterates.

There is a main difference between our proposal and the original AdaBoost. While the latter reweights the mislearned training examples, in our case we will reweight phrases (in the sense of sequences of contiguous words, see section 2), instead of the whole training sentences. Once we have translated one of the training examples in step 2, we know which bilingual phrases have been used to generate the hypothesis, since it is a subproduct of the translation process. We can contrast that information with the translation reference of the sentence, so that we can easily find out which phrases have been correctly chosen, and which
Algorithm AdaBoost

Given: \((x_1, y_1), \ldots, (x_m, y_m)\) where \(x_i \in X\), \(y_i \in \{-1, +1\}\)

Initialize: \(D_1(x_i) = 1/m\) for all \(i = 1 \ldots m\)

For \(t = 1, \ldots, T\),
1. Train the base learner using distribution \(D_t\).
2. Obtain hypothesis \(h_t : X \rightarrow \{-1, +1\}\)
3. Calculate the training error \(\epsilon_t\) of \(h_t\):
   \[
   \epsilon_t = \Pr_{i \sim D_t}[h_t(x_i) \neq y_i], \tag{6}
   \]
4. Set
   \[
   \alpha_t = \frac{1}{2} \ln \frac{1 - \epsilon_t}{\epsilon_t}, \tag{7}
   \]
5. Update weights:
   \[
   D_{t+1}(i) = \frac{D_t(i) e^{-\alpha_t y_i h_t(x_i)}}{Z_t}, \tag{8}
   \]
   where \(Z_t\) is a normalization factor chosen so that \(D_{t+1}\) will be a distribution.

Output: Final hypothesis

\[
H(x) = \text{sign} \left( \sum_{t=1}^{T} \alpha_t h_t(x) \right) \tag{9}
\]

Fig. 1. The AdaBoost algorithm for the binary classification task [3]

ones not. Thus, we can reweight those phrases in the \(b_t\) model so that, hopefully, the next iteration decoding step will not choose the wrong phrases. Similarly, we can also improve the weights in \(b_t\) of those correctly chosen phrases.

Obtaining the hypothesis. In addition to the training step, another computationally costly step of the original AdaBoost algorithm is the obtaining of the hypothesis. According to the AdaBoost algorithm, the whole training set should be translated. Nevertheless, in SMT, the large size of the corpora and the complexity of the decoding procedure substantially increase the cost of this step. In our proposal, instead of translating the whole training set, in each iteration we will randomly choose a subset with an affordable size.

Error obtaining. As we have said before, our AdaBoost proposal will work at a phrase level, not at a sentence level as the original AdaBoost does. Thus, error must be calculated over the phrases that have been chosen in the translation step.

Final hypothesis combination. The final hypothesis of the AdaBoost algorithm is a combination of each iteration hypothesis, weighted by \(\alpha_t\), as shown in equation 9 in Figure 1. Instead of just voting, we will combine them by taking the most centered hypothesis, i.e. obtaining for each \(h_t\) its error with respect to the others. The final hypothesis will be that \(h_t\) with the lowest average error with respect to the rest of hypotheses.
5 Experiments

In this section, we will show some translation experiments carried out by applying our AdaBoost proposal.

**Experimental framework.** Training and translation steps from AdaBoost algorithm were performed using the Moses toolkit [14]. This toolkit estimates four different translation models, which are combined in a log-linear model. Weights were adjusted by means of the MERT [15] procedure over a development subset. Translation was carried out with monotone reordering.

**Corpus features.** We employed two different corpora in our experiments: the Xerox corpus [16], and the Europarl corpus [17].

The Xerox corpus involves the translation of technical Xerox manuals from English (En) to Spanish (Es), French (Fr) and German (De) and vice-versa. In our experiments, we have chosen the Spanish and English sets in their simplified (tokenized, lowercased and categorized) version.

We also used a second larger parallel corpus, the French to English Europarl corpus. This corpus is a collection of transcripts of the European parliamentary proceedings. For our experiments, we chose the second version of this corpus, which was used in the 2006 Workshop on Machine Translation of the NAACL [18]. This corpus is divided into four separate sets: one for training, one for development, one for test (called DevTest) and another test set which was the one used in the workshop for the final evaluation. In our case, we present our translation results with the DevTest set.

Some statistics of these corpora are shown in Table 1. Perplexity is a measure from information theory that is useful to evaluate the complexity of a corpus [19].

|                  | Xerox  | Europarl |
|------------------|--------|----------|
|                  | English | Spanish  | English | French |
| Sentences        | 56K    | 688K     |
| Running words    | 665K   | 753K     | 15.6M   | 13.8M  |
| Vocabulary       | 8K     | 11K      | 80K     | 62K    |
| 5-gram Perplexity| 14.4   | 13.6     | 42.5    | 31.7   |

|                  | Dev    |        |
|------------------|--------|--------|
|                  | English | French |
| Sentences        | 1K     | 2K     |
| Running words    | 14K    | 16K    | 67K    | 59K    |
| 5-gram Perplexity| 28.7   | 24.3   | 72.4   | 49.6   |

|                  | Dev Test |        |
|------------------|---------|--------|
|                  | English | French |
| Sentences        | 1K      | 2K     |
| Running words    | 8K      | 10K    | 66K    | 58K    |
| 5-gram Perplexity| 51.1    | 35.3   | 71.6   | 49.6   |

Table 1. Features of Xerox and Europarl corpora (*K* denotes *thousand* and *M* million)
**Evaluation metrics.** The assessment of the translation quality has been carried out using the BiLingual Evaluation Understudy (BLEU) [20]. BLEU is a function (the weighted geometric mean) of the $k$-substrings ($k \leq 4$) that co-occur in both the hypothesized target sentence and in the reference target sentence, with a penalty for too short sentences. With this measure, higher figures imply better translation quality.

**Significance tests.** Finally, significance of our results has been assessed by the *paired bootstrap resampling* method, described in [21, 22]. In this way, we compared our results with a baseline system, estimating whether our system improvement was statistically significant.

**Results.** Figure 2 shows the performance of our AdaBoost adaptation in a translation task from English to Spanish and vice versa with the Xerox corpus, and from French to English in the case of Europarl. Baseline error rate in terms of BLEU is shown in both cases with a horizontal line. For each iteration, the figure plots the quality of the final hypothesis, which is a combination of all the previous $h_t$. All improvements with respect to the baseline system are significant according to the *paired bootstrap resampling* method.

Apart from the automatic quality assessment, the final hypotheses can be manually evaluated to analyse in which way AdaBoost improves the translation quality. In general, AdaBoost amends those phrases that were almost perfectly translated in the first hypothesis by proposing different synonyms, the presence or absence of articles, or the inclusion of new words. In a similar way, AdaBoost iterations can deteriorate the translation quality, as they can choose worse phrases than in previous iterations.

However, when moving to a more complex task, the Europarl corpus between French and English, our results are not so good, as shown in Figure 2. The achieved improvement with respect to the baseline is smaller than that obtained with the Xerox corpus. In addition, most of these improvements are not significant.

6 Conclusions and future work

In this paper, an adaptation of AdaBoost algorithm to machine translation has been proposed. This AdaBoost version has been implemented and applied in some experiments.

Our results show that our proposal can achieve statistically significant improvements of translation quality in some corpora. Particularly, we present an important BLEU improvement when translating the Xerox corpus. Nevertheless, when working with the Europarl corpus the improvement is less important.

These results are quite appealing, and they encourage us to study in depth the possibilities that AdaBoost can bring to machine translation.

Another adaptations of AdaBoost should be analysed, especially in the re-weighting step. With respect to the final hypothesis combination, some other
more sophisticated alternatives can be considered. For instance, the creation of a lattice representation of the hypotheses and posterior extraction of the path with the lowest expected error [23]; the ROVER approach [24]; or other combination strategies [25].

Finally, an interesting property of AdaBoost is its ability to identify outliers, examples that are hard to learn, ambiguous or mislabeled [3]. Other boosting algorithms such as BrownBoost or Gentle Adaboost take advantage of this ability. They might be adapted to SMT in a similar way as AdaBoost.
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