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ABSTRACT

Numerical weather forecast errors are routinely corrected through statistical postprocessing by several national weather services. These statistical postprocessing methods build a regression function called model output statistics (MOS) between observations and forecasts that is based on an archive of past forecasts and associated observations. Because of limited spatial coverage of most near-surface parameter measurements, MOS have been historically produced only at meteorological station locations. Nevertheless, forecasters and forecast users increasingly ask for improved gridded forecasts. The present work aims at building improved hourly wind speed forecasts over the grid of a numerical weather prediction model. First, a new observational analysis, which performs better in terms of statistical scores than those operationally used at Météo-France, is described as gridded pseudo-observations. This analysis, which is obtained by using an interpolation strategy that was selected among other alternative strategies after an intercomparison study conducted internally at Météo-France, is very parsimonious since it requires only two additive components, and it requires little computational resources. Then, several scalar regression methods are built and compared, using the new analysis as the observation. The most efficient MOS is based on random forests trained on blocks near by grid points. This method greatly improves forecasts compared with raw output of numerical weather prediction models. Furthermore, building each random forest on blocks and limiting those forests to shallow trees does not impair performance compared with unpruned and pointwise random forests. This alleviates the storage burden of the objects and speeds up operations.

1. Introduction

Numerical weather prediction (NWP) models, although essential for forecasting the dynamics of the atmosphere, are not perfect and may be consistently biased. This is particularly true near the surface (Haiden et al. 2015)
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MOS is a statistical postprocessing technique consisting of building a statistical regression function between a predictand or response (what is to be predicted) and predictors or explanatory variables (what is used to make the prediction). Predictors are usually outputs of some NWP model, thus the term MOS. The chosen statistical regression function is then applied to future forecasts to improve their performance in terms of objective scores, such as the root-mean-square error (RMSE) or the mean error.

The predictand in MOS is usually a variable measured at meteorological stations. As a consequence, MOS is mainly applied to station locations, and its performance is evaluated against measurements at those stations. However, forecast users need improved forecasts at arbitrary locations where measurements are not always available. For a national weather service, a most interesting goal is to have MOS available over the grid of some NWP model. To achieve this goal, two possible strategies are 1) to build MOS at station locations and then to grid them, as the National Oceanographic and Atmospheric Administration (NOAA) does (Glahn et al. 2009; Gilbert et al. 2009), or 2) to grid measurements and then to build MOS using this gridded field as the predictand. In this study the second strategy is preferred and described.

Specifically, the aim is to build gridded MOS fields over France for hourly 10-m wind speed forecasts. Wind forecast fields have been selected because of their importance in warning systems and the potential damage that can result (damage to building roofs, fallen tower cranes, and injuries or deaths caused by fallen objects are just some examples). Furthermore, as a result of local phenomena (e.g., slope wind, tunneling), surface wind speed is not the easiest field to interpolate or improve and, as such, it is a good candidate for testing the efficiency of the MOS methodology. The same methodology will be applied to other fields, such as temperature. The first step is to build a new wind speed analysis and to demonstrate that it performs better in terms of statistical scores than those operational analyses at Météo-France. The necessity for using a different wind analysis comes from the insufficient availability of operational analyses (every 3 h until April 2015), the requirement to have at least 3 yr of hourly gridded wind speed to train MOS methods, and the opportunity to generate more accurate analyses. The interpolation strategy described in this study has been selected among 48 strategies after an intercomparison led at Météo-France (not shown here). The 48 interpolation strategies varied in their interpolation functions, the information used, and their modeling of the spatial dependence. The second step is to build the best MOS using the new analysis. For that aim, two regression methods are compared. Both are trained by pooling together the data at nearby grid points (or “blocks”) and deriving the most parsimonious regression functions while keeping the same forecast performance. By reducing the number of regression functions, this so-called block MOS method is useful in speeding up operations when using MOS over a whole country such as France.

The manuscript is organized as follows. In section 2 the more efficient gridded analysis is introduced and compared against the analysis operational at Météo-France. Section 3 is devoted to building gridded MOS of wind forecasts using the more efficient analysis strategy as the observations. Section 4 sums up our results.

2. Gridding 10-m wind speed measurements

To get gridded fields of 10-m wind speed measurements even where actual measurements are not available, several interpolation strategies exist. The most straightforward approach is to use as the predictand an existing analysis of some NWP model. However, classical variational data assimilation schemes such as 3DVAR (Courtier et al. 1991) or 4DVAR (Courtier et al. 1994) assimilate station measurements. Therefore, an objective verification of such an analysis versus those measurements is not straightforward and may lead to overconfidence in the forecasts’ performance, as will be shown later. Furthermore, since assimilation schemes mix in some way forecasts and observations, the obtained analysis could be affected by the forecast bias. As presented in Schaefer and Doswell (1979), it is also possible to use the two-dimensional wind field, interpolating divergence and vorticity instead of the wind vector itself. This may allow imposing physical constraints, such as mass conservation, and using the wind vector instead of the wind speed only. But while it works across a limited domain, this solution requires boundary conditions that may not be trivial. A third efficient method for interpolating measurements is to run a very high-resolution model and find a statistical relationship between measurements and short lead-time forecasts at the same (or nearby) locations. This interpolation function is built for locations where the predictand and the predictors are available and applied to points where only the predictors are known, as presented in Burlando et al. (2013). This approach typically uses a NWP model with a resolution on the order of a few tens of meters. This is not feasible for a whole country as wide as France, but a good compromise could involve using a model over the entirety of France with a grid size of a few kilometers. This statistical interpolation is the approach chosen here, and the results are compared to an analysis existing at Météo-France, which is a kilometer-scale analysis based on 4DVAR assimilation. The methodology is presented in more detail hereafter.
a. Methodology

Let us suppose we have at our disposal past predictand and predictor values, at time $t = 1, \ldots, T$ for $N_s$ stations located at sites $s_i$, where $i = 1, \ldots, N_s$. Let us note that $\mathcal{S}$ is a fine (model) grid covering the region of interest, and $\mathcal{T}$ is a fine temporal grid covering $(1; T)$. Then, for a generic spatiotemporal point $(s, t)$, with $s \in \mathcal{S}$ and $t \in \mathcal{T}$, let us note that $y(s, t)$ and $x(s, t)$ are the values of the predictand and the vector of predictors, respectively.

Interpolating the predictand consists of building some function $f$ such that $y(s, t) = f(x(s, t)) + \epsilon(s, t)$, with $\epsilon$ an interpolation error. The function $f$ is built to have the best generalization capability, that is the lowest possible errors $\epsilon$ over the sites in $\mathcal{S}$. It is fitted locally; that is, for a given spatiotemporal point $(s_i, t)$, the training set $\mathcal{D}(s_i, t)$ is made of a subset of $\{s_1, \ldots, s_{N_s}\} \times \mathcal{S}$ depending on $(s_i, t)$.

Many interpolation strategies can be tried by varying the training set, the family of functions to which $f$ belongs, the choice of the predictors $x$, and the optional modeling of the error $\epsilon$. The error can be supposed to be deterministic (Hengl 2007) with no modeling at all. Alternatively, the error can be simulated with statistical models either without spatiotemporal dependence (Hastie et al. 2009; Kuhn and Johnson 2013) or with spatial dependence treated explicitly (Hengl 2007; Cressie and Wikle 2011).

b. Data description

The predictand is the hourly 10-m wind speed defined as the average of the instantaneous wind speed measurements taken during the 10 min before each hour. These measurements are available at 436 meteorological stations over mainland France (named above $s_i$, with $i = 1, \ldots, N_s$), which are managed by Météo-France. To balance the quantity and quality of the measurements, the retained data are actually measured at heights between 8 and 13 m for stations of environmental class lower than or equal to 3 according to the World Meteorological Organization’s Guide to Meteorological Instruments and Methods of Observation (WMO 2008, chapter 1, annex 1.B). For wind speed measurements, environmental class 3 requires that “the mast should be located at a distance of at least 5 times the height of surrounding obstacles” and that “sensors should be situated at a minimum distance of 10 times the width of narrow obstacles (mast, thin tree) higher than 8 m.” The mean distance between pairs of nearest stations is 21 km. The study period goes from January 2011 to March 2015.

For the best interpolation strategy described hereafter, the vector of predictors $x$ at a site $s$ is composed of the position of the site and the most recent wind speed forecast from an NWP model.

- The position of each site $s \in \mathcal{S}$ is specified by its horizontal coordinates $(s_x, s_y)$ in the extended Lambert-93 georeferencing system and its altitude $s_z$. The value of $s_z$ is obtained by considering the altitude of the nearest point in the BD Alti (http://professionnels.ign.fr/bdalit) digital elevation model (DEM), which is made available through the French geographical institute [Institut national de l’information géographique et forestière (IGN)]. The freely available version of this DEM, which is used in this study, has a resolution of 75 m and covers France only.
- The most recent wind speed forecast from an NWP model is made with Applications de la Recherche à l’Opérationnel à Méso-Echelle (AROME), MétéoFrance’s high resolution NWP model. It is a limited-area, nonhydrostatic model. During the study period, it had a 2.5-km grid size over France (Seity et al. 2011). For one specific site, date, and time, the wind speed forecast comes from the most recent run, excluding the analysis, and it is denoted $W_{AROME}(s, t)$. Since AROME runs four times per day, the lead times used ranged from 1 to 6 h. As an example, for an interpolation at 1600 UTC, the predictors come from the 1200 UTC run with a lead time of 4 h. The wind speed forecast used at station locations is AROME’s forecast bilinearly interpolated from AROME’s grid toward these locations.

c. Verification strategy

Since no wind speed measurements are available at grid points, assessment of the interpolation strategy is achieved through cross-validated interpolation toward some test stations. Cross validation consists of splitting the available archive into two subsets: one training set is used to fit the interpolation functions and the test set is used to assess the interpolation performance.

Since cross validation is time consuming, a subset of 150 test stations were chosen, which represented the French topography and hourly wind speed climatology. Ten lists of 15 stations were built as test sets, so that each list gathers stations far enough from one another to ensure that the results are close to those of leave-one-out cross validation. The closest test stations in each list are separated by at least 80 km. Interpolation is done toward each of these 10 test lists separately, and their performance is assessed. Consequently, the training is always done with 421 stations (up to missing data).

Comparing this new analysis against the existing AROME analysis provides an assessment of its usefulness for operational purposes. However, the AROME
assimilation scheme already assimilates station measurements, which biases its scores toward better performance. Thus, in order to get an accurate assessment of the analysis performance as an interpolator, 10 AROME assimilations were rerun without assimilating one test set of 15 stations each. Since this reanalysis takes time, it was only run for 120 dates between July 2013 and July 2014, at 1500 UTC, which corresponds to the maximum of the diurnal cycle of wind speed. This reanalysis is referred hereinafter as AROMEcv, since it is computed with cross validation.

Finally, until April 2015, the AROME analysis was available only every 3 h, whereas MOS is required at an hourly rate. Consequently, a simple reference hourly interpolation method is built by bilinear interpolation of AROME’s most recent wind speed forecast, with a lead time of 1–6 h. At some site s with geographical coordinates (s_x, s_y), bilinear interpolation takes as an interpolation function \( f(x, t) = a + b \cdot x + c \cdot y + d \cdot x \cdot y \).

The parameters \( a, b, c, \) and \( d \) are fitted onto the four nearest AROME grid points from the interpolation point \( s \). If this bilinear interpolation performs better, the retained analysis is simply the most recent wind speed AROME forecast.

For each of these analyses, the interpolation performance is assessed by pooling together the interpolated values in the 150 test stations at the 120 test dates. Classical performance measures are used, such as

- bias,
  \[ \text{BIAS} = -\bar{e}(s, t), \]
- root-mean-square error,
  \[ \text{RMSE} = \sqrt{\bar{e}^2(s, t)}, \]
- mean absolute error,
  \[ \text{MAE} = |\bar{e}(s, t)|, \]

where \( e(s, t) \) is the aforementioned interpolation error, and the overbar signifies the mean over all test stations and test dates.

Since RMSE and MAE values alone do not give information about the distribution of errors, specifically about large errors, measures of error dispersion are also computed:

- percentage of absolute errors lower than or equal to \( w \), with \( w = 1 \) or \( 4 \text{ m s}^{-1} \), denoted \( \%_{\leq 1} \) and \( \%_{\leq 4} \), respectively, and
- quantile of order \( \tau \) of absolute errors with \( \tau = 0.5 \) (median) or 0.9, denoted \( Q(0.5) \) and \( Q(0.9) \), respectively.

d. Results about the best interpolation strategy

The best interpolation strategy among the 48 interpolation strategies previously tested is presented.

First, the training set \( \mathcal{D}(s, t) \) is global and run for a fixed time. This means that whatever the interpolation point \( (s, t) \) is, the training domain pools all the stations over France but it takes into account only the measurements at time \( t \).

Second, the interpolation function is a mixture of two thin plate regression splines (TPRSs; Wood 2003). This is a special class of generalized additive models (GAMs; Wood 2006). In GAMs the actual predictand is some link function \( g \) of the expectation of \( y \), taken as the sum of \( p \) functions: \( g(\mathbb{E}(y | x)) = \sum_{i=1}^{p} x_{i} \), with \( x_{i} \) being one or several components of the predictors vector. Here, the link function is the identity, and the functions \( f_{i} \) are two TPRSs. Indeed, our best interpolation function is simply \( f(x, t; \mathcal{D}(s, t)) = \text{tp}(\text{WAROME}(s, t)) + \text{tp}'(s_{x}, s_{y}), \)

where \( \text{tp} \) and \( \text{tp}' \) are two TPRSs, whose parameters are fitted for each date and time in an automatic way by means of the function gam in the R package mgcv (R Core Team 2015).

Third, the spatial dependence between the errors is not explicitly modeled in this strategy. It appears to be unnecessary since using the AROME wind speed forecast implicitly imposes some structure onto the interpolated field.

Unless otherwise stated, the following results are computed for the 150 test stations, the 120 test dates, and at 1500 UTC.

1) Comparison to Reference and Cross-Validated AROME Analyses

The two first columns in Table 1 present the measures of performance for the TPRS analysis and the reference. For the whole sample, both analyses are unbiased. However, TPRS performs better than bilinear interpolation for the other measures of performance. The RMSE is improved by 16%, and most of the errors are less than \( 4 \text{ m s}^{-1} \) in absolute value.

Table 1 also shows the same measures of performance but for classes defined by the terciles of the wind speed distribution over France during the study period: weak (below \( 2.9 \text{ m s}^{-1} \)), average (between \( 2.9 \) and \( 4.8 \text{ m s}^{-1} \)), and strong (above \( 4.8 \text{ m s}^{-1} \)). For the lowest measured wind speeds, TPRS and the reference tend to yield slightly too strong winds (positive bias) and the converse for the strongest measured wind speeds (negative bias). However, the bias remains low. Whatever the wind speed regime, TPRS outperforms bilinear interpolation whatever other performance measure is considered.

Figures 1 and 2 show the evolution of RMSE and BIAS over the time of day for TPRS and reference analyses, computed over the 150 test stations and all of the
The curves may show abrupt changes every 6 h, when the predictors are taken from a different interval of wind speed measurements. Values in boldface indicate the best performance among TPRS, reference, and AROMEcv.

Table 1. Measures of performance for TPRS, bilinear reference interpolation (ref.), operational AROME analysis (AROME), and AROME reanalysis computed with cross validation (AROMEcv). These results concern 150 test stations and 120 dates at 1500 UTC, for all wind speed values and three different intervals of wind speed measurements. Values in boldface indicate the best performance among TPRS, reference, and AROMEcv.

| TPRS | Ref. | AROME | AROMEcv |
|------|------|-------|---------|
|     |      |       |         |
| BIAS | 0.0  | 0.3   | -0.1    | 0.0    |
| MAE  | 1.0  | 1.2   | 0.6     | 1.1    |
| RMSE | 1.4  | 1.6   | 0.8     | 1.5    |
| Q(0.5) | 0.8  | 0.9   | 0.4     | 0.8    |
| Q(0.9) | 2.1  | 2.5   | 1.2     | 2.3    |
| %<sup>g</sup> | 63.1 | 53.8 | 86.3 | 58.3 |
| %<sup>c</sup> | 98.8 | 97.6 | 99.6 | 98.3 |
| Weak wind (below 2.9 m s<sup>-1</sup>) |
| BIAS | 0.7  | 0.8   | 0.1     | 0.5    |
| MAE  | 0.9  | 1.1   | 0.5     | 0.9    |
| RMSE | 1.2  | 1.5   | 0.7     | 1.3    |
| Q(0.5) | 0.7  | 0.9   | 0.3     | 0.7    |
| Q(0.9) | 2.0  | 2.4   | 1.0     | 2.0    |
| %<sup>g</sup> | 66.9 | 56.2 | 90.1 | 64.9 |
| %<sup>c</sup> | 99.4 | 97.7 | 99.8 | 98.9 |
| Medium wind (between 2.9 and 4.8 m s<sup>-1</sup>) |
| BIAS | 0.1  | 0.4   | -0.1    | 0.0    |
| MAE  | 0.8  | 1.1   | 0.5     | 0.9    |
| RMSE | 1.1  | 1.4   | 0.7     | 1.2    |
| Q(0.5) | 0.7  | 0.8   | 0.3     | 0.7    |
| Q(0.9) | 1.7  | 2.2   | 1.0     | 2.0    |
| %<sup>g</sup> | 70.6 | 56.8 | 89.3 | 63.1 |
| %<sup>c</sup> | 99.8 | 99.1 | 100.0 | 99.5 |
| Strong wind (above 4.8 m s<sup>-1</sup>) |
| BIAS | -0.7 | -0.3  | -0.4    | -0.7   |
| MAE  | 1.3  | 1.3   | 0.7     | 1.4    |
| RMSE | 1.7  | 1.8   | 1.1     | 1.8    |
| Q(0.5) | 1.0  | 1.0   | 0.5     | 1.1    |
| Q(0.9) | 2.7  | 2.8   | 1.6     | 2.9    |
| %<sup>g</sup> | 51.9 | 48.8 | 79.5 | 46.8 |
| %<sup>c</sup> | 97.4 | 96.1 | 99.0 | 96.5 |

dates in the study period. The curves may show abrupt changes every 6 h, when the predictors are taken from a different run. This is due to the better performance of the underlying forecast thanks to the proximity of AROME assimilation. Regardless, TPRS performs consistently better than the reference, and its performance shows less variability. This is also true for other performance measures (not shown here).

Table 1 also shows the performance measures of the operational AROME analysis with all stations assimilated and of the AROMEcv reanalysis. As an example of the usefulness of this cross-validated reanalysis for assessing the performance of the TPRS analysis, let us note that without blacklisting some stations the operational AROME analysis gets an RMSE of about 0.8 m s<sup>-1</sup> over the test stations, a significantly better score compared with the actual cross-validated RMSE of 1.5 m s<sup>-1</sup> (87.5% higher). This shows the strong local impact of the observations in the assimilation fields.

As for the new analysis, it appears that TPRS actually performs better than the AROMEcv reanalysis, whatever the interval of measured wind speeds and the performance measure. Moreover, TPRS is computed very quickly: the complete hourly interpolated wind speed grid from January 2011 to March 2015 required only 4 days of computation at the resolution of AROME (2.5 km) on a standard workstation. This may allow a real-time computation of wind speed analysis to be used routinely and builds a long enough archive to train the MOS methods.

2) SPATIAL STRUCTURES OF GRIDDED MEASUREMENTS

The performance measures used quantify the quality of interpolation strategies but say nothing about the likelihood of the structures represented in the gridded wind field. Figure 3 allows a subjective evaluation of these structures. Figure 3 presents the storm Joachim that hit western Europe in December 2011.

First, TPRS may increase or decrease the wind speed compared with the AROME forecast. As an example, in Fig. 3 the gridded wind speeds with TPRS are lower than those in the forecasts across southwestern France but more variable and stronger in the Pyrenees. The wind speed in the new analysis is also increased at the tip of Brittany and decreased over a large area to the east and southeast of Brittany. This high-impact event has been subjectively evaluated by meteorologists thanks to Météo-France’s internal reports of this event. The structures in TPRS have been judged to be more in agreement with reality.

Moreover, the gridded wind speeds, although usually smoother than AROME because of the use of smoothing functions such as TPRS, still exhibit realistic physical structures. This may not be systematic for every interpolation strategy. Indeed, as an example, ordinary kriging led to unrealistic smooth wind speed fields (not shown). In Fig. 3, the wind speed field is more variable throughout the Pyrenees for TPRS than for the AROME forecast. Because AROME only includes 2.5-km-resolution BDAlti topography, this increased spatial variability of the gridded wind speed over the mountains seems to be a positive feature.

Similar results hold for other dates and hours that have been subjectively appraised by Météo-France (not shown).

3) WHY A GLOBAL TRAINING DOMAIN?

A local training domain, containing only of stations within a certain radius around each site s, was used as a sensitivity experiment. This training radius was varied between 20 and 2000 km. Indeed, a variographic study
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(not shown here) showed that the correlation length of wind speed measurements is about 50 km, albeit with large differences according to the kind of meteorological and geographical zone (warm sector, tail end of a low, neighborhood of a front, mountains, sloping areas, etc.). It could be expected that, with smaller training domains, the wind speed measurements would be more correlated and the performances improved. But it turns out that these local training domains delivered poorer performances than did a global training domain. It happens that the smaller the training domain, the less numerous the data and the less precise the estimation of the interpolation function, thus the worse interpolation performance (not shown). Inversely, by taking a global training domain, the interpolation method takes the best of all available data at one specific time. To improve performance by reducing the size of the training domain would require a much denser measurement network. In hilly or mountainous

![Graph](image)

**Fig. 1.** Evolution of RMSE over time for TPRS and reference interpolation strategies, computed over the 150 test stations.

![Graph](image)

**Fig. 2.** As in Fig. 1, but for the bias.
areas, with very local topographic effects, this requirement would become unrealistic.

4) FURTHER POSTPROCESSING OF TPRS INTERPOLATION

By construction, TPRS linearly extrapolates as soon as there is a predictor exceeding the values in the training dataset. Because of this linear extrapolation, interpolated wind speeds may reach unrealistic values. Contrary to other interpolation strategies tried, TPRS nearly never exhibits such excessive wind speeds. To filter out and prevent these rare occurrences, a post-processing of the gridded wind speed fields illustrated before is applied (see example in Fig. 4). The meteorological spline in TPRS, tps[WRome(s, t)], is constrained at each grid point to be less than tps[maxtraining(WARome)], where maxtraining(WARome) is the maximum AROME forecast in the training dataset. Since this filtering rarely changes the gridded measurements, performance measures of TPRS are not modified.

Finally, a visual comparison of measured values and TPRS interpolation at the station locations showed that for 12 stations, although the new analysis performs better than the AROME analysis, very high errors (up to 80% below the measured value) remain. These stations are situated in hilly areas and exhibit very high values. These features make it very unlikely to develop a good interpolation at these locations. To keep high wind speeds in the new analysis, measurements at all stations are simply copied out to the nearest grid point.

To conclude this section, TPRS is a quick and more efficient alternative to the usual data assimilation scheme.
when creating a long archive of hourly gridded wind speed measurements, TPRS also requires less computational resources and can be run on a standard workstation.

The following section describes how to improve wind speed NWP forecasts using MOS with the new analysis based on TPRS as the predictand (or the response).

### 3. Improving wind speed forecasts on a grid by block regression

MOS aims at correcting forecasts by means of a regression function $r$ between the variable $Y$ to be predicted and some explanatory variable(s) (or predictors) $X$ that may be NWP model output(s) or any other source of information. This regression function is estimated on an archive of past forecasts and associated observations, and it is then applied to future forecasts to increase their accuracy. It is quite similar to what has been done in the previous section when building an interpolation function, provided that the regression function is applied at future times ($t > T$) instead at nonmonitored locations ($s \notin \{s_i, i = 1, \ldots, N^s\}$).

In this study, two classical regression methods, namely linear modeling and random forests, are compared. The functional kernel regression (Ferraty and Vieu 2006; Ferraty et al. 2012) was also tested but results are not presented since this method is largely outperformed by the two classical regression methods (not shown).

#### a. Data

The explanatory variables $X$ come from the Action de Recherche Petite Échelle Grande Échelle (ARPEGE; Courtier et al. 1991), Méteo-France’s global NWP model. ARPEGE is a stretched-grid, hydrostatic NWP model, with a horizontal grid size of 0.1° (about 10 km) over France. It runs every 6 h with hourly lead times of up to 60 or 102 h depending on the run. Table 2 lists the 24 explanatory variables selected for building regression functions of the analyzed wind speed on forecasts. The variables SLP_Adv, SLP_Trend, tpwHPA850, and tpwHPA850_Adv have been chosen as proxies for the synoptic dynamics of the atmosphere. The variables capeins, tH_PCs, ffH_PCs, and tpwHPA850_HVar aim at quantifying the instability of the boundary layer.

The response $Y$ is ARPEGE’s wind speed forecast errors relative to the new postprocessed TPRS wind speed analyses, which are presented in section 2d(4). Several attempts showed that the performances were slightly improved when predicting the wind speed error instead of the wind speed itself. Performances are computed for the

| Table 2. List of ARPEGE’s explanatory variables, available for wind speed regression. |
|---------------------------------|---------------------------------------------------------------|
| **Abbrev** | **Description**                                                                 |
| ffH10, ddH10f | 10-m wind speed and discretized direction (north, south, east, and west) |
| lat, lon, elevation | Latitude, longitude, and elevation |
| month | Month as a qualitative variable with 12 categories |
| capeins | Convective available potential energy |
| nc, nt, nb, nm, nh | Nebulosities (c, convective; t, total; b, low-altitude clouds; m, medium-altitude clouds; h, high-altitude clouds) |
| SLP_Adv, SLP_Trend | Advection and 3-h trend of sea level pressure |
| tpwHPA850, tpwHPA850_Adv, tpwHPA850_Hvar | Potential wet-bulb air temperature at 850 hPa, and its advection (Adv) and horizontal variance (HVar) |
| tH_PCi, $i = 1, \ldots, 3$ | First three components of a principal component analysis of temperature vertical profile (up to 1500 m) |
| ffH_PCi, $i = 1, \ldots, 3$ | First three components of a principal component analysis of wind speed vertical profile (up to 1500 m) |
corrected wind speed forecasts. The regression function is built only on ARPEGE grid points and not on all AROME grid points because of computation time constraints for operational purposes and because of ARPEGE’s larger lead time range. Since the new analysis is available on the AROME 2.5-km grid, block MOS for AROME at its full resolution is planned for future applications and are likely to accelerate operations considerably. The study period covers 3 yr, from 1 September 2011 to 31 August 2014.

As a result of long computation times, regression methods have been trained only over 10 spatial domains noted D01–D10 (see Fig. 5). Each domain contains a grid of $9 \times 9$ ARPEGE grid points (about $90 \times 90$ km$^2$). These domains have been chosen so that they represent a large range of conditions of winds and topography over France. Domains D06, D09, D07, and D08 cover increasingly rugged topography. Domains D01, D02, and D03 can be subject to strong local winds, namely marin and cers for the first two domains, and mistral for the third one.

Each regression method is trained separately for lead times of 3, 15, and 48 h for ARPEGE run at 0000 UTC. The lead times have been chosen to cover short and long lead times and, for 15 h, which is representative of the periods of 3, 15, and 48 h for ARPEGE run at 0000 UTC.

### b. Block MOS

The following regression methods (Hastie et al. 2009; Kuhn and Johnson 2013) are tested.

- **Linear model** (Azaïs and Bardet 2006; Weisberg and Fox 2010): the regression function is a second-order polynomial relationship of the explanatory variables $\hat{r}(X) = \beta_0 + \beta \cdot X_{1,2}$, where $\beta_0$ is a real, $\beta$ is a vector of reals, and $X_{1,2}$ is the vector containing every possible combination of product of explanatory variables of order 1 and 2 (called interactions). The parameters $\beta_0$ and $\beta$ are fitted onto the training dataset with an ascending selection of predictors based on the Bayesian information criterion (BIC; Schwarz 1978; Lebarbier and Mary-Huard 2006).

- **Random forest** (Breiman 2001): this is an average of several regression trees (Breiman et al. 1984). For a single regression tree, the regression function is built through an iterative splitting of available training data into two subsets. Splitting is done according to some threshold of a quantitative explanatory variable or some subset of modalities of a qualitative explanatory variable. The best split is chosen so that the two subsets of response values are the most homogeneous inside each subset and the most dissimilar between one another. The (dis)similarity criterion is the intra- or between-group variance. Splitting is stopped for some criterion, such as a maximum number of groups, called leaves. The predicted value is then the average of the response values in the leaf. A regression tree usually has a low bias but strongly depends on the training data.

In a random forest, each tree is similar to a regression tree but with two further randomizations. The first randomization is to start each tree from a bootstrapped sample of the training data (Diaconis and Efron 1983). Then each split, or node, of each tree is built from a random subset of the available explanatory variables.

The final predicted value is the average of all leaves reached by the value of the vector of explanatory variables. This double randomization makes the trees of the forest more independent and thus decreases the variance of the errors without increasing the bias of each tree.

The regression function $f$ is an average of blockwise constant functions over the space of the explanatory variables. In this study, the fitted parameters are the number of trees in the forest and the number of predictors tried at each node.

In statistics, more data sometimes imply better inference. Therefore, with the aim of further improving MOS performance, block regression is used. This means that inside each domain, the regression methods described above are trained by pooling data across several grid points. These pooled grid points are collectively called a block. Consequently, one regression function $f$ is built for a block and applied to all the grid points inside the block. However, the position of each grid point is available as a predictor through its latitude, longitude, and elevation. If these predictors are selected during the
training step, the regression function may actually depend on the gridpoint location. Another advantage expected from block regression is in having fewer models, which may speed up operations.

The size of the block is varied to assess its impact on the MOS performance. The sizes are $1 \times 1$ (or pointwise training), $3 \times 3, 5 \times 5, 7 \times 7$, and $9 \times 9$ grid points. The blocks of sizes $3 \times 3, 5 \times 5,$ and $7 \times 7$ contain the central square with, respectively, 9, 25, and 49 grid points of the domain. If MOS performs better for a nonpointwise block, it is planned to map France with contiguous blocks for using MOS in operations.

To assess forecast performances, the same measures of performance as in section 2c are computed. To compare across the same dataset the training with different block sizes, performance measures are computed for the central $3 \times 3$ grid points in each domain. The so-called skill scores are also used: if $S_A$, $S_B$, and $S_C$ are the measures of performance for forecasts $A$, $B$, and a perfect forecast, the associated skill score (SS) is $SS_{AB} = [S(A) - S(B)]/(S(A) - S_C) \in (-\infty; 1]$. For RMSE, MAE, $Q(0.5)$, and $Q(0.9)$, $S_C = 0$, whereas for $\%_{\leq 1}$ and $\%_{\leq 2}$, $S_C = 100$. A positive skill score implies the forecast $A$ yields better performance than forecast $B$.

Furthermore, the levels of variability among the performances are assessed thanks to threefold cross validation: two years’ worth of data serve as the training dataset, with the remaining year being used as a test sample. All three possible combinations of two training years/one test year are tried.

c. Results

1) BEST BLOCK MOS

Figure 6 presents the RMSE of raw ARPEGE forecasts and MOS forecasts built with the two regression methods and different combinations of parameters. The scores are computed for the three test years and with training domains of $1 \times 1, 3 \times 3, 5 \times 5, 7 \times 7$, and $9 \times 9$ grid points. Figure 6 shows domain D03 with a lead time of 15h. Whatever the chosen training settings, both MOS methods improve performance over raw ARPEGE forecasts.

Performance levels of random forests are sensitive to the number of trees and number of tried predictors at each node. For a given number of trees and tried predictors, performance is slightly decreased by increasing the block size, but this effect is marginal. The best tuning is therefore to take about six to eight tried predictors and at least 50 trees trained in $3 \times 3$ blocks. This optimal setting remains true for other domains and lead times (not shown here). To speed up operations, shallower trees may be used if this does not reduce the forecast performance. With default settings, the complete random forests have 2300 leaves for each tree, for a $3 \times 3$ grid-point training domain. Constraining trees to a maximum number of leaves has been tested. The best performance is achieved by random forests even with no more than 200 leaves, as shown in Fig. 7 for domain D03 and a lead time of 15h. However, for some other less common domains and lead times, the minimum optimal number of leaves may be around 500 (not shown). To summarize, the best random forest MOS is obtained by building 200 trees with eight tried predictors at each node and 500 leaves.

As for the linear regression MOS specifically, Fig. 6 shows that its performance varies quite a bit with the training block size. However, the best performance is achieved with pointwise training no matter the domain, lead time, or performance measure (not shown).

In Fig. 6, the best linear model (trained pointwise) and the best random forests apparently deliver similar levels of performance. By showing skill scores for random forests (model A) versus the pointwise trained linear MOS (model B), Fig. 8 shows that forecast performance is improved by several percent with random forests. The only exception is for the percentage of absolute errors lower than 4 m s$^{-1}$ ($\%_{\leq 1}$), where the performance may be diminished when using a random forest compared with using linear regression. Figure 8 also confirms that random forests trained on a $3 \times 3$ block yield similar performance compared with pointwise random forests. Thus, even though training random forests on blocks does not improve the forecast performance as could be hoped, it also does not decrease the performance. Skill scores computed for other domains and/or lead times confirm that a random forest is usually a better choice than linear regression by a few percent, except for $\%_{\leq 2}$, where the best MOS is not always the same (see, e.g., Fig. 8). In conclusion, the best MOS method is to use a random forest with from six to eight tried predictors, 200 trees, 500 leaves, and a $3 \times 3$ block training.

On a more qualitative note, MOS successfully corrects the tendency of the raw model to overestimate wind speed, as illustrated in Fig. 9 with a smoothed scatterplot. As can be seen, the MOS scatterplot is much more concentrated along the first bisecting line than the raw forecast. This line corresponds to the point set of perfect forecasts. This improvement is obvious whatever the strength of the gridded wind speed. These results hold for every other domain or lead time (not shown).

2) PERFORMANCE AT STATION LOCATIONS

Table 3 shows performance measures of forecasts bilarinearly interpolated at the locations of the meteorological stations inside the 10 training domains. Scores are
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Domain: D03, lead time: 15h

Test year starting: 01 Sept. 2011

- 01 Sept. 2012
- 01 Sept. 2013

- tried: 24
  - size: 1
  - size: 3
  - size: 5
  - size: 7
  - size: 9

- tried: 12
  - size: 1
  - size: 3
  - size: 5
  - size: 7
  - size: 9

- tried: 8
  - size: 1
  - size: 3
  - size: 5
  - size: 7
  - size: 9

- tried: 6
  - size: 1
  - size: 3
  - size: 5
  - size: 7
  - size: 9

- tried: 1
  - size: 1
  - size: 3
  - size: 5
  - size: 7
  - size: 9

FIG. 6. RMSEs for several MOS methods and settings, along with raw ARPEGE forecasts. In each panel, lines show the evolution of the performance of the random forest with the number of trees, for a specific training block size and number of tried predictors at each node and for the three test years. In each panel, vertical bars indicate the interval of variation over the three test years of ARPEGE performance (left bars) and block MOS with a linear regression (right bar). For a linear model and a random forest, the training domain can be of sizes 1×1, 3×3, 5×5, 7×7, and 9×9 grid points from left to right. Scores are computed over one year of testing (starting on 1 Sep), over the 3×3 central points of domain D03 and for 15-h lead time.

The scores show that a random forest delivers better overall performance than do interpolated raw ARPEGE forecasts, for a training domain of pointwise or 3×3 blocks. Furthermore, random forests yield similar or better levels of performance than do interpolated forecasts from Météo-France’s high-resolution model AROME. Concerning the bias, whereas random forests have a negative bias and AROME is unbiased, the bias of the

computed relative to measurements at those stations by pooling forecasts for all three test years and for all three lead times. Only five stations were included in any of the 10 training domains. For the raw AROME forecasts, a 48-h lead time is actually a 6-h lead time for the 1800 UTC run, since AROME does not yield forecasts beyond 36-h lead time. However, the valid dates are the same for MOS at 48-h lead times and this lagged raw AROME.
random forests remains low (only $0.3 \text{ m s}^{-1}$). For 48-h lead times, MOS is as good as raw AROME at 6-h lead time, an improvement of 42 h.

However, the results vary at the scale of single stations. Table 4 shows the scores obtained for a station picked at random for different lead times. For this station situated in domain D03, random forests achieve much better performance than ARPEGE or AROME for a lead time of 3 h. At a lead time of 15 h, spatially interpolated random forests still get the upper hand over raw AROME but the differences are slightly reduced. At a lead time of 48 h (6 h for raw AROME), random forests and AROME yield similar results. Over the five stations in the training domains, the results are variable, even though the random forests usually deliver results that are at least as good as those of the interpolated AROME forecasts. Regardless, ARPEGE never prevails. Since the sample is small (only five stations), further investigation would be necessary to assess the best choice among the interpolated
This will first require us to build MOS forecasts for all of the chosen grids over the whole of France. This will be done for future applications at Météo-France, but such a training scheme will require weeks. Nevertheless, those first results point to interpolating MOS forecasts trained on a $3 \times 3$ blocks as a good solution for getting improved forecasts at station locations.

**Fig. 8.** Evolution of skill scores with the size of the training block for random forest MOS, with pointwise trained linear MOS as a reference. Two hundred trees and eight tried predictors are used to train the random forest with several sizes of training block.
3) SPEEDING UP OPERATIONS
Running MOS on a grid with thousands of grid points may be time consuming, at the training stage and during operations. One purpose of block regression is to build fewer regression models to accelerate memory loading during operations. Indeed, since the prediction with random forests is very quick, a limiting factor for operational purposes is the loading time of the models in memory. For the linear models, only the regression coefficients $\beta$ have to be saved on disk, with a disk occupation of a few kilobytes. A random forest object can be much bigger if it is not optimized. In our case a random forest trained on one grid point amounts to 2 MB (for a total of 18 MB for a nine-gridpoint domain), whereas a random forest trained on a $3 \times 3$ domain requires 12 MB, one-third less. Additionally, a shallow forest with 200 trees, eight tried predictors, and only 500 leaves, trained over $3 \times 3$ grid points, requires only about 5 MB for each domain, a further reduction of 60%. Removing the components of random forest objects, as stored by the R statistical software, that are deemed to be unnecessary for prediction leads to a final storage size of 1.7 MB on disk.

To compare loading times for several MOS models as stored in R, the above objects have been loaded from disk 300 times for the 10 studied domains. Figure 10 shows that the linear model objects load much more quickly (about 15 ms for the 10 domains) than pointwise trained random forest objects (a few seconds cumulated over the 10 domains). However, combining block regression, shallow trees, and the removal of unnecessary components allows dividing the loading times of random forests by a factor 10. Since the complete mapping of France requires about 830 domains, the loading time would be about half a minute for the whole country. This still causes the random forest longer to load than linear models, but it

**FIG. 9.** Smoothed scatterplots of gridded observations against (left) raw forecasts and (right) random-forest-based MOS forecasts. The darker the blue, the denser the points. The red oblique line is the first bisecting line. These scatterplots are for test grid points in domain D03, for the test year starting on 1 Sep 2013, at 15-h lead time, and training on $3 \times 3$ grid points. The random forest is built with 200 trees and eight input variables randomly drawn at each node.

**TABLE 3.** Measures of overall performance of bilinearly interpolated forecasts at station locations. The forecasts are MOS based on the random forest method, with a training domain of size $1 \times 1$ or $3 \times 3$, raw ARPEGE forecasts, and raw AROME forecasts. Scores are computed by pooling together forecasts over the three test years, every station inside any study domain, and the three lead times (3, 15, and 48 h). For AROME, 48-h lead time is actually 6-h lead time, since AROME forecasts do not extend up to 48 h. Boldface values indicate the best performance.
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is compatible with operational constraints. As seen above, this acceleration is achieved without reducing the overall performance of the forecast.

4. Conclusions

Accurate wind speed forecasts are crucial for decision-making in weather-related activities or for weather warnings by national and regional weather services. NWP models provide forecasts that are not exempt from errors. Since these errors are not completely random, statistical postprocessing methods, known as MOS, can be used to improve future forecasts by using regression functions fitted onto past forecasts and associated observations. To apply those methods to wind speed forecasts at gridpoint locations, a new gridded analysis of wind speed measured at meteorological stations is built. An internal comparison of 48 interpolation strategies led at Météo-France showed the best hourly analysis is based on thin plate regression splines. This regression is very parsimonious with only two additive components: a first one with the most recent wind speed forecast of the high-resolution model AROME as the only input and the second one with a correction based on the three-dimensional coordinates of the points. By cross validation, it is shown that this new analysis performs consistently better than the available AROME analysis while retaining the realistic structures of the wind speed fields thanks to the use of the AROME forecast in the interpolation function. This allows us to build an archive of gridded wind speeds over France with a 2.5-km grid size starting in January 2011 and ending in March 2015.

| Random forest | 1 × 1 | 3 × 3 | ARPEGE | AROME |
|---------------|-------|-------|--------|-------|
| **3-h lead time** |
| BIAS          | 0.2   | 0.2   | 1.5    | 0.9   |
| MAE           | 1.0   | 1.0   | 1.7    | 1.3   |
| RMSE          | 1.3   | 1.3   | 2.1    | 1.6   |
| Q(0.5)        | 0.9   | 0.9   | 1.5    | 1.0   |
| Q(0.9)        | 2.0   | 2.0   | 3.4    | 2.6   |
| %<50          | 60.1  | 60.4  | 33.8   | 48.2  |
| %<90          | 99.5  | 99.5  | 95.3   | 99.0  |
| **15-h lead time** |
| BIAS          | -0.1  | 0.2   | 0.3    | -0.1  |
| MAE           | 1.2   | 1.2   | 1.4    | 1.2   |
| RMSE          | 1.5   | 1.5   | 1.8    | 1.6   |
| Q(0.5)        | 1.0   | 1.0   | 1.1    | 1.0   |
| Q(0.9)        | 2.3   | 2.3   | 2.9    | 2.5   |
| %<50          | 51.5  | 52.2  | 45.1   | 49.3  |
| %<90          | 98.8  | 99.1  | 96.3   | 97.4  |
| **48-h lead time** (6h) |
| BIAS          | 0.2   | 0.2   | 1.4    | 0.8   |
| MAE           | 1.2   | 1.2   | 1.8    | 1.2   |
| RMSE          | 1.5   | 1.5   | 2.2    | 1.5   |
| Q(0.5)        | 1.0   | 1.0   | 1.5    | 1.1   |
| Q(0.9)        | 2.4   | 2.4   | 3.6    | 2.5   |
| %<50          | 49.8  | 50.1  | 35.5   | 47.6  |
| %<90          | 98.5  | 98.5  | 92.7   | 99.0  |
This new analysis is used to build improved wind speed forecasts of Météo-France’s 10-km NWP model, ARPEGE, over France. The use of classical regression methods shows that ARPEGE forecasts are easily and greatly improved by all regression methods. The best MOS is based on random forests. The best combination of parameters for this model is shown to be not very sensitive: taking more than 200 trees and trying from six to eight predictors at each node is sufficient. Furthermore, random forests can be trained by pooling together data from nearby grid points without degrading performances. Also, the trees in the optimal random forests need not be very deep in order to achieve the best performance. These last remarks lead to building less numerous and shallower random forests. After removing unnecessary components in R random forest objects, the storage resources and loading times of the random forests are reduced by a factor of 10. The time to produce MOS forecasts is mainly determined by the loading time of all the random forests into memory. Thanks to their performance. These last remarks lead to building less numerous and shallower random forests. After removing unnecessary components in R random forest objects, the storage resources and loading times of the random forests are reduced by a factor of 10. The time to produce MOS forecasts is mainly determined by the loading time of the random forests into memory. Thanks to their performance.
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