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Abstract

Inspired by ideas from optimal transport theory we present Trust the Critics (TTC), a new algorithm for generative modelling. This algorithm eliminates the trainable generator from a Wasserstein GAN; instead, it iteratively modifies the source data using gradient descent on a sequence of trained critic networks. This is motivated in part by the misalignment which we observed between the optimal transport directions provided by the gradients of the critic and the directions in which data points actually move when parametrized by a trainable generator. Previous work has arrived at similar ideas from different viewpoints, but our basis in optimal transport theory motivates the choice of an adaptive step size which greatly accelerates convergence compared to a constant step size. Using this step size rule, we prove an initial geometric convergence rate in the case of source distributions with densities. These convergence rates cease to apply only when a non-negligible set of generated data is essentially indistinguishable from real data. Resolving the misalignment issue improves performance, which we demonstrate in experiments that show that given a fixed number of training epochs, TTC produces higher quality images than a comparable WGAN, albeit at increased memory requirements. In addition, TTC provides Wasserstein-1 (or Earth Mover’s) distance as a measure of dissimilarity between the real and generated distributions. WGANs consist of two neural networks, a generator and a critic. The generator $G_w$ (with $w$ as its parameters) is applied to a latent probability distribution $ζ$ to produce the pushforward measure $µ := (G_w)_#ζ$. Given data sampled from a probability distribution $ν$, the critic $u$ is used to measure the discrepancy between $µ$ and $ν$ by computing the Wasserstein-1 distance, given by

$$W_1(µ, ν) = \sup_u E_x [u(x)] - E_y [u(y)],$$

where the supremum is computed over all functions $u$ which have a Lipschitz constant of 1. It was proposed in [17] to approximately solve this problem using a gradient penalty on $u$. Given a solution $u_0$ to (1) (called a Kantorovich potential), the generator is then trained by applying gradient descent to $W_1((G_w)_#ζ, ν)$ over $w$. WGANs have been very successful, becoming one of the standard benchmarks for high quality image synthesis [21, 24, 28].

Existing formulations of WGANs do not, however, make full use of the information contained in a Kantorovich potential. Indeed, it follows from $L^1$ optimal transport theory that $−∇u_0(G_w(z))$, where it exists, provides the exact direction, if not the distance, in which the generated image $G_w(z)$ should move so as to most rapidly reduce $W_1((G_w)_#ζ, ν)$. One may ask, then, the extent to which performing gradient descent on $W_1((G_w)_#ζ, ν)$ over the parameters $w$ actually obtains this optimal direction at each point $G_w(z)$. In Section 3 of this paper we demonstrate experimentally that standard generator architectures fail to obtain this optimal direction.

We were thus motivated to resolve this issue and obtain the ideal direction of flow everywhere by simply modifying the initial distribution by a gradient descent step on $u_0$ with step size $η$; that is, to obtain a new distribution, $µ$, from the formula

$$\tilde{µ} := (I − η∇u_0)_#µ.$$  

With $\tilde{µ}$ now in hand, we next train a new critic solving

1. Introduction

Wasserstein GANs (WGANs) were introduced in [2] as a technique for training generative models using the

¹Code available at https://github.com/tmilne5/Trust-the-Critics.
ator architectures or algorithms are designed for each task. In contrast to the typical approach, where specialized generative modelling, such as image synthesis, translation, and denoising, can be completed using TTC, the only requirement being changing the source and target data. This stands in contrast to the typical approach, where specialized generator architectures or algorithms are designed for each task.

The contributions of this paper are as follows:

1. We introduce TTC, a novel technique for generative modelling distinguished from existing algorithms by its adaptive step size selection method.

2. We demonstrate quantitatively that standard WGAN architectures fail to move generated data points in optimal directions over the course of training. This misalignment is resolved by TTC.

3. We provide a formula for the density of the updated measure $\tilde{\mu}$, assuming $\mu$ has a density, and calculate the exact value of $W_1(\mu, \nu)$ in terms of the step size $\eta$ under the assumption that the minimal transport distance is larger than this step size.

4. We prove a geometric convergence rate of a sequence of measures generated using TTC. Such a result is applicable until the minimal transport distance is zero, which occurs only when a non-negligible set of synthetic data is essentially indistinguishable from real data.

5. We demonstrate the effectiveness of TTC in practice by showing it generates more realistic looking images than comparable WGANs, as determined by the Fréchet Inception Distance (FID) [18].

6. Finally, we demonstrate the multipurpose applicability of TTC by showing that, in addition to image generation, with just a simple change to the source and target distributions it can be successfully used for image translation as well as denoising tasks.

The remainder of this paper is structured as follows. Related work is reviewed in Section 2. Section 3 describes experiments which show a large degree of misalignment between the optimal transport directions at generated data points and directions of movement actually obtained when training a generator. In Section 4.1, we provide some background on $L^1$ optimal transport theory which is necessary to describe our algorithm. The TTC algorithm is defined in Section 4.2, and we prove convergence results in Section 4.3; detailed proofs of all mathematical results are included in Appendix A. Section 5.1 describes an experiment which shows the improved performance of TTC against comparable WGANs, and Section 5.2 shows the performance of TTC on the task of translating photographs into paintings in the style of Monet. Section 5.3 points out a connection between TTC and the adversarial regularization technique of [29], and demonstrates that TTC has improved performance versus this technique when applied to an image denoising task. We conclude in Section 6 with a discussion of TTC’s limitations and potential societal impact.

2. Related work

The idea to perform generation without an explicitly parametrized generator, but instead using the gradients of trained critics or discriminators is not new. It was applied in [19] and [25] to discriminators trained with the standard GAN objective [14], and in [27] and [35] to critics trained with the gradient penalty method from WGANs [17]. Since we also train our critics using the gradient penalty method, we will compare our work to [27] and [35]. In [27] generation of new samples is performed by applying Adam [22] with added noise to learned critics. Iterations are halted based on a heuristic stopping condition depending on a random number selected between the minimum and maximum value of the critic on the target samples. This method is not directly connected to the optimal transport problem and consequently has no convergence guarantees. In contrast, our technique applies a simple gradient descent step which is motivated by the concept of transport rays from $L^1$ optimal transport theory; this connection allows us to provide exact initial convergence rates for TTC. Moreover, the size of our step is proportional to the current estimate of the
Wasserstein-1 distance, whereas in [27] it is a small constant; at the start of training our step size can be quite large, which leads to fast convergence at no cost to the quality of generated samples. We also show superior performance of TTC as compared to WGANs for a fixed generator and critic architecture on three standard datasets, which was not achieved in [27]. On the other hand, [27] is able to obtain reasonably good performance using only four critic networks, which is more efficient than our technique.

The work in [35] contains novel qualitative insights regarding functional gradient descent, and suggests that explicitly parametrized generators in standard WGANs may be unable to correctly follow the gradients of the critics. We had similar insights, and our experimental results in Section 3 provide quantitative evidence for these claims by showing that the actual directions in which generated data move during training are far from the ideal ones. The authors of [35] also use a constant step size for the gradient descent, and do not prove that their technique reduces the Wasserstein-1 distance. The application of their algorithm is to fine-tune pre-trained WGAN generators, possibly because their choice of constant step size leads to long computation times when the source and target are not already close. While the fine-tuning of pre-trained generators is a valuable idea, our adaptive step size is large when the Wasserstein-1 distance between source and target distributions is large, and so we do not have these issues.

Consequently, our generation scheme is applicable to any source distribution (i.e., not necessarily one produced by a pre-trained generator). This allows us to apply our technique not only to image generation, but to image translation and denoising as well; similar flexibility was demonstrated for a different technique in [25]. Because of this flexibility, we speculate that our technique is applicable to more than just imaging problems.

In Section 5.3 we point out a connection between our work and an adversarial regularization technique for inverse problems in [29]. In particular, we show that under certain conditions the implicit reconstruction technique used in [29] is equivalent to a single step of TTC. While our paper was in development we learned of the recent paper [34], which contains, in a similar fashion to our work, iterations of the implicit technique in [29]. Our work complements that of [34], since we study distinct generative modelling problems and provide an explicit reconstruction technique (as opposed to an implicit one specified by a variational problem) coupled with a proof of initial convergence obtained from $L^1$ optimal transport. Furthermore, [34] is devoted to a more general class of inverse problems than our denoising example, and we see an extension of our theory to their setting to be an interesting avenue for future work.

There has been a profusion of recent papers applying concepts from optimal transport to generative modelling [6, 10, 12, 13, 33, 36, 40], some of which have convergence results. These publications tend to focus on optimal transport settings distinct from ours which are typically more amenable to analysis, such as the case where the cost function is the square Euclidean distance [10, 12, 36], or where the cost function is regularized by entropy [40]. To our knowledge, our initial convergence results are unique in the $L^1$ optimal transport setting relevant to WGANs.

Finally, let us point out that the quality of our generated images, while better than comparable WGANs, is not comparable to the state of the art (e.g., [20]). However, the intent of the present paper is to focus on fundamental issues arising in adversarial approaches to generative modelling. Given the observed improved performance versus comparable WGANs, it will be interesting to apply TTC with state of the art architectures, but this is outside the scope of the current paper.

3. Misalignment of data movement

Given a Kantorovich potential $u_0$ for a generated distribution $\mu = (G_w)_{w} \# \zeta$ and a target distribution $\nu$, the optimal direction of movement for a generated sample $G_w(z)$ is provided by the gradient $-\nabla u_0(G_w(z))$. When training a WGAN generator, however, the movement of generated samples is ruled by the gradient descent algorithm used to minimize $W_1((G_w)_{w} \# \zeta, \nu)$ in terms of $w$. A standard gradient descent step will update $w$ in the direction of

$$-\nabla_w W_1((G_w)_{w} \# \zeta, \nu) = -\nabla_w \mathbb{E}_{G_w(z) \sim \zeta}[u_0],$$  \hspace{1cm} (3)

$$= -\mathbb{E}_{z \sim \zeta}[D_w(G_w(z)) \nabla u_0(G_w(z))].$$  \hspace{1cm} (4)

When the expectation is calculated by averaging over a random mini-batch $\{z_i\}_{i=1}^M$ (i.e., when using stochastic gradient descent), this leads to movement of a generated sample $G_w(z)$ parallel to

$$-D_w(G_w(z)) \left( \frac{1}{M} \sum_{i=1}^M D_w G_w^T(z_i) \nabla u_0(G_w(z_i)) \right).$$  \hspace{1cm} (5)

In this section we present our results on the misalignment between this expression and $-\nabla u_0(G_w(z))$.

We computed the cosines of the angles between vectors of the form $-\nabla u_0(G_w(z))$ and randomly generated samples $G_w(z)$ at various stages throughout the training of a WGAN generator, using mini-batches $\{z_i\}_{i=1}^M$ drawn separately from $z$. The critic network used to approximate $u_0$ was trained using the one sided gradient penalty from [17]. The experiment was run on the MNIST dataset using both the InfoGAN architecture ([5]), which we selected since it was also used in the large-scale study [28] and the DCGAN architecture [38] for comparison. We used the batch size $M = 128$. The results are summarized in Table 1, and histograms of the cosine values obtained are provided in Appendix B.1. The results clearly demonstrate that...
4. The TTC algorithm

4.1. Background on $L^1$ optimal transport theory

Here we will summarize the necessary background from $L^1$ optimal transport; for more details, see, for instance, [41]. Let $\Omega \subset \mathbb{R}^d$ be a compact convex set representing the space of images with $c$ colour channels and $h \times w$ pixels per channel (i.e. $d = c \times h \times w$). Let $\mu, \nu$, the source and target, respectively, be in $P(\Omega)$, the space of probability distributions on $\Omega$. The $L^1$ optimal transport problem is the problem of finding a map $T : \Omega \to \Omega$ mapping $\mu$ onto $\nu$ while minimizing the average Euclidean travel distance. Formally, it is

$$
\min_{T_{#\mu}=\nu} \int_{\Omega} |x - T(x)|d\mu,
$$

where the constraint $T_{#\mu} = \nu$ specifies that the pushforward measure $T_{#\mu}$, defined by the equality

$$
T_{#\mu}(E) = \mu(T^{-1}(E)),
$$

agrees with $\nu$. A solution $T_0$ to (6) is called an optimal transport map for the pair $(\mu, \nu)$, and the existence of such a map can be guaranteed by the assumption that $\mu$ has a density with respect to Lebesgue measure on $\mathbb{R}^d$, an assumption we will denote with the notation $\mu \ll \mathcal{L}_d$ (see, for example, Theorem 3.18 in [41]).

In general the existence of an optimal map $T_0$ is difficult to prove. In the Kantorovich relaxation of (6), one instead minimizes over probability distributions $\gamma \in P(\Omega \times \Omega)$ with marginals given by $\mu$ and $\nu$. Formally, we write this as

$$
\min_{\gamma \in \Pi(\mu, \nu)} \int_{\Omega \times \Omega} |x - y|d\gamma,
$$

$$
\Pi(\mu, \nu) := \{\gamma \in P(\Omega \times \Omega) | (\pi_x)_{#\gamma} = \mu, (\pi_y)_{#\gamma} = \nu\}.
$$

Here $\pi_x(x,y) = x$, and $\pi_y(x,y) = y$ are the projection maps, and $\Pi(\mu, \nu)$ is called the set of admissible plans. The value of the minimization problem in (8) is written $W_1(\mu, \nu)$ and is called the Wasserstein-1 distance between $\mu$ and $\nu$.

Under certain conditions (see Section 1.5 of [41]) the values of problems (6) and (8) agree. The existence of an optimal map is typically shown starting from Kantorovich Duality, which asserts that the optimal values in (1) and (8) are the same. The relationship between a Kantorovich potential $u_0$ and an optimal map $T_0$ is well known (e.g. [8, 17]) but we include a statement of it for completeness.

**Lemma 1.** Let $\mu \ll \mathcal{L}_d$, $u_0$ be a Kantorovich potential and $T_0$ be an optimal map for the pair $(\mu, \nu)$. Then $\mu$-almost everywhere,

$$
x \neq T_0(x) \Rightarrow -\nabla u_0(x) = \frac{T_0(x) - x}{|T_0(x) - x|}.
$$

Equation (10) implies that given a step size $\eta_0$, if we were to apply the map

$$
f_0(x) = x - \eta_0 \nabla u_0(x),
$$

then as long as $\eta_0$ is less than the minimal transport length we can be assured that under $f_0$ all points $x$ move towards their targets $T_0(x)$ without overshooting them, and thus we can expect that $W_1((f_0)_{#\mu}, \nu)$ will be less than $W_1(\mu, \nu)$. This observation forms the basis for our algorithm, which we will describe in the next section.

4.2. The algorithm

We now define the TTC algorithm. Set $\mu_0 := \mu$, and define, for $n = 1, 2 \ldots$

$$
\mu_n = (f_{n-1})_{#}\mu_{n-1},
$$

where $\mu_0$ is the initial distribution of the data.

| Stage in training | InfoGAN       | DCGAN        |
|-------------------|---------------|--------------|
| Early             | $0.488 \pm 0.071$ | $0.441 \pm 0.075$ |
|                   | $(410.4 \pm 9.0)$ | $(414.3 \pm 26.8)$ |
| Mid               | $0.150 \pm 0.080$ | $0.086 \pm 0.081$ |
|                   | $(22.9 \pm 5.0)$ | $(40.8 \pm 7.1)$ |
| Late              | $0.100 \pm 0.070$ | $0.085 \pm 0.081$ |
|                   | $(21.8 \pm 0.4)$ | $(31.1 \pm 1.8)$ |

Table 1. Misalignment cosine measurements. All results are reported in the form mean $\pm$ standard deviation. The top lines show the statistics of the cosines of the angles between (5) and $-\nabla u_0(G_w(z))$, computed over the training of five separate initializations of each model, each with 256 randomly sampled noise inputs $z$. The statistics appearing in parentheses are for FID values computed over the five training runs. The values were computed at three different stages in training; with the late stage chosen so that the generators were close to the best performance obtained, but still improving slightly.
where \( f_{n-1} \) is as in (11), but with \( u_0 \) replaced by a Kantorovich potential \( u_{n-1} \) for the pair \((\mu_{n-1}, \nu)\). To compute such a Kantorovich potential we train standard critic neural networks from the literature using the one sided gradient penalty from [17], which was found to provide more stable training [37]. In order to use this technique it is necessary to be able to sample both \( \mu_n \) and \( \nu \). For \( \mu_n \), we draw an initial point \( x_0 \) from \( u_0 \), and apply gradient descent maps from the sequence of predictions. Precisely, a sample \( x \sim \mu_n \) is obtained via the formula
\[
x = (I - \eta_{n-1} \nabla u_{n-1}) \circ \ldots \circ (I - \eta_0 \nabla u_0)(x_0).
\] (13)

Note that in light of (13), we can view TTC as building up a generator layer by layer using the gradients of the critics, as in [35].

We choose the step size via
\[
\eta_n = \theta W_1(\mu_n, \nu),
\] (14)

where \( \theta \in (0, 1) \) is a hyperparameter. We note again that the value of \( W_1(\mu_n, \nu) \) is available as a by-product of computing a Kantorovich potential, so this choice of adaptive step size requires no extra computation in practice. More precisely, we use the negative of the minimal value of the functional from WGAN-GP [17], that is
\[
W_1(\mu_n, \nu) \approx \frac{1}{M} \sum_{j=1}^{M} u_n(x_j) - u_n(y_j) - \lambda (|\nabla u_n(\tilde{x}_j)| - 1)^2, \tag{15}
\]
where the \( x_j \) and \( y_j \) are samples from \( \mu_n \) and \( \nu \) respectively, \( M \) is the mini-batch size, \( \tilde{x}_j \) is a random convex combination of \( x_j \) and \( y_j \) as in [17] and \( z_+ = \max(0, z) \). When training WGANs, researchers will typically use \( \lambda = 10 \) for the gradient penalty coefficient [17, 29, 34], however we use a value of \( \lambda = 1000 \). In practice we found that this value of \( \lambda \) stabilizes the estimates of \( W_1(\mu_n, \nu) \) and the training of TTC; using smaller values of \( \lambda \) leads to inflated estimates of \( W_1(\mu_n, \nu) \), leading to overly large step sizes and unstable training. This is confirmed by the recent analysis in [30], which shows that at best the value in (15), in expectation, converges to \( W_1(\mu_n, \nu) \) like \( O(\lambda^{-1}) \).

Depending on the mini-batch size \( M \) the value of (15) can vary considerably across mini-batches, so we compute an average over the last 100 mini-batches used to train the critic \( u_n \). The method for training TTC is summarized in Algorithm 1.

4.3. Convergence results for TTC
In this section we will provide guarantees that up to some iterate, \( W_1(\mu_n, \nu) \) decreases with geometric rate determined by \( \theta \). Detailed proofs for all mathematical results can be found in Appendix A.

![Algorithm 1: TTC Training](image)

Let \( u_n \) be a Kantorovich potential for the pair \((\mu_n, \nu)\). Since \( u_n \) is Lipschitz continuous, \( \nabla u_n \) is a priori only defined almost everywhere. To provide a convergence analysis, it is convenient to extend \( f_n \) to the negligible set where \( u_n \) is not differentiable via the formula
\[
f_n(x) := \begin{cases} x - \eta_n \nabla u_n(x) & \text{if } \nabla u_n(x) \text{ exists,} \\ x & \text{else.} \end{cases}
\] (16)

We emphasize that this extension does not affect the definition of the measures \( \mu_n \) as long as they have densities, which we will prove up to a certain iterate. In order to state our main results we first need to define the minimal transportation length in an appropriate way.

**Definition 1.** For \( \mu, \nu \in \mathcal{P}(\Omega) \), \( \mu \ll \mathcal{L}_d \), let \( T_0 \) be an optimal transport map for the pair \((\mu, \nu)\). Set
\[
\ell_0(T_0) := \text{essinf}_x |I - T_0|, \tag{17}
\]
\[
= \sup \{ \ell \in \mathbb{R} \mid \mu \{(x \in \Omega \mid |x - T_0(x)| < \ell)\} = 0 \}. \tag{18}
\]

Our first theorem gives precise information on the effects of one iteration of TTC.
Theorem 1. Suppose that $\mu \ll \mathcal{L}_d$ and let $u_0$ be a Kantorovich potential for the pair $(\mu, \nu)$. Set $\tilde{\mu} = (f_0)\#\mu$ where $f_0$ is defined in (16). Let $T_0$ be an optimal transport map for the pair $(\mu, \nu)$. If
\[ \eta_0 < \ell_0(T_0), \tag{19} \]
then
i. $u_0$ is a Kantorovich potential for the pair $(\tilde{\mu}, \nu)$.
ii. $W_1(\tilde{\mu}, \nu) = W_1(\mu, \nu) - \eta_0$.
iii. With $g_0: \Omega \to \mathbb{R}^d$ defined by
\[ g_0(x) = \begin{cases} x + \eta_0 \nabla u_0(x) & \nabla u_0(x) \text{ exists}, \\ x & \text{else}, \end{cases} \tag{20} \]
then $T_1 := T_0 \circ g_0$ is an optimal map for the pair $(\tilde{\mu}, \nu)$ and
\[ \ell_0(T_1) \geq \ell_0(T_0) - \eta. \tag{21} \]
iv. $\tilde{\mu}$ has density $\tilde{\rho}$ satisfying, for $\mu$ almost all $x$,
\[ \tilde{\rho}(f_0(x)) = \rho(x)|Dg_0(f_0(x))|, \tag{22} \]
where $\rho(x)$ is the density for $\mu$.

We now iterate Theorem 1 (specifically part ii) to obtain our convergence results. In view of (19), this requires that $\eta_0$ is less than the minimal transportation length for the pair $(\mu_n, \nu)$. Recalling the definition of $\eta_n$ (see (14)) and that $W_1(\mu_n, \nu)$ is the mean transportation length according to $\mu_n$ (see (6)), we see that $\eta_n$ will satisfy this requirement provided the transport distances are clustered around the mean and $\theta$ is small enough.

More precisely, the next theorem shows that up to an iterate which is determined by the ratio $\ell_0(T_0)/W_1(\mu, \nu)$, which measures the clustering of the transport distances around the mean, the sequence $(\mu_n)_{n=0}^\infty$ converges to $\nu$ at a geometric rate.

Theorem 2. Let $T_0$ be an optimal transport map for the pair $(\mu, \nu)$. The measure $\mu_n$ defined iteratively by (12) satisfies
\[ W_1(\mu_n, \nu) = (1 - \theta)^n W_1(\mu, \nu) \tag{23} \]
for all $n \in \{0, \ldots, N(\theta)\}$, where
\[ N(\theta) = \left\lceil \log_{1-\theta} \left( 1 - \ell_0(T_0)/W_1(\mu_0, \nu) \right) \right\rceil - 1, \tag{24} \]
where $\lceil \cdot \rceil$ denotes the ceiling function. In particular, if $\ell(T_0) < W_1(\mu, \nu)$, then
\[ W_1(\mu_{N(\theta)}, \nu) \leq W_1(\mu, \nu) - \frac{\ell_0(T_0)}{1 - \theta}. \tag{25} \]

Theorem 2 gives us precise knowledge of $W_1(\mu_n, \nu)$ up until $n = N(\theta)$. At this point the convergence rate ceases to apply because the step size $t_{N(\theta)}$ will exceed the current minimal transport length. In principle, we may then reduce $\theta$ until the step is small enough and resume iterations. In practice, however, this is difficult because the minimal transport length is unknown. Further, we found that a constant value of $\theta$ was sufficient to produce high quality results. Note that if no positive value of $\theta$ will make the current step size less than the minimal transport length, then this length must be zero, so a non-negligible set of generated data is essentially indistinguishable from real data.

Let us also observe that according to Theorem 1, the initial $u_0$ will be a Kantorovich potential for the pair $(\mu_n, \nu)$ until $\eta_n$ is larger than the minimal transport distance for that pair, and hence could be re-used as the critic. In the TTC algorithm, however, we train a new critic at each step. This is for two reasons. First, since the minimal transport distance is unknown to us, it would be difficult to know when we should begin re-training $u_0$. Second, since $u_0$ is parametrized by a neural network, it may not be precisely equal to the ideal Kantorovich potential. Motivated by Theorem 1, however, we initialize the parameters of $u_n$ at the parameters of the preceding critic $u_{n-1}$, which we found leads to improved performance.

5. Experiments

We apply TTC to image generation, translation, and denoising. Regarding image generation, we test TTC against WGAN-GP for a fixed generator and discriminator on three standard datasets and show that TTC produces more realistic images, as measured by lower FID. We then apply TTC to the translation of photographs to Monet paintings using the datasets in [45]. We finish with an application of TTC to image denoising inspired by [29].

5.1. Comparison to WGAN-GP

As a first experiment we compare TTC to WGAN-GP on the tasks of generating the MNIST [26], FashionMNIST (abbreviated here as F-MNIST) [44], and CIFAR-10 [23] datasets. We select the InfoGAN architecture [5] for our generator and discriminator. We train each generative technique for a fixed number of minibatches of training data (100,000 for MNIST/F-MNIST, and 200,000 for CIFAR-10). In order to have a fair starting point, when training TTC we initialize the source distribution $\mu_0$ to be the output of the corresponding untrained generator from WGAN-GP; thus, the initial FIDs for both techniques are equal when given the same initialization. We also run a similar experiment for TTC that uses the standard normal distribution on $\mathbb{R}^d$ as the source $\mu_0$. The hyperparameters for TTC and WGAN-GP for each experiment are summarized in Table 2. Where possible, the same hyperparameters are
TTC since twice as many minibatches of training are available. That twice as many critics are used for CIFAR-10 experiments on
0 using a PyTorch implementation [42] every value is used for all experiments. For all datasets and al-
via a grid search for each dataset, and the best performing performance. Both of these hyperparameters are optimized
and used their Monet dataset as ν, with each target image

5.3. Image denoising

To further demonstrate the multipurpose flexibility of TTC, we apply it to restore images that have been corrupted with Gaussian noise. Specifically, we follow the experimental framework of [29], where ν consists of random crops of the BSDS500 dataset [1], and μ₀ is ν corrupted by adding i.i.d. Gaussian noise with standard deviation σ. In this setting TTC bears an interesting relation to [29]. In that paper a critic u₀ is obtained using the method from [17] for the pair (μ₀, ν), which is then used as a learned regularizer in an inverse problem. This is applied to image restoration in the following way; given a noisy observation x₀, a denoised version is obtained by solving the minimization problem

\[
\min_{x \in \Omega} \frac{1}{2} |x - x_0|^2 + \eta u_0(x),
\]

where the parameter η is estimated from the noise statistics. Incidentally, this requires the noise model to be known a priori, as in [32]; as we will see, TTC requires no such model since the corresponding step size parameter is estimated with θW₁(μ, ν). The next proposition shows that provided η is small enough the solution to (26) is equivalent to the solution obtained from a single step of TTC with step size η. As such, in this context TTC can be thought of as an iterated form of the technique in [29], where the critic is updated after each reconstruction step.

Proposition 1. Let T₀ be an optimal transport map for the pair (μ, ν). If η < ℓ₀(T₀), then for μ-almost all x₀ there is a unique solution to (26) given by

\[
x_1 = x_0 - \eta \nabla u_0(x_0).
\]

Figure 1. An example of TTC applied to translating landscape photos into Monet paintings.

taken as a random crop of a Monet painting with h = w = 128. Since the InfoGAN discriminator we used in Section 5.1 is not appropriate for images of this size, here we choose the SNDCGAN discriminator from [24] (see also [31]).

Besides making N = 30 and M = 16 the hyperparameters for this application are exactly the same as in Table 2. An example photograph x₀ and the result of applying (13) to it with n = 30 is given in Figure 1; additional examples can be found in Appendix B.3.

Table 3. Best FIDs obtained over the course of training for WGAN-GP and TTC. TTC 1 uses an untrained generator to create the source μ₀, while TTC 2 starts from a standard normal distribution, with statistics computed over five training runs. TTC reliably produces better FID values than WGAN-GP for all datasets; the improvement is magnified when using the standard normal distribution on R₄ as μ₀.

| Dataset   | WGAN-GP | TTC 1 | TTC 2 |
|-----------|---------|-------|-------|
| MNIST     | 20 ± 0.6| 19.0 ± 1.5 | 18.0 ± 0.3 |
| F-MNIST   | 26.9 ± 1.6 | 22.2 ± 0.7 | 22.1 ± 0.5 |
| CIFAR-10  | 29.2 ± 0.7 | 28.7 ± 0.6 | 27.3 ± 0.6 |

5.2. Image translation

By simply changing the source and target distributions we can use TTC for image translation. We demonstrate this here using datasets from [45]. Specifically, we used their Photograph dataset as μ₀, rescaled to have h = w = 128, and used their Monet dataset as ν, with each target image

used for both techniques. Important exceptions to this are θ and εₙ (the generator learning rate) which are specific to TTC and WGAN-GP, respectively, and strongly impact performance. Both of these hyperparameters are optimized via a grid search for each dataset, and the best performing value is used for all experiments. For all datasets and algorithms we measure performance by calculating the FID using a PyTorch implementation [42] every n minibatches (n = 10,000 for MNIST/F-MNIST, and n = 20,000 for CIFAR-10). FIDs are computed by generating a set of 10,000 images and comparing these to the standard test set from each dataset. Both techniques are trained using five random initializations, and the average values of the best FID over each training run are recorded in Table 3. Some examples of generated images are given in Appendix B.2.

Table 2. Experimental setup for comparing WGAN-GP to TTC. The symbols εₙ, εₙ represent the learning rates of the critic and generator, respectively. The values of the parameters in Algorithm 1 were taken to be λ = 1000, M = 50, εₙ = 0.0001, β₁ = 0.5, β₂ = 0.999 for all experiments and both techniques. Note that twice as many critics are used for CIFAR-10 experiments on TTC since twice as many minibatches of training are available.

| Dataset | TTC | WGAN-GP |
|---------|-----|---------|
| N       | C   | θ       | εₙ     |
| MNIST   | 20  | 5000    | 0.9    | 0.001  |
| F-MNIST | 20  | 5000    | 0.9    | 0.001  |
| CIFAR-10| 40  | 5000    | 0.9    | 0.0005 |

5.2. Image translation

By simply changing the source and target distributions we can use TTC for image translation. We demonstrate this here using datasets from [45]. Specifically, we used their Photograph dataset as μ₀, rescaled to have h = w = 128, and used their Monet dataset as ν, with each target image

used for both techniques. Important exceptions to this are θ and εₙ (the generator learning rate) which are specific to TTC and WGAN-GP, respectively, and strongly impact performance. Both of these hyperparameters are optimized via a grid search for each dataset, and the best performing value is used for all experiments. For all datasets and algorithms we measure performance by calculating the FID using a PyTorch implementation [42] every n minibatches (n = 10,000 for MNIST/F-MNIST, and n = 20,000 for CIFAR-10). FIDs are computed by generating a set of 10,000 images and comparing these to the standard test set from each dataset. Both techniques are trained using five random initializations, and the average values of the best FID over each training run are recorded in Table 3. Some examples of generated images are given in Appendix B.2.

Table 3. Best FIDs obtained over the course of training for WGAN-GP and TTC. TTC 1 uses an untrained generator to create the source μ₀, while TTC 2 starts from a standard normal distribution on R₄. The FIDs are reported as mean ± standard deviation, with statistics computed over five training runs. TTC reliably produces better FID values than WGAN-GP for all datasets; the improvement is magnified when using the standard normal distribution on R₄ as μ₀.

| Dataset   | WGAN-GP | TTC 1 | TTC 2 |
|-----------|---------|-------|-------|
| MNIST     | 20.9 ± 0.6 | 19.0 ± 1.5 | 18.0 ± 0.3 |
| F-MNIST   | 26.9 ± 1.6 | 22.2 ± 0.7 | 22.1 ± 0.5 |
| CIFAR-10  | 29.2 ± 0.7 | 28.7 ± 0.6 | 27.3 ± 0.6 |

5.2. Image translation

By simply changing the source and target distributions we can use TTC for image translation. We demonstrate this here using datasets from [45]. Specifically, we used their Photograph dataset as μ₀, rescaled to have h = w = 128, and used their Monet dataset as ν, with each target image

used for both techniques. Important exceptions to this are θ and εₙ (the generator learning rate) which are specific to TTC and WGAN-GP, respectively, and strongly impact performance. Both of these hyperparameters are optimized via a grid search for each dataset, and the best performing value is used for all experiments. For all datasets and algorithms we measure performance by calculating the FID using a PyTorch implementation [42] every n minibatches (n = 10,000 for MNIST/F-MNIST, and n = 20,000 for CIFAR-10). FIDs are computed by generating a set of 10,000 images and comparing these to the standard test set from each dataset. Both techniques are trained using five random initializations, and the average values of the best FID over each training run are recorded in Table 3. Some examples of generated images are given in Appendix B.2.
Table 4. Results for denoising experiments. PSNR values are reported as mean ± standard deviation, where the statistics are computed over the test set. In addition to having higher mean performance over the test set, TTC gives an improved PSNR for every image in the test set.

For a fair comparison of our results against the denoising technique in [29] we use a discriminator from [29] for this application. For TTC’s hyperparameters, we use \( N = 20, M = 16 \) and \( \theta = 0.7 \), with all other hyperparameters as given in Table 2; interestingly, we found in this case that the performance is quite insensitive to variations in \( \theta \). Table 2 shows mean PSNR values over a set of 128x128 crops from a held out test set from BSDS500 with 200 images. Figure 2 shows one denoised example; additional examples are in Appendix B.4. Though our PSNR values are somewhat lower than the state of the art (e.g. [32]), we feel that our results are impressive given that we use unpaired data, we have no noise model, and that our technique was not specifically designed for image denoising.

6. Discussion and conclusion

6.1. Discussion of limitations and societal impact

In this section we will discuss the limitations and potential societal impact of our contribution. To start with, our theoretical analysis relies on being able to compute a Kantorovich potential \( u_0 \) for the pair \((\mu, \nu)\). Given recent results in [30] showing that the optimization problem for learning critics from [17] actually returns a function that solves a congested transport problem, which is distinct from a Kantorovich potential, one may ask to what extent our theoretical analysis applies to the types of critics learned in practice. The distinction between these problems decreases as \( \lambda \) gets large, so we suspect that our assumption of being able to compute a Kantorovich potential is reasonable for the \( \lambda \) value we used (\( \lambda = 1000 \)), but this is certainly something to consider, especially for the smaller values of \( \lambda \) typically used in the literature.

Disadvantages of TTC are its memory and time complexity, which are \( O(N) \) and \( O(N^2) \), respectively. Nevertheless, standard critic architectures in WGANs are typically simpler than their corresponding generators, so TTC can be faster than traditional WGANs for low \( N \). In fact, we were able to generate high quality images in comparable time to WGANs without implementing ideas to reduce the time and memory complexity.

TTC has outperformed WGANs in our experiments. However, given the results of [28] showing that with enough hyperparameter optimization and random restarts many generative models achieve comparable performance to each other, it would be interesting to test whether the same trend holds for TTC versus WGANs.

In terms of societal impact, since we have demonstrated that TTC improves upon the performance of WGANs, in principle it may be used to generate more convincing deep-fakes, which pose a serious threat to the integrity of information online. Though we are not experts in the detection of deep-fakes, we can speculate that the understanding of the training process furnished by our theoretical results may help the detection of fake data generated with TTC.

6.2. Conclusion

In this paper we have introduced TTC, a new algorithm for generative modelling. This was motivated in part by our observation that the directions in which the training of WGANs moves generated data are misaligned with the ideal directions given by a trained critic. TTC resolves this issue by dispensing with the generator altogether. We then presented a convergence analysis for TTC which applies until the algorithm produces a non-negligible set of high-quality data. As well, we presented experiments successfully applying our algorithm to image generation, translation, and denoising, illustrating the multipurpose nature of TTC.

Furthermore, we provided an explicit formula for the updated density of \( \mu \), which is characteristic of normalizing flows [4, 7, 15, 39]. A trade-off between sample quality and density estimation is often discussed in the literature [16, 43]. Since TTC generates high quality samples and has an iterative formula for the density, it may help to bridge this gap.
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Appendix

A. Proofs of the mathematical results

In order to prove Lemma 1, Theorem 1, Theorem 2 and Proposition 1 we will need some terminology and results from the theory of $L^1$ optimal transport. Central to the story are the concept of transport rays, a term coined in [8], which refers to segments over which the Lipschitz inequality of a 1-Lipschitz function is saturated.

**Definition 2.** Let $u \in 1$-$\text{Lip}(\Omega)$, the set of Lipschitz functions on $\Omega$ with constant 1. For $x, y \in \Omega$ the segment $[x, y] := \{(1 - t)x + ty : t \in [0, 1]\}$ is called a transport ray of $u$ if

1. $x \neq y$,
2. $u(x) - u(y) = |x - y|$,
3. $[x, y]$ is not properly contained in any other segment $[z, w]$ satisfying properties 1 and 2.

The open segment $[x, y] := \{(1 - t)x + ty : t \in (0, 1)\}$ is called the interior of the transport ray, and $x$ and $y$ are called its upper and lower endpoints respectively.

**Lemma 2** (Essentially Lemmas 3.5 and 3.6 from [41]). If $[x, y]$ is a transport ray of $u$ then for all $t \in [0, 1]$,

$$u((1 - t)x + ty) = (1 - t)u(x) + tu(y).$$

Further, $u$ is differentiable for all $z \in [x, y]$, with derivative satisfying

$$\nabla u(z) = \frac{x - y}{|x - y|}.$$  (29)

**Lemma 3** is an easy extension of Lemma 2 that holds when the function $u$ is also differentiable at the ray endpoints.

**Lemma 3.** If $[x, y]$ is a transport ray of $u$ and $u$ is differentiable at either endpoint then (29) also holds at that endpoint.

**Proof.** The proof is contained in the proof of Corollary 3.8 from [41].

It was first shown in [3] that $\nabla u$ is actually Lipschitz away from the endpoints of transport rays. To state this result formally we must define the distance between a point $z$ in a transport ray and the endpoints of that ray.

**Definition 3.** Given $u \in 1$-$\text{Lip}(\Omega)$, set

$$D = \{x \in \Omega \mid \nabla u(x) \text{ exists}\}.$$  (30)

Define $\ell_+, \ell_- : D \to [0, \infty)$ by

$$\ell_{\pm}(z) = \sup\{t \in [0, \infty) : u(z \pm t\nabla u(z)) - u(z) = \pm t\}.$$  (31)

Note that if $\ell_+(z) > 0$ or $\ell_-(z) > 0$, $z$ must be in at least one transport ray, and if both are positive $z$ is on the interior of a unique ray by Corollary 3.8 from [41].

The proof of the following result on the Lipschitz regularity of $\nabla u$ away from the ray endpoints is contained in the proof of Lemma 22 of [3], however there it is stated with sufficiently specialized notation that it may be helpful to provide a restatement and reproof here.

**Proposition 2.** Let $u \in 1$-$\text{Lip}(\Omega)$ and define, for $j \in \mathbb{N}$,

$$A_j = \{z \in D \mid \min(\ell_-(z), \ell_+(z)) > 1/j\}.$$  (32)

Then $z \mapsto \nabla u(z)$ is Lipschitz on $A_j$ with constant $4j$.

**Proof.** Let $z, z' \in A_j$. Note that since $u \in 1$-$\text{Lip}(\Omega)$, if $|z - z'| \geq \frac{1}{2j}$ then we have the trivial Lipschitz bound

$$|\nabla u(z) - \nabla u(z')| \leq 2 \leq 4j|z - z'|.$$  (33)

Hence, we focus on the case $|z - z'| < \frac{1}{2j}$. In this case the Lipschitz constant of $u$ allows us to bound the variation in $u$ on these points;

$$|u(z) - u(z')| \leq \frac{1}{2j}.$$  (34)

Set $w' = z' + (u(z) - u(z'))\nabla u(z')$. By (34), we have that $w'$ and $z'$ are on the same transport ray. Indeed, $w'$ is at most $\frac{1}{2j}$ away from $z'$, and $z'$ is at least $\frac{1}{2}$ from the endpoints of the transport ray it is contained in by definition of $A_j$.

Since $w'$ and $z'$ are on the same transport ray, $w'$ lies on the same level set of $u$ as $z$. Indeed, using Lemma 2,

$$u(w') = u(z' + (u(z) - u(z'))\nabla u(z')), \quad (35)$$

$$= u(z') + (u(z) - u(z')),$$  (36)

$$= u(z).$$  (37)

Since both $w'$ and $z$ are interior points of their transport rays and exist on the same level set of $u$ we can then invoke Lemma 16 from [3] to obtain that

$$|\nabla u(w') - \nabla u(z)| \leq \frac{1}{\sigma}|w' - z|,$$  (38)

where $\sigma$ is the minimal distance from $w'$ or $z$ to the endpoints of its transport ray; by construction this is at least $\frac{1}{2j}$. Hence,

$$|\nabla u(w') - \nabla u(z)| \leq 2j|w' - z|.$$  (39)

Given that $\nabla u(w') = \nabla u(z')$, we therefore have

$$|\nabla u(z') - \nabla u(z)| \leq 2j|z' - z| + 2j|w' - z'|.$$  (40)

Estimating the last term,

$$|w' - z'| = |u(w') - u(z')|,$$  (41)

$$= |u(z) - u(z')|,$$  (42)

$$\leq |z - z'|,$$  (43)
whence (40) gives us
\[ |\nabla u(z') - \nabla u(z)| \leq 4j|z' - z| \]  
(44)
for all $|z' - z| \leq \frac{1}{2j}$. Combining this with (33), we obtain that $z \mapsto \nabla u(z)$ is Lipschitz on $A_j$ with constant $4j$. \(\square\)

**Proof of Lemma 1.** We need to specify the set where (10) holds. We start by defining the set $C$ as all points $x$ such that the pair $(x, T_0(x))$ saturates the Lipschitz inequality of $u_0$.

\[ C = \{ x \in \Omega \mid u_0(x) - u_0(T_0(x)) = |x - T_0(x)| \}. \]  
(45)
$C$ has full $\mu$ measure (meaning $\mu(C^c) = 0$) by the following argument: it is a standard consequence of Kantorovich’s duality theorem (e.g. the discussion following equation (3.2) in [41]) that

\[ \text{spt}((Id, T_0)_#\mu) \subset \{ (x, y) \in \Omega^2 \mid u_0(x) - u_0(y) = |x - y| \}. \]  
(46)
Letting $\Gamma_{T_0}(C^c) = \{ (x, T_0(x)) \mid x \in C^c \}$, (46) gives us that

\[ (Id, T_0)_#\mu(\Gamma_{T_0}(C^c)) = 0, \]  
(47)
but $(Id, T_0)^{-1}(\Gamma_{T_0}(C^c)) = C^c$, so $\mu(C^c) = 0$. Hence $C$ has full $\mu$ measure. Note also that $D$ has full $\mu$ measure by Rademacher’s Theorem.

We claim that for all $x \in C \cap D$, (10) holds. Indeed, suppose $x \neq T_0(x)$. Then by definition of $C$, the pair $(x, T_0(x))$ is in a transport ray. By Lemma 2 or Lemma 3, we obtain that $\nabla u_0(x)$ is aligned with the direction of that ray, and hence by the definition of $C$ again,

\[ \nabla u_0(x) = \frac{x - T_0(x)}{|x - T_0(x)|}. \]  
(48)
Thus, (10) holds on $C \cap D$, and $\mu((C \cap D)^c) = 0$. \(\square\)

**Proof of Theorem 1 parts i and ii.** Both properties will be proved simultaneously by Kantorovich duality. Since $u_0 \in 1\text{-Lip}(\Omega)$, Kantorovich duality gives

\[ W_1(\hat{\mu}, \nu) \geq \int_\Omega u_0(x)d\hat{\mu} - \int_\Omega u_0(y)d\nu, \]  
(49)
\[ = \int_\Omega u_0(f_0(x))d\mu - \int_\Omega u_0(y)d\nu, \]  
(50)
\[ = \int_{C \cap D} u_0 \left( x - \eta_0 \frac{x - T_0(x)}{|x - T_0(x)|} \right) d\mu, \]  
(51)
The last line follows because (19) gives that $x \neq T_0(x)$ $\mu$-almost everywhere, and hence by Lemma 1,

\[ \nabla u_0(x) = \frac{x - T_0(x)}{|x - T_0(x)|} \]  
(52)
on $C \cap D$, which was proven to be a full $\mu$ measure set in the proof of Lemma 1. By (19) and Lemma 2 we get that $\mu$-almost everywhere in $C$,

\[ u_0 \left( x - \eta_0 \frac{x - T_0(x)}{|x - T_0(x)|} \right) = u_0(x) - \eta_0. \]  
(53)
Substituting this into our calculation, we obtain

\[ W_1(\hat{\mu}, \nu) \geq \int_{C \cap D} (u_0(x) - \eta_0) d\mu - \int \eta_0 d\nu, \]  
(54)
\[ = W_1(\mu, \nu) - \eta_0, \]  
(55)
the last equality holding because $u_0$ is a Kantorovich potential for the pair $(\mu, \nu)$.

We will now show that the right hand side of (55) is also an upper bound on $W_1(\hat{\mu}, \nu)$. Observe that the plan

\[ \gamma := (f_0, T_0)_#\mu \]  
(56)
is in $\Pi(\hat{\mu}, \nu)$. Therefore,

\[ W_1(\hat{\mu}, \nu) \leq \int_\Omega |x - y| d(f_0, T_0)_#\mu, \]  
(57)
\[ = \int_\Omega |f_0(x) - T_0(x)| d\mu, \]  
(58)
\[ = \int_\Omega |x - T_0(x) - \eta_0 \frac{x - T_0(x)}{|x - T_0(x)|}| d\mu. \]  
(59)
In the last line we have again used Lemma 1. Using (19) again, we obtain that

\[ W_1(\hat{\mu}, \nu) \leq \int_\Omega |x - T_0(x)| d\mu - \eta_0 = W_1(\mu, \nu) - \eta_0, \]  
(60)
where here we have used optimality of $T_0$. Equality of the lower bound in (55) and the upper bound in (60) mean that the inequalities are actually equalities, proving that $u_0$ is a Kantorovich potential for $W_1(\hat{\mu}, \nu)$ and that $W_1(\hat{\mu}, \nu) = W_1(\mu, \nu) - \eta_0$. \(\square\)

We are now ready to prove part iv of Theorem 1. Our proof is just an integration by substitution to calculate the density $\hat{\rho}$ of $\hat{\mu}$ given the density $\rho$ of $\mu$, but we must be careful because our change of variables can be irregular near the ends of transport rays. The main idea is to remove $\mu$ negligible sets from $\Omega$ until we can apply the Area Formula to compute $\hat{\rho}$.

**Proof of Theorem 1 part iv.** Let $E$ be a Lebesgue measurable set. Then with $\rho$ as the density of $\mu$ with respect to $\mathcal{L}_d$, 

\[ \tilde{\mu}(E) = \int_{f_0^{-1}(E)} \rho(x) dx. \]  
(61)
By (19) there exists $\epsilon > 0$ such that $\eta_0 + \epsilon < \ell_0(T_0)$. For this $\epsilon$, define
\begin{equation}
F = \{ x \in \Omega \mid |x - T_0(x)| > \eta_0 + \epsilon \}.
\end{equation}
$F$ has full $\mu$ measure by (19). Set also $B = \ell_+^{-1}(0)$, which is the set of points such that $u_0$ fails to saturate its Lipschitz constant for any amount of movement in the direction $\nabla u_0$. We claim that
\begin{equation}
P := B^c \cap C \cap F
\end{equation}
has full $\mu$ measure. We are interested in $P$ for all $x \in P$, $x$ must be in a transport ray which has descending length at least $\eta$ by virtue of being in $C \cap F$, and must not be at the start of that ray by virtue of being in $B^c$. Using Proposition 2, this will be the set where our change of variables is sufficiently regular.

Since $C$ and $F$ both have full $\mu$ measure, to show that $P$ has full measure we need only show that
\begin{equation}
\mu(B \cap C \cap F) = 0.
\end{equation}
If $x \in C \cap F$, however, $x$ must be in a transport ray of $u_0$, and if in addition $x \in B$, then $x$ must be the upper endpoint of that ray. The set of endpoints of transport rays has Lebesgue measure 0 by Lemma 25 of [3], and hence $\mu$ measure 0 since $\mu \ll \mathcal{L}_d$. Thus (64) holds, and hence $P$ has full $\mu$ measure. We thus obtain
\begin{equation}
\tilde{\mu}(E) = \int_{P \cap f_0^{-1}(E)} \rho(x)dx.
\end{equation}

We can write $P \cap f_0^{-1}(E)$ as the image of $g_0$ on a certain set. In particular
\begin{equation}
P \cap f_0^{-1}(E) = g_0(f_0(P) \cap E).
\end{equation}
To prove (66), note that on $P$ we have $g_0(f_0(x)) = x$. Indeed, for $x \in P$, both $x$ and $f_0(x)$ are on the interior of the transport ray containing $x$ and $T_0(x)$, and hence by Lemma 2, $\nabla u_0(x)$ and $\nabla u_0(f_0(x))$ exist and are equal, which implies $g_0(f_0(x)) = x$. So,
\begin{equation}
P \cap f_0^{-1}(E) = g_0(f_0(P \cap f_0^{-1}(E))),
\end{equation}
from which (66) follows.

As a consequence of the Area Formula (Theorem 3.2.5. from [9]), if $\rho : \mathbb{R}^d \to \mathbb{R}$ is Lebesgue measurable, $A \subset \mathbb{R}^d$ is Lebesgue measurable, and $g : A \to \mathbb{R}^d$ injective and Lipschitz on $A$, we have
\begin{equation}
\int_{g(A)} \rho(y)dy = \int_A \rho(g(x))|Dg(x)|dx,
\end{equation}
where $|Dg(x)|$ denotes the absolute value of the determinant of the Jacobian of $g$. Thus, provided $f_0(P) \cap E$ is measurable and $g_0$ is injective and Lipschitz on this set, the area formula gives
\begin{equation}
\int_{g_0(f_0(P) \cap E)} \rho(x)dx = \int_{f_0(P) \cap E} \rho(g_0(x))|Dg_0(x)|dx.
\end{equation}
Assuming we have this formula, we obtain
\begin{equation}
\tilde{\mu}(E) = \int_E 1_{f_0(P)}(x)\rho(g_0(x))|Dg_0(x)|dx.
\end{equation}
Hence, $\tilde{\mu} \ll \mathcal{L}_d$ with integrable density
\begin{equation}
\tilde{\rho}(x) = 1_{f_0(P)}(x)\rho(g_0(x))|Dg_0(x)|.
\end{equation}
Evaluating this formula at $f_0(x)$ for $x \in P$, we get (22), and part iv of Theorem 1 is proved. Hence, it only remains to prove that $f_0(P) \cap E$ is measurable, and that $g_0$ is injective and Lipschitz on this set. These facts are proved in Lemmas 4 and 6.

\section*{Lemma 4. The set $f_0(P)$ is measurable.}

\begin{proof}
By definition of $B$ we have $\ell_+ > 0$ on $P$. So, defining
\begin{equation}
B_j = \ell_+^{-1}\left(\left[\frac{1}{j}, \infty\right)\right), \quad j \geq 1,
\end{equation}
we obtain that $P = \bigcup_{j=1}^{\infty} P \cap B_j$. Hence,
\begin{equation}
f_0(P) = \bigcup_{j=1}^{\infty} f_0(P \cap B_j).
\end{equation}
For all $j \geq 1$, $P \cap B_j = C \cap F \cap B_j$ is measurable because $C$ and $F$ are measurable and $\ell_+$ is an upper semi-continuous function on its domain (see Lemma 5). Hence, if $f_0$ is injective and Lipschitz on $P \cap B_j$, then Proposition 262E of [11] will give us that $f_0(P \cap B_j)$ is measurable for all $j$, proving the lemma.

In fact, $f_0$ is obviously injective on $P$ since $g_0(f_0(x)) = x$ for all $x \in P$. That $f_0$ is Lipschitz on $P \cap B_j$ follows from Proposition 2. Indeed, by definition of $P$, $\ell_-(x) > \eta_0$ on $P$, and by definition of $B_j$, $\ell_+(x) \geq 1/j$. Hence, there exists $k$ such that $P \cap B_j \subset A_k$, and thus $f_0$ is Lipschitz on $P \cap B_j$.
\end{proof}

\section*{Lemma 5. The function $\ell_+$ is upper semi-continuous on its domain.}

\begin{proof}
The proof is similar to that of Lemma 24 in [3], but the setting is different, so we provide the details here. Let $(x_n)_{n=1}^{\infty} \subset D$ converge to a point $x \in D$. If
\begin{equation}
\limsup_{n} \ell_+(x_n) = 0,
\end{equation}
then...
then \( \ell_+(x) \geq \limsup_n \ell_+(x_n) \) trivially. If \( m_0 := \limsup_n \ell_+(x_n) > 0 \), we can extract a subsequence and relabel so that \( m_0 = \lim_n \ell_+(x_n) > 0 \). Since \( \nabla u_0(x_n) \) is a bounded sequence, we may extract a further subsequence and relabel again so that \( \lim_{n \to \infty} \nabla u_0(x_n) = v \) for some unit vector \( v \). The continuity of \( u_0 \) then implies

\[
\begin{align*}
    u_0(x + m_0v) - u_0(x) &= \lim_{n \to \infty} u_0(x_n + \ell_+(x_n)\nabla u_0(x_n)) - u_0(x_n), \\
    &= \lim_{n \to \infty} \ell_+(x_n), \\
    &= m_0.
\end{align*}
\]

Since \( x \in D \) and \( u_0 \in 1\text{-Lip}(\Omega) \) Lemma 2 or Lemma 3 implies that we must have \( \nabla u_0(x) = v \). As such, (77) implies \( \ell_+(x) \geq m_0 \), proving upper semi-continuity.

**Lemma 6.** The function \( g_0 \) is injective and Lipschitz on \( f_0(P) \).

**Proof.** By definition of \( f_0 \) and \( P \) we obtain that

\[
\inf_P \min_{z \in P} (\ell_-(f_0(x)), \ell_+(f_0(x))) > 0.
\]

Thus, there exists \( j \) such that \( f_0(P) \subset A_j \); and hence by Lemma 2 \( g_0 \) is Lipschitz on \( f_0(P) \).

To see that \( g_0 \) is injective on \( f_0(P) \), let \( x_1, x_2 \in P \) such that

\[
g_0(f_0(x_1)) = g_0(f_0(x_2)).
\]

Since \( g_0(f_0(x)) = x \) for \( x \in P \), we immediately obtain \( f_0(x_1) = f_0(x_2) \), and hence \( g_0 \) is injective on \( f_0(P) \).

Part iii of Theorem 1 now follows easily.

**Proof of Theorem 1 part iii.** Since \( g_0 \circ f_0 = I \) on \( P \) and \( \mu(P^c) = 0 \), we obtain that

\[
(T_1) = \bar{\mu} = (T_0 \circ g_0) \#(f_0) \# \mu,
\]

\[
= (T_0) \# \mu,
\]

\[
= \nu.
\]

Hence \( T_1 \) is an admissible map for computing \( W_1(\bar{\mu}, \nu) \). Its cost is

\[
\int \Omega |x - T_1(x)|d\bar{\mu} = \int \Omega |f_0(x) - T_0(x)|d\mu,
\]

\[
= \int \Omega |x - T_0(x) - \eta_0 \frac{x - T_0(x)}{|x - T_0(x)|}|d\mu.
\]

Applying (19) we get

\[
\int \Omega |x - T_1(x)|d\bar{\mu} = \int \Omega |x - T_0(x)|d\mu - \eta_0 = W_1(\bar{\mu}, \nu),
\]

and hence \( T_1 \) is optimal. In the course of proving this we have shown that \( \mu \) almost everywhere

\[
|f_0(x) - T_1(f_0(x))| = |x - T_0(x)| - \eta_0.
\]

As such,

\[
\mu(\{x \mid |f_0(x) - T_1(f_0(x))| < \ell_0(T_0) - \eta_0 \}) = 0.
\]

Hence

\[
\bar{\mu}(\{x \mid |x - T_2(x)| < \ell_0(T_0) - \eta_0 \}) = 0,
\]

which implies \( \ell_0(T_1) \geq \ell_0(T_0) - \eta_0 \).

Before we proceed with the proof of Theorem 2, we present the following lemma, which shows that provided \( \mu \) has a density and the minimal transport distance is positive, the gradients of Kantorovich potentials for the pair \((\mu, \nu)\) agree \( \mu \)-almost everywhere. Thus, the measure \( \mu_n \), which in principle depends on a choice of Kantorovich potential for the pair \((\mu_{n-1}, \nu)\), is actually independent of this choice provided these conditions hold.

**Lemma 7.** Suppose that \( \mu \ll \mathcal{L}_d, \ell_0(T_0) \) is an optimal transport map for the pair \((\mu, \nu)\), and \( u_0, \tilde{u}_0 \) are Kantorovich potentials for the same pair. If \( \ell_0(T_0) > 0 \), then \( \mu \)-almost everywhere

\[
\nabla u_0(x) = \nabla \tilde{u}_0(x).
\]

**Proof.** Since \( \ell_0(T_0) > 0 \), we have that \( x \neq T_0(x) \) for \( \mu \) almost all \( x \). Applying Lemma 1 separately to \( u_0 \) and \( \tilde{u}_0 \), we obtain (89) \( \mu \)-almost everywhere.

**Proof of Theorem 2.** Let \( u_0 \) be a Kantorovich potential for the pair \((\mu, \nu)\). We begin by claiming that for all \( n \in \{0, 1, \ldots, N(\theta)\} \) we have

i. \( u_0 \) is a Kantorovich potential for the pair \((\mu_n, \nu)\),

ii. \( W_1(\mu_n, \nu) = (1 - \theta)^n W_1(\mu_0, \nu) \),

iii. \( \mu_n \ll \mathcal{L}_d \), and,

iv. for \( n > 0 \) and setting \( T_n := T_{n-1} \circ g_{n-1} \) with

\[
g_{n-1}(x) = \begin{cases} x + \eta_{n-1} \nabla u_0(x) & \nabla u_0(x) \text{ exists}, \\
    x & \text{else}, \end{cases}
\]

\( T_n \) is an optimal transport map from \( \mu_n \) to \( \nu \) satisfying

\[
\ell_0(T_n) \geq \ell_0(T_0) - W_1(\mu_0, \nu)(1 - (1 - \theta)^n).
\]

Points (i - iv) will be proven simultaneously by induction. The base case is true by definition. For the inductive step, suppose that (i - iv) hold for index \( n-1 \). We will then check that the conditions of Theorem 1 hold with \( \mu_{n-1} \) as \( \mu, \mu_n \) as
Thus we have proven claims i-iv. In particular (23) is and
\[ \mu = (I - \eta_{n-1}\nabla u_0)\mu_{n-1}. \]

Therefore, the only condition in Theorem 1 which must be checked is that
\[ \eta_{n-1} < \ell_0(T_{n-1}). \]  

But, by our inductive assumption we have that
\[ \ell_0(T_{n-1}) \geq \ell_0(T_0) - W_1(\mu_0, \nu)(1 - (1 - \theta)^{n-1}). \]

Hence, the inequality (92) will hold if
\[ \ell_0(T_0) - W_1(\mu_0, \nu)(1 - (1 - \theta)^{n-1}) > \eta_{n-1}. \]

Writing \( \eta_{n-1} = \theta(1 - \theta)^{n-1}W_1(\mu_0, \nu) \) and rearranging, this is equivalent to
\[ (1 - \theta)^n > 1 - \frac{\ell_0(T_0)}{W_1(\mu_0, \nu)}. \]

Taking logarithms in base \( 1 - \theta \) we see that \( n \) satisfies this inequality if and only if
\[ n < \log_{1-\theta} \left( 1 - \ell_0(T_0)/W_1(\mu_0, \nu) \right). \]  

Hence, if
\[ n \leq \lfloor \log_{1-\theta} \left( 1 - \ell_0(T_0)/W_1(\mu_0, \nu) \right) \rfloor - 1 = N(\theta), \]

we have (92). Thus we may apply Theorem 1, from which points i and iii are immediate. From ii in Theorem 1 we obtain
\[ W_1(\mu_n, \nu) = W_1(\mu_{n-1}, \nu) - \theta W_1(\mu_{n-1}, \nu), \]
\[ = (1 - \theta)^n W_1(\mu_0, \nu), \]

which proves ii. Finally, iv follows from part iii from Theorem 1, together with the computation
\[ \ell_0(T_n) \geq \ell_0(T_{n-1}) - \eta_{n-1}, \]
\[ \geq \ell_0(T_0) - W_1(\mu_0, \nu)(1 - (1 - \theta)^{n-1}) \]
\[ - \theta(1 - \theta)^{n-1}W_1(\mu_0, \nu), \]
\[ = \ell_0(T_0) - W_1(\mu_0, \nu)(1 - (1 - \theta)^n). \]

Thus we have proven claims i-iv. In particular (23) is proved, as it is claim ii. Finally, since
\[ W_1(\mu_N(\theta), \nu) = (1 - \theta)^N(\theta)W_1(\mu_0, \nu), \]
\[ = \frac{W_1(\mu_0, \nu)}{1 - \theta} (1 - \theta)^{N(\theta)+1}, \]

and
\[ N(\theta) + 1 \geq \log_{1-\theta} \left( 1 - \ell_0(T_0)/W_1(\mu_0, \nu) \right), \]

we obtain that
\[ W_1(\mu_N(\theta), \nu) \leq \frac{W_1(\mu_0, \nu) - \ell_0(T_0)}{1 - \theta}, \]

as claimed.

Proof of Proposition 1. Since \( u_0 \in 1\text{-Lip}(\Omega) \), the minimal value of (26) is bounded below by
\[ \min_{z \in \mathbb{R}^d} \|x - x_0\|^2 + \eta u_0(x_0) = \|u_0(x_0) - \frac{1}{2}\|^2. \]

The equality above follows by minimizing the one-dimensional function \( z \mapsto \frac{1}{2}z^2 - \eta z \) over non-negative \( z \), which has minimizer \( z = \eta \). By assumption, for \( \mu \) almost all \( x_0 \) we have \( |x_0 - T_0(x_0)| \geq \eta \), and the segment \( [x_0, T_0(x_0)] \) is contained in a transport ray of \( u_0 \). In addition, for \( \mu \) almost all \( x_0 \) Lemma 1 gives us that \|\nabla u_0(x_0)\| = 1. Thus, by Lemma 2, we get
\[ \|x_0 - \eta \nabla u_0(x_0)\|^2 + \eta u_0(x_0 - \eta \nabla u_0(x_0)) = \|u_0(x_0) - \frac{1}{2}\|^2, \]

and so \( x_0 - \eta \nabla u_0(x_0) \) obtains the minimal value of (26). For uniqueness, observe that any minimizer \( x^* \) distinct from \( x_0 - \eta \nabla u_0(x_0) \) must satisfy
\[ u_0(x) = u_0(x_0) - |x^* - x_0|, \]

and thus \( x_0 \) must exist at the intersection of at least two transport rays. The set of \( x_0 \) for which this can occur is negligible, completing the proof.

B. Additional experimental results

B.1. Misalignment experiments

In Section 3 we reported on measurements of the misalignment between the directions in which generated samples are updated by SGD steps on the generator and the optimal directions given by \(-\nabla u_0(G_w(z))\). Here, we show additional measurements taken during the same experiments, but where the directions of SGD updates are replaced by the directions of Adam updates (Adam was used to train the network). Since Adam is a variation on SGD that takes previous steps into account at every stage, one might expect it to yield larger misalignment. For fixed noise inputs \( z \), we computed the difference between generated samples \( G_w(z) \) before and after taking one step of an Adam optimizer. We then computed the cosines of the angles between the resulting vectors and the corresponding optimal directions \(-\nabla u_0(G_w(z))\). The Adam optimizer used parameters \( \beta_1 = 0.5 \) and \( \beta_2 = 0.999 \). The statistics of the misalignment values obtained are shown in Table 5. Comparing to
| Stage in training | InfoGAN         | DCGAN          |
|------------------|----------------|----------------|
| Early            | $0.307 \pm 0.0532$ | $0.284 \pm 0.030$  |
|                  | $(410.4 \pm 9.0)$ | $(414.3 \pm 26.8)$ |
| Mid              | $0.148 \pm 0.083$ | $0.081 \pm 0.082$  |
|                  | $(22.9 \pm 0.5)$  | $(40.8 \pm 7.1)$   |
| Late             | $0.107 \pm 0.075$ | $0.079 \pm 0.084$  |
|                  | $(21.8 \pm 0.4)$  | $(31.1 \pm 1.8)$   |

Table 5. Misalignment cosine measurements. All results are reported in the form mean ± standard deviation. The top lines show the statistics of the cosines of the angles between $\langle 5 \rangle$ and $-\nabla u_0(G_w(z))$, computed over the training of five separate initializations of each model, each with 256 randomly sampled noise inputs $z$. The statistics appearing in parentheses are for FID values computed over the five training runs. The values were computed at three different stages in training, the same as in Table 1.

the results in Table 1, we see significantly more misalignment at an early stage in training, but similar values in mid and late stages.

Figure 3 displays histograms of the misalignment cosine values, the statistics of which appear in Table 1 and Table 5. To avoid cluttering, we only show the results at early and late stages in training. The histograms clearly show that the movement of generated samples is consistently misaligned with the optimal direction, there being no cosine values above 0.75. The misalignment is less pronounced at early stages of training, especially when using SGD. Adam and SGD give similar misalignment cosine values at late stages of training, with a small but significant portion of these values being negative, which indicates detrimental movement of generated samples in a direction along which the value of the critic increases.

**B.2. Generated images for MNIST, Fashion MNIST, and CIFAR-10**

Figures 4, 5, and 6 include examples of images generated using the trained models from the experiments in Section 5.1. Recall that TTC 1 uses a corresponding untrained generator to create the source distribution $\mu_0$, while TTC 2 uses the standard normal distribution on $\mathbb{R}^d$ as $\mu_0$. Despite having lower FIDs, the images produced by TTC 1 and TTC 2 do not obviously appear to have improved quality. This is perhaps not surprising, since FID measures the statistics of high-dimensional distributions and thus the modest reductions in FID we have obtained may not be visible to the naked eye for a single minibatch.

**B.3. Additional image translation examples**

Figure 7 contains additional image translation examples, generated using the same sequence of critics and step sizes that were used to generate Figure 1.

**B.4. Additional image denoising examples**

Figure 8 includes additional noisy images from BSDS500, restored using the same sequence of critics and step sizes that were used to produce Figure 2. The corresponding PSNR values for each restored image are given in Table 6. Based on these PSNR values, the advantage of TTC over [29] seems to increase when large parts of the image are roughly constant. Indeed, TTC has the largest improvement for the image of the cardinal, which has large constant portions. On the other hand, the improvement is smaller for the image of the grassy underbrush, which has many fine details. As a possible explanation for this trend, we note that on this dataset we have observed that the magnitude of the noise, summed over the entire image, is bigger than the estimated Wasserstein-1 distance, indicating that under the optimal transport some noisy images are not mapped to their original clean versions. For such images, one would expect that the improvement in PSNR after restoration would be lower.

| Example      | Noisy Image | Adv. Reg. [29] | TTC  |
|--------------|-------------|----------------|------|
| Underbrush   | 16.4        | 23.6           | 24.8 |
| Deer         | 16.4        | 24.5           | 27.0 |
| Yellow Bird  | 16.5        | 24.8           | 29.2 |
| Cardinal     | 16.5        | 25.3           | 33.0 |

Table 6. PSNR values for the images in Figure 8. As mentioned above, the advantage of TTC increases when large parts of the initial image are almost constant.
Figure 3. Histograms of the cosines of the angles computed between either SGD or Adam updates of generated samples and the optimal movement direction given by $-\nabla u_0(G_w(z))$. The SGD values correspond to the statistics in Table 1, while the Adam values correspond to the statistics in Table 5.

Figure 4. Generated examples for MNIST for a particular training run of each technique. From top to bottom: WGAN-GP (FID 20.8), TTC 1 (FID 18.5), and TTC 2 (FID 18.2).
Figure 5. Generated examples for F-MNIST for a particular training run of each technique. From top to bottom: WGAN-GP (FID 25.7), TTC 1 (22.4), and TTC 2 (22.2).

Figure 6. Generated examples for CIFAR10 for a particular training run of each technique. From top to bottom: WGAN-GP (FID 28.9), TTC 1 (FID 27.8), and TTC 2 (FID 26.5).
Figure 7. Additional examples of translating landscape photos into Monet paintings using TTC. As the fourth example shows, the quality of the translation worsens for source images which are far from Monet painting samples; since our step size is determined by the average transport distance, it is possible that it is not suitable for outliers with large initial transport distances.
Figure 8. Restored images from BSDS500 with noise level $\sigma = 0.15$ using the same sequence of trained critics as described in Section 5.3. From left to right: original image, noisy image, restored image using [29], restored image using TTC. For PSNR values, see Table 6. The image of the deer is the same as the one in Section 5.3.