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Abstract

As an emerging technique, Federated Learning (FL) can jointly train a global model with the data remaining locally, which effectively solves the problem of data privacy protection through the encryption mechanism. The clients train their local model, and the server aggregates models until convergence. In this process, the server uses an incentive mechanism to encourage clients to contribute high-quality and large-volume data to improve the global model. Although some works have applied FL to the Internet of Things (IoT), medicine, manufacturing, etc., the application of FL is still in its infancy, and many related issues need to be solved. Improving the quality of FL models is one of the current research hotspots and challenging tasks. This paper systematically reviews and objectively analyzes the approaches to improving the quality of FL models. We are also interested in the research and application trends of FL and the effect comparison between FL and non-FL because the practitioners usually worry that achieving privacy protection needs compromising learning quality. We use a systematic review method to analyze 147 latest articles related to FL. This review provides useful information and insights to both academia and practitioners from the industry. We investigate research questions about academic research and industrial application trends of FL, essential factors affecting the quality of FL models, and compare FL and non-FL algorithms in terms of learning quality. Based on our review’s conclusion, we give some suggestions for improving the FL model quality. Finally, we propose an FL application framework for practitioners.

Index terms—Federated Learning, Systematic Literature Review, Model Quality, Application framework

1 Introduction

Application need for machine learning is highly increasing in many fields like Internet of Things (IoT), natural language understanding, machine vision, pattern recognition, etc. The training process of machine learning requires a large number of shared data samples. Since 2018, data privacy protection has started to restrict the application of machine learning. The European Union issued the General Data Protection Regulation (GDPR) [1]. McMahan et al. [2] proposed a federated learning (FL) method in 2016 to solve the conflict between data privacy protection and machine learning training. This method coordinates the device’s operation through the central server under the premise that the data is stored locally. As defined by Kairouz P et al. [3], “Federated learning is a machine learning setting where multiple entities (clients) collaborate in solving a machine learning problem, under the coordination of a central server or service provider. Each client’s raw data is stored locally and not exchanged or transferred; instead, focused updates intended for immediate aggregation are used to achieve the learning objective.”

Compared to traditional machine learning, the FL algorithm consists of three major parts, i.e., the learning algorithm and training method, the data privacy protection mechanism, and the participant incentive mechanism. Learning algorithm and training method refers to the server’s iterative process of aggregation after each client trains the model locally. It uses a privacy protection mechanism to protect data privacy and uses an incentive mechanism to encourage the clients to participate in the joint model training. The quality of an FL algorithm is thus closely related to three aspects: (1) the quality of the learning model and training, (2) the quality of the federated privacy protection mechanism, and (3) the quality of the incentive mechanism.

Quality of learning model design and training. An FL algorithm is designed in two parts. One is for the client-side local learning, and the other is for the server-side aggregation. The learning quality measured using the accuracy, the precision, etc., highly depends on the model design and training between the client and server sides.

Quality of federated privacy protection. The training process of FL can keep the data locally, which improves the quality of privacy protection compared to centralized machine learning. To protect data privacy, the training process of FL also needs to ensure the following two facts. (1) The trained model transmitted during the training process contains information on the original data. It thus requires avoiding inferring the original data from the trained model. (2) The server-side only obtains the agreed information from the client-side and does not additionally get other redundant information. It thus requires making sure that only intermediate results are sent without additional information.

Quality driven by insensitive mechanism. The effectiveness of machine learning also depends on the quality and quantity of data used for training. Although FL ensures that the data remain locally, the clients need to provide their resources, such as computing power, data samples, communication cost, etc. These factors may cause clients to be unwilling to participate in FL without compensation. In FL, the clients with high-quality and large-volume data often cannot obtain
higher returns than training alone, and the clients with a small amount of data are more interested in participation. Thus, it is necessary to use some incentive mechanisms to maximize the overall benefits, ensure that individual benefits are not harmed, and promote more clients with high-quality data to participate.

Since 2019, FL has been paid more and more attention from the public. Google is the first to apply FL to practical applications, namely, keyboard next word prediction [4]. Many works are starting to apply FL to solve the joint learning problem under the data island. As a result, many hot research issues of FL have emerged. Some high-quality review articles are published [3, 5–14]. These articles summarized application problems and research trends of FL. Some focus on the privacy protection problem, the emerging algorithms of FL, the FL data/device heterogeneity, communication efficiency/stability, or the traceability issues. Most practitioners expect a general application framework to ensure high-quality FL models. However, there is no literature review to give a systematic answer to this question. Our review focuses on the FL model quality. We investigate and analyze the existing literature from the learning model design and training, the privacy protection mechanism, and the incentive mechanism. We are also interested in the difference between centralized machine learning and FL under the same data set. With this aim, we summarize five research questions. Note that to focus on the major concerns in FL, the data/equipment heterogeneity, communication efficiency/stability, and traceability issues of FL are out of our review’s scope. Nevertheless, they can also affect the quality of the FL model.

We are also interested in the research and application trends of FL and the effect comparison between FL and non-FL because the practitioners usually worry that achieving privacy protection needs compromising learning quality.

Based on the above analysis, this review conducts investigations from the following five research questions (RQs):

- **RQ1**: Since FL was proposed in 2016, what is the overall research and application trends of FL?
- **RQ2**: What methods to improve the quality of FL model design and training?
- **RQ3**: What methods to improve the quality of data privacy protection in FL?
- **RQ4**: What are the incentive mechanisms for improving the data quality of FL?
- **RQ5**: Can FL achieve similar learning effects to non-FL on the same dataset? What are the conditions when FL and non-FL results are similar?

In this work, we first analyze the main factors that influence FL models’ quality. Then, we propose an FL application framework to help ensure model quality. The main contributions of this article are twofold:

1. We conducted a systematic and objective analysis of 147 articles. By conducting statistical analysis on the overall situation, algorithms, encryption, incentive mechanism, and effects of FL, we finally answered the five predefined RQs.
2. After summarized the influencing factors of the FL model quality, we proposed an FL application framework with detailed technique options. We hope this framework can be helpful for the practitioners of FL.

This paper’s structure is as follows. Section 2 introduces some key concepts in FL and designs the implementation steps of the review. Section 3 analyzes the results of our review. Section 4 proposes an application framework for ensuring the FL model quality. Section 5 discusses the threat to validity. Section 6 concludes this work.

## 2 Systematic Literature Review

### 2.1 Preliminaries of Federated Learning

FL is used to establish a learning model based on distributed data sets [15]. As shown in Fig. 1, the training process of FL consists of three major parts: learning algorithm and training method, privacy protection mechanism, and incentive mechanism. We explain each part hereafter.

![Figure 1: Federated learning process [16]](image)

#### (1) Model design and training

In the training process, the server trains the learning model by repeating the following steps until reaching the termination condition:

- **T0**: Design the client-side and server-side learning algorithm. The practitioner designs the learning algorithm for the clients and server regarding the application requirements.
- **T1**: The server selects clients and delivers the model. The server samples from a group of clients that meet the qualification requirements. Then, the server sends to the clients chosen a shared model and training setting information.
- **T2**: Client model update. The selected client updates the model by executing the training program.
- **T3**: Server aggregation. The server aggregates the model based on the aggregation results in the current round.
- **T4**: Server model updates. The server updates the shared model based on the aggregation results in the current round.

#### (2) Privacy protection mechanism

The article [17] discusses the privacy leakage problem based on a federated approximated logistic regression model. It
shows that such a gradient’s leakage could leak the complete training data if all inputs are 0 or 1. The article [18] proved that sharing parameter gradients is not safe. According to the image’s parameter gradients, the author used a cosine similarity loss and optimization methods from adversarial attacks to accurately reconstruct high-resolution images. The author shows numerically that even averaging gradients over several iterations or several images does not protect the user’s privacy in FL applications in computer vision. FL can protect user data privacy from the following two aspects:

• **P1: Data encryption training.** It avoids inferring the original data from the model.

• **P2: Encryption of the data transmission process.** It achieves secure multi-party calculations to ensure that only the intermediate results without additional information are transmitted during the model training process.

(3) Incentive mechanism
It is necessary to provide sufficient incentives for participants. The incentive mechanism aims to fairly and justly share the FL’s profits, stimulating the participants to continuously participate in the FL. Simultaneously, the incentive mechanism can also prevent malicious participants from controlling the federated learning process.

There are three major types of federated settings regarding the data features in FL as shown in Fig. 2 [15], i.e., horizontal federated learning, vertical federated learning, and federated transfer learning.

• **Horizontal Federated Learning:** two datasets share the same feature space but differ in sample ID space. For example, two banks in different regions have tiny user intersection. But the business is similar, and the feature space is the same.

• **Vertical Federated Learning:** two datasets share the same sample ID space but differ in feature space. For example, banks and hospitals in the same city. Their user set may contain most of the area’s residents, so users’ intersection is frequent. But the business of banks and hospitals is different, so the feature space is different.

• **Federated Transfer Learning:** two datasets differ not only in samples but also in feature space. For example, a bank in China and a hospital in the United States. In this case, the sample space intersection and feature space intersection are both small.

![Figure 2: Three federated settings [16]](image)

### 2.2 Systematic literature review

This section shows a detailed introduction to the implementation process of a systematic literature review. Before conducting a systematic literature review, we develop a review plan. According to the articles [19–21], a systematic review usually follows the same steps as shown hereafter:

1. Formulate research questions
2. Develop and execute a search strategy
3. Formulate selection criteria for literature
4. Develop and execute literature selection procedures
5. Formulate and execute literature extraction strategies
6. Extract data and comprehensive analysis

The following sections describe the detailed implementation of these steps.

### 2.2.1 Formulate research questions

• **RQ1:** Since FL was proposed in 2016, what is its overall research and application trends? We divide this RQ into the following four sub-RQs:

  • **RQ1.1:** How hot is the research on FL?
  • **RQ1.2:** How about the publication trends of FL?
  • **RQ1.3:** What is the participation degree of academia and industry in FL research? What is the degree of participation of each country in FL?
  • **RQ1.4:** What are the application scenes of FL, and what practical problems are solved?

• **RQ2:** What methods to improve the quality of FL learning algorithm and training method? We investigate the following five sub-RQs:

  • **RQ2.1:** Are the algorithms between clients the same? Are the client-side and server-side algorithms the same? Are there constraints on the client-side and server-side algorithms?
  • **RQ2.2:** Considering the client-side, what are the methods to improve the quality of FL?
  • **RQ2.3:** Considering the server-side, what are the aggregation algorithms to improve the quality of FL?
  • **RQ2.4:** Considering the server-side, what methods improve the aggregation algorithm to enhance training quality?
  • **RQ2.5:** Considering the server-side, what methods improve the training quality by enhancing the federated training process?

• **RQ3:** What methods to improve the data privacy protection of FL?

• **RQ4:** What are the incentive mechanisms to improve the data quality of FL?

• **RQ5:** Can FL achieve similar learning effects to non-FL on the same dataset? What are the conditions when FL and non-FL results are similar?

### 2.2.2 Develop and execute a search strategy

(1) Databases for searching
The articles [20, 21] mention some high-quality databases for searching basic research resources. Due to the rapid development of FL, many articles are available on platforms such as arXiv, which are semi-published. The Google Scholar database contains articles on the arXiv platform. We
have collected both officially published documents and semi-published documents. We only obtain documents that have access methods and finally chose the following five databases:

- IEEE;
- ACM;
- Google Scholar;
- Science direct;
- Scopus.

(2) Retrieval time range
Considering that FL was proposed in 2016, and the systematic literature review began in April 2020, the final retrieval time range is from 2016 to March 2020.

(3) Search string
In the selected database, we first tried various search string criteria. The search string finally determined to obtain the most useful information is as follows:

(FL) or (federated (deep or machine or reinforcement or transfer or active) learning) or (federated incentive) or (federated algorithm or method or approach) or (federated model aggregation)

(4) Search results
The final search results are shown in Table 1.

2.2.3 Formulate selection criteria for literature
Based on the research content, the following exclusion criteria are formulated:

- Not related to FL;
- Non-English literature;
- Too short or incomplete;
- Not related to the research questions mentioned in Section 2.2.1.

2.2.4 Develop and execute literature selection procedure
We established a three-stage literature selection process. Each stage has different selection criteria, and each stage records the reasons for literature exclusion:

- Stage 1: From the 1140 papers in Section 2.2.2, we preliminarily excluded non-FL papers and papers that are not related to the research questions by title and abstract. We excluded 698 papers in total, leaving 442 articles.
- Stage 2: From the 442 documents in stage 1, we excluded non-English paper, too short, or incomplete ones. We excluded 30 documents in total, leaving 412 articles.
- Stage 3: From the 412 documents in stage 2, we excluded papers that are not related to the research questions in Section 2.1, according to the literature’s content, and removed duplicate documents. We excluded 265 documents in total, leaving 147 articles.

Table 2 shows the results of each selection stage. In 11 of the 147 articles are reviews [3,5–14].

2.2.5 Formulate and execute literature extraction strategies
After determining the literature selection procedure, we designed a data extraction form to record the literature’s information. According to the article [22], we obtain the data extraction form following the steps defined hereafter:

- Step 1: design a preliminary data extraction form based on the research questions.
- Step 2: randomly select 10 sample papers from the original ones.
- Step 3: fill in the data extraction form.
- Step 4: analyze the extracted data.
- Step 5: modify the data extraction form.

Repeat steps 2 to 5 to form the final data extraction form, as shown in Table 3.

2.3 Reviews for Federated Learning
We have collected 11 reviews [3,5–14] related to FL.

- The literatures [8–10] is biased towards specific areas, focusing on the statistical challenges, communication efficiency/stability issues, device/data heterogeneity issues, privacy and security issues, traceability and accountability in the process of combining mobile edge computing, healthcare and FL. They also give current solutions. The literature [12] discusses several possible applications in 5G networks: edge computing and caching, spectrum management, 5G core network, and described the key technical challenges for future research of FL in the wireless communication environment: security and privacy challenges, algorithms Related challenges, challenges in the wireless environment.

- The literatures [7,11,13,14] discuss data privacy protection in FL. Literature [7] discusses valuable attack mechanisms and proposes corresponding solutions to corresponding attacks. Literature [11] introduces the basic knowledge and key technologies of various attacks and discusses the future research direction of achieving more robust privacy protection in FL. The literature [13] discusses the protection of privacy and security when designing the FL system and divides the methods into three categories: client-side privacy protection, server-side privacy protection, and security protection for FL. The privacy and security issues of FL are divided into convergence, data poisoning, scaling up, and model aggregation problems. The author provides solutions to related problems. Literature [14] analyzes the federated security problems under Byzantine adversaries and divides the current security FL algorithms (SFLAs) into four categories: aggregation rule-based SFLAs, pre-processing based SFLAs, model-based SFLAs, and adversarial detection-based SFLAs. The author provided a qualitative comparison of current SFLAs and reviewed some typical work on SDLAs.

- The literature [5] briefly reviews semi-supervised algorithms and FL, and then analyzed federated semi-supervised learning, including settings and potential methods.
Table 1: Search result

|                      | Google Scholar | ACM | IEEE | Science direct | Scopus | Total |
|----------------------|----------------|-----|------|----------------|--------|-------|
|                      | 680            | 11  | 186  | 26             | 237    | 1140  |

Table 2: Selection result

| Stage      | Google Scholar | ACM | IEEE | Science direct | Scopus | Total |
|------------|----------------|-----|------|----------------|--------|-------|
| Stage 1    | 296            | 6   | 25   | 7              | 108    | 442   |
| Stage 2    | 274            | 6   | 25   | 7              | 100    | 412   |
| Stage 3    | 88             | 6   | 13   | 4              | 36     | 147   |

Table 3: Data Extraction Form

| Item                        | Content                                                                 | Remark |
|-----------------------------|-------------------------------------------------------------------------|--------|
| Title                       | Title of article                                                       |        |
| Author                      | Author’s name                                                           |        |
| Type of article             | Journal/Conference/Workshop/Book/Phd thesis/arXiv/bioRxiv               |        |
| Source and time of article  | Journal/Conference name, publication time                               |        |
| Author’s unit               | The university or institution to which the author belongs               |        |
| Country of research institution | Country of research institution                                       |        |
| Page range                  | Page range                                                             |        |
| URL of article              | URL of article                                                         |        |
| URL of Data set             | URL of Data set                                                        |        |
| URL of source code          | URL of source code                                                     |        |
| Scenes                      | 1. Internet and Finance 2. Healthcare 3. Urban Computing and Smart City 4. Edge Computing and Internet of Things 5. Physical Information System 6. Industrial Manufacturing |        |
| Problem solved              | The actual problem to be solved in the article                          |        |
| Federated setting           | 1. Horizontal(H) 2. Vertical(V) 3. Transfer(T) 4. Reinforcement          | Multiple|
| Aggregation algorithm       | Design (improvement) goal, type, consideration, effect                  |        |
| Machine learning algorithm  | Algorithm used for client training                                      |        |
| Privacy                     | Methods and effects of protecting privacy                               |        |
| Incentive mechanism         | Scenes, research questions, considerations, incentive goals, reward methods and effects |        |
| FL vs non-FL                | 1. FL is better than non-FL 2. Similar (±1%) 3. Non-FL is 1-5% higher than FL 4. Non-FL is 5-10% higher than FL | Multiple|
| Improvements compared to traditional FL | The purpose, method and effect of improvement                           |        |
• The literature [3] comprehensively discusses the latest progress of FL and open issues, including the algorithms, efficiency, privacy issues, robustness, and fairness of FL.

• The literature [6] discusses the four challenges in FL: expensive learning, system heterogeneity, statistical heterogeneity, and privacy issues. It also discusses related solutions to these four challenges.

Existing review papers usually focus on the issues related to FL in a specific application scene, the privacy protection mechanism, and the emerging algorithms. Some works aim to solve the problems related to data/device heterogeneity, communication efficiency/stability, and traceability. How to follow a framework of FL that can guarantee the model quality is not yet studied. From the perspective of FL applications, this paper focuses on choosing an FL framework when using FL to solve a joint model training problem and suggests improving the quality of FL models. We focus on designing the federated learning process to train a model with high accuracy. From which factors that influence FL, we can improve FL.

3 Results

Through reading and analyzing articles related to FL in the five major databases, we conduct statistical analysis and present the results of a systematic literature review. These results correspond to the research questions raised in Section 2.2.1.

3.1 RQ1: The overall situation of FL

3.1.1 RQ1.1 How hot is the research on FL?

To understand the heat of FL, we conducted statistics for the publication year of literature. Fig. 3 shows the statistical result. FL was first proposed in 2016. There were only 13 articles in 2018. However, by 2019, there were 81 articles published, and the number of articles published in the first three months of 2020 reached 50. Thus, the current development of FL is still in the rising stage.

![Figure 3: (2016-2020.3) Publication year of articles](image)

The publication form of FL literature shows that FL is a new hot topic. The wide variety of journals and conferences shows that FL is widely used in many research fields, such as artificial intelligence, communications, and big data. FL has broad application prospects.

3.1.2 RQ1.2 How about the publication trends of FL?

In order to understand the publication trends of FL, we conducted statistics on the types of articles, as shown in Fig. 4. During articles collection, there are fewer doctoral/master’s theses in the selected database, resulting in a small proportion of the master’s/doctoral theses. Most are semi-published works on arXiv/bioRxiv. Others are journal and conference papers.

![Figure 4: (2016-2020.3) Article type](image)

As can be seen from Fig. 4, as an emerging research direction, FL has many gaps in theory and application. Therefore, many research works have emerged in the short term and were published on arXiv/bioRxiv. Among them, some articles are under review in conferences or journals. Platforms such as arXiv are often used to develop fast new technologies. A total of 147 documents were counted, and 41% of the articles were published on platforms such as arXiv, indicating the rapid development of FL. 36% of the articles were published in the conferences, which also illustrates the new and fast characteristics of FL development. 19% of the articles were published in journals, indicating that FL has produced more mature results. 4% of the articles were master’s or doctoral theses, indicating that FL has been studied systematically.

We further counted the published conferences of journals, and the articles related to FL covers a wide range, covering a wide range of 42 conferences and 21 journals. There are currently no conferences or journals dedicated to FL. There are no albums dedicated to FL. Many articles have been published in the IEEE International Conference on Big Data, IEEE Global Communications Conference, AAAI Conference on Artificial Intelligence, IEEE Internet of Things Journal, and IEEE Access.

The publication form of FL literature shows that FL is a new hot topic. The wide variety of journals and conferences shows that FL is widely used in many research fields, such as artificial intelligence, communications, and big data. FL has broad application prospects.

3.1.3 RQ1.3 What is the participation degree of academia and industry in FL research? What is the degree of participation of each country in FL?

We conducted statistics for the sources of articles. We divided the sources into the following three categories:

- **Academic**, the authors only come from research institutions.
- **Industrial**, Industrial, the authors only come from industrial units.
- **Combined**, the authors come from both research institutions and industrial units.
The statistical results are shown in Fig. 5. We counted 147 documents in total. From the figure, we can see that academic papers account for the largest proportion, reaching 68%, followed by mixed-type 21%, and finally industrial type 11%. The statistical results indicate that academic institutions have the highest degree of participation. FL is in the preliminary stage of research, and various feasible technologies are stepping up experiments and research. The industry and mixed types also account for a part of the proportion. It shows that the industry also has a certain participation degree, and FL has been applied to some realistic scenes.

![Figure 5: (2016-2020.3) Sources of publications](image)

We counted the countries of the first author’s institutions of 147 articles. Fig. 6 shows the statistical result. China (39%) and the United States (27%) participated in the most FL researches, followed by Singapore, South Korea, Sweden, and Germany.

![Figure 6: (2016-2020.3) Distribution of countries of the first authors’ institutions](image)

3.1.4 RQ1.4 What are the application scenes of FL, and what practical problems are solved?

We conducted a statistical analysis of the application scenes of FL. We referred to the article [15]. We divided the scenes into the following six categories:

- Edge Computing and Internet of Things
- Healthcare
- Urban Computing and Smart City
- Physical Information System
- Internet and Finance
- Industrial Manufacturing

Fig. 7 shows the statistical result. The three scenes of Edge Computing and Internet of Things (33%), Healthcare (29%), Urban Computing and Smart City (17%) have the most applications. There are also a small number of applications on the Internet and Financial, physical Information System, and Industrial Scenes.

The problems solved using FL are diverse, indicating that FL, like other AI techniques, can be universally applied to various fields. Nevertheless, FL is still rarely applied in specific areas, such as industrial manufacturing. There are serious data privacy protection problems in these scenarios and need to be solved by FL. Therefore, applying FL to solve practical problems in industrial manufacturing and other fields is still in urgent need of research.

![Figure 7: (2016-2020.3) Application scenes of FL](image)

We further analyzed the statistics of the scenes, and conducted statistics for the specific problems solved in each scene. The statistical result is shown in Table 4.

3.2 RQ2: What methods to improve the quality of the FL learning algorithm and training method?

3.2.1 RQ2.1 Are the algorithms between clients the same? Are the client-side and server-side algorithm models the same? Are there constraints on the client-side and server-side algorithms?

We conducted statistics on the categories of the client-side algorithms, server-side algorithms, and federated settings. The major types are the neural network, decision tree and random forest, logistic regression, support vector machine, and others. The federated setting refers to the category of the training process of FL (horizontal(H)/vertical(V)/transfer(V)/reinforcement(R)). The statistical results are shown in Table 5.

We collected 101 documents, and the algorithms between the client and client are the same. This result corresponds to the training process of federated learning. Client-side algorithms that can be used in horizontal federated learning are more common. Machine learning algorithms can be used for
| Scene | Solved problem |
|-------|---------------|
| Edge Computing and Internet of Things | Network anomaly detection, network intrusion detection [23–25], prediction of user association in the network [26], Virtual Reality [27], Augmented Reality [28], AI object detection [29], Failure of electric vehicle batteries and related accessories prediction [30], Keyword spotting based on mobile devices [31], mobile keyboard prediction [4,32,33], mobile keyboard emoji Prediction [34], Out-Of-Vocabulary Words learning [35], Human activity recognition based on sensor data [36], EEG classification in human behavior and emotion based on device data [37], Human mobility prediction based on mobile devices [38], Web quality of experience prediction [39], Firefox search improvement [40], Mobile device information tracking [41], edge device anomaly detection [42], Visual question answering [43] |
| Healthcare | Preterm-birth prediction [44], early gestational weight gain prediction [45], Make health decisions based on clinical data [46,47], Health prediction [48–53], Brain tumor segmentation [54,55], whole brain segmentation [56], functional magnetic resonance imaging analysis [57], Drug related properties prediction [58], collaborative drug discovery [59], Pain expression recognition [60], wearable healthcare [61], Medical named entity recognition [62], Clinical Natural Language Processing [63] |
| Urban Computing and Smart City | The images collected by the car camera classification and labeling [64], Air quality assessment [65,66], Energy demand prediction for electric vehicle network [67,68], Traffic sign recognition [69], Traffic flow prediction [70], Vehicle scheduling [71], routing [72], Indoor localization [73], Security monitoring [74], Power demand response [75] |
| Physical Information System | Place matching [76], Autonomous driving [77,78], Cloud robotic systems [79], Drone jamming attack detection [80], Failure prediction in aeronautics [81] |
| Internet and Finance | Credit card fraud detection [82], Financial crimes detection [83], Financial text recognition [84], Personalized search [85], News recommendation [86] |
| Industrial Manufacturing | Industrial topic modeling [87], Environment condition monitoring [88], Product visual inspection [89], Sensor failure prediction [90] |

We conducted statistics on the server-side model and the client-side model of FL. A total of 88 articles were counted. The client-side model in 86 articles (98%) was the same as the server-side model. There are two articles [45,81], in which the client-side model is different from the server-side model, as shown in Table 6. The models at both ends either have similar parameter structures, or there is a way to convert the client-side model to the server-side model. In the federated learning training process designed in [81], the client uses the Decision Tree (DT) algorithm. The server uses the Random Forest (RF). The server’s random forest is integrated from the client’s decision trees to predict the results. In the federated learning training process designed in [45], the client uses the Maximum Likelihood Estimate (MLE) algorithm, and the server uses the Maximum a posteriori estimation (MAP) algorithm, which is a combination of MLE and BE (Bayesian estimation). The coefficient obtained through MLE in the client is used as a priori estimate. The maximum likelihood estimation obtained from the client training data is combined with the global update’s prior distribution. The maximum coefficient of the fitted equation is calculated by the Bayesian formula posterior probability.

At present, most articles still adopt a unified client and server model or use different models such as [45,81], but they are essentially the same type. The model training process of the FL client has a certain degree of independence. Can different clients choose different learning algorithms suitable for themselves so that the client training process has stronger autonomy? In the future, the integration method of different models of the client can be studied.

3.2.2 RQ2.2 Considering the client-side, what are the methods to improve the quality of FL?

The evaluation indicators are explained in Table 7. In order to better explain the evaluation indicators, here, we explain TP, TN, FP, FN. T represents the prediction is equal to the
Table 5: Statistics of client-side algorithms for federated learning

| Algorithm type          | Client-side algorithm         | Federated setting | Article                  |
|-------------------------|-------------------------------|-------------------|-------------------------|
| Neural Network          | AE (Autoencoder)              | H, T              | [25, 42, 47, 91]        |
|                         | ANN (Artificial Neural Network)| H                 | [63, 92]                |
|                         | CNN (Convolutional Neural Networks) | H, T, R         | [2, 28, 29, 31, 37, 43, 54, 60, 62, 64, 74, 76, 77, 82, 84, 86, 89, 93–110] |
|                         | DNN (Deep Neural Networks)    | H                 | [23, 36, 56, 58, 66–68, 72] |
|                         | ELM (Extreme Learning Machine)| H                 | [42]                    |
|                         | GAN (Generative Adversarial Networks) | H               | [111]                   |
|                         | MLP (Multi-layer Perceptron)  | H, R              | [2, 49, 50, 52, 57, 73, 80, 106, 112–116] |
|                         | NN (Neural Network)           | H                 | [39, 83, 105, 117]      |
|                         | RNN (Recurrent Neural Network)| H, V              | [2, 4, 24, 27, 30, 32–35, 38, 44, 62, 65, 70, 88, 93, 96, 101, 102, 105, 108, 115, 118, 119] |
| Decision Tree and Random Forest | DT (Decision Tree)            | H, V              | [81, 120]               |
|                         | RF (Random Forest)            | H                 | [100, 118]              |
| Logistic Regression     | LR (Logistic Regression)      | H, V, T           | [36, 49, 51, 105, 121–124] |
| Support Vector Machine  | SVM (Support Vector Machine)   | H                 | [26, 41, 48, 49, 85]    |
|                         | Actor-critic                  | R                 | [125]                   |
|                         | MLE (Maximum Likelihood Estimate) | H             | [45, 71, 90]           |
| other                   | MTRL (Multi-task Relationship Learning) | H                    | [126]                   |
|                         | QSAR (Quantitative structure-activity relationship) | H                   | [59]                    |
|                         | Ranking algorithm             | H                 | [40]                    |

Table 6: The difference between the client model and the server model

| Model of Server | Model of Client | Federated Setting | Article |
|-----------------|-----------------|-------------------|---------|
| RF (Random Forest) | DT (Decision Tree) | H                 | [81]    |
| MAP (Maximum a posteriori estimation) | MLE (Maximum Likelihood Estimate) | H | [45] |

Table 7: Evaluation indicators detail

| Name             | Meaning                                      | Calculation method                                          |
|------------------|----------------------------------------------|------------------------------------------------------------|
| ACC (Accuracy)   | Global accuracy                              | \( \text{ACC} = \frac{TP + TN}{TP + TN + FP + FN} \)   |
| AUC (Area Under Curve) | The area under the ROC curve, AUC generally refers to AUC-ROC | \( \text{AUC} = \frac{TP + TN}{M+N} \) where M: Number of positive samples N: Number of negative samples |
| AUC-ROC (Area Under ROC Curve) | | |
| RMSE (Root Mean Squared Error) | Square root of the ratio of sum of squared deviations between observations and true values to number of observations n | \( \text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \) |
actual; F represents the prediction is not equal to the actual; P represents the prediction result is a positive example; N represents the prediction result is a negative example. TP means that the prediction is positive and the actual is positive; FP means that the forecast is positive and the actual is negative; TN means that the forecast is negative, and the actual is negative; FN means that the forecast is anti and the actual is positive. TP+TN represents the correct number of predictions.

We focused on model quality. We conducted statistical analysis from the improvement methods and effects of the client algorithm model, as shown in Table 8.

Most articles proposed new FL algorithms based on existing machine/deep learning algorithms from the statistical results.

- Federated Multi-view Learning (FedMVL) [128], multi-view learning aims to build a global model using shared views collected from multiple independent sources. Federated multi-view learning, combining FL with multi-view learning, can improve the performance and effect of the view learning model while solving communication and computing efficiency problems.

- Loss-based Adaboost Federated Machine Learning (LoAdaBoost) [53], which combines Adaboost with FL. Adaboost is an iterative algorithm whose core idea is to train different classifiers (weak classifiers) for the same training set. Then these weak classifiers are combined to form a stronger final classifier (strong classifier). This method can improve the learning effect of FL.

- Federated Multi-task Learning [116]. Multi-task learning is an effective method on real data sets. It aims to use other related tasks to improve the generalization ability of the main tasks. The effect of multi-task FL is better than traditional FL.

- Federated personalization [60], limits the number of shared model parameters in a deterministic way, and only allows a fixed subset of model parameters to be shared with the central server, which adds a layer of privacy protection to the FL algorithm.

- Federated Meta-learning (FedMeta) [105]. The goal of meta-learning is to meta-train an algorithm that can quickly train models, such as deep neural networks, to complete new tasks. The goal of federated meta-learning is to use data distributed between clients to train meta-algorithms collaboratively.

- Federated User Representation Learning (FURL) [115]. User representation learning is a personalized method that can significantly improve prediction accuracy based on neural network models. Combining FL with user representation learning can improve the quality of the model.

- Federated Continuous Learning (FCL) [104]. The purpose of continuous learning or lifelong learning is to prevent catastrophic forgetting. When the neural network learns new tasks, the knowledge of the old tasks is not covered. It combines continuous learning with FL to continuously learn the local model on each client while allowing it to use indirect experience (task knowledge) from other clients to improve the model’s quality. Besides, this method can reduce the amount of communication data.

Among them, the most apparent improvement is federated user representation learning [115], federated multi-view learning [128], and federated multi-task learning [116].

### 3.2.3 RQ2.3 Considering the server-side, what are the aggregation algorithms to improve the quality of FL?

Server-side model/parameter aggregation is an important part of FL. Many researchers have studied the server-side aggregation algorithm of FL. We counted the aggregation algorithms used in FL. We conducted statistics on federated settings, design (improvement) goals, types, and client factors considered. Through statistics, there are two types of aggregation for FL:

- Parameter aggregation (P): Aggregate according to parameters or intermediate calculation parameters of the client-side models.

- Model aggregation (M): Aggregate according to the client-side models.

Through statistics, the design goals of the aggregation algorithm of FL are often considered from four aspects: (1) From the aspect of algorithm construction, design the basic aggregation algorithm according to the training process of FL; (2) From the aspect of model accuracy, improve the quality of training models; (3) From the aspect of computational efficiency, accelerate model convergence; (4) From the aspect of communication efficiency, reduce the amount of communication data during the training process.

The statistical results are shown in Table 9.

### 3.2.4 RQ2.4 Considering the server-side, what methods improve the aggregation algorithm to enhance the training quality?

We give corresponding definitions and explanations for some nouns that appear later. The FedAvg algorithm and FedSGD algorithm are shown in Table 10. Both FedAvg and FedSGD algorithms are given in the article [2]. The idea of the FedSGD algorithm is to update the server-side model using the traditional gradient update method, while the FedAvg algorithm selects some clients each time and updates the server model through weighted average client models. FedAvg algorithm can converge faster. FedAvg algorithm reduces the number of communication rounds required for convergence by 90% compared to FedSGD [2].

We conducted a statistical analysis of the improvement goals and effects of the aggregation algorithms. Since the FedAvg algorithm is currently the most used in FL, we compared the FedAvg algorithm as a baseline with other aggregation algorithms. The statistical result is shown in Table 11.

We discussed and analyzed the design (improvement) goals of the aggregation algorithms. The client factors considered the application scenes and effects.

From the perspective of design goal, FedSGD, PFNM, RF, ILTM, MAP, DT are designed from the aspect of algorithm construction. The FedAvg and ASTW algorithms improve the convergence speed. The FOCUS, FedMA, FedProx, FUALA, PMA, and OFMTL algorithms improve model accuracy. The SMA and NDW algorithms improve both the convergence speed and the model accuracy. The SCAFFOLD
Table 8: Client-side improvement algorithm

| Improvement method                                      | Indicator | Proposed method | Other method | Improvement (%) | Article |
|---------------------------------------------------------|-----------|-----------------|--------------|----------------|---------|
| Federated Multi-view Learning (fedMVL)                  | ACC       | 0.8295          | 0.7094       | 12.01           | [128]   |
| Loss-based AdaBoost Federated Machine Learning (LoAdaBoost) | AUC       | 0.7931          | 0.7883       | 0.48            |         |
| Federated Multi-task Learning                           | ACC       | 0.56            | 0.45         | 11              | [116]   |
| Federated personalization                               | ACC       |                 | 1% higher    |                |         |
| Federated Meta-learning (FedMeta)                       | ACC       | 0.8094          | 0.7586       | 5.08            | [105]   |
| Federated User Representation Learning (FURL)           | AUC       | 0.6241          | 0.119        | 50.51           | [115]   |
| Federated Continuous Learning (FCL)                     | ACC       | 0.8471          | 0.7955       | 5.16            | [104]   |

Table 9: Statistics of basic aggregation algorithms for federated learning

| Aggregation algorithm | FL Setting | Design (improvement) goals | Type | Considerations of clients | No | Article |
|-----------------------|------------|---------------------------|------|---------------------------|----|---------|
| FedSGD                | H, R       | Basic aggregation algorithm | P    | Gradient, Quantity of data | 10 | [2,31,62,72,86,94,105,111,122,125] |
| RF                    | H          | Improve model quality (improvement) | M    | Model | 2 | [46,81] |
| ILTM                  | H          | Improve model quality (improvement) | P    | Model similarity, Training parameters | 1 | [87] |
| MAP                   | P          | Improve model quality (improvement) | P    | Prior distribution | 1 | [45] |
| DT                    | P          | Improve model quality (improvement) | P    | Parameters of decision tree | 1 | [120] |
| PFNM                  | M          | Improve model quality (improvement) | M    | Model | 1 | [114] |
| QNA                   | V          | Improve model quality (improvement) | P    | Curvature | 1 | [121] |
| FOCUS                 | H          | Improve model quality (improvement) | M    | Model, Quality of model | 1 | [95] |
| FedMA                 | P          | Improve model quality (improvement) | P    | Weight of each network layer | 1 | [96] |
| FedProx               | M          | Improve model quality (improvement) | M    | Model, Quantity of data | 1 | [118] |
| FUALA                 | M          | Improve model quality (improvement) | M    | Model, Quality of model | 1 | [44] |
| PMA                   | M          | Improve model quality (improvement) | M    | Quantity of data, Diversity of label, Differences of model | 1 | [97] |
| OFMTL                 | M          | Improve model quality (improvement) | M    | Model, Quality of model | 1 | [126] |
| SCAFFOLD              | M          | Improve model quality (improvement) | M    | Model | 1 | [129] |
| FedAvg                | H, T, R    | Converge faster (improvement) | M    | Model, Quantity of data | 58 | [2,4,23–25,27–30,32–41, 47,49–54,57–60,63,65–67, 69–71,73,74,78,80,82,84, 85,90,92,98,100,101,103, 107–110,113,115,119,127] |
| SMA                   | M          | Converge faster (improvement) | M    | Data quality, Computing power, type | 1 | [64] |
| NDW                   | M          | Converge faster (improvement) | M    | Model, Quantity of data and model, Frequency of participation | 1 | [112] |
| ASTW                  | M          | Converge faster (improvement) | M    | Model, Quantity of data, Sequence of recently updated models | 1 | [93] |
| FNE                   | H          | Converge faster (improvement) | P    | Quantity of data, Model’s abstract fitness number | 1 | [99] |

Table 10: Description of aggregation algorithms FedAvg, FedSGD

| Method      | Full name          | Aggregation process of server |
|-------------|-------------------|------------------------------|
| FedAvg      | Federated Averaging | $w_{t+1} \leftarrow \frac{1}{K} \sum_{k=1}^{K} w_{t+1}^k$; Model of the kth client |
| FedSGD      | Federated Stochastic Gradient Descent | $w_{t+1} \leftarrow w_t - \eta \sum_{k=1}^{K} \frac{m_k}{n} g_k$; Model of the kth client |
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### Table 11: Statistics of aggregation algorithms for federated learning

| Aggregation algorithm | Improvement goal | Effect |
|-----------------------|------------------|--------|
| **Indicator** | **Proposed method** | **FedAvg** | **Improvement(%)** |
| FOCUS | Improve model quality | ACC | 0.7008 | 0.6426 | 5.82 |
| FedMA | ACC | 0.4907 | 0.4663 | 2.44 |
| FedProx | ACC | 0.75 | 0.68 | 7 |
| FUALA | AUC | 0.678 | 0.622 | 5.6 |
| SCAFFOLD | ACC | 0.842 | 0.828 | 1.4 |
| SMA | Converge faster and improve model quality | ACC | 0.72 | 0.65 | 7 |
| NDW | Converge faster than FedAvg | ACC | 0.87 | 0.82 | 5 |
| ASTW | The number of communication rounds is reduced by 50% compared to FedAvg | ACC | 0.9712 | 0.95 | 2.12 |
| FNE | Reduce communication | | | | | Reduce the amount of data during communication |

### Table 12: Federated learning improved algorithm statistics

| Purpose | Improve method | Specific description | Effect | article |
|---------|----------------|---------------------|--------|---------|
| Improve model quality | Add an algorithm based on client clustering | Propose Federated Region-learning, divide monitoring points into regions, and aggregate according to regions | ACC | 0.82% higher than centralized learning | [65] |
| | | Propose Community-based Federated Machine Learning (CBFL), add cluster processing | AUC | 9.1% higher than traditional FL | [47] |
| | | Add the client clustering process | RMSE | Reduced from 5.81 to 5.76 | [67, 68] |
| | | Propose Clustered Federated Learning (CFL) | ACC | When the data is a cluster structure, it is 33% higher than traditional FL | [102] |
| | Optimization model initialization method | Propose Federated Feature Fusion (FedFusion) | ACC | 2.85% higher than FedAvg, and the number of communication rounds is reduced by 60% | [110] |
| | Solve the problem of unbalanced data distribution | Data expansion based on global data distribution and multi-client rescheduling based on intermediary to improve accuracy | ACC | Improve by 5% on unbalanced data sets | [94] |
| | | Propose Federated-autonomous Deep Learning (FADL) | AUC | 4% higher than traditional FL, and reach the level of centralized learning | [50] |
| | Select the clients | Based on the benchmark data set, evaluate and select the appropriate clients for training | ACC | Achieve an effect level without noise | [103] |
| Avoid single points of failure | Decentralization | Change the server model in FL to point-to-point model | ACC | 1.5% higher than FedAvg | [56] |
algorithm solves the problem of training bias caused by data heterogeneity. The FNE algorithm reduces the amount of data of the clients in the aggregation.

From the perspective of the client factors considered, in addition to the traditional parameters considered, NDW also considers the amount of data, model accuracy, client participation frequency. SMA, FOCUS targets the data quality of the client. PMA considers the label diversity, model differences; ILTM targets the differences between models.

From the perspective of application scenes, SMA, FedProx, and SCAFFOLD are used when the client data is heterogeneous; FOCUS and FUALA are used when the client data quality is uneven.

From the perspective of effects, the ASTW, FOCUS, FedMA, FedProx, FUALA, SCAFFOLD, SMA, NDW algorithms are better than FedAvg. Among them, the FedProx, SMA, and FOCUS three algorithms have the most remarkable improvement.

FedProx [118] shows a more stable and accurate convergence behavior compared to FedAvg in a highly heterogeneous environment. Based on FedAvg, FedProx allows clients with available system resources to perform a variable amount of work locally and then aggregates partial solutions for some clients instead of discarding them.

SMA [64] (Selective Model Aggregation) is a selective model aggregation method, which is superior to the FedAvg method in terms of accuracy and efficiency. The method of model selection is described as a two-dimensional image calculation process-theoretical issue, through screening models with a better quality of raw data and models.

FOCUS [95] calculates the difference between the FL model’s performance on the local dataset and the client’s local FL model on the benchmark dataset to reduce the impact of the client’s label noise on the global model training. The method calculates cross-entropy to quantify the credibility of the client-side data without observing the client-side data. The method can effectively identify clients with noisy labels and reduce their impact on model performance, thereby improving the global model’s quality.

3.2.5 RQ2.5 Considering the server-side, what methods to improve the training quality by enhancing the federated training process?

We focused on model quality issues, but some articles focused on model quality with some other improvements, such as avoiding single points of failure, etc. We made statistics on these improved algorithms according to the improvement purpose, improvement methods, and improvement effect. The statistical results are shown in Table 12.

It can be seen from the table that the process of improving FL from the server side is mainly considered from the following five aspects:

(1) Based on the client clustering algorithm, improve the quality of the FL model. The articles [47, 58, 65, 67, 68] added clustering algorithm, which can divide clients, and aggregate models of the same type of clients, which improves the quality of the model trained after clustering.

(2) Optimization model initialization method. The article [110] added feature fusion to the process of FL. Feature fusion combines the features from local and global models in an efficient and personalized way. This method provides better initialization for new clients.

(3) Solve the problem of unbalanced data distribution. The article [94] used data expansion based on global data distribution and multi-client rescheduling based on a mediator to solve the problem of data imbalance. The article [50] proposed a new Federated Autonomous Learning (FADL) method that balances global and local training. This method uses data from all data sources to train the first half of the neural network globally and then trains the second half of the neural network locally to deal specifically with each data source.

(4) Choose clients. The article [103] evaluated the correlation of a single data sample on each client based on a benchmark model trained on a small benchmark data set for a specific task, then selected data with sufficiently high correlation. Only a selected subset of each client’s data is used in the collaborative learning process.

(5) Decentralization. The article [56] decentralized the process of model aggregation to each client, which can improve the reliability of the training process.

The most obvious improvement is the algorithm based on client clustering [102].

3.3 RQ3: What methods to improve the data privacy protection of FL?

We analyzed a total of 20 articles related to the privacy protection technology of FL. After statistical analysis, we can improve the data privacy of FL from two aspects: (1) Use encryption algorithms in the process of data transmission and training; (2) By improving the training process, weaken the connection between the model and the original data to improve privacy.

(1) Use encryption algorithm during data transmission and training

The current articles used five methods to ensure privacy, including differential privacy, homomorphic encryption, secure multi-party computing, and a trusted execution environment. Besides, there are hybrid methods that combine multiple techniques.

Differential Privacy. Articles [55, 130–132] used a differential privacy method to add noise to the client data to hide the real information of clients. This method requires a trade-off between the level of privacy protection and model performance. [130, 131] pointed out that the data privacy of the client can be protected at a small cost in terms of model performance.

Articles [133, 134] designed privacy protection mechanisms for FL based on differential privacy. Article [133] further proposed an optimal local differential privacy mechanism on the basis of differential privacy. The author verified through experiments that this method is suitable for large-scale image classification and language models without reducing its practicability. Article [134] proposes a Privacy-enhanced FL (PEFL) scheme on the basis of differential privacy, which is non-interactive in each aggregation. Even if the opponent colludes with multiple honest entities, it also provides a high level of privacy protection.

Homomorphic Encryption. Article [135] used homomorphic encryption technology to achieve a high level of accuracy while maintaining a low computational cost. Article [136] used Partial Homomorphic Encryption (PHE) and multi-party computing protocols, and uses a set of Par-
tial Homomorphic Encryption (PHE) computing models and multi-party computing protocols to cover the key operators of distributed LightGBM learning and inference on both sides. The use of PHE and multi-party calculation model causes the congestion of calculation and communication overhead. While ensuring the statistical accuracy of the learning model, a certain statistical acceleration strategy is proposed to reduce the communication cost.

Multi-party Secure Computing based on encryption. Article [137] defined encrypted FL as a weighted FL problem and designed an oracle-assisted secure multi-party computing framework.

Trusted Execution Environment based on encryption. Articles [138, 139] used trusted execution environment to ensure the privacy of FL. Article [138] pointed out that the trusted execution environment is used to protect the privacy of machine learning. By allocating private areas of computing resources (such as memory), it can provide hardware and software isolation. Compared with traditional software protection such as homomorphic encryption, Trusted Execution Environment provides lower overhead and higher privacy. Article [139] evaluated the performance of trusted execution environment schemes through prototype implementation methods. The results show that the program has the characteristics of complete and practical training, and at the same time, it can ensure that the training process can be performed in a safe learning environment.

Hybrid method. Articles [140, 141] used both differential privacy and multi-party secure computing technology. The method proposed in [140] can reduce training time by 68% and data transmission by 92% without sacrificing privacy protection or model performance. By complying with the differential privacy framework, it is guaranteed that data cannot be reversed from intermediate results. Multi-party secure calculations ensure that information will not be leaked, thus providing participants with end-to-end privacy guarantees. Article [141] built an extensible, easy to configure, and extensible FL environment simulator based on differential privacy and secure multi-party computing methods.

In addition, the article [142] proposed a syntactic anonymization approach, which applies syntactic anonymization to the original private data and uses the generated anonymous data for subsequent mining. This method operates on data records composed of relational parts and transactional parts, thereby providing protection against adversaries from obtaining personal information that spans these two data types. There are also privacy protection technologies for specific machine learning methods. Article [143] designed a multi-party regression training privacy protection protocol for the logistic regression model. The accuracy of this method is very close to that of no privacy protection measures. Article [144] proposed a privacy protection method for deep neural networks. This method can well support the nonlinear activation function in the encrypted domain so as to effectively train the deep neural network on the basis of protecting the privacy of the server-side model. At the same time, this method can be combined with secret sharing technology to further protect the privacy of client training data.

The encryption algorithms currently used for FL are all existing, relatively mature algorithms. Many of them are encryption algorithms used in distributed computing. Most algorithms have been theoretically proven to achieve data privacy protection. Among the 16 articles, only [136] is a vertical federated setting, the others are all horizontal federated settings, only [143, 144] are for specific machine learning methods, and the rest of the articles are for privacy protection for the process of FL neural network model training. The differential privacy method will lose the accuracy of the model and easily lead to lower accuracy when the amount of data on each client is small; homomorphic encryption cannot satisfactorily solve the problem of nonlinear activation function in the encryption domain. The cost of calculation and communication are higher; multi-party secure calculation methods have higher calculation and communication costs for deep neural networks. In the future, suitable encryption methods should be proposed for other federated settings, such as vertical FL, federated transfer learning, and federated reinforcement learning.

3.4 RQ4: What are the incentive mechanisms to improve the data quality of FL?

In the process of FL, the server hopes to attract more clients with high-quality data to participate in the training at the minimum or controllable cost. The server-side incentive mechanism should incentivize the client to provide high-quality data to participate in the training phase, not just considering paying the price. Also, clients will misrepresent information in order to obtain more payment returns. Therefore, the incentive mechanism also needs to measure the credibility of the participants. This shows that a reasonable incentive mechanism needs to guarantee the level of participation and the quality of completion.

The meaning of the incentive mechanism is the organic synthesis of incentives and mechanisms. Mechanism refers to the form of the interaction, mutual connection, mutual restraint between the various elements of the system, and the principle of dynamic change. The incentive mechanism for FL is: the incentive subject system (server) uses one or more incentive methods to standardize management and interacts and restricts each other with the incentive object (client) through incentive factors.

By clarifying the application scenes of the incentive mech-
From the perspective of the incentive mechanism, the system elements considered, the client’s resource quality (including model quality, data quality, and data quantity) is currently considered the most, followed by communication cost and calculation cost. The system elements considered are related to the optimization goal. The optimization goal is to improve the quality of the model, resulting in that the system element considered is the resource quality of the client; The optimization goal is to reduce cost control and energy consumption, resulting in that the system elements considered are communication and computing costs.

From the perspective of reward methods, most articles motivate participants by money, and the only article [75] motivate participants by non-monetary means, through reward points to increase the probability of being selected, and further encourage more small and medium-sized users to participate. Participants aim to obtain monetary rewards, which is easy to cause fraud. And a single reward method cannot fully invoke the enthusiasm of the participants. At present, there is no incentive mechanism that combines multiple reward methods, such as combining monetary incentives with non-monetary incentives, which can become one of the future research directions.

3.5 RQ5: Can FL achieve similar learning effects to non-FL on the same dataset? What are the conditions when FL and non-FL results are similar?

We focused on whether FL can replace non-FL. In response to this problem, we conducted statistics on the effects of FL and non-FL, as shown in Fig. 8. A total of 67 articles were counted. 62 (92%) of the articles showed that the FL effect is not much different from the non-FL effect or the FL effect is better than the non-FL effect. There are five papers (8%) where there is too much difference between the non-FL and the FL effect, indicating that FL can achieve similar learning effects to non-FL.

From Table 13, the following conclusions can be drawn:

- From the perspective of optimization goals and effects, 12 articles (92%) focused on the quality of the trained model. They improved the training quality of the global model through the incentive mechanism. In addition, seven articles (54%) also studied the issue of efficiency and energy consumption, reducing the overall energy consumption of servers and clients through incentive mechanisms. For example, article [108] speeds up training through incentive mechanisms. Eight papers (62%) finally achieved the maximization of FL benefits.

![Figure 8: (2016-2020.3) Statistics of comparison of effects of FL and non-FL](image)

In addition to factors such as aggregation algorithms, incentive mechanisms, and improved algorithms, we analyze other factors that affect the effect of FL. For the same data set and the same client algorithm, we counted the best effect, the worst effect, the data set used, and the factor of effect. The statistical result is shown in Table 14. The performance
| Article | Scene | OG | System element | Incentive function | Interaction mechanism | RM | Incentive effect |
|---------|-------|----|----------------|--------------------|----------------------|----|----------------|
| [145]   |       | Q  | 1. $t$ current training rounds  
2. $q(t)$ the resource quality of the client, including computing resources, data resources, etc.  
3. $B(t)$ the share of the client’s current return  
4. $c(t)$ client participation cost  
5. $Y(t)$ the difference between the return received by the client so far and the expected return  
6. $Q(t)$ time queue for the client to wait for all returns | Maximize profit $\max G = f(t, q(t), B(t), c(t), Y(t), Q(t))$ | payoff-sharing scheme | M | Compared with five methods (Stackelberg/Individual Union/Equal/Linear), the data quality weighting result is 7% higher than others, and the income is 1.5% higher than others. |
| [146]   |       | Q  | 1. $d$ quantity of client data  
2. $q$ quality of client data  
3. $x$ federated scale  
4. $c$ cost of server coordination training | Maximize profit $\max G = f(d, q, s, c)$ | Contract theoretic hierarchical incentive mechanism | M | Based on contract theory, forming a consortium that can achieve goal of maximizing profits, the scheme has a total profit of more than 10,000. |
| [147]   |       | Q,E | 1. $\theta$ accuracy of the client model  
2. $\text{com}(\theta)$ communication cost of client  
3. $\text{cmp}(\theta)$ computing cost of the client  
4. $\varepsilon$ accuracy of the global model  
5. $x(\varepsilon)$ number of server-side iterations | Maximize utility $\max G = f(\theta, \text{com}(\theta), \varepsilon, \text{cmp}(\theta), x(\varepsilon))$ | Two-stage Stackelberg game | M | The scheme has higher performance than the heuristic method and can obtain up to 22% reward. |
| [148]   |       | Q,S | 1. $ep$ expected price of server  
2. $ei$ expected income of server  
3. $c$ estimated cost of server  
4. $q$ quality of client model | Maximize profit $\max G = f(ep, ei, c, q)$ | Blockchain-based incentive mechanism | M | This scheme can encourage clients to honestly participate in training and detect client misconduct. |
| [149]   |       | Q,E | 1. $\theta$ accuracy of the client model  
2. $T(\theta)$ total time of one iteration  
3. $m$ quality category of client data  
4. $\text{cmp}$ computing cost of the client  
5. $T_{\text{max}}$ specified training time of server | Maximize profit $\max G = f(\theta, T(\theta), m, \text{cmp}, T_{\text{max}})$ | Contract theoretic incentive mechanism | M | The mission publisher profit of this scheme is higher than the Stackelberg game model. |
| [150]   |       | Q,E | 1. $\theta$ accuracy of the client model  
2. $T(\theta)$ total time of one iteration  
3. $m$ quality category of client data  
4. $\text{cmp}$ computing cost of the client  
5. $T_{\text{max}}$ specified training time of server | Maximize profit $\max G = f(\theta, T(\theta), m, \text{cmp}, T_{\text{max}})$ | Incentive mechanism combining reputation and contract theory | M | This scheme accurately evaluates reputation, and incentivizes high-reputation clients to participate in FL. Finally, the ACC is increased by 0.1. |
| [75]    |       | C  | 1. $b$ bid price of client  
2. $q$ interrupt response value of client | Minimize costs $\min G = f(p, q)$ | Multi-attribute sealed auction game | NM | This scheme increases the probability of SMEs and residents selected, and reduces the total cost of power company. |
| [151]   |       | Q  | 1. performance of client model | None | payoff-sharing scheme | M | Compared with other measures of contribution, the speed of this scheme is increased by 2-100 times. |
| [152]   |       | Q,C,E | 1. $d$ quantity of client data  
2. $\text{cmp}$ computing cost of the client  
3. $\text{com}$ communication cost of client | Maximize the profit of edge nodes $\max G = f(d, \text{cmp}, \text{com})$ | Deep reinforcement learning-based incentive mechanism | M | Both the server pricing strategy and the node-pricing strategy of this scheme can converge to the Stackelberg game level. |
| [153]   |       | Q  | 1. quality of client data | None | Shapley value based on profit distribution | M | The scheme builds an incentive system for FL. |
| [108]   |       | Q,C,E | 1. $q$ quality of client resources, measured by computing power, data quality, and C cycles  
2. $p$ pay of client | $\max G = f(q, p)$ | K-winner multi-dimensional procurement auction mechanism | M | This scheme accelerates the speed of training by reducing 51.3% training rounds, and improves ACC by 28%. |
| [109]   |       | Q,E | 1. $c$ the total cost of data collection, calculation and communication of client  
2. $\sigma$ distribution of client data  
3. $b$ bid price of client  
4. $d$ quantity of client data | $\max G = f(c, \sigma, b, d)$ | Automated deep reinforcement learning based auction mechanism | M | This scheme is higher than the other two methods (reverse multi-dimensional auction mechanism, baseline). |
| [154]   |       | Q,E | 1. $\text{cmp}$ computing cost of the client  
2. $\text{com}$ communication cost of client  
3. $\theta$ accuracy of the client model | $\max G = f(\text{cmp}, \text{com}, \theta)$ | Stackelberg game | M | None |
indicators in the table are all ACC. In the table, IID (Independent Identically Distributed) means that the values at any time in the random process are random variables. If these random variables follow the same distribution and are independent of each other, these random variables are independent and identically distributed.

It shows that the effect of FL on the same data set and the same client algorithm will be different due to the division, quality, and heterogeneity of clients’ data.

For the client-side algorithms, we focused on the statistical analysis of the effects of FL and non-FL on CNN, RNN, DNN, MLP, LR. We only select the articles containing the comparison of FL and non-FL effects. For the five client algorithms CNN, RNN, DNN, MLP, and LR, we compared the effects of FL and non-FL, the factors for the improvement, and the effects. In the effect column, the default indicator is ACC. If there are special circumstances, it will be marked separately. The statistical result is shown in Table 15.

It can be seen from Table 15 that different articles have different FL and non-FL effect (±1%) differences between 1-5% due to different data sets. But due to the new aggregation algorithms or improved algorithms, the effect difference can be similar (±1%), and the FL effect can even be better than the non-FL effect.

In short, in the current 62 (92%) articles, the difference between the model effects of FL and non-FL is within 5%, of which 25 (37%) articles, the difference between the model effects of FL and non-FL is 1-5%. FL achieve similar learning effects to non-FL in various applications.

According to the study of other articles [3, 94], the effect of FL is mainly related to the distribution and the amount of data. Two important facts are summarized as follows.

1. When the data is independent and identically distributed, the learning results of FL and non-FL are similar. For instance, the work [28, 30, 36, 49] showed that when the training data is independent and identically distributed (IID), the difference between FL and non-FL is within 3%. If the amount of data on each client is small, FL’s effect is better than that of non-FL because FL expands the number of IID data samples [39, 41, 56, 59, 78, 83].

2. When the training data is unevenly distributed, FL may not achieve the effect of non-FL [28, 36, 38, 44, 50, 54, 65, 116]. The review article [3] claimed that in the case of uneven distribution of training data, if the amount of data on a client is small, the non-FL model may be better than the FL model trained using data on multi-clients.

In addition, some works have shown that the effect of FL is also related to the encryption algorithms [7, 38, 49, 51, 55, 86, 132]. If the encryption strength increases, the information loss on the data will be worse. So that the effect of FL decreases. The trade-off between data privacy protection and the accuracy of the trained model is still inevitable.

It is still an open question how the effect of FL is related to other factors. There is no more work exploring it.

4 Federated Learning Application Framework

4.1 Overall application framework of FL

In this section, through the analysis of the statistical results of the previous chapters, we give the overall application framework of FL. The application framework of FL is shown in Fig. 9.

Figure 9: Application framework of FL

1. Application scene analysis. First, start from the application scene of FL, analyze the potential demands contained in the scene, such as requirement and cost.

2. Data characteristics analysis. Analyze the characteristics of the intersection of features and samples and the characteristics of the data.

3. Federated setting. The intersection of the characteristics of each client and the sample will determine the federated setting. For the specific method of selecting the federated setting, please refer to the detailed introduction of the federated setting in section 2.1.

4. Algorithm selection. The federated setting will further affect the choice of federated algorithm. Other characteristics of the data, such as whether it is independent and identically distributed, whether it contains noise, whether it is balanced, etc., will also affect the choice of the FL algorithm. Section 3.2 presents the current client-side and server-side algorithms in the four federated settings: horizontal, vertical, transfer, and reinforcement. Section 3.2 also provides client-side and server-side algorithms for different characteristics of the data. In Section 4.2, we further give a framework for selecting client-side and server-side algorithms for FL for optimization purposes.

5. Privacy protection. When designing a scheme to improve privacy, you need to consider the scenes, federated setting, and selection of federated algorithms. Section 3.5 introduces the current privacy protection measures in detail. In Section 4.3, we give a framework for selecting privacy protection mechanisms.

6. Incentive mechanism. The results of the scene analysis will determine how the incentive mechanism is designed. Section 3.3 gives the current articles on the incentive mechanism for FL and introduces how to design the corresponding incentive mechanism in each document under practical scenes. Section 4.4 gives specific suggestions for the design process of the incentive mechanism.
| FL algorithm | Best result | Worst result | Difference | Data set | Factors affecting results | Article |
|--------------|-------------|--------------|------------|---------|--------------------------|---------|
| CNN          | 0.7473      | 0.6426       | 0.1047     | USC-HAD [155] | The training results without noise data are better than those with noisy data | [95]    |
|              | 0.99        | 0.952        | 0.038      | minist [156]  | IID data training results are better than non-IID data training results | [107,110] |
| MLP          | 0.9816      | 0.7          | 0.2816     | minist [156]  | The training results of homogeneous data are better than those of heterogeneous data | [113,114] |

| Comparison of FL and non-FL effects | Client algorithm | Factor for improvement | Effect (The default indicator is ACC, special will be marked) | Article |
|-------------------------------------|------------------|------------------------|-------------------------------------------------|---------|
| FL is better than non-FL            | CNN              | Improve aggregation algorithm | 0.8753 0.7529 | [96] |
|                                     |                  | Choose high-quality clients | FL effect is 25% higher than non-FL | [103] |
|                                     |                  | Add transfer learning | FL error rate is 17.39% lower than non-FL | [77] |
|                                     | RNN              | Improve aggregation algorithm | 0.4907 0.4606 | [96] |
|                                     | (Not improved)   |                        | FL interruption rate is 16% lower than non-FL | [27] |
|                                     | DNN              | (Not improved)          | 0.9651 0.9351 | [23] |
|                                     | MLP              | Anonymous hybridization of transmitted data | 0.83 0.809 | [52] |
|                                     |                  | Add multi-task learning | 0.56 0.44 | [116] |
|                                     | LR               | Improve aggregation algorithm | 0.801 0.766 | [129] |
| Similar (± 1%)                      | CNN              | (Not improved)          |                        | [54,60] |
|                                     | RNN              |                        |                        | [4,24,30, 34,38,65] |
|                                     | DNN              |                        |                        | [23,64] |
|                                     | MLP              | Improve aggregation algorithm | (Not promoted) | [114] |
|                                     |                  | Improved algorithm |                        | [50,116] |
|                                     |                  | (Not improved)          |                        | [49] |
|                                     | LR               | Improve aggregation algorithm | (Not improved) | [121] |
|                                     |                  |                        |                        | [51] |
| Non-FL is 1-5% higher than FL      | CNN              | (Not improved)          |                        | [28,86,104] |
|                                     | RNN              |                        |                        | [38,44] |
|                                     | DNN              |                        |                        | [36] |
|                                     | MLP              |                        |                        | [49,57,73] |
|                                     | LR               |                        |                        | [36,49,51] |
| Non-FL is 5-10% higher than FL     | DNN              | (Not improved)          |                        | [66,72] |
4.2 FL algorithm selection

In Section 3.2, we have performed a statistical analysis of the client-side and server-side algorithms of FL. In Fig. 10, we give a framework for selecting FL client-side and server-side algorithms.

![FL algorithm selection framework](image)

For the client-side algorithm, we can design from three aspects: improving model quality, reducing communication costs, and improving privacy. The available methods or techniques have been introduced in detail in Chapter 3.

For the server-side algorithm, we can design from two aspects: the aggregation algorithm and process improvement algorithm. For the aggregation algorithm, we can design from four objectives: basic algorithms, improving model quality, accelerating convergence, and reducing communication; for process improvement algorithms, we can design from three objectives: improving model quality, avoiding single points of failure, and improving privacy. The available methods or techniques have been introduced in detail in section 3.2.

4.3 FL privacy protection scheme selection

In Section 3.3, we have introduced various privacy protection technologies in detail. After our refining and analysis, we give the selection framework of the FL privacy scheme in Fig. 11. When choosing a privacy scheme for FL, we should choose a reasonable privacy protection scheme for FL based on practical scenes.

![FL privacy protection program framework](image)

4.4 FL incentive mechanism design process

In Section 3.4, we have conducted a detailed statistical analysis of the current incentive mechanism for FL. We propose the design process of the incentive mechanism, as shown in Fig. 12.

![FL incentive mechanism design process](image)

5 Threats to Validity

The main threat to the validity of this systematic literature review is related to the completeness of literature selection and data extraction accuracy.
5.1 Completeness of Literature Selection

To ensure the completeness of literature selection, in section 2.2, we determined the search keywords after many attempts, adjusted the search terms according to the different search functions and search refinement process provided by various online databases. We adopted a systematic and fair literature selection strategy by establishing a three-stage document selection process. Each stage has different selection criteria, and each step records the reasons for literature exclusion. For literature with uncertainties, we argued and made decisions. We made sure to include rather than exclude literature to a large extent.

5.2 Accuracy of Data Extraction

Subjectivity may lead to inaccurate data extraction. The four authors of this systematic literature review participated in the data extraction process. The first three authors analyzed all selected documents, and the other author supervised the whole process. Besides, in our systematic literature review, we also deal with this problem by developing a data extraction form. Initially, we conducted a preliminary data extraction to fill a table sample regarding the RQs. Each time, we randomly selected ten documents and refined the data extraction table based on these ten documents’ data extraction results. This process was repeated until a complete data extraction form was formed.

6 Conclusions

This systematic literature review focuses on 147 articles related to 5 RQs about FL: (1) the research and application trends of FL; (2) the quality of model design and training; (3) the quality of data privacy protection mechanism; (4) the quality driven by the incentive mechanisms; (5) the effect comparison between FL and non-FL. After conducting the review, we get some important conclusions, listed hereafter.

(1) The research and application trends of FL

The current research trend of FL is still in its infancy. As a new research direction, there are still many gaps in both theory and application. Therefore, many research results have emerged in the short term. Among the research scenes of FL, edge computing & IoT (33%), healthcare (29%), Urban Computing & Smart City (17%) have more applications than others. There are a few works on applying FL to industrial manufacturing and other fields. However, the data island problem is obvious in these fields, and there is a strong need for FL. How to apply FL to the problems in these fields and how to solve them are open questions.

(2) The quality of model design and training

In current research works, the client-side and server-side of FL usually use the same type of machine learning model. In very few articles (2/88), the client-side model is different from the server-side model. The models on both sides have a similar parameter structure, or it is possible to convert the client-side model to the server-side one. More works focused on the design and training of FL models used in horizontal FL. There are many open questions in vertical FL, federated transfer learning, and federated reinforcement learning.

According to our review, the client-side algorithm like Federated User Representation Learning [115], Multi-view FL [128], and Multi-task FL [116] are significantly effective for improving the learning quality. The server-side aggregation algorithms are divided into model aggregation and parameter aggregation. The server-side algorithm like FedProx [118], SMA [64] and FOCUS [95] are significantly effective for improving the learning quality. Concerning the FL’s training process, the algorithm based on client clustering [102] is more effective than other algorithms for improving the learning quality.

(3) The quality of data privacy protection mechanism

We can improve the privacy of FL from two aspects. One is to use encryption algorithms in data transmission and training. The other is to weaken the connection between the model and the original data in the training process. Currently, most of the encryption algorithms used for FL are borrowed from distributed computing. Most algorithms have been theoretically proven to achieve data privacy protection. Most algorithms are applied to horizontal FL. A future research direction is to design suitable encryption algorithms for the vertical FL, federated transfer learning, and federated reinforcement learning.

Improving the quality of privacy protection from the client-side or server-side in FL is still an open question. There are a limited number of works in this direction. Many relevant problems need to be studied.

(4) Quality driven by incentive mechanism

Most articles (12/13) focused on the quality of the model. They improved the training quality of the global model by using some incentive mechanism. Most works have considered the client’s resource quality (including model quality, data quality, and data quantity), communication cost, and calculation cost. About the rewards in the incentive mechanism, most works use monetary incentives. A single incentive measure cannot well invoke the enthusiasm of participants. Nevertheless, no incentive mechanism combines multiple reward methods, such as combining monetary incentives with non-monetary incentives, which can become a future research direction.

(5) Effect comparison between FL and non-FL

Among the 62 articles (92%), the difference of learning quality between FL and non-FL is within 5%, among which 25 (37%) articles differ by 1-5%. Although FL does not achieve the same learning quality as non-FL in some cases, it achieved well privacy protection. According to the application results in the literature, a difference value within 1-5% are generally acceptable.

The known factors differing the learning quality between FL and non-FL include the IID of the training data, the amount of data, and the encryption algorithm. It is an open question of how other factors affect and differ the learning quality between FL and non-FL.

In conclusion, we conducted a systematic literature review related to FL. We place the focus on the primary factors affecting the FL model quality, covering the model design and training, the privacy protection mechanism, and the incentive mechanism. We are also interested in the research and application trends of FL and the effect comparison between FL and non-FL. The practitioners frequently ask the latter because many people worry that achieving privacy protection needs compromising the learning quality. Based on the answers to the RQs, we propose an FL application framework. We provide some suggestions for configuring the options in the critical steps of design to improve FL model quality.
Acknowledgment

This work was supported by the National Key Research and Development Program of China Grant No. 2019YFB1703903, National Natural Science Foundation of China Grant No. 61732019 and No. 61902011.

References

[1] EU. Regulation (eu) 2016/679 of the european parliament and of the council on the protection of natural persons with regard to the processing of personal data and on the free movement of such data, and repealing directive 95/46/ec (general data protection regulation). https://eur-lex.europa.eu/legal-content/EN/TXT/, 2018.

[2] Brendan McMahan, Eider Moore, Daniel Ramage, Seth Hampson, and Blaise Agüera y Arcas. Communication-efficient learning of deep networks from decentralized data. In Aarti Singh and Xiaoqin (Jerry) Zhu, editors, Proceedings of the 20th International Conference on Artificial Intelligence and Statistics, AISTATS 2017, 20-22 April 2017, Fort Lauderdale, FL, USA, volume 54 of Proceedings of Machine Learning Research, pages 1273–1282. PMLR, 2017.

[3] Kairouz Peter, McMahan H Brendan, Avent Brendan, Bellet Aurélien, Bennis Mehdi, Bhagoji Arjun Nitin, Bonawitz Keith, Charles Zachary, Cormode Graham, Cummings Rachel, et al. Advances and open problems in federated learning. arXiv preprint arXiv:1912.04977, 2019.

[4] Hard Andrew, Rao Kanishka, Mathews Rajiv, Ramaswamy Swaroop, Beaufays Françoise, Augenstein Sean, Eichner Hubert, Kiddon Chloé, and Ramage Daniel. Federated learning for mobile keyboard prediction. arXiv preprint arXiv:1811.03604, 2018.

[5] Jin Yilun, Wei Xiguang, Liu Yang, and Yang Qiang. A survey towards federated semi-supervised learning. arXiv preprint arXiv:2002.11545, 2020.

[6] Tian Li, Anit Kumar Sahu, Ameet Talwalkar, and Virginia Smith. Federated learning: Challenges, methods, and future directions. IEEE Signal Process. Mag., 37(3):50–60, 2020.

[7] Zengpeng Li, Vishal Sharma, and Saraju P. Mohanty. Preserving data privacy via federated learning: Challenges and solutions. IEEE Consumer Electronics Magazine, 9(3):8–16, 2020.

[8] Jie Xu and Fei Wang. Federated learning for healthcare informatics. arXiv preprint arXiv:1911.06270, 2019.

[9] Wei Yang Bryan Lim, Nguyen Cong Luong, Dinh Thai Hoang, Yutao Jiao, Ying-Chang Liang, Qiang Yang, Dusit Niyato, and Chunyan Miao. Federated learning in mobile edge networks: A comprehensive survey. IEEE Communications Surveys & Tutorials, 2020.

[10] Nicola Rieke, Jonny Hancock, Wenqi Li, Fausto Milletari, Holger Roth, Shadi Albarqouni, Spyridon Bakas, Mathieu N. Galtier, Bennett A. Landman, Klaus H. Maier-Hein, Sébastien Ourselin, Micah J. Sheller, Ronald M. Summers, Andrew Trask, Daguang Xu, Maximilian Baust, and M. Jorge Cardoso. The future of digital health with federated learning. arXiv preprint arXiv:2003.08119, 2020.

[11] Lingjuan Lyu, Han Yu, and Qiang Yang. Threats to federated learning: A survey. arXiv preprint arXiv:2003.02133, 2020.

[12] Nikma Solniz, Dhillon Harpreet S, and Reed Jeffrey H. Federated learning for wireless communications: Motivation, opportunities and challenges. arXiv: preprint arXiv:1908.06847, 2019.

[13] Chuan Ma, Jun Li, Ming Ding, Howard H. Yang, Feng Shu, Tony Q. S. Quek, and H. Vincent Poor. On safeguarding privacy and security in the framework of federated learning. IEEE Network, 34(4):242–248, 2020.

[14] Yanjie Dong, Julian Cheng, Md. Jahangir Hossain, and Victor C. M. Leung. Secure distributed on-device learning networks with byzantine adversaries. IEEE Network, 33(6):180–187, 2019.

[15] Yang Qiang, Liu Yang, Cheng Yong, Kang Yan, Chen Tianjian, and Yu Han. Federated learning. Synthesis Lectures on Artificial Intelligence and Machine Learning,2019,19(3), 2019.

[16] Qiang Yang, Yang Liu, Tianjian Chen, and Yongxin Tong. Federated machine learning: Concept and applications. ACM Trans. Intell. Syst. Technol., 10(2):12:1–12:19, 2019.

[17] Li Zhaozhi, Huang Zhicong, Chen Chaochao, and Hong Cheng. Quantification of the leakage in federated learning. arXiv: preprint arXiv:1910.05467, 2019.

[18] Geiping Jonas, Bauermeister Hartmut, Dröge Hannah, and Moeller Michael. Inverting gradients–how easy is it to break privacy in federated learning? arXiv: preprint arXiv:2003.14053, 2020.

[19] University of Minnesota. Resources for: Conducting a systematic review. https://libguides.umn.edu/systematicreviews, 2020.

[20] Wolhin Claes, Runeson Per, Martin Höst, Ohlsson Magnus C, Regnell Björn, and Wesslén Anders. Experimentation in software engineering. Springer Science & Business Media, 2012.

[21] Kitchenham B.A. Guidelines for performing systematic literature reviews in software engineering (version 2.3). Technical Report EBSE-2007-01, Keele University and Durham University, UK, January 2007.

[22] Zhang L, Pu MY, Liu YJ, Tian JH, Yue T, and Jiaying J. Investigation of empirical researches in software engineering. Ruan Jian Xue Bao/Journal of Software,2018,29(5), 2018.

[23] Ying Zhao, Junjun Chen, Di Wu, Jian Teng, and Shui Yu. Multi-task network anomaly detection using federated learning. In Proceedings of the Tenth International Symposium on Information and Communication Technology, Ha Noi, Ha Long Bay, Vietnam, December 4-6, 2019, pages 273–279. ACM, 2019.
[24] Thien Duc Nguyen, Samuel Marchal, Markus Miettinen, Hossein Fereidooni, N. Asokan, and Ahmad-Reza Sadeghi. Diot: A federated self-learning anomaly detection system for iot. In 39th IEEE International Conference on Distributed Computing Systems, ICDCS 2019, Dallas, TX, USA, July 7-10, 2019, pages 756–767. IEEE, 2019.

[25] Burak Cetin, Alina Lazar, Jinh Kim, Alex Sim, and Kesheng Wu. Federated wireless network intrusion detection. In 2019 IEEE International Conference on Big Data (Big Data), Los Angeles, CA, USA, December 9–12, 2019, pages 6004–6006. IEEE, 2019.

[26] Wang Sihua, Chen Mingzhe, Yin Changchuan, Saad Waldid, Hong Choong Soon, Cui Shunqiang, and Poor H Vincent. Federated learning for task and resource allocation in wireless high altitude balloon networks. arXiv preprint arXiv:2003.09375, 2020.

[27] Mingzhe Chen, Omid Semiari, Waldid Saad, Xuanlin Liu, and Changchuan Yin. Federated deep learning for immersive virtual reality over wireless networks. In 2019 IEEE Global Communications Conference, GLOBECOM 2019, Waikolou, HI, USA, December 9–13, 2019, pages 1–6. IEEE, 2019.

[28] Chen Dawei, Xie Linda Jiang, Kim BaekGyu, Wang Meron, and Beaufays Françoise. Applied federated learning: Improving google keyboard query suggestions. and Beaufays Françoise. Federated learning for emoji vocabulary words. arXiv preprint arXiv:1906.04329, 2019.

[29] Luo Jiabian, Wu Xueyang, Luo Yun, Huang Anbu, Huang Yunfeng, Liu Yang, and Yang Qiang. Real-world image datasets for federated learning. arXiv preprint arXiv:1910.11089, 2019.

[30] Sidi Lu, Yongtai Yao, and Weisong Shi. Collaborative learning on the edges: A case study on connected vehicles. In Irfan Ahmad and Swaminathan Sundararaman, editors, 2nd USENIX Workshop on Hot Topics in Edge Computing, HotEdge 2019, Renton, WA, USA, July 9, 2019. USENIX Association, 2019.

[31] David Leroy, Alice Coucke, Thibault Lavril, Thibault Gisselbrecht, and Joseph Dureau. Federated learning for keyword spotting. In IEEE International Conference on Acoustics, Speech and Signal Processing, ICASSP 2019, Brighton, United Kingdom, May 12-17, 2019, pages 6341–6345. IEEE, 2019.

[32] Yang Timothy, Andrew Galen, Eichner Hubert, Sun Haicheng, Li Wei, Kong Nicholas, Ramage Daniel, and Beaufays Françoise. Applied federated learning: Improving google keyboard query suggestions. arXiv preprint arXiv:1812.02903, 2018.

[33] Mingqing Chen, Ananda Theertha Suresh, Rajiv Mathews, Adeline Wong, Cyril Allaouzen, Françoise Beaufays, and Michael Riley. Federated learning of n-gram language models. In Mohit Bansal and Aline Villavicencio, editors, Proceedings of the 23rd Conference on Computational Natural Language Learning, CoNLL 2019, Hong Kong, China, November 3-4, 2019, pages 121–130. Association for Computational Linguistics, 2019.

[34] Ramaswamy Swaroop, Mathews Rajiv, Rao Kanishka, and Beaufays Françoise. Federated learning for emoji prediction in a mobile keyboard. arXiv preprint arXiv:1906.04329, 2019.

[35] Chen Mingqing, Mathews Rajiv, Ouyang Tom, and Beaufays Françoise. Federated learning of out-of-vocabulary words. arXiv preprint arXiv:1903.10635, 2019.

[36] Konstantin Sozinov, Vladimir Vlassov, and Sarunas Girdzijauskas. Human activity recognition using federated learning. In Jinjun Chen and Laurence T. Yang, editors, IEEE International Conference on Parallel & Distributed Processing with Applications, Ubiquitous Computing & Communications, Big Data & Cloud Computing, Social Computing & Networking, Sustainable Computing & Communications, ISPA/IUCC/BDCloud/SocialCom/SustainCom 2018, Melbourne, Australia, December 11-13, 2018, pages 1103–1111. IEEE, 2018.

[37] Gao Dashan, Ju Ce, Wei Xiguang, Liu Yang, Chen Tianjian, and Yang Qiang, Hhhf: Hierarchical heterogeneous horizontal federated learning for electroencephalography. arXiv preprint arXiv:1909.05784, 2019.

[38] Jie Feng, Cun Rong, Funing Sun, Diansheng Guo, and Yong Li. PMF: A privacy-preserving human mobility prediction framework via federated learning. IMWUT, 4(1):10:1–10:21, 2020.

[39] Selim Ickin, Konstantinos Vandikas, and Markus Fiedler. Privacy preserving qoe modeling using collaborative learning. In Pedro Casas, Florian Wanser, Fabian E. Bustamante, and David R. Choffnes, editors, Proceedings of the 4th Internet-QoE Workshop on QoE-based Analysis and Management of Data Communication Networks, Internet-QoE@MobiCom 2019, Los Cabos, Mexico, October 21, 2019, pages 13–18. ACM, 2019.

[40] Hartmann Florian. Federated Learning. PhD thesis, Master’s thesis, Freien Universitat, 2018.

[41] Bakopoulou Evita, Tillman Balint, and Markopoulou Athina. A federated learning approach for mobile packet classification. arXiv preprint arXiv:1907.13113, 2019.

[42] Ito Rei, Tsukada Mineto, and Matsutani Hiroki. An on-device federated learning approach for cooperative anomaly detection. arXiv preprint arXiv:2002.12301, 2020.

[43] Fenglin Liu, Xian Wu, Shen Ge, Wei Fan, and Yuexing Liu. Federated learning for vision-and-language grounding problems. In The Thirty-Fourth AAAI Conference on Artificial Intelligence, AAAI 2020, The Thirty-Second Innovative Applications of Artificial Intelligence Conference, IAAI 2020, The Tenth AAAI Symposium on Educational Advances in Artificial Intelligence, EAAI 2020, New York, NY, USA, February 7-12, 2020, pages 11572–11579. AAAI Press, 2020.
[44] Sabri Boughorbel, Fethi Jarray, Neethu Venugopal, Shahib Moosa, Haithum Elhadi, and Michel Mahlouf. Federated uncertainty-aware learning for distributed hospital EHR data. arXiv preprint arXiv:1910.12191, 2019.

[45] Chetanya Puri, Koustabh Dolui, Gerben Kooijman, Felipe Masculo, Shannon Van Sambeek, Sebastiaan Den Boer, Sam Michie, Hans Haleez, Stijn Luca, and Bart Vanrumste. Privacy preserving pregnancy weight gain management: demo abstract. In Raghu K. Ganti, Xiaofan Fred Jiang, Gian Pietro Picco, and Xia Zhou, editors, Proceedings of the 17th Conference on Embedded Networked Sensor Systems, SenSys 2019, New York, NY, USA, November 10–13, 2019, pages 398–399. ACM, 2019.

[46] Jin Li, Yu Tian, Yan Zhu, Tianshu Zhou, Jun Li, Kefeng Ding, and Jingsong Li. A multicenter random forest model for effective prognosis prediction in collaborative clinical research network. Artif. Intell. Medicine, 103:101814, 2020.

[47] Li Huang, Andrew L. Shea, Huining Qian, Aditya Mandeep, Jin Li, Yu Tian, Yan Zhu, Tianshu Zhou, Jun Li, Ke-Chetanya Puri, Koustabh Dolui, Gerben Kooijman, Februari Hualiang. Facing small and biased data dilemma in drug discovery with federated learning. bioRxiv, 2020.

[48] Theo S. Brisimi, Ruidi Chen, Theofanie Mela, Alex Oshevsky, Ioannis Ch. Paschalidis, and Wei Shi. Federated learning of predictive models from federated electronic health records. Int. J. Medical Informatics, 99, 2019.

[49] Choudhury Olivia, Gkoulalas-Divanis Aris, Salonidis Theodoros, Sylla Issa, Park Younyoung, Hsu Grace, and Das Amar. Differential privacy-enabled federated learning for sensitive health data. arXiv preprint arXiv:1910.02578, 2019.

[50] Liu Dianbo, Miller Timothy, Sayeed Raheel, and Mandl Kenneth. Fedhealth: A federated transfer learning framework for wearable healthcare. IEEE Intelligent Systems, 2020.

[51] Pfohl Stephen R, Dai Andrew M, and Heller Katherine. Federated and differentially private learning for electronic health records. arXiv preprint arXiv:1911.05861, 2019.

[52] Cui Jianfei and Liu Dianbo. Federated machine learning with anonymous random hybridization (fearh) on medical records. arXiv preprint arXiv:2001.09751, 2019.

[53] Huang Li, Yin Yifeng, Fu Zeng, Zhang Shifa, Deng Hao, and Liu Dianbo. Loadaboost: Loss-based adaboost federated machine learning on medical data. arXiv preprint arXiv:1811.12629, 2018.

[54] Micah J. Sheller, G. Anthony Reina, Brandon Edwards, Jason Martin, and Spyridon Bakas. Multi-institutional deep learning modeling without sharing patient data: A feasibility study on brain tumor segmentation. In Alessandro Crimi, Spyridon Bakas, Hugo J. Kuijif, Farahani Keyvan, Mauricio Reyes, and Theo van Walsum, editors, Brainlesion: Glioma, Multiple Sclerosis, Stroke and Traumatic Brain Injuries - 4th International Workshop, BrainLes 2018, Held in Conjunction with MICCAI 2018, Granada, Spain, September 16, 2018, Revised Selected Papers, Part I, volume 11383 of Lecture Notes in Computer Science, pages 92–104. Springer, 2018.

[55] Wenqi Li, Fausto Milletari, Daguang Xu, Nicola Rieke, Jonny Hancox, Wentao Zhu, Maximilian Baust, Yan Cheng, Sébastien Ourselin, M. Jorge Cardoso, and Andrew Feng. Privacy-preserving federated brain tumour segmentation. In Heung-II Suk, Mingxia Liu, Pingkun Yan, and Chunfeng Liu, editors, Machine Learning in Medical Imaging - 10th International Workshop, MLMI 2019, Held in Conjunction with MICCAI 2019, Shenzhen, China, October 13, 2019, Proceedings, volume 11861 of Lecture Notes in Computer Science, pages 133–141. Springer, 2019.

[56] Roy Abhijit Guha, Siddiqui Shayan, Pölsterl Sebastian, Navab Nassir, and Wachinger Christian. Braintorrent: A peer-to-peer environment for decentralized federated learning. arXiv preprint arXiv:1905.06731, 2019.

[57] Li Xiaofan, Gu Yusuf, Dvornek Nicha, Stal Lawrence, Ventola Pamela, and Duncan James S. Multi-site fmri analysis using privacy-preserving federated learning and domain adaptation: Abide results. arXiv preprint arXiv:2001.05647, 2020.

[58] Xiong Zhaoping, Cheng Ziqiang, Liu Xiaohong, Wang Dengyan, Luo Xiaomin, Zheng Mingyue, and Jiang Huiliang. Facing small and biased data dilemma in drug discovery with federated learning. BioRxiv, 2020.

[59] Chen Shaoqi, Xue Dongyu, Chui Guohui, Yang Qiang, and Liu Qi. Fl-qsar: a federated learning based qsar prototype for collaborative drug discovery. bioRxiv, 2020.

[60] TOBIS Nicolas. Federated Machine Learning: A Distributed Approach to Pain Expression Recognition in Healthcare. PhD thesis, Imperial College London, 2019.

[61] Chen Yiqiang, Qin Xin, Wang Jindong, Yu Chaohui, Li Xiaoxiao, Gu Yufeng, Dvornek Nicha, Staib Lawrence, Ventola Pamela, and Duncan James S. Multi-site fmri analysis using privacy-preserving federated learning and domain adaptation: Abide results. arXiv preprint arXiv:2001.05647, 2020.

[62] Ge Suyu, Wu Fangzhao, Wu Chuan, Qi Tao, Huang Yongfeng, and Xie Xing. Fedml: Medical named entity recognition with federated learning. arXiv preprint arXiv:2003.09288, 2020.

[63] Dianbo Liu, Dmitriy Dligach, and Timothy A. Miller. Two-stage federated phenotyping and patient representation learning. In Dina Demner-Fushman, Kevin Brokken, Michael A. Clement, Rachel N. Cohen, Sophia Ananiadou, and Junichi Tsujii, editors, Proceedings of the 18th BioNLP Workshop and Shared Task, BioNLP@ACL 2019, Florence, Italy, August 1, 2019, pages 283–291. Association for Computational Linguistics, 2019.
[64] Dongdong Ye, Rong Yu, Miao Pan, and Zhu Han. Federated learning in vehicular edge computing: A selective model aggregation approach. *IEEE Access*, 8:23920–23935, 2020.

[65] Binxuan Hu, Yujia Gao, Liang Liu, and Huadong Ma. Federated region-learning: An edge computing based framework for urban environment sensing. In *IEEE Global Communications Conference, GLOBECOM 2018*, Abu Dhabi, United Arab Emirates, December 9-13, 2018, pages 1–7. IEEE, 2018.

[66] Wendong Wang, Cheng Feng, Bo Zhang, and Hui Gao. Environmental monitoring based on fog computing paradigm and internet of things. *IEEE Access*, 7:127154–127165, 2019.

[67] Yuris Mulya Saputra, Dinh Thai Hoang, Diep N Nguyen, Eryk Dutkiewicz, Markus Dominik Mueck, and Srikathyayani Srikanteswara. Energy demand prediction with federated learning for electric vehicle networks. In *2019 IEEE Global Communications Conference, GLOBECOM 2019*, Waikoloa, HI, USA, December 9-13, 2019, pages 1–6. IEEE, 2019.

[68] Mulya Saputra Yuris, Nguyen Diep N, Hoang Dinh Thai, Vu Thang Xuan, Dutkiewicz Eryk, and Chatzinotas Symeon. Federated learning meets contract theory: Energy-efficient framework for electric vehicle networks. *arXiv preprint arXiv:2004.01828*, 2020.

[69] Albaseer Abdullatif, Ciftler Bekir Sait, Abdallah Mohamed, and Al-Fuqaha Alia. Exploiting unlabeled data in smart cities using federated learning. *arXiv preprint arXiv:2001.04030*, 2020.

[70] Liu Yi, James QJ, Kang Jiawen, Niyato Dusit, and Zhang Shuyu. Privacy-preserving traffic flow prediction: A federated learning approach. *IEEE Internet of Things Journal*, 2020.

[71] Sumudu Samarakoon, Mehdi Bennis, Walid Saad, and Mërouane Debbah. Distributed federated learning for ultra-reliable low-latency vehicular communications. *IEEE Trans. Communications*, 68(2):1146–1159, 2020.

[72] Samal Chinnaya. Time-dependent and Privacy-Preserving Decentralized Routing using Federated Learning. PhD thesis, Vanderbilt University, 2019.

[73] Ciftler Bekir Sait, Albaseer Abdullatif, Lasla Nouredine, and Abdallah Mohamed. Federated learning for localization: A privacy-preserving crowdsourcing method. *arXiv preprint arXiv:2001.01911*, 2020.

[74] Yang Liu, Anbu Huang, Yun Luo, He Huang, Youzhi Liu, Yuanyuan Chen, Lican Feng, Tianjian Chen, Han Yu, and Qiang Yang. Fedvision: An online visual object detection platform powered by federated learning. In *The Thirty-Fourth AAAI Conference on Artificial Intelligence, AAAI 2020*, The Thirty-Second Innovative Applications of Artificial Intelligence Conference, IAAI 2020, The Tenth AAAI Symposium on Educational Advances in Artificial Intelligence, EAAI 2020, New York, NY, USA, February 7-12, 2020, pages 13172–13179. AAAI Press, 2020.

[75] Kun Zhang, Yuliang Shi, Yuecan Liu, and Zhongmin Yan. Power demand response incentive pricing model. In *2019 IEEE International Conference on Big Data (Big Data)*, Los Angeles, CA, USA, December 9-12, 2019, pages 2605–2614. IEEE, 2019.

[76] Zhaoran Li, Lujia Wang, Lingxin Jiang, and Cheng-Zhong Xu. FC-SLAM: federated learning enhanced distributed visual-lidar SLAM in cloud robotic system. In *2019 IEEE International Conference on Robotics and Biomimetics, ROBIO 2019*, Dali, China, December 6-8, 2019, pages 1995–2000. IEEE, 2019.

[77] Liu Boyi, Wang Lujia, Liu Ming, and Xu Cheng-Zhong. Federated imitation learning: A privacy considered imitation learning framework for cloud robotic systems with heterogeneous sensor data. *arXiv preprint arXiv:1909.00895*, 2019.

[78] Liang Xinle, Liu Yang, Chen Tianjian, Liu Ming, and Yang Qiang. Federated transfer reinforcement learning for autonomous driving. *arXiv preprint arXiv:1910.06001*, 2019.

[79] Boyi Liu, Lujia Wang, and Ming Liu. Lifelong federated reinforcement learning: A learning architecture for navigation in cloud robotic systems. *IEEE Robotics Autom. Lett.*, 4(4):4555–4562, 2019.

[80] Nishat I. Mowla, Nguyen H. Tran, Inshil Doh, and Kickjoon Chae. Federated learning-based cognitive detection of jamming attack in flying ad-hoc network. *IEEE Access*, 8:4338–4350, 2020.

[81] Aussel Nicolas, Chabridon Sophie, and Petetin Yohan. Combining federated and active learning for communication-efficient distributed failure prediction in aeronautics. *arXiv preprint arXiv:2001.07504*, 2020.

[82] Wensi Yang, Yuhang Zhang, Kejiang Ye, Li Li, and Cheng-Zhong Xu. FFD: A federated learning based method for credit card fraud detection. In Keke Chen, Sangeetha Seshadri, and Liang-Jie Zhang, editors, *Big Data - BigData 2019 - 8th International Congress, Held as Part of the Services Conference Federation, SCF 2019*, San Diego, CA, USA, June 25-30, 2019, *Proceedings*, volume 11514 of *Lecture Notes in Computer Science*, pages 18–32. Springer, 2019.

[83] Suzumura Toyotaro, Zhou Yi, Barcardo Nathalia, Ye Guangnan, Houck Keith, Kawahara Ryo, Anwar Ali, Stavarache Lucia Larise, Klyashtrony Daniel, Ludwig Heiko, et al. Towards federated graph learning for collaborative financial crimes detection. In *NeurIPS 2019 Workshop on Robust AI in Financial Services: Data, Fairness, Explainability, Trustworthiness, and Privacy (Robust AI in FS 2019)*, Vancouver, Canada, pages 1–10, 2019.

[84] Xinghua Zhu, Jianzong Wang, Zhenhou Hong, Tian Xia, and Jing Xiao. Federated learning of unsegmented chinese text recognition model. In *31st IEEE International Conference on Tools with Artificial Intelligence, ICTAI 2019*, Portland, OR, USA, November 4-6, 2019, pages 1341–1345. IEEE, 2019.
[85] Yang Chen, Xiaoyan Sun, and Yao Hu. Federated learning assisted interactive EDA with dual probabilistic models for personalized search. In Ying Tan, Yuhui Shi, and Ben Niu, editors, *Advances in Swarm Intelligence - 10th International Conference, ICSI 2019, Chiang Mai, Thailand, July 26-30, 2019, Proceedings, Part I*, volume 11655 of *Lecture Notes in Computer Science*, pages 374–383. Springer, 2019.

[86] Qi Tao, Wu Fangzhao, Wu Chuhan, Huang Yongfeng, and Xie Xing. Fedrec: Privacy-preserving news recommendation with federated learning. *arXiv preprint arXiv:2003.09592*, 2020.

[87] Di Jiang, Yuanfeng Song, Yongxin Tong, Xueyang Wu, Weiwei Zhao, Qian Xu, and Qiang Yang. Federated topic modeling. In Wenwu Zhu, Dacheng Tao, Xueqi Cheng, Peng Cui, Elke A. Rundensteiner, David Carmel, Qi He, and Jeffrey Xu Yu, editors, *Proceedings of the 28th ACM International Conference on Information and Knowledge Management, CIKM 2019, Beijing, China, November 3-7, 2019*, pages 1071–1080. ACM, 2019.

[88] Yao Hu, Xiaoyan Sun, Yang Chen, and Zishuai Lu. Model and feature aggregation based federated learning for multi-sensor time series trend following. In Ignacio Rojas, Gonzalo Joya, and Andreu Català, editors, *Advances in Computational Intelligence - 15th International Work-Conference on Artificial Neural Networks, IWANN 2019, Gran Canaria, Spain, June 12-14, 2019, Proceedings, Part I*, volume 11506 of *Lecture Notes in Computer Science*, pages 233–246. Springer, 2019.

[89] Xu Han, Haoran Yu, and Haisong Gu. Visual inspection with federated learning. In Fakhri Karray, Aurélio Campilho, and Alfred C. H. Yu, editors, *Image Analysis and Recognition - 16th International Conference, ICIAR 2019, Waterloo, ON, Canada, August 27-29, 2019, Proceedings, Part II*, volume 11663 of *Lecture Notes in Computer Science*, pages 52–64. Springer, 2019.

[90] Basnayake Vishaka. *FEDERATED LEARNING FOR ENHANCED SENSOR RELIABILITY OF AUTOMATED WIRELESS NETWORKS*. PhD thesis, University of Oulu, 2019.

[91] Liu Yang, Chen Tianjian, and Yang Qiang. Secure federated transfer learning. *arXiv preprint arXiv:1812.03337*, 2018.

[92] Sketchovsky Nicolas, Jang Hyeryung, and Simone Osvaldo. Federated neuromorphic learning of spiking neural networks for low-power edge intelligence. In *ICASSP 2020-2020 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, pages 8524–8528. IEEE, 2020.

[93] Chen Yang, Sun Xiaoyan, and Jin Yaochu. Communication-efficient federated deep learning with layerwise asynchronous model update and temporally weighted aggregation. *IEEE Transactions on Neural Networks and Learning Systems*, 2019.

[94] Moming Duan, Duo Liu, Xianzhang Chen, Yujuan Tan, Jinting Ren, Lei Qiao, and Liang Liang. Astraea: Self-balancing federated learning for improving classification accuracy of mobile deep learning applications. In *37th IEEE International Conference on Computer Design, ICCD 2019, Abu Dhabi, United Arab Emirates, November 17-20, 2019*, pages 246–254. IEEE, 2019.

[95] Chen Yiqiang, Yang Xiaodong, Qin Xin, Yu Han, Chen Biao, and Shen Zhiqi. Focus: Dealing with label quality disparity in federated learning. *arXiv preprint arXiv:2001.11359*, 2020.

[96] Hongyi Wang, Mikhail Yurochkin, Yuekai Sun, Dimitri S. Papailiopoulos, and Yasaman Khazaeni. Federated learning with matched averaging. In *8th International Conference on Learning Representations, ICLR 2020*, Addis Ababa, Ethiopia, April 26-30, 2020. OpenReview.net, 2020.

[97] Vito Walter Anelli, Yashar Deldjoo, Tommaso Di Noia, and Antonio Ferrara. Towards effective device-aware federated learning. In Mario Alviano, Gianluigi Greco, and Francesco Scarcello, editors, *AI*IA 2019 - *Advances in Artificial Intelligence - XVIIIth International Conference of the Italian Association for Artificial Intelligence, Rende, Italy, November 19-22, 2019*, *Proceedings*, volume 11946 of *Lecture Notes in Computer Science*, pages 477–491. Springer, 2019.

[98] Das Anirban and Brunschwil Thomas. Privacy is what we care about: Experimental investigation of federated learning on edge devices. In *Proceedings of the First International Workshop on Challenges in Artificial Intelligence and Machine Learning for Internet of Things*, pages 39–42, 2019.

[99] Gábor Szegedi, Péter Kiss, and Tomás Horváth. Evolutionary federated learning on eeg-data. In Petra Baranciková, Martin Holena, Tomáš Horváth, Matůs Pleva, and Rudolf Rosa, editors, *Proceedings of the 19th Conference Information Technologies - Applications and Theory (ITAT 2019), Hotel Zormačka, Donovaly, Slovakia, September 20-24, 2019*, volume 2473 of *CEUR Workshop Proceedings*, pages 71–78. CEUR-WS.org, 2019.

[100] Anders Sjöberg, Emil Gustavsson, Ashok Chaitanya Kopposetty, and Mats Jirstrand. Federated learning of deep neural decision forests. In Giuseppe Nicosia, Panos M. Pardalos, Renato Umeton, Giovanni Giuffrida, and Vincenzo Sciacca, editors, *Machine Learning, Optimization, and Data Science - 5th International Conference, Rende, Italy, September 10-13, 2019, Proceedings*, volume 11943 of *Lecture Notes in Computer Science*, pages 700–710. Springer, 2019.

[101] Peng Xiao, Samuel Cheng, Vladimir Stankovic, and Dejan Vukobratovic. Averaging is probably not the optimum way of aggregating parameters in federated learning. *Entropy*, 22(3):314, 2020.

[102] Sattler Felix, Müller Klaus-Robert, and Samek Wojciech. Clustered federated learning: Model-agnostic distributed multi-task optimization under privacy constraints. *arXiv preprint arXiv:1910.01991*, 2019.
[103] Tuor Tiffany, Wang Shiqiang, Ko Bong Jun, Liu Changchang, and Leung Kin K. Data selection for federated learning with relevant and irrelevant data at clients. *arXiv preprint arXiv:2001.08300*, 2020.

[104] Yoon Jaechong, Jeong Wonyong, Lee Gwoong, Yang Eunho, and Hwang Sung Ju. Federated continual learning with adaptive parameter communication. *arXiv preprint arXiv:2003.03196*, 2020.

[105] Chen Fei, Luo Mi, Dong Zhenhua, Li Zhenguo, and He Xiuxiang. Federated meta-learning with fast convergence and efficient communication. *arXiv preprint arXiv:1802.07876*, 2018.

[106] Zhuo Hankz Hankui, Feng Wenfeng, Xu Qian, Yang Qiang, and Lin Yufeng. Federated reinforcement learning. *arXiv preprint arXiv:1901.08277*, 2019.

[107] Alotaibi Abdulrahman et al. *Wisdom of the machines: federated learning using OPAL*. PhD thesis, Massachusetts Institute of Technology, 2018.

[108] Zeng Rongfei, Zhang Shixun, Wang Jiaqi, and Chu Xiaowen. Fmore: An incentive scheme of multi-dimensional auction for federated learning in mec. *arXiv preprint arXiv:2002.09699*, 2020.

[109] Jiao Yutao, Wang Ping, Niyato Dusit, Lin Bin, and Kim Dong In. Toward an automated auction framework for wireless federated learning services market. *IEEE Transactions on Mobile Computing*, 2020.

[110] Xin Yao, Tianchi Huang, Chenglei Wu, Rui-Xiao Zhang, and Lifeng Sun. Towards faster and better federated learning: A feature fusion approach. In *2019 IEEE International Conference on Image Processing, ICIP 2019, Taipei, Taiwan, September 22-25, 2019*, pages 175–179. IEEE, 2019.

[111] Corentin Hardy, Erwan Le Merrer, and Bruno Sericola. MD-GAN: multi-discriminator generative adversarial networks for distributed datasets. In *2019 IEEE International Parallel and Distributed Processing Symposium, IPDPS 2019, Rio de Janeiro, Brazil, May 20-24, 2019*, pages 866–877. IEEE, 2019.

[112] You Jun Kim and Choong Seon Hong. Blockchain-based node-aware dynamic weighting methods for improving federated learning performance. In *20th Asia-Pacific Network Operations and Management Symposium, APNOMS 2019, Matsue, Japan, September 18-20, 2019*, pages 1–4. IEEE, 2019.

[113] Adrian Nilsson, Simon Smith, Gregor Ulm, Emil Gustavsson, and Mats Jirstrand. A performance evaluation of federated learning algorithms. In *Proceedings of the Second Workshop on Distributed Infrastructures for Deep Learning, DIDL@Middleware 2018, Rennes, France, December 10, 2018*, pages 1–8. ACM, 2018.

[114] Mikhail Yurochkin, Mayank Agarwal, Soumya Ghosh, Krishan H. Greenewald, Trong Nghia Hoang, and Yasaman Khazaeni. Bayesian nonparametric federated learning of neural networks. In Kamalika Chaudhuri and Ruslan Salakhutdinov, editors, *Proceedings of the 36th International Conference on Machine Learning, ICML 2019, 9-15 June 2019, Long Beach, California, USA*, volume 97 of *Proceedings of Machine Learning Research*, pages 7252–7261. PMLR, 2019.

[115] Bui Duc, Malik Kshhitiz, Goetz Jack, Liu Honglei, Moon Seungwan, Kumar Anuj, and Shin Kang G. Federated user representation learning. *arXiv preprint arXiv:1909.12535*, 2019.

[116] Corinzia Luca and Buhmann Joachim M. Variational federated multi-task learning. *arXiv preprint arXiv:1906.06268*, 2019.

[117] Chandiramani Kunal, Garg Dhruv, and Maheswari N. Performance analysis of distributed and federated learning models on private data. *Procedia Computer Science*, 165:349–355, 2019.

[118] Anit Kumar Sahu, Tian Li, Maziar Sanjabi, Manzil Zaheer, Ameet Talwalkar, and Virginia Smith. On the convergence of federated optimization in heterogeneous networks. *arXiv preprint arXiv:1812.06127*, 2018.

[119] Li Yuntao. *Federated Learning for Time Series Forecasting Using Hybrid Model*. PhD thesis, KTH Royal Institute of Technology, 2019.

[120] Cheng Kewe, Fan Tao, Jin Yilun, Liu Yang, Chen Tianjian, and Yang Qiang. Secureboost: A lossless federated learning framework. *arXiv preprint arXiv:1901.08755*, 2019.

[121] Yang Kai, Fan Tao, Chen Tianjian, Shi Yuanning, and Yang Qiang. A quasi-newton method based vertical federated learning framework for logistic regression. *arXiv preprint arXiv:1912.00513*, 2019.

[122] Agarwal Alekh, Langford John, and Wei Chen-Yu. Federated residual learning. *arXiv preprint arXiv:2003.12880*, 2020.

[123] Yang Shengwen, Ren Bing, Zhou Xuhui, and Liu Liping. Parallel distributed logistic regression for vertical federated learning without third-party coordinator. *arXiv preprint arXiv:1911.09824*, 2019.

[124] Hardy Stephen, Henecka Wilko, Ivey-Law Hamish, Nock Richard, Patrini Giorgio, Smith Guillaume, and Thorne Brian. Private federated learning on vertically partitioned data via entity resolution and additively homomorphic encryption. *arXiv preprint arXiv:1711.10677*, 2017.

[125] Hyun-Kyo Lim, Ju-Bong Kim, Joo-Seong Heo, and Youn-Hee Han. Federated reinforcement learning for training control policies on multiple iot devices. *Sensors*, 20(5):1359, 2020.

[126] Rui Li, Fenglong Ma, Wenjun Jiang, and Jing Gao. Online federated multitask learning. In *2019 IEEE International Conference on Big Data (Big Data), Los Angeles, CA, USA, December 9-12, 2019*, pages 215–220. IEEE, 2019.

[127] Dashan Gao, Yang Liu, Anbu Huang, Ce Ju, Han Yu, and Qiang Yang. Privacy-preserving heterogeneous federated transfer learning. In *2019 IEEE International Conference on Big Data (Big Data), Los Angeles, CA, 2019*.
[128] Shudong Huang, Wei Shi, Zenglin Xu, and Ivor W. Tsang. Iterative orthogonal federated multi-view learning. In International Workshop on Federated Learning for User Privacy and Data Confidentiality in Conjunction with IJCAI 2019 (FL-IJCAI’19), pages 1–10, 2019.

[129] Praneeth Karimireddy, Satyen Kale, Mehryar Mohri, Sashank J. Reddi, Sebastian U. Stich, and Ananda Theertha Suresh. SCAFFOLD: stochastic controlled averaging for on-device federated learning. arXiv preprint arXiv:1910.06378, 2019.

[130] Wei Kang, Li Jun, Ding Ming, Ma Chuan, Su Hang, Zhang Bo, and Poor H Vincent. Performance analysis and optimization in privacy-preserving federated learning. arXiv preprint arXiv:2001.08090, 2020.

[131] Robin C. Geyer, Klein Tassilo, and Mobi Nain. Differentially private federated learning: A client level perspective. arXiv: preprint arXiv:1712.07557, 2017.

[132] Yunlong Lu, Xiaohong Huang, Yueyue Dai, Sabita Mahajan, and Yan Zhang. Differentially private asynchronous federated learning for mobile edge computing in urban informatics. IEEE Trans. Ind. Informatics, 16(3):2134–2143, 2020.

[133] Bhowmick Abhishek, Duchi John C, Freudiger Julien, Sai Praneeth Karimireddy, Satyen Kale, Mehryar Huang Shudong, Shi Wei, Xu Zenglin, Tsang, and Ivor Inf. Sci. ment. erated learning scheme with trusted execution environment. In Proceedings of the 12th ACM Workshop on Artificial Intelligence and Security, AISEc’19, London, UK, November 15, 2019, pages 13–23. ACM, 2019.

[134] Mugunthan Vaikkunth, Perairebueno Anton, and Kagal Lalana. Privacyfl: A simulator for privacy-preserving and secure federated learning. arXiv preprint arXiv:2002.08423, 2020.

[135] Choudhury Olivia, Gkoulalastivanis Aris, Salonidis Theodoros, Sylla Issa, Park Yoonyoung, Hsu Grace, and Das Amor. Anonymizing data for privacy-preserving federated learning. arXiv preprint arXiv:2002.09096, 2020.

[136] Kalikinkar Mandal and Guang Gong. Privfl: Practical privacy-preserving federated regressions on high-dimensional data over mobile networks. In Radu Sion and Charalampos Papamanthou, editors, Proceedings of the 2019 ACM SIGSAC Conference on Cloud Computing Security Workshop, CCSW@CCS 2019, London, UK, November 11, 2019, pages 57–68. ACM, 2019.

[137] Sang You, Yang Xue, Fang Weijun, Xia Shu-Tao, and Tang Xiaohu. A practical privacy-preserving method in federateddeep learning. arXiv preprint arXiv:2002.09843, 2020.

[138] Han Yu, Zelei Liu, Yang Liu, Tianjian Chen, Mingshu Cong, Xi Weng, Dusit Niyato, and Qiang Yang. A fairness-aware incentive scheme for federated learning. In Annette N. Markham, Julia Powles, Toby Walsh, and Anne L. Washington, editors, AIES ’20: AAAI/ACM Conference on AI, Ethics, and Society, New York, NY, USA, February 7-8, 2020, pages 393–399. ACM, 2020.

[139] Lim Wei Yang Bryan, Xiong Zehui, Miao Chunyan, Niyato Dusit, Yang Qiang, Leung Cyril, and Poor H Vincent. Hierarchical incentive mechanism design for federated machine learning in mobile networks. IEEE Internet of Things Journal, 2020.

[140] Shashi Raj Pandey, Nguyen H. Tran, Mehdi Bennis, Yan Kyaw Tun, Zhu Han, and Choong Seon Hong. Incentivize to build: A crowdsourcing framework for federated learning. In 2019 IEEE Global Communications Conference, GLOBECOM 2019, Waikoloa, HI, USA, December 9-13, 2019, pages 1–6. IEEE, 2019.

[141] Xianglin Bao, Cheng Su, Yan Xiong, Wenchao Huang, and Yifei Hu. Flchain: A blockchain for auditable federated learning using cooperative trust models. In 5th International Conference on Big Data and Security, BCDS 2019, Zhangjiakou, China, August 9-11, 2019, pages 151–159. IEEE, 2019.

[142] Jiwen Kang, Zehui Xiong, Dusit Niyato, Han Yu, Ying-Chang Liang, and Dong In Kim. Incentive design for efficient federated learning in mobile networks: A fairness-aware incentive scheme for federated learning. In Proceedings of the 2019 ACM International Conference on Mobile Cloud Computing, Services, and Engineering, MobiCloud ’19, New York, NY, USA, December 9-13, 2019, pages 2552–2559. IEEE, 2019.
A contract theory approach. In IEEE VTS Asia Pacific Wireless Communications Symposium, APWCS 2019, Singapore, August 28-30, 2019, pages 1–5. IEEE, 2019.

[150] Jiawen Kang, Zehui Xiong, Dusit Niyato, Shengli Xie, and Junshan Zhang. Incentive mechanism for reliable federated learning: A joint optimization approach to combining reputation and contract theory. IEEE Internet of Things Journal, 6(6):10700–10714, 2019.

[151] Tianshu Song, Yongxin Tong, and Shuyue Wei. Profit allocation for federated learning. In 2019 IEEE International Conference on Big Data (Big Data), Los Angeles, CA, USA, December 9-12, 2019, pages 2577–2586. IEEE, 2019.

[152] Zhan Yufeng, Li Peng, Qu Zhihao, Zeng Deze, and Guo Song. A learning-based incentive mechanism for federated learning. IEEE Internet of Things Journal, 2020.

[153] Liu Yuan, Sun Shuai, Ai Zhengpeng, Zhang Shuangfeng, Liu Zelei, and Yu Han. Fedcoin: A peer-to-peer payment system for federated learning. arXiv preprint arXiv:2002.11711, 2020.

[154] Khan Latif U, Tran Nguyen H, Pandey Shashi Raj, Saad Walid, Han Zhu, Nguyen Minh NH, and Hong Choong Seon. Federated learning for edge networks: Resource optimization and incentive mechanism. arXiv preprint arXiv:1911.05642, 2019.

[155] Usc-had dataset.

[156] minist dataset.