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ABSTRACT

In time-distance helioseismology, the time signals (Doppler shifts) at two points on the solar surface separated by a fixed angular distance are cross-correlated, and this leads to a wave packet signal. Accurately measuring the travel times of these wave packets is crucial for inferring the subsurface properties in the Sun. The observed signal is quite noisy, and to improve the signal-to-noise ratio and make the cross-correlation more robust, the temporal oscillation signal is phase-speed filtered at the two points in order to select waves that travel a fixed horizontal distance. Hence a new formula to estimate the travel times is derived in the presence of a phase-speed filter, and it includes both the radial and horizontal component of the oscillation displacement signal. It generalizes the previously used Gabor wavelet that was derived without a phase-speed filter and included only the radial component of the displacement. This is important since it will be consistent with the observed cross-correlation that is computed using a phase-speed filter, and it also accounts for both the components of the displacement. The new formula depends on the location of the two points on the solar surface that are being cross-correlated and accounts for the travel time shifts at different locations on the solar surface.

Subject headings: Sun: oscillations

1. INTRODUCTION

Time-distance helioseismology (Duvall et al. 1993) constructs wave packets by cross-correlating time signals between any two points separated by a fixed horizontal angular distance on the solar surface. It then measures their travel time between the two points by fitting a Gabor wavelet to the observed temporal cross-correlation (Kosovichev & Duvall 1997). This travel time is then inverted to study different properties (Kosovichev 1996; Zhao 2004; e.g., sound speed perturbations, subsurface flows, meridional circulation) in the solar interior that influence the wave packet, which cannot otherwise be studied by the global oscillations. Success in applying the technique depends on being able to design a phase-speed filter of a certain width that selects acoustic waves within a certain range of horizontal phase speeds, and this improves the signal-to-noise ratio (Duvall et al. 1997). Waves with the same horizontal phase-speed travel the same horizontal distance on the solar surface and therefore can be collectively used to probe the subsurface features in the Sun, since they sample the same vertical depth inside the Sun. The filtering operation is carried out in the frequency domain, and it improves the signal-to-noise ratio by removing unwanted signals and waves that deviate a lot from the chosen phase speed, as these do not contribute to the cross-correlation, but instead can degrade it and make the estimation of travel times inaccurate. The phase-speed filter has a Gaussian shape centered at the desired phase speed, which is chosen to study waves traveling a particular horizontal distance.

Previous approaches to measuring the travel time between any two points was by fitting a Gabor wavelet (Kosovichev & Duvall 1997) to the measured cross-correlation. This wavelet was derived by assuming that the amplitude of the solar oscillations has a Gaussian envelope in frequency of a certain width and is peaked at a frequency where the power of the solar p-modes is concentrated, and moreover, it considered only the radial component of the displacement. However, during data processing a phase-speed filter is used. Also, the observed displacement on the solar surface has both radial and horizontal components. The horizontal component usually is ignored in the travel-time measurements. We show that it has a significant effect, particularly for measurements far from the disk center and for moderate horizontal distances, contributing to systematic errors.

To remove the shortcomings, we derive a new analytical cross-correlation wavelet that incorporates the phase-speed filter and also includes both the radial and horizontal components of the Doppler velocity oscillation signal. This wavelet retains the structure of the Gabor wavelet and is a function of the filter parameters: central phase speed and width, and also the amplitude and phase and group travel times that depend on the oscillation properties and the dispersive nature of the solar medium. By including the horizontal component in the cross-correlation, we also see a dependency on the location of the two points being cross-correlated, and moreover, the cross-correlation due to the horizontal component is a weighted sum of phase-speed-filtered Gabor wavelets, with the weights depending on the location of the cross-correlated points, the horizontal travel distance, and the angular degree.

Comparing this with the original Gabor wavelet formula (Kosovichev & Duvall 1997), we can estimate how the phase-speed filter and the horizontal component shift the measured travel times. For the line-depth and intensity observations that only have a scalar (radial) component in the weakly dispersive limit, which is true for wave packets that probe the deeper layers in the Sun and travel large horizontal distances on the solar surface, corresponding to small values of angular degree, both formulae are similar. Hence, using the old Gabor wavelet in this regime should not affect the travel time measurements due to the phase-speed filtering. On the other hand, wave packets constructed by cross-correlating time signals separated by a small horizontal distance are distorted by the dispersive medium in the outer layers of the Sun, and hence, the new formula should be used to account for the travel time shifts due to the phase-speed-filtering procedure.

2. CROSS-CORRELATION OF PHASE-SPEED-FILTERED SIGNALS

2.1. Scalar Intensity and Line-Depth Filtered Signal

In this section we generalize the fitting formula of Kosovichev & Duvall (1997) by including the phase-speed filtering. We first consider acoustic waves that are observed by measuring either...
intensity fluctuations or line-depth observations on the solar surface. They are represented as a sum of standing waves or normal modes at a point \( r = (r, \theta, \phi) \) in the solar interior and time \( t \) and can be written as

\[
h(r, \theta, \phi, t) = \sum_{n,l,m} a_{nlm} \psi_{nlm}(r, \theta, \phi) \exp[i(\omega_{nlm} t - \alpha_{nlm})],
\]

where \( i = (-1)^{1/2} \), and each normal mode is specified by a triplet \((l, m, n)\) of integer parameters, corresponding angular frequency \( \omega_{nlm} \), the mode amplitude \( a_{nlm} \), the phase \( \alpha_{nlm} \), and the spatial eigenfunction \( \psi_{nlm}(r, \theta, \phi) \) as a function of the radial variable \( r \) and the angular variables \( \theta \) and \( \phi \). The integer \( n \) denotes the degree and \( m \) the azimuthal order, \(-l \leq m \leq l\), of the spherical harmonic

\[
Y_l^m(\theta, \phi) = c_{lm} P_l^m(\cos \theta) \exp(i m \phi),
\]

which is a function of the colatitude \( \theta \) and longitude \( \phi \), where \( P_l^m \) is a Legendre function and \( c_{lm} \) is a normalization constant. These describe the angular structure of the eigenfunctions. The third integer \( n \) of the triplet \((l, m, n)\) is called the radial order.

For a spherically symmetric Sun, the eigenfunctions \( \psi_{nlm}(r, \theta, \phi) \) can be separated into a radial function \( \chi_n(r) \) and an angular component \( Y_l^m(\theta, \phi) \) (Unno et al. 1989). This representation is valid, for example, for the scalar intensity observations

\[
\psi_{nlm}(r, \theta, \phi) = \chi_n(r) Y_l^m(\theta, \phi),
\]

and also all modes with the same \( n \) and \( l \) have the same eigen-frequency \( \omega_{nl} \) regardless of the value of \( m \). In reality, the Sun is not spherically symmetric, which causes this degeneracy in \( n \) to be broken.

In time-distance helioseismology we measure the travel time of wave packets by forming a temporal cross-correlation between the oscillation signals at two locations separated by an angular distance on the solar surface \( r = R \), where \( R \) is the solar radius. To model this we represent the solar oscillations on the solar surface as a linear superposition of normal modes that are band limited in angular frequency \( \omega \) to get

\[
H(R, \theta, \phi, \omega) = 2\pi \sum_{n,l,m} a_{nlm} \chi_n(R) Y_l^m(\theta, \phi) \exp(-i \alpha_{nlm}) \delta(\omega - \omega_{nlm}),
\]

where \( H(R, \theta, \phi, \omega) \) is the temporal Fourier transform (Bracewell 2000) of equation (1). We ignore mode damping and assume spherical symmetry; hence, we can replace \( \omega_{nlm} \) by \( \omega_{nl} \) and invoke the band-limited nature of the solar spectrum (Kosovichev & Duvall 1997; Giles 1999) by setting \( a_{nlm} \chi_n(R) = G_l(\omega) \), and we obtain from equation (4) the frequency band-limited signal

\[
H_g(R, \theta, \phi, \omega) = H(R, \theta, \phi, \omega) G_l(\omega),
\]

where the Gaussian frequency function \( G_l(\omega) \) captures the band-limited nature of the amplitude of the solar modes and is given by

\[
G_l(\omega) = b_l \exp\left(-\frac{(\omega - \omega_0)^2}{\delta \omega^2}\right).
\]

The band-limited nature of the modes is controlled by the width \( \delta \omega \) and a central frequency \( \omega_0 \), where the power of the modes is peaked in the \( \omega-l \) diagram. These two parameters change for different data sets that probe different regions of the solar interior.

A phase-speed filter is applied to the signal to select modes from the \( \omega-l \) diagram for the purpose of constructing the cross-correlation wave packet. The phase-speed filter is specified by a Gaussian function centered around a phase speed \( V_{ph} \) and a width \( \delta V_{ph} \) as parameters and is given by

\[
F_p(V_p) = \exp\left(-\frac{(V_p - V_{ph})^2}{\delta V_{ph}^2}\right),
\]

where the phase speed \( V_p = \omega/l, L = [l(l + 1)]^{1/2} = k_l R \), and \( k_l \) is the horizontal wavenumber. The role of the phase-speed filter is to select waves with a small range of phase speeds, where the range is specified by the width \( \delta V_{ph} \). All these waves travel almost the same horizontal distance on the solar surface and sample approximately the same vertical depth in the solar interior. Hence, it is crucial to select \( \delta V_{ph} \) appropriately so as to increase the signal-to-noise ratio in the cross-correlation function and hence be able to better resolve the subsurface structures in the Sun.

Because of the band-limited nature of the oscillation amplitudes, only values of \( L \) that are close to \( L_0 = \omega_0/V_p \) contribute to the sum in equation (5), and hence, we Taylor expand \( L \) about the central frequency \( \omega_0 \) up to first order,

\[
L = L(\omega) = L[\omega_0 + (\omega - \omega_0)] \approx L(\omega_0) + \frac{dL}{d\omega}(\omega - \omega_0).
\]

Equation (8) can be written in terms of the angular group velocity \( U_g = d\omega/dL \) and angular phase velocity \( V_p = \omega/L \), evaluated at \( \omega = \omega_0 \), and using the fact \( L(\omega_0) = \omega_0/V_p \), we have

\[
L(\omega) \approx \frac{\omega}{U_g} + \left(\frac{1}{V_p} - \frac{1}{U_g}\right) \omega_0.
\]

Likewise, the phase velocity \( V_p(L, \omega) \) can be expanded about the point \((L_0, \omega_0)\) in the \( \omega-l \) diagram to yield

\[
F_p(L, \omega) \approx \exp\left(-\frac{V_p^2(L - \omega/V_p)^2}{\delta V_{ph}^2}\right),
\]

where \( \delta \psi = \omega - \omega_0, V_p \delta V_{ph}/V_p \) and the filter width \( \delta V_{ph} \) is evaluated at \((L_0, \omega_0) \) and is a constant.

Phase-speed filtering takes place in the frequency domain and consists of multiplying the filter function \( F_p(L, \omega) \) with the band-limited Fourier-transformed signal \( H_g(R, \theta, \phi, \omega) \) from equation (5),

\[
H_g(R, \theta, \phi, \omega) = 2\pi \sum_{n,l,m} F_p(L, \omega) G_l(\omega) Y_l^m(\theta, \phi) \exp(-i \alpha_{nlm}) \delta(\omega - \omega_{nl})).
\]

Equation (11) can be inverse Fourier transformed to yield the phase-speed-filtered temporal signal \( h_g(R, \theta, \phi, t) \) at a point \( R = (R, \theta, \phi) \) on the solar surface. This signal now consists of a superposition of modes that lie in a region of the \( \omega-l \) diagram that is the
intersection region of the frequency band–limited Gaussian envelope of the solar modes and the phase-speed filter,

\[ h_{f_p}(R, t) = \sum_{n, l, m} F_p(L, \omega_{nl}) G_l(\omega_{nl}) Y^m_l(\theta, \phi) \exp(-i\alpha_{nlm}) \exp(i\omega_{nl}t). \]  

(12)

The temporal cross-correlation function \( \psi_{f_p}(\Delta, \tau) \) of the phasespeed-filtered signal \( h_{f_p}(R, \theta, \phi, t) \) between two points A and B having coordinates \( R_1 = (R, \theta_1, \phi_1) \) and \( R_2 = (R, \theta_2, \phi_2) \), respectively, on the solar surface with a fixed angular separation distance \( \Delta \), as a function of the time lag \( \tau \) is

\[ \psi_{f_p}(\Delta, \tau) = \frac{1}{T} \int_0^T h_{f_p}(R_1, t) \tilde{h}_{f_p}(R_2, t + \tau) \, dt, \]  

(13)

where \( \tilde{h}_{f_p} \) is the complex conjugate of the phase-speed-filtered signal \( h_{f_p} \) and \( T \) is the length of the time series.

Substituting the expression for \( h_{f_p}(R, t) \) from equation (12) into equation (13), one gets, after applying the orthonormality of \exp(-i\omega_{nl}t) \) in the temporal integral in equation (13),

\[ \psi_{f_p}(\Delta, \tau) = \sum_{n, l, m} \frac{F_p^2(L, \omega_{nl}) G_l^2(\omega_{nl})}{2} \exp(-i\omega_{nl} \tau) \times \sum_m \sum_{m'} Y^m_l(\theta_1, \phi_1) \bar{Y}^{m'}_l(\theta_2, \phi_2) \exp[-i(\alpha_{nlm} - \alpha_{nlm'})]. \]  

(14)

where \( \bar{Y}^{m'}_l(\theta_2, \phi_2) \) is the complex conjugate of \( Y^m_l(\theta_2, \phi_2) \). Since the phases are random, we assume that the term \exp[-i(\alpha_{nlm} - \alpha_{nlm'})] \) in the double sum for \( m \) and \( m' \) is zero except when \( m = m' \). In this case, equation (14) becomes

\[ \psi_{f_p}(\Delta, \tau) = \sum_{n, l, m} \frac{F_p^2(L, \omega_{nl}) G_l^2(\omega_{nl})}{2} \exp(i\omega_{nl} \tau) \times \sum_m Y^m_l(\theta_1, \phi_1) \bar{Y}^{m}_l(\theta_2, \phi_2). \]  

(15)

We can simplify equation (15) by applying the addition theorem of spherical harmonics (Jackson 1999),

\[ \sum_m Y^m_l(\theta_1, \phi_1) \bar{Y}^{m}_l(\theta_2, \phi_2) = \frac{(2l + 1)}{4\pi} P_l(\cos \Delta) \approx \frac{L}{2\pi} P_l(\cos \Delta), \]  

(16)

where \( P_l \) is the Legendre polynomial of order \( l \), \( L = [(l + 1)^{1/2} \approx l + \frac{1}{2} \) for large \( l \) (Christensen-Dalsgaard 2003), \( \Delta \) is the angular distance on the solar surface between the two points \((\theta_1, \phi_1)\) and \((\theta_2, \phi_2)\), and (see eqs. [A4] and [AS] and Figs. 6 and 8)

\[ \cos \Delta = \cos \theta_1 \cos \theta_2 + \sin \theta_1 \sin \theta_2 \cos(\phi_1 - \phi_2). \]  

(17)

We can approximate for large \( l \) and small \( \Delta \), such that \( \Delta \) is large (Jackson 1999),

\[ P_l(\cos \Delta) \approx J_0 \left[ \frac{(2l + 1) \sin \left( \frac{\Delta}{2} \right)}{2} \right] \approx \frac{\sqrt{2}}{\pi L \Delta} \cos \left( \frac{\Delta - \pi}{4} \right). \]  

(18)

where \( J_0 \) is the Bessel function of the first kind. With this approximation from equation (18), the addition theorem in equation (16) becomes

\[ \sum_m Y^m_l(\theta_1, \phi_1) \bar{Y}^{m}_l(\theta_2, \phi_2) = \frac{2}{\sqrt{\pi \Delta} 2\pi} \sqrt{L} 2 \cos \left( \frac{L \Delta - \pi}{4} \right). \]  

(19)

Using equation (19), equation (15) for the phase-speed-filtered cross-correlation becomes, after taking the real part,

\[ \psi_{f_p}(\Delta, \tau) = \sum_{n, l, m} \frac{2}{\sqrt{\pi \Delta} 2\pi} \sqrt{L} 2 \frac{F_p^2(L, \omega_{nl}) G_l^2(\omega_{nl})}{2} \times \cos(\omega_{nl} \tau) \cos \left( \frac{L \Delta - \pi}{4} \right). \]  

(20)

The double sum in equation (20) can be reduced to a convenient sum of integrals if we regroup the modes so that the outer sum is over the phase speed \( V_p = \omega_{nl}/L \), and the inner sum is over \( \omega_{nl} \) (Kosovichev & Duvall 1997; Giles 1999). The expression for \( \psi_{f_p}(\Delta, \tau) \) is an even function of \( \tau \), so we get an identical expression if we replace \( \tau \) by \(-\tau\) (negative time lag). The product of cosines in equation (20) can be transformed by using the trigonometric identity, and this results in

\[ \psi_{f_p}(\Delta, \tau) = \sum_{n, l, m} \frac{1}{\sqrt{\pi \Delta} 2\pi} \sqrt{L} 2 \sum_{\omega} \left\{ F_p^2(L, \omega_{nl}) G_l^2(\omega_{nl}) \cos \left( \omega_{nl} \tau - L \Delta + \frac{\pi}{4} \right) + \cos(\omega_{nl} \tau + L \Delta - \frac{\pi}{4} \right) \right\}. \]  

(21)

In equation (21) we let \( f_+ (\omega_{nl} \tau) = \cos(\omega_{nl} \tau - L \Delta + \pi/4) \), corresponding to the positive time lag \( \tau \), and \( f_- (\omega_{nl} \tau) = \cos(\omega_{nl} \tau + L \Delta - \pi/4) \), corresponding to the negative time lag \(-\tau\). Since cosine is an even function, it is seen that \( f_- (\omega_{nl} \tau) = f_+ (-\omega_{nl} \tau) \); hence, we can drop \( f_- (\omega_{nl} \tau) \) from equation (21), while extending the sum to negative values of \( \omega_{nl} \). We now substitute the expressions for the Gaussian envelope function and the phase-speed filter from equations (6) and (10), respectively, into equation (21), and since \( \omega_{nl} \) is a dummy variable in the inner sum, it is replaced by \( \omega \) for notational convenience. Moreover, the inner sum over \( \omega_{nl} \) can be replaced by an integral over \( \omega \); hence, the discrete inner sum in equation (21) becomes

\[ \psi_{f_p}(\Delta, \tau, V_p) = \int_{-\infty}^{\infty} d\omega \exp\left( \frac{-2V_p^2 (L - \omega/V_p)^2}{\delta_f^2} \right) \times \exp\left( \frac{2}{\delta^2 \omega^2} (\omega - \omega_p)^2 \right) \cos \left( \omega \tau - L \Delta + \frac{\pi}{4} \right). \]  

(22)

The integral in equation (22) is negligible for large frequencies; hence, there is very little error made in extending the frequency limit to \( \infty \) and \(-\infty \). Here, we choose the coefficient \( b_f \) for the Gaussian envelope function, such that

\[ b_f^2 = 2\pi \sqrt{\frac{\pi}{L}}. \]  

(23)
In order to evaluate the integral in equation (22), we Taylor expand \( L \) and using the linear dispersion relation from equation (9), we get

\[
\left( L - \frac{\omega}{V_{ph}} \right) \approx \omega \left( \frac{1}{U_g} - \frac{1}{V_{ph}} \right) - \omega \left( \frac{1}{U_g} - \frac{1}{V_p} \right),
\]

\[
(\omega \tau - L \Delta) \approx \omega (\tau - \tau_g) - \omega (\tau_p - \tau_g),
\]

where the group travel time is defined as \( \tau_g = \Delta/U_g \) and the phase travel time as \( \tau_p = \Delta/V_p \).

Substituting equations (24) and (25) into the exponent of the phase-speed filter and the argument of the cosine term, respectively, in equation (22) and carrying out the integral (Gradshteyn & Ryzhik 1994), which is bounded since the exponentials decay both at the limits of integration, with some algebra yields

\[
\psi_{f_p}(\Delta, \tau, V_p) = A_{f_p}(\omega, \delta \tau, \tau_g, \tau_p) \times \cos \left\{ \frac{\left[ \frac{R_p(\tau_p - \tau_g)}{\tau_{ph}} + \epsilon^2 \right]}{\frac{\omega_p(\tau_p - \tau_g)}{\frac{R_p^2}{\delta \omega^2} + \epsilon^2}} + \omega_p(\tau_g - \tau_p) = \omega_p(\tau - \tau_g), \frac{\omega_p^2 R_p^2}{\delta \omega^2 \epsilon^2} \right\} \}
\]

where \( R_p = (\tau_p - \tau_{ph})/\tau_{ph} \) and \( R_p = (\tau_p - \tau_{ph})/\tau_{ph} \) are dimensionless quantities representing the relative deviation of the group and phase travel times, respectively, from the filter phase travel time \( \tau_{ph} = \Delta/V_p, \epsilon^2 = \delta \tau^2/\delta \omega^2 \), and

\[
A_{f_p} = \sqrt{\frac{\pi}{2}} \frac{\delta \omega^2 \epsilon^2}{8(\frac{R_p^2}{\delta \omega^2} + \epsilon^2)} \times \left[ \frac{\omega_p^2 R_p^2}{\delta \omega^2 \epsilon^2} \right]
\]

The argument of the cosine term in equation (26) can be written as

\[
\left[ \frac{R_p(\tau_p - \tau_g)}{\tau_{ph}} + \epsilon^2 \right] \frac{\omega_p(\tau_p - \tau_g)}{\frac{R_p^2}{\delta \omega^2} + \epsilon^2} + \omega_p(\tau_g - \tau_p) = \omega_p(\tau - \tau_g)
\]

where the shifted frequency \( \omega_{f_p} = \omega_p(1 - R_{gcp}) \) and the shifted phase travel time due to the phase-speed filter is

\[
\tau_{f_p} = \tau_p - \frac{R_{gcp}}{1 - R_{gcp}} (R_p - R_{gcp}) \tau_{ph}.
\]

The dimensionless parameter \( R_{gcp} = R_g R_p / (R_p^2 + \epsilon^2) \) is zero in the absence of phase-speed filtering, which occurs when the filter width tends to infinity or in the nondispersive limit when \( R_g = R_p = 0 \). Also from equation (29) we see a shift in the phase travel times due to the phase-speed filtering, which tends to zero when \( R_{gcp} \) tends to zero. Also if we choose \( V_{ph} \) to be either \( V_p \) or \( U_g \), then the effect of phase-speed filtering can be removed, since \( R_g = R_p = 0 \).

Summing equation (26) over phase velocities, we get the final cross-correlation

\[
\psi_{f_p}(\Delta, \tau) = \sum_{V_p} \frac{1}{\sqrt{\pi \Delta}} \psi_{f_p}(\Delta, \tau, V_p)
\]

In the nondispersive limit when \( R_g = R_p = 0 \), that is, \( \tau_g = \tau_p = \tau_{ph} \), or in the limit of no phase-speed filtering, large \( \epsilon \), equations (26) and (27) reduce to the original Gabor wavelet formula

\[
\psi_{f_p}(\Delta, \tau, V_p) = \delta \omega \sqrt{\frac{\pi}{2}} \exp \left\{ -\frac{\delta \omega^2}{8} (\tau - \tau_g)^2 \right\} \times \cos \left[ \omega_p(\tau - \tau_p) + \frac{\pi}{4} \right]
\]

In previous papers (Kosovichev & Duvall 1997; Giles 1999), the factor of \( \pi/4 \) has been absorbed in the phase travel time. By defining the phase travel time as \( \tau_{ph} = \tau_p - \pi/4(4 \omega_p^2) \), the Gabor wavelet in equation (31) reduces to the familiar form with the sinusoidal part being \( \cos [\omega_p(\tau - \tau_p)] \).

We conclude that while the phase-speed-filtering procedure does not change the functional form of the basic time-distance helioseismology fitting formula, it systematically shifts the travel times if the filter parameter \( V_{ph} \) is different from the actual phase or group speeds for a given distance.

2.2. Effect of Line-of-Sight Doppler Velocity Measurements

We now consider the Doppler shift observations that are commonly used in helioseismology. The Doppler velocity depends on both the radial and horizontal components of the displacement. For simplicity, we take the axis of the spherical harmonics to be in the plane of the sky, orthogonal to the line of sight.

The displacement vector \( \mathbf{d}(r, t) \) at location \( r = (r, \theta, \phi) \) and time \( t \) is written for the spherically symmetric Sun as (Christensen-Dalsgaard 2002)

\[
\mathbf{d}(r, t) = \sum_{n, l, m} \left\{ a_{nlm} \left[ \xi^r_{nlm}(r) Y^m_l(\theta, \phi) \hat{e}_r + \xi^\phi_{nlm}(r) \right. \right.
\]

\[
\frac{\partial Y^m_l}{\partial \theta} \hat{e}_\theta + \frac{\partial Y^m_l}{\partial \phi} \hat{e}_\phi \right\} \exp \left[ i(\omega ot - \alpha_{nlm}) \right]
\]

where \( \xi^r_{nlm}(r) \) and \( \xi^\phi_{nlm}(r) \) are the radial and horizontal components of the displacement eigenvectors, respectively, and \( \hat{e}_r, \hat{e}_\theta, \) and \( \hat{e}_\phi \) are unit vectors in the \( r, \theta, \) and \( \phi \)-directions, respectively (see Fig. 5).

Thus, the observed Doppler signal on the solar surface is the projection of the displacement vector onto the line-of-sight direction. Without loss of generality we take the \( x \)-axis as the line-of-sight direction; hence, the projection is just \( \mathbf{d}(R, t) \cdot \hat{e}_x \), where \( \hat{e}_x \) is the unit vector along the \( x \)-axis and is given by (see eq. [A1])

\[
\hat{e}_x = \hat{e}_x \sin \theta \cos \phi + \hat{e}_\theta \cos \theta \sin \phi - \hat{e}_\phi \sin \phi.
\]

The Doppler signal on the solar surface is obtained by taking the dot product between \( \mathbf{d}(R, t) \) and the line-of-sight direction \( \hat{e}_x \) and is therefore \( d^z_{nlm}(R, t) = d(R, t) \cdot \hat{e}_x = \sum_{n, l, m} a_{nlm} d_{nlm}(R, t) \). For a mode \( (l, m, n) \) it is

\[
d^z_{nlm}(R) = a_{nlm} \left\{ Y^m_l(\theta, \phi) \sin \theta \cos \phi + \beta_{nl}(R) \right. \}
\]

\[
\frac{\partial Y^m_l}{\partial \theta} \cos \theta \cos \phi - \frac{\sin \phi \sin Y^m_l(\theta, \phi)}{\sin \theta} \frac{\partial \phi}{\partial \phi} \right\}
\]

where

\[
\beta_{nl}(R) = \frac{\xi^r_{nlm}(R)}{\xi^\phi_{nlm}(R)} \approx \frac{g(R)b_y}{R_{\omega o}^2} \approx \frac{g(R)b_y}{R_{\omega o}^2} \approx \frac{b_y}{\sigma^2}.
\]
The ratio of the horizontal to the radial component $\beta_{nl}(R)$ shows dependence in frequency, and since the solar modes are band limited in frequency and peaked around $\omega_o$, we replace the frequency $\omega_o$ by a constant $\omega_0 = 2\nu_o$. Here, $g$ is the acceleration due to gravity at the solar surface, $\sigma$ is the dimensionless frequency, and $b_1$ is a factor that depends on the boundary condition used at the solar surface $r = R$. For the solar 5 minute oscillations $\sigma^2 = R\omega_0^2/g \approx 1000$, and the boundary condition that the Lagrangian pressure perturbation vanishes at the solar surface: at $r = R$, $\delta p = 0$, leads to $b_1 = 1$: and this shows that at the solar surface the radial component dominates. For other types of boundary conditions, the factor $b_1$ may depend on $L$. If one selects waves with other frequencies, which are peaked around $\nu_1$ instead of $\nu_o = 3.3$ mHz for the 5 minute oscillations, then the value of $\sigma^2$ at $\nu_1$ can be easily calculated from $\sigma_1^2 \approx 1000(\nu_1/3.3)^2$.

With the time dependence, the Doppler signal is

$$d_{nlm}^x(R, t) = d_{nlm}^x(R) \exp[i(\omega_0 t - \alpha_{nlm})]. \quad (36)$$

The cross-correlation $\psi_{nl}^d(R_1, R_2, \tau)$ can be computed for the phase-speed-filtered Doppler signal $d_{nl}^s(\tau, \delta p, t) = \sum_{n,m} F_p(L, \omega_o) d_{nlm}^x(R, t)$ in a similar manner as in equation (12) and involves the product of the projected line-of-sight Doppler signals at the two locations $\phi_1(\omega_0, t)$ and $\phi_2(\omega_0, t)$ on the solar surface (see Figs. 6 and 8). Here we have replaced $d_{nlm}^x(R)$ by the Gaussian frequency function $G_\sigma(\omega)$, which models the amplitude of the solar modes. In this cross-correlation

$$\psi_{nl}^d(R_1, R_2, \tau) = \frac{1}{T} \int_0^T d_{nl}^s(R_1, t)d_{nl}^s(R_2, t + \tau) dt, \quad (37)$$

we need the summation over $m$ of the spherical harmonics and its derivatives, which are given in Appendix C.

Collecting all the sums over $m$ we define the total sum (see eqs. [C37]–[C40])

$$d_{nl}^s(R_1, R_2) = \sum_m d_{nlm}^x(R_1) d_{nlm}^x(R_2)$$

$$= f_0 P_1(\cos \Delta) + f_1 \frac{dP_1(\cos \Delta)}{d\Delta} + f_2 \frac{d^2 P_1(\cos \Delta)}{d\Delta^2}. \quad (38)$$

Substituting the expressions for $P_1(\cos \Delta)$ and its derivatives from Appendix B, equations (B6), (B7), and (B8), we obtain for large $l$ and small $\Delta$, such that $L\Delta$ is large,

$$d_{nl}^s(R_1, R_2) = \frac{2}{\pi L \Delta} \left[ f_0 \cos \left( L\Delta - \frac{\pi}{4} \right) - f_1 \sin \left( L\Delta - \frac{\pi}{4} \right) - l f_2 \cos \left( L\Delta - \frac{\pi}{4} \right) \right], \quad (39)$$

where $L = [(l + 1)/2]$ and $l = (L - 1/2)$. Equation (39) can be written as

$$d_{nl}^s(R_1, R_2) = \sqrt{\frac{2}{\pi L \Delta}} \left[ A_1 \cos \left( L\Delta - \frac{\pi}{4} \right) - B_1 \sin \left( L\Delta - \frac{\pi}{4} \right) \right]$$

$$= C_i \sqrt{\frac{2}{\pi L \Delta}} \cos \left( L\Delta - \frac{\pi}{4} + \zeta \right), \quad (40)$$

where the phase factor $\zeta(\theta_1, \phi_1, \theta_2, \phi_2) \equiv \tan^{-1}(B_1/A_1)$, $A_1 = (f_0 - f_2^2), B_1 = f_1$, and $C_i = (A_1^2 + B_1^2)^{1/2}$. The value of $L$ outside the trigonometric functions is evaluated at $\omega_o$ and is $L(\omega_o) = \omega_o/V_p = \omega_o \tau_p/\Delta$. The phase factor $\zeta$ in general is a function of frequency $\omega_0$, but since the solar oscillations are band limited and their power is peaked at the frequency $\omega_o$, $\zeta$ is evaluated at the central frequency $\omega_o$. This also simplifies the evaluation of the integral, and a closed form expression can be derived. The phase shift $\zeta$ is measured in radians, but can be converted to units of time by dividing by $\omega_o$.

The cross-correlation is

$$\psi_{nl}^d(R_1, R_2, \tau) = \sum_{n,l,m} F_p(L, \omega_o) G_l(\omega_o) \cos(\omega_o \tau) d_{nlm}^x(R_1, R_2). \quad (41)$$

Substituting the expression for $d_{nl}^x(R_1, R_2)$ from equation (40) into equation (41) and transforming the product of the cosines to a sum, we obtain

$$\psi_{nl}^d(R_1, R_2, \tau) = \sum_{n,l} \frac{2\pi C_i}{L \sqrt{\pi \Delta}} \sqrt{\frac{L}{2}} \sum_{n,l} \{ F_p^2(L, \omega_o)$$

$$\times G_l^*(\omega_o) [f_{+h}(\omega_o \tau, \zeta) + f_{-h}(\omega_o \tau, \zeta)] \}, \quad (42)$$

where $f_{+h}(\omega_o \tau, \zeta) = \cos(\omega_o \tau - L \Delta + (\pi/4) - \zeta)$ and $f_{-h}(\omega_o \tau, \zeta) = \cos(\omega_o \tau + L \Delta - (\pi/4) + \zeta)$ correspond to positive and negative time lags, respectively. Evaluating the inner sum in equation (42) in a similar manner as in equation (21), one obtains

$$\psi_{nl}^d(R_1, R_2, \tau, \nu_p) = A_p(\delta \omega, \delta \tau, \tau_\phi, \tau_p)$$

$$\times \cos \left[ \omega_p(\tau - \tau_p) + \frac{\pi}{4} \right]. \quad (43)$$

The shifted phase travel time $\tau_{\phi_m}$ due to the horizontal component is therefore

$$\tau_{\phi_m} = \tau_p + \frac{\zeta}{\omega_p}. \quad (44)$$

Summing equation (43) over phase velocities, we get the final cross-correlation

$$\psi_{nl}^d(R_1, R_2, \tau) = \sum_{\nu_p} \frac{2\pi C_i}{L \sqrt{\pi \Delta}} \psi_{nl}^d(R_1, R_2, \tau, \nu_p). \quad (45)$$

In deriving this equation we used the asymptotic formula for the Legendre functions, which allowed us to obtain the explicit expression for the phase shift. We verified by direct numerical calculations of the cross-covariance functions that this approximation is sufficiently accurate. A comparison of the analytical formula in equation (40) for $d_{nl}^x(R_1, R_2)$ with the direct numerical mode summation is shown in Figure 1. This approximation holds when the travel times are much greater than the oscillation period of 5 minutes, which is the case for typical time-distance measurements.

From equations (39) and (41) we observe that the cross-correlation of the Doppler line-of-sight velocity involving the horizontal component of the displacement is a weighted sum of the phase-speed-filtered Gabor wavelets, with the weights depending on the location $(\theta_1, \phi_1, \theta_2, \phi_2)$ of the two points being cross-correlated, and the angular degree $l$ of the modes. This weighted sum can be conveniently combined by incorporating a phase factor into the cosine term.

From equation (44) we see a shift in phase travel times due to the horizontal component in addition to that introduced by the phase-speed filtering. In Figure 2 we see a variation in the travel time shift due to the horizontal component as we move point B (see Fig. 8) around the annulus by changing the angle $\gamma_1$ (see
Fig. 6, cross-correlating with the fixed point A. Figure 3 illustrates the phase shift for the projection on the solar disk. The greatest phase shift changes happen for the outermost points in the direction from the disk center.

Averaging the travel time shift over the annular angle \( \gamma \), for different horizontal distances \( \Delta \_1 \) and distances from disk center \( \eta \), to simulate the observed mean travel times, we show in Figure 4 that this time shift increases (becomes more negative) as we go away from disk center and also for increasing horizontal distances. The shifts are quite appreciable, on the order of a few seconds, and have been observed in the real data from SOHO/MDI (Duvall 2003). The disk center \( C \) (see Fig. 7), according to our convention, is at \( (0, 0) \), which is the origin of the \( Y-Z \) plane perpendicular to the line-of-sight direction \( \mathbf{e}_x \). In polar coordinates, the disk center is specified by \( (\theta_0, \phi_0) = (\pi/2, 0) \), at which the horizontal component is zero in equation (34) and the radial component is maximum. We see from Figure 2, when point A is at disk center, the time shift is independent of \( \gamma_1 \); moreover, there will always be a small travel time shift for this case, since point B is at a distance \( \Delta \) from the disk center, and it has a nonzero horizontal component that when cross-correlated with the radial component of the signal at point A, which is at disk center, leads to a travel time shift.

3. DISPERSIVE AND NONDISPERSE WAVE PACKETS: RELATION TO THE GABOR WAVELET WITHOUT PHASE-SPEED FILTERING

A dispersive medium is where the phase velocity \( V_p \) is quite different from the group velocity \( U_g \) (Lighthill 1978; Whitham...
Because of this, for a fixed distance the time shifts from the phase shifts, which vary from distances these wavelets for small distances. Hence, care the physical effects associated with small distances; hence, care must be exercised in interpreting the results obtained by using these wavelets for small distances.

On the other hand, wave packets that travel large angular distances \( \Delta \) probe the deeper layers of the Sun, which are quite dispersive due to the presence of large gradients. Hence the wave packets obtained by the cross-correlation in equations (26) and (27) are distorted as they travel through the medium. Moreover, the approximations made by retaining only the first-order terms in the Taylor expansion of the dispersion relation in equation (8) may be inadequate to completely model the physical effects associated with small distances; hence, care must be exercised in interpreting the results obtained by using these wavelets for small distances.

The dimensionless quantities \( R_g \) and \( R_p \) measure the amount of deviation from nondispersiveness. Hence to fit the observed temporal cross-correlation for the intensity or line-depth signal where \( R_g \) and \( R_p \) are small, there will be little error in using the

Gabor wavelet of equation (31), since the new Gabor wavelet of equations (26) and (27) is very close to the old Gabor wavelet (Kosovichev & Duvall 1997; Giles 1999) in this nondispersive or weakly dispersive limit for the line-depth or scalar intensity signals that have only the radial component.

4. CONCLUSION

In this paper we introduce a mathematical formalism to deal with the horizontal component of the displacement, which is used to derive a new formula to estimate travel times in time-distance helioseismology. It models the observed cross-correlation by considering both the radial and horizontal components of the displacement and also includes the phase-speed filter on the frequency band–limited solar oscillations. The form of the Gabor wavelet is retained by the present formula, and in the nondispersive limit for the line-depth or intensity observations, it reduces to the previously used Gabor wavelet that was derived without a phase-speed filter, considering only the radial component. Including the horizontal component, the cross-correlation is a weighted sum of phase-speed-filtered Gabor wavelets, with the weights depending on the angular position of the two points being cross-correlated, and the angular degree of the modes. Due to the phase-speed filtering and inclusion of the horizontal component of the displacement, shifts in phase travel times are observed. In particular, the horizontal component induces a systematic shift in travel times, whose absolute value increases as we go away from disk center and also for large horizontal distances. This will in turn have implications in the study of helioseismic inversions to infer flows and other subsurface properties in the Sun and also to formulate other local methods in helioseismology that involve the horizontal component.
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APPENDIX A

We define the spherical coordinate system used in this paper (see Fig. 5).
Consider fixed Cartesian unit vectors \( \hat{e}_x, \hat{e}_y, \) and \( \hat{e}_z \) and the corresponding spherical unit vectors \( \hat{e}_r, \hat{e}_\theta, \) and \( \hat{e}_\phi \) that vary with the angles \( \theta \) and \( \phi \). The equations relating these sets of unit vectors are

\[
\begin{align*}
\hat{e}_x &= \hat{e}_r \sin \theta \cos \phi + \hat{e}_\theta \cos \theta \cos \phi - \hat{e}_\phi \sin \phi, \\
\hat{e}_y &= \hat{e}_r \sin \theta \sin \phi + \hat{e}_\theta \cos \theta \sin \phi + \hat{e}_\phi \cos \phi, \\
\hat{e}_z &= \hat{e}_r \cos \theta - \hat{e}_\phi \sin \theta.
\end{align*}
\]

Any point \((x, y, z)\) in spherical coordinates \((r, \theta, \phi)\) is \(x = r \sin \theta \cos \phi, y = r \sin \theta \sin \phi, \) and \(z = r \cos \theta\). Consider two points \(A(\theta_1, \phi_1)\) and \(B(\theta_2, \phi_2)\) on the solar surface \( r = R \) (see Fig. 6), with coordinates \(R_1 = (x_1, y_1, z_1)\) and \(R_2 = (x_2, y_2, z_2)\), the angular distance \(\Delta\) between them can be calculated by taking the dot product of the unit vectors at these two locations and is given by

\[
\cos \Delta = \frac{\mathbf{R}_1 \cdot \mathbf{R}_2}{R^2} = \frac{x_1 x_2 + y_1 y_2 + z_1 z_2}{R^2},
\]

where \((x_1, y_1, z_1) = (R \sin \theta_1 \cos \phi_1, R \sin \theta_1 \sin \phi_1, R \cos \theta_1)\) and \((x_2, y_2, z_2) = (R \sin \theta_2 \cos \phi_2, R \sin \theta_2 \sin \phi_2, R \cos \theta_2)\) (see Fig. 6). Substituting this into equation (A4) we obtain

\[
\cos \Delta = \cos \theta_1 \cos \theta_2 + \sin \theta_1 \sin \theta_2 \cos(\phi_1 - \phi_2).
\]

APPENDIX B

We derive various approximations for \(P_l(\cos \Delta)\) and its derivatives for large \(l\), small \(\Delta\), and large \(L\Delta\) following the approach of Jackson (1999),

\[
P_l(\cos \Delta) \approx J_0 \left[ (2l + 1) \sin \left( \frac{\Delta}{2} \right) \right] \approx \sqrt{\frac{2}{\pi L \Delta}} \cos \left( L \Delta - \frac{\pi}{4} \right).
\]

From the recursion relation (Jackson 1999),

\[
\sin \Delta \frac{dP_l(\cos \Delta)}{d\Delta} - l \cos \Delta P_l(\cos \Delta) + l P_{l-1}(\cos \Delta) = 0.
\]

For small \(\Delta\) equation (B2) becomes

\[
\Delta \frac{dP_l(\cos \Delta)}{d\Delta} - l P_l(\cos \Delta) + l P_{l-1}(\cos \Delta) = 0.
\]

Differentiating equation (B2) with respect to \(\Delta\) gives

\[
\sin \Delta \frac{d^2 P_l(\cos \Delta)}{d\Delta^2} - (l - 1) \cos \Delta \frac{dP_l(\cos \Delta)}{d\Delta} + l \frac{dP_{l-1}(\cos \Delta)}{d\Delta} + l \sin \Delta P_l(\cos \Delta) = 0.
\]
For small $\Delta$ and large $l$, equation (B4) becomes

$$
\Delta \frac{d^2 P_l(\cos \Delta)}{d\Delta^2} - l \frac{dP_l(\cos \Delta)}{d\Delta} + l \frac{dP_{l-1}(\cos \Delta)}{d\Delta} + l\Delta P_l(\cos \Delta) = 0. 
$$

(B5)

Now for small $\Delta$, large $l$, and large $L\Delta$, the various approximations are, after using the recursion relations from equations (B3) and (B5),

$$
P_l(\cos \Delta) \approx \sqrt{\frac{2}{\pi L\Delta}} \cos \left( L\Delta - \frac{\pi}{4} \right), \quad (B6)$$

$$
\frac{dP_l(\cos \Delta)}{d\Delta} \approx -l \sqrt{\frac{2}{\pi L\Delta}} \sin \left( L\Delta - \frac{\pi}{4} \right), \quad (B7)$$

$$
\frac{d^2 P_l(\cos \Delta)}{d\Delta^2} \approx -l^2 \sqrt{\frac{2}{\pi L\Delta}} \cos \left( L\Delta - \frac{\pi}{4} \right). \quad (B8)
$$

APPENDIX C

Using the addition theorem of the derivatives of spherical harmonics (Winch & Roberts 1995), we derive the expressions for the terms in equation (38).

The angular distance $\Delta$ is

$$
\cos \Delta = \cos \theta_1 \cos \theta_2 + \sin \theta_1 \sin \theta_2 \cos (\phi_1 - \phi_2). \quad (C1)
$$

Differentiating equation (C1) with respect to $\theta_1$, $\theta_2$, $\phi_1$, and $\phi_2$, we obtain

$$
\frac{\partial \Delta}{\partial \theta_1} = \frac{\sin \theta_1 \cos \theta_2 - \cos \theta_1 \sin \theta_2 \cos (\phi_1 - \phi_2)}{\sin \Delta} = \cos \gamma_1, \quad (C2)
$$

$$
\frac{\partial \Delta}{\partial \theta_2} = \frac{\cos \theta_1 \sin \theta_2 - \sin \theta_1 \cos \theta_2 \cos (\phi_1 - \phi_2)}{\sin \Delta} = \cos \gamma_2, \quad (C3)
$$

$$
\frac{\partial \Delta}{\partial \phi_1} = \frac{\sin \theta_1 \sin \theta_2 \sin (\phi_1 - \phi_2)}{\sin \Delta} = \sin \theta_1 \sin \gamma_1, \quad (C4)
$$

$$
\frac{\partial \Delta}{\partial \phi_2} = \frac{-\sin \theta_1 \sin \theta_2 \sin (\phi_1 - \phi_2)}{\sin \Delta} = -\sin \theta_2 \sin \gamma_2. \quad (C5)
$$

The expressions in equations (C2)–(C5) can be equated to sine and cosine functions of $\gamma_1$ and $\gamma_2$ (Winch & Roberts 1995), which are shown in Figure 6 using the results of spherical trigonometry (Smart 1977).

According to the addition theorem of spherical harmonics (Jackson 1999),

$$
s_{nl}^{\text{rr}} = \sum_m Y_{l m}^*(\theta_1, \phi_1) \tilde{Y}_{l m}^*(\theta_2, \phi_2) = \frac{(2l + 1)}{4\pi} P_l(\cos \Delta). \quad (C6)
$$

For notational convenience we denote $N_l = (2l + 1)/(4\pi)$. Differentiating equation (C6) with respect to $\theta_2$ and applying the chain rule leads to

$$
s_{nl}^{\text{r} \phi} = \sum_m Y_{l m}^*(\theta_1, \phi_1) \frac{\partial \tilde{Y}_{l m}^*(\theta_2, \phi_2)}{\partial \theta_2} = N_l \frac{dP_l(\cos \Delta)}{d\Delta} \frac{\partial \Delta}{\partial \theta_2}. \quad (C7)
$$

Differentiating equation (C6) with respect to $\phi_2$ and applying the chain rule leads to

$$
s_{nl}^{\text{r} \phi} = \sum_m Y_{l m}^*(\theta_1, \phi_1) \frac{\partial \tilde{Y}_{l m}^*(\theta_2, \phi_2)}{\partial \phi_2} = N_l \frac{dP_l(\cos \Delta)}{d\Delta} \frac{\partial \Delta}{\partial \phi_2}. \quad (C8)
$$

Differentiating equation (C6) with respect to $\theta_1$ and applying the chain rule leads to

$$
s_{nl}^{\text{rr}} = \sum_m \frac{\partial Y_{l m}^*(\theta_1, \phi_1)}{\partial \theta_1} Y_{l m}^*(\theta_2, \phi_2) = N_l \frac{dP_l(\cos \Delta)}{d\Delta} \frac{\partial \Delta}{\partial \theta_1}. \quad (C9)
Differentiating equation (C9) with respect to \( \theta_2 \) and applying the product and chain rules gives

\[
s_{nl}^{\theta_2} = \sum_m \frac{\partial Y_m^{\theta}(\theta_1, \phi_1) \partial Y_m^{\theta}(\theta_2, \phi_2)}{\partial \theta_2} = N_i \left[ \frac{\partial \Delta}{\partial \theta_1} \frac{\partial \Delta}{\partial \theta_2} \frac{d^2 P_i(\cos \Delta)}{d\Delta^2} + \frac{\partial}{\partial \theta_2} \left( \frac{\partial \Delta}{\partial \theta_1} \right) \frac{d P_i(\cos \Delta)}{d\Delta} \right]. \tag{C10}\]

Differentiating equation (C9) with respect to \( \phi_2 \) and applying the product and chain rules gives

\[
s_{nl}^{\phi_2} = \sum_m \frac{\partial Y_m^{\phi}(\theta_1, \phi_1) \partial Y_m^{\phi}(\theta_2, \phi_2)}{\partial \phi_2} = N_i \left[ \frac{\partial \Delta}{\partial \theta_1} \frac{\partial \Delta}{\partial \theta_2} \frac{d^2 P_i(\cos \Delta)}{d\Delta^2} + \frac{\partial}{\partial \theta_2} \left( \frac{\partial \Delta}{\partial \theta_1} \right) \frac{d P_i(\cos \Delta)}{d\Delta} \right]. \tag{C11}\]

Differentiating equation (C6) with respect to \( \phi_1 \) and applying the chain rule leads to

\[
s_{nl}^{\phi_1} = \sum_m \frac{\partial Y_m^{\phi}(\theta_1, \phi_1) \partial Y_m^{\phi}(\theta_2, \phi_2)}{\partial \phi_1} = N_i \frac{d P_i(\cos \Delta)}{d\Delta} \frac{\partial \Delta}{\partial \phi_1}. \tag{C12}\]

Differentiating equation (C12) with respect to \( \theta_2 \) and applying the product and chain rules gives

\[
s_{nl}^{\theta_2} = \sum_m \frac{\partial Y_m^{\theta}(\theta_1, \phi_1) \partial Y_m^{\theta}(\theta_2, \phi_2)}{\partial \theta_2} = N_i \left[ \frac{\partial \Delta}{\partial \theta_1} \frac{\partial \Delta}{\partial \theta_2} \frac{d^2 P_i(\cos \Delta)}{d\Delta^2} + \frac{\partial}{\partial \theta_2} \left( \frac{\partial \Delta}{\partial \theta_1} \right) \frac{d P_i(\cos \Delta)}{d\Delta} \right]. \tag{C13}\]

Differentiating equation (C12) with respect to \( \phi_2 \) and applying the product and chain rules gives

\[
s_{nl}^{\phi_2} = \sum_m \frac{\partial Y_m^{\phi}(\theta_1, \phi_1) \partial Y_m^{\phi}(\theta_2, \phi_2)}{\partial \phi_2} = N_i \left[ \frac{\partial \Delta}{\partial \theta_1} \frac{\partial \Delta}{\partial \theta_2} \frac{d^2 P_i(\cos \Delta)}{d\Delta^2} + \frac{\partial}{\partial \theta_2} \left( \frac{\partial \Delta}{\partial \theta_1} \right) \frac{d P_i(\cos \Delta)}{d\Delta} \right]. \tag{C14}\]

Now using equations (34) and (C6)–(C14), we obtain for the various terms in equation (38)

\[
s_{nl}^{\theta_1} = \sin \theta_1 \cos \phi_1 \sin \theta_2 \cos \phi_2 s_{nl}^{\theta_1} = f_{10}^{\theta}(\theta_1, \phi_1, \theta_2, \phi_2) P_i(\cos \Delta). \tag{C15}\]

For notational convenience we denote the angular coordinates of points \( R_1 \) and \( R_2 \) by \( a_{12} = (\theta_1, \phi_1, \theta_2, \phi_2) \) to get

\[
s_{nl}^1 = \beta_{nl}(R) \sin \theta_1 \cos \phi_1 \cos \theta_2 \cos \phi_2 s_{nl}^{\theta_1} = f_{21}^{\theta}(a_{12}) \frac{d P_i(\cos \Delta)}{d\Delta}, \tag{C16}\]
\[
s_{nl}^3 = -\beta_{nl}(R) \sin \theta_1 \cos \phi_1 \sin \phi_2 \sin \theta_2 s_{nl}^{\phi_1} = f_{31}^{\phi}(a_{12}) \frac{d P_i(\cos \Delta)}{d\Delta}, \tag{C17}\]
\[
s_{nl}^4 = \beta_{nl}(R) \cos \theta_1 \cos \phi_1 \sin \theta_2 \cos \phi_2 s_{nl}^{\theta_2} = f_{41}^{\theta}(a_{12}) \frac{d P_i(\cos \Delta)}{d\Delta}, \tag{C18}\]
\[
s_{nl}^5 = \beta_{nl}(R) \cos \theta_1 \cos \phi_1 \cos \theta_2 \cos \phi_2 s_{nl}^{\theta_1} = f_{52}^{\theta}(a_{12}) \frac{d^2 P_i(\cos \Delta)}{d\Delta^2} + f_{51}^{\theta}(a_{12}) \frac{d P_i(\cos \Delta)}{d\Delta}, \tag{C19}\]
\[
s_{nl}^6 = -\beta_{nl}(R) \sin \theta_1 \cos \phi_1 \sin \phi_2 \sin \theta_2 s_{nl}^{\phi_2} = f_{62}^{\phi}(a_{12}) \frac{d^2 P_i(\cos \Delta)}{d\Delta^2} + f_{61}^{\phi}(a_{12}) \frac{d P_i(\cos \Delta)}{d\Delta}, \tag{C20}\]
\[
s_{nl}^7 = -\beta_{nl}(R) \sin \phi_1 \sin \theta_1 \cos \phi_2 s_{nl}^{\phi_1} = f_{71}^{\phi}(a_{12}) \frac{d P_i(\cos \Delta)}{d\Delta}, \tag{C21}\]
\[
s_{nl}^8 = -\beta_{nl}(R) \sin \phi_1 \sin \theta_1 \cos \phi_2 \cos \phi_2 s_{nl}^{\phi_2} = f_{82}^{\phi}(a_{12}) \frac{d^2 P_i(\cos \Delta)}{d\Delta^2} + f_{81}^{\phi}(a_{12}) \frac{d P_i(\cos \Delta)}{d\Delta}, \tag{C22}\]
\[
s_{nl}^9 = \beta_{nl}(R) \sin \phi_1 \sin \phi_2 s_{nl}^{\phi_1} = f_{92}^{\phi}(a_{12}) \frac{d^2 P_i(\cos \Delta)}{d\Delta^2} + f_{91}^{\phi}(a_{12}) \frac{d P_i(\cos \Delta)}{d\Delta}, \tag{C23}\]

where we evaluate the derivatives of \( \Delta \) with respect to \( \theta_1, \theta_2, \phi_1, \) and \( \phi_2 \) using equations (C2)–(C5) and the equations from Winch & Roberts (1995) to obtain the expressions

\[
f_{10}^{\theta}(a_{12}) = N_i \sin \theta_1 \cos \phi_1 \sin \theta_2 \cos \phi_2, \tag{C24}\]
\[
f_{21}^{\theta}(a_{12}) = N_i \beta_{nl}(R) \sin \theta_1 \cos \phi_1 \cos \theta_2 \cos \phi_2 \cos \gamma_2, \tag{C25}\]
\[
f_{31}^{\phi}(a_{12}) = N_i \beta_{nl}(R) \sin \theta_1 \cos \phi_1 \sin \phi_2 \sin \gamma_2, \tag{C26}\]
\[
f_{41}^{\theta}(a_{12}) = N_i \beta_{nl}(R) \cos \theta_1 \cos \phi_1 \sin \theta_2 \cos \phi_2 \cos \gamma_2, \tag{C27}\]
In this appendix we derive the angular coordinates \((\theta_1, \phi_1)\) of point B on the annulus, which is at a fixed annular angle \(\gamma_1\) and a given angular distance \(\Delta\) from the fixed point A with angular coordinates \((\theta_1, \phi_1)\) at the center of the annulus. We use equations (C1) and 

\[
\begin{align*}
  f_{11}^{00}(a_{12}) &= -N_1[\beta_n(R)]^2 \cos \theta_1 \cos \phi_1 \cos \theta_2 \cos \phi_2 \frac{\sin \gamma_1 \sin \gamma_2}{\sin \Delta}, \\
  f_{22}^{00}(a_{12}) &= N_1[\beta_n(R)]^2 \cos \theta_1 \cos \phi_1 \cos \theta_2 \cos \phi_2 \frac{\sin \gamma_1 \cos \gamma_2}{\sin \Delta}, \\
  f_{12}^{00}(a_{12}) &= N_1[\beta_n(R)]^2 \cos \theta_1 \cos \phi_1 \sin \phi_2 \frac{\sin \gamma_1 \sin \gamma_2}{\sin \Delta}, \\
  f_{12}^{00}(a_{12}) &= N_1[\beta_n(R)]^2 \sin \phi_1 \cos \phi_2 \frac{\cos \gamma_1 \sin \gamma_2}{\sin \Delta}, \\
  f_{12}^{00}(a_{12}) &= -N_1[\beta_n(R)]^2 \sin \phi_1 \cos \phi_2 \frac{\cos \gamma_1 \sin \gamma_2}{\sin \Delta}, \\
  f_{12}^{00}(a_{12}) &= N_1[\beta_n(R)]^2 \sin \phi_1 \sin \phi_2 \frac{\cos \gamma_1 \cos \gamma_2}{\sin \Delta}, \\
  f_{22}^{00}(a_{12}) &= -N_1[\beta_n(R)]^2 \sin \phi_1 \sin \phi_2 \frac{\cos \gamma_1 \cos \gamma_2}{\sin \Delta}.
\end{align*}
\]

In computing the cross-correlation in equation (41), we need to evaluate \(d_{nl}^2(R_1, R_2)\) in equation (38) as 

\[
d_{nl}^2(R_1, R_2) = \sum_m d_{nlm}^2(R_1) d_{nlm}^2(R_2) = \sum_{i=1}^9 s_{i} = f_0 P_i(\cos \Delta) + f_1 \frac{dP_i(\cos \Delta)}{d\Delta} + f_2 \frac{d^2P_i(\cos \Delta)}{d\Delta^2},
\]

where 

\[
\begin{align*}
  f_0(a_{12}) &= f_{10}^{rr}, \\
  f_1(a_{12}) &= f_{21}^{r0} + f_{31}^{r0} + f_{41}^{r0} + f_{51}^{r0} + f_{61}^{r0} + f_{71}^{r0} + f_{81}^{r0} + f_{91}^{r0}, \\
  f_2(a_{12}) &= f_{22}^{r0} + f_{32}^{r0} + f_{42}^{r0} + f_{52}^{r0} + f_{62}^{r0} + f_{72}^{r0} + f_{82}^{r0} + f_{92}^{r0}.
\end{align*}
\]

**APPENDIX D**

In this appendix we derive the angular coordinates \((\theta_2, \phi_2)\) of point B on the annulus, which is at a fixed annular angle \(\gamma_1\) and a given angular distance \(\Delta\) from the fixed point A with angular coordinates \((\theta_1, \phi_1)\) at the center of the annulus. We use equations (C1) and
(C2) from Appendix C to express the angular coordinates of B in terms of the fixed angles \( (\theta_1, \phi_1, \gamma_1, \Delta) \). The geometry for the calculation is shown in Figure 6, where

\[
\cos \Delta = \cos \theta_1 \cos \theta_2 + \sin \theta_1 \sin \theta_2 \cos (\phi_1 - \phi_2),
\]

\[
\sin \Delta \cos \gamma_1 = \sin \theta_1 \cos \theta_2 - \cos \theta_1 \sin \theta_2 \cos (\phi_1 - \phi_2).
\]

We now consider the case when the two points are close together, which is true for small distances \( \Delta \). They are related as \( \theta_2 = \theta_1 + \delta \theta_1 \) and \( \phi_2 = \phi_1 + \delta \phi_1 \), for small increments \( \delta \theta_1 \) and \( \delta \phi_1 \). The equations (D1) and (D2) can be expanded in terms of the increments, and using the standard trigonometric approximations for small angles \( \sin \theta \approx \theta \) and \( \cos \theta \approx 1 - \theta^2/2 \), we obtain

\[
\delta \theta_1 = \Delta \left[ 1 - \frac{\sin^2 \gamma_1 \sin^2 \theta_1}{\sin^2 \theta_1 - (\Delta/2) \cos \gamma_1 \sin 2\theta_1} \right]^{1/2},
\]

\[
\delta \phi_1 = \frac{\Delta \sin \gamma_1}{\left[ \sin^2 \theta_1 - (\Delta/2) \cos \gamma_1 \sin 2\theta_1 \right]^{1/2}}.
\]

For fixed \( \Delta \) and \( \gamma_1 \) we use equations (D3) and (D4) to calculate \( (\theta_2, \phi_2) \) for small angular separation. For larger separations we can solve the linear equations (D1) and (D2) to calculate \( \theta_2 \), equation (C4) to compute \( \phi_2 \), and equations (C3) and (C5) to calculate \( \cos \gamma_2 \) and \( \sin \gamma_2 \), respectively.

**APPENDIX E**

In this appendix we consider the orthographic projection shown in Figure 7, where the points on the surface of the Sun are projected onto the \( Y-Z \) plane \( P \), which is perpendicular to the line-of-sight direction \( \hat{e}_z \). The origin \( O \) is at the center of the Sun of radius \( R \). We denote a point \( A' \) on the solar surface as \((x, y, z)\) in \( x-y-z \) space and as \((Y, Z)\) the coordinate of the same point projected as \( A \) on the projection plane \( P \) with axes \( Y \) and \( Z \). The \( x \)-axis is perpendicular to the projection plane. The projection is oriented with north along the \( +y \)-axis and east along the \( +z \)-axis. The projection is centered at a colatitude of 90° and longitude of 0°. With this convention, the north pole \( N \) has coordinates \((0, R, 0)\), the south pole \( S \) is \((0, -R, 0)\), and the point of tangency \( C \) between the sphere and the plane is \((R, 0, 0)\). The point \( C \) is also called the disk center. The projection plane is \( x = R \). The coordinates of any point \( A' \) with colatitude \( \theta_1 \) and longitude \( \phi_1 \) on the solar surface are

\[
(x, y, z) = (R \sin \theta_1 \cos \phi_1, R \sin \theta_1 \sin \phi_1, R \cos \theta_1).
\]

The equation of the sphere is \( x^2 + y^2 + z^2 = R^2 \). The coordinates of the same point on the plane are \((Y, Z) = (y, z)\). The point of tangency \( C \) between the sphere and the plane is the disk center and has coordinates \((Y, Z) = (0, 0)\) on the plane. Hence, the distance from the disk center \( C (0, 0) \) to any point \( A (Y, Z) \) on the plane \( P \) is denoted by \( \eta \), which is fixed for each computation of the cross-correlation. Any point \( A' \) on the solar surface and hence the corresponding projection \( A \) on the plane \( P \) can be specified by \((\theta_1, \phi_1)\) or alternatively by the two parameters \( \eta \) and the angle \( \phi_1 \). In Figure 8 the center to annulus geometry is shown with the fixed-center
point A \((\theta_1, \phi_1)\), which is at a distance \(\eta\) from disk center \(C (Y, Z) = (0, 0)\), and a point B \((\theta_2, \phi_2)\) is on the annulus \(D_\Delta\) of radius \(\Delta\), where

\[
\eta = (Y^2 + Z^2)^{1/2} = (y^2 + z^2)^{1/2} = (R^2 - x^2)^{1/2} = R(1 - \sin^2 \theta_1 \cos^2 \phi_1)^{1/2}.
\] (E2)

The angular coordinates of the disk center C are \((\theta_c, \phi_c) = (\pi/2, 0)\). When the point A is at the disk center, \((\theta_1, \phi_1) = (90^\circ, 0^\circ)\), and hence, the distance \(\eta = 0\). For fixed values of \((\Delta, \gamma_1)\), together with the coordinates \((\theta_1, \phi_1)\) of the annulus center A, we can compute the coordinates \((\theta_2, \phi_2)\) of point B on the annulus by solving the linear system of equations (D1) and (D2) to get \(\theta_2\) and solving equation (C4) to compute \(\phi_2\).
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