Materials and devices for fundamental quantum science and quantum technologies

Marco Polini,1,2,∗ Francesco Giazotto,3,† Kin Chung Fong,4 Ioan M. Pop,5,6 Carsten Schuck,7,8,9 Tommaso Boccali,10 Giovanni Signorelli,10 Massimo D’Elia,1,10 Robert H. Hadfield,11 Vittorio Giovannetti,12 Davide Rossini,1,10 Alessandro Tredicucci,1,3 Dmitri K. Efetov,13 Frank H. L. Koppens,13,14 Pablo Jarillo-Herrero,15 Anna Grassellino,16 and Dario Pisignano1,3
1Dipartimento di Fisica, Università di Pisa, Largo Bruno Pontecorvo 3, I-56127 Pisa, Italy
2Institute Italiano di Tecnologia, Graphene Labs, Via Morego 30, I-16163 Genova, Italy
3NEST, Istituto Nanoscienze-CNR and Scuola Normale Superiore, I-56127 Pisa, Italy
4Quantum Engineering and Computing Group, Raytheon BBN Technologies, Cambridge, Massachusetts 02138, USA
5Institute for Quantum Materials and Technology, Karlsruher Institute of Technology, 76344 Eggenstein-Leopoldshafen, Germany
6Physikalisches Institut, Karlsruher Institute of Technology, 76131 Karlsruhe, Germany
7Institute of Physics, University of Münster, Wilhelm-Klemm-Str. 10, 48149 Münster, Germany
8Center for Nanotechnology (CeNTech), Heisenbergstr. 11, 48149 Münster, Germany
9Center for Soft Nanoscience (SoN), Bussso-Peus-Str. 10, 48149 Münster, Germany
10INFN, Sezione di Pisa, Largo Bruno Pontecorvo 3, I-56127 Pisa, Italy
11James Watt School of Engineering, University of Glasgow, Glasgow G12 8QQ, United Kingdom
12NEST, Scuola Normale Superiore and Istituto Nanoscienze-CNR, I-56127 Pisa, Italy
13ICFO-Institut de Ciències Fotòniques, The Barcelona Institute of Science and Technology, Av. Carl Friedrich Gauss 3, 08860 Castelldefels (Barcelona), Spain
14ICREA-Institució Catalana de Recerca i Estudis Avançats, Passeig Lluís Companys 23, 08010 Barcelona, Spain
15Department of Physics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA
16Superconducting Quantum Materials and Systems Center, Fermi National Accelerator Laboratory, Batavia, Illinois 60510, USA
(Dated: January 25, 2022)

Technologies operating on the basis of quantum mechanical laws and resources such as phase coherence and entanglement are expected to revolutionize our future. Quantum technologies are often divided into four main pillars: computing, simulation, communication, and sensing & metrology. Moreover, a great deal of interest is currently also nucleating around energy-related quantum technologies. In this Perspective, we focus on advanced superconducting materials, van der Waals materials, and moiré quantum matter, summarizing recent exciting developments and highlighting a wealth of potential applications, ranging from high-energy experimental and theoretical physics to quantum materials science and energy storage.

Quantum information science, a very active research field stemming from the convergence of quantum mechanics and information science that developed towards the end of the twentieth century, has led us to a “second quantum revolution” [1–3]. The promised outcome is a portfolio of next-generation quantum technologies that can outperform current systems based on the discoveries made during the “first quantum revolution,” such as semiconductor devices and lasers.

In these present times, the acceleration of the second quantum revolution is truly tangible. We are currently witnessing an overwhelming proliferation of sensational headlines about game changing developments in quantum technology. Furthermore, quantum technology programs are heavily financed throughout the globe, from the United States [4] to the United Kingdom [5], Europe [6], and China [7]. In the midst of this global excitement, with scientists urged to raise barricades against marketing zingers, this Perspective has a very humble and down-to-earth scope. We simply offer an interdisciplinary view on recent materials science efforts towards the fabrication of high-quality devices for quantum computation, quantum communication, quantum sensing and metrology, and quantum simulation. One of the key elements of this Perspective is that we treat on equal footing these four pillars together with recent progress in quantum thermodynamics, highlighting a number of topics related to the interplay between quantum mechanical resources and energy/work. We focus on materials science discoveries and related devices, which will hopefully yield scalable architectures, in the same way that the transistor, integrated circuits and magnetic hard disks have led to a revolution in computing power, portable electronics and the ability to store and handle huge amounts of data. We do not analyze quantum coherent systems such as cold atoms [8], trapped ions [9], and Rydberg atoms [10], for which recent Reviews and Perspective articles are already available.

I. SUPERCONDUCTING CAVITIES, QUBITS, AND MEMORIES

Superconducting materials are considered key candidates for a number of cutting-edge applications in quantum tech-
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nology, particularly in the fields of quantum computation and radiation sensing. In this Section we summarize the most recent trends towards the implementation of high-performance qubits based on three-dimensional (3D) superconducting cavities, disordered and high-$T_c$ superconducting films, and two-dimensional (2D) van der Waals (vdW) materials—see Fig. 1. We then briefly address recent designs for superconducting memories, which also represent a pivotal asset for the realization of an energy-efficient superconducting computer.

A. Superconducting cavities

Substantial progress has been made in the 3D circuit quantum electrodynamics (cQED) architecture [11–13] whereby coupling between 3D superconducting radio frequency (SRF) cavities and 2D superconducting qubits is achieved. This architecture offers several advantages with respect to conventional 2D architectures for quantum computing and sensing. These include: i) A lower surface-to-volume ratio, minimizing the effect of dielectric losses; ii) A clean electromagnetic environment, the enclosing superconducting cavity serving as an effective shield; and iii) The possibility to encode several qubits inside each of the cavity-transmon modules. The latter allows to substantially decrease the required number of microwave channels for system control/manipulation.

Recently, a large leap was achieved at Fermilab in the coherence times of 3D SRF resonators in the quantum regime, reaching lifetimes on the order of 2 s [14]. These were possible thanks to materials science advancements, in particular the abatement of two-level-system (TLS) losses in niobium via in-situ baking and dissolution of the amorphous niobium pentoxide layer. Thanks to this breakthrough, SRF cavities are now orders of magnitude more coherent than state-of-the-art superconducting qubits, creating a promising approach to build cavity-based logical qubits where superpositions of Fock states of the cavity can be engineered to encode a qubit to build cavity-based logical qubits where superpositions of Fock states of the cavity can be engineered to encode a qubit.

Phase slip nanowires (PSNs), made from high-$T_c$ materials, are promising for novel qubit implementations because they feature long-lived excited states at temperatures that exceed the operating point of most low-$T_c$ devices by 2-3 orders of magnitude.

In the last decade several disordered superconducting materials, such as NbN [21], NbTiN [22], TiN [23], and granular aluminum (grAl) [24] have entered the scene and will probably play an important role in future devices. These materials provide a perspective for a significant improvement over the state-of-the-art superconducting qubits, inductors with a characteristic impedance exceeding the resistance quantum $R_0 \equiv h/(4e^2) \approx 6.45$ kOhm (where $h$ is Planck’s constant and $e$ is the elementary charge), without the use of mesoscopic Josephson junctions [25]; ii) Thanks to their relatively large London penetration depth, disordered superconductors can withstand in-plane magnetic fields, allowing them to be used in hybrid circuits to implement couplers, readout resonators, and qubits [26, 27].

Due to their complex internal structure, however, disordered superconductors are in principle more exposed to dissipation and dephasing mechanisms [28]. Understanding and mitigating decoherence mechanisms in homogeneously disordered (NbN, NbTiN, TiN, InO, etc.) and grAl superconductors is a significant challenge, and it will probably be linked to the exploration of a rich landscape of quantum phenomena [29].

B. Disordered superconductors for qubits

In nanowires made from cuprate superconductors, such as yttrium barium copper oxide (YBCO), several quantized energy levels of Josephson plasma oscillations can persist due to the fact that the superconducting energy gap is much larger than that of their low-$T_c$ counterparts. Different from tunnel Josephson junctions, such PSNs with finite critical current are superconducting weak links with direct conductivity and nonlinear current-phase relations [30, 31].

For sufficiently small nanowire cross sections and a low density of Cooper pairs, large fluctuations of the order parameter make phase slippage the dominant mechanism for resistive states [32]. Small nanowire cross sections also transform the $d$-wave symmetry of the order parameter with zero-gap nodes into fully gapped states with dramatically reduced numbers of quasiparticles at low temperature, thereby yielding millisecond-long excited state lifetimes and very high quality factors [33]. Employing current-biased PSNs as qubits that are resilient to charge and critical current noise [34] hence provides a perspective for a significant improvement over the coherence times of current low-temperature superconducting circuits, thus benefiting the number of executable gate operations.

Progress with high-$T_c$ PSNs will depend on better control over the material properties as well as improving the theoret-
D. Quantum devices built by using vdW materials

Advancements in materials research can potentially improve qubit coherence and functionality. To date, conventional superconducting qubits are mostly fabricated by using amorphous aluminum and its oxide, which can host TLSs, limiting qubit coherence. Several possible paths have been recently followed to increase coherence: i) Replacing the oxide [35]; ii) Employing crystalline epitaxial materials such as GaAs [36] and nitrides [37, 38]; and iii) Employing 2D vdW materials [39–43].

Unlike epitaxial materials, vdW crystals are usually grown by chemical vapor deposition/transport or by the flux method [44], before being assembled to a designed heterostructure by stacking. Scalable growth, transfer and wafer-scale integration have become quite mature [45, 46] in the recent years. The vdW materials platform presents an interesting case because the weak vdW force between the layers allows for atomically sharp interfaces despite the lattice mismatch and because no chemical bonds form between the layers. Moreover, the gate tunability of vdW materials can be useful in modulating quantum devices [39, 41]. Recently, transmons using vdW parallel-plate capacitors have demonstrated quantum coherence [42, 43]. To avoid energy relaxation of qubits by phonon emission, non-piezoelectric crystals with inversion symmetry are preferred. Research on piezoelectric devices such as high-overtone bulk acoustic resonators (HBAR) and related materials such as LiNbO$_3$ is important though for the realization of quantum transduction and memories [47].

To suppress the loss of quantum information, research for next-generation qubits will need to focus on low-loss materials, as measured by the so-called “loss tangent”, which is inversely proportional to the maximum possible $T_1$ relaxation time of a qubit. In the microwave frequency range where superconducting qubits operate, losses increase as the probe power decreases due to mechanisms involving TLSs and quasiparticles. The maximal loss when the probe power corresponds to a single photon is most relevant to qubit relaxation because qubits operate in the single-photon regime. This aspect highlights the need for materials research under the very challenging conditions of low signal and low-noise environment. As discussed above, higher superconducting transition temperatures are also desirable because a larger superconducting gap may suppress quasiparticle generation, which is often a dominant mechanism of qubit relaxation. New concepts, such as merged-element transmons [48] and gate tunable qubits [41], critically demand for materials development.

E. Superconducting memories

Although superconducting processors both in the quantum and classical regimes promise increased computational power, it is recognized that dense arrays of fast memory cells are one of the main limiting factors to achieve a complete superconducting computer.

As a matter of fact, fast and scalable superconducting memories have not yet been implemented, since their operation typically relies on the inductance of their superconducting loop [49], the latter being on the order of a few micrometers of diameter. In the context of fully-superconducting memories, some improvements were achieved in the last few years by exploiting either Nb-based current-controlled non-volatile kinetic inductance memory elements [50, 51] or Al-based persistent non-volatile Josephson phase-slips memory cells [52]. Yet, the use of magnetic memories enables miniature down to the nanometer scale, but in such a case hybrid ferromagnet-superconductor elements are exploited. In particular, the operation of either Nb-based Josephson memories containing Ni [53] or PdFe [54] ferromagnetic layers was recently demonstrated. The realization of Nb-based Josephson junctions integrated with a magnetic spin valve was also reported [55], providing an alternative prototype for a non-volatile nanoscale memory device. Very recently, an Al-based superconducting, flux-tunable, non-volatile thermal memory cell was also reported [56], which could prove its potential for applications in energy harvesting and thermal logic architectures [57].

II. QUANTUM COMPUTING APPLICATIONS

Scientific computing is more and more important in experimental and theoretical hard sciences, where the need to process vast amounts of data or perform complex and long ab-initio calculations increases faster than technology. Quantum Computing (QC) is a candidate solution, at least in the medium-to-long time frame.

A. Computational quantum chemistry and many-body physics

It is widely believed that QC has the potential to tackle classically intractable problems in chemistry, physics, and materials science, where electronic structure calculations play a key role [58]. In fact, due to the increasing ambition to simulate complicated chemical compounds, chemical processes (e.g. in electrochemical batteries) and quantum materials, and to identify molecules that exhibit significant therapeutic activity against a disease, electronic structure calculations are becoming more and more computationally expensive. The aim is to find the eigenstates and corresponding eigenvalues of an electronic Hamiltonian, including electron-electron (e-e) interactions. For example, in computational quantum chemistry one needs to deal, for a given nuclear configuration, with an electronic Hamiltonian describing electrons in a molecule,
interacting with the nuclei and among each other. Solving the corresponding Schrödinger equation for a range of nuclear configurations yields the potential energy surfaces of the molecule. Mapping out these potential energy curves explicitly is exponentially costly in the number of degrees of freedom of the molecule. In condensed matter physics and materials science, instead, one typically deals with crystals featuring Bloch translational invariance and a given number of atoms per unit cell. When the single-particle Bloch bands are narrow or flat (as in the case of the moiré quantum materials discussed below in Sect. V), e-e interactions lead to strong correlations, which are difficult to tackle analytically or numerically.

A QC approach starts by encoding first- or second-quantized fermionic Hamiltonians of chemical and physical interest onto a collection of qubits. An encoding method is a map from the fermionic Fock space to the Hilbert space of qubits such that every fermionic state can be represented by a qubit state. Several different encoding protocols are available. For example, second-quantized fermionic Hamiltonians can be mapped onto qubit Hamiltonians by using the Jordan-Wigner [59] and Bravyi-Kitaev encodings [60]. After the mapping has been carried out, a quantum algorithm needs to be used for finding the ground and excited states of the chemical/physical system of interest. Examples include the variational quantum eigensolver (VQE) [61] and quantum phase estimation [62, 63]. Finally, one needs to use suitable techniques to mitigate the effects of noise in non-error-corrected QC platforms (such as Google “Sycamore”, IBM Quantum “System One”, Rigetti “Aspen”, “Zuchongzhi”, etc), which will be crucial for achieving accurate simulations. Indeed, it is to date under debate and a topic of research whether or not such noisy intermediate-scale quantum (NISQ) devices [64] will be able to solve classically-intractable problems of chemical and physical interest.

Recently, Arute et al. [65] have implemented a VQE on the Google Sycamore superconducting quantum processor using up to 12 qubits. More precisely, the experiment implements the mean-field Hartree-Fock method for calculating the binding energy of hydrogen chains and the isomerization of di-azene. While it is totally feasible to solve the exact same problem on a classical computer, this work demonstrates sev-
eral key building blocks for quantum chemistry simulations and paves the way for achieving quantum advantage for problems of chemical interest. We refer the reader to the excellent recent review by McArdle et al. [58] for more details on computational quantum chemistry and an exhaustive list of references.

In the realm of many-body physics and in view of their limited size and coherence, it seems wise in the short term to identify particular physical phenomena that NISQ devices can immediately and naturally realize, as opposed to physics they could realize universally. For example, Ippoliti et al. [66] have demonstrated that the architecture of Google Sycamore is ideal to realize an elusive non-equilibrium state of matter, i.e. the so-called “discrete time crystal” [67]. Another possible near-term application of NISQ devices is to analyze quantum critical systems [68, 69]. The collective behavior of a quantum many-body system near a quantum phase transition (QPT) can be described, both at and out-of-equilibrium conditions induced by unitary or dissipative mechanisms, via a unified scaling picture that may hold in the thermodynamic and finite-size scaling limits [68]. For continuous QPTs such framework is based on the renormalization-group theory of critical phenomena, while in the case of first-order quantum transitions it is ruled by the avoided crossing of two levels, being characterized by an extreme sensitivity to the boundary conditions. The emerging scenario is amenable to direct laboratory testing in available NISQ devices as e.g. finite-size scaling emerges in small-sized systems, with a few tens of lattice sites [68]. To mention a concrete example, the critical properties of the one-dimensional (1D) quantum Ising model have been probed on a Rigetti (Aspen-9) superconducting quantum processor via a Kibble-Zurek process (a dynamically-driven phenomenon to access quantum criticality), obtaining scaling laws and estimating critical exponents despite inherent sources of errors on the hardware [69].

C. Data analysis in high-energy physics experiments

In the last three decades, high-energy physics (HEP) experimental and theoretical sectors have increasingly become more computing hungry, with needs that have largely surpassed a “constant cost envelope”, even in presence of very effective technological improvements from the vendors [76]. The next big jump in resource needs is expected to happen when the High Luminosity Large Hadron Collider (LHC) [77] will enter operations, around 2028. Current estimates indicate that the cost of computing will be up to three times the amount of money spent yearly at the present [78].

QC is potentially one of the groundbreaking technologies that can drastically change the picture, in both experimental and theoretical HEP. Possible solutions have been sketched in a series of recent papers, which show the power of QC in areas including computational heavy algorithms [79, 80], improved selection of physics signatures [81–83] and more efficient and precise theoretical modelling [84]. In general, QC seems the natural solution to substitute heavily combinatorial algorithms, like those used in track finding in silicon devices and in the clustering of deeply segmented calorimeter signals. On top of this, the availability of large dimension minimization systems, as those from adiabatic annealing machines, can serve as a drop-in replacement for multiple reconstruction and analysis algorithms, based on $\chi^2$ or likelihood minimization. The same tool would be the holy grail if applicable to machine learning training [85]. QC algorithms could in principle be usable in online systems, for example in the discrimination between useful and background events (the so-called “trigger”). On top of the problems described above, their implementations have presently to cope with the bottleneck of the time-consuming preparation of the initial state and hence seem futuristic [81].

B. Computational high-energy physics

The Standard Model of particle physics is based on quantum gauge theories. Its predictions affect a wide range of phenomena, ranging from the physics of the early universe to hadron phenomenology. In some cases, like e.g. in the case of low-energy quantum chromodynamics (QCD), they can only be obtained by numerical means. Lattice QCD simulations have been representing a major challenge for high performance computing in the past few decades. They usually proceed through a Monte Carlo sampling of the QCD path integral, a task which is feasible on a classical computer, even if requiring resources close to the exascale. However, in some conditions, like for QCD at finite baryon density or for non-equilibrium phenomena, the approach fails, because the path integral measure becomes complex and Monte-Carlo methods are not applicable. This is the (in)famous “sign problem”, which has similar counterparts in condensed matter physics [70], and strongly limits our present knowledge, for instance about neutron star physics.

In this respect, a quantum computer would represent the ideal solution to the problem [71], as originally envisioned by Richard Feynman. Indeed, the sign problem is not an intrinsic problem of the physical system by itself, but just a wrong but compelling choice of the computational basis on a classical computer. A quantum computer would ideally be able to explore the space of quantum states of the system, e.g. through a quantum Markov chain [72, 73] or by other suitable algorithms [74, 75], so as to provide us with the information we are presently missing.

In perspective, realistic applications would need to digitalize a 3D lattice with at least ten sites in each direction, with fermion fields living on each site and an SU(3) gauge link variable for each site and direction. The number of required qubits, considering also error correction issues, largely exceeds those that can be realistically predicted for real quantum machines in the next few years. The road for algorithmic and technological development is however open now.
III. QUANTUM COMMUNICATION

Quantum communication (Fig. 2) is arguably one of the most mature sectors of quantum technology. Progress has been advanced by extensive collaborations across academia and industry. Quantum communication deals with the possibility of exploiting effects such as entanglement, squeezing, and, more generally, coherent superpositions of quantum states, to improve signaling processes between distant parties both in terms of transmission efficiency and security [86]. The overarching goal of quantum communication is the realization of an augmented version of the current global communication network (the quantum secure communication network) that would enable one to incorporate some of the most exotic, yet effective protocols ever conceived in quantum information theory. These include the quantum teleportation algorithm [87] which, by exploiting pre-shared entanglement between the sender and the receiver enables them to efficiently exchange the quantum state of a quantum memory, effectively overcoming the limit imposed by the no-cloning theorem [88]; the superdense coding algorithm [89] which, again by exploiting pre-shared entanglement, allows the communicating parties to boost the rate of information transmission above the threshold one would assign to a transmission line by purely classical considerations; finally, the quantum key distribution (QKD) algorithm, which instead enables distant users to distill a common private key to be employed for the encryption of messages [90], by carefully exploiting coherent superpositions of input signals that travel over a public line (possibly monitored by eavesdroppers).

Quantum communication has been a major driver for research into novel quantum devices. Considering the canonical QKD link between Alice and Bob over fiber or free space [91], there are several main components. The source (Alice), the link, and the detector (Bob). The source may comprise a solid state laser attenuated to the single photon level, photon pair sources [92] or single photon emitters (such as semiconductor quantum dots [93, 94] or diamond NV centres [95] or defects in 2D materials [96, 97]). 2D materials are very appealing for on-chip quantum devices for quantum integrated photonic circuits, because of the ease and low-cost of integration with the Si and SiN photonic platforms, and because emitters, modulators, and detectors are all based on the same material platform [98, 99].

The link can comprise low loss optical fibers or free space (in the atmosphere, space, or underwater). QKD schemes commonly rely on single photon detectors [100]. For free

FIG. 2. Quantum communications. The past decade has seen huge interest in ambitious quantum key distribution (QKD) implementations and has spurred the development of quantum devices and platforms. Panel a) Handheld QKD transmitter (courtesy of Dominic O’Brien, joint work of University of Bristol & University of Oxford, UK quantum communications hub, United Kingdom). Panel b) Satellite QKD linking to long distance fiber optic networks [102, 122] (courtesy of Jian-Wei Pan, University of Science and Technology of China). Adapted by permission from Ref. [102]. Copyright © Springer Nature (2017). Panel c) Chip-to-chip QKD with integrated photonics [106]. Adapted from Ref. [106] under the terms of the CC 4.0 license (http://creativecommons.org/licenses/by/4.0). Panel d) High efficiency semiconductor quantum dot coherent single-photon emitter [94]. Adapted by permission from Ref. [94]. Copyright © Springer Nature (2021). Panel e) QKD receiver with waveguide integrated superconducting nanowire single-photon detectors (SNSPDs) (courtesy of Robin Terhaar, University of Münster, Germany). Panel f) Ultra low jitter SNSPD [103]. Adapted by permission from Ref. [103]. Copyright © Springer Nature (2020).
space QKD, including recent space-to-ground QKD demonstrations [101, 102], photon counters such as Si single-photon avalanche diodes (SPADs) are the common choice in the 600-900 nm wavelength range. The optimal transmission window for optical fibers is 1550 nm (losses as low as 0.15 dB per km in silica fibers) spurring development of InGaAs SPADs or low noise, low jitter superconducting nanowire single-photon detectors (SNSPDs) [103, 104]. Recently transmission at longer (mid-infrared) wavelengths has been considered, for satellite or photonic crystal fiber QKD [105]. As QKD architectures become more mature and ambitious, there are requirements for materials development in other related areas: integrated photonics for on-chip QKD [106–110], hybrid on-chip integration, random number generators based on quantum devices, high-performance low-loss interconnects, modulators, filters and switches, quantum memories and repeaters. A major imperative for wider rollout of quantum communications is the threat to conventional public key encryption methods (such as the RSA algorithm [111]) posed by the near-term realization of practical quantum computers capable of implementing powerful factorization algorithms [112]. Sensitive governmental, financial or personal data from past or future communications is under threat of capture and decryption. We anticipate there will be increasing demand for mass produced secure quantum communications platforms for scenarios such as satellite-to-ground communications, handheld devices, fiber optic networks and future data centres. Therefore, there is little doubt quantum communication is likely to remain a catalyst for quantum device research for the coming decades.

IV. QUANTUM SENSING PLATFORMS AND INTERDISCIPLINARY APPLICATIONS

Exploiting their sensitivity to the external environment, quantum sensors can outperform detectors that rely on classical principles alone [113] (see Fig. 3). Examples such as superconducting interference devices, atomic systems, and NV centers in diamond [114–117] have demonstrated how quantum phenomena can achieve unprecedented sensitivities in measuring time, electric, and magnetic fields.

More recently, quantum sensing is becoming more interdisciplinary with applications going well beyond quantum information science and traditional areas of condensed matter physics. An exciting frontier is that of applications to astroparticle physics, i.e. to the search of dark matter axions via magnetic topological insulators [118], Josephson parametric amplifiers [119, 120], and superconducting qubits [121].

Materials research will continue to advance quantum sensing by improving coherence and suppressing losses, as well as to expand applications to a broader range.

A. Superconducting nanowire single-photon detectors, transition edge sensors, and microwave kinetic inductance detectors

In the near-infrared regime, superconducting single-photon detectors (SPD), such as SNSPDs (see Sect. III), transition edge sensors (TESs), and microwave kinetic inductance detectors (MKIDs) have been key building blocks for quantum technologies, i.e. for revolutionary free-space quantum communication protocols [122]. Popular choices of materials for these detectors include [123] Al, Nb, MoSi, WSi, NbN, and NbTiN. Further studies on the details of the underlying detection mechanisms and superconductor properties [124, 125] are shedding light on how to optimize the performance of these detectors. For example, they will teach us how to operate at higher temperatures, i.e. by capitalizing on the recent efforts employing materials like MgB$_2$, bismuth strontium calcium copper oxide (BSCCO), and YBCO [33, 126], or at lower photon energies, i.e. in the mid- and far-infrared spectral regions, where the number of quasiparticles generated by a single photon decreases.

B. vdW sensors

In the new frontier of single-photon detection in the THz and microwave regimes, vdW materials are emerging as a promising platform for quantum sensing [127]. These materials can be only one or a few atomic layers thick, with ultrahigh photoconductive gain [128] and minute thermal conductance, resulting in a relatively large bolometric temperature rise upon photon absorption. Specifically, for graphene, its electron heat capacity can be vanishingly small near the charge neutrality point due to its pseudo-relativistic band structure. By overcoming the challenge of photon coupling and thermal readout based on the Josephson effect [129], it has been demonstrated that the sensitivity of graphene bolometers can reach the fundamental limits imposed by thermal fluctuations [130], suitable for quantum circuits [131]. Single-photon detection of near-infrared photons has recently been demonstrated using a graphene-based Josephson junction [129]. Due to graphene’s capability of coupling to electromagnetic waves in a wide range of frequencies, the fast thermalization time of its carriers, and its ultrafast response, graphene-based detectors represent an attractive solution for broadband quantum sensing, provided that device fabrication will be improved and made scalable.

Finally, as we will discuss in Sect. V, we highlight that moiré superconductors created in vdW heterostructures offer interesting opportunities for quantum sensing. Indeed, these systems have large kinetic inductances that can be useful for the development of MKIDs or TESs [132], since the superconducting carrier density can be lower than conventional superconductors by 5 orders of magnitude.
FIG. 3. **Novel quantum sensing platforms.** Panel a) Schematic diagram of a bolometer/calorimeter, working as a single-photon detector. Input photons can heat up the electrons after absorbing into graphene. The thermal energy will dissipate to the thermal reservoir (ground) through the thermal resistance ($R_{th}$), which can be only limited to the electron-phonon coupling channel. When operated as a bolometer, the incident radiation can be inferred by the temperature rise. If the heat capacity ($C_e$) is small enough, it can be operated as a calorimeter to detect individual photons as heat pulses with relaxation time on the order of $\sim R_{th}C_e$ (courtesy of Graham Rowlands and Minh-Hai Nguyen, Raytheon BBN Technologies, USA). Panel b) Device concept of a graphene-based Josephson junction (GJJ) bolometer [130] that is designed to overcome the challenges of both the input coupling of radiation and high-sensitivity detector readout, when applying a new material, i.e. graphene, for quantum sensing. The Josephson junction, comprising superconductor-graphene-superconductor hybrid system and functioning as a high-sensitivity readout of the graphene electron temperature, is embedded in the current antinode of a microwave resonator to maximize the input coupling. Adapted by permission from Ref. [130]. Copyright © Springer Nature (2020). Panel c) Ultra-high quality factor niobium resonator setup as sample host to study coherence of dielectrics in the quantum regime. Panel d) Temperature-to-phase converter detector: Scheme of a dc SQUID realized with two superconductor(S)/normal metal(N)/superconductor(S) Josephson junctions [138]. The electronic temperature $T_e$ in the right junction is elevated by the absorption of electromagnetic radiation at energy $h\nu$, leading to a suppression of the supercurrent circulating in the interferometer loop. This suppression yields a change of the phase drop ($\Phi_d$) across the Josephson junctions, and to a modification of the density of states (DOSs) in the N regions. The DOSs in the readout junction is probed via a superconducting tunnel junction. The device therefore operates as a temperature-to-phase transducer, converting $\Delta T_e \rightarrow \delta \Phi_d$. $V$ is the biasing voltage whereas $I$ is the current flowing through the readout junction. $L$ represents the length of the junctions, and $\Phi_{ext}$ the external magnetic flux piercing the superconducting loop. Adapted with permission from Ref. [138]. Copyright © American Physical Society (2018). Panel e) Prototype of a Josephson escape sensor (JES) [142]. Pseudo-color scanning electron micrograph of a JES. It consists of a 1D fully superconducting nanowire made of an Al/Cu bilayer (green region, as shown in the blow up), connected to two large Al electrodes (violet regions). The proximity Al/Cu bilayer is exploited to precisely tune the intrinsic critical temperature of the nanowire. The typical wire length is $\sim 1 \mu m$. Owing to the absorption of radiation, the temperature in the JES is elevate, thereby triggering the transition from the dissipationless to the resistive state. This is similar to what occurs in a conventional transition-edge sensor (TES) although, in contrast to a TES, the JES benefits from an in situ fine tuning of its working temperature and sensitivity thanks to a current flowing on purpose through the nanowire.

C. **Niobium resonators**

The recent advances—discussed above in Sect. IA—in 3D cQED architectures and in improving the coherence of SRF cavities in the quantum regime [14] pave the way for important applications also in the areas of quantum sensing and metrology. Recent experiments have indeed demonstrated how these very-high-quality-factor resonators offer e.g. microwave characterization environments of uniquely high sensitivity, allowing one to study, with great precision, the loss tangents of various materials for quantum devices, including dielectrics such as silicon and sapphire [133]. In the area of quantum sensing, important applications include the search for dark sector particles such as dark matter and dark photons [121, 134].

Cavity systems have also enabled the isolation and detailed study of a single electron, providing the most precise measurement of a fundamental property of matter [135], now a textbook demonstration of the power of quantum field theory
at the part per trillion level. The coherence of the quantum devices employed in this class of experiments is a critical factor in determining the sensitivity of the particle search or property measurement. Important materials advancements and research directions include coating these 3D structures with thin films of superconductors, such as Nb$_3$Sn, NbTi or higher-$T_c$ materials such as rare-earth barium copper oxide (also known as ReBCO), that minimize microwave losses in the presence of high magnetic fields [136, 137], since the presence of a large magnetic field (up to several Teslas) will increase the discovery potential of the experiments.

D. New device concepts and designs

Some novel superconducting platforms for sensing have been envisioned and experimentally realized in the last few years. Among them, one original approach is to exploit the principle of temperature-to-phase [138] conversion, which is based on the exploitation of superconductor/normal metal/superconductor DC proximity SQUIDs. Here, absorption of radiation yields heating of one of the two junctions of the SQUID, thereby inducing a change of the phase drop across the other junction, which is detected via a tunnel probe connected to it—see Fig. 3d.

Other alternative device concepts rely on the use of ferromagnetic insulators-based superconducting tunnel junctions exploiting, for instance, thin EuS layers coupled to the superconductor so as to induce a sizable thermoelectric effect in the structure [139]. Heating one part of the junction due to radiation absorption translates into a thermovoltage output signal, which can then be detected. Still in the context of superconducting tunnel junctions, a single-photon thermal detector operating in the dissipationless regime, and based on the sharp jump of the critical current of a temperature-biased tunnel junction has been proposed [140].

Recently, an Al-based quantum capacitance detector [141], where photon-excited quasiparticles tunnel into a Coulombic island embedded in a resonant circuit, displayed an ultra-low noise-equivalent power (NEP) below $10^{-20}$ W/Hz$^{1/2}$ at 1.5 THz. Finally, a prototype for a Josephson escape sensor (JES) consisting of a fully superconducting 1D Al-based Josephson junction was also demonstrated [142]—see Fig. 3e). The JES is expected to yield thermal fluctuation noise-limited NEP around $10^{-25}$ W/Hz$^{1/2}$ if operated as a bolometer, and a frequency resolution of about 2 GHz when operated as a calorimeter.

V. SOLID-STATE QUANTUM SIMULATORS BASED ON MOIRÉ QUANTUM MATTER

Interactions between matter constituents, such as electrons in a crystal, are the source of some of the most fascinating states of matter, such as strange metals, exotic superconductors, and topologically-ordered phases with fractionalized excitations. Programmable quantum simulators [143] are ideal candidates for the accurate investigation of these strongly correlated quantum phases. For example, the onset of a quantum spin liquid phase of the paradigmatic toric code [144] type was detected in 2D arrays of $^{87}$Rb atoms individually trapped in optical tweezers and positioned on the links of a kagome lattice [145]. Similarly, toric code states have been prepared and analyzed by using a quantum circuit comprising 31 superconducting qubits [20]. While these systems are highly controllable and can faithfully realize certain quantum Hamiltonians, engineering tunable long-range interactions remains an outstanding experimental challenge. For example, two atoms in Rydberg states interact with each other through a vdW potential decaying like the inverse sixth power of the relative distance. On the contrary, the relevant e-e interaction potential in solids decays like the inverse first power of the relative distance (Coulomb law). The quantum simulation of a plethora of strongly correlated phases of matter therefore requires controllable and ultra-clean quantum many-particle systems interacting through Coulomb forces.

In this respect, a breakthrough is represented by the discovery of correlated insulators and superconductivity in magic-angle twisted bilayer graphene [146, 147]. These findings have led to the emergence of a new platform, which has been dubbed moiré quantum matter [148] (MQM), to investigate strongly correlated and topological physics of 2D electron systems (see Fig. 4). MQM refers to long-wavelength superlattices obtained by stacking or rotating relatively to each other two or more 2D crystals such as graphene, hexagonal boron nitride, and transition metal dichalcogenides. A periodic modulation of the inter-layer electron hopping in these stacks leads to band flattening [149] (bandwidth of the flat bands on the order of 10-20 meV), which, in turn, results into strong correlations (on-site Hubbard interaction energy scale on the order of 50-100 meV).

The MQM platform has led to unprecedented electrical control over multiple phases of matter in 2D material heterostructures. Unraveling the exact microscopic mechanisms that are responsible for superconducting phases in MQM is currently one of the biggest challenges in the field. In these systems, superconductivity is believed to be unconventional, as it often arises in the presence of strong electronic correlations [147] or close to magnetically ordered states [150]. In magic-angle twisted trilayer graphene [151, 152] the superconducting phase has been explicitly shown to violate the Pauli limit [153], which likely points towards a spin-triplet Cooper pairing. The experimental exploration of collective modes in these materials is still at its infancy [154]. As sample quality increases and tools like cryogenic near-field optical spectroscopy [155, 156] become more and more developed, several new types of collective excitations are expected to be discovered and linked with broken symmetry phases of MQM.

Since MQM is made from stacks of 2D materials, it possesses revolutionary tuning parameters that can be used a) to accurately control interaction energy scales and symmetries for the simulation of fundamental physics problems [157] and b) to enable entirely new device concepts for quantum technologies. As far as point a) is concerned, for example, inter-layer alignment between the various layers can be used
to alter symmetries and band widths [158]. Metallic electrodes (i.e. gates) can be used to control the electron filling via the electric field effect and alter the range of e-e interactions via screening [159]. With respect to point b), we mention for example “hyper-tunable” Josephson junctions [160, 161] (where both the superconductor and weak link are realized within the same moiré material and they are both electrically tunable) and exquisitely sensitive quantum photodetectors [132, 162, 163], with unprecedented capabilities to detect single photons in the Terahertz and microwave regimes. A series of important steps have to be made by the community, though, to make sure that MQM becomes an established platform for quantum simulation. First, twist-angle inhomogeneities [164] have to be tamed. Second, new methods to assemble and nanofabricate MQM on large scales are needed. While some robotic and machine-learning enhanced automated fabrication methods for 2D materials have been developed recently [165, 166], substantial efforts are needed to extend them to precisely controlled moiré heterostructures and to achieve large-scale fabrication capabilities.

An alternative approach to realize MQM consists in placing single- or few-layer graphene over a dielectric [167] or metallic [168] substrate which has been patterned. Such periodic spatial modulations can lead to a synthetic version of MQM that is in principle more versatile than the “natural” MQM discussed above, with freedom to choose crystal symmetry, synthetic strain, etc. Replica Dirac cones, Hofstadter butterfly spectra, and anisotropic electronic transport have already been demonstrated via patterning techniques [169–171]. The holy grail of synthetic MQM is to realize highly tunable flat electronic bands [172] such that strong e-e interactions can be induced. This enables the exploration of correlated phenomena such as superconductivity and magnetism with a highly controllable system.

VI. QUANTUM TECHNOLOGIES FOR THE ENERGY SECTOR

A great deal of interest is currently also nucleating around quantum technologies for the energy sector [173, 174]. Many researchers in the past decade have studied the impact of quantum effects on a variety of devices and systems (including biological and bio-artificial ones) for the harvest and transmission of energy. For example, quantum coherence and interference effects have been proposed as means to suppress charge recombination losses and enhance the efficiency of photovoltaic devices [175, 176] as well as to increase the yield of photosynthetic architectures [177, 178]. Similarly, several authors have discussed the possibility to boost the performance of organic photovoltaic cells by relying on long-range energy transfer between organic molecules enabled by vacuum-field cavity polaritons [179–182]. Nowadays, however, the first thing that comes to mind, when the words “quantum” and “energy” are mentioned together, is probably applications of QC to computational quantum chemistry and materials science (see Sect. II). Obvious and timely directions here are those related to the increase of the performance of electrochemical batteries. An example is that of scientists from IBM and Mitsubishi Chemical, who have simulated on a NISQ device the initial steps of the reaction mechanism between lithium and oxygen in lithium-air batteries [183, 184].

But clearly there is much more than that. How can quantum mechanics help breakthroughs in energy technology? We foresee three possible groundbreaking directions.

a) First, solid-state devices whose functionalities are enabled by quantum mechanical resources such as entanglement and coherence [57, 185, 186] will play a much broader role in the future. Indeed, it is difficult to imagine a “quantum society” where computing, communications, and sensing will be carried out by relying on the principles of quantum mechanical laws while energy will be provided by systems ruled by standard electrochemical laws and 200-years old designs. There are three classes of energy-related quantum devices, which are currently being mainly studied by academia and that will need to gradually be evaluated and adopted by industry: i) quantum heat engines for energy production [187–194], ii) quantum batteries [195–205] and supercapacitors [206] for energy storage, and iii) quantum energy lines [207] for energy transfer. Research and development on all these aspects may lead to a profound “cultural” and technological revolution in how energy is produced, stored, and conveyed.

b) Second, we believe that also cavity quantum electrodynamical control of the ground and excited states of molecular systems and quantum phase transitions of extended electron systems [208, 209] may play an important role in the energy sector. When electromagnetic fields are confined to a cavity, vacuum fluctuations are greatly enhanced and are expected to alter the properties of a variety of quantum systems. Experimentally, it has been shown for example that the vacuum field can favor a particular product in transformations of compounds that have two or more reactive sites, provided that vibrational strong coupling between a reactant and the vacuum field of an optical cavity is achieved [210]. Experimental evidence of the impact of vacuum fields on superconducting compounds [211] and 2D electron gas physics [212] has also been reported. If and how quantum fluctuations of cavity electromagnetic fields will play a pivotal role in energy-related issues is certainly an interesting research direction. For example, strong coupling between electronic degrees of freedom and the vacuum field has been shown to lead to a large increase in the capacitance of a quantum supercapacitor [206].

c) Third, quantum mechanics can also help to develop green quantum technologies. For example, qubit driving schemes that reuse and correct drive pulses can help reduce the average energy consumption per gate operation in a quantum computer, without increasing the average gate error [213]. Ingenious QC schemes where energy is recycled from one computational step to the next have also been proposed [214]. Finally, constraints on the physical resources for quantum computation have been shown [215] to lead to a maximum probability that an error occurs in a physical gate or qubit that grows as the scale of the quantum computer grows. Energy minimization constraints are an obviously important resource
FIG. 4. **Natural and synthetic moiré quantum matter for quantum simulation.** Panel a) A moiré pattern created by a relative rotation of two 2D honeycomb lattices with identical lattice spacing. Adapted by permission from Ref. [146]. Copyright © Springer Nature (2018). Panel b) Normalized local density of states calculated for twisted bilayer graphene (TBG) flat bands with positive energy at a twist angle $\theta = 1.08^\circ$. The electron density is strongly concentrated at the regions with AA stacking order, whereas it is mostly depleted at AB- and BA-stacked regions. Adapted by permission from Ref. [146]. Copyright © Springer Nature (2018). Panel c) Correlations in TBG can be altered by a series of tuning parameters. One of those is screening from a nearby ultra-flat metallic gate such as a graphite gate placed at a distance $w$ from e.g. magic-angle twisted bilayer graphene (MAG). By increasing the thickness of the hexagonal Boron Nitride (hBN) spacer, one can investigate samples where $w \ll \lambda$ or $w > \lambda$, $\lambda$ being the wavelength of the moiré superlattice. Adapted by permission from Ref. [159]. Copyright © Springer Nature (2020). Panel d) Cartoon schematic showing the architecture of a 1D patterned dielectric superlattice graphene device structure. The superlattice potential arises due to patterning of the SiO$_2$ dielectric layer that separates the highly doped Silicon substrate (functioning as a metallic back gate) from the hBN-encapsulated single-layer graphene (SLG) device. Few-layer graphene (FLG) can be used as a top metallic gate. Of course, much more complicated patterns can be created, with the aim of realizing synthetic MQM with flat bands [171] (courtesy of Cory Dean, Columbia University, USA). Adapted by permission from Ref. [171]. Copyright © Springer Nature (2021).

that leads to such scale-dependent noise. A full energetic optimization of a large-scale quantum computer that includes optimizing cryogenics, control circuitry, signal generation, and the quantum algorithm for the calculation at hand will be needed for the development of greener future quantum technologies.
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