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Abstract

Ideal decision-makers should constantly assess all sources of information about opportunities and threats, and be able to redetermine their choices promptly in the face of change. However, perpetual monitoring and reassessment impose inordinate sensing and computational costs, making them impractical for animals and machines alike. The obvious alternative of committing for extended periods of time to limited sensory strategies associated with particular courses of action can be dangerous and wasteful. Here, we explore the intermediate possibility of making provisional temporal commitments whilst admitting interruption based on limited broader observation. We simulate foraging under threat of predation to elucidate the benefits of such a scheme. We relate our results to diseases of distractibility and roving attention, and consider mechanistic substrates such as noradrenergic neuromodulation.

Author summary

Animals should ideally be able to monitor all relevant aspects of their environment constantly and be ever prepared to alter their course of action in the face of unexpected change. However, the impractically high costs of continual monitoring and deliberation mean that a more realistic strategy is required. Here, we explore a solution in which an animal makes provisional commitments to a temporally-extended action while maintaining the ability to interrupt this behaviour prematurely on the basis of more limited sensing. We demonstrate the benefits of such a scheme through the example of foraging under predation risk, and propose a simple mechanism for implementing interruption. We suggest possible relationships between these results and neural substrates, particularly norepinephrine, and also highlight potential relevance to diseases of distractibility.

Introduction

It might seem optimal for decision-makers to be constantly open to all sources of potential information and to be able to change their course of action at a moment’s notice. However, a range of physical and computational constraints makes such a prospect infeasible.
In terms of sensation, relevant information may not always be accessible when the agent engages in an activity that naturally restricts sensory access. In other words, agents create partially observable environments for themselves, even when those environments could be more fully observable [1]. Furthermore, even if information is available in principle, limited computational resources mean that only a subset of this information can in practice be subject to enhanced perceptual or central processing. These considerations lead to forms of selective attention [2–4].

Constant reassessment of decisions seems similarly impractical. Working out the correct course of action in terms of maximizing expected utility is computationally demanding, requiring consideration of the possible consequences of each current option. Even when only approximate optimality or satisficing is sought [5, 6], it is desirable to minimize the frequency with which such costly operations take place. Equally, switching between courses of action likely incurs overheads in terms of time or even energetic costs [7–9]. The obvious alternative is to commit to particular courses of action or undertakings for extended periods of time, limiting the frequency of expensive deliberation steps.

There is a synergy between temporal commitment and selective attention: during extended periods of performing a single undertaking, the decision-maker could focus on just that part of the external information which is strictly relevant. The trouble with this strategy is that of being insufficiently reactive, potentially leading to failures to respond appropriately to unexpected opportunities or threats [10, 11]. Here, we therefore consider the intermediate strategy of making provisional temporal commitments while also allowing ongoing behaviour to be interrupted. Such interruptions are occasioned by a strictly limited monitoring process that collects broader, but lower quality, information about the environment. This combination balances the desire to minimize decision-making costs with the ability to respond in a timely and appropriate way to changing requirements. The possibility of interruption would be a form of strategic hedge against potentially changing circumstances.

Such considerations are venerable: the need to plan and act in a way that is responsive to real-world demands, but which is sensitive to constraints on time and resources, has been extensively discussed in the artificial intelligence and related literatures [1, 12, 13]. This includes recognition of the benefits of planning with temporally-extended units of activity in terms of search complexity [14, 15], and exploration of issues surrounding replanning, such as the need for monitoring to determine whether replanning is required [16], and the use of contingency plans that specify—to varying degrees of detail—what to do under different future scenarios [17, 18]. Similarly, conventional computers use interrupts for a variety of purposes, including allowing external events, such as the press of a key on a keyboard, to prompt the central processing unit to set aside its current activity; this is an alternative to engaging in constant ‘polling’ of the relevant devices (see, e.g., [19]).

In the natural world, these forms of interruption can be expected to apply over the timescale of a behaviour such as a bout of foraging (i.e., over multiple seconds or even minutes). In this paper, we use a detailed example to examine this particular timescale. By contrast, previous work on natural aspects of interruption has focused on day-long [20] and sub-second [21, 22] interruption. In both of these cases, norepinephrine (NE), a neuromodulator involved in arousal, vigilance and attention [23, 24], has been implicated as a medium for an interrupt signal, putatively in virtue of reporting forms of unexpected uncertainty [25, 26].

Illustrating the operation of such a scheme requires an environment with costs and benefits for action, and both uncertainty and change. We consider the case of foraging under predation risk [27, 28], in which a decision-maker faces various potential tradeoffs between energetic gain and danger [29]. This offers a flexible framework to explore choices of existential importance, for instance between a habitat that promises a high rate of gain but a high risk of
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predation, and one that promises a lower rate of gain but less risk. We also explore the case that foraging is incompatible with high quality, active assessments of threats.

The rest of the paper is organised as follows. We first consider a simple motivating example that illustrates the basic ideas. We then detail the full model, describing the nature and capacities of a foraging agent and the environment in which it operates. We proceed to explore optimal behaviour in the full model with and without the possibility of an interrupt, and with and without decision costs. We also examine the possibility of using a computationally simpler interruption scheme. Finally, we discuss possible links to NE and diseases of interruptibility.

**Simple foraging example**

The full model of foraging under predation risk that we consider below includes a number of detailed components. Therefore, in order to illustrate and provide intuition for the workings of interruption, we start with a simple, stripped-down model.

Consider an animal (e.g., a rat) foraging in a habitat (Fig 1A) in which a predator (e.g., a hawk) arrives with probability 0.01 per unit time. The animal has to choose between three actions: (i) to continue to feed; (ii) to stop feeding to assess whether a predator is present; or (iii) to escape. Opting to feed has the benefit of gaining resources (worth 1 unit of reward per unit time), but has the drawback of providing only poor information (+) about whether the predator is present (e.g., because it restricts the animal’s field of view). Furthermore, if the predator is present, then the animal gets caught with probability 0.1 per unit time, incurring a cost of −100 units of reward, and causing the task to terminate. By contrast, assess provides the animal with improved information (++) about the presence of the predator, but has reward 0 per unit time. The exact details of how the quality of information is varied shall be described below, but the important point here is that feed and assess have distinct informational consequences. Finally, choosing to escape leads to a location that is safe, but does not permit foraging, thus gaining 0 reward; it also causes the task to terminate. The animal’s assumed task is to maximize the expected sum of its undiscounted future rewards (we consider the more conventional case of long run discounted rewards when we amplify this simple example).

The animal here has to negotiate two fundamental tradeoffs. One is between the rewards that can be directly obtained by choosing to feed and the improved information that can be obtained by choosing to assess. The second tradeoff is between future possible rewards that may be obtained by remaining in the habitat, and the sacrifice of those rewards in favour of safety by choosing to escape.

The final detail of the example is that each time the animal makes a choice about what to do, it selects both an action \( a \) (i.e., feed, assess, or escape) and a duration \( \tau \) with which to perform it. Critically, each time the animal makes a decision it may incur a decision cost, \( c_d \geq 0 \), which summarizes the various computational demands associated with such a decision; as discussed above, these may include planning and/or switching costs. If this decision cost is non-negligible, the animal additionally faces a tradeoff between reducing decision costs by making a prolonged temporal commitment to an action—i.e., reducing decision frequency by choosing a long duration \( \tau \)—and being able to respond quickly if it is likely that the predator has arrived (Fig 1B).

Whether or not the animal is able to interrupt its ongoing behaviour is a critical determinant of its optimal policy. Here, a policy is a mapping between the degree to which the animal believes that the predator has arrived/is present, \( \beta(P) \), and an action-duration pair \((a, \tau)\). Fig 1C–1F display optimal policies, comprising optimal actions \( a^* \) (left) and associated optimal durations \( \tau^* \) (right), for four different cases. The first (Fig 1C) is the optimal policy when there is no decision cost, \( c_d = 0 \). In terms of actions, the animal chooses to feed when it is unlikely
**Fig 1. The ability to interrupt behaviour promotes temporal commitment.** (A) Simple foraging example. A rat chooses to feed (reward +1 per time step), assess (reward 0), or escape (reward 0), in a habitat where the predator arrives with probability 0.01 per time step and then stays. Although assess is not rewarded, it provides more reliable information about whether the predator has arrived (+++) than feed (+). If the predator has arrived, the probability that the rat gets caught if it remains in the habitat is 0.1 per time step. The decision process terminates (indicated by a !) either when the rat is caught (reward −100) or chooses to escape. (B) If the animal makes decisions at a high frequency, for example committing to an action a for only the minimum amount of time \( \tau_{\min} \) (top), it will be able to respond to unexpected changes (such as the arrival of the predator; grey box) but will also incur large decision costs; each decision incurs a cost of \( c_d \). Committing for a longer duration \( \tau \) has the advantage of reducing decision costs (middle), but is risky—the predator may arrive before the action terminates—unless the animal has the option to interrupt its
behaviour at an earlier time (bottom). (C–F) Optimal policies, comprising an optimal action \( a' \) (left) and corresponding optimal duration \( \tau' \) (right), for four different conditions. (C) No decision cost, \( c_d = 0 \). The optimal duration \( \tau' \) is always as short as possible, meaning that the animal will be best able to respond appropriately if the predator arrives. (D) Decision cost \( c_d = 0.01 \), no interrupt. Optimal durations are essentially still as short as possible; the animal pays the greater cost of making high-frequency decisions in order to maintain its responsiveness. (E) Decision cost \( c_d = 0.01 \), interrupt. With the capacity to interrupt ongoing behaviour, the animal now selects long durations for \( \text{feed} \) and \( \text{assess} \); the interrupt allows the animal to minimize its decision costs and also remain reactive, since it can always interrupt and make a new decision when required. (F) When the decision cost is increased further, \( c_d = 1 \), the shape of the policy changes so that \( \text{escape} \) is more predominant. (G) Ratio of average total amount of reward per trial (non-interrupt/interrupt) for different decision costs. For each decision cost, optimal non-interruptible and interruptible policies performed 1000 trials of the foraging task. (H) Average number of decisions per time step, and (I) average number of time steps of the optimal non-interruptible (blue circles) and interruptible (magenta squares) policies as a function of decision cost.

https://doi.org/10.1371/journal.pcbi.1005916.g001

that the predator has arrived (\( \beta(P) \) low), to \( \text{escape} \) when this is more likely than not (\( \beta(P) > 0.5 \)), and to \( \text{assess} \) otherwise. More importantly for our purposes is the observation that optimal durations \( \tau' \) are uniformly chosen to be as short as possible. Since making a decision has no cost, doing so at the highest possible frequency is the best way to ensure that the animal is best able to respond if it thinks the predator may have arrived.

Next, we consider the case where there is a small decision cost, \( c_d = 0.01 \), and the animal is unable to interrupt its own activity (Fig 1D). That is, if the animal chooses to engage in an action for \( \tau \) seconds, it will be fully committed to performing the action for that duration. Here, there is no change in choice of actions, and very little change in duration except a slight increase in \( \tau' \) for \( \text{feed} \) when the predator is very unlikely to have arrived. The low durations here, even though this entails a high frequency of decisions, mean that the animal is willing to pay these decision costs in order to remain responsive to possible threat.

In Fig 1E, the decision cost remains the same (\( c_d = 0.01 \)), but the animal is now able to interrupt its behaviour. Interrupts also occur as a function of \( \beta(P) \), but (a) as noted, the information available to change \( \beta(P) \) is of lower quality during \( \text{feed} \) than \( \text{assess} \); and (b) we assume that interruption itself is free (although there is then a standard decision cost associated with the necessary re-planning). Again, we see no change in which actions are chosen, but now both \( \text{feed} \) and \( \text{assess} \) are chosen to have the longest possible duration (in this example, there is no advantage to the animal of choosing to spend longer on \( \text{escape} \)). Since the animal can always interrupt itself, making such provisional commitments means that it can minimize decision costs by interrupting and making a new decision only when strictly necessary.

Finally, if the decision cost is increased further, changes in the pattern of optimal actions are observed. Fig 1F shows the optimal policy for \( c_d = 1 \), showing an increased propensity of the animal to \( \text{escape} \). The alternatives are increasingly disfavoured by the animal not because of any change in risk of predation—this is unchanged—but because of the increased expense of making on-going decisions if it remains in the habitat.

The preceding discussion suggests that the ability to interrupt behaviour should be advantageous: it allows an animal to minimize decision costs by making provisional commitments to temporally-extended actions, while maintaining its ability to respond to changes in the environment. Indeed, an advantage in terms of rate of rewards is observed (Fig 1G). When there is no decision cost (\( c_d = 0 \)), the ratio of reward rates (non-interruptible/interruptible) is 1, reflecting the fact that an animal would perform equally well whether or not it is equipped with an interrupt. However, as \( c_d \) increases, this ratio decreases, reflecting a reward advantage when the option to interrupt is available. Beyond a critical value, the ratio reverts to 1, with the animal deciding to escape immediately.

This advantage in terms of reward rate arises from the reduction in the frequency of decisions when the animal is able to interrupt (Fig 1H). This reduced decision rate makes it worthwhile for the animal to spend more time (safely) foraging in the environment (Fig 1I), thereby increasing its haul of rewards. The advantage disappears when planning is so expensive that
the animal escapes immediately. However, the cost at which this occurs is lower when inter-
ruption is not possible (cf. Fig 1H and 1I).

Methods
Our simple example serves to demonstrate the following basic points: when making decisions
is costly, the ability to interrupt on-going behaviour promotes provisional commitments to
temporally-extended actions, and this ability confers a demonstrable advantage in terms of
rewards. However, it makes a number of unrealistic assumptions, notably a single possible
interaction with the predator.

We therefore constructed a more detailed example of foraging under predation risk in
order to elaborate and amplify these points. Along with making the task recurrent, it includes
two structural extensions (shown in Fig 2A). First, we expand the number of environmental
variables that might influence the animal’s decisions by additionally allowing the foraging
quality of the environment to vary over time. Second, we now model two different locations
that the animal may occupy and continuously move between: a patch location, in which the
animal may forage, and a refuge location, where the animal is safe but cannot forage.

More formally, the model is a partially observable semi-Markov decision process (POSMDP)
which can be described in terms of states, actions, transitions, rewards, observations, and a dis-
count factor.

States
States are determined by the values of three binary variables: 1) location ∈ {refuge, patch},
where refuge affords safety but not food, while patch affords foraging but also possible predi-
tion; 2) habitat quality ∈ {good(G), bad(B)}, which determines the current utility of feeding
(see below); and 3) predator ∈ {present(P), absent(A)}, which describes whether there is
currently a predator in the vicinity or not. We assume that the animal always knows its location, but that the state of predation and habitat quality are hidden variables whose values need to be inferred based on evidence.

**Actions**

As before, choice involves selection of both an action \(a\) and a duration \(\tau\) for its performance, and we refer to an action-duration pair \((a, \tau)\) as an activity.

Possible actions are location-specific. In the *refuge*, the set is \(A_{\text{refuge}} = \{\text{rest, assess, transit}\}\), where *rest* is a recuperative behaviour; *assess* specifically aims to increase certainty about whether a predator is currently in the environment from a position of relative safety (e.g., sniffing near the entrance of the *refuge*); and *transit* simply means moving to the *patch* location to forage.

In the *patch* location, the set of available actions is \(A_{\text{patch}} = \{\text{feed, assess, freeze, escape}\}\), where *feed* refers to the ingestion of food; *assess*, as before, is aimed at detecting whether a predator is present, though here from a position of possible danger; *freeze* aims at avoiding predation by decreasing the probability of detection; and *escape* also aims at evading predation but through returning the animal back to the *refuge*.

**Transitions**

The patch quality and predator presence are assumed to obey simple semi-Markov dynamics which are independent of the animal’s actions (we capture the consequences of feeding and predation in the rewards; see Discussion). In particular, we assume that (a) the predator transitions from being *absent* \((A)\) to *present* \((P)\) with transition rate \(\gamma_{AP}\); and from *present* to *absent* with transition rate \(\gamma_{PA}\); and similarly, (b) the habitat quality transitions between being *good* \((G)\) and *bad* \((B)\) according to transition rates \(\gamma_{GB}, \gamma_{BG}\).

In terms of predation risk, a crucial factor is the probability that the animal is detected and subsequently caught if a predator is present, given that the animal is currently engaged in a particular action. One of the more substantial simplifications we make is to assume that being detected inevitably leads to getting caught, but incurs only a fixed, finite, negative reward, rather than having a more extreme sanction. We formulate predation risk directly in terms of a rate of detection, assuming that this is directly mirrored in the predation rate. For *rest* and *assess* in the *refuge* location, we assume that this rate is 0; in the *patch* location, we assume that the detection rate is a function of the current action, written in abbreviated form as \(\delta_{a}\), where \(a\) denotes the current action. We assume that detection rate is lowest when the animal chooses *freeze*, and more generally assume the ordering \(\delta_{\text{escape}} \geq \delta_{\text{transit}} \geq \delta_{\text{feed}} > \delta_{\text{assess}} > \delta_{\text{freeze}}\). Note that we assume that the risk of being caught is also lower if the animal chooses *assess*, since *assess* and *freeze* may reasonably be seen as lying on a continuum which trades off the degree of immobility with the amount of information garnered through risk assessment [30].

Habitats which are *good* \((G)\) or *bad* \((B)\) are defined in terms of the animal’s encounter rate with either *rich* or *poor* patches while feeding. A habitat which is *good* has a relatively high encounter rate \(r_G^r\) with *rich* patches and low encounter rate \(r_G^p\) with *poor* patches. Conversely, a habitat which is *bad* yields a low encounter rate \(r_B^r\) with *rich* patches, and a high encounter rate \(r_B^p\) with *poor* patches.

**Rewards**

Each action is associated with a reward rate \(r\). These are assumed to be negative (indicating an energetic cost) except for *feed* (net positive) and *rest* (zero). For net-negative reward actions,
we assume the general ordering $r_{\text{escape}} < r_{\text{transit}} \leq r_{\text{assess}} \leq r_{\text{freeze}}$, so that escape is assumed to be most costly, while we are generally agnostic about the relative energetic costs of the other actions. For the feed action, the reward rate depends on whether the currently-encountered patch is rich (rate $r'_{\text{feed}}$) or poor (rate $r''_{\text{feed}}$). A large negative reward $r_{\text{pred}} \ll 0$ is associated with being detected/caught by a predator (note that this is not a rate), which may be considered a cost of injury (we return to the issue of modelling predation costs in the Discussion).

As in the simple example above, we assume that making a decision incurs a constant decision cost, $c_d \geq 0$, which summarizes the computational, and presumably metabolic, costs associated with deliberation about which activity to pursue.

**Observations**

The animal’s location is assumed to be directly observed, while the values of the predator and habitat variables are assumed to be only partially-observable. The animal is therefore required to make inferences about the latter which will depend on both prior knowledge of environment dynamics and observations.

We assume that certain observations are more probable when a predator is present rather than absent, provided the animal takes appropriate measures to detect them. Two distinct types of cue are assumed. Firstly, we assume that an indirect, or ‘passive’, cue $o_i$ is available regardless of the activity in which the animal is engaged (e.g., hearing a rustle in the bushes). This is emitted at a rate $\lambda_{o_i}$ when a predator is present, and at a rate $\lambda_{o_i}'$ when a predator is absent. We write $\neg o_i$ for a non-observation of $o_i$ when it could potentially have been observed. Secondly, we assume that a direct, or ‘active’, cue $o_d$ is additionally available, but only if the animal is engaged in the assess activity (e.g., detecting a visual pattern at a particular location in the foliage). This is emitted at a rate $\lambda_{o_d}'$ when a predator is present, and at a rate $\lambda_{o_d}''$ when a predator is absent. Again, $\neg o_d$ represents the non-observation of $o_d$ when the latter would have been possible. Therefore, the animal may enter into different ‘information states’ regarding the predator variable depending on its choice of action, with assess providing the most reliable evidence. We assume that neither type of cue is available when the animal is engaged in rest. An absence of information is different from information about absence, as in $\neg o_i$ or $\neg o_d$.

Information about habitat quality is assumed to be only available when the animal opts to feed. The relevant cue here is the current reward rate $r \in \{r'_{\text{pred}}, r''_{\text{pred}}\}$ experienced while feeding. This will to some degree be informative about (by depending on) habitat quality—rich patches are more commonly encountered in a good habitat—but will not completely disambiguate the quality of the current habitat, since both types of habitat contain rich and poor patches.

**Discount factor**

The animal is assumed to discount future rewards according to an exponential function with rate $\alpha \in [0, 1]$ (i.e., a unit reward received after a delay of $\tau$ seconds is treated as having present value $e^{-\alpha \tau}$, so that a larger value of $\alpha$ leads to more rapid discounting). The effect on behaviour of varying the discount rate is not a primary focus of the current work, and it is set to $\alpha = 0.1$ throughout.

**Belief states**

In addition to its current location, the animal’s belief about whether a predator is present ($\beta^i_0(P)$) and whether the habitat is good ($\beta^i_0(G)$) are jointly a sufficient basis on which to choose its actions. These collectively form the animal’s ‘belief state’—allowing us to solve the induced belief state semi-Markov decision process.
Belief state updates

How the animal’s beliefs change over time depends on both prior knowledge of the environment’s dynamics and any pertinent observations made. Since the predator and habitat quality variables evolve independently, we can consider belief updates for these separately.

In the case where there is no observation (such as when the animal engages in rest within the refuge), belief updates only depend on the environment dynamics. The two components of the belief state change from time $t$ to $t + \tau$ according to

$$
\begin{align*}
\hat{\beta}^D_{t+\tau}(P) &= \frac{\gamma_{AP}}{\gamma_{AP} + \gamma_{PA}} + \left( \hat{\beta}^D_t(P) - \frac{\gamma_{AP}}{\gamma_{AP} + \gamma_{PA}} \right) e^{-(\gamma_{AP} + \gamma_{PA})\tau}, \\
\hat{\beta}^Q_{t+\tau}(G) &= \frac{\gamma_{BG}}{\gamma_{BG} + \gamma_{GB}} + \left( \hat{\beta}^Q_t(G) - \frac{\gamma_{BG}}{\gamma_{BG} + \gamma_{GB}} \right) e^{-(\gamma_{BG} + \gamma_{GB})\tau}.
\end{align*}
$$

For convenience, we consider an approximation to this for $\tau = \Delta t \ll 1$

$$
\begin{align*}
\hat{\beta}^D_{t+\Delta t}(P) &\approx \hat{\beta}^D_t(P) e^{-\gamma_{PA}\Delta t} + (1 - \hat{\beta}^D_t(P))(1 - e^{-\gamma_{AP}\Delta t}), \\
\hat{\beta}^Q_{t+\Delta t}(G) &\approx \hat{\beta}^Q_t(G) e^{-\gamma_{GB}\Delta t} + (1 - \hat{\beta}^Q_t(G))(1 - e^{-\gamma_{BG}\Delta t}).
\end{align*}
$$

When additional information is provided by observations, this needs to be combined with prior expectations according to Bayes rule. If the animal is engaged in an activity for which only indirect observations $o_i$ provide information about the state of predation, then from Bayes rule, the updated belief $\hat{\beta}^D_{t+\Delta t}(P)$ having received an instance of $o_i$ in the interval $(t + \Delta t)$ is

$$
\hat{\beta}^D_{t+\Delta t}(P) \propto P(o_i|\text{present}) \hat{\beta}^D_{t+\Delta t}(P),
$$

where $P(o_i|\text{present}) \approx \lambda^+_{o_i}\Delta t$, and $\hat{\beta}^D_{t+\Delta t}(P)$ is given by Eq (3). For an omission, $\neg o_i$, the likelihood $P(\neg o_i|\text{present}) \approx \lambda^-_{o_i}\Delta t$ is used instead. If the animal has access to both indirect and direct observations (i.e., when engaging in assess), belief updates follow a similar pattern, e.g.,

$$
\hat{\beta}^D_{t+\Delta t}(P) \propto P(o_i|\text{present})P(o_j|\text{present}) \hat{\beta}^D_{t+\Delta t}(P),
$$

where $P(o_j|\text{present}) \approx \lambda^+_{o_j}\Delta t$, and so forth for the possible combinations of values for $o_i$ and $o_j$.

Relevant information about the quality of the habitat is only available when the animal selects feed, and encounters either rich or poor patches. Thus, the updated belief $\hat{\beta}^Q_{t+\Delta t}(G)$ when encountering a rich patch in the interval $(t + \Delta t)$ is

$$
\hat{\beta}^Q_{t+\Delta t}(G) \propto P(\text{rich }|\text{good}) \hat{\beta}^Q_{t+\Delta t}(G),
$$

where $P(\text{rich }|\text{good}) \approx \rho^+_{D}\Delta t$, and $\hat{\beta}^Q_{t+\Delta t}(G)$ is given by Eq (4). If the encounter is with a poor patch, the likelihood $P(\text{poor }|\text{good}) \approx \rho^-_{D}\Delta t$ is used instead.

Fig 2B and 2C illustrate how beliefs $\hat{\beta}^Q_t(G)$ and $\hat{\beta}^D_t(P)$ evolve over time for the various different cases.

**Interruption**

When available, interruption is defined as the ability to stop an activity prematurely and make a new decision. That is, given an initial commitment at time $t$ to an activity $(a, \tau)$, interruption
is the capacity to stop that activity at any intermediate time in the interval \((t, t + \tau)\), and make a new decision (at a cost of \(c_d\)). Interruption can therefore be thought of as an additional, ‘internal’ action; how decisions about this action should be made, as well as issues surrounding its potential cost and mechanisms, are the principal concerns of the following sections.

Results

While partially-observable problems are generally too large to be solved exactly, the current model is sufficiently simple that we can solve a discretized version of the (actually continuous time and continuous probability) belief state semi-Markov problem for the optimal policy using value iteration. Beliefs \(\beta^D(P)\) and \(\beta^Q(G)\) lie in the interval \([0, 1]\) and were discretized at a resolution of \(\Delta\beta = 0.01\); time was discretized at intervals of \(\Delta t = 1\) s; and selections of duration \(\tau\) were from \([1, 2, \ldots, 15]\) seconds. Note that this rather severe discretization makes for some apparent discontinuities in the optimal policy, but the general form of choice remains.

Basic model behaviour

To examine the basic behaviour of the model, we start by setting the decision cost to zero, \(c_d = 0\). Fig 3A displays the optimal actions \(a^*\) as a function of the animal’s location, refuge (left)
or patch (right), and belief state \(\{D(G), G(P)\}\). In the refuge, the animal opts to transit to the patch only if a predator is unlikely, chooses to rest if a predator is likely, and selects assess when more uncertain. Choice is modulated by the probability that the habitat quality is good: the animal is slightly more likely to tolerate a higher probability that a predator is present in order to transit, while if the habitat quality is probably bad, the animal is increasingly likely to rest, in fact even when the probability of a predator is lower than 0.5. Note that even though the utility of rest was assumed to be 0, there are conditions under which the animal chooses it anyway. This occurs when the cost associated with assess is deemed too high to be worth paying (i.e., when it is highly probable that a predator is present, or when the habitat quality is likely to be bad). The advantage of assess is that it more quickly moves the animal to a state of increased certainty about whether a predator is present or not: if the predator is likely present, it is better to conserve energy by selecting rest; if the predator is likely absent, then the sooner the animal chooses to transit, the better.

When in the patch location, the animal selects feed when \(D(P)\) is low, assess when there is greater uncertainty, and chooses a defensive action \(\in\{freeze, escape\}\) when a predator is more likely than not to be present. Again, these tendencies are slightly modulated by the belief \(D(G)\). The decision between freeze and escape is controlled by a number of factors in the model. Firstly, there is a difference in the cost of performing these actions, as we assumed that escape is more costly than freeze. Secondly, there is a difference in detectability while performing these actions—it is assumed that the detection rate is higher for escape than for freeze. Finally, there is the fact—which is the reason why escape is selected at all—that a successful escape will get the animal back to safety, while freeze leaves the animal in the patch location. Unsurprisingly, if escape is rendered ineffectual, in the sense that its performance also leaves the animal in the patch, then freeze is always preferred (Fig 3B), consistent with changes in defensive pattern observed in rats and mice when flight is not possible [30, 31].

As in the simple example considered above, when there is no decision cost it is always optimal for the animal to choose \(\tau\) to be as short as possible (see 'Supporting information', S1 Fig). This is because there is no cost to doing so, while, in the absence of an interrupt, there is a potential cost of committing to longer durations (viz., not being able to change course of action if observations indicate a change in the environment). \(\tau\) becomes relevant when we consider a nonzero decision cost below.

In Fig 3C–3E, we summarize aspects of behaviour when the optimal policy is repeatedly exposed to an environment where a predator is either absent (white bars) or present (black bars). Unsurprisingly, when a predator is present, the animal spends most of its time in the refuge (Fig 3C) engaged in either rest or assess activity (Fig 3D), whereas it spends most of its time feeding in the patch when there is no predator. The adaptiveness of these behaviours is evident, and qualitatively similar reconfigurations of activity patterns in response to predator presence/absence are observed in laboratory-based ethological studies (e.g., [30]). Fig 3E makes the further point that even if the shortest duration \(\tau\) is always selected, this doesn’t mean that ‘bouts’ of behaviour, defined as continuous periods of performing a single action, will always be of minimal duration. Instead, an external observer would sometimes measure longer behavioural bouts, particularly in the case of rest and feed activities.

The price of responsiveness: Decision cost, without interrupt

As the decision cost rises from zero \((c_d > 0)\), optimal behaviour changes. Fig 4A shows the optimal policy for decision cost \(c_d = 0.01\), now displaying both optimal actions \(a^*\) (left panels) in each location and corresponding optimal durations \(\tau^*\) (right panels). Optimal actions \(a^*\) are essentially identical to the \(c_d = 0\) case above (cf. Fig 3A), and optimal durations \(\tau^*\) are generally
selected to be as short as possible. The exception engendered by this rather minimal decision cost comes in the case of rest, where longer durations are observed, particularly when the habitat is likely to be bad. These reflect the dynamics of the environment: if habitat quality is currently likely to be bad, and conditions change relatively slowly, then conditions are likely to remain bad in the near future. Thus, rather than making another (costly) decision to rest at that future time, the animal can safely commit to rest for a longer period.

By contrast, all other actions are associated with short durations. As in the previous case, this is sensible considering the consequences of doing otherwise. For example, when in the

---

Fig 4. Non-zero decision costs encourage temporally-extended activity when interruption is possible. In each case, there are four plots: the optimal choices of action $a^*$ (left plots) and duration $\tau^*$ (right plots) are shown as a function of location (refuge, upper; patch, lower) and belief $\beta^D(P), \beta^R(G)$. (A,B) Optimal non-interruptible policies for decision costs (A) $c_d = 0.01$ and (B) $c_d = 0.2$. (C,D) Optimal interruptible policies for the same decision costs: (C) $c_d = 0.01$ and (D) $c_d = 0.2$. Parameters otherwise set as above.

https://doi.org/10.1371/journal.pcbi.1005916.g004
refuge, an animal that commits to assess for an extended duration may thereby forego time that could be better spent foraging or resting; in the patch, the same commitment risks foregoing the opportunity to feed or respond defensively (freeze/escape).

If decisions are made even more expensive, e.g. $c_d = 0.2$, further changes in policy are observed (Fig 4B). In the refuge, rest becomes the most prominent action, with a duration that is uniformly chosen to be the longest possible. This minimizes decision costs when the environment is determined to be unfavourable. Note that under the assumed environment dynamics, beliefs $\beta^d(P)$ and $\beta^d(G)$ will both move towards 0.5 once rest is initiated (recall that no observation is available during this activity), and yet the belief state (0.5, 0.5) yields the selection of rest under this policy. In other words, once this policy initiates rest, it will never do anything else, since the potential benefits of doing anything else are outweighed by the costs (i.e., any other option must have an average reward $< 0$, since rest has net reward 0). Of course, in reality, various factors would militate against this, including the stochasticity of action choice and progressive starvation (see Discussion). In the patch, it is notable that freeze has all but disappeared from the behavioural repertoire, replaced by escape. This is because its benefits—lower detectability and the avoidance of unnecessary excursions back to the refuge—are now outweighed by the burden of greater future decision costs incurred in the patch. Some subtle increases in $\tau^*$ are discernible for feed at low levels of $\beta^d(P)$; but overall, variation in $\tau^*$ remains limited.

The benefit of interruptibility: Decision cost, with interrupt

What happens if we now allow the animal to interrupt activities prior to their completion? The animal’s optimal policy only recommends the activity $(a^*, \tau^*)$ in initial belief state $(\beta^d(P), \beta^d(G))$ which is best in expectation over possible future belief trajectories. It is therefore perfectly possible that, having chosen optimally with respect to the initial belief state, experience sends the animal on a particular trajectory where it reaches a belief state in which an alternative activity would be preferable. Described at the level of a meta-decision, interruption should occur exactly when the benefit of interrupting an activity is greater than that of continuing it (cf. [15]).

Fig 4C shows the optimal interruptible policy for the same $c_d = 0.01$ case as before. The clear difference is that for actions assess, feed, and freeze, it is optimal to set the duration to be as long as possible: $\tau^* = \tau_{\text{max}}$. Equipped with the (free) option of interrupting itself at any time, the animal can minimize its decision costs by provisionally committing to long activity durations, only interrupting and making another decision when it really needs to.

The exceptions are transit and escape. For transit (i.e., moving from refuge to patch), choosing a longer duration never makes any sense—it would only increase the associated energetic cost and predation risk—and there is no advantage to interrupting this activity in the model. The same reasoning applies to escape. Since beliefs evolve in a predictable manner for rest, there is never a reason to interrupt this activity—the duration is calibrated in the same manner as in the non-interruptible case.

Fig 4D displays the optimal interruptible policy for the more expensive, $c_d = 0.2$, case. Rest begins to occupy greater regions of belief space when in the refuge. This is similar to the trend in the non-interruptible case (cf. Fig 4B), albeit to a lesser extent. The interruptible policy does not get ‘stuck’ permanently selecting rest, but will rather select assess when uncertainty is greatest (i.e., at (0.5, 0.5)), and at many other points in this region. Note also that in contrast to the uniform choice of the longest duration for rest in the non-interruptible case, there is still some gradation in choice of $\tau$ in the interruptible policy (Fig 4D, upper right panel): when it is strongly believed that habitat quality is currently good, it is better to choose shorter durations.
of rest to be able to take advantage of predator-free foraging conditions in the near future (cf. Fig 4A and 4C).

Equipped with the capacity to interrupt itself, an animal should perform at least as well as when lacking this capacity (cf. [15], Theorem 2). At worst, decisions could be taken at maximum frequency, and the same decision costs incurred as in the non-interruptible case. We expect the interruptible case to do better than this, however: interruption should allow the animal to commit to extended activity flexibly, and so decrease the cost of unnecessary decisions—just as in the simplified example we first considered.

As in that example, we compared performance in a simulated experiment. Here, behaviour is measured over a 6-minute period in which a predator is initially absent (2 min), then present (2 min), then absent again (2 min); habitat quality is allowed to fluctuate randomly. We ran this experiment 1000 times for different settings of the decision cost $c_d$, ensuring that conditions were exactly matched between policies. We measured the resulting rewards averaged over both episodes and experiments. Fig 5A (inverted triangles; ‘exact’) plots the reward rate achieved by the non-interruptible policy as a fraction of that achieved by the interruptible policy (cf. Fig 1G). As seen before, when $c_d = 0$, this fraction is 1, reflecting the fact that the optimal strategy here is to make decisions as often as possible, since there is no penalty to doing so. However, as decisions become increasingly expensive (i.e., $c_d$ becomes larger), the fractional utility rate decreases, reflecting the fact that the interruptible policy is achieving higher rewards. Beyond a certain level of decision cost (here, $c_d > 0.4$), the fraction reverts to 1.

Again, the reward advantage comes from the reduction in the frequency of decisions that is possible when the animal has the capacity to interrupt (Fig 5B). Reversion of the fractional reward rate to 1 in this case corresponds to the point at which simply spending all of its time engaged in rest is the optimal course of action for the animal, regardless of the capacity to interrupt. If we explicitly compare the average time during the experiment spent at rest for non-interruptible and interruptible policies, both are eventually driven to exclusive choice of this action as decisions become more expensive. However, this occurs for lower values of $c_d$ when interruption is unavailable (Fig 5C).

Fig 5D compares the behaviour and beliefs of the non-interruptible (upper) and interruptible (lower) policies for a particular run of the experiment at an intermediate decision cost, $c_d = 0.1$. This clearly illustrates the fact that the non-interruptible policy makes decisions at a much higher frequency (vertical dashed lines), but also highlights differences in choices. Most notably, in both cases the animal returns to the patch after the predator has been removed from the environment, but when faced with observations that may indicate a potential threat, their behaviour differs. In the non-interruptible case, the animal opts to escape to the refuge and engage in rest, since the costs of foraging are deemed too high when a predator is thought likely and habitat quality is low (Fig 5D, upper). By contrast, in the interruptible case, the animal opts to assess whether there is a real threat, and continues to feed when it transpires that no predator is around—it is sufficiently flexible in its behaviour for it to be worthwhile to continue in the patch and intermix periods of both feeding and assessment (Fig 5D, lower). Note also the shorter bouts of rest in the interruptible case, leading to a greater frequency of assess and so, at least in this case, a marginally earlier return to the patch.

**A cheap interruption mechanism**

Interruption is evidently useful; however, we have not considered the costs of the calculations associated with this operation. Since interruption can be thought of as another layer of decision-making, we might just have increased the computational burden. One answer is to conceive of a cheap and ‘light-weight’ interruption process.
The points at which interruption should be triggered effectively form a boundary on belief space. We might therefore consider that at the outset of an activity, one could ‘construct’ such a boundary, or threshold, and then have interruption occur whenever this threshold is breached. Belief-monitoring would still be required to recognize if and when the animal enters the termination set of beliefs. This still implies a decision—whether or not this threshold has been reached—but of a particularly simple kind.

Fig 6A–6C (symbols) plot the optimal interruption thresholds $\theta$, i.e., levels of belief $\beta^D(P)$ at which activities should be interrupted, as a function of decision cost $c_d$ and three fixed levels of belief $\beta^Q(G)$. The thresholds are plotted for feed and for assess $\in \{\text{patch, refuge}\}$, which are activities that show a robust increase in duration with nonzero decision costs (cf. Fig 4C and 4D above); since freeze tends to be disfavoured at higher decision costs (cf. Fig 4D), data points

https://doi.org/10.1371/journal.pcbi.1005916.g005

Fig 5. The ability to interrupt on-going behaviour confers a reward advantage. (A) Ratio of average total amount of reward per trial (non-interrupt/interrupt) for different decision costs. This is shown both for the exact interruptible policy (black triangles, dashed line), and the approximate interruptible policy (red asterisks) which is based on a linear approximation (as detailed in the Section ‘A cheap interruption mechanism’ below). For each decision cost, optimal non-interruptible and interruptible policies performed 1000 trials. (B) Average number of decisions per time step and (C) average percentage time spent in rest for the optimal non-interruptible (blue circles) and interruptible (magenta squares) policies. (D) Behaviour and beliefs of the optimal non-interruptible (upper) and interruptible (lower) policy for a particular trial when $c_d = 0.1$. Time points at which decisions are made are indicated by vertical dashed lines. Model parameters otherwise set as above.

https://doi.org/10.1371/journal.pcbi.1005916.g006

The points at which interruption should be triggered effectively form a boundary on belief space. We might therefore consider that at the outset of an activity, one could ‘construct’ such a boundary, or threshold, and then have interruption occur whenever this threshold is breached. Belief-monitoring would still be required to recognize if and when the animal enters the termination set of beliefs. This still implies a decision—whether or not this threshold has been reached—but of a particularly simple kind.

Fig 6A–6C (symbols) plot the optimal interruption thresholds $\theta$, i.e., levels of belief $\beta^D(P)$ at which activities should be interrupted, as a function of decision cost $c_d$ and three fixed levels of belief $\beta^Q(G)$. The thresholds are plotted for feed and for assess $\in \{\text{patch, refuge}\}$, which are activities that show a robust increase in duration with nonzero decision costs (cf. Fig 4C and 4D above); since freeze tends to be disfavoured at higher decision costs (cf. Fig 4D), data points
are much more sparse, and so we do not consider it here. Note that feed only has an upper boundary on $\beta_D(P)$, while assess has both upper and lower boundaries. Also, for some combinations of $c_d$ and $\beta_Q(G)$, the set of beliefs $[\beta_D(P)]$ for which assess in the refuge location is optimal (i.e., the 'initiation set') is empty, and so interruption thresholds are omitted in these cases (e.g., for $\beta_Q(G) = 0.2, c_d > 0.2$; Fig 6C).

As one might expect from the example optimal policies seen previously (cf. Fig 4C and 4D), the interruption threshold for feed increases for higher $\beta_Q(G)$, i.e., as the payoff for feeding increases (Fig 6A). With assess in the patch location, the upper and lower thresholds move upwards as $\beta_Q(G)$ increases, respectively indicating a greater willingness to interrupt and initiate feeding (lower boundary), and a greater reluctance to trigger defensive behaviour (upper boundary) (Fig 6B). For assess in the refuge, the upper boundary moves upwards as $\beta_Q(G)$ increases, indicating greater reluctance to interrupt and initiate rest when habitat quality is likely to be good; the lower boundary shows less variation—the animal requires $\beta_D(P)$ to be very low to interrupt and initiate transit, regardless of $\beta_Q(G)$ (Fig 6C).

The thresholds $\theta$ for the first two cases are well approximated by linear functions of $\beta_Q(G)$ and $c_d$, while this is less true of assess in the refuge location (Fig 6A–6C, dashed lines). We can nevertheless ask how well, in comparison to the optimal policy, an animal will do when selecting interruption thresholds according to the linear function which most closely approximates the optimal thresholds. Fig 5A (red asterisks) shows that this simple, approximate way of setting thresholds leads to benefits that are extremely close to that of the exact case.

Fig 6. Optimal and approximate interruption thresholds. (A–C) Optimal thresholds $\theta$ (symbols) for degree of belief $\beta_D(P)$ as a function of decision cost $c_d$ and (fixed) belief level $\beta_Q(G)$. These are shown for (A) feed, (B) assess (in patch), and (C) assess (in refuge). The lines show a linear approximation to the thresholds. (D–F) Optimal and approximate thresholds for the same activities as a function of $c_d$ and cue reliability (i.e., higher or lower true positive rate for indirect observations, $\lambda_{oi}$, or direct observations, $\lambda_{od}$; $\beta_Q(G) = 0.5$). Unless otherwise indicated, the default reliabilities were $\lambda_{oi} = 0.1, \lambda_{od} = 0.5$. Other parameters as previous.

https://doi.org/10.1371/journal.pcbi.1005916.g006
It is also informative to examine how interruption thresholds change as a function of cue reliability. Fig 6D–6F show these as a function of decision cost $c_d$ and true positive rates for either indirect cues, $\lambda^+_o$ (Fig 6D), or direct cues, $\lambda^+_d$ (Fig 6E and 6F), while $\beta^Q(G)$ is kept constant. Reducing the true positive rate in either case means less reliable information about the predator.

For feed, thresholds decrease with less reliable indirect cues, consistent with greater caution—the animal is increasingly prepared to interrupt feeding in order to assess and gain better information (Fig 6D).

For assess in the patch location, upper thresholds similarly decrease with less reliable direct cues, reflecting a greater willingness to trigger interruption and switch to defensive behaviour (Fig 6E, upper). That lower thresholds actually increase with less reliable cues indicates a greater willingness to interrupt and initiate feed in spite of having less reliable predation cues; this might seem the exact opposite of more cautious behaviour. The reason is that gathering information via assess decreases in marginal value for unreliable cues, making feed an increasingly attractive alternative. Note that the relative reliabilities of direct and indirect cues are important in this trade off, since feed still provides some information via the latter class of cues.

Finally, thresholds for assess in the refuge location follow a qualitatively similar pattern (Fig 6F). With less reliable cues, the animal is quicker to interrupt its behaviour and initiate rest, thereby conserving its energy; with more reliable cues, the animal is more conservative in making this transition (Fig 6F, upper thresholds). The difference in thresholds is less pronounced in the downwards direction, so that a relatively high degree of certainty regarding predator absence is required before initiating transit in all cases.

**Discussion**

We used the simple example of foraging under predation risk to explore the possible advantages of being able to interrupt on-going behaviours. We showed that this allows animals to make provisional commitments to courses of behaviour rather than having either to check obsessively or just not to exploit available resources at all. This had measurable benefits in terms of efficiency and effectiveness. We also showed that it is not necessary to solve a complex decision problem to choose whether to interrupt, but rather that a simple, cheaply-parameterized, approximate, threshold-based policy can perform almost as well as the optimal policy across a variety of parameter settings.

In our model, decision cost was summarized by a simple scalar value. However it may in reality comprise separate components, including an intrinsic (e.g., metabolic) cost of performing the computation, and an opportunity cost, which summarizes what could have been obtained by employing the engaged resource (time, computation) otherwise [32–34]. The cost we considered, $c_d$, is a version of the former, and could arise from steps of expansion and calculation in a decision tree used for planning. The opportunity cost of time arises from discounting—the fact that taking time to think postpones future rewards, making them less valuable (an issue more extensively explored in the case of long-run average reward; cf. [35]). The opportunity cost of the use of other cognitive resources for deliberation, such as working memory, are starting to be considered and quantified [36–39]. Model-free planning [40, 41] is likely to impose far smaller cognitive costs than the sort of model-based planning that we have so far been considering. However, at the very least, there will still be costs associated with task switching [42].

The activities $(a, \tau)$ that formed the objects of choice in the current work may be recognised as a simple form of option [15]—a policy for taking actions over an extended period of time—
which has formed one basis (amongst many, cf. [43]) for exploring the issue of temporal abstraction in reinforcement learning. The benefit of being able to interrupt an option before it would otherwise terminate was highlighted in the initial options paper by Sutton and colleagues [15] (the authors also cite previous work by Kaelbling [44]), but issues surrounding decision cost, plausible mechanisms for interruption, and partial observability were not considered there. More recent work by Precup and colleagues [45], who introduce an ‘option-critic architecture’ in the context of discovering and learning options, explicitly considers the idea that a form of switching cost could encourage commitment to option execution.

We showed that changing the informativeness of cues about the predator had consequences such as increasing the propensity to feed and altering interruption thresholds. The effects of such changes on the observed temporal structure of behaviour are subtle, since the speed with which the belief about the presence of the predator changes will also change. In the case we simulated, observations remained sufficiently informative that the latter effect had little impact, but it would be interesting to examine more systematically how thresholds and speeds interact in determining when interruption occurs. Since this would require some significant adjustments to the current model, we leave exploration of this subtlety for future work.

The trade off between energetic gain and predation risk is a central topic of behavioural ecology [27, 46] and has been the subject of extensive previous theoretical work, though principally at more ‘molar’ levels of analysis than our approach here [28, 29, 47, 48]. While our model of foraging under predation risk was loosely inspired by ethological and ethoexperimental studies of rodent behaviour in such settings [30, 49–51], a more realistic model would extend this in a number of ways.

A first extension concerns the model of predation. Most notably, in our detailed model, getting caught by the predator was associated with a large negative cost (as from a severe injury) rather than an outright termination of the decision process (as from extermination). If the cost of injury is sufficient, then the difference becomes rather moot; however, a more realistic model involving procreation and death from natural and unnatural causes would be most interesting. Second, we made the assumption that when a predator is present, the animal has a constant probability of being detected and harmed—indeed, we made no distinction between detection and being caught, and have not otherwise separated out the ‘subcomponents’ of predation risk [27]. Third, we assumed that the rate at which a predator enters and leaves the environment is constant, whereas one might expect that the predator would be more likely to remain in the environment if it has detected prey. Finally, since the model is non-spatial, it cannot address important factors such as differences in time to reach safety from different locations, and associated variation in the distance an animal will tolerate from a simulated predator before initiating flight (‘flight-initiation distance’ in the light of predatory imminence [51–53]).

Further unmodelled complexity arises through the behavioural sophistication that animals display both in assessing predation risk and in responding to the presence of a predator. These behaviours have been extensively studied in wild and laboratory rats [49, 51], including investigations of approach-avoidance conflict [54]. Predatory risk assessment alternates between cautious forays into a potentially dangerous area and rapid retreat to safety, if available. If escape or concealment is not possible, the animal instead alternates between freezing and scanning with the head and vibrissae. When actually confronted with a predator, a rat will variously respond by fleeing, freezing, or attacking, depending on the nature of the current environment—particularly whether a place of relative safety, or refuge, is available—and the intensity of the perceived threat, or ‘defensive distance’ [55]. Capturing the latter concept would require a richer spatial and perhaps temporal model.
There were also marked simplifications concerning the benefits of foraging, both in terms of the agent and the environment. In terms of the former, we did not capture the possibility of running out of resources. Thus, for instance, it would have been possible for the agent to stay in rest in perpetuity (as indeed would seem optimal for expensive decision-making and no interruption; Fig 4B). In reality, as threats to homeostatic integrity loom, we can expect animals to exhibit more risk-seeking behaviour [56]. This would emerge in the current formulation given a more realistic characterization of the utilities [57]. In terms of the environment, a key simplification is to ignore resource depletion by the agent, and the existence of multiple patches. Then, critical concerns in foraging theory such as the marginal value theorem [58] would be important, and the rate of prey encounter or capture might also contribute to interruption.

While we primarily focused on the computational and algorithmic aspects of interruption, it is of clear interest to relate the current work to neural substrates. The present theory of interruption can be seen as a mesoscopic bridge between the macroscopic view of the neuromodulator norepinephrine (NE) suggested by the reversal experiments of Devauges and Sara [20], in which it reports changes to the whole rules of the environment [25], and the microscopic view of Bouret and Sara [21], and Dayan and Yu’s [26] interpretation of [22], in which it reports the current level of uncertainty about the ongoing belief state in a single perceptual inference problem, triggering interruption on reaching a pre-defined threshold, allowing switching to a better hypothesis [59]. This was proposed as part of the approximate strategy of provisionally committing to a single hypothesis, but keeping track of how this might be erroneous. At all levels, the common theme is the question of whether to interrupt a default state, whether that be a default belief about the current state of the world, as in [25, 26], or a default program of activity, as in the current case. Closer examination of recordings from noradrenergic neurons and associated circuitry during naturalistic behaviour (including foraging tasks) for evidence of the sort of multilevel dynamics predicted by these three accounts would therefore be merited. NE activity has also be associated with arousal [60]; the relationship between this concept and that of interrupts is the subject of on-going theoretical work. Its association with other functions such as learning [61, 62] and exploration [23, 63, 64] are arguably further removed. Possible divisions of labour and interactions between cortical and subcortical systems in this context are also of interest [65].

One can speculate about the relationship between the putative function of NE as an interrupt and its association with stress-induced anxiety [66, 67]. In environments with a high proportion of unpredictable events, or indeed an environment that is either frankly aversive or believed to contain possible sources of threat, the interrupt mechanism is likely to be frequently engaged, whether received stimuli reflect real threats or not. This state of high interruptibility, or distractibility—reminiscent in some respects of ‘hypervigilance’—is plausibly associated with higher costs, both in terms of time and energy, and would be manifest in our own model in a greater frequency of costly deliberations. In the limit of an extremely inconsistent environment, interruptibility loses any net benefit; however, whether this happens before the costs are such that the animal will refuse to engage with the environment at all depends on the details of the cost structure.

All these forms of interrupt are likely to be distinct from the motor interrupt that plays a critical role in tasks such as the stop signal reaction time task [68], or the ‘hold your horses’ interrupt [69, 70] that has been suggested to suppress a prepotent action temporarily to allow time for a correct choice to be made. The former may also be associated with the form of cognitive state change associated with the phasic NE signal [21, 26], but this would be a distinct consequence of the same underlying detection. Indeed, the neural substrates for these others
forms of inhibition are notably different, implicating regions of the superior colliculus and basal ganglia, respectively.

Although we focused on the benefits of interruption and its possible mechanisms in the context of foraging, similar considerations are expected to be more generally applicable. One area of particular interest is decisions about ‘internal’ rather than external behaviour (i.e., meta-cognition). Indeed, the interpretation of NE we mentioned above as a signal for interrupting a likely incorrect ongoing belief is an example of this [26]. The strategy of provisional commitment could be particularly beneficial when there are such large numbers of potential hypotheses that they cannot simultaneously be entertained.

As another example, consider the problem of trying to decide whether to perform a particular action by considering its possible future consequences (i.e., by model-based planning; [40]). Ultimately, this will be intractable due to the myriad possibilities, and the challenge of determining the uncertainties and utilities of each. However, some degree of planning should be useful, until the fog of uncertainties about the future and the complexity of calculating it overwhelm the utility of attempting to do so. This question has also been of great interest in artificial intelligence [1, 71, 72].

One could try to determine how deep to plan before planning—planning to plan—but doing so optimally presents an even more formidable computational challenge. A more realistic option would be to commit to the planning process provisionally, while monitoring its progress (e.g., the extent to which one’s uncertainty about the value of the action decreases with planning depth), and to interrupt this process when further planning appears unjustifiable (see, e.g., [73]). In such cases of diminishing marginal returns, interruption according to a relatively simple threshold rule may apply, similar to the logic of the marginal value theorem in foraging theory [32, 58]. Consideration of how long to run an algorithm is a central concern of work on anytime algorithms (or ‘interruptible’ algorithms), i.e., algorithms which are always guaranteed to return a valid solution but where the solution quality typically improves with time [6, 74, 75]. It is pressing to consider these insights in the light of what we know about the neural substrates of interruption.
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S1 Fig. Optimal policies in the absence of a decision cost. When there is no decision cost, it is always optimal to choose $\tau$ to be as short as possible.
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