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Abstract—In this paper, we present a deep neural network (DNN) based transceiver architecture for delay-Doppler (DD) channel training and detection of orthogonal time frequency space (OTFS) modulation signals along with IQ imbalance (IQI) compensation. The proposed transceiver learns the DD channel over a spatial coherence interval and detects the information symbols using a single DNN trained for this purpose at the receiver. The proposed transceiver also learns the IQ imbalances present in the transmitter and receiver and effectively compensates them. The transmit IQI compensation is realized using a single DNN at the transmitter which learns and provides a compensating modulation alphabet (to pre-rotate the modulation symbols before sending through the transmitter) without explicitly estimating the transmit gain and phase imbalances. The receive IQI imbalance compensation is realized using two DNNs at the receiver, one DNN for explicit estimation of receive gain and phase imbalances and another DNN for compensation. Simulation results show that the proposed DNN-based architecture provides very good performance, making it as a promising approach for the design of practical OTFS transceivers.
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I. INTRODUCTION

Next generation wireless communication systems are envisaged to provide reliable service at low latencies in high-mobility environments. Recently, orthogonal time frequency space (OTFS) modulation which achieves superior performance compared to OFDM in high-Doppler channels has been proposed [1]-[4]. OTFS is a two-dimensional modulation technique in which information symbols are multiplexed in the delay-Doppler (DD) domain [5]-[10]. The channel is also represented in the DD domain which converts the rapidly varying channel in the time domain into an almost time-invariant channel in the DD domain. In terms of implementation, OTFS can be implemented as an overlay on any multicarrier modulation scheme such as OFDM through the use of pre- and post processing blocks. Such attractive performance and implementation attributes of OTFS have created significantly growing interest in OTFS research. In particular, issues related to practical implementation of OTFS have gained importance. In this context, our focus in this paper is to address the following key issues in OTFS transceiver design: 1) channel estimation and signal detection, and 2) IQ imbalance (IQI) due to hardware imperfections and its compensation at the transmitter and receiver. The approach we adopt in this effort is the use of deep neural networks (DNN).
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The field of deep learning is rapidly growing and neural networks are increasingly being considered for various purposes in the design of intelligent communication systems. Deep learning based approaches have been used in solving communication problems such as constellation/code design, channel decoding, signal detection, and channel estimation [11]-[17]. Transceiver designs using direct conversion architecture in the RF front-end are becoming popular as they provide a highly integrated architecture at reduced cost [18]. A key issue, however, is the need to deal with RF impairments [19],[20]. It is a challenge to achieve perfect match between the in-phase (I) and quadrature-phase (Q) paths in a transceiver chain, more so at mmwave frequencies. Large gain and phase imbalances between I and Q paths can lead to severe performance degradation, particularly in direct conversion architectures, and techniques to compensate such impairments are important [21]-[23]. In addition to the need to address the issue of IQI, channel estimation overhead reduction has always been desired in communication systems design.

In this paper, motivated by the above observations, we develop a unified DNN-based transceiver architecture that carries out DD channel training and detection of OTFS signals along with IQI compensation at the transmitter and receiver. The key highlights of the proposed DNN framework can be summarized as follows.

- The proposed DNN-based transceiver learns the DD channel over a spatial coherence interval and detects the information symbols using a single DNN trained for this purpose at the receiver.
- The proposed transceiver also learns the IQ imbalances present in the transmitter and receiver and effectively compensates them.
- The transmit IQI compensation is realized using a single DNN at the transmitter which learns and provides a compensating modulation alphabet (to pre-rotate the modulation symbols before sending through the transmitter) without explicitly estimating the transmit gain and phase imbalances.
- The receive IQI imbalance compensation is realized using two DNNs at the receiver, one DNN for explicit estimation of receive gain and phase imbalances and another DNN for compensation.

Our simulation results show that the proposed DNN-based architecture provides very good performance, making DNN approach as a promising approach for the design of practical
OTFS transceivers. The rest of the paper is organized as follows. The considered OTFS system model in the presence of transmit and receive IQ imbalance is presented in Sec. II. The proposed DNN architectures are presented in Sec. III. Simulation results and discussions are presented in Sec. IV. Conclusions are presented in Sec. V.

II. OTFS SYSTEM MODEL

In this section, we introduce the OTFS system model and the vectorized input-output relation in the presence of IQ imbalance at transmitter and receiver. The block diagram of OTFS modulation is shown in Fig. 1.

A. OTFS modulation

The OTFS transmitter multiplexes \( NM \) information symbols from a modulation alphabet \( \mathbb{A} \), denoted by \( x[k, l], k = 0, \cdots , N - 1, l = 0, \cdots , M - 1 \) on a \( N \times M \) DD grid. These symbols occupy a bandwidth of \( M \Delta f \) and are transmitted in a time duration of \( NT \), where \( \Delta f = 1/T \). The symbols in the DD domain are mapped to the time-frequency (TF) domain by inverse symplectic finite Fourier transform (ISFFT), as

\[
X[n, m] = \frac{1}{MN} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} x[k, l] e^{j 2\pi \left( \frac{nk}{NT} - \frac{ml}{MF} \right)}.
\] (1)

The above TF domain signal is transformed into a time domain signal \( x(t) \) using Heisenberg transform, as

\[
x(t) = \frac{1}{MN} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} X[n, m] g_{tx}(t - nT) e^{j 2\pi m \Delta f (t - nT)},
\] (2)

where \( g_{tx}(t) \) is the transmit pulse shape. The signal \( x(t) \) is transmitted through a channel having a DD domain response \( h(\tau, \nu) \), where \( \tau \) and \( \nu \) denote delay and Doppler variables. The received time domain signal \( y(t) \) at the receiver is

\[
y(t) = \int_\tau \int_\nu h(\tau, \nu)x(t - \tau) e^{j 2\pi \nu (t - \tau)} d\tau d\nu.
\] (3)

The received signal \( y(t) \) is transformed into a TF domain signal using Wigner transform, as

\[
Y[n, m] = A_{gr, y}(y(t), f)|_{t=nT, f=m\Delta f},
\] (4)

\[
A_{gr, y}(y(t), f) = \int_0^T g_{rx}^*(t - t') y(t') e^{-j 2\pi f (t' - t)} dt',
\]

where \( g_{rx}(t) \) is the receive pulse shape. If \( g_{tx}(t) \) and \( g_{rx}(t) \) satisfy the biorthogonality condition [2], the following equation gives the input-output relation in the TF domain

\[
Y[n, m] = H[n, m] X[n, m] + V[n, m],
\] (5)

where \( V[n, m] \) is noise in TF domain and \( H[n, m] \) is

\[
H[n, m] = \int_\tau \int_\nu h(\tau, \nu) e^{j 2\pi \nu \Delta f \tau} e^{-j 2\pi (v + m \Delta f) \tau} d\tau d\nu.
\] (6)

Applying symplectic finite Fourier transform (SFFT), the TF signal \( Y[n, m] \) is mapped to the DD domain signal \( y[k, l] \), as

\[
y[k, l] = \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} Y[n, m] e^{-j2\pi \left( \frac{nk}{NT} - \frac{ml}{MF} \right)}.
\] (7)

From (1)-(7), the input-output relation can be written as [2]

\[
y[k, l] = \frac{1}{MN} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} x[k', l'] w_{n} \left( \frac{k - k'}{NT}, \frac{l - l'}{MF} \right) + v[k, l],
\] (8)

where \( h_{w}(\nu, \tau) \) is the circular convolution of the channel response with a windowing function \( w(\nu, \tau) \) and \( h_{w}(\frac{k-k'}{NT}, \frac{l-l'}{MF}) = h_{w}(\nu, \tau) \bigg|_{\nu = \frac{k-k'}{NT}, \tau = \frac{l-l'}{MF}} \). Now, consider a \( P \)-path DD channel with response

\[
h(\tau, \nu) = \sum_{i=1}^{P} h_i \delta(\tau - \tau_i) \delta(\nu - \nu_i),
\] (9)

where \( h_i, \tau_i, \) and \( \nu_i \) are the channel gain, delay, and Doppler shift corresponding to the \( i \)th path, respectively. We assume \( \tau_i \pm \frac{\alpha_i}{M \Delta f} \) and \( \nu_i \pm \frac{\beta_i}{NT} \) where \( \alpha_i, \beta_i \) are integers. For rectangular transmit and receive windowing functions, the input-output relation in (8) can be obtained as [6]:

\[
y[k, l] = \sum_{i=1}^{P} h'_i x[(k - \beta_i)N, (l - \alpha_i)M] + v[k, l],
\] (10)

where \( h'_i = h_i e^{-j 2\pi \nu_i \tau_i} \) such that \( h_i \)s are i.i.d. \( \mathcal{CN}(0, 1/P) \). The above input-output relationship can be vectorized as [4]

\[
y = H x + v,
\] (11)

where \( x \in \mathbb{C}^{MN \times 1} \) is the transmitted vector, \( y \in \mathbb{C}^{MN \times 1} \) is the received vector, \( v \in \mathbb{C}^{MN \times 1} \) is the noise vector, and \( H \in \mathbb{C}^{MN \times MN} \) is the DD domain effective channel matrix. The element \( x[k, l] \) in the DD grid is the \((k + N)\)th element in \( x \), \( k = 0, \cdots , N - 1, l = 0, \cdots , M - 1 \).

B. OTFS system model with IQI

The IQ imbalance in transceivers is modeled using two parameters, namely, gain imbalance (\( \Delta G \)) and phase imbalance (\( \Delta \phi \)) between the I-arm and Q-arm.

Transmitter IQI: Consider a transmit RF chain which is impaired by IQI. Let \( \Delta G_T \) and \( \Delta \phi_T \) denote the gain and
where $\alpha$ is a compensation at the transmitter, $\alpha'$ is IQI compensation at the transmitter, and $\beta$ is IQI compensation at the receiver, and $\beta'$ is channel training and detection at the receiver. The proposed transceiver architecture is shown in Fig. 2.

### A. Tx IQI compensation

The Tx IQI compensation is carried out by DNN-1 in Fig. 2, which is a fully-connected DNN with $2|A|$ input neurons and $2|A|$ output neurons, where $|A|$ is the size of the alphabet $A$. The alphabet $A$ is given as input to the Tx IQI model in (12) which generates the alphabet affected by Tx IQI (denoted by $A_{\text{iq}}$). The DNN takes the real and imaginary parts of $A_{\text{iq}}$ and training data as input and generates a compensating alphabet (denoted by $A_{\text{comp}}$), which is fed to the transmit chain. The transmit chain maps $A$ to $A_{\text{comp}}$ and sends the symbols from $A_{\text{comp}}$ through the chain. This ensures that the alphabet symbols at the transmitter output are pre-compensated and the effect of IQI is nullified. The data used for training the DNN is multiple realizations of $(A_{\text{iq}}, A_{\text{comp}})$ pairs, where $A_{\text{iq}}$ is generated using the Tx IQI model for different $(\Delta G_T, \Delta \phi_T)$ values, and $A_{\text{comp}}$ is obtained using the compensation model, given by

$$
[A_{\text{comp}}, A'_{\text{comp}}] = \begin{bmatrix} \alpha_T & \beta_T \\ \beta_T & \alpha_T \end{bmatrix}^{-1} [A].
$$

### B. Rx IQI compensation

At the receiver, Rx IQI compensation is done using two DNNs, namely, DNN-2 and DNN-3, as shown in Fig. 2. DNN-2 is a fully connected DNN with $2|A|$ input neurons and $2|A|$ output neurons meant for estimating the gain and phase imbalances. DNN-3 is also a fully connected network with $2MN$ input neurons and $2MN$ output neurons meant for compensating the imbalances. In DNN-2, the Rx IQI impaired alphabet vector (denoted by $s_{\text{iq}}$) is generated by using $A$ (e.g., BPSK) in the IQI model in (14). It takes the real and imaginary parts of $s_{\text{iq}}$ and training data as input and gives the estimated values of gain and phase imbalances (denoted

![Fig. 2: Proposed DNN-based OTFS transceiver architecture.](image-url)
by $\Delta \hat{G}_R$ and $\Delta \hat{\phi}_R$, respectively) as the output. The data used for training DNN-2 is multiple realizations of $(s_{iq}^r e_{est}^r)$ pairs, where $e_{est}^r = [\Delta G_R; \Delta \phi_R]$ and $s_{iq}^r$ are obtained using different $(\Delta G_R; \Delta \phi_R)$ values in (14). The estimated $\Delta \hat{G}_R$ and $\Delta \hat{\phi}_R$ obtained from DNN-2 are subsequently used for training DNN-3 meant for Rx IQI compensation. In DNN-3, the received signal vector $y$ is given as input to the Rx IQI model in (14) which generates the received vector affected by IQI (denoted by $y_{iq}^r$). It takes the real and imaginary parts of $y_{iq}$ and training data as input and generates a compensated received vector $y_{comp}$, which is expected to be same as the vector $y$ received in the absence of Rx IQI. The Rx IQI compensated vector $y_{comp}$ is subsequently used for signal detection in DNN-4. The training data for DNN-3 consists of multiple realizations of $(y_{iq}^r e_{est}^r)$ pairs where $g_{est}^r = [\Delta G_R; \Delta \phi_R]$ and $y_{iq}^r$ are generated according to (14).

C. Channel training and detection

The task of channel training and detection is carried out by DNN-4 in Fig. 2, which is a fully-connected DNN with $4MN$ input neurons and $M\times N$ output neurons. The input to the DNN consists of two OTFS frames. The first frame is a pilot frame consisting of pilot symbol(s) and the second frame is a data frame consisting of information symbols. The DD channel is considered to be constant over these two frames. The pilot frame is assumed to consist of one pilot symbol at a fixed pilot location in the DD grid. At the receiver, these two frames are vectorized to form the input to the DNN as $y = [y_p; y_d]$, where $y_p$ and $y_d$ are the received vectors corresponding to the pilot frame and the data frame, respectively. The same pilot frame is used for all the data frames in a spatial coherence interval. The DNN takes the real and imaginary parts of the vector $y$ as input and recovers the information bits in the data frame. The training data for the DNN consists of multiple realizations of $(y_{iq}^r x')$ pairs, where $x'$s are pseudo-randomly generated transmit vectors, and $y'$s are obtained using (11) for different realizations of DD channel coefficients.

IV. SIMULATION RESULTS

In this section, we first present the simulated bit error rate (BER) performance of OTFS in the presence of IQI and compare it with that of OFDM. We then illustrate the efficiency of the proposed IQI compensating DNN architectures in mitigating the effects of IQI at the transmitter and receiver. Next, we present the performance of channel training and detection DNN and compare it with those of ML detection and MMSE detection using impulse based channel estimation. Finally, we present the combined performance of all the four DNNs in the presence of both Tx and Rx IQI.

We consider the OTFS system parameters listed in Table I for all the simulations.

A. BER performance of OTFS and OFDM with IQI

Here, the effect of Tx IQI (assuming ideal receiver) and Rx IQI (assuming ideal transmitter) on OTFS is analyzed. Figure 3 shows the BER performance comparison between OTFS and

| Parameter                  | Value               |
|----------------------------|---------------------|
| Frame size $(M,N)$         | (4,4)               |
| Carrier frequency (GHz)    | 4                   |
| Subcarrier spacing (kHz)   | 3.75                |
| No. of DD channel paths $(P)$ | 4                  |
| Delay-Doppler profile $(\tau_i, \nu_i)$ | $(0, \frac{\pi f_T}{D_1})$, $(\frac{\pi f_T}{D_2}, \frac{\pi f_T}{D_3})$, $(\frac{\pi f_T}{D_4}, \infty)$ |
| Delay power profile        | Uniform             |

TABLE I: OTFS system parameters.

OFDM as a function of IQI parameters $\Delta G$ and $\Delta \phi$ at the transmitter and receiver. The gain imbalance $\Delta G$ is varied by considering $\Delta \phi = 0$. Similarly, $\Delta \phi$ is varied by fixing the value of $\Delta G$ at 0. The signal-to-noise ratio (SNR) considered is 12 dB. It can be seen that BER performance of OTFS is better compared to OFDM in the presence of Tx IQI and Rx IQI. In case of OFTS, the BER is in the order of $10^{-3}$ while it is in the order of $10^{-2}$ in OFDM. OTFS is more resilient to IQI when $\Delta G \in [0, 0.3]$ and $\Delta \phi \in [0^\circ, 20^\circ]$. Though OTFS becomes less sensitive to IQI imbalance for high values of gain and phase imbalances, its BER is still better than that of OFDM.

B. Tx IQI compensation

Here, we consider the Tx IQI compensation performance of DNN-1 assuming that the receiver RF chain is ideal. Table II shows the parameters used in DNN-1 for BPSK, 4-QAM, and 16-QAM. The DNN-1 for 4-QAM has five layers with one input layer, three hidden layers, and one output layer. The activation function used for hidden layers is Tanh activation. Linear activation function is used for the output layer so that the real-valued output is not confined between any range. Predicting a real-valued output is a regression problem and mean-squared error loss function is chosen because it is sensitive to large deviations and minimizes the average squared difference between the DNN output and the expected output. The DNN-1 architecture for 4-QAM is as follows.

**DNN-1 for 4-QAM**: Input $\rightarrow$ 8 $\rightarrow$ Tanh $\rightarrow$ 64 $\rightarrow$ Tanh $\rightarrow$ 32 $\rightarrow$ Tanh $\rightarrow$ 16 $\rightarrow$ Tanh $\rightarrow$ 8 $\rightarrow$ Linear.

In Fig. 4, we illustrate the effectiveness of the Tx IQI compensation achieved by DNN-1. It shows the ideal 4-QAM alphabet $A$, the Tx IQI impaired alphabet $A_{iq}$, the compensating alphabet $A_{comp}$, and the transmit alphabet $A_{tx}$ for $\Delta G_T = 0.4$ and $\Delta \phi_T = 40^\circ$. From Fig. 4, it can be seen that the transmitted symbols after compensation are almost same as the corresponding symbols from the ideal alphabet $A$. This shows that the DNN-1 is effective in compensating the Tx IQI. This effectiveness translates into very good BER performance as shown in Fig. 5. Figure 5 shows three BER plots as a function of SNR for the following three cases: 1) ideal Tx with no IQI, 2) Tx with IQI and with no IQI compensation, and 3) Tx with IQI and with proposed IQI compensation. The symbols are detected using MMSE detection. It can be seen that, though Tx IQI significantly degrades the BER performance, the performance achieved by the proposed Tx IQI compensation using DNN-1 is almost the same as the ideal BER performance achieved in the absence of IQI.
Fig. 3: Sensitivity of OTFS and OFDM to Tx and Rx IQI.

| Parameters                | BPSK-DNN | 4QAM-DNN | 16QAM-DNN |
|---------------------------|----------|----------|-----------|
| No. of input neurons      | 2 | 4 | 8 |
| No. of output neurons     | 2 | 4 | 8 |
| No. of hidden layers      | 4 | 3 | 3 |
| Hidden layer activation   | Tanh     | Tanh     | Tanh     |
| Output layer activation   | Linear   | Linear   | Linear   |
| Optimization              | Adam     | Adam     | Adam     |
| Loss function             | MSE      | MSE      | MSE      |
| No. of training examples  | 1000     | 1000     | 1000     |
| No. of epochs             | 5000     | 5000     | 5000     |
| Batch size                | 5         | 5        | 5        |

TABLE II: Parameters of Tx IQI compensation DNN-1.

Fig. 4: Illustration of ideal 4-QAM alphabet ($A_i$), Tx IQI impaired alphabet ($A_{iq}$), compensating alphabet ($A_{comp}$), and transmit alphabet ($A_{tx}$) in DNN-1 for $\Delta G = 0.4$, $\Delta \phi = 40^\circ$.

Fig. 5: BER performance of OTFS with Tx IQI compensation using DNN-1 for 4-QAM.

A similar restoration of BER performance is achieved by DNN-1 in the case of BPSK and 16-QAM as well, as can be seen in Fig. 6. ML and MMSE detection are used for BPSK and 16-QAM, respectively. The DNN architectures used for BPSK and 16-QAM are as follows.

**DNN-1 for BPSK:** Input → 4 → Tanh → 64 → Tanh → 32 → Tanh → 16 → Tanh → 8 → Tanh → 4 → Linear.

**DNN-1 for 16-QAM:** Input → 32 → Tanh → 256 → Tanh → 128 → Tanh → 64 → Tanh → 32 → Linear.

From both Figs. 5 and 6, we observe that the proposed DNN-1 has effectively nullified the effect of Tx IQI and achieved near-ideal performance.
Fig. 6: BER performance of OTFS with Tx IQI compensation using DNN-1 for BPSK and 16-QAM.

C. Rx IQI compensation

Here, we consider the performance of DNN-2 and DNN-3 for the estimation and compensation of Rx IQI in the absence of Tx IQI. First, the Rx IQI parameters, $\Delta G_R$ and $\Delta \phi_R$, are estimated using DNN-2 using a test alphabet $A$ as the input. The DNN-3 is trained separately for BPSK, 4-QAM, and 16-QAM alphabets. The IQ impaired received vector at the receiver is passed through DNN-3 and the output obtained is used for detection using conventional methods like ML detection and MMSE detection. Table III shows the parameters used in DNN-2 and DNN-3. The DNN-2 and DNN-3 architectures used are as follows.

**DNN-2**: Input $\rightarrow$ 4 $\rightarrow$ Tanh $\rightarrow$ 8 $\rightarrow$ Tanh $\rightarrow$ 2 $\rightarrow$ Linear.

**DNN-3**: Input $\rightarrow$ 32 $\rightarrow$ Tanh $\rightarrow$ 64 $\rightarrow$ Tanh $\rightarrow$ 32 $\rightarrow$ Linear.

| Parameters | DNN-2 | DNN-3 |
|------------|-------|-------|
| No. of input neurons | $2/|A| = 4$ | $2MN = 32$ |
| No. of output neurons | 2 | 2MN = 32 |
| No. of hidden layers | 1 | 1 |
| Hidden layer activation | Tanh | Tanh |
| Output layer activation | Linear | Linear |
| Optimization | Adam | Adam |
| Loss function | MSE | MSE |
| No. of training examples | 1000 | 50000 |
| No. of epochs | 500 | 500 |
| Batch size | 5 | 50 |

Table III: Parameters of Rx IQI DNN-2 and DNN-3.

Figures 7(a), (b), and (c) show the combined BER performance of DNN-2 and DNN-3 for BPSK, 4-QAM, and 16-QAM, respectively. The values of gain and phase imbalances considered are $\Delta G_R = 0.4$ and $\Delta \phi_R = 40^\circ$. In all the three cases, it can be seen that the performance achieved by the proposed DNN-2 and DNN-3 in the presence of Rx IQI is almost same as the BER performance of an ideal transceiver without IQI. This shows that the proposed Rx IQI DNNs are able to nullify the degrading effects caused by Rx IQI.

D. Channel training and detection

Here, we demonstrate the performance of DNN-4 for channel training and detection in OTFS and compare it with the performance of conventional methods in terms of BER. An OTFS system with $M = N = 4$ and BPSK is considered. The DNN-4 has four layers. The hidden layers use ReLU activation and the output layer uses Sigmoid activation. The output of the DNN has values in the interval [0,1] due to the Sigmoid activation at the output layer. The transmitted bits are recovered by thresholding the output at 0.5. Table IV shows the parameters used in DNN-4. The architecture used in DNN-4 is as follows.

**DNN-4**: Input $\rightarrow$ 64 $\rightarrow$ ReLU $\rightarrow$ 256 $\rightarrow$ ReLU $\rightarrow$ 64 $\rightarrow$ ReLU $\rightarrow$ 16 $\rightarrow$ Sigmoid.

Figure 8 shows the BER performance of DNN-4 as a function of pilot SNR ($SNR_p$). The BER is computed at a data SNR ($SNR_d$) of 10 dB. The DNN-4 is trained at $SNR_p = 10$ dB and $SNR_d = 10$ dB. The DNN-4 once trained can be used over a spatial coherence interval. The performance of DNN-4 is compared with the BER performance of ML detection and MMSE detection which use the channel estimated using impulse based channel estimation [9]. The BER with perfect channel knowledge is also shown for comparison. It can be seen that DNN-4 performs better than the other methods at pilot SNR lower than 20 dB. Beyond that, it performs worse than ML detection but performs slightly better than MMSE detection. Also, it can be noticed that the DNN trained at a
particular pilot SNR performs well when tested at a different pilot SNR.

E. Combined performance all DNNs

Finally, in Fig. 9 we show the BER performance of OTFS using the complete DNN-based transceiver architecture in Fig. 2 with Tx & Rx IQI compensation and DD channel training/detection. After IQI compensation using DNN-1, DNN-2, and DNN-3, BER is compared between i) impulse based channel estimation and ML detection, ii) impulse based channel estimation and MMSE detection, and iii) DNN-based channel training and detection using DNN-4. The performance of ML detection with perfect channel knowledge is also shown. The comparison is done at $SNR_p = 10$ dB, 20 dB, 30 dB. It can be seen that, when the pilot SNR is small, both ML detection and MMSE detection methods show degradation in the BER performance due to increased error in the impulse based estimation of the channel coefficients. The DNN based detection outperforms the other detection methods at $SNR_p = 10$ dB and $SNR_p = 20$ dB because of effective channel training. At $SNR_p = 30$ dB, ML detection with impulse based estimation gives the best performance. Also, the performance of DNN-4 is comparable to that of MMSE detection with impulse based channel estimation.

V. CONCLUSION

We proposed an integrated DNN-based OTFS architecture to carry out DD channel training, detection, and IQI compensation tasks in OTFS transceivers. The proposed transceiver used a single DNN at the receiver to learn the DD channel over a spatial coherence interval and also detect the information symbols in an OTFS frame. The proposed transceiver also learnt the IQ imbalances effectively and compensated them. The Tx IQI compensation DNN at the transmitter learnt and provided a compensating modulation alphabet to pre-rotate the modulation symbols before sending through the transmitter. The Rx IQI imbalance compensation was realized using two DNNs at the receiver, one DNN for explicit estimation of receive gain and phase imbalances and another DNN for compensation. Simulation results showed very good performance for the proposed DNN-based OTFS transceiver suggesting that the DNN-based approach is attractive for the design of practical transceivers.
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