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Abstract

The boundary element method (BEM) is an efficient numerical method for simulating harmonic wave propagation. It uses boundary integral formulations of the Helmholtz equation at the interfaces of piecewise homogeneous domains. The discretisation of its weak formulation leads to a dense system of linear equations, which is typically solved with an iterative linear method such as GMRES. The application of BEM to simulating wave propagation through large-scale geometries is only feasible when compression and preconditioning techniques reduce the computational footprint. Furthermore, many different boundary integral equations exist that solve the same boundary value problem. The choice of preconditioner and boundary integral formulation is often optimised for a specific configuration, depending on the geometry, material characteristics, and driving frequency. On the one hand, the design flexibility for the BEM can lead to fast and accurate schemes. On the other hand, efficient and robust algorithms are difficult to achieve without expert knowledge of the BEM intricacies. This study surveys the design of boundary integral formulations for acoustics and their acceleration with operator preconditioners. Extensive benchmarks provide valuable information on the computational characteristics of several hundred different models for multiple reflection and transmission of acoustic waves.
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1 | INTRODUCTION

The Helmholtz equation for harmonic wave propagation is a widely used model for many acoustic phenomena, such as room acoustics, sonar, and biomedical ultrasound, among others 1. The boundary element method (BEM) is one of the most efficient numerical methods to solve Helmholtz transmission problems and is based on boundary integral formulations that rewrite the volumetric partial differential equations into a representation of the acoustic fields in terms of surface potentials at the material
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Many different boundary integral formulations can model precisely the same physical problem. This design flexibility allows for the development of specialised formulations but causes complications for many practitioners who are obliged to pick a formulation from decades of scientific literature or go through the intrinsic design process themselves. Furthermore, modern preconditioning techniques that considerably improve the BEM’s computational efficiency have yet to be applied to many. Here, we will present five different design strategies, develop efficient preconditioners, and compare the computational characteristics of hundreds of preconditioned boundary integral formulations through extensive benchmarking of acoustic transmission at multiple penetrable domains.

The BEM has unique advantages over volumetric methodologies such as finite element and finite difference methods. Firstly, unbounded exterior domains are naturally handled since the representation formulas automatically satisfy the radiation conditions, thus avoiding artificial boundary conditions to truncate the computational domain. Secondly, the number of degrees of freedom scales quadratically with respect to the frequency. Thirdly, the fast multipole method and hierarchical matrix compression perform dense matrix arithmetic in almost linear scaling. Fourthly, Green’s functions are explicitly used and numerical dispersion or dissipation is expected to be limited. Finally, open-source software provides high-level programming platforms. On the downside, the BEM is limited to problem settings for which Green’s functions are available. For this reason, the geometry needs to consist of piecewise homogeneous materials. Considering the BEM’s advantages and limitations, it is the preferred methodology to simulate many wave propagation problems with applications in acoustics, electromagnetics and elastodynamics.

The BEM reformulates the Helmholtz equation into a boundary integral equation before the discretisation process. In contrast, volumetric methods discretise the Helmholtz equation directly. Since the boundary integral formulation uses potential theory, there is great flexibility in defining the fields’ representation in terms of surface potentials. The many design strategies that are available lead to an infinite number of boundary integral formulations for the same acoustic transmission problem. An abundance of different formulations have been introduced in the scientific literature in the last decades: first for mathematical analysis of rigid scatterers and quickly extended to transmission into penetrable domains. Most of the boundary integral formulations are presented with different notational frameworks, are designed through different processes, and are often dedicated to specific application areas, frequency ranges, material types or discretisation techniques. Furthermore, techniques such as robust singular integration, fast multipole methods, hierarchical matrix compression, parallel computing and preconditioning have improved computational efficiency tremendously over the last decades. Hence, formulations that were inefficient when introduced in literature might have become competitive with modern-day algorithms.

While the high level of design flexibility for the BEM is beneficial to the expert who can design efficient algorithms for a specific purpose, it is a burden to many practitioners who need to find the correct mathematical framework and computational configuration for their simulation settings. This study summarises five families of boundary integral formulations for acoustic transmission through multiple domains. Three different families (single-trace, multiple-traces and auxiliary field formulations) use direct representation formulas for the acoustic field, each for a different set of surface potentials. The other two families (single potential and mixed potential formulations) use indirect representations for either all fields or only the exterior fields, respectively.
For the first time, operator preconditioning will be applied to all of these formulations. The main novelty of this study is the extensive benchmarking. This will provide insights into the computational performance of the preconditioned boundary integral formulations and their multifaceted dependencies on frequency range, material type and geometry. Different models will be compared in terms of calculation time, accuracy and convergence at canonical test cases and large-scale simulations.

The Helmholtz transmission problem will be detailed in Section 2 along with the boundary integral operators. Section 3 then surveys most of the boundary integral formulations from the literature, and operator preconditioning is discussed in Section 4. The computational results from extensive benchmarking are presented in Section 5 followed by a discussion and conclusions on the study.

2 | FORMULATION

2.1 | Helmholtz equation

The Helmholtz equation is the standard model for the propagation of harmonic acoustic waves in materials with a linear response in the frequency domain. The geometry consists of a collection of objects embedded in free space, as depicted in Figure 1. Let us denote the exterior unbounded domain by \( \Omega_0 \subset \mathbb{R}^3 \), and the objects by \( \Omega_1, \Omega_2, \ldots, \Omega_\ell \) for \( \ell \geq 1 \) a constant. All objects are assumed to be disjoint, bounded, and with a homogeneous interior, thus excluding junctions of interfaces. The wavenumber in each domain is denoted by \( k_0, k_1, k_2, \ldots, k_\ell \), respectively and each domain is equipped with a material constant \( \sigma_n, n = 0, 1, \ldots, \ell \) that typically depends on the mass density or acoustic impedance. Let us denote the boundaries of the objects by \( \Gamma_1, \Gamma_2, \ldots, \Gamma_\ell \) and assume they are smooth and can be equipped with unit normal vectors \( \hat{n}_1, \hat{n}_2, \ldots, \hat{n}_\ell \) all pointing towards the exterior domain.

After extracting the time-dependent \( e^{-i\omega t} \) term with \( \omega \) the angular frequency, the harmonic acoustic pressure field is denoted by \( p_{\text{tot}} \) and is a complex-valued function. In the exterior, the pressure can be decomposed into the known incident and unknown scattered field as \( p_{\text{tot}} = p_{\text{inc}} + p_{\text{sca}} \). The incident field can be any acoustic field that satisfies the Helmholtz equation with the wavenumber given by the exterior region and will be chosen to be a plane wave field in this study. The equations of motion for
scalar harmonic wave propagation are given by the Helmholtz system as

\[
\begin{align*}
\Delta p_{\text{tot}} + k_m^2 p_{\text{tot}} &= 0, & \text{in } \Omega_m & \text{for } m = 0, 1, 2, \ldots, \ell; \\
\tilde{\gamma}_D^{+} p_{\text{tot}} &= \tilde{\gamma}_D^{-} p_{\text{tot}}, & \text{at } \Gamma_m & \text{for } m = 1, 2, \ldots, \ell; \\
\sigma_0 \tilde{\gamma}_N^{+} p_{\text{tot}} &= \sigma_m \tilde{\gamma}_N^{-} p_{\text{tot}}, & \text{at } \Gamma_m & \text{for } m = 1, 2, \ldots, \ell; \\
\lim_{r \to \infty} |r| (\partial_\rho |p_{\text{sc}}(r) − i k_0 p_{\text{sc}}(r)) &= 0
\end{align*}
\]

(1)

where continuity of the fields across the interfaces is assumed. The last equation is the Sommerfeld radiation condition which states that the scattered field radiates towards infinity, where \( r \) denotes the position. The traces of the fields at the material interfaces are defined as

\[
\begin{align*}
\tilde{\gamma}_D^{-,m} f(x) &= \lim_{\Omega_m \ni y \to x} f(y), \\
\tilde{\gamma}_N^{-,m} f(x) &= \lim_{\Omega_m \ni y \to x} \nabla f(y) \cdot \hat{n}_m(x), \\
\gamma_D^{+,m} f(x) &= \lim_{\Omega_0 \ni y \to x} f(y), \\
\gamma_N^{+,m} f(x) &= \lim_{\Omega_0 \ni y \to x} \nabla f(y) \cdot \hat{n}_m(x)
\end{align*}
\]

for \( x \in \Gamma_m \) and \( m = 1, 2, \ldots, \ell \), where the indices \( \pm_m \) indicate traces from the exterior or interior of subdomain \( m \), respectively. The traces \( \gamma_{D,N} \) are called the Dirichlet and Neumann traces, respectively, and are related to the acoustic pressure and normal particle velocity at the interface.

2.2 | Preliminaries for boundary integral formulations

This section summarises the definitions and properties of boundary integral operators that will be used for the BEM. Proofs, details and more information can be found in standard literature.\(^{2,3,4,5}\)

2.2.1 | Boundary integral operators

The single-layer and double-layer potential integral operators that map from a surface potential at interface \( \Gamma_m \) towards the subdomain \( \Omega_j \) are given by

\[
\begin{align*}
[V_{j,m} \psi](x) &= \iint_{\Gamma_m} G_j(x, y) \psi(y) \, dy, \\
[K_{j,m} \phi](x) &= \iint_{\Gamma_m} \frac{\partial G_j(x, y)}{\partial n(y)} \phi(y) \, dy.
\end{align*}
\]

(6)

(7)

for \( x \in \Omega_j \). Here, \( G_j \) denotes the Green’s function with the wavenumber of the respective region, that is,

\[
G_j(x, y) = \frac{e^{ik_j |x−y|}}{4\pi |x−y|} \quad \text{for } x, y \in \Omega_j \text{ and } x \neq y
\]

(8)
for \( j = 0, 1, 2, \ldots, \ell \) where \( i \) denotes the complex unit. The boundary integral operators that map from one interface \( \Gamma_n \) to another or the same interface \( \Gamma_m \) are given by

\[
[V_{j,mm}\psi](x) = \iint_{\Gamma_n} G_j(x, y)\psi(y) \, dy
\]

(9)

\[
[K_{j,mm}\phi](x) = \iint_{\Gamma_n} \frac{\partial}{\partial n_n(y)} G_j(x, y)\phi(y) \, dy,
\]

(10)

\[
[T_{j,mm}\psi](x) = \frac{\partial}{\partial n_n(x)} \iint_{\Gamma_n} G_j(x, y)\psi(y) \, dy,
\]

(11)

\[
[D_{j,mm}\phi](x) = -\frac{\partial}{\partial n_m(x)} \iint_{\Gamma_n} \frac{\partial}{\partial n_n(y)} G_j(x, y)\phi(y) \, dy,
\]

(12)

for \( x \in \Gamma_m \), which are called the single-layer, double-layer, adjoint double-layer and hypersingular boundary integral operators, respectively. A single subscript \( m \) will be used for interior operators, that is, \( V_m = V_{m,mm} \) and similar for the other operators. The identity operator acting on a surface potential at interface \( \Gamma_m \) is denoted by \( I_m \) and

\[
\tilde{I}_m = \begin{bmatrix} I_m & 0 \\ 0 & I_m \end{bmatrix}
\]

(13)

denotes the identity operator acting on a pair of surface potentials at interface \( \Gamma_m \). Furthermore,

\[
A_{j,mm} = \begin{bmatrix} -K_{j,mm} & V_{j,mm} \\ D_{j,mm} & T_{j,mm} \end{bmatrix}
\]

(14)

denotes the Calderón boundary integral operator.

### 2.2.2 Calderón identities

The Calderón operator satisfies the projection property

\[
A_{j,mm}^2 = \frac{1}{4} \tilde{I}_m.
\]

(15)

Hence,

\[
V_{j,mm}D_{j,mm} = \frac{1}{4} I_m - K_{j,mm}^2,
\]

(16)

\[
D_{j,mm}V_{j,mm} = \frac{1}{4} I_m - T_{j,mm}^2
\]

(17)

which are called Calderón identities.

### 2.2.3 The Neumann-to-Dirichlet map

The interior Neumann-to-Dirichlet (NtD) and Dirichlet-to-Neumann (DtN) maps are implicitly defined as

\[
\tilde{\Gamma}_{D,m}P_{tot} = \Lambda_{N,D,m}\tilde{\Gamma}_{N,m}P_{tot},
\]

(18)

\[
\tilde{\Gamma}_{N,m}P_{tot} = \Lambda_{D,N,m}\tilde{\Gamma}_{D,m}P_{tot}
\]

(19)
which are also known as the Poincaré-Steklov and Steklov-Poincaré operators, respectively. These operators satisfy

\[ \Lambda_{NtD,m}^{-1} = \left( \frac{1}{2} I_m + K_m \right)^{-1} V_m = D_m^{-1} \left( \frac{1}{2} I_m - T_m \right), \]  

(20)

\[ \Lambda_{DtN,m}^{-1} = \left( \frac{1}{2} I_m - T_m \right)^{-1} D_m = V_m^{-1} \left( \frac{1}{2} I_m + K_m \right). \]  

(21)

and, by symmetry of the operators, one has

\[ \Lambda_{NtD,m} D_m = \frac{1}{2} I_m - K_m, \]  

(22)

\[ \Lambda_{DtN,m} V_m = \frac{1}{2} I_m + T_m. \]  

(23)

The exterior NtD and DtN maps have similar expressions in the case of a single object but the extensions to multiple reflection requires a global system.[18,19]

3 BOUNDARY INTEGRAL FORMULATIONS

Generally speaking, boundary integral formulations can be classified into direct and indirect formulations. Whereas direct formulations use a field representation given by both the single-layer and double-layer potentials operators acting on traces of the field, the indirect formulations use a field representation in terms of arbitrary surface potentials.

3.1 Direct boundary integral formulations

The direct representation formula for the acoustic field is given by

\[ p_{\text{sc}a} = - \sum_{n=1}^{l} \left( V_{0,n}(\gamma_{N,m} p_{\text{tot}}) - K_{0,n}(\gamma_{D,m} p_{\text{tot}}) \right) \quad \text{in} \ \Omega_0, \]  

(24)

\[ p_{\text{tot}} = V_{m}(\gamma_{N,m} p_{\text{tot}}) - K_{m}(\gamma_{D,m} p_{\text{tot}}) \quad \text{in} \ \Omega_m \]  

(25)

for \( m = 1, 2, \ldots, l \). Different procedures exist to use the interface conditions for coupling the exterior and interior representations. The single-trace formulations (STF) use a single pair of two field traces as unknown surface potentials, multiple-traces formulations (MTF) use all four traces of the fields, and auxiliary field formulations (AFF) reduce the formulation to a single surface potential at each interface.

3.1.1 Single-trace formulations

The principle behind single-trace formulations is to use the transmission conditions to eliminate half of the unknown potentials by defining a single set of Dirichlet and Neumann traces as

\[ \phi_m = \gamma_{D,m} p_{\text{tot}} = \gamma_{D,m} p_{\text{tot}}, \]  

(26)

\[ \psi_m = \gamma_{N,m} p_{\text{tot}} = \sigma_m \gamma_{N,m} p_{\text{tot}} \]  

(27)
for \( m = 1, 2, \ldots, \ell \), where the impedance ratio could have been defined at the exterior as well. Then, the traces of the representation formulas (24)–(25) are given by the Calderón equations

\[
\begin{pmatrix}
\frac{1}{2} I_m + A_{0,mm} \\
\frac{1}{2} T_m
\end{pmatrix}
\begin{bmatrix}
\phi_m \\
\psi_m
\end{bmatrix}
+ \sum_{n=1, n \neq m}^{\ell} A_{0,mm} \begin{bmatrix}
\phi_n \\
\psi_n
\end{bmatrix}
= \begin{bmatrix}
\gamma^+_{D,m} P_{\text{inc}} \\
\gamma^+_{N,m} P_{\text{inc}}
\end{bmatrix},
\]

(28)

\[
\begin{pmatrix}
\frac{1}{2} I_m - \hat{A}_m \\
\frac{1}{2} T_m
\end{pmatrix}
\begin{bmatrix}
\phi_m \\
\psi_m
\end{bmatrix}
= \begin{bmatrix}
0 \\
0
\end{bmatrix},
\]

(29)

for \( m = 1, 2, \ldots, \ell \), where

\[
\hat{A}_m = \begin{bmatrix}
-K_m \frac{\sigma_n}{\sigma_m} V_m \\
\frac{\sigma_n}{\sigma_m} & D_m & T_m
\end{bmatrix}
\]

(30)

is a scaled interior Calderón matrix. This is a linear system of \( 4\ell \) equations for \( 2\ell \) unknown potentials and the design of single-trace formulations follow different approaches to reduce the dimensionality.

**Dirichlet formulation**

Selecting the Dirichlet traces of the representation formulas results in

\[
\begin{pmatrix}
\frac{1}{2} \phi_m + \sum_{n=1}^{\ell} (-K_{0,0,m} \phi_n + V_{0,0,m} \psi_n) = \gamma^+_{D,m} P_{\text{inc}}, \\
\frac{1}{2} \phi_m + K_{m,m,m} \phi_m - \frac{\sigma_n}{\sigma_m} V_{m,m,m} \psi_m = 0
\end{pmatrix}
\]

(31)

for \( m = 1, 2, \ldots, \ell \) which is called the **Dirichlet formulation**.

**Neumann formulation**

Selecting the Neumann traces of the representation formulas results in

\[
\begin{pmatrix}
\frac{1}{2} \psi_m + \sum_{n=1}^{\ell} (D_{0,0,m} \phi_n + T_{0,0,m} \psi_n) = \gamma^+_{N,m} P_{\text{inc}}, \\
\frac{1}{2} \psi_m - \frac{\sigma_n}{\sigma_m} D_{m,m,m} \phi_m - T_{m,m,m} \psi_m = 0
\end{pmatrix}
\]

(32)

for \( m = 1, 2, \ldots, \ell \) which is called the **Neumann formulation**.

**PMCHWT formulation**

Taking the difference of the exterior and interior traces of the representation formulas results in

\[
\begin{pmatrix}
\phi_m \\
\psi_m
\end{pmatrix}
- \hat{A}_m \begin{bmatrix}
\phi_m \\
\psi_m
\end{bmatrix}
+ \sum_{n=1}^{\ell} A_{0,mm} \begin{bmatrix}
\phi_n \\
\psi_n
\end{bmatrix}
= \begin{bmatrix}
\gamma^+_{D,m} P_{\text{inc}} \\
\gamma^+_{N,m} P_{\text{inc}}
\end{bmatrix},
\]

(33)

for \( m = 1, 2, \ldots, \ell \) which is called the **PMCHWT formulation** (Poggio-Miller-Chang-Harrington-Wu-Tsai).\[20\][21][22]

**Müller formulation**

Taking the sum of the exterior and interior traces of the representation formulas results in

\[
\begin{pmatrix}
\phi_m \\
\psi_m
\end{pmatrix}
- \hat{A}_m \begin{bmatrix}
\phi_m \\
\psi_m
\end{bmatrix}
+ \sum_{n=1}^{\ell} A_{0,mm} \begin{bmatrix}
\phi_n \\
\psi_n
\end{bmatrix}
= \begin{bmatrix}
\gamma^+_{D,m} P_{\text{inc}} \\
\gamma^+_{N,m} P_{\text{inc}}
\end{bmatrix},
\]

(34)

for \( m = 1, 2, \ldots, \ell \) which is called the **Müller formulation**.\[14\]
Combined formulations

In general, arbitrary linear combinations of the traces of the representation formulas can be taken.\textsuperscript{15,16} For constants $\eta_m^\pm$ and $v_m^\pm$ one can distinguish the following formulations. The combined trace formulation is given by

\[
\begin{align*}
\eta_m^+ \left( \frac{1}{2} \phi_m + \sum_{n=1}^\ell \left( -K_{0,mn} \phi_n + V_{0,mn} \psi_n \right) \right) + \eta_m^- \left( \frac{1}{2} \phi_m + K_{mm,mn} \phi_m - \frac{\sigma_\alpha}{\sigma_a} V_{m,mn} \psi_m \right) &= \eta_m^+ \gamma_{D,m}^p \psi_{inc}, \\
v_m^+ \left( \frac{1}{2} \psi_m + \sum_{n=1}^\ell \left( D_{0,mn} \phi_n + T_{0,mn} \psi_n \right) \right) + v_m^- \left( \frac{1}{2} \psi_m - \frac{\sigma_\alpha}{\sigma_0} D_{m,mn} \phi_m - T_{m,mn} \psi_m \right) &= v_m^+ \gamma_{N,m}^p \psi_{inc}
\end{align*}
\]

for $m = 1, 2, \ldots, \ell$. The combined domain formulation is given by

\[
\begin{align*}
\eta_m^+ \left( \frac{1}{2} \phi_m + \sum_{n=1}^\ell \left( -K_{0,mn} \phi_n + V_{0,mn} \psi_n \right) \right) + v_m^+ \left( \frac{1}{2} \psi_m + \sum_{n=1}^\ell \left( D_{0,mn} \phi_n + T_{0,mn} \psi_n \right) \right) &= \eta_m^+ \gamma_{D,m}^p \psi_{inc} + v_m^+ \gamma_{N,m}^p \psi_{inc}, \\
\eta_m^- \left( \frac{1}{2} \phi_m + K_{nm,mn} \phi_m - \frac{\sigma_\alpha}{\sigma_a} V_{m,mn} \psi_m \right) + v_m^- \left( \frac{1}{2} \psi_m - \frac{\sigma_\alpha}{\sigma_0} D_{m,mn} \phi_m - T_{m,mn} \psi_m \right) &= 0
\end{align*}
\]

for $m = 1, 2, \ldots, \ell$. The combined mixed formulation is given by

\[
\begin{align*}
\eta_m^+ \left( \frac{1}{2} \phi_m + \sum_{n=1}^\ell \left( -K_{0,mn} \phi_n + V_{0,mn} \psi_n \right) \right) + v_m^- \left( \frac{1}{2} \psi_m + \sum_{n=1}^\ell \left( D_{0,mn} \phi_n + T_{0,mn} \psi_n \right) \right) &= \eta_m^+ \gamma_{D,m}^p \psi_{inc}, \\
v_m^+ \left( \frac{1}{2} \psi_m + \sum_{n=1}^\ell \left( D_{0,mn} \phi_n + T_{0,mn} \psi_n \right) \right) + \eta_m^- \left( \frac{1}{2} \phi_m + K_{mm,mn} \phi_m - \frac{\sigma_\alpha}{\sigma_a} V_{m,mn} \psi_m \right) &= v_m^+ \gamma_{N,m}^p \psi_{inc}
\end{align*}
\]

for $m = 1, 2, \ldots, \ell$.

Remarks

The first references to single-trace formulations were for single objects only and were quickly extended to multiple reflection.\textsuperscript{23}

In acoustics, the Müller formulation has also been called the Burton-Miller formulation for penetrable domains.\textsuperscript{24} In electro-magnetics, the combined single-trace formulations are also known as combined field integral equations (CFIE).\textsuperscript{16,15,16} Finally, these formulations have also been used to solve diffusion equations\textsuperscript{25} and Poisson-Boltzmann systems.\textsuperscript{28,29}

3.1.2 Multiple-traces formulations

The multiple-traces formulations use the four surface potentials

\[
\phi_m^+ = \gamma_{D,m}^p \psi_{tot}, \quad \psi_m^+ = \gamma_{N,m}^p \psi_{tot}, \quad \phi_m^- = \gamma_{D,m}^- \psi_{tot}, \quad \psi_m^- = \gamma_{N,m}^- \psi_{tot},
\]

Then, the interface conditions are used to convert the potentials related to the identity operators that arise in the traces of the direct representation formulas (24)–(25). This results in

\[
\begin{align*}
\frac{1}{2} \begin{bmatrix}
I_m & 0 \\
0 & \frac{\sigma_\alpha}{\sigma_a} I_m
\end{bmatrix}
\begin{bmatrix}
\phi_m^- \\
\psi_m^-
\end{bmatrix} + \sum_{n=1}^\ell A_{0,mn}
\begin{bmatrix}
\phi_n^- \\
\psi_n^-
\end{bmatrix} &= \begin{bmatrix}
\gamma_{D,m}^p \psi_{inc} \\
\gamma_{N,m}^p \psi_{inc}
\end{bmatrix}, \\
- \frac{1}{2} \begin{bmatrix}
I_m & 0 \\
0 & \frac{\sigma_\alpha}{\sigma_a} I_m
\end{bmatrix}
\begin{bmatrix}
\phi_m^+ \\
\psi_m^+
\end{bmatrix} + A_m
\begin{bmatrix}
\phi_m^- \\
\psi_m^-
\end{bmatrix} &= 0
\end{align*}
\]

for $m = 1, 2, \ldots, \ell$ which is called the multiple-traces formulation.\textsuperscript{30,31} Other versions of multiple-traces formulations include global interconnections\textsuperscript{32} and combined fields.\textsuperscript{33}
3.1.3 Auxiliary field formulations

Previously, the interior fields took the value of the pressure field in one subdomain and zero outside. Here, let us consider interior fields defined as

\[
p_m = \begin{cases} 
p_{\text{tot}} & \text{in } \Omega_m, \\
\hat{p}_m & \text{in } \Omega_n \text{ for } n = 0, 1, 2, \ldots, \ell \text{ and } n \neq m;
\end{cases}
\]

for \( m = 1, 2, \ldots, \ell \) where \( \hat{p}_m \) is an unknown auxiliary field exterior to subdomain \( m \). Now, the direct representation formula (25) reads

\[
p_m = V_m \hat{\psi}_m - K_m \hat{\phi}_m
\]

for \( m = 1, 2, \ldots, \ell \) where the auxiliary potentials have to satisfy

\[
\hat{\phi}_m = \gamma_{D,m} p_{\text{tot}} - \gamma^+_{D,m} \hat{p}_m = \gamma^+_{D,m} (p_{\text{tot}} - \hat{p}_m),
\]

\[
\hat{\psi}_m = \gamma_{N,m} p_{\text{tot}} - \gamma^+_{N,m} \hat{p}_m = \gamma^+_{N,m} \left( \frac{\sigma_0}{\sigma_m} p_{\text{tot}} - \hat{p}_m \right)
\]

for \( m = 1, 2, \ldots, \ell \) because of the jump relations for boundary integral operators. The exterior traces of the auxiliary representation formula (41) yield the auxiliary Calderón system

\[
\begin{bmatrix} \gamma^+_{D,m} \hat{p}_m \\ \gamma^+_{N,m} \hat{p}_m \end{bmatrix} = \begin{bmatrix} \frac{1}{2} I_m + A_m \\ \end{bmatrix} \begin{bmatrix} \hat{\phi}_m \\ \hat{\psi}_m \end{bmatrix}
\]

for \( m = 1, 2, \ldots, \ell \). Since the auxiliary fields are arbitrary, one can impose either \( \gamma^+_{D,m} \hat{p}_m = \gamma^+_{D,m} p_{\text{tot}} \) or \( \gamma^+_{N,m} \hat{p}_m = \frac{\sigma_0}{\sigma_m} \gamma^+_{N,m} p_{\text{tot}} \), but not both. Then, the auxiliary field cannot be zero, which prevents obtaining the standard single-trace formulations. Furthermore, these choices lead to either

\[
\begin{cases} 
\hat{\phi}_m = 0, \\
\gamma^+_{D,m} p_{\text{tot}} = V_m \hat{\psi}_m, \\
\gamma^+_{N,m} p_{\text{tot}} = \frac{\sigma_0}{\sigma_m} \left( \frac{1}{2} I_m + T_m \right) \hat{\psi}_m
\end{cases}
\]

for \( m = 1, 2, \ldots, \ell \); or

\[
\begin{cases} 
\hat{\psi}_m = 0, \\
\gamma^+_{D,m} p_{\text{tot}} = \left( \frac{1}{2} I_m - K_m \right) \hat{\phi}_m, \\
\gamma^+_{N,m} p_{\text{tot}} = \frac{\sigma_0}{\sigma_m} D_m \hat{\phi}_m
\end{cases}
\]

for \( m = 1, 2, \ldots, \ell \), respectively.
Now, boundary integral formulations can be designed by taking the exterior traces of the direct exterior representation formula (24) and substitute the auxiliary traces (45) to obtain
\[
\frac{1}{2}V_m \psi_m + \sum_{n=1}^{\ell} \left( -K_{0,mm} V_n + \frac{\sigma_n}{\sigma_0} V_{0,mm} \left( \frac{1}{2} I_n + T_n \right) \right) \psi_n = \gamma_{D,mm} p_{\text{inc}}, \tag{47}
\]
\[
\frac{1}{2} \frac{\sigma_n}{\sigma_0} \left( \frac{1}{2} I_m + T_m \right) \psi_m + \sum_{n=1}^{\ell} \left( D_{0,mm} V_n + \frac{\sigma_n}{\sigma_0} T_{0,mm} \left( \frac{1}{2} I_n + T_n \right) \right) \psi_n = \gamma_{N,mm} p_{\text{inc}} \tag{48}
\]
for \( m = 1, 2, \ldots, \ell \) or, alternatively, substitute the auxiliary traces (46) to obtain
\[
\frac{1}{2} \left( \frac{1}{2} I_m - K_m \right) \phi_m + \sum_{n=1}^{\ell} \left( -K_{0,mm} \left( \frac{1}{2} I_n - K_n \right) + \frac{\sigma_n}{\sigma_0} V_{0,mm} D_n \right) \phi_n = \gamma_{D,mm}^+ p_{\text{inc}}, \tag{49}
\]
\[
\frac{1}{2} \frac{\sigma_n}{\sigma_0} D_m \phi_m + \sum_{n=1}^{\ell} \left( D_{0,mm} \left( \frac{1}{2} I_n - K_n \right) + \frac{\sigma_n}{\sigma_0} T_{0,mm} D_n \right) \phi_n = \gamma_{N,mm}^+ p_{\text{inc}} \tag{50}
\]
for \( m = 1, 2, \ldots, \ell \). The four boundary integral formulations (47)–(50) are called auxiliary field formulations and have only one unknown surface potential at each interface. Notice that linear combinations of formulations (47) and (48) or formulations (49) and (50) could be used as well.

These formulations were introduced for time-dependent problems\cite{34,35}, are also known as single-source formulations in electromagnetics\cite{36,37}, and can also be derived using an indirect approach with a specific set of potentials\cite{38}.

### 3.2 Indirect boundary integral formulations

Any solution of the Helmholtz system can be represented by an indirect representation of the field in terms of a single surface potential\cite{39}, which is not necessarily the trace of the pressure field. This leads to the single-potential formulations (SPF) while mixing direct and indirect representations for the exterior and interior result in the mixed-potential formulations (MPF).

#### 3.2.1 Single potential formulations

The fields are represented by a single surface potential at each interface as
\[
p_{\text{sca}} = -\sum_{n=1}^{\ell} V_{0,n} \psi_n^+ \quad \text{or} \quad p_{\text{sca}} = \sum_{n=1}^{\ell} K_{0,n} \phi_n^+ \quad \text{in} \quad \Omega_i, \tag{51}
\]
\[
p_{\text{cot}} = V_m \psi_m^- \quad \text{or} \quad p_{\text{cot}} = -K_m \phi_m^- \quad \text{in} \quad \Omega_i \tag{52}
\]
for \( m = 1, 2, \ldots, \ell \), and surface potentials \( \phi_m^+ \) and \( \psi_m^+ \) which are not necessarily the traces of the pressure field. Substituting the single-layer representation into the interface conditions (1) yields
\[
\begin{bmatrix}
V_m \psi_m^- - \sum_{n=1}^{\ell} V_{0,mm} \psi_n^+ = \gamma_{D,mm}^+ p_{\text{inc}}, \\
\frac{\sigma_n}{\sigma_0} \left( \frac{1}{2} I_m + T_m \right) \psi_m^- + \frac{1}{2} I_m \psi_m^+ - \sum_{n=1}^{\ell} T_{0,mm} \psi_n^+ = \gamma_{N,mm}^+ p_{\text{inc}}
\end{bmatrix} \tag{53}
\]
for \( m = 1, 2, \ldots, \ell \). Alternatively, taking the double-layer representation yields
\[
\begin{bmatrix}
\left( \frac{1}{2} I_m - K_m \right) \phi_m^- + \frac{1}{2} I_m \phi_m^+ + \sum_{n=1}^{\ell} K_{0,mm} \phi_n^+ = \gamma_{D,mm}^+ p_{\text{inc}}, \\
\frac{\sigma_n}{\sigma_0} D_m \phi_m^- - \sum_{n=1}^{\ell} D_{0,mm} \phi_n^+ = \gamma_{N,mm}^+ p_{\text{inc}}
\end{bmatrix} \tag{54}
\]
for \( m = 1, 2, \ldots, \ell \). Two other boundary integral formulations can be designed by mixing the indirect single-layer and double-layer representations, that is,

\[
\begin{aligned}
\left\{ \begin{array}{l}
\left( \frac{1}{2} I_m - \Lambda_n \right) \phi_m^- - \sum_{n=1}^{\ell} V_{0,mm} \psi_m^+ = \gamma_{D,m}^+ p_{\text{inc}}, \\
\frac{\sigma_n}{\sigma_0} D_n \phi_m^- + \frac{1}{2} I_m \psi_m^- - \sum_{n=1}^{\ell} T_{0,mm} \psi_m^+ = \gamma_{N,m}^+ p_{\text{inc}}
\end{array} \right.
\end{aligned}
\]

for \( m = 1, 2, \ldots, \ell \) and

\[
\begin{aligned}
\left\{ \begin{array}{l}
V_m \psi_m^- + \frac{1}{2} I_m \phi_m^+ + \sum_{n=1}^{\ell} K_{0,mm} \phi_m^+ = \gamma_{D,m}^+ p_{\text{inc}}, \\
\frac{\sigma_n}{\sigma_0} \left( \frac{1}{2} I_m + T_m \right) \psi_m^- - \sum_{n=1}^{\ell} D_{0,mm} \phi_m^+ = \gamma_{N,m}^+ p_{\text{inc}}
\end{array} \right.
\end{aligned}
\]

for \( m = 1, 2, \ldots, \ell \). Furthermore, one could also consider different interior potentials at different interfaces. Analogous versions for Maxwell’s equations have only an electric or magnetic surface currents as unknown potentials and are called the electric and magnetic current formulations.\(^{[35,39]}\)

### 3.2.2 Mixed potential formulations

Let us consider a mix of single-potential representation for the exterior and a direct representation for the interior fields, that is,

\[
p_{\text{sca}} = - \sum_{n=1}^{\ell} \mathcal{V}_{0,mm} \psi_m^+ \quad \text{or} \quad p_{\text{sca}} = \sum_{n=1}^{\ell} \mathcal{K}_{0,mm} \phi_m^+ \quad \text{in} \ \Omega_0,
\]

\[
p_{\text{tot}} = V_m (\gamma_{N,m}^- p_{\text{tot}}) - \mathcal{K}_m (\gamma_{D,m}^- p_{\text{tot}}) \quad \text{in} \ \Omega_m
\]

for \( m = 1, 2, \ldots, \ell \), and surface potentials \( \phi_m^+ \) and \( \psi_m^+ \) which are not necessarily the traces of the pressure field. Since a direct formulation is used for the interior field, one can use the interior NtD and DtN maps \((18)-(19)\). Then, the interface conditions \((1)-(3)\) yield

\[
\gamma_{D,m}^+ p_{\text{tot}} = \gamma_{D,m}^- p_{\text{tot}} = \Lambda_{NtD,m}^- \gamma_{N,m}^- p_{\text{tot}} = \frac{\sigma_0}{\sigma_m} \Lambda_{NtD,m}^+ \gamma_{N,m}^+ p_{\text{tot}},
\]

\[
\gamma_{N,m}^- p_{\text{tot}} = \frac{\sigma_m}{\sigma_0} \gamma_{N,m}^- p_{\text{tot}} = \frac{\sigma_m}{\sigma_0} \Lambda_{DtN,m}^- \gamma_{D,m}^- p_{\text{tot}} = \frac{\sigma_m}{\sigma_0} \Lambda_{DtN,m}^+ \gamma_{D,m}^+ p_{\text{tot}}.
\]

Now, boundary integral formulations can be designed by taking traces of the exterior field and eliminating one of the traces via the NtD or DtN maps. Specifically, taking the exterior single-layer representation and eliminating the exterior Neumann trace results in

\[
\left\{ \begin{array}{l}
\gamma_{D,m}^+ p_{\text{tot}} - \sum_{n=1}^{\ell} V_{0,mm} \psi_{0,n} = \gamma_{D,m}^+ p_{\text{inc}}, \\
\frac{\sigma_n}{\sigma_0} \Lambda_{NtD,m}(\gamma_{N,m}^+ p_{\text{tot}}) + \frac{1}{2} \psi_{0,m} - \sum_{n=1}^{\ell} T_{0,mm} \psi_{0,n} = \gamma_{N,m}^+ p_{\text{inc}}
\end{array} \right.
\]

for \( m = 1, 2, \ldots, \ell \) and the unknowns \( \psi_{0,m} \) and \( \gamma_{D,m}^+ p_{\text{tot}} \), while eliminating the Dirichlet trace results in

\[
\left\{ \begin{array}{l}
\frac{\sigma_n}{\sigma_0} \Lambda_{NtD,m}(\gamma_{N,m}^+ p_{\text{tot}}) - \sum_{n=1}^{\ell} V_{0,mm} \psi_{0,n} = \gamma_{D,m}^+ p_{\text{inc}}, \\
\gamma_{N,m}^+ p_{\text{tot}} + \frac{1}{2} \psi_{0,m} - \sum_{n=1}^{\ell} T_{0,mm} \psi_{0,n} = \gamma_{N,m}^+ p_{\text{inc}}
\end{array} \right.
\]
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for \( m = 1, 2, \ldots, \ell \) and the unknowns \( \psi_{0,m} \) and \( \gamma^+_{N,m} p_{\text{tot}} \). Alternatively, taking the exterior double-layer representation and eliminating the exterior Neumann trace results in

\[
\begin{aligned}
\begin{cases}
\gamma^+_{D,m} p_{\text{tot}} + \frac{1}{2} \phi_{0,m} + \sum_{n=1}^{\ell} K_{0,mm} \phi_{0,n} = \gamma^+_{D,m} p_{\text{inc}} \\
\frac{\gamma^+_{N,m}}{\sigma_0} (\gamma^+_{N,m} p_{\text{tot}}) - \sum_{n=1}^{\ell} D_{0,mm} \phi_{0,n} = \gamma^+_{N,m} p_{\text{inc}}
\end{cases}
\end{aligned}
\]  
(63)

for \( m = 1, 2, \ldots, \ell \) and the unknowns \( \phi_{0,m} \) and \( \gamma^+_{D,m} p_{\text{tot}} \), while eliminating the Dirichlet trace results in

\[
\begin{aligned}
\begin{cases}
\frac{\sigma_0}{\gamma^+_{N,m}} N_{D,m} (\gamma^+_{N,m} p_{\text{tot}}) + \frac{1}{2} \phi_{0,m} + \sum_{n=1}^{\ell} K_{0,mm} \phi_{0,n} = \gamma^+_{D,m} p_{\text{inc}} \\
\gamma^+_{N,m} p_{\text{tot}} - \sum_{n=1}^{\ell} D_{0,mm} \phi_{0,n} = \gamma^+_{N,m} p_{\text{inc}}
\end{cases}
\end{aligned}
\]  
(64)

for \( m = 1, 2, \ldots, \ell \) and the unknowns \( \phi_{0,m} \) and \( \gamma^+_{N,m} p_{\text{tot}} \).

These formulations include NtD and DtN maps that have no closed-form expressions for general surfaces. Hence, the equations need to be multiplied from the left by the correct boundary integral operators according to the definitions of the NtD and DtN maps \((18)-(19)\). For example, the formulation \((61)\) can be written as

\[
\begin{aligned}
\begin{cases}
\gamma^+_{D,m} p_{\text{tot}} - \sum_{n=1}^{\ell} V_{0,mm} \psi_{0,n} = \gamma^+_{D,m} p_{\text{inc}} \\
\frac{\sigma_0}{\gamma^+_{N,m}} D_{m} (\gamma^+_{N,m} p_{\text{tot}}) + \left( \frac{1}{2} I_m - T_m \right) \left( \frac{1}{2} \psi_{0,m} - \sum_{n=1}^{\ell} T_{0,mm} \psi_{0,n} \right) = \left( \frac{1}{2} I_m - T_m \right) \gamma^+_{N,m} p_{\text{inc}}
\end{cases}
\end{aligned}
\]  
(65)

or

\[
\begin{aligned}
\begin{cases}
\gamma^+_{N,m} p_{\text{tot}} - \sum_{n=1}^{\ell} V_{0,mm} \psi_{0,n} = \gamma^+_{N,m} p_{\text{inc}} \\
\frac{\sigma_0}{\gamma^+_{D,m}} \left( \frac{1}{2} I_m + K_m \right) (\gamma^+_{D,m} p_{\text{tot}}) + V_m \left( \frac{1}{2} \psi_{0,m} - \sum_{n=1}^{\ell} T_{0,mm} \psi_{0,n} \right) = V_m \gamma^+_{N,m} p_{\text{inc}}
\end{cases}
\end{aligned}
\]  
(66)

for \( m = 1, 2, \ldots, \ell \). This procedure yields eight different mixed potential formulations. Notice that reversing the direct and indirect formulation is complicated in the case of multiple reflection since exterior NtD and DtN maps will not be local anymore. Formulations based on the same design principles are called single-source formulations in electromagnetics \((10)-(11)\) and are well conditioned for high-contrast media \((22)\).

### 3.3 Other boundary integral formulations

The list of boundary integral formulations presented above is not exhaustive. Firstly, indirect formulations can be designed with explicit relations between surface potentials, such as the combined-source formulations in electromagnetics \((25)\), the Brakhage-Werner formulation \((23)\) and regularised formulations \((24)\). Secondly, domain decomposition techniques result in global multiple-traces formulations \((26)\), symmetric mortar element formulations for five unknown potentials at each interface \((27)\), or specific coupling conditions for independent subdomain formulations \((28)-(29)\). Thirdly, electromagnetic formulations can be designed with respect to the scalar and vector potentials, in addition to the fields (augmented formulations \((30)\) or as replacements of the fields \((A-\Phi \text{ formulations})\). We do not claim completeness of the formulations mentioned in this study since there is an abundance of literature on the topic and the design of novel formulations is still actively pursued.
3.4 Numerical discretisation

The boundary integral operators can be discretised with numerical algorithms such as collocation and Galerkin methods. Here, a Galerkin method is used with continuous piecewise linear (P1) functions as test and basis functions in the weak formulation\textsuperscript{9}. Given a triangulation of the material interface, the P1 functions have a value of one on a specific node, are zero on all other nodes in the mesh, and have a continuous linear approximation on each triangular element.

4 PRECONDITIONING

The discretised boundary integral formulations are a dense system of linear equations that need to be solved with either direct factorisation\textsuperscript{52} or iterative Krylov methods\textsuperscript{53}. For large-scale simulations, the GMRES algorithm\textsuperscript{54} is often the preferred technique, where the dense matrix arithmetic is accelerated with the fast multipole method\textsuperscript{6} or hierarchical matrix compression\textsuperscript{7}. Furthermore, preconditioning of the linear system is often essential to limit the number of GMRES iterations to reach a predefined accuracy. Since algebraic preconditioners such as ILU require explicit access to the matrix\textsuperscript{55}, they are cumbersome to implement in conjunction with acceleration techniques\textsuperscript{56}. Differently, operator preconditioning is based on boundary integral operators that are discretised separately to the model formulation and can, therefore, readily be combined with accelerators\textsuperscript{57}.

Moreover, the effectiveness of operator preconditioners is justified by functional analysis of the boundary integral operators\textsuperscript{58}. Given a linear operator \( Q : V \to W \) that maps from function space \( V \) to \( W \), a preconditioner with the mapping property \( R : W \to V \) yields a system \( RQ : V \to V \) that is typically well conditioned\textsuperscript{59,60}. This observation is the basis of so-called operator preconditioning. In the case of weak formulations, the discretised operators satisfy \( Q_h : V_h \to W'_h \) and \( R_h : W_h \to V'_h \) where the subscript \( h \) denotes a finite-dimensional subspace and the prime denotes the dual space. Then, additional mass matrices achieve the desired mapping property of

\[
M_2^{-1} R_h M_1^{-1} Q_h : V_h \to V_h
\]

for \( M_1 : W_h \to W'_h \) and \( M_2 : V_h \to V'_h \) discretised identity operators\textsuperscript{61}. In this study, mass-matrix preconditioning will always be used. Moreover, the operator products for the preconditioned formulations are not explicitly calculated but separate matrix-vector multiplications are performed at each iteration of the iterative linear solver.

Two of the most effective preconditioning strategies are Calderón and OSRC preconditioning. Table 1 summarises the feasible combinations of preconditioner and model formulation, along with characteristics of the preconditioned boundary integral formulations.

4.1 Calderón preconditioning

The family of Calderón preconditioners\textsuperscript{2} are designed with information from the Calderón identities introduced in Section 2.2.2. These preconditioners are linear operators with dense blocks and are mainly effective at moderate frequency ranges.
TABLE I Preconditioned boundary integral formulations for acoustic transmission through multiple objects. The abbreviations are Calderón projection (CP), on-surface radiation conditions (OSRC), opposite-order (OO), unknown surface potentials (sp), dense boundary integral operators (BIO), dense matrix-vector multiplications (mv), and $\ell$ is the number of bounded domains.

| formulation | CP | OSRC/OO | #sp | #BIO | #mv |
|-------------|----|---------|-----|------|-----|
| Dirichlet \(31\) | - | √ | $2\ell$ | $2\ell + 2\ell^2$ | $2\ell + 2\ell^2$ |
| Neumann \(32\) | - | √ | $2\ell$ | $2\ell + 2\ell^2$ | $2\ell + 2\ell^2$ |
| PMCHWT \(33\) | √ | √ | $2\ell$ | $4\ell + 4\ell^2$ | $4\ell + 4\ell^2$ |
| Müller \(34\) | - | - | $2\ell$ | $4\ell + 4\ell^2$ | $4\ell + 4\ell^2$ |
| Combined field \(35\)–\(37\) | - | √ | $2\ell$ | $4\ell + 4\ell^2$ | $4\ell + 4\ell^2$ |
| Multiple traces \(39\) | √ | √ | $4\ell$ | $4\ell + 4\ell^2$ | $4\ell + 4\ell^2$ |
| Auxiliary field \(47\)–\(50\) | - | √ | $\ell$ | $2\ell + 2\ell^2$ | $\ell + 3\ell^2$ |
| Single potential \(53\)–\(56\) | - | √ | $2\ell$ | $2\ell + 2\ell^2$ | $2\ell + 2\ell^2$ |
| Mixed potential \(61\)–\(64\) | - | √ | $2\ell$ | $2\ell + 2\ell^2$ | $\ell + 3\ell^2$ |

4.1.1 Projection-based preconditioning

The Calderón operator is a projection, specifically, $A^2_m = \frac{1}{4}I_m$ and $\tilde{A}^2_m = \frac{1}{4}I_m$. Hence, the Calderón operator is a perfect preconditioner for itself. This property is the design principle behind Calderón preconditioning of the PMCHWT and MTF formulations.

The PMCHWT formulation \(33\) involves sums of interior and exterior Calderón operators. Then, Calderón preconditioning is justified with the following observations:

\[
\left( A_0 + \tilde{A}_1 \right)^2 = \frac{1}{4}I_0 + \frac{1}{4}I_1 + A_0\tilde{A}_1 + \tilde{A}_1A_0, \tag{67}
\]
\[
A_0 \left( A_0 + \tilde{A}_1 \right) = \frac{1}{4}I_0 + A_0\tilde{A}_1, \tag{68}
\]
\[
\tilde{A}_1 \left( A_0 + \tilde{A}_1 \right) = \frac{1}{4}I_1 + \tilde{A}_1A_0. \tag{69}
\]

These are well-conditioned operators since the products of Calderón operators are compact\[53,54,60\]. The full version incurs more computation time than the exterior and interior preconditioners but tends to be better conditioned since it has a single spectral accumulation point\[62\]. None of the preconditioners require additional storage since the operators are already present in the model anyway. This advantage is lost when a different wavenumber or numerical parameters are chosen for Calderón preconditioning\[62,64\].

The boundary integral formulations for transmission through multiple objects result in a linear system with blocks associated to each material interface. Calderón preconditioning based on the full system is effective but requires an overhead of $\ell + \ell^2$ matrix-vector multiplications of individual Calderón matrices. A more efficient alternative is a diagonal block preconditioner...
based on a single Calderón operator at each interface. This approach does not incorporate multiple reflection in the preconditioner but has a superior computational complexity of only $\ell$ matrix-vector multiplications in the preconditioner step of GMRES.

### 4.1.2 Opposite-order preconditioning

A corollary of operator preconditioning for Sobolev spaces is that the preconditioner needs to be of opposite order compared to the model. Hence, single-layer and hypersingular boundary integral operators are good candidates for preconditioning respectively the hypersingular and single boundary integral operator. The efficiency of this opposite-order preconditioning is also justified by the Calderón identities (16)–(17). For instance, the single-potential formulation (54) can be preconditioned as

$$
\begin{bmatrix}
1 & 0 \\
0 & -V_0
\end{bmatrix}
\begin{bmatrix}
\frac{1}{2} & 1 \frac{1}{2}I_1 - K_1 1 0 + K_0
\end{bmatrix}
\begin{bmatrix}
\phi_1
\end{bmatrix}
= 
\begin{bmatrix}
1 & 0 \\
0 & -V_0
\end{bmatrix}
\begin{bmatrix}
\gamma^+_m P_{inc}
\end{bmatrix}
$$

for a single domain and with direct extensions to multiple domains.

### 4.2 OSRC preconditioning

The DtN and NtD maps are good candidates as opposite-order preconditioners for the hypersingular and single-layer operators since this combination yields a second-kind operator, as can be seen in Eqns. (22)–(23). However, directly using these maps is not feasible since no closed-form expressions are available for general surfaces. Hence, approximations need to be used, of which the on-surface radiation conditions are among the most efficient ones. The OSRC preconditioners are local operators and are especially accurate at high frequencies. They are defined by the pseudo-differential operators

$$
L_{\text{NtD,m}}^{-} = \frac{1}{ik_m} \left( I_m + \frac{\Delta r_m}{k_{m,c}^2} \right)^{-\frac{1}{2}},
$$

$$
L_{\text{DtN,m}}^{-} = \frac{1}{ik_m} \left( I_m + \frac{\Delta r_m}{k_{m,c}^2} \right)^{-\frac{1}{2}},
$$

where $\Delta r_m$ denotes the Laplace-Beltrami operator on surface $\Gamma_m$ and $k_{m,c} = k_m(1+i\epsilon)$ a damped wavenumber for $\epsilon > 0$. Setting the hyperparameters is often based on optimal choices for a single spherical geometry. Specifically, $\epsilon = 0.4(k_m R_m)^{-\frac{1}{2}}$ where $R_m$ denotes the radius of the object $\Omega_m$. The square-root operation will be approximated with a truncated Padé series expansion that reduces the operator into a set of surface Helmholtz equations with complex-valued wavenumbers. Since these are local boundary integral operators, the resulting matrices are sparse, the inversion of which is performed by calculating the sparse LU-factorisation once, and stored for use in each iteration of the linear solver.

As an example of OSRC preconditioning, the PMCHWT formulation for a single object becomes

$$
\begin{bmatrix}
0 & V_{\text{NtD,1}}^{-} \\
V_{\text{DtN,1}}^{-} & 0
\end{bmatrix}
\begin{bmatrix}
-K_0 - K_1 V_0 + \frac{\sigma_0}{\sigma_1} V_1 \\
D_0 + \frac{\sigma_0}{\sigma_1} D_1 T_0 + T_1
\end{bmatrix}
\begin{bmatrix}
\phi
\end{bmatrix}
= 
\begin{bmatrix}
0 & V_{\text{NtD,1}}^{-} \\
V_{\text{DtN,1}}^{-} & 0
\end{bmatrix}
\begin{bmatrix}
\gamma^+_D P_{inc}
\end{bmatrix}
$$

which is equivalent to a block-diagonal preconditioner for a permuted PMCHWT formulation and with direct extensions to multiple domains. Furthermore, the OSRC operators can be used as a combination parameter for the combined single-trace formulations as well.
5 | BENCHMARKING

The previous sections presented five families of boundary integral formulations and three preconditioning strategies. This section assesses the computational characteristics of these preconditioned formulations through an extensive benchmarking exercise. The objective is to compare different preconditioned formulation, rather than different mathematical models, physical experiments, or software packages.

5.1 | Parameter selection

Any benchmarking exercise needs to limit the parameter space to a feasible size to perform the computational simulations. Here, the choices to set the parameters will be explained.

Wave propagation

The incident wave field is a plane wave with driving frequency \( f \) in Hz. The physical parameters are chosen from materials commonly found in biomedical engineering, with a linear frequency power law model for attenuation. That is, \( \sigma_m = 1/\rho_m \) for \( \rho \) the mass density in kg m\(^{-3}\) and \( k_m = 2\pi f/c_m + i\alpha_m(f \cdot 10^{-6})^b \) where \( c \) denotes the wavespeed in m s\(^{-1}\), \( \alpha \) the attenuation coefficient in Np m\(^{-1}\) Hz\(^{-1}\) and \( b \) an exponent. See Table 2 for the values.

| material | \( \rho \) | \( c \) | \( \alpha \) | \( b \) |
|----------|---------|---------|----------|------|
| water    | 1000    | 1500    | 0.015    | 2    |
| fat      | 917     | 1412    | 9.334    | 1    |
| bone     | 1912    | 4080    | 47.20    | 1    |

Numerical discretisation

As explained in Section 3.4, a Galerkin method with P1 elements is used as numerical discretisation. The benchmarks will be performed with dense matrix algebra, even though all preconditioned formulations are amenable to acceleration schemes. The main reason is to limit the parameter space: fast multipole and matrix compression algorithms often require expert choices for numerical parameters to obtain fast implementations. Standard quadrature rules are used with three points per triangle, which are increased to five for near interactions, and a singularity-aware scheme for the self interactions.

Meshes

The triangular surface meshes are generated with the open-source library Gmsh. The triangular elements are flat, no curved elements are used. The edges of the triangles have a length of at most \( h = \lambda_{\text{min}}/n_h \) where \( \lambda_{\text{min}} \) is the minimum of the
wavelengths in the interior and exterior region to each interface, and $n_h$ is a fixed number. Here, at least four elements per wavelength are used ($n_h = 4$). Even though this is on the lower side of common choices for the mesh width, a Galerkin method with P1 elements is sufficiently accurate at a sphere. For comparison, the benchmarks at 1 MHz were performed with eight elements per wavelength as well, without yielding different conclusions for this study.

**Geometry**

The objects are spheres with a radius of 5 mm and acoustic properties of either fat or bone, with water being the exterior medium. In the case of two spheres, one is made of fat and the other is bone, with a distance of 35 mm between the two centers. Table 3 summarizes the geometrical details.

**Preconditioned linear solver**

All linear systems were solved with GMRES with a termination criterion of $\varepsilon = 10^{-5}$, a maximum of 1000 iterations, and without restart. The Calderón preconditioners reuse the same operators present in the model formulation. For the OSRC preconditioner, the hyperparameters are given by a Padé series with four terms, a branch cut of angle $\pi/3$, sparse LU decompositions, and a damping parameter of $\varepsilon = 0.4(k_mR_m)^{-2/3}$. Different values are used for the damping, including the interior and exterior wavenumbers.

**Software and hardware platform**

The BEM was implemented with version 3.3 of the open-source BEMPP library. The library SciPy version 1.2.1 was used for the linear algebra. Graphics were created with the libraries Matplotlib and Seaborn. All simulations were performed with hyperthreading on a workstation with 16 processor cores (Intel Xeon(R) CPU E5-2683 v4 @ 2.10 GHz) and 512 GB RAM. Shared-memory parallelisation was achieved through threaded Lapack routines called by SciPy and an Intel TBB implementation in BEMPP. Additional gains in compute time can be achieved through high-performance computing on graphics cards or clusters, which is outside the scope of this study.
Performance studies

The benchmarking includes a total number of 538 different preconditioned boundary integral formulations and a variety of different geometries. Below, computational results of the benchmarks will be presented.

5.2.1 Matrix assembly

Let us first benchmark the time to assemble the model. For dense matrices, the computational complexity is $O(n^2)$ with $n$ the number of degrees of freedom, which yields a scaling of $O(f^4)$ for a fixed number of elements per wavelength. This computational complexity is confirmed by the benchmarks, where the measured time to build the linear system has a scaling of 1.98 with respect to the number of degrees of freedom. The benchmark results presented in Figure 2 clearly show two groups of formulations at each mesh. This observation is consistent with the number of boundary integral operators in the formulation, which is either two or four, as summarised in Table 1. Notice that a ratio of two to three is observed since the adjoint double-layer operator is not explicitly assembled: the transpose of the double-layer operator was used. Furthermore, the sudden drop visible at 6498 nodes is expected because this benchmark corresponds to the case of two spheres and fewer operators are necessary for the cross interactions.

5.2.2 Time per GMRES iteration

Since the BEM requires dense matrix arithmetic, the time per GMRES iteration is dominated by the multiplication of the preconditioned matrix with a vector. No preconditioner system needs to be solved because the Calderón preconditioning is a
matrix-vector multiplication and the OSRC preconditioner uses a set of sparse LU decompositions calculated at the assembly stage. The expected scaling of a dense matrix-vector multiplication is $O(n^2)$. Surprisingly, the benchmark suggests a scaling of $N^{\alpha}_{\text{nodes}}$ for $\alpha = 1.28$, as can be seen in Figure 3. The observed scaling is much better than expected, which is likely because of the optimised Lapack routines for linear algebra routines. This is in contrast to the matrix assembly, which is performed by special quadrature rules implemented in the C++ kernel of the BEMPP library. These timing characteristics strongly depend on the design choices of the software package, and will also drastically change when accelerators like the fast-multipole method or hierarchical matrix compression are employed.

FIGURE 3 A swarm plot of the time per GMRES iteration, averaged over the GMRES history of each simulation, scaled with $N^{\alpha}_{\text{nodes}}$ for $\alpha = 1.28$, and normalised by the maximum time at 12 377 nodes. (a) Separated by preconditioner type. (b) Separated by formulation for mass preconditioning only.
FIGURE 4 A swarmplot of the accuracy for all preconditioned formulations on one sphere that converged within 1000 iterations. Higher values of PSNR mean higher accuracy of the field reconstruction. As a reference, a PSNR accuracy of 20 dB and 40 dB correspond to L2 errors of around 5% and 1%, respectively.

When comparing the different preconditioned formulations, Figure 3(a) confirms the expected increase in time per GMRES iteration with preconditioning, with Calderón preconditioning the most expensive one due to its dense blocks. As before, the groups of timings correspond to formulations with the same number of operators involved, which is also visible in Figure 3(b). Notice that although the results in Figure 3(b) are for the mass preconditioner only, this still includes combined single-trace formulation with the OSRC operator as coupling operator, which are the most expensive cases.

5.2.3 Accuracy of field reconstruction

For transmission through a single spherical object, the analytical solution is given by a series expansions in spherical harmonics. With the purpose of an accuracy analysis, the total pressure field $p_{\text{tot}}$ is evaluated on a visualisation grid of $101 \times 101$ points that are uniformly located on a square of size $3 \times 3$ cm, centered at the origin of the sphere and with nodes both in the exterior and interior of the sphere. The accuracy is defined by the peak signal-to-noise ratio (PSNR), which is a common quality measure for image reconstruction and defined as the ratio of the mean squared error and the maximum, in decibels:

$$
\text{PSNR} = -10 \cdot \log_{10} \left( \frac{1}{N} \sum_{i} \left( \frac{p_{\text{exact}}(x_i) - p_{\text{tot}}(x_i)}{\max_i p_{\text{exact}}(x_i)} \right)^2 \right)
$$

where $x_i$ for $i = 1, 2, \ldots, N$ are the field points and $p_{\text{exact}}^{\text{tot}}$ denotes the analytical solution.

The reconstruction accuracy measured in the benchmark is presented in Figure 4, which shows large differences between the preconditioned formulations, even though all simulations use the same GMRES tolerance. The GMRES implementation of the benchmarks take the preconditioned matrix norm of the residual as termination criterion. This is a different error measure than...
the PSNR of the pressure fields. Overall, the results show that preconditioning does not change the quality of the fields, except for several cases with poorly designed preconditioned formulations. In these special cases, the fields are inaccurate even when GMRES converges. Simulations with a PSNR lower than 20 dB have visually appreciable deficiencies in the fields and will be excluded from analysis in the following sections. Furthermore, the accuracy depends on the material parameters and increasing the mesh density improves the accuracy.

5.2.4 Convergence with material parameters and frequency

The convergence of GMRES strongly depends on the material characteristics and the driving frequency, as confirmed by the benchmark results presented in Figure 5. The large proportion at the right in Figure 5(a) includes all simulations that did not yet converge after the maximum of 1000 iterations. Figure 5(b) only includes the benchmark results for which GMRES converged within 1000 iterations. These results show a skewed distribution of the number of GMRES iterations for the preconditioned formulations. That is, the median is low but a significant proportion of preconditioned formulations requires considerably more iterations for GMRES to converge.

The dependency of the GMRES convergence on the material characteristics can be attributed to different mechanisms. For example, bone has more attenuation, a longer wavelength, and requires less degrees of freedom compared to fat, which can all be considered as favourable. However, fat has a smaller contrast with water in terms of wavespeed and density, as compared to bone and water. The benchmarking suggests that the contrasts in material parameters are the dominant characteristics for the convergence of GMRES. The observed deterioration of convergence when frequency increases is expected and specialised formulations and preconditioners need to be designed to improve the convergence at high frequencies.

The results presented in Figure 5 do not distinguish between preconditioned formulations and, therefore, any conclusion drawn from these benchmarks depend on the stratification of formulation parameters that were chosen. As will be shown below, these results are general statements that do not necessarily hold for a specific preconditioned formulation. In any case, these benchmarks give important information when preconditioned formulations are chosen without optimising the performance for the specific configuration.
FIGURE 5 The number of GMRES iterations for each preconditioned formulation, with the maximum set to 1000. (a) A histogram and kernel density estimation for all formulations. The count is the number of preconditioned formulations inside each bin that consists of an interval of 100 GMRES iterations. The last bin includes formulations that did not converge in 1000 GMRES iterations. (b) A boxenplot (or letter-value plot) for the formulations that converged. From the median at the horizontal line, the consecutive blocks (upwards and downwards) contain roughly 25%, 12.5%, 6.25%, etc. of the preconditioned formulations. Outliers are presented by diamonds.
5.2.5 Convergence of formulations

The benchmarking results presented in Figure 6 demonstrate that the convergence of the BEM strongly depends on the boundary integral formulation and preconditioner. There is a multifaceted interaction between the frequency, material type and formulation. For example, the formulations AFF, SPF and MPF have similar convergence behaviour for both material types, whereas the PMCHWT and MTF have a sharp increase in number of iterations. Furthermore, a wide spread in convergence behaviour is observed with some formulations converging within a few iterations while others did not converge after a thousand iterations. This confirms that choosing the correct boundary integral formulation is essential to obtain efficient simulations.
FIGURE 7 A swarmplot of the number of GMRES iterations for each preconditioned formulation on a single sphere, with the maximum set to 1000.

5.2.6 Convergence of preconditioners

The results in Figure 7 confirm that preconditioning works in general, since most of the OSRC and Calderón preconditioned formulations require less GMRES iterations than the simple mass preconditioner. The few cases where preconditioning deteriorates the convergence correspond to OSRC preconditioned formulations that use poorly chosen hyperparameters. The Calderón preconditioning is robust and requires few iterations, especially for fat. However, the convergence behaviour of Calderón preconditioning should consider the multifaceted character of preconditioned boundary integral formulations: Calderón preconditioner is available for the PMCHWT and MTF formulations only. Both formulations are stable but with convergence issues when materials have a high contrast across the interface. Also, preconditioning has an influence on the time per iteration, as was already discussed in Figure 3.

5.2.7 Multiple objects

The results in Figure 8 present the GMRES performance in the case of the two-sphere benchmark test. Again, the convergence can improve considerably with preconditioning, but only when correctly designed. The benchmarks also show the trade-off between less iterations and more computation time per iterations with preconditioning. Considering the total time to solve the linear system, the indirect formulations are relatively efficient since they involve less boundary integral operators.
FIGURE 8 A swarmplot of (a) the number of iterations and (b) the computation time of GMRES, for the preconditioned formulations on two spheres. In (b) only formulations that converged are depicted.

5.3 | Large-scale simulation

The previous benchmarks were performed on test cases with an intermediate complexity feasible to test hundreds of different formulations. Now, let us consider several of the best performing formulations and test them on a large-scale geometry. Four spheres with a radius of 5 mm are embedded in an exterior medium of water, two of the spheres are bone and the other two fat, with centers at \((\pm 6.5, \pm 15, 0)\) mm. The incident plane wave field travels in positive \(y\)-direction and has a driving frequency of \(2\) MHz. The five elements per wavelength result in a mesh of 72,254 nodes. In order to fit the matrices in the memory, hierarchical matrix compression was used with a tolerance of \(10^{-6}\). For the OSRC preconditioner, the standard parameter settings were used and for the Calderón preconditioner, the full version was used. The field is visualised in Figure 9. As expected, the spheres made of fat, which is a soft material, create a lensing effect whereas the spheres made of bone, which is a hard material, create a shadow region.
FIGURE 9 The amplitude of the acoustic field on the plane given by \( z = 0 \). The incident plane wave field travels upwards. The lower left and upper right spheres are of fat material and the upper left and lower right spheres are bone.

TABLE 4 The performance characteristics of the large-scale benchmark. The time \((T)\) is divided into building and solving the linear system.

| model         | preconditioner | \( T \) build | \#iter | \( T \) solve | \( T/\text{iter} \) |
|---------------|----------------|--------------|--------|---------------|-----------------|
| PMCHWT        | Calderón       | 6:51 h       | 281    | 0:55 h        | 11.77 s         |
| PMCHWT        | OSRC           | 6:58 h       | 224    | 0:24 h        | 6.56 s          |
| MTF           | Calderón       | 6:45 h       | 579    | 2:03 h        | 12.70 s         |
| AFF (50)      | OSRC           | 5:41 h       | 285    | 0:24 h        | 5.01 s          |
| SPF (54)      | OSRC           | 4:40 h       | 1000   | 1:14 h        | 4.46 s          |
| MPF (64)      | OSRC           | 5:16 h       | 427    | 0:35 h        | 4.86 s          |

Table 4 summarises the performance statistics for the large-scale benchmark. The PMCHWT and MTF both require long build times since they use all boundary integral operators. The other formulations use less operators and are quicker in the matrix assembly, where the timing of the hierarchical matrix compression also depends on the specific operators present in the formulation. The additional time for building the OSRC preconditioner is less than 30 seconds in all cases whereas Calderón preconditioning does not require additional assembly time. However, Calderón preconditioning doubles the time per iteration whereas the sparse OSRC preconditioner has little overhead.

The SPF is the only model that did not converge in 1000 iterations while the PMCHWT and AFF have the smallest numbers of iterations. Notice that the AFF is the quickest in overall time but, as can be seen in Figure 9, the field is inaccurate. Even though GMRES converged, spurious solutions are present in the interior of the spheres. Performing the same model with a higher mesh
resolutionsolved this issue, of course at the expense of considerably longer computation times. A similar behaviour was observed in Section 5.2.3 as well: a small error in the matrix norm for GMRES does not necessarily result in small errors in the pressure field. Differently, while the SPF did not converge, the pressure field is accurately retrieved. The PMCHWT formulation is very robust and simulates acoustic fields accurately, while the OSRC preconditioner yields fast convergence at high frequencies.

6 | CONCLUSIONS

This study surveyed the design of five families of boundary integral formulations for acoustic transmission through multiple domains. Each of these formulations use a different potential representation of the field or a different coupling algorithm at the material interface. Calderón and OSRC preconditioning were applied to all feasible formulations, leading to novel combinations of operator preconditioning and boundary integral formulations. Extensive benchmarks compare the computational performance of hundreds of preconditioned boundary integral formulations in terms of solution accuracy, GMRES convergence, and calculation time. The numerical results confirm that a proper choice and correct design of the model can improve the calculation time to solve the discretised system by orders of magnitude. Furthermore, there is a multifaceted dependency of the performance on material type, driving frequency and multiple reflection. None of the preconditioned formulations outperforms all others on each benchmark considered. Instead, the methodology needs to be adjusted to the specific configuration of the model, such as frequency and material types, as well as the efficiency objectives, such as memory consumption, calculation time, accuracy and robustness. Hence, expert knowledge is required, and this study presented the major considerations to be taken into account by a BEM practitioner.

The benchmarks show general recommendations on the choice of preconditioned boundary integral formulations. Figures 2 and 3 show that dense matrix arithmetic is quick for small-scale problems, but compression techniques are required when more than ten thousand nodes are present in the surface mesh. Figure 4 shows that the PMCHWT is one of the most robust formulations, with highly accurate field reconstructions for only four elements per wavelength and a moderate GMRES tolerance. Figures 5 and 6 show that the indirect formulations converge quickly for high-contrast materials. Figures 7 and 8 show that mass-matrix preconditioning is sufficient at low frequencies, and OSRC preconditioning is very effective at high frequencies and multiple reflection. Finally, the large-scale simulations in Figure 9 show that indirect formulations have short assembly time but slow convergence and inaccuracies, and the OSRC-preconditioned PMCHWT formulation is efficient and robust.

As with any benchmarking study, the parameter space was restricted due to practical limitations. Interesting dependencies on the geometry that were not considered for brevity include nonsmooth domains and resonant cavities. Furthermore, this study focuses only on the Helmholtz equation for acoustic wave propagation. Similar strategies can design formulations for electromagnetics and elastodynamics. Finally, even though the number of preconditioned formulations considered in this study is impressive, it is by no means exhaustive. The design freedom for boundary integral formulations and preconditioners allows for
the development of highly specialised techniques that are optimised for a specific setting. These might outperform the preconditioned formulations presented here. In general, these benchmarks of preconditioned formulations will suffice for the creation of robust and efficient boundary element methods for most practical purposes.
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