On the $c$-differential uniformity of certain maps over finite fields

Sartaj Ul Hasan\textsuperscript{1} · Mohit Pal\textsuperscript{1} · Constanza Riera\textsuperscript{2} · Pantelimon Stănică\textsuperscript{3}

Received: 18 May 2020 / Revised: 30 September 2020 / Accepted: 10 October 2020 / Published online: 8 November 2020
© This is a U.S. Government work and not under copyright protection in the US; foreign copyright protection may apply 2020

Abstract
We give some classes of power maps with low $c$-differential uniformity over finite fields of odd characteristic, for $c = -1$. Moreover, we give a necessary and sufficient condition for a linearized polynomial to be a perfect $c$-nonlinear function and investigate conditions when perturbations of perfect $c$-nonlinear (or not) function via an arbitrary Boolean or $p$-ary function is perfect $c$-nonlinear. In the process, we obtain a class of polynomials that are perfect $c$-nonlinear for all $c \neq 1$, in every characteristic. The affine, extended affine and CCZ-equivalence is also looked at, as it relates to $c$-differential uniformity.
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1 Introduction

Let \( p \) be an odd prime (unless stated otherwise), and let \( n \) be a positive integer. We denote by \( \mathbb{F}_q \) the finite field with \( q = p^n \) elements and by \( \mathbb{F}_q^* \), the multiplicative cyclic group of nonzero elements of \( \mathbb{F}_q \). We call a function from \( \mathbb{F}_{p^n} \) to \( \mathbb{F}_p \) a \( p \)-ary function on \( n \) variables.

For positive integers \( n \) and \( m \), any map \( F : \mathbb{F}_{p^n} \to \mathbb{F}_{p^m} \) is called a vectorial \( p \)-ary function, or \((n, m)\)-function. When \( m = n \), \( F \) can be uniquely represented as a univariate polynomial over \( \mathbb{F}_{p^n} \) of the form \( F(x) = \sum_{i=0}^{p^n-1} a_i x^i, a_i \in \mathbb{F}_{p^n} \).

The Walsh transform \( \mathcal{W}_F(a, b) \) of an \((n, m)\)-function \( F \) at \( a \in \mathbb{F}_{p^n}, b \in \mathbb{F}_{p^m} \) is defined as

\[
\mathcal{W}_F(a, b) = \sum_{x \in \mathbb{F}_{p^n}} \zeta_p^{\text{Tr}(b F(x)) - \text{Tr}(a x)},
\]

where \( \zeta = e^{2\pi i/p} \) is a \( p \)-root of unity and \( \text{Tr} : \mathbb{F}_{p^n} \to \mathbb{F}_p \) is the absolute trace function, given by \( \text{Tr}(x) = \sum_{i=0}^{n-1} x^p^i \).

We also say that \( \alpha \in \mathbb{F}_{p^n}^* \) is a \( \beta \)-linear structure for \( F \), if \( F(x + \alpha) - F(x) = \beta \), for all \( x \in \mathbb{F}_{p^n} \).

Let \( F \) be a function \( F : \mathbb{F}_{p^n} \to \mathbb{F}_{p^m} \). For any \( a, b \in \mathbb{F}_{p^n} \), we denote by \( N(a, b) \) the number of solutions \( x \in \mathbb{F}_{p^n} \) to \( F(x + a) - F(x) = b \). Let

\[
\Delta_F = \max \{N(a, b) \mid a, b \in \mathbb{F}_{p^n}, a \neq 0\},
\]

then a function \( F \) is called differentially \( \delta \)-uniform if \( \Delta_F = \delta \). When \( \Delta_F = 1 \), we call \( F \) to be perfect nonlinear (PN) function. In the literature, the PN functions sometimes also referred to as planar functions. It is straightforward to see that in the case of characteristic two, \( x + a \) and \( x \) have the same image and hence there is no PN function over a finite field of even characteristic.

Deviating from the usual differentials \( (F(x + a), F(x)) \), Borisov et al. [2] introduced the notion of so called multiplicative differentials of the form \( (F(c x), F(x)) \) and they used this new type of differentials to attack some existing ciphers. Motivated by the multiplicative differential as discussed in [2], two of us, along with Ellingsen et al. [10] defined a new (output) multiplicative differential in the following way.

**Definition 1.1** Let \( F \) be a function from a finite field \( \mathbb{F}_{p^n} \) to itself. For any \( a, c \in \mathbb{F}_{p^n} \), the (multiplicative) \( c \)-derivative of \( F \) with respect to \( a \) is defined as

\[
c D_a F(x) = F(x + a) - c F(x) \quad \text{for all } x \in \mathbb{F}_{p^n}.
\]

For \( a, b \in \mathbb{F}_{p^n} \), let \( c \Delta_F(a, b) = \# \{ x \in \mathbb{F}_{p^n} : F(x + a) - c F(x) = b \} \). The \( c \)-differential uniformity of \( F \), denoted as \( c \Delta_F \), is then defined as

\[
c \Delta_F := \max \{c \Delta_F(a, b) : a, b \in \mathbb{F}_{p^n}, \text{ and } a \neq 0 \text{ if } c = 1\}.
\]

When \( c \Delta_F = \delta \), we say that \( c \)-differential uniformity of \( F \) is \( \delta \).

It is easy to see that when \( c = 1 \), \( c \)-differential uniformity coincides with the usual notion of differential uniformity. If \( \delta = 1 \) then \( F \) is called perfect \( c \)-nonlinear (PeN) function and when \( \delta = 2 \) then \( F \) is called almost perfect \( c \)-nonlinear (APcN) function.

Recently, Bartoli and Timpanella [1] gave a generalization of planar functions as follows.
Definition 1.2 Let $\beta \in \mathbb{F}_{p^n} \setminus \{0, 1\}$. A function $F : \mathbb{F}_{p^n} \to \mathbb{F}_{p^n}$ is a $\beta$-planar function in $\mathbb{F}_{p^n}$ if $\forall \gamma \in \mathbb{F}_{p^n}$, $F(x + \gamma) - \beta F(x)$ is a permutation of $\mathbb{F}_{p^n}$.

In the particular case, when $\beta = -1$, then $\beta$-planar function is called quasi-planar. In view of the Definition 1.1, the $\beta$-planar functions are simply PcN functions and quasi-planar functions are PcN functions with $c = -1$. In what follows, we shall adopt the notations given in Definition 1.1. It is easy to see from the definition of PcN function that when $c \neq 1$ and $a = 0$ then $F(x + a) - c F(x) = (1 - c) F(x)$ is a permutation polynomial if and only if $F(x)$ is a permutation polynomial. Therefore, we shall consider the perfect $c$-nonlinearity of permutation polynomials only.

In the next section, we establish a relation between the difference function of the power maps $x^d$ and Dickson polynomial of first kind over $\mathbb{F}_{p^n}$, for $c = -1$. In fact, such a relationship has its origin in [14, Proposition 8], where it was established for the fields of characteristic 3. However, it turns out that the sufficient conditions of [14, Proposition 8] are not correct. Bartoli and Timpanella in their recent work [1, Theorem 6.1] extended and corrected [14, Proposition 8].

Now we give the structure of the paper. In Sect. 2, we show that over a finite field $\mathbb{F}_{p^n}$ of odd characteristic, the conditions of [1, Theorem 6.1] are also sufficient. As a consequence, we shall show that $x^{p^n+1}$ is PcN for $c = -1$ over $\mathbb{F}_{p^n}$ if and only if $\ell = 0$ or $\ell \equiv 0 \pmod{D(\ell, n)}$ is even (see also [15], or [13], where this function was thoroughly analyzed). In Sect. 3, we give four classes of power maps whose $c$-differential uniformity for $c = -1$ is 2, 3, 6 and 7. In Sect. 4, we give all values of $d$ for which $x^d$ is PcN over the finite fields $\mathbb{F}_{3^5}$, $\mathbb{F}_{5^5}$ and $\mathbb{F}_{7^5}$, respectively, for $c = -1$. Following the pattern of the computational results, we propose a conjecture about the plausible values of $d$ for which $x^d$ is PcN over $\mathbb{F}_{p^n}$ for $c = -1$. Similarly in Sect. 5, we give all values of $d$ for which $x^d$ is PcN over the finite fields $\mathbb{F}_{3^7}$, $\mathbb{F}_{5^7}$ and $\mathbb{F}_{7^7}$, respectively, for $c = -1$. Following the pattern of the computational results, we propose another conjecture about the plausible values of $d$ for which $x^d$ is PcN over $\mathbb{F}_{p^7}$ for $c = -1$. In Sect. 6, for $c \neq 1$, we give a necessary and sufficient condition for a linearized polynomial to be PcN. We also find necessary and sufficient conditions for the sum $F + \gamma f$ to be PcN, where $\gamma \in \mathbb{F}_{p^n}$, $F$ is PcN and $f$ is any Boolean function. We also show that in some instances such perturbations do not produce PcN functions. We further discuss the affine, extended affine and CCZ-equivalence as it relates to $c$-differential uniformity. Finally, in Sect. 7 we present the conclusion of the paper.

2 PcN power maps and Dickson polynomials

Recall that for $c = -1$, a polynomial function $F(x)$ is called PcN over $\mathbb{F}_{p^n}$ if the corresponding mapping $x \to F(x + a) + F(x)$ is a permutation of $\mathbb{F}_{p^n}$ for each $a \in \mathbb{F}_{p^n}$. Therefore, a power map $x^d$ is PcN if and only if $(x + a)^d + x^d$ is a permutation of $\mathbb{F}_{p^n}$ for each $a \in \mathbb{F}_{p^n}$. Now we present some lemmas that will be useful in the sequel. Throughout this section, we shall assume that $c = -1$, whenever we refer to PcN functions.

Lemma 2.1 A monomial $x^d$ is perfect $(−1)$-nonlinear in $\mathbb{F}_{p^n}$ if and only if $x^d$ and $(x + 1)^d + (x - 1)^d$ are permutations of $\mathbb{F}_{p^n}$.

Proof Let $F(x) = x^d$; then, by definition, $F$ is a PcN function if and only if $(x + a)^d + x^d$ is a permutation of $\mathbb{F}_{p^n}$ for all $a \in \mathbb{F}_{p^n}$. For $a = 0$, we have $(x + a)^d + x^d = 2x^d$, and $2x^d$
If $p$ is odd, then

\[(x + a)^d + x^d\] is a permutation of $\mathbb{F}_{p^n}$.

\[
\iff \quad a^d \left[ \left( \frac{x}{a} + 1 \right)^d + \left( \frac{x}{a} \right)^d \right] \quad \text{is a permutation of } \mathbb{F}_{p^n} \\
\iff \quad \left( \frac{x}{a} + 1 \right)^d + \left( \frac{x}{a} \right)^d \quad \text{is a permutation of } \mathbb{F}_{p^n} \\
\iff \quad (y + 1)^d + y^d \quad \text{is a permutation of } \mathbb{F}_{p^n}; \quad \text{where } ay = x \\
\iff \quad \left( \frac{2y + 1 + 1}{2} \right)^d + \left( \frac{2y + 1 - 1}{2} \right)^d \quad \text{is a permutation of } \mathbb{F}_{p^n} \\
\iff \quad \left( \frac{1}{2} \right)^d \left[ (z + 1)^d + (z - 1)^d \right] \quad \text{is a permutation of } \mathbb{F}_{p^n} \\
\iff \quad (z + 1)^d + (z - 1)^d \quad \text{is a permutation of } \mathbb{F}_{p^n}.
\]

This completes the proof of the lemma.

In what follows, we shall adopt this definition of PcN function for power maps, when $c = -1$. One of the motivations behind considering this definition is that we can establish a connection between $(x + 1)^d + (x - 1)^d$ and $d$th Dickson polynomial of the first kind. We recall the Dickson’s original approach of defining the Dickson polynomial $D_d(x, a)$, which was essentially based on the relationship between the sum of $d$th powers and elementary symmetric functions. In fact, the $d$th Dickson polynomial of the first kind $D_d(x, a) \in \mathbb{F}_q[x]$ ($q$ a power of the prime $p$) admits the following representation

\[
u_1^d + u_2^d = \sum_{i=0}^{\left\lfloor \frac{d}{2} \right\rfloor} \frac{d}{d-i} \binom{d-i}{i} (-u_1 u_2)^i (u_1 + u_2)^{d-2i} \tag{2.1}
\]

where $u_1, u_2$ are indeterminates and $D_d(x, a) = \sum_{i=0}^{\left\lfloor \frac{d}{2} \right\rfloor} \frac{d}{d-i} \binom{d-i}{i} (-a)^i x^{d-2i}$.  

We will be using in some places Hilbert’s Theorem 90 (see [3]), which states that if $\mathbb{F} \hookrightarrow \mathbb{K}$ is a cyclic Galois extension and $\sigma$ is a generator of the Galois group $\text{Gal}(\mathbb{K}/\mathbb{F})$, then the relative trace $\text{Tr}_{\mathbb{K}/\mathbb{F}}(x) = \sum_{i=0}^{\left\lfloor \text{Gal}(\mathbb{K}/\mathbb{F}) \right\rfloor - 1} \sigma^i(x) = 0, x \in \mathbb{K}$, if and only if $x = \sigma(y) - y$, for some $y \in \mathbb{K}$.

We now recall a result of Nöbauer [12], which we shall often use, regarding the permutation behavior of Dickson polynomial of the first kind over the finite field $\mathbb{F}_{p^n}$.

**Lemma 2.2** [12] Let $a \in \mathbb{F}_{p^n}^*$. The $d$th Dickson polynomial of the first kind $D_d(x, a)$ permutes the elements of finite field $\mathbb{F}_{p^n}$ if and only if $\gcd(d, p^{2n} - 1) = 1$.

The following lemma will be used throughout.

**Lemma 2.3** [10, Lemma 9] Let $p$ be a prime number and $\ell, n$ be positive integers such that $\ell \leq n$. Then:

1. If $p$ is odd, then $\text{gcd}(p^{\ell} + 1, p^n - 1) = 2$ if $\frac{n}{\text{gcd}(\ell, n)}$ is odd.
2. If $p$ is odd, then $\text{gcd}(p^{\ell} + 1, p^n - 1) = p^{\text{gcd}(\ell, n)} + 1$ if $\frac{n}{\text{gcd}(\ell, n)}$ is even.
If \( p = 2 \), then \( \gcd(2^\ell + 1, 2^n - 1) = \frac{2^{\gcd(n, 2\ell)} - 1}{2^{\gcd(n, \ell)} - 1} \).

The following lemma gives a nice connection between the difference function of the power map \( x^d \) and the Dickson polynomial for first kind over \( \mathbb{F}_{3^r} \), for \( c = -1 \).

**Lemma 2.4** [14, Proposition 8] For a positive odd integer \( n \) with \( n \geq 3 \), if \( d \equiv -1 \pmod{3} \) and \( \gcd(d, 3^{2n} - 1) = 1 \), then

\[
(x + 1)^d + (x - 1)^d = 2D_d(x, 1)
\]  

(2.2)

is a permutation of \( \mathbb{F}_{3^r} \), where \( D_d(x, 1) \) is the Dickson polynomial of the first kind.

As alluded to in Introduction, the sufficient conditions in the above lemma do not hold, and the counterexamples can be found using easy computer searches. For instance, when \( n = 5 \) and \( d = 17, d \) clearly satisfies the conditions of Lemma 2.4, but \( (x + 1)^{17} + (x - 1)^{17} \neq 2D_d(x, 1) \). Bartoli and Timpanella [1, Theorem 6.1] provided the correct conditions on \( d \) for which (2.2) holds over finite fields of odd characteristic. However, it appears that there is a missing case \((k = 0)\) in [1, Theorem 6.1], which we shall include here. The following theorem provides a relationship between the difference function of the power map \( x^d \) and the Dickson polynomial of first kind over \( \mathbb{F}_{p^n} \), for \( c = -1 \).

**Theorem 2.5** Let \( p \) be an odd prime, \( d \) be a positive integer such that \( d = a_0 + a_1 p + a_2 p^2 + \cdots + a_k p^k \) for some \( k \geq 0 \), where \( a_i \in \{0, 1, \ldots, p - 1\} \) and \( a_0, a_k \neq 0 \), then

\[
(x + 1)^d + (x - 1)^d = 2D_d(x, \epsilon)
\]

for some \( \epsilon \in \mathbb{F}_p^* \) if and only if either

1. \( d = 1, 2, 3 \); or
2. \( a_0 = \frac{p + 1}{2} \) and \( a_j = \frac{p - 1}{2}, \forall j \in \{1, 2, \ldots, k\} \)

(2.3)

\[ \text{thus, } d = \frac{p^{k+1} + 1}{2} \].

**Proof** The necessity of the theorem has already been proved in [1] for all \( k \) except for the case \( k = 0 \). Here we shall prove the necessity for the case \( k = 0 \). In this case, we have \( d = a_0 \in \{1, \ldots, p - 1\} \). We now consider two cases, namely, \( p = 3 \) and \( p > 3 \). If \( p = 3 \), the only possible values for \( d \) are 1 and 2 and we are done. If \( p > 3 \) (hence, we can assume \( d \geq 4 \)), since the values \( d = 1, 2, 3 \) were already covered in Condition (1), we shall show that the only possible value of \( a_0 \) is \( \frac{p + 1}{2} \). It is given that

\[
(x + 1)^d + (x - 1)^d = 2D_d(x, \epsilon)
\]

for some \( \epsilon \in \mathbb{F}_p^* \). By using binomial expansion on the left in the above equation, and by comparing the coefficients on both sides, we have

\[
\binom{d}{2i} \equiv \frac{d}{d - i} \binom{d - 1}{i} (-\epsilon)^i \pmod{p},
\]

for all \( i \in \{0, 1, \ldots, \lfloor \frac{d}{2} \rfloor \} \).

Surely, for \( i = 0 \), the previous claim is obviously true. For \( i = 1 \), we have

\[
\frac{a_0(a_0 - 1)}{2} \equiv -\epsilon \cdot a_0 \pmod{p},
\]

which is true if and only if \( \epsilon \equiv \frac{1 - a_0}{2} \pmod{p} \).

For \( i = 2 \), we have

\[
\frac{a_0(a_0 - 1)(a_0 - 2)(a_0 - 3)}{24} \equiv \frac{a_0(a_0 - 1)^2(a_0 - 3)}{8} \pmod{p}.
\]  

(2.3)
Now since \(a_0 \in \{4, \ldots, p-1\}\), the congruence (2.3) reduces to \(2a_0 \equiv 1 \pmod{p}\) which is true if and only if \(a_0 = \frac{p+1}{2}\). Therefore for \(k = 0\) and \(d \geq 4\), \(\frac{p+1}{2}\) is the only possible value for \(a_0\). Hence, the necessity of the theorem for the case \(k = 0\) is established.

Next, we shall proceed to prove the sufficiency of the theorem. When \(d = 1\), then \((x+1)^d + (x-1)^d = 2x = 2D_d(x, e)\) for any \(e \in \mathbb{F}_p^*\). When \(d = 2\), then \((x+1)^d + (x-1)^d = 2(x^2 + 1) = 2D_d(x, 1)\). When \(d = 3\), then \((x+1)^d + (x-1)^d = 2(x^3 + 3x) = 2D_d(x, -1)\). For \(d \geq 4\), we shall show that

\[
(x+1)^d + (x-1)^d = 2D_d \left( x, \frac{1}{4} \right).
\]

Since we evaluate Dickson’s polynomial over some extension of the involved prime field, \(\mathbb{F}_p\), we assume that the variables take values in the extension \(\mathbb{F}_q\) of \(\mathbb{F}_p\) (\(q = p^n\), for some \(n\)). Now, for \(\alpha \in \mathbb{F}_q\), we let \(u_1 = \frac{u}{2} \in \mathbb{F}_{q^2}\) and \(u_2 = \frac{u-1}{2} \in \mathbb{F}_{q^2}\), where \(u, u^{-1}\) are the roots of the polynomial \(z^2 - 2\alpha z + 1 \in \mathbb{F}_q[z]\). Then, the sum of the roots is \(2\alpha = u + u^{-1} \in \mathbb{F}_q\), and Eq. (2.1) reduces to

\[
D_d \left( u + u^{-1}, \frac{1}{4} \right) = \left( \frac{u}{2} \right)^d + \left( \frac{u^{-1}}{2} \right)^d.
\]

One may note that when \(d = a_0 + a_1 p + a_2 p^2 + \cdots + a_k p^k\) for some \(k \geq 0\) and \(a_0 = \frac{p+1}{2}\) and \(a_j = \frac{p-1}{2}\), for all \(j \in \{1, 2, \ldots, k\}\), then

\[
d = \frac{p+1}{2} + \frac{p-1}{2} \sum_{j=1}^{k} p^j = \frac{p+1}{2} + \frac{p-1}{2} - p \frac{p^k - 1}{p-1} = \frac{p^{k+1} + 1}{2}.
\]

Now, we have (with \(\ell = k+1\))

\[
(\alpha + 1)^{\frac{\ell+1}{2}} + (\alpha - 1)^{\frac{\ell+1}{2}} = \left( \frac{u + u^{-1}}{2} + 1 \right)^{\frac{\ell+1}{2}} + \left( \frac{u + u^{-1}}{2} - 1 \right)^{\frac{\ell+1}{2}}
\]

\[
= \left( \frac{1}{2} \right)^{\frac{\ell+1}{2}} \left( u + u^{-1} + 2 \right)^{\frac{\ell+1}{2}} + \left( u + u^{-1} - 2 \right)^{\frac{\ell+1}{2}}
\]

\[
= \left( \frac{1}{2u} \right)^{\frac{\ell+1}{2}} \left( u^2 + 2u + 1 \right)^{\frac{\ell+1}{2}} + \left( u^2 - 2u + 1 \right)^{\frac{\ell+1}{2}}
\]

\[
= \left( \frac{1}{2u} \right)^{\frac{\ell+1}{2}} \left( u + 1 \right)^{\ell+1} + \left( u - 1 \right)^{\ell+1}
\]

\[
= \left( \frac{1}{2u} \right)^{\frac{\ell+1}{2}} \left( 2u^{\ell+1} + 2 \right)
\]

\[
= 2 \left( \frac{1}{2} \right)^{\frac{\ell+1}{2}} \left( u^{\ell+1} + (u-1)^{\ell+1} \right)
\]
\[= 2 \left( \left( \frac{u}{2} \right)^{p^\ell + 1} + \left( \frac{u - 1}{2} \right)^{p^\ell + 1} \right) \]

\[= 2D \frac{p^\ell + 1}{2} \left( \frac{u + u - 1}{2}, \frac{1}{4} \right) \]

\[= 2D \frac{p^\ell + 1}{2} (\alpha, \frac{1}{4}) \].

Hence, the theorem is proved. \(\Box\)

**Remark 2.6** Theorem 2.5 above completes Theorem 6.1 of [1]. Proposition 8 of [14] is a particular case of the above theorem with \(p = 3\). Also, the above theorem provides a simpler proof of [1, Proposition 4.1] in the particular case of \(\ell = 2\).

Our focus is now to study the perfect \(c\)-nonlinearity of the power map \(x^{\frac{p^\ell + 1}{2}}\) over \(\mathbb{F}_{p^n}\), where \(\ell \geq 0\) and \(n > 1\) (note that this has been also investigated in [13]). As alluded to in Introduction, we shall consider the perfect \(c\)-nonlinearity of permutation polynomials only. In view of this, we shall first examine the permutation behaviour of the power map \(x^{\frac{p^\ell + 1}{2}}\). We may impose a restriction of \(\ell < n\), so as to ensure that the exponent \(\frac{p^\ell + 1}{2}\) does not exceed \(p^n - 1\). The following theorem gives the necessary and sufficient conditions on \(\ell\) and \(n\) for which the power map \(x^{\frac{p^\ell + 1}{2}}\) is a permutation of \(\mathbb{F}_{p^n}\). Surely, we can find it as a particular case of existing permutation classes, but our proof is short enough to warrant an inclusion here.

**Theorem 2.7** The power map \(x^{\frac{p^\ell + 1}{2}}\) is a permutation of \(\mathbb{F}_{p^n}\) if and only if any one of the following conditions hold:

1. \(\ell = 0\);
2. \(\ell\) is even and \(n\) is odd;
3. \(\ell\) is even and \(n\) is even together with \(t_2 \geq t_1\), where \(n = 2^t_1u\) and \(\ell = 2^t_2v\) such that \(2 \nmid u, v\);
4. \(\ell\) is odd, \(n\) is odd and \(p \equiv 1 \pmod{4}\).

**Proof** The case \(\ell = 0\) is trivial. For \(\ell \neq 0\), if the exponent \(\frac{p^\ell + 1}{2}\) is even, \(\text{gcd} \left( \frac{p^\ell + 1}{2}, p^n - 1 \right) \geq 2\) and thus, the power map \(x^{\frac{p^\ell + 1}{2}}\) is not a permutation of \(\mathbb{F}_{p^n}\).

We shall, therefore, consider the case when \(\frac{p^\ell + 1}{2}\) is odd. It is easy to see that \(\frac{p^\ell + 1}{2}\) is odd if and only if \(\ell\) is even or \(\ell\) is odd and \(p \equiv 1 \pmod{4}\). If we assume that \(\frac{p^\ell + 1}{2}\) is odd, then a direct application of Lemma 2.3 shows that \(x^{\frac{p^\ell + 1}{2}}\) is a permutation of \(\mathbb{F}_{p^n}\) if and only if \(\text{gcd} \left( \frac{p^\ell + 1}{2}, p^n - 1 \right) = 1\), that is, \(\text{gcd} \left( p^\ell + 1, p^n - 1 \right) = 2\), which is equivalent to \(\frac{n}{\text{gcd}(\ell, n)}\) is odd. Further, under the assumption that \(\frac{p^\ell + 1}{2}\) is odd, we observe that \(\frac{n}{\text{gcd}(\ell, n)}\) is odd if and only if one of later three conditions of the statement of the theorem holds and hence, the theorem is proved. \(\Box\)
Although the map $x^{\frac{p\ell+1}{2}}$ is a permutation of $\mathbb{F}_{p^n}$ when both $\ell, n$ are odd and $p \equiv 1 \pmod{4}$, the following theorem tells that it ceases to be perfect $(-1)$-nonlinear over $\mathbb{F}_{p^n}$ (compare with [13, Theorem 8]).

**Theorem 2.8** If both $\ell, n$ are odd and $p \equiv 1 \pmod{4}$, then the power map $x^{\frac{p\ell+1}{2}}$ is not perfect $(-1)$-nonlinear over $\mathbb{F}_{p^n}$.

**Proof** Since $\ell$ is odd and $p \equiv 1 \pmod{4}$, $p\ell+1$ is odd. Now, by a direct application of Lemma 2.1, Theorem 2.5 and Lemma 2.2 at the appropriate places, we obtain the following equivalence

\[
x^{\frac{p\ell+1}{2}} \text{ is PcN over } \mathbb{F}_{p^n} \iff (x + 1)^{\frac{p\ell+1}{2}} + (x - 1)^{\frac{p\ell+1}{2}} \text{ is a permutation of } \mathbb{F}_{p^n}
\]

\[
\iff D_{\frac{p\ell+1}{2}} \left( x, \frac{1}{4} \right) \text{ is a permutation of } \mathbb{F}_{p^n}, \forall 1 \leq \ell < n
\]

\[
\iff \gcd \left( \frac{p\ell+1}{2}, p^{2n} - 1 \right) = 1
\]

\[
\iff \gcd \left( p\ell + 1, p^{2n} - 1 \right) = 2
\]

\[
\iff \frac{2n}{\gcd (\ell, 2n)} \text{ is odd.}
\]

But, since $\ell$ and $n$ are odd, $\frac{2n}{\gcd (\ell, 2n)}$ is never odd and we are done. \qed

In view of Theorem 2.8, it remains to check perfect $(-1)$-nonlinearity of the map $x^{\frac{p\ell+1}{2}}$ only under the first three conditions of Theorem 2.7 which essentially make it a permutation of $\mathbb{F}_{p^n}$. Notice that the first three conditions of Theorem 2.7 have a common property that $\ell$ is even. Thus, it makes sense to assume that $\ell$ is even and prove the following theorem that gives necessary and sufficient conditions on $\ell$ and $n$ for which the power map $x^{\frac{p\ell+1}{2}}$ is perfect $(-1)$-nonlinear over $\mathbb{F}_{p^n}$ (compare with [13, Theorem 8], which also investigates the map).

**Theorem 2.9** The power map $x^{\frac{p\ell+1}{2}}$ is perfect $(-1)$-nonlinear over $\mathbb{F}_{p^n}$ if and only if any one of the following conditions holds:

1. $\ell = 0$;
2. $\ell$ even and $n$ odd;
3. $\ell$ even and $n$ even together with $t_2 \geq t_1 + 1$, where $n = 2^{t_1}u$ and $\ell = 2^{t_2}v$ such that $2 \nmid u, v$.

**Proof** From Theorems 2.7 and 2.8, it is clear that we need to check the perfect $(-1)$-nonlinearity of the map $x^{\frac{p\ell+1}{2}}$ only when $\ell$ is even. The case $\ell = 0$ is trivial. Suppose $\ell \neq 0$. Since $\ell$ is even, $\frac{p\ell+1}{2}$ is odd. Now by the similar arguments as in the proof of Theorem 2.8 based on Lemma 2.1, Theorem 2.5 and Lemma 2.2, we arrive at the following:

\[
x^{\frac{p\ell+1}{2}} \text{ is PcN over } \mathbb{F}_{p^n} \text{ if and only if } \frac{2n}{\gcd (\ell, 2n)} \text{ is odd.}
\]
It is easy to see that \( \frac{2n}{\gcd(\ell, 2n)} \) is odd if and only if one of the latter two conditions of the statement of the theorem is true and thus, we are done. \( \square \)

**Remark 2.10** Observe that Theorem 2.9 gives a simpler proof of [15, Theorem 5], which, in turn, provides a simpler proof of a conjecture of Bartoli and Timpanella [1, Conjecture 4.7], already settled in [15].

### 3 Power maps with Low \( c = -1 \) differential Uniformity

Due to their wide range of applications in symmetric key cryptography, functions with low differential uniformity are very important objects. In this section, we give some classes of power maps (monomials) with low \( c \)-differential uniformity for \( c = -1 \). We first recall a useful lemma [11] related to the Dickson polynomial of the first kind, which is more general than Lemma 2.2 (see [12]).

**Lemma 3.1** [11, Proposition 41] Let \( a \in \mathbb{F}_{p^n}^* \), and let \( D_d(x, a) \) be the Dickson polynomial of the first kind. Then \( D_d(x, a) \) is an \( m \)-to-1 function over \( \mathbb{F}_{p^n} \) if and only if \( \gcd(d, p^{2n} - 1) = m \).

Now we shall prove the following theorem that gives \((-1)\)-differential uniformity of the map \( x^{p^{\ell} + 1/2} \) over \( \mathbb{F}_{p^n} \) under certain restrictions. Two of us found the \((-1)\)-uniformity of this map in its generality in [13], but with much more effort, so we thought that the following simpler approach in the next theorem is worth including here, albeit the result being weaker.

**Theorem 3.2** Let \( x^{p^{\ell} + 1/2} \) be a power map from \( \mathbb{F}_{p^n} \) to itself and \( \gcd(\ell, 2n) = 1 \), \( p \) an odd prime. If \( p \equiv 1 \) (mod 4), or \( p \equiv 3 \) (mod 8), then the \((-1)\)-differential uniformity of \( x^{p^{\ell} + 1/2} \) over \( \mathbb{F}_{p^n} \) is \( p + 1 \).

**Proof** Since \( \gcd(\ell, 2n) = 1 \), \( \ell \) is odd. Thus, \( p \equiv 1 \) (mod 4) implies that \( p^{\ell} + 1 \equiv 2 \) (mod 4), i.e., \( p^{\ell} + 1/2 \) is odd (we will only show the first claim as the second is rather similar: we, however, use that if \( p \equiv 3 \) (mod 8) implies that \( p^{\ell} + 1 \equiv 4 \) (mod 8), that is, \( p^{\ell} + 1/4 \) is odd). Now we will show that for all \( a, b \in \mathbb{F}_{p^n} \), the following equation

\[
(x + a)^{p^{\ell} + 1/2} + x^{p^{\ell} + 1/2} = b
\]

has at most \( p + 1/2 \) solutions in \( \mathbb{F}_{p^n} \). We first consider the case when \( a = 0 \). In this case, Eq. (3.1) can have at most \( \gcd\left(p^{\ell} + 1, p^{n} - 1\right) \) roots. By Lemma 2.3, if \( n \) is odd, then \( \gcd\left(p^{\ell} + 1, p^{n} - 1\right) = 2 \) and if \( n \) is even, then \( \gcd\left(p^{\ell} + 1, p^{n} - 1\right) = p + 1 \). Therefore, \( \gcd\left(p^{\ell} + 1, p^{n} - 1\right) = 1 \) for \( n \) odd and \( \gcd\left(p^{\ell} + 1, p^{n} - 1\right) = p + 1/2 \) for \( n \) even. Thus, for \( a = 0 \), Eq. (3.1) can have at most \( p + 1/2 \) solutions. We can be more precise: for \( a = 0 \), then Eq. (3.1) has one solution for \( n \) odd and exactly \( p + 1 \) solutions for \( n \) even for
some \( b \), and we argue that below. Let \( \alpha \) be a primitive root in \( \mathbb{F}_{p^n} \) and \( \frac{b}{2} = \alpha^k \), for some \( k \).

With \( x = \alpha^y \), Eq. (3.1) becomes \( \alpha^{\frac{p^\ell + 1}{2}y} = \alpha^k \). We are reduced to the equation

\[
\frac{p^\ell + 1}{2} y \equiv k \pmod{p^n - 1}.
\]

If \( \gcd \left( \frac{p^\ell + 1}{2}, p^n - 1 \right) = m \in \left\{ 1, \frac{p + 1}{2} \right\} \), then Eq. (3.2) has solutions if and only if \( m | k \), and under that assumption, using elementary number theory, there are exactly \( m \) solutions \( y \) for Eq. (3.2), and they are \( y_0, y_0 + \frac{p^n - 1}{m}, y_0 + 2\frac{p^n - 1}{m}, \ldots, y_0 + (m - 1)\frac{p^n - 1}{m} \), where \( y_0 = \frac{k}{m} \left( \frac{p^\ell + 1}{2m} \right)^{-1} \pmod{\frac{p^n - 1}{m}} \), thus inferring our claim (those \( b \) for which we have the claim are of the form \( b = 2\alpha^k \), with \( k \equiv 0 \pmod{m} \)).

In the case of \( a \neq 0 \), we can take \( a = 1 \) in (3.1). After relabelling, it is equivalent to find the maximum number of solutions of the equation

\[
(x + 1)\frac{p^\ell + 1}{2} + (x - 1)\frac{p^\ell + 1}{2} = b'
\]

in \( \mathbb{F}_{p^n} \), where \( b' \in \mathbb{F}_{p^n} \). By Theorem 2.5, the above equation can be re-written as

\[
D_{\frac{p^\ell + 1}{2}} \left( x, \frac{1}{4} \right) = b'.
\]

Now, by Lemma 2.3, we have \( \gcd (p^\ell + 1, p^{2n} - 1) = p + 1 \) and hence, \( \gcd (\frac{p^\ell + 1}{2}, p^{2n} - 1) = \frac{p + 1}{2} \). Therefore, by Lemma 3.1, Eq. (3.4) can have at most \( \frac{p + 1}{2} \) roots, however, with the bound being attained, otherwise \( D_{\frac{p^\ell + 1}{2}} \left( x, \frac{1}{4} \right) \) would not be \( m \)-to-1.

This completes the proof. \( \square \)

The following are immediate corollaries to Theorem 3.2.

**Corollary 3.3** Let \( F(x) = x^{\frac{p^\ell + 1}{2}} \) be a power function on \( \mathbb{F}_{5^n} \), \( G(x) = x^{\frac{13^\ell + 1}{2}} \) on \( \mathbb{F}_{13^n} \), and \( \gcd (\ell, 2n) = 1 \). Then for \( c = -1 \), the \( c \)-differential uniformity of the function \( F \) is 3 and the one of \( G \) is 7.

**Corollary 3.4** Let \( F(x) = x^{\frac{p^\ell + 1}{2}} \) be a power function on \( \mathbb{F}_{5^n} \), \( G(x) = x^{\frac{11^\ell + 1}{2}} \) on \( \mathbb{F}_{11^n} \), and \( \gcd (\ell, 2n) = 1 \). Then for \( c = -1 \), \( F \) is an APcN function (see also [10, Thm. 10]), and the \((-1)\)-differential uniformity of \( G \) is 6.

## 4 PcN power functions over \( \mathbb{F}_{p^n} \) with \( c = -1 \)

In this section, first we shall prove four propositions, which will be useful in the sequel.

**Proposition 4.1** Let \( c \in \mathbb{F}_p^* \) then the \( c \)-differential uniformity of the power functions \( x^d \) and \( x^{dp^j} \), \( j \in \{0, 1, \ldots, n - 1\} \) over \( \mathbb{F}_{p^n} \) is the same.

**Proof** For \( a, b \in \mathbb{F}_{p^n} \), we have

\[
(x + a)^d - cx^d = b \iff x^{dp^j} \circ (x + a)^d - cx^d = x^{dp^j}(b)
\]

\( \iff (x + a)^{dp^j} - cx^{dp^j} = e \), where \( x^{dp^j}(b) = e \in \mathbb{F}_{p^n} \).

\( \square \) Springer
Since \( x^{p^j} \) is a permutation, if \( b \) runs over \( \mathbb{F}_{p^n} \) then so does \( e \). This completes the proof. \( \square \)

**Proposition 4.2** Let \( c = \pm 1 \) and \( \gcd (d, p^n - 1) = 1 \), then the \( c \)-differential uniformity of the power functions \( x^d \) and \( x^{d^{-1}} \) over \( \mathbb{F}_{p^n} \) is the same, where \( d^{-1} \) is the inverse of \( d \) modulo \( p^n - 1 \).

**Proof** For any \( a, b \in \mathbb{F}_{p^n} \), we have

\[
(x + a)^d - cx^d = b \iff (x + a)^d = (cx^d + b)
\]

\[
\iff x + a = (cx^d + b)^{d^{-1}}
\]

\[
\iff a = (cx^d + b)^{d^{-1}} - x
\]

\[
\iff a = (y + b)^{d^{-1}} - y^{d^{-1}}, \text{ where } y = cx^d
\]

\[
\iff a = (y + b)^{d^{-1}} - cy^{d^{-1}}
\]

Therefore, for \( c = \pm 1 \), the \( c \)-differential uniformity of \( x^d \) and \( x^{d^{-1}} \) over \( \mathbb{F}_{p^n} \) is the same. \( \square \)

**Proposition 4.3** Let \( p \) be an odd prime and \( d' = p^4 + (p - 2)p^2 + (p - 1)p + 1 \). Then for \( c = -1 \), the map \( x^{d'} \) is PcN over \( \mathbb{F}_{p^5} \).

**Proof** From Theorem 2.9, we know that for \( c = -1 \), \( x^{p^2 + 1} \) is PcN over \( \mathbb{F}_{p^5} \). Now since \( \gcd \left( \frac{p^2 + 1}{2}, p^5 - 1 \right) = 1 \), its multiplicative inverse modulo \( p^5 - 1 \) exists and is equal to \( p^4 + (p - 2)p^2 + (p - 1)p + 1 \). Therefore, by Proposition 4.2, \( x^{d'} \) is a PcN over \( \mathbb{F}_{p^5} \) for \( c = -1 \). \( \square \)

In view of Propositions 4.1, 4.2 and Theorem 2.9, the following proposition immediately follows from the fact, stated in [15], that over \( \mathbb{F}_{p^n} \) with \( n \) odd, \( p \left( \frac{p^n + 1}{p + 1} \right) \) is the inverse of \( \frac{p^{n-1} + 1}{2} \).

**Proposition 4.4** Let \( p \) be an odd prime and \( d = \frac{p^5 + 1}{p + 1} \). Then for \( c = -1 \), \( x^d \) is PcN over \( \mathbb{F}_{p^5} \).

As an empirical support for these results, and in search of more PcN power functions for \( c = -1 \), we performed an exhaustive search of all possible exponents \( d \) for which \( x^d \) is PcN for \( c = -1 \) over the finite fields \( \mathbb{F}_{35}, \mathbb{F}_{55}, \) and \( \mathbb{F}_{75} \), respectively. The result of this search was that \( d \) is of the form

\[
p^j \left\{ 1, \frac{p^2 + 1}{2}, p^4 + (p - 2)p^2 + (p - 1)p + 1, \frac{p^4 + 1}{2}, \frac{p^5 + 1}{p + 1} \right\}
\]

for all \( 0 \leq j \leq 4 \), for \( p = 3, 5, 7 \), respectively. Based on this empirical evidence, we propose the following conjecture.

**Conjecture 4.5** Let \( p \) be an odd prime. Then, for \( c = -1 \), and for all \( 0 \leq j \leq 4 \),

\[
p^j \left\{ 1, \frac{p^2 + 1}{2}, p^4 + (p - 2)p^2 + (p - 1)p + 1, \frac{p^4 + 1}{2}, \frac{p^5 + 1}{p + 1} \right\}
\]

are the only values of \( d \) for which \( x^d \) is PcN on \( \mathbb{F}_{p^5} \).
5 PcN power functions over $\mathbb{F}_{p^7}$ with $c = -1$

Proposition 5.1 Let $p$ be an odd prime and $d_1 = (p - 1)p^6 + p^5 + (p - 2)p^3 + (p - 1)p^2 + p$. Then for $c = -1$, the map $x^{d_1}$ is a PcN map over $\mathbb{F}_{p^7}$.

Proof From Theorem 2.9, we know that for $c = -1$, $x^{\frac{p^2 + 1}{2}}$ is PcN over $\mathbb{F}_{p^7}$. Now since $\gcd\left(\frac{p^2 + 1}{2}, p^7 - 1\right) = 1$, its multiplicative inverse modulo $p^7 - 1$ exists and is equal to $(p - 1)p^6 + p^5 + (p - 2)p^3 + (p - 1)p^2 + p$. Thus, by Proposition 4.2, the map $x^{d_1}$ is PcN function over $\mathbb{F}_{p^7}$ for $c = -1$. \qed

Proposition 5.2 Let $p$ be an odd prime and $d_2 = (p - 2)p^6 + (p - 2)p^5 + (p - 1)p^4 + p^3 + p^2 + p$. Then for $c = -1$, the map $x^{d_2}$ is a PcN function over $\mathbb{F}_{p^7}$.

Proof From Theorem 2.9, we know that for $c = -1$, the power function $x^{\frac{p^4 + 1}{2}}$ is PcN over $\mathbb{F}_{p^7}$. Now since $\gcd\left(\frac{p^4 + 1}{2}, p^7 - 1\right) = 1$, its multiplicative inverse modulo $p^7 - 1$ exists and is equal to $(p - 2)p^6 + (p - 2)p^5 + (p - 1)p^4 + p^3 + p^2 + p$. Therefore, by Proposition 4.2, the map $x^{d_2}$ is PcN function over $\mathbb{F}_{p^7}$ for $c = -1$. \qed

In view of Propositions 4.1, 4.2 and Theorem 2.9, the following proposition is a direct consequence of the fact that over $\mathbb{F}_{p^n}$ with $n$ odd, $p\left(\frac{p^n + 1}{p + 1}\right)$ is the inverse of $\frac{p^{n-1} + 1}{2}$.

Proposition 5.3 Let $p$ be an odd prime and $d_3 = \frac{p^7 + 1}{p + 1}$. Then for $c = -1$, the power function $x^{d_3}$ is PcN over $\mathbb{F}_{p^7}$.

As an empirical support for these results, and in search of more PcN power functions for $c = -1$, we performed an exhaustive search of all possible exponents $d$ for which $x^d$ is PcN for $c = -1$ over the finite fields $\mathbb{F}_{3^7}$, $\mathbb{F}_{5^7}$, and $\mathbb{F}_{7^7}$, respectively. The result of this search was that $d$ is of the form

$$p^j \left\{ 1, \frac{p^2 + 1}{2}, \frac{p^4 + 1}{2}, \frac{p^6 + 1}{2}, (p - 1)p^6 + p^5 + (p - 2)p^3 + (p - 1)p^2 + p, \frac{p^4 + 1}{2}, \frac{p^6 + 1}{2}, (p - 2)p^6 + (p - 2)p^5 + (p - 1)p^4 + p^3 + p^2 + p, \frac{p^7 + 1}{p + 1} \right\}$$

for all $0 \leq j \leq 6$, for $p = 3, 5, 7$, respectively.

Conjecture 5.4 Let $p$ be an odd prime. Then for $c = -1$ and for all $0 \leq j \leq 6$,

$$p^j \left\{ 1, \frac{p^2 + 1}{2}, \frac{p^4 + 1}{2}, \frac{p^6 + 1}{2}, (p - 1)p^6 + p^5 + (p - 2)p^3 + (p - 1)p^2 + p, \frac{p^4 + 1}{2}, \frac{p^6 + 1}{2}, (p - 2)p^6 + (p - 2)p^5 + (p - 1)p^4 + p^3 + p^2 + p, \frac{p^7 + 1}{p + 1} \right\}$$

are the only values of $d$ for which $x^d$ is PcN over $\mathbb{F}_{p^7}$. 
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Remark 5.5 The pattern in [1, Conjecture 5.3], Conjectures 4.5 and 5.4 appears to suggest that over a finite field $\mathbb{F}_{p^n}$, where $n$ is odd, the positive integers in the following set

$$\left\{ p^j \left\{ 1, \frac{p^2+1}{2}, \frac{p^4+1}{2}, \ldots, \frac{p^n-1+1}{2} \right\} \right\}_{j=0,1,2,\ldots,r-1}$$

and their multiplicative inverse modulo $(p^n-1)$ are the only possible exponents $d$ for which the power function $x^d$ is PcN for $c = -1$. However, this is not true in general and the smallest example is $d = 29$ over the finite field $\mathbb{F}_{3^9}$. Therefore, the question about the exponents $d$, for which the power functions $x^d$ are PcN over finite field $\mathbb{F}_{p^n}$, where $n$ odd, is not clear, even conjecturally.

6 Perturbations of PcN and other functions

After linear functions and power functions, linearized polynomials are another special class containing permutation polynomials. The following proposition gives a necessary and sufficient condition for a linearized polynomial to be perfect $c$-nonlinear, similar to [8, Proposition 2.4].

**Proposition 6.1** Let $c \neq 1$. A linearized polynomial $L$ is perfect $c$-nonlinear over $\mathbb{F}_{p^n}$ if and only if $L$ is a permutation polynomial if and only if its only root in $\mathbb{F}_{p^n}$ is zero.

**Proof** Recall that a linearized polynomial $L(x)$ over finite field $\mathbb{F}_{p^n}$ is a polynomial of the form $\sum_{i=0}^{n-1} a_i x^{p^i}$. Now consider the difference function

$$cD_a L(x) = L(x+a) - cL(x)$$

$$= \sum_{i=0}^{n-1} a_i (x+a)^{p^i} - c \sum_{i=0}^{n-1} a_i x^{p^i}$$

$$= (1-c) \sum_{i=0}^{n-1} a_i x^{p^i} + \sum_{i=0}^{n-1} a_i a^{p^i}.$$

Now, if the only root of $L(x)$ in $\mathbb{F}_{p^n}$ is zero, then $L(x)$ is a permutation polynomial. Now since $c \neq 1$, the difference function $cD_a$ being an affine linearized polynomial is also a permutation polynomial and hence $L(x)$ is perfect $c$-nonlinear. $\square$

**Corollary 6.2** Let $c \neq 1$. The binomial $F(x) = x^{p^i} - ax^{p^j}$, $0 \leq i < j$, is a perfect $c$-nonlinear function over $\mathbb{F}_{p^n}$ if and only if $a$ is not a $(p^{j-i} - 1)$-st power in $\mathbb{F}_{p^n}$ and $c \neq 1$.

**Proof** If $a$ is not a $(p^{j-i} - 1)$th power in $\mathbb{F}_{p^n}$ then the only root of $F(x)$ in $\mathbb{F}_{p^n}$ is 0 and hence $F(x)$ is a linearized permutation polynomial and the result follows from Proposition 6.1. $\square$

It is not a simple matter to characterize when a perturbation of a function with some specific property is preserved. We can, however, characterize when the sum of a PcN and an arbitrary $p$-ary function is also PcN (for $1 \neq c \in \mathbb{F}_p$), thus extending in some direction the previous corollary.
Theorem 6.3 Let \( 1 \neq c \in \mathbb{F}_p \) be fixed, \( p \) odd. Let \( F \) be a perfect \( c \)-nonlinear function, and \( f \) be an arbitrary \( p \)-ary function, both on \( \mathbb{F}_{p^n} \). Then, \( F + \gamma f \) is perfect \( c \)-nonlinear if and only if for any \( \lambda \in \mathbb{F}_{p^n} \) with \( \text{Tr}(\gamma \lambda) = \beta \in \mathbb{F}_p^* \), the following is true

\[
W_{R_a}(\lambda, \beta) = \sum_{y \in \mathbb{F}_{p^n}} \zeta^{\text{Tr}((\beta R_a(y)) + \lambda y)} = 0,
\]

where \( \zeta \) is a \( p \)-root of unity, \( R_a = H_a \circ G^{-1} \), \( c = \text{Da}_f(x) = \text{Tr}(H_a(x)) \) (\( H_a \) is non-unique) and \( G^{-1} \) is the compositional inverse of \( G = c \text{Da}_F \).

Proof Certainly, \( F + \gamma f \) is \( \text{PcN} \) if and only if

\[
F(x + a) + \gamma f(x + a) - cf(x)
= F(x + a) - cF(x) + \gamma(f(x + a) - cf(x))
= cD_a F(x) + \gamma \cdot cD_a f(x)
\]

is a permutation polynomial.

We now write \( cD_a f(x) = \text{Tr}(H_a(x)) \), for some (non-unique) function \( H_a \) on \( \mathbb{F}_{p^n} \) (since \( c \in \mathbb{F}_p \), if \( f \) is \( p \)-ary, then \( cD_a f \) is \( p \)-ary, and such \( H_a \) does exists). We then use [7, Theorem 2], which states that if \( G \) is a permutation and \( H \) is arbitrary, then \( G(x) + \gamma \text{Tr}(H(x)) \) is a permutation polynomial if and only if for any \( \lambda \in \mathbb{F}_{p^n} \) with \( \text{Tr}(\gamma \lambda) = \beta \in \mathbb{F}_p^* \) then

\[
\sum_{y \in \mathbb{F}_{p^n}} \zeta^{\text{Tr}((\beta R_a(y)) + \lambda y)} = 0,
\]

where \( R = H \circ G^{-1} \). Our theorem is shown. \( \square \)

What can we say about a Boolean perturbation of a non-permutation? Let \( F = L + \gamma f \). From [7, Proposition 3], we know that if \( F \) is a \( \text{PP} \) then the linearized polynomial \( L \) on \( \mathbb{F}_{p^n} \) must be a permutation or a \( p \)-to-1 map (surely, in general a linearized polynomial can have a kernel with dimension higher than 1, but the quoted result shows that if \( L \) is a \( p^s \)-to-1 \( (s > 1) \) function, then \( F \) cannot be a \( \text{PP} \)). We denote by \( \text{Im}(L) = \{L(x) \mid x \in \mathbb{F}_{p^n}\} \), the image of the map \( L \). If \( L \) is a permutation polynomial, then Theorem 6.3 applies, so we consider the case of a \( p \)-to-1 linearized polynomial.

Theorem 6.4 Let \( 1 \neq c \in \mathbb{F}_p \), \( L \) be a \( p \)-to-1 linearized polynomial on \( \mathbb{F}_{p^n} \) and \( f \) an arbitrary \( p \)-ary function, and let \( F = L + \gamma f \) be a permutation polynomial. Then \( F = L + \gamma f \) is perfect \( c \)-nonlinear if and only if both of the following conditions are satisfied for all \( a \in \mathbb{F}_{p^n}^* \):

(i) \( \gamma \notin \text{Im}(L) \);
(ii) \( cD_a f(x + \epsilon) - cD_a f(x) \neq 0 \), for all \( x \in \mathbb{F}_{p^n}, \epsilon \in \text{Ker}(L)^* \).

Proof Let \( a \in \mathbb{F}_{p^n}^* \) and \( 1 \neq c \in \mathbb{F}_p \). Notice that

\[
cD_a L(x) = L(x + a) - cL(x)
= (1 - c)L(x) + L(a)
= L((1 - c)x + a).
\]
Therefore, $\text{Im}(cD_a L) \subseteq \text{Im}(L)$. Further, as we know, $F$ is perfect $c$-nonlinear if and only if
\[ cD_a F(x) = cD_a L(x) + \gamma cD_a f(x) = L((1 - c)x + a) + \gamma(f(x + a) - cf(x)) \]
is a permutation polynomial.

We now slightly modify the proof of [7, Theorem 4], since, as it is, it cannot be applied directly for our case. Further, observe that
\[ cD_a F(x) = \begin{cases} L((1 - c)x + a) & \text{if } f(x + a) - cf(x) = 0; \\ L((1 - c)x + a) + \gamma d & \text{if } f(x + a) - cf(x) = d \in \mathbb{F}_p^* \end{cases} \]

If $\gamma \in \text{Im}(L)$, then $\gamma = L(\alpha), \alpha \in \mathbb{F}_p^n$, and for $d \in \mathbb{F}_p^*$, $\gamma d = dL(\alpha) = L(\alpha d)$. Therefore, the image set of $cD_a F$ is contained in the image set of $L$. Consequently, $cD_a F$ cannot be a permutation as $L$ is a $p$-to-1 function. Thus, we can assume that $\gamma \notin \text{Im}(L)$. For any $\epsilon \in \text{Ker}(L)^*$, we have
\[ cD_a F(x + \epsilon) - cD_a f(x) = L((1 - c)(x + \epsilon) + a) - L((1 - c)x + a) + \gamma(cD_a f(x + \epsilon) - cD_a f(x)) \]
\[ = L((1 - c)\epsilon) + \gamma(cD_a f(x + \epsilon) - cD_a f(x)) \]
\[ = \gamma(cD_a f(x + \epsilon) - cD_a f(x)). \]

Thus, if $cD_a F$ is a permutation, then $cD_a f(x + \epsilon) - cD_a f(x)$ has to be non-zero for all $x \in \mathbb{F}_p^n$ and $\epsilon \in \text{Ker}(L)^*$.

Conversely, we assume that $(i)$ and $(ii)$ hold. Let $y, z \in \mathbb{F}_p^n$ such that $cD_a F(y) = cD_a F(z)$. Thus
\[ cD_a F(y) - cD_a F(z) = 0 \]
\[ L((1 - c)(y - z)) + \gamma(cD_a f(y) - cD_a f(z)) = 0. \]

Let $y - z = \epsilon$, then the above equation reduces to
\[ (1 - c)L(\epsilon) + \gamma(cD_a f(z + \epsilon) - cD_a f(z)) = 0. \]

If $\epsilon \in \text{Ker}(L)$, then by condition $(ii)$, $\epsilon = 0$, forcing $y = z$. If $\epsilon \notin \text{Ker}(L)$, then $cD_a f(y) - cD_a f(z) = \tilde{d} \in \mathbb{F}_p^n$, so $0 = (1 - c)L(y - z) + \gamma \tilde{d}$, contradicting the fact that $\gamma \notin \text{Im}(L)$. □

We shall use below some results of [6, Theorem 3] and [7, Corollary 1(i)].

**Theorem 6.5** Let $p$ be a prime number, $\beta, \gamma \in \mathbb{F}_p^n$ and $H \in \mathbb{F}_p^n[x]$. Then the polynomial
\[ F(x) = x + \gamma \text{Tr}(H(x^p - \gamma^{p-1}x) + \beta x) \]
is a permutation polynomial if and only if $\text{Tr}(\beta \gamma) \neq -1$.

(Surely, if $p = 2$, the trace condition is $\text{Tr}(\beta \gamma) = 0$.) We are now ready to show the next result, where we construct a class of (linearized) polynomials that are PcN for every $c \neq 1$, in all characteristics.

**Proposition 6.6** Let $p$ be a prime number, $\alpha, \gamma \in \mathbb{F}_p^n$. Then $F(x) = x + \gamma \text{Tr}(x^p - \alpha x)$ is PcN for all $c \neq 1$ if and only if $\text{Tr}(\gamma(1 - \alpha)) \neq -1$. 
Proof The $c$-differential of $F$ at $a$ is now

$$cD_a F(x) = F(x + a) - cF(x)$$

$$= x + a + \gamma \text{Tr}(x^p + a^p - ax - \alpha a) - cx - \gamma c\text{Tr}(x^p - \alpha x)$$

$$= (1 - c)x + (1 - c)\gamma \text{Tr}(x^p - \alpha x) + a + \gamma \text{Tr}(a^p - \alpha a).$$

Thus, $F$ is PcN if and only if $(1 - c)x + (1 - c)\gamma \text{Tr}(x^p - \alpha x) + a + \gamma \text{Tr}(a^p - \alpha a)$ is PP for all $a$, which is equivalent to $(1 - c)x + (1 - c)\gamma \text{Tr}(x^p - \alpha x)$ being a PP, and further, $x + \gamma \text{Tr}(x^p - \alpha x)$ being a PP. Now, we re-write the previous function as $x + \text{Tr}(x^p - \gamma p^{-1}x + (\gamma p^{-1} - \alpha)x)$.

Using Theorem 6.5 with $\beta = \gamma p^{-1} - \alpha$, we see that the last claim will hold if and only if $\text{Tr}(y(\gamma p^{-1} - \alpha)) = \text{Tr}(\gamma p^{-1}) - \text{Tr}(\gamma \alpha) = \text{Tr}(y(1 - \alpha)) \neq -1$. \hfill $\Box$

We saw that some modifications of PcN functions preserve their perfect $c$-nonlinearity. It surely makes sense to ask whether the $c$-differential uniformity is preserved through affine, extended affine or CCZ-equivalence [5]. Given a function $F$, we call the set $\{\beta_{F,c} \mid c \in \mathbb{F}_{p^n}\}$, the differential spectrum of $F$. We ask here the question of whether the differential uniformity spectra is preserved under the A-equivalence, EA-equivalence, or CCZ-equivalence. Our guess was that it is not preserved by EA, nor CCZ-equivalence, and an easy computation via SageMath confirmed it: while $x^3$ has $c$-differential spectrum $[1, 2, 3]$, the EA-equivalent function $x^3 + x^4$ has $c$-differential spectrum $[1, 2, 3, 4]$, both on $\mathbb{F}_{2^4}$.

It is not difficult to show that the differential spectrum is invariant under the (restricted to input) affine-equivalence (A-equivalence) (recall that $F, F'$ on $\mathbb{F}_{2^n}$ are restricted to input A-equivalent if $F'(x) = F \circ L(x)$, where $L$ is an affine permutation on $\mathbb{F}_{2^n}$), and we provide the argument next. The equation $F'(x + a) - cF'(x) = b$ is equivalent to $(F \circ L)(x + a) - c(F \circ L)(x) = b$, that is $F(L(x) + L(a)) - cF(L(x)) = b$. Setting $L(x) = y, L(a) = \alpha$, the previous equation becomes $F(y + \alpha) - cF(y) = b$. Surely, any solution of $F'(x + a) - cF'(x) = b$ is in one-to-one correspondence to a solution of $F(y + \alpha) - cF(y) = b$, since $L$ is invertible.

Since the CCZ-equivalence is more general than EA-equivalence, we shall concentrate on it. Recall that two $(n, m)$-functions $F, F'$ from $\mathbb{F}_{p^n}$ to $\mathbb{F}_{p^m}$ are CCZ-equivalent if and only if their graphs $G_F = \{(x, F(x)) \mid x \in \mathbb{F}_{p^n}\}, G_{F'} = \{(x, F'(x)) \mid x \in \mathbb{F}_{p^n}\}$ are affine equivalent, that is, there exists an affine permutation $A$ on $\mathbb{F}_{p^n} \times \mathbb{F}_{p^n}$ such that $A(G_F) = G_{F'}$. As in [5], we use the identification of the elements in $\mathbb{F}_{p^n}$ with the elements in $\mathbb{F}_{p^m}$, and denote by $x$ both an element in $\mathbb{F}_{p^n}$ and the corresponding element in $\mathbb{F}_{p^m}$. We first decompose the affine permutation $A$ as an affine block-matrix, $Au = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} u + \begin{pmatrix} c \\ d \end{pmatrix}$, for an input vector $u$, where $A_{11}, A_{21}, A_{12}, A_{22}$ are $n \times n$ matrices with entries in $\mathbb{F}_p$, and $\begin{pmatrix} c \\ d \end{pmatrix}$ is a column vector in $\mathbb{F}_{p^n}$. Just a reminder to the reader that EA-equivalence means that $A_{12} = 0$ and (full-fledged) A-equivalence means that $A_{12} = A_{21} = 0$. Fix $c \in \mathbb{F}_{p^n}$, and let the $c$-differential system be written as $y - x = a, F(y) - cF(x) = b$. Applying the affine permutation $A$ to $\begin{pmatrix} a \\ b \end{pmatrix}$ we get
Theorem 6.8 Let $k \geq 1$, $n \geq 2$ be integers, $p$ prime, $c \neq 1$ in $\mathbb{F}_{p^n}$. The following are true:

(i) If $G_1(x) = x^{p^k} + \gamma \text{Tr}(x)$ is perfect $c$-nonlinear for $\gamma \in \mathbb{F}_{p^n}^*$, then

$$\gamma \notin \left\{ \frac{a^{p^k+1}}{\text{Tr} \left( \frac{a}{1-c} \right)} \bigg| a \in \mathbb{F}_{p^n}^*, \text{Tr} \left( \frac{a}{1-c} \right) \neq 0 \right\}. $$

(ii) The function $G_2(x) = x^{p^k} + \gamma x^{p^k}$ is never PcN, regardless of the value of $\gamma \in \mathbb{F}_{p^n}^*$.

**Proof** (i) We first perturb $F$ in the following way $G_1(x) = F(x) + \gamma \text{Tr}(x)$, $\gamma \neq 0$, and attempt to find some condition on $\gamma$ such that $G_1$ can potentially be PcN. We look at the $c$-differential equation of $G_1$, namely

$$(1-c)x^{p^k+1} + ax^{p^k} + a^p x + a^{p^k+1} + \gamma(1-c)\text{Tr}(x) + \gamma\text{Tr}(a) = b,$$

that is,

$$x^{p^k+1} + \frac{a}{1-c}x^{p^k} + \frac{a^p}{1-c}x + \gamma\text{Tr}(x) = \frac{b - \gamma\text{Tr}(a) - a^{p^k+1}}{1-c}.$$  

By relabeling (since the free term is linear in $b$), it will be sufficient to investigate the equation

$$x^{p^k+1} + \frac{a}{1-c}x^{p^k} + \frac{a^p}{1-c}x + \gamma\text{Tr}(x) = b.$$
We argue now that in many instances the equation has more than one solution. We let
\( b = 0 \). Surely, \( x = 0 \) is one such solution. We write (for \( a \neq 0 \))
\[
x^{p^k} \left( x + \frac{a}{1 - c} \right) + \frac{a^p}{1 - c} \left( x + \frac{\gamma(1 - c)}{a^p} \text{Tr}(x) \right) = 0.
\]

Now, \( x = -\frac{a}{1 - c} \neq 0 \) is another solution if \( \frac{\gamma(1 - c)}{a^p} \text{Tr} \left( -\frac{a}{1 - c} \right) = a^p \), or, equivalently,
\[
\text{Tr} \left( \frac{a}{1 - c} \right) = -\frac{a^{p+1}}{\gamma(1 - c)^2}. \]
We obviously need \( \frac{a^{p+1}}{\gamma(1 - c)^2} \in \mathbb{F}_p^* \) for some \( a \), which is equivalent to the first claim.

(ii) Next, we perturb \( F \) as \( G_2(x) = F(x) + \gamma x^{p^k}, \gamma \neq 0 \). As before, the \( c \)-differential equation of \( G_2 \) is then
\[
(1 - c)x^{p^k+1} + a x^{p^k} + a^p x + a^{p+1} + \gamma((1 - c)x^{p^k} + a^{p^k}) = b,
\]
or, by relabeling \( \frac{b - a^{p+1} - \gamma a^p}{1 - c} \mapsto b \)
\[
x^{p^k+1} + a + \frac{\gamma(1 - c)}{1 - c} x^{p^k} + \frac{a^p}{1 - c} x = b.
\]
If \( b = 0 \), then \( x = 0 \) is a solution. Assuming \( b = 0, x \neq 0, a \neq 0 \), factoring out \( x \), and using \( y = \frac{1}{x} \), we get
\[
y^{p^k} + a + \frac{\gamma(1 - c)}{a^p} y + \frac{1 - c}{a^{p^k}} = 0.
\]
It is easy to show that taking \( a = \gamma(c-1) \), then \( y = \left( \frac{c-1}{a^p} \right)^{p^k} \) (which always exists, since \( \gcd(p^k, p^n - 1) = 1 \)) is a solution of the above equation, and hence \( x = \left( \frac{a^p}{c-1} \right)^{p^k} \) is a solution of the original equation in \( x \). Hence \( \gamma \mathcal{D}_a G_2 \) is not a permutation, and therefore, \( G_2 \) is not PcN, for \( c \neq 1 \).

Surely, the question is whether \( G_1(x) = x^{2^k+1} + \gamma \text{Tr}(x) \) is ever PcN over \( \mathbb{F}_{2^n} \). We quickly took some small examples of \( \mathbb{F}_{2^n} \), \( 2 \leq n \leq 4 \), determined by the primitive polynomials \( x^2 + x + 1, x^3 + x + 1, x^4 + x + 1 \) over \( \mathbb{F}_2 \), all with some primitive root \( \alpha \). We then checked that \( G_1(x) = x^{2^k+1} + \gamma \text{Tr}(x) \) is never PcN on \( \mathbb{F}_{2^n} \), for \( 2 \leq k < n \leq 4 \). If \( k = n \), we can get PcN functions. For the considered cases, if \( (k, n) = (2, 2) \), \( G_1 \) is PcN when \( (c, \gamma) = (0, 1), (\alpha, 1), (\alpha^2, 1) \); if \( (k, n) = (3, 3) \), \( G_1 \) is PcN when \( (c, \gamma) = (c, \alpha), (c, \alpha^2), (c, \alpha^4) \), since the function \( G_1 \) becomes a linearized polynomial (via \( x^{2^k+1} = x^2 \) on \( \mathbb{F}_{2^n} \)). We do not have other examples for small dimensions. The computation was done via SageMath.

7 Further comments

In this paper, in the first part, we used Dickson polynomials techniques to show some results (some were independently shown recently). We also found that recently published necessary conditions, which give a relationship between the difference function of a monomial and the Dickson polynomial of first kind (odd characteristic), are also sufficient (Theorem 2.5). Next, we give several classes of PcN, and other functions with low \((-1\)-differential uniformity, and we propose two conjectures based upon some computational data. We also obtain a class
of polynomials that are PcN for all $c \neq 1$, in every characteristic. Further, we discuss the affine, extended affine and CCZ-equivalence as it relates to $c$-differential uniformity. We then concentrate on perturbation of a PcN function to also be perfect $c$-nonlinear and give necessary and sufficient conditions in some cases. We also show that in some instances such perturbations do not produce PcN functions. Surely, it would be very interesting to find other perturbations, linear or not, that may decrease the $c$-differential uniformity. For example, one can computationally check that a “switching” technique [4,9] produces some PcN functions as well: the functions $x^3 + \gamma Tr(x^3), x^9 + \gamma Tr(x^3)$ are PcN on $\mathbb{F}_2^3$ for $c = 0, \gamma = \alpha, \alpha^2, \alpha^4$.
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