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Abstract—Detecting vulnerabilities in software is a critical challenge in the development and deployment of applications. One of the most known and dangerous vulnerabilities is stack-based buffer overflows, which may allow potential attackers to execute malicious code. In this paper we consider the use of modern machine learning models, specifically recurrent neural networks, to detect stack-based buffer overflow vulnerabilities in the assembly code of a program. Since assembly code is a generic and common representation, focusing on this language allows us to potentially consider programs written in several different programming languages. Moreover, we subscribe to the hypothesis that code may be treated as natural language, and thus we process assembly code using standard architectures commonly employed in natural language processing. We perform a set of experiments aimed at confirming the validity of the natural language hypothesis and the feasibility of using recurrent neural networks for detecting vulnerabilities. Our results show that our architecture is able to capture subtle stack-based buffer overflow vulnerabilities that strongly depend on the context, thus suggesting that this approach may be extended to real-world setting, as well as to other forms of vulnerability detection.

Index Terms—Software Vulnerability Detection, Buffer Overflow Detection, Stack Buffer Overflow, Recurrent Neural Networks, Long Short-Term Memory.

1 INTRODUCTION

Modern software applications deal with large quantities of data, including critical and sensitive data. The high demand for services has driven developers to create software at a fast pace, thus introducing flaws and bugs in the code. The number of software vulnerabilities discovered each year has steadily increased over the last decades, with a record of 16,665 reported discoveries in 2018 [1]. Reducing the number of vulnerabilities and potential security breaches is a crucial challenge.

Exploiting flaws in code has become a multi-billion dollar a year business. Malware developed to exploit code vulnerabilities is an ever-increasing problem for users, corporations, and governments worldwide. When the Shadow Brokers [2] leaked the EternalBlue exploit [3], which gave rise to the WannaCry ransomware [4], ensuing damages have been estimated to be up to 8 billion USD globally.

An approach to reduce the number of vulnerabilities is based on the use of automatic tools for the identification and the patching of vulnerabilities. In this paper we explore the use of machine learning techniques for vulnerability detection. More precisely, we focus on the use of neural networks to identify the presence of potential stack-based buffer overflow vulnerabilities in assembly code. We make the assumption that code can be treated as a form of language, and we process it using recurrent neural networks (RNN) based on long short-term memory (LSTM) cells [5]. RNNs are a class of neural networks designed to handle input vectors of arbitrary lengths, and to extrapolate context from sequences. Such models were proven to be effective in tasks related to natural language processing (NLP) and they can be easily adapted to process code.

To evaluate the effectiveness of RNNs in processing assembly files in order to spot buffer overflow vulnerabilities we carried out a set of empirical simulations. Our results, although preliminary, confirm the hypothesis that code may be dealt as a language, and they corroborate the intuition that neural network models may be successfully adapted to carry out vulnerability detection, in particular stack-based buffer overflow.

The rest of the paper is structured as follows. Section 2 briefly introduces relevant concepts from information security and from machine learning. Section 3 offers an overview of the state of the art in the application of machine learning to vulnerability detection. Section 4 precisely defines the problem we aim at tackling, as well as the assumption we will make in our study. Section 5 provides details on our methodology, including the process of data generation, data pre-processing and model design. Section 6 reports a set of experiments aimed at validating our hypothesis, and Section 7 offers an overall evaluation of our results. Finally, Section 8 summarizes our results and suggests possible future directions of research.

2 BACKGROUND

In this section we provide a brief review of the main ideas from computer security (buffer overflow) and machine learning (RNNs) that are relevant to our work.

2.1 Buffer overflow

Vulnerabilities in software can have serious consequences from the point of view of computer security. For instance,
without proper input data validation or accurate memory management malicious actors can modify the intended program flow of the software, thus leading to arbitrary code execution. The exploitation of a software vulnerability is frequently the starting point of complex attacks; for instance, the vulnerable software can execute a malicious payload to open a communication channel back to the attacker’s computer, then download and execute a script from the attacker’s location. Perfect software would be an ideal solution to protect systems against similar attacks, but such a possibility is not realistic; based on existing surveys, typical software vulnerabilities such as buffer overflows, use after free, double free vulnerabilities, access control problems, race conditions or authentication weaknesses appear frequently in software products. Despite many defensive measures were taken by the compilers and the operating systems, several new type of modern exploitation still appear time by time, e.g. [6]. A more feasible option to mitigate such risks is to discover software vulnerabilities as early as possible, for instance using fuzz testing or code analysis. In this work we focus on detecting stack-based buffer overflows. Finding abnormal program behavior such as buffer overflow errors is crucial in all computers and devices [7].

An operating system executes binary code in the process virtual address space. In this space, the operating system keeps the executable code only of the binary, together with all the binary code that was linked (e.g., operating system APIs). In addition to the executable binary code, the virtual address space contains data sections such as the stack segments for each running thread, heap blocks and global variables. The partitioning of the memory space allows the operating system to keep processes separated, and it guarantees that different running binaries have no direct access to each other. The weak point of this data structuring is the fact that the code and the data are together in the same virtual address space; if there is no appropriate protection in place, this can lead to different types of memory corruption, such as executing data as code, or overwriting the code using data.

Buffer overflows compromise the virtual address space by overflowing the storage place that was allocated for the data. This action can lead to the modification of the virtual address space, for instance, by overwriting the heap chunks or the stack frames of the running methods inside the binary. In case of stack-based buffer overflows, the return pointer of a method that is under execution is modified by overrunning a local variable inside the method. In some simple cases, stack-based buffer overflow may be carried out by exploiting methods that are vulnerable by default, such as the C methods `gets`, `puts`, `strncpy`; these methods notoriously lack input validation, and, if the programmer does not perform proper size checking, this weakness can be easily used to successfully overflow the buffer. More complex and refined examples of stack-based buffer overflow may happen by exploiting a chain of several minor vulnerabilities, such as a chain of wrong input data that the attacker tries to set intentionally to overrun the vulnerable buffer. Our focus is mainly on the easiest case where the binary vulnerability is determined by the use of the aforementioned vulnerable methods, and where the solution corresponds to detecting the presence of such method calls without proper input checking.

### 2.2 Machine learning

The problem of detecting code that is potentially vulnerable to stack-based buffer overflow can be cast as a machine learning problem. In other words, we consider the possibility of training a model which could receive in input samples of code, and which could produce in output a signal denoting whether a potential buffer overflow vulnerability is present in the code. Neural networks have proven to be a powerful and flexible family of models to learn detection systems; for instance convolutional neural networks (CNNs) can be very effectively applied to image detection and recognition [8].

Since our problem requires processing inputs of arbitrary length (i.e., code made up of a variable number of lines) and to evaluate chunks of input in context (i.e., deciding about the vulnerability of certain methods in relation to the presence of proper input checking), we decided to rely on a specific family of neural networks: recurrent neural networks [9]. A RNN is a model that implements the following function:

$$s_n = f(x_n, s_{n-1}),$$

where $x_n$ represents the $n^{th}$ input (or part of input), and $s_n$ denotes the internal state of the RNN after processing the $n^{th}$ input. In our case, each input will represent a line of code in a program, and we will evaluate the last state $s_n$ produced by the RNN to decide if the whole program contains a buffer overflow vulnerability.

A long short-term memory (LSTM) [5] is a specific variant of a recurrent neural network which relies on gates to process and filter the information. This design choice allows LSTM to better model long-range dependence in the data. Such a feature is particularly important in our application as it allows to capture a wider context for potentially vulnerable instructions.

### 3 Related work

In this section, we describe state-of-the-art work done on the problem of vulnerability detection, paying particular attention to types of data representation and model architecture adopted by other researchers. Although work on vulnerability detection has close connection to malware detection (see, for reference, recent work such as [10] or [11]) and intrusion detection (refer, for instance, to [12]), we will focus mainly on vulnerability detection.

In [13], Hovsepyan et al. process Java source code treating it as plain text, and they train a SVM classifier to decide on the presence of vulnerabilities in the code. A similar approach is adopted in [14], where Java source code is represented via n-grams and synthetic features before being processed by a SVM trained to detect vulnerable programs. Representation learning via principal component analysis has been applied to C source code in order to generate informative representations for vulnerability detection in [15]. All these approaches closely resemble our work in that they subscribe, however implicitly or partially, to the hypothesis that code can be dealt as natural language; however, our work relies on assembly code, making the
reasonable assumption that source code is often unavailable, and it applies more versatile models, such as RNNs.

The use of CNN and RNN models has been considered in [16], where Russell et al. trained a vulnerability detection model on large data sets of real-world C/C++ source code. Similarly, in [17], a RNN relying on bi-directional LSTM, is shown to be more effective at vulnerability detection than other standard pattern-based systems such as Flawfinder, RAISE, or Checkmarx. Our approach resembles these studies in the choice of the family of models we consider (RNNs); however, once again, we decided not to consider source code, but, more realistically, assembly code.

A different direction of research has considered analyzing programs using not only static features, but also dynamic features, that is, feature generated by a program at runtime. Grieco et al. profiled code for vulnerability by using a collection of both static and dynamic features (such as program events), and by training different machine learning algorithms to learn useful patterns [18]. Wu et al. developed a model relying only on dynamic features (such as kernel function calls) and implemented deep neural networks to carry out vulnerability detection [19]. Our work does not take into consideration dynamic features, although the architecture we have chosen would be versatile enough to be extended in the future to process such features.

4 PROBLEM DEFINITION

In this work, we formulate and address the problem of discovering stack-based buffer overflow vulnerabilities in a program by processing its assembly code representation via RNNs.

At its foundation, our work is grounded on the assumption that code constitute a form of language [20]. Code has a tightly structured syntax, and it can convey meaning in a similar fashion as written and spoken languages. Through our experiments, we assess the hypothesis that code may be processed as a form of language, and that this representation may be successfully employed to perform vulnerability detection. To do so, we aim at processing code in the form of text, with minimal pre-processing based on human prior knowledge, and using models that proved to be successful in dealing with natural language processing.

Concerning the specific form of language considered, we decided not to focus on one specific high-level programming language. Instead we considered code written in assembly language. Assembly language constitutes a formal language that provides a middle ground between human-friendly programming languages and machine instructions. On one side, programming languages are very succinct and interpretable, but they come with a wide variety of vocabulary and grammars; models for a given language may hardly be extended to other languages; moreover, in the real world, source code of a program may be rarely available. On the other hand, machine code is heavily hardware dependent and verbose, as it specifies in fine-grained details elementary operations to be carried out. The assembly language offers thus a language that strikes a reasonable balance between conciseness and availability. Conciseness is important both to reduce the cost of storing and processing the data; availability is relevant in order to have models that may be trained on a substantial amount of data and that can be deployed in the real world.

It is worth to underline that, so far, to the best of our knowledge, limited work has been done to exploit this specific level of representation for a program.

5 METHODOLOGY AND IMPLEMENTATION

In this section we discuss our methodological approach and our practical implementation: how we generated data for our problem, what sort of processing we performed on them, and finally we provide details about the model we implemented.

Overall, our method is based on the following steps: (i) generation of a library of safe and vulnerable functions, (ii) sampling and aggregation of functions into programs, (iii) compilation of programs into assembly files, (iv) compression of the assembly files by removing redundant information, (v) tokenization of the assembly files, (vi) partitioning of the samples in training and test data, (vii) training of the model. This approach provides us with complete control over every aspect of the simulations, from the data (size, complexity, and variability) to the model (architecture, depth, and other training hyper-parameters).

5.1 Data generation

Given the absence of standardized public data sets for stack-based buffer overflows, we first considered the challenge of assembling a suitable data set of vulnerabilities.

Given the availability of code online, a common approach to collect a data set of vulnerable code is to design a webscraper to download C source code from open source projects, like the Linux kernel[21] or public repositories, such as Github[22]. This approach would return large amounts of realistic data, although a good subset of the retrieved code may be unmaintained and of low quality (e.g., failing to compile). The main drawback is that all the data would be unlabelled. Labeling the data, so that it could be used for supervised learning in our RNN models, would be a non-trivial challenge; manual labelling would be extremely time-consuming, requiring several experts to analyze the code to understand if it has potential buffer overflows vulnerabilities or not; automatic labelling using existing tools does, in a way, defeat the purpose of our research as it would lead the RNN model to simply learn the function already encoded in the existing automatic tools. Even more critically, only a small percentage of the collected data would contain samples of stack-based buffer overflow vulnerabilities which would be relevant in our problem.

Therefore, we opted to create our own dataset. This approach has some clear advantages: (i) since we define each function and program, and we know exactly whether it is vulnerable to stack-based buffer overflow or not, labelling is automatic and unequivocal; (ii) we have full control over the code style used, allowing us to produce more or less heterogeneous samples; (iii) since the generation is automated, we can easily scale up the size of the data, thus making the fitting of complex functions feasible. On the other hand, we
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acknowledge the fact that custom-made datasets are often criticized as lacking in realism; while this point is true, we hold that our samples are representative enough to validate or to disprove our hypothesis that RNNs may be used for stack-based buffer overflow vulnerability detection. If we were to prove that our models can successfully detect unsafe code, more realistic data and deeper network may be implemented to tackle more realistic challenges.

A sample in our synthetic dataset is a C program file. A program file is made up of a variable number of functions that are called in the main body of the program file. In the next section, we explain how we generate functions and how we assemble them into programs.

5.1.1 Generating safe and vulnerable functions
We view a function as the atomic component of a program. Each function is built around a system call. Although there are many potentially vulnerable system calls in the C library, we restrict our attention to 8 system calls that are particularly relevant in the context of buffer overflows: `strcpy`, `strncpy`, `strcat`, `scanf`, `sprintf`, `gets`, `fgets`, `memcpy`. Some of these system calls are deemed intrinsically unsafe and are deprecated, while other C methods are considered safe and are recommended. However, our labelling does not depend on this static distinction. We define a function non-vulnerable if it correctly uses a safe system call or if it employs an unsafe system call together with right buffer checks; vice versa, we define a function vulnerable if it uses an unsafe system call with wrong checks or if it misuses a safe system call. For instance, although `strcpy` is normally considered unsafe, we recognize that it may be used safely when accompanied by proper buffer checks. By taking into account these more subtle differences, we aim at training a model that does not just trivially spot the use of deprecated system calls, but evaluates their vulnerability in context.

For each of the 8 system calls above, we created 15 different functions with a single vulnerable system call. In total, this leads to 120 different vulnerable functions. These functions have one and only one vulnerability and use one and only one weak system call, thus defining simple functions with a single vulnerability, while preserving the realism of our data.

For the benign functions, we decided to create an equal amount of instances. Among these instance, we included functions properly using safe system calls as well as repaired versions of the unsafe functions used to create vulnerable functions. Listing 1 presents a vulnerable function along with its safe counterpart in Listing 2. The two listings show how easy it is to unintentionally introduce a vulnerability by using the wrong parameter in a C system call, and how subtle the difference between a safe and an unsafe function can be. These minimal differences allow us to verify whether a network is able to discriminate safe and unsafe programs given the context in which C function calls happen, and not just by the name of the function called.

Listing 1: A vulnerable function
```c
void memcpySmallIntoLarge(char* s){
    char dest[256];
    memcpy(dest,s,strlen(s));
    printf("%s\n", dest);
}
```

Listing 2: Repaired version of Listing 1
```c
void memcpySmallIntoLarge(char* s){
    char dest[256];
    memcpy(dest,s,sizeof(dest));
    printf("%s\n", dest);
}
```

5.1.2 Generating C programs
From the set of functions we have defined, we generate programs. We define positive sample a C program that contains no vulnerable function; conversely, we define negative sample a C program that contains at least one vulnerable function. We acknowledge that functions normally are vulnerable through their calling parameters and the state of the virtual address space. However, we limit ourselves to define vulnerable and benign samples without additional considerations such as those aforementioned.

Given a number $N_f$ of function to be included in a program, we construct positive samples by randomly sampling $N_f$ safe functions, inserting their definition into a C program, and adding function calls in the `main()` method; for negative samples, we randomly select a single unsafe function along with $N_f - 1$ random safe functions, and we aggregate them in a C program as done for positive samples. The resulting programs are carefully checked to verify whether they are actually safe or unsafe. We followed a unit testing approach, validating each unit of code through a range of inputs.

5.2 Data processing
The output of our data generating process is a set of programs in the form of C source code. Since we do not want to work at this level of representation, we compile our data into assembly. Moreover, before feeding the data to the model, we further process it by removing redundant information, converting it into token strings, and finally partitioning it into training and test data.

5.2.1 Compiling C programs into assembly
First, we translate our source code into assembly code, using a compiler with Intel syntax for the 64-bit architecture. Compilation happens using the GCC compiler [21], a versatile and cross-platform compiler widely adopted on many systems. Our C programs are compiled running the following command:
```
gcc -S -fno-asynchronous-unwind-tables
-masm=intel ./fileName.c -o fileName
```

For the sake of generalization, we rely on a minimal number of flags aimed at producing as short an assembly as possible; for details about the flags, please refer to [21]. A snippet of generated assembly is shown in Listing 3.

Listing 3: Example of part of a C program compiled in assembly
```
1: file "test_file_3_0.c"
2: intel_syntax_noprefix
```
5.2.3 Compressing the assembly code

Next, in order to simplify the model and make the learning process faster, we compress the assembly code by discarding redundant information.

Several lines of the assembly code generated by the GCC compiler have limited value, containing either redundant or useless information for our aims. We then start by removing the entire prefix of each assembly (see lines 1-5 in Listing 3 for an example). The prefix is equal for each assembly except the field filename which just reports the name of the original file; as such, no significant information is carried in these lines of code.

Next, we consider other assembler directives and instructions that can be dropped:

- .LC directives are used for storing declared strings in the C program (see line 7-10 in Listing 3 for an example). The actual content of a string is not relevant in our modelling. However, in order to maintain as much as possible of the code context, notice that we keep references to the strings (see line 13 in Listing 3 for an example).
- .size directives are generated by compilers to include auxiliary debugging information in the symbol table. Compiler information is not relevant in our modelling.
- .ident directives are used by some assemblers to place tags in object files. Object generation is not relevant in our modelling.
- .section directives are used to manage sections in objects. Object management is not relevant in our modelling.
- .endbr instructions in the last part of each assembly are removed.

The end result is shorter assembly samples that still preserve the semantics of the code. Notice that in this processing steps we minimally rely on prior knowledge. An expert evaluation is indeed needed to decide what parts of an assembly code to discard. However, we argue that such choice boils down to a non-case-specific and procedural rule that consistently drop pre-determined lines. This pre-processing does not introduce any form of high-level knowledge, nor does it instantiate any sort of feature carrying human-injected knowledge. The point of this pre-processing is simply to reduce the size of the samples in order to limit the computational burden. It is our conjecture that, if our model were to be successful, scaled-up models would be able to successfully process non-compressed versions of the same assembly.

5.2.4 Partitioning of the data

At the end of this process, we are left with a data set where each sample, positive or negative, is a set of assembly tokens. According to the good practices of machine learning, we split this data set in a training data set (80% of the data) and a test data set (20% of the data). Training data are further partitioned in a set used for training our model and a development (or validation) set for hyperparameter optimization. Test data are used only for assessing the accuracy of our model.

5.3 Model definition

In order to assess our hypothesis, we adopted a standard neural network model widely used in NLP and we applied it to the processing and classification of assembly code. Given the available computational limitation, we implemented an effective, yet lightweight, RNN architecture designed to discriminate vulnerable and non-vulnerable samples taking into account both the local and the global context in each program.

With reference to Figure 1, our architecture is designed as follows. The model receives as input a tokenized assembly file. Each token is mapped to an integer value via a pre-computed table, thus creating an integer array. This vector is forwarded to a 512-dimensional embedding layer which maps the discrete representations into dense representations. Two hidden LSTM layers follow, with the task of processing the data and tracking the inner state of the network;
temporal dropout is applied to the last layer of these two layers in order to improve the generalization performance. Finally, the output of the LSTM layers is forwarded to a fully-connected sigmoidal layer that produces the decision of the model. The entire model is trained using a binary cross-entropy loss [9].

Fig. 1: Architecture of our model

6 Experiments

In this section we present and discuss the simulations we have done in order to prove or disprove the language hypothesis applied to assembly code and to verify the feasibility of detecting stack-based buffer overflow using RNNs.

Our RNN models have been implemented using PyTorch [27], an open-source machine learning library for Python. The source code for our model is available publicly online at https://github.com/williamadahl/RNN-for-Vulnerability-Detection.

In all the simulations, we use a training set to train the model, a development (or validation) set for model selection, and a test set to evaluate the final performance. We track the loss on training and development set during training, and we measure the final performance in terms of correct classification rate (CCR, or accuracy).

6.1 Simulation 1: Detecting vulnerabilities

In this first simulation, we evaluate the network ability to discriminate between programs composed by safe functions and programs containing different vulnerable functions. Positive and negative samples use clearly different functions, thus presenting to the network a relatively easy discrimination task.

6.1.1 Protocol.

In our first simulation we sampled 2000 benign and 2000 vulnerable binaries. Each binary contains 3 functions where the benign functions are sampled from the set of safe functions excluding repaired versions of vulnerable functions, while the vulnerable functions are sampled from the whole set of vulnerable functions.

Training and development were conducted considering the batch sizes {20, 40, 80, 100}, while the learning rate was set relatively aggressive considering the values in the set {0.0025, 0.0005, 0.001, 0.002}.

6.1.2 Results.

We selected the best configuration of hyperparameters (batch size 80, and learning rate $10^{-3}$) in terms of performance on the development data set; other configurations achieved lower results, and often required more epochs to achieve convergence.

Figure 2 shows the result of training. Notice the two scales for the y-axis: on the left we report the correct classification rate (CCR) for the training (blue) and the development (red) dataset; on the right we report the loss function for the training dataset (green). At the end of training the final performance on the test set successfully converges to a CCR of 1.0.

Even with a modest dataset of 4000 samples we can observe in Figure 2 that we were able to achieve a very low loss of 0.001 and a CCR of 1.0 over the training and development set. We can deduce from this experiment that the neural network exhibits the capacity to classify with very low error over the subset of functions we defined.

6.1.3 Discussion.

In this simulation, the model we designed proved able to discriminate with high accuracy between safe programs and vulnerable programs. However, what we considered is just a simplified problem, where positive and negative samples are clearly different. It may be hypothesized, then, that the RNN modeled generic patterns in our samples, which may not be tightly related to buffer overflow.
6.2 Simulation 2: Differentiation between vulnerable and repaired counterparts

To disprove the hypothesis that the RNN is not meaningfully capturing buffer overflow vulnerabilities, in this simulation we consider a more challenging scenario, in which vulnerable functions appear in negative samples, while the fixed version of the same vulnerable functions appears in positive samples. Vulnerable functions and their patched counterparts are very similar in code, often with only one line differentiating a positive from a negative sample. This setup allows us to probe thoroughly the discriminative power of the network.

6.2.1 Protocol.

We sample negative samples as functions containing a vulnerability from a single type of system-call, fgets. Positive samples are built including the patched counterparts of the vulnerable functions; these patched functions still include the call to fgets, but in a safe and controlled way. In total, we train the network with 200 samples of both classes.

We experimented with low batch sizes in the set \{2, 5, 10\}, due to the relative small sampled dataset, and learning rates in the set \{0.000125, 0.00025, 0.0005, 0.001, 0.002\}.

6.2.2 Results.

![Training progress](image)

Fig. 3: Performance for Simulation 2 using learning rate $1.25 \cdot 10^{-5}$ and a batch size of 10.

The best hyperparameter configuration we found uses a batch size of 10 and a learning rate of $1.25 \cdot 10^{-4}$. Figure 3 shows the dynamics of training, with the model achieving again a CCR close to 1.00 on the training and development set, CCR on the test set was similarly close to 1.0.

Different choices for the hyperparameters, such as a learning rate above $2.5 \cdot 10^{-3}$ often get stuck and failed at learning. We hypothesize that the high similarity among positive and negative samples combined with a relatively high learning rate may lead to an oscillatory behaviour, where the network tends to alternatively overshoot or undershoot with respect to the thin margin separating the classes. Models trained with lower learning rate achieved overall better performances, although in some cases, even models with a learning rate of $5.0 \cdot 10^{-3}$ could achieve a satisfying CCR, despite showing high instability on average.

6.2.3 Discussion.

Our model was able to successfully learn to discriminate between subtly different samples. This confirm that the RNN model is able to capture subtle and contextual features of the assembly code that actually relate to buffer overflow vulnerabilities. This result is particularly relevant because, in the real world, the difference between a safe program and a vulnerable executable may be as small as a single line of code; performing a length check on an input, or size check for the allocation of a large buffer, may distinguish a safe program from an unsafe one. The high accuracy achieved by our network suggests that machine learning model may be successfully deployed to capture subtle flaws in code.

6.3 Simulation 3: Larger datasets and samples

In this last experiment, we test our model on a larger dataset drawn from an even more extensive range of functions. We wish to push our model further and simulate more realistic code samples.

6.3.1 Protocol.

In this final experiment we consider a collection of 4000 benign and 4000 vulnerable samples. Each sample consist of 20 functions, where the benign functions in both positive and negative samples are drawn from the same distribution. This distribution does not contain repaired counterparts to the vulnerable functions in the vulnerability library. The negative samples are drawn at random from the whole library of vulnerable functions.

We trained a model made up by a two layer LSTM architecture with a fixed batch sizes of 80, and a learning rate in the set \{0.0001, 0.00025, 0.0005, 0.001\}. We chose these hyperparameter ranges as they have proven successful in previous experiments on larger datasets.

6.3.2 Results.

![Training progress](image)

Fig. 4: Performance for Simulation 2 using learning rate $5 \cdot 10^{-5}$ and a batch size of 80.
Figure 4 shows the results achieved for the two layers LSTM configuration. From the graph, we observe an improvement in the long-term in terms of CCR on the training set and the development set. After about 17,500 steps, the neural network breaks through a plateau, and drastically improves CCR and reduce loss over the training and the development set. At termination our model achieved a CCR of 99.00% and a 0.057 loss over the test set. The neural network was capable of processing and learning features for samples of substantial size, and converge within a reasonable time frame. These observations are encouraging as the “real world” code encompass a wide range of sizes and structure.

For this particular experiment we also set up a shallower architecture with only one layer of LSTM. This simplified architecture did not perform as well as the two layer LSTM within a comparable time frame.

6.3.3 Discussion.

Although quite sensitive to hyperparameter tuning, the RNN model with the right setting (a batch size of 80 samples was by far the most successful configuration) yielded a model that achieved a satisfactory result within the training time constraint. It is interesting to observe that we had to apply a relatively low learning rates throughout our experiment to achieve satisfactory results. In conclusion, we can state that our neural network proved able to learn from complex samples made up of multiple functions.

7 Discussion

Our simulations allows us to conclude that not very deep RNNs are able to successfully perform binary classification on the problem of detecting the presence of stack-based buffer overflow vulnerabilities. Even when presented with samples where discriminating between a positive and negative instance relied heavily on the context, the trained model was able to differentiate satisfactorily.

The results provide a proof-of-concept validation of the language hypothesis we presented in Section 4. However, our conclusions are limited by the relative simplicity of our data sets and our models. Our self-generated data set can hardly be used to generalize over the large variety of real-world data. Overcoming this limitation would require either the collection and the labeling of large quantities of code samples, or the refinement of generators used to create realistic code samples. In this last case, our own generator may be improved by introducing additional functions, more complex code structure, and recursive calls. Scaling up the complexity of the data has to be accompanied by a similar scaling in the depth and complexity of the RNN model. This would put more pressure on computational resources, as longer training and more hyperparameter tuning may be in order to produce a satisfactory model.

8 Conclusion

Our research aimed at exploring the application of the language hypothesis to assembly code, and more specifically, at understanding the possibilities and limitations of stack-based buffer overflow vulnerability detection using RNNs. In order to prove or disprove the hypothesis, we conducted a set of experiments on binary classification. Our results showed that RNNs are able to extract useful features from the assembly code language and evaluate the context of the instructions. Such conclusions lend support to the hypothesis on the similarity between natural language and programming languages, and provide ground for treating code as language in future research.

Several possible extensions for further development lie open ahead. The easiest direction would be to scale up our model in terms of network depth, dataset size and realism; this would require a more significant computational effort, but it may further confirm (or, possibly, highlight the limitations of) the language hypothesis. Another direction would be to focus on alternative model architectures: we only considered LSTM layers, but layers with attention mechanisms [28] may provide ground-breaking results, as they have done in standard NLP tasks [29]. Our model could also be enriched to perform multiclass prediction (thus distinguishing different types of buffer overflows) or to output not only the presence or absence of a vulnerability, but also its location (thus allowing to identify and fix buffer overflows more easily). Finally, our approach may be applied to other types of vulnerabilities; buffer errors have been the most ubiquitous type of vulnerability for the last 25 years [30], but other vulnerabilities, such as race conditions or failures to validate input, can be equally harmful and may be predicted with similar RNN models.
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