SPECTRAL ANALYSIS OF A VISCOELASTIC TUBE CONVEYING FLUID WITH GENERALISED BOUNDARY CONDITIONS

XIAO XUAN FENG\textsuperscript{1,*}, MAHYAR MAHINZAEIM\textsuperscript{2}, AND GEN QI XU\textsuperscript{3}

Abstract. We study the spectral problem associated with the equation governing the small transverse motions of a viscoelastic tube of finite length conveying an ideal fluid. The boundary conditions considered are of general form, accounting for a combination of elasticity and viscous damping acting on both the slopes and the displacements of the ends of the tube. These include many standard boundary conditions as special cases such as the clamped, free, hinged, and guided conditions. We derive explicit asymptotic formulae for the eigenvalues for the case of generalised boundary conditions and specialise these results to the clamped case and the case in which damping acts on the slopes but not on the displacements. In particular, the dependence of the eigenvalues on the parameters of the problem is investigated and it is found that all eigenvalues are located in certain sectorial sets in the complex plane.

1. Introduction

Consider a thin homogeneous horizontal tube of unit length, which is made of a material modelled by the Kelvin–Voigt model for linear viscoelasticity. If we assume that the tube satisfies the Euler–Bernoulli hypothesis for the displacements and that it is subjected to no external tension, the equation governing the small transverse motions of such a tube conveying an ideal incompressible fluid is given by the mixed parabolic-hyperbolic partial differential equation (see \cite[Section 3.3]{23})

\[
\frac{\partial^4 w(s,t)}{\partial s^4} + \alpha \frac{\partial^5 w(s,t)}{\partial s^4 \partial t} + \eta \frac{\partial^2 w(s,t)}{\partial s^2} + 2\beta \eta^{1/2} \frac{\partial^2 w(s,t)}{\partial s \partial t} + \delta \frac{\partial w(s,t)}{\partial t} + \frac{\partial^2 w(s,t)}{\partial t^2} = 0. \quad (1.1)
\]

Here \( w(s,t) \) represents the transverse displacement of the tube for \( s \in [0,1], \quad t \in \mathbb{R}_+ \). The parameter \( \alpha > 0 \) is the viscoelastic damping coefficient, \( \eta \geq 0 \) represents the velocity of the fluid, and \( \beta \in (0,1) \) is a parameter depending only on the tube and fluid densities. The remaining parameter \( \delta \geq 0 \) corresponds to the viscous damping due to friction from air.

The partial differential equation is supplemented with given initial displacements and velocities at time \( t = 0 \),

\[
\begin{align*}
  w(s,0) &= g(s), \\
  \left. \frac{\partial w(s,t)}{\partial t} \right|_{t=0} &= h(s),
\end{align*}
\quad (1.2)
\]
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and generalised boundary conditions at \( s = 0 \) and \( s = 1 \), that is,
\[
\begin{align*}
\frac{\partial^2 w(s, t)}{\partial s^2} \bigg|_{s=0} &= k_{01} \frac{\partial w(s, t)}{\partial s} \bigg|_{s=0} + k_{02} \frac{\partial^2 w(s, t)}{\partial s \partial t} \bigg|_{s=0}, \\
- \frac{\partial^2 w(s, t)}{\partial s^2} \bigg|_{s=0} &= k_{03} w(0, t) + k_{04} \frac{\partial w(s, t)}{\partial t} \bigg|_{s=0}, \\
- \frac{\partial^2 w(s, t)}{\partial s^2} \bigg|_{s=1} &= k_{11} \frac{\partial w(s, t)}{\partial s} \bigg|_{s=1} + k_{12} \frac{\partial^2 w(s, t)}{\partial s \partial t} \bigg|_{s=1}, \\
\frac{\partial^3 w(s, t)}{\partial s^3} \bigg|_{s=1} &= k_{13} w(1, t) + k_{14} \frac{\partial w(s, t)}{\partial t} \bigg|_{s=1},
\end{align*}
\]
where the boundary parameters \( k_{0j}, k_{1j} \geq 0, j = 1, 2, 3, 4 \). The system comprising the partial differential equation (1.1) together with the initial and boundary conditions (1.2)–(1.6) forms what we call the initial/boundary-value problem.

It is not difficult to see that from the generalised boundary conditions a variety of standard boundary conditions are obtained as special cases. For example, the boundary conditions at \( s = 0 \) would correspond to a clamped end when \( k_{01} = k_{03} = 0 \) and \( k_{02}, k_{04} \to \infty \), a free end when \( k_{01} = k_{02} = k_{03} = k_{04} = 0 \), a hinged end when \( k_{01} = k_{02} = k_{03} = 0 \) and \( k_{04} \to \infty \), or a guided end when \( k_{01} = k_{03} = k_{04} = 0 \) and \( k_{02} \to \infty \). For finite nonzero values of the \( k_{0j} \), the physical interpretation of the boundary conditions is that there are viscoelastic supports at \( s = 0 \), so that the bending moment and shear force are proportional, respectively, to the slope and the displacement, as well as their time rates of change. The boundary conditions at \( s = 1 \) can be interpreted similarly. (We note that, strictly speaking, while for \( \alpha = 0 \) the boundary conditions would capture the “true” physics of the problem, for \( \alpha > 0 \), as assumed here, they do not; see [3] or [31] for explanation. But this should not impede the significance of the technical results to be presented in the paper.)

Let \( w(s, t) = e^{\lambda t}w(\lambda, s) \) so that we can separate the variables and end up with the following fourth-order ordinary differential equation:
\[
(1 + \alpha \lambda) w^{(4)}(\lambda, s) + \eta w^{(2)}(\lambda, s) + 2\lambda \beta \eta^{1/2} w'(\lambda, s) + (\delta \lambda + \lambda^2) w(\lambda, s) = 0,
\]
subject to the boundary conditions
\[
\begin{align*}
w^{(2)}(\lambda, 0) &= (k_{01} + \lambda k_{02}) w'(\lambda, 0) = 0, \\
w^{(3)}(\lambda, 0) &= (k_{03} + \lambda k_{04}) w(\lambda, 0) = 0, \\
w^{(2)}(\lambda, 1) &= (k_{11} + \lambda k_{12}) w'(\lambda, 1) = 0, \\
w^{(3)}(\lambda, 1) &= (k_{13} + \lambda k_{14}) w(\lambda, 1) = 0.
\end{align*}
\]
Notice that the boundary conditions are all linearly dependent on the eigenvalue parameter \( \lambda \) when the quadruple \( \{k_{02}, k_{04}, k_{12}, k_{14}\} \) is nonzero. The purpose of the present paper is to give a detailed asymptotic analysis of the boundary-eigenvalue problem (1.1)–(1.11) for general finite (but nonnegative) values of the boundary parameters. Using these results we obtain explicit estimates and asymptotic expressions for the eigenvalues. More specifically, we are able to show for some special cases of the boundary conditions that the eigenvalues asymptotically (for sufficiently large \( |\lambda| \)) lie in certain sectorial sets in the complex plane. A rather interesting finding is that, even for the limiting case \( k_{04} = k_{14} = 0 \), the parameters \( k_{02} \) and \( k_{12} \) have no effect on the asymptotic behaviour of the eigenvalues – a property useful for the computation of instability regions.

A large number of papers have appeared over the last few decades dealing with the spectral problems associated with tubes conveying fluid or related systems (such as thin panels in supersonic flow, axially moving beams, etc.), the emphasis usually being placed on studying the eigenvalues under variations in the quadruple \( \{\alpha, \beta, \eta, \delta\} \). To cite but a few, these include [4, 8, 10, 11, 20, 22, 24, 33] and a series of papers written from the viewpoint of operators notably
by Pivovarchik [26–29] and Miloslavskii [16–19] (see also the closely related papers [14, 30, 32]). In those papers the boundary conditions are considered typically to be clamped, free, or hinged and thus are $\lambda$-independent. It should be noted that the boundary-eigenvalue problem (1.7)–(1.11) is more difficult than those associated with $\lambda$-independent boundary conditions, not necessarily depending on whether $\eta \neq 0$ or not. One reason is that even in the very special case $\alpha = \delta = \eta = 0$ it is impossible to recast (1.7)–(1.11) abstractly as a spectral problem for a linear operator in the Hilbert space $L_2(0, 1)$, and one must therefore pose the problem on an appropriately extended space. The other reason is that a rather involved mathematical development will be required to derive explicit asymptotic formulae for the eigenvalues of the boundary-eigenvalue problem. Specifically, one must investigate carefully the exhibited dependencies of the eigenvalue asymptotics on the boundary parameters $\{k_{02}, k_{04}, k_{12}, k_{14}\}$ for various parameter assumptions in $\{\alpha, \beta, \eta, \delta\}$. In the present paper, we will give a relatively simple analytical framework for dealing with these matters.

The central focus of the aforementioned works has been on the study of stability for solutions of the initial/boundary-value problems in the corresponding situations, and some interesting results on the problem of exponential stability may be found in the papers [17, 18, 30, 32]. More recently in the papers [1, 13] there has been some effort focused on energy considerations in state space terms to study the case of exponential stability problems for time-varying fluid velocities (see [2] for an earlier example with time-varying fluid velocities). In [13] the author considers the model of the tube with $\alpha = \delta = 0$ and with a viscoelastic memory kernel. The tube is clamped at one end and friction exists at the other end, thus providing damping through the boundary conditions. In [1] the authors analyse the exponential stability of the tube with $\alpha = 0$, hinged at one end, and with damping at the other end. An important feature of the two papers is the inclusion of “energy-conservative” external tension in the model, which ultimately permits the investigation of exponential stability. (A similar model but with both ends hinged and without the inclusion of external tension appears in Miloslavskii’s paper [19].)

In [1, 13], fundamental questions concerning the location of the spectrum of the boundary-eigenvalue problem and asymptotics of eigenvalues are not considered. Results in this direction, as is well known, would offer one an alternative point of departure by using a “spectral approach” to studying the problem of exponential stability (refer to [17, 18, 30] for explanation). In this vein, much of the motivation for the study of the boundary-eigenvalue problem (1.7)–(1.11) has come from the study of exponential stability for solutions of the initial/boundary-value problem (1.1)–(1.6). The need for such study is obvious in view of the integral part that (1.1) has come to play in the modelling of flow-induced oscillations for the purpose of control. The results to be obtained in the present paper can be used to fill this important gap that exists in the literature for the particular system studied.

The contents of this paper are as follows. In Section 2 the boundary-eigenvalue problem (1.7)–(1.11) is defined in a suitable Hilbert product space so that it will be possible to properly discuss it from a purely operator-theoretic point of view. Some preliminary results on the structure of the spectrum and location of eigenvalues of the boundary-eigenvalue problem are also given in the section. Our main results concerning eigenvalue asymptotics are contained in Sections 3 and 4 and in Section 5 we thought it useful to indicate various open problems associated with the well-posedness and stability of the initial/boundary-value problem.

2. Abstract Problem Formulation and Spectrum

In this section we formally obtain the abstract form of the boundary-eigenvalue problem (1.7)–(1.11), and we begin by setting

$$v = (1 + \alpha \lambda) w$$  \hspace{1cm} (2.1)
where we assume that $\lambda \neq -1/\alpha$ (as a separate premise). Using (2.1) in (1.7), we obtain the coupled equations
\[
\lambda w = \frac{v - w}{\alpha},
\]
\[
\lambda v = -\alpha v^{(4)} - 2\beta\eta^{1/2}v' - \frac{\alpha\delta - 1}{\alpha}v - \alpha\eta w^{(2)} + 2\beta\eta^{1/2}w' + \frac{\alpha\delta - 1}{\alpha}w.
\]

Let us define the new variables
\[
\vartheta_0 := v'(0), \quad \xi_0 := v(0),
\]
\[
\vartheta_1 := v'(1), \quad \xi_1 := v(1).
\]

The boundary conditions (1.8)–(1.11), after using (2.1) together with the above definitions, and on rearranging become
\[
\lambda k_{02}\vartheta_0 = v^{(2)}(0) - k_{01}v'(0), \quad \lambda k_{04}\xi_0 = -v^{(3)}(0) - k_{03}v(0),
\]
\[
\lambda k_{12}\vartheta_1 = -v^{(2)}(1) - k_{11}v'(1), \quad \lambda k_{14}\xi_1 = v^{(3)}(1) - k_{13}v(1).
\]

For later convenience we set
\[
z := \begin{pmatrix}
\vartheta_0 \\
\xi_0 \\
\vartheta_1 \\
\xi_1
\end{pmatrix} \in \mathbb{C}^4.
\]

Unless otherwise stated, it is understood that the (nonnegative) boundary parameters $k_{0j}$, $k_{1j}$ are all nonzero and finite.

To recast (1.7)–(1.11) as a spectral problem for a linear operator in a suitable function space, we, as usual, introduce the Sobolev–Hilbert spaces $W_2^k(0,1)$ of elements $w \in L_2(0,1)$ for which $w, w', \ldots, w^{(k-1)}$ exist and are absolutely continuous on $[0,1]$, and $w^{(k)} \in L_2(0,1)$. We then define the product space
\[
X := W_2^2(0,1) \times L_2(0,1) \times \mathbb{C}^4
\]
which is a Hilbert space under the inner product
\[
(x, \tilde{x}) := (w, \tilde{w})_2 + (v, \tilde{v})_0 + \alpha(z, \tilde{z}), \quad x, \tilde{x} \in X.
\]

If $x$ and $\tilde{x}$ are elements of $X$, then $x = (w, v, z)^\top$ and $\tilde{x} = (\tilde{w}, \tilde{v}, \tilde{z})^\top$ (the $^\top$ denotes the vector transpose). In (2.7) we use the inner products
\[
(w, \tilde{w})_2 = \int_0^1 w^{(2)}(s) \tilde{w}^{(2)}(s) \, ds + k_{03}w(0) \tilde{w}(0) + k_{01}w'(0) \tilde{w}'(0) + k_{13}w(1) \tilde{w}(1) + k_{11}w'(1) \tilde{w}'(1),
\]
\[
(v, \tilde{v})_0 = \int_0^1 v(s) \tilde{v}(s) \, ds,
\]
and the “weighted” Euclidean inner product
\[
(z, \tilde{z}) = k_{02}\vartheta_0\vartheta_0 + k_{04}\xi_0\xi_0 + k_{12}\vartheta_1\vartheta_1 + k_{14}\xi_1\xi_1 = (Mz, \tilde{z})_{\mathbb{C}^4}
\]
wherein the matrix $M$ is defined as $M := \text{diag}(k_{02}, k_{04}, k_{12}, k_{14})$. We remark that with the choice of inner product as (2.7), the norm in $X$ is related to the energy norm for the
The boundary conditions can then be expressed as

\[ E[w(\cdot,t), v(\cdot,t)] := \frac{1}{2} \left\| \begin{pmatrix} w(\cdot,t) \\ v(\cdot,t) \\ z(t) \end{pmatrix} \right\|_{X}^{2} = \frac{1}{2} \| w(\cdot,t) \|_{0}^{2} + \frac{1}{2} \| v(\cdot,t) \|_{0}^{2} + \frac{\alpha}{2} \| z(t) \|_{0}^{2}, \]

where \( w(\cdot,t) \) is a solution of \( (1.1) - (1.6) \), \( v(\cdot,t) = (\partial w/\partial t)(\cdot,t) \), and

\[ z(t) = \begin{pmatrix} (\partial v/\partial s)(s,t)|_{s=0} \\ v(0,t) \\ (\partial v/\partial s)(s,t)|_{s=1} \\ v(1,t) \end{pmatrix}. \]

It is now useful to rewrite the boundary conditions \( (2.2) - (2.5) \) in a more appropriate form, for the purposes of this paper, by defining the boundary operators \( \Gamma \) and \( \Lambda \) by

\[ \Gamma v = \begin{pmatrix} v'(0) \\ v(0) \\ v'(1) \\ v(1) \end{pmatrix}, \quad \Lambda v = M^{-1} \begin{pmatrix} v^{(2)}(0) - k_{01} v'(0) \\ -v^{(3)}(0) - k_{03} v(0) \\ -v^{(2)}(1) - k_{11} v'(1) \\ v^{(3)}(1) - k_{13} v(1) \end{pmatrix}, \quad v \in W_{2}^{4}(0,1). \]

The boundary conditions can then be expressed as

\[ \Gamma v = z, \quad \Lambda v = \lambda z. \]

Let us then define a new inner product in \( X \) by

\[ (x, \tilde{x})_{X} := \alpha^{2} (w, \tilde{w})_{2} + (v - w, \tilde{v} - \tilde{w})_{0} + \alpha (z - \Gamma w, \tilde{z} - \Gamma \tilde{w}), \quad x, \tilde{x} \in X. \]

This choice is motivated by the energy norm, and we see immediately that the norm \( \| \cdot \|_{X}^{2} \) associated with the inner product \( \langle \cdot, \cdot \rangle_{X} \) is (topologically) equivalent to the norm \( \| \cdot \|_{X}^{2} \) associated with \( \langle \cdot, \cdot \rangle_{X} \). We will use this new inner product throughout the paper when necessary.

Define now the linear operators \( A_{0} \) and \( A_{1} \) in \( X \) by

\[ A_{0}x = \begin{pmatrix} \frac{v - w}{\alpha} \\ -\alpha v^{(4)} - \frac{\alpha \delta - 1}{\alpha} (v - w) \\ \Lambda v \\ 0 \end{pmatrix}, \quad (2.9) \]

\[ A_{1}x = \begin{pmatrix} -\alpha \eta w^{(2)} - 2\beta \eta^{1/2} (v' - u') \\ 0 \end{pmatrix}, \quad (2.10) \]

with domains

\[ D(A_{0}) = \left\{ x = \begin{pmatrix} w \\ v \\ z \end{pmatrix} \in X \left| \begin{pmatrix} w \\ v \\ z \end{pmatrix} \in W_{2}^{2}(0,1) \times W_{2}^{4}(0,1) \times C^{4} \right. \right\}, \quad \Gamma v = z \]

\[ D(A_{1}) = \left\{ x = \begin{pmatrix} w \\ v \\ z \end{pmatrix} \in X \left| \begin{pmatrix} w \\ v \\ z \end{pmatrix} \in W_{2}^{2}(0,1) \times W_{2}^{4}(0,1) \times C^{4} \right. \right\}. \]
Clearly $D(A_0) \subset D(A_1)$, and it will be shown — see Proposition 2.2 below — that $A_1$ is $A_0$-bounded but not $A_0$-compact (in the sense of [12, Section IV.1]). The boundary-eigenvalue problem (1.7)–(1.11) is then easily verified to be equivalent to the abstract spectral problem

$$(\lambda I - A)x = 0, \quad x \in D(A), \quad \lambda \in \mathbb{C} \setminus \{-1/\alpha\},$$

with $A := A_0 + A_1$, which implies that $D(A) = D(A_0)$. So the eigenvalues of (1.7)–(1.11) coincide (including multiplicities) with those of the operator $A$.

Let us recall here in brief some standard notions from the spectral theory of operators in a Hilbert space. Suppose $\lambda \mapsto (\lambda I - A)$ be a mapping from $\mathbb{C}$ into the set of closed linear operators in $\mathcal{X}$. The resolvent set of $A$, denoted by $\varrho(A)$, is the set of $\lambda$ for which $\lambda I - A$ is boundedly invertible (that is $(\lambda I - A)^{-1}$ is closed and bounded). We call this inverse $(\lambda I - A)^{-1}$ the resolvent of $A$. The spectrum $\sigma(A)$ of $A$ is the set of $\lambda$ which are not in the resolvent set. If a number $\lambda_0 \in \mathbb{C}$ in the spectrum of $A$ has the property that $\ker (\lambda_0 I - A) \neq \{0\}$ then it is called an eigenvalue of $A$ and there exists an eigenvector $x_0 \neq 0$ of $A$ corresponding to $\lambda_0$ such that $(\lambda_0 I - A)x_0 = 0$. The set of all eigenvalues forms the point spectrum of $A$.

We close this section with the following two propositions.

**Proposition 2.1.** Let $A_0$ be defined by (2.9) (2.11). The following assertions hold:

(i) $0 \in \varrho(A_0)$ and $A_0^{-1}$ is not compact for $\alpha \neq 0$.

(ii) $A_0$ is maximal dissipative with respect to the inner product $\langle \cdot, \cdot \rangle_{\mathcal{X}}$ as defined by (2.8).

(iii) $A_0$ generates a $C_0$-semigroup of bounded linear operators on $\mathcal{X}$.

**Proof.** In order to establish assertion (i) let us consider the equation

$$A_0x = \tilde{x}$$

for any $\tilde{x} \in \mathcal{X}$ and $x \in D(A_0)$, which is equivalent to the problem posed by

$$\frac{v - w}{\alpha} = \tilde{w},$$

$$-\alpha v^{(4)} - \frac{\alpha \delta - 1}{\alpha} (v - w) = \tilde{v},$$

$$Av = \tilde{z},$$

together with the “compatibility” conditions

$$\partial_0 = v'(0), \quad \xi_0 = v(0), \quad \partial_1 = v'(1), \quad \xi_1 = v(1).$$

We will find it convenient to rephrase the problem in terms of

$$v^{(4)} = -\frac{(\alpha \delta - 1) \tilde{w} + \tilde{v}}{\alpha} : = \tilde{f}$$

(2.13)

and the boundary conditions

$$k_{02} \tilde{\vartheta}_0 = v^{(2)}(0) - k_{01} v'(0), \quad k_{04} \tilde{\xi}_0 = -v^{(3)}(0) - k_{03} v(0),$$

$$k_{12} \tilde{\vartheta}_1 = -v^{(2)}(1) - k_{11} v'(1),$$

$$k_{14} \tilde{\xi}_1 = v^{(3)}(1) - k_{13} v(1).$$

(2.14) (2.15) (2.16) (2.17)

It is immediate that the general solution of (2.13) takes the form

$$v(s) = v(0) + sv'(0) + \frac{s^2}{2} v^{(2)}(0) + \frac{s^3}{3!} v^{(3)}(0) + \int_0^s \frac{(s-r)^3}{3!} \tilde{f}(r) dr.$$
Substituting (2.18) in (2.14)–(2.17) yields the following system of algebraic equations for \( v(0), v'(0), v^{(2)}(0), v^{(3)}(0) \):

\[
-k_{01}v'(0) + v^{(2)}(0) = k_{02}v_0,
\]

\[
k_{03}v(0) + v^{(3)}(0) = -k_{04}v_0,
\]

\[
k_{11}v'(0) + (1 + k_{11})v^{(2)}(0) + \left(1 + \frac{k_{11}}{2}\right)v^{(3)}(0)
= -k_{12}v_1 - \int_0^1 (1 - r)\tilde{f}(r)\,dr - k_{11} \int_0^1 \frac{(1 - r)^2}{2} \tilde{f}(r)\,dr,
\]

\[
-k_{13}v(0) - k_{13}v'(0) - \frac{k_{13}}{2}v^{(2)}(0) + \left(1 - \frac{k_{13}}{3!}\right)v^{(3)}(0)
= k_{14}v_1 - \int_0^1 \tilde{f}(r)\,dr + k_{13} \int_0^1 \frac{(1 - r)^3}{3!} \tilde{f}(r)\,dr.
\]

It can be shown by direct calculation that the determinant of the coefficient matrix formed by this system of equations does not vanish, that is,

\[
\det \begin{pmatrix}
0 & -k_{01} & 1 & 0 \\
k_{03} & 0 & 0 & 1 \\
0 & k_{11} & 1 + k_{11} & \frac{k_{11}}{2} \\
-k_{13} & -k_{13} & -\frac{k_{13}}{2} & 1 - \frac{k_{13}}{3!}
\end{pmatrix} \neq 0.
\]

So there is a solution \((v(0), v'(0), v^{(2)}(0), v^{(3)}(0))^\top\) which is uniquely determined by \((\tilde{w}, \tilde{v}, \tilde{z})^\top\). Let \(v \in W^1_2(0,1)\) be a solution of (2.13)–(2.17). Since

\[
w = -\alpha\tilde{w} + v, \quad z = (v(0), v'(0), v(1), v'(1))^\top,
\]

it is clear that

\[
x = \begin{pmatrix}
w \\
v \\
z
\end{pmatrix} \in D(A_0), \quad A_0x = \begin{pmatrix}
\tilde{w} \\
\tilde{v} \\
\tilde{z}
\end{pmatrix}.
\]

Therefore,

\[
A_0^{-1} \begin{pmatrix}
\tilde{w} \\
\tilde{v} \\
\tilde{z}
\end{pmatrix} = \begin{pmatrix}
w \\
v \\
z
\end{pmatrix} = \begin{pmatrix}
-\alpha\tilde{w} + v \\
v \\
z
\end{pmatrix},
\]

implying that \(A_0\) is boundedly invertible and \(A_0\) is hence closed and densely defined (as we show, \(\text{Re} \langle A_0x, x \rangle_X \leq 0\)). Thus 0 \(\in \varrho(A_0)\), and it follows that \(A_0^{-1}\) is not a compact operator on \(X\) for \(\alpha \neq 0\).

In order to prove assertion (ii), we compute the real part of the inner product \(\langle A_0x, x \rangle_X\); a tedious calculation using integration by parts together with the fact that \(\Gamma v = z\) shows that

\[
2\text{Re} \langle A_0x, x \rangle_X = \langle A_0x, x \rangle_X + \langle x, A_0x \rangle_X
\]

\[
= -2\alpha \int_0^1 \left|v^{(2)}(s) - w^{(2)}(s)\right|^2\,ds - 2\delta \int_0^1 \left|v(s) - w(s)\right|^2\,ds
- 2(k_{04} + \alpha k_{03}) \left|v(0) - w(0)\right|^2 - 2(k_{02} + \alpha k_{01}) \left|v'(0) - w'(0)\right|^2
- 2(k_{14} + \alpha k_{13}) \left|v(1) - w(1)\right|^2 - 2(k_{12} + \alpha k_{11}) \left|v'(1) - w'(1)\right|^2.
\]

The assumptions \(\alpha > 0, \delta \geq 0\), and \(k_{0j}, k_{1j} \geq 0, j = 1, 2, 3, 4\), made in the Introduction guarantee that \(\text{Re} \langle A_0x, x \rangle_X \leq 0\) for all \(x \in D(A_0)\), and thus \(A_0\) is dissipative. The fact that it is maximal dissipative follows from the fact that it is closed and boundedly invertible.
Assertion [iii] is an immediate consequence of the Lumer–Phillips theorem (for example, see Section 1.4).

**Proposition 2.2.** Let the operator \( A := A_0 + A_1 \) be defined as in (2.9)–(2.12). The following assertions hold:

(i) The number \( \lambda = -1/\alpha \) is in the continuous spectrum of \( A_0 \) and \( A \).

(ii) \( A_1 \) is \( A_0 \)-bounded but not \( A_0 \)-compact, and \( A_0^{-1}A_1A_0^{-1} \) is compact.

(iii) If \( \lambda \in \varrho (A_0) \subset C \setminus \{ -1/\alpha \} \), then \( \lambda \in \varrho (A) \); in particular, \( A \) can be factored in the form

\[
\lambda I - A = \left[ I - A_1 (\lambda I - A_0)^{-1} \right] (\lambda I - A_0).
\]

(iv) The eigenvalues of \( A \) are distributed symmetrically with respect to the real axis in the complex plane. If \( \eta = 0 \), all eigenvalues lie in the closed left half-plane, with at most finitely many of the eigenvalues lying in the right half-plane in case \( \eta \neq 0 \).

**Proof.** Let \( x \in D (A_0) \) and consider

\[
(\lambda I - A_0) x = \begin{pmatrix}
\lambda w - \frac{v - w}{\alpha} \\
\lambda v + \alpha v^{(4)} + \frac{\alpha \delta - 1}{\alpha} (v - w) \\
\lambda z - \Lambda v
\end{pmatrix}.
\]

Since the first row of \( (\lambda I - A_0) x \) is the same as that of \( (\lambda I - A) x \) (because the first component of \( A_1 x \) is zero), we clearly have, for \( \lambda = -1/\alpha \),

\[
\text{row}_1 \left( -\frac{1}{\alpha} I - A_0 \right) x = \text{row}_1 \left( -\frac{1}{\alpha} I - A \right) x = -\frac{v}{\alpha},
\]

where \( v \) is an element of \( W^d \) but not of \( \mathcal{W}^d \). This proves assertion [i].

In order to prove assertion [ii], note first that from the proof of Proposition 2.1(i) it follows that

\[
A_1A_0^{-1} = \begin{pmatrix}
\tilde{w} \\
\tilde{v} \\
\tilde{z}
\end{pmatrix} = \begin{pmatrix}
0 \\
\alpha^2 \eta \tilde{w} - 2\alpha \beta \eta^{1/2} \tilde{w}' - \alpha \eta \tilde{v}^{(2)} \\
0
\end{pmatrix}
\]

and \( A_1A_0^{-1} \) is a bounded linear operator on \( X \); but since \( \tilde{w} \in \mathcal{W}^d \) and \( v \in \mathcal{W}^d \), it is clear that \( A_1A_0^{-1} \) is not compact. Applying \( A_0^{-1} \) to what we have calculated above one readily sees that \( A_0^{-1}A_1A_0^{-1} \) is compact and, moreover, \( A = A_0 + A_1 = (I + A_1A_0^{-1})A_0 \), which is a relatively bounded perturbation of the closed operator \( A_0 \) and hence is closed. Let us verify this claim. If we introduce the equivalent norm \( \| \cdot \|_X \) in \( X \) defined by

\[
\langle x \rangle_X := \left[ a \left( \int_0^1 |w^{(2)} (s)|^2 ds + \int_0^1 |w' (s)|^2 ds + \int_0^1 |w (s)|^2 ds \right) + b \int_0^1 |v (s)|^2 ds + \| z \|^2 \right]^{1/2}
\]

with \( a, b \) positive constants, then, for any \( x \in D (A_0) \), we obtain the estimate

\[
\langle A_1x \rangle_X^2 = b \int_0^1 \left| -\alpha \eta w^{(2)} (s) - \alpha \eta w^{(2)} (s) \right|^2 ds
\]

\[
\leq 2b (\alpha \eta)^2 \int_0^1 |w^{(2)} (s)|^2 ds + 8b \beta \eta \int_0^1 |w' (s) - w' (s)|^2 ds
\]

\[
\leq 2b (\alpha \eta)^2 \int_0^1 |w^{(2)} (s)|^2 ds + \frac{8b (\alpha \beta)^2 \eta}{a} \int_0^1 \frac{w' (s) - w' (s)}{\alpha}^2 ds.
\]
If we choose $a$ and $b$ so that \[ \frac{8b(\alpha\beta)^2\eta}{a} =: \theta < 1, \]
if follows that 
\[ \frac{2b(\alpha\eta)^2}{a} \int_0^1 |w^{(2)}(s)|^2 \, ds \leq \frac{2b(\alpha\eta)^2}{a} \langle \langle x \rangle \rangle _X^2, \]
\[ \frac{8b(\alpha\beta)^2\eta}{a} \int_0^1 \left| \frac{v'(s) - w'(s)}{\alpha} \right|^2 \, ds \leq \theta \langle \langle A_0 x \rangle \rangle _X^2, \]
since 
\[ \langle \langle A_0 x \rangle \rangle _X^2 = a \left( \int_0^1 \left| \frac{v^{(2)}(s) - w^{(2)}(s)}{\alpha} \right|^2 \, ds + \int_0^1 \left| \frac{v'(s) - w'(s)}{\alpha} \right|^2 \, ds + \int_0^1 \left| \frac{v(s) - w(s)}{\alpha} \right|^2 \, ds \right) \]
+ \[ b \int_0^1 \left| -\alpha v^{(4)}(s) - \frac{\alpha\delta - 1}{\alpha} \left( v(s) - w(s) \right) \right|^2 \, ds + \| \Lambda v \|_C^2, \]
and hence, that 
\[ \langle \langle A_1 x \rangle \rangle _X \leq \left( \frac{2b(\alpha\eta)^2}{a} \langle \langle x \rangle \rangle _X^2 + \theta \langle \langle A_0 x \rangle \rangle _X^2 \right)^{1/2} \leq \frac{\sqrt{2b} \alpha \eta}{\sqrt{a}} \langle \langle x \rangle \rangle _X + \sqrt{\theta} \langle \langle A_0 x \rangle \rangle _X. \]
This proves that the $A_0$-bound is less than one and thus completes the proof that $A$ is closed (see [12, Theorem IV.1.1]). The operator $A$ therefore is a closed, densely defined linear operator in $X$ with noncompact resolvent.

Thus, we have verified that $\lambda \mapsto (\lambda I - A)$ is a mapping from $C$ into the set of closed linear operators in $X$. Note that if $\lambda \in \rho(A_0)$, then $\lambda \in \rho(A)$ if and only if $I - A_1 (\lambda I - A_0)^{-1}$ is boundedly invertible, because 
\[ (\lambda I - A) = \left[ I - A_1 (\lambda I - A_0)^{-1} \right] (\lambda I - A_0). \]
Since $(\lambda I - A_0)^{-1} A_1 (\lambda I - A_0)^{-1}$ is compact for each fixed $\lambda \in \rho(A_0)$, $A_1 (\lambda I - A_0)^{-1}$ is a bounded linear operator on $X$ whose spectrum consists only of eigenvalues. Therefore, in $C \setminus \{-1/\alpha\}$, we need only study the eigenvalues of $A$. This proves assertion (iii).

We now turn to the proof of assertion (iv). Let $x (\neq 0)$ be an eigenvector of $A$ corresponding to an eigenvalue $\lambda$. Then 
\[ (\lambda I - A) x = 0, \]
and it follows that 
\[ (\lambda I - A) \overline{x} = \overline{(\lambda I - A) x} = 0, \]
which means that $\overline{x}$ is an eigenvector corresponding to $\overline{\lambda}$. This proves that the spectrum of $A$ is symmetric with respect to the real axis. Now, setting $\eta = 0$ so that $A_1 = 0$, we take the inner product of $(\lambda I - A_0) x$ with $x$ to obtain 
\[ \langle (\lambda I - A_0) x, x \rangle _X = \lambda \| x \|_X^2 - \langle A_0 x, x \rangle _X = 0. \]
The real part of this equation is 
\[ \text{Re} \lambda \| x \|_X^2 - \text{Re} \langle A_0 x, x \rangle _X = 0, \]
so, in view of Proposition 2.4, we have that $\text{Re} \lambda \leq 0$. Finally, consider the case where $\eta \neq 0$. We recall that for $\lambda$ such that $\text{Re} \lambda > 0$, the operator $A_1 (\lambda I - A_0)^{-1}$ is not compact while, since $\lambda \in \rho(A_0)$ when $\text{Re} \lambda > 0$, the operator $\left[ A_1 (\lambda I - A_0)^{-1} \right]^2$ is; and therefore, as we have stated, $I - A_1 (\lambda I - A_0)^{-1}$ is boundedly invertible if and only if $\lambda$ is not an eigenvalue of $A$. The assertion then follows from a more general perturbation result for holomorphic Fredholm operator functions (see, for example, [8, Corollary XI.8.4]). This completes the proof of the proposition. □
Remark 2.1. By the well-established perturbation theory for semigroups (see [24, Chapter 3] or [12, Chapter IX]), the operator $A$ also generates a $C_0$-semigroup, which ensures the solvability or well-posedness of the initial/boundary-value problem (1.1)–(1.6) in $X$.

### 3. Asymptotics of eigenvalues

We begin this section by considering the boundary-eigenvalue problem (1.7)–(1.11) for finite nonzero values of the $k_{0j}$, $k_{1j}$. Let us, first of all, remark that by virtue of Proposition 2.2 the problem does not have a pure point spectrum. Since we have assumed that $\lambda \neq -1/\alpha$, we rewrite (1.7) in the form

$$w(4)(\lambda, s) + 2\lambda \eta^{1/2} w'(\lambda, s) + \frac{\delta \lambda + \lambda^2}{1 + \alpha \lambda} w(\lambda, s) = 0. \quad (3.1)$$

The plane $C \setminus \{-1/\alpha\}$ contains only eigenvalues, to which we will restrict ourselves in this section.

It is easy to see that asymptotically, as $|\lambda| \to \infty$, the differential equation (3.1) becomes

$$w(4)(\lambda, s) + \frac{2\beta \eta^{1/2}}{\alpha} w'(\lambda, s) + \left[\frac{\lambda}{\alpha} + \frac{1}{\alpha} \left(\delta - \frac{1}{\alpha}\right)\right] w(\lambda, s) = 0. \quad (3.2)$$

In both (3.1) and (3.2) it should be noted that the equation

$$w(4)(\lambda, s) + \frac{\lambda}{\alpha} w(\lambda, s) = 0 \quad (3.3)$$

represents the dominant terms and we shall use information on the eigenvalue distribution of the boundary-eigenvalue problem posed by (3.3) and the boundary conditions (1.8)–(1.11) to approximate the eigenvalues. This technique has its origins in the classic papers of Birkhoff [6, 7] and is connected with the concept of regularity of boundary-eigenvalue problems introduced in those papers. (For further details the reader should consult the book [21] by Naimark.)

The eigenvalues of (3.3), (1.8)–(1.11) lie in the closed left half of the complex plane and are symmetric about the real axis (that is, those with nonzero imaginary part occur in pairs). Therefore, we need only consider the problem in the second quadrant of the complex plane, that is, we may assume that $\arg \lambda \in [\pi/2, \pi]$. If we set $\lambda/\alpha = \rho^4$, then $\arg \rho \in [\pi/8, \pi/4]$. To this end we define, following the technique in [21, Section II.4.2], the sector $S$ in the complex plane by

$$S := \{\rho \in C \mid \pi/8 \leq \arg \rho \leq \pi/4\}$$

and assume throughout the rest of the paper that $\rho \in S$. Let us set

$$\begin{align*}
\omega_1 &= e^{3\pi i/4} = \frac{1}{\sqrt{2}} (i - 1), & \omega_2 &= e^{5\pi i/4} = -\frac{1}{\sqrt{2}} (1 + i), \\
\omega_3 &= e^{\pi i/4} = \frac{1}{\sqrt{2}} (1 + i), & \omega_4 &= e^{7\pi i/4} = -\frac{1}{\sqrt{2}} (i - 1).
\end{align*}$$

Clearly $\omega_m^4 + 1 = 0$, $m = 1, 2, 3, 4$, and we have the ordering $Re \rho \omega_1 \leq Re \rho \omega_2 \leq Re \rho \omega_3 \leq Re \rho \omega_4$.

It is easy to see then that the inequalities $Re \rho \omega_1 \leq -c |\rho|$ and $Re \rho \omega_2 \leq 0$ always hold (c being a positive constant) and asymptotically, that is for $|\rho|$ large,

$$|e^{\rho \omega_1}| = O(e^{-c|\rho|}), \quad |e^{\rho \omega_2}| \leq 1. \quad (3.4)$$

With these preliminaries, which will be used repeatedly in the sequel, we can now produce asymptotic expressions for the eigenvalues of the boundary-eigenvalue problem (3.1), (1.8)–(1.11). First we prove the following lemma.
Lemma 3.1. Let $\lambda = \alpha \rho^4$. Then, in the sector $\mathcal{S}$, the differential equation (3.3) has four linearly independent solutions $e^{i\omega_m s}$, $m = 1, 2, 3, 4$. For $|\rho|$ large, the differential equation (3.1) again has four linearly independent solutions $w_m(\rho, s)$, $m = 1, 2, 3, 4$, which are analytic functions of $\rho \in \mathcal{S}$ and whose asymptotic formulae are as follows:

\[
\begin{align*}
    w_m(\rho, s) &= e^{i\omega_m s} \left[ 1 + \frac{W_m(s)}{\rho} + O\left(\frac{1}{\rho^2}\right) \right], \\
    w'_m(\rho, s) &= \rho i \omega_m e^{i\omega_m s} \left[ 1 + \frac{W_m(s)}{\rho} + O\left(\frac{1}{\rho^2}\right) \right], \\
    w''_m(\rho, s) &= (\rho i \omega_m)^2 e^{i\omega_m s} \left[ 1 + \frac{W_m(s)}{\rho} + O\left(\frac{1}{\rho^2}\right) \right], \\
    w'''_m(\rho, s) &= (\rho i \omega_m)^3 e^{i\omega_m s} \left[ 1 + \frac{W_m(s)}{\rho} + O\left(\frac{1}{\rho^2}\right) \right],
\end{align*}
\]

where $W_m(s) = \frac{1}{\sqrt{\pi}} \left( \frac{1}{\delta - \frac{1}{\alpha}} \right) \omega_m s$.

Proof. The first statement is obvious. The proof of the second statement is along the lines of that given in [21, Section II.4.6] and is a simple calculation based on the asymptotic expansions of the fundamental solutions of the differential equation (3.1). Take $\{w_m(\rho, s)\}_{m=1}^{4}$ to be the fundamental system of solutions to (3.1), under the change from $\lambda$ to $\alpha \rho^4$ associated with $\rho \in \mathcal{S}$, having the asymptotic expansions

\[
w_m(\rho, s) = e^{i\omega_m s} \sum_{k=0}^{\infty} \frac{W_{mk}(s)}{\rho^k}, \quad m = 1, 2, 3, 4.
\]

On substituting in (3.1) and collecting terms according to powers of $\rho$, we calculate

\[
W_{m0}(s) = 1, \quad W_{m1}(s) = \frac{1}{\sqrt{\pi}} \left( \frac{1}{\delta - \frac{1}{\alpha}} \right) \omega_m s.
\]

Let us write $W_m(s)$ for $W_{m1}(s)$ and $W_m(s)$ for $\sum_{k=2}^{\infty} \frac{W_{mk}(s)}{\rho^k}$. Then we see that the functions $W_m(s)$ are uniformly bounded with respect to $s \in [0, 1]$ and $\rho \in \mathcal{S}$ for $|\rho| \geq \max \{1/\alpha, 2\}$, and we have the desired result. \hfill \Box

With this lemma in place we can now determine the asymptotic expressions for the eigenvalues of (3.1), (1.8)–(1.11).

Theorem 3.1. Asymptotically, that is for large $n \in \mathbf{N}$, eigenvalues of the boundary-eigenvalue problem (3.1), (1.8)–(1.11) are given by $\lambda_n = \alpha \rho^4_n$, where

\[
\rho_n = \left( n + \frac{1}{2} \right) \pi \omega_2 - i \left[ \frac{1}{\alpha} \left( \frac{1}{k_{04}} + \frac{1}{k_{14}} \right) \omega_1 + \frac{1}{4} \sqrt{\frac{1}{\alpha}} \left( \delta - \frac{1}{\alpha} \right) \omega_2 \right] \frac{1}{(n + 1/2) \pi} + O(1/n^2).
\]

Proof. Let $w(\rho, s)$ be an eigenfunction of (3.1), (1.8)–(1.11) under the change from $\lambda$ to $\alpha \rho^4$ associated with $\rho \in \mathcal{S}$. By Lemma 3.1

\[
w(\rho, s) = a_1 w_1(\rho, s) + a_2 w_2(\rho, s) + a_3 w_3(\rho, s) + a_4 w_4(\rho, s)
\]
for constants $a_m$, $m = 1, 2, 3, 4$, possibly dependent of $\rho$. If (3.7) is inserted into the boundary conditions, then we arrive at the following system of algebraic equations:

\[
\begin{align*}
[w^{(2)}_1(\rho, 0) - (k_{11} + \alpha^4 k_{12}) w'_1(\rho, 0)] a_1 + [w^{(2)}_2(\rho, 0) - (k_{01} + \alpha^4 k_{02}) w'_2(\rho, 0)] a_2 \\
+ [w^{(2)}_3(\rho, 0) - (k_{01} + \alpha^4 k_{02}) w'_3(\rho, 0)] a_3 + [w^{(2)}_4(\rho, 0) - (k_{11} + \alpha^4 k_{12}) w'_4(\rho, 0)] a_4 &= 0,
[w^{(3)}_1(\rho, 0) + (k_{11} + \alpha^4 k_{12}) w_1(\rho, 0)] a_1 + [w^{(3)}_2(\rho, 0) + (k_{11} + \alpha^4 k_{12}) w_2(\rho, 0)] a_2 \\
+ [w^{(3)}_3(\rho, 0) + (k_{11} + \alpha^4 k_{12}) w_3(\rho, 0)] a_3 + [w^{(3)}_4(\rho, 0) + (k_{11} + \alpha^4 k_{12}) w_4(\rho, 0)] a_4 &= 0,
[w^{(2)}_1(\rho, 1) + (k_{11} + \alpha^4 k_{12}) w'_1(\rho, 1)] a_1 + [w^{(2)}_2(\rho, 1) + (k_{11} + \alpha^4 k_{12}) w'_2(\rho, 1)] a_2 \\
+ [w^{(2)}_3(\rho, 1) + (k_{11} + \alpha^4 k_{12}) w'_3(\rho, 1)] a_3 + [w^{(2)}_4(\rho, 1) + (k_{11} + \alpha^4 k_{12}) w'_4(\rho, 1)] a_4 &= 0,
[w^{(3)}_1(\rho, 1) - (k_{11} + \alpha^4 k_{12}) w_1(\rho, 1)] a_1 + [w^{(3)}_2(\rho, 1) - (k_{11} + \alpha^4 k_{12}) w_2(\rho, 1)] a_2 \\
+ [w^{(3)}_3(\rho, 1) - (k_{11} + \alpha^4 k_{12}) w_3(\rho, 1)] a_3 + [w^{(3)}_4(\rho, 1) - (k_{13} - \alpha^4 k_{14}) w_4(\rho, 1)] a_4 &= 0.
\end{align*}
\]

Using the boundary values of the $w_m(\rho, s)$ and their derivatives (as defined in (3.5)), the boundary conditions (1.8)–(1.11) are seen to imply, for large $|\rho|$,

\[
\begin{align*}
[w^{(2)}_m(\rho, 0) - (k_{01} + \alpha^4 k_{02}) w'_m(\rho, 0)] &= (\rho_\omega m^2 [1]_{m0} - (k_{01} + \alpha^4 k_{02}) \rho \omega m [1]_{m0}), \\
[w^{(3)}_m(\rho, 0) + (k_{03} + \alpha^4 k_{04}) w_m(\rho, 0)] &= (\rho_\omega m^3 [1]_{m0} + (k_{03} + \alpha^4 k_{04}) [1]_{m0}), \\
[w^{(2)}_m(\rho, 1) + (k_{11} + \alpha^4 k_{12}) w'_m(\rho, 1)] &= (\rho_\omega m^2 [1]_{m1} + (k_{11} + \alpha^4 k_{12}) \rho \omega m e^{\rho \omega}_m [1]_{m1}), \\
[w^{(3)}_m(\rho, 1) - (k_{13} + \alpha^4 k_{14}) w_m(\rho, 1)] &= (\rho_\omega m^3 [1]_{m1} - (k_{13} + \alpha^4 k_{14}) \rho \omega m e^{\rho \omega}_m [1]_{m1}),
\end{align*}
\]

where we have used Birkhoff’s notation $[1]_{ms} := 1 + \frac{W_m(s)}{\rho} + O(1/\rho^2)$ for $m = 1, 2, 3, 4$ and $s \in [0, 1]$. By combining these with the above system of algebraic equations, we have that $w(\rho, s)$ as given by (3.7) is nontrivial if and only if

\[
\begin{align*}
\det &\begin{pmatrix}
-\alpha^4 k_{02} \rho \omega_1 [1]_{10} & -\alpha^4 k_{02} \rho \omega_2 [1]_{20} \\
([\rho \omega_1]^3 + \alpha^4 k_{04}) [1]_{10} & ([\rho \omega_2]^3 + \alpha^4 k_{04}) [1]_{20} \\
\alpha^4 k_{12} \rho \omega_1 e^{\rho \omega}_1 [1]_{11} & \alpha^4 k_{12} \rho \omega_2 e^{\rho \omega}_2 [1]_{21} \\
([\rho \omega_1]^3 - \alpha^4 k_{14}) e^{\rho \omega}_1 [1]_{11} & ([\rho \omega_2]^3 - \alpha^4 k_{14}) e^{\rho \omega}_2 [1]_{21} \\
-\alpha^4 k_{02} \rho \omega_3 [1]_{30} & -\alpha^4 k_{02} \rho \omega_4 [1]_{40} \\
([\rho \omega_3]^3 + \alpha^4 k_{04}) [1]_{30} & ([\rho \omega_4]^3 + \alpha^4 k_{04}) [1]_{40} \\
\alpha^4 k_{12} \rho \omega_3 e^{\rho \omega}_3 [1]_{31} & \alpha^4 k_{12} \rho \omega_4 e^{\rho \omega}_4 [1]_{41} \\
([\rho \omega_3]^3 - \alpha^4 k_{14}) e^{\rho \omega}_3 [1]_{31} & ([\rho \omega_4]^3 - \alpha^4 k_{14}) e^{\rho \omega}_4 [1]_{41}
\end{pmatrix} = 0.
\end{align*}
\]

Using (3.4) we have

\[
\begin{align*}
\det &\begin{pmatrix}
\omega_1^3 [1]_{10} & \omega_2 [1]_{20} & -\omega_2 e^{\rho \omega}_2 [1]_{30} & 0 \\
\frac{\omega_3^3}{\alpha^4 k_{04}} + 1 [1]_{10} & \frac{\omega_3^3}{\alpha^4 k_{04}} + 1 [1]_{20} & (1 - \frac{\omega_3^3}{\alpha^4 k_{04}}) e^{\rho \omega}_2 [1]_{30} & 0 \\
0 & \omega_2 e^{\rho \omega}_2 [1]_{21} & -\omega_2 [1]_{31} & -\omega_1 [1]_{41} \\
0 & (1 - \frac{\omega_3^3}{\alpha^4 k_{14}}) e^{\rho \omega}_2 [1]_{21} & \frac{\omega_3^3}{\alpha^4 k_{14}} + 1 [1]_{31} & \frac{\omega_3^3}{\alpha^4 k_{14}} + 1 [1]_{41}
\end{pmatrix} = 0,
\end{align*}
\]
since \( \omega_3 = -\omega_2 \) and \( \omega_4 = -\omega_1 \). Then, noting that \([1]_{m0} = 1 + \mathcal{O}(1/\rho^2)\) and \([1]_{m1} = 1 + \frac{W_m(1)}{\rho} + \mathcal{O}(1/\rho^2)\), we see that

\[
\begin{vmatrix}
\frac{\omega_1}{\alpha \rho k_{04}} + 1 & -\omega_2 e^{\rho \omega_2} & -\omega_2 (1 + \frac{W(1)}{\rho}) & 0 \\
0 & \frac{\omega_3}{\alpha \rho k_{04}} + 1 & (1 - \frac{\omega_3}{\alpha \rho k_{14}}) e^{\rho \omega_2} (1 + \frac{W(1)}{\rho}) & 0 \\
0 & 0 & (1 + \frac{W(1)}{\rho}) & -\omega_1 (1 + \frac{W(1)}{\rho}) \\
(\frac{\omega_2}{\alpha \rho k_{14}} + 1)(1 + \frac{W(1)}{\rho}) & (\frac{\omega_3}{\alpha \rho k_{14}} + 1)(1 + \frac{W(1)}{\rho}) & (1 - \omega_3) e^{\rho \omega_2} & 0 \\
\end{vmatrix}
\]

and a direct calculation yields

\[
e^{2\omega_2} = -1 + 2 \left[ \frac{1}{\alpha} \left( \frac{1}{k_{04}} + \frac{1}{k_{14}} \right) \omega_1 + \frac{1}{4} \sqrt{1/\alpha} \left( \delta - \frac{1}{\alpha} \right) \omega_2 \right] \frac{1}{\rho} + \mathcal{O}(1/\rho^2),
\]

where we have used that \( \omega_1 - \omega_2 = i \sqrt{\omega} \), \( \omega_1 + \omega_2 = -\sqrt{\omega} \), and \( \omega_1 \omega_2 = 1 \). Set

\[
\rho_n = (n + 1/2) \pi \omega_2 + \gamma_n, \quad n \in \mathbb{N}.
\]

Substituting \( \rho_n \) for \( \rho \) in (3.9) we obtain that

\[
2\omega_2 \gamma_n = 2 \left[ \frac{1}{\alpha} \left( \frac{1}{k_{04}} + \frac{1}{k_{14}} \right) \omega_1 + \frac{1}{4} \sqrt{1/\alpha} \left( \delta - \frac{1}{\alpha} \right) \omega_2 \right] \frac{1}{(n + 1/2) \pi} + \mathcal{O}(1/n^2)
\]

and thus, with \( \omega_3^2 = \iota \),

\[
\gamma_n = -\iota \left[ \frac{1}{\alpha} \left( \frac{1}{k_{04}} + \frac{1}{k_{14}} \right) \omega_1 + \frac{1}{4} \sqrt{1/\alpha} \left( \delta - \frac{1}{\alpha} \right) \omega_2 \right] \frac{1}{(n + 1/2) \pi} + \mathcal{O}(1/n^2).
\]

Combining (3.11) with (3.10) yields (3.6), completing the proof. \( \square \)

**Remark 3.1.** Using (3.6) we can readily calculate

\[
\rho_n^4 = -\left[ (n + 1/2) \pi \right]^4 + 4 \left[ \frac{1}{\alpha} \left( \frac{1}{k_{04}} + \frac{1}{k_{14}} \right) \right] \left[ (n + 1/2) \pi \right]^2 \\
+ \iota \left\{ 4 \left[ \frac{1}{4} \sqrt{1/\alpha} \left( \delta - \frac{1}{\alpha} \right) \right] \left[ (n + 1/2) \pi \right]^2 \right\} + \mathcal{O}(n).
\]

**Remark 3.2.** It is important to notice that the asymptotic expressions in Theorem 3.1 are independent of the values of \( \beta \) and \( \eta \). In particular this means that the theorem is still valid if \( \eta = 0 \) (that is, when there is no flow). Notably, the boundary parameters \( k_{02} \) and \( k_{12} \) also play essentially no role, in the asymptotic sense, as they are at most within \( \mathcal{O}(n) \). We shall return to this matter in Section 4.

### 3.1. Eigenvalues for clamped boundary conditions.

In this subsection, we will consider the boundary-eigenvalue problem corresponding to the case in which \( k_{0j}, k_{1j} \rightarrow \infty \) for \( j = 2, 4 \), that is, the case in which the ends of the tube are clamped. The boundary-eigenvalue problem is posed by the same differential equation (3.11), which we rewrite here with the eigenvalue parameter \( \lambda \) replaced by \( \hat{\lambda} \):

\[
w^{(4)}(\hat{\lambda}, s) + \eta \frac{\iota}{1 + \alpha \hat{\lambda}} w^{(2)}(\hat{\lambda}, s) + \frac{2\lambda \beta \eta^{1/2}}{1 + \alpha \hat{\lambda}} w'_{\hat{\lambda}}(\hat{\lambda}, s) + \frac{\delta \hat{\lambda} + \lambda^2}{1 + \alpha \hat{\lambda}} w(\hat{\lambda}, s) = 0,
\]
but with (much simpler) boundary conditions

\[ w(\lambda, 0) = 0, \quad (3.13) \]
\[ w'(\lambda, 0) = 0, \quad (3.14) \]
\[ w(\lambda, 1) = 0, \quad (3.15) \]
\[ w'(\lambda, 1) = 0. \quad (3.16) \]

As in the previous case of generalised boundary conditions, we wish to produce asymptotic formulae for the eigenvalues \( \hat{\lambda}_n \) of the boundary-eigenvalue problem (3.12)–(3.16). We are particularly concerned with the relationship between these and the eigenvalues \( \lambda_n \) of the boundary-eigenvalue problem (3.1), (1.8)–(1.11). It is expected that for \( n \) large enough the eigenvalues \( \lambda_n \) should tend to the eigenvalues \( \hat{\lambda}_n \) asymptotically as \( k_{0j}, k_{1j} \to \infty \) for \( j = 2, 4 \). This property would mean that the eigenvalues depend continuously on the boundary parameters.

Let us set \( \hat{\lambda}/\alpha = \hat{\rho}^4 \) and assume \( \hat{\rho} \in S \). For (3.12) with \( \hat{\lambda} = \alpha \hat{\rho}^4 \) essentially the result of Lemma 3.1 remains valid. So proceeding as in the proof of Theorem 3.1 but using the boundary conditions (3.13)–(3.16) in place of (1.8)–(1.11), the determinantal condition here reads

\[
\det \begin{pmatrix}
[1]_{10} & [1]_{20} & [1]_{30} & [1]_{40} \\
\hat{\rho} \omega_1 [1]_{10} & \hat{\rho} \omega_2 [1]_{20} & \hat{\rho} \omega_3 [1]_{30} & \hat{\rho} \omega_4 [1]_{40} \\
e^{\hat{\rho} \omega_1} [1]_{11} & e^{\hat{\rho} \omega_2} [1]_{21} & e^{\hat{\rho} \omega_3} [1]_{31} & e^{\hat{\rho} \omega_4} [1]_{41} \\
\hat{\rho} \omega_1 e^{\hat{\rho} \omega_1} [1]_{11} & \hat{\rho} \omega_2 e^{\hat{\rho} \omega_2} [1]_{21} & \hat{\rho} \omega_3 e^{\hat{\rho} \omega_3} [1]_{31} & \hat{\rho} \omega_4 e^{\hat{\rho} \omega_4} [1]_{41}
\end{pmatrix} = 0.
\]

Noting that \( \omega_3 = -\omega_2 \) and \( \omega_4 = -\omega_1 \), the equation is equivalent to

\[
\det \begin{pmatrix}
[1]_{10} & [1]_{20} & e^{\hat{\rho} \omega_2} [1]_{30} & e^{\hat{\rho} \omega_1} [1]_{40} \\
\omega_1 [1]_{10} & \omega_2 [1]_{20} & \hat{\rho} \omega_2 e^{\hat{\rho} \omega_2} [1]_{30} & -\omega_1 e^{\hat{\rho} \omega_1} [1]_{40} \\
e^{\hat{\rho} \omega_1} [1]_{11} & e^{\hat{\rho} \omega_2} [1]_{21} & \omega_2 e^{\hat{\rho} \omega_2} [1]_{31} & -\omega_1 [1]_{41} \\
\omega_1 e^{\hat{\rho} \omega_1} [1]_{11} & \omega_2 e^{\hat{\rho} \omega_2} [1]_{21} & -\omega_2 [1]_{31} & -\omega_1 [1]_{41}
\end{pmatrix} = 0
\]

which becomes, in view of (3.3),

\[
\det \begin{pmatrix}
1 & 1 & e^{\hat{\rho} \omega_2} & 0 \\
0 & e^{\hat{\rho} \omega_2} (1 + \frac{W_2(1)}{\hat{\rho}}) & 1 + \frac{W_3(1)}{\hat{\rho}} & 1 + \frac{W_4(1)}{\hat{\rho}} \\
0 & \omega_2 e^{\hat{\rho} \omega_2} (1 + \frac{W_2(1)}{\hat{\rho}}) & -\omega_2 (1 + \frac{W_3(1)}{\hat{\rho}}) & -\omega_1 (1 + \frac{W_4(1)}{\hat{\rho}})
\end{pmatrix} + O(1/\hat{\rho}^2) = 0,
\]

whence

\[
e^{2\hat{\rho} \omega_2} = -1 + 2 \left[ \frac{1}{4} \sqrt{\frac{1}{\alpha}} \left( \delta - \frac{1}{\alpha} \right) \omega_2 \right] \frac{1}{\hat{\rho}} + O(1/\hat{\rho}^2), \quad (3.17)
\]

where we have again used that \([1]_{m0} = 1 + O(1/\hat{\rho}^2)\) and \([1]_{m1} = 1 + \frac{W_m(1)}{\hat{\rho}} + O(1/\hat{\rho}^2)\), and that \(\omega_1 - \omega_2 = i\sqrt{2}\) and \(\omega_1 + \omega_2 = -\sqrt{2}\). Setting \(\hat{\rho}_n = (n + 1/2) \pi \omega_2 + \hat{\gamma}_n\), \(n \in \mathbb{N}\), we calculate

\[
\hat{\gamma}_n = -i \left[ \frac{1}{4} \sqrt{\frac{1}{\alpha}} \left( \delta - \frac{1}{\alpha} \right) \omega_2 \right] \frac{1}{(n + 1/2) \pi} + O(1/n^2).
\]
are given by Theorem 4.1. For large $k$ confirms that the eigenvalues $\lambda_k$ to whether or not the eigenvalues depend, asymptotically on Theorem 3.1, we have that

\[
\det(k^{1/2} \pi \omega_2) = \left( \frac{1}{4} \sqrt{\frac{1}{\alpha} \left( \delta - \frac{1}{\alpha} \right)} \omega_2 \right) \frac{1}{(n+1/2) \pi} + O(1/n^2)
\]

and are precisely the solutions (3.6) of (3.9) when $k_{04}, k_{14} \to \infty$. From this we see that the dominant terms in the $\hat{\rho}_n$ are the same as those in the $\rho_n$, when $k_{04}$ and $k_{14}$ are finite. We summarise in the following result.

**Theorem 3.2.** For large $n \in \mathbb{N}$ eigenvalues of (3.11)–(3.14) are given as in Theorem 3.1. If we take the limit as $k_{04}, k_{14} \to \infty$, these eigenvalues tend to those of (3.12)–(3.16) in the asymptotic sense.

4. **Asymptotics of eigenvalues for $k_{04} = k_{14} = 0$**

As pointed out in Remark 3.2 following the proof of Theorem 3.1 the boundary parameters $k_{02}$ and $k_{12}$ do not appear in the asymptotic formulae for the eigenvalues $\lambda_n$ of (3.1), (1.8)–(1.11) when $k_{04}, k_{14}$ are nonzero. The final problem in this paper consists of the question as to whether or not the eigenvalues depend, asymptotically, on $k_{02}$ and $k_{12}$ for the limiting case $k_{04} = k_{14} = 0$. The boundary-eigenvalue problem which we consider, then, is posed by (3.1) and the following boundary conditions:

\[
w^{(2)}(\lambda, 0) - (k_0 + \lambda k_{02}) w'(\lambda, 0) = 0, \tag{4.1}
\]

\[
w^{(3)}(\lambda, 0) + k_{03} w(\lambda, 0) = 0, \tag{4.2}
\]

\[
w^{(2)}(\lambda, 1) + (k_{11} + \lambda k_{12}) w'(\lambda, 1) = 0, \tag{4.3}
\]

\[
w^{(3)}(\lambda, 1) - k_{13} w(\lambda, 1) = 0. \tag{4.4}
\]

The following theorem is an analogue of Theorem 3.1 for the problem (3.1), (3.12)–(3.14), and confirms that the eigenvalues $\lambda_n$ do not depend asymptotically on the boundary parameters $k_{02}$ and $k_{12}$.

**Theorem 4.1.** For large $n \in \mathbb{N}$ eigenvalues of the boundary-eigenvalue problem (3.1), (4.1)–(4.4) are given by $\lambda_n = \alpha \rho_n^4$, where

\[
\rho_n = n \pi \omega_2 + i \left[ \frac{1}{4} \sqrt{\frac{1}{\alpha} \left( \delta - \frac{1}{\alpha} \right)} \omega_2 \right] \frac{1}{n \pi} + O(1/n^2). \tag{4.5}
\]

**Proof.** Defining $w(\rho, s)$ as in the proof of Theorem 3.1 (in (3.7)), we have

\[
\begin{align*}
w^{(2)}_m(\rho, 0) - (k_{01} + \alpha \rho^4 k_{02}) w'_m(\rho, 0) &= (\rho \omega_m)^2 [1]_{m0} - (k_{01} + \alpha \rho^4 k_{02}) \rho \omega_m [1]_{m0}, \\
w^{(3)}_m(\rho, 0) + k_{03} w_m(\rho, 0) &= (\rho \omega_m)^3 [1]_{m0} + k_{03} [1]_{m0}, \\
w^{(2)}_m(\rho, 1) + (k_{11} + \alpha \rho^4 k_{12}) w'_m(\rho, 1) &= (\rho \omega_m)^2 e^{\rho \omega_m} [1]_{m1} + (k_{11} + \alpha \rho^4 k_{12}) \rho \omega_m e^{\rho \omega_m} [1]_{m1}, \\
w^{(3)}_m(\rho, 1) - k_{13} w_m(\rho, 1) &= (\rho \omega_m)^3 e^{\rho \omega_m} [1]_{m1} - k_{13} e^{\rho \omega_m} [1]_{m1},
\end{align*}
\]

which is just (3.8) with $k_{04} = k_{14} = 0$. So using exactly the same reasoning as in the proof of Theorem 3.1 we have that $w(\rho, s)$ is nontrivial if and only if

\[
\det\begin{pmatrix}
-\alpha \rho^4 k_{02} \rho \omega_1 [1]_{10} & -\alpha \rho^4 k_{02} \rho \omega_2 [1]_{20} & -\alpha \rho^4 k_{02} \rho \omega_3 [1]_{30} & -\alpha \rho^4 k_{02} \rho \omega_4 [1]_{40} \\
(\rho \omega_1)^3 [1]_{10} & (\rho \omega_2)^3 [1]_{20} & (\rho \omega_3)^3 [1]_{30} & (\rho \omega_4)^3 [1]_{40} \\
\alpha \rho^4 k_{12} \rho \omega_1 e^{\rho \omega_1} [1]_{11} & \alpha \rho^4 k_{12} \rho \omega_2 e^{\rho \omega_2} [1]_{21} & \alpha \rho^4 k_{12} \rho \omega_3 e^{\rho \omega_3} [1]_{31} & \alpha \rho^4 k_{12} \rho \omega_4 e^{\rho \omega_4} [1]_{41} \\
(\rho \omega_1)^3 e^{\rho \omega_1} [1]_{11} & (\rho \omega_2)^3 e^{\rho \omega_2} [1]_{21} & (\rho \omega_3)^3 e^{\rho \omega_3} [1]_{31} & (\rho \omega_4)^3 e^{\rho \omega_4} [1]_{41}
\end{pmatrix} = 0.
\]
Recalling that \( \omega_3 = -\omega_2 \) and \( \omega_4 = -\omega_1 \), and using (3.4) it follows immediately that

\[
\begin{vmatrix}
1 & 1 & e^{i\rho_2} & 0 \\
\omega_1^2 & \omega_2^2 & \omega_3^2 & e^{i\rho_2} \\
0 & \omega_1^2 (1 + \frac{W_2(1)}{\rho}) & \omega_2^2 (1 + \frac{W_3(1)}{\rho}) & \omega_3^2 (1 + \frac{W_4(1)}{\rho}) \\
0 & \omega_2^2 (1 + \frac{W_2(1)}{\rho}) & \omega_3^2 (1 + \frac{W_3(1)}{\rho}) & \omega_4^2 (1 + \frac{W_4(1)}{\rho})
\end{vmatrix} + \mathcal{O}(1/\rho^2) = 0,
\]

and a direct calculation gives

\[
e^{2\rho_2} = 1 - 2 \left[ \frac{1}{4} \sqrt{\frac{1}{\alpha}} \left( \delta - \frac{1}{\alpha} \right) \omega_2 \right] \frac{1}{\rho} + \mathcal{O}(1/\rho^2).
\]

Set

\[
\rho_n = n\pi\omega_2 + \gamma_n, \quad n \in \mathbb{N}.
\]

Using the procedure leading to Theorem 3.1 we arrive at

\[
\gamma_n = i \left[ \frac{1}{4} \sqrt{\frac{1}{\alpha}} \left( \delta - \frac{1}{\alpha} \right) \omega_2 \right] \frac{1}{n\pi} + \mathcal{O}(1/n^2);
\]

so the \( \rho_n \) are as given in (4.5) and the theorem is proven. \( \square \)

5. FURTHER REMARKS AND OPEN PROBLEMS

In this paper we have been primarily concerned with studying the boundary-eigenvalue problem (1.7)–(1.11) and the asymptotics of eigenvalues in the plane \( \mathbb{C} \setminus \{-1/\alpha\} \). What we have effectively shown in Sections 3 and 4 is that if \( n \) is large enough in the sequence \( \{\lambda_n\} \), then \( |\text{Im} \lambda_n| / |\text{Re} \lambda_n| \leq 1 \) and hence the eigenvalues lie in the sectorial set

\[
\{ z \in \mathbb{C} \setminus \{-1/\alpha\} \mid |\text{Im} (z - z_0)| \leq r |\text{Re} (z - z_0)|, \quad \text{Re} (z - z_0) \leq 0 \},
\]

with \( r \) and \( z_0 \) certain positive constants, \( r \) depending on the boundary parameters \( k_{04}, k_{14} \) and the viscoelastic damping coefficient \( \alpha \), for all values of the other parameters. In particular, from the results it is readily seen that the only possible accumulation points of the eigenvalues in the extended complex plane are \(-1/\alpha\) and infinity.

Among the many somewhat related matters that we have not been able to address in this paper, one is the “freedom” in the choice of the space \( X \) in which to recast (1.7)–(1.11) as a spectral problem for a linear operator. Typically, the space \( \mathbf{W}_2^2 (0, 1) \times \mathbf{L}_2 (0, 1) \) would be an alternative natural choice. Here, however, the situation is more complicated since the inner product in it induces only a seminorm and it is necessary to define \( X \) as a suitable subspace of \( \mathbf{W}_2^2 (0, 1) \times \mathbf{L}_2 (0, 1) \).

Let us return to the initial/boundary-value problem (1.11)–(1.6) formulated in the Introduction, which we used to motivate our investigation. With the choice of space \( \text{state space} \) as (2.6), it is not difficult to check that the problem is equivalent to the abstract initial-value problem

\[
\dot{x}(t) = Ax(t), \quad A := A_0 + A_1, \quad x(0) = x_0,
\]

for some given initial point \( x_0 \in \mathbf{D}(A_0) \), where the state \( x(t) \) can be represented formally by the column vector \( (\mathbf{w} (\cdot, t), \mathbf{v} (\cdot, t), (\partial \mathbf{v} / \partial s)(s, t))_{s=0} \), \( \mathbf{v} (0, t), (\partial \mathbf{v} / \partial s)(s, t))_{s=1} \), \( \mathbf{v} (1, t)^T \). In Section 2, we have disposed of the question of well-posedness of (6.1) by showing that, under our assumptions, the system operator \( A \) generates a \( C_0 \)-semigroup of bounded linear operators on \( X \). An important question which remains is whether that semigroup is, in fact, holomorphic. In this connection the Riesz basis property of the root vectors (eigen- and associated vectors) of the system operator \( A \) will be useful. To our knowledge this question has not been discussed for our initial/boundary-value problem.
For the problem of exponential stability of (solutions of) (5.1) it is necessary to investigate in detail what assumptions must be placed on the quadruples \( \{\alpha, \beta, \eta, \delta\} \) and \( \{k_{02}, k_{04}, k_{12}, k_{14}\} \) so that there exist constants \( M, \varepsilon > 0 \) such that
\[
\|x(t)\|_X' \leq Me^{-\varepsilon t} \|x_0\|_X',
\]
where we recall that \( \| \cdot \|_X' \) is equivalent to the energy norm for the initial/boundary-value problem (1.1)–(1.6). This question has been more or less settled in the papers [17, 18, 30, 32] for the initial/boundary-value problem involving the standard boundary conditions of clamped, free, or hinged ends, and combinations thereof. For the case of generalised boundary conditions (in the sense as it is understood here) the problem is still open and requires a thorough investigation of the Riesz basis property.

There are numerous problems in mechanics and mathematical physics which give rise to initial/boundary-value problems on networks (a good overview of several examples has very recently been given in [3]). Their stability properties can be studied by using recent developments in the mathematical analysis of differential equations on geometric graphs, along the lines, for example, of [15]. There we studied the exponential stability problem for a stretched Euler–Bernoulli beam (that is \( \alpha = \beta = \delta = 0 \) and \( \eta < 0 \)) on a star graph with three identical edges. However, it is not clear whether the methods in [15] can be so modified as to encompass star-shaped networks of tubes conveying fluid. We plan to examine this, and other related questions, in a subsequent paper.
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