Optimal mesh generation for a blade passage using deep reinforcement learning
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Abstract

A mesh generation method that can generate an optimal mesh for a blade passage at a single attempt is developed using deep reinforcement learning (DRL). Unlike the conventional methods, where meshing parameters must be specified by the user or iteratively optimized from scratch for a newly given geometry, the developed method employs DRL-based multi-condition (MC) optimization to define meshing parameters for various geometries optimally. The method involves the following steps: (1) development of a base algorithm for structured mesh generation of a blade passage; (2) formulation of an MC optimization problem to optimize meshing parameters introduced while developing the base algorithm; and (3) development of a DRL-based mesh generation algorithm by solving the MC optimization problem using DRL. As a result, the developed algorithm is able to successfully generate optimal meshes at a single trial for various blades.

Keywords: Mesh generation, Multi-condition optimization, Deep reinforcement learning, Structured mesh

*Corresponding author.
Email address: dhyou@postech.ac.kr (Donghyun You)
1. Introduction

A computational mesh is a crucial component for a numerical simulation of fluid flow. The quality of the mesh significantly affects the accuracy, stability, and computational cost of the simulation [1, 2]. However, generating a high-quality mesh typically requires considerable time and effort. Consequently, research has been conducted to develop algorithms that can automatically generate high-quality meshes [3–9].

Using the automatic mesh generation algorithm, users only need to specify meshing parameters required in the algorithms, such as the number of cells in the streamwise and the spanwise direction or the expansion and the clustering ratio of their distribution. Although the algorithm reduces significant time and effort in the mesh generation process, it has a limitation in that the quality of the generated mesh depends on the meshing parameters. Well-determined meshing parameters produce a high-quality mesh, while poorly-specified parameters can result in a low-quality mesh. Hence, users typically adjust the meshing parameters according to their simulation problems. However, such user dependency in the mesh generation process degrades the reliability of the simulation results.

Efforts have been made to optimize such parameters to alleviate the user dependency in mesh generation and generate an optimal mesh [10, 12]. Dittmer [10], Ahmad et al. [11], and Islam et al. [12] optimized meshing parameters for an airfoil, a ground vehicle, and a marine propeller, respectively. By incorporating optimization into the mesh generation, it was possible to optimally determine the meshing parameters and generate an optimal mesh.
However, due to the nature of the optimization, iterative mesh generation processes are inevitable. Even if the optimal parameters are obtained, they are only valid for a specific geometry. The entire process must be repeated from scratch for a new geometry, which is inefficient where numerous systematical simulations are needed, such as a design process. To overcome the limitations, a method that can generate an optimal mesh at a single attempt for various geometries is necessary.

Recently, Kim et al. [13] have established a concept of multi-condition (MC) optimization and developed an efficient method to solve the MC optimization problem using deep reinforcement learning (DRL). DRL-based MC optimization can obtain optimal solutions as a function of the condition by learning the correlations between conditions and optimal solutions. Hence, it is possible to obtain the optimal solutions for varying conditions without additional optimization. This is in contrast to the conventional optimization methods where optimization is performed under a specific condition and must be conducted again whenever the condition varies.

The present study aims to develop a DRL-based mesh generation method that can generate an optimal mesh for various geometries at a single attempt. The key idea is to exploit the DRL-based MC optimization method in developing a mesh generation algorithm. In the present method, meshing parameters introduced while developing the mesh generation algorithm are optimized considering various geometries using MC optimization. Then, it is possible to determine the optimal meshing parameters for varying geometries without additional optimization.

The proposed method is applied to generate structured meshes for turbo-
machinery blades. Designing high-performance blades typically requires a lot of simulations with various shapes, while generating a high-quality structured mesh is not trivial. The cells on the upper and lower periodic boundaries must be perfectly matched, with smooth resolution change while the complex curvature of the blade exists in the domain. The detailed procedure of the present method includes following steps. Firstly, a base algorithm for automatic mesh generation of turbomachinery blades is developed. Secondly, an MC optimization problem is formulated to optimize meshing parameters introduced while developing the base algorithm. Finally, a DRL-based mesh generation algorithm that can generate an optimal mesh at a single attempt is developed by solving the MC optimization problem using DRL. The capability of the developed DRL-based mesh generation algorithm is examined by generating meshes for various turbomachinery blades.

2. Background

2.1. Multi-condition optimization

The conventional single-condition (SC) optimization problem is defined as follows:

$$\max_x f(x)$$

subject to $x \in \Omega$,  \hspace{1cm} (1)

where $x$ is a decision vector, and $f$ is a real-valued objective function. $\Omega$ is the decision space which is defined as the set $\{x| g_m(x) \leq 0, m = 1, 2, \ldots, n\}$. $g_m(x)$ is a constraint function that determines the feasible region of $x$, and $n$ is the number of the constraints of $x$. The goal of a SC optimization is to find an optimal solution $x^*$ that maximizes $f$. 
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In contrast to SC optimization, a condition vector $c$ and the condition space $\Phi$ are introduced in MC optimization. An MC optimization problem is defined as follows:

$$\max_x f(x, c)$$

subject to $x \in \Omega, c \in \Phi$, where $\Phi$ is defined as the set \{ $c$ | $h_p(c) \leq 0$, $p = 1, 2, \ldots, q$ \}. $h_p(c)$ is a constraint function that determines the feasible region of $c$, and $q$ is the number of the constraints of $c$. The goal of an MC optimization is to find optimal solutions $x^*(c)$ that maximize $f$ as a function of $c$.

2.2. Deep-reinforcement-learning-based multi-condition optimization method

DRL is a process of learning optimal behavior for a complex decision-making process [14]. At each discrete step $t$, an action $a_t \in A$ is determined according to a deterministic policy $\pi : S \rightarrow A$, for a given state $s_t \in S$. Here, $S$ and $A$ denote the state space and the action space, respectively. Through the execution of the action $a_t$, a reward $r_t(s_t, a_t) \in \mathbb{R}$ is acquired, and the next state $s_{t+1}$ is given according to a probability distribution $p(s_{t+1}|s_t, a_t) : S \times A \rightarrow \mathcal{P}(S)$. This process is repeated until the terminal step $T$. When the terminal step is reached, one episode ends. The return $R_t$ is defined as the sum of an immediate reward $r_t$ and discounted future rewards as follows:

$$R_t = \sum_{i=t}^{T} \gamma^{(i-t)} r_i(s_{i}, a_{i}),$$

where $\gamma \in [0, 1]$ is a discount factor that determines the weight between short-term and long-term rewards.

In DRL, the policy is parameterized by a non-linear neural network as $\pi_\phi$, with network parameters $\phi$. The goal of DRL is to find the optimal
policy $\pi_\phi$ that maximizes an objective function $J$ which is defined as an expectation of the return. Thus, $\pi_\phi$ can be updated by $\nabla_\phi J$ which can be calculated using the deterministic policy gradient algorithm \cite{15}, by applying the chain rule to the $J$ as follows:

$$\nabla_\phi J = \mathbb{E}_{s_t \sim p}[\nabla_\phi Q(s_t, a_t)]$$

$$= \mathbb{E}_{s_t \sim p}[\nabla_a Q(s_t, a_t)|a_t=\pi_\phi(s_t)\nabla_\phi \pi_\phi(s_t)].$$

Here, $Q(s_t, a_t)$ is the action value function which is defined as follows:

$$Q(s_t, a_t) = \mathbb{E}_{s_{t+1} \sim p}[R_t|s_t, a_t].$$

A DRL-based MC optimization method was proposed by Kim et al. \cite{13}. In the method, a single-step DRL-based optimization method \cite{16} is employed where one learning episode consists of a single step. If an action is determined from a given state, a reward is given accordingly and the episode ends without the next state. Since the future rewards in Eq. (3) do not exist, learning proceeds to maximize only the immediate reward. Thus by setting the state, the action, and the reward of DRL as $c$, $x$, and $f$, respectively, learning $x^*$ that maximizes $f$ as a function of $c$ becomes possible. As a result, $x^*(c)$, the solution of the MC optimization problem, can be efficiently obtained.

3. Deep-reinforcement-learning-based mesh generation method

In the present study, a method that can generate an optimal mesh for various geometries at a single attempt is developed. A systematic procedure of the method is described by developing a DRL-based mesh generation
algorithm for turbomachinery blades. Firstly, a base algorithm that automatically generates a structured mesh for a blade is developed (Section 3.1). Then, an MC optimization problem is formulated to determine the optimal meshing parameters in the base algorithm for various blade geometries (Section 3.2). Finally, the DRL-based mesh generation algorithm that can generate an optimal mesh for an arbitrary turbomachinery blade at a single attempt is developed by solving the MC optimization problem using DRL (Section 3.3).

3.1. Mesh generation algorithm for turbomachinery blades

In this section, a mesh generation algorithm for generating a structured mesh for a two-dimensional turbomachinery blade is developed. The algorithm generates an HOH-type mesh that adopts H-type meshes for the inlet and outlet sides and an O-type mesh near the blade, based on the geometric parameters about the blade and the meshing parameters specified by the user. The parameters and their descriptions are summarized in Table 1.

The schematic diagram of the algorithm is illustrated in Fig. 1. Firstly, the geometric parameters about the blade, consisting of the blade shape, blade spacing pitch, horizontal inlet position \(x_{\text{in}}\), and horizontal outlet position \(x_{\text{out}}\), are given to the algorithm. Then, the mesh boundary is determined based on three meshing parameters \(y_{\text{in}}, y_{\text{out}}, \) and \(\alpha_{\text{camber}}\). \(y_{\text{in}}\) and \(y_{\text{out}}\) are the positions of the inlet and outlet in the vertical direction, respectively. \(\alpha_{\text{camber}}\) determines the degree to which the curvature of the lower boundary
follows the camber line. The lower boundary \( y_{\text{low}}(x) \) is defined as follows:

\[
y_{\text{low}}(x) = \begin{cases} 
  y_{\text{le}} + y_{\text{in}} - \text{pitch}/2 & x_{\text{le}} - x_{\text{in}} \leq x < x_{\text{le}}, \\
  \alpha_{\text{camber}} \cdot y_{c}(x) + (1 - \alpha_{\text{camber}}) \cdot y_{l}(x) & x_{\text{le}} \leq x < x_{\text{te}}, \\
  y_{\text{te}} + y_{\text{out}} - \text{pitch}/2 & x_{\text{te}} \leq x < x_{\text{te}} + x_{\text{out}}.
\end{cases}
\] (6)

Here, \((x_{\text{le}}, y_{\text{le}})\) and \((x_{\text{te}}, y_{\text{te}})\) are the coordinates of the leading and the trailing edges. \( y_{c}(x) \) is a scaled camber line in the vertical direction defined as follows:

\[
y_{c}(x) = \frac{|y_{\text{le}} - y_{\text{te}}|}{|y_{\text{le}} + y_{\text{in}} - y_{\text{te}} - y_{\text{out}}|} y_{\text{camber}}(x) - \text{pitch}/2,
\] (7)

where \( y_{\text{camber}}(x) \) is the camber line of the blade. \( y_{l}(x) \) is a straight line linearly connecting two points \((x_{\text{le}}, y_{\text{le}} + y_{\text{in}} - \text{pitch}/2)\) and \((x_{\text{te}}, y_{\text{te}} + y_{\text{out}} - \text{pitch}/2)\).

The upper boundary is determined by shifting the lower boundary vertically by \( \text{pitch} \) to meet periodicity. Then, the locations of the interface between the O-type mesh and the H-type mesh at the inlet and outlet sides are linearly determined by \( \beta_{\text{in}}^o \) and \( \beta_{\text{out}}^o \) as follows:

\[
\begin{align*}
  x &= x_{\text{le}} - \beta_{\text{in}}^o x_{\text{in}}, \\
  x &= x_{\text{te}} + \beta_{\text{out}}^o x_{\text{out}}.
\end{align*}
\] (8)

Next, nodes of the O-type mesh are distributed according to \( N_t, N_n, \gamma_{\text{le}}, \gamma_{\text{te}}, \) and \( \Delta n_1 \). \( N_t \) and \( N_n \) are the numbers of nodes of the O-type mesh in tangential and normal directions to the blade surface, respectively. Along the blade surface, \( N_t \) is divided so that the numbers of nodes at the suction and pressure sides are proportional to their lengths. At each side, the nodes are clustered at the leading and the trailing edges to resolve them as shown in Fig. 2a. Equally distributed nodes are transformed using the hyperbolic tangent function. The transformed nodes are linearly scaled and distributed.
along each pressure and suction side. $\gamma_{le}$ and $\gamma_{te}$ determine the degree of clustering at the leading and the trailing edges. Then, edges are generated by extending the nodes on the blade surface to the outer boundary of the O-type mesh in an outward normal direction. After that, the nodes at the outer boundary are adjusted so that nodes at the upper and the lower boundaries should be periodically matched. Along each edge connected from the blade surface to the outer boundary of the O-type mesh, $N_n$ nodes are distributed. The nodes are clustered at the blade surface following the hyperbolic tangent function as shown in Fig. 2b. The degree of clustering is determined such that the height of the first cell at the blade surface is equal to the specified height of the first cell $\Delta n_1$.

After distributing the nodes of the O-type mesh, the elliptic mesh generation method [17, 18] is applied to adjust the node distribution. The elliptic mesh generation method used in this study is proposed by Hsu & Lee [19], which enables generating a mesh with high orthogonality near the blade surface without slope discontinuity inside the mesh domain. The method uses the Poisson equations, the elliptic-type partial differential equations, defined as follows:

$$
\frac{\partial^2 \xi}{\partial x^2} + \frac{\partial^2 \xi}{\partial y^2} = P_1(\xi, \eta),
\frac{\partial^2 \eta}{\partial x^2} + \frac{\partial^2 \eta}{\partial y^2} = P_2(\xi, \eta),
$$

(9)

where $(\xi, \eta)$ is the curvilinear coordinate such that the domain of $(x, y)$ is transformed to a rectangular domain. Boundaries of the rectangular domain are denoted as $\xi = 0$, $\xi = \xi_{max}$, $\eta = 0$, and $\eta = \eta_{max}$. The terms $P_1$ and $P_2$ are control functions that control the node distribution. By interchanging the
dependent and the independent variables, Eq. (9) is transformed as follows:

\[
\begin{align*}
A_1 \frac{\partial^2 x}{\partial \xi^2} - 2A_2 \frac{\partial^2 x}{\partial \xi \partial \eta} + A_3 \frac{\partial^2 x}{\partial \eta^2} &= -A_4^2 (P_1 \frac{\partial x}{\partial \xi} + P_2 \frac{\partial x}{\partial \eta}), \\
A_1 \frac{\partial^2 y}{\partial \xi^2} - 2A_2 \frac{\partial^2 y}{\partial \xi \partial \eta} + A_3 \frac{\partial^2 y}{\partial \eta^2} &= -A_4^2 (P_1 \frac{\partial y}{\partial \xi} + P_2 \frac{\partial y}{\partial \eta}),
\end{align*}
\]

(10)

where

\[
\begin{align*}
A_1 &= (\frac{\partial x}{\partial \eta})^2 + (\frac{\partial y}{\partial \eta})^2, \\
A_2 &= \frac{\partial x}{\partial \xi} \frac{\partial x}{\partial \eta} + \frac{\partial y}{\partial \xi} \frac{\partial y}{\partial \eta}, \\
A_3 &= (\frac{\partial x}{\partial \xi})^2 + (\frac{\partial y}{\partial \xi})^2, \\
A_4 &= \frac{\partial x}{\partial \xi} \frac{\partial y}{\partial \eta} + \frac{\partial x}{\partial \eta} \frac{\partial y}{\partial \xi}.
\end{align*}
\]

(11)

By applying orthogonal boundary conditions, \(P_1(\xi,0), P_2(\xi,0), P_1(\xi,\eta_{max}),\) and \(P_2(\xi,\eta_{max})\) are determined by back-solving Eq. (10). Then control functions inside the domain are calculated by the interpolation based on power-law functions as follows:

\[
\begin{align*}
P_1(\xi, \eta) &= P_1(\xi,0)[1 - (\eta/\eta_{max})]^3 + P_1(\xi,\eta_{max})(\eta/\eta_{max})^3, \\
P_2(\xi, \eta) &= P_2(\xi,0)[1 - (\eta/\eta_{max})]^3 + P_2(\xi,\eta_{max})(\eta/\eta_{max})^3.
\end{align*}
\]

(12)

After generating the O-type mesh with the elliptic grid generation method, an HOH-type mesh is eventually generated by adding H-type meshes at the inlet and outlet sides.

3.2. Multi-condition optimization

3.2.1. Mesh quality

In this section, mesh quality that can quantitatively evaluate the status of the generated mesh is defined. Generally, mesh quality is evaluated by two factors, the consistency of spatial distribution of the cells and the resolution of the cells. The indicators to assess these are \textit{a priori} mesh quality and \textit{a posteriori} mesh quality, respectively, depending on whether the simulation
solution is reflected or not. *A priori* mesh quality does not reflect the simulation solution. Instead, it is defined as geometrical characteristics of the mesh, such as distortion of the cell, the size change with the adjacent cells, and cell arrangement. As *a priori* quality can be evaluated before performing the simulation, a lot of efforts have been made to properly define and optimize the quality metrics to generate meshes that can result in more accurate and stable simulations [20–24]. The present study employs *a priori* metrics to determine mesh quality.

*A priori* mesh quality should be designed to minimize the numerical error caused by the geometrical defect of the mesh; the spatial distribution of the cells should be as uniform as possible. To consider such challenges, both the determinant ratio of the Jacobian matrix $Q_J$ and skewness $Q_S$ are considered simultaneously to define mesh quality. Fig. 3 shows how to calculate $Q_J$ and $Q_S$ for a cell. $Q_J$ is calculated as follows:

$$ J_{i,j} = \left| \begin{array}{cc} \frac{\partial x}{\partial i} & \frac{\partial x}{\partial j} \\ \frac{\partial y}{\partial i} & \frac{\partial y}{\partial j} \end{array} \right| = \frac{x_{i+1,j} - x_{i-1,j}}{2} \frac{x_{i,j+1} - x_{i,j-1}}{2}, \quad (13) $$

$$ Q_J = \min(J_{i,j}, J_{i+1,j}, J_{i+1,j-1}, J_{i,j-1}) \cdot \max(J_{i,j}, J_{i+1,j}, J_{i+1,j-1}, J_{i,j-1}), \quad (14) $$

$x$ and $y$ are the coordinates of the node, and $i$ and $j$ are indices of the node as shown in Fig. 3a. First, the determinant of the Jacobian matrix $J_{i,j}$ at each node $(x_{i,j}, y_{i,j})$ is calculated. Then, $Q_J$ is calculated by dividing the minimum $J$ by the maximum $J$ among the four nodes constituting the cell. As $J_{i,j}$ is the area of the blue quadrangle, $Q_J$ represents the area change among adjacent cells. Higher $Q_J$ indicates that the area of the cell is more constant with neighboring cells resulting in a smooth resolution change.
around the cell.

\( Q_S \) is calculated as follows:

\[
Q_S = 1 - \max \left( \frac{90^\circ - \min(\theta_1, \theta_2, \theta_3, \theta_4)}{90^\circ}, \frac{\max(\theta_1, \theta_2, \theta_3, \theta_4) - 90^\circ}{90^\circ} \right).
\] (15)

\( \theta \) is the interior angle of the cell as shown in Fig. 3b. \( Q_S \) indicates how distorted the cell is. Thus, \( Q_S \) represents the uniformity in the cell arrangement with adjacent cells. Higher \( Q_S \) indicates that the shape of the cell is close to a rectangle, resulting in a more uniform alignment with neighboring cells and higher orthogonality at shared edges. Since \( Q_J \) and \( Q_S \) consider uniformity of the distribution of both the area and alignment of the cells, they are regarded as representative quality metrics among other metrics in the case of a quadrilateral mesh [25]. In fact, metrics that can consider area change among adjacent cells or distortion of a cell are significant considerations in generating a high-quality quadrilateral mesh, although the exact formulation might be different [9, 26, 27].

Mesh quality \( Q \) is defined as follows:

\[
Q = \frac{(Q_J)_{\text{min}} + (Q_J)_{\text{avg}} + (Q_S)_{\text{min}} + (Q_S)_{\text{avg}}}{4}.
\] (16)

( )\(_{\text{min}} \) and ( )\(_{\text{avg}} \) denotes the minimum and average values over all cells in the O-type mesh, respectively. Since cells in the H-type meshes are fixed in a rectangular shape, the quality remains high during the mesh generation process. On the other hand, cells in the O-type mesh where the turbine exists should be distorted to fit the blade shape, which can significantly degrade mesh quality. Accordingly, only the cells in the O-type mesh are included in evaluating mesh quality. Considering the entire cells would result in a mesh where a ratio of the H-type meshes is excessively large in the optimization.
process. Furthermore, the minimum values are considered as the simulation can be problematic due to the cell with the lowest quality, even though the qualities of the other cells are fine. The average values are introduced to reflect the overall quality distribution. Note that $(Q_J)_{\text{min}}$, $(Q_J)_{\text{avg}}$, $(Q_S)_{\text{min}}$, and $(Q_S)_{\text{avg}}$ lie between 0 and 1 to match the scale.

$Q_J$ of cells at the boundary of the O-type mesh is calculated with additional treatments. To calculate $Q_J$ of a cell, it is necessary to calculate the determinant of the Jacobian matrix at the four nodes constituting the corresponding cell. However, to calculate the determinant of the Jacobian matrix $J_{i,j}$, the coordinates of the neighboring nodes are required, which do not exist for the nodes at the boundary. Therefore, $J_{i,j}$ for such nodes are calculated as follows. For nodes at the boundaries meeting the H-type mesh, $J_{i,j}$ are calculated with the coordinates of the adjacent nodes in the H-type mesh. For nodes at the periodic boundaries, $J_{i,j}$ are calculated with the coordinates of the nodes at the opposite periodic boundary, as if the same mesh is periodically attached. The treatments not only enable the calculation of $Q_J$ for the cells at the boundary of the O-type mesh but also take into account smooth resolution changes at the interfaces between the O-type mesh and the H-type meshes and at the periodic boundaries.

3.2.2. Optimization formulation

An MC optimization problem is formulated to obtain optimal meshing parameters of the base mesh generation algorithm for various blade geometries. To parameterize the shape of a two-dimensional turbomachinery blade, the method developed by Agromayor et al. [28] is employed in the present study. The method can generate a blade profile with continuous curvature by using
shape parameters based on Non-Uniform Rational Basis Spline curves \[29\]. The method is capable of generating various turbine blades, such as axial gas turbines, supersonic impulse turbines, and axial compressors. In particular, the method can reversely extract shape parameters from the blade shape defined by coordinates of points. It was confirmed that the method can successfully re-parameterize various types of the existing blades using 22 parameters. For the convenience of notation, let a vector $\mathbf{BSP}$ denote the 22 blade shape parameters in the parameterization method. A detailed description of the parameterization method can be found in \[28\].

An MC optimization problem is defined as follows:

$$\max_{\mathbf{x}} f(\mathbf{x}, \mathbf{c})$$

subject to $\mathbf{x} \in \Omega, \mathbf{c} \in \Phi$, \hspace{1cm} (17)

where

$$f(\mathbf{x}, \mathbf{c}) = Q,$$

$$\Omega = \{(y_{in}, y_{out}, \alpha_{camber}, \beta_{in}^o, \beta_{out}^o, N_t, \gamma_{le}, \gamma_{te}) | -0.5C \leq y_{in} \leq 0.5C, \ -0.5C \leq y_{out} \leq 0.5C, \ 0 \leq \alpha_{camber} \leq 1, \ 0.1 \leq \beta_{in}^o \leq 0.9, \ 0.1 \leq \beta_{out}^o \leq 0.9, \ 100 \leq N_t \leq 1000, \ 0 \leq \gamma_{le} \leq 5, \ 0 \leq \gamma_{te} \leq 5\},$$

$$\Phi = \{((\mathbf{BSP}, \text{pitch}, x_{in}, x_{out}, N_o, \Delta n_1) | \mathbf{BSP} \in \mathbf{BSP}_\text{range}, \ 0.3C \leq \text{pitch} \leq 1.0C, \ 0 \leq x_{in} \leq C, \ 0 \leq x_{out} \leq C, \ 10000 \leq N_o \leq 50000, \ 2 \times 10^{-5}C \leq \Delta n_1 \leq 2 \times 10^{-4}C\}.\$$

Here, $C$ is the chord length of the blade, and $N_o = N_t \times N_n$ is the number of nodes of the O-type mesh. $\mathbf{x}$ includes the meshing parameters in the base mesh generation algorithm. The ranges of components in $\mathbf{x}$ are defined wide enough so that the base algorithm can generate various meshes. $\mathbf{c}$
is determined to consider both the blade geometry and the flow condition. $BSP_{\text{range}}$ and the ranges of pitch, $x_{\text{in}}$, and $x_{\text{out}}$ are set to cover a wide variety of blade geometries. $N_o$, which determines the resolution of the entire mesh, and $\Delta n_1$, which determines the resolution near the blade surface, are included in $c$ to consider the flow conditions. The range of $N_o$ is set based on the number of cells generally used in Reynolds-averaged Navier–Stokes (RANS) simulations [30–33]. The range of $\Delta n_1$ is set to satisfy $n^+ = 1$ at $10^5 \leq Re \leq 10^6$ calculated by the flat-plate boundary layer theory [34], where $n^+$ is the dimensionless wall distance and $Re$ is the Reynolds number. By solving the MC optimization problem, optimal meshing parameters that maximize mesh quality are obtained as a function of $c$.

3.3. Deep-reinforcement-learning-based mesh generation algorithm

3.3.1. Deep-reinforcement-learning-based multi-condition optimization

In this section, the MC optimization problem is solved by the DRL-based MC optimization method to develop a DRL-based mesh generation algorithm that can generate an optimal mesh for various blade geometries at a single attempt. For DRL, the actor-critic method [35] is employed. An actor $\pi_\phi$ and a critic $Q_\theta$ are functions parameterized by non-linear neural networks with network parameters $\phi$ and $\theta$, respectively. The actor network $\pi_\phi(s)$ determines an optimal action that maximizes the expectation of the return in Eq. (3) according to a given state. The critic network $Q_\theta(s,a)$ predicts the action value function in Eq. (5) depending on a state and an action. Note that as a single-step DRL is employed, the return is identical to the reward. The state $s$, the action $a$, and the reward $r$ of DRL are defined as $c$, $x$, and $Q$, respectively. All variables in $s$ and $a$ are linearly scaled to range between
Algorithm 1 summarizes the learning procedure of DRL-based MC optimization. For every episode, a state \( s \) is randomly given, the action is determined by \( a = \pi_{\phi}(s) \) and the base algorithm generates a mesh. Then, mesh quality \( Q \) of the generated mesh is evaluated, and the reward \( r \) is obtained. Based on the data of \((s, a, r)\), learning proceeds to maximize \( Q \) which is set as the reward. Thus, as the learning continues, the data are accumulated, and the base algorithm is reinforced to generate higher-quality meshes by adapting its meshing parameters. After sufficient learning, the base algorithm converges into a DRL-based mesh generation algorithm that can generate a mesh with optimal quality. Detailed descriptions of evaluating convergence and validating the optimality of the final algorithm are explained in Section 3.3.2.

The network structures and the hyperparameters are set according to the work by Kim et al. \[13\]. This setting has the advantage of avoiding local minima and finding the optimal solutions precisely for optimization problems with nonlinear characteristics. Both networks are parameterized as fully-connected networks with four hidden layers of 512, 256, 256, and 128 neurons. The standard deviation of the exploration noise \( \sigma \) is set as follows:

\[
\sigma = \begin{cases} 
1 & \text{episode } \leq 1000, \\
0.05(\cos(\frac{2\pi}{1000} \times \text{episode}) + 1) & \text{episode } > 1000.
\end{cases}
\] (18)

Large \( \sigma \) in early episodes allows for gathering a variety of data. Then, a cosine function is employed to balance exploration and exploitation by periodically changing the magnitude of the noise. For stable learning, the actor network is updated every two episodes, while the critic network is updated every
episode \textsuperscript{36}. The mini-batch size $N_b$ is set to 100.

3.3.2. Convergence and validation

Since a condition is chosen randomly from the condition space for every episode and the corresponding optimal quality is not known, it is difficult to judge the convergence and optimality of the DRL-based mesh generation algorithm. Instead, four test conditions are selected to represent the condition space, and their optimal qualities are obtained in advance. By comparing the qualities of the meshes generated by the algorithm with the optimal mesh qualities for the test conditions, convergence and optimality of the algorithm are judged.

The test conditions are defined using the existing turbomachinery blades. Four blades, the LS89 \textsuperscript{37}, the T106A \textsuperscript{38}, the SIRT \textsuperscript{39}, and the STD10 \textsuperscript{40}, which have different geometries and applications, are adopted to represent various blade geometries. The LS89 and the T106A are axial gas turbine blades for high and low pressure, respectively. The SIRT is a blade of a supersonic impulse turbine, and the STD10 is a axial compressor blade. Based
on the four blades, test conditions are designated as follows:

\[
\begin{align*}
  c_{\text{LS89}} &= (BSP_{\text{LS89}}, \text{pitch}_{\text{LS89}}, x_{\text{in}} = 0.5C, x_{\text{out}} = 0.5C, \\
  &N_o = 25000, \Delta n_1 = 1.1 \times 10^{-4}C), \\
  c_{\text{T106A}} &= (BSP_{\text{T106A}}, \text{pitch}_{\text{T106A}}, x_{\text{in}} = 0.5C, x_{\text{out}} = 0.5C, \\
  &N_o = 25000, \Delta n_1 = 1.1 \times 10^{-4}C), \\
  c_{\text{SIRT}} &= (BSP_{\text{SIRT}}, \text{pitch}_{\text{SIRT}}, x_{\text{in}} = 0.5C, x_{\text{out}} = 0.5C, \\
  &N_o = 25000, \Delta n_1 = 1.1 \times 10^{-4}C), \\
  c_{\text{STD10}} &= (BSP_{\text{STD10}}, \text{pitch}_{\text{STD10}}, x_{\text{in}} = 0.5C, x_{\text{out}} = 0.5C, \\
  &N_o = 25000, \Delta n_1 = 1.1 \times 10^{-4}C).
\end{align*}
\]

The values of \(x_{\text{in}}, x_{\text{out}}, N_o\), and \(\Delta n_1\) in the test conditions are the median of each variable range in the condition space. The optimal mesh quality for each test condition is obtained by performing SC optimization as the same procedure described in Algorithm 1 but only targeting the corresponding test condition.

Fig. 4 shows convergence and optimality of the algorithm as the MC optimization proceeds. The light blue, blue, and black lines show the results of SC optimization performed for each test condition. Although the SC optimization shows convergence at the 10000th episode, it is performed for sufficient episodes to obtain the optimal quality more precisely. The light red and red lines show the qualities of meshes generated by the algorithm trained over a defined condition space. Similar trends are observed in all test conditions. In the early episodes, the algorithm often generates low-quality meshes and large oscillations are observed. However, as learning progresses, the oscillations disappear, and the algorithm generates meshes with higher
qualities. Eventually, the algorithm converges at the 1000000th episode. All the converged mesh qualities are comparable with the optimal qualities obtained by SC optimization, confirming that the algorithm converges optimally. Since each test condition is just one condition that does not affect training, like other conditions in the condition space, it is expected that the developed algorithm is able to generate an optimal mesh for all conditions in the condition space.

4. Mesh generation for various blades

Fig. 5 shows the meshes generated by the present algorithm for $c_{LS89}$, $c_{T196A}$, $c_{SIRT}$, and $c_{STD10}$. High-quality meshes are generated in all the test conditions. The leading and the trailing edges are well resolved, and high orthogonality near the blade surface is observed. The periodic boundaries are perfectly matched, and the mesh resolution changes smoothly across the boundaries. The O-type mesh and the H-type mesh are smoothly connected. The smooth resolution changes are due to the additional treatments in calculating $Q$ at the boundary of the O-type mesh, as discussed in Section 3.2.1. In particular, the present algorithm successfully generates a high quality mesh for $c_{SIRT}$, which is difficult due to the highly cambered blade shape with small pitch.

Besides the test conditions, meshes are generated for various other conditions to identify the capability of the developed algorithm. In situations where the geometry changes frequently, such as a design process, the mesh generation is needed for the changed condition. As shown in Figs. 6, 7, 8, and 9 the present algorithm successfully generates optimal meshes for a wide
variety of conditions at a single attempt.

Fig. 6 shows meshes generated according to pitch where conditions are defined as follows:

\[ \mathbf{c} = (BSP_{T106A}, \text{pitch}, x_{in} = 0.5C, x_{out} = 0.5C, N_o = 25000, \Delta n_1 = 1.1 \times 10^{-4}C). \]  

Here, pitch varies from 0.3C to 0.9C while pitch_{T106A} = 0.799C. As pitch decreases, \( \alpha_{\text{camber}} \) that is the degree to which the curvature of the periodic boundaries follows the camber line of the blade increases. In addition, the locations of the interface between the O-type mesh and the H-type mesh are changed according to the pitch by adjusting \( \beta^o_{\text{in}} \) and \( \beta^o_{\text{out}} \) to make the distance between the blade surface and the O-type boundary as constant as possible.

Fig. 7 shows meshes generated according to \( x_{in} \) and \( x_{out} \) where conditions are defined as follows:

\[ \mathbf{c} = (BSP_{LS89}, \text{pitch}_{LS89}, x_{in}, x_{out}, N_o = 25000, \Delta n_1 = 1.1 \times 10^{-4}C). \]  

Here, \( x_{in} \) and \( x_{out} \) vary from 0.2C to 0.8C. As \( x_{in} \) and \( x_{out} \) increase, the locations of the interface between the O-type mesh and the H-type mesh move away from the blade and finally converge by adjusting \( \beta^o_{\text{in}} \) and \( \beta^o_{\text{out}} \) appropriately.

Fig. 8 shows meshes generated according to \( N_o \) where conditions are defined as follows:

\[ \mathbf{c} = (BSP_{STD10}, \text{pitch}_{STD10}, x_{in} = 0.5C, x_{out} = 0.5C, N_o, \Delta n_1 = 1.1 \times 10^{-4}C). \]  

Here, \( N_o \) varies from 10000 to 50000. According to \( N_o \), meshes with a similar topology are observed with gradually increasing overall mesh resolution.
Fig. 9 shows meshes generated by arbitrary sampled conditions. The developed algorithm successfully generates optimal meshes for various turbomachinery blades. Moreover, in practical usage, the blade shape is often represented by a set of scattered point coordinates, not the shape parameters such as $BSP$. The parameterization method proposed by Agromayor et al. [28] can extract shape parameters $BSP$ from point coordinates of the blade, as mentioned in Section 3.2.2. As the present algorithm employed the corresponding parameterization method, the algorithm can handle blade shapes represented by point coordinates.

5. Concluding remarks

A DRL-based mesh generation method has been developed to generate an optimal mesh for a blade passage at a single attempt. The developed method utilizes DRL-based MC optimization to determine optimal meshing parameters for various geometries to overcome the user dependency and inefficiency of the conventional mesh generation methods. In detail, the base algorithm that automatically generates a structured mesh has been developed. Next, the MC optimization problem has been formulated to optimize meshing parameters in the base algorithm for various geometries. Finally, the DRL-based mesh generation algorithm has been developed by solving the MC optimization problem using DRL. The capability of the developed algorithm has been confirmed to generate optimal meshes at a single trial for various turbomachinery blades.

The DRL-based mesh generation method proposed in the present study shows outstanding performance in optimal mesh generation for turboma-
chinery blades in the perspective of a priori mesh quality. As one of the future directions of the present research, integrating the developed method with simulation results to consider a posteriori mesh quality is considered. Furthermore, although the present study targets turbomachinery blades, the developed method can be applied with other automatic mesh generation algorithms targeting other applications \cite{5, 7, 9}. For another future direction, the extension of the developed method to the generation of an optimal mesh for an arbitrary geometry is also considered.
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Algorithm 1: DRL-based mesh generation method

initialize actor network $\pi_\phi$ and critic network $Q_\theta$ with random parameters $\phi, \theta$;

initialize episode and replay buffer $B$;

repeat

episode ← episode+1;

randomly sample $c = (BSP, pitch, x_{in}, x_{out}, N_0, \Delta n_1)$ from $\Phi$;

receive state $s$ by scaling $c$;

select action with exploration noise: $a \leftarrow \text{clip}(\pi_\phi(s) + \epsilon, -1, 1), \epsilon \sim N(0, \sigma^2)$;

determine $x = (y_{in}, y_{out}, \alpha_{camber}, \beta_{in}^o, \beta_{out}^o, N_t, \gamma_{le}, \gamma_{te})$ by rescaling $a$;

generate mesh and evaluate $Q$;

receive reward: $r \leftarrow Q$;

store data of $(s, a, r)$ in $B$;

sample mini-batch of $N_b$ data from $B$;

update $\theta$ with the loss $N_b^{-1} \sum (r - Q_\theta(s, a))^2$;

if episode mod 2 then

update $\phi$ by the deterministic policy gradient

$N_b^{-1} \sum \nabla_a Q_\theta(s, a)|_{a=\pi_\phi(s)} \nabla_\phi \pi_\phi(s)$;

end

until convergence;
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Table 1: Parameters required for the base mesh generation algorithm and their descriptions.

| Parameters | Descriptions |
|------------|--------------|
| **Geometric parameters** | |
| Blade shape | Set of scattered point coordinates of the blade |
| pitch | Blade spacing |
| $x_{in}$ | Inlet position in the horizontal direction |
| $x_{out}$ | Outlet position in the horizontal direction |
| **Meshing parameters** | |
| $y_{in}$ | Inlet position in the vertical direction |
| $y_{out}$ | Outlet position in the vertical direction |
| $\alpha_{camber}$ | Degree of the curvature of the lower boundary following the camber line |
| $\beta^o_{in}$ | HOH interface position at the inlet normalized by $x_{in}$ |
| $\beta^o_{out}$ | HOH interface position at the outlet normalized by $x_{out}$ |
| $N_t$ | Number of nodes of the O-type mesh in the tangential direction to the blade surface |
| $N_n$ | Number of nodes of the O-type mesh in the normal direction to the blade surface |
| $\gamma_{le}$ | Degree of clustering of nodes at the leading edge |
| $\gamma_{te}$ | Degree of clustering of nodes at the trailing edge |
| $\Delta n_1$ | First cell height in the normal direction to the blade surface |
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Figure 1: Schematic diagram of the base mesh generation algorithm that generates a structured mesh of a two-dimensional turbomachinery blade.
Figure 2: Node clustering using the hyperbolic tangent function. Equally distributed points on the x-axis are transformed using the hyperbolic tangent function and scaled linearly to the red line. (a) Node clustering at the leading and the trailing edges using $\gamma_{le}$ and $\gamma_{te}$. (b) Node clustering to the blade surface using $\Delta n_1$. 
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\[ Q_{i,j} = \frac{\frac{\partial x}{\partial i} \frac{\partial y}{\partial j} - \frac{\partial x}{\partial j} \frac{\partial y}{\partial i}}{2} = \frac{x_{i+1,j} - x_{i-1,j} + x_{i,j+1} - x_{i,j-1}}{2} \]

Area of the blue quadrangle

\[ Q_J = \min(Q_{i,j}, Q_{i+1,j}, Q_{i+1,j-1}, Q_{i,j-1}) / \max(Q_{i,j}, Q_{i+1,j}, Q_{i+1,j-1}, Q_{i,j-1}) \]

\[ Q_S = 1 - \max\left(\frac{90^\circ - \min(\theta_1, \theta_2, \theta_3, \theta_4)}{90^\circ}, \frac{\max(\theta_1, \theta_2, \theta_3, \theta_4) - 90^\circ}{90^\circ}\right) \]

(a) Determinant ratio of the Jacobian matrix $Q_J$. (b) Skewness $Q_S$.

Figure 3: Mesh quality metrics. (a) Determinant ratio of the Jacobian matrix $Q_J$. (b) Skewness $Q_S$. 
Figure 4: Convergence and optimality of the mesh generation algorithm based on deep reinforcement learning (DRL). Mesh quality as a function of the number of episodes is depicted for each test condition ($c_{\text{LS89}}$, $c_{\text{T106A}}$, $c_{\text{SIRT}}$, and $c_{\text{STD10}}$). The light red lines and the red lines indicate the qualities of meshes generated by the algorithm during multi-condition (MC) optimization. The light red lines indicate the mesh qualities evaluated every 100th episode, and the red lines represent the average mesh qualities of 1000 episodes centered on the corresponding episode. Likewise, the light blue lines and the blue lines indicate the mesh qualities evaluated during single-condition (SC) optimization. The light blue lines indicate the mesh qualities evaluated every 100th episode, and the blue lines represent the average mesh qualities of 1000 episodes centered on the corresponding episode. Note that the light blue lines and the blue lines overlap. The black lines indicate the maximum value within the accumulated data during SC optimization.
Figure 5: Meshes generated by the DRL-based mesh generation algorithm for test conditions \( (c_{\text{LS89}}, c_{\text{T106A}}, c_{\text{SIRT}}, \text{and } c_{\text{STD10}}) \). Each section is composed of a full view of the mesh and magnified views around the leading and the trailing edges. In each full view, the meshes are repeatedly attached to the periodic boundaries.
Figure 6: Meshes generated by the DRL-based mesh generation algorithm according to pitch.
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Figure 7: Meshes generated by the DRL-based mesh generation according to $x_{in}$ and $x_{out}$. 
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Figure 8: Meshes generated by the DRL-based mesh generation according to $N_o$. 
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Figure 9: Meshes generated by the DRL-based mesh generation for various blades.