Obtaining magnetic field strength using differential measure approach and velocity channel maps
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ABSTRACT

We introduce two new ways of obtaining the strength of plane-of-sky (POS) magnetic field by simultaneous use of spectroscopic Doppler-shifted lines and the information on magnetic field direction. The latter can be obtained either through polarization measurements or using the velocity gradient technique. We show the advantages that our techniques have compared to the traditional Davis-Chandrasekhar-Fermi (DCF) technique of estimating magnetic field strength from observations. The first technique that we describe in detail employs structure functions of velocity centroids and structure functions of Stokes parameters. We provide analytical expressions for obtaining magnetic field strength from observational data. We successfully test our results using synthetic observations obtained with results of MHD turbulence simulations. We measure velocity and magnetic field fluctuations at small scales using two, three and four point structure functions and compare the performance of these tools. We show that, unlike the DCF, our technique is capable of providing the detailed distribution of POS magnetic field and it can measure magnetic field strength in the presence of both velocity and magnetic field distortions arising from external shear and self-gravity. The second technique applies the velocity gradient technique to velocity channel maps in order to obtain the Alfven Mach number and uses the amplitudes of the gradients to obtain the sonic Mach number. The ratio of these two Mach numbers provides the intensity of magnetic field in the region contributing to the emission in the channel map. We test the technique and discuss obtaining the 3D distribution of POS galactic Magnetic field with it. We discuss the application of the second technique to synchrotron data.
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1. INTRODUCTION

The role of magnetic fields in astrophysics is difficult to overestimate. Magnetic force is the second most important force in the present day Universe after gravity. The magnetic field plays an important role at different stages of star formation (e.g. Mestel & Spitzer 1956; Galli et al. 2006; Mouschovias et al. 2006; Johns-Krull 2007). In view of astrophysical flows with large Reynolds numbers the magnetic fields are turbulent (see Elmegreen & Scalo 2004; McKee & Ostriker 2007; Xu & Zhang 2016a, b). The evidence of turbulent magnetic field is coming from observations of density structure of the interstellar medium (e.g. Armstrong et al. 1995; Chepurnov & Lazarian 2009) and velocity fluctuation studies (Larson 1981; Heyer & Brunt 2004; Chepurnov & Lazarian 2010).

Davis (1951) and Chandrasekhar & Fermi (1953) proposed the technique (Davis-Chandrasekhar-Fermi technique, henceforth DCF technique) that allows to estimate the magnitude of the mean magnetic field in interstellar medium and molecular clouds by measuring both the variations of the observed magnetic field directions and the dispersion of velocities. The technique has been revised and improved by the community (e.g. Heitsch et al. 2001; Crutcher 2004; Houde 2004; Girart et al. 2006; Falceta-Gonçalves et al. 2008), but the foundations of the technique stayed the same. In particular, the DCF assumes that the perturbations of magnetic field direction arise from the collection of Alfven waves at all scales with waves at the largest scale dominating the observed variations. This, however, is not true for most of the
astrophysical settings with large scale magnetic field fluctuations being affected by the factors not related to turbulence, e.g. by gravity. As a result, the accuracy of the DCF technique is low.

Improvements of the DCF technique was taken care first by replacing the dispersion of polarization angles to the structure functions of it in Hildebrand et al. (2009). The authors used the structure functions of magnetic field angle introduced in Falceta-Gonçalves et al. (2008) and discussed how the dispersion of magnetic field can be obtained from observations. Hildebrand et al. (2009) models the structure function of magnetic field angles (not polarization angles) by the first two terms of its Taylor expansion $SF\{\phi\}(R) \sim b^2 + m^2R^2$ to obtain the ratio between the turbulent-to-regular magnetic field strength. The calculations, however, assumed that the correlation length scale of turbulence is smaller than the separation between the line of sights at which the structure function is calculated. This assumption of very small scale turbulence was applied further in the subsequent study (Houde et al. 2009). This assumption, as we discuss further, is not applicable for interstellar studies as there is good evidence that we resolve turbulence both in diffuse media (see Crutcher 2010) and in molecular clouds (Padoan et al. 2009; Houde et al. 2011). Therefore it is advantageous to explore what we can get using the small scale differential measures that are influenced mostly by turbulent motions.

In a separate development, improvements on the dispersion of velocity has not been considered until the work by Cho & Yoo (2016) and the subsequent works (Cho 2017; Yoon & Cho 2019; Cho 2019). Cho & Yoo (2016) discuss the origin of magnetic field strength overestimation when using the DCF technique due to the multiple sampling of largest turbulent eddies along the line of sight. A suggestion of replacing the velocity dispersive measure from the velocity line width $\delta v_{los}$ to the dispersion of velocity centroids $\delta C$ was tested in Cho & Yoo (2016) and show that the replacement of velocity centroid correctly estimate the mean magnetic field strength on the plane of sky. The problem of dealing with the large scale variations of magnetic field while statistically determining the magnetic field strength was addressed in Cho (2019) by replacing the dispersion of velocity centroid to its multipoint structure function variants.

A natural improvement of the DCF technique would be replacing both $\delta \phi$ and $\delta v$ by their structure functions. This came from the energy balance of the Alfvén waves, namely the Alfvén relation. The reason of why structure function of the observables are crucial in estimating magnetic field strength can be understood as follows assuming we are having an idealized fully driven incompressible magnetized turbulence with a constant density $\langle \rho \rangle$. We can conjecture that the three-dimensional structure functions for both magnetic field and velocities be:

$$SF_{2,3D}\{B\}(\mathbf{r}) = 4\pi \langle \rho \rangle SF_{2,3D}\{v\}(\mathbf{r})$$  \hspace{1cm} (1)

where $SF_{2}\{\ast\}$ denotes the 2nd order structure function for the variable $\ast$ and $\mathbf{r} = (x, y, z)$ the three-dimensional vector. In incompressible turbulence this conjecture makes sense since we expect magnetic fields and velocities are driven coherently. The structure function formalism would be very useful in the aspect of theoretical point of view since Lazarian & Pogosyan (2012) and Kandel et al. (2017a) tackle what physical properties are stored in the polarization angle and velocity structure functions respectively (See also Lazarian & Pogosyan 2008, 2016).

In what follows we propose a new technique that is based on the both the structure function measurements of both velocities and polarization angles from dust grain alignments (see Andersson et al. 2015 for a review) at small scales. In §2 we review the foundation of the CF technique and its limitations. In §3 we review the required input for the DCF technique. In §4 we shall discuss the theoretical formulation of the differential measure method that allows the estimation of magnetic field strength in small scales. In particular, we developed a detailed formulation based on the respective structure function analysis (Lazarian & Pogosyan 2008, 2012, 2016; Kandel et al. 2017a) in estimating the magnetic field strength when we have different ratios of MHD modes. In §5 we discuss our numerical methods in testing §4. In §6 we perform our numerical tests and provide the recipe in applying §5 in observations. In §7 we discuss the potential use of the multipoint statistics in applying our new differential measure method. In §8 we compare our technique to other viable magnetic field strength estimation techniques. We discuss the possible application of the Velocity Gradient observables in acquiring magnetic field strength in §9. In §10 we discuss the achievements and the existing limitations. We discuss the potential applications of our technique in §11 and §12 we summarize our work.

2. DAVIS-CHANDRASEKHAR-FERMI TECHNIQUE AND ITS LIMITATIONS

2.1. Basics of the DCF approach

In Alfvénic motions the magnetic field fluctuations and those of the velocity are directly related through the averaged Alfvén relation (Alfvén 1942):

$$\delta B = \delta v (4\pi \langle \rho \rangle)^{1/2},$$  \hspace{1cm} (2)

where $\langle \rho \rangle$ is the mean density, which can be obtained through independent observations. Therefore, by measuring $\delta v$ one can obtain the strength of magnetic field perturbation. These perturbations induce the deviations of the underlying field $B_{\text{mean}}$ by an angle $\theta$, which is $\delta \theta \approx \delta B / B_{\text{mean}}$. As a result, if one can measure $\theta$ it is possible to evaluate the strength of the underlying magnetic field in the system $B_{\text{mean}}$.

This simple physical mechanism is behind the DCF technique (Davis 1951; Chandrasekhar & Fermi 1953) that uses global dispersion of magnetic field directions $\delta \mathbf{B}$ and the velocity dispersion $\delta v$. The deficiency of the DCF technique is that it is sensitive to large scale magnetic field distortions that do not arise from turbulent velocities as well as to large scale shear.

The Alfvénic Mach number is connected to the DCF technique since $M_A \sim \delta \theta$. As we shall discuss in §3 & §11
that there are several techniques to find $M_A$. If the Alfvén Mach number is known and less than unity, it is possible to obtain the mean magnetic field strength from the relation $M_A = \frac{\delta B}{B_{\text{mean}}}$. Assuming that the relation of $\delta B$ and the measured linewidth $\delta B$ obey the Alfvénic relation, i.e., see Eq.(2) one can express the mean magnetic field strength as

$$B_{\text{mean}} = C_1 \sqrt{4 \pi \langle \rho \rangle} \frac{\delta v}{M_A} \quad (3)$$

where $\delta V$ is the 3D velocity dispersion, which is to be determined from observations, while $C_1$ is an adjustable factor, reflecting the ambiguities associated with this simplified approach.

We took into account that it is the plane of sky (POS) mean component of magnetic field that is being explored with the technique. In the time being we shall assume the total mean field are completely resides into the POS, then we can simply replace $B_{\text{mean}}$ to $B_{\text{POS}}$. As only line of sight (LOS) velocity $\delta v_{\text{los}}$ is available in observation, for the practical use of the Eq. (3) the velocity dispersion $\delta v$ there should be associated with $\delta v_{\text{los}}$, i.e., $\delta v = C_2 \delta v_{\text{los}}$, where $C_2$ is a coefficient that relates the dispersions of the turbulence POS velocities with the available LOS ones. For an uniformly distributed Alfvén wave that moves along the mean magnetic field line, $C_2 = \sqrt{2}$ due to the 2 degrees of freedom the Alfvén wave enjoy. The coefficient $C_2$ grows up when the angle between the mean magnetic field direction and the line of sight is smaller. In the limiting case of magnetic field parallel to the line of sight, $C_2$ is not defined, as no line of sight velocities can be associated with the Alfvén motions.

2.2. DCF and MHD turbulence

It is well known that the actual interstellar turbulence is different from the superposition of Alfvénic waves that is discussed in the pioneering studies. The simplest approximation is the incompressible turbulence. The extensive studies of this regime of turbulence during last two decades revealed a few distinct regimes (see Beresnyak & Lazarian 2019) which we describe below. We have a short summary of properties of MHD turbulence in Appendix A.

2.2.1. Super-Alfvénic Turbulence

If the velocity at the injection scale $L_{\text{inj}}$ is larger than Alfvén velocity, the turbulence is super-Alfvénic and $M_A > 1$ The hydrodynamic motions easily bend magnetic field at the injection scale and the observed distribution of magnetic field is random. However, at as turbulence cascades the motions at the scale $L = L_{\text{inj}}M_A^{-3}$ become Alfvénic and the are dominated by magnetic forces. Starting from this the amplitudes the velocity perturbations and the amplitudes magnetic field perturbations are related to the magnetic field strength.

It is clear that the DCF approach is not applicable to super-Alfvénic turbulence. Indeed, the dispersion of magnetic field directions on the large scale is determined by hydrodynamic motions that are marginally affected magnetic field strength.

2.2.2. Sub-Alfvénic Turbulence

In the opposite case, i.e. when the injection velocity is less than the Alfvén velocity, the turbulence is sub-Alfvénic and magnetic fields are strong enough to affect the magnetized fluid motions from the injection scale. Therefore again the amplitudes of velocities and magnetic field perturbations are related to the magnetic field strength.

It is also clear that even for sub-Alfvénic turbulence the DCF approach that ignores the actual properties of magnetized turbulence cannot provide accurate magnetic strength measurements.

2.2.3. Applying DCF in compressible turbulence

One should remember, however, that even in the case of incompressible MHD turbulence Alfvénic turbulence is not acting alone. The fluctuations of magnetic field compression which are the degenerate limiting case of slow waves, pseudo-Alfvén waves, exist in this case. The scaling properties of pseudo-Alfvén and Alfvén modes are similar, as the Alfvén modes shear pseudo-Alfvén perturbations and impose their scaling on them (Goldreich & Sridhar 1995).

The situation gets more complex in the compressible MHD turbulence. In compressible media MHD turbulence can be decomposed into Alfvén, slow and fast modes. These modes cascade, but the properties of them are very different. For instance, Alfvén modes are are mostly responsible for the deviations of magnetic field directions (see Lazarian & Vishniac 1999).

2.3. Linewidth and the dispersion of velocity centroids

Some issues with the DCF are so self-evident that it is a bit surprising that in its simplest incarnation the approach safely survived till now. The most obvious problem is related to the use of the linewidth in Eq. (3). The measured linewidth does not change if the emitting region extends for more than one injection scale $L_{\text{inj}}$ along the line of sight. At the same time, as it was correctly pointed out by Cho & Yoo (2016), the magnetic fields on the scale larger than $L_{\text{inj}}$ are being summed up in a random walk manner. The authors provided their solution that we briefly discuss in Appendix C.

Cho & Yoo (2016) uses the dispersion for the velocity centroids $\delta C$ (see Eq.4) for the expression of velocity centroid instead of the linewidth that also can be obtained from observations. The elementary transformation to the line of sight integration involve the Jacobian change according to $\rho(z) \delta v = \rho(z) dz$, where $\rho(z)$ is the density of emitters in along the line of sight. Thus the integral in the numerator is equal to $\int L \rho(z) dz$, where $L$ is the integration length along the line of sight/ In the limit of constant density, i.e. $\rho(z) = \rho$, provides the mean velocity along the line of sight multiplied by $\rho L$. The integral in the denominator provides the column density $\rho L$ which is proportional to intensity of measured radiation. Therefore, for incompressible turbulence $C$ provides the turbulent velocity averaged along the line of sight. The dispersion of $C$ at the injection scale are compared to the dispersion of polarization directions to ob-
tain the strength of the mean magnetic field as suggested in Cho & Yoo (2016).

In the Cho & Yoo (2016) approach both the velocities and magnetic fields are summed up in the same way along the line of sight (see Appendix §C) and therefore the modified technique is applicable to \( L > L_{\text{crit}} \) cases. Nevertheless, the modification of the technique shares with the DCF approach the limitations related to the nature of magnetic fluctuations.

2.4. Other limitations of the DCF and attempt to improve the technique

Apart from using the over-simplified model of magnetic and velocity fluctuations in the interstellar medium, the DCF approach has additional deficiencies. For instance, determining the velocity dispersion arising in realistic astrophysical settings can be problematic for the DCF. In many cases the line broadening is affected by the shear not related to turbulence. A typical example is diffuse HI, for which the non-thermal broadening mostly arises from galactic rotation and therefore the measured line widths are not meaningful within the DCF approach.

Determining the magnetic field dispersion can also be problematic for the DCF. Self-gravity presents a serious problem for the DCF technique as it induces the dispersion of magnetic field directions that does not related to the effect of turbulence. Separating of the two with the DCF approach that uses the global dispersions of the magnetic field directions may not be possible.

There have been numerous attempts to improve the accuracy of the DCF technique, most of them based on numerical testing with attempts to adjust the factor \( C \) in Eq. (3) (see e.g. Cho & Yoo 2016) or extend the technique to larger range of \( M_A \) (Falceta-Gonçalves et al. 2008). We also mentioned approach in (Cho & Yoo 2016) (see Appendix C). Nevertheless, all these studies have not attempted to change the nature of the DCF technique, namely, its use of global dispersions of the measures employed.

In this paper we advocate the technique that uses the same observables, but in a different way. The new technique that employs the differential measures of increments of \( \delta \theta \) and \( \delta v \) at small scale where the contribution of global inhomogeneities is mitigated. To distinguish the two approaches we will use the term Differential Measure Approach (henceforth, DMA). Note, that as we explain later in §8 our approach is very different from that proposed in Hildebrand et al. (2009) and developed in subsequent publications.

3. THE INPUT INFORMATION FOR OBTAINING MAGNETIC FIELD STRENGTH

As we discuss in §2 the DCF technique (Davis 1951; Chandrasekhar & Fermi 1953) is based on the assumption that the observed fluctuations are Alfvén waves. In this simplified model the amplitude of magnetic fluctuations for a given velocity perturbation depends on the strength of the magnetic field. Thus, it was suggested that the amplitude of velocity can be measured due to the Doppler shift and the magnetic field perturbation can be measured with dust polarization and this would provide the magnetic field strength.

The techniques that we discuss in the paper similarly use the information about the magnetic field and the non-thermal velocities, but in a different way. Below we list the measures that provide the required information.

3.1. Velocity centroids and channel maps as an observable of velocity information

The velocity information on astrophysical turbulent volume is available from observations in the form of Position-Position-Velocity (PPV) cubes where intensity \( I(X, v) \) that is the measure of the plane of sky coordinate \( X \) and the Doppler-shifted velocity \( v \). There can be different ways of study of this quantity. One can study the intensities in channel maps, integrating \( I(X, v) \) over the thickness of the velocity channel. This is the basis of the Velocity Channel Analysis (VCA) technique introduced in (Lazarian & Pogosyan 2000). However, dealing with the DMA we shall focus on the velocity moments of \( p(X, v) \), e.g. the normalised first moment, i.e. the velocity centroid,

\[
C(X) \propto \int_a^b dv p(X, v) / \int_a^b dv p(X, v), \tag{4}
\]

where depending on the choice of the integration limits one can get different measures. For instance, integrating over the entire spectral line width one gets a measure known as a velocity centroid. If the integration limits are chosen over a part of the line, we are dealing with the reduced centroids (Lazarian & Yuen 2018a). For the incompressible fluid the velocity centroids provide the value of velocity averaged along the line of sight. The reduced centroids are valuable for probing turbulence in the presence of galactic rotational curve. Then, in the incompressible limit the reduced centroids provide the estimate of the mean velocity over a selected part of the galactic media.

In addition to velocity centroids, fluctuations of intensity in velocity channels carry the information about the turbulent velocity field. The use of velocity channels is based on theory of turbulent fluctuations in Position-Position-Velocity (PPV) space introduced in Lazarian & Pogosyan (2000) and elaborated in subsequent publications (Lazarian & Pogosyan 2006; or by the deconvolution method described from et al. 2016).

3.2. Tracing magnetic fields with polarization

Stokes parameters: In polarization observations the magnetic field is measured using the Stokes parameters for synthetic observations are given by

\[
Q \propto \int d\gamma \, \cos(2\theta) \sin^2 \gamma_{\text{inc}}
\]

\[
U \propto \int d\gamma \, \sin(2\theta) \sin^2 \gamma_{\text{inc}}
\]

\[
\theta_{pol} = \frac{1}{2} \tan^{-1} (U/Q)
\]

where

\[
\gamma_{\text{inc}}(X) = \int_a^b dv p(X, v) / \int_a^b dv p(X, v), \tag{5}
\]

is the measure of the plane of sky coordinate \( X \) and the Doppler-shifted velocity \( v \). The velocity information on astrophysical turbulent volume is available from observations in the form of Position-Position-Velocity (PPV) cubes where intensity \( I(X, v) \) that is the measure of the plane of sky coordinate \( X \) and the Doppler-shifted velocity \( v \). There can be different ways of study of this quantity. One can study the intensities in channel maps, integrating \( I(X, v) \) over the thickness of the velocity channel. This is the basis of the Velocity Channel Analysis (VCA) technique introduced in (Lazarian & Pogosyan 2000). However, dealing with the DMA we shall focus on the velocity moments of \( p(X, v) \), e.g. the normalised first moment, i.e. the velocity centroid,

\[
C(X) \propto \int_a^b dv p(X, v) / \int_a^b dv p(X, v), \tag{4}
\]

where depending on the choice of the integration limits one can get different measures. For instance, integrating over the entire spectral line width one gets a measure known as a velocity centroid. If the integration limits are chosen over a part of the line, we are dealing with the reduced centroids (Lazarian & Yuen 2018a). For the incompressible fluid the velocity centroids provide the value of velocity averaged along the line of sight. The reduced centroids are valuable for probing turbulence in the presence of galactic rotational curve. Then, in the incompressible limit the reduced centroids provide the estimate of the mean velocity over a selected part of the galactic media.

In addition to velocity centroids, fluctuations of intensity in velocity channels carry the information about the turbulent velocity field. The use of velocity channels is based on theory of turbulent fluctuations in Position-Position-Velocity (PPV) space introduced in Lazarian & Pogosyan (2000) and elaborated in subsequent publications (Lazarian & Pogosyan 2006; or by the deconvolution method described from et al. 2016).
Polarization from aligned dust: Dust polarization arises from emission of non-spherical grains aligned with long axes perpendicular to the ambient magnetic field (see Andersson et al. 2015). Similarly, polarization of starlight arises from the differential extinction by aligned grains. The processes of dust alignment is generally believed to happen due to radiative torques (RATs) (see Dolginov & Mytrophanov 1976; Draine & Weingartner 1996). The theory of the RAT alignment have is based on the analytical model in Lazarian & Hoang (2007) and further studies e.g. in Hoang & Lazarian (2008, 2016).

The RAT alignment theory at its present form (see Lazarian & Hoang 2019) can account for the major observational features of grain alignment. In particular, in typical conditions of diffuse ISM the silicate grains are nearly perfectly aligned, while in dense molecular clouds the degree of alignment depends on the grain illumination mostly by embedded stars. In other words, the existing grain alignment theory can evaluate in what conditions one should expect the polarization arising due to the aligned dust to trace magnetic fields. With more polarization measurements obtained using starlight and with more distances to stars measured there is a possibility to trace magnetic field in 3D.

Goldreich-Kylafis Effect: Goldreich, & Kylafis (1981; 1982, henceforth GK) effect provides a viable way of tracing magnetic fields in molecular clouds. The polarization arises due to the differences of the radiation transfer in the media with anisotropies or shear. The resulting polarization is either parallel or perpendicular to the magnetic field. In spite of this ambiguity, the effect has been successfully employed to trace magnetic field structure of molecular clouds (Li et al. 2011). Combining GK with velocity gradients one can remove the 90 degree ambiguity in the magnetic field direction.

Ground State Alignment: A promising development in terms of magnetic field tracing is presented by the atomic/ionic ground state alignment (GSA) effect suggested and quantified for use in astrophysical conditions by (Yan & Lazarian 2006, 2007, 2008, 2012). The GSA employs atoms/ions with fine and hyperfine split levels. The atoms/ions get aligned in the ground or metastable state by external anisotropic radiation. The Larmor precession in the ambient magnetic field re-aligns the atoms/ions imprinting its direction on polarization. The atoms/ions stay in ground or metastable state long and thus they can trace very weak magnetic fields. The effect has been recently confirmed with observations (Zhang et al. 2019), opening a wide avenue of applying it for tracing magnetic fields in various environments. The difference in distribution of atoms and conditions for atomic alignment in space provides a way to get the 3D distribution of magnetic field in diffuse medium. The technique is especially interest-

3.3. Tracing magnetic field from velocity gradients

In a recent series of papers we introduced velocity gradients as a way of tracing magnetic field (see González-Casanova & Lazarian 2017; Yuen & Lazarian 2017a,b; Lazarian et al. 2017; Lazarian & Yuen 2018a; Hu et al. 2019a). The physical explanation why velocity gradients in diffuse media are perpendicular to the LOS projected magnetic field is rooted in the theory of MHD turbulence (Goldreich & Sridhar 1995) and turbulent reconnection (Lazarian & Vishniac 1999).

In particular, the theory of magnetic turbulent reconnection (Lazarian & Vishniac 1999) predicts that the turbulent motions perpendicular to the magnetic field are not constrained by the back-reaction of magnetic field. This presents the favorable way of turbulent cascading with most energy concentrated in the form of eddies perpendicular to the local direction of magnetic field. 1 The notion of “local magnetic field of eddies” is the key for understanding how the gradient technique works. Indeed, if the rotation of turbulent eddies is aligned with magnetic field, then the gradients of velocity amplitudes are perpendicular to the magnetic field and therefore they can trace the magnetic field direction. As the magnetic field reconnects in one eddy turnover time (Lazarian & Vishniac 1999) the eddy motions are Kolmogorov-like with the scaling of turbulent velocities \( v_l \sim l_\perp^{1/3} \), where \( l_\perp \) is eddy diameter perpendicular to local direction of magnetic field. As a result, the gradients of velocity amplitude scale as \( v_l/l_\perp \sim l_\perp^{-2/3} \), meaning that the maximal gradients are produced by the smallest resolved eddies. Due to this scaling, regular sharing motions do not affect the velocity gradient measurements.

Tracing B-fields with gradients: A formal discussion of the velocity gradient technique is provided in Lazarian & Yuen (2018a). There it is shown that the gradients arising from Alfvén and slow modes are perpendicular to the magnetic field, while the gradients arising from fast modes are parallel to magnetic fields. Studies of compressible MHD turbulence show that the dominant contribution in most cases arises from Alfvén and slow modes.

Velocity gradients present a possibility of 3D studies if different molecular lines are used. Indeed, different molecules are produce and survive at different depth in molecular clouds. This opens a possibility of studying magnetic fields in molecular clouds at different depths (Yuen & Lazarian 2017b; Hu et al. 2019b) In addition, galactic rotation provides a way to probe magnetic field at dif-

\[ l_\perp \sim v_l^{1/3} \]

1 A common misconception about the MHD theory is related to the fact that the concept of local direction of magnetic field is not a part of the original Goldreich & Sridhar (1995) idea. As we discuss this concept naturally follows from turbulent reconnection, which is proved in the subsequent numerical studies (Cho & Vishniac 2000; Maron & Goldreich 2001; Cho & Lazarian 2002).
ferent distances from the observer (González-Casanova & Lazarian 2018). Note, that due to the galactic rotation, velocity gradients can sample magnetic fields in many more clouds in the galactic disc compared to far infrared polarimetry. For the latter the confusion of emission from different clouds along the line is sight is detrimental.

Dispersion of Velocity Gradient Orientation: Lazarian et al. (2018) discuss the possibility of obtaining $M_A$ through the Velocity Gradient Technique (González-Casanova & Lazarian 2017; Yuen & Lazarian 2017a,b; Lazarian et al. 2017; Lazarian & Yuen 2018a). The gradients of spectroscopic observables in diffuse interstellar media are test both numerically and observationally that they are perpendicular to the local magnetic field directions. Moreover, Lazarian et al. (2018) showed that the dispersion of the velocity gradient orientation is correlated to the local Alfvénic Mach number. Employing this technique Hu et al. (2019a) is possible to estimate the magnetization of a number of molecular clouds on the sky and obtain previously unachievable magnetic information on a high velocity cloud hid behind the galactic arm.

4. NEW TECHNIQUE: DIFFERENTIAL MEASURE ANALYSIS

4.1. Simplified approach

Consider the variations of the observed magnetic field direction within a volume with size $\mathcal{L}$ measured along the line of sight and the turbulence injection scale $L_{inj}$. The variations of the magnetic field angle can be characterized by

$$\tan \delta \theta \approx \frac{\int \delta B dz}{\int B_{POS} dz} \quad (6)$$

where the integration is done along the line of sight and where, without losing generality, we assumed that $\delta B$ is measured along the line of sight and perpendicular to the mean magnetic field $B_{POS}$ in the plane of the sky. Naturally, for sufficiently small $\int \delta B dz / \int B_{POS} dz$ an approximation $\tan \delta \theta \approx \delta \theta$ is valid (See Falceta-Gonçalves et al. 2008). However, in this study we do not need to use this approximation.

If we are interested in the spatial variations of the observed magnetic field directions at the scale $l$, those can be obtained using the second-order structure functions (SF) of the polarization angle $\phi^2$:

$$SF_{2D}(\phi)(R) = \langle (\phi(X + R) - \phi(X))^2 \rangle_X \quad (7)$$

where $X$ is a two dimensional vector Plane of Sky (POS), $\langle ... \rangle_X$ denotes an ensemble averaging on the variable $X$. For practical applications this means averaging for different $X$ over the area $\gg R^2$. If within this area the $\int B_{POS} ds$ does not significantly change, the averaging in Eq. (7) amounts to averaging of the integrals of structure functions

$$SF_{2D}(B)(R) = \int \int SF_{3D}(b)(z_1 z_2) \quad (8)$$

where $SF_{3D}(b)(r)$ is the structure function of the POS magnetic field

$$SF_{3D}(b)(r) = \langle (b_{turb}(X + R) - b_{turb}(X))^2 \rangle_X \quad (9)$$

with $X$ be the 3D position vector; $z_1$ and $z_2$ denote the line of sights along which the integration of the structure function of 3D fluctuating magnetic field $b_{turb}$ is performed.

In the system of the mean magnetic field, which is the only system that is available in the absence of 3D data, there is no scale-dependent anisotropy that is predicted in GS95 relations. The anisotropy at all scales is determined by the variations of the magnetic field direction at the injection scale, as it was demonstrated in Cho et al. (2002). Therefore, the same spectral slope of the fluctuations can be measured parallel and perpendicular to the mean magnetic field. In this situation, for the sake of simplicity, we will use structure functions averaged over the positional angle, which will make these functions only dependent on the line of sight distance $l$ separating the points.

Observing that fluctuations of turbulent field are accumulated along the line of sight $L$ in a random walk fashion one gets the structure function of the polarization angle $\phi$

$$SF_{2D}(\phi)(l) \approx SF_{3D}(b)(l) L \quad (10)$$

where $l$ is the separation between the lines of sight. In statistical sense, the turbulence has the axial symmetry around the direction of mean magnetic field (see discussion in Lazarian & Pogosyan 2012). As a result, when we observe perpendicular to the magnetic field the eddies that have cross-section $l$ in the POS plane, have also the extension $l$ along the line of sight. These eddies are independent entities at the scale $l$ and therefore their summation happens in the random walk fashion. This provides the physical justification of Eq. (10).

In fact, the problem at hand has 3 scales - separation on the sky $l$, integration/cloud depth $\mathcal{L}$ and the injection scale $L_{inj}$, which is also the line-of-sight correlation length. So the answer is expressible via those three. If $\mathcal{L} \gg l$, we should get $SF_{2D}(l) \propto SF_{3D}(l) L \mathcal{L}$, so extra length factor is variable with $l$, which makes the slope steeper by unity as long as $l$ is sufficiently small compared to $L_{inj}$ and $\mathcal{L}$. This is the principal case that we are interested to explore in this paper.

Note, that in the limiting case of $l \gg \mathcal{L}$ i.e we just take a narrow slice, we get $SF_{2D}(l) \equiv SF_{3D}(l) L^2$. This is a special case of studies when only a narrow surface area of the turbulent volume being proved by observations. This case can be realized in the presence of strong dust absorption as discussed in Kandel et al. (2018). We do not discuss this case in the present work.

\footnote{We are here to use $\theta$ to denote the magnetic field angle and $\phi_i$ as the polarization angle because there is a subtle difference between them in some special geometry of magnetic field lines. See Lazarian & Yuen (2018a) for a discussion.}
On the contrary, the integration of the mean field proceeds in a regular way and therefore the cumulative effect of summing up its contributions is \( B_{POS} \). As a result, the measured structure function is

\[
\sqrt{SF_{2D} \{ \theta \} (l)} \approx \frac{SF_{2D}^{1/2} (b)}{B_{POS}} \sqrt{\frac{T}{Z}} \tag{11}
\]

For Alfvénic turbulence the fluctuations of velocity and magnetic field are symmetric. Therefore \( v_{\text{turb}} = b_{\text{turb}} / \sqrt{4\pi \rho} \), where \( \rho \) is the plasma density. In terms of structure functions this means that the structure function of velocity:

\[
SF_{3D} \{ v \} (l) = \langle (v_{\text{turb}}(x + l) - v_{\text{turb}}(x))^2 \rangle_x, \tag{12}
\]

is related to the structure function of magnetic field in Eq. (9) as

\[
SF_{3D} \{ b \} = 4\pi \langle \rho \rangle SF_{3D} \{ v \}, \tag{13}
\]

where the averaging variable \( x \) is suppressed.

With observational spectral line data, one can measure the structure function of velocity centroids:

\[
SF_{2D} \{ C \} (R) = \langle (C(X + R) - C(X))^2 \rangle_X, \tag{14}
\]

which presents the proxy of the structure function of the velocities, averaged along the line of sight. Due to this summing up of velocities procedure, the addition of velocity fluctuations happens similar similar to summing up of magnetic perturbations \( \delta b_{\text{turb}} \) that we deal with earlier. As a result, the summation process of the velocity fluctuations is a random walk process, i.e.

\[
SF_{2D} \{ C \} (l) \approx \int_{l} SF_{3D} \{ v \} \frac{d}{\mathcal{L}} \tag{15}
\]

Combining Eqs. (15), (13) and (11), one gets the expression for the mean magnetic field:

\[
B_{\perp} \approx f \sqrt{4\pi \langle \rho \rangle} \frac{SF_{2D}^{1/2} \{ C \} (l)}{SF_{2D}^{1/2} \{ \phi \} (l)} \tag{16}
\]

where both \( SF_{2;\text{centroid}} (l) \) and \( SF_{2;\theta} (l) \) are available from observations and \( f \) is constant of order unity that depends on the percentage of fundamental modes (see Cho & Lazarian 2002) that compose the MHD turbulence. One can argue that for Alfvénic motions \( f \) should be \( \approx 1 \) as this case the fluctuations of velocity and magnetic field are identical in amplitude. In our simplified approach \( f \) is a factor that should be determined from numerical simulations. In general, can also have the dependence on the angle between the line of sight and the mean magnetic field direction.

We would like to stress that Eq. (16) is applicable to situations that the turbulence injection scale \( L_{inj} \) is larger or smaller \( \mathcal{L} \), as long as \( \mathcal{L} \gg l \), the correlation length. The only requirement is that \( \mathcal{L} \) should be the same for the calculations of \( SF_{2D}^{1/2} \{ C \} (l) \) and \( SF_{2D}^{1/2} \{ \phi \} (l) \). This requirement is automatically fulfilled if we use velocity gradients or ground state alignment are used to find \( SF_{2D}^{1/2} \{ \phi \} (l) \). The case of dust polarization requires more care to be sure that the polarization is collected from the same column of gas that contributes to the line emission. For instance, if the used line is 13CO, it is necessary to make sure that the column density of gas associated with CO emission is much larger than the column density of the OH along the same line of sight.

If turbulence is uniform and homogeneous Eq. (16) is equivalent to Eq. (7) as for \( l \rightarrow \infty \) the structure functions get proportional to the total dispersion. However, in astrophysical situations, we have to deal with inhomogeneous samples for which differential measurements that reveal small scale inhomogeneities are advantageous. We shall call the method of differential measures the Differential Measure Analysis (DMA).

The advantages of using the new DMA compared to DCF can be briefly summarized as follows:

- While dispersion of velocities and magnetic field directions that are employed by DCF are distorted by the linear large-scale shear, the structure functions used in the DMA are not sensitive to it.
- On large scales the structure of observed magnetic and velocity field is determined by gravity, outflows and other galactic processes determining the contours of individual molecular cloud, this is not a problem for the DMA that focuses only on the small scale differences in magnetic and velocity properties.
- Self-gravity induces additional distortions of magnetic field making the classical DCF approach not applicable. The DMA is expected to work in the case of the distorted magnetic field.

A clear illustration of the first point in the list above is that Eq. (16) is applicable to studies of magnetic field using the 21 cm line of atomic hydrogen. This line is broadened by both thermal motions and also galactic rotation, but one can still use structure functions of velocities using Reduced Velocity Centroids (RVCs) introduced in Lazarian & Yuen (2018a). Using the gradients of the RVCs one can trace the distribution of magnetic fields as a function of distance from the observer (see González-Casanova & Lazarian 2018). As a result, Eq. (16) allows one to get the 3D distribution of \( B_{POS} \) in the Galactic disk.

We note that if we apply Eq. (16) to the turbulence at large scale for \( l \) comparable with the turbulence injection scale \( L_{inj} \), we are getting not the DCF classical expression, but its generalization obtained in Cho & Yoo (2016). We show in Appendix C that in this limit we can obtain can obtain magnetic for cases that \( \mathcal{L} \gg L_{inj} \), which is beyond the domain of the traditional DCF formula.

4.2. Detailed calculations

DCF approach does not take into account the properties of MHD turbulence. Based on the idea of linear Alfvén waves, it was assumed to be applicable to more realistic turbulent
settings. Our estimates in the previous section went one step further by taking into account that turbulent eddies produce random walk when their contributions are summed up along the line of sight. However, the actual MHD turbulence is more than that. In Lazarian & Pogosyan (2012, henceforth LP12) we described the statistics of magnetic fluctuations arising from MHD turbulence. In the subsequent study by Kandel et al. (2017a, henceforth KLP17) the fluctuations of velocities have been described following the approach in LP12. These papers provide the basis for our detailed calculations.

In what follows, we use the results of LP12 and KLP17 to have a derivation valid in the case of correlated magnetic field and velocity fluctuations, without reliance on the simplified considerations of random walk integrating over the line of sight that we used in the previous section. To do this we use "synchrotron polarization" formalism from Appendix of LP12 to describe the direction of magnetic field. Note, that the approach LP12 does not depend on the way we trace magnetic field. It can be synchrotron polarization or dust polarization, or velocity gradients etc since the mathematical structure of structure functions computed by the magnetic field directions traced by these methods exhibit the same behavior.

The strategy below can be literally summarized as follows: (1) We would first discuss what are a legitimate structure functions for velocity and magnetic field angles that could be measured observationally. (2) We then derive the expression of the structure function in 2D in relation to its 3D variant (3) We perform multipole expansion for each of the 2D structure functions according to Lazarian & Pogosyan (2012) for magnetic field angles and Kandel et al. (2017a) for velocity centroids. (4) We shall see how the ratio of the multipole terms of the structure functions would resemble the magnetic field strength of a given localized volume.

4.2.1. Multipole expansion of Stokes Parameter structure functions

For angle of polarization signal that traces the magnetic field direction (synchrotron, dust polarization, synthetic polarization from gradient maps) we can quite generally write

\[ \cos(2\phi) = \frac{\int dz (H_x^2 - H_y^2)}{\int dz (H_x^2 + H_y^2)} \propto \frac{Q}{I} \]  

\[ \sin(2\phi) = \frac{\int dz 2H_xH_y}{\int dz (H_x^2 + H_y^2)} \propto \frac{U}{I} \]

where \( I, Q, U \) are the Stokes parameters (See §6) from which we can construct the structure function.\(^3\)

\[ \left\langle \left( \frac{Q_1}{I_1} - \frac{Q_2}{I_2} \right)^2 \right\rangle + \left\langle \left( \frac{U_1}{I_1} - \frac{U_2}{I_2} \right)^2 \right\rangle \]

\[ = 2 \left( 1 - \cos(2(\phi_1 - \phi_2)) \right) \]  

\[ \text{(19)} \]

In the limit of small angle differences this structure function is proportional to one given by Eq. (7). In fact, in the case of small angle differences Eq.19 reduces to \( 4((\phi_1 - \phi_2)^2) \). However, it is a more general expression that is better defined from observations, and also applicable to the case when angle fluctuations are large, e.g., when the Alfvenic Mach number is large.

If we assume that the denominator is dominated by the mean field, we get

\[ 2 \left( 1 - \cos(2(\phi_1 - \phi_2)) \right) \approx \frac{D_{QQ} + D_{UU}}{(I)^2} \]  

\[ \text{(20)} \]

where, using the notation listed in Table 3 (See also Lazarian & Pogosyan 2012):

\[ \bar{I} = \int dz (H_x^2 + H_y^2) = L\sigma_{H_L}^2 \]

\[ \text{(21)} \]

Following Appendix C & D in Lazarian & Pogosyan (2012),

\[ D_{QQ} + D_{UU} \approx 4L\sigma_{H_L}^2 \int dz (D^+(R, z) - D^+(0, z)) \]

\[ \text{(22)} \]

thus

\[ D^\phi \equiv \frac{1}{2} \left( 1 - \cos(2(\theta_1 - \theta_2)) \right) \]

\[ \approx \frac{\int dz (D^+(\mathbf{R}, z) - D^+(0, z))}{L\sigma_{H_L}^2} \]

\[ \text{(23)} \]

We note, that this derivation assumed that the mean magnetic field dominates the perturbations, so in the same spirit one can replace the second moment by the square of the magnetic field, \( \sigma_{H_L}^2 \approx H_L^2 \).

The statistics of centroids was recently discussed in Kandel et al. (2017a). There, for the sake of technological convenience the definition of centroids was modified compared with the standard one given by Eq. (1). In particular, the numerator was divided not by the intensity at the given point, but by the mean intensity. A numerical study in Esquivel & Lazarian (2005) shows that this change does not significantly alter the statistics of the centroids. At the same time, this significantly simplifies the analytical treatment of the centroids.

In multipole representation \( \int dz D^+(\mathbf{R}, z) \) has coefficients

\[ D_n^+ = A_B^{A,F,S} C_n (m) R^{1+m} \sum_{s=-\infty}^{\infty} \tilde{E}_s G_{n-s}^{(A,F,S)}(\gamma) \]

\[ \text{(24)} \]

where the amplitude \( A_B \) that has dimensions of \([H^2 L^{-m}]\)

\[ 4 \]

appears in the definition of the power spectrum of a given turbulent mode

\[ E(k, \mu \approx \mathbf{k} \cdot \mathbf{B}) = A_B^{A,F,S} k^{-3-m} \tilde{E}(\mu) \]

\[ \text{(25)} \]

\(^3\) We drop here the degree of polarization \( p \), since we are just interested in the structure functions of polarization angles.

\(^4\) We denoted with hat all non-obviously dimensionless quantities.
The amplitude can be related to the variance of the magnetic field perturbation as

\[ A_B^{AFS} L_{inj}^m = \langle \delta B^2 \rangle \times \frac{(2\pi)^2}{\int_1^\infty d\ln k \sigma^m \int_{k_0}^1 d\mu \hat{E}(\mu)} \]  

(26)

where \( L_{inj} \) is the energy injection scale. Accurate model involves smooth truncation of the power spectrum at this scale, rather than a sharp cutoff at dimensionless wavenumber satisfying \( k L_{inj} = 1 \), but the dimensionless integral factors will anyway drop out from the subsequent consideration.

For the structure function of angle fluctuations we therefore obtain

\[ D_\phi = \frac{A_B^{AFS}}{L H^2} \int_{-\infty}^{\infty} C_n(m) R^{1+m} \sum_{s=-\infty}^{\infty} \hat{E}_s G_n^{(A,F,S)}(\gamma) \]  

(27)

where effective \( L_{inj}/L \) factor expresses the suppression of structure function amplitude due to random walk in the inertial range that starts with \( L_{inj} < R < L \) range. Note that the Lazarian & Pogosyan (2004) and or by the deconvolution method described from et al. (2016) formalism uses \( k_z = 0 \) approximation for evaluating z integral on z-coordinate differences along two line of sights, assumes that the integration range exceeds \( k_z^{-1} \) of any scale of interest. Thus it is not applicable near \( L_{inj} \) if \( L_{inj} > L \) since \( L^{-1} > k_z \sim L_{inj}^{-1} \) will not average out, so we assume that the integration depth exceeds the injection scale.

4.2.2. Multipole expansion of velocity centroid structure functions

The subsequent step is to evaluate the structure function in the nominator via the structure function of velocity centroids which has a very similar behaviour, given that the magnetic field and velocity scales in the same way. Indeed the multiple moments of the structure function of centroids (Kandel et al. 2017a), normalized by the mean column intensity of the gas along the line of sight \( I = \epsilon L \rho \), have the form

\[ \bar{D}_n = D_n/\epsilon L \rho = \left( L_{inj} / L \right) A_v C_n(m) \sum_{p=-\infty}^{\infty} \hat{E}_p W_{n-p}(R/L_{inj})^{1+m}, \]  

(28)

where we have used the fact that \( A_p \) of KLP16 is equal to \( \hat{E}_p \) of LP12 to change the notation to that of Equation (24).

4.2.3. The ratio of the multipole expansions of magnetic field angle and velocity centroid structure functions

The amplitude of velocity perturbations \( A_v \) has the same relation to the variance of \( \langle \delta V^2 \rangle \) as \( A_B^{AFS} \) has to \( \langle \delta B^2 \rangle \). Thus ratios of the centroids and angle structure function multipole coefficients can be expressed with the help of variances as

\[ \frac{D_n}{D_\phi} = \hat{B}_1 \left( \frac{\langle \delta V^2 \rangle}{\langle \delta B^2 \rangle} \right) \sum_p \hat{E}_p W_{n-p}^{(A,F,S)}(\gamma) / \sum_p \hat{E}_p G_n^{(A,F,S)}(\gamma) \]  

(29)

We note that the residual dependence on the orientation of the magnetic field with respect to the line of sight is arising primarily due to different geometrical structure of the velocity and perpendicular magnetic fields as expressed in distinct geometrical weights \( W(\gamma) \) and \( G(\gamma) \).

4.2.4. The effect of the composition of MHD modes

Now we need to choose the composition of MHD turbulence in terms of energies in different modes. As we discussed in Appendix A the velocity gradients of slow and Alfvén modes trace magnetic field the same way, while the fast modes produce a perpendicular orientation of gradients. To have a discussion relevant to both to polarization and to gradients we defer considering the fast mode to the subsequent publication. This partly justified by the fact that fast modes do not dominate in MHD turbulence and they are subject to damping that is usually stronger than for Alfvén modes. Therefore, dealing with turbulence at small scales we may frequently disregard the contribution of fast modes. For incompressible driving that we employ in our numerical simulation in order to test our expressions, fast modes are subdominant at all scales (see Cho & Lazarian 2002). We shall discuss two of the simple cases here and work on the low \( \beta \) case with numerical analysis instead (See §6).

Pure Alfvén case: Note that purely Alfvénic case in our approximation has zero fluctuations if the mean field is perpendicular to the line of sight due to our formal integration over the line of sight that set \( k_z = 0 \). In LP12 we explained that in the mean magnetic field system of reference for finite turbulent Alfvén Mach number \( M_A \), one should account for magnetic field wandering which increases with \( M_A \). This allows avoiding degeneracies that arise due to the excessively idealized setting. However, some suppression of Alfvénic perturbation in line-of-sight projection for perpendicular field should be real effect. Accounting for the mean magnetic field changes along the line of sight leads to partial isotropization of the geometrical effects in Equation (29) which can be modeled by weighted addition of an isotropic term to geometrical functions as \( G_n^{(A)} \rightarrow W_I(M_A) \delta_{np} + W_L(M_A) G_n^{(A)} \) and \( W_{n-p}^{(A)} \rightarrow W_I(M_A) \delta_{np} + W_L(M_A) W_{n-p}^{(A)} \). Following suggestion of LP12, one can adopt a simple model

\[ W_I \approx \frac{M_A^3}{1 + 3/2 M_A^2}, \quad W_L \approx \frac{1}{1 + 3/2 M_A^2}. \]  

(30)

5 This model corresponds to assuming that at low Alfvénic Mach numbers, the tangent of the typical deviation \( \Delta_\phi \) of the local direction of the magnetic field from the global mean one is given by \( M_A \) and therefore \( \cos(\Delta_\phi) \approx 1/(1 + M_A^2) \), while at large \( M_A \) the field wandering angle covers all the values from 0 to \( \pi/2 \), thus \( \cos(\Delta_\phi) \approx 1/3 \). We use this opportunity to note an inconsistency in LP12 where \( W_I \) as used in Equation (71) is twice the one introduced in Equation (45).
Retaining only the monopole $\hat{E}_0$ and quadrupole $\hat{E}_{\pm 2}$ in the power spectrum expansion, we obtain
\[
\frac{D_0}{D_0^0} \approx K^{-1} B_\perp^2 \frac{W_I + W_L (1 - \cos \gamma (1 + K_2(\gamma)))}{W_I + W_L \cos \gamma (1 + K_2(\gamma))} \tag{31}
\]
where
\[
K_2(\gamma) = \frac{\hat{E}_2}{\hat{E}_0} \frac{1 - \cos \gamma}{\cos \gamma} \quad \text{and} \quad K = \frac{\langle \delta B^2 \rangle}{\langle \delta u^2 \rangle} \approx 4\pi \rho \tag{32}
\]
Then, using Eq. (30), one can obtain the strength of perpendicular magnetic field as
\[
\bar{B}_\perp = \sqrt{4\pi \rho} \sqrt{\frac{D_0}{D_0^0} \frac{1 + M_A^{-2} \cos \gamma (1 + K_2(\gamma))}{1 + M_A^{-2}[1 - \cos \gamma (1 + K_2(\gamma))]}}, \tag{33}
\]
**High $\beta$ ($M_A < 1$) case:** The situation is much simpler for the case of strong turbulence in high $\beta \propto M_A^2 / M_s^2$ plasma, where both Alfvénic and slow modes are excited with the same power. Physically this corresponds to the case of incompressible MHD turbulence. In this case $W_{p-n}^{A+S} = G_{n-p}^{A+S} = \delta_{np}$ so that we obtain
\[
\frac{D_n}{D_0^0} = \bar{B}_\perp^2 K^{-1} \tag{34}
\]
Angular dependencies disappear despite the anisotropic distribution of power in each mode, since the motion structure is isotropic for such a mix. Same relation between variances of velocity and magnetic field fluctuations is also true for the mix of Alfvénic and slow modes (high $\beta$) since in this case these modes are two just polarization of the same motions and have equal power. We then conclude that
\[
\bar{B}_\perp = \sqrt{4\pi \rho} \sqrt{\frac{D_n}{D_0^0}}, \tag{35}
\]
which holds for all possible $n = 0, 2, 4, \ldots$. Eq.(35) is a very simple expression for magnetic field strength and very similar to that given by Eq. (16).  

4.3. Uncertainties and applicability

Due to its simplicity Eq.(35) can be considered as our major result that we can recommend for the practical observational studies. The equal admixture of Alfvén and slow modes is a good approximation to the weakly compressible MHD turbulence. To move further one requires to know a more detailed composition of MHD turbulence in terms of fundamental modes. This faces both theoretical and practical difficulties. On the practical side, the procedures of decomposition of contributions from different modes (see Kandel et al. 2017a) have not been applied to observations. On the theoretical side, the shocks formed by turbulent motions do not fit well into the picture of fast modes. All these issues deserve a rigorous study to be done elsewhere. We should just add here that qualitatively one expects to overestimate the strength of magnetic field if fast modes are present.

As we mentioned earlier, Eq.(35) is formally very similar to the one obtained via our simplified approach in Eq. (16). The difference, however, that with our detailed approach we understand nature of the approximation that is used to obtain this expression. We also can see the nature of the uncertainties that are related to the practical use of Eq. (35).

Incidentally, Eq. (35) provides the estimate of magnetic field strength without the requirement of turbulence to have power law for all scales. By measuring the structure functions one localizes the contribution of the scales corresponding to the separation of the line of sight. Therefore it is enough to have the turbulence around this scale.

Note, that Eq.35 uses only the monopole part of the multipole decomposition in LP12. This monopole part can be easily obtained via isotropic averaging of observational data. In this paper we did not use the higher moments of the LP12 multipole decomposition, in particular, we did not use the quadrupole term. This term carries the information about the anisotropy imposed by the on turbulence by the presence of the mean field. The amplitude of this term is another source of the information on the Alfvén Mach number of turbulence. Naturally, this provides synergy and additional testing of the way of evaluating the magnetic field strength that we discuss in this paper. Making use of this quadrupole term is the goal of our further studies.

5. METHOD

Most of the numerical data cubes are obtained by 3D MHD simulations that is from a single fluid, operator-split, staggered grid MHD Eulerian code ZEUS-MP/3D to set up a three dimensional, uniform, isothermal turbulent medium. To simulate the part of the interstellar cloud, periodic boundary conditions are applied. These simulations use the Fourier-space forced driving solenoidal driving. For isothermal MHD simulation without gravity, the simulations are scale-free. If $V_{inj}$ is the injection velocity, while $V_A$ and $V_s$ are the Alfvén and sonic velocities respectively, then the two parameters, namely, the Alfvén Mach numbers $M_A = V_{inj} / V_A$ and sonic Mach numbers $M_s = V_{inj} / V_s$, determine all properties of the numerical cubes and the resultant simulation is universal in the inertial range. That means

---

6 We expect that with contributions of the fast modes, we shall have a "G" factor as we have in Eq.16.

7 Our choice of force stirring over the other popular choice, i.e. of the decaying turbulence, is preferable because only the former exhibits the full characteristics of turbulence statistics, e.g. power law, turbulence anisotropy, extended from $k = 2$ to a dissipation scale of 12 pixels in a simulation, and matches with what we see in observations (e.g. Armstrong et al. 1995; Chepurnov & Lazarian 2010).
Table 1. Description of MHD simulation cubes which some of them have been used in the series of papers about VGT (Yuen & Lazarian 2017a,b; Lazarian & Yuen 2018a,b). $M_s$ and $M_A$ are the R.M.S values at each the snapshots are taken.

| Model        | $M_s$ | $M_A$  | $\beta = 2M_A^2/M_S^2$ | Resolution |
|--------------|-------|--------|-------------------------|------------|
| huge-0       | 6.17  | 0.22   | 0.0025                  | 792$^3$    |
| huge-1       | 5.65  | 0.42   | 0.0111                  | 792$^3$    |
| huge-2       | 5.81  | 0.61   | 0.022                   | 792$^3$    |
| huge-3       | 5.66  | 0.82   | 0.042                   | 792$^3$    |
| huge-4       | 5.62  | 1.01   | 0.065                   | 792$^3$    |
| huge-5       | 5.63  | 1.19   | 0.089                   | 792$^3$    |
| huge-6       | 5.70  | 1.38   | 0.12                    | 792$^3$    |
| huge-7       | 5.56  | 1.55   | 0.16                    | 792$^3$    |
| huge-8       | 5.50  | 1.67   | 0.18                    | 792$^3$    |
| huge-9       | 5.39  | 1.71   | 0.20                    | 792$^3$    |
| e6r3 (time-series) | 5.45  | 0.24   | 0.0019                  | 1200$^3$   |
| Ms0.2Ma0.2   | 0.2   | 0.2    | 2                       | 480$^3$    |
| Ms0.4Ma0.2   | 0.4   | 0.2    | 0.5                     | 480$^3$    |
| Ms0.0Ma0.2   | 0.4   | 0.2    | 0.005                   | 480$^3$    |
| Ms20.0Ma0.2  | 2.0   | 0.2    | 0.0002                  | 480$^3$    |
| incompressible | 0     | 0.7    | $\infty$              | 512$^3$    |

one can easily transform to any arbitrary units as long as the dimensionless parameters $M_A, M_s$ are not changed. The chosen $M_A$ and $M_s$ are listed in Table 1. For the case of $M_A < M_s$, it corresponds to the simulations of turbulent plasma with thermal pressure smaller than the magnetic pressure, i.e. plasma with $\beta /2 = V_s^2 / V_A^2 < 1$. In contrast, the case that is $M_A > M_s$ corresponds to the magnetic pressure dominated plasma with $\beta /2 > 1$. To investigate the behavior of the incompressible case, we adopt the incompressible cube our previous work Lazarian et al. (2017).

Further we refer to the simulations in Table 1 by their model name. For example, the figures with model name indicate which data cube was used to plot the corresponding figure. Each simulation name follows the rule that is the name of the simulation model name. For example, the figures with model name indicate which data cube was used to plot the corresponding figure. Each simulation name follows the rule that is the name of the simulation model name. For example, the figures with model name indicate which data cube was used to plot the corresponding figure.

6. NUMERICAL TESTS

6.1. Building up the numerical recipe for incompressible MHD turbulence

To use Eq.35 practically, the two structure functions $D_n$ and $D_n'$ need to have the same power law with respect to distance, i.e. $D^V \propto D^\phi \propto r^m$ for some $m$ with distance $r$ smaller than the injection scale. This requirement is easily fulfilled in the inertial range of incompressible sub-Alfvenic magnetized turbulence. For instance, Fig 1 shows the behavior of structure functions for both velocity and magnetic variables in 3D and projected 2D space in an incompressible magnetized turbulence with $M_A = 0.7$. For easier visual comparisons we normalize the structure functions by the variance of the respective variables since $\langle SF \rangle = 2(\delta v^2)$. In Fig 1 we plot the angular average structure functions, i.e. the monopole term of their angular dependence, for instance for the velocity one

$$SF_{2D}(V)(R) = \frac{1}{2\pi} \int d\theta SF_{2D}(V)(R)$$ (36)

The angular averaged structure functions are plotted in the distance range of 0, $L/2$ where $L$ is the size of the simulation region, in our case $L = 512$ pixels. Fig 1 shows the 2D structure functions for projected velocities $V = \int dz v$ and polarization angles $\phi = 0.5 \tan^{-1}(U/Q)$, in which they have the same power-law slope as a function of $r$ when $r \sim 20 - 60$ pixels. We shall utilize the range of scales that the two structure functions have the same power-law slope for the estimation of magnetic field strength.

Traditional DCF technique uses the ratio of $\delta v$ to $\delta \phi$ as an estimate of magnetic field strength (weighted by $\sqrt{4\pi \rho}$). The use of the dispersions of $v$ and $\phi$ correspond to the part of their respective structure functions in Fig.1 that has a flat slope and has $r \sim L_{inj}$. Hence the ratio of the dispersion functions, aka the structure functions with $r \geq L_{inj}$ would not be a function of distance. However the Alfven relation (Eq2) develops only in scales smaller than the characteristic scales of the magnetized turbulence (See §A) and these scales are smaller than $L_{inj}$. The fundamental physical issue for the DCF technique that utilizes the dispersion of observables in an unphysical length scale could be addressed properly by the structure function treatment which we are delivering below.

We shall seek for the part of the two structure functions $SF_2(V)(R)$ and $SF_2(\phi)(R)$ that have the same power-law slope. The length scale needs to be smaller than $L_{inj}$ and larger than the numerical dissipation scale, which is usually 12 – 16 pixels depending on the properties of the numerical solvers. We shall use the upper bound of the numerical dissipation scales for our current analysis. As we show in Fig.2, the part of the two structure functions that carry the same power-law slope would be $r = 20 - 60$ pixels. That means we could examine whether the quantity $\sqrt{4\pi \rho SF_2(C)/SF_2(\phi)}$ would be approximately a constant of $r$ to obtain the magnetic field strength at the length scales of $r = 20 - 60$ pixels. From Eq.2, the $\sqrt{4\pi \rho SF_2(C)/SF_2(\phi)}$ is flat in at the length scale of $r \sim 20$ and giving $B_{estimated} \sim 1.3$, which is close to the global mean value of the magnetic field strength. We shall call the condition of obtaining magnetic field strength by comparing the ratio the structure functions of $SF_2(V)(R)$ and $SF_2(\phi)(R)$ that have the same power-law dependencies with respect to the distance $r$ be the flat criterion for DMA.

The use of the structure functions for both velocities and magnetic field observables is advantageous compared to the
dispersion method and also the Hildebrand-Houde method since it provides a unique treatment of obtaining local magnetic field strength with less sampling points. For instance, one needs to compute only the structure functions with the distance lag \( r \geq 60 \) pixels in our sample synthetic observations (Fig. 1). This allows observers to acquire the magnetic field strength using smaller number of spectral information compared to the traditional DCF technique (Davis 1951; Chandrasekhar & Fermi 1953).

### 6.2. Proceeding to compressible magnetized turbulence

Using Eq.35 in the case in compressible turbulence becomes more complicated because of the existence of the two compressible modes. §4.2 discussed already how the combination of Alfven and slow modes would contribute to the structure functions and also the differential treatment in Eq.35. Indeed, in the presence of the compressible modes, the structure functions of velocities and polarization angles are expected to behave differently from what we see from the incompressible counterpart since the slope of structure functions are closely related to the slope of the power spectrum, and the fast modes have different power spectral slopes \( P_{F}(k) \propto k^{-3/2} \) than that of Alfven and slow modes \( P_{A,S}(k_{\perp},k_{\parallel}) \propto k_{\perp}^{-5/3} \) even in small \( M_s \) case (See Cho & Lazarian 2003). Therefore the recipe that we developed in §6.1 would not work unless we have an adjustment on the case when the two structure functions \( SF_{\{C\}}(R) \) and \( SF_{\{\phi\}}(R) \) have different power-law slope.

We use the method of compensated structure functions as a workaround for using Eq.33 or Eq.35 and extends the latter equations to local structure functions and also local dispersions. The idea is illustrated in Fig. 3 with the introduction of the local statistical quantities such as the local circular dispersions. The local circular dispersion is simply an extreme case of the structure function since one should recall \( SF(R \rightarrow L) = 2\sigma^2 \) if \( L \) is the size of the region. For
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**Figure 1.** The angular averaged structure functions for the density-constant velocity centroid \( V \) and the polarization angles \( \phi \) normalized by 2 times their variance respectively in an incompressible MHD simulation with \( M_A = 0.7 \).
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**Figure 2.** The estimated magnetic field strength using DMA method as a function of distance by Eq.33 (blue). The exact value of \( B \) is drawn as a red dash line while the estimated value from the DMA method is marked with a blue dash line.
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**Figure 3.** A figure showing how the structure function of polarization angle is related to its circular dispersion when sampled locally. We first randomly select a square block of size \( r \) (pixels) and compute the circular dispersion within it. The averaged value of 100 such selections are plotted as the "local circular dispersion" value as the blue points in this figure as a function of block size \( r \). For reader’s comparison, we also plot the square root of the angular averaged structure function (black curve of Fig. 3) and

reader’s comparison, we also plot the square root of the angular averaged structure function (black curve of Fig. 3) and
the global circular dispersion (red dash line of Fig. 3). One could see that the local circular dispersion actually follows the same power-law as the square-root of the angular averaged structure function. This implies that if we are limited to a small area for sampling, assume its size is $r^{2}$ while the characteristic scale for the cloud to be $L_{\text{cloud}}$, then we can estimate locally the dispersion of angles by

$$\delta \phi_{\text{local}} = \sigma_{\phi,\text{local}} \left( \frac{L_{\text{cloud}}}{r} \right) \nu_{\phi}/2$$

(37)

The respective CF method is, formally:

$$B \sim \sqrt{4\pi \rho} \frac{\delta V}{\sigma_{\phi,\text{local}}} \left( \frac{L_{\text{cloud}}}{r} \right)^{-\nu_{\phi}/2}$$

(38)

The formula should subject to the theoretical correction in §4.2. We also expect if we take the total differential measure approach, then both $\sigma_{\phi}$ and $\sigma_{\phi}$ would have a distance compensation factor of $(L_{\text{cloud}}/r)^{\nu_{\phi}/2}$ for some structure function power indices $\nu_{\phi,\phi}$, which accounts for the insufficient statistical sampling on the sky. To utilize Eq.33, the respective CF method should be

$$B \sim \sqrt{4\pi \rho} \frac{SF_{V}}{SF_{\phi}} \left( \frac{L_{\text{cloud}}}{r} \right)^{(\nu_{V} - \nu_{\phi})/2}$$

(39)

If accidentally $\nu_{V} - \nu_{\phi} = 0$ (most likely in sub-sonic, sub-Alfvenic or incompressible case), then there is no compensation term needed. Fig. 4 shows an example on how to utilize Eq.39 when the structure functions of the two observables have different power-law dependencies with respect to $r$ in a compressible magnetized turbulence. The compressible simulation “erf3” used here is a $1200^{3}$ super-sonic ($M_{S} = 5.45$) sub-Alfvenic ($M_{A} = 0.35$) saturated turbulence simulation, which as a plasma $\beta \ll 1$. In this scenario the wave-vector of the slow mode is expect to be parallel to the local mean magnetic field direction (Cho & Lazarian 2003).

We shall apply the flat criterion for the compensated structure functions. Notice that there is a particular length scale $l_{A} = L_{\text{inj}}M_{A}^{3} \sim 73.5$ pixels here for the Alfven relation (Eq.2) to develop (See Appendix). We are therefore seeking for the flat criterion to hold with length scales $r \leq l_{A}$. Here we assume that we have the knowledge of $L_{\text{inj}} = L_{\text{sat}} = 400$ pixels (green dash line of Fig.4) where $L_{\text{sat}}$ is the length scale for the structure functions $SF_{2}\{C\}$($\mathbf{R}$) and $SF_{2}\{\phi\}($($\mathbf{R}$) to be saturated. Using the flat criterion as delivered in §6.1, we see that the DMA method with the length scale correction (Eq.39) has a very nice estimation of magnetic field strength (40.7) compared to the actual value (38.5), despite that we do not have the information of ratio of MHD modes on hand.

6. Dependencies on $M_{S}$, $M_{A}$

To apply Eq. (16) or Eq. (35) in observations, we need to know how the constant $f$ is related to the global properties of MHD turbulence (i.e. $M_{S}$, $M_{A}$). Knowing how the conversion factor is related to the sonic and Alfvenic Mach number is crucial for the DMA technique. Here we use the density weighted centroid (c.f. Eq.4) as the density is not constant anymore in compressible turbulence for our testing of Eq.16. Fig. 5 shows how the conversion factor is related to the sonic Mach number $M_{S}$ (left) and Alfvenic mach number $M_{A}$. One could see that while there is a tiny fluctuation on the value of $f$ as a function of $M_{S}$ and $M_{A}$, the fraction of fluctuation is relatively small ($\sim 10 - 20\%$) compared to the mean value. Therefore we conclude that we can take a range of value of $f \sim 1.3 - 1.6$ in observation.

7. USE OF MULTI-POINT STATISTICS AND SUPPRESSION OF THE EFFECTS OF TO SHEAR AND SELF-GRAVITY

We have used for our study two point second order structure functions. Compared to correlation functions, those allow removing the constant shifts of the foreground. In the presence of shear we provided the procedure for removing the shear contribution. However, there is a more robust way of dealing with the problem that was explored for the statistical studies of emission lines in Lazarian & Pogosyan (2008), namely, the use of multi-point structure functions. A detailed description of three and four point second order structure functions is given in Chepurnov & Lazarian (2009, see also Falcon et al. 2007; Lazarian & Pogosyan 2008; Cho 2019).

For our approach the number of points does not matter, as the magnetic field strength enters the expression via the Alfvenic relation between the perturbations of magnetic field and velocity. Therefore with the multi-point structure functions we can use Eq. 33 or 35 to determine the magnetic field strength.

7.1. Theoretical description of DMA in the presence of galactic shear and regular velocity components

One of the advantage of the DMA is the ability of tackling regular shear flows through treatments of the structure functions on velocity observables. In this subsection we illustrate how to tackle this self-consistently. Let us suppose that a regular velocity field $v^{(rg)}$ is added on top of the 3D turbulent velocity $v^{(0)}$, so that the total velocity is

$$v^{(t)}_{i}(\mathbf{r}) = v^{(0)}_{i}(\mathbf{r}) + v^{(rg)}_{i}(\mathbf{r})$$

(40)

If we approximate the regular velocities to linear order in expansion around the center $r^{0}$ of the emitting volume, the effect of the regular motions

$$v^{(t)}_{i}(\mathbf{r}) = v^{(0)}_{i}(\mathbf{r}) + v^{(rg)}(r^{0}) + v^{(rg)}_{ij}(r_{j} - r^{0}_{j})$$

(41)

is determined by the linear shear tensor

$$\varepsilon^{(rg)}_{i,j} = \frac{\partial v^{(rg)}_{i}(r^{0})}{\partial r_{j}}$$

(42)

Here Einstein summation over repeated indices is used and $i, j = x, y, z$. 
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Figure 4. (Left) The structure functions of the normalized velocity centroid $C$ (blue) and the polarization angle $\phi$ (red). The respective trend lines ($\nu_\phi = 2/3, \nu_v = 1$) are added at the distance range of $r = 20 - 60$ pixels. (Right) A plot showing the value computed by Eq.39 as a function of distance $r$ (blue scatter points). We search for the part of the curve that has a flat slope, which is indicated by the blue dash line. The inferred magnetic field strength by Eq.39 is close to the exact value which is indicated with the red dash line.

Assuming incompressible turbulence at constant density, the velocity centroid $C(R_1) = \int dz v_z(R_1, z)$ is the integral along the line of sight of total velocity $z$-component. Taking the difference of the values of two centroids at sky separation $R$:

$$C(R_1 + R) - C(R_1) = \int dz v_z^{(0)}(R, z) + \mathcal{L} v_{z1}^{(rg)} R_l (43)$$

where $\mathcal{L}$ is the depth of the emitting volume and $l = x, y$, eliminates all terms in the regular velocity contribution that are constant across the sky.

The standard 2-point structure function of the centroids is obtained by averaging of the square of this difference and is easily shown to be given by

$$SF\{C\} \equiv \langle (C(R_1 + R) - C(R_1))^2 \rangle$$

where first term is the standard structure function of turbulent centroids, which behaves as $R^{1+m}$ if $SF\{v\} \sim R^m$. and the second term is due to regular shearing velocities with $S_{lm}^{(rg)} = v_{z1}^{(rg)} v_{zm}^{(rg)}$. We see that the turbulent term accrued one extra power of $R$ in projection, while the regular term remains quadratic in $R$. Thus, a general model for the angle average two-point structure function of centroids that is consistent with MHD theory in the presence of regular shear has
the form
\[ SF\{C\}(R) = qR^{1+m} + pR^2 \] (45)
where \( q \) and \( p \) are constants. For a realistic turbulence the first term saturates at the energy injection scale \( L_{inj} \). In below we discuss how the multipoint structure functions would aid removing the shear contribution from the centroid statistics.

7.2. Application of 3 and 4 point statistics to regions with shear

The three & four point second order structure functions are defined as:
\[
\begin{align*}
SF_{3pt}\{A\}(r) &\propto \langle [A(x+r) - 2A(x) + A(x-r)]^2 \rangle \\
SF_{4pt}\{A\}(r) &\propto \langle [A(x+2r) - 3A(x+r) + 3A(x) - A(x-r)]^2 \rangle .
\end{align*}
\] (46)

Their ability to remove shear velocity field and recover the original structure functions was illustrated in Cho (2019). In a similar manner to 2-point structure function that cancelled constant velocity contribution, 3-point and higher order structure functions cancel any linear and respectively higher power regular contributions to velocity field. The cost of using them is an increased noise contribution when applied to noisy data.

Here we test whether this is the case. Fig. 6 shows how the 3-point and 4-point angular averaged structure functions behave as a function of the correlation lag \( r \) on the projected velocities of incompressible cube. Notice that due to the non-periodicity of the map, using more points within a region decreases the possible number of statistical samples. We can see from Fig 6 that the multi-point structure functions are indeed not altered by the presence of constant velocity shear field. This could potentially replace the method used in §7.1 with a cost of reducing ranges of the correlation lag \( r \).

7.3. Applications of DMA to self-gravitating media

One of the issue of the DCF technique is its questionable applicability in self-gravitating regions, through it is extensively applied to observations. Therefore we would like to examine whether the DMA equations (Eq.33 or Eq.35) need to be modified in the presence of strongly gravitating regions.

Assuming we are given a vector field of polarization angle \( \phi \) defined at a space \( A \in \mathbb{R}^2 \), then the "polarization angle streamlines", which resembles the geometry of the magnetic field lines (See Yuen & Lazarian 2020b for a detailed discussion). Following Yuen & Lazarian (2020b), the definition of unsigned polarization angle curvature \( \kappa \) would be
\[
\kappa = \left| \frac{d\phi}{dl} \right|
\] (47)
where \( dl \) is the line element of the "polarization angle streamlines". In the case of structure functions, the effect of curvature would not accumulate until \( \kappa r \sim 1 \). Therefore the structure functions would have different power-law dependence when \( r < 1/\kappa \) and \( r > 1/\kappa \). To study this effect, we select a 200 pixels \( \times \) 200 pixel region from a (1200pixels)\(^2 \) synthetic observation map from "e6r3" (See Table 1) to investigate the effect the magnetic field line curvature to the structure functions.

For instance, the left of Fig. 7 we show a self-gravitating simulation with its magnetic field streamlines (pink) and gravitational potential contours (blue). The simulation’s snapshot is taken at \( t = 0.42t_{ff} \) where \( t_{ff} \) is the free fall time. This particular snapshot is taken right before the Truelove criterion is violated (See Truelove et al. 1997). The curvature distribution is displayed in the right of Fig. 7 which shows a significant area of the synthetically observed regions has the radius of curvature \( 1/\kappa < 40 \) pixels.

We are interested to see how the change of number of points in computing structure functions would change the behavior of the structure functions as a function of distance. Fig. 8 shows the 2-point (red), 3-point (blue) and 4-point structure functions (green) computed in the area of interest (the (200pixel)\(^2 \)) region and also the 2-point structure function computed globally (black). We can see that all variants of the structure functions (2-point, 3-point, 4-point) are generally linear in log-log space until \( r = 40 \) pixels, which can be visually seen by comparing the structure functions to that of the global structure functions computed in the (1200pixels)\(^2 \) area (black). The special case \( r = 40 \) pixels represent the bending that we can visually see on the right of Fig.7. In fact, for the 3-point and 4-point structure functions there is a significant change of the slope of the structure functions that can hardly be seen in the 2-point structure functions. This suggests that one potentially separate the large scale curvature contribution to that of the small scale fluctuation of magnetic field if one compares the local mul-
8. COMPARISON DMA WITH THE EARLIER USE OF STRUCTURE FUNCTIONS

In Hildebrand et al. (2009) the structure functions of fluctuations of the polarization angle directions introduced in Falceta-Gonçalves et al. (2008) were used in order to find magnetic field strength of molecular clouds. The model within Hildebrand et al. (2009) which the results were obtained assumes that the correlation scale of magnetic turbulence is smaller than the lag \( l \) between the points for which the structure function is calculated. Such calculations are applicable to very low resolution studies, e.g. the studies applicable to magnetic field in other galaxies.

In Milky Way molecular clouds the turbulence spectrum can be resolved in molecular clouds. For instance, Houde et al. (2011) found spectra of turbulence \( k^{-\alpha} \) with \( \alpha = 1.4 \pm 0.4 \). Note, that the Kolmogorov value of 5/3 is getting within this range. As for evaluating the strength of Hildebrand et al. (2011) adopted the traditional DCF technique and did not make use of the advantages of local measured provided by structure functions that we employ here.

The idea of using differential measures in estimating magnetic field properties is not new and has been explored by the community in different ways. Esquivel & Lazarian (2005) uses the anisotropy of spectroscopic observables, e.g. velocity centroids, to estimate the orientation. In the work of magnetic fields, while Hildebrand et al. (2009) and the subsequent publications (Houde et al. 2009, 2011; Chitsazzadeh et al. 2012; Houde et al. 2016) investigate a model of structure functions of observed polarization angles to estimate the turbulent-to-regular magnetic field strength ratio and thus the strength of the regular part of magnetic field. In a separate development, Lazarian & Pogosyan (2012, 2016) discusses the properties of the structure function of synchrotron observables (density and polarization) bases on the theory of MHD turbulence. The analysis framework of Lazarian & Pogosyan (2012, 2016) has also been used to the studies of velocity centroid structure functions (Kandel et al. 2017a).

In the work of Hildebrand et al. (2009), only they replace \( \delta \theta \rightarrow SF_{2D}^{1/2} (\phi) \) and investigate its properties under several important assumptions that lead to the estimation of \( \langle B^2 \rangle \): (1) The turbulence is isotropic; (2) There exist two length scales: the turbulent correlation scale \( \delta \) and the large scale magnetic field scale \( L \); (3) The magnetic field can be written as the sum of the regular part and turbulent part \( B = \langle B \rangle + B_t \) with a special properties that \( \langle B_t (r') B_t (r + r') \rangle = 0 \) for all \( r \geq \delta \); (4) The two dimensional polarization angle (the observable of magnetic field angle in 2D) can be modelled by the Taylor expansions of structure functions of polarization angles:

\[
SF_{2D} (\phi) \sim b^2 + m^2 R^2
\]

where \( b, m \) are some fitting factors. It is shown in Hildebrand et al. (2009) that the turbulent to regular magnetic field strength ratio to be:

\[
\frac{\langle B_t^2 \rangle}{\langle B^2 \rangle} \sim \frac{b^2}{2 - b^2}
\]

and thus combining the DCF method, 48,49 and writing \( SF_{2D} (\delta \theta) \rightarrow \delta \nu^2, \langle B_t^2 \rangle/\langle B^2 \rangle \rightarrow \delta \phi^2 \), Hildebrand et al. (2009) arrives

\[
\langle B^2 \rangle \sim (2 - b^2)4\pi \langle \rho \rangle \frac{\delta \nu^2}{b^2}
\]

Houde et al. (2009) further expands the method developed in Hildebrand et al. (2009) by considering the telescope beam effect and also introduces a Gaussian model for both the auto-correlation function and the beam profile function. Under such formalism, not only could they obtain the turbulent to regular magnetic field strength ratio but also the number of turbulent eddies \( N \) (which they call “independent turbulent cells”) along the line of sight which could be obtained by fitting the structure function similar to that in Hildebrand et al. (2009). It’s worth to note that Cho & Yoo (2016) argues separately \( \nu_\text{N} \sim \delta \phi/\delta \nu_\text{os} \). Similar idea is behind our derivation in Eq.(14).

The approach described in (Hildebrand et al. 2009; Houde et al. 2009) was applied to observational data to both molecular clouds (Houde et al. 2011; Chitsazzadeh et al. 2012; Houde et al. 2016) and also galactic disks (Houde et al. 2013). However, we claim that the assumptions made within this approach are inconsistent to the theory of MHD turbulence (see Lazarian & Vishniac 1999; Cho & Lazarian 2002; Cho 2019) and the subsequent theoretical studies of properties of structure functions that arise from MHD turbulence (see Lazarian & Pogosyan 2012, 2016; Kandel et al. 2017a, §4). For instance, Eq. (45) presents what sort of structure functions we expect to see in turbulence in the presence of shear. In view of that, below we propose an alternative explanation of some of the observational data.

As we discuss in Appendix A2, if turbulence is super-Alfvenic, i.e. \( M_A > 1 \), the magnetic fields are correlated up to the scale \( l_A \) given by Eq. (A4), i.e. \( l_A = L_{inj} M_A^{-3} \). This scale can be found by correlating the the structure functions of polarization angle directions, for instance (see Falceta-Gonçalves et al. 2008; Hildebrand et al. 2009). The turbulent injection scale \( L_{inj} \) can be found by correlating velocity fluctuations. A more sophisticated ways of measuring \( L_{inj} \) are also possible (see Chepurnov & Lazarian (2010)). With some additional assumptions one can identify \( L_{inj} \) by the analysis of density fluctuations.

Some observational results were interpreted within Hildebrand-Houde approach. Below we provide an alternative interpretation of the data. For instance, in Chitsazzadeh et al. (2012) it was claimed that magnetic field fluctuations in OMC-1 have the correlation scales \( \sim 9' \) and \( \sim 7' \) for the Stokes Q and U parameters and \( \sim 13' \) for density fluctuations. From the theory of super-Alfvenic turbulence (see Appendix A2), the first two numbers can be associated with...
the angular size associated with \( l_A \), and the third number with the injection size \( L_{inj} \). Using Eq. (A4) one can estimate \( M_A \) for OMC-1 as \( \left( \frac{13}{7} \right)^{1/3} \approx 1.2 \). This means that OMC-1 is a mildly super-Alfvenic object.

9. MAGNETIC FIELD STRENGTH FROM COMBINING \( M_S \) AND \( M_A \)

9.1. Application to channel maps

The method that we developed in §4 can also be resembled with the turbulent Mach numbers that we could obtain from different techniques. From §4.2 we see that it might be possible that there are extra weighting factors as a function of \( M_A \) depending on the mode composition. In the current section we shall stick with the simplest form of the DMA, i.e. the DCF technique form Eq.3 for our discussion.

As we discussed in §2, in observations the measure that is directly available with polarization measurement is \( M_{A,\perp} = \delta v / V_{A,\perp} \), where \( \delta v \) is the injection velocity and \( V_{A,\perp} = B_{\perp} / \sqrt{4\pi \bar{\rho}} \) is the plane of sky Alfven velocity. The same value can be presented as \( M_{A,\perp} = \delta B_{\perp} / B_{\perp} \), where \( \perp \) denotes the plane of sky magnetic field component.

Notice that the value of the perpendicular component the magnetic field can be obtained from the ratio

\[
\frac{M_s}{M_{A,\perp}} = \frac{B_{\perp}}{c_s (4\pi \bar{\rho})^{-1/2}}.
\]

Writing \( \Omega = \delta v_{||} / \delta v \) and noticing that \( M_A \sim \delta v / v_{A,\perp} \), we would have

\[
B_{\perp} = \Omega c_s \sqrt{4\pi \bar{\rho}} M_s M_{A,\perp}^{-1}.
\]

The emergence of the geometric term \( \Omega \delta v_{||} / \delta v \) suggests that there is a geometrical factor that affects the measurable magnetic field strength on the plane of sky. For Alfvenic waves perpendicular and magnetic field perpendicular to the line of sight \( \Omega \approx 1 \). In general, it depends on the nature of turbulence and the angle \( \gamma \) given by \( \Omega \sim \sin \gamma \). However, the geometrical factor is not trivial since it is a complex function of the Alfvenic Mach number. We shall discuss how these geometrical factor would affect the measurement in a later work by Yuen & Lazarian (2020c). In the time being, we shall study the case when \( \Omega = 1 \), i.e. \( B \perp LOS \). The technique that we introduce here uses two different Mach numbers, the Alfvenic and sonic one. Therefore we will term this technique MM2.

One special property about the use of Eq.52 is that, both \( M_s \) and \( M_A \) can be obtained purely from spectroscopic channel map and \( c_s \) can be obtained from the accepted measurements of temperature of emitting gas (Draine 2006) or by the thermal deconvolution method described in (Yuen & Lazarian 2018). As for the value of \( M_A \), it can be obtained both polarization and non-polarization method, e.g. using the width of the probability distribution function of the gradient directions within a sub-block (see Lazarian et al. 2018) or the curvature of either polarization or gradient orientations (see Yuen & Lazarian 2020b). As a result the value of \( M_{A,\perp} \) can be obtained in a more localized fashion compared to the observations of polarization. The most striking advantage of MM2 is that applying velocity gradients to channel maps it is possible to find the distribution of \( M_{A,\perp} \) for channel maps. The corresponding distributions of \( M_{A,\perp} \) were obtained with channel
the relation between these quantities and skewness and kurtosis of the intensity PDFs and established (2010) & Burkhart & Lazarian (2012) successfully used the technique is local and, compared to the DCF, it can be used for a wider variety of astrophysical settings.

maps for galactic HI in Lazarian et al. (2018) and for molecular CO lines in Hu et al. (2019b).

The sonic Mach number $M_s = \delta v/c_s$, where $c_s$ is the sound velocity, can also be obtained using the statistical properties of the velocity channel maps. Various techniques of obtaining $M_s$ are suggested. For instance, Burkhart et al. (2010) & Burkhart & Lazarian (2012) successfully used the skewness and kurtosis of the intensity PDFs and established the relation between these quantities and $M_s$. This technique was successfully applied it to HI in Small Magellanic Cloud to find the POS distribution of $M_s$.

Other ways of obtaining $M_s$ include the analysis of Tsallis statistics (Tofflemire et al. 2011) and a more recent technique based on using the distribution of amplitudes of velocity gradients (Yuen & Lazarian 2018). Similar to PDFs, the calculation of $M_A$ with velocity gradients can be done locally, as it is demonstrated in Lazarian et al. (2018). The results of $M_s$ measurements are very robust and they are marginally affected either shear or by large-scale magnetic field curvature. Similarly, the calculation of $M_s$ is not much influenced by the galactic shear or any other large-scale shear induced by non-turbulent motions. Therefore, like the DMA, the MM2 technique is local and, compared to the DCF, it can be used for a wider variety of astrophysical settings.

In the regime of the Velocity Gradient Technique, the ratio of gradient amplitude to gradient dispersion provides the expression $M_s/M_{A,\perp}$. In particular, the gradient observables could be related to the Mach numbers:

$$\sigma(\nabla I) \propto \begin{cases} M_s^2 & (M_s < 1) \\ M_s & (M_s > 1) \end{cases}$$

$$1 - R \propto \begin{cases} M_{A,\perp}^{-0.14 \pm 0.03} & (M_{A,\perp} < 1) \\ M_{A,\perp}^{-0.06 \pm 0.03} & (M_{A,\perp} > 1) \end{cases}$$

where $\nabla I/I$ is the gradient amplitude of normalized intensity (Yuen & Lazarian 2018) and $1 - R$ is the inverted variance for twice of the gradient angle orientation (Lazarian et al. 2018). This approach requires to use the unique properties of velocity gradients, namely, that the same volume of emitting gas is used both to find $M_s$ and $M_{A,\perp}$. As a result, using the Galactic rotation curve one can obtain the distribution of the value of the plane of sky component of galactic magnetic field at different distances from the observer. In fact, we can approximate Eq.52 into the combinations of gradient amplitude and gradient dispersion assuming $M_s > 1$:

$$B_{\perp} \propto C \Omega c_s \sqrt{4\pi \rho \sigma(\nabla I)(1-R)^{\beta} \quad (M_s > 1)$$

where the constant $C$ contains the proportionality constants related to the techniques in Yuen & Lazarian (2018); Lazarian et al. (2018). Moreover, $\beta = 1/0.14$ for $M_A < 1$ and $\beta = 1/0.06$ for $M_A > 1$ (See Eq.53). The sub-sonic formula can be obtained from similar manner. To test the relation Eq.54, we use the set of simulations "huge-0" to "huge-3" in Table 1 that has constant $c_s, \rho, M_s > 1, M_A < 1$ and we also put $\Omega = 1$. We plot the quantity $\Omega c_s M_s/M_A \sim c_s \sigma(\nabla I)(1-R)^{\beta}$ as a function of the Alfvén speed $v_A = \langle B \rangle/\sqrt{4\pi \rho}$ in Fig.9. From our expectation in Eq.54, we expect the slope of this plot to be exactly 1, and the fitting slope from the data points computed is 1.07. Moreover, we see that the relation holds true both for sub-Alfvénic and super-Alfvénic cases. This indicates that Eq.54, i.e. a combination of Eq.52 with Eq.3, would predict the magnetic field strength even only with the spectroscopic data available.

9.2. Application to synchrotron gradient measures

The traditional DCF technique and the new DMA one require the spectroscopic data. However, one may notice that the MM2 approach requires just the ratio of two Mach numbers, namely, $M_A$ and $M_s$. These Mach numbers were studied earlier in number of papers, including those employing synchrotron emission from turbulent volumes. For instance, fluctuations of turbulent magnetic field can be studied both

\footnote{The circular standard deviation of VGT is defined as $\sigma_{VGT} = \sqrt{-2 \ln(R)}$ if $R$ is known, i.e. $1 - R = 1 - e^{-\sigma_{VGT}^2/2}$. When $\sigma_{VGT}$ is small, $1 - R \sim \sigma_{VGT}^2/2$.}
The ability to deal with weakly compressible media (see Figure 1) is already an achievement that opens a way to obtain maps of the POS magnetic field strengths in many astrophysical media, e.g. in warm phase of the ISM.
velocity shear or magnetic field distortion of non-turbulent nature (see Figure 8).

To deal with the compressible media we proposed correcting procedures that account for velocity centroids representing the actual media velocities in a way that is affected by density fluctuations. This procedure requires more knowledge of the system, e.g., of the turbulence injection scale. This calls for the approach that includes the simultaneous studies of turbulence and magnetic field strengths. With the required input data, the DMA delivers accurate results also for compressible media (see Figure 5).

At the same time, our second approach to finding magnetic field strength by dividing the Alfvén and sonic Mach numbers obtained in channel maps opens a way of using galactic shear to map the 3D distribution of POS magnetic field strength. Our Figure 9 illustrates good ability of the MM2 technique to measure the strength of magnetic field in spectroscopic channel maps using velocity gradient data. It is advantageous that the MM2 technique can be also applied to synchrotron data in order to find the value of magnetic field which does not hinge on the assumption about relativistic electron energy density.

11. DISCUSSION

11.1. Relation to the Davis-Chandrasekhar-Fermi technique

If we study Eq. (35), we can notice that for the line of sight separations $L$ larger that the turbulent injection scale $L_{\text{inj}}$, this equation reverts to the DCF traditional expression as the structure function asymptotically approach the value of dispersions at scales larger than the turbulent injection scale. This is the limiting case proving that the transition from our new expression to the old DCF formulae takes place for large separations.

Provided that the structure functions of fluctuations of angle and velocity follow the same power-law one can see that the same ratio of the structure functions that existed at the large scale, i.e., the scale for which the traditional DCF technique works, should be present also at the small scales. This provision is not guaranteed, however. For example, for the case of super-Alfvénic turbulence, i.e., $M_A > 1$ the magnetic field structure function is expected to saturate at the scale $L_{\text{inj}} M_A^{-3}$, while the velocity structure function saturates only at the scale $L_{\text{inj}}$. While measuring these two saturation scales provides a new way of evaluating $M_A$, the practical determination of these scales may not be observationally easy. Indeed, the injection scales in most cases are comparable with the scales of the systems, e.g., galactic scale height for the galactic turbulence, molecular cloud size, for a molecular cloud. At the scales of the system it is difficult to get reliable statistics and, moreover, large-scale perturbations of non-turbulent nature are important.

An additional advantage of the DMA compared to the DCF is that it can be successfully used for studying cases when line broadening is sub-thermal. The separation of the velocity components into the thermal and non-thermal part is rather complicated for the lines which are dominated by thermal broadening. This limits the accuracy at which this process can be performed with the DCF. At the same time the DMA does not require such separation, as the structure function of centroids is not sensitive to the thermal part of the line (see Lazarian & Esquivel 2003; Esquivel & Lazarian 2005; Kandel et al. 2017a).

At the same time, the limitations of the DMA technique are related to the accuracy at which the fluctuations of velocity centroids and the fluctuations of polarization angles correctly reproduce the statistics of the velocities and magnetic field, respectively. To answer this question for a variety of interstellar conditions a detailed study is necessary. This is beyond the scope of this paper which aims at introducing the new technique. Within this paper, however, using numerical simulations we have demonstrated that the new technique provides a reliable recovery of the value of magnetic field for both incompressible media and compressible media as well as to the cases where the traditional DCF technique fails, namely, to the media subject velocity and magnetic field shear, as well as to the clouds where magnetic field directions are perturbed by self-gravity. We also suggested a recipe for correcting our estimates if more information about the turbulence at hand is available. Detailed studies of the effects of compressibility on the new technique will be provided elsewhere.

To avoid any misunderstanding, we would like to stress that the expression given by Eq. (35) provides a more general relation that is valid provided that centroids represent the turbulent velocity averaged along the line of sight. The situations the two statistics differ, additional studies should provide the correcting factors/functions $f$.

11.2. Measuring magnetic field within channel maps

In our quest for the ways of measuring magnetic field strength in a way different from the DCF approach, we also explored studying magnetic fields using channel maps in §9. Our DMA technique is not directly applicable to channel maps as it requires centroids that suppose integrating over velocities.

At the same time our earlier studies employing velocity gradients provide a way to use channel maps in order obtain the plane of the sky Alfvén Mach number and the sonic Mach number of turbulence. Using this new approach that we term Channel Magnetic Fields (CMF), by combining these two Mach numbers one can easily get the distribution of plane of sky magnetic field intensity.

We feel that this is very promising alternative way of obtaining magnetic 3D magnetic field distribution in interstellar medium with the 3D information coming from the galactic rotation curve.

11.3. Prospects of the DMA for inhomogeneous clouds

The traditional technique based on the DCF approach is developed to be applied to molecular clouds which have well defined boundaries. In this case the cloud has a well defined Doppler-broadened line with which the dispersion of velocities can be easily calculated and used together with the dis-
persion of polarization of angles to get the magnetic field using Eq. (3). By its construction DCF approach was meant to provide only the order of magnitude estimate of magnetic field strength.

Unlike DCF technique that uses global values of velocity dispersion and line broadening, the structure functions of centroids that our new technique employs are well defined entities that can be successfully employed for mapping magnetic field intensities. A similar situation arises in the inhomogeneous molecular clouds.

Structure functions, in general, have proven to be a better way for practical studies of turbulence. The possibility of removing large scale gradients and their independence of the choice of the mean value makes structure functions more robust statistical quantities compared with the correlation functions or the variance (Monin & Yaglom 1975). This is advantage is even more obvious for studies of inhomogeneous ISM and molecular clouds.

11.4. Studying super-Alfvenic turbulence

The DCF technique was suggested assuming that the fluctuations $\delta B$ are smaller than the mean field $B$. In terms of modern MHD turbulence theory this corresponds to the case of sub-Alfvenic turbulence (see Appendix A1).

If turbulent perturbations $\delta B > B$, the turbulence is super-Alfvenic (i.e. $M_A > 1$, see Appendix A2). In this case the measured directions of projected magnetic field are expected to be uniformly distributed. Naturally the dispersion of angles that is employed in DCF, in this case, is not meaningful. MM2 technique keeps can measure $M_A > 1$. However, the sensitivity of the technique is going to drop with the increase of $M_A$. At the same time, the DMA is not expected to have limitations in obtaining magnetic field strength for $M_A > 1$ studies. Indeed, as it is discussed in Appendix A2, at the scale $l_A = L_{\text{int},j} M_A^{-3}$ the turbulence transfers to the MHD regime and therefore the velocity and magnetic field fluctuations get related by the Alfvenic relation. Therefore, but measuring the velocity and magnetic field fluctuations at the scales $l < l_A$ one can successfully find the magnetic field strength. Note, that the structure functions of centroids and angles measured at the separation of lines of sight $l$ are mostly influenced by the correlations at the scale $l$. To increase the accuracy of measuring magnetic field strength additional procedures can be employed. Those include filtering of large scale contributions similar to what was applied to synthetic maps of super-Alfvenic turbulence in Lazarian et al. (2017). Use of the multi-point structure functions that we demonstrated in §7 can also improve the accuracy of the magnetic strength measurements.

This theoretical paper does not present detailed calculations relevant to magnetic field studies for super-Alfvenic turbulence. This is an important avenue for our new techniques to be explored numerically in future.

11.5. Measuring magnetic field in galactic HI

Apart of non-homogeneity of the sample, additional problems plug the measurements for the astrophysical objects. For instance, any regular motion of media with the velocity component that changes along the line of sight contributes to the velocity dispersion. Those motions can be caused by the rotation of the cloud or due to the media participating in the galactic rotation. The latter is the case of galactic atomic hydrogen, i.e. HI gas.

The velocity dispersion of LOS velocities in the case of galactic HI is determined by the Galactic rotation curve rather than the turbulent velocities of HI gas. In this situation, the DCF approach is not meaningful. At the same time, the statistics of the DMA measures is affected only at very large scales. Indeed, the latter measures the difference of velocities arising from the shear. The estimates in LP00 show that the shear of the turbulence and that of galactic rotation could get comparable at a scale of several kilo-parsecs, which is much larger than the expected scale of galactic turbulent motions. As a result, the galactic rotation can be disregarded and the DMA can be applied to get magnetic field strength in galactic HI.

11.6. Use of dust polarization and lines

Dust polarized emission is currently the major way of studying the directions of magnetic field in cold, warm ISM as well as in molecular clouds. We mentioned in this paper that this monopoly is coming to the end with the new way of magnetic field studies that use spectral lines. Some of the processes, e.g. Goldreich-Kylafis effect and Ground State Alignment, require measuring line polarization, some of them, e.g. velocity gradients, require just data on Doppler-shifted spectroscopic lines, e.g. velocity gradients. At the moment, the latter is the better studied way of measuring magnetic fields and is the main competitor to the dust polarization studies.

The advantages of obtaining the information about the magnetic field directions using lines is self-evident within the techniques of extracting the magnetic field strengths that are discussed in this paper. Indeed, both the DMA and the briefly discussed technique that uses velocity channels, i.e. CMF, use the same spectroscopic information both to obtain the variations of magnetic field directions and variations of turbulent velocity. This is in contrast to the use of dust polarization which distribution may not spatially coincide with the distribution of emitters used to study magnetic field.

When combined with spectroscopic data, measurements of magnetic field using polarization and gradients provide an enormous field for measuring the strength of magnetic field. In hot diffuse media the measurements of ground state alignment and velocity gradients may be most advantageous. In cold media, dust polarization and velocity gradients are promising.

---

9 The modification of the DCF proposed in Cho & Yoo (2016) is not informative for super-Alfvenic turbulence either. Unlike the assumptions in the technique, the correlation functions for the magnetic field and velocity have different characteristic scales, i.e. $L_{\text{int},j} M_A^{-3}$ and $L_{\text{int},j}$, respectively.
11.7. Synergy with Velocity Gradients Technique

Velocity Gradient Technique (VGT) is a new very promising development in the way magnetic fields can be studied. As we discuss in Appendix A, for Alfvén and slow modes that usually dominate MHD turbulence the VGT provides the directions that are coincident with the directions shown by the far-infrared polarization measurements. VGT has significant advantages compared to the traditional polarimetry. First of all, the regions corresponding to different spectral lines are spatially separate. For instance, some spectral lines are excited around luminous stars. In molecular clouds, different molecules are produced at different optical depths and this allows a way of obtaining the 3D distribution of the magnetic field structure within molecular clouds (Hu et al. 2019b). In addition, the galactic rotation provides a way to study 3D structure of magnetic field in galactic HI (González-Casanova & Lazarian 2018) as well as to study separately magnetic fields of molecular clouds along the same line of sight. In fact, this is the problem for polarimetric observations of most of molecular clouds within the galactic disk.

The VGT employs the sub-block averaging approach (Yuen & Lazarian 2017a) which degrades the spatial resolution of the original maps. However, this resolution can be high using ground-based observations and, especially, if interferometers are employed. The missing low frequency harmonics were considered as an impediment for the statistical obtaining the statistical estimates of the magnetic field strength (Houde et al. 2016). For our analysis this is not an impediment, as the structure functions are dominated by the turbulent signal at the scales of the study. Therefore the contributions from the large scales that are sampled by the interferometric data measured at small baselines is not important.

11.8. Domain of Applicability

The approach that we discuss in the paper is applicable only for the regions where both velocity dispersion and magnetic field bending arises from magnetic turbulence. For the parts of the molecular cloud that are dominated by the gravitational collapse one should not apply either our technique or the traditional DCF analysis. It is advantageous that using velocity gradients one can identify such regions. Indeed, the velocity gradients turn 90 degrees in the presence of the gravitational collapse (Yuen & Lazarian 2017b). This effect can be identified either by the 90 degree shift of the directions measured by polarization and the velocity gradients or by the changes of the properties of the distribution of gradients calculated within data block (Lazarian & Yuen 2018a).

11.9. DMA in high resolution data

The new technique is really timely these days where both polarimetry and velocity gradient field measurements can have high spacial resolution. This allows to measure more detailed statistics compared to the earlier days. In the paper above we show that using structure functions of both the fluctuations of projected magnetic field and the structure functions of velocity centroids one can get much more precise and detailed information about the magnetic field and its distribution over the turbulent astrophysical volume.

11.10. Importance of mode separation

Our study shows that the outcome of the magnetic field measurements by the technique depends on the composition of turbulence in terms of Alfvén, slow and fast modes. This is natural, as Alfvén modes dominate the bending of magnetic field lines, while all modes contribute to velocity fluctuations. Therefore to improve the accuracy of the technique it is advantageous to find the relative contribution of the modes. This is an important direction of further work, the foundations of which laid by the theoretical studies of the anisotropies induced by different MHD turbulence modes (LP12, KLP16).

12. CONCLUSION

The paper seeks the ways to measure the strength of magnetic field. Most of the study is devoted to a new way of measuring magnetic field strength that is based on using differential measures of both velocity and magnetic field fluctuations. For these differential measures we use the structure functions of velocity centroids and the structure functions of variations of the direction of magnetic field. These variations of projected magnetic field can be obtained through polarization measurement or by velocity gradients. We derived analytical expressions for the strength of magnetic field for Alfvénic modes of MHD turbulence as well as the admixture of Alfvénic and slow modes.

We demonstrate that the differential measures provide significant advantages compared to the global values of dispersion that is used in the traditional Davis-Chandrasekhar-Fermi (DCF) approach to measuring magnetic field strength. The technique shows further promise when use of multi-point structure functions. These advantages of the new technique, that we termed Differential Measure Analysis (DMA), can be briefly summarized in the following way:

- DMA can be applied to data for which the dispersion of dispersion at the injection scale is not available or data inhomogeneity and interfering processes not related to the turbulent cascade are present. As the DMA is applied to smaller patches of the sky, unlike DCF, it can provide a detailed distribution of the plane of the sky component of magnetic field.
- This type of measurements is much less affected either by the large scale variations of magnetic field directions. This opens a way to getting magnetic field strength in the settings for which the DCF approach is not applicable, i.e. to highly inhomogeneous clouds, to clouds where magnetic field geometry is affected by self-gravity, in clouds with super-Alfvénic turbulence.
- The new technique is capable of measuring magnetic field strength in the situations when the Doppler broadening is dominated by the shear arising from velocities of non-turbulent nature, as it is the case of HI.
Table 2. Regimes and ranges of MHD turbulence.

| Type of MHD turbulence | Injection Range of scales | Motion Ways |
|------------------------|--------------------------|-------------|
| Weak                   | $V_L < V_A$              | wave-like   |
| Strong                 | $V_L < V_A$              | analytical  |
| sub-Alfvénic           | $[l_{trans}, l_{diss}]$  | eddy-like   |
| Strong                 | $V_L > V_A$              | numerical   |

$L_{inj}$ and $l_{diss}$ are injection and dissipation scales, respectively.

$M_A \equiv u_L/V_A$, $l_{trans} = L_{inj}M_A^2$ for $M_A < 1$ and $l_a = L_{inj}M_A^{-3}$ for $M_A > 1$.

in galactic disk. If velocity gradients are used to map magnetic field, this provides a unique way for studying the 3D distribution of magnetic field strengths.

In addition, in the paper we explored another way of probing the strength of POS magnetic field by using the ratio of sonic and Alfven Mach numbers, i.e. $M_s$ and $M_{A,\perp}$. This technique that we termed MM2, is very promising for finding the distribution of magnetic field strength using spectroscopic velocity channel maps. The VGT approach was demonstrated to be capable of obtaining the distribution of $M_{A,\perp}$ related to the POS component of magnetic field. To find $B_{\perp}$ we proposed to combine this with the distribution of sonic Mach number that we obtain either by using velocity gradients or other PDF-based techniques. The ratio of the two Mach numbers provides us with the magnetic field strength $B_{\perp}$. Compared to the DCF technique this way of magnetic field study provides:

- a detailed distribution of the plane of sky magnetic field strength;
- 3D distribution of plane of sky magnetic field galactic disk magnetic fields, if galactic rotation curve is employed;
- the 3D distribution $B_{\perp}$ strength in molecular clouds if a combination of emission lines arising from molecular species formed at different optical depths is used.

We argued that the extension of the MM2 technique for studies of magnetic field strength using synchrotron intensity and synchrotron polarization gradients, as well as density gradients can bring new ways of probing the distribution of magnetic field in turbulent media.
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APPENDIX

A. DESCRIPTION OF COMPRESSIBLE MHD TURBULENCE

In this section we briefly summarize the scaling laws for compressible MHD turbulence as we did in Lazarian et al. (2018). If the energy is injected with the injection velocity $V_L$ that is less than the Alfven speed $V_A$, the turbulence is sub-Alfvénic. The illustration of turbulence scalings for different regimes can be found in Table 2. We briefly describe the regimes below. A more extensive discussion can be found in the review by Brandenburg & Lazarian (2013).

A.1. Sub-Alfvénic Turbulence

In the case the Alfvenic Mach number $M_A = V_L/V_A < 1$. The turbulence in the range from the injection scale $L_{inj}$ to the transition scale

$$l_{trans} = L_{inj}M_A^2$$

(A1)
is termed the weak Alfvénic turbulence. This type of turbulence keeps the \( l_\parallel \) scale stays the same while the velocities change as \( v_\perp \approx V_L(l_\perp/L_{inj})^{1/2} \) (Lazarian & Vishniac 1999). The cascading results in the change of the perpendicular scale of eddies \( l_\perp \) only. With the decrease of \( l_\perp \) the turbulent velocities \( v_\perp \) decreases. Nevertheless, the strength of non-linear interactions of Alfvénic wave packets increases (see Lazarian 2016). Eventually, at the scale \( l_{\text{trans}} \), the turbulence turns into the strong regime which obeys the GS95 critical balance.

The situations when the \( l_{\text{trans}} \) is less than the turbulence dissipation scale \( l_{\text{diss}} \) require \( M_A \) that is unrealistically small for the typical ISM conditions. Therefore, typically the ISM turbulence transits to the strong regime. If the telescope resolution is enough to resolve scales less than \( l_{\text{trans}} \), then we should observe the signature of strong turbulence in observation.

The anisotropy of the eddies for sub-Alfvénic turbulence is larger than in the case of trans-Alfvénic turbulence described by GS95. The following expression was derived in LV99:

\[
l_\parallel \approx L_{\text{inj}} \left( \frac{l_\perp}{L_{\text{inj}}} \right)^{2/3} M_A^{-4/3} \tag{A2}
\]

where \( l_\parallel \) and \( l_\perp \) are given in the local system of reference. For \( M_A = 1 \) one returns to the GS95 scaling. The turbulent motions at scales less than \( l_{\text{trans}} \) obey:

\[
v_\perp = V_L \left( \frac{l_\perp}{L_{\text{inj}}} \right)^{1/3} M_A^{1/3}, \tag{A3}
\]

i.e. they demonstrate Kolmogorov-type cascade perpendicular to local magnetic field.

In the range of \([L_{\text{inj}}, l_{\text{trans}}]\) the direction of magnetic field is weakly perturbed and the local and global system of reference are identical. Therefore the velocity gradients calculated at scales larger than \( l_{\text{trans}} \) are perpendicular to the large scale magnetic field. While at scales smaller than \( l_{\text{trans}} \) the velocity gradients follow the direction of the local magnetic fields, similar to the case of trans-Alfvénic turbulence that we discuss in the main text.

A.2. Super-Alfvénic Turbulence

If \( V_L > V_A \), at large scales magnetic back-reaction is not important and up to the scale

\[l_A = L_{\text{inj}} M_A^{-3} \quad \text{,} \tag{A4}\]

the turbulent cascade is essentially hydrodynamic Kolmogorov cascade. At the scale \( l_A \), the turbulence transfers to the super-Alfvénic turbulence described by GS95 scalings, i.e. anisotropy of turbulent eddies start to occur at scales smaller than \( l_A \).

The velocity gradients at the range from the injection scale \( L_{\text{inj}} \) to \( l_A \) are determined by hydrodynamic motions and therefore are not sensitive to magnetic field. The contribution from these scales is better to remove using spacial filtering. For scales less than \( l_A \) the gradients reveal the local direction of magnetic field, as we described e.g. in Yuen & Lazarian (2017b); Lazarian et al. (2017). For our numerical testing we are limited in the range of \( M_A > 1 \) that we can employ. Two In the case when \( M_A \) is sufficiently small, the scale \( l_A \) will be comparable to the dissipation scale \( l_{\text{diss}} \) and therefore the inertial range will be entirely eliminated. From the theoretical point of view, there are no limitations for tracing magnetic field within super-Alfvénic turbulence provided that the telescope or interferometer employed resolves scales less than \( l_A \) and \( l_A > l_{\text{diss}} \).

A.3. Cascades of fast and slow MHD modes

In compressible turbulence, apart from Alfvénic motions, slow and fast fundamental motion modes are present (see Biskamp 2003). These are compressible modes and their basic properties are described e.g. in Brandenburg & Lazarian (2013).

In short, the three modes, Alfvén, slow and fast modes have their own cascades (see Cho & Lazarian 2002, 2003). Alfvénic eddy motions shear density perturbations corresponding to the slow modes and imprint their structure on the slow modes. Therefore the anisotropy of the slow modes mimic the anisotropy of Alfvén modes, the fact that is confirmed by numerical simulations for both gas pressure and magnetic pressure dominated media (Cho & Lazarian 2003; Kowal & Lazarian 2010). Therefore the both velocity and magnetic field gradients are perpendicular to the local direction of magnetic field. This is confirmed in numerical testing in (Lazarian & Yuen 2018a).

Fast modes for gas pressure dominated media are similar to the sound waves, while for the media dominated by magnetic pressure are waves corresponding to magnetic field compressions. In the latter case, the properties of the fast mode cascade were identified in Cho & Lazarian (2002). The gradients arising from fast modes are different from those by Alfvén and slow modes as shown in (Lazarian & Yuen 2018a). However, both theoretical considerations and numerical modeling (see Brandenburg & Lazarian 2013) indicate the subdominance of the fast mode cascade compared to that of Alfvén and slow modes. In addition, in realistic ISM at small scales fast modes are subject to higher damping (see Yan & Lazarian 2004; Brunetti & Lazarian 2007). In numerical simulations (Lazarian & Yuen 2018a) the velocity gradients calculated with Alfvénic modes only were indistinguishable from those obtained with all 3 modes present.
B. GRADIENT TECHNIQUE AND RELATION TO POLARIZATION

The gradient technique has different branches. To study magnetic field structure one can use gradients of velocities (Yuen & Lazarian 2017a,b; Lazarian & Yuen 2018a), gradients of synchrotron intensities (Lazarian et al. 2017) and gradients of synchrotron polarization (Lazarian & Yuen 2018b). In addition, to get additional information about interstellar processes density gradients can also be used (Yuen & Lazarian 2017b; Hu et al. 2019c).

In the original development of Yuen & Lazarian (2017a), they modelled the gradient orientation distribution as a Gaussian-like function. In Lu et al. (2019) they point out that the Gaussian modelling is not accurate in the theoretical point of view. We feel that the gradient approach from Lu et al. (2019) would be better describing the behavior of velocity gradients and would be complementary in the discussion of tracing magnetic field strength by the products on VGT. Therefore we shall discuss how the approach in Lu et al. (2019) would be beneficial in improving the gradient technique. We follow the approach that we first introduced in Lu et al. (2019).

For a gradient of a random field \( f(X) \) one can consider the gradient covariance tensor

\[
\sigma_{\nabla_i \nabla_j} \equiv \langle \nabla_i f(X) \nabla_j f(X) \rangle = \nabla_i \nabla_j D(R) |_{R \to 0}, \tag{B5}
\]

which is the zero separation limit of the second derivatives of the field structure function \( D(R) \equiv \langle (f(X + R) - f(X))^2 \rangle \).

MHD turbulence is anisotropic and this makes the structure function of the corresponding observables dependent on the angle between \( R \) and the projected direction of the magnetic field. This was studied in Lazarian & Pogosyan (2012) for synchrotron, or by the deconvolution method described from et al. (2016) for velocity channel intensities and Kandel et al. (2017a) for velocity centroids. This anisotropy is present in the limit \( R \to 0 \) and results in non-vanishing traceless part of the gradient co-variance tensor

\[
\sigma_{\nabla_i \nabla_j} - \frac{1}{2} \sum_{i=1,2} \sigma_{\nabla_i \nabla_i} = \frac{1}{2} \left( \begin{array}{cc} \nabla_x^2 D(R) & 2 \nabla_x \nabla_y D(R) \\ 2 \nabla_x \nabla_y D(R) & \nabla_y^2 D(R) \end{array} \right) \neq 0, \tag{B6}
\]

The eigen-direction of the tensor corresponding to the largest eigenvalue provides the direction of the gradient that makes an angle \( \theta \) with the coordinate x-axis

\[
\tan \theta = \frac{2 \nabla_x \nabla_y D}{\sqrt{(\nabla_x^2 D - \nabla_y^2 D)^2 + 4 (\nabla_x \nabla_y D)^2 + (\nabla_y^2 - \nabla_x^2) D}}. \tag{B7}
\]

The structure function can be presented as a Fourier integral

\[
D(R) = - \int dK \ P(K) e^{i \mathbf{K} \cdot \mathbf{R}}, \tag{B8}
\]

where \( P(K) \) is a power spectrum and \( K \) is a 2D wave vector. If the direction of \( K \) is defined by angle \( \theta_K \) and that of the projected magnetic field by angle \( \theta_H \), one can write for the spectrum

\[
P(K) = \sum_n P_n(K) e^{i n (\theta_H - \theta_K)} \tag{B9}
\]

and for the derivatives of the structure function

\[
\nabla_i \nabla_j D(R) = \sum_n \int K^3 P_n(K) \int d\theta_K e^{i n (\theta_H - \theta_K)} e^{i K \cdot R \cos(\theta_H - \theta_K)} \hat{K}_i \hat{K}_j, \tag{B10}
\]
where hat denotes unit vectors, namely \( \hat{K}_x = \cos \theta_K \) and \( \hat{K}_y = \sin \theta_K \). Integrating over \( \theta_K \), one obtains the anisotropic part

\[
(\nabla_x^2 - \nabla_y^2) D(R) = 2\pi \sum_n n e^{in(\theta - \theta_H)} \times
\]

\[
\times \int dK J_n(kR) \left( P_{n-2}(K)e^{i2\theta_H} + P_{n+2}(K)e^{-i2\theta_H} \right)
\]

\[
\nabla_x \nabla_y D(R) = \pi \sum_n (n+1) e^{in(\theta - \theta_H)} \times
\]

\[
\times \int dK J_n(kR) \left( -P_{n-2}(K)e^{i2\theta_H} + P_{n+2}(K)e^{-i2\theta_H} \right)
\]

In the limit \( R \to 0 \), only \( n = 0 \) term for which \( J_0(0) = 1 \) survives and

\[
(\nabla_x^2 - \nabla_y^2) D(R) = \left[ 2\pi \int dK K^3 P_2(K) \right] \cos 2\theta_H
\]

\[
2\nabla_x \nabla_y D(R) = \left[ 2\pi \int dK K^3 P_2(K) \right] \sin 2\theta_H
\]

Notice that anisotropy of the gradient variance is determined by the quadrupole of the power spectrum (and structure function). Substituting this result into Eq.B7, we find that the eigen-direction of the gradient variance has the form

\[
\tan \theta = \frac{A \sin 2\theta_H}{|A| + A \cos 2\theta_H} = \begin{cases} \tan \theta_H & A > 0 \\ -\cot \theta_H & A < 0 \end{cases}
\]

and is either parallel or perpendicular to the direction of the magnetic field, depending on the sign of \( A \propto \int dK K^3 P_2(K) \), i.e. the sign of the spectral quadrupole \( P_2 \). Results of Kandel et al. (2017a) show that \( A \) is negative for Alfvén and slow modes, which thus give gradients orthogonal to the magnetic field. In contrast, fast modes in low-\( \beta \) plasma produce positive \( A \) plasma and gradients parallel to the magnetic field. Fast modes in high-\( \beta \) plasma are purely potential and isotropic and have no preferred direction for the gradients.

Since the direction of the magnetic field that we aim to track is unsigned, it is appropriate to describe it as an eigen-direction of the rank-2 tensor, rather than a vector. This naturally leads to the mathematical formalism of Stokes parameters. As the local estimator of the angle \( \theta \) via the gradients, we can introduce pseudo-Stokes parameters

\[
\tilde{Q} \propto (\nabla_x f)^2 - (\nabla_y f)^2 \propto \cos 2\theta
\]

\[
\tilde{U} \propto 2\nabla_x f \nabla_y f \propto \sin 2\theta
\]

so that

\[
\frac{\tilde{U}}{\tilde{Q}} = \tan 2\theta \sim \tan 2\theta_H
\]

In the next section, we describe the exact procedure for the estimator that we use in this paper.

The pseudo Stokes parameters naturally connect the gradient techniques with polarization studies. More exactly, both for synchrotron (Lazarian & Pogosyan 2012; Kandel et al. 2018) and thermal dust emission (Clark et al. 2015; Caldwell et al. 2017; Kandel et al. 2018, see Crutcher 2010 and ref. therein), we expect the true polarization Stokes parameters to be

\[
Q \propto \int dz (H_x^2 - H_y^2) \propto \cos 2\theta_H
\]

\[
U \propto \int dz 2H_x H_y \propto \sin 2\theta_H
\]

Thus, the pseudo Stokes parameters constructed from the gradients can be directly compared with Stokes parameters that probe polarized emission in magnetized medium.

C. Cho & Yoo (2016) MODIFICATION TO THE DCF TECHNIQUE

If magnetic field variations are measured from polarization measurements and the \( \delta v_{\text{los}} \) is determined through spectroscopic Doppler shift measurements, the corresponding expression is given by DCF expression. Their expression trivially follows from Eq.(3) substituting \( M_A \sim \delta B / B \sim \delta \theta_{\text{pol}} \):

\[
B_{\text{POS}} = f \sqrt{\frac{\delta v_{\text{los}}}{\delta \theta_{\text{pol}}}}
\]
where the range of empirically adopted value of $f$ is $\sim 0.5 - 2$ (See §6.3).

The study by Cho & Yoo (2016) was intended to improve the accuracy of the DCF approach without changing the nature of the measurements to be performed. Similar to DCF, the authors were considering the magnetic and velocity fluctuations at the injection scale. However, it was noted by Cho & Yoo (2016) that Eq C21 must be corrected to deal with the case when the injection scale of turbulence $L_{\text{inj}}$ is less than the extend of the line of sight $L$ within the emitting turbulent volume. To explain the problem, consider a setting with mean magnetic field being along $x$-direction in the plane of the sky and the magnetic field fluctuation $\delta B_y$ is along $y$-direction. If the 3D magnetic field is $b_{\text{reg}}$, it is adds up linearly along the line of sight and therefore the observed $B_x$ is $\int \delta B_y dx \approx b_{\text{reg}} L$. On the contrary, the fluctuating magnetic field $b_{\text{turb}}$ with correlation scale $L_{\text{inj}}$ is added up in the random walk fashion with $\delta B_y$ providing $\int \delta B_y dx \approx b_{\text{turb}} \sqrt{L_{\text{inj}}/L}$. As a result an additional factor enters the $\delta B_y/B_x$ ratio, namely, the observed fluctuation gets reduced by a factor $\approx \sqrt{L_{\text{inj}}/L}$.

To account for this factor, Cho & Yoo (2016) considered the ratio of the line of sight velocity and the centroid velocity. The latter is given by Eq. (4), while the former is the usual $\delta v_{\text{los}}$ arising from the velocity dispersion at the scale $L_{\text{inj}}$. The velocity measured by centroids is, on the contrary $\delta C = \int \delta v_{\text{los}} dx/L \approx \delta v_{\text{los}} \sqrt{L_{\text{inj}}/L}$. As a result, if $\delta v_{\text{los}}$ is substituted by the dispersion of Velocity Centroid $\delta C$ the Eq. (C21) can be used both for the case of $L \sim L_{\text{inj}}$ and $L \gg L_{\text{inj}}$. In other words, the expression

$$B_{\text{POS}} \approx f' \sqrt{4\pi \rho \delta C / \delta \theta_{\text{pol}}}$$

(D22)

with some other constant $f'$ related to the angle of projections. Eq.C22 has a wider range of applications than the original DCF expression as they show in the series of numerical works (Cho & Yoo 2016; Yoon & Cho 2019; Cho 2019). In particular, the magnetic field strength computed based on Eq.C22 would not depend on $L_{\text{inj}}/L$ ratio. In comparison, the DCA technique uses the differential measures and it does not require measurements at the turbulence injection scale.

D. DEPENDENCE ON $\gamma$ IN DCF FORMULA FOR ALFVENIC TURBULENCE

In this section we shall discuss how the line of sight angle come into play in estimating the total magnetic field strength provided that the mean magnetic field inclination angle is given. We shall discuss the possibility of obtaining this inclination angle in a full manner in Yuen & Lazarian (2020c) but in fact in Yuen & Lazarian (2020c) our study shows a rather non-trivial dependence on the angle $\gamma = \cos^{-1} (\hat{B} \cdot \hat{z})$ between the mean magnetic field and the line of sight $\hat{z}$. In fact, the condition that the following argument could hold is to have the inclination angle $\gamma_{\text{inc}} > 4 \tan^{-1} (M_A/\sqrt{3})$. Below we shall discuss how DCF approach should be modified if we assume that the turbulence has only Alfvénic component.

A natural modification on estimating the total magnetic field strength is to introduce a $\sin \gamma_{\text{inc}}$ factor to compensate the projection effect:

$$B = \sqrt{4\pi \rho \delta v_z / \delta \phi \sin \gamma_{\text{inc}}}$$

(D23)
However as we shall discuss in Yuen & Lazarian (2020c) in detail, the aforementioned formula is correct only when $\gamma_{inc} > 4 \tan^{-1}(M/A/\sqrt{3})$. Figure 10 shows an example on using Eq. D23 when we rotate the numerical cube "Ms20.0Ma0.2" by 5 degrees each. We can see that the total magnetic field strength could be estimated only when $\gamma_{inc} > 4 \tan^{-1}(M/A/\sqrt{3})$. The reason on why there is a lower bound for $\gamma_{inc}$ is because the turbulent component shall dominate over the mean field component when $\gamma_{inc} < 4 \tan^{-1}(M/A/\sqrt{3})$, resulting an underestimation of mean magnetic field strength in this regime.
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