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Abstract

Real-world autonomous driving datasets comprise of images aggregated from different drives on the road. The ability to relight captured scenes to unseen lighting conditions, in a controllable manner, presents an opportunity to augment datasets with a richer variety of lighting conditions, similar to what would be encountered in the real-world. This paper presents a novel image-based relighting pipeline, SIMBAR, that can work with a single image as input. To the best of our knowledge, there is no prior work on scene relighting leveraging explicit geometric representations from a single image. We present qualitative comparisons with prior multi-view scene relighting baselines. To further validate and effectively quantify the benefit of leveraging SIMBAR for data augmentation for automated driving vision tasks, object detection and tracking experiments are conducted with a state-of-the-art method, a Multiple Object Tracking Accuracy (MOTA) of 93.3\% is achieved with CenterTrack on SIMBAR-augmented KITTI - an impressive 9.0\% relative improvement over the baseline MOTA of 85.6\% with CenterTrack on original KITTI. Both models trained from scratch and tested on Virtual KITTI. For more details and sample relit datasets, please visit our project website (https://simbarv1.github.io).

1. Introduction

A lack of diversity in lighting conditions is a known issue with manually collected real-world autonomous driving datasets [1, 3, 14, 18]. For example, KITTI [18] has video sequences captured only during noon, with similar lighting and shadow conditions across different sequences. More recent datasets [32, 37, 59], one such as BDD100K [59], are comparatively better in terms of diversity and have images captured during multiple times of the day. Still, between images collected from the same drive, there are minimal changes in lighting conditions. Furthermore, attempting to acquire data for all types of lighting conditions is implausible both in terms of time and money.

This lack of diversity in lighting conditions and by extension, the shadows present within a scene, often serves as a crucial roadblock in successful real-world deployment of perception models for safety-critical automated driving applications. Models trained with limited lighting conditions are unable to generalize to the plethora of lighting conditions encountered in the real-world [26, 28]. The ability to relight existing datasets in a controllable manner presents an opportunity to develop improved perception models.

However, scene relighting, in the absence of depth sensors, is an extremely difficult vision task. It implicitly comprises of three main sub-tasks: shadow detection [10, 25, 53], removal [23, 24, 53] and insertion [61]. Of these, shadow removal and insertion are most challenging because shadows blend tightly with the source object geometry [2, 15]. This coupling makes it difficult to separate the shadow from its parent object without a strong 3D ge-
omeric understanding of the scene [4, 8, 20]. To address this, most prior scene relighting methods rely on multiple camera views of the source lighting condition to estimate the 3D scene geometry [42, 49, 62]. The relatively few prior methods that can work with a single image are based on Generative Adversarial Networks (GANs) [6]. GANs are known to be difficult to train [31, 38], limited in controllability [52], and often produce results that are physically inconsistent with scene geometry [16]. To the best of our knowledge, there is no prior work on controllable scene relighting using a single input image.

This paper presents a novel Single IMage-BAxed scene Relighting pipeline, SIMBAR. It takes a single image as input and produces relit versions for a wide variety of scene positions and sky zeniths, as shown in Fig. 1. The top two rows show relit results from the Div2k [1]. Div2k is an internet-scraped dataset with images of a wide variety of object classes, that SIMBAR is able to effectively relight. The first row shows realistic variations in sky colors, shadow orientations, and consistent cast shadow locations and light intensities for an outdoor scene with complex structures. The second row is a challenging low-light desert scene. SIMBAR cleanly removes existing hard cast shadows of the rock in the foreground and realistically recasts geometrically consistent shadows for the provided sun angle. Additionally, the mountainous landscape in the horizon has also been effectively relit. The third and fourth rows also show geometrically consistent and visually realistic relit versions of a KITTI road driving scene and a tunnel/underpass scene from BDD100K respectively. Most notable is the variation in hard cast shadows of the tunnel in the BDD100K example and the two cars in the KITTI example.

SIMBAR consists of two main modules: (i) geometry estimation and (ii) image relighting. The geometry estimation module is responsible for computing scene mesh proxy and illumination buffers. We are inspired by WorldSheet [22] to use external depth networks to obtain a scene mesh. Note that WorldSheet is a novel view synthesis pipeline that does not have relighting purpose. The image relighting module is inspired by prior work on multi-view scene relighting using a geometry aware network [42], referred to as MVR for brevity. Section 3.1 provides a short overview of Single Image-Based Scene Geometry Estimation and MVR, followed by a detailed description of SIMBAR’s pipeline description in Section 3.2. Our work is closest in terms of goals and overall pipeline structure to MVR. Therefore, scene relighting comparisons are provided with both out-of-the-box MVR and its improved version, MVR-I, where we refined MVR for autonomous driving datasets with limited views, in Section 3.4. Across the board, SIMBAR provides significantly more realistic and geometrically consistent relit images, even though it takes as input a single image, as compared to MVR/MVR-I that take as input multiple images of the same scene.

Another major limitation of all prior works on scene relighting is the lack of a quantitative evaluation of the effectiveness of scene relighting in augmenting vision datasets. In the absence of such a metric, the real-world applicability and usefulness of any scene relighting methodology cannot be established. To address this, in Section 4, we perform image relighting-based data augmentation experiments with a state-of-the-art object detection and tracking network, CenterTrack [64]. Section 4.1 provides a detailed overview of our experiment setup. We train three different CenterTrack models on: (i) original KITTI tracking dataset with 21 real-world sequences captured at noon; (ii) augmented KITTI with MVR-I relit sequences; and (iii) augmented KITTI with SIMBAR relit sequences. All models are tested on Virtual KITTI (vKITTI) [17], which consists of clones of real KITTI sequences in a variety of lighting conditions. Section 4.2 shows that CenterTrack models augmented with relit KITTI images (from either MVR-I or SIMBAR) consistently outperform the baseline CenterTrack model. Specifically, the CenterTrack model trained on KITTI augmented with SIMBAR achieves the highest Multiple Object Tracking Accuracy (MOTA) of 93.3% - a 9.0% relative improvement over the baseline MOTA of 85.6%. This model also achieves the highest Multiple Object Detection Accuracy (MODA) of 94.1% - again an impressive 8.9% relative improvement over the baseline MODA of 86.4%.

To summarize, the main contributions of this paper are:

1. A novel single-view image-based scene relighting pipeline, called SIMBAR, that offers lighting controllability without the need for multi-perspective images.
2. Single image-based geometry estimation via adapting dense prediction transformer monodensity model and better representation of far-away background objects.
3. An improved version of MVR [42], called MVR-I, with fewer artifacts and smoother surfaces in the generated mesh for road driving scenes with limited views, resulting in more realistic relit images.
4. Qualitative evaluation and comparison of scene relighting results using MVR, MVR-I and SIMBAR, on multiple automated driving datasets, such as KITTI [18] and BDD100K [59].
5. Quantitative evaluation of the effectiveness of augmenting the popular KITTI 2D tracking dataset using SIMBAR and MVR-I for simultaneous object detection and tracking using CenterTrack.

2. Related Work

Our work is closely related to the fields of novel view synthesis [34, 47, 54], 3D reconstruction [9, 56, 57], and physics-based differentiable rendering [29, 41]. Given the direct connection between the relighting task and scene geometry [12, 60, 65], we split the related work into two broad
categories: (i) implicit approaches learning geometric priors and encoding them into a model; and (ii) explicit approaches leveraging multiple views of the input scene to generate a 3D mesh to apply rendering and image processing techniques upon. While explicit approaches provide better controllability and geometrically consistent shadows, their multi-view prerequisite inhibits their application to most automated driving datasets. This is due to the unique challenge of limited views from a front-facing car camera, compounded by high scene complexity of ever-moving cars and pedestrians. Our work falls in the explicit category, while leveraging insights from the implicit approaches.

2.1. Using Implicit Geometric Representations

Both Generative Adversarial Networks (GANs) [21] and Neural Radiance Fields (NeRFs) [35] have explored scene relighting. As is typical of GANs, the shadow manipulation network from [6] struggles to maintain geometric consistency and is difficult to train, thus resulting in conservative relighting effects. This also occurs for GANs that focus on image-to-image translation and ignore geometric priors [11, 16]. The recent success of NeRF-based methods for novel view synthesis has naturally resulted in their application to the scene relighting task as well. Rather than querying an explicit scene geometry, NeRFs encode the scene into a multilayer perceptron (MLP) [33], which takes as input a viewing direction and location to output color and density values, that are then used for volumetric rendering [39, 40]. At training time, many different views of a static scene are given to the network to learn the scene geometry. At test time, the input viewing direction and location are used to render the scene with accurate lighting and shadows. Recent works have repurposed NeRFs for scene relighting by modeling the surface material and reflectance properties [3, 49, 62]. However, such methods face a significant computational roadblock in their application to automated driving datasets with dynamic scenes, since each scene requires training a different model.

2.2. Using Explicit Geometric Representations

Combining Structure-from-Motion with Multi-View Stereo (SFM+MVS) is a common way of modeling scene geometry. It relies on feature matching across images captured from different views of a single scene of interest. After the application of SFM+MVS, bundle adjustment [51] can be used to generate a 3D point cloud, as is the case in COLMAP [45, 46]. The point cloud allows for application of traditional mesh reconstruction techniques, such as Delaunay [7] or Poisson [30] reconstruction, to generate an explicit geometric representation of the scene. Vision tasks that utilize geometric priors, such as novel view synthesis, can take advantage of such an explicit scene representation [44, 58]. The mesh can also be applied towards scene relighting tasks, as explored by [42]. In their work, physics-based rendering is used to approximate shadow locations using the generated mesh, with an additional network for shadow refinement. The relighting results are realistic and geometrically consistent. However, this method is severely limited in its application to a wide variety of datasets. For example, limited views and dynamic scenes result in failed mesh reconstruction [27]. In the case of relatively simpler and restricted datasets, such as human portraits, image relighting using a single view has been successful, owing to the high similarity in structure across facial data [36, 63]. However, the same is not true for datasets of outdoor scenes, which contain a wider variety of structure and content [13].

3. Single Image-Based Scene Relighting

Our proposed pipeline, SIMBAR, models the scene as a 3D mesh to explicitly represent scene geometry. Physics-based rendering is then used in conjunction with a shadow refinement network to produce realistic shadow maps. The original image can be composited with the target shadow maps to form the final relit output. Such an approach addresses the limitations posed by prior works on multi-view scene relighting and can generalize across scenes.

3.1. Preliminaries

3.1.1 Single Image-Based Scene Geometry Estimation

To solve the multi-view limitations of SFM+MVS-based mesh reconstruction, we have been inspired by WorldSheet [22] to use external depth for scene geometry estimation in order to perform single image-based mesh reconstruction. Note that the underlying ideas for the overall WorldSheet and SIMBAR pipelines are completely different. WorldSheet is a differentiable rendering pipeline, trained end-to-end for novel view synthesis, while SIMBAR is designed to manipulate existing views with various shadows cast.

For scene mesh formation, external depth predictions are treated as ground truth, thus requiring no predictions for grid offsets in the $x$ and $y$ direction. Let $z_{w,h}$ be the depth prediction at the corresponding sheet coordinate $(w, h)$ and $x_{w,h}$ and $y_{w,h}$ are simply linearly spaced samples in the Normalized Device Coordinates (NDC) space from $[0, 1]$, with the camera placed at the origin. Given a fixed size of the mesh sheet of $129 \times 129$, depth predictions are grid-sampled to account for differences in resolution. With FoV angle, $\theta_F$, this gives the following equation for forming the vertex coordinates:

$$V_{w,h} = \begin{bmatrix} z_{w,h} & x_{w,h} & \tan(\theta_F/2) \\ z_{w,h} & y_{w,h} & \tan(\theta_F/2) \\ z_{w,h} & \end{bmatrix}$$

Grid edges that connect neighboring vertices form the mesh faces [22]. The faces are then smoothed with a Laplacian function [48] for the final output mesh.
3.1.2 Geometry Aware Multi-View Relighting

Encoding the scene geometry priors and the relationship between scene geometry and lighting effects is an established method of providing strong signals to shadow removal and synthesis networks [35, 42, 62]. The image relighting networks in SIMBAR follow MVR [42], in which a set of geometric priors are leveraged as inputs in addition to the source image. A set of input buffers, \( I_B \), are generated which consists of normal maps, reflectance maps, and refined shadow maps. The normal map encodes the surface normals at each pixel. The reflectance map is a dot product between the surface normals and sun directions. To obtain refined shadow maps, a set of coarse RGB shadow maps are used as inputs to two shadow refinement networks - one each for the source and target lighting condition. These coarse RGB shadow map are created from rays cast onto a 3D mesh of the scene to generate shadow locations. For each ray that intersects the mesh and casts a shadow, let \( m_i \) represent the point of intersection. The coordinates of \( m_i \) can be re-projected to find the corresponding 2D image pixel and its RGB value. The latter is encoded in the shadow maps to create RGB shadow maps. Encoding the RGB value that corresponds to the object that cast the shadow can help the shadow refinement networks correct the errors made by the 3D mesh reconstruction, in order to produce final refined shadow maps for the relighting network.

To finish the relighting process, a third network is used in combination with the shadow refinement networks. All of them are pre-trained on synthetically rendered data. Given the input image and RGB shadow maps for the source and target lighting conditions, the source and target shadow refinement networks attempt to refine the shadow maps to correct for errors in the mesh construction. This is followed by the final relighting network that takes in both the scene priors and refined shadow maps to produce the relit output.

3.2. Method Description: SIMBAR

Most prior scene relighting methods [42, 49, 62] require multiple images with different viewpoints. In contrast, SIMBAR leverages monocular depth estimation to obtain geometry approximation. SIMBAR is modular with two distinct components, geometry estimation and image relighting. The full pipeline is shown in Fig. 2. The geometry estimation module (a) represents the scene as a 3D mesh, which allows for a variety of informative priors to be generated for the image relighting module (b). This allows for a novel system design of a single image-based scene relighting that leverages explicit geometric scene representations.
### 3.2.1 Geometry Estimation Component

The geometry estimation module in SIMBAR generates a 3D scene mesh \( M \), from a single input image \( I \), as shown in Fig. 2. This is in direct contrast to MVR, which relies on SFM+MVS \([45,46]\) for multi-view scene reconstruction. The steps taken to generate the mesh \( M \) from a single image \( I \) are inspired by WorldSheet (refer Section 3.1.1), but with additional modifications for improved mesh reconstruction.

In SIMBAR, an external pre-trained monocular depth estimation network is used to provide depth information for generating the scene mesh. This is because higher-quality meshes are given for outdoor driving scenes when leveraging the WorldSheet variant that uses an external depth prediction rather than the full end-to-end pipeline that predicts depth and grid offsets. This observation makes sense as with WorldSheet trained models, there is no direct loss on the mesh \( M \) in the end-to-end training regime. The supervision is instead obtained only via rendering losses on the final relit image. Thus, the predicted grid offset may not be as geometrically accurate as the one obtained using an external depth network. In addition, we have adapted new monodepth backbones for improved scene geometry estimation for relighting purpose.

**Improved Monocular Depth Estimation:** While WorldSheet utilizes MiDaS v2.1 as the external depth backbone, we have experimented with Dense Prediction Transformer (DPT) monodepth models \([43]\). Fig. 3 shows that the generated mesh \( M \) misses faraway car objects with the MiDaS v2.1 depth prediction, thus missing out on encoding structural details that can potentially cast shadows. This issue is particularly visible in the case of the KITTI scene on the top row, where the faraway car objects are not well relit. To address this limitation, we find that using the improved, dense vision transformers in DPT Hybrid which leverages dense vision transformers in DPT Hybrid-Kitti (finetuned on KITTI), helps produce more detailed meshes.

**Foreground/Background Scene Separation:** As shown in Fig. 2, for a given input image \( I \), a pre-trained monocular depth estimation network is used to obtain the pixel-wise inverse depth values \( D \). These values are then used to inform the deformation of a planar scene mesh. We observe that thresholding the inverse depth at different scales allows us to focus on different levels of detail.

Experiments with different levels of inverse depth thresholds are shown in Fig. 4. For the high inverse depth threshold of 800, a wall surface is generated fairly close to the camera and scene content. This set up could work for scenes with low depth range, but fail at diverse outdoor scenes with various depth boundaries. This results in over-shadowed results where the fake surface casts its own shadow over the scene. We opt for a lower inverse depth threshold, since this corresponds to a distance further away from the camera position. This allows the mesh to extend further back and produces cleaner shadows. Both the sky and surfaces far away in the horizon are better represented in the mesh \( M \) with a lower inverse depth threshold.

### 3.2.2 Image Relighting Component

As shown in Fig. 2, given the scene mesh \( M \) from the geometry estimation module, a set of priors or input buffers, as described in Section 3.1.2, are generated. They are fed as inputs to the shadow refinement networks \((r_{src}, r_{tgt})\) and the subsequent image relighting network \((r_{out})\). We choose to use MVR’s pre-trained networks for \( r_{src} \), \( r_{tgt} \) and \( r_{out} \) since they performed well despite imperfect mesh constructions across different datasets. Furthermore, obtaining a large and diverse set of high-resolution synthetic data for re-training the relighting networks is both time and cost intensive. Therefore, in SIMBAR, we focus on the novel adaption to single-view geometry-aware scene relighting.
3.3. Improved MVR Method as Baseline: MVR-I

The out-of-the-box MVR method fails at single-view collected autonomous driving dataset. To allow for comparisons with a strong baseline, we optimize MVR for road driving scenes with limited views, which we call MVR-I. We use MVR-I as a baseline for all qualitative (Section 3.4) and quantitative comparisons (Section 4.2).

Figure 5. RGB point cloud overlayed on top of the scene mesh generated for a KITTI scene visualization. Using out-of-the-box MVR, hallucinates surfaces in the sky (a) resulting in phantom shadows (b), which we improve with MVR-I (c) leading to a more realistic image relighting result (d).

Removal of Hallucinated Mesh Surfaces: Firstly, we find that running MVR on KITTI scenes results in hallucinated sky surfaces in the generated mesh, thus casting corresponding phantom shadows on the ground. This is because SFM+MVS reconstruction triangulates selected 3D feature points in the input images with low re-projection error across images. In Fig. 5, note that the triangulated points leading to surface reconstruction in the sky in (a). These hallucinated surfaces cast prominent shadows in the sky and also on the foreground corner in the relit image in (b). While minor inaccuracies in the mesh can be addressed by the shadow refinement networks [42], the major inaccuracies shown lead to unrealistic scene relighting effects. To solve this issue, we implement a simple yet highly effective fix. We exclude confounding factors that appear in the sky in (c), such as clouds, as well as the sky itself, through segmentation using Detectron2 [55] on the input multi-view images. This addresses the issue of hallucinated mesh surfaces in the sky and corresponding phantom shadows (d).

3.4. Scene Relighting Results

Both MVR and MVR-I require multiple viewpoints of a scene to generate an approximate 3D mesh using SFM+MVS. Such an approach fails in video sequences captured by a stationary ego vehicle because of the lack of multiple view-points within the captured sequence. This is a known limitation of SFM+MVS, which leads to many hallucinated shadows rendered in a KITTI frame relit using MVR-I. This can be observed in the top row in Fig. 7.

Figure 7. Relighting results from MVR-I (a)(c) and SIMBAR (b)(d) on KITTI and BDD100K respectively.

In contrast, SIMBAR provides significantly more realistic and geometrically consistent relighting results, as shown in Fig. 7 (b) and (d). While MVR-I fails to realistically relight images of road driving scenes from both KITTI (top) and BDD100K (bottom), SIMBAR’s relighting results are consistently more realistic in terms of target shadow orientations and sky colors. However, there are some strong cast shadow residual that cannot be removed cleanly.

3.5. Limitations

Full Occlusion: With our proposed improvements in the geometry estimation module (refer Section 3.2.1), there are significant improvements in the generated mesh leading to more surface details of foreground objects and better inclusion of background objects. However, the natural drawback of a monocular depth approach is the exclusion of fully-occluded objects. While partially-occluded objects mesh errors can be corrected by shadow refinement networks, fully occluded objects currently present issues with shadow removal. The mesh is unable to represent the object without an additional view containing the object, yet in the real input image, the object can still contribute shadows. We find this to occasionally result in shadow residue from shadow reconstruction algorithm [30]. Fig. 6 (left) shows that the Delaunay algorithm results in a noisy mesh, especially for the ground surface. Poisson surface reconstruction (right) for the same scene results in fewer angled edges and overall smoother road and tree surfaces.

A natural outcome of both these fixes is more realistic relighting results, as shown in Fig. 5 (d).

Improved Surface Reconstruction: The second improvement is replacing the Delaunay surface reconstruction algorithm [7] for mesh generation with the Poisson surface reconstruction algorithm [30]. Fig. 6 (left) shows that the Delaunay algorithm results in a noisy mesh, especially for the ground surface. Poisson surface reconstruction (right) for the same scene results in fewer angled edges and overall smoother road and tree surfaces.

Figure 6. (a) Delaunay surface reconstruction is sensitive to noise, causing triangular artifacts. (b) Poisson reconstructed mesh has much smoother surfaces.
Scene Mesh Manipulation: Using low inverse threshold generates sky objects as wall surface further away in the horizon (see Fig. 4), and ideally we hope to remove the flat wall surface via scene mesh manipulation for more robust scene mesh separation. To achieve a better geometric understanding of individual objects in the scene and more granular control for scene relighting and shadow manipulation, another optimization could be leveraging 3D mesh predictions using neural networks such as Mesh R-CNN [19]. We currently use the 3D mesh as a geometric representation, and do not model the specific surface properties. Further modeling could allow for realistic lighting effects that account for specular reflection.

4. Data Augmentation Using Scene Relighting For Object Detection & Tracking

A serious limitation of all prior works on scene relighting is the lack of quantitative metrics to validate the effectiveness of scene relighting as a useful data augmentation methodology for vision tasks. In the absence of such a metric, the efficacy of real-world applicability of any scene relighting pipeline cannot be assessed. Therefore, to validate the effectiveness of scene relighting as a data augmentation strategy for vision tasks, we present real-world application results by integrating a state-of-the-art simultaneous object detection and tracking model, CenterTrack, with SIMBAR-augmented datasets. Our goal is to evaluate the enhanced generalization capability of vision models trained on data augmented using SIMBAR.

4.1. Experiment Setup

Train & Test Datasets: The KITTI tracking dataset consists of 21 sequences of road scenes, collected during daytime, with minimal variation in lighting conditions. Vision models trained on such a limited dataset cannot generalize well to the wide variety of lighting conditions that might be encountered in the real-world. To approximate this real-world generalization challenge, we train CenterTrack models on KITTI and test on vKITTI (only contains ‘car’ annotations) [17] which comprises of ‘morning’ and ‘sunset’ lighting variations. Prior work has also shown that testing on vKITTI is a useful strategy for evaluating data augmentations [50]. A visual of the domain gap between the training and test sets is shown in Fig. 8. Such an experiment setup is important in highlighting that vision models trained on limited datasets are susceptible to failure when encountering a scene in unseen lighting conditions.

Data Augmentation Using Scene Relighting: To compare the data augmentation effectiveness of SIMBAR with that of MVR-I (see Section 3.3), we compare the performance of CenterTrack models trained on two types of augmented KITTI datasets. Both use the full training set of ground-truth KITTI sequences, and an augmented versions of sequence numbers: 0001, 0002, 0006. The two augmented datasets differ in how the images are relit, one using MVR-I and the other using SIMBAR, where input parameters such as sun direction and sky zenith are randomly initialized. For our experiments, 4 different relit versions were generated for each frame in the 3 KITTI sequences. However, up to 120 different lighting conditions can be generated for each frame. We perform this augmentation offline. The rest of the training procedure follows the original CenterTrack implementation as-is. For brevity, we will refer to the CenterTrack models trained on the original 21 KITTI sequences without any image relighting-based augmentation as (K); (K+M) and (K+S) denote the models trained with KITTI augmented with MVR-I relit sequences and SIMBAR relit sequences respectively.

Metrics: To quantify the effectiveness of data augmentation using scene relighting for object detection and tracking, we report the Multiple Object Tracking Accuracy (MOTA), MOT Precision (MOTP), Multiple Object Detection Accuracy (MODA), MOD Precision (MODP), complemented with Precision (P), Recall(R), F1 score, False Positives (FP) and False Negatives (FN).

4.2. Evaluation Results

A summary of the quantitative results is shown in Table. 1. All models trained from scratch, and the best checkpoint for each training run is chosen based on MOTA on the real KITTI validation set. CenterTrack models trained on KITTI augmented with relit KITTI, from either MVR-I (K+M) or SIMBAR (K+S), consistently outperform the baseline CenterTrack model trained on KITTI (K), on all metrics except for MODP. Specifically, the CenterTrack model trained on KITTI augmented with SIMBAR (K+S) has the highest MOTA of 93.3% - a 9.0% relative improvement over the baseline MOTA of 85.6% from K. Similarly, the highest MODA of 94.1% is also achieved by K+S - again an impressive 8.9% relative improvement over the
baseline MODA of 86.4% from K. In addition, K+S has the least amount of false positives and false negatives.

|               | K  | K+M | K+S |
|---------------|----|-----|-----|
| MOTA ↑        | 85.6% | 92.0% | 93.3% |
| MOTP ↑        | 83.1% | 83.5% | 83.5% |
| MODA ↑        | 86.4% | 92.7% | 94.1% |
| MODP ↑        | 87.6% | 87.6% | 87.4% |
| Recall ↑      | 94.0% | 96.5% | 96.9% |
| Precision ↑   | 94.4% | 97.4% | 98.1% |
| FI ↑          | 94.2% | 96.9% | 97.5% |
| False Positives ↓ | 283 | 133  | 95   |
| False Negatives ↓ | 302 | 179  | 157  |

Table 1. Compared to baseline CenterTrack, models trained with data augmented using both MVR-I and SIMBAR provide consistently better performance.

Fig. 9 shows a qualitative downstream task performance comparison of detection and tracking results from K, K+M and K+S on vKITTI. The top result shows that model K, trained on original KITTI, fails to detect and track a black van obscured by a dense, dark shadow. Even though K was trained on the exact same scene from KITTI, it fails in this scenario because the training set, limited to images captured at noon, does not contain diverse lighting and shadow variations. Thus, model K performs properly in this seen scene with an unseen lighting condition. In contrast, both the models K+M and K+S perform well on this edge case with challenging lighting conditions.

To investigate the reliability of the obtained improvements, we ran 5 different training instances for each of the three models K, K+M and K+S. Each training instance was run for 100 epochs, which took 9 hours with 8 NVIDIA A100 GPUs. Fig. 10 shows consistent improvement in MOTA and MODA, averaged across the 5 training runs, with K+S achieving the best overall performance. Note that as compared to K, K+M also performs relatively well on the unseen lighting conditions, with a small variance across different training jobs.

### 5. Conclusion

We present a novel single-image based scene relighting pipeline, SIMBAR, for time and cost effective diversification of real-world datasets to include a plethora of lighting conditions. SIMBAR consists of two main modules. The geometry estimation module, inspired by 3D scene geometry estimation from a single image using WorldSheet, exploits various inverse depth thresholds and monocular depth networks to improve the scene mesh. The image relighting module re-purposes the relighting networks from prior art MVR and further relaxes the application-prohibitive requirement of multiple input images with different camera views. An improved version of MVR (MVR-I) is also provided for benchmark purposes. MVR-I leverages segmentation pre-processing to remove confounding classes, and is refined for road driving scenes.

Additionally, a comprehensive quantitative evaluation of CenterTrack models trained on KITTI augmented with relit data is used to demonstrate the effectiveness of scene relighting as a data augmentation strategy for object detection and tracking. Our results show an impressive MOTA of 93.3% on the vKITTI dataset with CenterTrack trained on KITTI augmented using SIMBAR - a 9.0% relative improvement over the baseline MOTA of 85.6% with CenterTrack trained on original KITTI. These results present a strong case for using SIMBAR as an effective data augmentation technique for vision tasks in automated driving.
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