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Abstract—Network games have been instrumental in understanding strategic behaviors over networks for applications such as critical infrastructure networks, social networks, and cyber-physical systems. One critical challenge of network games is that the behaviors of the players are constrained by the underlying physical laws or safety rules, and the players may not have complete knowledge of network-wide constraints. To this end, this paper proposes a game framework to study constrained games on networks, where the players are locally aware of the constraints. We use awareness levels to capture the scope of the network constraints that players are aware of. We first define and show the existence of generalized Nash equilibria (GNE) of the game, and point out that higher awareness levels of the players would lead to a larger set of GNE solutions. We use necessary and sufficient conditions to characterize the GNE, and propose the concept of the dual game to show that one can convert a locally-aware constrained game into a two-layer unconstrained game problem. We use linear quadratic games as case studies to corroborate the analytical results, and in particular, show the duality between Bertrand games and Cournot games.

Index Terms—Constrained Games, Network Games, Cournot Duopoly, Bertrand Duopoly, Games with Incomplete Information, Duality.

I. INTRODUCTION

Research on networks has been received a significant amount of attention over the last few decades for their applications in many essential fields, such as infrastructure systems, wireless communications, and the Internet of Things (IoT) [1]–[3]. Game theory provides a bottom-up approach to analyze and design networks, especially when the network is large. The equilibrium solution concepts provide a quantitative understanding of the outcome of strategic behaviors over networks. They have become the standard tools in the design of communication networks [4], transportation networks [5], and energy systems [6]. There are several critical challenges in applying game theory to networks in engineering. First, the games played on networks are usually subject to constraints that arise from physics, such as Kirchhoff’s laws for power systems and conservation laws in water systems, or safety, such as security compliance and rules. Hence, the equilibrium of the network games needs first and foremost to satisfy these network constraints. Second, not every player in the network is aware of the same constraints over the network. In most cases, players are only locally aware of a subset of constraints and then make decisions. This feature arises from the fact that players have bounded rationality. Being fully aware of the network constraints is not always possible, especially for large networks.

In this work, we propose a locally-aware constrained non-cooperative game on networks to address these challenges. The players have only local knowledge of the constraints at his node and his neighbors. We propose the concept of awareness to capture the knowledge of the subset of constraints that the players need to satisfy.

We fully characterize the sufficient and necessary conditions of the equilibrium solution under diverse awareness of constraint sets. We show that the proposed framework generalizes the extreme cases where all the players have the same and complete knowledge of the network constraints. We transform the locally-aware games to an equivalent dual game, which consists of two hierarchical unconstrained games. As a case study, we use linear quadratic games to numerically corroborate the analytical results. In particular, we show that Cournot games and Bertrand games can be viewed as the dual games of each other.

Our work is closely related to the literature on constrained games, e.g., [7], [8], where the set of constraints is common knowledge and the players have the same set of constraints. The equilibrium concept that we investigate in this work is the generalized Nash equilibrium (GNE), which has been studied in [9], [10]. The computational methods of GNEs have been studied in [11], [12]. This paper falls in the category of constrained games with asymmetric constraint information, which have been investigated in [13], [14], [15], [16]. Most of the existing work focus on the algorithm design to find GNEs of this class of games, while this work aims to characterize the GNE and study the impact of the information structure on the GNEs.

The rest of the paper is organized as the following: Section II formally defines the locally-aware constrained games. Section III revisits the results in the globally-aware constrained game. In Section IV we focus on the locally-aware constrained game and its relationship with globally-aware constrained game. Moreover, we show that under certain assumptions, a locally-aware constrained game can be decomposed into two unconstrained games. In Section V we apply the decomposition result to enunciate the relationship between Bertrand game and Cournot game. We use two linear-quadratic game examples to corroborate the theoretic results. Section VI concludes the paper and points out the possible direction of the future work.

II. PROBLEM STATEMENT

A. Game Framework

Consider a connected network, which contains $N$ nodes (players) described by an undirected graph $G = (N, E)$ with
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the players, as for each player \( i \in \mathcal{N} \), let \( \mathcal{U}_i \subseteq \mathbb{R}^{K_i} \) be the continuous compact action set, where \( K_i \) is a positive integer, and let \( f_i : \prod_{i \in \mathcal{N}} \mathcal{U}_i \to \mathbb{R} \) be the cost function of Player \( i \). Denote Player \( i \)'s action by \( u_i \), and let \( u = (u_j)_{j \in \mathcal{N}} \in \mathcal{U} := \prod_{j \in \mathcal{N}} \mathcal{U}_j \), and \( u_{-i} = (u_j)_{j \in \mathcal{N}\setminus\{i\}} \in \mathcal{U}_{-i} := \prod_{j \in \mathcal{N}\setminus\{i\}} \mathcal{U}_j \). The constrained game can be defined as a tuple,
\[
\Xi := (\mathcal{N}, \{\mathcal{N}_i, f_i, \mathcal{U}_i, \mathcal{F}_i\}_{i \in \mathcal{N}}, \{\hat{\Omega}_m\}_{m \in \mathcal{M}}, A, s),
\]
where
1) \( \hat{\Omega}_m \subseteq \mathbb{R}^{\sum_{i=1}^n K_i}, m \in \mathcal{M} = \{1, 2, \ldots, M\} \), is a feasible set that represents a constraint on the tuple of all the players' actions, \( u \);
2) \( A \) is a finite set of awareness levels;
3) \( \mathcal{F}_i \) is a subset of \( \hat{\Omega}_i \), i.e., \( \mathcal{F}_i \subseteq \hat{\Omega}_i := \{\hat{\Omega}_m\}_{m \in \mathcal{M}}, i \in \mathcal{N} \);
4) \( s : A \to 2^\Omega \), is a mapping associating an awareness level with a subset of constraints, where \( 2^\Omega \) is the power set of \( \Omega \).

We call an element of \( A \) an awareness level; \( \hat{\Omega}_i \) the awareness set of Player \( i \), which quantifies Player \( i \)'s knowledge of the constraints. At the beginning of the game \( \Xi \), nature à la Harsanyi \cite{17} determines the awareness level of each player from his awareness level establishes his knowledge of a feasible subset of \( \{\hat{\Omega}_m\}_{m \in \mathcal{M}} \) via the mapping \( s \). Specifically, let the awareness set be \( \hat{\Omega} = 2^\mathcal{M} \). Denote a subset of \( \mathcal{M} \) by \( \hat{\mathcal{M}} \subseteq 2^\mathcal{M} \) (i.e., \( \hat{\mathcal{M}} \subseteq \mathcal{M} \)). Then, \( s(\hat{\mathcal{M}}) = \{\hat{\Omega}_m\}_{m \in \hat{\mathcal{M}}} \). In other words, the players of awareness level \( \hat{\mathcal{M}} \) are aware of \( \{\hat{\Omega}_m\}_{m \in \hat{\mathcal{M}}} \).

**Definition 1.** In the constrained game \( \Xi \), if two awareness levels \( \hat{\mathcal{M}}, \mathcal{M} \in A \), satisfy \( s(\hat{\mathcal{M}}) \subseteq s(\mathcal{M}) \), or equivalently, \( \mathcal{M} \subseteq \hat{\mathcal{M}} \), then we say that the player with awareness level \( \hat{\mathcal{M}} \) is more aware than the player with awareness level \( \mathcal{M} \).

By Definition 1, the awareness level set \( A \) can be considered as a Boolean lattice, which is a partially ordered set. This fact enables us to compare the awareness levels. In a locally-aware constrained game, the players can observe the constraints of his neighbors. Denote the awareness level of Player \( i \) as \( \hat{\mathcal{M}}_i \), \( i \in \mathcal{N} \). Then, according to the description of the game, the locally-aware constraint set of Player \( i \) is
\[
\mathcal{F}_i = s \left( \bigcup_{j \in \mathcal{N}_i} \hat{\mathcal{M}}_j \right) = \left\{ \hat{\Omega}_m \right\}_{m \in \hat{\mathcal{M}}_i, j \in \mathcal{N}_i}.
\]
We can see that acquiring the knowledge of the neighbors’ constraints is equivalent to increasing the awareness level of the players, as for each player \( i \in \mathcal{N} \) and every possible \( \hat{\mathcal{N}}_i \), we have \( s(\hat{\mathcal{M}}_i) \subseteq s(\bigcup_{j \in \hat{\mathcal{N}}_i} \hat{\mathcal{M}}_j) \).

Note that the locally-aware games framework considers a different aspect of the incomplete-information games. Generally speaking, the knowledge in games can be classified into three categories: (i) the knowledge that a player knows that he knows, (ii) the knowledge that a player knows that he does not know, and (iii) the knowledge that player does not know that he does not know. There is a rich literature on the information structure induced by the first two classes of knowledge (see \cite{17, 18}), whilst the awareness framework investigates the third class of knowledge. In the locally-aware games framework, the player is only aware of the constraints that he knows, but unaware of the existence of other constraints.

**B. Equilibrium Concept and Existence**

From the information set given in (2), each player \( i \in \mathcal{N} \) faces the parameterized optimization problem given by the following:
\[
\min_{u_i \in \mathcal{U}_i} f_i(u_i, u_{-i}) \quad \text{s.t.} \quad (u_i, u_{-i}) \in \hat{\Omega}_i, \quad j \in \mathcal{N}_i,
\]
where \( \hat{\Omega}_i := \bigcap_{m \in \hat{\mathcal{M}}_i} \hat{\Omega}_m \). We assume that the feasible set can be represented algebraically by functions \( g_i : \mathcal{U} \to \mathbb{R}, i \in \mathcal{N}, \) as follows:
\[
\Omega_i = \{(u_i, u_{-i}) : g_j(u_i, u_{-i}) \leq 0, j \in \mathcal{N}_i \}.
\]
Therefore, (3) can be rewritten as
\[
\text{OP}_i : \min_{u_i \in \mathcal{U}_i} f_i(u_i, u_{-i}) \quad \text{s.t.} \quad g_j(u_i, u_{-i}) \leq 0, \quad j \in \mathcal{N}_i.
\]
Given \( u_{-i} \), the best response of Player \( i \) is the optimal solution to (4) parameterized by \( u_{-i} \). We denote the best response of Player \( i \) by \( BR_i(u_{-i}) \), which is a mapping \( BR_i : \mathcal{U}_{-i} \to \mathcal{U}_i \).

A suitable equilibrium concept for the constrained games is generalized Nash equilibrium (GNE) given by the following.

**Definition 2.** A tuple \( u^* = (u_i^*, u_{-i}^*) \) is said to be a GNE solution for the game \( \Xi \), if \( f_i(u_i^*, u_{-i}^*) \leq f_i(u_i, u_{-i}^*), \forall u_i \in \hat{\Omega}_i(u_{-i}^*), \quad i \in \mathcal{N}, \) \( \hat{\Omega}_i(u_{-i}^*) := \{u \in \mathcal{U}_i : g_j(u, u_{-i}^*) \leq 0, \quad j \in \mathcal{N}_i \} \).

Define the global feasible set by \( \hat{\Omega} := \{u : g_i(u) \leq 0, \forall i \in \mathcal{N}\} \), which consists of all the feasible solutions that satisfy all the constraint. We make the following regularity assumptions.

**Assumption 1 (Regularity Condition).** The following conditions hold throughout this work:

a) \( f_i \) and \( g_i \), \( i \in \mathcal{N} \), are continuously differentiable;

b) \( \mathcal{U}_i, i \in \mathcal{N} \), are convex and compact;

c) \( \Omega \) is nonempty;

d) For all \( i \in \mathcal{N} \), given any \( u_{-i} \in \mathcal{U}_{-i} \), \( \text{OP}_i \) is a convex optimization problem.

**Assumption 2 (Collective Awareness Condition).** The following assumption regarding awareness is assumed to hold:
\[
\bigcup_{i \in \mathcal{N}} \hat{\mathcal{M}}_i = \mathcal{M}.
\]
Proposition 1. Let \( BR_k(u_{i-1}) \) be the optimal solution to \( \text{OP}_i, i \in \mathcal{N} \). The following fixed-point equation admits at least one fixed-point solution:

\[
u \in BR(u) := \begin{bmatrix} BR_1(u_{i-1}) \\ BR_2(u_{i-2}) \\ \vdots \\ BR_M(u_{i-M}) \end{bmatrix},\]

where \( BR : \mathcal{U} \to \mathcal{U}^M \). Moreover, there exists at least one GNE in \( \hat{\Xi} \).

III. GLOBALLY-AWARE CONSTRAINED GAME

This section studies a special extreme case of the globally-aware constrained games, where all the players are aware of the game.

Definition 3. In the constrained game \( \Xi \), a player with awareness level \( \mathcal{M} \) is said to be globally aware if \( s(\mathcal{M}) \subseteq s(\mathcal{M}), \forall \mathcal{M} \in 2^M \).

By definition, if the awareness level of a player is \( \mathcal{M} \), then he is globally aware. In a globally-aware constrained game, all the players are globally aware, i.e., each player’s awareness level is \( \mathcal{M} \). The tuple that represents the globally-aware constrained games is given by

\[ \hat{\Xi} := (\mathcal{N}, \{\mathcal{N}_i, f_i, \mathcal{U}_i, \tilde{F}_i\}_{i \in \mathcal{N}}, \{\tilde{\Omega}_m\}_{m \in \mathcal{M}}, A, s) \].

The awareness set in \( \hat{\Xi} \) for each player \( i \in \mathcal{N} \) is \( \tilde{F}_i = \{\tilde{\Omega}_m\}_{m \in \mathcal{M}} \).

The following corollary directly follows from Theorem 1.

Corollary 1. There exists at least one GNE in \( \hat{\Xi} \).

Remark 1. We observe that a globally-aware constrained game played on arbitrary network can be considered as a locally-aware constrained game played on a fully-connected network, where a link exists between two arbitrary players.

In the classical constrained game, for example in \( \hat{\Xi} \), the awareness set of Player \( i \) is given by the following:

\[ \tilde{F}_i = \left\{ \bigcap_{m \in \mathcal{M}} \tilde{\Omega}_m \right\}, \quad i \in \mathcal{N}, \] under which each player knows all the constraints. However, he is not aware of the fact that he knows all the constraints.

Then, by definition, we can show that the GNEs in the game defined via \( \hat{\Xi} := (\mathcal{N}, \{\mathcal{N}_i, f_i, \mathcal{U}_i\}_{i \in \mathcal{N}}, \{\bigcap_{m \in \mathcal{M}} \tilde{\Omega}_m\}) \), and \( \hat{\Xi} \) coincide. This observation indicates that the classical constrained game is equivalent to a globally-aware constrained game.

Remark 2. Based on Remark 1, a globally-aware constrained game is equivalent to a locally-aware constrained game played on a fully-connected network. Thus, the locally-aware constrained games can be seen as an extension of the globally-aware constrained game.

IV. LOCALLY-AWARE CONSTRAINED GAME

In this section, we study the properties of the locally-aware constrained games.

A. Connectivity of Networks, Awareness and GNEs

Consider an undirected connected network, \( \mathcal{G} = \{\mathcal{N}, \mathcal{E}\} \). If \( \mathcal{E} \subseteq \tilde{\mathcal{E}} \), or equivalently, \( \mathcal{N}_i \subseteq \mathcal{N}_j, i \in \mathcal{N} \), we say that \( \mathcal{G} \) has a stronger connectivity than \( \tilde{\mathcal{G}} \), as \( \mathcal{G} \) contains more links. Let \( \tilde{\mathcal{G}} \) be the game played on the stronger-connected network \( \tilde{\mathcal{G}} \), which is defined as the following

\[ \hat{\Xi} := (\mathcal{N}, \{\mathcal{N}_i, f_i, \mathcal{U}_i, F_i\}_{i \in \mathcal{N}}, \{\hat{\Omega}_m\}_{m \in \mathcal{M}}, A, s) \].

Theorem 1. For the games \( \Xi \) and \( \hat{\Xi} \) defined via (1) and (7), \( \mathcal{O} \subseteq \mathcal{O} \), where \( \mathcal{O} \) and \( \mathcal{O} \) are the set of GNEs in \( \Xi \) and \( \hat{\Xi} \), respectively.

Proof. Consider a locally-aware constrained game on network \( \mathcal{G} \) and \( \tilde{\mathcal{G}} \), where \( \mathcal{G} \) has a higher connectivity than \( \tilde{\mathcal{G}} \). Denote the sets of neighbors on \( \mathcal{G} \) by \( \{\mathcal{N}_i\}_{i \in \mathcal{N}} \). As there are more links connecting the players, \( \mathcal{N}_i \subseteq \mathcal{N}_j, i \in \mathcal{N} \). Similar to (2), it is clear that \( F_i \subseteq \tilde{F}_i, i \in \mathcal{N} \). Thus, on the network \( \tilde{\mathcal{G}} \), each player \( i \in \mathcal{N} \) seeks \( u_i \in \mathcal{U}_i \) to solve the following optimization problem:

\[ \text{OP}_i : \min_{u_i \in \mathcal{U}_i} f_i(u_i, u_{i-1}) \quad \text{s.t.} \quad (u_i, u_{i-1}) \in \Omega_j, \quad j \in \mathcal{N}_i. \]

It is clear that \( \Omega_i(u_{i-1}) := \bigcap_{j \in \mathcal{N}_i} \Omega_j(u_{i-1}) \subseteq \Omega_i(u_{i-1}) = \bigcap_{j \in \mathcal{N}_i} \Omega_j(u_{i-1}), i \in \mathcal{N} \). We proceed the rest of the proof by contradiction. Suppose that there exists \( u^* \) which is a GNE solution to \( \Xi \), but not a GNE solution to \( \hat{\Xi} \) (here, \( \Xi \) and \( \hat{\Xi} \) are the game played on networks \( \mathcal{G} \) and \( \tilde{\mathcal{G}} \), respectively). Without loss of generality, assume that given \( u^* \), the \( i \)-th player can choose a better response than \( u^* \) from \( \Omega_i(u^*) \), which is denoted by \( \hat{u}^* \), i.e., \( f_i(u^*, u^*) > f_i(\hat{u}^*, u^*) \). Nevertheless, we know that by the construction of \( \hat{\Xi} \) and \( \Xi \), given \( u^* \), we always have that \( \Omega_i(u^*) \subseteq \Omega_i(u^*) \). Therefore, by the definition of GNE, \( f_i(u^*, u^*) \leq f_i(u_i, u^*), \quad \forall u_i \in \Omega_i(u^*) \). This implies that \( f_i(u^*, u^*) \leq f_i(u^*, u^*), \quad \forall u_i \in \Omega_i(u^*). \) By letting \( u_i = \hat{u}^* \), we observe that two inequalities contradict each other.

Remark 3. The higher connectivity of the network enhances the player’s awareness, as \( s(\bigcup_{j \in \mathcal{N}_i} \mathcal{M}_j) \subseteq s(\bigcap_{j \in \mathcal{N}_i} \mathcal{M}_j), i \in \mathcal{N}, \) Theorem 1 states that, as players have more awareness about the game, there could be more equilibrium points as a result.

B. GNEs in \( \Xi \) and GNEs in \( \hat{\Xi} \)

The following corollary presents the relationship between GNEs in \( \Xi \) and GNEs in \( \hat{\Xi} \).

Corollary 2. If \( u^* = (u^*_i, u^*_{i-1}) \) is a GNE solution to \( \Xi \), then it is also a GNE solution to \( \hat{\Xi} \).

Remark 4. As mentioned above, a globally-aware constrained game can be considered as a locally-aware constrained game played on a fully-connected network. Hence, the fully-connected network structure enhances the players to the highest possible awareness level (i.e. the global awareness) in \( \mathcal{A} \). From this perspective, according to Remark 3 Corollary 2 is an immediate result of Theorem 1.
Based on Corollary 2, we further obtain the following result.

**Corollary 3.** If there exists a unique GNE solution to ̂Ξ, then there also exists a unique GNE solution to Ξ. Moreover, the GNE solution to ̂Ξ coincides with the GNE solution to the corresponding Ξ.

### C. GNEs in Ξ and VEs in ̂Ξ

In the constrained games, the GNEs in ̂Ξ are not of practical interest in the general cases and have less economic justifications as the concept of GNE can be far too weak to serve as a solution concept. Therefore, the variational equilibrium (VE) is proposed as a refinement of GNE [19].

**Definition 4.** A tuple $u^* = (u_i^*, u_{-i}^*)$ is said to be a VE of ̂Ξ if $u^*$ satisfies $F^T(u^*) \cdot (u - u^*) \geq 0, \forall u \in ̂Ω,$ where $F(u) = [\nabla u_1 f_1^T(u_1, u_{-1}), \cdots, \nabla u_N f_N^T(u_N, u_{-N})]^T$.

**Proposition 2 ([19]).** Under Assumption L a VE of ̂Ξ is also a GNE of Ξ.

A GNE in Ξ is not necessary a VE in ̂Ξ. Consider the following counterexample in a two-player game. Suppose $f_1(u_1, u_2) = \frac{1}{2}u_1^2 - u_1, f_2(u_1, u_2) = \frac{1}{2}u_2^2 - 2u_2,$ and $Ω_1 = \{(u_1, u_2) : u_1 + u_2 \leq 1\}.$ The GNE solution to Ξ is (−1, 2), and the VE solution to ̂Ξ is (0, 1).

### D. Characterization of GNEs in Ξ

We characterize GNEs in Ξ and provide the necessary and sufficient conditions.

**Lemma 1.** Let $u^*$ be a feasible solution such that

$$f(u^*; u) \leq ̂f(v; u^*), \forall v \in Ω(u^*),$$

where $f(v; u) = \sum_{i \in N} f_i(v_i, u_{-i}),$ and $Ω(u) = \prod_{i \in N} Ω_i(u_{-i}).$ Then, $u^*$ is a GNE solution to Ξ.

**Proof.** Due to page limit, the proof can be found in the full paper [?].

**Remark 5.** Note that the conditions in Lemma 1 also suffice to show that any $u^*$ satisfying (9) is a GNE in ̂Ξ as shown in [?].

Define the Lagrangian functions

$$L_i(u_i; u_{-i}; \mu_i) := f_i(u_i, u_{-i}) + \sum_{j \in N_i} \lambda_j g_j(u_i, u_{-i}),$$

and the augmented Lagrangian function

$$L(v; u; \mu) := \sum_{i \in N} L_i(v_i; u_{-i}; \mu_i),$$

where $\mu_i = (λ_j)_{j \in N_i},$ and $μ = (μ_1, μ_2, \ldots, μ_N).

**Remark 6.** Note that the Lagrangian function (10) captures the local information of each player $i$. The Lagrangian multiplier, $μ_i, i \in N,$ stands for the awareness level to some extent. We call $μ_i$ the awareness variable of Player $i,$ and the dimension of $μ_i$ implies the awareness level of Player $i.$

**Theorem 2** (Necessary and Sufficient Condition for GNEs). The tuple $u^* = (u_i^*, u_{-i}^*)$ is a GNE in Ξ if and only if

$$u^* \in \arg\min_{v \in Ω(u)} \left\{ \max_{\mu \geq 0} L(v; u, \mu) \right\}_{v \in Ω(u)}. \quad (12)$$

**Proof.** “⇒” : If $u^*$ is a GNE solution, then $u^*$ is feasible, i.e., $u_i^* \in Ω_i(u_{-i}^*), \forall i \in N.$ By the definition of GNE, it is equivalent to solving the following $N$ intertwined optimizations: with fixed $u = (u_i, u_{-i}),$ for each $i \in N,$

$$\gamma_i^*(u) \in \arg\min_{v \in Ω_i(u_{-i})} \max_{μ \geq 0} L_i(v_i, u_{-i}) + μ_i g_i(v_i, u_{-i}).$$

As we assume that $\text{OP}_i$ is a convex optimization problem, there always exists solution to (13). To obtain GNE, we need to solve the following $N$ fixed point equations as the following

$$u_i \in \gamma_i^*(u), \; i \in N.$$

Thus, by collecting $N$ fixed point equations, we can write down the necessary condition equivalently and more compactly as

$$u^* \in \arg\min_{v \in Ω(u)} \left\{ \max_{\mu \geq 0} L(v; u, \mu) \right\}_{v \in Ω(u)}.$$

“⇐” : By the definition of $L$ in (11), we can rewrite the inner maximization in the sufficient condition (12) as

$$\max_{\mu \geq 0} L(v; u, \mu) = \max_{i \in N} \sum_{i \in N} L_i(v_i; u_{-i}, \mu_i) = \sum_{i \in N} \max_{\mu_i \geq 0} L_i(v_i; u_{-i}, \mu_i).$$

Denote the maximizer of (14) by $ξ_i^*(v_i, u_{-i}), i \in N.$ In order to minimize $L_i(v_i, u_{-i}, ξ_i^*(v_i, u_{-i})), v_i$ must be chosen such that $g_i(v_i, u_{-i}) \leq 0.$ Otherwise, if $g_i(v_i, u_{-i}) > 0$ then by choosing a functional such that $ξ_i^*(v_i, u_{-i}) > 0,$ the minimax value, $\min_{v_i \in Ω_i} \max_{\mu_i \geq 0} L_i(v_i, u_{-i}, \mu_i),$ will go to infinity. Then, we solve for the fixed point equation

$$u^* \in \arg\min_{v \in Ω(u)} \left\{ \sum_{i \in N} L_i(v_i; u_{-i}; ξ_i^*(v_i, u_{-i})) \right\}_{v \in Ω(u)}.$$

Therefore, $ξ_i^T(u^*)g_i(u^*) = 0.$ Moreover, since $u^*$ optimizes $L(v; u; \{ξ_i^*(v_i, u_{-i})\}_{i \in N})$ as a fixed point,

$$L(u^*; u^*; \{ξ_i^*(u_i^*, u_{-i}^*)\}_{i \in N}) \leq L(v; u^*; \{ξ_i^*(u_i^*, u_{-i}^*)\}_{i \in N}).$$

That is,

$$f(u^*; u^*) \leq ̂f(v; u^*), \forall v \in Ω(u^*).$$

By Lemma 1, the theorem follows.

### E. Dual Game

Under the regularity condition, we can convert the constrained game defined by Ξ to two unconstrained games. To this end, it is sufficient to show that (12) is equivalent to the following solution that involves four steps.

(i) Let $T_i(u_{-i}, μ_i), i \in N,$ be the minimizing solution to the following Player $i$’s optimization problem for a fixed $μ_i$ and $u_{-i}:

$$\min_{v_i \in Ω_i} L_i(v_i; u_{-i}; μ_i), \; i \in N.$$
(ii) For a fixed \( \{ \mu_i \}_{i \in N} \), compute the fixed points generated by the collection of mappings \( \{ T_i \}_{i \in N} \) that maps from \( \prod_{i=1}^{N} U_i \) to itself.

For a given \( \mu = (\mu_1, \ldots, \mu_N) \in \prod_{i=1}^{N} \mathbb{R}^{[M_i]} \), denote the fixed points by \( V(\mu) := (V_i(\mu))_{i \in N} \), where \( V_i : \prod_{i=1}^{N} \mathbb{R}^{[M_i]} \to \prod_{i \neq j \in N} U_j \).

(iii) For a given \( u_{-i} \), let \( K_i(u_{-i}), i \in N \), be the maximizing solution to the following problem of Player \( i \).

\[
\max_{\mu_i \geq 0} \min_{v_i \in U_i} L_i(v_i; u_{-i}; \mu_i), \quad i \in N. \tag{16}
\]

Here \( K_i : \prod_{j \neq i, j \in N} U_j \to \mathbb{R}^{[M_i]} \) is a map from the actions of the other players to the Lagrangian multiplier associated with Player \( i \).

(iv) Compute the fixed points generated by the collection of the composed mappings \( \{ K_i \circ V_i \}_{i \in N} \) that maps from \( \prod_{i=1}^{N} \mathbb{R}^{[M_i]} \) to itself. Denote the resulting fixed points by \( \mu^* = (\mu^*_i)_{i \in N} \). Then, the equilibrium solution can be obtained by \( u^* = (u^*_i)_{i \in N} = (V_i(\mu^*))_{i \in N} \).

Note that each of the fixed-point equations in (ii) and (iv) corresponds to an unconstrained game, respectively. In the first unconstrained game, with fixed Lagrangian multipliers, the players play an unconstrained game using the same action as in \( \Xi \). In the second unconstrained game, the decision variables of the players are the Lagrangian multipliers.

**Theorem 3.** Under Assumption 1, (12) and (i) - (iv) generate the same fixed points.

**Proof.** We proceed the proof by contradiction. Suppose that \( u^* \) satisfies (9) and \( u^* \) is not a GNE solution to \( \Xi \). Without loss of generality, suppose that there exists some \( \bar{u}_i \in \Omega_i(u^*_{-i}) \) such that

\[
\bar{f}_i(u^*_{-i}, \bar{u}_i) > f_i(u^*_{-i}, \bar{u}_i).
\]

By adding both sides by \( \sum_{j \in N \setminus \{i\}} f_j(u^*_{-i}, u^*_j) \), we have

\[
\bar{f}(u^*; \bar{u}_i) = f_i(u^*_i, u^*_{-i}) + \sum_{j \in N \setminus \{i\}} f_j(u^*_i, u^*_j) > f_i(u^*_{-i}, \bar{u}_i) + \sum_{j \in N \setminus \{i\}} f_j(u^*_i, u^*_j) = \bar{f}(\tilde{u}_i; \bar{u}_i),
\]

where \( \bar{u} = (\bar{u}_i, u^*_j) \). This contradicts our assumption that \( u^* \) satisfies (9). \( \square \)

**Remark 7.** The equivalence between (12) and (i) - (iv) has an important implication. We can reformulate a locally-aware constrained game as a two-layer unconstrained game. This result is in contrast to the results in [7] and [20], where the authors have shown that a globally-aware constrained game can be decomposed into a lower-level modified Nash game with no coupled constraints and a higher-level optimization problem.

**Remark 8.** After solving for the equilibrium, we can separate the constraints into two classes: inactive constraints and active constraints. If Player \( i \) is more aware and has an additional Lagrange multiplier corresponding to an inactive constraint, then the equilibrium set stays the same as the inactive constraint do not affect the equilibria. If Player \( i \) has an additional Lagrange multiplier corresponding to an active constraint \( \Omega_m \), then

\[
\{(BR_i(u_{-i}), u_{-i}) \} \cap \Omega_m \subseteq \{ (\bar{BR}_i(u_{-i}), u_{-i}) \} \cap \Omega_m,
\]

where \( \bar{BR}_i \) is the best response with an additional Lagrange multiplier. In a nutshell, solving for GNEs in the new game formed by introducing an additional Lagrange multiplier using Theorem 2 is a necessary condition for the original game. This result coincides with the result of Theorem 7.

To see the relationship between this result and VEs in the globally-aware constrained game, we consider the following case, where each player has the same constraints, i.e., \( g(u_i, u_{-i}) := g_i(u_i, u_{-i}), i \in N \). If we impose the following condition \( \mu_i = \mu_j, \forall i, j \in N \), in addition to (i) - (iv), we notice that they give rise to a necessary condition to Theorem 3 in [7], which has characterized the VEs in a globally-aware constrained game.

**Remark 9.** In [7], the players share the same Lagrange multipliers. The interpretation of players sharing the same Lagrange multipliers is the following. If the players share the same Lagrange multipliers, then they have the global awareness about the constraint and this awareness is common knowledge. Using the common knowledge of the global awareness, the players know that they could potentially select a better equilibrium from GNEs. They agree to pose an additional variational inequality leading to the VE.

**V. CASE STUDIES**

In this section, we present two case studies to corroborate the analytical results.

**A. Cournot Game and Bertrand Game**

The Cournot games [21], where players do not have access to the other player’s constraints, are a special case of the locally-aware constrained games. Let \( u_i \in \mathbb{R}^+_k \) denote the production level of firm \( i \), \( i \in N = \{1, 2\} \). Denote the price of the commodity by \( p \in \mathbb{R}^+_k \). In addition, we assume a linear structure of the market demand curve, i.e., \( p = \alpha - \beta \sum_{i \in N} u_i \), where \( \alpha \in \mathbb{R}^+_k \) and \( \beta \in \mathbb{R}^+_k \) are publicly known positive constants.

Assume that both firms have a quadratic production cost yet different market demands. Then, the Cournot game between two firms can be equivalently formulated by the following constrained optimization problems: for each \( i \in N \),

\[
\text{Firm } i : \quad \max_{u_i \geq 0} \quad -k_i u_i^2 + p u_i
\]

s.t. \( u_1 + u_2 \geq q_i \),

where \( q_i \in \mathbb{R}^+_k \) and \( k_i \in \mathbb{R}^+_k \) are positive constants.

The Bertrand games [21] are a class of games where firms choose prices to compete in a market. We denote by \( p_1 \in \mathbb{R}^+_k \) and \( p_2 \in \mathbb{R}^+_k \) the price of product 1 and product 2, respectively. The demands for firm 1 and firm 2 are \( u_1 = \delta - \eta (p_1 - p_2) \) and \( u_2 = \delta - \eta (p_2 - p_1) \).
The cost function for firm $i$ is $f_i$, and the constraints are $\Omega_1$ and $\Omega_2$. When $\Omega_1$ and $\Omega_2$ are aware of each other, the game becomes a Bertrand game.

Note that the Bertrand game is an unconstrained quadratic pricing game. Following (i) - (iv), we observe that the dual game of the Bertrand game can be equivalently formulated by the following two constrained optimization problems: for $i \in \mathcal{N}$,

$$
\text{Firm } i : \min_{p_i \geq 0} d_i(p_i, p_{-i}). (17)
$$

We have illustrated the relationship between the GNE and the VE in the globally-aware games using the Lagrangian approach: to find the VE using Theorem[2] we need to impose an additional constraint on the Lagrange multipliers, which requires the Lagrange multiplier vector of each player to be the same. We have shown that the constrained game considered in this work can be decomposed into two unconstrained games. Using this decomposition, we have shown that the Cournot game is equivalent to a Bertrand game.

As for future work, we would investigate the design of network leveraging the awareness of the constraints to achieve desirable network performances from the designer’s perspective. We have proposed a new concept, awareness, to quantify the players’ knowledge about the constraints. We have shown that the growth in network connectivity is equivalent to the increase in the awareness level. When there is a unique GNE in a globally-aware game, then the GNE in the corresponding locally-aware game is also unique, and these two GNEs coincide. When the connectivity of the network increases, the game admits more GNEs. We have illustrated the relationship between the GNE and the VE in the globally-aware games using the Lagrangian approach: to find the VE using Theorem[2] we need to impose an additional constraint on the Lagrange multipliers, which requires the Lagrange multiplier vector of each player to be the same.

VI. CONCLUSIONS AND FUTURE WORK

In this work, we have studied a class of constrained games on networks where the players have asymmetric information regarding the constraints. We have proposed a new concept, awareness, to quantify the players’ knowledge about the constraints. We have shown that the growth in network connectivity is equivalent to the increase in the awareness level. When there is a unique GNE in a globally-aware game, then the GNE in the corresponding locally-aware game is also unique, and these two GNEs coincide. When the connectivity of the network increases, the game admits more GNEs. We have illustrated the relationship between the GNE and the VE in the globally-aware games using the Lagrangian approach: to find the VE using Theorem[2] we need to impose an additional constraint on the Lagrange multipliers, which requires the Lagrange multiplier vector of each player to be the same. We have shown that the constrained game considered in this work can be decomposed into two unconstrained games. Using this decomposition, we have shown that the Cournot game is equivalent to a Bertrand game.

As for future work, we would investigate the design of network leveraging the awareness of the constraints to achieve desirable network performances from the designer’s perspective. In addition, we have assumed that the awareness levels of the players are chosen by nature. We could also explore the case where the awareness level can be determined by the players, i.e., the players can choose to ignore or be aware of the constraints.
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