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Abstract. In this paper, we propose an acceleration scheme for online memory-limited PCA methods. Our scheme converges to the first \( k > 1 \) eigenvectors in a single data pass. We provide empirical convergence results of our scheme based on the spiked covariance model. Our scheme does not require any predefined parameters such as the eigengap and hence is well facilitated for streaming data scenarios. Furthermore, we apply our scheme to challenging time-varying systems where online PCA methods fail to converge. Specifically, we discuss a family of time-varying systems that are based on Molecular Dynamics simulations where batch PCA converges to the actual analytic solution of such systems.
1 Introduction

Principal Component Analysis (PCA) is one of the most important machine learning and dimensionality reduction techniques. It is an unsupervised learning model that captures the maximal variability of an input data using a lower dimensional space. PCA has attracted research in many different scientific fields for the last three decades. It also forms the cornerstone for developing and understanding many AI techniques, specifically in the area of Neural networks. The main task of PCA is as follows: Given \( n \) data samples \( \{x_i\}_{i=1}^{n} \) where each sample lies in \( \mathbb{R}^d \), PCA finds an orthogonal low dimensional bases where each sample can be expressed as weighted sum of these bases vectors with minimal squared error [1]. These bases vectors correspond to the eigenvectors of the covariance matrix \( C = \frac{1}{n-1} \sum_{i=1}^{n} x_i x_i^T \) which can be obtained by solving the eigenvalue problem

\[
(C - \lambda I) v = 0; \, v^T v = 1,
\]

where \( v \in \mathbb{R}^d \) is the eigenvector and \( \lambda \in \mathbb{R} \) is its corresponding eigenvalue. These eigenvectors are sorted in descending order based on their eigenvalues. In practice, only a small number of eigenvectors, \( k \ll n \), are chosen to form the eigenspace. The main downside of PCA is that computing the eigenvectors in deterministic manner using the covariance matrix is computationally expensive, specifically when the dimensionality of samples \( d \) is very large. Many algorithms have been developed to find the optimal eigenvectors with lower space and time complexity. We can classify each of these algorithms into two main categories: offline and online algorithms. Offline techniques compute the optimal eigenvector using a number of iterations where at each iteration a single pass over the entire dataset is performed. While using these algorithms requires the presence of all samples, they usually provide excellent convergence after very few iterations. Online approaches (also referred to as memory-limited or streaming approaches), on the other hand, aim to provide an acceptable convergence after only a single pass over the entire dataset. Thus, they are more appropriate when dealing with streaming data scenarios or when data samples are very large to fit into the memory space. While such family of algorithms considers a very practical scenario, most of these algorithms cannot be applied efficiently in these scenarios for two main reasons. Firstly, the memory limitation may significantly affect their convergence. Secondly, many of these algorithms require pre-defined parameters (such as the eigengap). These parameters require additional pre-processing pass over the data which means violating the online condition.

In this paper, we consider the online PCA scenario. We propose an acceleration technique for such family of algorithms. Our study focuses on the empirical evaluation of such algorithms using the spiked covariance model. We will show how our acceleration scheme approaches the optimal performance without any predefined parameters or pre-processing steps. Furthermore, we evaluate our scheme using real-world time-varying scenarios.
Our Contribution

– We propose an acceleration scheme for memory-limited streaming PCA that does not require any pre-defined parameters (such as the eigengap).
– We analyze convergence guarantee in practical context using the spiked covariance model and show how our scheme achieves fast convergence even in cases where the original algorithms do not converge.
– We employ our scheme in a practical use case of finding the key modes of motion in Molecular Dynamics simulations.

2 Background and Literature Review

In the literature, there are two main directions that PCA research has taken. The first is that concerning applications which employ PCA for solving real-world problems and the second is that in the direction of PCA-optimization which is concerned with the optimization of the computational complexity of PCA. The link between the two directions is not clear since most studies in the application direction assume a pre-computed eigenspace and focus mainly on the distribution of test data in that eigenspace. On the other hand, in the optimization direction, the target use-case is not obvious. In addition, most of the optimization-direction algorithms are of a stochastic nature and are usually tested on rather simple datasets or data where a global eigenspace can be easily derived. In such a case, one can always consider a pre-computed eigenspace no matter what computational complexity is required for finding it. In fact, many online datasets provide a list of the most significant eigenvectors of the studied samples.

With regard to the applications research, the use of PCA has been well reported in the fields such as Computer Vision and Computer Graphics. For instance, in facial recognition, Kirby and Sirovich [2] proposed PCA as a holistic representation of the human face in 2D images by extracting few orthogonal dimensions which form the face-space and were called eigenfaces [3]. Gong et al. [4] were the first to find the relationship between the distribution of samples in the eigenspace, which were called manifolds, and the actual pose in an image of a human face. The use of PCA was extended using Reproducing Kernel Hilbert Spaces which non-linearly map the face-space to a much higher dimensional space (Hilbert space) [5]. Knittel and Paris [6] employed a PCA-based technique to find initial seeds for vector quantization in image compression.

In the PCA-optimization research, the power iteration remains one of the most popular offline techniques for finding the top $k$ eigenvectors [7]. It has an exponential convergence rate when the eigengap $\Delta = \lambda_1 - \lambda_2$ (the difference between eigenvalues of the first and second eigenvectors) is large enough. However, when the eigengap is small, this method converges very slowly. Shamir solves this problem by applying the stochastic Variance Reduction technique [8] in conjunction with the power iterations (VR-PCA) achieving a much faster convergence rates even in cases where the eigengap is too small [9]. Recently, [10] proposed directly adding the momentum term to both the power iteration and VR-PCA
for better convergence rates. In terms of the online PCA algorithms, the update schemes proposed by Krasulina [11] and Oja [12,13] are amongst the most popular online PCA techniques. The speed of convergence of these techniques depends mainly on the learning rate. Such a choice of learning rate is a matter of ongoing research. Balsubramani et al. [14] found that optimal convergence rate of Oja’s rule approaches $O(1/t)$ when scaling the learning rate based on the eigengap. However, a prior knowledge of the eigengap may not be possible when dealing with online scenarios. [15] suggested eigengap-free learning rates for such cases. However, no experimental results were provided for their technique. Mitiagkas et al. proposed an online non-parametric PCA algorithm for streaming data based on a simplified version of the power iterations which we refer to as the Block Power Method [16]. The main idea is that at each time-step, the power update step is applied on a subset (block) of the dataset revealed at time $t$. The downside of this technique is that the block size depends on the number of dimensions per time-step. Hence, choosing very small block size will give very poor convergence. Li et al. found that changing the block size among different iterations may significantly enhance the quality performance [17]. More recently, Xu et al. suggested adding the momentum term to accelerate convergence of state of the art PCA complexity optimization algorithms [10]. Particularly, they applied the momentum model on Oja’s method, block power, batch power iterations and VR-PCA. Their results showed that the momentum model significantly enhances offline techniques while achieving a limited improvement when applied on the limited memory, online approaches.

2.1 Problem Formulation

Given a time-varying dataset $X = [x_{t_1}, x_{t_2}, \ldots, x_{t_n}] \in \mathbb{R}^{d \times n}$ where $d$ is the total number of dimensions (attributes), our goal is to find the top $k$ eigenvectors from a single pass of the data without any prior knowledge about the distribution of input samples. This is particularly important in cases where a single sample may be too large to fit into the memory space. Time-varying data are more challenging from many perspectives. Firstly they usually do not satisfy the i.i.d. assumption which most online PCA techniques require. In other words, consecutive frames are not completely independent. Secondly, in case of streaming data scenarios, it is very hard to estimate key properties of the dataset such as the general distribution and eigengap between first two eigenvectors.

2.2 Main result

Figure 1 shows an overview example demonstrating the main goal of this paper. One can see at a glance that the block power when using very small block size does not converge at all while Oja’s rule, when using an arbitrary learning rate, converges very slowly towards the first significant eigenvector. One solution is to use the optimal learning rate of Oja’s rule according to [14] which significantly improves the convergence rate. However, as mentioned earlier, finding such optimal learning rate violates the online learning condition as it requires...
an additional preprocessing data pass to compute the eigengap $\Delta$. Our acceleration technique remedies this problem and requires neither prior knowledge of the data samples nor restriction on the block size. With a single pass on the generated data, our scheme converges to the first significant eigenvector reaching 0.9999 accuracy when accelerating the block power and 0.999 when accelerating Oja’s method with learning rate of $\eta_t = 1/t$. Here, we define accuracy as $\text{accuracy} = 1 - \text{convergence}$ and $\text{convergence} = 1 - \frac{\|X^T W_t\|^2_F}{\|X^T V^*\|^2_F}$ where $W_t$ is the eigenvector estimate at time $t$ and $V^*$ is the optimal eigenvector. Furthermore, we will see later in this study how our technique works efficiently with real-world time-varying data.

3 Our Accelerations Scheme

In this section, we will explain our acceleration scheme. Our scheme is based on a very simple yet efficient idea. Assume that the acceleration function $g(W_{t+1}, W_t, t)$ takes as an input the updated eigenvectors at times $t$ and $t+1$ and the number of current update, the main objective is to maximize the following function

$$G(W_{t+1}, W_t) = W_{t+1}^T W_t W_t^T W_{t+1}$$

where $W_t$ and $W_{t+1}$ are normalized and lie in $\mathbb{R}^d$ space. This maximization satisfies an important condition of convergence for all online PCA algorithms. It follows naturally by directly applying the gradient ascend rule on the objective function one gets

$$g(W_{t+1}, W_t, t) = W_{t+1} + \frac{\alpha_t}{2} \frac{\partial}{\partial W_{t+1}} G(W_{t+1}, W_t)$$

$$= W_{t+1} + \alpha_t W_t W_t^T W_{t+1}$$

$$= (I + \alpha_t W_t W_t^T) W_{t+1}$$

where $\alpha_t$ is the learning rate for which we will justify its values later in this study. This leads to the general update rule

$$W_{t+1} = \frac{\tilde{W}_{t+1} + \alpha_t W_t W_t^T \tilde{W}_{t+1}}{\tilde{W}_{t+1} + \alpha_t W_t W_t^T \tilde{W}_{t+1}}, \quad (2)$$

where $\tilde{W}_{t+1} = f(W_t, \tilde{X}_t)$ is the eigenvector estimation based on the update method $f$ that we wish to accelerate. Here, $\tilde{X}_t = \{x_i\}_{i=Bi(t+1)}^{Bi(t+1)}$ is a subset of the input dataset revealed at time $t$ with cardinality $B$ and $W_t \in \mathbb{R}^d$ is the recent updated eigenvector. We call this subset a block of samples of size $B$. For instance, in case of Oja’s rule $f(W_t, \hat{X}_t) = W_t + \eta(t) \hat{X}_t \hat{X}_t^T W_t/B$ and in case of block power $f(W_t, \hat{X}_t) = \hat{X}_t \hat{X}_t^T W_t/B$. Note that here we consider a block variant of Oja’s method, where at each iteration we update the eigenvector...
based on a block of recent time-steps instead of using only the most recent one. Our scheme overcomes the memory limitations by emphasizing on the shared information acquired from previous eigenvectors instead of depending heavily on the recent time-steps as the case in Oja and block power which may not reflect the temporal changes throughout all observations. This will give more robustness against new samples corresponding to outliers. In order to show how our acceleration rapidly optimizes \( G(W_{t+1}, W_t) \), we will compare the values of the function for the block power and Oja’s methods before and after applying our acceleration scheme as shown in Figure 2. It’s very clear that using our scheme \( G(W_{t+1}, W_t) \) reaches the optimal value of 1 after very few iterations with much better and more stable performance in terms of convergence rates. Our scheme can be easily generalized to extract multiple eigenvectors \((k > 1)\) case by defining \( W_t \in \mathbb{R}^{d \times k} \) and replacing the normalization process by Gram-Schmidt orthogonalization process.

4 Experimental Design

We test our method on synthetic datasets generated using the spiked covariance model based on [16] where each time-step is drawn from the following generative model

\[
x_i = A z_i + \sigma N_i,
\]

where \( A \in [-1,1]^{d \times k} \) is a fixed matrix, \( z_i \in \mathbb{R}^k \) is a random weight vector based on standard normal distribution and \( \sigma N_i \in \mathbb{R}^d \) is a Gaussian noise vector.
of standard deviation $\sigma$. The task is to restore the component matrix $A$ from the noisy samples $x_i$. We test the online techniques for the following settings $k = 1$ and $10$, $d = 100$ and $1,000$ and $\sigma = 0.5$ and $1$. We apply our scheme for accelerating the block power and Oja’s algorithms. For the block power, the block size was set to $B = 5$ in order to show how our model converges even when using very small block size. For Oja’s rule, the learning rate was set according to $\eta(t) = \frac{a_c + 1}{t^3}$ where $c_t$ is a random variable of uniform distribution and $a = 2$. For our scheme, we set the learning rate to $\alpha_t = 1/\eta(t)$. Hence, the update rule of our scheme becomes

$$W_{t+1} = \tilde{W}_{t+1} + \frac{t}{\alpha_{t+1}} W_t W^T \tilde{W}_{t+1}.$$

This allows for better performance analysis by assuming our acceleration scheme to be a stochastic process. All methods were initialized using same random vector from unit sphere. At each time-step, convergence to the optimal eigenvectors is evaluated in terms of the log-convergence as follows

$$\text{log - convergence}(V^*, W_t) = \log_{10} \left(1 - \frac{\|X^T W_t\|_F^2}{\|X^T V^*\|_F^2}\right)$$

where $\|\cdot\|_F^2$ is the squared Frobenius norm and $V^* \in \mathbb{R}^{d \times k}$ are the optimal $k$ eigenvectors computed using batch PCA.

### 4.1 Results

Fig 3 shows the performance of each technique on the spiked model for different experimental settings. It is very clear that our scheme gives fastest convergence rates in all settings reaching $0.99$ accuracy before processing $10\%$ of the data. After processing all time-steps, the convergence of our scheme becomes $< 10^{-3}$. In general, the accelerated block power performs better than accelerated Oja. The block power (without acceleration) on the other hand was not converging in all experiments because of the very small block size. Oja’s method converges very slowly specially in the case of $d = 1,000$ with very clear oscillating behaviour when extracting a single eigenvector ($k = 1$ case).

### 4.2 Online PCA for Analyzing Molecular Dynamics

In this section, we will study the performance of online PCA methods for analyzing trajectories in Molecular Dynamics simulations where atoms interact with each other in complex spring-like motion. The use of PCA for analyzing MD trajectories, specifically dynamics in proteins, has become a widespread since the work done by [18]. It has been reported that standard PCA converges to the actual normal modes in cases where atoms have harmonic motion. However, the major problem in MD simulation is that trajectories are usually represented
using the Cartesian coordinates of each atom at time $t$. Hence the covariance matrix becomes of size $3N \times 3N$ where $N$ is the number of atoms. When the number of atoms is large (which is the case in most simulations) the covariance matrix becomes too large to fit in the memory space. To the best of our knowledge, the performance of online PCA for such systems has not been reported. We apply online PCA techniques on three MD simulations from [19]. Table 1 shows a summary of the datasets. In all experiments, we set the block size to $B = 5$. Figure 4 shows convergence to the first 20 eigenvectors using each technique. In all experiments, both Oja’s method and block power do not converge. We can also note that adding the momentum term to the block power gives a very limited improvement. On the other hand, after applying our acceleration technique, we get an accuracy of 0.99 after single data pass.

| dataset/simulation name | No. of dimensions | No. of time-steps |
|-------------------------|-------------------|-------------------|
| PCNA                    | 36,675            | 2,000             |
| gen-type 1              | 34,248            | 2,000             |
| Gp45 bindings           | 31,806            | 2,000             |

5 Discussion

In this paper, we investigated the problem of finding the first $k$ eigenvectors of any dataset in a single pass. We found that state-of-the-art online PCA methods fail to solve this problem in real world scenarios. We proposed an acceleration scheme for such family of algorithms. We focused on the empirical evaluation of our scheme using the spiked covariance model. The convergence rate after applying our scheme is much faster than the original online methods. We further tested our scheme on real-world time-varying datasets of Molecular Dynamics simulations. While online methods fail to converge in such scenarios, our scheme recovered the top eigenvectors with accuracy of 0.99 after a single data pass. In terms of our future work, we would like to have more theoretical analysis on our scheme.
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Fig. 3. Convergence of each technique to the first 10 eigenvectors of the spiked covariance model for different settings.
Fig. 4. Convergence of each technique to the first 20 eigenvectors of three Molecular Dynamics simulations.