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Autonomous systems control many tasks in our daily lives. To increase trust in those systems and safety of the interaction between humans and autonomous systems, the system behaviour and reasons for autonomous decision should be explained to users, experts and public authorities. One way to provide such explanations is to use behavioural models to generate context- and user-specific explanations at run-time. However, this comes at the cost of higher modelling effort as additional models need to be constructed. In this paper, we propose a high-level process to extract such explanation models from system models, and to subsequently refine these towards specific users, explanation purposes and situations. By this, we enable the reuse of specification models for integrating self-explanation capabilities into systems. We showcase our approach using a running example from the autonomous driving domain.
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1 Introduction

Nowadays, autonomous systems control many areas of our daily lives, e.g. tasks in transportation, medicine or industry. These tasks require context-awareness, and errors and failures might have severe consequences. To increase trust in and safety of those systems, the system behaviour and reasons for autonomous decision should be explained to users, experts and public authorities. Explainability has become a hot research topic in the area of artificial intelligence [11, 14], but also becomes more important for any autonomous system [5, 13, 26, 28].

One way to explain the behaviour of autonomous systems is to directly encode the generation of explanations into the system code (e.g., done in [2]). However, this approach only allows for generating explanations for behaviours that have been classified as relevant at design time. A more flexible approach, that also facilitates the adjustment of explanations to the explanation recipient and context, is the generation of explanations at run-time. While the first approach can profit from direct access to the encoded system decisions, the latter needs models of the system to identify the events and decisions that led to the current system behaviour. We call these models explanation models. These models are either manually constructed at design time (e.g., in [8]), or learned from data (e.g., in [20, 28]). In [7], we have proposed the MAB-EX framework that uses explanation models to generate explanations on demand, at run-time. There, we have defined explanation models as follows:

An explanation model is a behavioural model of the system that captures causal relationships between events and system reactions. It allows for identifying possible causes for the
behaviour that needs to be explained, e.g., traces of events that may lead to the behaviour. It may also allow for look-ahead simulation to enable answering questions like “What happens if ... ?” or “When will ... be possible again?”. [7] p. 544-545]

The flexibility of model-based explanations comes at the cost of higher modelling effort as explanation models are additional models that need to be constructed. These models have to capture causal relationships between events and system reactions. They should enable the identification of the current state from monitored data and back-tracing with monitored data to identify the chain of causes. An optional requirement is to allow for simulation to answer questions on alternatives and possible future behaviour. Thus to construct them, deep insights into the system behaviour in different situations and contexts is needed. Building them is a new challenge, that has not yet been researched thoroughly.

**Contribution.** In this paper, we propose to reduce the modelling effort by extracting explanation models from formal system models that were used to specify and verify the system behaviour at design time and to subsequently refine these for users, explanation purposes and situations. The notion of “refinement” that we use within this paper differs from the well-known refinement concept from formal methods. Instead, with the term refinement, we describe a process where a coarse explanation model is adapted to a more detailed structure. Thus with our meaning of refinement, the explanation-capability of an explanation model is increased. For now, we focus on an approach to extract initial models from timed automata [4] that is based on the vision paper [24]. Furthermore, we propose a high-level extraction and refinement process that describes which information should be hidden or added for which purpose. We also sketch continuous refinement at run-time to allow for user-specific adjustments and for integrating new information. We illustrate the steps of our high-level approach with a running example from the domain of autonomous driving. Note that the aim of this paper is to present the idea and general process of extracting explanation models from system models but that we do not yet give an implementation.

The main advantages of our high-level extraction and refinement process are:

- **Model reuse:** By extracting an explanation model from an existing system model, we enable the reuse of design-time models
- **Formal Foundation:** By using a formal, verifiably correct system model like a timed automaton, we avoid generating explanations from ambiguous natural language (e.g. directly from requirements).
- **Modularity:** With the help of the created explanation model and our MAB-EX framework, we can introduce self-explainability to existing systems and also facilitate system updates at run-time, as the explanation model can also be updated at run-time.
- **User-specificity:** The output of our framework is an explanation model that takes different types of explainees into account. This is reasonable as, for instance, an engineer might need differently detailed explanations than an end-user.

**Outline.** In the following, we briefly present the MAB-EX framework [7] for self-explaining systems that uses explanation models to construct explanations on demand. Afterwards, we present our explanation model extraction and refinement process in Sect. 3 and introduce our running example in Sect. 4. We explain the extraction phase in detail in Sect. 5 and the refinement phase in Sect. 6. In Sect. 7 we discuss reasons for run-time adaptation of explanation models. We discuss our approach in Sect. 8 and conclude the paper in Sect. 9.
2 Preliminaries: MAB-EX Framework for Self-explaining Systems

To enable the design of self-explainable systems, we have proposed the MAB-EX Loop (Monitor, Analyse, Build, Explain) in previous work [7]. The main idea of this reference framework is to adopt the main principles of the well-known MAPE Loop [1] for self-adaptive systems to build self-explaining systems. We depict the MAB-EX Loop in Fig. 1.

The MAB-EX Loop monitors and analyses the behaviour of a system and decides whether the user (or another stakeholder) requires an explanation. This decision can depend on different factors: on the current context, on the user’s experience with similar situations, or on the characteristics of the situation (e.g., rareness). For more factors that influence the need for an explanation, we refer to [22]. If such an explanation need was detected, the next phases of the loop then build an explanation from explanation models and convey this explanation in a suitable way to the stakeholder. Building an explanation and actually presenting the explanation are separated in the MAB-EX Loop to allow for individual explanations for different stakeholders and contexts.

Possible implementations for an explanation model, that were discussed and illustrated in the paper, are (fault/decision) trees that connect observations to possible reasons and executable behaviour models, e.g., state machines. In the Build-phase, the observed behaviour is used to identify the current state in the explanation model and the events that have led to this state. These events form a trace, which we refer to as explanation path in the remainder of the paper. This path is an internal representation of the explanation that is further processed in the EX-phase of the loop, e.g. enriched with further information and transformed into a suitable presentation format that is given to the explainer (i.e. the recipient of the explanation).

Note that dynamically building explanations makes most sense for complex context-sensitive, maybe self-adaptive or learning systems where it is impossible to predict all situations that require an explanation beforehand. Furthermore, by adding an explanation layer that follows the MAB-EX framework, it is possible to add explanation capabilities to an existing system.

In this paper, we focus on constructing explanation models that can be used in the MAB-EX framework. Additionally, and in contrast to [7], we propose to already tailor the explanation models to different types of explainee. By this, the generated explanation path is reduced to events that are relevant for the explainee and the subsequent processing in the EX-phase can be simplified.
3 Explanation Model Extraction and Refinement Process

Our overall goal is to introduce a multi-level extraction and refinement process for making a variety of existing systems self-explainable. For this, we suggest that an explanation model is extracted from an existing system model and then further refined to cope with different explanation purposes and explainees. As motivated in Sect. 2, an explanation model is a causal structure that connects system actions with their reasons (i.e. events preceding the action). From such an explanation model, explanations may be generated on demand, at run-time. In the following, we motivate some key concepts of our approach, before we introduce the actual explanation model extraction and refinement process.

3.1 Type of system model.

In our terminology, a system model is some technical description of the system’s behaviour, goals and general functionality. We envision that our approach is not limited to a specific type of system: it summarises engineering steps needed to derive an explanation model from a system model. The extraction of an initial explanation model is done by exploiting the syntactical and semantical structure of the system model. In this paper, we use timed automata system models. Similar steps are also applicable for other types of system models. However, the notion of causality in different models might be very different, and influences the steps in our process.

3.2 Types of explanations.

Across domains and throughout research disciplines, different types of explanations are examined for their applicability and usefulness. In the context of semi-autonomous driving, the authors of [16] discovered that “why” (e.g., “Obstacle ahead”) explanations are preferred over “how” explanations (e.g., “The car is braking”) by drivers and led to a better driving performance. A combination of both “why” and “how” explanations led to the safest driving performance. Research results of [19] substantiate these findings as the authors describe that “why” explanations can improve a user’s trust in a system and are more easily understood by the user than “why not” explanations.

We follow these approaches and consider reasoning traces that combine “how” and “why” explanation types, e.g.: “The car did brake (“how”), because an obstacle is ahead (“why”). In our case, these reasoning traces relate to the explanation paths, that we introduced in Sect. 2.

3.3 Explainee types and explanation purposes.

A key feature of our approach is that we take different types of explainees into account. The term explainee comprises the recipient of an explanation. In [18], the authors also suggest, as a first requirement for explainability, to characterise traits of different types of explainees. Such different types of explainees can, for example, be deduced from the stakeholders that are identified in the requirements engineering phase of the system engineering process [9]. Here, we postulate that differently detailed explanation models are needed for different explainee types and for different explanation purposes. By explanation purpose, we mean the topic or circumstance that needs to be explained. Examples of explainee types and explanation purposes are:

- an end-user, who needs to cooperate with the system or who simply wishes to understand some system behaviour;
- an engineer, who needs to understand a system failure;
• a lawyer or the general public, who need to figure out whether a system is responsible for an accident; or
• another system that interacts with the considered system, e.g. two autonomous cars from different manufacturers that need to cooperate.

Note that mechanisms for exploring the needs of different explainee types are out of the scope of this paper, but we refer to [18] for this, where requirements for explainability in general are explored.

3.4 The multi-level extraction and refinement process – Overview.

We give an overview of our framework in Fig. 2. We distinguish three different phases (each having a separate box in Fig. 2) which lead from a formal system model \( \text{SysModel} \) to a user-specific explanation model \( \text{EM5}(x_1), \text{EM5}(x_2), \ldots, \text{EM5}(x_n) \), for specific individual explainees \( x_1, x_2, \ldots, x_n \). We list and briefly describe these three phases in the following and give more details in Sects. 5 to 7 respectively.

Note that each of the steps that we propose is meant to optimise an initially extracted explanation model. This means that each of the intermediate explanation models is already functional on its own. Such intermediate models might be useful for an integration into other approaches and implementations of explainability. If necessary, for example to achieve a fully automatic extraction and refinement, it is possible to skip some of the steps, although then the resulting explanation model may not be optimised towards giving explanations.

Figure 2: Overview of the explanation model creation process.

**Phase 1: Extraction and Preparation (Sect. 5).** This phase of the framework contains two different steps: Extraction of a first version of the explanation model (EM1) from the system model and a preparation of this extracted model for further phases.

**Step 1: Extraction.** In the case of a system model that is modelled as an automaton, this could, e.g., be done by connecting actions with their causes, as is done in the vision paper [24]. However, [24] does not give any methodology for retrieving the explanation model from the crossing controller and omits details in the model without giving reasons for that. The data contained in such an extracted explanation
model EM1 is not yet filtered and contains reasons for all details from the system model, possibly also details that are irrelevant for the explanation topic.

**Step 2: Preparation.** As an unnecessarily large explanation model is not desirable (e.g. because of too large computation times for time-critical explanations), some details are hidden in the preparation step of this phase, leading to EM2. Let us consider an example from a smart factory, where an autonomous robot fetches and delivers parcels between different work stations: We assume that the behaviour of the robot is modelled via two different system models that are working in parallel:

- System model 1: Identify, grab or lay down a parcel
- System model 2: Move, stop, turn left, turn right

If an engineer is interested in explanations for the acceleration or deceleration of the robot (i.e. reasons for the actions “move” and “stop”), it might be not necessary to keep the reasons for turning left and right within the explanation model EM1. Thus, these parts from EM1 are hidden upon the creation of EM2 in this example.

**Phase 2: Tailoring (Sect. 6).** The second phase is again parted into two steps: Firstly, explainee specific parts of EM2 are hidden, and secondly the resulting model EM3 is enriched by details that were missing in the system model. These details are added by human experts or could be extracted from requirements specifications or other (formalised) documents.

**Step 1: Hiding explainee specific details.** For different explainees, differently detailed information is needed for an explanation and hence also for the explanation model. For instance, while exact values of internal data variables might be of interest for an engineer explainee type $X$, e.g. for analysing the system, these values will have little to no meaning for an end-user explainee type $Y$ ($X, Y \in \text{ExplaineeTypes}$). Thus, in this step, we start with EM2 and hide those details, that are irrelevant for a specific type of explainee $X$ or $Y$. The result of this first step are explanation models EM3($X$)and EM3($Y$), for respective explainee types $X$, $Y$.

**Step 2: Add expert information.** Specific information, e.g., that an autonomous vehicle is breaking because of a traffic rule, might not be directly included in SysModel. Instead, it might be encoded that the car brakes because the value of a variable $b$ is not allowed to exceed a constant value $c$. Thus, we enrich abstract internal system data with environmental information. Such information may be, e.g., gathered from the system requirements or a system engineer. Although this step requires some high-level insights into reasons for the system behaviour, it is still less complex than having to create the whole explanation model from scratch. The needed level of detail of this information is again dependant on the explainee, as, e.g., the value of a variable might have a sufficient meaning for an engineer or another system, but not for an end-user. The result of phase 2 is explanation model EM4($X$). Note that, when involving a human expert, this step can only be semi-automated. However, there exist possibilities for automating this step: additional information may be extracted from formalised requirements (cf. [10]), formalised traffic rule books (cf. [15]) and similar sources.

**Phase 3: Run-time Adaptation (Sect. 7).** In our framework, the result of phase 2, the explanation model EM4($X$), is meant to be deployed in a system to make it self-explainable for explainee type $X$. During run-time, further updates and adaptations can be necessary to consider evolving personal preferences of individual explainees or changes in the system behaviour due to self-adaptation, learning or software updates. The initially deployed explanation model EM5($x_1$) for explainee $x_1 \in X$ in this phase is the same as EM4($X$).

Note that, depending on the used system model SysModel, the explanation purpose and the considered type of explainee, it may be that some of the steps are omitted. For instance, if all of the details in EM2 are needed for an engineer explainee type, we may not hide details and EM2is also used as EM3.
4 Set-Up for Running Example

We showcase the use and key features of our framework by using a specific running example with a specific system model SysModel in this paper: an extended timed automaton. Our example is from the domain of autonomous driving and considers a crossing protocol for autonomous turn manoeuvres at urban intersections. It is a simplified adaptation of a crossing protocol that was introduced in [6, 23]. We chose this example, as it comprises a concise, formal, definition of traffic manoeuvres and its soundness and the key features of the protocol have already been formally proven (e.g. safety). Furthermore, timed automata [4] are a popular mechanism for the specification of various system types. With this, our running example also conforms to other systems. We decided to simplify the protocol, as the introduction to the underlying formalism Automotive Controlling Timed Automata (ACTA) with its traffic logic Urban Multi-lane Spatial Logic (UMLSL) from [6, 23] would be beyond the scope of this paper, and the formal details are not necessary for the purpose of the running example: Showcasing and illustrating our extraction and refinement process from Sect. 3. We refer to [6, 23] for the formal details.

A first visionary approach for extracting an explanation model for the crossing controller from [6] was introduced in [24]. An example for a traffic situation that can be handled by the protocol is depicted in Fig. 3, where an ego car E approaches an intersection at which cars B and C are currently performing turn manoeuvres. With ego car, we refer to the car from whose viewpoint the traffic situation is considered. The ego car’s goal is to turn left at the intersection.

![Figure 3: Example traffic situation where cars A to F meet at an urban intersection.](image)

The simplified crossing controller that we present in Sect. 4 is an extended timed automaton. For extracting an explanation model from a timed automaton, we suggest to identify and connect actions and reasons in the automaton. For this, consider the schematic timed automaton transition that we depict in Fig. 4. Actions are elements that appear after / and their reasons are the transition guards before /, as well as possible invariants in the starting location of the transition. Actions can be communicating events or operations on data and clock variables, which can also be specified in method code in some dialects of timed automata. Guards specify logical propositions on data and clock variables, which can also be encapsulated in method code, or specify communication events that have to be received. Invariants describe data and clock constraints that must not be violated while staying in the location.

![Figure 4: Schematic timed automaton transition.](image)
4.1 Crossing Controller Protocol

We depict our simplified crossing protocol in Fig. 5 and explain it in the following. The goal of this protocol is that an autonomous car, like the ego car $E$ from Fig. [3] can safely turn at an intersection. The protocol also implements a fairness property, where only the car with the highest priority may enter an intersection. Each car $C$ starts with a priority $p_c = 0$ and the longer a car waits, the more this priority increases.

The protocol from Fig. 5 summarises four phases, where each phase relates to one location $q_0$ to $q_3$ in the depicted timed automaton:

1. **$q_0$ Far Away**: No crossing is in range.
2. **$q_1$ Crossing Ahead**: On approaching a crossing ($cr\_ahead(E)$), the ego car $E$ sends its own priority $p_E$ for entering via broadcast ($prio![p_E]$) and compares it with the priorities of other traffic participants, and potential path collisions ($path\_coll(E)$) are checked.
3. **$q_2$ Manoeuvre Pending**: The ego car $E$ determines that its priority is the highest and that the desired path is free ($\neg path\_coll(E)$) before entering this phase. If $E$’s priority $p_E$ were smaller than the priority $p_c$ of an arbitrary car $C$, the guarded input action $prio?[p_c] : p_c \geq p_E$ on the transition from location $q_1$ to $q_0$ would be valid and $q_1$ would be left for $q_0$.
4. **$q_3$ On Crossing**: The crossing is only entered if $E$ has the highest priority $p_E$ and no potential path collisions have been detected ($\neg path\_coll(E)$).

Note that in phase 3 of the protocol, $q_2$ Manoeuvre Pending, the ego car $E$ is about to enter the intersection, as its priority is higher than any other cars’ priorities and as no collisions with its planned path through the intersection have been identified. The only possibility for ego to abort its manoeuvre in this phase of the protocol is if a car with a significantly larger priority $p_c$ with $p_c \geq p_E + s$ arrives, e.g. an emergency vehicle. Such an emergency vehicle would not start with a priority of 0 on arriving at the intersection, but with a much larger initial priority value.

In the timed automaton crossing protocol of Fig. 5, we observe three different types of actions:

- Communication actions: With $prio![p_E]$, $E$’s priority $p_E$ is sent via broadcast to all other cars.
• Controller actions: Preparing \texttt{(prepare())}, aborting \texttt{(abort())}, starting \texttt{(start())} and finishing \texttt{(finish())} a crossing manoeuvre.

• Operations on data variables and clock resets: E.g., \(x := 0\) to reset the value of a clock variable \(x\) or \(\text{count}_{m}\) (resp. \(\text{count}_{a}\)) to increase a counter for started (resp. aborted) manoeuvres.

The controller actions are a construct that has been defined for the special type of extended timed automata, Automotive-Controlling Timed Automata, in [23], but can be understood as abstract functions for our purposes in this paper. To model that actions like \texttt{start()} do not happen immediately, we add a time invariant, combined with a respective guard on the outgoing transitions, to most locations of the protocol. For instance consider the invariant \(x \leq t_w\) in location \(q_1\), which specifies that the location must be left after at most \(t_w\) time units. Combined with the guard \(x \geq t_w\) on the outgoing transition to \(q_2\), this transition can only be taken after exactly \(t_w\) time units. Location \(q_1\) can only be left for location \(q_0\) earlier than \(t_w\) time units, if either a path collision was detected with the guard \texttt{path\_coll()} or if a higher priority \(p_c\) has been received and identified via the guarded input action \texttt{prio[pc]}: \(p_c \geq p_E\). The communication semantics of timed automata specifies that, if a communication via the output action \texttt{prio[pc]} has been received from another car \(C\)'s timed automaton controller, and if the communication guard \(p_c \geq p_E\) holds for a variable valuation \(v(c) = C\) of the variable \(c\), the ego controller must synchronise with this communication and thus change back to location \(q_0\). For more details on this type of guarded broadcast communication, we refer to [23].

5 Phase 1: Extraction and Preparation

The first phase of our framework in Fig. 2 contains two steps, which we describe separately: First (Sect. 5.1), the explanation model is extracted from the system model and then (Sect. 5.2) the extracted model is prepared for the next phase of the framework. In each section, we first describe the respective step in general, and after that we apply the step to our running example (cf. Sect. 4).

5.1 Extraction

In this step, we extract a first version \(EM1\) of the explanation model from the system model \(SysModel\). For this, we require the following assumptions to hold for our system model:

1. Completeness: Each possible system behaviour is modelled within the system model \(SysModel\).

2. Correctitude: The system model is required to accurately and correctly represent the system’s behaviour.

If the first assumption is not satisfied, we can still extract an explanation model but this then only allows for partially explaining the system behaviour. Equally, if the second assumption is not satisfied, we can also still extract an explanation model, but it most likely would not be correct. With such a faulty explanation model, we could then apply debugging methods to actually eliminate incorrect behaviour from the system model itself through faulty explanations. However, for our example, we assume that both assumptions hold to extract a correct explanation model.

For now, we focus on timed automata system models. For other types of system models, the extraction process may differ, as we discuss in Sect. 8.

For the extraction, we readopt the idea of [24] to connect system actions with their reasons. However, we broaden the idea of actions to \emph{observables}. Such an observable may be any behaviour that can be observed from the outside of the system. We assume that a communication action or setting an internal
variable to a new value is also an observable, as, e.g., an engineer or another system might be interested to keep track of the valuation of certain system variables. Possible reasons basically are the preconditions for an observable. Note that the term “observable” does not only comprise those elements that are “visible” for a human. Instead, an observable in our sense is some observable system behaviour, which could, e.g., be identified via observer automata, as they are generally used for timed automata.

To retrieve the reasons for an observable, a backwards search through our system model can find all possible explanation paths that may lead to an observable. On assembling these explanation paths to one model, we get a causal tree structure that is structurally comparable to the causal diagram that has been described in [24]. The merits of such a tree structure are that on observing a certain phenomenon, the potential reasons and explanations can be directly extracted from this causal tree structure. However, we discuss potential limits of using a causal structure in Sect. 8.

Running Example: In our running example, we assume that our explanation purpose is to explain unexpected behaviour of an AV at an intersection, and that the explainee is a passenger of the AV.

To connect observables with their reasons, we exploit the extended timed automata semantics of our crossing protocol and connect actions in our timed automaton model with all their possible reasons (cf. Sect. 4). This idea of connecting actions with their reasons (resp. causes) stems from the “models of causality” approach [8]. A specific example for an action that we use in our protocol is the communication action \( \text{prio}[p_E] \), with which the ego car communicates its priority \( p_E \) for turning at the intersection (cf. Fig. 5). A guard (i.e. reason) preceding this action is the function \( \text{cr}_\text{ahead}() \). An example of an explanation path would connect the action \( \text{prio}[p_E] \) with the reason \( \text{cr}_\text{ahead}() \).

Note that for this example we do not include clock reset actions \( x := 0 \) for a clock variable \( x \) into our notion of observables. This is because we assume that resetting of clock variables is an internal concept of timed automata. The explanation model that we extract by connecting actions with their reasons is depicted in Fig. 6. Note that this first version \( \text{EM1} \) contains reasons for all observables. Also note that the superstates which we use in Fig. 6 are only used to simplify the figure: Their meaning is that, e.g., both the observables \( \text{count}_a \) and \( \text{start}() \) have the same reasons.

Figure 6: Explanation model \( \text{EM1} \) connects all possible actions of the system model \( \text{SysModel} \) with their possible reasons.
5.2 Preparation

In our second step of phase 1, we hide context details that are irrelevant for our explanation purpose. Thus, we reduce the content of our explanation model EM1 to behaviour that actually fits the explanation purpose within EM2.

In our meaning, relevant information is such information that helps the explainee to better understand system behaviour and functionality, w.r.t. an explanation purpose. To formally capture this notion of understanding explanations, related approaches [3,12] compare the actual world model $W$ with a locally believed model $M_i$ of an explainee $i$. A relevant explanation is one that helps in transforming a believed model $M_i$ closer to the actual world model $W$. As an example for irrelevant information, we refer back to our factory robot from Sect. 3, p. 23. Note that we do not yet hide information that are irrelevant for specific explainee types in this step. For this we refer to Sect. 6.1.

To reduce the content of explanation model EM1, we hide entire branches: Those that contain actions that are not connected to our explanation purpose. However, we do not add or remove, nor alter in any way, information within any of the other branches. With this, the suggested procedure is a variation of program slicing, which was introduced in [25], where the explanation purpose is used as slicing criterion. For future work, we want to investigate more sophisticated slicing methods, were we do not necessarily hide entire branches in the explanation model.

Running Example: Consider again our running example, where we stated in Sect. 5.1 that our explainee is a passenger (cf. end-user) of an AV. We assume that internal system variables are not of interest for explaining visible behaviour of the AV to a passenger. Thus, we hide those actions that assign new values to data variables. I.e., we hide all branches that relate to the actions $\text{count}_a$ and $\text{count}_m$. This means that the superstates containing multiple actions in EM1 are obsolete in EM2. The resulting explanation model EM2 is depicted in Fig. 7.

![Diagram of explanation model EM2](image-url)

Figure 7: In explanation model EM2, branches that are related to actions out of the scope of the explanation purpose are removed from EM1 using a variation of slicing.
6 Phase 2: Tailoring and Refinement

This second phase of our framework from Fig. 2 contains again two steps, which we again describe separately: First (Sect. 6.1) the explanation model is tailored towards specific explainees and then (Sect. 6.2) context information is added. After this phase, the explanation model may be deployed. Note that we again explain our concepts by using our running example.

6.1 Tailoring Towards Explainee

Recall that before, in Sect. 5.2, we suggested to hide information that are irrelevant w.r.t. an explanation purpose. In this step, we use another notion of relevance: Relevance w.r.t. a specific explainee type.

Thus, the goal of this step is to tailor the explanation model EM2 towards a specific type of explainee, e.g. to an end-user, an engineer or another system. For this, explainee-specific details of the model may be eliminated. The intuition is that an end-user may not be interested in internal data variables, while an engineer might very well need explanations for values of such variables. We again suggest to use slicing methods to reduce the explanation model EM2 to a user-type-specific explanation model EM3. We again hide entire branches that contain reasons for actions out of the scope for a specific explainee.

Running Example: We continue our case-study, where we consider that our explainee is an end-user and that the explanation purpose is to explain the behaviour of the crossing controller from Fig. 5. We assume that an end-user will only be interested in explanations for visible behaviour of the AV, not perceiving the invisible behaviour. Thus, we omit the explanation branch for the action \texttt{prio}!\texttt{[pE]}, where the AV communicates its priority to other traffic participants. Further on, we assume that both the actions \texttt{prepare}() and \texttt{finish}() are not of interest for an end-user: the manoeuvre preparation comprises an internal system state, which is not visible to an end-user and while finishing the manoeuvre is visible (“leaving the intersection”), from the perspective of an end-user, this might not be perceived as an action that needs to be explained.

Thus, the resulting explanation model EM3 that we depict in Fig. 8 only comprises the explanation branches for the actions \texttt{start}() and \texttt{abort}(). Especially the latter one is of interest, as it is a version of a “why not” explanation (“Why do we not start the manoeuvre?”). Such explanations have been found to be of interest in [19].

![Figure 8: For tailoring explanation model EM2 towards an end-user as explainee, invisible, internal system actions are omitted, resulting in a smaller explanation model EM3.](image-url)
6.2 Refinement: Add environmental information

In this step, the explanation model EM3 is extended by explainee-specific environmental information. The intuition is that some of the information that is needed for a good explanation might not be contained within the system model SysModel. Such information could be rules that the system abides by that are only encoded by abstract data variables within SysModel. These information can be obtained by different sources: for example, from an engineer or from system requirements. If the addressee is an end-user or non-expert, we also suggest that abstract system data is annotated with natural language text snippets in this step. Note that these text snippets are not yet fragments of a formulated explanation that is provided to an addressee but should rather be understood as modules from which an explanation may be retrieved later on. We further clarify this progress from EM3(X) to EM4(X) with our running example in the following.

Running Example: In the case of our end-user, we suggest to annotate EM3 with text snippets that can later be used to formulate explanations. For instance, the abstract clock variable \( x \) and it exceeding some constant \( t_w \) has no meaning to an end-user. However, if the right-hand branch of the action \( \text{start()} \) is summarised by “manoeuvre time exceeded”, this text snipped might be integrated into an explanation later on. Further on, consider the reasons for \( \text{abort()} \): A special case is the reason where the priority \( p_c \) of another AV exceeds the priority \( p_E \) of our AV \( E \) under consideration significantly (by a constant value “s”). While this value “s” is abstract and without any meaning for an end-user, its meaning reflects the traffic rule where an emergency vehicle has the right of way at an intersection. This again is a user-understandable, and moreover, user-acceptable information.

Figure 9: Explanation model EM4 is enriched by natural language annotations to simplify the generation of explanations from this model later on. Further on, information about traffic rules, for instance that emergency vehicles have a right of way (“having the highest priority”) is reflected within EM4.

7 Phase 3: Run-time Adaptation

We consider the explanation model EM4(X) from the previous phase to be ready for deployment for the explainee type \( X \). However, we postulate that an explanation model should be individualised towards a specific explainee \( x \in X \). Thus, on deploying the explanation model, we consider an initial explanation
model $EM_5(x_1)$ with $EM_5(x_1) \sim EM_4(X)$ for an individual explainee $x_1 \in X$. For different explainees $x_1, x_2$, a further individualisation or personalisation of the initial models $EM_5(x_1), EM_5(x_2)$ is necessary as different explainees have different explanation preferences, prior system knowledge and attention levels that may influence their cognitive workload. Such different attention levels have, e.g., been identified for air-plane pilots within the Salience, Effort, Expectancy and Value (SEEV) model in [27]. Also, users gain experience with the system during its lifetime and might want to hide specific (types of) explanations on demand. Equally, a run-time adaptation of $EM_5(x_1)$ will be necessary, whenever the system model itself changes, e.g. due to self-adaptation, learning or software updates. We identify possibilities to detect the need for model updates in the following and leave the techniques to update the explanation model for future work.

System Update-triggered Adaptations.

The need for model updates of $EM_5(x_1)$ due to an updated system model can be automatically identified if a corresponding update process for the system model exists. With this updated model, we can start the extraction and refinement process again. To do this automatically at run-time, all steps need to be fully automated. However, to reduce the computation overhead, we plan to investigate an incremental approach that adds or removes parts of the explanation models in future work. This requires a meta model for the explanation model that defines operations with which the explanation model can be adjusted. This could, for example, be realised by graph transformation rules.

During run-time, the explanation layer could also detect the need for updating the system model when an explanation cannot be extracted from the existing explanation model $EM_5(X)$, e.g. due to a novel situation that the system encounters.

User-centered Adaptations.

We identify several possibilities to detect the need for those updates that are necessary for the further individualisation towards the explainee $x_1$:

- The explainee $x_1$ requests a more detailed explanation that cannot be extracted from the existing explanation model $EM_5(X)$
- The explainee $x_1$ requests to hide a specific explanation
- Through observation of the user’s behaviour, the system detects that they have gained experience with the system and do not need detailed explanations for known situations.

The first case is connected to findings that “explaining” is not a static process, where an explanation is given only once. Instead, related work [17] suggests that not only one isolated explanation, but instead an explanation process should be considered. In such a process, the system may start with a brief explanation and refine this explanation later, if the user is not initially satisfied with it. For this, a differently detailed explanation model might be needed, for which the different phases of our approach are ideal. We will consider such dynamic explanation processes in future work. To enable adjustments for specific explainees at run-time, we assume that the explainee can give feedback for each explanation, e.g., by rating whether the explanation was helpful and whether the level of detail was adequate.
8 Discussion and Future Work

In this paper, we introduce an extraction and refinement process for explanation models that allows making existing systems self-explainable by using an additional explanation layer like it is done in our MAB-EX framework. We showcase the usability of our approach with a timed automata running example. Nonetheless, our process is only the first stepping stone towards an automatic, generalised process of deriving explanations directly from system models. Here, we discuss and assess the main strengths of our approach, but also name its limits and potential topics for future work.

Running Example and Generality.

We have chosen a timed automaton specification (SysModel) for our running example, as timed automata allow to formalise a good variety of system types. Also, for our specific example, a formal semantics and proofs for system properties like safety, already exist in [6,23]. With our running example, we enrich [6] by an explainability module. In future work, we plan to examine whether, for timed automata, some state history should also be integrated into the explanation model EM1.

Note that our extraction and refinement process from Fig.2 itself is not limited to timed automata. Indeed, our general framework is capable of retrieving explanation models from arbitrary types of system models. To use our approach for other types of systems, we currently identify an important additional requirement for the system model SysModel (apart from those that were introduced in the beginning of Sect. 5.1): It must be possible to identify observables (“actions”) and reasons within the system. We intend to examine whether this additional requirement indeed is enough with further case-studies. Also, a generalised definition for the explanation model extraction process for causality-based system models should be provided.

Automation.

Most steps of our approach do not require human intervention and could be done automatically. In future work, we thus aim to formally define the requirements for all steps of our process and to implement them to automatically extract an explanation model from a system model. To this end, we will also investigate elaborate slicing techniques to tailor the extracted explanation model to different stakeholders. Only for the tailoring of EM3(X) to EM4(X), we suggest to involve an expert, e.g. to connect internal system data to rules. For future work, we intend to examine whether such information could also be automatically retrieved from other sources. While currently, we only use the system model SysModel for constructing our explanation model, one could also exploit other available sources from the entire system development process: For instance, a requirements document or system code and its code documentation might be of help to annotate abstract observables and reasons with text fragments (cf. as in Sect. 6.2).

Integration into MAB-EX.

Following the MAB-EX framework, the explanation model that we present here is not intended to generate actual explanations that would be presented to an end-user. Instead, we retrieve internal explanation paths from our explanation model in the Build phase. The next step would be to translate these internal explanation paths into actual explanations in the last MAB-EX phase. For this, e.g., [21] discusses translation problems between language and logical representations and a variety of approaches exists that discuss how to best present explanations.
Formal Models for Explainability.

Our explanation model is a formal model for explanations, as it is retrieved from a formal system model. With that, we have internal, formalised explanation paths that allow for a translation for different types of explainees, e.g. experts or other systems. Also, our explanation paths are concise, formal representations of explanations. With this, information loss due to natural language translation is minimised. Further on, we envision that we can actually formally analyse and prove certain properties of explanations in future work. For this, our notion of explanation paths would need to be integrated into a formal definition of explanations.

9 Conclusion

We present a high-level process for extracting and refining explanation models from formal system models, thus allowing to make an existing system self-explainable. From our explanation model, explanation paths may be automatically retrieved at run-time and then be translated into explainee-understandable explanations. A strength of our approach is that we take different types of explainees into account: e.g. an end-user, an engineer, or another system. Further on, our formal approach to explanations ensures that future formal analyses are possible. Also, not only the final explanation model $EM_5(x_1)$ is of use for the process of explaining system behaviour. The different intermediate explanation models from each of our phases themselves show a different degree of detail which could be used to integrate these models into other approaches. We showcase our approach using a case-study from the automotive domain, where we extract and refine an explanation model from an extended timed automaton controller for turn manoeuvres at intersections. While our reference process is a first step towards a system capability of automatic self-explanation of system behaviour, we identify and sketch further tasks in our future work section.
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