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Abstract. Let $G$ be a connected reductive algebraic group defined over a finite field $\mathbb{F}_q$ of $q$ elements, and $B$ be a Borel subgroup of $G$ defined over $\mathbb{F}_q$. Let $k$ be a field and we assume that $k = \mathbb{F}_q$ when $\text{char } k = \text{char } \mathbb{F}_q$. We show that the abstract induced module $M(\theta) = kG \otimes_k B \theta$ (here $kH$ is the group algebra of $H$ over the field $k$ and $\theta$ is a character of $B$ over $k$) has a composition series (of finite length) if $\text{char } k \neq \text{char } \mathbb{F}_q$. In the case $k = \overline{\mathbb{F}}_q$ and $\theta$ is a rational character, we give a necessary and sufficient condition for the existence of a composition series (of finite length) of $M(\theta)$. We determine all the composition factors whenever a composition series exists. Thus we obtain a large class of abstract infinite-dimensional irreducible $kG$-modules.

1. Introduction

The decomposition of certain induced modules is extremely important in the representation theory of algebraic groups and finite groups of Lie type. One very important class of finite-dimensional representations arises from considering the induced module from a character of a Borel subgroup. It is well known that all finite-dimensional rational irreducible modules arise by “inducing” (see [17] for details) one-dimensional representations of the Borel subgroup (known as the costandard modules), and the decomposition problem of such modules is known as Lusztig’s conjecture (cf. [20] and [21]) which is true for large characteristic (cf. [1] and [13]) but not always valid in smaller characteristic (cf. [30]). Each irreducible representation of a finite group with split $BN$-pair of characteristic $p$ over a field of characteristic $p$ occurs in the head (socle) of some induced module from a character of $B$ (cf. [9], [27]). In ordinary representation theory of finite reductive groups, each irreducible module occurs in some virtual representation (known as $R^\sigma_T$, cf. [12]), and this classical theory is also contained in the textbook [3] and [8]. For finite groups with a certain set of subquotients, each irreducible module occurs at the head (socle) of the induced module from some “cuspidal pair” (cf. [8] Chapter 1). There are analogous results in the representation theory of Lie algebras by considering the decomposition of Verma modules and baby Verma modules (cf. [29], [23]). Anyway, in representation theory it is often a fundamental problem to determine the submodule structures of various classes of induced modules.

The induced modules from a one-dimensional module of a Borel subgroup of a finite reductive group have been investigated in great detail (cf. [18], [22], and [33]). For example, in [18] Jantzen constructed a filtration for such induced modules and gave a sum formula for these filtrations corresponding to the well known Jantzen
filtrations of Weyl modules. In \cite{22} C. Pillen proved that the socle and radical filtrations of such modules could be obtained from the filtrations of the generic Weyl modules under similar assumptions as in \cite{15}. It was also showed in the same paper that these modules are rigid.

In contrast to the fruitful results discussed above, little is known for abstract induced modules for connected reductive algebraic groups with Frobenius maps (for example, $GL_n(\overline{F}_q)$, $SL_n(\overline{F}_q)$, $SO_2n(\overline{F}_q)$, $SO_{2n+1}(\overline{F}_q)$, $Sp_{2n}(\overline{F}_q)$, \ldots). Recently, Nanhua Xi studied certain infinite-dimensional representations of connected reductive groups over a field of positive characteristic (cf. \cite{31}). These objects arise via induction from the group algebra of a Borel subgroup to the group algebra of the whole group. Xi constructed a submodule filtration of the abstract induced module from the trivial character of a Borel subgroup whose subquotients are indexed by the subsets of the set of simple reflections, and they turned out to be pairwise non-isomorphic. Moreover, the authors of the present paper proved these subquotients are irreducible (see \cite{6} for the cross characteristic case and see \cite{7} for the case of arbitrary base field). The first author also made an attempt to study the submodule structure of some induced modules in \cite{4} and \cite{5}.

In this paper, we study the existence of a composition series of the abstract induced module from an arbitrary character of a Borel subgroup, and determine the composition factors whenever a composition series exists. Let $G$ be a connected reductive algebraic group defined over a finite field $F_q$ of $q$ elements, and $F$ be the standard Frobenius homomorphism on $G$ induced by the automorphism $x \mapsto x^q$ on $\overline{F}_q$. Let $B$ be an $F$-stable Borel subgroup and $T$ an $F$-stable maximal torus contained in $B$. Let $k$ be a field and we assume that $k = \overline{F}_q$ when $\text{char } k = \text{char } F_q$.

This paper concerns the abstract induced modules $\mathcal{M}(\theta) = kG \otimes \mathbb{G} \theta$ (here $\mathbb{G}$ is the group algebra of the group $H$, and $\theta$ is a character of $T$ regarded as a character of $B$ by letting unipotent radical act trivially). We show that $\mathcal{M}(\theta)$ has a composition series if $\text{char } k \neq \text{char } \overline{F}_q$, in which case we determine all the composition factors of $\mathcal{M}(\theta)$. However, if $k = \overline{F}_q$, the situation is more complicated. Under the assumption that $\theta$ is a rational character of $T$, we show that $\mathcal{M}(\theta)$ has a composition series if and only if $\theta$ is antidominant (see Section 4 for the definition), in which case the submodule structure is analogous to the cross characteristic case. In particular, we find a large class of infinite-dimensional irreducible abstract representations of $G$.

Let us briefly give the idea of the proofs of our main results. The idea of the proof of Theorem 3.1 and 4.1 is similar to the proof of \cite{6} Theorem 3.1 and \cite{7} Theorem 4.1 respectively. However the arguments in this paper are more technical and we have to overcome some new challenges. Let $U$ be the unipotent radical of $B$, and $U_{q^n}$ be its $\overline{F}_{q^n}$-points. In the case either $\text{char } k \neq \text{char } \overline{F}_q$ or $k = \overline{F}_q$ and $\theta$ is antidominant, we construct an explicit filtration of $\mathcal{M}(\theta)$. For any subquotient $E$ of this filtration, we prove the irreducibility of $E$ through the following steps: (1) Show that $E$ is a cyclic module (which is obvious by definition); (2) Show that any submodule of $E$ contains an $U_{q^n}$-fixed point for a sufficiently large integer $n$; (3) Show that any $U_{q^n}$-fixed point is transited by $kG$ to a generator of $E$. It is important to note that the step (3) is a new phenomenon in our case, and we develop a new and highly nontrivial technique to settle it. Some discussions in the proof of \cite{6} Theorem 3.1 and \cite{7} Theorem 4.1 also work here under some more general setting. For the simplicity of this article, we omit the proofs of these similar steps and spend more time explaining the new approach which can deal with a general character
\( \theta \in \hat{T} \) not just a trivial character which we consider in [6], [7]. In the case \( k = \mathbb{F}_q \) and \( \theta \) is not antidominant, by the transitivity of Harish-Chandra induction (infinite version) and exactness of the (abstract) induction functor, the non-existence of finite composition series of \( M(\theta) \) reduces to the case \( G = SL_2(\mathbb{F}_q) \). In this case, we prove the non-existence result using the limit process and the classical structural results of the Weyl modules for \( SL_2(\mathbb{F}_q) \) (cf. [11]).

This paper is organized as follows: In Section 2 we recall some notations, and give some general constructions and results working for any field \( k \). In particular, it contains the general properties of the abstract induced modules \( M(\theta) \). Section 3 is devoted to studying the decomposition of \( M(\theta) \) in the case \( \text{char} k \neq \text{char} \mathbb{F}_q \). When \( k = \mathbb{F}_q \) and \( \theta \) is rational, Section 4 and Section 5 deal with the existence, respectively non-existence, of a composition series of \( M(\theta) \) in the antidominant and the non-antidominant case, respectively. Using such decomposition of \( M(\theta) \) in previous sections, some more corollaries and conclusions are given in Section 6.

2. General setting

Let \( G \) be a connected reductive algebraic group defined over \( \mathbb{F}_q \) with the standard Frobenius homomorphism \( F \) induced by the automorphism \( x \mapsto x^q \) on \( \mathbb{F}_q \). Let \( B \) be an \( F \)-stable Borel subgroup, and \( T \) be an \( F \)-stable maximal torus contained in \( B \), and \( U = R_u(B) \) be the (\( F \)-stable) unipotent radical of \( B \). We identify \( G \) with \( G(\mathbb{F}_q) \) and do likewise for the various subgroups of \( G \) such as \( B, T, U \cdots \). We denote by \( \Phi = \Phi(G; T) \) the corresponding root system, and by \( \Phi^+ \) (resp. \( \Phi^- \)) the set of positive (resp. negative) roots determined by \( B \). Let \( W = N_G(T)/T \) be the corresponding Weyl group. We denote by \( \Delta = \{ \alpha_i \mid i \in I \} \) the set of simple roots and by \( S = \{ s_i = s_{\alpha_i} \mid i \in I \} \) the corresponding simple reflections in \( W \).

For each \( \alpha \in \Phi \), let \( U_{\alpha} \) be the root subgroup corresponding to \( \alpha \) and we fix an isomorphism \( \varepsilon_\alpha : \mathbb{F}_q \to U_{\alpha} \) such that \( t\varepsilon_\alpha(c)c^{-1} = \varepsilon_\alpha(\alpha(t)c) \) for any \( t \in T \) and \( c \in \mathbb{F}_q \). For any \( w \in W \), let \( U_w \) (resp. \( U_{\alpha_w} \)) be the subgroup of \( U \) generated by all \( U_{\alpha} \) with \( w(\alpha) \in \Phi^- \) (resp. \( w(\alpha) \in \Phi^+ \)). The multiplication map \( U_w \times U_{\alpha_w} \to U \) is a bijection (cf. [11] Proposition 2.5.12)). For any \( J \subset I \), let \( W_J \) and \( P_J \) be the corresponding standard parabolic subgroup of \( W \) and \( G \), respectively. One denotes by \( w_J \) the longest element in \( W_J \). We also have the Levi decomposition \( P_J = L_J \ltimes U_J \), where \( L_J \) is the subgroup of \( P_J \) generated by \( T \), and all \( U_{\alpha_i} \) and \( U_{-\alpha_i} \) with \( i \in J \) and \( U_J = R_u(P_J) \).

Let \( k \) be a field and we assume that \( k = \widehat{\mathbb{F}}_q \) when \( \text{char} k = \text{char} \mathbb{F}_q \). All representations of \( G \) we consider are over the field \( k \). Denote by \( kG \) the group algebra of \( G \). For a \( F \)-stable subgroup \( H \) of \( G \), we denote by \( H_{q^n} \) the \( \mathbb{F}_{q^n} \)-points of \( H \) (equivalently, \( F_{q^n} \)-fixed points of \( H \)). Thus, one identifies \( H \) with the union of all \( H_{q^n} \). For any finite subset \( X \) of \( G \), let \( \chi := \sum_{x \in X} x \in kG \). This notation will be frequently used later. Without loss of generality, we make the following convention throughout this paper.

**Convention 2.1.** We assume that all representatives of the elements of \( W \) involved are in \( G_q \) without loss of generality. (Otherwise, we replace \( q \) by a sufficiently large power of \( q \). This does no harm to the result.)

Let \( \hat{T} \) be the set of characters of \( T \) when \( \text{char} k \neq \text{char} \mathbb{F}_q \) and let it be the set of rational characters when \( k = \mathbb{F}_q \). Each \( \theta \in \hat{T} \) can be regarded as a character of \( B \) by the homomorphism \( B \to T \). Let \( \mathbb{F}_q \) be the corresponding \( B \)-module. We are
interested in the induced module $M(\theta) = kG \otimes_k B \mathcal{E}_\theta$. Let $1_\theta$ be a fixed nonzero element in $k_\theta$. We abbreviate $x1_\theta := x \otimes 1_\theta \in M(\theta)$ for $x \in G$.

**Proposition 2.2.** For any $\theta \in \hat{T}$, we have the isomorphism $\text{End}_{kG}(M(\theta)) \simeq k$ as $k$-algebras. In particular, the $kG$-module $M(\theta)$ is indecomposable.

**Proof.** Let $f \in \text{End}_{kG}(M(\theta))$. Noting that $f(1_\theta) \in M(\theta)^U$, it is enough to show that $M(\theta)^U = k1_\theta$. Using the Bruhat decomposition, we see that

$$M(\theta) = \sum_{w \in W} kUw1_\theta,$$

where $w$ is a fixed representative of $w \in W$. Now let $\xi \in M(\theta)^U$ with the following expression

$$\xi = \sum_{w \in W} \sum_{x \in U} a_{x,w}xw1_\theta, \quad a_{x,w} \in k.$$

There exists a positive integer $m$ such that $x \in U_{q^m}$ when $a_{x,w} \neq 0$. Now assume that there is an element $w \neq e$ ($e$ is the neutral element in $W$) such that $a_{x,w} \neq 0$ for some $x \in U_{q^m}$. Then it is easy to see that $uw \neq \xi$ for any $u \in U \setminus U_{q^m}$ which is a contradiction. Thus $\xi = a1_\theta$ for some $a \in k$ and we have $M(\theta)^U = k1_\theta$ which completes the proof. □

**Remark 2.3.** Let $tr$ be the trivial $B_q$-module. It is well known that $\text{Ind}_{B_q}^{G_q} tr$ is always decomposable, and $\text{End}_{kG_q}(\text{Ind}_{B_q}^{G_q} tr)$ is known as Hecke algebra when $k = \mathbb{C}$. Proposition 2.2 shows that this never happens for a $G$-module which is obtained by abstract induction from a character of $B$.

For each $i \in I$, let $G_i$ be the subgroup of $G$ generated by $U_{\alpha_i}, U_{-\alpha_i}$, and set $T_i = T \cap G_i$. For each $i \in I$, there exists a surjective homomorphism $\varphi_i : SL_2(\mathbb{F}_q) \to G_i$ such that

$$\varphi_i \begin{pmatrix} 1 & x \\ 0 & 1 \end{pmatrix} = \varepsilon_{\alpha_i}(x), \quad \varphi_i \begin{pmatrix} 1 & 0 \\ x & 1 \end{pmatrix} = \varepsilon_{-\alpha_i}(x).$$

For $\theta \in \hat{T}$, define the subset $I(\theta)$ of $I$ by

$$I(\theta) = \{i \in I \mid \theta|_{T_i} \text{ is trivial}\}.$$

The Weyl group $W$ acts naturally on $\hat{T}$ by

$$(w \cdot \theta)(t) := \theta^w(t) = \theta(w^{-1}tw)$$

for any $\theta \in \hat{T}$. Denote by $W_\theta$ the stabilizer of $\theta$. The following lemma is clear.

**Lemma 2.4.** (i) The parabolic subgroup $W_{I(\theta)}$ is a subgroup of $W_\theta$.

(ii) Conversely, if $W_\theta$ is a parabolic subgroup of $W$, then $W_\theta = W_{I(\theta)}$.

**Proof.** (i) Since $W_{I(\theta)}$ is generated by $s_i, i \in I(\theta)$, it is sufficient to show $\theta s_i = \theta$ for each $i \in I(\theta)$. We have

$$\theta s_i(t) = \theta(s_i^{-1}ts_i) = \theta(t)\theta(t^{-1}s_i^{-1}ts_i), \quad \forall t \in T.$$

Now since $t^{-1}s_i^{-1}ts_i \in T_i$, we get $\theta(t^{-1}s_i^{-1}ts_i) = 1$. Then $\theta s_i = \theta$ and (i) is proved.

(ii) We prove that $W_\theta \subset W_{I(\theta)}$ which implies that $W_\theta = W_{I(\theta)}$ by (i). Since by assumption $W_\theta$ is generated by some simple reflections, it is enough to show that if $\theta s_i = \theta$, then $\theta|_{T_i}$ is trivial. By (2.2), it suffices to show that each element $\theta \in T_i$ can be written as $t^{-1}s_i^{-1}ts_i$ with $t \in T_i$. It is enough to verify this in $SL_2(\mathbb{F}_q)$ in
which case \( s_i = s = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \) by the surjective homomorphism \( \varphi_i : SL_2(\bar{\mathbb{F}}_q) \to G_i \).

For any fixed \( g = \begin{pmatrix} b & 0 \\ 0 & b^{-1} \end{pmatrix} \), let \( x \) be a square root of \( b^{-1} \) in \( \bar{\mathbb{F}}_q \) and \( t = \begin{pmatrix} x & 0 \\ 0 & x^{-1} \end{pmatrix} \).

Then \( t^{-1}s^{-1}ts = g \) which completes the proof. \( \square \)

Let \( J \subset I(\theta) \), and \( G_J \) be the subgroup of \( G \) generated by \( G_i \), \( i \in J \). We choose a representative \( \check{w} \in G_J \) for each \( w \in W_J \). Thus, the element \( w\mathbf{1}_\theta := \check{w}\mathbf{1}_\theta \) \((w \in W_J)\) is well-defined. For \( J \subset I(\theta) \), we set

\[
\eta(\theta)_J = \sum_{w \in W_J} (-1)^{\ell(w)} w\mathbf{1}_\theta,
\]

and let \( \mathcal{M}(\theta)_J = \mathbb{K}G\eta(\theta)_J \). Analogous to \([31, \text{Proposition 2.3}]\), we have the following proposition.

**Proposition 2.5.** For \( J \subset I(\theta) \), the \( \mathbb{K}G \)-module \( \mathcal{M}(\theta)_J \) has the form

\[
\mathcal{M}(\theta)_J = \sum_{w \in W} \mathbb{K}U\check{w}\eta(\theta)_J = \sum_{w \in W} \mathbb{K}U_{w,j}w^{-1}\mathbf{1}_\theta \check{w}\eta(\theta)_J.
\]

**Proof.** The second equality follows immediately from the following claim which is also frequently used later. We claim that if \( w \leq s_iw \), \( u\mathbf{1}_\theta = \check{w}\mathbf{1}_\theta \) for any \( u \in U_i \).

Indeed, \( w \leq s_iw \) implies that \( w^{-1}(\alpha) > 0 \), and hence \( \check{w}^{-1}U_\alpha\check{w} \subset U \). Therefore, \( u\mathbf{1}_\theta = \check{w}\mathbf{1}_\theta \). Now we let

\[
M = \sum_{w \in W} \mathbb{K}U\check{w}\eta(\theta)_J.
\]

Since \( M \) contains \( \eta(\theta)_J \), to show the first equality it is enough to show that \( M \) is a \( \mathbb{K}G \)-submodule, and hence to show that \( M \) is \( N_G(T) \)-stable since \( G \) is generated by \( B \) and \( N_G(T) \). We have to check \( \check{s}_iu\check{w}\eta(\theta)_J \in M \) for any \( u \in U_i \), \( h \in W \), and \( i \in I \). Since each element \( u \in U \) can be written as \( u = u'u_i \) with \( u'_i \in U_{s_i} \) and \( u_i \in U_{s_i} \), noting that \( \check{s}_iu'_i\check{s}_i^{-1} \in U_i \), it is enough to check \( \check{s}_iu_\iota h\check{w}\eta(\theta)_J \in M \). There is no harm to assume that \( \ell(hw_J) = \ell(h) + \ell(w_J) \).

The case \( u_i = 1 \) is clear. For each \( u_i \in U_{\alpha_i} \setminus \{1\} \), we have

\begin{equation}
(2.3) \quad \check{s}_iu_i\check{s}_i^{-1} = f_i(u_i)\check{s}_i h_i(u_i) g_i(u_i),
\end{equation}

where \( f_i(u_i), g_i(u_i) \in U_{\alpha_i} \setminus \{1\} \), and \( h_i(u_i) \in T_i \) are uniquely determined. Then we need to deal with the following three cases.

(i) If \( hw_J \leq s_ihw_J \), then \( hw \leq s_ihw \) for each \( w \in W_J \). For any \( w \in W \), we have

\[
\check{s}_iu_i\check{w}\mathbf{1}_\theta = \check{s}_i(h\check{w})^{-1}u_i\check{w}\mathbf{1}_\theta.
\]

When \( w \in W_J \) and \( hw \leq s_ihw \), we get \( (h\check{w})^{-1}u_i\check{w} \in U \). Therefore in this case

\[
\check{s}_iu_i\check{w}\mathbf{1}_\theta = \check{s}_i\check{w}\mathbf{1}_\theta,
\]

which implies that

\[
\check{s}_i\check{w}\eta(\theta)_J = \sum_{w \in W_J} (-1)^{\ell(w)} \check{s}_i\check{w}\mathbf{1}_\theta = \check{s}_i\check{w}\eta(\theta)_J \in M.
\]

(ii) If \( s_ih \leq h \), using (2.3) we see that

\[
\check{s}_i\check{w}\eta(\theta)_J = f_i(u_i)\check{s}_i h_i(u_i) g_i(u_i)\check{s}_i\check{w}\eta(\theta)_J.
\]
By the same discussion as (i) we have \( g_i(u_i) s_i \hat{h}(\theta) J = s_i \hat{h}(\theta) J \). Therefore it is not difficult to get
\[
s_i u_i \hat{h}(\theta) J = f_i(u_i) s_i h_i(u_i) s_i \hat{h}(\theta) J = \theta^{s_i h}(h_i(u_i)) f_i(u_i) s_i^{2} \hat{h}(\theta) J.
\]
Noting that \( s_i^{2} \in T \), the above equation becomes
\[
(2.4) \quad s_i u_i \hat{h}(\theta) J = \theta^{s_i h}(h_i(u_i)) \theta^{h}(s_i^{2}) f_i(u_i) \hat{h}(\theta) J
\]
\( = \theta^{h}(s_i h_i(u_i)) s_i f_i(u_i) \hat{h}(\theta) J \in M \)

(iii) If \( h \leq s_i h \) but \( s_i h w_J \leq h w_J \), then \( s_i h = h s_j \) for some \( j \in J \). We can assume that \( s_i h = h s_j \) for some \( t \in T \) and \( s_i \in G_j \). Therefore
\[
(2.5) \quad s_i u_i \hat{h}(\theta) J = s_i \hat{h}^{-1} u_i \hat{h}(\theta) J = h s_j \hat{h}^{-1} u_i \hat{h}(\theta) J.
\]
For convenience we set \( u_j = t \hat{h}^{-1} u_i \hat{h}^{-1} \in U_{\alpha_j} \), then the above equation becomes
\[
(2.5) \quad s_i u_i \hat{h}(\theta) J = \theta(t) \hat{h} s_j u_j \eta(\theta) J.
\]
Firstly, it is clear that
\[
(2.5) \quad s_i u_j \eta(\theta) J = s_i u_j \sum_{w \in W_J, w \leq s_j w} (-1)^{\ell(w)} w 1_{\theta} + s_j u_j \sum_{w \in W_J, s_j w \leq w} (-1)^{\ell(w)} w 1_{\theta}
\]
For the first part, we see that
\[
(2.5) \quad s_i u_j \sum_{w \in W_J, w \leq s_j w} (-1)^{\ell(w)} w 1_{\theta} = s_j \sum_{w \in W_J, s_j w \leq w} (-1)^{\ell(w)} w 1_{\theta} = - \sum_{w \in W_J, s_j w \leq w} (-1)^{\ell(w)} w 1_{\theta}.
\]
For the second part, by \( (2.3) \) we have
\[
(2.5) \quad s_j u_j \sum_{w \in W_J, s_j w \leq w} (-1)^{\ell(w)} w 1_{\theta} = f_j(u_j) s_j h_j(u_j) g_j(u_j) s_j \sum_{w \in W_J, s_j w \leq w} (-1)^{\ell(w)} w 1_{\theta}
\]
which also equals to \( f_j(u_j) \sum_{w \in W_J, s_j w \leq w} (-1)^{\ell(w)} w 1_{\theta} \) by some easy computation. Combining these two equations we get
\[
(2.5) \quad s_i u_j \eta(\theta) J = \sum_{w \in W_J, w \leq s_j w} (-1)^{\ell(w)} w 1_{\theta} + f_j(u_j) \sum_{w \in W_J, w \leq s_j w} (-1)^{\ell(w)} w 1_{\theta}.
\]
It can be also written as
\[
(2.5) \quad - \sum_{w \in W_J, w \leq s_j w} (-1)^{\ell(w)} w 1_{\theta} + f_j(u_j) \eta(\theta) J - f_j(u_j) \sum_{w \in W_J, w \leq s_j w} (-1)^{\ell(w)} w 1_{\theta}
\]
Noting that
\[
(2.5) \quad f_j(u_j) \sum_{w \in W_J, w \leq s_j w} (-1)^{\ell(w)} w 1_{\theta} = \sum_{w \in W_J, w \leq s_j w} (-1)^{\ell(w)} w 1_{\theta},
\]
then we have \( s_i u_j \eta(\theta) J = (f_j(u_j) - 1) \eta(\theta) J \).

By the above discussion, now \( (2.5) \) becomes
\[
(2.5) \quad s_i u_i \hat{h}(\theta) J = \theta(t) \hat{h}(f_j(u_j) - 1) \eta(\theta) J = \theta(t)(\hat{h} f_j(u_j) \hat{h} - 1) \hat{h} \eta(\theta) J.
\]
Noting that \( u_i = t h^{-1} u_i h t^{-1} \), combining (2.3) and the following two equations
\[
\dot{h}s_j u_j s_j^{-1} h^{-1} = \dot{h}s_j t h^{-1} u_i h t^{-1} s_j^{-1} h^{-1} = s_i u_i s_j^{-1},
\]
\[
\dot{h}s_j u_j s_j^{-1} h^{-1} = (\dot{h}f_j(u_j)) h^{-1}(\dot{h}s_j h^{-1})(\dot{h}f_j(u_j)) h^{-1}(\dot{h}g_j(u_j)) h^{-1},
\]
we get \( f_i(u_i) = \dot{h}f_j(u_j) h^{-1} \), and hence we have
\[
(2.6) \quad s_i u_i \dot{h}y(\theta)_j = \theta(t)(f_i(u_i) - 1) \dot{h}y(\theta)_j \in M.
\]

Now combining (i), (ii) and (iii), the proposition is proved. \( \square \)

For \( w \in W \), denote by \( \mathcal{R}(w) = \{ i \in I \mid ws_i < w \} \). For any subset \( J \subset I \) and \( K \subset I(\theta) \) we set
\[
X_J = \{ x \in W \mid x \text{ has minimal length in } xW_J \};
\]
\[
Z_K = \{ w \in X_K \mid \mathcal{R}(ww_K) \subset K \cup (I \setminus I(\theta)) \}.
\]

For each \( w \in W \), let
\[
C_w = \sum_{y \leq w} (-1)^{\ell(w) - \ell(y)} P_{y,w}(1) y \in kW,
\]
where \( P_{y,w} \in \mathbb{Z}[t] \) is the Kazhdan-Lusztig polynomial associated to the pair \( y, w \in W \) (cf. [19, Theorem 1.1]). According to [19, Theorem 1.1], the elements \( C_w \) with \( w \in W \) form a basis of \( kW \). In particular, we have \( C_w = \sum_{y \in W_J} (-1)^{\ell(w,y)} y \) because \( P_{y,w} = 1 \) (cf. [19, Lemma 2.6 (vi)]). By [14, Lemma 2.8 (c)], for \( x \in X_J \), we have the uni-triangular relation
\[
(2.7) \quad C_{xw_J} = xc_{w_J} + \sum_{y \in \mathcal{X}_J, y < x} a_y y c_{w_j}, \quad a_y \in k
\]
with its inverse
\[
(2.8) \quad xc_{w_J} = C_{xw_J} + \sum_{y \in \mathcal{X}_J, y < x} a'_y C_{yw_J}, \quad a'_y \in k.
\]

**Lemma 2.6.** Let \( J \subset I(\theta) \). Then the set \( \{ wC_{w_K} \mid J \subset K \subset I(\theta), w \in Z_K \} \) forms a basis of \( kW_{C_{w_J}} \). In particular, we have
\[
kW_{C_{w_J}} = \sum_{w \in Z_J} kw_{C_{w_J}} + \sum_{J \subset K \subset I(\theta)} kW_{C_{w_K}}.
\]

**Proof.** Firstly we note that
\[
X_J w_J = \bigcup_{J \subset K \subset I(\theta)} Z_K w_K \quad \text{(disjoint union)}.
\]

Let \( V \) be the space spanned by \( \{ wC_{w_K} \mid J \subset K \subset I(\theta), w \in Z_K \} \). It is enough to prove that \( xC_{w_j} \in V \) for any \( x \in X_J \). We show this by induction on \( \ell(x) \). The case \( \ell(x) = 0 \) is trivial. Assume that \( \ell(x) > 0 \). The result is trivial if \( x \in Z_J \). For \( x \notin Z_J \), we have \( xw_j = yw_L \) for some \( L \supseteq J \) and \( y \in Z_L \), and hence \( C_{xw_j} = C_{yw_L} \in V \) by (2.7) and induction. Moreover, we have
\[
(2.9) \quad xc_{w_J} = C_{xw_J} + \sum_{z < x, z \in X_J} k_z C_{zw_j}, \quad k_z \in k
\]
by (2.8). It follows that \( xc_{w_j} \in V \) by (2.7), (2.9), and induction. This completes the proof. \( \square \)
The following proposition is analogous to [31, Proposition 2.7]. This completes the proof. □

For any \( w \in W_f(\theta) \), set \( c_w = (-1)^{\ell(w)} C_w \theta \in \mathbb{M}(\theta) \). By [19, Lemma 2.6 (vi)], we have \( c_{w_J} = \eta(\theta) J \) for any subset \( J \) of \( I(\theta) \). Since \( s_i c_{w_J} = -c_{w_J} \) if \( i \in J \), we have

\[
\mathbb{M}(\theta)_J = \sum_{w \in X_J} kU_{w_J} w \eta(\theta) J
\]

for any \( J \subseteq I(\theta) \) by Proposition 2.6. Set

\[
E(\theta)_J = \mathbb{M}(\theta)_J / \mathbb{M}(\theta)'_J,
\]

where \( \mathbb{M}(\theta)'_J \) is the sum of all \( \mathbb{M}(\theta)_K \) with \( J \subseteq K \subseteq I(\theta) \). This construction generalizes [31, 2.6]. For each \( J \subseteq I(\theta) \), denote by \( C(\theta)_J \) the image of \( \eta(\theta)_J \) in \( E(\theta)_J \). The following proposition gives a basis of \( E(\theta)_J \).

**Proposition 2.7.** The set \( \{ w \hat{\theta} C(\theta)_J \mid w \in Z_J, u \in U_{w,J} w^{-1} \} \) forms a basis of \( E(\theta)_J \).

**Proof.** The set is linearly independent by Lemma 2.6. By (2.10) and Lemma 2.6, we see that

\[
E(\theta)_J = \sum_{w \in Z_J} kU_{w,J} w \hat{\theta} C(\theta)_J.
\]

This completes the proof. □

The following proposition is analogous to [31, Proposition 2.7].

**Proposition 2.8.** Let \( \theta_1, \theta_2 \in \hat{T} \) and \( K \subseteq I(\theta_1), L \subseteq I(\theta_2) \). Then \( E(\theta_1)_K \) is isomorphic to \( E(\theta_2)_L \) as \( \mathbb{kG} \)-modules if and only if \( K = L \) and \( \theta_1 = \theta_2 \).

**Proof.** The “if” part is clear. We prove the “only if” part. Assume that there is an isomorphism \( \phi : E(\theta_1)_K \rightarrow E(\theta_2)_L \). It is clear that

\[
t \phi(C(\theta_1)_K) = \theta_1(t) \phi(C(\theta_1)_K)
\]

for any \( t \in T \). On the other hand, all \( T \)-invariant lines in \( E(\theta_2)_L \) are contained in \( \mathbb{kWC}(\theta_2)_L \). Thus we get

\[
(2.11) \quad \phi(C(\theta_1)_K) = \sum_{w \in Z_L} \lambda_w \hat{\theta} C(\theta_2)_L.
\]

For any fixed \( \theta \in \hat{T}, J \subseteq I(\theta) \) and \( w \in Z_J \), we see that \( U_{\alpha} \hat{\theta} C(\theta)_J = \hat{\theta} C(\theta)_J \) if and only if \( U_{\alpha} \not\subseteq U_{w,J} w^{-1} \). Therefore in (2.11), there is a unique \( w \in Z_L \) such that \( \lambda_w \neq 0 \) and \( \lambda_K = w_{(J)} w_L \). However since \( s_i C(\theta_1)_K = -C(\theta_1)_K \) if and only if \( i \in K \), \( L \) has to be \( K \) and then \( \phi(C(\theta_1)_K) = \lambda C(\theta_2)_K \) for some \( \lambda \in k \). Hence

\[
\theta_1(t) \phi(C(\theta_1)_K) = \phi(t C(\theta_1)_K) = t \phi(C(\theta_1)_K) = \theta_2(t) \phi(C(\theta_1)_K)
\]

and we get \( \theta_1 = \theta_2 \). This completes the proof. □

Analogous to [3, Section 3], we have the following interpretation of \( E(\theta)_J \) in terms of parabolic induction. Let \( \theta \in \hat{T} \) and \( K \subseteq I(\theta) \). Since \( \theta|_{T_f} \) is trivial for all \( i \in K \), it induces a character (still denoted by \( \theta \)) of \( \hat{T} = T/T \cap [L_K, L_K] \). Therefore, \( \theta \) is regarded as a character of \( L_K \) by the homomorphism \( L_K \rightarrow \hat{T} \) (with the kernel \( [L_K, L_K] \)), and hence as a character of \( P_K \) by letting \( U_K \) acts trivially. Set \( \overline{M}(\theta, K) := kG \otimes_{kP_K} \theta \). Let \( 1_{\theta,K} \) be a fixed nonzero element in the one-dimensional module \( k_\theta \) associated to \( \theta \). We abbreviate \( x 1_{\theta,K} := x \otimes 1_{\theta,K} \in \overline{M}(\theta, K) \) as before. Let \( J \subseteq I(\theta) \) and \( J' = I(\theta) \setminus J \). Let \( E(\theta)'_J \) be the submodule of \( \overline{M}(\theta, J') \) generated by \( D(\theta)_J := \sum_{w \in W_J} (-1)^{\ell(w)} \hat{\theta} 1_{\theta,J'} \).
Proposition 2.9. The set \( \{ wD(\theta)_J | w \in Z_J, u \in U_{wJw^{-1}} \} \) forms a basis of \( E(\theta)_J \). In particular, \( E(\theta)_J \) is isomorphic to \( E(\theta)_J \) as \( kG \)-modules.

Proof. Using Lemma 2.5, we have

\[
E(\theta)_J = kGD(\theta)_J = \sum_{w \in W} kUwD(\theta)_J.
\]

Since \( s_iD(\theta)_J = -D(\theta)_J \) for any \( i \in J \), then \( E(\theta)_J = \sum_{w \in W} kUwD(\theta)_J \). Since \( D(\theta)_K = (-1)^{(\omega K)}C_{\omega K}1_{\theta,J} \) for each \( J \subset K \subset I(\theta) \), and \( C_{\omega K}1_{\theta,J} = 0 \) for \( J \subset K \subset I(\theta) \), we have \( E(\theta)_J = \sum_{w \in Z_J} kUwD(\theta)_J \) by Lemma 2.6. By the same argument as Proposition 2.4, we have

\[
E(\theta)_J = \sum_{w \in Z_J} kU_{wJw^{-1}}D(\theta)_J,
\]

and hence \( E(\theta)_J \) is isomorphic to \( E(\theta)_J \) by Lemma 2.7.

\[\square\]

3. The cross characteristic

Throughout this section, we assume that \( \text{char} k \neq \text{char} \overline{\mathbb{F}}_q = p \). The main result of this section is the following

Theorem 3.1. Let \( \theta \in \mathbf{T} \). Then all \( kG \)-modules \( E(\theta)_J \) \((J \subset I(\theta))\) are irreducible and pairwise non-isomorphic. In particular, the \( kG \)-module \( M(\theta) \) has exactly \( 2^{|I(\theta)|} \) composition factors, each occurring with multiplicity one.

For each \( i \in I \), we fix an \( u_i \in U_{\alpha_i} \setminus \{1\} \). Similar to [6] Section 3, define

\[
\tau_i := u_i^{-1}s_i^{-1}(f_i(u_i) - 1) \in kG,
\]

where \( f_i(u_i) \) is defined by the formula (2.3). Therefore the operators \( \tau_i \ (i \in I) \) also have the following properties (Lemma 3.2 Corollary 3.3 Corollary 3.4 below), the proofs of which are identical to [6] Lemma 3.3, [6] Corollary 3.5, [6] Corollary 3.6, respectively, as long as we replace \( D_J \) there with \( D(\theta)_J \).

Lemma 3.2. For each \( i \in I \), fix a \( u_i \in U_{\alpha_i} \setminus \{1\} \). Let \( w \in Z_J \), then we have

\[
\tau_iwD(\theta)_J = \begin{cases} 
  a_iwD(\theta)_J - s_i^{-1}wD(\theta)_J & \text{if } s_iw \leq w \\
  b_iwD(\theta)_J & \text{if } s_iww < w \text{ and } s_iw \geq w \\
  0 & \text{if } s_iww \geq w
\end{cases}
\]

where \( a_i = (\theta^w(s_i^{-1}h_i(u_i)si_j))^{-1} \), and \( b_i \in k \) which depends on the choice of the representative of each element \( w \in W \).

Corollary 3.3. Let \( j_1, \ldots, j_k \in I \). If the coefficient (in terms of the basis given in Proposition 2.9) of \( w_1D(\theta)_J \) in \( \tau_{j_k} \cdots \tau_{j_1}w_2D(\theta)_J \) is nonzero, then \( w_1 = w_2 \), or there exists a \( 1 \leq t \leq k \) and a subset \( \{ i(1), i(2), \ldots, i(t) \} \) of \( \{ 1, 2, \ldots, k \} \) such that

1. \( i(1) < i(2) < \cdots < i(t) \),
2. \( \ell(w_1) = \ell(w_2) - t \), and
3. \( w_1 = s_{i(t)}s_{i(t-1)} \cdots s_{i(1)}w_2 \).

As an easy consequence of Corollary 3.3, we have

Corollary 3.4. Let \( j_1, \ldots, j_k \in I \). Then

1. The coefficient of \( w_1D(\theta)_J \) in \( \tau_{j_k} \cdots \tau_{j_1}w_2D(\theta)_J \) is zero if \( \ell(w_2) - \ell(w_1) > k \).
2. If \( \ell(w_2) - \ell(w_1) = k \), then the coefficient of \( w_1D(\theta)_J \) in \( \tau_{j_k} \cdots \tau_{j_1}w_2D(\theta)_J \) is nonzero if and only if \( w_1 = s_{j_k} \cdots s_{j_1}w_2 \).
Let \( \theta \) be a one-dimensional character of \( T \), and \( V \) be a \( kG \)-module which can also be regarded as a \( kT \)-module. Thus we denote by

\[
V_\theta = \{ v \in V \mid tv = \theta(t)v, \forall t \in T \}.
\]

By restriction, one regards \( \theta \) a character of \( T_{q^a} \) and \( V \) a \( kG_{q^a} \)-module for any positive integer \( a \). We denote by

\[
V_{\theta,q^a} = \{ v \in V \mid tv = \theta(t)v, \forall t \in T_{q^a} \}.
\]

The following lemma is easy but useful in the main proof of this section.

**Lemma 3.5.** Let \( M \) be a \( kG \)-module and \( N \) be a submodule of \( M \). Assume that \( \chi_1, \chi_2, \ldots, \chi_m \) are different characters of \( T \) (resp. \( T_{q^b} \) for some positive integer \( b \)). If \( \sum_{i=1}^m a_i \xi_i \in N \) with each \( a_i \neq 0 \) and \( \xi_i \in M_{\chi_i} \) (resp. \( \xi_i \in M_{\chi_i,q^b} \)), then \( \xi_i \in N \) for \( 1 \leq i \leq m \).

**Proof.** The proof is obvious by induction on \( m \). \( \square \)

Now we return to the main step of the proof. By Lemma 2.8 it is sufficient to prove that \( E(\theta)'_J \) is irreducible for any \( J \subseteq I(\theta) \). This follows from the following four technical results.

**Lemma 3.6.** Let \( \theta \in \hat{T} \), and let \( M \) be a \( kG \)-module and \( \eta \in M_0 \). If \( M' \) is a submodule of \( M \) containing \( U_{q^a} \eta \) for some positive integer \( a \), then \( \eta \in M' \).

**Lemma 3.7.** For \( J \subseteq I(\theta) \), if \( M \) is a nonzero submodule of \( E(\theta)'_J \), then

\[
M \cap \sum_{w \in Z_J \cap W_{\theta}} k\bar{w}D(\theta)_J \neq 0.
\]

**Lemma 3.8.** For \( J \subseteq I(\theta) \), if \( M \) is a nonzero submodule of \( E(\theta)'_J \), then

\[
M \cap \sum_{w \in Z_J \cap W_{I(\theta)}} k\bar{w}D(\theta)_J \neq 0.
\]

**Lemma 3.9.** For \( J \subseteq I(\theta) \), if \( M \) is a nonzero submodule of \( E(\theta)'_J \) such that

\[
M \cap \sum_{w \in Z_J \cap W_{I(\theta)}} k\bar{w}D(\theta)_J \neq 0,
\]

then \( D(\theta)_J \in M \) and hence \( M = E(\theta)'_J \).

Once these lemmas are proved, we can prove Theorem 3.1.

**Proof of Theorem 3.1.** Combining Lemma 3.8 and 3.9 we see that any nonzero submodule \( M \) of \( E(\theta)'_J \) contains \( D(\theta)_J \), and hence \( M = E(\theta)'_J \). In particular, all \( E(\theta)'_J \) are irreducible for any \( J \subseteq I(\theta) \). Therefore, all \( E(\theta)'_J \) are irreducible and pairwise non-isomorphic by Proposition 2.8 and 2.9. This completes the proof. \( \square \)

It remains to prove the above four lemmas.

**Proof of Lemma 3.6.** The proof is motivated by [32, 2.7]. Let

\[
w_0 = s_{\alpha_r} s_{\alpha_{r-1}} \ldots s_{\alpha_1}
\]

be a reduced expression of the longest element \( w_0 \) of \( W \), and set

\[
\beta_i = s_{\alpha_i} s_{\alpha_2} \ldots s_{\alpha_{i-1}}(\alpha_i).
\]
Then for each $i = 1, 2, \ldots, r$ and any positive integer $b$, 
\[ X_{i,q^b} = U_{\beta_i,q^b} U_{\beta_{i-1},q^b} \ldots U_{\beta_1,q^b} \]
is a subgroup of $U_{q^b} = X_{1,q^b}$. Clearly, $X_{i,q^b}$ is a subgroup of $X_{i,q^{b'}}$ if $F_{q^b}$ is a subfield of $F_{q^{b'}}$. Here we set $X_{r+1,q^b} = \{1\}$.

First, we use induction on $i$ to show that there exists positive integer $b_i$ such that the element $X_{i,q^{b_i}} \eta$ is in $M'$. When $i = 1$, this is true for $b_1 = a$ by assumption. Now we assume that $X_{i,q^{b_i}} \eta$ is in $M'$. We show that $X_{i+1,q^{b_i+1}} \eta$ is in $M'$ for some positive integer $b_{i+1}$.

Let $c_1, c_2, \ldots, c_{q^{b_i+1}}$ be a complete set of representatives of all cosets of $F_{q^{b_i}}$ in $F_{q^{b_i+1}}$. Choose $t_1, t_2, \ldots, t_{q^{b_i+1}} \in T$ such that $\beta_j(t_j) = c_j$ for $j = 1, 2, \ldots, q^{b_i} + 1$.

Note that $t_\eta = \theta(t) \eta$ for any $t \in T$. Thus

\begin{equation}
\sum_{j=1}^{q^{b_i+1}} \theta(t_j)^{-1} t_j \sum_{x \in U_{\beta_i,q^b}} x \eta = q^{b_i} \eta + U_{\beta_i,q^{2b_i}} \eta.
\end{equation}

Since $X_{i,q^b} = X_{i+1,q^{b_i}} U_{\beta_i,q^b}$ and $X_{i,q^{b_i}} \eta$ is in $M'$, we see that

\begin{equation}
\zeta := \sum_{j=1}^{q^{b_i+1}} \theta(t_j)^{-1} t_j \sum_{x \in X_{i,q^b}} x \eta = \sum_{j=1}^{q^{b_i+1}} \theta(t_j)^{-1} t_j \sum_{y \in X_{i+1,q^{b_i}}} y \sum_{x \in U_{\beta_i,q^{b_i}}} x \eta
\end{equation}

\begin{equation}
= \sum_{y \in X_{i+1,q^{b_i}}} \sum_{j=1}^{q^{b_i+1}} t_j y t_j^{-1} (\theta(t_j)^{-1} t_j) \sum_{x \in U_{\beta_i,q^{b_i}}} x \eta \in M'.
\end{equation}

Choose $b_{i+1}$ such that all $\beta_m(t_j)(r \geq m \geq i)$ are contained in $F_{q^{b_{i+1}}}$ and $F_{q^{b_{i+1}}}$ contains $F_{q^{2b_i}}$. Then $t_j y t_j^{-1}$ is in $X_{i+1,q^{b_{i+1}}}$ for any $y \in X_{i+1,q^{b_i}}$. Then we have

\begin{equation}
X_{i+1,q^{b_{i+1}}} \zeta = q^{(r-i)b_i} X_{i+1,q^{b_{i+1}}} \sum_{j=1}^{q^{b_{i+1}}} \theta(t_j)^{-1} t_j \sum_{x \in U_{\beta_i,q^{b_i}}} x \eta
\end{equation}

\begin{equation}
= q^{(r-i)b_i} X_{i+1,q^{b_{i+1}}} (q^{b_i} \eta + U_{\beta_i,q^{2b_i}} \eta) \in M'.
\end{equation}

Because $X_{i,q^{b_i}} \eta$ is in $M'$, we have $X_{i,q^{2b_i}} \eta \in M'$. Thus

\begin{equation}
X_{i+1,q^{b_{i+1}}} X_{i,q^{2b_i}} \eta = q^{2(r-i)b_i} X_{i+1,q^{b_{i+1}}} U_{\beta_i,q^{2b_i}} \eta \in M'.
\end{equation}

Since $q \neq 0$ in $k$, combining formula (3.2) and (3.3) we see that $X_{i+1,q^{b_{i+1}}}, \eta \in M'$. Noting that $X_{r,q^{b_r}} = U_{\beta_r,q^{b_r}}$, now we have $U_{\beta_i,q^{b_r}} \eta \in M'$ and $U_{\beta_r,q^{2b_r}} \eta \in M'$. Applying formula (3.1) to the case $i = r$ we get that $q^{b_r} \eta + U_{\beta_r,q^{2b_r}} \eta \in M'$. Therefore $\eta$ is in $M'$. The lemma is proved.}

**Proof of Lemma 3.7** The proof is analogous to that of [6, Claim 1]. Assume that $M$ is a nonzero submodule of $E(\theta)^{\mathbf{T}}$ and $0 \neq x \in M$. Then $x \in E(\theta)^{\mathbf{T}}_{\mathbf{T}} q^a = kG_{q^a} D(\theta)^{\mathbf{T}}$ for some $a > 0$.

For any $K \subset I(\mathbf{T})$, set $M(\theta,K) q^a = \text{Ind}_{\mathbf{P}_{k,q^a}}^G k \theta$. For a finite-dimensional $kG_{q^a}$-module $N$, we denote by $N^*$ the dual space of $N$ which is also a $kG_{q^a}$-module.
Now assume that $L \in \text{Irr}_{k}(G_{\bar{q}a})$ is a simple submodule of $\mathcal{M}(\theta, K)_{\bar{q}a}$. Then

$$\text{Hom}_{G_{\bar{q}a}}(\mathcal{M}(\theta^{-1}, K)_{\bar{q}a}, L^*) = \text{Hom}_{G_{\bar{q}a}}((\mathcal{M}(\theta, K)_{\bar{q}a})^*, L^*) \neq 0.$$ 

Since for each character $\theta$, $\text{Ind}_{G_{\bar{q}a}}^{G_{\bar{q}a}} k_\theta$ is a quotient module of $\text{Ind}_{B_{\bar{q}a}}^{G_{\bar{q}a}} k_\theta$, which is a quotient module of $\text{Ind}_{W_{\bar{q}a}}^{G_{\bar{q}a}} \text{tr}$, we have $\text{Hom}_{G_{\bar{q}a}}(\text{Ind}_{W_{\bar{q}a}}^{G_{\bar{q}a}} \text{tr}, L^*) \neq 0$. Therefore

$$(L^*)_{\bar{q}a}^* \cong \text{Hom}_{W_{\bar{q}a}}(\text{tr}, L^*) \cong \text{Hom}_{G_{\bar{q}a}}(\text{Ind}_{W_{\bar{q}a}}^{G_{\bar{q}a}} \text{tr}, L^*) \neq 0$$

by Frobenius reciprocity. When $\text{char } k \neq \mathbb{F}_q$, $(L^*)_{\bar{q}a}^* \neq 0$ is equivalent to $L_{\bar{q}a}^* \neq 0$ since $U_{\bar{q}a}$ acts semisimply on $L$.

It is clear that $(E(\theta)_{J,q}^*)_{\bar{q}a}^* \subset \bigoplus_{w \in Z_j} kU_{w, j} w^{-1, q} \bar{w}D(\theta)_{J,q}^*$ by Proposition 2.9 and there is a simple module $L \in \text{Irr}_{k}(G_{\bar{q}a})$ such that $L \subset kG_{\bar{q}a}x \subset E(\theta)_{J,q}^* \cap M$. By the previous paragraph, $L_{\bar{q}a}^* \neq 0$, which implies that $(E(\theta)_{J,q}^*)_{\bar{q}a}^* \cap M \neq 0$.

Assume that

$$0 \neq \xi = \sum_{w \in Z_j} c_w U_{w, j} w^{-1, q} \bar{w}D(\theta)_{J,q}^* \in (E(\theta)_{J,q}^*)_{\bar{q}a}^* \cap M, \quad c_w \in k.$$ 

Notice that

$$U_{\bar{q}a} \xi = U_{\bar{q}a} \sum_{w \in Z_j} c_w U_{w, j} w^{-1, q} \bar{w}D(\theta)_{J,q}^*$$

$$= \sum_{w \in Z_j} U_{\bar{q}a} U_{w, j} w^{-1, q} \cdot U_{w, j} w^{-1, q} c_w U_{w, j} w^{-1, q} \bar{w}D(\theta)_{J,q}^*$$

$$= \sum_{w \in Z_j} U_{\bar{q}a} U_{w, j} w^{-1, q} \cdot U_{w, j} w^{-1, q} c_w \bar{q}^{q^{\theta}(w, j, w^{-1})} \bar{w}D(\theta)_{J,q}^*$$

$$= U_{\bar{q}a} \sum_{w \in Z_j} c_w \bar{q}^{q^{\theta}(w, j, w^{-1})} \bar{w}D(\theta)_{J,q}^* \in M.$$

It follows that $0 \neq U_{\bar{q}a} \sum_{w \in W_{\theta}} c'_w \bar{v}wD(\theta)_{J,q}^* \in M_{\theta^v, q^v}$ for some $v \in W$ by Lemma 3.3.

Since $\sum_{w \in W_{\theta}} c'_w \bar{v}wD(\theta)_{J,q}^* \in (E(\theta)_{J,q}^*)_{\theta^v}$, we see that $\sum_{w \in W_{\theta}} c'_w \bar{v}wD(\theta)_{J,q}^* \in M$ by Lemma 3.6. Thus we have

$$0 \neq \sum_{w \in W_{\theta}} c'_w \bar{v}wD(\theta)_{J,q}^* \in (E(\theta)_{J,q}^*)_{\theta^v} \cap M.$$

This completes the proof.

**Proof of Lemma 3.3.** We first make some preliminaries. Let $W_{J(\theta)}$ be the minimal parabolic subgroup containing $W_{\theta}$. Then $J(\theta) \supset I(\theta)$ by Lemma 2.3. Let \{v_1 = \varepsilon, v_2, \cdots, v_n\} be a complete set of the representatives (with minimal length) of the left cosets of $W_{I(\theta)}$ in $W_{J(\theta)}$. We set

$$V_i = \sum_{w \in W_{J(\theta)}} k\bar{v}_i wD(\theta)_{J,q}^*$$

and $V = \sum_{1 \leq i \leq n} V_i$. As a $T$-module, each $V_i$ is a $T$-weight space of weight $\theta^{v_i}$. One should be careful that $\theta^{v_i}$ may equals to $\theta^{v_j}$ even $v_i \neq v_j$. Clearly, any $\varepsilon \in V$ can be written uniquely
as \( \varepsilon = \sum_i \varepsilon_i \) with \( \varepsilon_i \in V_i \). Thus for each element \( \varepsilon \in V \), define \( N(\varepsilon) = \{ v_i \mid \varepsilon_i \neq 0 \} \).

On the other hand, each element \( \xi \in V \) has a unique decomposition

\[
\xi = \xi_{\chi_1} + \xi_{\chi_2} + \cdots + \xi_{\chi_s},
\]

where \( \chi_1, \chi_2, \ldots, \chi_s \) are different characters. In this case we call \( \xi_{\chi_k} \) the \( \chi_k \)-weight factor of \( \xi \) for \( k = 1, 2, \ldots, s \).

We fix \( u_i \in U_{\alpha_i} \setminus \{ 1 \} \) for each \( i \in I \) and then consider the functor \( \tau_i \) as in Lemma 3.2. Given \( \chi \in \hat{T} \) (actually, \( \chi = \theta^{v_k} \) for some integer \( k \) in our case) and an element \( \varepsilon \in V_\chi \), motivated by the formula in Lemma 3.2 for each \( i \in I \), we denote by \( \Omega_i(\varepsilon) \) the \( \chi^{v_i} \)-weight factor of the element \( \tau_i \varepsilon - (\chi(s_i)h_i(u_i)s_i)\varepsilon \). Noting that when the weight of \( \varepsilon \) is known, we can simply denote by \( \Omega_i(\varepsilon) = \Omega_i(\varepsilon) \). Clearly, \( \Omega_i \) induces a linear operator on \( M \cap V \) by Lemma 3.5. Then it is not difficult to see that \( |N(\Omega_i(\varepsilon))| \leq |N(\varepsilon)| \) using Lemma 3.2.

Now we return to the main proof. By Lemma 3.7, it is enough to show that if \( 0 \neq \varepsilon \in M \cap V \), then

\[
M \cap \sum_{w \in Z_J \cap W_I(\theta)} k\hat{w}D(\theta)_J \neq 0.
\]

We will show this by induction on \( |N(\varepsilon)| \).

Using Lemma 3.6 we can assume that \( \varepsilon \) is a \( T \)-weight vector without lost of generality. If \( |N(\varepsilon)| = 1 \), then

\[
0 \neq v_i^{-1} \varepsilon \in M \cap \sum_{w \in Z_J \cap W_I(\theta)} k\hat{w}D(\theta)_J
\]

for some \( v_i \) and we are done. Now we assume that \( |N(\varepsilon)| > 1 \). Choose \( v_j \in N(\varepsilon) \) with \( \ell(v_j) = \min \{ \ell(v_i) \mid v_i \in N(\varepsilon) \} \) and let \( v_j = s_j \cdots s_{j_1} \) be its one reduced expression. Now we let \( \varepsilon' = \Omega_{j_1} \cdots \Omega_{j}(\varepsilon) \) which is nonzero and it is not difficult to see that \( \varepsilon' \in M \cap V_\theta \). Moreover, we have \( |N(\varepsilon')| \leq |N(\varepsilon)| \) by Lemma 3.2 and previous discussion. Now we set \( \varepsilon'' = \xi + \zeta \), where \( 0 \neq \xi \in V_1 \) and \( \zeta \in \sum_{i \geq 2} V_i \). If \( \zeta = 0 \), we are done. Otherwise we choose \( v_k \in N(\zeta) \) with \( \ell(v_k) = \min \{ \ell(v_i) \mid v_i \in N(\zeta) \} \) and let \( v_k = s_{k_1} \cdots s_{k_l} \) be its one reduced expression. By the property of \( W_I(\theta) \) and Lemma 3.2 we have (1) \( r \geq 2 \); (2) \( 0 \neq \varepsilon'' := \Omega_{k_{r-1}} \cdots \Omega_{k_1}(\varepsilon') \in M \cap V_\theta \); (3) \( s_{k_l} \notin W_I(\theta) \) for some \( 1 \leq l \leq r - 1 \). It is clear that

\[
|N(\Omega_{k_{r-1}} \cdots \Omega_{k_1}(\varepsilon'))| \leq |N(\Omega_{k_{r-1}} \cdots \Omega_{k_1}(\varepsilon'))|)
\]

for any \( 1 \leq i \leq r - 1 \) and

\[
|N(\Omega_{k_1} \cdots \Omega_{k_1}(\varepsilon'))| < |N(\varepsilon')|
\]

by the choice of \( l \) and Lemma 3.2 (since the term in \( V_1 \) is killed by \( \Omega_{k_1} \cdots \Omega_{k_1} \)). It follows that \( |N(\varepsilon'')| < |N(\varepsilon')| \leq |N(\varepsilon)| \) and the result follows from applying the induction hypothesis to \( \varepsilon'' \). This completes the proof.

**Proof of Lemma 3.9** The proof is identical to that of [6, Claim 2] as long as we replace \( Y_J \) there with \( Z_J \cap W_I(\theta) \), and \( D_J \) there with \( D_J(\theta) \), and using Lemma 3.2 Corollary 3.3 Corollary 3.4. \( \square \)
4. The natural characteristic (antidominant case)

We consider the natural characteristic case in this and next sections. In this section, we always assume that \( k = \overline{\mathbb{F}}_q \) and \( \theta \in X(T) \), the group of rational characters of \( T \).

For each \( \alpha \in \Phi \), we fix an isomorphism \( \varepsilon_\alpha : \overline{\mathbb{F}}_q \to U_\alpha \) such that \( t\varepsilon_\alpha(c)t^{-1} = \varepsilon_\alpha(\alpha(t)c) \) for any \( t \in T \) and \( c \in \overline{\mathbb{F}}_q \). Set \( U_{\alpha,q^s} = \varepsilon_\alpha(\mathbb{F}_{q^s}) \). For each \( i \in I \), we fix a homomorphism \( \varphi_i : SL_2(\overline{\mathbb{F}}_q) \to G_i \) such that

\[
\varphi_i \left( \begin{array}{cc} 1 & a \\ 0 & 1 \end{array} \right) = \varepsilon_{\alpha_i}(a), \quad \varphi_i \left( \begin{array}{cc} 1 & 0 \\ a & 1 \end{array} \right) = \varepsilon_{-\alpha_i}(a)
\]

for any \( a \in \overline{\mathbb{F}}_q \). For each \( c \in k^* \) and \( i \in I \), one denote

\[
h_i(c) := \varphi_i \left( \begin{array}{cc} c & 0 \\ 0 & c^{-1} \end{array} \right), \quad s_i := \varphi_i \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right).
\]

It is easy to check that

\[
(4.1) \quad s_i^{-1}\varepsilon_{\alpha_i}(c)s_i = \varepsilon_{\alpha_i}(-c^{-1})s_i h_i(c) \varepsilon_{\alpha_i}(-c^{-1})
\]

for any \( c \in k^* \).

Let \( Y(T) \) be the set of algebraic group homomorphisms \( k^* \to T \). There is a pair \( \langle -,- \rangle : X(T) \times Y(T) \to \mathbb{Z} \) such that for any \( \lambda \in X \) and \( \mu \in Y \), \( \lambda(\mu(t)) = t^{\langle \lambda,\mu \rangle} \) \((t \in k^*) \) (see. \[17\], Part II 1.3). For any \( \alpha \in \Phi \), denote \( \alpha^\vee \in Y(T) \) its dual root such that \( \langle \alpha,\alpha^\vee \rangle = 2 \).

For \( \theta \in X(T) \), we call \( \theta \) dominant (resp. antidominant) if \( \langle \theta,\alpha^\vee \rangle \geq 0 \) (resp. \( \langle \theta,\alpha^\vee \rangle \leq 0 \)) for all \( \alpha \in \Delta \). In other words, \( \theta \) is antidominant if and only if \( -\theta \) is dominant. Throughout this section, we assume that \( \theta \) is antidominant. The main theorem of this section is

**Theorem 4.1.** If \( \theta \) is antidominant, then all \( \mathbb{k}G \)-modules \( E(J,\theta) \) are irreducible for \( J \subset I(\theta) \). Consequently, the \( \mathbb{k}G \)-module \( M(\theta) \) has exactly \( 2^{|I(\theta)|} \) pairwise non-isomorphic composition factors, each occurring with multiplicity 1.

Before proving Theorem 4.1, we make some preliminaries (from Lemma 4.2 to Lemma 4.6). The following two elementary lemmas are well known, and will be frequently used in this and next section.

**Lemma 4.2** ([25, Lemma 2.1]). Let \( p_k(\mathbb{F}_{q^s}) = \sum_{t \in \mathbb{F}_{q^s}} t^k \) and \( p_k(\mathbb{F}_{q^s}) = \sum_{t \in \mathbb{F}_{q^s}} t^k \) Then

\[
p_k(\mathbb{F}_{q^s}) = \begin{cases} -1 & \text{if } (q^s-1)|k \text{ and } k \neq 0 \\ 0 & \text{otherwise} \end{cases}, \quad p_k(\mathbb{F}_{q^s}) = \begin{cases} -1 & \text{if } (q^s-1)|k \\ 0 & \text{otherwise} \end{cases}.
\]

**Lemma 4.3** ([15, 5.1]). Assume that \( p \) is a prime. Let \( m, n \) be two positive integers with \( p \)-adic expansion

\[
m = \sum_i a_i p^i \quad \text{and} \quad n = \sum_i b_i p^i.
\]

Then we have

\[
\binom{m}{n} \equiv \prod_i \frac{a_i}{b_i} \pmod{p}.
\]

In particular, \( p | \binom{m}{n} \) if and only if there exists \( i \) such that \( a_i < b_i \).
Lemma 4.4. Let \( i \in I \), and let \( M \) be a \( kG \)-module and \( 0 \neq \xi \in M_{U_i} \). Assume that there is an integer \( 0 < m < q^a \) such that \( h_i(t)\xi = t^{-m}\xi \) for any \( t \in \mathbb{R}^* \). Then \( kG\xi = kGU_{\alpha_i,q^a} \bar{s}_i\xi \).

Proof. Let \( V = kGU_{\alpha_i,q^a} \bar{s}_i\xi \) and \( v_1 := U_{\alpha_i,q^a} \bar{s}_i\xi \). We have to show that \( \xi \in V \). Multiplying \( v_1 \) by the sum of the representatives of the cosets of \( U_{\alpha_i,q^a} \) in \( U_{\alpha_i,q^{2a}} \), we obtain \( v_2 := U_{\alpha_i,q^{2a}} \bar{s}_i\xi \in V \), and hence

\[
\bar{s}_i^{-1} v_2 = \xi + \sum_{t \in \mathbb{F}_{q^{2a}}} t^{-m} \varepsilon_{\alpha_i}(-t^{-1}) \bar{s}_i\xi = \xi + (-1)^m \sum_{t \in \mathbb{F}_{q^{2a}}} t^m \varepsilon_{\alpha_i}(t) \bar{s}_i\xi \in V
\]

by (4.1). Choose a square root \( c_t \in \mathbb{F}_{q^{2a}}^* \) for each \( t \in \mathbb{F}_{q^{2a}}^* \). Observe that

\[
\sum_{t \in \mathbb{F}_{q^{2a}}} t^{p-1} c_t^{-m} h_i(c_t) v_1 = \sum_{b \in \mathbb{F}_{q}^*} t^{p-1} c_t^{-m} h_i(c_t) \varepsilon_{\alpha_i}(b) \bar{s}_i\xi
\]

\[
= \sum_{b \in \mathbb{F}_{q}^*} t^{p-1} \varepsilon_{\alpha_i}(b) \bar{s}_i\xi
\]

\[
= p_{q^a-1}(\mathbb{F}_{q^{2a}}^*) \bar{s}_i\xi + \sum_{b \in \mathbb{F}_{q}^*} t^{p-1} \varepsilon_{\alpha_i}(b) \bar{s}_i\xi
\]

\[
= - \bar{s}_i\xi + \sum_{c \in \mathbb{F}_{q^{2a}}} p_{q^a-1}(\mathbb{F}_{q^{2a}}^*) c^{q^a-1} \varepsilon_{\alpha_i}(c) \bar{s}_i\xi
\]

It follows that \( v_3 := \sum_{c \in \mathbb{F}_{q^{2a}}} c^{q^a-1} \varepsilon_{\alpha_i}(c) \bar{s}_i\xi \in V \). Let \( \mu_k = \sum_{b \in \mathbb{F}_{q^{2a}}} b^k \varepsilon_{\alpha_i}(b) \bar{s}_i\xi \). Similarly, we have

\[
\sum_{t \in \mathbb{F}_{q^{2a}}} t^{m} c_t^{-m} h_i(c_t) \mu_k = \sum_{b \in \mathbb{F}_{q^{2a}}} b^k t^{m} \varepsilon_{\alpha_i}(b) \bar{s}_i\xi = \sum_{c \in \mathbb{F}_{q^{2a}}} p_{k-m}(\mathbb{F}_{q^{2a}}^*) c^m \varepsilon_{\alpha_i}(c) \bar{s}_i\xi
\]

which is nonzero \((-\mu_m\) if and only if \( k = m \) by Lemma 4.2\). It follows that

\[
\sum_{t \in \mathbb{F}_{q^{2a}}} t^{m} c_t^{-m} h_i(c_t) \varepsilon_{\alpha_i}(-1) v_3 = \left(-\frac{q^a-1}{m}\right) \mu_m
\]

by (4.3) and Lemma 4.2\) and hence \( \mu_m \in V \) since \( \left(-\frac{q^a-1}{m}\right) \neq 0 \) (mod \( p \)) by Lemma 4.3\) and our assumption. Combining this and (4.2) yields \( \xi \in V \) which completes the proof.

Remark 4.5. More precisely, the proof of Lemma 4.4\) tells us that

\[
\xi \in kG_{\alpha_i,q^a} U_{\alpha_i,q^a} \bar{s}_i\xi
\]

(keeping the notation in Lemma 4.4\). On the contrary, \( \xi \notin kG_{\alpha_i,q^a} U_{\alpha_i,q^a} \bar{s}_i\xi \) in general. For example, let \( G = SL_2(\mathbb{F}_q) \) and \( \theta \) be a nontrivial character of \( T \).
Lemma 4.7 we have

Before proving these lemmas we show how to deduce Theorem 4.1 from them.

Proof of Lemma 4.7 and 4.8.

Let \( \xi = 1_\theta \). Then \( U_{q^n} \xi \) only generates the (unique) simple socle of \( kG_{q^n} \xi \) as \( kG_{q^n} \) -modules by \([33, \text{Theorem 4.6}]\).

Similar to \([7, \text{Lemma 4.5}]\) we have the following key lemma whose proof is identical to that of \([7, \text{Lemma 4.5}]\) as long as one replace \( \Phi \)

**Lemma 4.6.** Let \( w \in Z_J \) and \( A = \{ \alpha_1, \alpha_2, \ldots, \alpha_m \} \) and \( B = \{ \beta_1, \beta_2, \ldots, \beta_n \} \) be two disjoint subsets of \( \Phi^-_{w,J,w-1} \), and assume that \( \sum_i l_i \alpha_i \in A \) whenever \( \sum_i l_i \alpha_i \in \Phi \) for some \( l_i \in \mathbb{Z}_{\geq 0} \). Let \( \delta := U_{\alpha_1,q^n} \cdots U_{\alpha_m,q^n} \cdot U_{\beta_1,q^n} \cdots U_{\beta_n,q^n} \varpi D(\theta)_J \).

We have

(i) Assume that \( k \beta_1 + \sum_i l_i \alpha_i \in A \) whenever \( k \beta_1 + \sum_i l_i \alpha_i \in \Phi \) for some \( k \in \mathbb{Z}_{\geq 0} \) and \( l_i \in \mathbb{Z}_{\geq 0} \). Then

\[
\delta = U_{\alpha_1,q^n} \cdots U_{\alpha_m,q^n} \cdot U_{\beta_1,q^n} \cdots U_{\beta_n,q^n} \varpi D(\theta)_J
\]

for any \( x \in U_{\beta_1,q^n} \).

(ii) Let \( \gamma \in \Phi^-_{w,J,w-1} \). Assume that \( k \gamma + \sum_i l_i \alpha_i = \sum_i m_i \beta_i \in A \) whenever \( k \gamma + \sum_i l_i \alpha_i \in \Phi^-_{w,J,w-1} \) for some \( k \in \mathbb{Z}_{\geq 0} \) and \( l_i, m_i \in \mathbb{Z}_{\geq 0} \). Then \( \delta = \delta \) for any \( y \in U_{\gamma,q^n} \).

Now we return to the main step of the proof. The Theorem 4.1 follows from the following two technical results.

**Lemma 4.7.** Let \( M \) be a nonzero submodule of \( E(\theta)'_J \). Then

\[
U_{w,J,w-1,q^n} \varpi D(\theta)_J \in M
\]

for some \( w \in Z_J \) and \( c > 0 \).

**Lemma 4.8.** Let \( k \in I \) and \( w \in Z_J \), and assume that \( s_k w \in Z_J \) and \( s_k w > w \). Then \( U_{w,J,w-1,q^n} \varpi D(\theta)_J \in kGU_{w,J,w-1,q^n} s_k \varpi D(\theta)_J \) for some \( h > 0 \).

Before proving these lemmas we show how to deduce Theorem 4.1 from them.

**Proof of Theorem 4.1.** Let \( J \subset I(\theta) \), and \( N \) be a nonzero submodule of \( E(\theta)'_J \). By Lemma 4.7 we have \( U_{w,J,w-1,q^n} \varpi D(\theta)_J \in N \) for some \( w \in Z_J \) and \( c > 0 \). Applying Lemma 4.8 repeatedly yields \( U_{w,J,w} \varpi D(\theta)_J \in N \) for some \( b > 0 \). By \([28, \text{Lemma 2}]\), since \( \text{char} \, k = \text{char} \, F_q \), we have

\[
\sum_{w \in W_J} (-1)^{\ell(w)} U_{w,J,w} \varpi D(\theta)_J = \sum_{w \in W_J} q^{\ell(w)} D(\theta)_J = D(\theta)_J \in N.
\]

It follows that \( N = E(\theta)'_J \) which implies the irreducibility of \( E(\theta)'_J \). Finally, Lemma 2.9 implies the irreducibility of \( E(\theta)_J \). \( \square \)

It remains to prove Lemma 4.7 and 4.8.

**Proof of Lemma 4.7.** Assume that \( M \) is a nonzero submodule of \( E(\theta)'_J \) and \( 0 \neq x \in M \). Then \( x \in kG_{q^n} D(\theta)_J \) for some \( a > 0 \). It is clear that

\[
(kG_{q^n} x)^{U_{q^n}} \subset (kG_{q^n} D(\theta)_J)^{U_{q^n}} \subset \bigoplus_{w \in Z_J} kU_{w,J,w-1,q^n} \varpi D(\theta)_J
\]
by Proposition 2.9. Moreover, $(kG_qe, x)^{U_{q^a}} \neq 0$ by [24], Proposition 26. That is, some nonzero element
\[
\xi = \sum_{w \in Z_J} c_w U_{w, w^{-1}, q^a} \tilde{w} D(\theta).f \in (kG_qe, x)^{U_{q^a}} \subset M, \quad c_w \in k.
\]
Let $Y_\xi = \{ w \in Z_J \mid c_w \neq 0 \}$. Let $\Phi_\xi = \bigcup_{w \in Y_\xi} \Phi_{w, w^{-1}}$. We fix an order in $\Phi_\xi$ such that $\Phi_\xi = \{ \beta_1, \cdots, \beta_m \}$ with $ht(\beta_1) \geq \cdots \geq ht(\beta_m)$.

Let $b > a$ be an integer such that $a \mid b$. For each $w \in Y_\xi$, write $\Phi_{w, w^{-1}} = \{ \gamma_1, \cdots, \gamma_l \}$ with the order inherited from $\Phi_\xi$ (In particular, $ht(\gamma_1) \geq \cdots \geq ht(\gamma_l)$). For any $0 \leq d \leq t$, set
\[
\Theta(w, d, b, a) := U_{\gamma_1, q^b} \cdots U_{\gamma_d, q^b} \cdot U_{\gamma_{d+1}, q^a} \cdots U_{\gamma_l, q^a},
\]
if $d > 0$ and
\[
\Theta(w, 0, b, a) := U_{\gamma_1, q^b} \cdots U_{\gamma_l, q^a}.
\]
We need the following claim whose proof is identical to that of [7], Proposition 4.3 as long as one replace $C_J$ there with $D(\theta).f$.

Let $Y$ be a nonempty subset of $Y_\xi$ and $\Phi_Y = \bigcup_{w \in Y} \Phi_{w, w^{-1}} = \{ \alpha_1, \cdots, \alpha_n \}$ with the order inherited from $\Phi_\xi$ (In particular $ht(\alpha_1) \geq \cdots \geq ht(\alpha_n)$), and let $d \geq 0$ be an integer such that $\alpha_1, \cdots, \alpha_d \in \bigcap_{w \in Y} \Phi_{w, w^{-1}}$. If
\[
\xi_d := \sum_{w \in Y} c_w \Theta(w, d, b, a) \tilde{w} D(\theta).f \in M
\]
for some $b \neq a$ and $a \mid b$, then $U_{w, w^{-1}, q^a} \tilde{w} D(\theta).f \in M$ for some $w \in Y$.

The lemma follows immediately from applying the above claim to $Y = Y_\xi$, $d = 0$ and $\xi = \xi_d$. \hfill \Box

**Proof of Lemma 4.8**. Let $V = kGU_{w, w^{-1}, q^a} s_k \tilde{w} D(\theta).f$ and set
\[
\nu := U_{w, w^{-1}, q^a} s_k \tilde{w} D(\theta).f = U_{\alpha_k, q^a} \cdot (U_{w, w^{-1}, q^a})^{s_k} s_k \tilde{w} D(\theta).f,
\]
where the superscript $s_k$ means the subgroup is conjugated by $s_k$. Multiplying $\nu$ by the sum of representatives of left cosets of $(U_{w, w^{-1}, q^a})^{s_k}$ in $(U_{w, w^{-1}, q^{2a}})^{s_k}$, we have
\[
U_{\alpha_k, q^a} \cdot (U_{w, w^{-1}, q^{2a}})^{s_k} s_k \tilde{w} D(\theta).f \in V
\]
since $U_{\alpha_k, q^a} \cdot (U_{w, w^{-1}, q^{2a}})^{s_k} s_k \tilde{w} D(\theta).f \in V$ Consider the following two cases:

**Case 1**: $(U_{w, w^{-1}})^{s_k} = U_{w, w^{-1}}$. In this case we have $s_k w s_l = w s_l s_k$ (equivalently, $w^{-1} l (\alpha_k) = \alpha_l$) for some $l \in I \setminus I(\theta)$ (since $s_k w \in Z_J$). Hence, $\langle \theta, \alpha_l \rangle < 0$. Since $U_{w, w^{-1}, s_k, q^a} s_k \tilde{w} D(\theta).f \in V$ if $a \mid a'$, we can assume that $-\langle \theta, \alpha_l \rangle < q^a$ without loss of generality. Moreover, we have
\[
\nu = U_{w, w^{-1}, q^a} \cdot U_{\alpha_k, q^a} s_k \tilde{w} D(\theta).f.
\]
Multiplying $\nu$ by the sum of representatives of all the left cosets of $U_{w, w^{-1}, q^a}$ in $U_{w, w^{-1}, q^{2a}}$ to (4.6), one obtain
\[
v_1 := U_{w, w^{-1}, q^{2a}} \cdot U_{\alpha_k, q^a} s_k \tilde{w} D(\theta).f \in V.
\]
Noting that when \( w' \in W_f \) and \( J \subset J(\theta) \), \( \theta^{w'} = \theta = \theta^w \) (Recall the notation in \((2.1)\)). So, \( h_k(t)\theta^{w'}1_\theta = t(\theta^{w'}\cdot,\alpha'_k)\theta^{w'}1_\theta = t(\theta^{w'}\cdot,\alpha'_k)\theta^{w'}1_\theta \). Since
\[
h_k(t)\dot{w}D(\theta)_f = t(\theta^{w'}\cdot,\alpha'_k)\dot{w}D(\theta)_f = t(\theta^{w'}\cdot,\alpha'_k)\dot{w}D(\theta)_f = t(\theta^{w'}\cdot,\alpha'_k)\dot{w}D(\theta)_f,
\]
and \( U_{w,w'w^{-1},q^n} \) is invariant under \( G_{k,q^n} \)-conjugation, it follows that
\[
\dot{U}_{w,w'w^{-1},q^n} \dot{w}D(\theta)_f \in V
\]
combining Lemma \((4.4)\), Remark \((4.5)\) and \((4.7)\). This completes the proof.

**Case 2:** \((U_{w,w'w^{-1}})^{s_k} \neq U_{w,w'w^{-1}}\).

The idea is similar to the proof of [4, Proposition 4.4]. However the discussion is more complicated. By \((4.1)\), we have
\[
\begin{align*}
\dot{s}_k \dot{v} &= U_{-\alpha_k,q^n} \cdot U_{w,w'w^{-1},q^n} \dot{w}D(\theta)_f \\
&= U_{w,w'w^{-1},q^n} \dot{w}D(\theta)_f + \sum_{t \in F_{q^n}} \theta^{\alpha_k}(t)U_{w,w'w^{-1},q^n} \dot{w}D(\theta)_f \\
&= U_{w,w'w^{-1},q^n} \dot{w}D(\theta)_f + \sum_{t \in F_{q^n}} \theta^{\alpha_k}(t)U_{w,w'w^{-1},q^n} \dot{w}D(\theta)_f \\
&= U_{w,w'w^{-1},q^n} \dot{w}D(\theta)_f + \sum_{t \in F_{q^n}} \theta^{\alpha_k}(t)U_{w,w'w^{-1},q^n} \dot{w}D(\theta)_f 
\end{align*}
\]

Since \((U_{w,w'w^{-1}})^{s_k} \neq U_{w,w'w^{-1}}\) we have \( s_k \Phi^-_{w,w'w^{-1}} \Phi^-_{w,w'w^{-1}} = \emptyset \). Denote \( \delta = \max\{\text{ht}(\alpha) \mid \alpha \in s_k \Phi^-_{w,w'w^{-1}} \Phi^-_{w,w'w^{-1}}\} \), and choose \( \gamma \in s_k \Phi^-_{w,w'w^{-1}} \Phi^-_{w,w'w^{-1}} \) such that \( \text{ht}(\gamma) = \delta \). Now we set
\[
\Gamma = \{\alpha \in \Phi^-_{w,w'w^{-1}} \cap s_k \Phi^-_{w,w'w^{-1}} \mid \text{ht}(\alpha) \geq \delta\}.
\]
Let \( \Gamma' = \Phi^-_{w,w'w^{-1}} \cap \Gamma \) and
\[
s_k \Phi^-_{w,w'w^{-1}} \cap \Gamma = \{\gamma_1, \ldots, \gamma_m\} \text{ with } \text{ht}(\gamma_1) \geq \cdots \geq \text{ht}(\gamma_m).
\]

For any \( \beta \in \Phi^-_{w,w'w^{-1}} \setminus s_k \Phi^-_{w,w'w^{-1}}, \) since
\[
w^{-1} \beta = w^{-1}w_1^{-1}(\beta - \langle \beta, \alpha'_k \rangle w^{-1}(\alpha_k) \in \Phi^+,
\]
this forces \( \langle \beta, \alpha'_k \rangle < 0 \), and hence \( s_k(\beta) - \beta \in \mathbb{Z}_{\geq 0} \Phi^+ \). It follows that
\[
\text{ht}(\beta) \leq \text{ht}(\gamma) = \delta
\]
for any \( \beta \in \Phi^-_{w,w'w^{-1}} \setminus s_k \Phi^-_{w,w'w^{-1}} \). Therefore, \( A = \Gamma \) and \( B = \Gamma' \) satisfy the assumption in Lemma \((4.6)\).
Moreover it is clear that the set \( U_{\Gamma,q^n} := \prod_{\alpha \in \Gamma} U_{\alpha,q^n} \) is a normal subgroup of \( U_{w,w'w^{-1},q^n} \) and \( U_{w,w'w^{-1},q^n} \) for any \( b > 0 \).
Now we set
\[
\xi_1 := U_{w,w'w^{-1},q^n} \dot{w}D(\theta)_f, \quad \xi_2 := \sum_{t \in F_{q^n}} \theta^{\alpha_k}(t)U_{w,w'w^{-1},q^n} \dot{w}D(\theta)_f.
\]
Let \( C \) be a complete set of representatives of left cosets of \( U_{\Gamma,q^n} \) in \( U_{\Gamma,q^n} \).
Then
\[
\sum_{x \in C} x\xi_1 = U_{\Gamma,q^n} \cdot \prod_{\alpha \in \Gamma} U_{\alpha,q^n} \dot{w}D(\theta)_f.
\]
where the product is taken with respect to a fixed order in $\Gamma'$. Since for any $t \in F_{q''}$, the conjugation of $\varepsilon_{\alpha_{i}}(t)$ takes $C$ to another complete set of representatives of the left cosets of $U_{\gamma,q}^{-2a}$ in $U_{\gamma,q}^{2a}$ by the normality of $U_{\gamma,q}^{-2a}$, we have

\[ (4.9) \sum_{x \in C} x\xi = \sum_{t \in F_{q''}} \theta^{m}(h_{k}(-t))\varepsilon_{\alpha_{i}}(t)U_{\gamma,q^{2a}} \cdot U_{\gamma-q,q^{2a}} \cdot \prod_{i=1}^{m} U_{\gamma_{i},q^{2a}} s_{k}wD(\theta)_{J} \]

by Lemma 4.6, where the product is taken with respect to the order $\gamma_{1}, \ldots, \gamma_{m}$.

Let $C'$ be a complete set of representatives of left cosets of $U_{\gamma,q}^{2a}$ in $U_{\gamma,q}^{-2a}$. The sets $A = \Gamma$ and $B = \Gamma'$ also satisfy the assumption in Lemma 4.6 (ii). Then we have

\[ (4.10) \sum_{y \in C'} y \sum_{x \in C} x\xi = q^{a} \sum_{x \in C} x\xi = 0 \]

by (4.8) and Lemma 4.6 (ii). Since $[y^{-1}, \varepsilon_{\alpha_{k}}(t)^{-1}] \in U_{\gamma,q^{2a}}$ for any $y \in C'$ and $t \in F_{q''}$ (here $[a, b] = aba^{-1}b^{-1}$), we have

\[ (4.11) \sum_{y \in C'} y \sum_{x \in C} x\xi^{-1} = \sum_{t \in F_{q''}} \theta^{m}(h_{k}(-t))\varepsilon_{\alpha_{k}}(t)U_{\gamma,q^{2a}} \cdot U_{\gamma-q,q^{2a}} \cdot \prod_{i=1}^{m} U_{\gamma_{i},q^{2a}} s_{k}wD(\theta)_{J} \in V \]

by (4.9), (4.10), and Lemma 4.6 (i).

For any $i$ and $x \in C_{i}$, we have

\[ [x^{-1}, \varepsilon_{\alpha_{k}}(t)^{-1}] \in \prod_{r_{j} \neq 0} U_{\gamma_{j} + s_{k}, q^{2a}} \]

by commutator relations in $U$. Since (1) $\Phi^{-}_{W_{j}W_{j}^{-1}s_{k}} = s_{k}\Phi^{-}_{W_{j}W_{j}^{-1}} \cup \{\alpha_{k}\}$; (2) $\text{ht}(r_{j} + s_{k}) > \text{ht}(\gamma_{i})$; (3) $r_{j} + s_{k} \neq \alpha_{k}$; (4) $r_{j} + s_{k} \in \Phi^{-}_{W_{j}W_{j}^{-1}s_{k}}$, it follows that $r_{j} + s_{k} \in \Gamma \cup \{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{i-1}\}$ (by our $\text{ht}$-downward arrangement), and hence $[x^{-1}, \varepsilon_{\alpha_{k}}(t)^{-1}] \in U_{\gamma_{1},q^{2a}}U_{\gamma_{2},q^{2a}} \cdots U_{\gamma_{i-1},q^{2a}}$ (which is a group by the commutator formula). For each $1 \leq i \leq m$, let $C_{i}$ be a complete set of representatives of the left cosets of $U_{\gamma_{i},q^{2a}}$ in $U_{\gamma_{i},q^{2a}}$ and $\psi_{i} = \sum_{x \in C_{i}} x$. Therefore, we have

\[ \xi := \psi_{m} \psi_{m-1} \cdots \psi_{1} \sum_{y \in C'} y \sum_{x \in C} x\xi^{-1} \]

\[ = \sum_{t \in F_{q''}} \theta^{m}(h_{k}(-t))\varepsilon_{\alpha_{k}}(t)(U_{W_{j}W_{j}^{-1},q^{2a}} s_{k}wD(\theta)_{J} \in V \]

by Lemma 4.6 (i) and (4.11), and hence

\[ s_{k}^{-1}\xi = \sum_{t \in F_{q''}} \theta^{m}(h_{k}(-t))\varepsilon_{\alpha_{k}}(t)(U_{W_{j}W_{j}^{-1},q^{2a}} wD(\theta)_{J} \]

\[ = \sum_{t \in F_{q''}} \theta^{m}(h_{k}(-t))\varepsilon_{\alpha_{k}}(t)(s_{k}h_{k}(t)U_{W_{j}W_{j}^{-1},q^{2a}} wD(\theta)_{J} \]

\[ = \theta^{m}(h_{k}(-1)) \sum_{t \in F_{q''}} \varepsilon_{\alpha_{k}}(t)(s_{k}U_{W_{j}W_{j}^{-1},q^{2a}} wD(\theta)_{J}. \]
It follows that
\[(4.12) \quad \sum_{t \in \mathcal{F}_q} \varepsilon_{\alpha_k}(-t^{-1})(U_{w_j w^{-1} q^{2n}})^{s_k} s_k \bar{w} D(\theta)_J \in V.\]
Combining (4.15) and (4.12) yields $U_{w_j w^{-1} q^{2n}} \bar{w} D(\theta)_J \in V$ which completes the proof. \qed

5. THE NATURAL CHARACTERISTIC (NON-ANTIDOMINANT CASE)

In this section we consider the non-antidominant case. The main result of this section is

**Theorem 5.1.** If $\theta$ is not antidominant, then the $kG$-module $\mathcal{M}(\theta)$ has an infinite submodule filtration. In particular, $\mathcal{M}(\theta)$ has infinite length.

Combining Theorem 4.1 and Theorem 5.1 we get the following theorem.

**Theorem 5.2.** The $kG$-module $\mathcal{M}(\theta)$ has a composition series if and only if $\theta$ is antidominant, in which case $\mathcal{M}(\theta)$ has exactly $2^{|\ell(\theta)|}$ pairwise nonisomorphic composition factors, each occurring with multiplicity 1.

First we deal with the case when $G = SL_2(\mathbb{F}_q)$. From here to Corollary 5.13 we assume that $G = SL_2(\mathbb{F}_q)$ and $\lambda \in \mathbb{Z}_{>0}$, and denote $V(\lambda)$, $H^0(\lambda)$, and $L(\lambda)$ the corresponding Weyl module, costandard module, and simple module, respectively. By [10, Corollary 7.5], we have

**Theorem 5.3.** If $M$ is a finite-dimensional rational $G$-module such that all highest weights of the composition factors of $M$ are less than $q^a$, then $N$ is a $G$-submodule of $M$ if and only if $N$ is a $G_{q^a}$-submodule of $M$.

Now we set
\[u_a = \left( \begin{array}{cc} 1 & a \\ 0 & 1 \end{array} \right), \quad s = \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right), \quad h(t) = \left( \begin{array}{cc} t & 0 \\ 0 & t^{-1} \end{array} \right).\]
Let $\hat{q}$ be a power of $q$ such that $\hat{q} > \lambda$. From [17, Proposition 5.2 c)] we see that there is a basis $v_i(\hat{q})$ ($0 \leq i \leq \hat{q} - 1 - \lambda$) of $H^0(\hat{q} - 1 - \lambda)$ such that
\[(5.1) \quad u_a v_i(\hat{q}) = \sum_{0 \leq k \leq i} \binom{i}{k} a^{i-k} v_k(\hat{q}),\]
and
\[(5.2) \quad sv_i(\hat{q}) = (-1)^{\hat{q}-1-\lambda-i} v_{\hat{q}-1-\lambda-i}(\hat{q}), \quad h(t)v_i(\hat{q}) = t^{\hat{q}-1-\lambda-2i} v_i(\hat{q}).\]

**Lemma 5.4.** For any $r > 0$ and $\lambda < \hat{q}$, let $K_{\hat{q}r}$ be the kernel of the natural map $\text{Ind}_{B_{q^r}}^{G_{q^r}} \lambda \rightarrow V(\lambda)$. Then we have
(1) $K_{\hat{q}r}$ is isomorphic to $H^0(\hat{q}r - 1 - \lambda)$.
(2) There is an injective $G_{q^r}$-module homomorphism $K_{\hat{q}} \hookrightarrow K_{\hat{q}r}$.

**Proof.** We first give the inclusion $H^0(\hat{q}r - 1 - \lambda) \hookrightarrow \text{Ind}_{B_{q^r}}^{G_{q^r}} \lambda$ explicitly. Consider the elements $\sum_{t \in \mathbb{F}_{q^r}} t^i u_t s 1_{\lambda}$ ($0 \leq i < \hat{q}r - 1 - \lambda$) and $(-1)^{\lambda} 1_{\lambda} + \sum_{t \in \mathbb{F}_{q^r}} t^{\hat{q}r-1-\lambda} u_t s 1_{\lambda}$.

A direct calculation shows that for any $0 \leq i \leq \hat{q}r - 1 - \lambda$, we have
\[u_a(-1)^i \sum_{t \in \mathbb{F}_{q^r}} t^i u_t s 1_{\lambda} = \sum_{0 \leq k \leq i} \binom{i}{k} a^{i-k} (-1)^k \sum_{t \in \mathbb{F}_{q^r}} t^k u_t s 1_{\lambda} (a \in \mathbb{F}_{q^r}).\]
follows from (5.5) that

For any

Lemma 5.5.

\[ \sum_{t \in \mathbb{F}_{q^r}} t^i u_t s \mathbf{1}_\lambda = b q^{-1 - \lambda - 2i} \sum_{t \in \mathbb{F}_{q^r}} t^i u_t s \mathbf{1}_\lambda \quad (b \in \mathbb{F}_{q^r}). \]

and

\[ s \sum_{t \in \mathbb{F}_{q^r}} t^i u_t s \mathbf{1}_\lambda = \begin{cases} (-1)^i \sum_{t \in \mathbb{F}_{q^r}} t^{q^r - 1 - \lambda - i} u_t s \mathbf{1}_\lambda & 0 < i \leq q^r - 1 - \lambda \\ (-1)^\lambda \mathbf{1}_\lambda + \sum_{t \in \mathbb{F}_{q^r}} t^{q^r - 1 - \lambda} u_t s \mathbf{1}_\lambda & i = 0. \end{cases} \]

By (5.1), (5.2), (5), and (5.4), we see that the map

\[ v_k(q^r) \rightarrow \begin{cases} (-1)^k \sum_{t \in \mathbb{F}_{q^r}} t^k u_t s \mathbf{1}_\lambda & 0 \leq k < q^r - 1 - \lambda \\ (-1)^{q^r - 1 - \lambda} \left( (-1)^\lambda \mathbf{1}_\lambda + \sum_{t \in \mathbb{F}_{q^r}} t^{q^r - 1 - \lambda} u_t s \mathbf{1}_\lambda \right) & k = q^r - 1 - \lambda \end{cases} \]

gives the desired inclusion.

Routine calculations show that the elements in the right hand side of (5.5) is in \( K_{q^r} \), and hence the comparison of the dimension gives the exact sequence

\[ 0 \rightarrow H^0(\bar{q} - 1 - \lambda) \rightarrow \text{Ind}_{\bar{q}^r}^{\bar{q}} \lambda \rightarrow V(\lambda) \rightarrow 0 \]

which proves (1). Statement (2) follows immediately from (5.6).

By Lemma 5.4 if \( a \| b \), then there is an injective \( G_{q^r} \)-module homomorphism \( H^0(q^a - 1 - \lambda) \rightarrow H^0(q^b - 1 - \lambda) \). This family of injection forms a direct system so that one can form the direct limit \( H^0_\mathbb{Q} = \bigcup_{a \geq 0} H^0(q^a - 1 - \lambda) \) (which is a \( \mathbb{K}G \)-module).

Taking direct limits as \( a \rightarrow \infty \) to (5.6) yields the exact sequence

\[ 0 \rightarrow H^0_\mathbb{Q} \rightarrow \mathbb{M}(\lambda) \rightarrow V(\lambda) \rightarrow 0. \]

By Lemma 5.4 one can for \( 0 \leq i \leq \bar{q} - 1 - \lambda \) regard \( v_i(\bar{q}) \) as an element of \( H^0(\bar{q} - 1 - \lambda) \). With this identification, we have

Lemma 5.5. For any \( 0 \leq i \leq \bar{q} - 1 - \lambda \) and \( r > 1 \), we have

\[ v_i(\bar{q}) = \sum_{k=0}^{\bar{q} + \cdots + \bar{q}^{r-1}} v_{i+k(\bar{q} - 1)}(\bar{q}^r) \]

in \( H^0(\bar{q}^r - 1 - \lambda) \). In particular, this gives the injection in Lemma 5.4 (2) explicitly.

Proof. Notice that for \( t \in \mathbb{F}_{\bar{q}} \)

\[ \sum_{k=0}^{\bar{q} + \cdots + \bar{q}^{r-1}} t^{k(\bar{q} - 1)} = \begin{cases} (t^{\bar{q} - 1} - 1)/(t^r - 1) = 0 & t \notin \mathbb{F}_{\bar{q}} \\ 1 & t \in \mathbb{F}_{\bar{q}}. \end{cases} \]

If \( i < \bar{q} - 1 - \lambda \), then \( i + k(\bar{q} - 1) < \bar{q}^r - 1 - \lambda \) for any \( 0 \leq k \leq \bar{q} + \cdots \bar{q}^{r-1} \). It follows from (5.3) that

\begin{align*}
\sum_{k=0}^{\bar{q} + \cdots + \bar{q}^{r-1}} v_{i+k(\bar{q} - 1)}(\bar{q}^r) &= \sum_{t \in \mathbb{F}_{\bar{q}}} (-1)^i \sum_{k=0}^{\bar{q} + \cdots + \bar{q}^{r-1}} t^{i+k(\bar{q} - 1)} u_t s \mathbf{1}_\lambda \\
&= (-1)^i \sum_{t \in \mathbb{F}_{\bar{q}}} t^i u_t s \mathbf{1}_\lambda \\
&= v_i(\bar{q}).
\end{align*}
and
\[
\sum_{k=0}^{q+s-1} v_{q-1-k+1}(-t)^{q-1-\lambda} \sum_{t \in \mathbb{F}_q} (-t)^{k(q-1)} u_t s \mathbf{1}_\lambda
\]
\[
+ (-1)^{\lambda}(-1)^{q-1-\lambda} \mathbf{1}_\lambda
\]
\[
= (-1)^{q-1-\lambda} \left( \sum_{t \in \mathbb{F}_q} t^{q-1-\lambda} u_t s \mathbf{1}_\lambda + (-1)^{\lambda} \mathbf{1}_\lambda \right)
\]
\[
v_{q-1-\lambda}(\tilde{q}),
\]
which completes the proof. \qed

\textbf{Lemma 5.6.} Let \( r > 0 \) and \( V \) be a \( G_{\tilde{q}^r} \)-submodule of \( H^0(\tilde{q}^r - 1 - \lambda) \). If \( v = \sum c_i v_i(\tilde{q}^r) \in V \), then \( c_j \neq 0 \Rightarrow v_j(\tilde{q}^r) \in V \).

\textbf{Proof.} Clearly, the result holds when \( G_{\tilde{q}^r} \) is replaced by \( G \). Since all highest weights of the composition factors of \( H^0(\tilde{q}^r - 1 - \lambda) \) are \( \tilde{q}^r \)-restricted, the result follows immediately from Theorem 5.3. \qed

Since the proof of Theorem 5.1 is technical, we give the following main idea of the proof first for the convenience of readers.

\textbf{Main idea:} The general case can be reduced to \( G = SL_2(\mathbb{F}_q) \) (see the discussion after Corollary 5.13). From (5.7), it is enough to show that \( H^0_\lambda \) has infinite length. To see this, it suffices to prove that \( \mathbb{k} G v_0(q^r) \) (\( i \in \mathbb{N} \)) is a strictly descending chain of \( \mathbb{k} G \)-submodules of \( H^0_\lambda \) if \( a \) is large enough (see (5.13) below). Thus, it is enough to show that \( \mathbb{k} G v_0(q^r) \subseteq \mathbb{k} G v_0(q^s) \) if \( a \lambda \) is large enough and \( a | b \). We prove this by showing that \( \mathbb{k} G_{q^r} v_0(q^r) \subseteq \mathbb{k} G_{q^s} v_0(q^s) \) holds in \( H^0_\lambda(q^r - 1 - \lambda) \) for any common multiple \( s \) of \( a, b \). Since the submodule structure of \( H^0_\lambda(q^r - 1 - \lambda) \) is known (Proposition 5.7 below), one can use this to estimate “how large” is \( \mathbb{k} G_{q^r} v_0(q^s) \) and \( \mathbb{k} G_{q^s} v_0(q^s) \) in \( H^0_\lambda(q^r - 1 - \lambda) \) (Lemma 5.11 below), and use these information to conclude that \( \mathbb{k} G_{q^s} v_0(q^s) \subseteq \mathbb{k} G_{q^r} v_0(q^s) \) (see the proof of Lemma 5.12) which completes the proof.

Now we turn to technical details. Let \( m \in \mathbb{Z}_{>0} \). Following [11], for each positive integer \( j \) we define \( \rho_j(m) = m - 2r_j \), where \( m + 1 = \lambda_j p^j + r_j \) with \( \lambda_j \geq 0 \) and \( 0 \leq r_j < p^j \). We call \( \rho_j \) an \( m \)-admissible reflection if \( p \not| \lambda_j \). A strictly decreasing sequence of positive integers
\[
m, \rho_{e_k}(m), \rho_{e_{k-1}}\rho_{e_k}(m), \ldots, \rho_{e_1}\rho_{e_2}\ldots\rho_{e_k}(m)
\]
is called \( m \)-admissible if the following conditions are satisfied:
(a) \( 0 < e_1 < e_2 < \cdots < e_k \);
(b) For each \( 0 \leq j \leq k \), \( \rho_{e_j} \) is \( \rho_{e_{j+1}}\rho_{e_{j+2}}\cdots\rho_{e_k}(m) \)-admissible.

For convenience, in the following we simply call \( e = (e_1, \ldots, e_k) \) \( m \)-admissible (by abuse of terminology) if these conditions are satisfied, and set \( \rho_e = \rho_{e_1} \cdots \rho_{e_k} \).

Let \( S(m) = \{ \rho_e(m) | e \text{ is } m \text{-admissible} \} \). Following [11], there is a partial order \( \leq \) on \( S(m) \) defined as follows: for \( \lambda_1, \lambda_2 \in S(m) \), write \( \frac{m-\lambda_1}{2} = \sum m_t p^t \) and \( \frac{m-\lambda_2}{2} = \sum n_t p^t \) for their \( p \)-adic expansion. Set \( \lambda_1 \succ \lambda_2 \) if \( m_t = 0 \) implies \( n_t = 0 \) for all \( t \). The following proposition is the dual version of the main theorem in [11].
Proposition 5.7 ([H] pp.251 Section 2). Let $v_i$ be the weight vector of $m-2i$ in $H^0(m)$. Then every submodule of $H^0(m)$ has the form

$$L_E = \sum_{\mu \in E} kG^{v_{m-\mu}/2}$$

for some subset $E$ of $S(m)$. Moreover, if $\nu \in S(m)$, then $L(\nu)$ is a composition factor of $L_E$ if and only if $\nu \succ \mu$ for some $\mu \in E$.

In particular, we have

Corollary 5.8. The irreducible module $L(m')$ is a composition factor of $H^0(m)$ if and only if $m' = \rho_e(m)$ for some $m$-admissible sequence $e$.

From here to the end of this section, we write $q = p^d$. For $r$ with $q^r > \lambda$, set $\mu_r = q^r - 1 - \lambda$. Let $l$ be the largest number such that the coefficient in the $p$-adic expansion of $\lambda$ of $p^l$ is nonzero.

Lemma 5.9. Let $e$ be a $\lambda - 1$-admissible sequence. If $h$ is an integer which satisfies $l < h < rd$, then there is an integer $0 < \lambda_e \leq \lambda$ which is independent of $h$ such that $(\mu_r - \rho_e \rho_h(\mu_r))/2 = p^h - \lambda_e$. In particular, if $h < h'$, then $\rho_e \rho_h(\mu_r) \succeq \rho_e \rho_{h'}(\mu_r)$.

Proof. Direct calculation shows that

$$(5.8) \quad \rho_h(\mu_r) = Q(r, h) + \lambda - 1,$$

where $Q(r, h) = (p-1)(p^{rd-1} + \cdots + p^{h+1}) + (p-2)p^h$, and $(\mu_r - \rho_h(\mu_r))/2 = p^h - \lambda$.

Since $\lambda < p^h$ and $p^h|Q(r, h)$, we have $\rho_e \rho_h(\mu_r) = Q(r, h) + \rho_e(\lambda - 1)$, and hence

$$(\mu_r - \rho_e \rho_h(\mu_r))/2 = (\mu_r - \rho_h(\mu_r))/2 + (\lambda - 1 - \rho_e(\lambda - 1))/2.$$

We take $\lambda_e = \lambda - (\lambda - 1 - \rho_e(\lambda - 1))/2$ as desired. \qed

Now Corollary 5.8 becomes

Lemma 5.10. The composition factors of $H^0(\mu_r)$ are all $L(\rho_f(\mu_r))$ and $L(\rho_e \rho_h(\mu_r))$, where $f = (f_1, \cdots, f_k)$ is $\mu_r$-admissible and $f_k \leq l$, and $e$ is $\lambda - 1$-admissible and $l < h < rd$.

Proof. Let $L(\lambda)$ be a composition factor of $H^0(\mu_r)$. Then $\lambda = \rho_n \cdots \rho_k(\mu_r)$, where $\rho_n, \cdots, \rho_k$ is $\mu_r$-admissible. These already contain $L(\rho_f(\mu_r))$ with $f = (f_1, \cdots, f_k)$ is $\mu_r$-admissible and $f_k \leq l$. (Recall: $l$ is the largest number such that the coefficient in the $p$-adic expansion of $\lambda$ of $p^l$ is nonzero). Consider the remaining factors (the case $h := n_k - l$). We claim that $n_k - l \leq l$. In fact, suppose $n_k - l > l$. By the proof of Lemma 5.10, $\rho_h(\mu_r) + 1 = Q(r, h) + \lambda$, where $p^h|Q(r, h)$. Thus $\rho_h(\mu_r) + 1 = \lambda_h p^{n_k - 1} + \lambda$, with $p^h - n_k - 1|\lambda_h$ (implies $p|\lambda_h$). This contradicts to “$\rho_{n_k - 1}$ is $\rho_h(\mu_r)$-admissible”. Therefore $n_1 < \cdots < n_k - l \leq l$ and $n_1, \cdots, n_k - l$ is $\lambda - 1$-admissible since $\rho_n, \cdots, \rho_{n_k - 1}(\mu_r) = Q(r, h) + \rho_{n_1, \cdots, n_k - 1}(\lambda - 1)$. \qed

From here to the end of the proof of Lemma 5.11 we choose $r \in \mathbb{Z}_{>0}$ so that $q^r > \lambda$ and $s = rt$ with $t > 1$. For each $\mu_s$-admissible sequence $f = (f_1, \cdots, f_k)$ with $f_k \leq l$, set $j_f = (\mu_s - \rho_f(\mu_s))/2$.

Lemma 5.11. Let $e$ be a $\lambda - 1$-admissible sequence, and $i_e$ be the number such that $p^{i_e}|\lambda_e$ and $p^{i_e + 1} \not\mid \lambda_e$. Then

$$v_p^{(t-1)rd+i_e-\lambda_e}(q^s) \in kG_{q^s}v_0(q^s)$$
for any $\lambda - 1$-admissible sequence $e$, and
\[
kG q^r v_0(q^r) \subset M := \sum_{e} \kG q^r v_{p(t-1)r^d+i_e - \lambda_e}(q^r) + \sum_{f} \kG q^r v_f(q^r),\]
where $e$ runs over all $\lambda - 1$-admissible sequences $(f_1, \ldots, f_k)$ with $f_k \leq l$.

Proof. Since the coefficient of $p^i$ in $p$-adic expansion of $p^{(t-1)r^d+i_e - \lambda_e}$ is zero if $i > (t-1)r^d+i_e-1$ or $i < i_e$ by assumption, we have
\[
\left( p^i (1 + q^r + \cdots + q^{(t-2)r}) q^{(t-1)r - 1} \right) = \left( (p-1)(p^r + \cdots + p^{(t-1)r+i_e-1}) \right) \neq 0 \pmod{p} \]
according to Lemma 4.3. Combining this and
\[
p^i (1 + q^r + \cdots + q^{(t-2)r}) < q^r + \cdots + q^{(t-1)r}
\]
yields $v_{p(t-1)r^d+i_e - \lambda_e}(q^r) \in \kG q^r v_0(q^r)$ by Lemma 5.5 and 5.6.

To show the second statement, we have to show that $v_{k(q^r-1)}(q^r) \in M$ for all $k \leq q^r + \cdots + q^{(t-1)r}$ by Lemma 5.5 and 5.6. Suppose that $v_{k(q^r-1)}(q^r) \notin M$ for some $k \leq q^r + \cdots + q^{(t-1)r}$. Then $v_{k(q^r-1)}(q^r)$ is a weight vector of some composition factor $L(\nu)$ of $H^0/\mu_s/M$. It follows that $\left( k/q^r \right) \neq 0 \pmod{p}$ by Lemma 5.6 and (5.1). Combining Proposition 5.7, Lemma 5.9, and 5.10 yields $\mu_e - \nu = p^h - \lambda_e$ for some $\lambda - 1$-admissible sequence $e$ and $h > (t-1)r^d+i_e$. Denote $h = (t-1)r^d+i_e$. Thus, we have
\[
(5.9) \quad \left( k/q^r - 1 \right) \neq 0 \pmod{p}
\]
by Lemma 4.3. From the $p$-adic expansion of $p^{(t-1)r^d+i_e - \lambda_e}$ and Lemma 4.3, we see that
\[
(5.10) \quad k(q^r - 1) = \sum_{i \leq l \leq r-1} c_j p^{(t-1)r^d+j} + (p-1) \sum_{l+1 \leq j \leq (t-1)r^d+i_e-1} p^j + \sum_{0 \leq j \leq l} c'_j p^j
\]
for some $0 \leq c_j, c'_j < p$ and $c'_j \neq 0$, where $l$ is the number introduced in Lemma 5.9. Denote RHS the right hand side of (5.10). We have
\[
\text{RHS} = \sum_{i \leq j \leq r-1} c_j p^{(t-1)r^d+j} + p^{(t-1)r^d+i_e} + \sum_{0 \leq j \leq l} c'_j p^j
\]
\[
\equiv \sum_{i \leq j \leq r-1} c_j p^j + p^j - p^{j+1} + \sum_{0 \leq j \leq l} c'_j p^j \pmod{q^r - 1}
\]
Since $c'_j \neq 0$ and $i > i_e$, we have
\[
(5.11) \quad 1 - q^r < \sum_{i \leq j \leq r-1} c_j p^j + p^j - p^{j+1} + \sum_{0 \leq j \leq l} c'_j p^j < q^r
\]
and
\[
(5.12) \quad \sum_{i \leq j \leq r-1} c_j p^j + p^j - p^{j+1} + \sum_{0 \leq j \leq l} c'_j p^j \neq 0.
\]
Combining the fact that $q^r - 1 | \text{RHS}$ with (5.9), (5.11), and (5.12), we see that all $c_j, c'_j$ are $p-1$, in which case
\[
k(q^r - 1) = (p-1) \sum_{0 \leq j \leq r-1} p^j = q^r - 1,
\]
Proof. We have to prove that if $b \mid a$, $t > 1$, and $q^s > \lambda$, then $kGv_0(q^s) \subseteq kGv_0(q^a)$. Let $f(5.14)$ $v_0(q^s) \not\subseteq kGv_0(q^a)$ (since this implies $v_0(q^a) \not\subseteq kGv_0(q^s)$ for any multiple $s$ of $b$, and hence $v_0(q^s) \not\subseteq kGv_0(q^a)$). Write $s = bt'$ and let $e$ be a $\lambda - 1$-admissible sequence. By Lemma 5.11 we have

$$v_{p(t'-1)ad+i_e}(q^s) \in kGv_0(q^a).$$

On the other hand, since $\rho e \rho((t'-1)bd+i_e)(\mu_s) \not\subseteq \rho e \rho((t'-1)ad+i_e)(\mu_s)$ for any $\lambda - 1$-admissible sequence $e'$ (this follows from $(t'-1)bd + i_e' < (tt'-1)ad + i_e$ since $q^a > \lambda$ and looking at the $p$-adic expansion of both sides), and $\rho f(\mu_s) \not\subseteq \rho e \rho((t'-1)ad+i_e)(\mu_s)$ (follows immediately from definition) for any $\mu_s$-admissible sequence $f = (f_1, \ldots, f_k)$ with $f_k \leq l$, we have

$$v_{p(t'-1)ad+i_e}(q^s) \not\subseteq kGv_0(q^a)$$

by Lemma 5.11 and 5.12. Combining (5.13) and (5.14) yields $kGv_0(q^a) \subseteq kGv_0(q^s)$ which completes the proof. \hfill \Box

Corollary 5.13. Let $G = SL_2(\mathbb{F}_q)$ and $\lambda \in \mathbb{Z}_{>0}$. Then the $kG$-module $M(\lambda)$ has an infinite submodule filtration.

Proof. Choose $a$ so that $q^a > \lambda$. By (5.7), it is sufficient to find an infinite (proper) submodule filtration for $H_0^\lambda$. But this is done by taking the chain

$$H_0^\lambda \supset kGv_0(q^a) \supset kGv_0(q^{a^2}) \supset \cdots$$

thanks to Lemma 5.12. \hfill \Box

Now we return to the general case. For any $\alpha_i \in \Delta$, let $P_i = B \cup B_i$, $B$ be the corresponding parabolic subgroup and $L_i$ the Levi subgroup of $P_i$. Let $U_i$ be the unipotent radical of $P_i$. Then $P_i = L_i \times U_i$. Moreover, $B_i = B \cap L_i$ is a Borel subgroup of $L_i$. By abusing of notation, we also denote by $k_\theta$ for its restriction to $B_i$, set $M_i(\theta) = k_{B_i} \otimes k_\theta$. Let $U_i$ acts on $M_i(\theta)$ trivially. Then $M_i(\theta)$ becomes a $P_i$-module. The following result is an easy consequence of Lemma 2.2 in [31].

Lemma 5.14. The $kG$-module $M_i(\theta)$ is isomorphic to $kG \otimes_{kP_i} M_i(\theta)$. Let $G$ and $G'$ be connected reductive algebraic groups. An isogeny $\pi : G \to G'$ of algebraic groups is a surjective rational homomorphism with finite kernel. Such an isogeny $\pi$ is called a central isogeny if $\pi$ induces an isomorphism in the sense of algebraic groups of each root subgroup of $G$ onto its image. For details on isogenies, one can refer [30].

Proof of Theorem 5.1. By assumption, $\theta, \alpha_i^\vee > 0$ for some $\alpha_i \in \Delta$. Denote $P_i$, $L_i$, $B_i$, $M_i(\theta)$ as above. Since $L_i$ is a reductive group of rank 1, there is a central isogeny $\pi : SL_2(\mathbb{F}_q) \times T' \to L_i$ which maps $B \times T$ to $B_1$, and $T \times T'$ to $T$ (here $T'$ is a torus, and $B, T$ are the standard Borel subgroup and maximal torus of $SL_2(\mathbb{F}_q)$, respectively). As $SL_2(\mathbb{F}_q) \times T'$-modules, we see that

$$M_i(\theta) \cong \left(\text{Ind}_{B_1}^{SL_2(\mathbb{F}_q)} k_{\theta_i}\right) \otimes k_{\theta'},$$

where $k_{\theta_i}$ is the restriction of $k_\theta$ to $T$ via $\pi$ and $k_{\theta'}$ is the restriction of $k_\theta$ to $T'$ via $\pi$. Therefore, $M_i(\theta)$ has infinite many composition factors by Corollary 5.13. Since
the functor $kG \otimes_{kP} -$ is exact ($kG$ is free over $kP$), it follows from Corollary 5.13 and Lemma 5.14 that $M(\theta)$ has an infinite submodule filtration, i.e., it has no composition series (of finite length). \qed

6. Conclusion and consequences

Let $p$ be a prime number, and let $q$ be a power of $p$. Let $\theta \in \hat{\mathbb{T}}$ be a character. To summarize, combining Theorem 6.1 and 5.1 yields the following

**Theorem 6.1.** If $\text{char} \ k \neq p$, then all $kG$-modules $E(\theta)_J$ with $J \subset I(\theta)$ are irreducible and pairwise nonisomorphic. In particular, the $kG$-module $M(\theta)$ has $2^{|I(\theta)|}$ composition factors. If $k = \overline{\mathbb{F}}_q$ and $\theta \in X(T)$, then $M(\theta)$ has a composition series of finite length if and only if $\theta$ is antidominant.

Let $tr$ be the trivial $B$-module. We denote $E(tr)_J$ simply by $E_J$. Since $M(tr)$ is realizable over any field, as a consequence of Theorem 6.1 we have the following results which were first proved in [6] and [7].

**Corollary 6.2.** Let $k$ be any field. Then all $kG$-modules $E_J$ with $J \subset I$ are irreducible and pairwisely nonisomorphic. In particular $M(tr)$ has $2^{|I|}$ composition factors.

Assume that $k = \overline{\mathbb{F}}_q$ and $\theta \in X(T)$. We call $\theta$ strongly antidominant if $\langle \theta, \alpha^\vee \rangle < 0$ for any $\alpha \in \Delta$. As another consequence of Theorem 6.1 we get a necessary and sufficient condition for the irreducibility of $M(\theta)$.

**Corollary 6.3.** Let $k = \overline{\mathbb{F}}_q$ and $\theta \in X(T)$. Then the $kG$-module $M(\theta)$ is irreducible if and only if $\theta$ is strongly antidominant.

Assume that $k = \overline{\mathbb{F}}_q$ and $\theta \in X(T)$ is strongly antidominant. Corollary 6.3 suggests that the property of $M(\theta)$ is analogous to the antidominant (in the sense of “dot” action) Verma modules in the category $O$ of complex semsimple Lie algebras (see Chapter 4 and Chapter 5 in [16]).

**Corollary 6.4.** Let $V$ be an (abstract) irreducible $kG$-module. Assume that one of the following statements holds:

(i) $\text{char} k \neq p$ and $V$ contains a $B$-stable line;
(ii) $k = \overline{\mathbb{F}}_q$ and $V$ contains a $B$-stable line on which $T$ acts by some antidominant weight $\theta \in \hat{\mathbb{T}}$.

Then $V$ is isomorphic to $E(\theta)_\emptyset$ for some $\theta \in \hat{\mathbb{T}}$.

**Proof.** Let $kv$ be the $B$-stable line in $V$. Then $U$ acts on $v$ trivially and $T$-acts on $v$ by some character $\theta \in \hat{T}$. Since $V = kGv$, $V$ is an irreducible quotient $M(\theta)$. By Theorem 6.1 and 5.2 we have $V = E(\theta)_J$ for some $J \subset I(\theta)$. Therefore $E(\theta)_J^U \neq 0$, which forces $J = \emptyset$. This completes the proof. \qed

It follows immediately from Corollary 6.4 that

**Corollary 6.5.** Assume either (1) $\text{char} k \neq p$ or (2) $k = \overline{\mathbb{F}}_q$ and $\theta$ is antidominant, then the $kG$-module $M(\theta)$ has simple head which is isomorphic to $E(\theta)_\emptyset$.

**Corollary 6.6.** Assume $k$ is algebraically closed with $\text{char} k \neq \overline{\mathbb{F}}_q$. Then any finite-dimensional irreducible representation of $G$ is one-dimensional and isomorphic to $E(\theta)_\emptyset$ for some $\theta \in \hat{\mathbb{T}}$ with $I(\theta) = I$. 

Proof. Let $V$ be a finite-dimensional irreducible representation of $G$. Let $R(G)$ be the radical of $G$, then $G' = G/R(G)$ is semisimple. Since $R(G) = Z(G)^0$, then each element of $R(G)$ acts on $V$ as a scalar by Schur’s lemma. According to [2, Theorem 10.3 and Corollary 10.4], we know that except the trivial representation, all other irreducible representations of $kG'$ are infinite-dimensional. Therefore we know that $V$ must be one-dimensional. In particular $V$ contains a $B$-stable line, where $B$ is a Borel subgroup of $G$. By Corollary 6.4, $V$ is isomorphic to $E(\theta_J)$ for some $\theta \in \widehat{T}$. Since $V$ is one-dimensional, then $I(\theta) = I$. The corollary is proved.

It is well known that any irreducible $G_q$-module over $\overline{F}_q$ contains a unique $B_q$-stable line. This no longer holds for $G$. For example, $E(\theta_J)$ has no $B$-stable line if $J \neq \emptyset$ by the proof of Corollary 6.4. The classification of all abstract irreducible representations of $G$ is still out of reach, and a new approach is needed to settle this problem.
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