Climatic Controls on Mean and Extreme Streamflow Changes Across the Permafrost Region of Canada
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Abstract: Climatic change is affecting streamflow regimes of the permafrost region, altering mean and extreme streamflow conditions. In this study, we analyzed historical trends in annual mean flow (Q_{mean}), minimum flow (Q_{min}), maximum flow (Q_{max}) and Q_{max} timing across 84 hydrometric stations in the permafrost region of Canada. Furthermore, we related streamflow trends with temperature and precipitation trends, and used a multiple linear regression (MLR) framework to evaluate climatic controls on streamflow components. The results revealed spatially varied trends across the region, with significantly increasing (at 10% level) Q_{min} for 43% of stations as the most prominent trend, and a relatively smaller number of stations with significant Q_{mean}, Q_{max} and Q_{max} timing trends. Temperatures over both the cold and warm seasons showed significant warming for >70% of basin areas upstream of the hydrometric stations, while precipitation exhibited increases for >15% of the basins. Comparisons of the 1976 to 2005 basin-averaged climatological means of streamflow variables with precipitation and temperature revealed a positive correlation between Q_{mean} and seasonal precipitation, and a negative correlation between Q_{mean} and seasonal temperature. The basin-averaged streamflow, precipitation and temperature trends showed weak correlations that included a positive correlation between Q_{min} and October to March precipitation trends, and negative correlations of Q_{max} timing with October to March and April to September temperature trends. The MLR-based variable importance analysis revealed the dominant controls of precipitation on Q_{mean} and Q_{max}, and temperature on Q_{min}. Overall, this study contributes towards an enhanced understanding of ongoing changes in streamflow regimes and their climatic controls across the Canadian permafrost region, which could be generalized for the broader pan-Arctic regions.
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1. Introduction

The Arctic and subarctic regions of the world—mostly underlain by continuous/discontinuous permafrost—are affected by a range of extreme streamflow conditions, which include low to no flows in winter under ice-cover; spring floods due to river-ice breakup and snowmelt; snowmelt driven peak flows during spring/early summer; and in rare instances, rainfall driven peak flows in late summer. These extreme conditions are influenced by various climatological and landscape drivers and controls, and changes in these factors affect the magnitude, timing and duration of such events. Particularly, enhanced warming in the northern latitudes (which is almost twice the global average temperature increase [1–3]) and amplified poleward moisture transport to the region [4,5] (which propagates into increased precipitation) are affecting different components of the regional hydro-climatic systems. Prominent changes include reductions in the magnitude, duration and extent of snow cover [6–8], enhanced permafrost thaw [9,10] and changes in the snowfall–rainfall balance [11], all with the potential to alter the mean and extreme streamflow conditions across the permafrost region.
For instance, while warmer temperatures lead to an earlier snowmelt-driven peak flow [12,13], the magnitude of peak flow is mainly determined by the precipitation amount [14]. Furthermore, increased winter precipitation implies greater water input and larger snowpack storage in the basin, and thus, the potential for higher peak flows. In contrast, warmer temperatures tend to moderate peak flows by reducing the fraction of winter precipitation falling as snow and shortening the snow accumulation period [15]. On the other hand, spring rainfall and rain-on-snow events—which appear to be increasing in the recent years [16–19]—could enhance peak flow events. At the same time, permafrost degradation associated with the warming temperatures could lead to increases in subsurface flow pathways, soil moisture volume and groundwater recharge [20,21], which could lead to winter low flow increases. Additionally, permafrost thawing augments a basin’s water storage capacity, and could lead to decreases in the annual maximum discharge [22] as well as the maximum-to-minimum discharge ratio [23].

Changes in the mean streamflow state and extremes could make areas within permafrost region vulnerable. For instance, although current infrastructure in the permafrost region is limited, the development (e.g., hydroelectric water resources) is progressing at a rapid pace [24]. Thus, infrastructure design and operation need to take into account the changes in extremes. For instance, while increased low flow could augment the water supply in the winter, the potential increase in peak flow could make the built hydraulic structures inadequate, and result in more frequent and widespread flooding. Higher peak flows and flooding could also threaten infrastructure and operational services, such as mines, roads, railways, bridges and settlements located nearby [25].

Given these potential impacts, it is important to enhance our understanding of changes in streamflow regimes in the permafrost region beyond the magnitude and direction of trends. For instance, understanding the role of climatic drivers on streamflow changes could provide valuable insights, not only for process understanding, but also to diagnose future directions of change. In this context, while a number of previous studies have analyzed pan-Arctic wide streamflow trends [26–28], to our knowledge, neither the analyses of streamflow trends across the entire permafrost region of Canada nor evaluation of streamflow trends in relation to climatic drivers (i.e., precipitation and temperature) have been undertaken.

In this study, we address the aforementioned knowledge gaps first by analyzing trends in key streamflow variables across the continental-scale permafrost region of Canada. Secondly, we conduct a novel analysis of climatic controls on streamflow changes by relating spatial variability and trends in streamflow, air temperature and precipitation in a statistical framework. We also use a multiple linear regression framework (MLR) to evaluate the temporal relationships of seasonal precipitation and temperature with mean and extreme streamflow conditions for selected rivers. We focus on select streamflow variables including annual mean flow, minimum flow, and maximum flow and its timing, and assess the streamflow trends in the context of pan-Arctic wide trends. Further, we discuss the potential future changes in mean and extreme streamflow conditions.

2. Data and Methods

2.1. Streamflow Data

We used the permafrost database based on Heginbottom et al. [29] and published by Natural Resources Canada [30] as a base map, which consists of a number of permafrost zones (continuous, extensive, sporadic, isolated), for the selection of streamflow stations. We selected 83 hydrometric stations that lie within these zones from the Water Survey of Canada hydrometric station network [31], with the criteria of basin area > 2000 km² and year-round observations. Additionally, a United States Geological Survey station (15356000 Yukon River at Eagle AK [32]) was included because only a limited number of years (1983 to 2017) of data are available for the corresponding station in the Canadian side (09ED001).
The selected hydrometric stations are unregulated (natural) except for the Mackenzie River affected by the upstream Peace River regulation, whose effect can be assumed relatively minor on selected three downstream mainstem stations [33]. We extracted four streamflow variables from the daily time series data: (i) annual mean flow ($Q_{\text{mean}}$), (ii) annual minimum flow ($Q_{\text{min}}$), (iii) annual maximum flow ($Q_{\text{max}}$), and (iv) timing of annual maximum flow ($Q_{\text{max}}$ timing). For each of the four streamflow variables, the stations with more than 40 years of records were first selected, out of which stations with $>$30% missing values were discarded. This left 83, 83, 79, and 78 stations for $Q_{\text{max}}$, $Q_{\text{max}}$ timing, $Q_{\text{min}}$ and $Q_{\text{mean}}$, respectively. Additionally, the datasets cover different periods between 1945 and 2018, with missing values in different years, while some stations have been discontinued. However, further constraining the station selection over a consistent period covering $>$ 30 years of record would result in elimination of over a third of stations, and a lack of representative stations over some regions. Thus, as in the case of St. Jacques and Sauchyn [34], varying periods of records were used and trend analysis results provide a general direction of historical changes rather than changes over a specific time period.

2.2. Climate Data

We used two observation-based gridded climate data products consisting of the 1945 to 2012 Pacific Northwest North American meteorological (PNWNAmet) data [35] for western Canada and the 1950 to 2016 Natural Resources Canada meteorological (NRCANmet) data [36] for rest of Canada. Although NRCANmet is available for the entirety Canada, PNWNAmet was preferred for western Canada (where it is available) as it showed improved performance for climate means, extremes and variability compared to NRCANmet [35]. Both datasets consist of daily precipitation, maximum and minimum temperature, with spatial resolutions of ~7 km (0.0625 degrees) and ~10 km (0.0833 degrees) at 60°N latitude, respectively, for PNWNAmet and NRCANmet. From the two datasets, basin-averaged precipitation and temperature were extracted using the National hydrometric network basin polygons [37] for the respective hydrometric stations. For comparison with the streamflow variables, the time periods of precipitation and temperature data were matched with the streamflow records of each station. Given the delayed snowmelt-driven streamflow response in the region, water years (October to September) were considered for all analyses.

2.3. Analyse

Trends in streamflow, precipitation and temperature variables were analyzed using the R “zyp” package [38] by employing a non-parametric Mann–Kendall test [39] with iterative pre-whitening [40]. The iterative pre-whitening method, employed to remove the effects of serial correlation, was used because it has been found to be robust in handling Type-I error and produce conservative estimates of $p$-values, thus limiting false trend detection [41]. Besides accounting for serial correlations for each variable and at each individual station, the effect of spatial correlation among stations (field significance) was evaluated by using the false discovery rate technique suggested by Wilks [42]. Results of the analyses are presented for 10% ($p < 0.10$) and 5% ($p < 0.05$) significance levels, with the former considered as the level of statistically significant trend, while the latter signifies a stronger trend.

We analyzed the spatial relationships amongst climatological means of the temperature, precipitation and streamflow variables as well as their trends using the Kendall’s $\tau$ correlation. This method was preferred to the more common Pearson correlation because Kendall’s $\tau$ uses a rank-based procedure, is more resistant to outliers, and measures all monotonic (linear and nonlinear) correlations [43]. All streamflow values and trend values were normalized by their respective drainage areas when comparing them with precipitation and temperature values/trends.

It should be noted that, in most cases, the drainage areas of most hydrometric stations extend beyond a particular permafrost zone, and in some cases, to the permafrost-free zone.
Therefore, analyses specific to different permafrost zones were not undertaken. However, we considered trends for seven (out of 11) of the Water Survey of Canada’s drainage regions [37], which include: (3) Labrador, Northwestern Quebec; (4) Albany; (5) Nelson; (6) Arctic, Hudson Bay; (7) Upper Mackenzie; (8–9) Pacific and Yukon; and (10) Arctic, Lower Mackenzie and Queen. Region 8 has only one station and its results were combined with region 9.

For selected stations, we characterized temporal sensitivities of streamflow variables to climatic variables using the MLR framework. Precipitation, temperature and their interaction were considered as the driving variables and streamflow components were considered as the response variables, given by:

\[
\Delta Q = \beta_1 + \beta_2 \Delta P + \beta_3 \Delta T + \beta_4 (\Delta P \Delta T)
\]

where \(\beta_1, \beta_2, \beta_3\) and \(\beta_4\) are the coefficients of MLR. \(\Delta Q, \Delta P\) and \(\Delta T\) are the anomalies of streamflow, precipitation and temperature variables with respect to their mean values over the period 1976 to 2005, with \(\Delta Q\) and \(\Delta P\) considered as the percentage change and \(\Delta T\) considered as the absolute change. \(\Delta P \Delta T\) represents the interactions between precipitation and temperature. Lehner et al. [44] and Chegwidden et al. [45] used a similar concept in their evaluations using MLR models, although the latter did not use the interaction term. Further, we used the R “Caret” package [46] variable importance (VI) metric, which is based on the absolute t-statistic of each model coefficient, to assess the relative sensitivity of each input variable with respect to the output variable of the MLR model.

3. Results and Discussion

3.1. Spatial Variations of Streamflow Trends

Figure 1 depicts the trends in \(Q_{\text{mean}}, Q_{\text{min}}\) and \(Q_{\text{max}}\) along with the \(Q_{\text{max}}\) timing at 84 hydrometric stations across the permafrost region of Canada. The results generally corroborate with previous studies of six large Arctic flowing rivers (Appendix A Table A1), suggesting trends in the Canadian permafrost region are consistent with those across the pan-Arctic. Specifically, similar to the trends across the pan-Arctic, there are larger fractions of stations with increasing \(Q_{\text{mean}}\) (62%) and \(Q_{\text{min}}\) (68%) trends than decreases, although some of the trends are not significant. The larger fraction of stations (44%) with significant increases \((p < 0.10)\) in \(Q_{\text{min}}\) is also consistent with the previous studies. Overall, \(Q_{\text{min}}\) increases represent the most prominent trend in this study, with 38% of trends field significant (Table 1); thus, most trends are globally significant.

Table 1. Number of stations with significant trends \((p<0.1)\) using the Mann–Kendall test with iterative pre-whitening, and the number of field significant trends with false detection rate method.

| Variable | Significant Increasing/Decreasing Trends/Total Stations | Field significant Increasing/Decreasing Trends/Total Stations |
|----------|--------------------------------------------------------|-------------------------------------------------|
| \(Q_{\text{mean}}\) | 12/5/79 | 6/0/79 |
| \(Q_{\text{min}}\) | 35/2/79 | 30/1/79 |
| \(Q_{\text{max}}\) | 9/7/83 | 3/1/83 |
| \(Q_{\text{max}}\) timing | 8/7/83 | 0/0/83 |
| \(Q_{\text{max}}/Q_{\text{min}}\) | 2/33/79 | 1/19/79 |
| O–M_T | 67/0/84 | 63/0/84 |
| A–S_T | 60/0/84 | 55/0/84 |
| O–M_P | 23/3/84 | 11/0/84 |
| A–S_P | 13/1/84 | 2/0/84 |
Figure 1. Historical trends in streamflow variables for the permafrost region of Canada: (a) Mean flow ($Q_{\text{mean}}$); (b) Minimum flow ($Q_{\text{min}}$); (c) maximum flow ($Q_{\text{max}}$) and (d) $Q_{\text{max}}$ timing. Significant increasing and decreasing trends at 5% and 10% levels are shown.
Most stations with increasing $Q_{\text{mean}}$ trends in this study are located in north-western Canada, while the southern and eastern regions show no trends, or even a few decreasing trends. Likewise, while there are few stations with significant trends in $Q_{\text{max}}$ and $Q_{\text{max}}$ timing in north-western Canada, the majority of stations in other regions show no signifi-
cant trends. Furthermore, number of stations with field significant trends are even smaller, implying the lack of globally significant trends in these variables. This is especially the case for $Q_{\text{max}}$ timing, for which none of the trends are field significant, thus, these trends are practically insignificant. Nevertheless, the effect of increasing $Q_{\text{min}}$ is reflected in declining $Q_{\text{max}}$ to $Q_{\text{min}}$ ratios for some of the stations (Table 1). Specifically, 33 out of 79 stations exhibit significant downward trends, with field significant trends for 19 stations.

Considering the trends for the seven drainage regions of Canada, it can be seen that the bulk of the stations are located in western Canada, with only a limited number of stations in eastern Canada (Table 2). Given the limited number of stations, field significance testing was not done at the regional level. Considering the temporal trends, regions 8, 9 and 10 have larger fractions of stations with trends in $Q_{\text{min}}$ and $Q_{\text{max}}/Q_{\text{min}}$, while regions 3, 4, 5, 6 and 7 have smaller fractions of stations with trends. Some of the trends in region 3 are opposite to other regions, e.g., while there are declining $Q_{\text{mean}}$ and $Q_{\text{max}}$ trends in region 3, the declining trends are less prevalent in other regions. However, given the limited number of stations, generalization/extrapolation of patterns for these data-poor regions (regions 3 to 5) is considered problematic. There are also regional differences in western Canada; e.g., in the upper Mackenzie (region 7), there is a larger fraction of stations with increasing $Q_{\text{min}}$ trends compared to the lower Mackenzie (region 10).

| Variable | Region 3 | Region 4 | Region 5 | Region 6 | Region 7 | Region 8 & 9 | Region 10 |
|----------|----------|----------|----------|----------|----------|--------------|----------|
| $Q_{\text{mean}}$ | 0/3/5 | 0/0/5 | 0/0/6 | 4/1/15 | 0/0/9 | 4/0/14 | 2/1/25 |
| $Q_{\text{min}}$ | 0/1/5 | 0/0/5 | 2/0/7 | 4/1/15 | 2/0/9 | 11/0/13 | 14/1/24 |
| $Q_{\text{max}}$ | 0/2/5 | 0/1/5 | 0/0/7 | 2/1/15 | 1/2/9 | 1/1/14 | 4/1/28 |
| $Q_{\text{max}}$ timing | 0/0/5 | 2/0/5 | 3/0/7 | 1/0/15 | 0/0/9 | 0/2/14 | 2/5/28 |
| $Q_{\text{max}}/Q_{\text{min}}$ | 1/3/5 | 0/0/6 | 0/2/7 | 1/1/15 | 0/6/9 | 0/10/13 | 2/9/24 |

| Region 3 | Region 4 | Region 5 | Region 6 | Region 7 | Region 8 | Region 9 | Region 10 |
|----------|----------|----------|----------|----------|----------|----------|----------|
| O-M_T | 4/0/5 | 4/0/6 | 4/0/7 | 10/0/15 | 8/0/9 | 10/0/14 | 27/0/28 |
| A-S_T | 5/0/5 | 6/0/6 | 5/0/7 | 11/0/15 | 5/0/9 | 9/0/14 | 21/0/28 |
| O-M_P | 0/0/5 | 1/0/6 | 2/0/7 | 5/0/15 | 3/0/9 | 0/14 | 12/3/28 |
| A-S_P | 0/0/5 | 0/0/6 | 0/0/7 | 0/0/15 | 3/0/9 | 0/14 | 10/1/28 |

Seven regions are defined according to the Water Survey of Canada drainage regions, which include: (3) Labrador, Northwestern Quebec; (4) Albany; (5) Nelson; (6) Arctic, Hudson Bay; (7) Upper Mackenzie; (8) and (9) Pacific and Yukon; and (10) Arctic, Lower Mackenzie and Queen.

Regions 9 and 10 consist of the Yukon and Mackenzie rivers, respectively, along with their tributaries. The streamflow trends at the most downstream stations and upstream stations are generally consistent. Specifically, the significantly increasing $Q_{\text{min}}$ trend in the Yukon Eagle station (1951 to 2018) is consistent with 9 out of 11 upstream stations. The Yukon Eagle station does not have significant trend in $Q_{\text{mean}}$, $Q_{\text{max}}$ and $Q_{\text{max}}$ timing, which is in general agreement with the lack of trends in 8 (12), 10 (12) and 10 (12) upstream stations, respectively (numbers in the parentheses are the total number of stations). Similar results were obtained when comparing the 1973 to 2016 trends for the most downstream station on the Mackenzie River (Mackenzie River at Arctic Red River) with upstream stations. Specifically, the absence of significant trends in $Q_{\text{mean}}$, $Q_{\text{max}}$ and $Q_{\text{max}}$ timing are in agreement with 14 (15), 14 (18) and 15 (18) upstream stations, respectively. However, the downstream station exhibits no significant trend in $Q_{\text{min}}$, while 11 (15) upstream stations show increasing trends. It is also noteworthy that for the Mackenzie River streamflow variables, the lack of significant trends over 1973 to 2016 are in agreement with Yang et al. [47] over 1973 to 2011. For the Yukon Eagle station, significant increases in $Q_{\text{min}}$ and insignificant change in $Q_{\text{max}}$ for the period 1951 to 2018 agree with Bennett et al. [48].
which the 1954/1964 to 2013 periods were used. However, insignificant change in the Yukon Eagle Q_{mean} for the period 1951 to 2018 differs from the significant increasing trend for the period 1975 to 2016 according to Box et al. [27].

Given that the Q_{min} increase is the most prominent trend in this study, as well as other studies across the pan-Arctic (see Appendix A), an important question arises on its link to permafrost degradation. In this respect, while a majority of stations in the discontinuous permafrost zones in western Canada show increasing Q_{min} trends, only a few stations in the discontinuous permafrost zones in Saskatchewan, Manitoba and Ontario show increasing Q_{min} (Figure 1). Furthermore, Smith et al. [21] found greater Q_{min} increases in the non-permafrost zone than permafrost zone of Eurasia and speculated that decreased seasonal freezing of soils caused by warmer winters and/or deeper snowpack may be causing the Q_{min} increases. Such processes could also be contributing to Q_{min} increases in this study, and consequently, the decline of the Q_{max}-to-Q_{min} ratio.

3.2. Spatial Streamflow and Climatic Trends Relationships

Figure 2 shows the results of the Mann–Kendall trend analyses for the cold season (October to March, i.e., O–M) and warm season (April to September, i.e., A–S) temperature (T) and precipitation (P), with both calculated as the basin-average values for the areas that drain to hydrometric stations. The results show distinct patterns in temperature and precipitation changes. While the majority of O–M_T and A–S_T show increasing trends for the entire permafrost region, a smaller fraction of O–M_P and A–S_P show increasing trends. The differences become more distinct when the trends for the seven regions are considered (Figure 2, Table 2). Specifically, while the stations with temperature increases are distributed across all regions, the bulk of stations with increasing precipitation trends are located in region 10 followed by region 7. Some stations in regions 5 and 6 also show an increasing trend in O–M_P.

Next, we present correlations among the 1976 to 2005 climatological means of streamflow components and driving precipitation and temperature (Figure 3a), with Q_{mean}, Q_{min} and Q_{max} values normalized by the basin areas (hereafter referred to as the q_{mean}, q_{min} and q_{max}). The correlations specify the strength of spatial relationships, such as the significant positive correlations among q_{mean}, q_{min} and q_{max} suggest that the basins with higher values in one flow component are also likely to have higher values in the other two components. Furthermore, as precipitation is the main driver of annual flow, q_{mean} for the basins are positively correlated with both O–M_P and A–S_P. The negative correlation of q_{mean} with A–S_T is likely due to higher evapotranspiration losses in warmer basins. q_{max} is negatively correlated with its timing, which is probably due to the wet-to-dry precipitation gradient, and warm-to-cold temperature gradient from south to north in the permafrost region [49]. Thus, the warmer southern basins are likely to produce higher q_{max}, and earlier timing than the colder northern basins. On the other hand, the negative correlation between q_{min} and q_{max} could be linked to snowpack and baseflow generation. For instance, the relatively colder basins are likely to have lower baseflow and larger snowpack than warmer basins with a similar precipitation amount, thus producing relatively smaller q_{min} and larger q_{max} in colder basins. Besides the spatial variability of precipitation and temperature, the seasonality also plays a role on streamflow responses. Specifically, the positive correlations of q_{min} and q_{max} with O–M_P are in line with the expectation that the basins with higher winter precipitation also produce higher flow rates. q_{min} also has a positive correlation with O–M_T. Therefore, the higher the winter temperature in the basin, the higher the low-flow response, likely due to higher rainfall-to-total-precipitation ratio and higher subsurface flow. Furthermore, the negative correlation of q_{max} with A–S_T is likely related to spring snow accumulation and melt, which is constrained by spring temperature; thus, the higher the A–S_T, the earlier the snowmelt and the smaller the q_{max}. However, although warmer basins are generally expected to have earlier Q_{max} timings, there is no significant correlation between Q_{max} timing and A–S_T.
Figure 2. Historical trends in basin-averaged temperature and precipitation for the permafrost region of Canada: (a) October–March mean temperature (O–M\(_\text{T}\)); (b) October–March total precipitation (O–M\(_\text{P}\)); (c) April–September mean temperature (A–S\(_\text{T}\)); (d) April–September total precipitation (A–S\(_\text{P}\)). Significant increasing and decreasing trends at 5 and 10% levels are shown.
The correlations among streamflow and climate variable trend values (Sen’s slope) signify the relationships in the magnitude and direction of changes (Figure 3b). The correlogram reveals significant but mostly weak correlations (Kendall’s $\tau < 0.2$) for some of the variables. The positive correlations amongst $q_{\text{mean}}$, $q_{\text{min}}$ and $q_{\text{max}}$ trends imply that the increase in one of the streamflow variables is likely accompanied by increases in other variables, although the trends for individual stations may not always be significant. With reference to the driving variables, $q_{\text{max}}$ and $q_{\text{mean}}$ trends show weak positive correlations with O–M$_T$ trends. Such unidirectional flow and temperature trends appear counterintuitive, as an increased temperature can normally be expected to lead to decreased snowpack and consequently decreased flows. In this case, other factors that accompanied increasing temperature trends may have played a role, such as precipitation trends, although the correlations are not significant. The positive correlation of $q_{\text{min}}$ with O–M$_P$ trends indicate increasing low-flow with increasing winter precipitation. The significant negative correlations of $Q_{\text{max}}$ timing trends with A–S$_T$ and O–M$_T$ trends are in line with the expectation of earlier timing with increasing temperature, which cause smaller snowpack and earlier snowmelt. Furthermore, the negative correlations between $q_{\text{min}}$ and $Q_{\text{max}}$ timing trends are likely linked to temperature and snowpack changes, because increasing winter temperatures lead to larger $q_{\text{min}}$ and smaller snowpack, with earlier snowmelt leading to earlier $Q_{\text{max}}$ timing. However, the expected linkage between $q_{\text{min}}$ increases with temperature increases were not found to be significant.

Furthermore, a closer examination of the temperature, precipitation and streamflow changes reveals expected patterns. For instance, 31 of the 35 significantly increasing $q_{\text{min}}$ trends coincide with the O–M$_T$ increasing trend. However, only a few $q_{\text{mean}}$ and $q_{\text{max}}$ results showed significant trends, and these trends do not always line up with the significant O–M$_P$ and A–S$_P$ trends. A number of factors affect the presence/absence of the relationships between streamflow and climate variable trends. Firstly, streamflow trends reflect the cumulative effects of precipitation, temperature and snow trends. Therefore, trends in one of the driving variables (temperature or precipitation) may not lead to trends in streamflow variables. Secondly, given the complex interactions between the

![Figure 3](https://doi.org/10.3390/xxxxx www.mdpi.com/journal/water)

**Figure 3.** Correlogram of climatic and streamflow variables: (a) 1976 to 2005 mean climatology; (b) trends for available period. Both climatic and streamflow variables are averaged over the basins. The numbers on the plots are Kendall’s $\tau$ correlations, with significant correlations ($p < 0.1$) indicated by bold numbers.
climatic drivers, the trend values may not change monotonically for different variables, thus resulting in weak or no correlations with the streamflow trends.

There are also a number of sources of uncertainty that could lead to discrepancies and inconsistencies. A major source of uncertainty is the representativeness of the precipitation and temperature in the PNWNAmet and NRCanmet dataset, particularly due to the sparse station network in the high-latitude region [50]. Additionally, uncertainties arise from the quality of the observed discharge data, especially during the ice-covered low-flow period [51], as well as missing values in the discharge data. There are also inconsistencies in the length of the records. Given that some of the $Q_{\text{min}}$, $Q_{\text{mean}}$, $Q_{\text{max}}$ and $Q_{\text{max}}$ timing records have gaps, the compared lengths are not always consistent with temperature and precipitation records. Nevertheless, the analyses of climatological means and trends of the driving and resultant variables generally provide physically plausible explanations.

3.3. Climatic Controls on Streamflow Variables

We focused our temporal analyses on stations with the longest available flow records, which included: (i) 1947 to 2012 (with few years of missing records in between) period for the Liard Upper Crossing (Liard-UC) and (ii) 1951 to 2012 (complete) period for the Yukon Eagle (Yukon-E), Alaska stations (Appendix A Figure A1). Note that the flow records were trimmed at the year 2012 to match the precipitation and temperature records in the PNWNAmet datasets. Both the Liard-UC and Yukon-E stations flow records have a significantly increasing $Q_{\text{min}}$ trend ($p < 0.05$, Liard-UC: slope 5.1%/decade; Yukon-E: slope 4.1%/decade). $Q_{\text{mean}}$ and $Q_{\text{max}}$ trends for both stations are not significant at $p < 0.1$. In the case of basin-averaged temperature, both A–S$_{T}$ and O–M$_{T}$ are increasing significantly ($p < 0.05$) for Liard-LC (decadal trends, A–S$_{T}$: 0.2 °C, O–M$_{T}$: 0.4 °C) and Yukon-E (decadal trends, A–S$_{T}$: 0.3 °C, O–M$_{T}$: 0.5 °C). There were no significant precipitation trends (for both A–S$_{P}$ and O–M$_{P}$) for either basin.

The sensitivities of precipitation and temperature changes on $Q_{\text{mean}}$, $Q_{\text{min}}$ and $Q_{\text{max}}$ anomalies relative to 1976 to 2005 together with the results of MLR analyses are shown in Figure 4. Note that $Q_{\text{max}}$ timing results are not shown because of the overall lack of relationships with climatic drivers. The relative controls of precipitation and temperature on the three streamflow variables are depicted in terms of VI scores, with $R^2$ summarizing the MLR model fits. We also explored different combinations of the precipitation and temperature seasons in the MLR model setup. The results that yielded the best $R^2$ values were depicted, which included annual values (Ann$_{P}$ and Ann$_{T}$) for $Q_{\text{mean}}$, October to March values (O–M$_{P}$ and O–M$_{T}$) for $Q_{\text{min}}$, and October to July (O–J$_{P}$ and O–J$_{T}$) values for $Q_{\text{max}}$ for both stations. These best combinations of months are in agreement with the analyses of climatic controls on these three streamflow variables using the historical and projected future temperature and precipitation for the Liard River basin [14]. The relative controls of temperature, precipitation and their interaction term are depicted by VI$_{1}$, VI$_{2}$ and VI$_{3}$, respectively.

The MLR model results for $Q_{\text{mean}}$ indicate the dominant controls of Ann$_{P}$ (VI$_{2} > 0.75$) for both basins (Figure 4a,b). While Ann$_{T}$ has a small influence on $Q_{\text{mean}}$ for Liard-LC, its influence for Yukon-E is negligible. The controls of precipitation–temperature interactions on $Q_{\text{mean}}$ for the two basins are non-existent to negligible. Furthermore, as illustrated by the stratified patterns of $Q_{\text{mean}}$ anomalies relative to Ann$_{P}$ anomalies, the sensitivities of Ann$_{P}$ on $Q_{\text{mean}}$ are positive for both basins; i.e., the larger the Ann$_{P}$, the larger the $Q_{\text{mean}}$. Overall, the model performance for $Q_{\text{mean}}$ is good for both basins ($R^2 > 0.7$), i.e., Ann$_{P}$ and Ann$_{T}$ anomalies can explain over 70% of variance in $Q_{\text{mean}}$ anomalies.
Figure 4. Sensitivity plots of streamflow anomalies against annual/seasonal temperature (°C) and precipitation (%) anomalies with respect to 1976–2005 period. Illustrated results for Liard and Yukon Rivers include: (a,b) $Q_{\text{mean}}$ against Ann_T and Ann_P; (c,d) $Q_{\text{min}}$ against October to March temperature (O–M_T) and precipitation (O–M_P); and (e,f) $Q_{\text{max}}$ against October–June temperature (O–J_T) and precipitation (O–J_P) anomalies.
In the case of $Q_{\text{min}}$, temperature plays a larger role, with $VI_1$ for $O-M_T > 0.5$ for both basins. Precipitation has a smaller control, and the precipitation–temperature interaction has negligible to minor influence (Figure 4c,d). The higher temperature control on $Q_{\text{min}}$ is also illustrated by stratified patterns along $O-M_T$ axis, i.e., larger $Q_{\text{min}}$ with higher $O-M_T$, especially in the case of Liard-LC basin. The MLR model predictability for $Q_{\text{min}}$ as given by $R^2$ range between 0.39 and 0.46; thus, the models can only explain <50% of the variance of $Q_{\text{min}}$. Nevertheless, the higher temperature control on low flow—which in this region is mainly contributed by baseflow from groundwater [52]—align with the expectation of higher groundwater recharge and subsurface flow and higher $Q_{\text{min}}$, as temperature increases [20].

In contrast to $Q_{\text{min}}$, precipitation has higher control ($VI_2 \geq 0.59$) on $Q_{\text{max}}$, especially in the case of Liard-LC. This is also illustrated by a stratified positive relationship between $Q_{\text{max}}$ and $O-J_P$, i.e., higher $Q_{\text{max}}$ for larger precipitation (Figure 4e,f). The temperature control on $Q_{\text{max}}$ is $\leq 0.26$, indicating the smaller role of $O-J_T$ change on $Q_{\text{max}}$ change. In this case also, the precipitation–temperature interaction plays a minor role on $Q_{\text{max}}$. The MLR model $R^2$ range between 0.46 and 0.57, indicating a moderate predictability of $Q_{\text{max}}$ with $O-J_P$ and $O-J_T$.

Overall, the evaluation of precipitation and temperature controls on $Q_{\text{mean}}$, $Q_{\text{min}}$, and $Q_{\text{max}}$ provide further insights into the effect of these variables on streamflow response. The dominant control of precipitation on $Q_{\text{mean}}$ and $Q_{\text{max}}$, and temperature on $Q_{\text{min}}$ from this observation-based study is consistent with the modelling study that include historical and projected future simulations [14]. This provides some confidence in using the MLR model for diagnosing the future direction of streamflow change with respect to the projected precipitation and temperature changes. As such, future warming can be generally expected to lead to higher $Q_{\text{min}}$, while precipitation increase can be generally expected to lead to increased $Q_{\text{mean}}$ and $Q_{\text{max}}$. However, the MLR models, with the $R^2$ predictability scores ranging between 0.39 and 0.74, have limited skills in explaining the variability of streamflow components. Furthermore, given the lack of physical representation, the MLR model is considered not suitable for extrapolation problems, such as projecting future changes. Nevertheless, the MLR-based VI analysis contributes to a process understanding with regard to dominant driving variables affecting streamflow responses.

4. Discussion on Future Changes in Extremes

The preceding investigation on the relationships of precipitation and temperature with $Q_{\text{mean}}$, $Q_{\text{min}}$, and $Q_{\text{max}}$, based on the historical climate, leads to a subsequent question about the potential future changes in these variables in the context of enhanced warming and increased precipitation across the pan-Arctic region [53]. A number of other factors are also associated with the higher temperature and precipitation that directly or indirectly affect these streamflow variables. For instance, with warmer temperatures, there will be a reduction in the snowfall fraction and an increase in the rainfall fraction [11]. The changing precipitation phase could lead to an increased frequency and areal extent of rain-on-snow events [16,18,54]. Future projections of snow indicate a general decline in the snow cover extent [7,55] and highly variable maximum snow–water equivalent changes, with increases, decreases or no change depending on the region, and climate model used [7,56–58]. Furthermore, in response not only to warming, but also to changes in snow cover, which exerts a control on the underlying soil, Arctic permafrost is projected to undergo substantial degradation [59].

Given that the projected changes in temperature, precipitation, snow and permafrost are generally a continuation of historical trends, future changes in streamflow variables can be expected to follow the historical changes. For instance, previous global-scale or pan-Arctic-wide studies indicate future increases in $Q_{\text{mean}}$ and $Q_{\text{min}}$, and earlier $Q_{\text{max}}$ timings [60–62]. Similar changes in $Q_{\text{mean}}$ and $Q_{\text{min}}$ were also projected for the Liard River basin [14]. However, the potential future changes in $Q_{\text{max}}$ over the northern region, which is conditional on the evolution of precipitation, temperature, snowpack and permafrost
changes and their interactions, remain less clear. Nevertheless, there are indications of changes to the nonstationary streamflow extremes (i.e., alterations in return periods and return levels). For instance, Hirabayashi et al. [63] projected future increases in the frequencies of the historical 100-year return period floods for the Yenisei, Lena, Mackenzie and Yukon Rivers, and a decreased frequency for the Ob River.

Summer rainfall-driven peak flow events are also related to rainfall/snowfall balance, which are historically very rare in large Arctic rivers, and typically occur only in the small coastal catchments [64–66]. For instance, an extreme summer flood event occurred in the Upper Kuparuk River catchment (drainage area 142 km$^2$) on the northern slope of Alaska in response to a 50-h, 80 mm rainfall event in July 1999, with the peak flow exceeding snowmelt peak discharge for 1993 to 2001 [64]. Additionally, a closer examination of the Yukon-E streamflow revealed occurrences of multiple summer peaks, with secondary peaks in late summers of 2010 and 2012 (not shown). Given that portions of the Yukon Basin are experiencing extensive melting of alpine glaciers and perennial snow fields [67,68], these summer peak flow events may have been influenced by glacier melt. In this respect, the projected glacier mass loss has the potential to modify the mean and extreme streamflow states of basins with glaciers across the pan-Arctic, including changes in the summer peak flows [69].

5. Summary and Conclusions

This study contributes towards understanding the historical changes in streamflow regimes and the role of climatic drivers on streamflow changes across the continental scale permafrost region of Canada. We analyzed historical trends in several streamflow components (i.e., $Q_{\text{mean}}$, $Q_{\text{min}}$, $Q_{\text{max}}$, and $Q_{\text{max}}$ timing) across 84 streamflow stations in the permafrost region of Canada. Overall, the trends are generally consistent with previous studies across the pan-Arctic (Appendix A Table A1), with increasing $Q_{\text{min}}$ for 43% of stations ($p < 0.10$) as the most prominent trend. $Q_{\text{min}}$ trends are also field significant for 38% of stations, and the majority of the stations with $Q_{\text{min}}$ increases are located in western Canada. Similar to previous studies (Appendix A Table A1), the number of stations with significant trends in $Q_{\text{mean}}$, $Q_{\text{max}}$, and $Q_{\text{max}}$ timing are small, with increasing or decreasing trends of less than 15%, and even smaller fractions with field significant trends. Temperatures over the basins that drain to hydrometric stations show widespread increases, with significant trends in October to March and April to September temperatures for 80 and 71% of the basins, respectively; the majority of trends are field significant. Upward precipitation trends were obtained for some of the basins, especially for the months of October to March, with 27% of basins showing increases and 13% field significant.

The analysis of climatic controls (precipitation and temperature) provides key insights into their relationships with the streamflow changes. For instance, the Kendall’s $\tau$ correlations of the basin-averaged runoff with precipitation and temperature indicate weak to moderate associations, including positive correlations of $q_{\text{mean}}$ with O–M_P and A–S_P, and $q_{\text{min}}$ with O–M_P and O–M_T. These associations reinforce the role of higher basin precipitation in producing higher runoffs. In contrast, the negative correlations of A–S_T with $q_{\text{mean}}$ and $q_{\text{max}}$ is indicative of the temperature influence on evaporation, snow accumulation and melt; therefore, the higher the temperatures, the lower the runoffs. The correlations of streamflow trends with precipitation and temperature trends are usually weak, although directions of trends are generally in line with the expectation, i.e., the positive correlation between $q_{\text{min}}$ and O–M_P trends, and the negative correlations between $q_{\text{max}}$ timing and A–S_T and O–M_T trends.

The MLR-based variable importance analysis captured the sensitivity of climatic drivers on streamflow components and provided plausible explanations on driver-response relationships. The results revealed the dominant control of precipitation on $Q_{\text{mean}}$ and $Q_{\text{max}}$, with increasing wetness generally leading to higher discharge. On the other hand, the dominant temperature control on $Q_{\text{min}}$ reinforces the impact of climate warming on increasing the $Q_{\text{min}}$ trend, apparently by increasing the fraction of precipitation falling as
rain and promoting subsurface flow with increasing temperature. Overall, the insights gained from this study, i.e., the effect of climatic drivers on streamflow changes, could be generalized for understanding streamflow changes across the permafrost region of the world. Furthermore, with a careful selection of climatic drivers, the methodologies used in this study could be applied to evaluate streamflow changes in the permafrost-free regions.

The historical streamflow trends and their relationships with climatic drivers lead to a subsequent question on future streamflow changes. In this respect, previous studies suggest future increases in $Q_{\text{mean}}$, $Q_{\text{min}}$ and earlier $Q_{\text{max}}$ timings across the pan-Arctic [14,60–62], while the direction of $Q_{\text{max}}$—which depends on the interactions of precipitation, temperature and snow—remain uncertain for most regions. Furthermore, given that most of the impact studies over the northern region are large-scale studies, and not designed to represent the finer details of the streamflow extremes, there is a need to develop basin-scale hydrologic models by incorporating key processes (such as permafrost degradation) for an improved understanding of the ongoing and future hydrologic changes. Furthermore, there is a need to improve the ground-based streamflow observation network as well as leverage remotely sensed products to better evaluate and attribute the streamflow changes, especially in the areas with sparse coverage as identified in this study. Overall, the results of this study, including the enhanced understanding of ongoing streamflow changes and climatic controls affecting these changes, provide valuable insights into the hydrologic processes in the permafrost region of Canada and beyond.
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**Appendix A. Review of Streamflow Trends for Major Pan-Arctic Rivers**

We compiled trends for $Q_{\text{mean}}$, $Q_{\text{min}}$, $Q_{\text{max}}$ and $Q_{\text{max}}$ timing from previous studies (most recent study for each river) for six large Arctic flowing rivers that include the Kolyma, Lena, Yenisey and Ob rivers in Eurasia, and the Mackenzie and Yukon rivers in North America (Figure A1; Table A1). Also included are results for multiple stations within these basins, summarized as a count of stations with significant trends out of the total number of stations. Note that these published studies present trends for different time periods, thus reflecting the responses to different periods of long-term climate forcing (e.g., temperature and precipitation) and short-term variability (i.e., Arctic Oscillation, Pacific Decadal Oscillation and El Niño Southern Oscillation). Some of the compiled results are for different stations (upstream or downstream), and/or flow conditions (naturalized or observed), which could produce different trends. Furthermore, the studies use different trend analysis methods that could also cause differences on the reported results.
Figure A1. Map showing the six large Arctic flowing rivers summarized in Table 1 (Kolyma, Lena, Yenisey, Ob, Mackenzie, and Yukon). Red dots indicate the location of two hydrometric stations: (1) Yukon River at Eagle (Yukon-E) and (2) Liard River at Upper Crossing (Liard-UC); for which detailed analyses of climatic controls on streamflow extremes were conducted.

The review of streamflow trends across the Pan-Arctic generally suggests consistent patterns. For instance, in the case of $Q_{\text{mean}}$, most studies found an increasing trend or no trend ($p < 0.05$ or $p < 0.10$), with no study showing significantly decreasing trends. Furthermore, studies that considered aggregated discharge from several stations also found generally increasing discharges. For instance, Zhang et al. [4] found an increasing trend for the combined annual discharge from Lena, Yenisey and Ob Rivers from 1948 to 2008. Likewise, Durocher et al. [26] found a general increase in freshwater flow to the Arctic Ocean for the period 1975 to 2015, with the increase being more prominent in the Eurasian rivers than in the North American rivers. Ahmed et al. [28] found that the combined annual mean flow from the Mackenzie, Lena, Yenisey and Ob rivers to the Arctic Ocean has increased by 14% during in period 1980 to 2009. The increasing trends in $Q_{\text{mean}}$ are also consistent with the annual cold season and warm season precipitation increases across the Pan-Arctic [27].

From the few available studies on $Q_{\text{min}}$, the trends are mostly increasing, some of which are significant [21,70]. Additionally, winter (e.g., December to February or January to March) flows are also significantly increasing [28,34]. In the case of $Q_{\text{max}}$, the changes are mostly insignificant, except for the tributaries of the Yukon and Lena rivers, which show either increases or decreases [48,70]. However, besides hydro-climatic controls, other factors may contribute to these trends. For example, the increasing trend for the Lena River is also influenced by reservoir filling that reduced its outflows in the 1960s [71,72]. From the
very few available studies, it appears that \(Q_{\text{max}}\) timings are shifting earlier \([47, 72]\) although the trends are generally not significant. Nevertheless, there is a general expectation of earlier \(Q_{\text{max}}\) timing, along with the earlier onset of snowmelt and earlier centroid of annual flow in a warmer climate \([73]\).

### Table A1. Summary of previous studies on streamflow trends for major pan-Arctic Rivers.

| River/Region | Reference | Study Period | Trends |
|--------------|-----------|--------------|--------|
| **Kolyma (Observed)** | Box et al. \([27]\) | 1971–2015 | ++1 (1) |
| **Lena (Observed)** | Box et al. \([27]\) | 1971–2015 | ++1 (1) |
| **Lena (Observed)** | Ahmed et al. \([28]\) | 1936–2009 | ++1 (1) annual volume |
| **Lena (multiple stations)** | Tananaev et al. \([70]\) | Varying periods between 1925–2013 | ++29 (100); −−2 (100) |
| **Lena + Eastern Siberia (multiple natural tributaries)** | Smith et al. \([21]\) | 1958–1989 | +46 (212); −17 (212) |
| **Yenisey (Observed)** | Box et al. \([27]\) | 1971–2015 | +NS10 (1) |
| **Yenisey (Observed)** | Ahmed et al. \([28]\) | 1980–2009 | ++1 (1) annual volume |
| **Ob (Observed)** | Box et al. \([27]\) | 1971–2015 | −NS10 (1) |
| **Ob (Observed)** | Ahmed et al. \([28]\) | 1936–2009 | +NS10 (1) annual volume |
| **Mackenzie** | Box et al. \([27]\) | 1973–2015 | +NS10 (1) |
| **Mackenzie** | Yang et al. \([47]\) | 1973–2011 | +NS10 (1) |
| **Mackenzie and tributaries** | St. Jacques and Sauchyn \([34]\) | Varying periods between 1939–2007 | +9 (23) |
| **Yukon** | Déry et al. \([74]\) | 1964–2013 | +NS05 (1) |
| **Yukon and other rivers in Alaska** | Bennett et al. \([48]\) | 1954/1964–2013 | +3 (8) |

++ (−−) indicate increasing (decreasing) trends at 5% significance level; + (−) indicate increasing (decreasing) trends at 10% significance level. NS05 and NS10 signify no significant trends at the 5% and 10% significance levels, respectively. Blank cells mean no analysis for that variable is performed in the cited study. The numbers in the trend columns are the number of stations with statistically significant trends (out of total number of stations).
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