Export sales forecasting using artificial intelligence
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Sales forecasting is important in production and supply chain management. It affects firms’ planning, strategy, marketing, logistics, warehousing and resource management. While traditional time series forecasting methods prevail in research and practice, they have several limitations. Causal forecasting methods are capable of predicting future sales behavior based on relationships between variables and not just past behavior and trends. This research proposes a framework for modeling and forecasting export sales using Genetic Programming, which is an artificial intelligence technique derived from the model of biological evolution. Analyzing an empirical case of an export company, an export sales forecasting model is suggested. Moreover, a sales forecast for a period of six weeks is conducted, the output of which is compared with the real sales data. Finally, a variable sensitivity analysis is presented for the causal forecasting model.

1. Introduction

Sales forecasting is essential in production, transportation and decision-making at all levels of a firm’s supply chain (Verstraete et al., 2020). The importance of sales forecasting has long been recognized by both academics and practitioners (Makridakis, 1990; Remus and Simkin, 1987). To be more specific, such predictions are fundamentally crucial for firms’ planning and strategy (Makridakis, 1996), allocation of corporate resources (Stein, 1997), marketing (Crittenden et al., 1993), logistics and supply chain (Hyndman and Athanasopoulos, 2018). Forecasts have become profoundly important because of shorter lead times, increasing customer expectations and the need to deal with limited resources (Boone et al., 2019). Effective demand forecasting usually lowers inventory levels and improves customer service (Kerkkänen et al., 2009). Accurate forecasting also plays an essential role in retail operations and manufacturing (Mentzer and Bienstock, 1998; Trappey and Wu, 2008). In some industries, forecasting acts as an input to many operations and business decisions that affect the profitability of the firm; in production planning, long-term forecasting is employed to determine an adequate level of manpower and acts as an input for business planning, such as planning for expansion or contraction of production units (Sa-ngasoongsong et al., 2012).

Normally, when a firm intends to implement a forecasting system, there is a tendency to replicate the concepts, targets, and principles from other companies to accelerate the implementation process; and because most forecasting methods have been developed for consumer products, there is a risk that unrealistic targets and unsuitable error metrics are adopted when the environment is different (Kerkkänen et al., 2009). Lack of forecasts or inaccurate forecasting can lead to lost sales or excess inventory, which imposes extra costs on the firm (Lawrence et al., 2000; Lawrence and O’Connor, 2000). For instance, inaccurate demand forecasts have led to suboptimal levels of the production workforce (Monks, 1987), which subsequently entails workload imbalances and increases in the costs of hiring, firing, and overtime labor activities; in many cases, the outsourced supply of materials and inaccurate forecasts could lead to a lack of supplies for production (Sa-ngasoongsong et al., 2012). Therefore, swift responses to sales results with forecasting error distribution contribute to a reduction in demand risks (Tanaka et al., 2012) and the balance of production materials and inventory. Such responses become even more critical in times of disasters, unpredictable incidents and unstable market circumstances. Govindan et al. (2020) argues that long-term, rapidly growing disasters such as COVID-19 (Cronavirus) confuse governments and decision-makers and fundamentally disrupt community activities and supply chains; the novelty and ambiguity of
COVID-19 makes it difficult to deal with, which ultimately entails the shortage of resources and disruptions among supply chains. Moreover, lockdowns and limited movement of goods make distribution centers suddenly inaccessible and interrupt the entire supply chain (Kumar et al., 2020).

While sales forecasting is a widely researched area (Winklhofer and Diamantopoulos, 2002), few empirical studies have focused on export sales forecasting (ESF) in comparison to domestic sales forecasting (see Çabuk (2019); Nie and Oksol (2018); Okorie and Ohakwe (2018); Wanto et al. (2019)). Special attention should be paid to ESF because exporting is an important factor for an extensive number of firms, which is characterized by a greater degree of uncertainty that accordingly entails a unique set of challenges (Winklhofer and Diamantopoulos, 2002). Sales forecasting (especially in the form of exports) plays a critical role in linking internal decision-making and unmanageable external factors that can affect an organization (Davis and Mentzer, 2007). Winklhofer and Diamantopoulos (1996) argue that the distinguished nature of ESF can be traced to three principle factors. The first is its internal organization, which is complex due to the involvement of country/regional managers, export agents and other third parties. Second, required data in the form of input into the forecasting process can be hard to obtain due to obstacles associated with data collection, such as availability issues, accessibility and permissions and quality of the data (Doughlas and Craig, 1983). Third, different countries or regions might require different forecasting models or different techniques in terms of forecasting model development, as in some markets, data availability issues and local expertise might restrict forecasting approaches (Rice, 1997). These factors make export sales a distinct and challenging type of forecasting that cannot rely only on time series forecasting methods to be empirically precise and trustworthy. In this study, we intend to answer the following research question: Can GP accurately model and forecast export sales behavior in an unstable market?

Historically, forecasting research intended to find the best model for the existing data set (De Gooijer and Hyndman, 2006). Regardless of the context, there are various methods for sales forecasting. Usually, demand (and sales) forecasting has been addressed by traditional time series methods, including the ARIMA model and the Holt-Winters approach, but new AI-based methods have gained interest due to their ability to enhance predictive performance and model nonlinear patterns (Karmy and Maldonado, 2019). Verstraete et al. (2020) argue that traditional statistical forecasting methods extrapolate historical trends and seasonal fluctuations to predict the future, and as a result, these methods are incapable of predicting environmental macroeconomic changes in the business that usually influence demand significantly. To handle these changes, firms either manually adjusted their statistical forecasts or relied on experts’ judgmental forecasts. However, these approaches are biased, since humans are generally inefficient in making such adjustments, and the process is time consuming. Moreover, Abarbanell and Bernard (1992), Ali et al. (1992) and Mendenhall (1991) have shown that judgmental forecasting methods are inefficient and biased. Input-driven or causal models can produce substantially higher accuracy in comparison to univariate models, especially when the input sequences are known (Murray and Ringwood, 1994). Causal forecasting methods use a predictive causal model, which defines the causal relationships between a set of dependent variables (forecast variable) and a set of independent variables (input causal factors or predictors) (Jeong et al., 2002). In ESF, several forecast variables affect the behavior of future sales. Therefore, causal forecasting is an adequate method for modeling and forecasting export sales.

Causal sales forecasting based on Genetic Programming is rarely studied, especially with a focus on real empirical data from an unstable market with multiple fluctuating variables. To answer our research question, this study intends to model and forecast export sales using a framework that employs an artificial intelligence technique - Genetic Programming - to build a causal equation that describes the relationship between the independent and dependent variables. This model not only clarifies the relationship between variables but is also capable of forecasting future sales with high accuracy.

This study is structured as follows: in the first section, introductory explanations and theoretical frameworks are presented. In section two, Genetic Programming is explained, and the relevant details, such as definitions, steps and fitness function, are discussed. In the third section, the research methodology and framework are presented. In section four, data analysis and modeling are discussed, section five covers the results and discussion, and finally, concluding remarks are provided in section six.

2. Literature review

There are a limited number of studies on ESF (Lehmann, 2015), and the majority of the studies that research ESF focus on the improvement of export forecasts, export sales forecast accuracy and performance. Fiorito and Kollinzas (1994) found for the G7 countries that exports are procyclical and coincide with the business cycle of total output. Baghestani (1994) and Cardoso and Duarte (2006) highlight that survey results obtained from professional forecasters improve export predictions in the US and Portugal consecutively. Diamantopoulos and Winklhofer (1999) examined several linkages between firm and export characteristics in addition to the accuracy of short- and medium-term ESF. Winklhofer and Diamantopoulos (2003) also tested a path model of ESF behavior and performance to find the key determinants of export sales forecasting performance. Keck et al. (2010) demonstrated that the OECD25 trade forecasts can be enhanced by applying standard time series methods in comparison to a naïve prediction. Moreover, Ca Zorzi and Schnatz (2010) forecasted extra Euro-area exports using various price and cost competitiveness measures and found that for a recursive estimation approach, the effective exchange rate based on the export price index outperforms the other measures. Wang et al. (2011) found that standard autoregressive integrated moving average (ARIMA) models are capable of improving export forecasts in comparison to heuristic methods for Taiwan. Jannsen and Richter (2012) forecasted German capital goods exports using a capacity utilization weighted indicator obtained from major export partners, while Eslotner et al. (2013) used both hard data and indicators from the Ifo business survey to enhance forecasts for German exports.

Although the aforementioned studies focus on export forecasting, they provide a general perspective, mainly country/region oriented. Therefore, such studies do not provide a bespoke framework for modeling and forecasting export sales behavior from the perspective of an organization for a specific period of time or a particular product. The current study contributes to the existing body of literature by developing and testing a genetic programming-based causal export sales forecasting framework using novel software that is capable of accurately modeling and forecasting the behavior of export sales.

2.1. Genetic programming: definitions and steps

Genetic programming (GP) is an artificial intelligence technique derived from the model of biological evolution (Banzhaf, 2001). Here, the term “evolution” refers to an artificial procedure similar to the natural evolution of living organisms based on Darwin’s theory of evolution by natural selection (Darwin, 1859). GP seeks to replicate the natural evolution in which entities evolve to solve problems (Conrad et al., 2016). The aim of GP is to evolve a program that, when appraised, will create behavior as close as possible to a desired goal (Williams and Molteno, 2008). This technique has demonstrated advantages compared to traditional fixed-length chromosome genetic algorithm (GA) approaches (Koza and Koza, 1992). The evolutionary method of “tree-based” GP was first defined by Cramer (Cramer, 1985). GP is a subset of the GA and uses its operators, such as remix and mutation. In this process, trees are created and used as models that are part of a population. Therefore, GP is capable of modeling and formulating mathematical
equations and simulating different lines and curves (Bardool et al., 2016).

In the GP, an individual is simultaneously presented by phenotype and genotype. The individuals in a population are trees of different shapes and sizes. A tree includes nodes (functions) and leaves (constants or variables). These elements (functions, variables and constants) are determined by the user. Thus, the genetic program runs an evolutionary search in an enormous scope of equations, which can be expressed by the initial values (Bardool et al., 2016). Vanneschi and Poli (2012) argue that GP is capable of solving many problems in a competent manner, and, in a sense, it represents an endeavor to achieve the very ambitious goal of having the computer figure out an implementation for what a program is aimed to do, without specifying how, and just defining what. Ruican et al. (2008) suggested a detailed flowchart for the GP paradigm represented in Fig. 1. The GP process includes:

- Step 1: GP begins with generating a random population of solutions of size N.
- Step 2: A specific fitness value is assigned to each solution of the populations.
- Step 3: Applying genetic operators, a new generation of individuals is produced from the previous generation. Choosing the GP operators is the most important part of the process. GP uses genetic operators to find new solutions with fitness values that are better than those of the parents (previous generation). If the selected GP operator is a reproduction, an individual is selected from the present population and then cloned into the new population. The reproduction operator imitates the principle of natural selection and survival of the fittest. For a crossover operator, two random individuals are selected from the population, and a subtree is chosen from each of the selected individuals. These subtrees are cross-pollinated to produce two new offspring. For a mutation operator, a random node is selected from the parent tree. Then, the selected subtree is deleted or replaced by a newly generated random subtree.
- Step 4: The previous step (Step 3) continues until the new population reaches the N number of members.
- Step 5: Steps 2–4 are repeated to find the desired solution, and if the target solution is not found, after a predefined number of generations, the GP operation terminates.

The choice of forecasting method depends on various factors, such as the time period, the cost of preparing forecasting and benefit resulting from its use, desired level of accuracy, forecasting period, data quality, availability, and the level of complexity of the relationships (Bintang et al., 2019). Our aim in this study is to model and forecast the behavior of sales in an unstable market with chaotic data that has neither a systematic pattern nor an apparent trend in its structure. Therefore, instead of traditional forecasting methods, we employed GP, an AI technique that is useful in modeling and formulating mathematical equations and is capable of finding meaningful relationships between several variables in a chaotic dataset. To this end, we employed GP-based EUREQA software (Liu et al., 2020) that is capable of analyzing the data by automatically testing many different equation forms (Yang et al., 2020). Unlike previous data-driven methods that prespecify a form and then proceed to find the optimal relationship, EUREQA (Schmidt and Lipson, 2013) has been successfully applied to various studies to find a new predictor without any prespecified forms (Liu et al., 2020).

2.2. Genetic programming: fitness function

A fitness value is assigned to every program in the population, which represents the degree to which the program solves the problem of interest (Vanneschi and Poli, 2012). There are different methods for determining the fitness values. In one method, the fitness value is the difference between the output and the expected value. Clearly, the smaller the value, the better. In this study, we employ the GP process (including the fitness function) of EUREQA software.

3. Methodology

3.1. Design and framework

The current study aims to model sales behavior, forecast export sales for a particular period of time, and conduct a variable sensitivity analysis for an export company as a case study. To this end, an AI technique, namely, GP, is used to model and analyze the empirical data provided by the exporter. The research framework for this study is illustrated in Fig. 2, which encompasses four steps. This framework is adapted from Fan et al. (2017) with major modifications.

Step 1-data collection: In this step, the data for six variables (five independent variables and one dependent variable) are collected. These empirical data are obtained from an export sales company willing to participate in this study. The detailed data collection process is explained in section 3.2.

Step 2-data preprocessing: In this step, the goal is to prepare the raw data for the next step. Therefore, a strategy is employed to address

---

**Fig. 1.** Framework for the GP paradigm (Ruican et al., 2008).
missing values and outliers.

Step 3-modeling: In this step, the data are applied to the genetic program. Accordingly, a new causal forecasting model is developed. The forecasting accuracy of this model is calculated using various error metrics. This step is presented in section 4, data analysis and modeling.

Step 4-output and usage: This step consists of three parts. The GP-based causal ESF model is presented along with accuracy indices; an export sales forecast is presented for a six-week period of time, and the result is compared with the real sales data; and a variable sensitivity is conducted to measure the impact of each variable on sales. This step is presented in section 5, resulting in a sand discussion.

3.2. Data collection

The fast growth of the Internet and information technology has led to the availability of an enormous amount of external data. Estimates by IBM suggest that 43 trillion GB of data will be made in 2020, approximately 300 times the volume produced in 2008. This expansion in data availability leads to a shift from finding the best model to finding the right data in the form of causal forecasting methods (Verstraete et al., 2020). The abundance of data also simplifies the more accurate causal forecasting for a wide range of firms.

As mentioned earlier, the prevailing forecasting techniques that use time series techniques predict the behavior of future sales (or demand) assuming that level, trend and seasonal fluctuations will follow the same rules in the future and that it will continue without any considerable distortion. These methods ignore the causal relationship between the independent factor (such as export sales) and other influential dependent factors. In this research, we employed a causal forecasting method using GP that strives not only to forecast export sales but also to define the relationship in the form of a mathematical model and to analyze the sensitivity and the impact of each independent variable on the dependent variable, which are other capabilities that time series techniques cannot offer.

To build the causal model, we first identified the variables. We selected variables primarily based on two factors: first, the availability of data, and second, the literature support. This study is originally inspired by a real problem in Middle Eastern companies that faced fluctuations in their sales and other influential factors. The main goal was to model and forecast their sales with high accuracy, which was not attainable using time series techniques and to identify variable sensitivity and the impact of each independent variable on export sales.

Since this is an export sales forecasting, clearly, the dependent variable is the export sales. Various factors affect sales. Baldauf et al. (2000) suggested a model including predictors that impact export sales and performance and argued that costs are one of the most influential factors in export sales. According to Chopra and Meindl (2016), environmental and economic factors play a key role in causal forecasting methods. Therefore, the exchange rate was selected as an independent factor that was also highlighted by the export company. The existing literature emphasizes the impact of marketing mix factors as important influencers on sales forecasts (Chase Jr, 1998; Fildes et al., 2019; Jeong et al., 2002). Therefore, three other variables were added to our database: marketing and packaging, price and discounts. In aggregate, we collected data for one dependent variable and five independent variables. The sales data for 58 weeks were gathered, from which 54 data rows (weeks) were used in the GP, and 4 rows were used for forecasting. The descriptive statistics for the 54 variables are presented in Table 1.

3.3. The case of export company

The aforementioned data were collected from a small-sized Middle Eastern export company that operates in the fresh and dried dairy industry. The production portfolio of this company includes several items, such as whey protein concentrates 80% and 60%, skimmed milk, butter, whipped and normal butter, fresh milk, etc. However, the primary product of this company is powdered milk, which was chosen as the target product of this study. Consequently, all of the data were gathered.
for this product. Its market includes mostly neighboring countries, including but not limited, Persian Gulf countries, western Asian countries, Turkey and Azerbaijan. Data were obtained from the company’s main headquarters in the Middle East. The values of all variables are presented in the currency of the country of origin. Table 2 presents the descriptive information of the company. The chosen company is a typical case and not a special one. In particular, our chosen company is neither a leader nor has a monopoly for any of its products, as there are competitors in the region. Such characteristics can help us to enhance the generalizability of our results. In addition, our chosen company operates in an unstable market and in a less studied region. Companies and organizations in developed countries are usually abundant in studies; therefore, we chose a less prevailing region to fill the relevant gap as well (Asian et al., 2019).

### 3.4. Data access issues

Data access issues have always been an important yet restricting part of any empirical research. These issues are related mainly to the security policies of a firm when providing data sources for users (Abidi et al., 2019). Obtaining access to adequate data can cause problems in many ways, such as delays in access and the type of data (nonstandard formats), and it can place heavy demands on the project’s resources (Golder et al., 2016; Schroll et al., 2016; Strom et al., 2016; Wieseler et al., 2013). In some cases, a significant effort is spent on access issues instead of the actual scientific question (Santoro et al., 2018). Therefore, issues regarding accessing data should be considered at an early stage (Golder et al., 2019). For the current study, we contacted several companies with larger volumes of data, but our access to their databases was limited due to their data security policies. Finally, although we identified several options for our study, access issues were determinant factors in finalizing our choice. While larger data sets could provide more details and employ the full potential of the GP, the current source of data is compatible with this research and adequate for our analyses.

### 4. Data analysis and modeling

#### 4.1. Variables

One of the main capabilities of GP is finding an optimal mathematical model that can predict and describe a system based on the given input-response data (Chen et al., 2018). In other words, GP is capable of modeling the impact and behavior of a set of variables. To start the GP process, a basic model defining the relationship between the dependent and independent variables is presented to the GP. The aim is to define the independent and dependent variables for the genetic program. This basic equation is:

$$y = f(m, x, c, d, p)$$

where $y$ is the dependent variable, weekly sales; $m$ is the costs of packaging and marketing; $x$ is the weekly exchange rate; $c$ is the production cost; $d$ represents the discounts; and $p$ is the unit price for every kilogram of the sold product.

#### 4.2. Data processing and error metrics

To build a GP-based forecasting model, we divided the entire 60-week data period into three separate parts as follows:

i Part 1: The data for six weeks of sales were separated and presented to the program in any way. The aim here was to keep a piece of data that the GP program has never encountered in any way, which we can use for forecasting and comparing with the real export sales data. While the GP conducts such a method for 54 weeks of data (training and validation data), we wanted to further test the model and its reliability.

ii Part 2: 75 percent of the data was used for training; this part is used to identify the mathematical model that describes the relationship between variables.

iii Part 3: 25 percent of the data was used for validation; this part is used for comparison between the generated model and the real data. To evaluate the quality of a model based on this comparison, error metrics are employed.

#### 4.3. Error metrics

Error metrics are measurement tools for calculating and comparing the accuracy of different predictions (Jackson et al., 2019). Put simply, error metrics measure the quality of a model by comparing the predictions against actual values. Here, we use four different error metrics to assess the quality of the causal forecasting model:

1. Mean absolute error (MAE): The mean absolute error is a well-known statistical tool that measures the closeness of the predictions to the outcomes (Adetiloye and Avasthi, 2017). It provides the average magnitude of forecast errors (Kato, 2016). It is a common index in scientific studies for measuring the precision of predictions. The mean absolute error ($E_1$) of an individual program is evaluated by the equation:

$$MAE : f(E_1) = \frac{1}{N} \sum_{i=1}^{N} |y_i - f(x_i)|$$

2. Mean squared error (MSE): Another popular index for assessing the quality of predictions is MSE. It is used to measure the average of the squares of the errors. The value of MSE depends on the units of the predicted variable and varies from zero to infinity (Gupta et al., 2009); it is never negative. The equation defining MSE is as follows:

$$MSE : f(E_2) = \frac{1}{N} \sum_{i=1}^{N} (y_i - f(x_i))^2$$

### Table 1

Descriptive statistics for the empirical data.

| Variables       | N   | Minimum  | Maximum  | Sum       | Mean       | Std. Deviation |
|-----------------|-----|----------|----------|-----------|------------|----------------|
| Sales           | 54  | 5,417,500,000 | 58,040,000,000 | 1,684,487,114,026 | 31,194,205,815.30 | 11,534,946,544,956 |
| Packaging & advertising | 54  | 121,613,112 | 1,805,903,814 | 50,207,862,933 | 929,775,239.50 | 414,134,197,835 |
| Exchange rate   | 54  | 99,875   | 149,214  | 6,731,613 | 124,659.50 | 11,496,531 |
| Costs           | 54  | 2,688,020,000 | 53,918,831,600 | 1,541,207,207,180 | 28,540,874,207.04 | 11,267,026,153,120 |
| Discounts       | 54  | 5,417,500 | 290,200,000 | 5,688,492,047 | 105,342,445.31 | 72,244,146,544.954 |
| Price           | 54  | 175,000  | 206,500  | 10,065,550 | 186,399.07 | 10,699,095.07 |

### Table 2

Summary of information of the export company.

| Company’s field | Number of staff | Size | Main product for EF | Average turnover | Age | Market size |
|-----------------|-----------------|------|---------------------|------------------|-----|-------------|
| Dairy           | 54              | Small | Powdered milk       | 3979 billion     | 11  | 3%          |
\[
MAE : f(E_r) = \frac{1}{N} \sum_{i=1}^{N} (y_i - f(x_i))^2
\]

3 R squared goodness of fit (R²): The R² is a statistic that represents the percentage of the variance in the dependent variable (here, sales or y), which the independent variables collectively explain. This index is used to measure the strength of a model on a 0–100 percent scale. R² is a widely used goodness of fit measurement index, the characteristics of which are known in the applied research (Colin Cameron and Windmeijer, 1997). Its equation is as follows:

\[
R^2 = 1 - \frac{SS_{res}}{SS_{tot}}
\]

where SSres is proportional to the total variance, and SSres is the residual sum of squares.

4 Correlation coefficient: The correlation coefficient is used to measure the direction and strength of the relationship between variables, and it takes on values between -1.0 and +1.0 (Mun, 2014). It measures the agreement between paired variables (Shaw et al., 2018). The following expression gives the formula for this index:

\[
1 - \frac{1}{n-1} \sum_{i=1}^{n} \left( \frac{f(x_i) - f(\bar{x})}{\sigma_x} \right) \left( \frac{y_i - \bar{y}}{\sigma_y} \right)
\]

where \(\sigma_x\) and \(\sigma_y\) are standard deviations.

4.4 Variable sensitivity analysis

Variable sensitivity analysis (VSA) is concerned with how the variations in the outcome of a mathematical model or system can be allocated to different sources of variation in its inputs (Saltelli, 2002; Saltelli et al., 2008). Sensitivity analysis is an underappreciated part of research that determines the amount of variations in an output in response to specific fluctuations of the inputs (Simske, 2019). In other words, using this type of analysis, we can identify the impact of each independent variable (such as marketing) on the dependent variable (export sales).

For every independent variable, we computed five indices as follows:

1) Sensitivity: This is the relative impact that an independent variable has on the target variable (y) within this model. Defined as \(\frac{\Delta f}{\Delta x} \bigg| \frac{\sigma_y}{\sigma_x} \) evaluated at all input data points.

2) Percent (%): Positive: This is the likelihood that an increase in the intended variable will increase the target variable. For example, with an 80% positive in the independent variable, then 80% of the time increases in this variable will lead to increases in the dependent variable (the remaining 20% may decrease it or have no impact). If the percent positive equals zero, then increases in this variable will not increase the dependent variable. Defined as the percent of data points where \(\frac{\Delta f}{\Delta x} \bigg| \frac{\sigma_y}{\sigma_x} > 0 \).

3) Positive Magnitude: This is the amount of positive impact when increases in this variable cause increases in the target variable. Defined as \(\frac{\Delta f}{\Delta x} \bigg| \frac{\sigma_y}{\sigma_x} \) at all points where \(\frac{\Delta f}{\Delta x} \bigg| \frac{\sigma_y}{\sigma_x} > 0 \).

4) Percent (%): Negative: This is the likelihood that an increase in this variable entails a decrease in the dependent variable. For instance, if the percent negative equals 55% for an independent variable, then 55% of the time, increases in this variable will cause decreases in the target variable. If the percent negative equals zero, then increases in this variable will not decrease the dependent variable. Defined as the number of data points where \(\frac{\Delta f}{\Delta x} < 0 \).

5) Negative Magnitude: This is the amount of negative impact on a dependent variable when the intended variable increases. Defined as \(\frac{\Delta f}{\Delta x} \bigg| \frac{\sigma_y}{\sigma_x} < 0 \) at all points where \(\frac{\Delta f}{\Delta x} \bigg| \frac{\sigma_y}{\sigma_x} < 0 \).

where \(\frac{\Delta f}{\Delta x}\) is the partial derivative of y with respect to x; \(\sigma(x)\) and \(\sigma(y)\) are the standard deviations of x and y, respectively; \(|x|\) denotes the absolute value of x, and \(\bar{x}\) represents the mean of x.

Before running the GP, a strategy was employed to address probable missing values and outliers. Implementing this strategy, we found that there were very few outliers, and we detected no missing variables.

5. Results and discussion

After preparing the data, we ran the GP and sensitivity analysis to model, forecast, and analyze the sensitivity of each independent variable. Here, we first present the GP-based export sales model and discuss its predictive quality according to the error metrics results.

5.1. Export sales model

The GP conducts millions of evaluations per second to test and produce viable mathematical models describing the relationship between dependent and independent variables. Our GP conducted 5 to 6 million evaluations per second using an intel Core i5 with 2.5 GHz speed. Usually, the more complicated outcomes of a GP are capable of producing much more accurate results (in terms of forecasting, modeling, etc.). The result of running the GP is presented as a mathematical model as follows:

\[
y = 9.63m + 1.2c + 7.72e - 7xe + \frac{4.78e4c}{p} - 2.02e - 5mp - 4.92e7cos(20.2e - 5m)
\]

Four error metrics are calculated for this model: R squared goodness of fit, correlation coefficient, mean squared error and mean absolute error. The following table presents the values for each of these metrics.

As Table 3 shows, this model has an R-square goodness of fit value of 98%, which means that 98% of the variance in the dependent variable, which is export sales here, can be explained by the independent variables collectively. It also indicates the strength between the GP-based model and the dependent variable. The most important reason for the high value of R² for this model is the causal nature of the model, which is based on the relationships between the dependent and the independent variables. Unlike time series techniques for sales and demand forecasting, which disregard the interconnections between variables and just extrapolate the future trends based on those of the past, causal techniques identify these relationships and forecast the future based on them. Another reason for the high value of R² is the capacity of GP to produce complicated mathematical models that analyze the training data set in detail and create a model that is profoundly accurate and close to the validation data set. This leads to the production of accurate but complicated and large mathematical models.

Another index that evaluates the strength of the relationship between variables is the correlation coefficient. As Table 3 presents, our GP-based model has a correlation coefficient of 0.98, which indicates a very strong positive relationship between the predicted and actual sales data. Here, MAE has an approximate value of 76.2 million (currency of the origin country), and MSE has a value of 1.83. To demonstrate the
closeness of the predicted and actual export sales values better, Fig. 3 is presented.

Real export sales behavior is depicted as a blue line, and the forecasted sales are depicted as orange dots. As the figure shows, the predicted export sales behavior is almost coincident with the real sales behavior, which is due to the causal nature of the model and the high accuracy of the prediction. The causal forecasting technique identifies the relationships between variables and defines a model that is capable of identifying future trends based on the value of independent variables. This not only increases the accuracy of a model but also improves its reliability.

5.2. Empirical export sales forecast

As mentioned earlier, we divided the 54 weeks of data into two parts in the genetic program, training data (75%) and validation data (25%), where it evaluates the quality of the model using four error metrics. However, to assess the predictive quality of the model further and to conduct an empirical export sales forecast, we used six weeks of data that have never been presented to the GP in any way. The data cover the six weeks from 11/15/2019 to 12/26/2019. The GP-based causal forecast model (1) identifies the relationship between the variables (five independent variables and one dependent variable). To conduct the forecast, we calculated the output (export sales forecast) by using the inputs (data of marketing, exchange rate, costs, discounts, unit prices). Then, we compared the outputs with the real export sales that were reported by the company. The results were very close to the reported sales and confirm the predictive quality and accuracy of the model.

Table 4 presents the real and forecasted export sales along with the absolute error of forecast for each week, $R^2$ goodness of fit and MAE. Fig. 4 demonstrates the forecasted and real export sales behavior for the six-week period.

5.3. Variable sensitivity analysis

VSA specifies the way that multiple values of independent variables impact the target dependent variable. In other words, VSA evaluates how different sources of variation in a mathematical model (such as the present GP-based causal model) affect the model’s output variation. VSA can be used for models with one or more independent variables. Here, the impact of five variables is analyzed, namely, marketing and packaging, production costs, exchange rate, discounts and unit prices. Table 5 presents the summary of VSA for the GP-based model (1).

Sensitivity analysis results indicate that production costs (c) have the strongest influence on export sales. For production costs, the positive magnitude is approximately 0.96, and the% positive indicates that 100 percent of the time, increases in this variable will lead to increases in sales. Production costs change with time due to different economic circumstances, inflation, supplier prices, etc. The positive impact of costs on sales can be traced to several reasons. First, since the production costs are directly affected by the quality of the raw materials, the positive impact of costs can be linked to the higher quality of the final product. This applies to the impact of unit prices as well. Moreover, the direct relationship between sales and production quantity and costs is another factor that can justify the positive impact of costs on sales.

The second most sensitive variable is “m”, representing packaging and marketing. Marketing and packaging costs are a small fraction of this company’s budget, mainly because the company uses simple direct ways of retaining old customers and attracting new ones, and its advertising and digital marketing campaigns are very limited. Therefore, the main advertising efforts consist of direct connections and advertisements on product packages. For marketing and packaging, the value of% positive indicates that 66% of the time, increases in this variable will lead to increases in sales with a magnitude of 0.15, and 34% of the time, increases in this variable will lead to decreases in sales with a magnitude of 1.0.

For unit price (p) and exchange rate (x), again, analysis indicates a 100 percent positive, which means that an increase in these variables will always lead to an increase in sales. Usually, the increase in costs leads to a loss of sales. This happens for a great majority of businesses. For an exporter, however, it depends on various factors. The increase in exchange rates means that the power of foreign currencies increases in comparison to the domestic currency. Therefore, the foreign buyer is capable of buying more products with the same amount of money than before the exchange rate increased. This justifies the positive impact of exchange rates (x) on sales. Accordingly, the exporter can increase the prices to compensate for the effect of the increase in exchange rates. Thus, an increase in prices will also lead to an increase in sales.

VSA indicates that discounts have an ignorable impact on sales. Discounts (d) also did not appear in the GP-based model, which means that this variable does not have a significant effect on sales. Therefore, the export company can fundamentally cut the budget for discounts and improve other elements, such as marketing and packaging.

6. Conclusions

Sales forecasting is a major issue and an important task in supply chain and production management. This importance is the result of its influence on several levels of the organization. Inaccurate or lack of forecasting in a firm can lead to poor inventory and material flow management, loss of sales or excess of products and customer dissatisfaction. If such forecasting problems are coupled with other supply chain deficiencies, such as the bullwhip effect, the results could be catastrophic. While historical sales forecasting techniques prevail in research and in practice, causal methods are proven to be more accurate and precise. The difference between traditional time series and causal methods is highlighted when sales behavior changes in an unstable pattern, and there are apparently unpredictable fluctuations in its trend.

![Comparison of predicted versus actual export sales data](image-url)
This happens in unstable economies or in markets in which economic factors affect sales behavior in a complex manner. To be able to forecast future sales in such circumstances, merely relying on historical time series techniques is not useful. Thus, causal forecasting methods capable of identifying the relationships between variables in a sales model are used to determine future sales behavior.

In this study, we employed GP to model the export sales for a Middle Eastern company that was facing fluctuations in sales and other relevant influential factors. The outcomes include the GP-based export sales model, a forecast for a six-week period and variable sensitivity analysis.

To assess the predictive quality of the model, four error metrics were calculated: R-square goodness of fit, correlation coefficient, mean squared error, and mean absolute error. The results suggest a high accuracy and predictive precision for the model, which is rooted in its causal nature. Moreover, the predicted export sales for the six-week period also have a high $R^2$ goodness of fit, which uses a data set that has never been presented to the GP before.

Variable sensitivity analysis was also conducted to evaluate the impact of each variable on the target variable (sales). While the analysis suggests that marketing, exchange rate, price, and costs have a positive magnitude, discounts have a zero magnitude, which means that an increase in this factor (discount) will not lead to any significant positive or negative change in sales.

A great majority of the studies on sales forecasting in production and supply chain management are based on previously used methods (especially time series methods) and a series of predefined assumptions and formulas that affect the results of these studies at several levels. In some cases, these forecasting studies are not even practically applicable for use by organizations and commercial companies. In contrast, this research suggests a framework for export sales forecasting that has generated a model using GP and by analyzing empirical data from an export company that has experienced fluctuations in sales due to unstable market circumstances. Therefore, the contribution of this research is twofold. First, this study contributes to the literature by addressing the existing gap in causal export sales forecasting and employment of GP for this purpose. Moreover, this study is conducted based on real empirical sales data gathered from an active company in the Middle East, and the forecasting model is generated regardless of any predefined relationships and assumptions between variables. Second, this study contributes to practice by suggesting a novel GP-based framework for export sales forecasting that has high accuracy and is capable of clarifying the interrelationship between sales-related variables. Such a model can help firms reduce costs by providing clear insight into future sales and opportunities and prevent loss of sales. It also leads to accurate control and management of inventory, material flow, workforce and production costs.

The empirical data for this study were collected from an export company in the Middle East. As Fig. 3 shows, sales have severe fluctuations that are the result of unstable market conditions. However, the GP-based causal model is capable of forecasting sales with high accuracy (see Fig. 4 and Table 4). Accordingly, we conclude that this framework is also applicable to other export sales companies in other regions, especially those with more stable markets and economic conditions. Additionally, this method is also applicable to other data sets with more independent variables and a larger amount of data. This means that other organizations that have larger data sets and operate in other regions are also suitable for study using the presented framework.

The current study is primarily inspired by real market problems and

---

**Table 4**

Comparison of real and forecasted export sales.

| Date (the week end in) | Export sales forecast ($y_f$) | Real export sales ($y_r$) | Absolute error | MAE | $R^2$ goodness of fit |
|------------------------|------------------------------|--------------------------|----------------|-----|----------------------|
| 12/26/2019             | 52,960,900,000               | 52,755,500,000           | 205,400,000    | 205,400,000 | 0.98%                |
| 12/19/2019             | 19,477,000,000               | 19,460,250,000           | 16,750,000     | 16,750,000 | 0.98%                |
| 12/12/2019             | 26,180,000,000               | 26,151,250,000           | 28,750,000     | 28,750,000 | 0.98%                |
| 12/05/2019             | 31,101,200,000               | 31,115,001,000           | 13,801,000     | 13,801,000 | 0.98%                |
| 11/28/2019             | 8,985,780,000                | 9,052,500,000            | 66,720,000     | 66,720,000 | 0.98%                |
| 11/21/2019             | 3,692,090,000                | 3,720,500,000            | 28,410,000     | 28,410,000 | 0.98%                |

**Fig. 4.** Forecast and real export sales behavior.
sales fluctuations under unstable economic circumstances, and the collected data were obtained from a company that is currently facing these problems. The collected data were sufficient for our research, but larger data sets comprising longer periods of sales data along with other influential variables are preferred for future studies.

7. Limitations and future study

Access issues to sufficient data have always been a major concern for researchers. For the present study, despite the vast investigations of the authors, only a limited source of data was obtained. These data had the basic requirements for the research, and the quality of the data was acceptable. However, to reach the full potential of Genetic Programming in causal sales forecasting, larger data sets with more relevant independent variables are preferred. Thus, future studies can employ more detailed data sets to achieve deeper insights and provide GP-based models for more complicated situations. Furthermore, other industries, including local retail sales, domestic industrial and governmental sales and online wholesales (such as that of Alibaba.com), can be targeted by GP-based causal sales forecasting methods. One of the limitations of this method is that it only works as a bespoke tool for modeling and forecasting sales based on the available data, meaning that if one organization employs the method, they have to provide sufficient and relevant data for each relevant variable. Therefore, if data for an influential variable are not available, the applicability and quality of the outcome models diminish. Finally, detailed comparisons of traditional sales and demand forecasting techniques (e.g., ARIMA, box-Jenkins, Holt-winter’s, etc.) with AI-based methods (e.g., GP and GA-based methods, artificial neural network-based methods, etc.) can provide deep insight into the weaknesses and strengths of each of these methods. This can also lead researchers to devise hybrid forecasting methods that remove the limitations of both the GP and GA-based methods.
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