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ABSTRACT

Industry classification schemes provide a taxonomy for segmenting companies based on their business activities. They are relied upon in industry and academia as an integral component of many types of financial and economic analysis. However, even modern classification schemes have failed to embrace the era of big data and remain a largely subjective undertaking prone to inconsistency and misclassification. To address this, we propose a multimodal neural model for training company embeddings, which harnesses the dynamics of both historical pricing data and financial news to learn objective company representations that capture nuanced relationships. We explain our approach in detail and highlight the utility of the embeddings through several case studies and application to the downstream task of industry classification.
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1 INTRODUCTION

Financial markets are an important but challenging machine learning domain when it comes to analysis and prediction [3, 11, 19]. Their stochastic nature reflects a complex network of interactions involving a web of hidden factors and unpredictable events. Though the financial literature spans many sub-domains, the application of machine learning and deep learning techniques to financial markets has often been narrowly focused on the problem of returns forecasting for individual assets [28]. As a result, many other problems facing the financial sector have been underrepresented or ignored.

For example, the challenge of classifying companies based on a taxonomy of industry types is not well covered by contemporary machine learning research, even though it is an important task in several settings. In government, private sector, academia, and even the broader public, industry classification schemes are an integral part of using business and economic information [23]. Additionally, research has shown that 30% of publications at the top-three finance journals utilize industry classification schemes [30]. The ability to segment companies into market sectors is important for many types of financial and economic analysis — measuring economic activity, identifying peers and competitors, constructing ETF products, quantifying market share and benchmarking company performance — none of which would be possible without industry classifications [23].

The rise in popularity of sector-based investing has led to the development of new market-oriented industry classification schemes. However, despite their increased usage for choosing investments, many industry classification schemes have still not embraced the era of big data and remain a largely subjective undertaking. As a result, they have been shown to struggle with scalability [23], exhibit inconsistencies when determining the primary area of activity for a company [21], and they offer no way to quantitatively measure or rank similarity between companies. Other studies confirm significant disagreement between classification schemes when trying to categorize the same companies [14, 16].

Although research applying modern computational techniques to industry classification schemes, and the learning of asset relationships more broadly, has lagged, there has been marked progress within the computer science community on relevant areas like representation learning and machine learning on relational data. The model architecture presented in this paper takes inspiration from a class of modern language models that have proven to be very successful in the natural language processing (NLP) domain [12, 20, 22].

In this work, we propose a novel training methodology for the learning of distributed representations of public companies, based on distributional similarities in both historical returns data and financial news content. We show how these multimodal embeddings can successfully capture the nuanced relationships that exist between companies and we demonstrate how they can be used to identify related companies. After discussing related work in the next section, we go on to explain the proposed approach before presenting several case-studies to highlight how the learned representations can be useful in financial applications. Before concluding, we present the results of an initial evaluation to demonstrate the effectiveness of these learned representations for the downstream task of industry classification.

2 RELATED WORK

Having adopted machine learning in the 1980’s, finance has long been a pioneering industry in the application of machine learning techniques [28]. Since then, interest has not waned and financial applications have remained a popular area of research in both academia and industry. However, the literature applying modern
computational techniques to financial markets overwhelmingly focuses on the forecasting of returns and volatility for individual stocks [18]. Although these applications have seen success, there are many other tasks within financial markets which have not received the same level of attention. In this paper, we look to address one of these – namely, the problem of industry classification.

Moving away from treating companies independently, and instead leveraging relationships, is key to tackling this task. Recent advances in areas such as representation learning and graph ML have encouraged research in this direction, with the most relevant literature to this work being papers proposing novel embedding frameworks for financial assets. For example, [31] suggest using matrix factorization to learn latent representations of stocks based on a co-occurrence matrix obtained from financial news articles. The authors in [27] use network theory and machine learning to generate fund and ETF embeddings based on overlapping asset allocation, [26] apply Node2Vec to the stock correlation matrix to learn embedded representations of stocks, and [2] obtain embeddings by combining company information with knowledge from Wikipedia and relationships from Wikidata. Most closely related to this work is [10], where a framework is proposed for learning stock embeddings from the co-dynamics of historical returns data. This work directly builds on [10] by adding an additional data modality and focusing on the sector classification problem.

Other relevant applications of NLP in the financial domain include [29] where sentiment dynamics in related companies are assessed by building a network from financial news data. Authors in [17] tackle industry classification by using NLP to extract distinguishable features from business descriptions in financial reports. Also, authors in [15] extract company embeddings by using the output of the BERT [8] language model applied to annual reports, and then use these embeddings in the industry classification task. Though textual data has been used to inform company embeddings in prior research, there is often a reliance on the aggregation of pre-trained word embeddings rather than a tailored company embedding framework, as proposed in this work.

3 A MULTIMODAL EMBEDDING-BASED APPROACH

Applications of machine learning to financial forecasting tasks, particularly within the context of the stock market, have become a very popular area of research within the computer science community in recent years. However, this literature largely ignores the influence of groups of related companies, and instead treats companies as independent entities [18]. This ignores an important source of relational information, which we believe can be encoded in dense vector representations of companies through training on multiple sources of data.

3.1 Language Modelling Origins

This paper proposes a method for training embeddings of companies using a probabilistic neural framework. Inspired by the use of distributional semantics in natural language processing, we propose a model architecture that uses the idea of context companies to train distributed representations of target companies. In linguistics, the distributional hypothesis captures the idea that “a word is characterized by the company it keeps” [12], i.e., words that occur in the same contexts tend to have similar meanings. In language modelling, the context of any given word has quite a natural interpretation as the words immediately before and after it. However, defining context in the case of financial assets is not as intuitive. But, before laying out the proposed approach to for financial assets, we first give some background on the Word2Vec [20] architecture to frame the discussion.

The distributional hypothesis underpins many modern language models like Word2Vec [20]. The goal of such language models is to construct a lower dimensional, dense representation of words that capture meaningful semantic and syntactic relationships [27]. The typical model architecture is a shallow two-layer neural network where the embeddings themselves are also the model parameters/weights. The embeddings are randomly initialized, as would be expected for weights in a neural model, and then trained by using context words (the model input) to predict the center/target word (the model output) and back propagating the loss. This back propagation updates the embeddings in such a way that, after training, words which commonly appear in the same context will have similar representations in the latent space. Further information about this architecture and training process can be found in [20, 25].

To adapt this modelling framework to non-textual data, we must consider the idea of context in the case of the two data sources we consider in this work: financial news and historical stock returns. Section 3.2 describes the selection of context companies from historical returns data, and Section 3.3 outlines the same for financial news data. Then, Section 3.4 describes the model architecture used to learn the embeddings in more detail, including examples from both the financial news and numerical returns data modalities.

3.2 Selecting Context Companies from Historical Returns

To select context companies from historical returns data, we treat companies with similar returns at the same points in time as related. This idea is supported by research showing that companies from the same business sectors tend to exhibit similar stock price fluctuations [13].

Consider a universe of public companies $U = \{a_1, \ldots, a_{|U|}\}$ and for each company $a_i$ we have a vector $p_{a_i} = \{p_{a_i}^0, \ldots, p_{a_i}^T\}$ containing its prices at discrete time intervals (daily or weekly for example). From the pricing data, we then compute a returns vector $r_{a_i} = \{r_{a_i}^0, \ldots, r_{a_i}^T\}$ using Equation 1.

$$r_{a_i}^t = \frac{p_{a_i}^t - p_{a_i}^{t-1}}{p_{a_i}^{t-1}}$$  \hspace{1cm} (1)

We generate target/context sets from these returns vectors. For a context size $C$, the context companies for target asset $a_i$ at time $t$ are simply the $C$ companies which have the closest return at that point in time. The closest return is defined by the lowest absolute value difference in return for candidate company $a_j$ formulated as $|r_{a_i}^t - r_{a_j}^t|$. An example of this process is outlined in Figure 1 with Apple Inc. (AAPL) as the context company and $t$ as January 3rd 2000. We compute the absolute value difference between the

\footnote{There are actually two Word2Vec architectures, we focus on CBOW and do not describe Skip-Gram here.}
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3.3 Selecting Context Companies from News

return of AAPL on that day with the return of each other company on the same day. Then, we choose the C companies with the lowest
difference values as the context companies, excluding AAPL itself.
More generally, we generate a target:context set for every company at each point in time, which results in a total of $|U| \times T$ sets for training.

An example of a target:context set for $C = 3$ might be \{MSFT, IBM, AAPL, ORCL\}. This tells us that, at some point in time, the
two companies with the closest returns to Microsoft were IBM, Apple Inc. and Oracle.

Market data is notoriously noisy [7], and when looking at returns on the daily level, we see a bell shaped curve around that day’s market average. This means that if the target stock has a return close to the market average on a given day, a lot of the corresponding context stocks are likely due to random chance. In an effort to isolate meaningful cases and reduce noise, a context set $S(a_i,t)$, with target company $a_i$ at time $t$, was deleted from the training data if the target stock return, $r_{t_i}^a$, was within the interquartile range (IQR) of returns on that day. As a result, only sets where the target stock had a movement outside the IQR of market returns on a given day were included in training.

The remaining target:context sets are then passed into the embedding training architecture, which will be described in more detail in Section 3.4.

3.3 Selecting Context Companies from News Articles

Unsurprisingly, movements in financial markets and financial news have been found to be intrinsically linked. For example, a positive correlation exists between the number of occurrences of a company in the Financial Times on a given day and the transaction volume of that company’s stock both on the day before and the same day as the news is released [1]. Additionally, with the evolution of NLP techniques, the application of language modelling to financial news data for stock market forecasting has become a popular area of research in recent years [32]. However, as previously mentioned, much of the research applying NLP techniques to financial news data has focused on forecasting and volatility prediction by using techniques such as sentiment analysis on a company by company basis [32].

Focusing on individual companies/assets in isolation can mean that important relational information is missed. Here, we hypothesize that companies co-mentioned in the same news articles are likely to be related [31], and that this can be leveraged to improve performance in tasks such as industry classification. As such, we want to learn embeddings in a way whereby companies which are commonly mentioned in the same news articles will end up having similar latent embeddings in terms of some suitable similarity metric, like cosine similarity for example. To do this, we use a corpus of over 100,000 financial news articles spanning 2006-2013 [9], and create target:context sets from every news article where more than one company is mentioned.

As an example, if a given news article mentions $n$ companies, then each company will be put in a set as the target company with the remaining $n - 1$ companies listed as context companies in that set. Therefore, an article with $n$ companies will result in $n$ target:context sets for training. These sets are then all passed into the model framework, where the embeddings are trained. This process is shown in Figure 2 and more detail will be given on the embedding training in Section 3.4.

To carry out the process shown in Figure 2, identifying when companies are mentioned in news articles is vital. This task is
made easier because the news articles contain stock tickers where a publically listed company is mentioned. Figure 3 shows snippets taken from the financial news corpus, and we can see that when a company is mentioned, it is also accompanied by its stock ticker enclosed in parentheses. For example, JPMorgan Chase & Co is followed by (JPM.N). Tickers are consistently formatted throughout the dataset and thus can be extracted using regular expressions.

### 3.4 The Training Process

The aforementioned shallow two-layer neural network model architecture is illustrated in Figure 4. As previously mentioned, the model design is such that the company embeddings are the model parameters. As such, each row in the weight matrix $W$ is a company embedding. In this section, we explain each step of this framework in detail and why the resulting embeddings capture the relationships of interest. Throughout this section, it is worth keeping in mind that two of these models will be used – one to learn the company embeddings for each data modality separately. The two independent embeddings are then concatenated to form the multimodal company embeddings.

The first step is to compute the hidden layer, which is simply an element-wise average of the context stock embeddings. To be more precise, the input to the model is a one-hot encoded version of the context set, and so, consists of $C$ one-hot vectors $\{x_1, x_2, ..., x_C\}$, one for each context stock. These vectors are used to extract the embeddings corresponding to the $C$ context stocks. For example, computing $W^T \cdot x_1$ will extract a single row from $W$ — the embedding corresponding to the first context stock. The hidden layer, $h$, is a simple element-wise average of the extracted embeddings, and is formulated in Equation 2. We note that the use of a relatively simple average here is by design, since the mean function is agnostic to the number of inputs and so allows flexible context sizes during training.

$$h = \frac{1}{C} W^T (x_1 + x_2 + ... + x_C) \tag{2}$$

Thus, the hidden layer, $h$, is an $N$-dimensional vector and can be thought of as an aggregate embedding representation of the context stocks, where $N$ is the embedding dimensionality. The next step is to estimate the probability of the target company given $h$ by applying Equation 3.

$$P(\text{Target} | \text{Context}) = \text{softmax}(Wh) \tag{3}$$

Ensured by using the softmax activation, the output is a posterior probability distribution expressing the probability of each stock in the universe being the target stock given the context stocks observed. Since the dot product represents a measure of similarity between vectors, the model assigns higher probability to stocks whose embeddings are similar to hidden layer embedding $h$. In this way, when we apply back-propagation, stocks which commonly co-occur in target-context sets will end up closer in the embedding space. As a result, assuming our hypotheses are correct, the embeddings will capture nuanced relationships that are present in the historical returns data and financial news co-occurrence. We note that the ground truth here, $y$ in Figure 4, is a one-hot vector indicating the true target stock.

## 4 EVALUATION

In this section, we will outline a number of interesting example case studies followed by an evaluation on the task of industry classification. Understanding relationships between companies and segmenting them into industry sectors is vital for a wide range of applications in the financial domain [23] and we will describe some of these throughout this section.

### 4.1 Datasets

For this analysis, we use publically available daily historical pricing data and over 100,000 financial news articles [9], both spanning 2006-2013. Included alongside the pricing data are two levels of industry labels for each stock, one high level like Finance, Technology etc., and the other a finer grained label like Major Bank or Semiconductors. The companies included in the analysis were selected based on the following inclusion criterion. Firstly, the company had to be publicly traded and have complete pricing data over the period in question. Secondly, we limited the dataset to companies mentioned in at least 50 news articles to ensure there was sufficient data for training. Additionally, the pricing data available contained only companies listed on the NYSE and NASDAQ exchanges, and so the dataset is also limited to these. After enforcing this inclusion criterion, we are left with 118 companies across seven industry sectors: Capital Goods, Consumer Non-Durables, Consumer Services, Energy, Finance, Health Care and Technology.

### 4.2 Company Knowledge Graph

Visualizing latent embeddings in two-dimensional space can often be a useful way of identifying relationships and clustering behavior. Figure 5 shows three knowledge graphs, where each node represents a company and nodes are colored by their industry sector label, with seven industries in total. Each graph is derived from different embeddings: one from the historical return embeddings, one from the financial news-based embeddings and one constructed from a concatenation of both embeddings. It is worth noting that...
Firstly, to convert embeddings into knowledge graphs, a similarity matrix was computed using the cosine similarity between company embeddings. Then, if two companies had a similarity above a certain threshold, they would receive an edge between their nodes. The similarity threshold was chosen as 0.6, which resulted in approximately 5% of all possible edges being active. The plots are generated using a force-directed graph drawing algorithm in Gephi [5].

In each of the graphs in Figure 5, we observe clear clustering of companies into industry sectors. Within each graph, edges tend to be present between nodes of the same industry sector, though there are some exceptions which will be discussed further in Section 4.4. This indicates that the proposed training framework successfully learns embeddings which pick up on relationships between companies in the case of both data modalities. In each case, using returns data or news co-occurrence, this is a very positive result because it suggests that it is possible to reconstruct important sectoral information from the embeddings, and indeed is likely to do so in a way that is more nuanced and objective than might be possible using simple sectoral labels.

Contrasting the three knowledge graphs, the graph constructed from the combined embeddings seems to best cluster the companies into industry sectors. This indicates a benefit in combining the embeddings from both data modalities, which will be explored in further evaluations.

4.3 Identifying Related Companies

This first case study looks to use the learned embeddings to identify related companies through a nearest neighbors analysis, a natural first point of reference to sanity check the latent space representations. We would hope that companies with very high similarity in the latent space should be related somehow. In order to find the $k$-nearest neighbors (kNN) for a given query company, we first must define what exactly we mean by nearest. We implement kNN using cosine similarity as the similarity metric; note that a similar pattern of related companies results if we use euclidean distance or dot product similarity instead.

Table 1 shows the $k=3$ nearest neighbors for JPMorgan Chase, Intel Corporation, and Walmart, three well-known companies in very different sectors. In each case, the nearest neighbors pass the "sanity test" in that they belong to similar industry sectors and in many cases also agree on the finer-grained classification labelled as "Industry 2" in Table 1. For example, the three nearest neighbors of JPMorgan Chase, a major bank, are also all major banks. Remember, that no sectoral or industry information has been used in determining these nearest neighbors, and only daily returns and co-occurrence in news articles have been used to generate the distributed representations used for similarity assessment.

There is considerable scope for the use of nearest neighbor companies by investors. Firstly, we can develop a company recommendation system which, when given a target company – a novel company for the investor or one already in their portfolio – can generate a ranked list of similar companies based on their historical returns data and appearance in financial news. A system like this addresses a major pitfall of classic industry classification schemes, where no rank ordering is possible. This could have a variety of use cases, for example, investors and fund managers could consult this ranked list when conducting comparable company analysis or looking for alternative investment opportunities; it could be of use to sales representatives looking to recommend complementary investment opportunities to clients; investors could devise a tax
We consider pairs of companies that have a high cosine similarity. We note that one of General Electric’s main business areas is the aerospace operations, and this prevents high returns-based similarity, but their industry sector labels don’t match. Does this highlight a flaw in the embeddings, where companies achieve very high embedding similarity when they should not? To answer this, we provide some examples of these high similarity mismatches. We consider pairs of companies that have a high cosine similarity between embeddings and are members of different industry sectors. A number of examples are shown in Table 2.

The first example is that of General Electric, classified in the Capital Goods (Aerospace) sector, and Boeing, classified in the Energy (Consumer Electronics) sector. These two companies receive a high multimodal embedding similarity of 0.8 despite being classified in different industry sectors. However, upon closer inspection, we note that one of General Electric’s main business areas is the manufacturing of aircraft engines, with Boeing being one of their largest customers. As a result, they are commonly mentioned in news articles with Boeing and other aerospace companies, which results in the high embedding similarity. It is interesting to note here that the returns embedding similarity between these companies is not as high (0.30) as their news embedding similarity (0.87). Perhaps this is because General Electric has many other business areas which influence its stock price fluctuations aside from its aerospace operations, and this prevents high returns-based similarity. However, the supply chain relationship between the two may result in news co-mentions, which increases the news embedding similarity. This interesting example indicates the potential for each data modality to pick up on different relationship types.

Another example is that of Johnson & Johnson and Colgate-Palmolive, classified as Consumer Non-Durables (Cosmetics) and Healthcare (Major Pharma) respectively. These two companies again have a high embedding similarity, but have been classified into different industry sectors. The relationship could be explained by the large presence both companies have in the consumer healthcare market, resulting in exposure to similar idiosyncratic risk factors and the resulting headwinds. In fact, one could certainly make the case for both companies to be in either sector, which highlights the subjective methodology of current industry classification schemes and the useful ability of higher dimensional embeddings to pick up on more nuanced relationships.

The final example in Table 2 is Honeywell and 3M. Again, they have relatively high similarity in their multimodal company embeddings, despite being classified in different industry sectors. The two companies are both multinational conglomerates operating in similar business sectors. In addition to this, both are constituents of three of the most popular indexes (Dow Jones Industrial Average, S&P 500 and S&P 100), and index inclusion has been shown to lead to more frequent news mentions and greater co-movement in returns [4].

Through these examples, we can see that current industry classification schemes will often segment quite similar companies into different industry sectors. The line is not always clear and, despite the increased usage of industry classification schemes for choosing investments, many have not embraced the era of big data and fail to utilize the countless data points being generated each day. Instead, the company allocation procedure remains a largely subjective task [23]. Using multimodal embeddings, on the other hand, removes subjectivity and allows the user to leverage the plethora of financial data continuously being generated. We propose that the embeddings could be a useful and objective tool to complement the existing methods by which companies are grouped. For example, a company which has many high similarity mismatches might be getting classified inconsistently to its peers, and would be worth further consideration.

### 4.5 Using Multimodal Embeddings for Industry Classification

Using the embeddings generated by the proposed training framework, we can use a classification model to segment companies into business sectors in an objective manner. To do this, we train a classification model with embeddings as the input and industry sector label as the output. As a classification model, we use a support vector classifier [24], and to train the model, we used k-fold cross validation with k = 4. Within the data there is a class imbalance between industry sectors which can introduce algorithmic bias,
and so, we applied Synthetic Minority Oversampling Technique (SMOTE) to the training data to account for this.

There are a number of considerations here which will undoubtedly limit the accuracy of the classification model. Firstly, the embeddings themselves are derived solely from historical returns data and financial news, which are both influenced by a complex network of unpredictable factors. Secondly, as we saw in Section 4.4 when looking at high similarity mismatches, there are a number of companies with subjective ground truth labels that could be placed in a number of the industry categories. As a result, industry classification in the financial domain is a challenging problem.

Despite these hurdles, we see accuracy of 90% when using the multimodal embeddings to classifying companies into industry sector. Also reported is the accuracy obtained from the returns-based embeddings and the news-based embeddings by themselves. We see an accuracy of 85% when using the news-only embeddings, which is also above the baseline accuracy of 72% from the returns-only method.

Table 4 shows the results from a hold-out testing approach as opposed to the k-fold cross validation, and gives a more detailed breakdown of performance by industry sector. The results show particularly strong performance for many of the more highly populated industry sectors. Increasing the number of companies present in each industry segment would likely increase the generalizability of the model. In an effort to do this, we experimented with various thresholds for the number of news article mentions needed for company inclusion. By lowering this threshold (i.e., including companies even if they were mentioned in less than 50 news articles), the model accuracy decreases because of lower quality embeddings for companies with less data and an increase in the number of industry sectors. Sensitivity analysis led to the choice of 50 as the threshold.

A model allowing objective segmentation of companies into industry sectors as proposed here has a number of use cases. In particular, this model could provide useful assistance to companies offering ETF products, demand for which has grown rapidly in recent years. In fact, ETFs have become so popular that, by the end of 2016, their market share exceeded 10% of the total market capitalization traded on US exchanges, representing more than 30% of overall
trading volume [6]. Sometimes the portfolios are constructed to track certain indices, such as the S&P500. However, the inclusion criterion for which stocks make it into a particular index/ETF can be highly subjective, particularly for ETFs designed to track certain industry sectors. For example, a company like Amazon is classified as “consumer discretionary” by the Global Industry Classification Standard (GICS). Should it be included in a consumer discretionary ETF with the likes of Ford Motor and McDonald’s? Or would it be better suited to a technology or consumer staples ETF? Indeed, a case can be made for Amazon to be considered as all of the above.

A modelling tool like the one we have described outputs a probability that a given company is in each industry sector. This score could give analysts further indication of whether a company is suitable for inclusion in a particular index/ETF and augment the current subjective decision-making process.

5 CONCLUSION

This work has focused on leveraging multiple sources of data to tackle the industry classification problem using machine learning. We proposed an approach for learning dense vector representations of companies which capture nuanced and interesting relationships between companies. The potential utility of these embeddings to financial analysts was discussed in relation to a number of tasks, and the evaluation results speak to the potential benefits of our approach and provide a useful starting point for further exploration and development. From examples in Section 4.3, we saw that the embeddings trained on each modality picked up on interesting relationships of different types. The benefits of the multimodal approach were also highlighted in the results of the industry classification model in Section 4.5, where combining modalities increased overall accuracy and F1 score.

In future work, we plan to adapt the proposed framework to generate multimodal embeddings optimized to capture dissimilarity, in addition to similarity, which is an important tool for effective portfolio optimization. We believe that these embeddings have the potential to be useful in the asset management space by informing successful diversification and risk management strategies. In addition, we plan to utilize other sources of data and introduce sentiment aware context company selection to assess the impact on performance.
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