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Abstract

The sum over planar multi-loop diagrams in the NS+ sector of type 0 open strings in flat spacetime has been proposed by Thorn as a candidate to resolve non-perturbative issues of gauge theories in the large $N$ limit. With $SU(N)$ Chan-Paton factors, the sum over planar open string multi-loop diagrams describes the ’t Hooft limit $N \to \infty$ with $N g_s^2$ held fixed.

By including only planar diagrams in the sum the usual mechanism for the cancellation of loop divergences (which occurs, for example, among the planar and Möbius strip diagrams by choosing a specific gauge group) is not available and a renormalization procedure is needed. In this article the renormalization is achieved by suspending total momentum conservation by an amount $p \equiv \sum_i k_i \neq 0$ at the level of the integrands in the integrals over the moduli and analytically continuing them to $p = 0$ at the very end. This procedure has been successfully tested for the 2 and 3 gluon planar loop amplitudes by Thorn. Gauge invariance is respected and the correct running of the coupling in the limiting gauge field theory was also correctly obtained. In this article we extend those results in two directions. First, we generalize the renormalization method to an arbitrary $n$-gluon planar loop amplitude giving full details for the 4-point case. One of our main results is to provide a fully renormalized amplitude which is free of both UV and the usual spurious divergences leaving only the physical singularities in it. Second, using the complete renormalized amplitude, we extract the high-energy scattering regime at fixed angle (tensionless limit). Apart from obtaining the usual exponential falloff at high energies, we compute the full dependence on the scattering angle which shows the existence of a smooth connection between the Regge and hard scattering regimes.
1 Introduction

Ever since ’t Hooft’s original suggestion that the large $N$ limit of gauge theories should possess a dual string description \cite{tHooft} there has been an enormous amount of efforts to find the corresponding dual description for large $N$ QCD. With the advent of the AdS/CFT correspondence \cite{Maldacena, Gubser, Witten} much has been learned about the nonperturbative regime of gauge field theories, however, the precise string picture dual to QCD in the large $N$ limit still remains undelivered.

A different approach for resolving nonperturbative issues such as confinement in gauge theory has been put forward by Thorn \cite{Thorn1, Thorn2} where the strategy is to perform the summation of open string multi-loop diagrams instead of field theoretic multi-loop diagrams, delaying the $\alpha' \to 0$ limit for only after computing the sum.\footnote{For the type I superstring for example, the Chan-Paton gauge group is $\text{SO}(32)$.} It is important to recall that ’t Hooft’s limit corresponds to summing all the planar Feynman diagrams of the field theory, and that these diagrams are the $\alpha' \to 0$ limit of the planar open string multi-loop diagrams order by order in the perturbative expansion. The main idea is that, since the perturbative expansion in string theory has far fewer diagrams than the field theory one, the multi-loop sum could be more tractable for string diagrams rather than field theory diagrams.

In \cite{Thorn1, Thorn2} this program was initiated using type 0 strings mainly for two reasons: (i) the spectrum of type 0 strings is purely bosonic and the one of large $N$ QCD is straightforward to obtain from the low energy limit of the open sector of the type 0 theory, and (ii) the presence of a tachyon in its closed string spectrum could produce the desired instability to drive its perturbative vacuum to the true (large $N$) QCD vacuum \cite{tHooft1, tHooft2, tHooft3, tHooft4}. If the stabilization indeed occurs, it should manifest after the multi-loop summation is performed.

The first tests of type 0 open string theory as a viable model for the multi-loop diagram summation of \cite{Thorn1, Thorn2} were performed in \cite{15} where it was obtained the correct running coupling behavior of the limiting gauge theory by studying the planar 2 and 3-gluon amplitudes at one-loop. At this point it is important to stress a crucial fact: since only planar diagrams participate in the multi-loop sum of \cite{Thorn1, Thorn2} the usual cancellation of loop UV divergences, which occurs for example among the planar and Moebius strip diagrams by choosing a specific gauge group for the Chan-Paton factors\footnote{More recent developments in this program have been reported in \cite{Tseytlin, LargeN1, LargeN2}. For other directions on the connections between string amplitudes and field theory Feynman diagrams see \cite{Kutak}.}, no longer takes place and a renormalization procedure is necessary to manage these infinities. For the 2 and 3 gluon cases the renormalization was achieved by an analytic continuation which consists in suspending total momentum conservation by an amount $p$ before performing the integrals over the moduli (called GNS regularization in \cite{15}), i.e., one takes $\sum_{i} k_i = p \neq 0$ at the level of the integrands, where $k_i$ are the momenta of the $n$ external gluons. Only after performing the integrations one analytically continues the answer to $p = 0$.

As an example of how this procedure works, consider the planar 1-loop amplitude for two external gluons in bosonic string theory. The amplitude is proportional to

$$M_{2}^{\text{Bose}} = \int_{0}^{\pi} d\theta \left[ \sin \theta \right]^{2\alpha'k_1 \cdot k_2 - 2},$$

where $k_1$ and $k_2$ are the momenta of the external gluons. From here we see that, since for gluons we have $k_i^2 = 0$, the exponent above is $2\alpha'k_1 \cdot k_2 = \alpha'(k_1 + k_2)^2 = 0$ due to total momentum conservation $k_1 + k_2 = 0$. We therefore have

$$M_{2}^{\text{Bose}} = \int_{0}^{\pi} d\theta \left[ \sin \theta \right]^{-2},$$

which diverges due to the the infinite contributions to the integral coming from the regions where $\theta \sim 0$ and $\theta \sim \pi$. These are spurious divergences that typically occur in open string loop...
diagrams that usually come as integral representations outside their domain of convergence. Therefore, one needs to analytically continue the integrals in order to get rid of the spurious infinities leaving only the physical ones such as infrared and collinear divergences. The usual way would be to integrate by parts in (1) to extend its domain of convergence as a function of the complex variable $k_1 \cdot k_2$. This is indeed not hard to do here, but it is impractical for higher point amplitudes that involve multi-dimensional integrals over many $\theta$ variables. Already for the 3-gluon amplitude this gets very intricate.

Our method is to suspend momentum conservation at the level of the integrands by taking $\sum_i n_i k_i = p \neq 0$, and then to analytically continue the result to $p = 0$ at the end. This way we now have $2\alpha' k_1 \cdot k_2 = \alpha' (k_1 + k_2)^2 = \alpha' p^2$ instead of zero. The amplitude (1) now reads

$$
\mathcal{M}^{\text{Bose}}_2 = \int_0^\pi d\theta [\sin \theta]^\alpha' p^{2-2} = \frac{\Gamma(1/2)\Gamma(\alpha' p^2/2 - 1/2)}{\Gamma(\alpha' p^2/2)} = -\frac{\pi \alpha' p^2}{4} + \mathcal{O}(p^4),
$$

where, for $\text{Re}(\alpha' p^2) > 1$, we recognize it in the second equal sign as the integral representation for the the Euler beta function that has a smooth $p \to 0$ limit as shown. Even better, from the power series expansion in $p$, we see that the continuation to $p \to 0$ gives $\mathcal{M}^{\text{Bose}}_2 = 0$, which is very welcome for the 2-gluon amplitude at 1-loop since gauge invariance must also hold order by order in perturbative string theory, this is, the gluon mass must not receive loop corrections.

For the 3-gluon amplitude for the planar one loop the procedure also works but it is considerably more complicated than the 2 gluon case (see section 4.2 in \[15\]). Based on these results, it does not seem obvious that the procedure continues to work for higher point amplitudes.

One of the main results of the present article is that we show that the analytic continuation procedure does extend to an arbitrary number of external gluons (planar loop $n$-gluon amplitude) and we also give the full details of the computation for 4 gluons, providing a novel renormalized expression for the amplitude which is completely free of spurious and UV divergences. As a result, the renormalized amplitude we give contains physical divergences only and, for example, is ready to provide the correct field theory limit by taking $\alpha' \to 0$ without worrying about the known spurious infinities that arise from the usual integral representations of stringy loop amplitudes\[3\]. We also show that the UV divergences and all the spurious ones can be regulated altogether by means of single counterterm using the regulator $p = \sum_i k_i \neq 0$. After this is done, we analytically continue the amplitude to $p = 0$ and arrive at the final renormalized expression.

The second part of this article concerns the high energy limit for the scattering of type 0 open strings. Here we extend our analysis of \[17\] by studying the high energy regime of the planar one-loop amplitude for 4 gluons at fixed scattering angle (hard scattering). One of the main results of this second part is that we explicitly show that the hard-scattering and Regge regimes are smoothly connected since there is an overlapping region in the moduli where the two approaches yield the same results. Note also that, since all the Mandelstam variables come multiplied with a factor of $\alpha'$, the hard scattering regime is exactly equivalent to the tensionless limit ($\alpha' \to \infty$) with external particles held at fixed momenta.

By carefully analyzing all dominant regions we extract the leading behavior of the amplitude providing its complete kinematic dependence. This includes the exact dependence on the scattering angle that multiplies the usual exponentially decaying factor. Although in order to compare our results with those of \[17\] we focus on the particular polarization structure $\epsilon_1 \cdot \epsilon_4 \epsilon_2 \cdot \epsilon_3$ (the dominant one in the Regge regime), our results are general and can be straightforwardly extended to all the other polarization structures.

---

\[3\]At the level of an $n$-point amplitude the spurious divergences are the ones that arise from the integration regions where all or all but one vertex operators get arbitrarily close to each other in moduli space. See section 9.5 in J. Polchinski’s, “String theory. Vol. 1: An introduction to the bosonic string,” \[16\] for a more detailed discussion.
For the planar loop amplitude the leading behavior we obtain for large $\alpha'|s|$ with fixed $\lambda \equiv -t/s$ (fixed angle) is

$$
\mathcal{M} \sim F(\lambda) e^{-\alpha'|s| f(\lambda)} \left( \frac{1}{\ln \alpha'|s|} \right)^{\gamma - 1} (\alpha'|s|)^{3/2}
$$

(4)

where $f(\lambda) \equiv \lambda \ln(-\lambda) + (1 - \lambda) \ln(1 - \lambda)$ and the function $F(\lambda)$ is given by

$$
F(\lambda) \equiv \int_0^\pi d\theta \int_0^\infty dr \frac{r \sin^2 \theta (r^2 + 2r \cos \theta + 1)^{-1}}{r^2(1 - \lambda)^2 + 2r(1 - \lambda) \cos \theta + 1}
$$

(5)

The usual case occurs when $\gamma = 1$ which corresponds to a space-time filling D-brane, but for smaller dimensional D-branes the behavior gets soften (since $\gamma > 1$) by the logarithmic factor above. The $\lambda \sim 0$ analysis of $F(\lambda)$ allows to see that there exists a smooth connection between the hard scattering and Regge regimes; to our knowledge this is also a new result and it is explained in detail in section (4.3).

In [17] we studied the one-loop correction to the open string Regge trajectory $\alpha(t) = 1 + \alpha't + g^2 \Sigma(t)$ and also extracted its field theory limit in order to deepen our understanding of the suitability of type 0 open strings as an ‘uplifted’ tensionful model ($\alpha' \neq 0$) of Yang-Mills theory. In [17], by using the regulator $p = \sum_i k_i$ for the 4-gluon amplitude and carefully taking the $\alpha' \to 0$ limit in the renormalized expression we obtained for $\Sigma(t)$ using the analytic continuation procedure previously mentioned, we were able to recover the known answer for the one-loop gluon Regge trajectory in dimensionally regularized Yang-Mills theory [18, 19, 20, 21].

The high energy behavior of one-loop open string amplitudes has been studied since the very early days of string theory [22, 23, 24, 25], and more recently in [26]. In [22] Alessandrini, Amati, and Morel studied the high energy limit at fixed angle (hard scattering) for the one-loop non-planar amplitude of four open string tachyons. The same high energy regime for an arbitrary number loops in the bosonic open string was studied in the late 1980’s by Gross and Mañes [27]. One of their main conclusions was that, similarly to the study of closed strings in [28], the amplitude for four external open string tachyons had a dominant saddle point at all genus, implying that the leading behavior can be obtained by analyzing the contribution to the amplitude around these saddle points. Moreover, extending the closed string semi-classical analysis of [28] to the open string case, the authors of [27] found that the open string planar amplitude does not possess saddle points in the interior of moduli space. Therefore, the only regions that could potentially give the dominant behavior at high energies and fixed angle are the boundaries of the moduli space. This conclusion extends immediately to type 0 open strings because the relevant dependence on the external momenta is identical in both, the bosonic and the type 0 string models.

The organization of this paper is as follows. In section 2 we familiarize the reader on the computation of the annulus amplitude for external gluons in type 0 open string theory, and we introduce the analytic continuation procedure to regulates both UV and spurious divergences. We show the calculation of the 2-gluon amplitude [15] as a simple example of the method, and give the full details of our procedure for the 4-gluon case. In section 3 we give the systematics of the generalization for an arbitrary number of external gluons. Once having obtained the full renormalized expression for the 4-gluon amplitude, in section 4 we compute its tensionless limit, i.e., the high energy regime at fixed-angle (hard scattering). By taking $s \gg t$ and comparing this with the $\alpha' \to \infty$ limit of the Regge behavior of the 4-gluon amplitude found in [17], we find perfect agreement with our results, thus, explicitly showing the smooth connection between the hard and Regge regimes. In appendix A we show a different procedure to project out massless scalars circulating in the loop based on an orbifold projection [17], and in appendix B we provide the explicit form of the counterterms needed in the 4-gluon case.
2 One loop planar amplitude and renormalization

We start with a very brief discussion about the basic elements of type 0 theories. These are ten dimensional string theories that are obtained by the GSO projection

\[ \frac{1}{2}(1 + (-1)^F) \]  

on the open string sector, and

\[ \frac{1}{2}(1 + (-1)^{F+F}) \]  

on the closed string sector, where $F$ is the world-sheet fermion number. The closed string spectrum is

- type 0A : $(NS-, NS-) \oplus (NS+, NS+) \oplus (R+, R-) \oplus (R-, R+)$
- type 0B : $(NS-, NS-) \oplus (NS+, NS+) \oplus (R+, R+) \oplus (R-, R-)$

Although there are no fermions in the spectrum, these projections produce modular invariant partition functions [29, 30, 31]. Note also that, although the GSO projection eliminates the open string tachyon from the spectrum, there remains a closed string tachyon from the $(NS-, NS-)$ sector. However, the doubling of R-R fields has an stabilizing effect on the closed string tachyon by giving its mass-squared a positive shift [11]. The approach proposed by Thorn suggests that this instability could also resolved by the planar multi-loop summation of type 0 open string diagrams [15, 32, 5, 6].

In this article we are mainly interested in the open string sector of the type 0 model. Its free spectrum, after the GSO projection, is

\[ \alpha' M^2 = 0, 1, 2, \ldots \]  

The lowest mass state is $\epsilon \cdot b_{-1/2}\langle 0, k \rangle$ with $k^2 = 0$ and $k \cdot \epsilon = 0$. This massless gauge state will be called the “gluon” in the rest of this article.

By projecting out the states with odd fermion worldsheet number, the tachyon of the NS sector is removed and the low energy excitations of a D$p$-brane correspond to massless gauge fields and scalars only [11]. This result also holds if one considers a stack of $N$ parallel like-charged D$p$-branes. Thus, the world-volume theory of this configuration of D$p$-branes in type 0 theories describes a pure glue $U(N)$ gauge theory in $p$ spacetime dimensions coupled to $(9 - p)$ massless adjoint scalars [11, 33]. If one is only interested in pure Yang-Mills theory, these scalars can be removed by using orbifold projections or by using the nonabelian D-branes procedure of [32].

2.1 Analytic continuation

With the metric signature $\{+, +, \cdots \}$ the Mandelstam variables are conventionally defined as $s = -(k_1 + k_2)^2$, $t = -(k_2 + k_3)^2$, and $u = -(k_2 + k_4)^2$. The integral expression for the $M$-point planar one-loop amplitude is plagued with divergences in various “corners” of the integration region. We will examine these in detail in sections 2.2 and 2.3. These infinities simply arise from the use of an integral representation outside its domain of convergence [31]. The point we would like to stress here is that, since these divergences are a direct consequence of momentum conservation, if we allow for $\sum_{i=1}^{M} k_i \equiv p \neq 0$, we can regulate and track the effects of all of these divergences. Finally, we analytically continue the integrals to $p = 0$ at the very end of our calculations. We will see that this technique leads to physically meaningful consequences such as gauge invariance because it allows to prove that massless vector bosons remain massless at one loop [35, 14, 17]. In [35] Minahan shows that such prescription does not violate conformal nor
modular invariance. It will also prove to be important when we study the high energy regime at fixed scattering angle in section \[3\]. This technique was proposed and used long ago by Peter Goddard [36] and André Neveu and Joel Scherk [34] in the early days of string theory. The variable \(p\) that represents the temporary 'suspension' of momentum conservation is referred to, in this article, as the Goddard-Neveu-Scherk or GNS regulator for short [15].

We will first begin by writing the full type 0 open string planar one-loop amplitude for the scattering of \(M\) "gluons" [15]. The open string coupling \(g\) is normalized so that in the \(\alpha' \to 0\) limit it is related to the QCD strong coupling \(g_s\) by \(\alpha_s N = g_s^2 N / 4 \pi = g^2 / 2 \pi\). Thus \(g\) is held fixed in the large \(N\) limit. We should also clarify that an overall group theory factor of \(\text{tr}(T^{a_1} T^{a_2} T^{a_3} T^{a_4})\), coming from the \(SU(N)\) Chan-Paton factors, is implicit in all of our expressions for the planar amplitudes. Having said this, the properly normalized \(M\)-gluon amplitude is \((g \sqrt{2 \alpha'})^M\) times

\[
\mathcal{M}_M = \frac{1}{2} (\mathcal{M}_M^+ - \mathcal{M}_M^-) \tag{8}
\]

where \(\mathcal{M}_M^+\) and \(\mathcal{M}_M^-\) come from the 1 and \((-1)^F\) respective parts of the GSO projection in [14]. The difference between these two expressions realizes the projection onto states with even fermion worldsheet number.

The complete expressions for \(\mathcal{M}_M^\pm\) are

\[
\mathcal{M}_M^\pm = \int \frac{dw}{w} \prod_{i=2}^{M} \frac{dy_i}{y_i} w^{-1/2} \left(\frac{-1}{4 \pi \alpha' \ln w}\right)^{D/2} \exp \left\{ \alpha' \sum_{i<j} k_i \cdot k_j \frac{\ln^2 y_i/y_j}{\ln w} \right\} \langle \hat{P}(y_1) \cdots \hat{P}(y_M) \rangle^\pm \prod_{r=1}^4 (1 \pm w^r)^8 \prod_{i<j} \left[ \frac{2i (\theta_1 (y_i/y_j, -\sqrt{y_j/y_i}) - \theta_1 (0, \sqrt{y_j/y_i}))}{\theta_1 (0, \sqrt{w})} \right]^{2\alpha' k_i k_j} \tag{9}
\]

Here, \(n = 1, 2, \cdots, r = 1/2, 3/2, \cdots\). We use the notation and conventions of [15]. The Koba-Nielsen variables \(y_i\) are integrated over the range:

\[
0 < w < y_M < y_{M-1} < \cdots < y_2 < y_1 = 1 \tag{10}
\]

The presence of the factor \(\left(\frac{-1}{4 \pi \alpha' \ln w}\right)^{D/2}\) in [14] comes from the fact that we are allowing the open string ends to be attached to a stack of \(N\) coincident Dp-branes for \(p = D - 1\). In the planar one-loop calculation, this amounts to integrating over only the first \(D\) components of the loop momentum and setting the remaining components to zero.

If we take the \(\alpha' \to 0\) limit at this point, we will not obtain the \(M\)-gluon amplitude in pure Yang-Mills theory, but Yang-Mills coupled to \(10 - D\) adjoint massless scalars [11]. The scalar excitations arise from the vibrations of the string in the directions perpendicular to the D-brane. In order to have just gluons circulating in the loop we need to project out these scalars. There is not a unique way to achieve this and the procedure we use here is the projection proposed in [32]. A different procedure to eliminate the scalars from the loops is by introducing an orbifold projection as explained in [17]. We briefly show in appendix A that the orbifold projection produces the same answer in the field theory limit (i.e., \(\alpha' \to 0\)) as one we use here, but their effects differ as \(\alpha'\) departs from zero. The projection [32] produces an extra factor of \((1 \mp w^{1/2})^{10-D-S}\) in the integrand above, where \(S\) is the number of scalars remaining after the projection, which we also need to include. If one is interested large \(N\) QCD, there are certainly no adjoint massless scalars in the spectrum, so we would need \(S = 0\). However, we will leave \(S\) arbitrary in order to make our expressions more general.
The factors in (9) that contain the Jacobi $\theta_1$ function can be expressed in terms of an infinite product representation as

$$\prod_{i<j} 2^{2\alpha' k_i k_j} \prod_{i<j} 2^{\frac{\theta_1(-i \ln \sqrt{y_i/y_j}, \sqrt{w})}{\theta_1'(0, \sqrt{w})}} 2^{2\alpha' k_i k_j} \prod_{i<j} \left[ \left( 1 - \frac{y_i}{y_j} \right) \prod_n \frac{1 - w^n y_i/y_j}{(1 - w^n)^2} \right]$$

Following [15], the gluon vertex operator is $V = e^{ik \cdot x} (\epsilon \cdot P + \sqrt{2\alpha' k} \cdot H \epsilon \cdot H) \equiv e^{ik \cdot x} \hat{P}$. The $\langle \cdots \rangle$ correlator involves a finite number of $P$ (bosonic) and $H$ (fermionic) worldsheet fields and it's determined by its Wick expansion with the following contraction rules:

$$\langle P(y_i) \rangle = \sqrt{2\alpha'} \sum_i k_i \left[ -\frac{1}{\ln w} + \frac{y_i + y_l}{2y_i - y_l} + \sum_{n=1}^\infty \left( \frac{y_i w^n}{y_i - y_l w^n} - \frac{y_l w^n}{y_i - y_l w^n} \right) \right]$$

$$\langle P^\mu(y_i) P^{\nu}(y_j) \rangle = \langle P^\mu(y_i) \rangle \langle P^{\nu}(y_j) \rangle + \eta^{\mu\nu} \left[ -\frac{1}{\ln w} + \frac{y_i y_j}{(y_i - y_j)^2} + \sum_{n=1}^\infty \left( \frac{y_i y_j w^n}{(y_i - y_j w^n)^2} + \frac{y_i y_j w^n}{(y_i - y_j w^n)^2} \right) \right]$$

$$\langle H^\mu(y_i) H^{\nu}(y_j) \rangle^+ = \eta^{\mu\nu} \sum_r \frac{(y_j/y_i)^r + (w y_i/y_j)^r}{1 + w^r}$$

$$\langle H^\mu(y_i) H^{\nu}(y_j) \rangle^- = \eta^{\mu\nu} \sum_r \frac{(y_j/y_i)^r - (w y_i/y_j)^r}{1 - w^r}.$$ 

The two types of traces over the $b_r$ oscillators are distinguished with the ± superscript: for + odd and even G-parity states contribute with the same sign, whereas − denotes the contributions with opposite signs. In the $F_2$ picture, the difference of the two traces, which amounts to taking $\mathcal{M}^+ - \mathcal{M}^-$, projects out all the odd G-parity states; the open string tachyon being one of them.

In the cylinder variables $\theta_i = \pi \ln y_i/\ln w$ and $\ln q = 2\pi^2/\ln w$, the planar one-loop amplitude is

$$\mathcal{M}^+_M = \left( \frac{1}{8\pi^2 \alpha'} \right)^{D/2} \int \prod_{k=2}^M dq \int_0^1 dq \int_0^1 dq \left( \frac{-\pi}{\ln q} \right)^{(10-D)/2} P_+(q) \prod_{l<m} \left[ \psi(\theta_m - \theta_l, q) \right]^{2\alpha' k_i k_m} \langle \hat{P}_1 \hat{P}_2 \cdots \hat{P}_M \rangle^+$$

$$\mathcal{M}^-_M = \left( \frac{1}{8\pi^2 \alpha'} \right)^{D/2} \int \prod_{k=2}^M dq \int_0^1 dq \int_0^1 dq \left( \frac{-\pi}{\ln q} \right)^{(10-D)/2} P_-(q) \prod_{l<m} \left[ \psi(\theta_m - \theta_l, q) \right]^{2\alpha' k_i k_m} \langle \hat{P}_1 \hat{P}_2 \cdots \hat{P}_M \rangle^-.$$ 

(13)
where

\[ P_+(q) = q^{-1}(1 - w^{1/2})^{10 - D - S} \prod_r (1 + q^{2r})^8 \prod_n (1 - q^{2n})^8 \]  

(15)

\[ P_-(q) = 2^4(1 + w^{1/2})^{10 - D - S} \prod_n (1 + q^{2n})^8 \prod_n (1 - q^{2n})^8 \]  

(16)

\[ \psi(\theta, q) = \sin \theta \prod_n \frac{(1 - q^{2n}e^{2i\theta})(1 - q^{2n}e^{-2i\theta})}{(1 - q^{2n})^2} \]  

(17)

\[ \hat{P} = \epsilon \cdot \mathcal{P} + \sqrt{2\alpha'} k \cdot H \epsilon \cdot H, \]  

(18)

Figure 1 shows the one-loop planar diagram (annulus) for the \( M = 4 \) case. The expressions for \( P_\pm(q) \) above include the aforementioned factor of \( (1 \mp w^{1/2})^{10 - D - S} \) that accounts for the projection that leaves \( S \) massless scalars circulating in the loop. As an example, consider the more familiar case with D3-branes and 6 adjoint massless scalars. In this case \( D = 4, S = 6 \), gives \( (1 \mp w^{1/2})^{10 - D - S} = 1 \) yielding the usual partition function. The average \( \langle \cdots \rangle \) is evaluated with contractions:

\[ \langle P_i \rangle = \sqrt{2\alpha'} \sum_k k_i \left[ 1/2 \cot \theta_{il} + \sum_{n=1}^\infty \frac{2q^{2n}}{1 - q^{2n}} \sin 2n\theta_{il} \right] \]  

(19)

\[ \langle \mathcal{P}_i \mathcal{P}_l \rangle - \langle P_i \rangle \langle P_l \rangle = \frac{1}{4} \csc^2 \theta_{il} - \sum_{n=1}^\infty \frac{2q^{2n}}{1 - q^{2n}} \cos 2n\theta_{il} \]  

(20)

\[ \langle H_i H_j \rangle^+ = \chi_+(\theta_{ji}) = \frac{1}{2\sin \theta_{ji}} - 2 \sum_r q^{2r} \sin 2r\theta_{ji} = \frac{1}{2} \theta_2(0)\theta_4(0) \frac{\theta_3(\theta_{ji})}{\theta_1(\theta_{ji})} \]  

(21)

\[ \langle H_i H_j \rangle^- = \chi_-(\theta_{ji}) = \frac{\cos \theta_{ji}}{2\sin \theta_{ji}} - 2 \sum_n q^{2n} \sin 2n\theta_{ji} = \frac{1}{2} \theta_2(0)\theta_4(0) \frac{\theta_3(\theta_{ji})}{\theta_1(\theta_{ji})}. \]  

(22)

We have abbreviated \( \theta_{ji} = \theta_j - \theta_i \) and space-time indices were suppressed. Finally the range of integration is

\[ 0 = \theta_1 < \theta_2 < \cdots < \theta_N < \pi. \]  

(23)
To see the GNS regulator at work, consider the one-loop 2-gluon function studied in [15] which controls the mass shifts of the gluon in perturbation theory. For the coefficient of $\epsilon_1 \cdot \epsilon_2$, the bosonic part of the string amplitude is

$$M^2_{\text{Bose}} = \int_0^1 [dq] \int_0^\pi d\theta \left[ \sin \theta \prod_{n=1}^\infty \frac{1 - 2q^{2n} \cos 2\theta + q^{4n}}{(1 - q^{2n})^2} \right]^{\alpha' k_1 \cdot k_2} \times \frac{1}{4} \csc^2 \theta - \sum_{n=1}^\infty n \frac{2q^{2n}}{1 - q^{2n}} \cos 2n\theta \right]$$

(24)

where we use $[dq]^{\pm}$ as a short-hand for $dq q^{-\pi/2} \ln(q^{10-D})/2 P_{\pm}(q)$ since this factor is not relevant for the discussion below.

Momentum conservation implies $2k_1 \cdot k_2 = (k_1 + k_2)^2 = 0$, thus

$$M^2_{\text{Bose}} = \int_0^1 [dq] \int_0^\pi d\theta \left[ \frac{1}{4} \csc^2 \theta - \sum_{n=1}^\infty n \frac{2q^{2n}}{1 - q^{2n}} \cos 2n\theta \right]$$

(25)

from where we see that the first term is clearly divergent in the $\theta \sim 0, \pi$ regions. However, by using the GNS regulator we will show that this is a spurious divergence due to an integral representation outside its domain of convergence. In order to analytically continue the amplitude, we suspend momentum conservation in the intermediate steps by using the regulator $p = \sum k_i$, so that now we have $2k_1 \cdot k_2 = p^2$ instead of $2k_1 \cdot k_2 = 0$. This makes integral perfectly convergent for $\text{Re}(\alpha' p^2) > 1$. We then analytically continue to $p \to 0$ at the end. Notice that there is only one angular integration in the two gluon function. This will allow us to perform the analytic continuation to $p = 0$ rather straightforwardly as we shall now see. This is in contrast with four and higher point functions where the angular integrals becomes multi-dimensional and technically more complicated. Writing (24) again, but this time with the $p$ regulator turned on, reads

$$M^2_{\text{Bose}} = \int_0^1 [dq] \int_0^\pi d\theta \sin \theta \left[ \prod_{n=1}^\infty \frac{1 - 2q^{2n} \cos 2\theta + q^{4n}}{(1 - q^{2n})^2} \right]^{\alpha' p^2} \times \frac{1}{4} \csc^2 \theta - \sum_{n=1}^\infty n \frac{2q^{2n}}{1 - q^{2n}} \cos 2n\theta \right]$$

(26)

Expanding the infinite product up to first order in $p^2$ is enough for our purposes. Doing this and performing a resummation yields

$$\left[ \prod_{n=1}^\infty \frac{1 - 2q^{2n} \cos 2\theta + q^{4n}}{(1 - q^{2n})^2} \right]^{\alpha' p^2} = 1 + \alpha' p^2 \sum_{m=1}^\infty \frac{1}{m} \frac{2q^{2m}}{1 - q^{2m}} (1 - \cos 2m\theta) + O(p^4)$$

(27)

\(^4\text{We are omitting here all constant pre-factors in the amplitude for convenience.}\)
\[ M_{2}^{\text{Bose}} = \int_{0}^{1} [dq] \left[ \frac{1}{4} \int_{0}^{\pi} d\theta [\sin \theta]^{\alpha' p^2 - 2} + \right. \\
- \sum_{n=1}^{\infty} \frac{2q^{2n}}{1 - q^{2n}} \int_{0}^{\pi} d\theta [\sin \theta]^{\alpha' p^2} \cos 2n \theta + \\
+ \alpha' p^2 \sum_{m=1}^{\infty} \frac{1}{m} \frac{2q^{2m}}{1 - q^{2m}} \frac{1}{4} \int_{0}^{\pi} d\theta [\sin \theta]^{\alpha' p^2 - 2}(1 - \cos 2m \theta) + \\
\left. - \alpha' p^2 \sum_{m,n=1}^{\infty} \frac{1}{m} \frac{2q^{2m}}{1 - q^{2m}} \frac{n q^{2n}}{1 - q^{2n}} \int_{0}^{\pi} d\theta [\sin \theta]^{\alpha' p^2} \cos 2n \theta (1 - \cos 2m \theta) \right] \] (28)

Without the regulator, the only problematic term here is the first one, since putting \( p^2 = 0 \) in the integrand shows a linear divergence in the \( \theta \) integration. However if we assume that \( \text{Re}(\alpha' p^2) > 1 \) we have

\[
\frac{1}{4} \int_{0}^{\pi} d\theta [\sin \theta]^{\alpha' p^2 - 2} = \frac{1}{4} \frac{\Gamma(1/2) \Gamma(\alpha' p^2/2 - 1/2)}{\Gamma(\alpha' p^2/2)} = - \frac{\pi \alpha' p^2}{4} + O(p^4) \] (29)

Thus, taking the right hand side to be the analytic continuation of the left-hand side as \( p \to 0 \), we have a convergent expression. The rest of the integrals are completely convergent even if we set \( p^2 = 0 \) directly in their integrands. Thus, we now have a new expression which we take it to be the analytic continuation of (21) to \( p \to 0 \), that reads

\[
M_{2}^{\text{Bose}} = \int_{0}^{1} [dq] \left[ - \frac{\pi \alpha' p^2}{4} + \alpha' p^2 \sum_{n=1}^{\infty} \frac{2q^{2n}}{1 - q^{2n}} \frac{\pi}{2n} + \alpha' p^2 \frac{1}{4} \sum_{m=1}^{\infty} \frac{2q^{2m}}{m} \frac{1}{1 - q^{2m}} 2\pi m + \\
+ \alpha' p^2 \sum_{m=1}^{\infty} \frac{1}{m} \frac{2q^{2m}}{1 - q^{2m}} \sum_{n=1}^{\infty} n \frac{2q^{2n}}{1 - q^{2n}} \frac{\pi}{2} \delta_{n,m} \right] \]

\[ = \pi \alpha' p^2 \int_{0}^{1} [dq] \left[ - \frac{1}{4} + \sum_{n=1}^{\infty} \frac{q^{2n}}{1 - q^{2n}} + \sum_{m=1}^{\infty} \frac{q^{2m}}{1 - q^{2m}} + \sum_{n=1}^{\infty} \frac{2q^{4n}}{(1 - q^{2n})^2} \right] \]

\[ = \pi \alpha' p^2 \int_{0}^{1} [dq] \left[ - \frac{1}{4} + \sum_{n=1}^{\infty} \frac{2q^{2n}}{(1 - q^{2n})^2} \right] \] (30)

which shows that, not only the limit \( p \to 0 \) is finite, but that it is actually zero. This is very welcome here since the vanishing of the two-gluon function guarantees that the gluon remains massless in perturbation theory, which is a consequence of gauge invariance.

The complete two-gluon amplitude is [15] given by

\[
M_{2}^{+} \sim \pi \alpha' p^2 \int [dq]^+ \left[ - \frac{1}{2} + 4 \sum_{n=1}^{\infty} \frac{q^{2n}}{(1 - q^{2n})^2} + 4 \sum_{r=1/2}^{\infty} \frac{q^{2r}}{(1 + q^{2r})^2} \right] \] (31)

\[
M_{2}^{-} \sim \pi \alpha' p^2 \int [dq]^+ \left[ 4 \sum_{n=1}^{\infty} \frac{q^{2n}}{(1 - q^{2n})^2} + 4 \sum_{n=1}^{\infty} \frac{q^{2n}}{(1 + q^{2n})^2} \right] \] (32)

which shows that the analytically continued result to \( p \to 0 \) for the full two-gluon function is indeed zero.

To motivate the general result for the \( M \)-gluon amplitude for the planar loop, let us consider the four gluon function. In order to be able to compare the calculations we do in this article
with the results of [17] we will focus on a particular polarization structure, namely the coefficient of $\epsilon_1 \cdot \epsilon_4 \epsilon_2 \cdot \epsilon_3$. The main reason to do this is that the coefficient of this factor is the one that dominates in the Regge limit ($s \to -\infty$ with $t$ fixed) at tree and one-loop levels. At tree level, the 4-gluon amplitude for the type 0 string (for the polarization above and omitting numerical coefficients) is

$$M^\text{tree}_4 = g^2 \frac{\Gamma(1-\alpha'(s))\Gamma(-\alpha'(t))}{\Gamma(-\alpha'(s)-\alpha'(t))}$$

(33)

At one-loop the general form of the 4-gluon amplitude is given by

$$M_4 = \frac{1}{2} (M_4^+ - M_4^-)$$

(34)

with

$$M_4^+ = 2^4 \left( \frac{1}{8\pi\alpha'} \right)^{D/2} \int_0^1 \frac{dq}{q} \left( -\frac{\pi}{\ln q} \right)^{(10-D)/2} q^{-1} (1-w^{1/2})^{10-D-s} \prod_{n=1}^{\infty} (1+q^{2n})^8 \prod_{n=1}^{\infty} (1-q^{2n})^8$$

$$\left[ \prod_{k=2}^{4} d\theta_k \prod_{i<j} \langle \psi(\theta_{ji}) \rangle^{2\alpha^i_k \cdot k_j} \langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle^+ \right]$$

(35)

$$M_4^- = 2^4 \left( \frac{1}{8\pi\alpha'} \right)^{D/2} \int_0^1 \frac{dq}{q} \left( -\frac{\pi}{\ln q} \right)^{(10-D)/2} 2^4 (1+w^{1/2})^{10-D-s} \prod_{n=1}^{\infty} (1+q^{2n})^8 \prod_{n=1}^{\infty} (1-q^{2n})^8$$

$$\left[ \prod_{k=2}^{4} d\theta_k \prod_{i<j} \langle \psi(\theta_{ji}) \rangle^{2\alpha^i_k \cdot k_j} \langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle^- \right]$$

(36)

Picking out the combination that multiplies $\epsilon_1 \cdot \epsilon_4 \epsilon_2 \cdot \epsilon_3$ from the correlator gives

$$\langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle \rightarrow \epsilon_2 \cdot \epsilon_3 \epsilon_1 \cdot \epsilon_4 \left( \langle P_3 P_3 \rangle \langle P_1 P_4 \rangle - \langle P_2 P_4 \rangle \langle H_1 H_4 \rangle \right)^2 2\alpha^i k_1 \cdot k_4$$

$$-\langle P_1 P_4 \rangle \langle H_2 H_3 \rangle \langle P_1 P_4 \rangle - \langle P_2 P_4 \rangle \langle H_1 H_4 \rangle \langle k_1 \cdot H_1 k_2 \cdot H_2 k_3 \cdot H_3 k_4 \cdot H_4 \rangle$$

$$\langle P_1 P_4 \rangle \langle H_2 H_H \rangle \langle P_2 P_4 \rangle \langle P_1 P_4 \rangle - \langle P_2 P_4 \rangle \langle H_1 H_4 \rangle \langle 2\alpha^i k_1 \cdot k_4$$

$$-\langle P_1 P_4 \rangle \langle H_2 H_3 \rangle \langle 2\alpha^i k_2 \cdot k_3 + 4\alpha^2 \langle H_2 H_3 \rangle \langle H_1 H_4 \rangle \langle k_1 \cdot H_1 k_2 \cdot H_2 k_3 \cdot H_3 k_4 \cdot H_4 \rangle$$

$$-\langle k_1 \cdot k_3 k_2 \cdot k_4 \langle H_1 H_3 \rangle \langle H_2 H_4 \rangle + k_1 \cdot k_4 k_2 \cdot k_3 \langle H_2 H_3 \rangle \langle H_1 H_4 \rangle$$

$$\rightarrow \epsilon_2 \cdot \epsilon_3 \epsilon_1 \cdot \epsilon_4 \left( \langle P_2 P_3 \rangle + \alpha^i t \langle H_2 H_3 \rangle \langle P_1 P_4 \rangle + \alpha^i t \langle H_1 H_4 \rangle \right)$$

$$\langle H_2 H_3 \rangle \langle 2\alpha^i s^2 \langle H_1 H_2 \rangle \langle H_3 H_4 \rangle - \alpha^2 (s+t)^2 \langle H_1 H_3 \rangle \langle H_2 H_4 \rangle \right)$$

(37)

We will call this combination of contractions $\langle T \rangle$, hence

$$\langle T \rangle \equiv \left( \langle P_2 P_3 \rangle + \alpha^i t \langle H_2 H_3 \rangle \langle P_1 P_4 \rangle + \alpha^i t \langle H_1 H_4 \rangle \right)$$

$$+\langle H_2 H_3 \rangle \langle H_1 H_4 \rangle \langle 2\alpha^i s^2 \langle H_1 H_2 \rangle \langle H_3 H_4 \rangle - \alpha^2 (s+t)^2 \langle H_1 H_3 \rangle \langle H_2 H_4 \rangle \right)$$

(38)

thus, the correlator becomes

$$\langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle \rightarrow \epsilon_1 \cdot \epsilon_4 \epsilon_2 \cdot \epsilon_3 \langle T \rangle$$

(39)
As pointed out before, the expressions \( [53] \) and \( [54] \) diverge in various corners of integration region over the \( \theta_k \) variables. We already encountered a divergence of the linear type in the 2-gluon amplitude due to the behavior of \((\csc \theta)^2\) near the end points \( \theta \sim 0, \pi \). We showed that this divergence was spurious and it was healed by suspending momentum conservation in \( \sum_{i=1}^{M} p_i = p \neq 0 \) temporarily. After that, we were able to identify the integral in \( [29] \) as the Euler Beta function which allowed us to analytically continue the left hand side to the complete complex \( p \)-plane. Undoubtedly, for the three and higher point amplitudes a closed form is practically impossible to obtain. However, our approach to the problem will not be to attempt this, but to extract the divergent contributions from the singular regions and track the consequences of these seemingly divergent terms. What we will find is that the analytic continuation to \( p = 0 \) of the linearly divergent terms precisely combine and give the tree amplitude following the steps of \( [34] \). Although the coefficient of this term is an infinite number (which can also be viewed due to the presence of the closed string tachyon which introduces a singularity in the \( q \sim 0 \) region), the fact that it is proportional to the tree amplitude allows us re-interpret it as a renormalization of the string coupling constant. We will then find that the logarithmically divergent corners, when continued to \( p = 0 \) also produce terms proportional to the tree amplitude, although in this case the coefficient in front of it is a finite number and these corners will simply correct the coupling by a finite amount. We will now make these statements more explicit with the following calculations.

### 2.2 Linear Divergences

We will now extract the leading divergences in the \( \theta_k \) integrations at fixed \( q \) and show that they are linear divergences in the relevant angular variables. We construct the necessary counterterms to cancel these infinities and show that after analytic continuation, the limit \( p \to 0 \) of the angular integrals is finite\(^5\). We will follow closely the analysis done by Neveu and Scherk \( [34] \) adapted for our case, open string massless vector external states (’gluons’) in the type 0 model, and show that not only the limit is finite, but also that its continuation to \( p \to 0 \) gives precisely the tree amplitude. This allows us to absorb the corresponding counterterms into the open string coupling.

For the \( M \)-point planar one-loop amplitude, the integration region in \( \int \prod_k d\theta_k \) is given by \( 0 < \theta_2 < \theta_3 < \cdots < \theta_M < \pi \), which is an \( (M - 1) \)-simplex that has \( M \) vertices and \( M! / 2! (M - 2)! \) edges. For example, the integration region over the \( \theta_k \) variables for the 4-point amplitude is shown in figure \( 2 \). The leading divergences are linear and arise from each of the \( M \) vertices in the \( M \)-gluon amplitude as we will show next.

We can study the vertices of the \( (M - 1) \)-simplex by remembering that they correspond to the configuration in parameter space where all the vertex operators coincide (see figure \( 3 \) which shows the 4-point case). For instance, we can examine the one where \( \theta_M \sim \theta_{M-1} \sim \cdots \sim \theta_2 \sim 0 \) by studying the \( \theta_M \sim 0 \) limit and performing the changes

\[
\theta_{j-1} \equiv \theta_j, j = 3, \cdots M
\]

(40)

For the 4-gluon amplitude, and keeping only the most divergent terms in the \( \theta_k \) integrations, we have

\[
\prod_{i,j} \psi(\theta_{j,i}) 2^\alpha_i k_i, k_j \approx \theta_4^{\alpha_4} \theta_3^{\alpha_3} (1 - \theta_3) 2^\alpha_3 k_4 k_3 (1 - \theta_3 \theta_2) 2^\alpha_2 k_4 k_2 \theta_2^{\alpha_2} k_2 k_1 (1 - \theta_2) 2^\alpha_1 k_3 k_2
\]

(41)

\(^5\)By angular integrals we mean the integration over all the \( \theta_k \) variables, or in other words, everything except the integration over \( q \)
Figure 2: The 3-simplex above shows the region of integration at fixed $q$ for the 4-point amplitude. Edges and vertices correspond to the places where spurious and real divergences can occur.

Figure 3: Configuration corresponding to the moduli region where all vertex operators come arbitrarily close to each other.

where we have also only kept the leading terms in $p$ in the exponents. Also

\[
\langle T \rangle^+ \approx \frac{1}{4 \theta_4^4}(1 + \alpha' t) \frac{1}{4 \theta_{42}} (1 + \alpha' t) + \frac{1}{2 \theta_4 2 \theta_{43}} \left[ (\alpha' s)^2 \frac{1}{2 \theta_2 2 \theta_{43}} - \alpha'^2 (s + t)^2 \frac{1}{2 \theta_3 2 \theta_{42}} \right]
\]

\[
\approx \frac{1}{16 \theta_4^4 \theta_{32}^2 (1 - \hat{\theta}_2)} \left[ \frac{(1 + \alpha' t)^2}{1 - \hat{\theta}_2} + \frac{(\alpha' s)^2}{\theta_2 (1 - \hat{\theta}_3)} - \frac{\alpha'^2 (s + t)^2}{1 - \hat{\theta}_3 \theta_2} \right]
\]

(42)
thus

\[ \int_0^\epsilon \int_0^{\theta_4} \int_0^{\theta_3} d\theta_2 \prod_{i<j} \psi(\theta_{ji})^{2\alpha'_k} \langle T \rangle^+_C \approx \]

\[ \simeq \frac{1}{16} \int_0^\epsilon d\theta_4 d\theta_3^2 \int_0^{1/2} d\theta_2 \prod_{i<j} \psi(\theta_{ji})^{2\alpha'_k} \langle T \rangle^+_C \]

\[ \times (1 - \dot{\theta}_3 \dot{\theta}_2)^{2\alpha'_k} \left[ \frac{(1 + \alpha')^2}{1 - \theta_2} + \frac{(\alpha' s)^2}{\theta_2(1 - \theta_3)} - \frac{\alpha'^2 (s + t)^2}{1 - \theta_3 \theta_2} \right] \]  

(43)

from which we see that, if we put \( p = 0 \) directly in the integrand, the leading divergence near \( \theta_4 = 0 \) is linear. It is worth noticing that in this corner of the integration region the integral factorizes and shows a pole at \( \alpha' p^2 = 1 \) which corresponds to the propagation of a closed string tachyon disappearing into the vacuum. In contrast to superstring theories where this kind of divergences are absent due to supersymmetry, the planar one-loop diagram in the type 0 model is not divergence free, but it is renormalizable \[37\]. The cancellation of these divergences is achieved with the introduction of counter-terms just as in the early days of the dual resonance models. We now proceed to cancel this and all of the other linear divergences which come from all the vertices of the simplex \[4\] with one single counter-term. We subtract and add back the following counter-term:

\[ C^+_4 \equiv 2^4 \left( \frac{1}{8\pi^2 \alpha'} \right)^{D/2} \int_0^1 dq^+ \int \prod_{k=2}^{4} d\theta_k \prod_{i<j} [\sin \theta_{ji}]^{2\alpha'_k} \langle T \rangle^+_C \]  

(44)

where \( \langle T \rangle^+_C \) is simply \( \langle T \rangle^+ \) evaluated at \( q = 0 \). Following Neveu and Scherk [34], we will now prove that the analytic continuation to \( p = 0 \) of \( C^+_4 \) goes to the tree amplitude \[33\]. Making the change of integration variables

\[ r(\theta_3) = \frac{\sin \theta_3}{\sin \theta_4} \quad x(\theta_2) = \frac{\sin \theta_2 \sin \theta_3}{\sin \theta_4} \]  

(45)

and solving for the various sine functions we need in the integrand, yields

\[ \sin \theta_{43} = \frac{r \sin \theta_4}{\sqrt{r^2 + 2r \cos \theta_4 + 1}} \quad \sin \theta_{42} = \frac{r/x \sin \theta_4}{\sqrt{(r/x)^2 + 2r/x \cos \theta_4 + 1}} \]

\[ \sin \theta_{32} = \frac{r/x(1 - x) \sin \theta_4}{\sqrt{(r/x)^2 + 2r/x \cos \theta_4 + 1} \sqrt{r^2 + 2r \cos \theta_4 + 1}} \quad \sin \theta_3 = \frac{\sin \theta_4}{\sqrt{r^2 + 2r \cos \theta_4 + 1}} \]

\[ \sin \theta_2 = \frac{\sin \theta_4}{\sqrt{(r/x)^2 + 2r/x \cos \theta_4 + 1}} \]  

(46)

The edge-type divergences will be taken care of in the next section when we deal with logarithmic divergences.
Thus,

\[
\prod_{i<j} [\sin \theta_{j} | 2 \alpha^i k_i \cdot k_j ] = r^{2 \alpha^i k_i \cdot p + \alpha^p} [\sin \theta_4 | \alpha^p^2 \left( r^2 + 2r \cos \theta_4 + 1 \right) \alpha^k - 1 \alpha^p \left( \frac{r^2}{x^2} + \frac{2r}{x} \cos \theta_4 + 1 \right)^{\alpha^k - p} \times x - \alpha s + 2 \alpha^k \cdot p (1 - x)^{- \alpha t} \tag{47}
\]

\[
d\theta_3 d\theta_2 = r [\sin \theta_4]^2 (r^2 + 2r \cos \theta_4 + 1)^{-1} \left( \frac{r^2}{x^2} + \frac{2r}{x} \cos \theta_4 + 1 \right)^{-1} x^{-2} dr dx \tag{48}
\]

\[
\langle T \rangle^+_C = \frac{1}{16} \csc^2 \theta_4 \csc^2 \theta_3 \left[ (1 + \alpha t)^2 + \frac{1}{4} \csc \theta_4 \csc \theta_3 \left[ \left( \frac{\alpha^s}{4} \right)^2 \csc \theta_2 \csc \theta_4 \right] - \frac{\alpha^2 (s + t)^2}{4} \csc \theta_3 \csc \theta_42 \right]
\]

\[
= \frac{1}{16} r^{-2} [\sin \theta_4]^{-4} (r^2 + 2r \cos \theta_4 + 1) \left( \frac{r^2}{x^2} + \frac{2r}{x} \cos \theta_4 + 1 \right) \times \left[ (1 + \alpha^t)^2 x^2 \begin{pmatrix} 1 - x \end{pmatrix}^2 + (\alpha^s)^2 x \begin{pmatrix} 1 - x \end{pmatrix} - \alpha^2 (s + t)^2 x^2 \begin{pmatrix} 1 - x \end{pmatrix} \right] \tag{49}
\]

Therefore,

\[
\int \prod_{k=2}^{4} d\theta_k \prod_{i<j} [\sin \theta_{j} | 2 \alpha^i k_i \cdot k_j ] \langle T \rangle^+_C =
\]

\[
= \frac{1}{16} \int_0^1 dx \int_0^\pi d\theta_4 \int_0^\pi d\theta_4 \int_0^\pi d\theta_4 [\sin \theta_4]^{\alpha^p^2 - 2} x - \alpha^s (1 - x)^{- \alpha^t} (r^2 + 2r \cos \theta_4 + 1) \alpha^k - 1 \alpha^p \left( \frac{r^2}{x^2} + \frac{2r}{x} \cos \theta_4 + 1 \right)^{\alpha^k - p} \times \left( \frac{r^2}{x^2} + \frac{2r}{x} \cos \theta_4 + 1 \right)^{\alpha^k - p} \left[ (1 + \alpha^t)^2 x^2 \begin{pmatrix} 1 - x \end{pmatrix}^2 + (\alpha^s)^2 x \begin{pmatrix} 1 - x \end{pmatrix} - \alpha^2 (s + t)^2 x^2 \begin{pmatrix} 1 - x \end{pmatrix} \right] \tag{50}
\]

The strategy is to do the integrals in the following order: first we do the integration over \( \theta_4 \), then the one over \( r \) and at the end, after the analytic continuation to \( p \to 0 \) has been achieved, we perform the integral over \( x \). It is because of this that we have used \(- \alpha^s + 2 \alpha^k \cdot p \to - \alpha^s \) since we can always choose \(- \alpha^s \) to be positive enough such that the integral over \( x \) is convergent.

Let us now focus on the integrals over \( r \) and \( \theta_4 \). For this purpose, define

\[
I = \int_0^\pi d\theta_4 \int_0^\pi d\theta_4 [\sin \theta_4]^{\alpha^p^2 - 2} (r^2 + 2r \cos \theta_4 + 1) \alpha^k - 1 \alpha^p \left( \frac{r^2}{x^2} + \frac{2r}{x} \cos \theta_4 + 1 \right)^{\alpha^k - p} \times \left( \frac{r^2}{x^2} + \frac{2r}{x} \cos \theta_4 + 1 \right)^{\alpha^k - p} \left[ (1 + \alpha^t)^2 x^2 \begin{pmatrix} 1 - x \end{pmatrix}^2 + (\alpha^s)^2 x \begin{pmatrix} 1 - x \end{pmatrix} - \alpha^2 (s + t)^2 x^2 \begin{pmatrix} 1 - x \end{pmatrix} \right] \tag{51}
\]

As \( p \to 0 \), the only non-zero contributions to the integral come from only two corners \( \theta_4 \sim \pi \) and \( r \) is near either \( r = 1 \) or \( r = x \). Each corner gives the same answer which is \( \pi \), therefore:

\[
I \to 2\pi \quad \text{as} \quad p \to 0 \tag{52}
\]

Therefore,

\[
\int \prod_{k=2}^{4} d\theta_k \prod_{i<j} [\sin \theta_{j} | 2 \alpha^i k_i \cdot k_j ] \langle T \rangle^+_C =
\]

\[
= \frac{2\pi}{16} \int_0^1 dx \int_0^\pi d\theta_4 \int_0^\pi d\theta_4 [\sin \theta_4]^{\alpha^p^2 - 2} x - \alpha^s (1 - x)^{- \alpha^t} \left[ (1 + \alpha^t)^2 x^2 \begin{pmatrix} 1 - x \end{pmatrix}^2 + (\alpha^s)^2 x \begin{pmatrix} 1 - x \end{pmatrix} - \alpha^2 (s + t)^2 x^2 \begin{pmatrix} 1 - x \end{pmatrix} \right] = \frac{\pi \Gamma(1 - \alpha^s \Gamma(- \alpha^t)}{8 \Gamma(- \alpha^s \Gamma(- \alpha^t)} \tag{53}
\]

14
from where we see that this is precisely proportional to the tree amplitude \[34\]. Therefore, after analytic continuation to \( p = 0 \), the counter-term \( C^+_4 \) becomes:

\[
C^+_4 = \frac{\pi}{4} \frac{\Gamma(1 - \alpha') \Gamma(-\alpha)}{\Gamma(-\alpha' s - \alpha') \Gamma(\alpha' s)} \left( \frac{1}{8\pi\alpha'} \right)^{D/2} \int_0^1 dq \left( -\frac{\pi}{\ln q} \right)^{(10-D)/2} q^{-1} (1 - w^{1/2})^{10-D-s} \prod_{n=1}^\infty (1 + q^{2n})^8 \prod_{n=1}^\infty (1 - q^{2n})^8
\]

As mentioned before, the counter-term is the product of the tree amplitude and a divergent factor. This infinity comes from the divergent region \( q = 0 \) in the expression above,\(^5\) which signals the presence of the tachyon in the closed string sector. This counter-term was originally introduced in \[34\] and \[38\] to precisely cancel this type of divergence, and the fact that it is proportional to the tree amplitude here allows us to absorb this divergence into a coupling constant renormalization. The remarkable feature of this counter-term is that it allows to cancel both, the \( q = 0 \) singularity, and the spurious linear divergences of the \( \theta_k \) integrations at the same time. This is a consequence of the functional form of the correlator \( \langle \tilde{P}_1 \cdots \tilde{P}_M \rangle \) since the \( \theta^{-2} \) divergent terms that arise from the \( \csc^2 \theta \) functions only come from the \( q = 0 \) part of Wick expansion of \( \langle \tilde{P}_1 \cdots \tilde{P}_M \rangle \). We thus now have a new expression free of both, the spurious linear divergences\(^6\) in the \( \theta_k \) variables, and the UV one coming from \( q = 0 \). Therefore, our expressions for the \( + \) part of the amplitude need the replacement

\[
\mathcal{M}_4^+ \rightarrow \mathcal{M}_4^+ - C_4^+
\]

Now we need to address the \( M_4^- \) part of the amplitude. Notice in \[14\] that the presence of D-branes, which brings the extra logarithmic factor \( \left( \frac{-\pi}{\ln q} \right)^{(10-D)/2} \), makes the \( q \)-integration completely finite near \( q = 0 \) as long as \( D < 8 \) and hence there is no need for a counterterm for the \( M_4^- \) part of the amplitude\(^7\). However, we still need to deal with the same linear and logarithmic divergences in the \( \theta_k \) integration as in the \( M_4^+ \) case. For the leading divergences, the natural choice would be the same one we used for the \( M_4^+ \) case, but now with \( \langle \tilde{P}_1 \cdots \tilde{P}_M \rangle^+ \) replaced by \( \langle \tilde{P}_1 \cdots \tilde{P}_M \rangle^- \). However, we have not been able to obtain the analytic continuation to \( p = 0 \) for such an expression. The main difficulty comes from the fact that the \( \langle \tilde{P}_1 \cdots \tilde{P}_M \rangle^- \) correlators involve \( \cot \theta_{ji} \) functions which change sign in the integration region \( 0 < \theta_2 < \cdots < \theta_M < \pi \). This did not happen for the \( + \) correlators since they contain \( \sin \theta_{ji} \) functions instead.

However, since we only need to cancel the linear divergences, we simply choose the same correlator as before, i.e., \( \langle \tilde{P}_1 \cdots \tilde{P}_M \rangle^+ \). Thus, we only need to adapt the counter-term for the \( \mathcal{M}^- \) part of the amplitude by integrating with the \( \lfloor dq \rfloor \) measure. This means that we choose:

\[
C^-_4 \equiv 2^4 \left( \frac{1}{8\pi^2\alpha'} \right)^{D/2} \int_0^1 [dq]^{-\frac{7}{8}} \int \prod_{k=2}^4 d\theta_k \prod_{i<j} \sin \theta_{ji} [2\alpha' k_i k_j] \langle T \rangle^+_C
\]

Summarizing, we now write \( M_4^\pm \) as:

\[
M_4^\pm = M_4^\pm - C_4^+ + C_4^-
\]

\(^5\)There is also a divergence from the \( q \sim 1 \) region. However, this will get explicitly canceled by the \( M_4^+ \) part of the full one-loop amplitude. This is simply a consequence of the projection onto even G-parity states.

\(^7\)There are still more divergent regions (edges of the 3-simplex) which need to be taken care of. Their removal is the focus of the following section.

\(^8\)For \( D=8 \) and \( D=9 \) however, these subleading divergences are still present, but they can be taken care of by a renormalization of \( \alpha' \).
The last term will be discarded later on since we are going to absorb it into a coupling constant renormalization. The full expression for the first two terms is then:

\[
M_4^\pm - C_4^\pm = 2^4 \left( \frac{1}{8\pi^2\alpha'} \right)^{D/2} \int_0^1 [dq]^\pm \int_2^4 \prod_{k=2}^4 d\theta_k \prod_{i<j} \left[ \psi(\theta_{ji})^{2\alpha' k_i k_j} \langle T \rangle^\pm - [\sin \theta_{ji}]^{2\alpha' k_i k_j} \langle T \rangle^\pm \right]
\]

(57)

The expression above is completely free of both, the spurious linear divergences in the \( \theta_k \) integrations and the UV divergence from the \( q \sim 0 \) region. However, it still has logarithmic divergences in the \( \theta_k \) integration which we take care of in the next section. We will show that they are also spurious divergences and can be also cancelled with the introduction of suitable counterterms. Moreover, after analytic continuation to \( p = 0 \), we will show that the corresponding counterterms are again proportional to the tree level amplitude which amounts to a finite renormalization of the coupling.

2.3 Logarithmic Divergences

The expression (57) is the starting point to continue our treatment of the divergences of the original ‘bare’ amplitude. Our task now is to study the last type of divergences in the \( \theta_k \) integrals left in (57), which are logarithmic.

Logarithmic divergences in the angular integrations come from the regions where all vertex operators but one come together in parameter space. It is a well-known fact that these divergences correspond to loop corrections to the mass of the external states\(^{10}\). Since we are dealing with massless string states, we expect these divergences to be completely absent after continuation to \( p = 0 \) because the massless vector string states must remain massless in perturbation theory due to gauge invariance. We will indeed find this result for the 4-gluon amplitude. The mechanics of the procedure is very well illustrated by the 4-gluon amplitude and will allow us to see how to extend it for an arbitrary number of gluons.

Recall that for the \( M \)-gluon amplitude the integration region over \( \theta_k \) is an \((M - 1)\)-simplex, which has \( M!/(2!(M - 2)!) \) edges (see figure 2 for the 4-gluon amplitude in which case there are 6 edges). Each of these edges correspond to processes where an open string loop is inserted between two string states. If one of these states correspond to one of the \( M \) external states, then we have the situation where an internal propagator gets evaluated on-shell, producing an infinity. Before proceeding with the analysis of these infinities, let us do some counting first. We see that there are

\[
\frac{M!}{2!(M - 2)!} - M = \frac{M}{2} (M - 3)
\]

(58)

edges left which do not correspond to radiative corrections to the external legs. Therefore, the number of edges that correspond to a loop insertion in the internal channels of the \( M \)-gluon amplitude has to be given by equation (58). On the other hand, we know that the number of planar channels in an \( M \)-point string amplitude is \( M/2(M - 3) \) which precisely matches the number above.

Let us now focus on the 4-gluon amplitude. This has four (out of six) edges that should correspond to an open string loop inserted for each external leg\(^{11}\). We now study one of them, namely the edge \( \theta_3 \sim \theta_2 \sim 0 \) which is highlighted in figure 4. This corresponds to the region where the vertex operators associated with external states 1, 2 and 3 get close together in

\(^{10}\)See, for instance, subsection 9.5 in \( ^{16} \) for a more detailed discussion.

\(^{11}\)The other two edges evidently correspond to loop insertions in each of the two planar channels: \( s \) and \( t \). The \( t \)-channel is the relevant one in the Regge limit as studied in \( ^{17} \).
Figure 4: The edge corresponding to $\theta_3 \sim \theta_2 \sim 0$ is shown as the highlighted line in the figure. This region corresponds to a loop insertion in one of the external states which forces the propagator for state number 4 to be evaluated on-shell producing a divergence.

parameter space and it reflects a radiative correction to the mass of the external leg 4. To analyze this region, it is convenient to make the change $\theta_2 \equiv \theta_3 \hat{\theta}_2$ and study the small $\theta_3$ behavior, namely

$$\prod_{i<j} \psi(\theta_{ji})^{2\alpha' k_i k_j} \simeq \psi(\theta_4)^{-2\alpha' k_4 p} \theta_3^{2\alpha' k_4 p + \alpha' p^2} \hat{\theta}_2^{-\alpha' s (1 - \hat{\theta}_2)^{-\alpha' t}}$$

and also

$$\langle T \rangle \simeq \left( P_{14} + \alpha' t (H_1 H_4)^2 \right) (1 + \alpha' t) \frac{1}{4\theta_3^2} + \langle H_1 H_4 \rangle^2 \frac{1}{2\theta_3^2} \left[ \frac{(\alpha' s)^2}{2\theta_2} - \frac{\alpha'^2(s + t)^2}{2\theta_3} \right]$$

and

$$= \frac{1}{4\theta_3^2} \left[ P_{14} \frac{(1 + \alpha' t)}{(1 - \hat{\theta}_2)^2} + \langle H_1 H_4 \rangle^2 \left( \frac{\alpha' t (1 + \alpha' t)}{(1 - \hat{\theta}_2)^2} + \frac{(\alpha' s)^2}{\theta_2 (1 - \theta_2)} - \frac{\alpha'^2(s + t)^2}{(1 - \hat{\theta}_2)^2} \right) \right]$$

From $\prod_{k=2}^4 d\theta_k = d\theta_3 d\theta_2 d\hat{\theta}_2$ and equations (59) and (60), we see that the leading behavior of the integral over the three angles separates into three independent integrals. The integration over
the \( \theta_k \) variables in (67) becomes

\[
\int \prod_{k=2}^{4} d\theta_k \left[ \prod_{i<j} \psi(\theta_{ji})^{2\alpha'k_i-k_j}(T) \pm \prod_{i<j} [\sin \theta_{ji}]^{2\alpha'k_i-k_j}(T) \right] = \\
\simeq \frac{1}{4} \int_0^{\pi} d\theta_4 \int_0^{\theta_3} d\theta_2 \left[ \psi(\theta_4)^{-2\alpha'k_4p} \theta_3^{2\alpha'k_4p+\alpha'p^2-1} \hat{\theta}_2^{-\alpha's}(1-\hat{\theta}_2) - \alpha't \right] \\
\times \left[ (\mathcal{P}_{14} - \mathcal{P}_{14C})(1 + \alpha't) \left( 1 + \alpha't \right) \left( 1 - \hat{\theta}_2 \right) \right] + \left( \langle H_1H_4 \rangle^2 - \langle H_1H_4 \rangle^2 \right) \left( \frac{\alpha'(1+\alpha't)}{1-\hat{\theta}_2} + \frac{(\alpha's)^2}{\hat{\theta}_2(1-\hat{\theta}_2)} - \frac{\alpha^2(s+t)^2}{1-\hat{\theta}_2} \right)
\]

(61)

If we take \( p = 0 \) in the integrand, i.e., if we go back to the original calculation before the introduction of the GNS regulator, we see the logarithmic divergence

\[
\int_0^{\pi} d\theta_3 \theta_3^{-1}
\]

(62)

Notice that

\[
\mathcal{P}_{14} - \mathcal{P}_{14C} = \mathcal{O}(1) \quad \text{and} \quad \langle H_1H_4 \rangle^2 - \langle H_1H_4 \rangle^2 = \mathcal{O}(1)
\]

(63)

as \( \theta_4 \to 0, \pi \), thus there are no linear divergences near this edge either, which is simply a consequence of the subtraction made in the previous subsection that was introduced precisely to get rid of this type of divergences. Therefore, we need to subtract (61), evaluated at \( p = 0 \), from (67) and we will have a new expression which is free from all linear and the one logarithmic divergence that arises from the \( \theta_3 \sim \theta_2 \sim 0 \) edge.\(^{12}\)

Let us write this new expression in terms of the original \( \theta \) variables as

\[
\int_0^{\pi} d\theta_4 \int_0^{\theta_3} d\theta_2 \left[ \prod_{i<j} \psi(\theta_{ji})^{2\alpha'k_i-k_j}(T) \pm \prod_{i<j} [\sin \theta_{ji}]^{2\alpha'k_i-k_j}(T) \right] - B_4
\]

(64)

where \( B_4 \) denotes the integrand corresponding to the loop insertion on leg 4 which, in the new variables, is

\[
B_4 = \frac{1}{4} \theta_3^{2\alpha'k_4p+\alpha'p^2-1} \hat{\theta}_2^{-\alpha's}(1-\hat{\theta}_2) - \alpha't \left[ (\mathcal{P}(\theta_4) - \mathcal{P}(\theta_4)c)(1 + \alpha't) \left( 1 - \hat{\theta}_2 \right) \right] + \left( \chi_+^2(\theta_4) - \chi_+^2(\theta_4)c \right) \left( \frac{\alpha'(1+\alpha't)}{1-\hat{\theta}_2} + \frac{(\alpha's)^2}{\hat{\theta}_2(1-\hat{\theta}_2)} - \frac{\alpha^2(s+t)^2}{1-\hat{\theta}_2} \right)
\]

(65)

Now that we have taken care of the divergence by subtracting the counterterm \( B_4 \), let us see what is the result of the analytic continuation to \( p = 0 \) when we add this term back. With the GNS regulator put back on, we now need to compute

\[
\int_0^{\pi} d\theta_4 \int_0^{\theta_3} d\theta_2 \int_0^{1} d\hat{\theta}_2 \psi(\theta_4)^{-2\alpha'k_4p} B_4(\theta_4,\theta_3,\hat{\theta}_2)
\]

(66)

\(^{12}\)We will also take care of the other three edges, but we will see that the treatment is exactly the same.
and then we need to perform on this expression the analytic continuation to \( p \to 0 \). The integral over \( \theta_3 \) is

\[
\int_0^{\theta_3} d\theta_3 \theta_3^{2\alpha' k_4 p + \alpha' p^2 - 1} = \frac{\theta^{2\alpha' k_4 p + \alpha' p^2}}{2\alpha' k_4 \cdot p + \alpha' p^2} \rightarrow \frac{\theta^{2\alpha' k_4 p}}{2\alpha' k_4 \cdot p}
\]  

(67)

as \( p \to 0 \). We will now solve for the rest of the integrals. We will find that the integral over \( \theta_4 \) precisely vanishes as \( \mathcal{O}(\alpha' k_4 \cdot p) \), cancelling the \( \frac{1}{2\alpha' k_4 p} \) pole in (67), thus giving a finite result which is exactly what we desire. Proceeding this way, we have

\[
\frac{1}{8\alpha' k_4 \cdot p} \int_0^\pi d\theta_4 \int_0^1 d\theta_2 \psi(\theta_4)^{-2\alpha' k_4 p} \theta_4^{2\alpha' k_4 p} \hat{\theta}_2^{-\alpha'}(1 - \hat{\theta}_2)^{-\alpha'}
\]

\[
(\mathcal{P}(\theta_4) - \mathcal{P}(\theta_4)_C) \frac{(1 + \alpha')}{(1 - \hat{\theta}_2)^2} \left( \chi^2(\theta_4) - \chi^2(\theta_4)_C \right) \left( \frac{\alpha'(1 + \alpha')}{(1 - \hat{\theta}_2)^2} + \frac{(\alpha' s)^2}{\theta_2(1 - \hat{\theta}_2)} - \frac{\alpha'^2(s + t)^2}{(1 - \hat{\theta}_2)} \right)
\]  

(68)

We start with computing first the integral over \( \theta_4 \) for the \( \mathcal{P}(\theta_4) - \mathcal{P}(\theta_4)_C \) contribution:

\[
I_p = \int_0^\pi d\theta_4 \psi(\theta_4)^{-2\alpha' k_4 p} \left[ - \sum_{n=1}^{\infty} \frac{2 q^{2n}}{1 - q^{2n}} n \cos 2n\theta_4 \right] \theta_4^{2\alpha' k_4 p}
\]  

(69)

If we set \( p = 0 \) in the integrand we see that the integral is convergent and it is actually zero. However, we take the opportunity here to remind ourselves that we need to know the precisely way on how it goes to zero as a function of \( p \), since we have a factor of \( \mathcal{O}(p^{-1}) \) multiplying this quantity. Expanding the factor \( \theta_4^{2\alpha' k_4 p} \) in powers of \( p \) and using the small \( p \) expansion (27) in the integrand we have

\[
I_p = - \sum_{n=1}^{\infty} \frac{2 q^{2n}}{1 - q^{2n}} n \int_0^\pi d\theta_4 \psi(\theta_4)^{-2\alpha' k_4 p} \cos 2n\theta_4 \theta_4^{2\alpha' k_4 p}
\]

\[
= - \sum_{n=1}^{\infty} \frac{2 q^{2n}}{1 - q^{2n}} n \int_0^\pi d\theta [\sin \theta]^{-2\alpha' k_4 p} \left[ 1 + 2\alpha' k_4 \cdot p \ln \theta + \mathcal{O}(p^2) \right] \cos 2n\theta_4 \times
\]

\[
\left[ 1 - 2\alpha' k_4 \cdot p \sum_{n=1}^{\infty} \frac{1}{m} \frac{2 q^{2m}}{1 - q^{2m}} (1 - \cos 2m\theta) + \mathcal{O}(p^2) \right]
\]  

(70)

The \( \mathcal{O}(1) \) term in \( p \) can be analytically continued to \( p = 0 \) by integrating by parts as

\[
\int_0^\pi \sin^z \theta \cos 2n\theta = - \frac{z}{2n} \int_0^\pi [\sin \theta]^{z-1} \cos 2n\theta \sin 2n\theta
\]

\[
\approx - \frac{z}{2n} \int_0^\pi [\sin \theta]^{-1} \cos 2n\theta \sin 2n\theta \quad \text{as } z \approx 0, \text{ therefore}
\]

\[
\approx - \frac{z \pi}{2n}
\]

(71)

The rest of the terms already have an explicit factor of \( p \) in front, so we can simply put \( p = 0 \) in their integrands obtaining:

\[
I_p \approx - \sum_{n=1}^{\infty} \frac{2 q^{2n}}{1 - q^{2n}} \left[ \frac{\pi}{2n} 2\alpha' k_4 p + 2\alpha' k_4 p \int_0^\pi d\theta \cos 2n\theta \left[ \ln \theta - \sum_{m=1}^{\infty} \frac{1}{m} \frac{2 q^{2m}}{1 - q^{2m}} (1 - \cos 2m\theta) \right] \right]
\]

\[
- \alpha' k_4 \cdot p \sum_{n=1}^{\infty} \frac{2 q^{2n}}{1 - q^{2n}} n \left[ \frac{\pi}{2n} - \frac{\text{Si}(2\pi n)}{2n} + \sum_{m=1}^{\infty} \frac{1}{m} \frac{2 q^{2m}}{1 - q^{2m}} \frac{\pi}{2n} \right]
\]

\[
\approx 2\alpha' k_4 \cdot p \sum_{n=1}^{\infty} \frac{2 q^{2n}}{1 - q^{2n}} \left[ -\pi + \text{Si}(2\pi n) - \frac{2 q^{2n}}{1 - q^{2n}} \pi \right]
\]
The new term in the sum, \( \text{Si}(2\pi n) \), where \( \text{Si}(z) \equiv \int_0^z \sin(t)/t \, dt \) is the sine integral, makes the sum converge rather fast at fixed \( q \) so there is nothing potentially dangerous coming from this term. Hence, the small \( p \) behavior of the \( \mathcal{P}(\theta_4) - \mathcal{P}(\theta_4)_C \) contribution is

\[
= \frac{1}{8\alpha'k_4p} (1 + \alpha't) 2\alpha'k_4 \cdot p \sum_{n=1}^{\infty} \frac{q^{2n}}{1 - q^{2n}} \left[ -\pi + \text{Si}(2\pi n) - \frac{2q^{2n}}{1 - q^{2n}} \pi \right] \int_0^1 d\theta_2 \hat{\theta}_2^{-\alpha's}(1 - \hat{\theta}_2)^{-\alpha't-2}
= \frac{1}{4} (1 + \alpha't) \sum_{n=1}^{\infty} \frac{q^{2n}}{1 - q^{2n}} \left[ -\pi + \text{Si}(2\pi n) - \frac{2q^{2n}}{1 - q^{2n}} \pi \right] \frac{\Gamma(1 - \alpha's)\Gamma(-1 - \alpha't)}{\Gamma(-\alpha's - \alpha't)}
= \frac{\pi}{4} \sum_{n=1}^{\infty} \frac{q^{2n}}{1 - q^{2n}} \left[ 1 - \frac{\text{Si}(2\pi n)}{\pi} + \frac{2q^{2n}}{1 - q^{2n}} \right] \frac{\Gamma(1 - \alpha's)\Gamma(-\alpha't)}{\Gamma(-\alpha's - \alpha't)} \text{Tree}
\]

from where we see that this counterterm is also proportional to the tree amplitude.

Before going on and compute the integral over \( \theta_4 \) for the \( \chi(\theta_4)^2 - \chi(\theta_4)_C \), let us first calculate the integral over \( \hat{\theta}_2 \) that multiplies it. This is

\[
\int_0^1 d\hat{\theta}_2 \hat{\theta}_2^{-\alpha's}(1 - \hat{\theta}_2)^{-\alpha't} \left( \frac{\alpha't(1 + \alpha't)}{(1 - \hat{\theta}_2)^2} + \frac{(\alpha's)^2}{\hat{\theta}_2(1 - \hat{\theta}_2)} - \frac{\alpha'^2(s + t)^2}{(1 - \hat{\theta}_2)} \right)
= \alpha' \frac{\Gamma(1 - \alpha's)\Gamma(-\alpha't)}{\Gamma(-\alpha's - \alpha't)} [-t - s + s + t]
= 0
\]

Thus the integral over \( \theta_4 \) of the \( \langle H_1H_4 \rangle^\pm \) term in \( \langle 66 \rangle \) does not need to be computed since its factor in front vanishes identically! The immediate question is whether we would have obtained the same result if we had kept \( p \neq 0 \) when we performed the Wick contractions on \( \langle T \rangle \). The answer is yes, although it is not totally obvious since if this factor vanishes as \( \mathcal{O}(p) \), then we do have a non-vanishing contribution from this term due to the \( \mathcal{O}(p^{-1}) \) pole coming from the \( \theta_3 \) integration (see equation \( \langle 67 \rangle \)). Luckily, it is easy to show that the cancellation that occurs in \( \langle 73 \rangle \) is of order \( \mathcal{O}(p^2) \). This fact ensures that the fermionic part of logarithmic counterterms really vanishes after analytic continuation to \( p = 0 \). Had the expression in \( \langle 73 \rangle \) been \( \mathcal{O}(p) \) instead, the \( 1/p \) factor in \( \langle 67 \rangle \) would have rendered a nonzero contribution, which would have probably spoiled the use of the GNS regulator as an useful renormalization scheme.

We start by writing all the kinematical invariants in terms of the Mandelstam variables \( s \) and \( t \) when total momentum conservation is not satisfied, but instead we have \( \sum_i k_i = p \), this is

\[
2k_3 \cdot k_4 = -s + 2p(k_1 + k_2) + p^2
\]

\[
2k_2 \cdot k_4 = s + t - 2k_2 \cdot p
\]

with similar expressions for \( 2k_1 \cdot k_4 \) and \( 2k_1 \cdot k_3 \). Using \( \langle 66 \rangle \) we have that \( \langle 74 \rangle \), after some algebra becomes

\[
\alpha' \frac{\Gamma(1 - \alpha's)\Gamma(-\alpha't)}{\Gamma(-\alpha's - \alpha't)} \left[ \frac{2\alpha'k_4 \cdot p 2\alpha'k_2 \cdot p}{\alpha's + \alpha't} - \frac{\alpha'^2 2\alpha'k_2 \cdot p}{\alpha's + \alpha't} \right]
\]

which is indeed of order \( \mathcal{O}(p^2) \) as required.

After all these intermediate calculations, we can finally write the continuation of \( \langle 66 \rangle \) to \( p = 0 \), which is

\[
\propto \frac{\pi}{4} \sum_{n=1}^{\infty} \frac{q^{2n}}{1 - q^{2n}} \left[ 1 - \frac{\text{Si}(2\pi n)}{\pi} + \frac{2q^{2n}}{1 - q^{2n}} \right] \frac{\Gamma(1 - \alpha's)\Gamma(-\alpha't)}{\Gamma(-\alpha's - \alpha't)} \text{Tree}
\]

i.e.,
thus, its complete kinematic dependence is exactly the same as the tree amplitude. Therefore, this counterterm can also be absorbed into a (finite) coupling renormalization.

We are now ready to write the complete finite expression for the planar one-loop amplitude, where momentum conservation is exact. This reads

$$\int_0^\pi \prod_{i=2}^4 \Theta(\theta_{i+1} - \theta_i) d\theta_i \left[ \prod_{i<j} \psi(\theta_{ji})^{2\alpha_i k_i k_j} \langle T \rangle^{\pm} - \prod_{i<j} [\sin \theta_{ji}]^{2\alpha_i k_i k_j} \langle T \rangle^{\pm} - \sum_{k=1}^{\infty} B_k(\theta_i) \right]$$

(78)

The $B_k(\theta_i)$ counterterms are listed in appendix [3].

We close this section by pointing out that these divergences in the angular integration at fixed $q$ do not always occur when computing one-loop string amplitudes. Take for example the one-loop 4-gluon amplitude which is free of spurious divergences is

$$A_{\text{loop}} = 16\pi^3 g^4 K \int_0^1 \frac{dq}{q} \frac{d\nu_i}{\prod_{i=1}^{M-1} \theta(\nu_{i+1} - \nu_i) \prod_{i<j} (\sin \pi \nu_{ji} \prod_{n=1}^{\infty} \frac{1 - 2q^{2n} \cos 2\pi \nu_{ji} + q^{4n}}{(1 - q^{2n})^2})^{2\alpha_i k_i k_j}}$$

(79)

where $K = K(k_i, \epsilon_j)$ is the kinematical coefficient that depends on the external momenta $k_i$ and polarizations $\epsilon_i$ only and it can be found, for example, in [39].

For this expression, we can clearly see that there are no singular regions in the angular integrals as opposed to the amplitudes we studied above.

### 3 Renormalized $M$-gluon amplitude

Summarizing our results from the previous section, the complete renormalized expression for the one-loop 4-gluon amplitude which is free of spurious divergences is

$$\mathcal{M}_4^{\text{ren}} = \int_0^1 \frac{dq}{q} \left( \frac{\pi}{\ln q} \right)^{5-D/2} \left[ \Delta f(q) - \Delta C(q) - \Delta B(q) \right]$$

(80)

where

$$\Delta I = \int \prod_{k=2}^4 d\theta_k \prod_{i<j} \psi(\theta_{ji})^{2\alpha_i k_i k_j} \left( P_+ \langle T \rangle^+ - P_- \langle T \rangle^- \right)$$

(81)

$$\Delta C = (P_+ - P_-) \int \prod_{k=2}^4 d\theta_k \prod_{i<j} [\sin \theta_{ji}]^{2\alpha_i k_i k_j} \langle T \rangle_C^+$$

(82)

$$\Delta B = (P_+ - P_-) \sum_k \int \prod_{k=2}^4 d\theta_k B_k$$

(83)

with $P_\pm$ given in [15] and [16]. The counterterm integrands $B_k$ are given in appendix [3].

Also, in all of the expressions above, the GNS regulator $p = \sum_{i=1}^M p_i$ can be already removed, i.e., momentum conservation is exact at this stage meaning $p = 0$. This is precisely what we were after. In particular, with $p = 0$, we have

$$\prod_{i<j} \psi(\theta_{ji})^{2\alpha_i k_i k_j} = \left[ \frac{\psi(\theta_{43}) \psi(\theta_{21})}{\psi(\theta_{42}) \psi(\theta_{31})} \right]^{-\alpha's} \left[ \frac{\psi(\theta_{41}) \psi(\theta_{32})}{\psi(\theta_{42}) \psi(\theta_{31})} \right]^{-\alpha't}$$

(84)

The expression for $\Delta B$ is more cumbersome because it is the sum of four terms which correspond to the four different edges that contribute with logarithmic divergences in the $\theta$ integrals. We list them in the appendix in equations (19).
Notice that both $\Delta C$ and $\Delta B$ are directly proportional to $(P_+ - P_-)$, which is itself independent of the angular integrals since it only depends on the $q$ variable. This is a nice feature because it allows to see explicitly the cancellation of the open string tachyon in all these expressions through the GSO projection, i.e., the ‘abstruse identity’ in this case.

Note also that because of the form of these counter-term integrands, none of them are singular in the $\theta_4 \sim \pi$, $\theta_2 \sim \theta_3$ region which is the dominant region as $s \to -\infty$ with $t$ fixed. Thus, it was this reason why it was not necessary to deal with these divergences in [17] where the planar one-loop correction to the leading Regge trajectory was obtained. The fact that they are also non-singular in the remaining edge, namely $\theta_2 \sim 0$, $\theta_3 \sim \theta_4$ suggests that they do not contribute either to the regime where $t$ is large and $s$ is held fixed.

Inspecting equations (80) through (83), it is natural to conjecture that this structure will remain valid for an arbitrary number of external gluons. The analytic continuation to $p = 0$ of the $\Delta C$ counterterm was proven that it successfully cancels the leading divergences for the scattering of an arbitrary number of external tachyons in [34]. It is thus plausible to believe that, since it worked for the 2, 3 and 4 gluon amplitudes, it will continue to do so for an arbitrary number of external gluons. It would be interesting to show this explicitly for the 5-point case.

As mentioned in the introduction, the expression that contains all the relevant information in the high energy regime in terms of the external momenta, is the factor

$$\prod_{i<j} \psi(\theta_{ji})^{2\alpha'k_i.k_j} = \left[ \frac{\psi(\theta_{32}) \psi(\theta_2)}{\psi(\theta_{12}) \psi(\theta_3)} \right]^{-\alpha's} \left[ \frac{\psi(\theta_4) \psi(\theta_{32})}{\psi(\theta_{12}) \psi(\theta_3)} \right]^{-\alpha't}$$

(85)

It will be convenient to write this as

$$\prod_{i<j} \psi(\theta_{ji})^{2\alpha'k_i.k_j} = e^{-\alpha's(V_s - \lambda V_t)} = e^{\alpha'|s|V_\lambda}$$

(86)

where $\lambda \equiv -t/s$, and $V_\lambda \equiv V_s - \lambda V_t$ with

$$V_s \equiv \ln \frac{\psi(\theta_{32}) \psi(\theta_2)}{\psi(\theta_{12}) \psi(\theta_3)}$$

$$V_t \equiv \ln \frac{\psi(\theta_4) \psi(\theta_{32})}{\psi(\theta_{12}) \psi(\theta_3)}$$

(87)

Thus, the hard scattering limit $s \to -\infty$ with $\lambda \equiv -t/s$ held fixed corresponds to the regions where $V_\lambda$ is maximized.

4 The tensionless limit

Note that since all the Mandelstam variables in the string amplitude come multiplied with a factor of $\alpha'$, the tensionless limit ($\alpha' \to \infty$) with $s$ and $t$ held fixed is exactly equivalent to the hard scattering limit (high energy at fixed angle), namely, $s, t \gg \alpha'^{-1}$ with the ratio $s/t$ held fixed.

Recall that the amplitude above has physical resonances in both the $s$ and $t$ channels, i.e., the integral representation has open-string poles whenever $\alpha's = 0, 1, 2, \ldots$ [and also when

13For an evaluation for the 3-point case, see reference [15].
$\alpha t = 0, 1, 2, \ldots$. Thus, in order to avoid these poles for computing the high energy limit, we take $\alpha'$s and $\alpha t$ both to $\to -\infty$. Note that a similar situation also appears at tree level string scattering. For example, if we take the hard scattering limit in the Veneziano amplitude

$$A(s, t) = \frac{\Gamma(-\alpha' s - \alpha' t - 2)}{\Gamma(-\alpha' s - \alpha' t - 2)},$$

we would also ‘hit’ all the poles at $\alpha' s = n$ and $\alpha' t = n$ for large values of the positive integer $n$ as we take $\alpha'$s and $\alpha' t$ to infinity. Note also that, although the usual integral representation of the Veneziano amplitude

$$A(s, t) = \int_0^1 x^{-\alpha' s - 2}(1 - x)^{-\alpha' t - 2}$$

only converges for $\text{Re}(\alpha') < -1$ (and $\text{Re}(\alpha t) < -1$), the hard scattering limit obtained by evaluating this integral for $\alpha' s \to -\infty$ with $\lambda$ fixed gives the same answer as the one computed from [SS] which defines the analytic continuation of (89) to the full complex plane.

### 4.1 Hard scattering limit through one loop

We now focus on the hard scattering limit of the 4-gluon amplitude for type 0 strings. We start by writing the fully renormalized amplitude for NS$^+$ spin structure, $\mathcal{M}_{4}$. This reads

$$\mathcal{M}_{4} = 2 \left( \frac{1}{8 \pi \alpha'} \right)^D / 2 \int_0^1 dq \left( -\pi \right)^{(10-D)/2} \mathcal{P}^+(q) \int \prod_{k=2}^4 dB_k \left[ e^{-\alpha' s V_{\lambda}} \langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle^+ + e^{-\alpha' t V_{\lambda}} \langle \hat{C}_I \hat{C}_J \hat{C}_K \hat{C}_4 \rangle - B^+ \right]$$

where $V_{\lambda}$ is by definition $V_{\lambda}$ in equation (87) with all the Jacobi theta functions evaluated at $q = 0$, i.e.

$$V_{\lambda} = \ln \left[ \frac{\sin \theta_{43} \sin \theta_2}{\sin \theta_{42} \sin \theta_3} \right] - \lambda \ln \left[ \frac{\sin \theta_{41} \sin \theta_{32}}{\sin \theta_{42} \sin \theta_3} \right]$$

The counterterm $B^+$ is the sum of the + terms in (194) (appendix 3).

The $s \to -\infty$ limit with $\lambda$ fixed can now be extracted by finding the regions where $V_{\lambda} \equiv V_s - \lambda V_t$ is a maximum and integrating $V_{\lambda}$ around these dominant regions. As it was first observed by Gross and Manes for the open superstring in flat space [27], all the dominant critical points for the one-loop planar amplitude lie on the boundary of the integration region. Since the exponential dependence on the external momenta in the type 0 model is the same as for the superstring, this also holds true here. Thus, we will study all possible boundary regions that produce a contribution which are not exponentially suppressed. We will see that there are many regions that are not exponentially suppressed, therefore, we need to compare all the relevant contributions and extract the leading one that dominates at high energies.

An important point is that $V_{\lambda} \leq 0$ throughout the entire integration region $0 < q < 1$, $0 < \theta_2 < \theta_3 < \theta_4 < \pi$. Therefore, the dominant regions as $|s| \to \infty$ at fixed $\lambda$ (hard scattering) are the ones where $V_{\lambda} \sim 0$. Although we do not provide an analytic proof here that $V_{\lambda} \leq 0$ everywhere, we have strong numerical evidence that this is indeed the case.

In order to study the dominant regions better, we note that

$$\ln \psi(\theta) = \ln \sin \theta + 2 \sum_{n=1}^{\infty} \frac{1}{n} \frac{q^{2n}}{1 - q^{2n}}(1 - \cos 2n\theta)$$
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From (93) we immediately recognize that, at

\[ x = 0, \lambda = \ln(1 - x) + 2 \sum_{n=1}^{\infty} \frac{1}{n} \frac{q^{2n}}{1 - q^{2n}} (S_n - \lambda T_n) \]

(93)

where

\[ S_n = 2 \cos n(\theta_2 - \theta_{43}) \left[ \cos n(\theta_{42} + \theta_3) - \cos n(\theta_2 + \theta_{43}) \right] \]

\[ T_n = 2 \cos n(\theta_{42} + \theta_3) \left[ \cos n(\theta_2 - \theta_{43}) - \cos n(\theta_2 + \theta_{43}) \right] \]

(94)

From (93) we immediately recognize that, at \( q = 0 \), one recovers the tree level factor, namely

\[ \int_0^1 dx \, e^{-\alpha's} V_\lambda = \int_0^1 dx \, e^{-\alpha's} \ln(1 - x - \lambda \ln(1 - x)) = \int_0^1 dx \, x^{-\alpha's} (1 - x)^{-\alpha't} = \frac{\Gamma(1 - \alpha's) \Gamma(1 - \alpha't)}{\Gamma(2 - \alpha's - \alpha't)} \]

(95)

Because of this fact, and motivated by the analysis in [34], the integrals are more easily analyzed by going to the following variables:\(^{14}\)

\[ r(\theta_3) = \frac{\sin \theta_{43}}{\sin \theta_3}, \quad x(\theta_2) = \frac{\sin \theta_{43} \sin \theta_2}{\sin \theta_{42} \sin \theta_3} \]

(96)

The variable \( x \) allows us to see that \( \prod_{i<j} \psi(\theta_{ji})^{2\alpha'k_i k_j} \) has a critical point of the second kind at the boundary surface \( q = 0 \) and along the plane defined by

\[ \sin \theta_{43} \sin \theta_2 = \frac{1}{1 - \lambda} \equiv x_c \]

(97)

since

\[ \left. \frac{\partial V_\lambda}{\partial \theta_i} \right|_{q=0, x=x_c} = \left. \frac{\partial x}{\partial \theta_i} \frac{\partial V_\lambda}{\partial x} \right|_{q=0, x=x_c} = 0 \quad i = 2, 3, 4. \]

(98)

which is obtained from

\[ \left. \frac{\partial V_\lambda}{\partial x} \right|_{x=x_c, q=0} = \left[ \frac{1}{x} + \frac{\lambda}{1 - x} + 2 \sum_{m=1}^{\infty} \frac{1}{m} \frac{q^{2m}}{1 - q^{2m}} \left( \frac{\partial S_m}{\partial x} - \lambda \frac{\partial T_m}{\partial x} \right) \right] \]

\[ = 2 \sum_{m=1}^{\infty} \frac{1}{m} \frac{q^{2m}}{1 - q^{2m}} \left( \frac{\partial S_n}{\partial \theta_i} \frac{\partial \theta_i}{\partial x} - \lambda \frac{\partial T_n}{\partial \theta_i} \frac{\partial \theta_i}{\partial x} \right) \]

\[ = 0 \]

(99)

From equations (93) and (97) we see that we have found a stationary point at \( q = 0 \) since as \( q \to 0 \) the function \( V_\lambda \) becomes independent of \( q \). Expanding \( V_\lambda \) about \( (x, q) = (x_c, 0) \) gives

\[ V_\lambda(x, q) \simeq -\lambda \ln(-\lambda) - (1 - \lambda) \ln(1 - \lambda) + \frac{(1 - \lambda)^3}{2\lambda} (x - x_c)^2 + 2q^2 (S_1 - \lambda T_1) \]

(100)

\(^{14}\)This change of variables was first used by Neveu and Scherk [34] when they were studying the one-loop planar amplitude for “mesons” in the original dual resonance models. This allowed them to prove that the leading divergence at one-loop was proportional to the Born term (tree amplitude), thus providing evidence of renormalizability in those models. Since the counterterm used in [34] arises from the divergence at \( q \to 0 \), and proved to be proportional to the tree amplitude, it was very likely that these set of variables was also useful in our calculations for the type 0 string.
Thus, as $s \to -\infty$ the integral over $q$ is dominated by the region $q \sim 0$ provided that $S_n - \lambda T_n$ is not too close to zero. Since the expression $(S_n - \lambda T_n)$ depends on the angular variables $\theta_i$ which are integrated over the range $0 < \theta_i < \pi$, this factor could get arbitrarily close to zero in certain regions, even for large $|s|$. Then, the small $q$ approximation ceases to be valid and one has to integrate over the whole range $0 < q < 1$ in order to obtain the correct leading behavior. We will study these regions separately and show that they produce subleading behavior, so we can simply avoid those regions for now.

The first two terms in (100) are independent of the integration variables $\theta_k$ and $q$, so we can take them out of the integrals as

$$e^{-\alpha' s V_\lambda} \approx e^{-\alpha' |s| f(\lambda)} e^{-\alpha' s \frac{(1 - \lambda)^3}{2\lambda} (x - c_\lambda^2) + 2q^2 (S_1 - \lambda T_1)} \quad (101)$$

Since $\lambda < 0$, the term inside the square brackets of the first exponential is positive definite giving the overall exponential suppression $\exp\{-\alpha' |s| f(\lambda)\}$ where $f(\lambda) = \lambda \ln(-\lambda) + (1 - \lambda) \ln(1 - \lambda)$ for the amplitude as $\alpha' \to -\infty$. This is the well known exponential falloff characteristic of stringy amplitudes in the hard scattering limit. Moreover, it is identical to the tree level behavior. The reason is that, as $q \to 0$, the hole of the annulus shrinks to a point thus making it indistinguishable from the disk amplitude. We now re-write (101) as

$$e^{-\alpha' s V_\lambda} \approx e^{-\alpha' |s| f(\lambda)} e^{-\alpha' s \frac{(1 - \lambda)^3}{2\lambda} (x - c_\lambda^2) + 2q^2 (S_1 - \lambda T_1)} \quad (102)$$

where

$$f(\lambda) \equiv \lambda \ln(-\lambda) + (1 - \lambda) \ln(1 - \lambda) \quad (103)$$

$$S_1 - \lambda T_1 = 2(\sin^2 \theta_2 + \sin^2 \theta_{33}) - 2\lambda (\sin^2 \theta_4 + \sin^2 \theta_{32}) - 2(1 - \lambda) (\sin^2 \theta_{42} + \sin^2 \theta_3) \quad (104)$$

It is also important to stress that, at leading order, the combination $S_1 - \lambda T_1$ must be evaluated at the value where the cross ratio $x$ extremizes $V_\lambda$ i.e.: $x = x_c = \frac{\lambda}{s + t} = (1 - \lambda)^{-1}$. Therefore, we can simplify (104) using (92) with the replacement

$$\lambda \to -\frac{\sin \theta_4 \sin \theta_{32}}{\sin \theta_{33} \sin \theta_2} \quad (105)$$

which yields

$$(S_1 - \lambda T_1)_{x=x_c} = -8 \sin \theta_{32} \sin \theta_3 \sin \theta_{42} \sin \theta_4$$

(106)

From the fact that for the planar amplitude the $\theta_i$ variables are ordered, i.e. $0 \leq \theta_2 \leq \theta_3 \leq \theta_4 \leq \pi$, we see that $(S_1 - \lambda T_1)_{x=x_c}$ is a negative number. We have mentioned earlier that we only have numerical evidence that $V_\lambda$ negative-definite in the integration region. However, from (106) and (100) we see analytically that this is true at least along the surface $x = \frac{\sin \theta_2 \sin \theta_{33}}{\sin \theta_{32} \sin \theta_4} = x_c$ which will dominate at the end. After writing the integrals in the new set of variables given in (90) we can make this more explicit as we will show next.

Now we go ahead and estimate the leading behavior of (90) that comes from the $x \sim x_c$, $q \sim 0$ saddle point. We re-write (90) here for convenience,

$$\mathcal{M}_{4,\text{ren}}^+ = 2 \left( \frac{1}{8\pi \alpha'} \right)^{D/2} \int_0^1 dq \left( \frac{-\pi}{\ln q} \right)^{(10-D)/2} P_+(q) \times \int \prod_{k=2}^4 d\theta_k \left[ e^{-\alpha' s V_\lambda} (\hat{P}_i \hat{P}_j \hat{P}_k \hat{P}_l) + e^{-\alpha' s V_\lambda} (\hat{C}_i \hat{C}_j \hat{C}_k \hat{C}_l) - B^+ \right]$$

(107)
The approximations for the exponentials inside the square brackets near the critical surface are given in (102). From there, we also see that the integration over \( x \) is well approximated by a gaussian in the \( \alpha' s \to -\infty \) limit. The integration over \( q \) is dominated by the end-point \( q = 0 \) which demands that we expand the rest of the integrand as a power series in \( q \). As we will see below, we need to expand the integrand beyond leading order in \( q \) in order to extract the correct leading behavior. The expansions we need are:

\[
P_+ = q^{-1}(1 - w^{1/2})^{10-D-S}(1 + 8q + \mathcal{O}(q^2)) \quad (108)
\]

\[
\langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle^+ = a_0 + a_1 q + \mathcal{O}(q^2) \quad (109)
\]

\[
B^+(q) = b_1 q + \mathcal{O}(q^2) \quad (110)
\]

where \( a_0 = \langle \hat{C}_1 \hat{C}_2 \hat{C}_3 \hat{C}_4 \rangle \), which, in terms of the original \( \theta_k \) variables is given by

\[
16a_0 = \csc^2 \theta_{32} \csc^2 \theta_4(1 + \alpha')^2 + \csc \theta_4 \csc \theta_{32} [(\alpha')^2 \csc \theta_2 \csc \theta_{43} - (\alpha' w)^2 \csc \theta_3 \csc \theta_{42}] \quad (111)
\]

and with a similar (but more cumbersome) expression for \( a_1 \). With these expansions, and integrating over the new variables \( (\theta, r, x) \) we have

\[
\mathcal{M}_{4,\text{ren}} \simeq 2 \left( \frac{1}{8\pi \alpha'} \right)^{D/2} \pi^{20-2D-2S} e^{-\alpha' s j(\lambda)} \int_R d\theta dr dx |J| e^{-2\alpha' s (1-\lambda)^2 (x-x_c)^2} \\
\int_0^\epsilon dq \left( \frac{-1}{\ln q} \right)^\gamma \left[ a_0 (e^{-2\alpha' s q^2 (S_n - \lambda T_n)} - 1) + q(a_1 + 8a_0) e^{-2\alpha' s q^2 (S_n - \lambda T_n)} + b_1 q + \cdots \right] \quad (112)
\]

where \( \gamma \equiv 15 - 3D/2 - S \) and \(|J|\) is the Jacobian for the transformation \( d\theta_3 d\theta_2 = |J| dr dx \) which reads

\[
|J| = x^{-2} r [\sin \theta_4]^2 (r^2 + 2r \cos \theta_4 + 1)^{-1} \left( \frac{r^2}{x^2} + \frac{2r}{x} \cos \theta_4 + 1 \right)^{-1} \quad (113)
\]

The integration region \( R \) in (112) is \( 0 < \theta < \pi, 0 < r < \infty, 0 < x < 1 \) but avoiding the places where \( S_n - \lambda T_n \) gets arbitrarily close to zero for all \( \lambda \). By inspection, these regions correspond to the four vertices and four of the six edges in figure (2). We already mentioned that they correspond to tadpole diagrams and to loop insertions in external legs, which are also boundary regions of the moduli we are integrating over. According to the discussion in [27], we should also study these regions and extract their contributions. We shall do this at the end of this section and show that they produce subleading contributions in the hard scattering limit, thus, they can be neglected. Note also that the \( B^+ \) counterterm in (107) is not being multiplied by an exponential factor with dependence in \( q \) as is the case for \( \langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle^+ \). This implies that in the large \( \alpha' / s \) limit it is exponentially suppressed so we can neglect it\(^{15}\). Thus, in order to extract the leading contributions from the boundary region defined by \( q = 0 \), we now need to estimate the integrals

\[
I_1 = \int_0^\epsilon dq \left( \frac{-1}{\ln q} \right)^\gamma (e^{-\beta q^2} - 1) \quad (114)
\]

\[
I_2 = \int_0^\epsilon dq \left( \frac{-1}{\ln q} \right)^\gamma e^{-\beta q^2} \quad (115)
\]

\(^{15}\text{This is also true for the } \langle \hat{C}_1 \hat{C}_2 \hat{C}_3 \hat{C}_4 \rangle^+ \text{ term in (107), but we need to keep this term to ensure convergence of the integral at } q = 0\)
as $\beta \to \infty$ limit. Note that the $-1$ term inside the parentheses in $I_1$ is a result of the inclusion of the Neveu-Scherk counterterm. After the change $y = \beta q^2$, for $I_1$ we have

$$I_1 = \frac{1}{2} \beta^{1/2} \left( \frac{2}{\ln \beta} \right)^{\gamma} \int_0^{\beta q^2} dy \, y^{-3/2}(e^y - 1) \left( 1 - \frac{\ln y}{\ln \beta} \right)^{-p}$$

$$\simeq \frac{1}{2} \beta^{1/2} \left( \frac{2}{\ln \beta} \right)^{\gamma} \int_0^{\beta q^2} dy \, y^{-3/2}(e^y - 1) \simeq -\sqrt{\pi} \left( \frac{2}{\ln \beta} \right)^{\gamma}$$

(116)

which is the leading term of $I_1$ as an expansion in powers of $(\ln \beta)^{-1}$. Similarly for $I_2$, we make the change $u = -\ln q$ yielding

$$I_2 = \int_{-\ln \epsilon}^{\infty} du \, (\ln \beta)^{1-\gamma} \int_{-\ln \epsilon/\ln \beta}^{\infty} d\xi \, \xi^{-\gamma} \exp[-2\xi] \exp[-(1 - 2\xi) \ln \beta]$$

(117)

As $\beta \to \infty$ we see that the exponential factor $\exp[-(1 - 2\xi) \ln \beta]$ effectively cuts the integration range to $1/2 < \xi < \infty$ therefore, for small but fixed $\epsilon$ we have

$$I_2 \simeq (\ln \beta)^{1-\gamma} \int_{1/2}^{\infty} d\xi \, \xi^{-\gamma} = \frac{1}{\gamma - 1} \left( \frac{2}{\ln \beta} \right)^{\gamma-1}$$

(118)

With these approximations for the $q$ integration, the amplitude in (112) now becomes

$$\mathcal{M}_{4,\text{ren}}^+ \simeq 2 \left( \frac{1}{8\pi \alpha'} \right)^{D/2} \pi^{20-2D-2S} e^{-\alpha' |s| f(\lambda)} \int_R d\theta \, dr \, dx \, e^{-\alpha' \left( \frac{1-\lambda}{\alpha'} \right)^3 (x-x_c)^2} |J|$$

$$\left[ -\sqrt{2\pi \alpha'} \left( \frac{2}{\ln \alpha' |s|} \right)^{\gamma} (S_1 - \lambda T_1)^{1/2} a_0 + \frac{1}{p - 1} \left( \frac{2}{\ln \alpha' |s|} \right)^{\gamma-1} (a_1 + 8a_0) \right]$$

As mentioned above, the $x$ integral is very well approximated by a gaussian in the $\alpha'$s $\to -\infty$ limit. Thus, at leading order, we have

$$\int_0^1 dx \, e^{-\alpha' \left( \frac{1-\lambda}{\alpha'} \right)^3 (x-x_c)^2} h(x) \simeq h(x_c) \int_{-\infty}^{\infty} dx \, e^{-\alpha' \left( \frac{1-\lambda}{\alpha'} \right)^3 (x-x_c)^2}$$

$$\simeq h(x_c) \sqrt{\frac{2\pi \lambda}{\alpha' s(1 - \lambda)^3}}$$

(119)

where $h(x)$ simply tracks the complete dependence on the original $\theta_k$ variables of the rest of the integrand in (117). Therefore, we now have

$$\mathcal{M}_{4,\text{ren}}^+ \simeq 2 \left( \frac{1}{8\pi \alpha'} \right)^{D/2} \pi^{20-2D-2S} e^{-\alpha' |s| f(\lambda)} \sqrt{\frac{2\pi \lambda}{\alpha' s(1 - \lambda)^3}} \times$$

$$\left[ -\sqrt{2\pi \alpha'} \left( \frac{2}{\ln \alpha' |s|} \right)^{\gamma} \int_R d\theta \, dr |J| (S_1 - \lambda T_1)^{1/2} a_0 \right.$$

$$+ \left. \frac{1}{\gamma - 1} \left( \frac{2}{\ln \alpha' |s|} \right)^{\gamma-1} \int_0^\pi d\theta \int_0^\infty dr \, |J| (a_1 + 8a_0) \right]$$

(120)

The integrals over $r$ and $\theta$ can not be evaluated in closed form, but we can simplify the expression above a bit further by inspecting the leading terms in the large $\alpha'$s limit with $\lambda = -t/s$ held.
fixed. We first notice that both functions \(a_0\) and \(a_1\) contain \((\alpha's)^2\) terms, therefore it would seem that the first of the integrals in (107) would dominate in the large \(\alpha's\) limit. This is, however, not true. From (119) we see that the integrands in (107) need to be evaluated at \(x = \frac{\sin \theta_c \sin \theta_0}{\sin \theta \sin \theta_0} = x_c = (1-\lambda)^{-1}\). The full expression for the factor \(|J|a_0\) in terms of the new variables \(\theta, r, x\) that enters in both integrands is given by

\[
16|J|a_0 = r^{-1}[\sin \theta]^2 x^{-2} \left[ (1 + \alpha't)^2 \frac{x^2}{(1-x)^2} + (\alpha's)^2 \frac{x}{1-x} - \alpha^2(s+t)^2 \frac{x^2}{1-x} \right] \quad (121)
\]

From here, we can readily see that the coefficient of \((\alpha's)^2\) inside the square brackets above is

\[
\frac{x}{(1-x)^2} (1-x(1-\lambda))^2
\]

which vanishes precisely at the value \(x = x_c = (1-\lambda)^{-1}\). Therefore, \(a_0\) really contributes linearly in \(s\) in the hard scattering limit, not quadratically. On the other hand, the factor \(|J|a_1\) which enters in the second integral in (107), when evaluated at \(x = x_c\), becomes

\[
|J|a_1 = x^{-2} (r^2 + 2r \cos \theta + 1)^{-1} \left[ \left( \frac{r^2}{x^2} + \frac{2r}{x} \cos \theta + 1 \right)^{-1} \left( (\alpha's)^2 (1-\lambda) r \sin^2 \theta + \frac{\alpha's}{2r\lambda} g(r, \theta) \right) \right] \quad (123)
\]

where

\[
g(r, \theta) \equiv 1 + 2r^2 (2 - 2\lambda + \lambda^2) + r^4 (1 - 2\lambda) + 2r(2(1-\lambda)(1 + r^2 - \lambda r^2) \cos \theta + r^2(1-\lambda) \cos 2\theta \quad (124)
\]

thus, the contribution from \(a_1\) does goes as \(a_1 \sim (-\alpha's)^2\) in the hard scattering limit and dominates over the one from \(a_0\). Therefore, the leading behavior of the renormalized \(\mathcal{M}_{4,\text{ren}}^+\) amplitude is

\[
\mathcal{M}_{4,\text{ren}}^+ \simeq 2 \left( \frac{1}{8\pi \alpha'} \right)^{D/2} \frac{\pi^{20-2D-2S}}{\gamma-1} e^{-\alpha'|s|f(\lambda)} \left( \frac{2\pi \lambda}{2\pi \lambda |s|} \right)^{\gamma-1} \int_0^\pi d\theta \int_0^\infty dr \ |J|a_1
\]

\[
\simeq 2 \left( \frac{1}{8\pi \alpha'} \right)^{D/2} \frac{\pi^{20-2D-2S}}{\gamma-1} e^{-\alpha'|s|f(\lambda)} \left( \frac{2\pi \lambda}{2\pi \lambda |s|} \right)^{\gamma-1} (1-\lambda)^{3/2} (-\alpha's)^{3/2} F(\lambda) \quad (125)
\]

where

\[
F(\lambda) \equiv \int_0^\pi d\theta \int_0^\infty dr \ r \sin^2 \theta (r^2 + 2r \cos \theta + 1)^{-1} \left( r^2(1-\lambda)^2 + 2r(1-\lambda) \cos \theta + 1 \right) \quad (126)
\]

We can now write a more succinct expression for the final behavior of the renormalized \(\mathcal{M}^+\) part of amplitude in the hard scattering limit as

\[
\mathcal{M}_{4,\text{ren}}^+ \simeq G(\lambda) e^{-\alpha'|s|f(\lambda)} \left( \frac{1}{\ln |\alpha'| s|} \right)^{\gamma-1} (-\alpha's)^{3/2} \quad (127)
\]

with

\[
G(\lambda) \equiv 2 \left( \frac{1}{8\pi \alpha'} \right)^{D/2} \frac{2\gamma-1 \pi^{20-2D-2S}}{\gamma-1} (-2\pi \lambda)^{1/2} (1-\lambda)^{3/2} F(\lambda) \quad (128)
\]

28
Note that, since in the hard scattering limit both $s$ and $t$ are large compared to $\alpha^{-1}$, we have
\[ \ln(-\alpha's) = \ln(-\alpha't) \left( 1 + \mathcal{O}\left(\frac{1}{\ln(-\alpha't)}\right) \right), \]
thus at leading order we can write (127) also as
\[ \mathcal{M}_{\text{ren}}^+ \simeq G(\lambda)e^{-\alpha'|s|f(\lambda)} \left( \frac{1}{\ln\alpha'|t|} \right)^{\gamma-1} (-\alpha's)^{3/2} \] (129)
This form will be useful when we compare these results with the Regge behavior of the amplitude which is done in section 14.3.

We now repeat the analysis of the $q \sim 0$ region for the NS– spin structure, i.e., the $\mathcal{M}^-$ part of the amplitude. This one reads
\[ \mathcal{M}_{\text{ren}}^- = 2 \left( \frac{1}{8\pi\alpha'} \right)^{D/2} \int_0^{1} \frac{dq}{q} \left( \frac{-\pi}{\ln q} \right)^{(10-D)/2} P_-(q) \]
\[ \times \int_2^4 d\theta_k \left[ e^{-\alpha's\lambda_2} \langle \hat{\mathcal{P}}_1 \hat{\mathcal{P}}_2 \hat{\mathcal{P}}_3 \hat{\mathcal{P}}_4 \rangle - e^{-\alpha's\lambda_3} \langle \hat{\mathcal{C}}_1 \hat{\mathcal{C}}_2 \hat{\mathcal{C}}_3 \hat{\mathcal{C}}_4 \rangle - B \right] \] (130)
From here we see that the only differences with respect to the $\mathcal{M}^+$ case lie on the partition function $P_-(q)$ and the correlator $\langle \hat{\mathcal{P}}_1 \hat{\mathcal{P}}_2 \hat{\mathcal{P}}_3 \hat{\mathcal{P}}_4 \rangle$. The exponential factors are the same as before. From equations (20) and (22) we have
\[ P_-(q) = 2^4 + \mathcal{O}(q^2) \] (131)
\[ \langle \hat{\mathcal{P}}_1 \hat{\mathcal{P}}_2 \hat{\mathcal{P}}_3 \hat{\mathcal{P}}_4 \rangle = \langle \hat{\mathcal{P}}_1 \hat{\mathcal{P}}_2 \hat{\mathcal{P}}_3 \hat{\mathcal{P}}_4 \rangle_{q=0} + \mathcal{O}(q^2) \] (132)
Expanding about the critical surface $(x, q) = (x_c, 0)$ again, the amplitude [130] becomes
\[ \mathcal{M}_{\text{ren}}^- \simeq 2 \left( \frac{1}{8\pi\alpha'} \right)^{D/2} e^{-\alpha'|s|f(\lambda)q^2} \int_2^4 d\theta_k e^{-\alpha'(1-\lambda^3)/2\ln(q-x_c)^2} \int_0^{\pi} dq \frac{-\pi}{\ln q}^{(10-D)/2} \]
\[ \times \left[ e^{-2\alpha's^2(S_1-\lambda T_1)} \langle \hat{\mathcal{P}}_1 \hat{\mathcal{P}}_2 \hat{\mathcal{P}}_3 \hat{\mathcal{P}}_4 \rangle_{q=0} - \langle \hat{\mathcal{C}}_1 \hat{\mathcal{C}}_2 \hat{\mathcal{C}}_3 \hat{\mathcal{C}}_4 \rangle + e^{-2\alpha's^2q^2(S_1-\lambda T_1)} + \mathcal{O}(q^2) \right] \] (133)
We again recall that the integral over the $\theta_k$ variables is dominated by the two dimensional surface
\[ x = \frac{\sin\theta_{43}\sin\theta_2}{\sin\theta_{42}\sin\theta_3} = (1 - \lambda)^{-1} = x_c. \] (134)
The integral over the cross ratio $x$ then becomes a gaussian which, at leading order, demands that we evaluate the expression inside the square brackets above at $\frac{\sin\theta_{43}\sin\theta_2}{\sin\theta_{42}\sin\theta_3} = (1 - \lambda)^{-1}$. It will be again convenient to separate the $s^2$ part of $\langle \hat{\mathcal{P}}_1 \hat{\mathcal{P}}_2 \hat{\mathcal{P}}_3 \hat{\mathcal{P}}_4 \rangle_{q=0}$ as
\[ \langle \hat{\mathcal{P}}_1 \hat{\mathcal{P}}_2 \hat{\mathcal{P}}_3 \hat{\mathcal{P}}_4 \rangle_{q=0} = As^2 + Bs + C \] (135)
and, from equations (20) and (22), we obtain
\[ A \equiv \frac{1}{16} \cot\theta_4 \cot\theta_{32} \left[ \lambda^2 \cot\theta_4 \cot\theta_{32} - \cot\theta_2 \cot\theta_{43} - (1 - \lambda)^2 \cot\theta_3 \cot\theta_{42} \right] \] (136)
Evaluating this expression on the critical surface implies that we make the replacement $\lambda = -\frac{\sin\theta_4\sin\theta_{32}}{\sin\theta_{43}\sin\theta_2}$. Remarkably, one can see that $A$ vanishes in this case, yielding
\[ \langle \hat{\mathcal{P}}_1 \hat{\mathcal{P}}_2 \hat{\mathcal{P}}_3 \hat{\mathcal{P}}_4 \rangle_{q=0} \rightarrow Bs + C \] (137)
on the critical surface. The coefficient of $s^2$ of the counterterm $\langle \hat{C}_1 \hat{C}_2 \hat{C}_3 \hat{C}_4 \rangle$ also vanishes on this surface as derived in equations (121) and (122). Given these facts, we can now estimate the contributions from the rest of the terms in (133) as follows. The integration over the first term inside the square brackets in (133) has the same form as (115), thus together with the $s$ factor coming from the correlator (137) it behaves as $s(\log \alpha'|s|)^{D/2 - 4}$. Due to the lack of the exponential factor in front it, the contribution from the counterterm $\langle \hat{C}_1 \hat{C}_2 \hat{C}_3 \hat{C}_4 \rangle$ is exponentially suppressed. This was expected here since this counterterm is not necessary to make the behavior of the $\mathcal{M}^-$ amplitude convergent near the $q = 0$ region. We can also estimate the contribution from all the rest of terms in the expansion in powers of $q$ by recalling that the exponential factor $\exp(-2\alpha's^2(S_1 - \lambda T_1))$ in (133) cuts off the effective range of the $q$ integral to $\epsilon \sim s^{-1/2}$. Thus, since we have an expansion in even powers of $q$, the integral will produce a contribution $\sim s^{-1/2} \times (s^{-1/2})^{2n-1}(\log \alpha'|s|)^{D/2-4} = s^{-n}(\log \alpha'|s|)^{D/2-4}$ with $n \geq 1$. The maximum power of $s$ that could come from the correlator $\langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle$ is $s^2$. Thus, even if there are no cancellations of these terms on the critical surface, the leading behavior coming from $\mathcal{O}(q^2)$ terms in (133) is $s(\log \alpha'|s|)^{D/2-4}$. Finally, from (119), we already know that the integral over the cross ratio $x$ produces an overall factor of $s^{-1/2}$. Thus, putting everything together, we have that the leading behavior of $\mathcal{M}^-_{1, \text{ren}} - C_4$ is

$$ \mathcal{M}^-_{1, \text{ren}} \sim e^{-\alpha'|s|f(\lambda)} \left( \frac{1}{\log \alpha'|s|} \right)^{D/2 - 4} (-\alpha's)^{1/2} \tag{138} $$

which is definitely subleading with respect to $\mathcal{M}^+_{1, \text{ren}}$ in (127).

We now turn to the study of the contributions from other regions that we have not analyzed yet. As mentioned before, the asymptotic behavior is governed by critical points of the second kind, i.e., the boundary regions of the integrated moduli. Thus, we also need to examine the region where $q \to 1$. To this end it is convenient to perform the Jacobi imaginary transformation $q = \exp(2\pi^2/\ln w)$, which maps the $q \sim 1$ region to $w \sim 0$. Using the corresponding transformations on the $\theta_1(\nu|\tau)$ function, we have

$$ \theta_1 \left( \frac{i \theta \ln w}{2\pi}, \sqrt{w} \right) = -i \left( \frac{-2\pi}{\ln w} \right)^{1/2} \exp \left\{ \frac{-\theta^2 \ln w}{2\pi^2} \right\} \theta_1(\theta, q) \tag{139} $$

$$ \theta_1'(0, \sqrt{w}) = \left( \frac{-2\pi}{\ln w} \right)^{3/2} \theta_1'(0, q) \tag{140} $$

gives

$$ \psi(\theta, q) = \frac{\theta_1(\theta, q)}{\theta_1'(0)} = i \frac{-2\pi}{\ln w} \exp \left\{ \frac{\theta^2 \ln w}{2\pi^2} \right\} \frac{\theta_1(i \theta \ln w/2\pi, \sqrt{w})}{\theta_1'(0, \sqrt{w})} $$

$$ = \frac{-\pi}{\ln w} \exp \left\{ -\frac{\theta(\pi - \theta) \ln w}{2\pi^2} \right\} (1 - w^{\theta/\pi}) \prod_{n=1}^{\infty} \frac{(1 - w^{n + \theta/\pi})(1 - w^{n - \theta/\pi})}{(1 - w^n)^2} \tag{141} $$

We are thus interested in the small $w$ behavior of $\ln \psi$, therefore

$$ \ln \psi = \ln \left( \frac{\pi}{-\ln w} \right) - \frac{\theta(\pi - \theta) \ln w}{2\pi^2} + \ln(1 - w^{\theta/\pi}) + \sum_{n=1}^{\infty} \frac{(1 - w^{n + \theta/\pi})(1 - w^{n - \theta/\pi})}{(1 - w^n)^2} $$

$$ = \ln \left( \frac{\pi}{-\ln w} \right) - \frac{\theta(\pi - \theta) \ln w}{2\pi^2} + \mathcal{O}(w) \tag{142} $$

---

16 This counterterm is however necessary to cancel spurious divergences from certain regions in the $\theta_k$ integrals. The contributions from these regions will be analyzed separately at the end of this section.
Keeping the first two terms is a good approximation as long as \( \theta \) is not too close to zero or \( \pi \). Using the approximation (142) we have

\[
|V_\lambda| \approx \left| \frac{\ln w}{s\pi^2} \sum_{i<j} \theta_{ji}(\pi - \theta_{ji})k_i \cdot k_j + \mathcal{O}(w) \right|
\]

where the first term in (142) has vanished due to momentum conservation. We can readily see that at \( w = 0 \) the function \( V_\lambda \) increases logarithmically with \( w \). Since the overall sign of \( V_\lambda \) is negative, we see that the contribution from this region will be exponentially suppressed with respect to the one from \( q \sim 0 \) already computed. We have thus analyzed both boundaries, \( q = 0 \) and \( q = 1 \), and found that the first one dominates.

The last pending task in this section is to estimate the contribution from the regions of integration we have avoided until now. As mentioned earlier, the regions where \( S_n - \lambda T_n \) get arbitrarily close to zero invalidate the power series expansion in \( q \) and the full integral over \( q \) must be performed in order to obtain the correct asymptotic behavior coming from these places. This is a very complicated problem since the analytic approximations turn out to be difficult to analyze, however, we can estimate their contributions and show that they are subleading with respect to the one from \( q \sim 0 \). A crucial point is that, following [27], all the stationary points for the planar amplitude lie on the boundary of the integration region. Since we are now away from either \( q = 0 \) and \( q = 1 \) and focusing on all possible stationary regions that could come from the \( \int d\theta_k \) integral, all we need to analyze are the boundary regions in the \( \theta_k \) variables. These are the faces, edges and vertices of the 3-simplex shown in figure 2.

Recall that in the hard scattering limit the important factor is the one given in equation (86) which we write again here

\[
\prod_{i<j} \psi(\theta_{ji})^{2\alpha'k_i \cdot k_j} = e^{\alpha'|s|V_\lambda}
\]

where

\[
V_\lambda = \ln x - \lambda \ln(1 - x) + 2 \sum_{n=1}^{\infty} \frac{1}{n} \frac{q^{2n}}{1 - q^{2n}}(S_n - \lambda T_n)
\]  

From the expression for \( V_\lambda \) we see that a maximum can also occurs for any value of \( q \) provided that \( x \sim x_c = \frac{1}{1+\lambda} \) and \( S_n - \lambda T_n \sim 0 \). Notice that it is not possible to have an end-point-like contribution from the \( \ln x - \lambda \ln(1 - x) \) term in (145) for fixed \( \lambda \) because, since \( \lambda < 0 \), this term does not get arbitrarily close to zero in the integration range \( 0 < x < 1 \). Therefore, this term will again provide with a stationary surface only from \( x = x_c \equiv (1 - \lambda)^{-1} \). Thus, now we need to analyze all possible boundary regions that could make \( S_n - \lambda T_n \) vanish. After careful examinations, this will occur in the regions where all or all but one of the vertex operators coincide. The regions where all four vertex operator coincide correspond to the four vertices in figure 2. These are:

\[
\begin{align*}
\theta_2 &= \theta_3 = \theta_4 = 0 \\
\theta_2 &= \theta_3 = 0, \ \theta_4 = \pi \\
\theta_2 &= 0, \ \theta_3 = \theta_4 = \pi, \ \text{and} \\
\theta_2 &= \theta_3 = \theta_4 = \pi
\end{align*}
\]  

Let us analyze one of the regions where all four vertex operators collapse, say, the vertex (146). It is convenient here to make the changes \( \theta_4 = \epsilon, \ \theta_3 = \epsilon \eta_3, \ \theta_2 = \epsilon \eta_2 \) with \( \epsilon \) small and expand
everything in powers of $\epsilon$. In [27] the authors also analyze these regions and point out that the asymptotic behavior of the amplitude does not depend on $\epsilon$ only for the superstring. The reason for this is that the regions in moduli space where $\epsilon \sim 0$ produce divergences that are due to the presence of tachyons which are absent in the superstring.

Due to the form of $S_m - \lambda T_m$ there will only be even powers in $\epsilon$. In this case we have

$$S_m - \lambda T_m = \frac{s m^2}{s} ((s + t) \eta_2 - (s + t \eta_2) \eta_3) \epsilon^2 + O(\epsilon^4)$$  \hspace{1cm} (150)

The important point is that, since we have to evaluate this expression at the critical surface $x = x_c$, we have

$$x = \frac{\sin \theta_4 \sin \theta_2}{\sin \theta_4 \sin \theta_3} = \frac{(1 - \eta_3) \eta_2}{\eta_3 (1 - \eta_2)} + O(\epsilon^2) = \frac{1}{1 + t/s} \quad \Rightarrow \quad \eta_2 = \frac{s \eta_3}{s + t - t \eta_3} + O(\epsilon^2) \hspace{1cm} (151)$$

Plugging this into (150) makes the entire coefficient multiplying $\epsilon^{-2}$ in (150) to vanish! Therefore, on the critical surface we have $S_m - \lambda T_m \sim O(\epsilon^4)$. The exponential factor (145) then has its largest contribution to the integral for $s \epsilon^4 \sim 1$, which implies that the effective range for each variable $\theta_i$ is $\epsilon \sim s^{-1/4}$. Because we have a triple integral over these angles, the total contribution from the measure is $\sim s^{-3/4}$. Since $x$ is $O(1)$ in $\epsilon$, the small corner studied here still contains the two dimensional plane $x = x_c = \frac{1}{1 + t/s}$, which we already know contributes with a factor of $s^{-1/2} e^{-\alpha' |s| f(\lambda)}$. Recall that the $s^{-1/2}$ factor comes from the gaussian approximation of the cross-ratio along this plane. The rest of the integrand only involves the contractions $\langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle$. Note that our expression for the gluon amplitude includes counterterms that eliminate all possible divergences in the $\theta$ integrals. In particular, the corner of the integration region we are considering here is precisely one of the places that originally produced divergences.

These were taken care by the counter-term\footnote{ This counter-term has a two-fold purpose since it also cancels the divergence $\int \frac{d^2 q}{q^2}$ for small $q$ which is reinterpreted as a renormalization of the coupling. This is the only divergence in the $q$ integration as long as the Dp-brane has $p < 7$} that involves taking the $\langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle$ correlator at $q = 0$. Thus, starting from equation (90), we see that we need to estimate the contribution of

$$e^{-2\alpha' s \sum_{n=1}^{\infty} \frac{1}{1 + s^{2n}} (s - \lambda T_n) \langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle - \langle \hat{C}_1 \hat{C}_2 \hat{C}_3 \hat{C}_4 \rangle}$$  \hspace{1cm} (152)

from the region in consideration. In this region we have that $s(S_n - \lambda T_n) \sim O(1)$, therefore the prefactor of the first term above is a number of order one. Now, expanding $\langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle$ in powers of $\epsilon$ gives

$$\langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle = \alpha_1 \epsilon^{-4} + \alpha_2 \epsilon^{-2} + O(1)$$  \hspace{1cm} (153)

where the coefficient $\alpha_1$ above turns out to be

$$\alpha_1 = \frac{s^2}{16 \eta_2 (\eta_3 - 1)} - \frac{s^2 (\lambda - 1)^2}{16 (\eta_2 - 1)(\eta_2 - \eta_3) \eta_3} + \frac{(s \lambda - 1)^2}{16 (\eta_2 - \eta_3)^2} \hspace{1cm} (154)$$

Notice that this coefficient lacks $q$ dependence, which means that the $\langle \hat{C}_1 \hat{C}_2 \hat{C}_3 \hat{C}_4 \rangle$ term will have the exact same coefficient in its expansion in powers of $\epsilon$. Now, since we must demand the expression above to satisfy the condition (151) in order to lay on the critical surface, it is somewhat remarkable that the $s^2$ term in both coefficients $\beta_1$ and $\beta_2$ vanishes. As we will now show, this makes this contribution be smaller than the one computed from the $q \sim 0$ region, therefore it is subleading! Had not this been the case, this region would have dominated in the
hard scattering regime and the entire leading behavior would have been much harder to obtain. Moreover, it is the \( q \sim 0 \) region the one that provides the correct asymptotic behavior for \( s \gg t \) which matches with the Regge limit at high \( t \) as we will show in the next section.

All in all, the total contribution from this corner has the following structure: (i) the cross-ratio \( x \) contributes with a factor of \( s^{-1/2}e^{-\alpha'|s|f(\lambda)} \) as seen above; (ii) since the relevant range for each \( \theta_i \) variable is \( \Delta \theta \sim s^{-1/4} \), the triple integral provides a factor of \( s^{-3/4} \); (iii) the rest of the integrand, namely the correlators \( \langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle \) and \( \langle \hat{C}_1 \hat{C}_2 \hat{C}_3 \hat{C}_4 \rangle \), behave as \( se^{-4} \sim s^2 \) on the plane \( x = x_c \). Therefore, the total estimate is \( s^{-1/2}e^{-\alpha'|s|f(\lambda)} \times s^{-3/4} \times s^2 = s^{3/4}e^{-\alpha'|s|f(\lambda)} \) which definitely smaller than the one obtained in \( (127) \) which came from the \( q \sim 0 \) region. It also straightforward to show, after suitable changes of variables, that the other three vertices \( [147] \), \( [148] \), and \( [149] \) give an identical contribution.

A final estimation we need to obtain is the one from the regions that correspond to a 3-particle coincidence, that is, the regions where all but one of the vertex operators coincide in the moduli space. There are four of these regions and they correspond to four of the edges in the integration domain depicted in figure\textsuperscript{2}. All of the edges corresponding to a loop insertion on an external leg will produce an important contribution in the hard scattering limit. These are: \( \theta_2 = \theta_3 = 0, \theta_2 = \theta_3 = \theta_4, \theta_2 = \pi - \theta_4 = 0 \) and \( \theta_3 = \theta_4 = \pi \). Let us focus on the first one. In this case it is again convenient to define \( \theta_2 = \eta_2 \epsilon \) and \( \theta_3 = \epsilon \) and expand for small values of \( \epsilon \). In this case we have

\[
x = \eta_2 + \mathcal{O}(\epsilon)
\]

and the analogous condition to \([151]\) here is \( \eta_2 = (1 - \lambda)^{-1} \) at leading order. Expanding \( S_n - \lambda T_n \) in powers of \( \epsilon \) yields

\[
S_n - \lambda T_n = 2n(\eta_2(1 - \lambda) - 1) \sin(2n\theta_4)\epsilon + \mathcal{O}(\epsilon^2)
\]

from where see that the \( \mathcal{O}(\epsilon) \) term vanishes on the critical surface. The \( \mathcal{O}(\epsilon^2) \) does not vanish there, consequently, \( S_m - \lambda T_m = \mathcal{O}(\epsilon^2) \). This implies that now the effective range of each \( \theta_i \) variable in this corner of the integration region is \( \Delta \theta_i \sim \epsilon \sim s^{-1/2} \). Expanding again \( \langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle \) gives

\[
\langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle = \beta_1 \epsilon^{-2} + \mathcal{O}(1)
\]

It will be again convenient to write the leading coefficient \( \beta_1 \) as a polynomial in \( s \) as

\[
\beta_1 = b_0 + b_1 s + b_2 s^2
\]

As before, we single out the coefficient of the \( s^2 \) term \( b_2 \) for which we obtain

\[
b_2 = (1 + \eta_2(\lambda - 1))^2 \frac{\theta_2(0, q)^4 \theta_3(0, q) \theta_4(0, q)^2}{16(\eta_2 - 1)^2 \eta_2} \theta_1(0, q)^4 \]

where \( \theta_l(\theta_i, q) \) denotes the \( l \)-th Jacobi Theta function evaluated at \( (\theta_i, q) \). From here we see immediately that this coefficient vanishes if \( \eta_2 = (1 - \lambda)^{-1} \), which is precisely the value that \( \eta_2 \) acquires on the critical surface \( x = x_c = (1 - \lambda)^{-1} \). Therefore, when we evaluate \( \langle \hat{P}_1 \hat{P}_2 \hat{P}_3 \hat{P}_4 \rangle \) on that surface we have

\[
\beta_1 = b_0 + b_1 s
\]

and likewise for \( \langle \hat{C}_1 \hat{C}_2 \hat{C}_3 \hat{C}_4 \rangle \) since in that case the only difference is that the Jacobi Theta functions need to be evaluated at \( q = 0 \), giving the result

\[
csc^2 \theta_1 \frac{(1 + \eta_2(\lambda - 1))^2}{16(\eta_2 - 1)^2 \eta_2}
\]
which also vanishes for the same value \( \eta_2 = (1 - \lambda)^{-1} \). With these two results, we see that the biggest contribution from the correlators goes like \( \sim \epsilon^{-2} s \sim s^2 \). Since \( x = O(1) \), the critical plane is again contained in the corner we are analyzing, producing again a factor of \( s^{-1/2} e^{-\alpha'|s|/f(\lambda)} \). The since \( \theta_3 < \theta_3 \), in this corner we also have that \( d\theta_3 d\theta_2 \) is \( O(\epsilon^2) \) thus giving a factor of \( s^{-1} \). Putting everything together, we have that the corner \( \theta_3 \sim \theta_2 \sim 0 \) produces a total contribution \( \sim s^2 \times s^{-1/2} e^{-\alpha'|s|/f(\lambda)} \times s^{-1} = s^{1/2} e^{-\alpha'|s|/f(\lambda)} \). It is also straightforward to check that the other two remaining corners produce the same answer. Therefore, we see again that these regions produce subleading behavior with respect to \( [127] \).

Summarizing, we have analyzed all the regions that produce dominant contributions in the high energy regime at fixed angle. These contributions correspond to the regions comprised of all possible stationary points of \( V_\lambda \) (see equations \([80]\) and \([87]\)). Our analysis yields that the leading contribution, among all the dominant regions, comes from the boundary

\[
q = 0 \quad \text{with} \quad x = (1 - \lambda)^{-1}
\]

where \( x \) was defined in \([32]\). Therefore, quoting the result from \([129]\), the behavior of the renormalized 4-point amplitude in the hard scattering regime is

\[
\mathcal{M}_4^{\text{Hard}} \simeq G(\lambda) e^{-\alpha'|s|/f(\lambda)} \left( \log \alpha'|t| \right)^{1 - \gamma} (\alpha'|s|)^{3/2}
\]

\( \lambda \) only depends on the scattering angle as a function of \( \lambda \) and is given by

\[
G(\lambda) \equiv 2g^2 \left( \frac{1}{8\pi\alpha'} \right)^{D/2} \frac{2\gamma - 1 - \alpha' t}{\gamma - 1} \left( -2\pi\lambda \right)^{1/2} (1 - \lambda)^{3/2} F(\lambda)
\]

with

\[
F(\lambda) \equiv \int_0^\pi d\theta \int_0^\infty dr \frac{r \sin^2 \theta (r^2 + 2r \cos \theta + 1)^{-1}}{(r^2(1 - \lambda)^2 + 2r(1 - \lambda) \cos \theta + 1)}
\]

where this last expression is the same one found in \([10]\). The expression for \( F(\lambda) \) given in \([164]\) is convergent in the entire range \(-\infty < \lambda < 0\) and it only diverges when \( \lambda \) approaches zero, in which case, it diverges logarithmically in \( \lambda \). We will see that this is precisely what is needed in order to recover the Regge behavior from the hard scattering limit.

In conclusion, the amplitude is exponentially suppressed at high energies as expected for stringy amplitudes in this regime, but we also have an extra logarithmic falloff product of the presence of the D-branes. The full dependence in \( \lambda \) contained in the function \( G(\lambda) \) will be crucial in order to make contact with the results in \([17]\) because taking the \(-t/s = \lambda \rightarrow 0\) limit in \([163]\) should reproduce the high \( t \) limit of the Regge behavior. We will show in section \([163]\) that this limit is indeed recovered.

### 4.2 Comparison with tree amplitude

At arbitrary energies, the tree amplitude for this polarization is

\[
\mathcal{M}_4^{\text{Tree}} = -g^2 \epsilon_1 \epsilon_4 \epsilon_2 \epsilon_3 \frac{\Gamma(1 - \alpha's) \Gamma(-\alpha't)}{\Gamma(-\alpha's - \alpha't)}
\]

where we have only omitted numerical factors for simplicity. Using Stirling’s approximation \( \Gamma(1 + x) \simeq x^e e^{-x} (2\pi x)^{1/2} \), the \( \alpha's \rightarrow -\infty \) limit with \(-t/s = \lambda \) held fixed is

\[
\mathcal{M}_4^{\text{Tree}} \sim -g^2 \epsilon_1 \epsilon_4 \epsilon_2 \epsilon_3 \sqrt{2\pi} (-\alpha's)^{1 + \alpha't} (-\alpha't)^{-1/2 - \alpha't} (1 + t/s)^{1/2 + \alpha's + \alpha't} \\
\sim -g^2 \epsilon_1 \epsilon_4 \epsilon_2 \epsilon_3 \sqrt{2\pi} (-\alpha's)^{1/2} (-\lambda)^{-1/2} (1 - \lambda)^{1/2} e^{-\alpha'|s|/f(\lambda)}
\]
giving the one-loop correction to the Regge trajectory. The functions \(X_{\Gamma}(169)\). Using Stirling’s approximation \(\ln(n!) \sim n \ln(n) - n\)

Therefore, having computed the exact leading power of \(s\) multiplying the exponential falloff allows us to assert that the planar one-loop amplitude dominates over the tree amplitude.

### 4.3 Recovery of the Regge behavior at high \(t\)

Recall that the Regge limit is obtained by taking \(s\) to be large compared to \(\alpha'^{-1}\) while keeping \(t\) fixed, whereas the hard scattering regime is obtained by taking both \(s\) and \(t\) large compared to \(\alpha'^{-1}\) while maintaining the ratio \(\lambda = -t/s\) fixed. Therefore, we expect that when \(s\) is large compared to \(t\) in the hard scattering limit \([163]\), this matches with the Regge limit when \(t \gg \alpha'^{-1}\). The Regge limit in the type 0 model was obtained in \([17]\) with the result

\[
\mathcal{M}_{4\text{Regge}} \sim -g^2 \epsilon_1 \epsilon_2 \epsilon_3 (-\alpha' s)^{1+\alpha'/2} \Gamma(-\alpha' t) \log(-\alpha' s) \Sigma(t) \tag{169}
\]

where \(\Sigma(t)\) is given by

\[
\Sigma(t) = C g^2 \int_0^1 dq \left( \frac{-\pi}{\ln q} \right)^{(10-D)/2} \int_0^\pi d\theta \left( -\psi^2 [\ln \psi]^n \right) \frac{\alpha' t}{\ln \psi} (P_+ X^+ - P_- X^-) \nonumber
\]

\[
- \frac{1}{4} (P_+ - P_-) \left[ (-\psi^2 (\theta) [\ln \psi]^n)^{\alpha'/t} - 1 \right] [\log \psi]^n \tag{170}
\]

giving the one-loop correction to the Regge trajectory. The functions \(P_\pm\) and \(\psi\) are given in equations \([15]\) through \([17]\). \(X^\pm\) are defined in terms of the Jacobi Theta functions \(\theta_i(\theta, q)\)

\[
\frac{X^+(q)}{\theta_4(0)^4 \theta_3(0)^4} = \frac{1}{4} \frac{E}{\pi} \theta_4(0)^4 \theta_3(0)^4 + \frac{E^2}{\pi^2} \theta_3(0)^4 \tag{171}
\]

\[
\frac{X^-(q)}{\theta_4(0)^4 \theta_3(0)^4} = \frac{1}{4} \frac{E}{\pi} \theta_4(0)^4 \theta_3(0)^4 + \frac{E^2}{\pi^2} \theta_3(0)^4 \tag{172}
\]

\[
E = \frac{\pi}{6 \theta_3(0)^2} \left( \theta_3(0)^4 + \theta_4(0)^4 - \frac{\theta_3''(0)}{\theta_4'(0)} \right) \tag{173}
\]

where we denote \(\theta_i(0, q) \equiv \theta_i(0)\). Using the infinite product representations

\[
\theta_3(0) = \prod_n (1 - q^{2n}) \prod_r (1 + q^{2r})^2 \tag{174}
\]

\[
\theta_4(0) = \prod_n (1 - q^{2n}) \prod_r (1 - q^{2r})^2 \tag{175}
\]

\[
\frac{\theta_3''(0)}{\theta_4'(0)} = -1 + 24 \sum_n \frac{q^{2n}}{(1 - q^{2n})^2} \tag{176}
\]

one can write \(X^\pm\) explicitly in terms of \(q\). The sums over \(n\) are over positive integers and those over \(r\) are over half odd integers. As mentioned above, we need to take the limit \(\alpha' t \gg 1\) in \([169]\). Using Stirling’s approximation \(\Gamma(-\alpha' t) \sim \sqrt{2\pi} (-\alpha' t)^{-1/2} e^{-\alpha' t}\) and the fact that for large \(\alpha' t\) the one-loop trajectory function becomes \([17]\)

\[
\Sigma(t) \sim \alpha' t [\log(-\alpha' t)]^{1-\gamma} \tag{177}
\]
we have that
\[ M_4^{\text{Regge}} \sim g^2 e_1 e_4 e_2 e_3 (-\alpha' s)^{1+\alpha' t} (-\alpha' t)^{1/2-\alpha' t} e^{\alpha' t} \log(-\alpha' s) [\log(-\alpha' t)]^{1-\gamma} \] (178)

We now expect to recover this result by taking the \( s \gg t \) limit in (163). This amounts to take the \( \lambda \to 0 \) limit of \( F(\lambda) \) defined in (165) and then putting this back into (163). For convenience, we write this integral here again
\[ F(\lambda) = \int_0^\infty dr \int_0^\pi d\theta r \sin^2 \theta (r^2 + 2r \cos \theta + 1)^{-1/(2(1-\lambda)^2 + 2r(1-\lambda) \cos \theta + 1)} \] (179)

This integral converges in the whole range \(-\infty < \lambda < 0 \) but it gets larger and larger as \( \lambda \) approaches zero. Recall that \( \lambda = -t/s \) so this is precisely the limit we want to study. By putting \( \lambda = 0 \) in the integrand of (179), we see that the only singular region is the one given by \( \theta \sim \pi \) and \( r \sim 1 \). There is an alternative way to note that this is the relevant region in the Regge limit. Recall that the saddle point which dominates in the high energy limit is given by
\[ \text{region for integral above is given by} \]
\[ F(\lambda) \sim \int_{x-\delta}^{x+\delta} dr \int_{\pi-\delta}^{\pi+\delta} d\theta (x-1)^2 + x(\pi-\theta)^2 + (\pi-\theta)^2 \]
\[ \sim 2 \int_0^\pi \frac{(\pi-\theta)^2}{(x-1)^2 + x\theta^2} = -2 \ln |1-x| + \ln((1-x)^2 + \epsilon^2) \] (180)

Therefore, as \( \lambda \to 0 \) for fixed \( \epsilon \), we have
\[ F(\lambda) \sim -2 (\ln(-\lambda) - \ln(1-\lambda)) \sim 2 \ln(-\lambda' s) \] (181)

Putting this result back into (164) gives
\[ G(\lambda) \sim 4g^2 \left( \frac{1}{8\pi\alpha'} \right)^{D/2} \frac{2^{\gamma-1} \pi^{20-2D-2S}}{\gamma - 1} (-2\pi\lambda)^{1/2} \ln(-\alpha' s) \] (182)

The exponential factor \( e^{-\alpha'|s|f(\lambda)} \) in (165) can also be written as
\[ e^{-\alpha'|s|f(\lambda)} = (-\lambda)^{\alpha' s(1-\lambda)} = (-\lambda)^{-\alpha' t} t/s) \alpha' s(1-\lambda) \] (183)

which in the \( s \gg t \) limit then becomes
\[ e^{-\alpha'|s|f(\lambda)} \to (-\lambda)^{-\alpha' t} t/s) \] (184)

Plugging all these approximations back into the full hard scattering amplitude in (163) yields
\[ M_4^{\text{Hard}} \sim g^2 e_1 e_4 e_2 e_3 \left( \frac{1}{8\pi\alpha'} \right)^{D/2} \frac{2^{\gamma+1} \pi^{20-2D-2S}}{\gamma - 1} (-2\pi\lambda)^{1/2} \ln(-\alpha' s) (-\lambda)^{-\alpha' t} t/s) \] (185)

Finally, replacing \( \lambda = -t/s \) here one obtains
\[ M_4^{\text{Hard}} \sim g^2 e_1 e_4 e_2 e_3 \ln(-\alpha' s) (-\alpha' s)^{1+\alpha' t} (-\alpha' t)^{1/2-\alpha' t} t/s) \] (186)

which matches exactly with the expected result (178).

\[ \text{Recall that the original} \theta_4 \text{variable was renamed} \theta \text{ here.} \]
5 Discussion and Conclusions

As pointed out in the introductory section, considering only the planar diagrams in the multi-loop summation UV divergences in the open string channel do not cancel among string diagrams (as it happens between the planar and Moebius strip diagrams for example) and a renormalization scheme is necessary. Moreover, since the one-loop expression for the amplitude is given in terms of an integral representation over the moduli, spurious divergences arise due to the fact that the original integrals run over regions outside of their domain of convergence. For the case in study here, we show that all these spurious divergences and the UV ones can be regulated altogether by means of a single counterterm built out of suspending total momentum conservation before evaluating the integrals over the moduli. Namely, for \( p = \sum_i k_i \neq 0 \), we first isolate the divergent parts, introduce the necessary counterterms, and we analytically continue the integrals to \( p = 0 \) at the very end. As a result, we provide a novel expression for the \( n \)-gluon planar loop amplitude in type 0 theories which are completely free of all the spurious and UV divergences. If one is interested in the low energy limit, this new expression is now ready to give the correct field theory limit without having to be worried of the artifacts introduced by the spurious singularities originally present in the string loop amplitude.

We also studied in detail the high energy at fixed-angle limit (hard scattering) of the 4-gluon planar one-loop amplitude in these models using the renormalization procedure described above. Since all the Mandelstam variables come multiplied with a factor of \( \alpha' \), the hard scattering regime is equivalent to taking the tensionless limit (\( \alpha' \to \infty \)) with the external states held at fixed momenta.

To extract the complete leading behavior of the amplitude and provide its full dependence on the kinematic invariants, it was necessary to carefully analyze all dominant regions. Apart from the usual exponential drop-off, we also obtained the exact dependence on the scattering angle that multiplies the exponentially decaying factor which shows the existence of a smooth connection between the Regge and hard scattering regimes. Although we focus on the polarization structure that dominates in the Regge limit in order to correlate our results with those of \cite{17}, our answers here are fully general and can be easily extended to all the other polarization structures. Note that, contrary to the case of superstring amplitudes where the entire polarization structure can be factored out of the integration over the moduli (at least through one-loop), ‘gluon’ amplitudes in type 0 theories are more convoluted since this factorization is, in general, not possible.

It would be interesting to see if the smooth connection between the Regge and hard scattering regimes found here is also present for non-planar amplitudes. In this case the amplitude is dominated by a saddle point which is located away from the boundaries at \( q = 0 \) and \( q = 1 \), i.e., in the interior of the moduli. The saddle is given by the equation \( \theta_4(0, q)/\theta_4(\pi, q) = (1 - \lambda)^{1/4} \) where \( \theta_4(\theta, q) \) is the fourth Jacobi theta function. As \( \lambda \to 0 \) the only solution for the saddle equation above is \( q = 0 \), thus moving the saddle to the boundary. Also, the high energy (\( \alpha' |t| \gg 1 \)) limit of the Regge regime is again dominated by the \( q \sim 0 \) region. Therefore, we should also expect a smooth transition between the hard and Regge behaviors for the 1-loop nonplanar diagram, although it would be nice to obtain this explicitly.

As pointed out in \cite{15}, summing the planar open string diagrams to all loops by keeping the closed string tachyon (i.e., using type 0 strings) causes a natural instability that could potentially explain confinement in gauge theories. Other indications of this phenomenon were also suggested in type 0 models in the context of the AdS/CFT correspondence \cite{11, 12, 13, 14}. Therefore, strings theories with tachyons in their closed string sector is a desirable feature.

In a recent paper \cite{43}, the scattering of closed strings off D-branes was studied in the high-energy Regge regime. At the one-loop level for planar diagrams they found that the dominant region is

\( \theta_4(0, q)/\theta_4(\pi, q) = (1 - \lambda)^{1/4} \)
also the one we found in this work, namely the region where the inner boundary of the annulus shrinks to a point. Moreover, they were able to perform the sum of the leading contributions in this regime to all loops by means of an eikonal summation, yielding a non-zero result in terms of the vacuum expectation value of closed string vertex operators. Since each term in the sum comes from the region for the propagation of closed strings in the IR limit, we believe that a similar analysis can be performed in string theories with tachyons in their closed string sector (for instance, for the type 0 model studied here). Performing this sum could capture some of the effects of the closed string tachyons.

Finally, regarding the connections between higher spin theories [44, 45, 46] and the tensionless limit of string theory [47, 48], it would also be interesting to see if our results could be relevant for the construction of higher point vertices in higher spin theories using the methods of cutting loop amplitudes.
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A Orbifold Projection

We discuss very briefly the alternative procedure for eliminating the massless scalars circulating the loop by projecting them out using an orbifold projection. It basically consists in demanding that we keep only the states that are even under $a_I^r, b_I^r \to -a_I^r, -b_I^r$ for the components $I = D+S, D+S+1, \cdots, 10$ of the world-sheet oscillators. Thus, for the case when one has pure Yang-Mills theory in the $\alpha' \to 0$ limit, i.e. $S = 0$ (no adjoint massless scalars), we demand this condition for all the transverse components to the D-brane. This implies that in the partition functions in equations (15) and (16) now get modified as follows:

$$P_+ \to q^{-1} \left[ \prod_r (1 + q^{2r})^8 \prod_n (1 - q^{2n})^8 \right]$$ (187)

$$+ q^{(10-D-S)/4} \left[ \prod_r (1 + q^{2r})^{D+S-10} \prod_n (1 - q^{2n})^{D+S-10} \right]$$

$$P_- \to 2^{4D-1} \left[ \prod_r (1 + q^{2n})^8 \prod_n (1 - q^{2n})^8 \right]$$ (188)

$$+ \left[ \prod_r (1 + q^{2r})^{D+S-10} \prod_n (1 - q^{2n})^{D+S-10} \right]$$ (189)

It is worth noticing that in the case of the maximal number of scalars circulating the loop, i.e. $D + S = 10$, the modified partition functions become

$$P_+ \to q^{-1} \prod_r (1 + q^{2r})^8 \prod_n (1 - q^{2n})^8$$ (190)

$$P_- \to 2^{4D-1} \prod_n (1 + q^{2n})^8 \prod_r (1 - q^{2n})^8$$ (191)
which are identical to the partition functions in the case without orbifold projections.\footnote{Which in turn coincides with the non-abelian D-brane projections in the $D + S = 10$ case as well}

In \[17\] we computed the one-loop to the leading Regge trajectory using the projection procedure suggested in \[32\]. If we use the new partition functions for the orbifold projection, the new Regge trajectory is given by

\[
\Sigma(t) = -\frac{4g^2 \alpha'^2}{(8\pi^2)^{D/2}} \int_0^1 \frac{dq}{q} \left( \frac{-\pi}{\ln q} \right)^{10-D/2} \int_0^\pi d\theta \left( (-\psi^2(\theta)[\ln \psi]'')^{\alpha't} \frac{\alpha't}{[\ln \psi]''} (P^+_X + P^-_X) \right.

\left. - \frac{1}{4} (P^+_X - P^-_X) \left[ (-\psi^2(\theta)[\ln \psi]'')^{\alpha't} - 1 \right] [-\ln \psi]'' \right)
\]

(192)

with the $P_{\pm}$ functions defined above and the rest is the same as before.

The low energy (field theory) limit of (192) is governed by the contributions from the $q \sim 1$ region. Thus, it is more convenient to go back to the original $w$ variable where $w = e^{2\pi^2/\log q}$ and expand in powers of $w \sim 0$. Performing the Jacobi transform to write the new partition functions as functions of $w$ gives

\[
P_{\pm}^{\text{orb}} = \frac{1}{2w^{1/2}} \left( -\frac{2\pi}{\ln w} \right)^4 \left[ \prod_r (1 + w^r)^8 \prod_n (1 - w^n)^8 + \prod_r (1 - w^r)^{D+S-2} \prod_n (1 + w^n)^{10-D-S} \right]
\]

(193)

we see that the low energy limit $\alpha' \to 0$ is not modified since this regime is governed by the $w \sim 0$ behavior which does not change as we can see by expanding the new partition functions in this limit, where

\[
P_{\pm}^{\text{orb}} \sim \frac{1}{w^{1/2}} \left( -\frac{2\pi}{\ln w} \right)^4 \left[ 1 \pm (D + S - 2)w^{1/2} + \mathcal{O}(w) \right]
\]

which is the same asymptotic behavior that the nonabelian D-brane construction provides.

**B Counterterms for logarithmic divergences**

The expression for the $B^\pm$ counterterm is more cumbersome because it is the sum of four terms which correspond to the four different edges that contribute with logarithmic divergences in the
\( \theta \) integrals. We list them here:

\[
B_1^\pm = \frac{1}{4} \theta_4^\alpha(s+t) \theta_3^{\alpha s} \theta_2^{\alpha t} \times \\
\times \left[ (P(\theta_4) - P(\theta_3 C))(1 + \alpha t) \theta_3^{\alpha s} + \\
+ (\chi_+^2(\theta_3) - \chi_0^2(\theta_4 C)) \left( \alpha t(1 + \alpha t)(s + t) \theta_3^{\alpha s} \right) \right] \\
B_2^\pm = \frac{1}{4} (\pi - \theta_3)\alpha(s+t) \theta_3^{\alpha s} \theta_2^{\alpha t} \times \\
\times \left[ (P(\theta_3) - P(\theta_2 C))(1 + \alpha t)(s + t) \theta_3^{\alpha s} + \\
+ (\chi_+^2(\theta_2) - \chi_0^2(\theta_3 C)) \left( \alpha t(1 + \alpha t)(s + t) \theta_3^{\alpha s} \right) \right] \\
B_3^\pm = \frac{1}{4} (\pi - \theta_4)\alpha(s+t) \theta_2^{\alpha s} \theta_3^{\alpha t} \times \\
\times \left[ (P(\theta_4) - P(\theta_3 C))(1 + \alpha t) \theta_3^{\alpha s} + \\
+ (\chi_+^2(\theta_4) - \chi_0^2(\theta_3 C)) \left( \alpha t(1 + \alpha t)(s + t) \theta_3^{\alpha s} \right) \right] \\
B_4^\pm = \frac{1}{4} \theta_3^\alpha(s+t) \theta_2^{\alpha s} \theta_3^{\alpha t} \times \\
\times \left[ (P(\theta_4) - P(\theta_3 C))(1 + \alpha t) \theta_3^{\alpha s} + \\
+ (\chi_+^2(\theta_4) - \chi_0^2(\theta_3 C)) \left( \alpha t(1 + \alpha t)(s + t) \theta_3^{\alpha s} \right) \right]
\]

(194)

therefore, with these definitions, \( B^\pm = \sum_{i=1}^4 B_i^\pm \). Note that, because of the form of these counter-term integrands, none of them is singular in the \( \theta_4 \sim \pi \), \( \theta_2 \sim \theta_3 \) region which is the dominant region in the large \(-s\) fixed \( t \) limit, therefore they will not contribute to the one-loop correction to the Regge trajectory. This is why it was not necessary to include them in [17]. The fact that they are also non-singular in the remaining edge, namely \( \theta_2 \sim 0 \), \( \theta_3 \sim \theta_4 \) suggests that they do not contribute to the regime where \( t \) is large and \( s \) is held fixed either.
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