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Abstract. We consider a linear nonlocal heat equation in a bounded domain $\Omega \subset \mathbb{R}^d$ with Dirichlet boundary conditions. The non-locality is given by the presence of an integral kernel. We analyze the problem of controllability when the control acts on an open subset of the domain. It is by now known that the system is null-controllable when the kernel is time-independent and analytic or, in the one-dimensional case, in separated variables. In this paper, we relax this assumption and extend the result to a more general class of kernels. Moreover, we get explicit estimates on the cost of null-controllability that allow us to extend the result to some semilinear models.

1. Introduction and main results

Let $\Omega$ be a bounded domain of $\mathbb{R}^d$ with boundary of class $C^2$. Given $T > 0$, we set $Q := \Omega \times (0, T)$ and $\Sigma := \partial \Omega \times (0, T)$. Let $K = K(x, \theta, t) \in L^\infty(\Omega \times \Omega \times (0, T))$. We consider the following linear parabolic equation involving a nonlocal space term.

\[
\begin{aligned}
    y_t - \Delta y + \int_\Omega K(x, \theta, t) y(\theta, t) d\theta &= v I_\emptyset, & (x, t) \in Q \\
    y &= 0, & (x, t) \in \Sigma \\
    y(x, 0) &= y_0(x), & x \in \Omega.
\end{aligned}
\]  

(1.1)

In (1.1), $y = y(x, t)$ is the state and $v = v(x, t)$ is the control. The latter acts on the system through the non-empty open subset $\emptyset \subset \Omega$. Here, $I_\emptyset$ denotes the characteristic function of $\emptyset$.

We assume that $y_0 \in L^2(\Omega)$ and $v \in L^2(\emptyset \times (0, T))$, so that system (1.1) admits a unique solution $y$ in the class

\[
y \in L^2(0, T; H^1(\Omega)) \cap H^1(0, T; H^{-1}(\Omega)),
\]

(1.2)

which satisfies classical energy estimates. Actually, this remains true also if $v I_\emptyset$ is replaced by a general right-hand side $f \in L^2(0, T; H^{-1}(\Omega))$.

We are interested in proving the null controllability of the problem under analysis. In other words, we want to show that there exists a control function $v \in L^2(\emptyset \times (0, T))$ such that the corresponding solution $y$ to (1.1) satisfies $y(x, T) = 0$ for all $T > 0$.

Moreover, as mentioned in [6], the study of the controllability of (1.1) is motivated by many relevant applications from physics and biology. See, for instance, [15 Section 7.9.2], where this kind of equations is used in the study of group dynamics, for modeling the possibility of interactions between individuals that are separated in space.

It is well known that system (1.1) is null controllable at least in two cases.

- When the kernel is time-independent and analytic, one can exploit unique continuation properties and use compactness-uniqueness arguments (6). In this framework, also coupled systems have been recently treated in [11].
- When the problem is one-dimensional and the kernel is time-independent and in separated variables, the controllability follows employing spectral analysis techniques (13).

In the present paper, by means of a Carleman approach, we are able to extend the above mentioned results by considering a problem in any space dimension and by weakening the assumptions on the kernel. In particular, we will only need $K = K(x, \theta, t)$ to be bounded and to have an exponential decay at the extrema of the time interval $[0, T]$. 
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This is summarized in the following condition:

$$\mathcal{K} = \sup_{(x,t) \in Q} \exp \left( \frac{\sigma^-}{t(T-t)} \right) \int_{\Omega} |K(x,\theta,t)| \, d\theta < +\infty,$$

where the constant $\sigma^-$ depends only on $\Omega$ and $\Theta$ and is related to the Carleman weight (see (2.1)). Our first main result will then be the following.

**Theorem 1.1.** Suppose that the kernel $K = K(x,\theta,t) \in L^\infty(\Omega \times \Omega \times (0,T))$ satisfies (2.1). Then, given $y_0 \in L^2(\Omega)$ and $T > 0$, there exists a control function $v \in L^2(\Omega \times (0,T))$ such that the corresponding solution to (1.1) satisfies $y(x,T) = 0$.

Moreover, it is well known that this null controllability property is equivalent to the observability of the following adjoint system

$$\begin{cases}
-\varphi_t - \Delta \varphi + \int_{\Omega} K(\theta,x,t) \varphi(\theta,t) \, d\theta = 0, & (x,t) \in Q \\
\varphi = 0, & (x,t) \in \Sigma \\
\varphi(x,T) = \varphi_T(x), & x \in \Omega.
\end{cases}$$

(1.3)

Therefore, in order to prove Theorem 1.1 we are going to show that the following result holds.

**Theorem 1.2.** (Observability estimate). For any solution of (1.3) and for any kernel $K$ satisfying (2.1) there exist positive constants $C_1$ and $C_2$, depending only on $\Omega$ and $\Theta$, such that

$$\|\varphi(x,0)\|_{L^2(\Omega)} \leq \frac{C_1}{T} \exp \left[ C_2 \left( 1 + \mathcal{K}^\frac{2}{T} + \frac{1}{T} \right) \right] \int_{\Omega \times (0,T)} |\varphi|^2 \, dx \, dt.$$  

(1.4)

Once (1.3) is known, Theorem 1.1 can be proved employing a classical arguments.

The proof of the above inequality, in turn, relies on a global Carleman estimate, in which we pay special attention to the presence of the nonlocal term. Moreover, we mention that Carleman inequalities for equations similar to (1.1) have been obtained in the context of the study of ill-posed problems (see, e.g., [12]).

Since equation (1.1) turns out to be null-controllable in any time $T > 0$, a natural issue to be analyzed is the cost of null controllability or, more precisely, the cost of driving the solution to (1.1) from $y_0$ to zero. With this purpose, let us recall that this cost is measured by the following quantity:

$$\mathcal{C}(y_0) = \inf_{v \in L^2(\Omega \times (0,T))} \|u\|_{L^2(\Omega \times (0,T))}.$$

(1.5)

It is classically known that the cost of null controllability for a heat-like equation blows-up as $T \to 0^+$. We will see later in this work that this is the case also for our nonlocal problem.

Finally, observe that hypothesis (2.1) implies that the kernel $K$ has to vanish exponentially as $t$ goes to $0^+$ and to $T^-$. Nevertheless, following the classical approach of [5] (see also [17]), it is possible to remove the decay assumption at $t = 0$, but this at the price of losing any information on the controllability cost. In fact, in this case we shall argue by a fixed point procedure, implying that we do not have a constructible method to build the control. We will discuss this fact with more details later in this work.

The rest of the paper is organized as follows. In Section 2 we prove in detail the observability estimate in Theorem 1.2 from which the proof of Theorem 1.1 follows immediately. Moreover, we will present an abridged discussion concerning the null controllability cost associated to our problem. In Section 3 we show that it is possible to remove the decay assumption for the kernel at $t = 0$, but with the drawback of losing an explicit constant in the observability inequality and, consequently, the possibility of analyzing the cost of null controllability. In Section 4 we will briefly consider the extension of our result to the semilinear case. Finally, Section 5 will be devoted to some additional comments on the necessity of the hypothesis (2.1).

2. Proof of the observability inequality and of the controllability result

The observability inequality for the solutions to the adjoint system (1.3) is a consequence of a suitable global Carleman estimate. In the sequel, $C$ stands for a generic positive constant only depending on $\Omega$ and $\Theta$, whose value can change from line to line. According to [8, Lemma 1.1], we have the following.
Lemma 2.1. Let $\emptyset \subset \subset \Omega$ be a nonempty open set. Then, there exists $\eta^0 \in C^2(\overline{\Omega})$ such that $\eta^0 > 0$ in $\Omega$, $\eta^0 = 0$ on $\partial \Omega$ and $|\nabla \eta^0| > 0$ in $\Omega \setminus \emptyset$.

Now, for a parameter $\lambda > 0$, we define
$$\sigma(x) := e^{4L||\eta^0||_{\infty}} - e^{2L||\eta^0||_{\infty}},$$
and we introduce the weight functions
$$\sigma(x, t) := \frac{\sigma(x)}{t(T - t)}, \quad \xi(x, t) := \frac{e^{4L||\eta^0||_{\infty}} - e^{2L||\eta^0||_{\infty}}}{t(T - t)}.$$  (2.6)
Moreover, in what follows we will use the notation
$$\sigma^+ := \max_{x \in \Omega} \sigma(x) = e^{4L||\eta^0||_{\infty}} - e^{2L||\eta^0||_{\infty}}, \quad \sigma^- := \min_{x \in \Omega} \sigma(x) = e^{4L||\eta^0||_{\infty}} - e^{3L||\eta^0||_{\infty}},$$  (2.7)
and we introduce the following quantity to abridge the computations
$$\mathcal{J}(\cdot) := \int_Q e^{-2s\eta^0} \xi |\nabla \cdot| \xi^2 \, dx \, dt + \int_Q e^{-2s\eta^0} \xi^3 |\xi|^2 \, dx \, dt.$$  (2.7)
Finally, for our further results we are going to use the estimate
$$\xi(t)^{-\nu} \leq C T^{2\nu}, \quad \forall \nu > 0.$$  (2.8)

Then, [4, Lemma 1.3] gives the following.

Proposition 2.1. There exist positive constants $C$ and $s_1$ such that, for all $s \geq s_1$, $\lambda \geq C$, $F \in L^2(Q)$ and $z_T \in L^2(\Omega)$, the solution $z$ to
$$\begin{aligned}
z_t + \Delta z &= F, \quad (x, t) \in Q \\
z &= 0, \quad (x, t) \in \Sigma \\
z(x, T) &= z_T(x), \quad x \in \Omega
\end{aligned}$$  (2.9)
satisfies
$$\mathcal{J}(z) \leq C \left[ s^3 \lambda^4 \int_{Q \times (0, T)} e^{-2s\eta^0} |\xi|^2 \, dx \, dt + \int_Q e^{-2s\eta^0} |F|^2 \, dx \, dt \right]$$  (2.10)
Moreover, $s_1$ is of the form
$$s_1 = \varrho_1 (T + T^2).$$  (2.11)
where $\varrho_1$ is a positive constant that only depends on $\Omega$ and $\emptyset$.

Furthermore, in what follows we will need the following technical result, whose proof is inspired by [14, Lemma 6.1].

Proposition 2.2. For any fixed $\lambda > 0$ and $s > 1$ it holds
$$\exp \left( \frac{(1 + s)s^-}{T(T - t)} \right) < \exp \left( -\frac{s^0\sigma^+}{T(T - t)} \right),$$  (2.12)
where $\sigma^-$ and $\sigma^+$ have been introduced in (2.12).

Proof. First of all, from the definitions of $\sigma^-$ and $\sigma^+$ (see (2.7)), we have $\sigma^- = F(\lambda)\sigma^+$, with
$$F(\lambda) := \frac{e^{2L||\eta^0||_{\infty}} - e^{3L||\eta^0||_{\infty}}}{e^{2L||\eta^0||_{\infty}} - 1}.$$  (2.12)
It is straightforward to check that $F(\lambda)$ is a monotone increasing function, verifying $\lim_{\lambda \to +\infty} F(\lambda) = 1$ and $\lim_{\lambda \to 0^+} F(\lambda) = 1/2$ (see Figure [1]). Moreover, since $s > 1$ we have
$$(1 + s)F(\lambda) > 2F(\lambda) > 1.$$  (2.13)
Then, multiplying both sides of (2.13) by $\sigma^+$, and since $|t(T - t)|^{-1} > 0$, we immediately have
$$\sigma^+ |t(T - t)|^{-1} \left( 1 - (1 + s)F(\lambda) \right) < 0.$$
Hence

\[
\exp \left( \frac{\sigma^+}{t(T-t)} \right) \left( 1 - (1 + s)F(\lambda) \right) < 1
\]

and we can conclude

\[
\exp \left( \frac{s \sigma^+}{t(T-t)} \right) < \exp \left( \frac{(1 + s)F(\lambda) \sigma^+}{t(T-t)} \right) = \exp \left( \frac{(1 + s)\sigma^-}{t(T-t)} \right).
\]

From this, (2.12) follows immediately. \( \square \)

Proposition 2.3 can now be applied to the solutions to (1.3), and we obtain the following Carleman estimate.

**Proposition 2.3.** Let \( \varphi^T \in L^2(\Omega) \) and assume that the kernel \( K \) satisfies (2.1). Then, there exist positive constants \( C, \lambda_0 \) and \( \varrho_2 \), only depending on \( \Omega \) and \( \mathcal{O} \), such that the solution \( \varphi \) to (1.3) corresponding to the initial datum \( \varphi^T \) satisfies

\[
\mathcal{J}(\varphi) \leq C s^3 \lambda^4 \int_{\Omega} e^{-2as \xi^3} |\varphi|^2 \, dx \, dt,
\]

for any \( \lambda \geq \lambda_0 \) and any \( s \geq \varrho_2 \left(T + T^2 + K^2 T^2\right)\).

**Proof.** We begin applying (2.10) to \( \varphi \), obtaining, for any \( \lambda \geq C \) and any \( s \geq \varrho_1 \left(T + T^2\right)\)

\[
\mathcal{J}(\varphi) \leq C \left[ s^3 \lambda^4 \int_{\Omega} e^{-2as \xi^3} |\varphi|^2 \, dx \, dt + \int_{\mathcal{O}} e^{-2as} \left( \int_{\Omega} K(\theta, x, t) \varphi(\theta, t) \, d\theta \right)^2 \, dx \, dt \right]. \tag{2.15}
\]

We are now going to deal with the second term on the right-hand side of the previous estimate. To this end, we set the parameter \( \lambda \) to a fixed value large enough. We have

\[
\left| \int_{\Omega} K(\theta, x, t) \varphi(\theta, t) \, d\theta \right| = \left| \int_{\Omega} e^{\frac{\lambda x}{t(T-t)}} K(\theta, x, t) e^{-\frac{\lambda x}{t(T-t)}} \varphi(\theta, t) \, d\theta \right|
\]

\[
\leq \left[ \left( \int_{\Omega} e^{\frac{\lambda x}{t(T-t)}} |K(\theta, x, t)|^2 \, d\theta \right) \left( \int_{\Omega} e^{-\frac{\lambda x}{t(T-t)}} |\varphi(\theta, t)|^2 \, d\theta \right) \right]^\frac{1}{2}. \tag{2.16}
\]

Notice that, since \( \lambda \) has been fixed, \( \sigma^- \) (and therefore \( \sigma^+ \)) is a constant depending only on \( \Omega \) and \( \mathcal{O} \). Now, replacing (2.16) into (2.15) we get

\[
\mathcal{J}(\varphi) \leq C \left[ s^3 \lambda^4 \int_{\Omega} e^{-2as \xi^3} |\varphi|^2 \, dx \, dt + K^2 \int_{\mathcal{O}} e^{-2as} \left( \int_{\Omega} e^{\frac{\lambda x}{t(T-t)}} |\varphi(\theta, t)|^2 \, d\theta \right) \, dx \, dt \right].
\]

Let us now focus on the second term in the right-hand side of the above inequality. Using Fubini’s Theorem we get

\[
\int_{\mathcal{O}} e^{-2as} \left( \int_{\Omega} e^{\frac{\lambda x}{t(T-t)}} |\varphi(\theta, t)|^2 \, d\theta \right) \, dx \, dt = \int_{\mathcal{O}} e^{-\frac{\lambda x}{t(T-t)}} \left( \int_{\Omega} e^{-2as} |\varphi(\theta, t)|^2 \, d\theta \right) \, dx \, dt.
\]
Notice that, according to (2.7), we have
\[
\int_{\Omega} e^{-2\alpha u(x,t)} \, dx \leq |\Omega| e^{-\frac{2\alpha}{\lambda^2}},
\]
where $|\Omega|$ stands for the measure of $\Omega$. Hence, we can compute
\[
\iint_{\Omega} e^{-\frac{2\alpha}{\lambda^2} s^3} |\varphi(\theta,t)|^2 \left( \int_{\Omega} e^{-2\alpha u(x,t)} \, dx \right) \, d\theta \, dt \leq C \iint_{\Omega} e^{-\frac{2\alpha}{\lambda^2} s^3} |\varphi(\theta,t)|^2 \, d\theta \, dt
\]
\[
\leq C \iint_{\Omega} e^{-\frac{2\alpha}{\lambda^2} s^3} |\varphi(\theta,t)|^2 \, d\theta \, dt
\]
where we have used Proposition 2.2 and the definition of $\sigma^+$. Putting all together, we get
\[
\mathcal{J}(\varphi) \leq C \left[ s^3 \lambda^4 \iint_{\Omega \times (0,T)} e^{-2\alpha s^3} |\varphi|^2 \, dx \, dt + 3^2 \iint_{\Omega} e^{-2\alpha s^3} |\varphi(x,t)|^2 \, dx \, dt \right].
\]
Recalling now the definition of $\mathcal{J}(\varphi)$, we then find the following estimate
\[
\begin{align*}
& s^3 \lambda^4 \iint_{\Omega} e^{-2\alpha s^3} |\nabla \varphi|^2 \, dx \, dt + s^3 \lambda^4 \iint_{\Omega} e^{-2\alpha s^3} |\varphi|^2 \, dx \, dt \\
& - 3^2 \iint_{\Omega} e^{-2\alpha s^3} |\varphi|^2 \, dx \, dt \leq C s^3 \lambda^4 \iint_{\Omega \times (0,T)} e^{-2\alpha s^3} |\varphi|^2 \, dx \, dt. \tag{2.17}
\end{align*}
\]
Therefore, thanks to (2.8), we finally obtain
\[
\begin{align*}
& s^3 \lambda^4 \iint_{\Omega} e^{-2\alpha s^3} |\nabla \varphi|^2 \, dx \, dt + s^3 \lambda^4 \iint_{\Omega} e^{-2\alpha s^3} |\varphi|^2 \, dx \, dt \\
& \leq C s^3 \lambda^4 \iint_{\Omega \times (0,T)} e^{-2\alpha s^3} |\varphi|^2 \, dx \, dt,
\end{align*}
\]
for all $s > C K^* T^2$. This, together with (2.11) concludes the proof. \qed

Remark 2.1. The hypothesis (2.7) plays a fundamental role in the previous proof. Notice that, according to this assumption, the kernel $K$, as a function of $t$, should behave like
\[
K(\cdot, \cdot, t) \sim e^{-\mathcal{C} \frac{t}{\lambda^2}},
\]
i.e. it should decay exponentially as $t$ goes to $0^+$ and $T^-$. We stress that this constant $C$ does not depend on the parameter $s$ and, therefore, in the last step of the above proof there is no obstruction in using this parameter for absorbing the third term on the left hand side of the estimate (2.17).

The assumption (2.7) may appear as a quite strong restriction on the admissible kernels. Notwithstanding, it is instead a natural one, since the only thing that we are asking is integrability of $K$ with respect to the Carleman weight. Moreover, we mention that this is the minimum decay that we shall ask for the kernel. Indeed, following the proof of Proposition 2.3 it is clear that imposing a weaker decay (e.g. polynomial) it is not sufficient to obtain the desired inequality.

Proof of Theorem 1.2. First of all, from (2.14) we clearly have
\[
\begin{align*}
& s^3 \iint_{\Omega} e^{-2\alpha s^3} |\varphi|^2 \, dx \, dt \leq C s^3 \iint_{\Omega \times (0,T)} e^{-2\alpha s^3} |\varphi|^2 \, dx \, dt.
\end{align*}
\]
Moreover, due to the definition of the weight function $\alpha$ (see (2.6)) we have the following two estimates:
\begin{enumerate}
\item $s^3 e^{-2\alpha s^3} \leq C s^3 T^{-6} e^{-\frac{\alpha}{2T}} \leq C(T)$
\item $s^3 e^{-2\alpha s^3} \geq C e^{-\frac{\alpha}{2T}}$, if $t \in \left[ \frac{T}{4}, \frac{3}{4} T \right]$
\end{enumerate}
if we choose $s \geq CT^2$. Therefore, we obtain
\[
\begin{align*}
& \int_{\frac{T}{4}}^{\frac{3}{4} T} \int_{\Omega} |\varphi|^2 \, dx \, dt \leq C e^{-\frac{\alpha}{2T}} \iint_{\Omega \times (0,T)} |\varphi|^2 \, dx \, dt. \tag{2.18}
\end{align*}
\]
Furthermore, due to classical energy estimates, it is easy to check that $t \mapsto \|\varphi(t)\|_{L^2(\Omega)}$ is an increasing function. Hence,

$$
\int_0^T \int_{\Omega} |\varphi(x, t)|^2 \, dx \, dt \geq \int_0^T \int_{\Omega} |\varphi(x, 0)|^2 \, dx \, dt = \frac{T}{2} \|\varphi(x, 0)\|_{L^2(\Omega)}^2,
$$

and from this last estimate and (2.13) we finally obtain (2.14).

Once we have the observability inequality, the control $v$ driving the solution $y$ to (1.1) from the initial datum $y_0$ to zero can be identified as $v = \varphi|_{\partial \Omega}$, where $\varphi$ is the solution to the adjoint equation (1.3) corresponding to an initial datum $\varphi_T \in L^2(\Omega)$ which is the unique minimizer of the functional

$$
J(\varphi^T) := \frac{1}{2} \int_{\Omega \times (0, T)} |\varphi_t|^2 \, dx \, dt + \int_{\Omega} y_0(x) \varphi(x, 0) \, dx.
$$

In more detail, inequality (1.4) ensures the coercivity of the above functional. The proof of this fact being classical, we will omit it here.

Let us conclude this Section with a brief discussion on cost of null controllability for problem (1.1). We recall from (1.5) that this quantity is defined as

$$
\mathcal{E}(y_0) = \inf_{v \in C(0,T)} \|v\|_{L^2(\Omega \times (0,T))}.
$$

On the other hand, it is well-known that this controllability cost may also be characterized in terms of the constant in the observability inequality (1.4). In more detail, we have

$$
\mathcal{E}(y_0) = \inf_{C > 0} \left\{ \|\varphi(x, 0)\|_{L^2(\Omega)} \leq C^2 \int_{\Omega \times (0,T)} |\varphi|^2 \, dx \, dt \right\}.
$$

Applied to our problem, this gives the estimate

$$
\mathcal{E}(y_0) \leq \exp \left[ C \left( 1 + \frac{1}{T} + \mathcal{K}^\beta \right) \right]. \quad (2.20)
$$

In particular, as it is natural to expect for a heat-like equation, the null controllability cost blows-up as $T \to 0^+$. This means that, even if equation (1.1) is null controllable for any time $T > 0$, the cost of this process is growing exponentially as the time interval $(0, T)$ shrinks. Lastly, observe that $\mathcal{K}^\beta$ in (2.20) is in accordance with the classical results on the controllability of heat equations with bounded potentials (see, e.g., [7]).

3. Removing the assumption on the decay of the kernel in $t = 0$

We are interested in showing that the assumption (2.2) on the decay in time of the kernel $K$ as $t$ goes to $0^+$ and $T^-$ can be substituted by the following one, which does not requires any decay at $t = 0$:

$$
M := \sup_{(x, t) \in \overline{Q}} \exp \left( \frac{B}{T - t} \right) \int_{\Omega} |K(x, \theta, t)| \, d\theta < +\infty. \quad (3.21)
$$

Let us now introduce the new weights $\beta$ and $\gamma$ defined as

$$
\beta(x, t) := \frac{e^{\alpha t} |\varphi|^2}{\ell(t)}, \quad \gamma(x, t) := \frac{e^{\beta t} |\varphi|^2 + \varphi^{(s)}(x)}{\ell(t)},
$$

with

$$
\ell(t) := \begin{cases} T^2/4, & t \in [0, T/2] \\ (T - t), & t \in [T/2, T], \end{cases}
$$

and the parameters $s$ and $\lambda$ are fixed and taken as in Proposition 2.1. Then, we can state the following refined version of the Carleman inequality (2.10).

**Proposition 3.1.** There exist a positive constants $C$, depending on $T$, $s$ and $\lambda$, such that, for all $F \in L^2(Q)$ and $z_T \in L^2(\Omega)$, the solution $z$ to (2.9) satisfies

$$
\|z(x, 0)\|_{L^2(Q)}^2 + \int_Q e^{-2\beta t} |z|^2 \, dx \, dt \leq C \left[ \int_Q e^{-2\beta t} |\varphi|^2 \, dx \, dt + \int_Q e^{-2\beta t} |F|^2 \, dx \, dt \right]. \quad (3.22)
$$
The proof of this Proposition is standard. It combines energy estimates and the fact that $\beta \leq \alpha$ in $Q$ (see, e.g., [5]). Furthermore, using (3.22) and the classical approach presented in several works ([5, 8, 9, 17]), it is possible to obtain the following result.

**Proposition 3.2.** Let $T > 0$ and $e^{\theta t}F \in L^2(Q)$. Then, for any $y_0 \in L^2(\Omega)$ there exists a control function $v \in L^2(\Omega \times (0, T))$ such that the associated solution to (1.1) is in the space

$${\mathcal E} := \{ y : e^{\theta t}y \in L^2(Q) \}.$$ 

Moreover, there exists a positive constant $C = C(T,F,s,\lambda)$ such that holds the estimate

$$\int_0^T \int_{Q} e^{2\beta^2}y^{-3}\|v\|^2 \, dx \, dt + \int_0^T \int_{Q} e^{2\beta^2}y^3 \, dx \, dt \leq C\left(\|y_0\|_{L^2(\Omega)}^2 + \|e^{\theta t}F\|_{L^2(Q)}^2\right).$$  

(3.23)

Notice that, $y$ being in the space $\mathcal{E}$, in particular we have

$$\int_0^T \int_{Q} e^{2\beta^2}y^3 \, dx \, dt < +\infty.$$ 

Since the weight $\beta$ blows-up as $t \to T^-$, the boundedness of the above integral yields $y(x,T) = 0$. As a consequence, we then have the following controllability result.

**Proposition 3.3.** Let $T > 0$ and $e^{\theta t}F \in L^2(Q)$. Then, for any $y_0 \in L^2(\Omega)$ there exists a control function $v \in L^2(\Omega \times (0, T))$ such that the associated solution to (1.1) satisfies $y(x,T) = 0$.

The above discussion can now be applied to problem (1.1), and we have the following result.

**Theorem 3.1.** Let $T > 0$ and assume that $K$ satisfies (3.21). Then, for any $y_0 \in L^2(\Omega)$, there exists a control function $v \in L^2(\Omega \times (0, T))$ such that the associated solution $y$ to (1.1) satisfies $y(x,T) = 0$.

**Proof.** For our proof we are going to employ a fixed point strategy. For $R > 0$, we define

$$\mathcal{E}_R := \{ w \in \mathcal{E} : \|e^{\theta t}w\|_{L^2(Q)} \leq R \},$$

which is a bounded, closed and convex subset of $L^2(Q)$. For any $w \in \mathcal{E}_R$, let us consider the control problem

$$\begin{cases}
  y_t - \Delta y + \int_{\Omega} K(x,\theta,t)w(\theta,t) \, d\theta = v1_{\Omega}, & (x,t) \in \Omega \\
  y = 0, & (x,t) \in \Sigma \\
  y(x,0) = y_0(x), & x \in \Omega.
\end{cases}$$ \hfill (3.24)

Notice that (3.24) is different from the original system (1.1), since it is linear in the $y$ variable. Now, from hypothesis (3.21) we have that

$$\int_0^T \int_{Q} e^{2\beta^2}w^3 \, dx \, dt \leq M^2 \int_0^T \int_{Q} e^{2\beta^2}w^2 e^{-2\beta^2} \, dx \, dt \leq M^2 R^2.$$ 

Therefore, from Proposition 3.2 we have that (3.24) is null controllable, i.e., for any $y_0 \in L^2(\Omega)$, there exists a control function $v \in L^2(\Omega \times (0, T))$ such that the associated solution $y$ to (3.24) satisfies $y(x,T) = 0$.

In order to conclude our proof and obtain the same controllability result for $w = y$, we shall apply Kakutani’s fixed point theorem (see [4, Theorem 2.3], [10]). For any $w \in \mathcal{E}_R$, we define the multivalued map $\Lambda : \mathcal{E}_R \mapsto 2^{\mathcal{E}}$ such that

$$\Lambda(w) = \{ y : y \in \mathcal{E} \text{ and there exists } v \text{ such that } \int_0^T \int_{Q} e^{2\beta^2}y^{-3}|v|^2 \, dx \, dt \leq C\left(R^2 + \|y_0\|_{L^2(\Omega)}^2\right) \}.$$ 

It is easy to check that $\Lambda(w)$ is a nonempty, closed and convex subset of $L^2(Q)$. Moreover, by (3.21) and (3.23) and arguing as before we have

$$\int_0^T \int_{Q} e^{2\beta^2}y^{-3}|v|^2 \, dx \, dt + \int_0^T \int_{Q} e^{2\beta^2}|v|^2 \, dx \, dt$$

$$\leq C\left(\|y_0\|_{L^2(\Omega)}^2 + \int_0^T \int_{Q} e^{2\beta^2}\left(\int_{\Omega} K(x,\theta,t)y(\theta,t) \, d\theta \right)^2 \, dx \, dt \right)$$

$$\leq C\left(M^2 R^2 + \|y_0\|_{L^2(\Omega)}^2\right) \leq CR^2,$$ \hfill (3.25)

We can now define a mapping $\nu : \mathcal{E}_R \mapsto \mathcal{E}$ as follows:

$$\nu(w) = \Lambda(w).$$
for $R$ large enough. Hence, up to a multiplicative constant we have $\Lambda(\mathcal{E}_R) \subset \mathcal{E}_R$.

Let $\{w_k\}$ be a sequence in $\mathcal{E}_R$. Then the corresponding solutions $\{y_k\}$ are bounded in $L^2(0, T; H^1_0(\Omega)) \cap H^1(0, T; H^{-1}(\Omega))$ and, therefore, $\Lambda(\mathcal{E}_R)$ is compact in $L^2(\mathcal{Q})$ by Aubin-Lions’ Theorem (16).

Notice that, for any $w \in \mathcal{E}_R$, we have at least one control $v$ such that the corresponding solution $y$ belongs to $\mathcal{E}_R$. Hence, for the sequence $\{w_k\}$ we can find a sequence of controls $\{v_k\}$ such that the corresponding solutions $\{y_k\}$ is in $L^2(\mathcal{Q})$. Let $w_k \to w$ in $\mathcal{E}_R$ and $y_k \to y$ in $L^2(\mathcal{Q})$. We want to show that $y \in \Lambda(w)$. By the regularity of the solutions and (3.25) it follows (selecting a subsequence if necessary) that

$$
\begin{align*}
v_k &\to v \text{ weakly in } L^2(0 \times (0, T)), \\
y_k &\to y \text{ weakly in } L^2(0, T; H^1_0(\Omega)) \cap H^1(0, T; H^{-1}(\Omega)), \\
y_k &\to y \text{ strongly in } L^2(\mathcal{Q}).
\end{align*}
$$

Then we obtain $y \in L^2(\mathcal{Q})$ and, letting $k \to +\infty$ in the system

$$
\begin{align*}
(y_k)_t - \Delta y_k + \int_{\Omega} K(x, \theta, t) w_k(x, \theta, t) d\theta &= v_k 1_{(0, 0)}, & (x, t) \in \mathcal{Q} \\
y_k &= 0, & (x, t) \in \Sigma \\
y_k(x, 0) &= y_0(x), & x \in \Omega.
\end{align*}
$$

we can conclude that the couple $(y, v)$ satisfies (3.24), i.e. $\Lambda(w) = y$. Thus the map $\Lambda$ is upper hemicontinuous.

Therefore, all the assumptions of Kakutani’s fixed point theorem are fulfilled and we infer that there is at least one $y \in \mathcal{E}_R$ such that $y = \Lambda(y)$. By the definition of $\Lambda$, this implies that there exists at least one pair $(u, y)$ satisfying the conditions of Theorem 3.1. The fact that $y(x, T) = 0$ in $\Omega$ comes from the definition of the space $\mathcal{E}$ and the weight function $\beta$. Hence, our assertion is proved.

\begin{remark}
As we were anticipating in Section 2, even though the approach of Theorem 2.7 has the advantage of not requiring any decay in the kernel as $t$ goes to $0^+$, due to the nature of the employed fixed point argument we lose the uniqueness of the control function $v$. In particular, we are not able to identify a distinguished control with a constructive procedure. As a consequence of this fact, we also lose information about the cost of null controllability. Indeed, when a control can be computed by minimizing, for instance, the functional (2.19), the null controllability cost is related to the square root of the constant in the observability inequality (1.4). On the other hand, since the proof of Theorem 2.7 does not require any observability, in that case we cannot recover any explicit expression for $\mathcal{C}(y_0)$.
\end{remark}

4. Extension to semilinear problems

The approach of Theorem 1.1 may be combined with the methodology presented in 11, 2, 3, 18 to deduce similar controllability results for the semilinear heat equation with globally Lipschitz nonlinearity

$$
\begin{align*}
y_t - \Delta y + \int_{\Omega} K(x, \theta, t) y(\theta, t) d\theta &= f(y) + v 1_{(0, 0)}, & (x, t) \in \mathcal{Q} \\
y &= 0, & (x, t) \in \Sigma \\
y(x, 0) &= y_0(x), & x \in \Omega.
\end{align*}
$$

In more detail, it is possible to prove the following result.

\begin{theorem}
Assume $f \in C^1(\mathbb{R})$ is globally Lipschitz with $f(0) = 0$. Then, given any $y_0 \in L^2(\Omega)$ and $T > 0$ there exists a control function $v \in L^2(0 \times (0, T))$ such that the solution to (4.26) satisfies $y(x, T) = 0$.
\end{theorem}

\begin{proof}
The proof of this result is by now standard and it uses well-known results on the controllability of nonlinear systems (11, 2, 3, 18). For the sake of completeness, we sketch below the main steps.

Since $f \in C^1(\mathbb{R})$, we can introduce the function $g : \mathbb{R} \to \mathbb{R}$ defined as

$$
g(s) := \begin{cases}
f(s), & \text{if } s \neq 0 \\
f'(0), & \text{if } s = 0.
\end{cases}
$$
Then, for all \( \eta \in L^2(Q) \) we can consider the following linearized version of (4.26)

\[
\begin{align*}
  y_t - \Delta y + \int_\Omega K(x, \theta, t) y(\theta, t) d\theta & = g(\eta) y + v1_Q, \quad (x, t) \in Q \\
  y & = 0, \quad (x, t) \in \Gamma \\
  y(x, 0) & = y_0(x), \quad x \in \Omega.
\end{align*}
\] (4.27)

The continuity of \( f \) and the density of \( C_0^\infty(Q) \) in \( L^2(Q) \) allows to see that \( g(\eta) \in L^\infty(Q) \) for all \( \eta \in L^2(Q) \). Therefore, arguing as in the proof of Theorem 4.1, we can obtain the following observability estimate

\[
\|\varphi(x, 0)\|_{L^2(\Omega)} \leq C_1 \exp \left[ C_2 \left( 1 + \frac{1}{T} + T \|g\|_{\infty} + \|g\|_{H^2(\Omega)}^2 \right) \right] \int_{\Omega \times (0, T)} |\varphi|^2 \, dx \, dt,
\] (4.28)

where \( \varphi \) is the solution to the adjoint system associated to (4.27). This in particular implies that (4.27) is null-controllable in time \( T > 0 \) with a control \( v_\eta \in L^2(0 \times (0, T)) \) satisfying

\[
\|v_\eta\|_{L^2(O \times (0, T))} \leq \sqrt{C} \|y_0\|_{L^2(\Omega)} \quad \forall \eta \in L^2(Q),
\]

where with \( C \) we indicate the constant in the inequality (4.28).

Consider the map \( \Lambda : L^2(Q) \to L^2(Q) \) defined by \( \Lambda \eta = y_\eta \), where \( y_\eta \) is the solution to (4.27) corresponding to the control \( v_\eta \). By means of (4.12), we deduce that \( \Lambda \) maps \( L^2(Q) \) into a bounded set of \( L^2(0, T; H^2_0(\Omega)) \cap H^1(0, T, H^{-1}(\Omega)) \). This space being compactly embedded in \( L^2(Q) \), there exists a fixed compact set \( W \) such that \( \Lambda(L^2(Q)) \subset W \). Moreover, it can be readily verified that \( \Lambda \) is also continuous from \( L^2(Q) \) into \( L^2(Q) \). In view of that, applying the Schauder fixed point theorem and proceeding like in the conclusion of the proof of Theorem 3.1 the result follows immediately.

We conclude this section by mentioning that, in the same spirit of Theorem 4.1, it is possible to address also more general versions of (4.26) in which the nonlinearity is included in the non-local term, that is, problems in the form

\[
\begin{align*}
  y_t - \Delta y + \int_\Omega K(x, \theta, t) f[y(\theta, t)] d\theta & = g(\eta) y + v1_Q, \quad (x, t) \in Q \\
  y & = 0, \quad (x, t) \in \Gamma \\
  y(x, 0) & = y_0(x), \quad x \in \Omega.
\end{align*}
\] (4.29)

where \( f \) has the same regularity properties as in Theorem 4.1.

For doing that, we just need to prove a Carleman estimate for the linearized adjoint system corresponding to (4.29), which reads as

\[
\begin{align*}
  -\varphi_t - \Delta \varphi + g(\eta) \int_\Omega K(\theta, x, t) \varphi(\theta, t) d\theta & = 0, \quad (x, t) \in Q \\
  \varphi & = 0, \quad (x, t) \in \Gamma \\
  \varphi(x, 0) & = \varphi_0(x), \quad x \in \Omega,
\end{align*}
\] (4.30)

to obtain from there an observability inequality for (4.30) and conclude by following the same argument as in Theorem 4.1.

The proof of such Carleman inequality is a straightforward adaptation of Proposition 2.3. Indeed, it is sufficient to notice that, in this case, (2.15) becomes

\[
\begin{align*}
  \mathcal{I}(\varphi) & \leq C \left[ s^3 T^4 \int_{Q \times (0, T)} e^{-2\alpha s} |\varphi|^2 \, dx \, dt + \int_Q e^{-2\alpha s} \left| \int_\Omega K(\theta, x, t) \varphi(\theta, t) d\theta \right|^2 \, dx \, dt \right] \\
  & \leq C \left[ s^3 T^4 \int_{Q \times (0, T)} e^{-2\alpha s} |\varphi|^2 \, dx \, dt + \|g\|_{H^2(\Omega)}^2 \int_Q e^{-2\alpha s} \left| \int_\Omega K(\theta, x, t) \varphi(\theta, t) d\theta \right|^2 \, dx \, dt \right],
\end{align*}
\]

since \( g(\eta) \in L^\infty(Q) \). From here, the remaining of the proof is the same as we did before, with the only change that we now have to choose

\[
s \geq \varepsilon_3 \left[ T + T^2 + (3 \|g\|_{H^2})\frac{\varepsilon}{T} T^2 \right],
\]

where \( \varepsilon_3 \) is the same as in Proposition 2.3.
with $Q_3$ a positive constant only depending on $\Omega$ and $\partial$. In view of that, the observability estimate that we obtain is in the form

$$\|\varphi(x, 0)\|_{L^2(\Omega)} \leq C_1 \exp \left[ C_2 \left( 1 + \frac{1}{T} + T \|g\|_{L^\infty(\partial)}^2 \right) \right] \int_{\Omega \times (0, T)} |\varphi|^2 \, dx \, dt. \quad (4.31)$$

From (4.31), the null controllability in time $T > 0$ for (4.30) follows immediately by means of a classical argument.

5. On the necessity of hypothesis $(H)$

As anticipated in Remark 2.1, hypotheses on the kernel $K$ more general than just being bounded are necessary. Indeed, not imposing any assumption further than $\|K\|_{L^\infty} < +\infty$ may lead to the failure of the unique continuation of the solutions to the adjoint system. In fact, in absence of additional conditions on the kernel, it is possible to provide counterexamples where unique continuation (which is essential for obtaining controllability results) fails.

In what follows, we present one which has been proposed by P. Gerard. Let us consider the following one-dimensional situation. Let $u \in C_0^\infty(0, 1)$ be a function verifying $u(x) = 0$ for $x \in (a, b) \subset (0, 1)$ but not identically zero on the whole interval $(0, 1)$ (see Figure 2).

![Figure 2](image_url)

Figure 2. Example of a function $u(x)$ verifying: (i) $u \in C_0^\infty(0, 1)$, (ii) $u(x) = 0$ for $x \in (a, b)$ and (iii) $u \neq 0$ in $(0, 1)$.

Since $u$ is in particular a $L^2(0, 1)$ function, we can write it in the form

$$u(x) = \sum_{k \geq 1} c_k \phi_k(x),$$

with $\phi_k(x) = \sqrt{2} \sin(k \pi x)$ and $c_k = \langle u, \phi_k \rangle_{L^2(0, 1)}$. Moreover, for $0 < \lambda < \pi$, we have

$$\sum_{k \geq 1} \left( k^2 \pi^2 - \lambda^2 \right) c_k^2 > 0$$

and, up to a change of variables of the type $u \mapsto \sigma u$, $\sigma > 0$, we can assume

$$\sum_{k \geq 1} \left( k^2 \pi^2 - \lambda^2 \right) c_k^2 = 1.$$

Define

$$p(x) = \sum_{k \geq 1} \left( k^2 \pi^2 - \lambda^2 \right) c_k \phi_k(x).$$

It can be readily checked that $-u_{xx} - \lambda^2 u = p$ is verified in the sense of distributions. Hence $p \in C_0^\infty(0, 1)$ with $p(x) = 0$ in $(a, b)$, since $u$ has these properties. Moreover, by definition of $p$ we have

$$\int_0^1 p \, u \, dx = 1.$$
Therefore, \( u \) satisfies the nonlocal elliptic problem

\[
\begin{aligned}
-\varphi_{xx} + \int_0^1 K(x, \theta) \varphi(\theta) \, d\theta &= \lambda^2 \varphi, \quad x \in (0, 1) \\
\varphi(0) = \varphi(1) &= 0
\end{aligned}
\]  

(5.32)

with \( K(x, \theta) = p(x)p(\theta) \). Furthermore, by assumption \( u(x) = 0 \) for \( x \in (a, b) \subset (0, 1) \) but \( u \neq 0 \) elsewhere.

In other words, we constructed an example of a function which is solution to (5.32) and does not satisfy unique continuation. In addition, this fact can be extended to the parabolic case by means of classical techniques, thus implying the failure of any controllability property for our original equation.

To avoid these kind of situations, and to ensure the validity of unique continuation properties, in some recent works the following solutions have been proposed:

- analyticity assumptions on the kernel, that allow to see it as a compact perturbation of the heat operator ([6]);
- kernels in the form \( k(x, \theta) = \alpha(x)\beta(\theta) \), with \( \alpha \) not vanishing in any subinterval of \((0, 1)\), which preserve the unique continuation for the solutions ([13, Lemma 2.15]).

In the present work, thanks to ([11] and by taking advantage of the weight function \( \alpha \), we are able to absorb the nonlocal term in the terms on the left-hand side of (2.15), then obtaining a nice Carleman estimate for the solution to (1.1). This, of course, gives us the unique continuation and allow us to prove an observability inequality, therefore a controllability result. In conclusion, from the discussion above it is clear that kernels that are merely bounded cannot be handled when dealing with controllability problems for nonlocal equations of the type of (1.1). Instead, some additional condition has to be imposed. In this paper, we propose to consider kernels depending also on the time variables, and to exploit the structure of the weights in the Carleman estimate. Nonetheless, we do not know whether our approach is the best possible or if, instead, sharper results can be obtained.
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