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Executive Summary: Although the United States national innovation system has produced many technologies, their benefits are not evenly distributed across the country's population. This stands in direct contrast to the aims of government, which frequently funds science research for the purpose of social benefit. This paper first undertakes a deep reconsideration of the US national innovation system, and then reframes it as a collective impact initiative in order to coordinate every one of its contributors around this goal. It begins by tracing the origins of the longstanding tensions between science undertaken for the sakes of science inquiry versus societal benefit. It then discusses the inadequacies of practices meant to bridge science outcomes and societal needs like the broader impacts and technology transfer. It concludes by proposing a significant expansion of the stakeholders that evaluate the proposals and outcomes of federally funded research. This integrates diverse public participation into the proposal selection process, research discussions, and technology transfer to ensure that universal social impact is routinely considered.

The benefits of science and technology remain unevenly distributed across racial, gender, economic, and geographic lines. How can we ensure that Americans of all backgrounds are drawn into both the creation and the rewards of science and technology? How can we ensure that science and technology hubs flourish in every part of the country, driving economic development in every American hometown?
- President Biden's letter to incoming Office of Science and Technology Policy director Eric Lander (January 20, 2021)

Scientists alone can establish the objectives of their research, but society, in extending support to science, must take account of its own needs.
- President Kennedy’s address to the National Academy of Sciences (October 22, 1963)

I. Introduction
Perhaps the most significant motivation to create new technologies is the benefit they can bring to all individuals of society. Vaccines, automobiles, synthetic polymers and the Internet have all immeasurably improved the lives of most people around the world. However, when policymakers discuss the United States (US) science and technology (S&T) innovation system, we often hear about economic growth, jobs and global competitiveness. The welfare of the most vulnerable and underserved—a key component of social impact—is usually not addressed. Furthermore, S&T can maintain or even widen the vast societal inequalities we see today (Bozeman 2020; Schillo and Robinson 2017). S&T often only improves the lives of those in need by happenstance, rather than by deliberate purpose. This points to a major ethical failure among relevant stakeholders in their duties as public servants and recipients of public funding. The US legislative branch is considering a new bill that will empower the National Science Foundation
(NSF) to address this. The version passed by the Senate specifies a modest increase to NSF’s budget, a new “societal challenges” directorate, and a small amount going to certain research fields. The House’s version aims to fund a broader array of research fields and is less explicitly focused on competition with China (Ambrose 2021; Lopez 2021; McKinnon 2021). However, neither bill addresses exactly how this increased funding will lead to better social outcomes, particularly for the most vulnerable. This population has few opportunities to help direct our S&T innovation system. Legislators, science researchers and administrators are often far removed from these stakeholders, and therefore ill-equipped to represent their needs. We must improve our S&T system so that all relevant stakeholders both directly contribute to and benefit from its advancements, but first we must understand why they currently do not.

II. Science for scientists

The US’s modern science policy began with Vannevar Bush (1945). Bush helped to create the National Science Foundation but opposed sponsoring programs that addressed the US’s social and economic needs (Kevles 1977). He emphasized the importance of “basic research,” which seeks fundamental truths and not applied results. Bush painted the picture of a linear model in which results from basic research are developed into applied technologies. The key example of nuclear physics leading to the atomic bomb spurred confidence that such technologies would lead the US to a prosperous future. This assertion of the potency of basic research satisfied the demands of both scientists and policymakers (Pielke 2010).

Bush and other politically conservative scientists also used this argument to shield science from government control, while those on the progressive left believed that science should be subject to open access and input (Wang 1995). Bush’s views were neatly encapsulated in his statement that the US needed a scientist-run government agency dedicated to basic research. Politicians should never manage or instruct scientists in what basic research they should pursue. Bush framed scientific progress as resulting from “the free play of free intellects, working on subjects of their own choice, in the manner dictated by their curiosity for exploration of the unknown” (Sarewitz 2016).

Although Bush popularized this ideal, it did not originate with him. In the 1870s, scientists fought for a purity of science that prioritized the seeking of truth, denigrating research that applied what others had discovered (Pielke and Byerly 1998). However, this perspective does not adequately serve the society in which science is situated. The US’s technological growth of the past half-century has been in spite, rather than because, of a linear model, basic research and the ‘free play of free intellects.’

NSF, although not the agency Bush had envisioned, was created in 1950 with several of his philosophies in mind. Its board largely consisted of scientists who were trained with an academic mindset and committed to supporting the best science (Mazuzan 1994). But the “best” science initially only meant “basic science.” Support for applied or social science research was not permitted until 1968, with the passage of the Daddario-Kennedy Amendment (Mazuzan 1994; Wilson 1983). Soon afterwards, NSF started a small initiative to connect physical and social sciences. However, following pressure from the Nixon administration turned it into the larger Research Applied to National Needs (RANN) program (Green and Lepkowski 2006). RANN was designed to fund research connected to industrial enterprises around societal concerns like transportation and energy. However, it only lasted a few years; NSF stakeholders grew concerned that social science and applied research would either drain or water down funding for basic science research. This demonstrated that a targeted, impactful program could not find a home at NSF (Bozeman and Boardman 2009; Mazuzan 1994).

Some elements of RANN remain today in the form of funding applied engineering research. However, “gone was the conscious, directed attempt by NSF to seek out specific societal problems” (Green and Lepkowski 2006). While most of its funding today focuses on basic research, NSF still plays a key funding role. It is the only US federal agency “whose mission includes support for all fields of fundamental science and engineering” as well as many of the social sciences (National Science Foundation n.d.). Thus, this paper focuses on NSF, although much discussed here applies to other funding agencies as well.
Stokes (1997) contested much of the Bush and subsequent NSF philosophy. He demonstrated that many technological innovations have not been the direct result of basic research, but instead of clear societal needs. The goal-oriented research funded by offices like the Defense Advanced Research Projects Agency (DARPA) led to many advancements in military technology. Many of these technologies, like global positioning systems, improved jet engines and computer networking, benefited the civilian sector as well. The applied research that put a man on the moon has since resulted in over 2000 civilian products (National Aeronautics and Space Administration n.d.). Sarewitz (2016) outlines how many of the Industrial Revolution's technological advancements actually opened up new fields of basic science inquiry. Technologies like the steam engine and telegraph both had tremendous social impact and catalyzed related fundamental scientific enterprises. Today, there is widespread agreement that new technologies are not driven solely by advances in basic research, but also by the needs of every person in society. We can define “social impact” as the extent to which S&T advancements meet these societal needs.

III. More impact is possible

Unfortunately, our current S&T system does not achieve this impact nearly as well as it could. Several of its components have not moved beyond the assumptions of Bush’s linear model, keeping them divorced from societal concerns. Many early career researchers are motivated by social impact, but become disillusioned by research that overemphasizes scientific novelty and citation counts (Leeming 2018). However, this disregard of impact conflicts with the goals of government, as “There has never been any doubt in the minds of policy-makers that the ultimate aim for funding science and technology was socioeconomic goals such as national security, economic development, welfare and the environment” (Godin and Doré 2005).

NSF’s response to this has been its “broader impacts” (BIs) initiative. BIs were designed to ensure that all NSF-funded research had relevance beyond the academy. However, despite NSF’s efforts and intentions, BIs are insufficient to ensure impact. They have frequently been criticized as vague and frustrating for scientists to interpret (Lok 2010). As such, they lack widespread buy-in from the research community. NSF’s own reports indicate that many researchers consider the requirements to be an “add-on” (National Science Foundation 2015). Some even seek boilerplate language to check the box, demonstrating that they have no plan or budget to support BIs at all (MacFadden 2019). Additionally, while NSF specifies and requires BIs, it is academic reviewers who actually evaluate them. While researchers are used to judging a proposal’s intellectual and scientific merits, they are often not trained, willing or able to evaluate its social impacts (Bozeman and Boardman 2009; Holbrook and Frodeman 2011). Sarewitz (2011) criticizes this arrangement as essentially offloading science’s social responsibility onto individual scientists. As a US government agency, NSF should be explicitly coordinating it.

New advances in S&T can help us solve many of our societal challenges. However, our current research and development (R&D) ecosystem is disjointed and haphazard. It includes many different stakeholders with many different goals and incentives. They are not collectively optimized for the social impact of science (Prabhakar 2020). In fact, they may be an expression of an outmoded approach to S&T (Sarewitz 2021). To address this issue, we need a comprehensive, collective impact approach. Academics, funding agencies, businesses, technology transfer offices (TTOs) and all other stakeholders must work together towards the same set of specific goals. This system needs a common agenda, shared measurements, mutually reinforcing activities, continuous communication among stakeholders and dedicated coordinating organizations (Kania and Kramer 2011). This will lay the groundwork for reliable, long-term social change.

Such a system is not currently employed in any systematic fashion. Moreover, the systems that exist have significant limitations. For instance, the National Institutes of Health (NIH) and Department of Defense (DoD) fund particular types of research that are very much expected to result in targeted impacts. However, not all research directly contributes to the interests of those organizations, and DoD cuts funding to some projects that it does not foresee will help those interests (Sarewitz 2016). The tight focus of these agencies often drives impact from the top down: they specify the problem to be
solved and call for research proposals to solve it. This leaves no room for exploratory impact-driven research developed from the bottom up by researchers themselves. Such research can help to define and discover entirely new fields and avenues of impact. Furthermore, most basic research will not have a direct impact on technological development. Instead, it will have an indirect impact through the creation of new ideas, fundamental understanding or methods for applied research. To accommodate its wide diversity, we need a system for driving impact from research that is agnostic to its funding source, field of science or social science and basic or applied nature.

IV. A new structure for impact
We must start with the right metrics. Research impacts are distinct from research outputs. Outputs are the direct results of scientific research, while impacts are the long-term effects on society (Godin and Doré 2005). Because they are easily measurable, outputs often serve as barometers for successful research, but do not actually measure its impact. Research cited in patents is often used as evidence of innovation, but “most innovations are not patented, and most patents are not valuable” (Smith and Funk 2021). Technologies like the computer mouse and Universal Serial Bus standard are not patented, while many patents exist for technologies that are not innovative or do not even currently exist. Other output metrics, like number of citations (Ioannidis et al. 2014) or amount of venture funding raised (Alakent et al. 2020), do not correlate with social impact either. While such metrics may help the careers of the individuals involved, we cannot use them to determine the scientific and social welfare of society.

Measuring impact, and who is impacted, is considerably more difficult. There is no clear and universal way to define it. The United Kingdom’s National Environmental Research Council has stated that “The economic and societal benefits of science investment are notoriously challenging to evaluate and quantify. It is often easier to demonstrate the process of generating impact, and the kinds of impact we achieve, than to measure the impact itself” (Langfeldt and Scordato 2015). Social impacts differ considerably across different stakeholders and communities. What’s more, any impact assessments require human judgment, which are naturally affected by individual biases, perspectives and experiences. Ultimately, the question is not what impact is defined to be or even how it is assessed, but who is assessing it.

Representatives from the full range of affected stakeholders should help evaluate research impact. This is the best way to ensure that impact is considered across the entire R&D process. While others can attempt to anticipate or guess, only these group representatives can fully assess how they and their peers will be affected (Weller et al. 2020). Alongside low-income and underserved populations, these participants may include VC investors, journalists, startup founders, local governments, manufacturers, students, lawyers, artists, or potential customers, depending on the research. All of them play a role in bringing new technologies to the world. They will learn the S&T, so they can better anticipate how new developments may lead to changes in their lives. This is similar to advice currently given to researchers about BIs: speak with different types of people to understand what they value in science (Dance 2013). Only now, such individuals will not just advise about potential BIs, but judge them.

These stakeholders will not assess the scientific merit of the proposal—the academic reviewers will still do this. But having different evaluators for the science and impact criteria ensures that each set is evaluated by those most qualified and trained to do so. This could easily lead to a revival and extension of the RANN model (Green and Lepkowski 2006): academics, funding agencies, industry, and those in need all collaborate on research that strives for impact. This will further enable researchers to combine basic and applied research—what Shneiderman (2013) calls an “ecological model”—in service of both academic inquiry and societal impact. Neither need come at the expense of the other.

Certain aspects of this new system are more conducive to applied research, but basic research benefits as well. Even if the potential impact is not obvious or immediate, working with these other stakeholders helps scientists to explain the value of their work. This is especially useful when justifying their funding to politicians like Lamar Smith, who publicly questioned the value of several seemingly pointless research projects (Trager 2015). Any
research proposal, whether basic or applied, should clearly communicate its value. However, many researchers are not capable of this, as they do not learn to write for the general public (Heleta 2017). The most fundamental research can be impactful (Dance 2013), but it must be framed comprehensibly for its impact to be demonstrable.

However, funding is only the first step, and any researcher can attest to how research evolves from its proposal to its finished form. To track this, relevant stakeholders (whether the same or different ones from before) should also check in during the research process itself. This will allow them to continually discuss its direction, potential impacts and implications. The stakeholders would not evaluate the research quality or have any say in funding. They would simply remain informed. This ensures that academics can clearly describe their work, maintain a shared sense of potential and expectations with outside stakeholders, and develop results that are meaningful to all parties (Schikowitz 2020). These check-ins should not be too formal or structured. Such impositions would only lead to researchers simply checking the box, as some do with BIs. However, meetings where curious stakeholders come to learn about research that might interest or affect them would be much more welcomed; researchers generally enjoy discussing their work. Scientists routinely presenting to the public will never remain too insular. Nor will they ever struggle to fulfill BI requirements again.

Public engagement should not stop once the research is completed. As a bridge between academia and industry, TTOs have significant potential to contribute to research impact. However, they were designed to create economic value from the patents generated from university research (Stevens 2004). None of their regulations specify any kind of social impact (Van Norman and Eisenkot 2017). Therefore, their collective impact mission must expand to explicitly account for impact. The group of outside stakeholders should also routinely advise TTOs on achieving impact.

TTOs should proactively undertake research commercialization and impact efforts even if the researcher is not involved. TTOs can even scout for avenues to do this before the research is completed. They are usually well-networked locally, and often interact with industry in contexts like research parks (McCarthy et al. 2018). However, they can also network nationally or even globally. With no geographic bounds, the best licensees for the research may be a startup, a large corporation, an activist group, a team of students, a hacker/makerspace, an incubator, or an artist collective. Furthermore, the “technology” may not be a drug or device, but a policy, social practice, or educational initiative. Anyone who can help realize that impact must have the opportunity to do so. However, TTOs are often underfunded and lacking in personnel (Loise and Stevens 2010). They will likely need additional financial and personnel support to unlock the full potential impact of their research portfolios.

V. Placing impact in context

Many researchers push back on what they call the “impact agenda,” claiming that considering social impact limits academic freedom (Holbrook 2017; Nightingale and Scott 2007). If one considers top-down criteria from agencies like NIH and DoD, this makes sense. Researchers generally do not like being told what to work on. They can require a substantial amount of funding to switch to a research topic preferred by a funding agency (Myers 2020). Researchers’ specializations, preferences and ambitions should all be taken into account in this process. This is best achieved if they negotiate with the funding agencies to determine how both parties can benefit.

However, the general framing of academic freedom and social impact as a zero-sum game is misplaced. The practice of Responsible Research and Innovation (RRI) explicitly considers ethics and societal consequences as part of its core operations (Ribeiro et al. 2018; Smallman 2018). It has been gaining traction in Europe for several years now and has even been applied to the regulation of big tech firms (Peckham 2018). Even for researchers who do not directly engage with impact, RRI can capitalize on serendipity: if potential impacts are discovered during the research process, the researchers can pass them off for others to pursue without feeling compelled to do so themselves (Holbrook 2019). RRI brings social impact to the fore of research. Practices of public involvement in S&T policy go back decades. Mottur (1970) argued for citizen participation in technology assessment. The US
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Office of Technology Assessment, founded soon afterwards, took this advice to heart. It routinely established a public advisory council for every one of its major assessments until it was shut down in 1995 (Chalk 1974; Redelfs and Stanke 1987). In the 1990s, breast cancer patients collaborated with the DoD to explicitly select and guide different research and treatment options (Sarewitz 2016). In Europe, the Danish Board of Technology organized “consensus conferences.” These were groups of ten to fifteen citizens who questioned S&T experts around politically charged technologies and wrote reports summarizing their consensus (Joss and Durant 1995). Other options for public participation include public hearings, negotiated rulemaking, public opinion surveys and focus groups (Rowe and Frewer 2000). It is also important that any public participation be structured so citizens clearly understand the choices at hand, the pros and cons of each one, and how benefits to one stakeholder may disadvantage another (Gregory et al. 2005). Nightingale and Scott (2007) recommend that “research proposals should show a clear and rigorous understanding of the diverse actors involved in the field of enquiry and their particular research needs.” A set of well-trained participants with diverse perspectives produce better solutions to difficult problems than specialized experts working alone, on average (Page 2007). Even without direct public participation, cost-benefit analysis can be improved to account for equity (Hahn 2021). This ample evidence thoroughly justifies integrating public input into research funding decisions.

Participatory technology assessment (Weller et al. 2020) is very similar to this paper’s proposal. It can serve as a model when considering implementation details. Maintaining such a system in every phase of the S&T R&D process allows those in need to advocate for solutions that help them, and also fulfills their rights as taxpaying citizens who help fund the research (Sclove 2010). However, this requires adopting the view directly opposing Bush’s: decisions in science are not to be made solely by scientists. Science benefits everyone and must therefore be treated like the multistakeholder endeavor that it truly is.

VI. Conclusion
The US has enjoyed several decades of technology development and growth, but it faces as many challenges as ever in issues like environmental quality, social justice, economic disparities and infrastructure decay. It is long past time to fully attune our science enterprises to these causes. We cannot simply frame the success of our S&T system around financial goals like number of jobs or startups generated, national competitiveness or gross domestic product. Nor can we continue to produce technologies that largely benefit the already comfortable and ethically claim that we are truly innovating (Bozeman 2020). Amidst calls for a “civilian DARPA” (Clauser and Skaluba 2020) and attempts to align NSF with social issues (Ambrose 2021), we in the science community are due for a reckoning. We must bring everyone together within the same collective impact framework, regardless of how each individual chooses to contribute. This will help ensure we have an innovation system that innovates for all, not just some.
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