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Abstract

This paper presents a streaming speaker-attributed automatic speech recognition (SA-ASR) model that can recognize “who spoke what” with low latency even when multiple people are speaking simultaneously. Our model is based on token-level serialized output training (t-SOT) which was recently proposed to transcribe multi-talker speech in a streaming fashion. To further recognize speaker identities, we propose an encoder-decoder based speaker embedding extractor that can estimate a speaker representation for each recognized token not only from non-overlapping speech but also from overlapping speech. The proposed speaker embedding, named t-vector, is extracted synchronously with the t-SOT ASR model, enabling joint execution of speaker identification (SID) or speaker diarization (SD) with the multi-talker transcription with low latency. We evaluate the proposed model for a joint task of ASR and SID/SD by using LibriSpeechMix and LibriCSS corpora. The proposed model achieves substantially better accuracy than a prior streaming model and shows comparable or sometimes even superior results to the state-of-the-art offline SA-ASR model.

Index Terms: multi-talker speech recognition, serialized output training, speaker identification, speaker diarization

1. Introduction

Speaker-attributed automatic speech recognition (SA-ASR), a task to recognize “who spoke what” from audio input, has long been studied for conversation analysis [1][2][3][4][5]. An SA-ASR system typically consists of multiple modules such as speech separation for handling overlapping speech [6], speaker identification (SID) [7] or speaker diarization (SD) [8] for estimating the speaker identity, and ASR for transcribing each utterance [9]. While substantial advancement has been made for SA-ASR systems, such a modular system tends to be complicated, and difficult to optimize for the best accuracy.

To further improve the SA-ASR accuracy, various attempts have been made to jointly optimize multiple modules either with partially joint approaches (e.g., speech separation and ASR [10][11][12][13][14][15]) or fully joint approaches [16][17][18]. In particular, the end-to-end (E2E) SA-ASR model of [19] which jointly performs multi-talker ASR and SID was shown to considerably outperform the modular-approach-based systems [20]. However, the E2E SA-ASR model is based on the attention encoder-decoder architecture [21][22][23] with serialized output training (SOT)-based ASR [24], which renders the model usable only for offline (i.e. non-streaming) inference.

Only a limited number of studies addressed the streaming SA-ASR problem through the joint optimization approach. Shafey et al. [10] proposed to insert speaker role tags (e.g., “doctor” and “patient”) in output transcriptions for the offline recurrent neural network transducer (RNNT)-based ASR. Saltau et al. [25] later showed a good performance with this idea for medical conversation transcription with streaming RNNT models. However, their model is difficult to extend to general scenarios with arbitrary number of speakers since it requires each speaker to have a unique role. Their model also cannot deal with overlapping speech which is ubiquitous in human conversations [26]. Lu et al. [27] proposed streaming un-mixing, recognition and identification transducer (SURIT) that jointly performs multi-talker ASR and SID in a streaming fashion. Their model has two output branches for ASR and two additional output branches for SID to generate ASR and SID results for up to two simultaneous speakers with limited latency. However, their word error rate (WER) and speaker error rate (SER) were significantly worse than the state-of-the-art (SOTA) results of the offline SA-ASR models [28].

To address these limitations, we propose a novel streaming SA-ASR model that works with low latency even for overlapping speech. Our model is based on token-level serialized output training (t-SOT) [29], which was recently proposed for low-latency multi-talker speech transcription. To further estimate the speaker identities, we propose an encoder-decoder based speaker embedding extractor that can estimate a speaker representation for each recognized token not only from non-overlapping speech but also from overlapping speech. The proposed speaker embedding, named t-vector, is extracted synchronously with the t-SOT ASR to jointly perform SID/SD and the multi-talker transcription for arbitrary number of speakers with low latency. In our evaluation using LibriSpeechMix [19] and LibriCSS [30] corpora, we show that the proposed model achieves substantially better accuracy than the prior streaming SA-ASR model. The model also yields on par or sometimes even better accuracy than the SOTA offline SA-ASR model.

2. Streaming Multi-Talker ASR with t-SOT

2.1. t-SOT

The t-SOT framework was recently proposed to recognize multi-talker conversations with low latency [29]. In t-SOT, we assume up to \( M \) utterances are overlapping at the same time in the input audio. Here, we explain the t-SOT for \( M = 2 \). Refer [29] for a case with \( M > 2 \). In t-SOT, the transcriptions for multiple speakers are serialized into a single sequence of recognition tokens (e.g., words, subwords) by sorting the tokens in a chronological order. A special token \( (cc) \), which indicates a change of “virtual” output channels, is inserted between two adjacent words if they are spoken by two different speakers. An example of such a serialized transcription is shown at the middle of Fig. 1. A streaming end-to-end ASR model is trained to generate such serialized transcriptions from the corresponding audio samples. During inference, a serialized transcription including \( (cc) \) is produced by the ASR model in a streaming fashion, which is then deserialized to separate transcriptions by switching the virtual output channel when \( (cc) \) is encountered.
2.2. Transformer Transducer

We use transformer transducer (TT) \cite{31} as a backbone ASR model in this work. The components of TT are shown by blue blocks in Fig. 1. TT is an RNNT model using Transformer \cite{32} as the encoder. The TT encoder is represented as follows.

\[ z_{[1:T],0}^{spk} = \text{CNN}(x_{[1:T^\prime]}) \]
\[ z_{1:t, l}^{asr} = z_{1:t, l}^{asr} + \text{MHA}\left(z_{1:t-1}^{asr}, m(t), z_{m(t)-1}^{asr}\right) \]
\[ z_{1:t, l}^{asr} = z_{1:t, l}^{asr} + \text{FF}\left(z_{1:t, l}^{asr}\right) \]

Here, \( x_{[1:T^\prime]} \) is a sequence of input audio features with length \( T^\prime \). CNN() represents a stack of convolution layers that sub-samples the sequence length to \( T \). MHA() represents a multi-head attention (MHA) of the \( l \)-th layer \cite{32} with query \( Q \), key \( K \), and value \( V \) matrices. The streaming mask function \( m(t) \) generates limited time frames \([t_a : t_b] \in [1 : T]\) to compute the attention at time frame \( t \) by using an attention mask. With an appropriate attention mask, TT can be executed with limited algorithmic latency as proposed in \cite{33}. Finally, FF() represents a position-wise feed forward network at the \( l \)-th layer. The decoder of TT consists of the prediction network and joint network as follows.

\[ g_u, h_u = \text{Prediction}(o_{u-1}, h_{u-1}) \]
\[ y_{t, u} = \text{Joint}(z_{t, l}, g_u) \]

Here, \( o_u \) is the \( u \)-th estimated token, and \( h_u \) is a hidden representation of the prediction network at step \( u \). \( L \) is the number of layers in the TT encoder. The resultant \( y_{t, u} \) represents a probability distribution of the tokens at time \( t \) given \( o_{[1 : u-1]} \). In inference, the token \( o_u \) is estimated by performing time-synchronous beam search on \( y_{t, u} \).

The deserialization process is illustrated at the top of Fig. 1. The t-SOT model was found to significantly outperform prior multi-talker ASR models in both the recognition accuracy and latency while keeping the model architecture as simple as conventional single-talker ASR models \cite{20}.

3. Streaming SA-ASR with t-vector

3.1. t-vector: Token-level speaker embedding

The key challenge of SID/SD with streaming multi-talker ASR is estimating clean speaker representations \textit{even from overlapping speech} in a way synchronous with the ASR output tokens whose emission times can have arbitrary delays from their actual spoken times in the input audio. To overcome this challenge, we propose an encoder-decoder based speaker embedding extraction method that works synchronously with the emission of token \( o_u \) from TT.

The proposed speaker embedding extraction model consists of a speaker encoder and a speaker decoder as shown by the green blocks in Fig. 1. The speaker encoder has the same number of layers (i.e. \( L \) layers) with the transformer encoder of TT. It cooperatively works with the TT encoder and generates raw speaker representation \( z_{1:t, l}^{spk} \) from the final (i.e. \( l \)-th) layer for each time frame \( t \). Specifically, the proposed speaker encoder is formulated as follows.

\[ z_{[1:T],0}^{spk} = \text{DvecExtractorNet}(x_{[1:T^\prime]}) \]
\[ z_{1:t, l}^{spk} = z_{1:t-1, l}^{spk} + \text{MHA}\left(z_{1:t-1, l}^{spk}, m(t), z_{m(t)-1, l}^{spk}\right) \]
\[ z_{1:t, l}^{spk} = z_{1:t, l}^{spk} + \text{FF}\left(z_{1:t, l}^{spk}\right) \]

Here, DvecExtractorNet() is a neural network with almost the same architecture as a d-vector extractor \cite{34} (ResNet\cite{35} in our implementation) except that all look-ahead weights in the convolution layers are zeroed out to prevent the speaker encoder from adding further latency. It generates the speaker representation \( z_{[1:T],0}^{spk} \) at the bottom (i.e. \( 0 \)-th) layer. For each layer \( l \), MHA() is applied by using the query \( z_{1:t-1}^{spk} \) and key \( z_{m(t)-1}^{spk} \) from TT while using the value \( z_{m(t)-1}^{spk} \) inside the speaker encoder. The masking function \( m(t) \) is shared with TT such that the speaker encoder works with limited latency.

The speaker decoder generates speaker embedding \( e_u \), named t-vector, for each non-blank token, i.e., \( o_u \), as follows.

\[ e_u, h_u^{spk} = \text{LSTM}(z_{[1:T], l}^{spk} + \text{Embed}(o_u), h_{u-1}^{spk}) \]

where \( t_u \) is the emission time frame of \( o_u \) based on TT. Embed() is the embedding function, and \( h_u^{spk} \) is the hidden state of the long short-term memory (LSTM) at step \( u \).

For training the speaker encoder and decoder, we use a simple softmax loss based on speaker identification using the cosine similarity for \( e_u \) as

\[ \mathcal{L}_{spk}^{spk} = \sum_{u \mid o_u \neq \text{stop}} - \log \frac{e^{\cos(e_u, d_{o_u})}} {e^{\cos(e_u, d_{o_u})} + \sum_{d^\prime \in \Phi(D)} e^{\cos(e_u, d^\prime)}} \]

where \( \Phi(D) \) is the set of all possible d-vectors.
where \( d_u \) is a reference d-vector for the speaker of token \( o_u \). \( \Phi(D) \) is a random subset of the d-vectors \( D \) in the training data, where \( \Phi(D) \) does not include the d-vector of the speaker of \( o_u \). In training, the value of \( t_{cc} \), which is necessary to extract \( e_{cc} \), is determined by Viterbi time-alignment of the reference tokens based on TT. Note that \( L^{\text{opt}} \) is computed only for normal tokens except for \( (cc) \) because \( e_{cc} \) for \( (cc) \) is not used for inference.

### 3.2. Streaming ASR+SID with t-vector

In the context of SA-ASR, SID is a task to determine the speaker of each word given a set of speaker profiles (i.e. d-vectors) of candidate speakers. The proposed procedure is shown in the upper diagram of Fig. 2. Here, for each virtual output channel, a t-vector for each word \( t \) is compared with each speaker profile based on cosine similarity, and the index of the speaker profile that has the largest cosine similarity is selected as a raw SID result of the word. A speaker change is then detected based on the change of the raw SID result. A final SID result is determined after a delay of a fixed number of words (e.g., 2 words in Fig. 2) from the speaker change point. Note that, once a speaker change is detected, the next speaker change is not detected until the final SID result is determined as exemplified in Fig. 2, where speaker change is not detected at “how” in the second segment.

The delay parameter mentioned above is introduced because it usually takes a few iterations for the speaker decoder to reliably estimate the speaker representation. On the other hand, the longer the delay is, the higher the chance of missing speaker change points becomes. The impact of the delay will be discussed in the experiment section.

### 3.3. Streaming ASR+SD with t-vector

In the context of SA-ASR, SD is a task to assign a speaker cluster index for each spoken word without having speaker profiles. The proposed procedure is shown in the lower diagram of Fig. 2. Here, for each virtual output channel, we first detect the speaker change point if the cosine similarity of adjacent t-vectors is smaller than a pre-determined threshold. The t-vector after a fixed number of words from the speaker change point is used as the speaker embedding for the segment until the next speaker change is detected. Every time a new speaker embedding is generated, a clustering procedure is applied to the speaker embeddings estimated for all the output channels up to the current time. This allows an intermediate SD result to be presented with low latency, where the algorithmic latency is determined by the delay in finalizing the speaker embedding for the segment.

### 4. Experiments

We first conducted a preliminary experiment for ASR and SID task by using LibriSpeechMix [24], where the number of speakers in each audio is limited to two. We then extended the experiment by using LibriCSS [30] to evaluate the SA-ASR performance, with both SID and SD, for long-form audio containing many utterances.

#### 4.1. Experiment with LibriSpeechMix

##### 4.1.1. Experimental settings

We used the single speaker and two speaker subsets of LibriSpeechMix [19] as a preliminary experiment for ASR and SID task. The dataset is made by mixing up to two utterances randomly sampled from LibriSpeech [31] with a randomly-determined delay. For each test sample, an AS-A SR model/system must generate a multi-talker transcription while identifying the speaker of each word from 8 candidate speakers given their speech profiles, which were extracted by ResNet-based d-vector [35, 36]. We used SER, WER and speaker-attributed WER (SAWER), as defined in [19], as our evaluation metrics. Here, SAWER is our primary metric, where the estimated word is regarded as correct if and only if an estimated word and speaker both match the reference.

For the ASR block, we used a 18-layer or 36-layer TT (TT-18 or TT-36 in short) with the chunk-wise look-ahead proposed in [33] by using exactly the same configuration as in [29]. Each transformer block consisted of a 512-dim MHA with 8 heads and a 2048-dim point-wise feedforward layer. The prediction network consisted of 2 layers of 1024-dim LSTM. 4,000 word pieces plus blank and \( (cc) \) tokens were used as the recognition units. The input feature is an 80-dim log mel-filterbank extracted every 10 msec. Refer to [29] for further details on the ASR block. For the proposed speaker embedding extraction, Res2Net [33, 36] was used for DVecExtractorNet and a 128-dim 8-head MHA was used at each layer of the speaker encoder. The speaker decoder consists of a 2-layer 512-dim LSTM. As proposed in [33], we controlled the algorithmic latency of the model based on the chunk size of the attention mask.

For the model training, we simulated the training data by randomly mixing up to two utterances from “train_960” of LibriSpeech following the procedure in [29]. For each training sample, we randomly selected up to 8 candidate speakers to calculate \( L^{\text{opt}} \). We initialized the ASR block by using the parameters of the t-SOT ASR trained in our prior work [29], and the ASR block was frozen during the training. We performed 60K training iterations with 16 GPUs, each of which consumed mini-batches of 12,000 frames. We used an AdamW optimizer with a linear decay learning rate schedule with a peak learning rate of 1.5e-3 after 10K warm up iterations.

### Table 1: Evaluation result for LibriSpeechMix with ASR+SID task given 8 speaker profiles, each of which was extracted from 2 utterances. The average duration for SID latency is calculated based on the reference alignment.

| Model name               | Model type         | # of param. | Latency on ASR | Latency on SID (Avg. duration) | 1-speaker | 2-speaker-mixed |
|--------------------------|--------------------|-------------|----------------|--------------------------------|-----------|-----------------|
| SOT LSTM SA-ASR [19]     | Non-streaming      | 146M        | \( t \)        | \( t_{cc} \)                   | 0.2       | 4.5             |
| SOT Conformer SA-ASR [20] | Non-streaming      | 142M        | \( t \)        | \( t_{cc} \)                   | 0.6       | 3.9             |
| SUTIR [23]               | Streaming          | 90M         | 0.15 sec       | 0.85/T (8.25 sec)              | 6.7       | 10.1            |
| t-SOT TT-18 w/t-vector   | Streaming          | 100M        | 0.16 sec       | + 2 words (0.68 sec)           | 1.0       | 5.5             |
| t-SOT TT-18 w/t-vector   | Streaming          | 100M        | 0.16 sec       | + 4 words (1.36 sec)           | 0.6       | 5.4             |
| t-SOT TT-36 w/t-vector   | Streaming          | 160M        | 0.16 sec       | + 8 words (2.72 sec)           | 0.7       | 4.9             |
| t-SOT TT-36 w/t-vector   | Streaming          | 160M        | 2.56 sec       | + 8 words (2.72 sec)           | 0.7       | 4.0             |

\( T \) is the length of the audio segment whose average duration was 9.70 sec for the test set. Each speaker profile was extracted by using 10 utterances.

The delay parameter mentioned above is introduced because it usually takes a few iterations for the speaker decoder to reliably estimate the speaker representation. On the other hand, the longer the delay is, the higher the chance of missing speaker change points becomes. The impact of the delay will be discussed in the experiment section.

When one word consists of multiple subwords, the t-vector corresponding to the last subword in the word is used.

An idea to repeatedly apply clustering is proposed in [37].

---

The average duration for SID latency is calculated based on the reference alignment.

---

The average duration for SID latency is calculated based on the reference alignment.

---

The average duration for SID latency is calculated based on the reference alignment.

---

The average duration for SID latency is calculated based on the reference alignment.
Table 2: cpWER (%) for LibriCSS with ASR+SID and ASR+SD tasks. Algorithmic latency is shown in the latency columns.

| System                              | Latency on ASR (avg. duration) | Latency on SID (avg. duration) | cpWER (%) for different overlap ratio |
|-------------------------------------|---------------------------------|---------------------------------|---------------------------------------|
|                                     | 0L                              | 0S                              | 10 | 20 | 30 | 40 | Total |
| SOT LSTM SA-ASR [33]               | ∞*                             | ∞*                             | 8.0 | 15.7 | 12.5 | 17.5 | 24.3 | 27.6 | 18.6 |
| SOT Conformer AS-ASR [23]          | ∞*                             | ∞*                             | 7.9 | 12.1 | 9.6 | 10.8 | 13.4 | 15.7 | 11.9 |
| t-SOT TT-18 w/ t-vector            | 0.16 sec                       | + 2 words (0.70 sec)            | 10.3 | 11.8 | 12.1 | 14.6 | 19.5 | 20.2 | 15.3 |
| t-SOT TT-36 w/ t-vector            | 0.16 sec                       | + 2 words (0.70 sec)            | 10.0 | 11.2 | 11.6 | 14.7 | 18.2 | 19.1 | 14.6 |
| t-SOT TT-36 w/ t-vector            | 2.56 sec                       | + 2 words (0.70 sec)            | 6.6 | 11.2 | 9.9 | 11.6 | 14.4 | 15.5 | 12.0 |

* Latency is determined by the segment length based on VAD. The average length of speech segments in LibriCSS is 13.10 sec.

Table 3: cpWER (%) for LibriCSS based on SA-TT-36 (2.56 sec ASR latency) with different delayed decisions on SID/SD.

| Model                        | Task                | # of delayed words on SID/SD |
|------------------------------|---------------------|-----------------------------|
|                              |                     | 0 1 2 4 8                   |
| t-SOT TT-36 w/ t-vector      | ASR+SID             | 12.6 12.1 12.0 12.2 15.5    |
| t-SOT TT-36 w/ t-vector      | ASR+SD              | 13.1 12.7 12.4 14.3 19.7    |

4.1.2. Evaluation results

The evaluation results are shown in Table 1. We first observed that the proposed t-SOT TT-18 with t-vector-based SID significantly outperformed the prior streaming model, SURIT [27], on both SER and WER even with a SID latency of only 2 words (0.68 sec on average). With a longer SID delay of 8 words, which is still faster than SURIT, all metrics were further improved. We then observed that both the model size and the latency on ASR had a significant impact on WER and SAWER. The model based on TT-36 with 2.56 sec of ASR latency even achieved a comparable SAWER for the single speaker test set and a better SAWER for the two-speaker-mixed test set than the prior offline models.

4.2. Experiment with LibriCSS

4.2.1. Experimental settings

To evaluate the proposed model in a more realistic setting, we conducted an evaluation with LibriCSS [30]. LibriCSS is a set of 10-min recordings (10 hours in total), created by playing back utterances of LibriSpeech “test_clean” in a real meeting room. The original recording was made with a 7-ch microphone array, and the first channel of the recording was used in our experiment. Each 10-min recording are made of utterances from 8 speakers and categorized by the speaker overlap ratio from 0% to 40%. We evaluated the proposed model based on concatenated minimum-permutation WER (cpWER) [5], which is affected by both ASR and speaker attribution errors.

For training the model, we simulated the training data by following the procedure of [29], where each training audio consists of up to 5 utterances randomly sampled from LibriSpeech “train_960”. Up to 8 candidate speakers were randomly selected from LibriSpeech “train_960” to compute cpWER. We initialized the ASR block with the parameters of t-SOT TT trained for LibriCSS in [29], and the speaker block with the parameters of the model trained for LibriSpeechMix. The ASR block was frozen during the training using L² prior. We performed 25,000 training iterations with 16 GPUs, each of which consumed a mini-batch of 12,000 frames. The AdamW optimizer was used with a linear decay learning rate schedule with a peak learning rate of 1.5e-4.

In the inference, we stopped the beam search every time a silence was detected by WebRTC Voice Activity Detector [42] after 20 seconds of decoding. We forcibly terminated the beam search when a silence was not detected after 40 seconds of decoding. For the ASR and SID task, we supplied 8 speaker profiles corresponding to the speakers in the recordings, where each speaker profile is extracted by using 5 utterances of the speaker. For the ASR and SD task, we used the normalized maximum eigengap-based spectral clustering (NME-SC) [23] given the oracle number of speakers. The threshold for detecting the speaker change was set to 0.98.

4.2.2. Evaluation results

Table 2 shows the main result. Note that, this is the first time that a fully streaming SA-ASR system was applied to LibriCSS, and thus we don’t have the numbers for the prior streaming models in the table. The proposed t-SOT TT model with t-vector achieved cpWERs of 12.0% and 12.4% for ASR+SID and ASR+SD, respectively, which are both very close to the SOTA results of the offline SA-ASR model.

Table 3 shows the effect of the delayed decisions on SID/SD. As discussed in Section 3.2, a longer delay stabilizes the speaker embedding at the cost of increased miss errors of speaker change points. Unlike LibriSpeechMix, which contains up to 2 utterances, the drawback of missing speaker change points had a larger impact for LibriCSS, resulting in a significant degradation of cpWER with the 4- and 8-word delays.

5. Conclusion

This paper presented a new streaming SA-ASR model. We proposed an encoder-decoder based speaker embedding extractor that synchronously works with the t-SOT ASR, and showed a simple streaming SID/SD procedure with estimated speaker embeddings, t-vector. In our evaluation, we showed that the proposed model achieved comparable or sometimes even superior SA-ASR accuracy to the SOTA offline models while enabling low-latency inference.
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