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Abstract—Deep generative models for graphs have recently achieved great successes in modeling and generating graphs for studying networks in biology, engineering, and social sciences. However, they are typically unconditioned generative models that have no control over the target graphs given a source graph. In this article, we propose a novel graph-translation-generative-adversarial-nets (GT-GAN) model that transforms the source graphs into their target output graphs. GT-GAN consists of a graph translator equipped with innovative graph convolution and deconvolution layers to learn the translation mapping considering both global and local features. A new conditional graph discriminator is proposed to classify the target graphs by conditioning on source graphs while training. Extensive experiments on multiple synthetic and real-world datasets in the domain of cybernetworks, the Internet of Things, and neuroscience demonstrate that the proposed GT-GAN model significantly outperforms other baseline methods in terms of both effectiveness and scalability. For instance, GT-GAN outperforms the classical state-of-the-art (SOTA) methods in functional connectivity (FC) prediction of brain networks by at least 32.5%.

Index Terms—Deep graph generation, deep graph translation (DGT), generative adversarial networks, graph neural network (GNN).

I. INTRODUCTION

In recent years, deep learning on graphs (DLG) has seen a surge of interest, especially for graph representation and recognition tasks, such as node-level classification [1]–[5] and graph-level classification [6]–[8]. Because of the successes in graph neural networks (GNNs), researchers have recently started to explore the use of deep generative models for graph synthesis on practical applications, such as designing new chemical molecular structures [9], [10]. This has led to many of the recent advances in deep graph generative models, some of which are domain-dependent models [11], [12] for generating graphs with physical constraints, while others consider the generation of generic graphs [13]–[15].

In many applications, it is crucial to guide the graph generation process by conditioning on an input graph, which can be cast as a graph translation learning problem—translating the graph in the source domain to the graph in the target domain. Such graph translation can be highly desirable for applications such as molecule optimization and rare event forecasting, where rare and abnormal graph patterns (e.g., traffic congestion and terrorism events) can be inferred prior to their occurrence even without historical data on the abnormal patterns for this specific graph (e.g., a road network or a human contact network). For example, in social networks where nodes represent people and edges represent their contacts, their contacting graphs vary dramatically across different circumstances. For instance, when people are organizing a riot, their contact graph is expected to become denser and have several special “hubs” (e.g., key players). Therefore, it is highly beneficial to accurately predict contact graphs in target circumstances regarding situational awareness and resource allocation.

This type of new problem is formulated as deep graph translation (DGT), which aims at translating the graph in the source domain into the distribution of corresponding output graphs in the target domain based on deep GNNs [16]. This problem is analogous to image-to-image translation in image processing [17] and language translation in natural language processing (NLP) [18]. Unfortunately, similar to the consensus that the existing image or text generation methods are not appropriate to be directly applied to graph generation [9], existing image or text translation methods cannot be directly applied to DGT problems.

Few works have been proposed in the domain of graph translation, however, with their own limitations. Some works propose to only handle some specific tasks without generality, such as molecule reaction prediction or molecule optimization in the domain of biology [19], [20]. Others utilize the sequential generating technique that has difficulty in preserving the global probability of graphs due to the lack of long-term dependency in the sequence [21]. Thus, there are still critical challenges that hurdle the further scientific exploration of the DGT domain.

1) Difficulty in Jointly Learning Both Local and Global Information for Translation: One needs to learn the translation mapping not only in the local information (i.e., neighborhood pattern of each node) but also in the global property of the whole graph (e.g., node degree distribution or graph density).

2) Difficulty in Transferring the Extracted Patterns of Multiple Levels From the Input Graph Into the Generated Target Graph: In the DGT process, multiple levels' graph information or latent features can be learned from the input graph and have different contributions
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on generating the target graph. How to utilize this hierarchical information in generating the target graph is a problem.

To address the aforementioned challenges, we present novel neural network architecture: graph-translation-generative-adversarial-nets (GT-GAN). We first propose a conditional graph GAN architecture that consists of an encoder–decoder translator and a conditional graph discriminator (CGD) to learn the conditional distribution for graph translation. In addition, a novel graph U-net translator with graph skips is proposed to guarantee the model to learn multiple levels’ information in the graph encoder and select valuable ones to generate the target graphs in the graph decoder. To corporate with the U-net structure, a set of mirrored graph convolution and deconvolution layers is designed, including both the edge and the node convolution and deconvolution. Furthermore, the proposed graph convolution and deconvolution layers are able to jointly embed the local and global information. Finally, GT-GAN is scalable with at most quadratic computation and memory consumption in terms of the number of nodes in a graph, making it suitable for at least modest-scale graphs.

We highlight our main contributions as follows.

1) We develop a generic framework, which consists of a novel graph translator and CGD for learning a conditional distribution of target graphs given the input graphs.

2) We propose a novel graph encoder consisting of “edge convolution” layers and “node convolution” layers that can embed both local and global information from multiple levels.

3) We propose a novel graph decoder consisting of the “edge deconvolution” and “node deconvolution” layers, which hierarchically decodes the node representations first into the edge representations and then generates the final target graph. The graph skip-connection is also utilized to map the learned multiple-levels’ information to the target graphs.

4) We conduct extensive experiments on both synthetic and real-world datasets on five performance metrics to demonstrate the effectiveness and efficiency of the proposed model.

II. RELATED WORKS

A. Graph Neural Networks (GNNs)

The recent surge of research into GNN can be generally divided into two categories: graph recurrent networks and graph convolutional networks. Graph recurrent networks originate from early work [22], [23] and are based on recursive neural networks that have been extended by modern deep learning techniques, such as gated recurrent units [1]. The other category, graph convolutional networks, originates from spectral graph convolutional neural networks (GCNs) [24], which were extended by using fast localized convolutions [25] and further approximated by an efficient architecture for a semisupervised setting [2]. Self-attention mechanism and subgraph-level information were also explored later to further improve the representation power of learned node embeddings [3], [26]–[28]. GNNs are mostly utilized for first learning the latent representation of the nodes or graphs and then apply the learned representation to many downstream tasks, such as node classification, graph classification, and link prediction.

B. Graph Generative Models

Most of the existing graph generation methods for general graphs have been proposed in the last two years and are based on variational autoencoders (VAE) [9], [14], generative adversarial nets (GANs) [29], and others [10], [13]. The current deep graph generation methods can be categorized into two main branches.

1) Sequential Generating [10], [13]: This generates the nodes and edges in a sequential way, one after another. Sequential generating performs the local decisions made in the preceding one in an efficient way with a time complexity of only $O(N)$, but it has difficulty in preserving the long-term dependency. Thus, some global properties (e.g., scale-free property) of the graph are hard to include.

2) One-Shot Generating [9], [14]: This refers to building a probabilistic graph model based on the matrix representation that can generate all nodes and edges in one shot. One-shot generating methods have the capacity of modeling the global property of a graph by generating and refining the whole graph (i.e., nodes and edges) synchronously through several iterations, but most of them are limited to small graphs (i.e., the size of node set is less than 20) since the time complexity is not less than $O(N^4)$. In this article, we adopt the one-shot generation process considering that the global information and the local information are both critical to be captured in the graph translation task. Furthermore, our one-shot generation process is validated to enjoy less complexity [i.e., $O(N^2)$] compared to the existing one-shot generation methods.

C. Graph-Based Translation Methods

A variety of graph-to-sequence models [30] have been proposed to cope with different tasks, including machine translation [31], [32], semantic parsing [33]–[35], question generation [36], and health status prediction [37], [38]. The sequence-to-graph algorithms are generally popular with those working on NLP methods, including generating Abstract Meaning Representation (AMR) structures [39] and dependency graphs [40], [41]. A few very recent attempts have been made to develop graph-to-graph translation models. Jin et al. [19] proposed a domain-specific graph translation model to deal with the molecular optimization task through junction-tree-VAE. Do et al. [20] dealt with the chemical reaction product prediction problem by predicting the products based on the input graph of reactants. Sun and Li [21] proposed a recurrent neural network (RNN)-based model for encoding and decoding the directed acyclic graph (converted from regular graphs), which can be viewed as a contemporary work to our work. Guo et al. [42] proposed the node edge co-disentanglement (NEC)-DGT model to deal with the transformation between multiattributed graphs, which, however, is trained for prediction tasks instead of learning a distribution. The above
existing methods are either domain-specific methods [15], [20] or cannot handle the graph translation within a fixed set of nodes, which is the most desirable task in many real-world applications, which is the most desirable task in many real-world applications.

III. OVERALL ARCHITECTURE OF GT-GAN

In this section, we first formulate the DGT problem. We then propose the GT-GAN model for graph translation and discuss each component in detail in Sections III-B--III-D.

A. Problem Formulation for Deep Graph Translation

Our goal is to learn an end-to-end translation mapping from a source graph to a target graph. Let a source graph $G_X = (\mathcal{V}, A, S)$ such that $\mathcal{V}$ is the set of $N$ nodes and $A \in \mathbb{R}^{N \times N}$ is an adjacency matrix (binary or weighted), where $G_X$ can be weighted or unweighted, directed or undirected. Let $S \in \mathbb{R}^{N \times F}$ be a node feature matrix with each row representing a node feature vector $S_i$, $A_{ij}, A \in A$ denotes the corresponding weight of the edge between node $v_i$ and $v_j$. Similarly, we define a target graph $G_Y = (\mathcal{V}', E', A', S')$ that shares the same node sets and node features with $G_X$ but with different topology and connection weights. Formally, graph translation is learning a translator from a source graph $G_X \in G_X$ with a random noise $U$ to generate a target graph $G_Y \in G_Y$, where $G_X$ and $G_Y$ denote the domains of the source and target graphs, respectively. The translation mapping is denoted as $T : U, G_X \rightarrow G_Y$.

It is worth noting that our aim is to learn a conditional distribution of the target graphs given a source graph, which is cast as a conditional graph generation problem instead of a predict task. The source graph can be mapped into many diverse target graphs that may have different topologies yet follow the same distribution.

1) Proposed GT-GAN Framework: Fig. 1 shows our proposed generic GAN framework for graph translation that consists of a graph translator $T$ and a CGD $D$. In this figure, we assume that the node feature has only one dimension for simplicity. Since our task is to train a conditional generator with "one-to-many mapping" instead of a deterministic one, the noise $U$ is introduced by the dropout function [43] in each convolution and deconvolution layer, as shown (in green lines) in Fig. 1. Our graph translator $T$ is trained to produce target graphs that cannot be distinguished from "real" ones by our CGD $D$. Specifically, the generated target graph $G_Y = T(G_X, U)$ cannot be distinguished from the real one, $G_Y$, based on the current source graph $G_X$. $T$ and $D$ undergo an adversarial training process based on source and target graphs by solving the following loss function:

$$L(T, D) = \mathbb{E}_{G_X, G_Y}[\log D(G_Y|G_X)] + \mathbb{E}_{G_X, U}[\log(1 - D(T(G_X, U)|G_X))] \tag{1}$$

where $T$ tries to maximize this objective, while an adversarial $D$ tries to maximize it, i.e., $T^* = \arg \min_T \max_D L(T, D)$.

1"Deconvolution," here, is actually "transposed convolution" instead of a mathematical operation that reverses the effect of convolution.

We mix the GAN loss with the L1 loss to enforce sparsity similarity, which is also found to be useful in the image translation problem [17]

$$L_{L1}(T) = \mathbb{E}_{A, A', U}[\|A' - T(G_X, U)\|_1] \tag{2}$$

where $T(G_X, U)$ refers to the adjacent matrix of the generated graph. The training process is a tradeoff between $L_{L1}$ and $L(T, D)$, which jointly enforces $T(G_X, U)$ and $G_Y$ to follow a similar, but not necessarily identical, topological pattern. Specifically, $L_{L1}$ makes $T(G_X, U)$ share the same rough outline of sparsity pattern as $G_Y$, while $L(T, D)$ allows $T(G_X, U)$ to vary to some degree. Thus, the optimal objective $T^*$ of the translator, which generates graphs that are as "real" as possible, is defined as

$$T^* = \arg \min_T \max_D L(T, D) + \lambda L_{L1}(T). \tag{3}$$

The graph translator $T$ is an encoder--decoder architecture, where we propose a new graph encoder to obtain the node representations of the source graph and propose the graph deconvolution with skips to generate the target graph, as shown in Fig. 1, which we elaborate on in the following sections.

B. Graph Encoder

The graph encoder aims to learn the representations of nodes based on the node features and graph topology of the source graph. One of the crucial challenges is to learn both local and global information in graph embedding. For instance, when learning translation between two scale-free graphs, one needs to translate both the local information (i.e., neighborhood patterns) and the scale-free property (i.e., node degree distributions of the whole graph) from a source graph to a target graph.

Thus, we first propose “edge convolution” layers to learn the edge representations for all pairs of nodes. The aim is to explore a group of hidden relations from the topology of the source graph, which may include both the n-hop connection relations and those that can deliver structural similarity among nodes. Then, the “node convolution” layer is used to embed each node’s representation by aggregating all the other nodes’ information based on the learned edge representations. In this way, each node is finally affected by not only its neighboring nodes (local information) but also all the other nodes in the graph (global information), by varying degrees. Fig. 2 illustrates the details of these matrix operations involving graph convolution.

1) Edge Convolution: In each “edge convolution” layer, each edge’s hidden representations are computed by its adjacent edges from the last layer. In the directed graph, each edge has a source node and a target node. Thus, there is a pair of learnable parametric vectors $\phi$ and $\psi$ as convolution filters for two directions to convolute the adjacent edges or edge representations of each edge, as shown in Fig. 2(a). The edge representation $E_{i,j}^{l+1}$ of the $(l + 1)$th layer is learned by all the outgoing edge representations of node $v_i$ and all the incoming edge representations of node $v_j$.

$$E_{i,j}^{l+1} = \sigma \left( \sum_{k=1}^{N} E_{i,k}^{l} \phi_{i,k} \right) + \sigma \left( \sum_{k=1}^{N} E_{k,j}^{l} \psi_{k,j} \right) \tag{4}$$
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where $E_{i,j}^k \equiv A_{i,j}$, $\phi^i \in \mathbb{R}^{N \times 1}$ refers to the filter vector to be learned, and $\phi^i_k$, refers to the $k$th entry in $\phi^i$ that is related to node $v_k$. The edge convolution here does not involve the node features since it aims to only encode the structure information.

2) Node Convolution: After learning the various edge representations through several edge convolution layers, one “node convolution” layer is used to learn each node’s representations by aggregating all the other nodes based on the learned edge representations and their node features. There are two vectors of the convolution filter $\mu$ and $v$, as shown by the rectangles in orange in Fig. 2(b). Then, the node representation $\tilde{H}_i \in \mathbb{R}^{1 \times F}$ for node $v_i$ is computed as

$$\tilde{H}_i = \sigma \left( \sum_{k=1}^{N} E_{i,k}^{l+1} \mu_k S_k \right) + \sigma \left( \sum_{k=1}^{N} E_{i,k}^{l+1} v_k S_k \right) \quad (5)$$

where $\tilde{H}_i \in \mathbb{R}^{1 \times F}$ and $\mu, v \in \mathbb{R}^{N \times 1}$ refers to the filter vectors for the two directions to be learned, and $\mu_k$ refers to the element of $\mu$ that is related to node $v_k$. $\tilde{H}_i$ is then flattened and transformed into a node representation vector $H_i \in \mathbb{R}^{1 \times C}$ by a fully connected layer. $C$ is the length of the node representation. It is worth noting that node features are involved in the node convolution since it aims to encode both node and structure information into node embedding.

C. Graph Decoder

The decoder aims to generate the edges of the target graph by taking the extracted latent information from the source graph. To model the complex dependency inside the target graph and transfer the information of multiple levels that are learned from multiple layers in the encoder, we propose a graph U-Net$^2$ consisting of graph skips and dedicated graph deconvolution layers. The graph deconvolution decodes the single node (or edge) information to yield its incoming and outgoing adjacent edges as a mirrored graph convolution process. In addition, several skips are implemented to map the learned information of each layer in the encoder to mirror the corresponding layers in the decoder. The proposed graph deconvolution technique incorporates both “node deconvolution” and “edge deconvolution” layers.

1) Node Deconvolution: First, one “node deconvolution” layer is used to generate the edge representations of the target graph mentioned above based on the learned latent node representations. As shown in Fig. 2(c), “node deconvolution” is a reversed process of “node” convolution. It is assumed that each node can influence its potential edges to other nodes.

Gao et al. [44] proposed a graph embedding method with the similar name “graph U-Net,” while it uses the input graph topology all the way from the pooling part to the unpooling part without new graph generation.
Suppose that the node deconvolution is at the \((l-1)\)th layer; then, its output, namely, the edge representations \(E^l_{i,j}\) between node \(v_i\) and node \(v_j\), can be computed as follows:

\[
E^l_{i,j} = \sum_{m=1}^{C} \sigma (H^m_i \tilde{\nu}_j) + \sigma (H^m_j \tilde{\nu}_i)
\]

(6)

where \(\sigma (H^m_i \tilde{\nu}_j)\) makes the deconvolution contribution of node \(v_i\) to its edge representations with node \(v_j\), which is made by the \(m\)th entry of its node representations, and \(\tilde{\nu}_j\) represents one entry of the deconvolution filter vector \(\tilde{\nu} \in \mathbb{R}^{N \times 1}\) that is related to node \(v_j\). Here, the node features are not involved in the node deconvolution because the direct inputs of the decoder are already node embedding, which contains the node feature information.

2) Edge Deconvolution: We can now recursively apply our proposed “edge deconvolution” layer to decode all the latent edge representations from the upper layer back to those of the lower layer. As a reversed way of doing “edge” convolution, the edge representation for each pair of nodes in the \(l\)th layer can make a contribution to generating its adjacent edges' representations in the \((l+1)\)th layer, as shown in Fig. 2(d). Thus, the relation \(E^l_{i,j}\) between node \(v_i\) and node \(v_j\) in the \((l+1)\)th layer is computed as follows:

\[
E^{l+1}_{i,j} = \sigma (\tilde{\phi}^l_j N \sum_{k=1}^{N} E^l_{i,k} S_{k,i}) + \sigma \left( \tilde{\phi}^l_i N \sum_{k=1}^{N} E^l_{k,j} S_{k,j} \right)
\]

(7)

where \(\tilde{\phi}^l_j N \sum_{k=1}^{N} E^l_{i,k} S_{k,i}\) can be interpreted as the decoded contribution of node \(v_i\) to its edge representations with node \(v_j\), and \(\tilde{\phi}^l_i\) refers to the element of deconvolution filter vector that is related to node \(v_j\). The output of the last “edge” deconvolution layer denotes the probability of the existence of an edge in the target graph. All the symbols \(\sigma\) refers to the activation functions. Node features are used in the edge convolution since each edge generation in the target graphs will be influenced by both the adjacent edges and related nodes of the source graphs.

It is worth noting that both edge and node convolution layers can easily add more pairs of filter vectors for enhancing the capacity of the encoder to learn more latent patterns. They can be also adapted to undirected graphs, where only the deconvolution filters are needed. To enlarge the power of the convolution and deconvolution filters to capture more complex patterns, the above-learned filter parameters are customized to each node and edge and, thus, not invariant to different node permutations. However, it can be easily adapted to be invariant to node permutation by making the elements (e.g., \(\mu, v, \phi, \) and \(\psi\)) the same. It is suggested to select the appropriate version based on the real-world cases to make full use of the proposed method.

3) Skips for Graph Deconvolution: Based on the graph deconvolution above, it is possible to utilize skips to link the extracted edge latent representations of each layer in the graph encoder with those in the graph decoder. Specifically, the output of the \(l\)th “edge deconvolution” layer in the decoder is concatenated with the output of the \(l\)th “edge convolution” layer in the encoder to form joint two channels of feature maps, which are then input into the \((l+1)\)th deconvolution layer.

It is worth noting that one key factor for effective translation is the design of a symmetrical encoder–decoder pair, which allows skip-connections to directly translate different level’s edge information in the format of edge representation at each layer. In addition, this edge representation can be utilized for the following node embedding. The existing edge-related GNNs cannot meet both requirements. There are two main categories: 1) one aims to do the node representation learning, which considers the edge information when aggregating and updating the node embedding, such as GCN [2] and graph attention network (GAT) [3]; however, they cannot directly generate the edge latent embeddings/representation and 2) one category aims to do the edge representation learning for link prediction based on two nodes’ hidden representations from GNNs as input [45]. Thus, they cannot utilize the edge latent representation for node representation learning.

D. Conditional Graph Discriminator

The graph discriminator must distinguish between the “translated” target graph and the “real” ones based on the source graphs, as this helps to train the generator in an adversarial way. Technically, this requires the discriminator to accept two graphs simultaneously as inputs (a real target graph and a source graph or a generated graph and a source graph) and classify the two graphs as either related or not. Thus, we propose a CGD that leverages the same graph convolution layers in the encoder for the graph classification, as shown in Fig. 1. Specifically, the source and target graphs are both ingested by the CGD and stacked into an \(N \times N \times 2\) tensor, which can be considered a two-channel input. After obtaining the node representations, the graph-level embedding is computed by summing these node embeddings. Finally, a softmax layer is implemented to distinguish the input graph pair from the real graph or generated graph.

E. Computational Complexity Analysis

The graph encoder and decoder share the same time complexity. Without loss of generality, we assume the number of nodes in the graph as \(N\). The total complexity of GT-GAN (i.e., the dense graph) is now \(O(N^2)\) for all the “edge convolutions,” “node convolutions,” and fully connected layers in CGD. Similarly, the total memory consumption for GT-GAN is also \(O(N^2)\). In practice, many source graphs are likely to be sparse; thus, using sparse matrix-vector operations [10] can further reduce the computational and memory costs of the first layer to \(O(N)\). Compared to the existing works [9], [14] that can only scale to the small size of graphs (up to \(|V| = 20\) and often have \(O(N^3)\) or even \(O(N^4)\) computational costs, our GT-GAN is able to provide a scalable [i.e., \(O(N^2)\)] algorithm for general graphs.

IV. EXPERIMENTS

This section reports the results of extensive experiments and the ablation studies that are carried out to test the performance
of GT-GAN on two synthetic and two real-world datasets. All experiments were conducted on a 64-bit machine with an NVIDIA GPU (GTX 1070, 1683 MHz, and 8-GB graphics double data rate (GDDR)5). The code and data utilized are available at https://github.com/anonymous1025/Deep-Graph-Translation.

A. Datasets

1) Synthetic Datasets: Synthetic datasets contain a group of pairs of scale-free graphs. Each source graph is first generated as a directed scale-free network, whose degree distribution follows the power-law property [46]. To generate the target graph, a node will be selected as the target node with a probability proportional to its in-degree, which will be linked to a new source node with the probability of \( p_1 \). Similarly, a node will be selected as a source node with probability proportional to its out-degree, which will be linked to a new target node with a probability of \( p_2 \). Thus, both the source and target graphs are scale-free graphs. Each group has five subsets with different graph sizes (number of nodes): 10, 20, 50, 100, and 150. Each subset consists of 5000 source-target graph pairs: 2500 pairs were used for training and the remaining 2500 for testing.

2) User Authentication Dataset: This dataset includes the authentication activities of 97 users on their accessible computers and servers in an enterprise computer network [47]. Each user account generates a log file recording the computer accessing history, which could be formulated as a directed weighted graph called an authentication graph, where nodes represent computers and the directed edges’ weights represent authentication activities with certain frequencies. The goal of this application was to synthesize users’ future malicious authentication graphs given the normal one. There are 78 pairs of graphs (malicious and normal behavior) of graph size 50 and 315 pairs of graphs of graph size 300 from 97 users as two training sets.

3) Internet-of-Things (IoT) Dataset: This application focused on IoT network malware confinement prediction, namely, predicting optimal network operation given a compromised one [42]. There are three subsets of graph pairs with different sizes (20, 40, and 60), where the nodes represent devices and node attribute is a binary value referring to whether the device is compromised or not, and the edges represent the connections of two devices, the edge attributes are continuous values reflecting the distances of two devices. The real target graphs are generated by the classical malware confinement methods: stochastic controlling with malware detection. There are 334 pairs of source (compromised IoT) and target graphs (optimal IoT) in each subset.

4) Real-World HCP Dataset: Brain network prediction, such as the prediction of functional connectivity (FC) based on structural connectivity (SC), is a very critical task in neuroscience. The goal is to learn the mapping from the resting-state FC into task-specific FC in the human brain. In this dataset, the source and the target graphs, respectively, reflect the SC and the FC of the same subject’s brain network. In particular,

\[ p_1 \text{ and } p_2 \text{ are chosen as } 0.41 \text{ and } 0.54, \text{ which are default values of scale-free graph generator in a python package named NetworkX.} \]

of both types of connectivity are processed from the magnetic resonance imaging (MRI) data obtained from the healthcare provider data (HCP) dataset [48]. The node attributes refer to the index of each node by a one-hot vector. FC data are collected regarding five different human brain states, namely, resting, emotion, gambling, language, and motoring. Thus, there are five subsets for both full normalized and partial regularized datasets. In total, each subset has 823 pairs of SC and FC samples.

B. Comparison Methods

We compare our GT-GAN against four state-of-the-art (SOTA) graph generation methods: GraphRNN [10], GraphVAE [9], GraphGMG [13], and RandomVAE [14]. The base-line model called S-Generator is the part of our full model GT-GAN that essentially is a graph translator without discriminator. We propose this S-Generator model in order to evaluate the necessity of building the proposed GT-GAN in a generative instead of a regression. Due to the deficiency of the existing graph translation model, all the comparison methods are for graph generation methods and, thus, were trained on the target graphs without conditioning on the source graphs due to the models’ inherent capability limitations. The datasets were assigned to each comparison model for the experiment based on their scalability in terms of graph size.

C. Evaluation Results on Synthetic Datasets

1) Statistics-Based Evaluation: To evaluate the similarity between the generated and real target graphs, we selected four performance metrics: 1) one metric is the distance between a generated and real graph in terms of Closeness centrality (C-dist) [49] and another is similarity score based on the graph kernels of the Weisfeiler–Lehman kernel (wl-sim) [50] and 2) two metrics are used to evaluate the node degree distribution correlation between the generated and real target graphs by Jensen–Shannon distances (JS) and the Wasserstein distances (WDs). Ideally, high-quality generated graphs should be diverse and similar, but not identical. Thus, uniqueness is utilized to capture the diversity of generated graphs. To calculate the uniqueness of a generated graph, the generated graphs that are subgraph isomorphic to some other generated graphs are first removed. The percentage of graphs remaining after this operation is defined as uniqueness [10], [51]. For example, if the model generates 100 graphs, all of which are identical, the uniqueness is 1/100 = 1%.

As shown in Table I (left), our GT-GAN consistently outperforms all other baselines by a large margin, especially when the graph size becomes large (i.e., it outperforms the other methods by 34.6% when the size is 150). Compared to the typical graph generation models, the proposed GT-GAN is benefited in conditioning on the source graph, which provides much more necessary feature information and controllable signals for the required pattern of the target graphs. S-Generator is generally the second best method in terms of these six evaluation metrics, highlighting the effectiveness of our proposed graph encoder and decoder. The S-Generator and GT-GAN have both achieved 100% uniqueness in the scale-free datasets.
with graph size from 10 to 100, while, for typical graph generation methods, such as GraphGMG and GraphRNN, the largest uniqueness is around 73% and 75%, respectively. This advantage comes from the randomness introduced into the generation process and the fact that GT-GAN generates the graphs conditioning on the source graphs that are naturally different from each other.

2) Classifier-Based Evaluation: To further evaluate the generated graphs, we propose a novel classifier-based evaluation schema. We assume that the generated target graphs should share the same underlying properties as the real target graphs, and thus, the classifiers that are trained with generated graphs should also succeed in classifying the real target graphs. Based on this assumption, we train two classifiers: one is trained by the source and the generated target graphs (Classifier 1), and another is trained by the source and the real target graphs (Classifier 2). Then, both two classifiers are tested to distinguish the real source and target graphs in the testing set. Here, Classifier 2 is regarded as the “Gold Standard” that acts as the “best-possible performer” and is used to judge how “real” the graphs that GT-GAN generate are. A detailed description of classifier-based evaluation is provided in the Appendix. In this experiment, a classifier proposed by Nikolentzo et al. [52] is used as the base model for training a graph classifier for both the proposed method, the comparison method, and the gold standard. Table II shows the average results of graph classifiers: precision, recall, area under Roc (AUC), and F1-measure for different methods. The “gold standard” is a classifier trained on the real source and target graphs, which is used to compare with those trained on the graphs generated by different models. For small graphs (e.g., fewer than 10), the power-law property of scale-free networks is less obvious compared to larger size graphs, which may explain why the tasks on smaller scale-free graphs are more difficult. However, when the size of graphs increases, GT-GAN becomes closer to the performance of the “gold standard” with average differences of 10% and 9% on F1 accordingly on two subdatasets, and it significantly outperforms the other methods by large margins up to 51% and 19% on F1, respectively.

D. Evaluation Results on User Authentication Datasets

1) Classifier-Based Evaluation: As shown in Table III, classifiers trained by the graphs generated by GT-GAN can classify normal and hacked behaviors effectively with AUC above 0.78, which is well above the 0.5 obtained using a random model. GT-GAN significantly outperforms other methods by large margins up to 51% and 19% on F1, respectively.
around 25%, 16%, 24.5%, and 22.1%, respectively, on the four metrics: precision (P), recall (R), AUC, and F1-score for the trained classifier. GT-GAN performs consistently better than other methods when the graph size increases from 50 to 300.

2) Statistics-Based Evaluation: In addition, GT-GAN clearly outperformed the S-Generator in a statistics-based evaluation setting. For example, there are three direct evaluation metrics (i.e., En-dist, C-dist, and wl-sim) mentioned above, which are also tested, and the results can be found in Table IV. The proposed GT-GAN has the best performance in all three aspects both in small scale graphs and large scale graphs. Specifically, for the graphs with size 50, GT-GAN significantly outperforms S-Generator by around 2.2%, 31.2%, and 3.2%, respectively, on the three metrics. For the graphs with size 300, GT-GAN significantly outperforms S-Generator by around 35.2%, 16.7%, and 0.2%, respectively, on the three metrics. This confirms that using a translator alone to learn a deterministic output given a source graph is not sufficient to capture the generic distribution of the target graphs. In addition, the S-Generator and GT-GAN have both achieved 100% uniqueness in the user authentication datasets with graph size 300, while, when the graph becomes smaller (e.g., graph size of 50), the uniqueness of GT-GAN becomes 0.83 due to the simplicity of the graph structure, which is still 37% higher than GraphRNN.

E. Evaluation Results on IoT Dataset

Table V compared the performance of GT-GAN and other comparison methods for the IoT dataset by examining the edges of the generated and real target graphs for four metrics: coefficient of determination score (R2) and accuracy (ACC) for the correct existence of edges among all the pairs of nodes, as well as two statistic-based metrics mentioned above. The results show that GT-GAN performed almost the best for all three subsets. Due to the L1-loss required to maintain topology pattern similarity, GT-GAN outperformed the comparison methods with around 8%, 26%, and 40% superiorities in ACC for the three subsets with the sizes of 20, 40, and 60, respectively. As the graph size increases, the properties of the graphs are clearer, and the superiority of the proposed GT-GAN model is more obvious. For example, the proposed GT-GAN model outperforms the GraphRNN and GraphVAE by 67.6% and 21.5%, on average, on the metrics of C-dist and wl-sim, respectively, when the graph size is 40, and by 75.4% and 12.2% when the graph size is 60. The GT-GAN has achieved 100% uniqueness in IoT datasets with graph size from 20 to 60, which outperforms the typical graph generation methods, such as GraphVAE and GraphRNN, by around 29.8% and 22%, respectively. This shows the superiority of GT-GAN in generating a diverse range of graphs.

F. Evaluation Results for HCP Datasets

We consider four classic brain network prediction methods and one graph-based method that uses SC to predict FC [53], [56] as the comparison methods for this experiment in the domain of brain network science. Abdelnour et al. [56] considered the graph spectral transformation kernels by assuming that SC and FC share the identical eigenvectors on their Laplacians. Another two methods directly consider the graph translation between SC and FC. The goal is to predict the FC given the SC when the brain is doing different tasks. The Pearson coefficient was used as metric by comparing the predicted graphs with the empirical target graphs, which is widely used in the domain of brain network [57], [58]. As shown in Table VI, the proposed GT-GAN achieves the highest Pearson coefficient on all the five subdatasets regarding both the full correlation and L2 correlation with superiority of about 52.38% and 32.5% averagely. The great superiority of the proposed GT-GAN over the typical methods in the domain of brain networks validates the power of deep learning-based models in handling complex real-world applications.

G. Model Ablation Study

To further validate the superiority of the proposed graph convolution and deconvolution layers, an ablation experiment was conducted. The graph encoder was replaced by GCN [2], deep convolution neural network (DCNN) [59], and Graph U-NET [44]. The graph decoder was replaced by the decoder in variational graph auto-encoder (VGAE) [60]. There were thus three method combinations for comparison.

Table VII shows parts of the results in the ablation study of the proposed encoder and decoder on part of the scale-free graphs with size 50 (Scale-III) and user authentication with graph size 50 (Auth). The encoder of GT-GAN outperformed both the GCN- and DCNN-based encoders by a large margin on these datasets, especially for the real-world datasets, where the edges of the graphs can have a very complex meaning.

| Method          | Full Normalized Network-matrices | L2 Regularized Network-matrices |
|-----------------|----------------------------------|----------------------------------|
|                 | Res | Emo | Gam | Lang | Motor | Res | Emo | Gam | Lang | Motor |
| Ganlan et al. [53] | 0.23 | 0.14 | 0.14 | 0.14 | 0.15 | 0.41 | 0.42 | 0.44 | 0.44 | 0.45 |
| Abdelnour et al. [54] | 0.23 | 0.14 | 0.14 | 0.15 | 0.15 | 0.41 | 0.42 | 0.43 | 0.44 | 0.44 |
| Meier et al. [55] | 0.26 | 0.16 | 0.15 | 0.16 | 0.16 | 0.43 | 0.44 | 0.46 | 0.46 | 0.47 |
| Abdelnour et al. [56] | 0.23 | 0.14 | 0.14 | 0.15 | 0.15 | 0.40 | 0.41 | 0.43 | 0.43 | 0.44 |
| Guo et al. [42] | 0.13 | 0.34 | 0.04 | 0.17 | 0.14 | 0.43 | 0.43 | 0.46 | 0.45 | 0.45 |
| GT-GAN          | **0.45** | **0.34** | **0.34** | **0.35** | **0.36** | **0.66** | **0.62** | **0.63** | **0.64** | **0.63** |
on average, than other encoders in terms of precision and F1-scores, respectively. Similar results can also be found for the proposed decoder, which demonstrates that the proposed decoder in GT-GAN was both effective and irreplaceable for the graph generation.

### V. Conclusion and Future Works

This article focuses on a new problem: DGT. To deal with it, we propose a novel GT-GAN model that translates a source graph to a target graph. To learn both global and local mappings between graphs, a new graph encoder–decoder model is proposed while preserving the graph patterns in various scales. Extensive experiments were conducted on synthetic and real-world datasets to compare with the SOTA graph generation models. Experimental results show that our GT-GAN can discover the ground-truth translation rules and significantly outperforms other baselines in terms of both effectiveness and scalability.

This article opens a thread of research for DGT in many practical applications. As a new topic, some critical problems regarding the DGT still need to be explored. We suggest that researchers in social sciences and machine learning investigate questions, such as the following.

1) **Interpretability of DGT:** The interpretability and explainability enhancements of the model could fill the gaps among data scientists and domain experts, leading to an additional profound understanding of the underlying mechanism of the graph transformation.

2) **Scalable DGT:** Translation for large-scale graphs (i.e., containing millions of nodes) could expand the applicability of DGT to a broader class of problems, such as applications on social networks and traffic networks.

### TABLE VII

| Dataset | Method      | JS    | WD    | C-dist   | wl-sim     |
|---------|-------------|-------|-------|----------|------------|
| Scale-III | GCN++-decoder | 0.18  | 0.6751 | 0.0431   |            |
|         | DCNN+-decoder | 0.65  | 0.6745 | 0.4032   |            |
|         | U-net++-decoder | 0.69  | 0.6496 | 0.4040   |            |
|         | Encoder++-VGA | 0.31  | 0.4578 | 0.2559   | 0.4003     |
|         | GT-GAN       | 0.15  | 0.31   | 0.2087   | 0.4078     |
| Auth-I  | GCN++-decoder | 0.31  | 0.33   | 0.7494   | 0.6632     |
|         | DCNN+-decoder | 0.59  | 0.57   | 0.3349   | 0.6851     |
|         | U-net++-decoder | 0.41  | 0.49   | 0.6859   | 0.9239     |
|         | Encoder++-VGA | 0.49  | 0.47   | 0.3129   | 0.6111     |
|         | GT-GAN       | 0.79  | 0.73   | 0.1924   | 0.9439     |
| R2      | Acc(%)      | 0.62  | 0.9463 | 0.3051   | 0.3899     |

### REFERENCES

[1] Y. Li, R. Zemel, M. Brockschmidt, and D. Tarlow, “Gated graph sequence neural networks,” in *Proc. ICLR*, Apr. 2016.

[2] T. N. Kipf and M. Welling, “Semi-supervised classification with graph convolutional networks,” in *Proc. Int. Conf. Learn. Represent. (ICLR)*, 2017, pp. 1–14.

[3] P. Velicković, G. Cucurull, A. Casanova, A. Romero, P. Liò, and Y. Bengio, “Graph attention networks,” in *Proc. Int. Conf. Learn. Represent.*, 2018, pp. 1–12.

[4] J. Gilmer, S. Schoenholz, P. F. Riley, O. Vinyals, and G. E. Dahl, “Neural message passing for quantum chemistry,” in *Proc. 43rd Conf. Mach. Learn.*, vol. 70, 2017, pp. 1263–1272.

[5] W. Hamilton, Z. Ying, and J. Leskovec, “Inductive representation learning on large graphs,” in *Proc. Adv. Neural Inf. Process. Syst.*, 2017, pp. 1025–1035.

[6] M. Niepert, M. Ahmed, and K. Kutzkov, “Learning convolutional neural networks for graphs,” in *Proc. Int. Conf. Mach. Learn. (ICML)*, 2016, pp. 2014–2023.

[7] J. Atwood, S. Pal, D. Towsley, and A. Swami, “Sparse diffusion-convolutional neural networks,” in *Proc. Adv. Neural Inf. Process. Syst.*, 2016.

[8] B. Wu, Y. Liu, B. Lang, and L. Huang, “DGCNN: Disordered graph convolutional neural network based on the Gaussian mixture model,” *Neurocomputing*, vol. 321, pp. 346–356, Dec. 2018.

[9] M. Simonovsky and N. Komodakis, “GraphVAE: Towards generation of small graphs using variational autoencoders,” in *Proc. Int. Conf. Artif. Neural Netw.*, Cham, Switzerland: Springer, 2018, pp. 412–422.

[10] J. You, R. Ying, X. Ren, W. Hamilton, and J. Leskovec, “GraphRNN: Generating realistic graphs with deep autoregressive models,” in *Proc. Int. Conf. Mach. Learn.*, 2018, pp. 5694–5703.

[11] M. J. Kusner, B. Paige, and J. M. Hernández-Lobato, “Grammar variational autoencoder,” in *Proc. Int. Conf. Mach. Learn.*, 2017, pp. 1945–1954.

[12] H. Dai, Y. Tian, B. Dai, S. Skiena, and L. Song, “Syntax-directed variational autoencoder for structured data,” in *Proc. Int. Conf. Learn. Represent.*, Feb. 2018.

[13] Y. Li, O. Vinyals, C. Dyer, R. Pascanu, and P. Battaglia, “Learning deep generative models of graphs,” 2018, arXiv:1803.0324.

[14] B. Samanta, A. De, G. Jana, P. K. Chattaraj, N. Ganguly, and M. Gomez-Rodriguez, “NeVAE: A deep generative model for molecular graphs,” 2018, arXiv:1802.05283.

[15] W. Jin, R. Barzilay, and T. Jaakkola, “Junction tree variational autoencoder for molecular graph generation,” in *Proc. Int. Conf. Mach. Learn.*, 2018, pp. 2323–2332.

[16] X. Guo, S. Wang, and L. Zhao, *Graph Neural Networks: Graph Transformation*, Singapore: Springer, 2022, pp. 251–257, doi: 10.1007/978-981-16-6054-2_12.

[17] P. Isola, J.-Y. Zhu, T. Zhou, and A. A. Efros, “Image-to-image translation with conditional adversarial networks,” in *Proc. IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR)*, Jul. 2017, pp. 1125–1134.

[18] Z. Yang, W. Chen, F. Wang, and B. Xu, “Improving neural machine translation with conditional adversarial nets,” in *Proc. Conf. North Amer. Chapter Assoc. Comput. Linguistics, Hum. Lang. Technol., (Long Papers)*, vol. 1, 2018, pp. 1346–1355.

[19] W. Jin, K. Yang, R. Barzilay, and T. Jaakkola, “Learning multimodal graph-to-graph translation for molecule optimization,” in *Proc. Int. Conf. Learn. Represent.*, 2018.

[20] K. Do, T. Tran, and S. Venkatesh, “Graph transformation policy network for chemical reaction prediction,” in *Proc. 25th ACM SIGKDD Int. Conf. Knowl. Discovery Data Mining*, Jun. 2019, pp. 750–760.

[21] M. Simonovsky and N. Komodakis, “GraphVAE: Towards generation of small graphs using variational autoencoders,” in * Proc. Conf. North Amer. Chapter Assoc. Comput. Linguistics, Hum. Lang. Technol., (Long Papers)*, vol. 1, 2018, pp. 1346–1355.

[22] M. Gori, M. Monfardini, and F. Scarselli, “A new model for learning with fast localized spectral filtering,” in *Proc. Adv. Neural Inf. Process. Syst.*, 2017, pp. 1–14.

[23] F. Scarselli, M. Gori, A. C. Tsoi, M. Hagenbuchner, and G. Monfardini, “The graph neural network model,” *IEEE Trans. Neural Netw.*, vol. 20, no. 1, pp. 61–80, Dec. 2009.

[24] A. Bruna, W. Zaremba, A. Szlam, and Y. LeCun, “Spectral networks and locally connected networks on graphs,” in *Proc. Adv. Neural Inf. Process. Syst.*, 2016, pp. 3844–3852.

[25] P. Velicković, W. Fedus, W. L. Hamilton, P. Liò, Y. Bengio, and R. D. Hjelm, “Deep graph infomax,” in *Proc. Int. Conf. Learn. Represent.*, 2018, pp. 1–46.
