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Abstract—Accurate passenger flow prediction of urban rail transit is essential for improving the performance of intelligent transportation systems, especially during the epidemic. How to dynamically model the complex spatiotemporal dependencies of passenger flow is the main issue in achieving accurate passenger flow prediction during the epidemic. To solve this issue, this paper proposes a brand-new transformer-based architecture called ST-former under the encoder-decoder framework specifically for COVID-19. Concretely, we develop a modified self-attention mechanism named Causal-Convolution ProbSparse Self-Attention (CPSA) to model the multiple temporal dependencies of passenger flow with low computational costs. To capture the complex and dynamic spatial dependencies, we introduce a novel Adaptive Multi-Graph Convolution Network (AMGCN) by leveraging multiple graphs in a self-adaptive manner. Additionally, the Multi-source Data Fusion block fuses the passenger flow data, COVID-19 confirmed case data, and the relevant social media data to study the impact of COVID-19 to passenger flow. Experiments on real-world passenger flow datasets demonstrate the superiority of ST-former over the other eleven state-of-the-art methods. Several ablation studies are carried out to verify the effectiveness and reliability of our model structure. Results can provide critical insights for the operation of URT systems.
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I. INTRODUCTION

With the rapid expansion of the URT network and the increase in passenger flow, the spatiotemporal distribution of passenger flow has become complex increasingly. It is necessary to accurately and comprehensively analyze the passenger flow characteristics and take corresponding operation control measures in time, to ensure the safe and efficient operation of the URT system. Short-term passenger flow prediction can provide accurate and scientific data for the operation and management of the URT system. On the one hand, accurate short-term passenger flow prediction can help passengers plan their travel reasonably and save travel costs. On the other hand, it can help operators adjust operation management strategies in real-time, and ensure safe and efficient operation of the URT system. Therefore, it is an important task to conduct accurate short-term passenger flow prediction.

Nowadays, an increasing number of studies have carried out short-term passenger flow prediction, and most of the existing studies focus on general daily passenger flow prediction. However, with the rapid spread of COVID-19 around the world, the passenger flows fluctuate more significantly than usual because of the complex and dynamic infectious features of the epidemic. Figure 1 shows the fluctuations in passenger flow during COVID-19. Specifically, in the early stage of COVID-19, passengers were generally reluctant to take the subway to reduce the risk of infection during travel, leading to a sharp drop in passenger flows in the URT system. With the COVID-19 epidemic under control, the passenger flow volume of URT has gradually increased. Therefore, it is a challenging task to conduct the accurate short-term passenger flow prediction during epidemic. Firstly, affected by the epidemic, the fluctuations of passenger flow are more random and complex, making the spatiotemporal dependencies of passenger flow hard to capture. Secondly, in the subway network, the passenger flow of a single station is not only influenced by itself but also interacts with that of other stations in the network. To achieve accurate passenger flow prediction, it is necessary to fully model the spatiotemporal relationships of passenger flow between each station of the network. Last but not least, external data sources, such as social media and the epidemic confirmed cases data, can reflect passengers’ willingness to travel to some extent. How extract potential passenger flow evolution trends from these external data sources to improve the prediction accuracy is a key point to improve prediction accuracy.
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To address these challenges, some scholars carried out relevant researches. For instance, Jiao and Huang (2021) considered the date attributes and the COVID-19 features, and then proposed an improved STL-LSTM model to predict the bus passenger flow during COVID-19. Lv and Li (2021) put forward a deep model to predict the urban traffic revitalization index, which integrated the data of the COVID-19 epidemic and traffic revitalization index of major cities in China. These researches achieved favorable prediction results and filled the gap in traffic prediction during COVID-19. However, the models of these researches were proposed for specific scenarios (bus passenger flow or urban traffic revitalization index). Due to the spatiotemporal dependencies of URT passenger flow are quite different from that of them, whether these modes are suitable for short-term URT passenger flow prediction during COVID-19 or not is to be explored. Hence, it is necessary to propose a specialized prediction method for the URT passenger flow during COVID-19.

In this study, we propose an architecture called ST-former based on the Encoder-Decoder framework for URT passenger flow prediction during COVID-19. In terms of the encoder, a novel Causal-Convolution ProbSparse Self-Attention (CPSA) is introduced to model the complex local temporal dependencies and changing features of historical inflow. A brand-new Adaptive Multi-Graph Convolutional Network (AMGCN) is developed to fully capture the multiple dynamic spatial dependencies of passenger flow, which applies multiple graph structures composed of the subway network stations. A Feature Extract Block is applied to reinforce the spatial-temporal features according to the results of CPSA and AMGCN and make a focused feature mapping in the next layer. In terms of the decoder, a Sequential Attention Block is introduced to integrate the temporal dependencies learned by the encoder and decoder. A Temporal Convolution Block is proposed to capture the dynamic long-term temporal dependencies and learn the dominant temporal features. In terms of the data sources, a Multi-source Data Fusion is proposed to fuse different external data sources. The social media data and the epidemic confirmed cases data are leveraged to study the impact of COVID-19 to passenger flow and reinforce the evolution features of passenger flow. For the historical passenger flow data, three patterns including weekly pattern, daily pattern, and real-time pattern are applied to capture the periodic features. Experiments on a subway network AFC dataset from a real city in China (after desensitization operation) show the superiority of ST-former. The main contributions of this paper are as follows.

1. The ST-former model is introduced to conduct the short-term URT passenger flow prediction during COVID-19. Under the Encoder-Decoder framework, several innovative blocks, including the Scalar Attention Embedding, CPSA, AMGCN, Feature Extract Block, and Temporal Convolution Block are proposed to capture the complex spatiotemporal dependencies of passenger flow simultaneously, thus improving the prediction accuracy.

2. We propose a Multi-source Data Fusion in the model architecture to fuse the epidemic confirmed case data and related social media data, which is beneficial to learn the impact of the epidemic to passenger flow and to reinforce the temporal features of passenger flow.

3. The ST-former model is tested on large-scale URT passenger flow datasets during COVID-19. Results show that our model outperforms the state-of-the-art methods in passenger flow prediction during COVID-19. Extensive ablation studies also show the effectiveness and robustness of our model framework.

The remainder of this paper is organized as follows. Section II reviews the related literature. The preliminaries are introduced in Section III. The methodology are described in Section IV. The experimental details and results are introduced in Section V, and the conclusions are summarized in Section VI.

II. LITERATURE REVIEW

In this section, the short-term passenger flow prediction methods, the traffic prediction using social media, and the Transformer applications are summarized.

2.1 Short-term Passenger Flow Prediction

Research studies on short-term passenger flow prediction have become increasingly prevailing in recent years, and the adopted methods range from conventional statistical methods to machine learning-based methods.

In the early stage, general statistical methods such as autoregressive integrated moving average model (ARIMA), exponential smoothing, and historical average (HA) were widely applied in traffic prediction tasks (Voort and Dougherty, 1996; Yang and Dillon, 2018). Specifically, Kumar and Vanjakshi (2015) proposed a seasonal ARIMA model for short-term traffic flow prediction under the conditions that the data was limited. Chen and Ye (2020) proposed an ARIMA-based model to predict the subway passenger flow for special events, which considered the dynamic volatility and nonlinearity of passenger flow during special events. Yang and Li (Yang and Li, 2021) made full use of ARIMA and optimization algorithm SA to fully capture passenger flow features, hence improving the prediction accuracy. These models have favorable prediction performance under some assumptions that the time series data is linear and stationary. However, most of the actual passenger flow does not conform to these assumptions, which limits the performance of these statistical models in practical applications.

With the rapid development of machine learning and data mining, such limitations were greatly overcome by machine learning-based models, such as support vector regression (SVR), k-nearest neighbor (KNN) model, and Kalman filter (Castro-Neto and Jeong et al., 2009; Guo and Huang, 2014). For example, Marco and Matteo (2013) developed two novel support vector regression models to capture typical traffic flow seasonality, thus achieving improvements in prediction accuracy and computational efficiency. Sun and Leng (2015) proposed Wavelet-SVM to decompose the passenger flow into high-frequency series and low-frequency series, and predicted them respectively, which improved the prediction accuracy. Cai and Wang (2016) utilized a spatiotemporal state matrix to...
describe the traffic state and developed an improved KNN model to enhance traffic multistep forecasting accuracy. These machine learning-based models considered the temporal characteristics of traffic flow, thus improving the accuracy of prediction. Nevertheless, due to the weak ability to capture spatial information and long-term dependencies of traffic flow, they are inapplicable for large-scale network-wide prediction because the whole subway network contains highly dynamic and complex spatial topological information.

As a branch of machine learning, the emerging deep learning-based techniques have gradually become prominent methods in short-term passenger flow prediction. Since the long short-term memory network (LSTM) was firstly introduced in the traffic prediction field in 2015 (Ma and Tao et al.), an increasing number of deep learning-based models have been proposed for accurate traffic prediction. For instance, Ma and Dai (2017) regarded traffic speed data as images and proposed a classical convolutional neural network (CNN)-based method to predict large-scale, network-wide traffic speed. Zhang and Zheng (2017) developed an end-to-end structure, called ST-ResNet to collectively predict citywide crowd flows by modeling the temporal closeness, period, and trend properties of road traffic. Yao and Tang (2019) proposed a novel Spatial-Temporal Dynamic Network (STDN), which consists of a flow-gated local CNN and LSTM, to capture the spatial dependency and temporal periodicity. Considering that traffic networks are essentially graph-structures with topological characteristics, many scholars have integrated graph convolutional network (GCN) into prediction models to model the spatial dependencies. Specifically, STGCN (Yu and Yin, 2017) regarded the traffic network as a general graph to effectively model temporal dynamics and spatial dependencies of traffic flow. T-GCN (Zhao and Song et al., 2020) integrated the GCN and the gated recurrent unit (GRU) to capture the spatial and temporal dependencies simultaneously. Conv-GCN (Zhang and Chen, 2020) constructed a multi-graph GCN to deal with three inflow and outflow patterns (recent, daily, and weekly). However, the conventional GCN focuses on a predefined graph structure, which ignores the dynamic spatial dependencies among the nodes, resulting in a poor ability in modeling spatial correlation among the nodes. Therefore, some researchers have attempted to extend GCN for learning the dynamic hidden spatial dependencies. Res-RGNN (Chen and Li, 2019) utilized the graph-based spatial dependencies and temporal dynamics jointly to improve traffic prediction accuracy. Graph WaveNet (Wu and Pan, 2019) developed a novel adaptive dependency matrix through node embedding, which can overcome the limitation that fixed graph structure cannot reflect the dynamic spatial dependencies. Yu and Lee (2020) devised a novel graph-based neural network that expanded the general GCN to differentiate the connecting intensity of adjacent roads. Guo and Hu (2021) developed a graph-based network namely OGCNN to construct an updating graph matrix for revealing the dynamic latent relationship of traffic flow. These modified GCNs effectively model the dynamic spatial dependencies to improve the prediction accuracy, which further indicates the importance of dynamic spatial dependencies for passenger flow prediction.

The prediction methods mentioned above have favorable prediction performance on general weekdays/weekends. However, due to the significant irregularity and suddenness of passenger flow during COVID-19, these methods may not effectively model the complex and dynamic spatiotemporal dependencies of the passenger flow, resulting in poor prediction performance. Thus, how to develop a prediction model taking the influence of COVID-19 into account seems to be the key to improving the URT passenger flow prediction accuracy during COVID-19.

2.2 Traffic Prediction Using Social Media

With the rapid development of social media, an increasing number of studies regarded social media data as an effective data source for the traffic prediction field, especially for predictions under special events (Chaniotakis and Antoniou, 2015). He and Shen (2013) proposed an optimization framework to extract traffic indicators based on tweet semantics and incorporate them into traffic prediction. This is the first time to integrate social media into traffic prediction. Ni et al. (2014) incorporated the tweet rate features and semantic features to predict the incoming traffic flow before sport game events. A few years later (2017), they further studied the correlation between social media and passenger flow and developed the optimization and prediction model with a hybrid loss function. This method combines social media and passenger flow under event occurrences to improve prediction accuracy. Chen and Lv (2019) introduced deep learning-based models to extract traffic information from social media, which can help detect traffic-related information. Yao and Qian (2021) mined Twitter messages to understand the impacts of people’s work and rest patterns in the evening/midnight of the previous day to the next-day morning traffic. Roy and Hasan (2021) firstly considered the complex and dynamic nature of hurricane traffic evacuation, they then integrated Twitter data into prediction model for better capturing dynamic changes of traffic demand. Xue and Liu (2022) developed the multivariate disturbance-based hybrid deep neural network (MDB-HDNN) to model the disturbances of the subway passenger flow from social media post trends during events.

In summary, there are many methods applying social media to conduct traffic prediction under various events, which indicated that there is a great potential to leverage social media to explore the potential evolution trends of traffic flow. However, there is little research exploring how to apply social media to epidemic passenger flow prediction in URT. Hence, integrating the epidemic-related social media into prediction models might be an effective way to improve the prediction accuracy of subway passenger flow during COVID-19.

2.3 Traffic Prediction with Transformer

Transformer was originally proposed for natural language processing (NLP) in 2017 and achieved great success. In a parallel computing setting, Transformer makes advantage of multi-head attention mechanism to automatically capture the correlation of different representation subspaces in sequence data. Hence, Transformer-based methods are gradually applied in the field of time series prediction in recent years. For instance, Ye and Fang (2022) proposed a deep learning framework...
named Meta Graph Transformer (MGT) to solve traffic prediction problems. This model takes the spatial-temporal heterogeneity into consideration, and makes full use of attention mechanisms in both temporal and spatial dimensions. Yan and Ma (2021) developed a novel traffic forecasting algorithm called traffic transformer, which consists of global encoder and global-local decoder to learn dynamic and hierarchical features in sequential data. To model the spatial and temporal correlations simultaneously, Zhang and Tsung (2021) developed a novel spatial-temporal synchronous self-attention layer. They also utilized multiple pre-defined graph structures to construct multi-view GCN for spatial dependence modeling. Zhou and Zhang (2020) designed an efficient transformer-based model, named Informer to address the long sequence time-series forecasting (LSTF) problem with high inference speed. This model overcomes several limitations with Transformer, such as quadratic time complexity and high memory usage, thus improving the prediction accuracy in LSTF.

The above literatures illustrate that there is a broad application prospect of transformer-based models in the traffic prediction field. These models can capture dynamic multiple temporal dependencies because of the multi-head attention mechanism, which is useful for time series processing. Therefore, it seems to be a feasible way to develop a transformer-based model for learning the temporal dynamics and randomness of passenger flow during COVID-19.

In this paper, we present a transformer-based approach combining passenger flow data and multi-source epidemic data to predict URT passenger flow during COVID-19.

III. PRELIMINARIES

We will introduce the preliminary knowledge in this section. The problem of short-term subway passenger flow prediction during COVID-19 will be first defined. Then we will briefly review the idea of ProbSparse attention mechanism and GCN as prerequisite knowledge to better understand our model.

3.1 Problem definition

The purpose of this study is to predict the short-term passenger flow of the URT system in the next time interval using historical information during COVID-19. In this paper, we will introduce the preliminary knowledge in this section. The problem of short-term subway passenger flow prediction during COVID-19 will be first defined. Then we will briefly review the idea of ProbSparse attention mechanism and GCN as prerequisite knowledge to better understand our model.

**Definition 1 (Passenger Flow Matrix):** Given an AFC record, which includes the passenger’s card number, departure station, departure time, arrival station, and arrival time, the historical passenger flow series can be extracted and integrated into the passenger flow feature matrix at different time intervals, such as 10min, 15min, and 60min. Let $p_{ij}(t)$ be the inflow data at station $i$ during the $t$-th time interval. The passenger flow feature matrix $P^T$ can be defined as follows:

$$
P^T = \begin{pmatrix}
    p_1(t - ts + 1) & p_1(t - ts + 2) & \cdots & p_1(t) \\
p_2(t - ts + 1) & p_2(t - ts + 2) & \cdots & p_2(t) \\
\vdots & \vdots & \ddots & \vdots \\
p_n(t - ts + 1) & p_n(t - ts + 2) & \cdots & p_n(t)
\end{pmatrix}
$$

(1)

where $P^T \in R^{N \times TS}$ denotes the observed inflow of the whole URT system at the $t$-th time interval, $N$ denotes the number of the stations, and $TS$ denotes the maximum time step at the $t$-th time interval. In this study, we select $12$ as the maximum time step after fine-tuning.

**Definition 2 (External Features matrix):** Given the COVID-19-related social media data and the epidemic confirmed cases data, $S^T$ and $C^T$ can be defined as the observed data volume during the $t$-th time interval, such as the number of related social media and the number of confirmed cases. Notably, we hypothesize that the impact of social media and confirmed cases data remains the same for each URT station, and the observation period of the social media and confirmed cases data is consistent with that of passenger flow.

**Definition 3 (Multiple Graphs):** Based on specific domain knowledge (topology and similarity, etc.), multiple graphs can be constructed to express various spatial relationships between nodes (stations). In this paper, we take three spatial graphs into account, named adjacent graph, functional similarity graph, and origin-destination (OD) correlation graph of the URT network. These graphs are denoted as $G_a = (S, E_a, W_a)$, $G_s = (S, E_s, W_s)$, and $G_c = (S, E_c, W_c)$, respectively, where $S = \{s_1, s_2, \ldots, s_n\}$ is the set of the stations, $n$ is the number of the URT stations, and $e_{ij} \in E_k(k = a,s,c)$ are the edge between the station $i$ and station $j$ in $G_k$. To represent the multiple spatial dependencies of the whole URT network, we construct the multiple weight matrices $W_k$ of $G_k(k = a,s,c)$.

1) Adjacent Graph: $G_a$ is directly built according to the physical topology between the stations of the whole URT network. The edge $E_a(i, j)$ between station $i$ and station $j$ is constructed, if these two stations are connected in the real world. Meanwhile, if there exists $E_a(i, j)$ between station $i$ and station $j$, $A(i, j) = 1$, or else $A(i, j) = 0$. The common definition of the adjacent-based weight between station $i$ and station $j$ is formulated as:

$$
W_a(i, j) = \frac{A(i, j)}{\sum_{k=1}^{N} A(k, j)}, \text{ for } i, j = 1, 2, \ldots, N
$$

(2)

2) Functional Similarity Graph: In addition to the physical topology between stations, the functional similarity of the stations is also critical to model the spatial dependencies. Although some stations are far apart, they may be related to each other because of similar functions (such as commuter stations, and business stations). Thus, we take the functional similarity into account to further capture the spatial dependencies. Specifically, denote $x_t^i \in R^{C \times TS}$ as the historical passenger features of the station $s_i$ where $C$ is the total number of passenger features and $TS$ is the time step at the time interval $t$. In this paper, the total number of passenger features is 1, which is the passenger flow. The similarity weight between $s_i$ and $s_j$ can be defined as:

$$
\mathcal{W}_s(i, j) = \frac{\sum_{t=1}^{TS} (x_t^i - x_t^i)(x_t^j - x_t^j)}{\sqrt{\sum_{t=1}^{TS} (x_t^i - x_t^i)^2} \sqrt{\sum_{t=1}^{TS} (x_t^j - x_t^j)^2}}
$$

(3)

Given similarity weight matrix $\mathcal{W}_s(i, j) \in R^{N \times N}$, we select some stations with high similarity weight to construct edges $E_s$. 

We preset a similarity threshold $\tilde{S}(i, j)$ to determine the stations as follows.

$$\tilde{W}_c(i, j) = \begin{cases} \tilde{W}_c(i, j), & \text{if } \tilde{W}_c(i, j) > \tilde{S}(i, j) \\ 0, & \text{otherwise} \end{cases}$$

(4)

Based on the corrected similarity weight matrix $\tilde{C}$, we adopt row-normalization to this matrix for easily training. The normalized matrix is calculated as follows.

$$W_c(i, j) = \frac{\tilde{W}_c(i, j)}{\sum_{k=1}^{K} \tilde{W}(i, k)}, \text{ for } i, j = 1, 2, ..., N$$

(5)

3) OD Correlation Graph: Considering that the OD information of the target station can reflect the connection closeness between the target station and other stations, thus we extract the OD features between different stations from the raw AFC data to construct an OD correlation graph. Typically, the OD correlation coefficient from station $s_i$ to $s_j$ can be defined as follows.

$$\overline{W}_c(i, j) = \frac{\text{count}(i, j)}{\sum_{k=1}^{K} \text{count}(i, k)}, i, j = 1, ..., N$$

where $\text{count}(i, j)$ denotes the total number of passengers traveling from $i$ to $j$ and $N$ is the total station number. Then we select some stations with high distribution ratio by comparing to a preset distribution ratio $\overline{W}_{OD}$.

$$\overline{W}_c(i, j) = \begin{cases} \overline{W}_c(i, j), & \text{if } \overline{W}_c(i, j) > \overline{W}_{OD} \\ 0, & \text{otherwise} \end{cases}$$

(7)

We also apply row-normalization to this matrix to build the OD correlation weight matrix as follows.

$$W_c(i, j) = \frac{\overline{W}_c(i, j)}{\sum_{k=1}^{K} \overline{W}_c(k, k)}, \text{ for } i, j = 1, 2, ..., N$$

(8)

Thus, the passenger flow prediction in the whole subway network during COVID-19 can be formulated as follows.

**Problem:** Given the historical passenger flow matrix $P^{T-1}$, the social media feature vector $S^{T-1}$, the COVID-19 confirmed cases vector $C^{T-1}$ and the URT network multiple graphs $G_w, G_s, G_c$ at the $(t-1)$-th time interval, the problem is to learn the mapping function $f$ and predict the passenger flow $y_t$ at the next time step $t$, as shown in equation:

$$Y_t = f(P^{T-1}, S^{T-1}, C^{T-1}, G_w, G_s, G_c)$$

(9)

where $f$ indicates the model to be learned during training process.

3.2 ProbSparse Attention

In recent years, attention mechanisms have become increasingly prevailing in sequence data modeling (Child and Gray, 2019), which allows to model the dependencies without regard to their distance in the sequence. Transformer (Vaswani and Shazeer et al., 2017) is one of the representative attention mechanism-based models. In this model, “Scaled Dot-Product Attention” was proposed to draw global dependencies between input and output. It can be regarded as a function mapping a query ($Q$) and a set of key (K)–value (V) pairs to an output. Specifically, given the queries and keys with dimension $d_k$, the values with dimension $d_v$, the Scaled Dot-Product Attention can be formulated as follows.

$$\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{Q^T K}{\sqrt{d_k}} \right) V$$

(10)

where $Q \in R^{LQ \times d_k}, K \in R^{LK \times d_k}, V \in R^{Lv \times d_v}$ denotes the packed queries, values, and keys respectively.

However, recent studies (Child, 2019; Li and Jin et al., 2019) found that there exists potential sparsity for the distribution of attention weights between collection values. Some small attention weights between collection values may not significantly affect performance, but the calculation process will incur the computational cost and memory usage. In this case, the ProbSparse Attention is proposed to address these limitations by selecting only some dominant queries to interact with the keys. It can achieve favorable performance on sequences’ dependencies calculation with low computational cost and memory usage. Specifically, to distinguish the “important” queries, the $i$-th query’s sparsity measurement is defined as follows.

$$M(q_i, K) = \ln \sum_{k=1}^{K} e^{\frac{q_i^T k}{\sqrt{d}}} - \frac{1}{L_K} \sum_{j=1}^{L_K} e^{\frac{q_i^T j}{\sqrt{d}}}$$

(11)

where the first term is the Log-Sum-Exp (LSE) of $q_i$ on all the keys, and the second term is the arithmetic mean on them. $L_K$ denotes the length of the $K$. If $i$-th query receives a larger $M(q_i, K)$, its “important” coefficient is much higher, and has a high chance to dominant in the sparse distribution. Based on the query’s sparsity measurement, the ProbSparse Attention can only focus on $u$ dominant queries:

$$\text{ProbSparse Attention}(Q, K, V) = \text{softmax} \left( \frac{Q^T K}{\sqrt{d}} \right) V$$

(12)

where $Q$ denotes a sparse matrix with the same size of $Q$ and it only contains the Top-$u$ queries according to the sparsity measurement $M(q, K)$. The $u$ is controlled by a constant sampling factor $c$ under the formula $u = c \cdot \ln(L_Q)$.

Performing a single attention function can only focus on information in a single representation space, whereas sequence data has different information in different representation subspaces. To jointly attend to information from different representation subspaces, the multi-head attention mechanism should be taken into consideration. Given the queries $Q \in R^{LQ \times d_{model}}$, keys $K \in R^{LK \times d_{model}}$, and values $V \in R^{Lv \times d_{model}}$, where $d_{model}$ denotes the feature size of input, multi-head attention firstly linearly transforms the queries, keys, and values into different representation subspaces, then conducts the attention function in parallel. It can be formulated as follows.

$$\text{MultiHead}(Q, K, V) = \text{Concat}(\text{Head}_1, \text{Head}_2, \cdots, \text{Head}_n)W^o$$

$$\text{Head}_n = \text{Attention}(W^Q_q, W^K, W^V)V$$

(13)

where $H$ is the number of attention heads, $W^Q_q \in R^{d_{model} \times d_k}, W^K \in R^{d_{model} \times d_k}, W^V \in R^{d_{model} \times d_v}$ are projection weight matrices applied to $Q$, $K$, and $V$, and $W^o \in R^{H \times d_{model}}$ is the final output projection matrix. In this paper, we set $d_k = d_v = d_{model} / H$.

3.3 GCN

The traffic network can be treated as a graph structure, where the stations can be treated as nodes and the links between stations can be treated as edges. Thus, it is reasonable to utilize
graph theory to deal with traffic networks. With the powerful ability to capture the spatial dependencies between the nodes of the graph, an increasing number of researchers applied GCNs to the traffic prediction field. The general idea of GCNs is to integrate the features of the adjacent nodes using their topological information to learn the target node representations. Firstly, GCNs aggregate the features of neighboring nodes to generate an intermediate representation. Then, this representation is dealt with by a linear projection with a non-linear activation function to derive the target node representation. We apply the GCN introduced by Kipf et al. (2016) in our model as follows.

\[ Z^l = GCN\left(Z^{(l-1)}\right) = \sigma \left( (\tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}}) \cdot Z^{(l-1)} \cdot W^{(l)} + b^{(l-1)} \right) \]  

where \( Z^{(l-1)} \in R^{N \times d_{model}} \) denotes the input feature matrix of the \((l-1)^{th}\) layer, \( W^{(l)} \) denotes the weight matrix of the \((l-1)^{th}\) layer, \( b^{(l-1)} \) denotes the bias of the \((l-1)^{th}\) layer, and \( \sigma(\cdot) \) denotes the non-linear activation function. The \((\tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}})\) represents the calculation of normalized adjacency matrix, where \( \tilde{A} \in R^{N \times N} \) denotes the adjacency matrix with self-loops, and \( \tilde{D} \in R^{N \times N} \) denotes the diagonal degree matrix of \( \tilde{A} \).

IV. MODEL STRUCTURE

4.1 Overview

The structure of the ST-former for short-term passenger flow prediction of URT system during COVID-19 is shown in Figure 2. We apply an encoder-decoder architecture in the proposed model, and both the encoder and decoder consist of multiple identical sub-layers. In addition to the encoder-decoder structure, we develop Scaled Attention Embedding to convert the input to vectors with the intensive overall features before they are input into the encoder and decoder. Besides, we also propose Multi-source Data Fusion to capture the impact of social media and epidemic data on the evolution of passenger flow during COVID-19. The detailed components of ST-former are described as follows.

Within the encoder, each sub-layer consists of Causal-Convolution ProbSparse self-Attention (CPSA), Adaptive Multi-Graph Convolution Network (AMGCN), and Feature Extract block. Specifically, CPSAs are exploited to model the local temporal trend and the dynamic evolution of passenger flow with low computation and memory occupancy. AMGCN is utilized to model the dynamic spatial dependence according to multiple graphs in a self-adaptive manner. Feature extract block can reinforce the spatial-temporal features obtained from CPSA and AMGCN, and make a focused feature mapping in the next layer.

Within the decoder, each sub-layer consists of a Sequential Attention Block and Temporal Convolution Block. Specifically, sequential attention blocks are composed of masking CPSA and multi-head self-attention. Similar to the functionality of CPSA, masking CPSA is also applied to model the temporal dependencies of the decoder sequence while ensuring that each position of the left cannot attend to coming positions. The conventional self-attention is applied to allow every position in the decoder to attend to all positions in the input sequence temporally. Following the multi-head self-attention, a temporal convolution block is introduced to capture the dynamic long-term global temporal dependencies of the passenger flow. To enhance the trend features of passenger flow evolution during the epidemic and capture the impact of the epidemic on passenger flow, we propose Multi-source Data Fusion to fuse the processed passenger flow data, epidemic data, and related social media data.

Finally, the output of the decoder and the output of Multi-source Data Fusion are fused into passenger flow feature data, and then the fully connected layer maps the passenger flow feature to the sample space to obtain the prediction value.

Figure 1. The overview of the ST-former.

4.2 Scalar Attention Embedding

To refine the passenger flow features and facilitate sequence transduction, we develop a scalar attention embedding module to covert the passenger flow matrix \( P \in R^{N \times TS \times 1} \) to the refine feature matrix \( \hat{P} \in R^{d_{model} \times N \times TS} \). Figure 3 shows the overview of the scalar attention embedding. To our best knowledge that CNNs have significantly pushed the performance of feature tasks based on their rich representation power. Thus, it is feasible to utilize the convolution operation to improve the ability to represent features. Woo and Park (2018) proposed a convolutional block attention module (CBAM) to learn which features to emphasize or suppress, which can enhance the representation power of CNNs. Inspired by the favorable performance in feature representation of CBAM, we apply one of its components, named spatial attention module to refine the passenger flow feature representation. It should be noted that “spatial” here refers to the channel axis of the image, which is quite different from the “spatial” of the urban rail transit system.

Figure 3 The overview of scalar attention embedding.
The spatial attention module is developed to exploit the inter-spatial relationship of features. Since the passenger flow feature matrix is a 2D map, we first project the feature matrix into \( d_{\text{model}} \)-dim vector with 2D convolution filters to obtain the embedding matrix \( \tilde{p}^T \in R^{d_{\text{model}} \times N \times TS} \). Applying the pooling operation along the channel axis (Woo and Park, 2018) has been proven to be effective in focusing on the important parts. Hence, we apply average-pooling and max-pooling operations along the channel axis for embedding matrix \( \tilde{p}^T \in R^{d_{\text{model}} \times N \times TS} \) and then concatenate them to produce a feature map. After obtaining a feature map, we adopt a convolution layer to generate a spatial attention map \( M_s(\tilde{p}^T) \in R^{1 \times N \times TS} \) which encodes the features to stress or suppress. The spatial attention can be computed as follows.

\[
M_s(\tilde{p}^T) = \sigma(f^{7 \times 7}([\text{AvgPool}(\tilde{p}^T); [\text{MaxPool}(\tilde{p}^T)]) (15)
\]

where \( \sigma \) denotes the sigmoid activation function and \( f^{7 \times 7} \) represents a convolution operation with the \( 7 \times 7 \) filter. To refine the passenger flow features, we utilize the element-wise multiplication to project the spatial attention map \( M_s(\tilde{p}^T) \) into the embedding matrix \( \tilde{p}^T \), in which the broadcast mechanism is used to extend the dimension of the spatial attention map along the channel axis. The overall scalar attention embedding process can be summarized as:

\[
\tilde{p}^T = M_s(\tilde{p}^T) \otimes \tilde{p}^T (16)
\]

where \( \otimes \) denotes the element-wise multiplication, and \( \tilde{p}^T \) is the refined feature matrix.

4.3 Encoder

The encoder stacks an input projection layer and multiple identical encoder layers. Each encoder layer consists of three components, namely Causal-Convolution ProbSparse Self-Attention mechanism (CPSA), Adaptive Multi-Graph Convolution Network (AMGCN), and Features Extract Block. To optimize the training process, the residual connection is adopted between each encoder layer. The causal-convolution probsparse self-attention (CPSA) is introduced to capture the local trend and the dynamic evolution of passenger flow. The novel adaptive multi-graph convolution network (AMGCN) is developed to explore the different types of hidden spatial dependencies in addition to the explicit spatial topology. The features extract block is proposed to focus on the features with high attention weight and make a concentrated feature mapping in the next layer.

4.3.1 Causal-Convolution ProbSparse Self-Attention

As we mentioned in section 3.2, multi-head probsparse attention enables to jointly attend to information from different representation subspaces. It provides an effective way to capture the complex temporal dependencies in multiple subspaces with low computation and memory occupancy, thus improving the ability of feature representation. However, the multi-head attention is originally proposed to process natural language, mainly for discrete data (e.g., words), resulting in its poor ability to capture the local trend features of continuous data (e.g., passenger flow data). Taking the passenger flow curve in Figure 4 as an example, where A, B, and C represent the data points in different time periods, and the passenger flow of A and B are the same. In this case, if we utilize the initial multi-head attention to process the passenger flow, A and B will be given the higher correlation weight, since they have the same numerical value, while their local trends are significantly different. Although the numerical values of A and C are slightly different, they have similar local trend features, so there is a higher probability to have the same passenger flow pattern. Therefore, they should be given a higher correlation weight. It can be seen that utilizing the initial multi-head attention to process continuous time series data may lead to mismatches of correlation weight and unreasonable sequence representation.

\[
\text{MultiHead}(Q,K,V) = \text{Concat}(\text{ConvHead}_1, \text{ConvHead}_2, ..., \text{ConvHead}_n)W^o
\]

\[
\text{ProbSparse Attention}(Q \ast C_h^q, K \ast C_h^k, V \ast W_h^v) (17)
\]

where \( C_h^q \) and \( C_h^k \) denote the convolutional filter of Q and K, \( W_h^v \) denotes the projection weight matrix, " \ast " denotes the causal convolution operation, ") " denotes the linear projection, and all the nodes share the weights.
\[ \mathcal{A}_{adp} = \text{Softmax}(\text{ReLU}(N_i \cdot N_j^T)) \in R^{N \times N} \tag{18} \]

By multiplying \( N_i \) and \( N_j \), the spatial dependency weights between node \( i \) and node \( j \) can be derived. The ReLU activation function can ignore the weak correlations, and the Softmax function is applied to normalize the self-adaptive adjacency matrix. In essence, the self-adaptive adjacency matrix is a supplement to the uncertain relations between the nodes. However, only using the self-adaptive adjacency matrix \( \mathcal{A}_{adp} \) not only cannot fully represent complex spatial dependencies, but also lacks the model interpretability. Thus, adding extra prior knowledge might be a reasonable way to fully discover the hidden spatial dependencies and enhance the model interpretability.

In our case, we construct three types of graphs, namely adjacency graph \( G_a = (S, E_a, W_a) \), functional similarity graph \( G_f = (S, E_f, W_f) \), and OD correlation graph \( G_c = (S, E_c, W_c) \), respectively, to represent the multiple spatial dependencies. These graph structures are firstly dealt with by a classical graph embedding technique named Eigenmaps (Mikhail and Partha, 2001) to transform the spatial embeddings \( E_a, E_f, \) and \( E_c \in R^{N \times d_{model}} \) for node \( s_i \). After calculating the spatial embeddings, a learnable approximate self-attention mechanism is performed to generate the spatial dependence weight matrices \( S_a, S_f, \) and \( S_c \), and the \( S^{ij}_b \in S_b(b = a, c) \) represents the corresponding spatial dependency between node \( i \) and node \( j \).

\[ S^{ij}_b = \text{softmax}(\frac{E_b^i E_b^j}{\sqrt{d_{model}}}) \in R^{N \times N} \tag{19} \]

Given the self-adaptive adjacency matrix \( \mathcal{A}_{adp} \), and the spatial dependence weight matrices \( S^{ij}_b \in S_b(b = a, c) \), we first conduct the graph convolution operation, and then transform the aggregated representation \( \widetilde{Z}^{l}_b \) \((b = a, c)\) to the ultimate spatially informed output \( \mathcal{Z}^l \) with a linear projection. The calculation process can be formulated as follows.

\[ \mathcal{Z}^l = \text{Linear}(\text{Concat}(\mathcal{Z}^{l-1}_a, \mathcal{Z}^{l-1}_f, \mathcal{Z}^{l-1}_c)) \tag{20} \]

where \( \mathcal{Z}^{l-1} \in R^{d_{model} \times N \times T} \) denotes the input feature matrix of the \((l-1)^{th}\) layer, \( W^{l-1} \) denotes the weight matrix of the \((l-1)^{th}\) layer, \( \sigma(\cdot) \) denotes the non-linear activation function, and \( \oplus \) denotes the element-wise addition operation.

4.3.3 Feature Extract Block

Considering the sparsity of attention weights obtained by self-attention (only a few nodes have high attention weight, and others have little effect on the global sequence), the features extract blocks are proposed to emphasize the superior ones and make a focused feature mapping in the next layer, and Figure 7 shows the process of this block. Inspired by the Self-attention Distilling on Informer (Zhou and Zhang et al., 2020), our features “extraction” operation from the \( j \)-th layer into the \((j+1)\)-th layer can be defined as follows.

\[ X^{j+1}_j = \text{MaxPool}(\text{ReLU} \left( \text{Attention Conv} \left( [X^j]_{SA} \right) \right)) \tag{21} \]

where \( [ \cdot ]_{SA} \) represents the self-attention block, that is the causal-convolution and sparse multi-head self-attention, and \( \text{Attention Conv}(\cdot) \) consists of channel attention module and the spatial attention module, which are the main components of CBAM mentioned above. The attention convolution operation can emphasize the meaningful features with high attention weights by integrating cross-channel and spatial attention. In \( \text{Attention Conv}(\cdot) \), we sequentially adopt channel and spatial attention modules with the ReLU activation function, so that
each of branches can learn which information to highlight. Then we add a MaxPool layer to downsample $X^T$ into its half slice after stacking a layer, which can focus on the dominant features and make the focused feature attention mapping in the next layer.

Figure 7 The process of Feature Extract Block

4.4 Decoder

The decoder stacks multiple identical decoder layers and an output projection layer. Each decoder layer consists of two components, namely Sequential Attention Block and Temporal Convolution block. In addition, the residual connection is utilized between the sub-layers to optimize the training process and accelerate model convergence.

4.4.1 Sequential Attention Block

Sequential Attention Block consists of Causal Convolution ProbSparse Self-Attention with Mask (Masking CPSA) and conventional self-attention blocks, which can integrate the spatial-temporal dependencies learned by Encoder and Decoder.

The CPSA with mask aims to capture the decoder sequence, and it works the same as CPSA. The only difference is that the masking operation is adopted to prevent each position from attending to coming positions. The mask is designed as a $T \times T$ matrix with elements above the diagonal taking the value $-\infty$ and others taking zero. Thus, the CPSA with mask can be modified as follows.

$$\text{ProbSparse Attention} (Q, K, V) = \text{softmax} \frac{QK^T}{\sqrt{d_k}} + \text{mask})V \quad (22)$$

The conventional self-attention block is introduced to connect the output of the encoder with each decoder layer. In this block, the queries come from the previous Masking CPSA, and the memory keys and values come from the output of encoder. It can allow every position in the decoder sequence to attend overall positions in the encoder sequence.

4.4.2 Temporal Convolution block

To capture the dynamic global temporal dependencies of the passenger flow and learn the dominant temporal features, we develop a Temporal Convolution block followed by the sequential attention block, which mainly consists of the dilated causal convolution (Lea and Flynn, 2017) and the temporal attention.

The conventional convolution operation realizes the learning of global temporal dependencies by stacking the convolution layer, resulting in a large computing cost. Thus, we conduct the “dilated” operation to expand the receptive field of the convolution process to calculate global historical information with a low computing cost. To avoid learning the temporal feature information ahead, we applied causal convolution in this block, which only considers the historical information to the left of the current position. Figure 8 visualizes the dilated causal convolution operation.

Figure 8 Visualization of the dilated causal convolution network

In addition to dilated causal convolution, we also apply the temporal attention to extract the meaningful temporal features (such as the peak values and edge values) along the temporal dimension. The $\text{MaxPool}$ and $\text{AvgPool}$ operations are conducted to obtain the temporal attention weights along the temporal axis, then the element-wise multiplication is utilized to capture the significant temporal features according to the temporal attention weights.

4.5 Multi-source Data Fusion

Multi-source data fusion aims to fuse the epidemic data and social media data with historical passenger flow to reinforce the trend features of passenger flow evolution over time and describe the impact of the epidemic to passenger flow. Figure 10 shows the overview of the multi-source data fusion block. The ST-former without multi-source data fusion leads to poor performance in our experiment (see Section 5.4.4 for details), which indicates that the multi-source data fusion is indispensable to our model.

Before we introduce the multi-source data fusion block, we first study whether there is a potential relationship between the passenger flow data, the confirmed cases data, and the social media volume during COVID-19 (shown in Figure 9). We calculate their correlation coefficients of them through SPSS. The results of the correlation are shown in Table I, in which all the absolute values of Pearson coefficients are above 0.55 and significant. Specifically, the Pearson coefficient between the passenger flow and social media volume during COVID-19 is -0.814, indicating that there exists a significant negative correlation between them. The Pearson coefficient between the passenger flow and the confirmed cases data during COVID-19 is -0.585, which indicates there also exists a moderate negative correlation between them. Thus, we reasonably believe that these additional data sources can help improve the performance of the short-term URT passenger flow prediction during COVID-19.
passenger flow on the adjacent two weekdays has similar peak trends. To accurately describe the periodic characteristics of passenger flow, we introduce another two data types in addition to the regular historical passenger flow in the past TS time steps.

**Weekly periodicity:** To capture the weekly periodicity, we consider the TS time steps of passenger flow from the same time period in the last week as the present day, and it can be represented as $P_{w}^{T} \in \mathbb{R}^{N \times TS}$. In our paper, the time period we study is from 6:00 to 23:00, totally 17 hours, we suppose the time lag is $l$, the time step is $s$, and the current time slice is $t$, thus the weekly periodic can be formulated as:

$$P_{w}^{T} = (P_{N} \left( t - \left( \frac{17 \times 60}{t} \times 7 \right) - ts + 2 \right), \cdots, P_{N} \left( t - \left( \frac{17 \times 60}{t} \times 7 \right) - 1 \right)) \quad (23)$$

**Daily periodicity:** Analogously, to capture the daily periodicity, we also take the TS time steps of passenger flow from the same time period in the yesterday into consideration to obtain the daily periodic tensor $P_{d}^{T} \in \mathbb{R}^{N \times TS}$. It can be formulated as:

$$P_{d}^{T} = (P_{N} \left( t - \left( \frac{17 \times 60}{t} \times 7 \right) - ts + 1 \right), P_{N} \left( t - \left( \frac{17 \times 60}{t} \right) - ts \right) + 2, \cdots, P_{N} \left( t - \left( \frac{17 \times 60}{t} \right) - 1 \right)) \quad (24)$$

Once we obtain the weekly periodic tensor $P_{w}^{T}$ and the daily periodic tensor $P_{d}^{T}$, we concatenate them with the past TS time steps tensor $P_{T}^{T}$, resulting in a new passenger flow feature tensor $P^{T} \in \mathbb{R}^{N \times (3+TS)}$ as the input of our model. Figure 11 shows these three types of passenger periodic feature tensors along the time axis.

**5 EXPERIMENTS**

In this section, the ST-former framework and other eleven benchmark methods are tested on real-world urban rail transit AFC datasets in a Chinese city (CityMetro) under different time intervals. We first introduce the detail of CityMetro datasets, the model configurations and evaluation metrics, and the benchmark methods, then we illustrate the experiment results. In addition, the impact of the key components of ST-former on the prediction performance are also analyzed.

**5.1 Dataset**

To validate our proposed model, comprehensive experiments are carried out on real-world larger-scale urban rail transit AFC datasets, named CityMetro. Table II provides a summary of the statistical data. In our paper, we chose the AFC data from January 6 to May 31 (roughly five months) to match the COVID-19 development timeline, which covered the outbreak, stabilization, and improvement of the epidemic. Our experiments focus on the data from 6:00 to 23:00 with a total of
61 stations, and the inbound flow are aggregated by different time intervals of 10, 15, 20, 30, and 60min, resulting in a total of 102, 68, 51, 34, and 17 intervals in a day, respectively.

We also crawl the social media data (including text, time, geographical labels, etc.) with the keywords “COVID-19” and the city name from Sina microblog (a social platform) in a specific period, which was consistent with the period of passenger flow. Besides, we collect the corresponding epidemic confirmed cases data from the National Health Commission of the People’s Republic of China. The time period of epidemic data is the same as that of passenger flow data.

Table II Dataset Description

| Date                | CityMetro |
|---------------------|-----------|
| Time in a day       | 6:00-23:00|
| Station Num         | 61        |
| Time interval       | 10min     |
| Time interval       | 20min     |
| Day number          | 21        |
| Day number          | 147       |
| Time slice in a     | 102       |
| Time slice in a     | 68        |
| Total time slice    | 14994     |

5.2 Model configurations and evaluation metrics

Model Configuration: In this experiment, we split the dataset at a ratio of 12: 4: 5 into training sets, validation sets, and test sets by the time. All data are normalized into the range [0, 1] with Min-Max normalization scalars and fed the normalized data into ST-former. We use the PyTorch framework to implement ST-former, which stacks up with three encoder layers and three decoder layers. For better training, dropout layers with a probability of 0.1 are added to encoder and decoder, respectively. The optimizer is Adam with a learning rate of 0.0001.

We also investigate the other four hyperparameters of ST-former in detail, such as the feature size of the model $d_{model}$, the number of heads $H$, the number of previous time steps $TS$, and the batch size. For optimal prediction performance, we set a section for the feature size of the model $d_{model}$ as $(24, 48, 64, 72)$. The number of heads $H$ of the multi-head attention mechanisms no matter in the encoder or decoder are consistent, which is set as indicated in $(3, 4, 6, 8)$. We also set a section for the number of previous time steps $TS$, ranging from 10 to 15. The batch size is set as $(32, 48, 64, 128)$. In the hyperparameter tuning process, we follow the control variable principle, which means that only one hyperparameter will be tuned while the remaining hyperparameters remain constant until we find the best result. In this case, we take 60 minutes as a time step, and the results are shown in Figure 12. According to the results, we can see that when the feature of the model $d_{model}$, the number of heads $H$, the number of previous time steps $TS$, and the batch size are set as $24, 3, 12, 32$, respectively, ST-former achieves the best prediction performance.

Evaluation Metrics: We chose the mean square error (MSE) as the loss function. To evaluate the prediction performance, we use the root mean square error (RMSE), mean absolute error (MAE), and weighted mean absolute percentage error (WMAPE) as evaluation metrics. The definitions of them are as follows.

\[
\text{loss} = \text{MSE} = \frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{y}_i)^2 \tag{25}
\]
\[
\text{RMSE} = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{y}_i)^2} \tag{26}
\]
\[
\text{MAE} = \frac{1}{m} \sum_{i=1}^{m} |y_i - \hat{y}_i| \tag{27}
\]
\[
\text{WMAPE} = \sum_{i=1}^{m} \left( \frac{y_i}{\sqrt[\# intervals]{\sum_{j=1}^{\# intervals} y_i^{j}}} \right) \left( \frac{|\hat{y}_i - y_i|}{y_i} \right) \tag{28}
\]

where $\hat{y}_i$ is the predicted values and $y_i$ is the actual values, and $m$ denotes the total number of all real values. The lower the evaluation metrics are, the better the prediction performance of the model is.

5.3 Benchmark Model

To comprehensively evaluate the prediction performance of our proposed model, eleven benchmark models are considered in our experiments, and the details of these models are described as follows.

- **Autoregressive Integrated Moving Average (ARIMA):** As a typical statistical model, ARIMA has been widely applied in time series processing. The three parameters of ARIMA, namely lag order, the degree of difference, and the order of the moving averages, are set to 2, 1, and 1, respectively after fine-tuning.

- **Long Short-Term Memory Neural Network (LSTM):** As a variant of RNN, LSTM was first applied in traffic prediction in 2015 (Ma and Tao et al.). We develop an LSTM-based model with two hidden layers and one fully connected layer. Each LSTM hidden layer has 64 neurons, and the fully connected layer has 61 neurons. The optimizer is Adam with a learning rate of 0.0001. We utilize the passenger flow during COVID-19 to train the model. The inputs are the inflow series of a total of 61 stations in the last
12-time step. The outputs are the inflow series of 61 stations at the next time step.

- **2D Convolution Neural Network (2DCNN):** We apply a general 2D CNN model with one CNN layer and one fully connected layer. The CNN layer has 8 filters. The kernel size is 3*3, the padding is 1, and the stride is 1, respectively. The fully connected layer has 61 neurons. The other settings are the same as that of LSTM.

- **Temporal Graph Convolutional Network (T-GCN):** This model is proposed by Zhao (2020), which combined the GCN and GRU to obtain the spatiotemporal correlation. We develop a T-GCN model with three hidden layers and one fully connected layer. The fully connected layer has 61 neurons. The parameters of T-GCN sub-layers are the same as that of the original model. The other settings are the same as that of LSTM.

- **Spatio-Temporal Residual Networks (ST-ResNet):** This model adopted the residual convolution units to model the temporal closeness. We only adopt three branches of residual networks and did not use external factors (weather, date attributes, etc.). The parameters of the model are consistent with Zhang’s (2017).

- **ConvLSTM:** Proposed by Shi (2015), ConvLSTM achieved success in the prediction field. We construct a ConvLSTM model with three hidden layers and two fully connected layers. The first fully connected layer has 128 neurons and the second fully connected layer has 61 neurons. The other settings are the same as that of LSTM.

- **Diffusion Convolutional Recurrent Neural Network (DCRNN):** This framework is proposed (Li and Yu, 2017) to model the traffic flow as a diffusion process on a directed graph for learning the spatial dependency, by using bidirectional random walks. They also utilized the encoder-decoder architecture with scheduled sampling to capture temporal dependency. We implement DCRNN based on its public code. The other settings are the same as that of LSTM.

- **Graph WaveNet (GWN):** GWN (Wu and Pan, 2019) developed an adaptive dependency matrix to capture dynamic spatial correlation and utilized a stacked dilated 1D CNN to learn temporal features. We implement GWN based on its public code. The other settings are the same as that of LSTM.

- **Transformer:** This model was originally proposed (Vaswani and Shazeer et al., 2017) for natural language processing (NLP), and it was gradually applied in time series processing. We apply the conventional Transformer framework with a total of three layers. In each layer, we adopt eight multi-head attention, the values of $d_k$ and $d_v$ are all set to 64. The output of the Transformer is put into two fully connected layers. The first fully connected layer has 128 neurons and the second fully connected layer has 61 neurons. The other settings are the same as that of LSTM.

- **Meta Graph Transformer (MGT):** This model is a generalization of the original Transformer (Ye and Fang, 2022), which includes three types of attention layers named Temporal Self-Attention, Spatial Self-Attention, and Temporal Encoder-Decoder Attention, respectively. We implement MGT based on its public code. The other settings are the same as that of LSTM.

- **Informer:** Based on the Transformer, Informer (Zhou and Zhang et al., 2020) has been proven to be better at processing long sequence time-series forecasting. We utilize the Informer framework, where the encoder and decoder have three layers respectively. In each layer, we have eight heads to calculate multi-head attention, and the values of $d_k$ and $d_v$ are all set to 64. The other settings are the same as that of LSTM.

### 5.4 Experiment results and analysis

#### 5.4.1 Overall analysis

The prediction performance of different methods on CityMetro is shown in Table III and Figure 13. According to the Table III, ST-former outperforms the benchmark methods in all cases. At the 10-minute time granularity, ST-former improves the state-of-the-art methods by 3.95%, 2.95%, and 3.04% in terms of MAE, RMSE, and WMAPE, respectively. Similar improvements can also be seen at the 15-minute time granularity, 20-minute granularity, 30-minute granularity, and 60-minute time granularity. We also can conclude that as the time granularity increasing, the prediction performance advantage of ST-former also increases gradually.

Specifically, the mathematical statistics-based model ARIMA performs the worst in every scenario, because it can only handle stationary time series and capture limited correlations. Due to the complicated function forms and effective feature-extracting abilities of deep learning-based models, they typically outperform the statistics-based model ARIMA in Table III. However, the effectiveness of a deep learning-based model is generally influenced by its structure. For example, the standard CNN and LSTM-based models perform the worst among the deep learning-based models mentioned in the Table, because CNN generally models the spatial features by convolution operation but ignores some temporal features, while LSTM generally models the temporal features through recursion operation but ignores some spatial features.

Compared with single-structure deep learning models, composite deep learning-based models are often more competitive in feature modeling. For example, T-GCN, a typical GCN-based method, employs GCN and GRU to capture spatiotemporal correlations, which outperforms CNN and LSTM in the experiment. However, limited by the ability of GCN to capture the dynamic spatial dependencies, its prediction accuracy is much lower than our method ST-former. DCRNN takes advantage of RNN to capture temporal
correlations and utilizes graph convolution with bidirectional random walks for spatial dependencies extraction, while one predefined adjacent matrix seems insufficient in capturing dynamic spatial correlations of a traffic network. ConvLSTM integrates the convolution structure into LSTM to capture the temporal correlations and spatial dependencies simultaneously, while lacking of modeling the graph structure limits the model’s ability to capture complex spatial dependencies. ST-ResNet employs convolution-based residual networks to model the spatial dependencies and applies three residual networks to model the temporal closeness, period, and trend properties. Similarly, it also does not consider the graph structure, leading to poor ability to capture dynamic spatial dependencies. Graph WaveNet develops a self-adaptive graph convolution to address the problem caused by GCN, and utilizes TCN to capture the long-term temporal dependencies. However, lacking of any prior knowledge makes the model less interpretable.

The transformer-based methods utilize the multi-head self-attention to model the multiple temporal dependencies. However, as the memory bottleneck in stacking layers for long inputs of Transformer, it is not suitable for long-term series sequence processing. Informer improves the weaknesses of Transformer by developing a novel probsparse attention mechanism, and maintains the high prediction ability with lower computation and memory usage. However, both two models ignore the spatial dependencies of passenger flows, resulting in unfavorable prediction performance in several cases. Another transformer-based model MGT integrates the multiple graphs into the model, and considers the spatial and temporal heterogeneity simultaneously. However, this model suffers from the same problem as Transformer, where the long inputs lead to memory bottlenecks. Thus, MGT does not achieve favorable prediction performance.

Compared with the above methods, ST-former achieves the best performances in the five different time granularities. In this model, we develop Causal-Convolution Probsparse Self-Attention (CPSA) to model the complex temporal dependencies. Not only the current temporal periodic but also the daily and weekly periodic are fused into ST-former to fully capture the global periodicity of passenger flows. In addition, we make full use of the domain knowledge to develop a novel Adaptive Multi-Graph Convolution Network (AMGCN) to consider the dynamic spatial dependencies with multiple hidden patterns (physical connectivity, functional similarity, OD-based correlation). Besides, we introduce a Feature Extract Block to strengthen the representation of spatiotemporal features obtained by CPSA and AMGCN. Further, we fuse the passenger flow data, the epidemic confirmed data, and the related social data to study the impact of COVID-19 on passenger flows and reinforce the changing characteristics of passenger flow over time by the multi-source data fusion. Experimental results verify the superiority of our model.

5.4.2 Comparison of a single station

Since different subway stations have different passenger flow patterns, the prediction performance of passenger flows in different stations is distinguished. In this paper, we select three different types of stations to verify the station-level prediction performance of ST-former, and the results for different stations are reported in Figure 14 (taking the prediction performance of passenger flow in one week as an example). Due to the desensitization of the CityMetro dataset, we refer to the following three stations as Station A, Station B, and Station C. Station A is adjacent to the main business district. Station B is a typical commuter station with many passengers living nearby. Station C is a large transfer hub that can achieve transfer among various modes of transportation.

Although these three stations have different passenger flow patterns, they have all seen a decline in passenger flow during COVID-19. Specifically, the prediction result of Station A that is the main business district is shown in Figure 13 (a), and it can be seen that ST-former has a favorable prediction performance. During weekdays, the passenger flows present obvious morning and evening peak characteristics, and the passenger flow in the morning peak is significantly higher than that in the evening peak. During weekends, people do not have to go to work, so the passenger flow on weekends is not as much as that on weekdays. However, since the station is adjacent to the main business center, people will come here to relax on the weekends. Therefore, the passenger flow increases from the afternoon to the evening on weekends. In our model, CPSA can fully capture the local temporal trend features of passenger flow, especially for the local peak prediction. The temporal convolution block fits the overall trend of passenger flow by utilizing the convolution operation, which can improve the feature representation. Thus, ST-former achieves great prediction performance from both local and global perspectives.

Figure 13 (b) reports the passenger flow prediction result of Station B, which is a typical commuter station. It can be seen that our model shows favorable performance no matter for the overall trend prediction or local fluctuation characterization of passenger flows. During weekdays, this station presents obvious characteristics of morning and evening peaks, while different from Station A mentioned above, the passenger flow at the morning peak is significantly higher than that of the evening peak. During weekends, the passenger flow on Saturdays still has commuting characteristics because of overtime. People usually rest on Sunday, so the passenger flow on Sunday has no obvious commuting characteristics. The feature extract block in ST-former can effectively study the periodic characteristics of passenger flow in the commuter station and emphasize meaningful features (local peak value and edge value). Therefore, ST-former has achieved favorable performance in the passenger flow prediction of Station B.
robustness of the ST-former, indicating that our model is suitable for different types of station-level passenger flow prediction.

In general, ST-former adopts CPSA to capture the local temporal dependencies of passenger flow, utilizes the feature extract block to refine the important features of passenger flow, and leverages the temporal convolution block to learn the global evolution trend of passenger flow, thus achieving the accurate station-level passenger flow prediction. The favorable prediction performances at three different stations verify the robustness of the ST-former, indicating that our model is suitable for different types of station-level passenger flow prediction.

Figure 13 The overall evaluate metrics of methods

5.4.3 Comparison of Rush hours

To further study the temporal robustness of ST-former, we focus on passenger flow prediction during rush hours. In this section, the rush hours are set to 7:00-9:00 and 17:00-20:00, and the prediction performance of all methods is summarized in Table IV. As can be seen in the Table IV, ST-former still maintains its advantages over other baselines in all cases, which improves the second-best results by 14.22%, 14.14%, and 10.51% in terms of the average RMSE, average MAE, and average WMAPE, respectively. Specifically, ST-former has achieved the optimal prediction performance no matter at which time interval. This is because ST-former can model the changing trends of passenger flow during rush hours, thus accurately predicting the local peaks during rush hours. It is worth noting that Transformer has a particularly poor prediction performance under the 60-time interval while consuming high computation costs. The causal-convolution probsparse self-attention (CPSA) of our model leverages the probsparse self-attention to figure out the problem of high computation cost, and utilize the causal convolution operation to model the local evolution trend of passenger flow during rush hour, resulting in favorable prediction performance of ST-former during rush times. In summary, the extensive experiments on the CityMetro dataset show the effectiveness and robustness of our model during rush hours.

Figure 14 The prediction performance of single station
5.4.4 Ablation Study

To further analyze the influences of different components in ST-former, extensive ablation studies are implemented on the CityMetro dataset. The ablation studies are conducted at three different time intervals (10min, 30min, and 60min), and the evaluation metrics are calculated respectively. The results in the following tables are the mean values of the evaluation metrics over all time intervals.

**Causal-Convolution ProbSparse Self-Attention:** To verify the effectiveness of the Causal-Convolution ProbSparse Self-Attention block, we develop two variants of ST-former:

- ST-former with conventional self-attention: we utilize the conventional multi-head self-attention to replace the probsparse self-attention in the encoder and decoder, aiming to test the advantage of probsparse self-attention. Noting that the causal-convolution operation before calculating the attention scores remains constant.

- ST-former with probsparse self-attention: all causal convolution operations of CPSA are replaced by the linear projection to study the effect of causal convolution for CPSA.

The above models employ the same settings as ST-former except for the self-attention mechanism. The performance metrics of these models are shown in Table VI and Figure 15. As we can see, the results of ST-former with conventional multi-head self-attention are the worst among all cases, because the performance of conventional multi-head self-attention will be limited when calculating the attention scores between all the sequence nodes. As CPSA can exploit the local temporal trend by leveraging the causal convolution, thus endowing ST-former the ability to model the local temporal dependencies. Therefore, ST-former performs better than ST-former with probsparse self-attention. The prediction results fully demonstrate the effectiveness of CPSA in conducting passenger flow prediction.

Table VI Ablation study of the self-attention mechanism

| Model                        | RMSE | MAE  | WMAPE |
|------------------------------|------|------|-------|
| ST-former with Conventional Self-Attention | 54.78 | 30.638 | 16.08% |
| ST-former with ProbSparse Self-Attention | 46.031 | 25.132 | 14.16% |
| ST-former                    | 44.639 | 24.337 | 13.82% |

**Adaptive Multi-Graph Convolution block:** To evaluate the effects of the Adaptive multi-graph convolution block, we consider three variants of our model as follows:

- ST-former-single graph: we only consider the adjacent matrix to model the spatial dependencies. The aim is to justify the usage of multiple graphs.

- ST-former with the general graph convolution block: all the adaptive multi-graph convolution blocks are replaced by the conventional GCN blocks to study the advantages of adaptive multi-graph convolution block.

- ST-former without Adaptive multi-graph convolution block: all the Adaptive multi-graph convolution blocks are removed from ST-former to study the contribution of modeling the multi-level spatial dependencies.

The above models employ the same settings as ST-former except for the components studied. The evaluation metrics of these models are reported in Table V and Figure 16. It can be seen that ST-former without AMGCN performs worst among these cases, indicating the importance of considering complex multi-level spatial dependencies of passenger flow. In addition, the prediction performance of the ST-former with a single graph is better than that of the ST-former with a general GCN, verifying that the AMGCN is superior to GCN in learning the complex dynamic spatial dependencies. When all available graphs are utilized (adjacent graph, functional similarity graph, OD-based correlation graph), the model achieves the best performance. Such a phenomenon validates the advantages of AMGCN with multiple graphs in dynamic modeling of the complex spatial dependencies of passenger flow.

Table V Ablation study of AMGCN

| Model                        | RMSE | MAE  | WMAPE |
|------------------------------|------|------|-------|
| ST-former with Single Graph  | 45.823 | 25.098 | 14.22% |
| ST-former with General GCN   | 46.169 | 25.126 | 14.18% |
| ST-former without AMGCN      | 46.599 | 25.376 | 14.27% |
| ST-former                    | 44.639 | 23.337 | 13.82% |
Periodicity Modeling: To further research the influence of periodicity, we develop one variant of ST-former without weekly periodicity and daily periodicity.

The results of the control variable experiment are shown in Table VIII and Figure 18. It is seen that ST-former with single periodicity (only considering the past 7S time steps historical passenger flow) has the worst evaluation metrics, because there exist certain periodicities in the passenger flow, it usually has a similar evolution trend on weekdays/weekends. The introduction of multiple periodicities is beneficial for ST-former to capture the temporal changing features of passenger flow along multi-dimensions (long-term, medium-term, and short-term) and learn the inherent periodic law of passenger flow, thus improving the prediction accuracy.

The prediction performance of ST-former without the feature extract block is also inferior to ST-former, indicating that the feature extract block can focus on the dominant attention points so as to reinforce the spatiotemporal features of passenger flow. Such experiment results show that the multiple periodicities and feature extract block are irreplaceable for ST-former.

Table VIII Ablation study of Feature Extract Block and Multiple periodicities

| Model                                      | RMSE  | MAE  | WMAPE |
|---------------------------------------------|-------|------|-------|
| ST-former without Feature Extract          | 46.349| 25.558| 14.33%|
| ST-former with Single Periodicity          | 46.751| 26.123| 14.60%|
| ST-former                                 | 44.639| 24.338| 13.82%|

6 CONCLUSION

In this work, we propose a novel deep learning-based model ST-former to conduct the URT passenger flow prediction during COVID-19. It can provide a reliable reference method for passenger flow prediction under public health events. The main contributions are summarized as follows:

- The proposed ST-former has significant advantages to predict the passenger flow during COVID-19, which utilizes the attention mechanism to capture the complex temporal dependencies, and leverages the multi-graphs convolution network to model the dynamic spatial dependencies from different perspectives.
- ST-former fuses the passenger flow data, epidemic-related social media data, and the confirmed cases data to study the impact of COVID-19 and reinforce the changing features of passenger flow, thus enhancing prediction accuracy.
The results tested in the CityMetro dataset demonstrate the superiority of the ST-former. The improvements compared with the best (existing) method are 5.78%, 8.34%, and 7.84% in terms of RMSE, MAE, and WMAPE, respectively. Extensive ablation studies show the effectiveness and indispensability of some key components in ST-former.

However, there are several limitations to our study. For example, limited by the difficulty of data collection, our model is only tested on the subway dataset, and the effectiveness of ST-former on other traffic modes needs to be further verified. Besides, in addition to the passenger flow prediction during the epidemic, the passenger flow prediction under other unconventional scenarios, such as large-scale sports events, is also of great research significance. In future work, we will expand the data scale to analyze the relationship between passenger flow and COVID-19, thus improving the stability of prediction. We will also attempt to apply this model to the passenger flow prediction under other unconventional conditions, enhancing the generalization of our model.
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