Prediction of Jakarta Composite Index Using Neural Network Model and Genetic Optimization
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Abstract. Researches related to prediction of stock price data have been developing rapidly. Likewise, the modeling techniques used for predictive purposes are also increasing along with advances in the field of computing. This study applied neural network model in predicting the Jakarta Composite Index data as a case of time series. The optimization method used was genetic algorithm. This method is included in one of the heuristic techniques. Unlike standard optimization methods, genetic algorithms do not use gradients as a basis for search techniques. Parameters in the neural network model are obtained from the process of decoding chromosomes from generation to generation. In comparison, the two gradient-based optimization methods were also applied, i.e Conjugate Gradient and Gradient Descent. The results showed the superiority of genetic algorithms compared to other optimization methods in out-sample prediction whereas, the in-sample prediction of gradient-based optimization methods achieve better precision.

1. Introduction
The Jakarta Composite Index (JSX) is an index of all stocks that are traded on the Indonesia Stock Exchange (IDX). In Indonesian the index is called the Indeks Harga Saham Gabungan, abbreviated IHSG. Composite Index (CI) depends on method of combining several variables or indicators to reflect overall assessment. Each method of combining the component indicators results in different values of CI and different rankings from a given dataset [1]. The Jakarta Composite Index is a modified capitalization-weighted index of all stocks listed on the regular board of the Indonesia Stock Exchange. The index was developed with a base index value of 100 as of August 10, 1982. Predicting stock market crashes is a focus of interest for both researchers and practitioners [2]. The prediction of the trends of stocks and index prices is one of the important issues to market participants. Investors have set trading or fiscal strategies based on the trends, and considerable research in various academic fields has been studied to forecast financial markets [3]. Composite Index forecast has important significance for a country in latter regulation and control of the real economy, and the development of regional policy [4]. Many scholars study the fluctuation of stock price. There are many analytical tools available, each with its own strengths and limitations [5]. Among the various research methods they adopt, methods of time series analysis are most widely used. In the various parametric models of time series analysis, the autoregressive integrated moving average (ARIMA) model is the most fitted to forecast the future trend of stock prices [6,7]. However, the severe limitation of these models is the pre-assumed linear form of the associated time series which becomes inadequate in many practical situations [8].
Neural network is an intelligent data mining method. It has been used in many different challenging pattern recognition problems such as stock market prediction [9]. Neural network forms a useful tool in predicting price movement of a particular stock. It can learn the pricing relationship to high precision and be used to make profits with sufficiently large amounts of data. The case of data with low volatility and over a short time period is preferably [10]. Moghaddam et al [11] has investigated the ability of neural network in forecasting the daily NASDAQ stock exchange rate. Devianto et al [12] has also developed a forecast model of the value of the Indonesian composite stock price index using neural network and MARS regression. Several studies related to the use of neural networks for prediction of stock prices have also been developed. One of the main problem in neural network modelling is making the algorithm start running and converge to a reasonable solution such as a stationary point [13]. Conventional optimization algorithms rely on stochastic gradient methods that don’t scale well to large numbers of cores in a cluster setting [14]. In this research, the using of genetic algorithm for optimizing neural network parameters. Genetic algorithm is a robust adaptive optimization method based on biological principles. It need not search along the contours of the function being optimized and tend not to become trapped in local minima [15]. A combination between neural network modelling and genetic algorithm as optimization method is expected to improve the training process so that more perfect predictions can be obtained. This procedure is applied to the Jakarta Composite Index.

2. Methods
The closing price of daily data of the Jakarta Composite Index was used as case study. It was taken form 05 August 2019 until 03 August 2020. In this experiment, we used about 80% as training data or in-sample prediction and the about 20% remaining as testing data or out-sample prediction. Through the use of training data sets, network architecture is built first. The main goal of prediction process is determining of a set of parameters that can optimize the model so that it is able to produce a predictive value that is as close as possible to the actual. In this case, the predictive model used is neural network. The model based on the algorithm in the work system of these creatures is juxtaposed with the optimization method which is also based on the work system in living things, namely genetic algorithm. It used as the way to obtain the optimal parameters of neural network model.

2.1. Neural Network
Architecture of Neural network for time series prediction is divided into three processing layers. The first is input layer, i.e the past value of the data or often also called lagged time. The number of lags can be determined by using various methods, and for simplicity the partial autocorrelation function was used. The input layer sends the weighted signal to the second layer, which is called the hidden layer. In this layer, a nonlinear function is applied to the incoming signal. The nonlinear function transfers the weighted signal to a small value, usually between 0 and 1. This value is expected to be in accordance with the output which is a continuous data. In this research, logistic sigmoid was used as activation function. The processing is then continued with the weighted sum from the output of the hidden layer to the third layer, i.e output layer. Linear function is applied in the output layer so that the output is in the form of continuous data. This is the predicted value of the model. It is expected that the values match or approach the actual data. To achieve this goal, a number of iterations, or in neural network terminology called epoch, are applied in order to obtain optimal weights that produce the best predictions. In this study, the maximum epoch chosen was 1000. This serves as the criteria for stopping iteration. The architecture of neural network for time series modelling as explained above can be seen in Figure 1.
Parameters of neural network model are also often called weights. They can also be divided into certain parts in the form of vectors. The first part is the weight vector from the input to the hidden layer. Models often also add a bias to the input layer, so that weights are also included in the connection between the bias and the hidden layer. The second part indicates the weights of the connection between the hidden layer and the output layer. In addition, there is also a weight between bias and output. The estimated weight of the neural network model is \( k \times (p + 2) + 1 \), where \( k \) is the number of neurons in the hidden layer and \( p \) is lagged time. Unlike standard algorithms on optimizing neural network models that use gradient-based methods, this research uses genetic algorithm which is one of the metaheuristic optimization.

2.2. Genetic Optimization

Genetic algorithm is inspired by the workings of genes in living things. Genetic algorithms originate from theories that state creatures that can adapt better to their environment will have a greater chance of survival and reproduction. Individuals who successfully place themselves in their environment better than others will be stronger and have a greater chance to survive and provide these advantages to the next generation. The concept is translated into an algorithm to find solutions of a problem in a more natural way. The underlying principles of GA are to generate an initial population of chromosomes (search solutions) and then use selection and recombination operators generate a new, more effective population which eventually will have the fittest chromosome (optimal value) among them [16]. The steps of operation of neural network and genetic algorithm hybrid intelligence are as follows.

1) The first step is initial population, which begins by representing the solution on the chromosomes. Each chromosomes contains bit strings of randomly generated binary values. The population sizes and chromosome used were 10 and 20, respectively.

2) Each parameter in the chromosome which is initialized by binary encoding, is converted into a real value, namely decoding.

3) Running neural network model to make prediction of closing price of daily data of Jakarta Stock Exchange Composite Index. The parameters in the model were the real value of decoding at the step 2.

4) Fitness evaluation i.e. calculates the fitness value of each chromosome. In this step, the fitness value of each chromosome is prediction accuracy from neural network model.

5) Determine the stopping criterion, whether the loop is continued or stopped. The maximum generations as stopping criterion was 1000.

6) Elitism is copying and storing a few best chromosomes obtained from the individual evaluation process.

7) Linear Fitness Ranking (LFR), which scales fitness values obtained from individual evaluations. LFR is done to avoid the tendency to achieve convergence in local optimal solutions by obtaining new fitness values that have greater variance.
8) Selection, which is selecting two chromosomes to make a pair of parent. The method used is the Roulette Wheel Selection.
9) Crossover, which is applying an arithmetic crossover operator. It is a linear combination of two chromosomes.
10) Mutation, which is to change one of the gene codes on a chromosome into its inverse.
11) General replacement, which is replacing the initial population members resulting from initialization with a new population consisting of chromosomes resulting from elitism, crossovers and mutations. The old chromosomes is replaced with two best offspring chromosomes for the next generation.
12) Go to Step 2.

The steps can be summarized as in Figure 2.

![Figure 2. Genetic optimization for optimizing neural network](image)

In each generation, we used accuracy to determine chromosome selection as well as to measure the performance of the prediction model. Fitness values in genetic algorithm were taken as the accuracy values that can be determined by using Mean Square Error (MSE).

3. Results and Discussion
In the first step, we investigated the lags of series as input. Plot of Partial Autocorrelation Function (PACF) was used as a tool for supporting the investigations. The result is that the input of the neural network model were the two variables in lags 1 and 2. For selecting the optimal architecture, the number of hidden units were chosen from 1-4. This is not so different with the number of input. In the proposed procedure, three scenarios are built. In the first scenario, genetic algorithm optimization with 1000 generations is applied. In the second and third scenarios, Conjugate Gradient (CG) and Gradient Descent (GD) algorithms were used for optimizing neural network, respectively. The maximum number of epochs in the two gradient based methods are 1000. In each scenario, the experiments were repeated ten times and the statistics of minimum, maximum, average and variance were obtained. The experimental results are presented in Table 1. Comparison of the three optimization methods can be determined by paying attention to the average and stability of each result which can be seen from the variance.
Conjugate gradient also given rather similar results, prediction, genetic algorithm and gradient descent given similar results in both range and stability. Sample predictions obtained on accuracy using MAPE a different results occur better result than regular optimization chosen as optimal results.

Architecture with the four genetic algorithm often unstable. In two and four hidden units, the results obtained are relatively close to the best with a thin difference. However, when combined with the out sample predictions obtained on accuracy using MAPE a different results occur better result than regular optimization chosen as optimal results.

Table 1. Results of RMSE and MAPE from various scenarios

| Accuracy Optimizer | Hidden units | training min | training max | training average | training var | testing min | testing max | testing average | testing var |
|--------------------|--------------|--------------|--------------|------------------|--------------|-------------|-------------|----------------|------------|
| NN-GA               | 1            | 75.7307      | 127.2967     | 90.5514          | 236.2249     | 60.8163     | 144.3706    | 82.4166        | 73.86770   |
|                    | 2            | 78.3395      | 132.2015     | 94.5462          | 353.4831     | 60.3000     | 141.8232    | 82.0060        | 805.7304   |
|                    | 3            | 79.2370      | 107.9231     | 90.5287          | 67.0948      | 61.6970     | 111.3617    | 78.3372        | 206.8492   |
|                    | 4            | 76.9866      | 111.6972     | 85.0733          | 110.9197     | 61.1160     | 125.6663    | 73.6610        | 395.2763   |
| RMSE               |              |              |              |                  |              |             |             |                |            |
| NN-GD              | 1            | 92.8120      | 93.9645      | 93.4972          | 0.1816       | 191.2123    | 204.0670    | 199.6590       | 30.0670    |
|                    | 2            | 85.1376      | 123.1075     | 98.2890          | 193.5608     | 66.1208     | 339.4845    | 188.2846       | 9694.0564  |
|                    | 3            | 92.7456      | 114.0094     | 104.6669         | 55.8777      | 202.9918    | 291.3705    | 244.7518       | 637.0742   |
|                    | 4            | 88.8440      | 1.006498     | 94.4125          | 16.0772      | 64.9216     | 76.8563     | 68.2739        | 19.6029    |
| MAPE               |              |              |              |                  |              |             |             |                |            |
| NN-GA              | 1            | 0.9883       | 1.8517       | 1.2134           | 0.0710       | 0.9170      | 2.6756      | 1.3774         | 0.3204     |
|                    | 2            | 1.0111       | 1.7804       | 1.2658           | 0.0933       | 0.9138      | 2.3428      | 1.3475         | 0.2880     |
|                    | 3            | 1.0151       | 1.5500       | 1.1886           | 0.0221       | 0.9581      | 1.9652      | 1.2908         | 0.0868     |
|                    | 4            | 0.9997       | 1.5542       | 1.1212           | 0.0288       | 0.9227      | 2.2546      | 1.1929         | 0.1675     |
| NN-GD              | 1            | 1.1540       | 1.1727       | 1.1610           | 6.0216       | 3.6672      | 3.9306      | 3.8404         | 0.0126     |
|                    | 2            | 1.1200       | 1.4153       | 1.2194           | 0.0115       | 1.0833      | 6.5593      | 3.5187         | 3.8968     |
|                    | 3            | 1.1291       | 1.3427       | 1.2514           | 0.0052       | 3.8462      | 5.6687      | 4.6966         | 0.2720     |
|                    | 4            | 1.1572       | 1.2985       | 1.2333           | 0.0028       | 1.0697      | 1.2871      | 1.1369         | 0.0061     |
| NN-CG              | 1            | 0.9630       | 0.9648       | 0.9638           | 3.7361       | 1.5624      | 1.6719      | 1.6022         | 0.0010     |
|                    | 2            | 0.9469       | 5.2718       | 1.4153           | 1.8434       | 1.5426      | 6.2448      | 2.1957         | 2.0869     |
|                    | 3            | 0.9342       | 1.5282       | 1.0031           | 0.0341       | 1.3784      | 2.8419      | 2.1540         | 0.2292     |
|                    | 4            | 0.9123       | 1.8668       | 1.0625           | 0.0978       | 1.3188      | 3.9406      | 2.2388         | 0.4880     |

Results of Table 1 are focussed on the two measurements of accuracy. The RMSE provides hints that genetic algorithm and conjugate gradient give similar accuracy in the in-sample prediction. However, when combined with the out-sample prediction the genetic algorithm appears to be the best, with a thin difference. In the results of gradient descent optimization, the out-sample predictions are often unstable. In two and four hidden units, the results obtained are relatively close to the best of genetic algorithm results. However, in one and three hidden units the results are very much different. Architecture with the four neurons at hidden layer and genetic optimization is recommended for being chosen as optimal results. This result is similar with Göcken et al. [17], genetic algorithm given a better result than regular optimization for out-sample prediction when using RMSE criteria. Slightly different results occur at the in-sample prediction, because regular method is better.

The focus of the discussion continues on the accuracy of using MAPE. Overall, the results of in-sample predictions obtained on accuracy using MAPE are in the range of 1-2 percent. In the in-sample prediction, genetic algorithm and gradient descent given similar results in both range and stability. Conjugate gradient also given rather similar results, except the two hidden units. Significantly different results were obtained in the out-sample prediction. Genetic optimization seems to give better and more stable results compared to the two gradient-based methods. Once again, architecture with the four neurons at hidden layer and genetic optimization is recommended with high confidence. A similar
result can be found at [18], where the genetic optimization give better results than the algorithms based on the error gradient computation. To see the results in more detail, a visual representation is presented. Plots of the actual vs in-sample prediction by using training data and the actual vs out-sample prediction by using testing data can be seen in Figure 3.
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(a) in-sample prediction  (b) out-sample prediction

**Figure 3.** Actual vs prediction of in-sample and out-sample data from NN-GA model

In the two plots, the blue line showed the actual whereas, the red line was the in-sample and out-sample predictions. In the training data, we can see that the predicted model successfull of approaching the actual although the pattern go down rapidly in a few periods and extremly up again also in a short periods. The steep decline was caused by the condition of the co-19 pandemic that occurred in Indonesia and in most of the world. During that period the Indonesian government implemented a large-scale social restrictions policy. This condition has an impact on the value of the stock price index. In the following period, policy easing was implemented which impacted on increasing socio-economic activities and again increasing the index of stock prices. The proposed procedure has also given a high precision in the out-sample prediction. The rise and fall of data patterns can be approached well by the model. A few points are in a position somewhat far from the actual data however, in general, the model successfully predicts the testing data well.

4. Conclusion

Utilization of genetic algorithm in neural network modelling for financial time series was developed. The proposed procedure has been applied in the closing price of daily data of Jakarta Stock Exchange Composite Index. This has also been compared with several gradient based methods. The superiority of genetic optimization indicated its performance. Unfortunately, the time needed for getting the optimal solutions cause a serious problem from the using of this algorithm. Development of the hybrid procedure as a combination with gradient methods or other metaheuristic algorithms been the interesting future works.
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