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Abstract
We obtain a quantitative high-order expansion at infinity of solutions for a family of fully nonlinear elliptic equations on exterior domain, refine the study of the asymptotic behavior of the Monge–Ampère equation, the special Lagrangian equation and other elliptic equations, and give the precise gap between exterior maximal (or minimal) gradient graph and the entire case.
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1 Introduction
Consider a Lagrangian submanifold of $\mathbb{R}^n \times \mathbb{R}^n$ that can be represented locally as a gradient graph $(x, Du(x))$. In 2010, Warren [31] first studied the minimal or maximal Lagrangian graph in $(\mathbb{R}^n \times \mathbb{R}^n, g_\tau)$, where

$$g_\tau = \sin \tau \delta_0 + \cos \tau g_0, \quad \tau \in [0, \frac{\pi}{2}],$$

is the linearly combined metric of standard Euclidean metric

$$\delta_0 = \sum_{i=1}^n dx_i \otimes dx_i + \sum_{j=1}^n dy_j \otimes dy_j,$$
and the pseudo-Euclidean metric

\[ g_0 = \sum_{i=1}^{n} dx_i \otimes dy_i + \sum_{j=1}^{n} dy_j \otimes dx_j. \]

He proved that if \( u \in C^2(\Omega) \) is a solution of

\[ F_\tau \left( \lambda \left( D^2 u \right) \right) = C_0, \quad x \in \Omega, \tag{1} \]

where \( \Omega \subset \mathbb{R}^n \) is a domain, then the volume of \( (x, Du(x)) \) is maximal for \( \tau \in \left[ 0, \frac{\pi}{4} \right) \) and minimal for \( \tau \in \left( \frac{\pi}{4}, \frac{\pi}{2} \right] \) among all homologous, \( C^1 \), space-like \( n \)-surfaces in \( (\mathbb{R}^n \times \mathbb{R}^n, g_\tau) \). In (1), \( C_0 \) is a constant, \( \lambda(D^2 u) = (\lambda_1, \lambda_2, \ldots, \lambda_n) \) are \( n \) eigenvalues of Hessian matrix \( D^2 u \) and

\[
F_\tau(\lambda) := \begin{cases} 
\frac{1}{n} \sum_{i=1}^{n} \ln \lambda_i, & \tau = 0, \\
\frac{\sqrt{a^2 + 1} + 1}{2b} \sum_{i=1}^{n} \ln \frac{\lambda_i + a - b}{\lambda_i + a + b}, & 0 < \tau < \frac{\pi}{4}, \\
-\sqrt{2} \sum_{i=1}^{n} \frac{1}{1 + \lambda_i}, & \tau = \frac{\pi}{4}, \\
\frac{\sqrt{a^2 + 1} + 1}{b} \sum_{i=1}^{n} \arctan \frac{\lambda_i + a - b}{\lambda_i + a + b}, & \frac{\pi}{4} < \tau < \frac{\pi}{2}, \\
\sum_{i=1}^{n} \arctan \lambda_i, & \tau = \frac{\pi}{2},
\end{cases}
\]

\( a = \cot \tau, b = \sqrt{|\cot^2 \tau - 1|}. \)

If \( \tau = 0 \), then (1) becomes the Monge–Ampère equation

\[ \det D^2 u = e^{nC_0}. \]

The classical theorem by Jörgens [22], Calabi [6], and Pogorelov [30] states that any convex classical solution of det \( D^2 u = 1 \) on \( \mathbb{R}^n \) must be a quadratic polynomial. See Cheng and Yau [10], Caffarelli [3], and Jost and Xin [23] for different proofs and extensions. For the Monge–Ampère equation in exterior domain, there are exterior Jörgens–Calabi–Pogorelov type results by Ferrer et al. [13] for \( n = 2 \) and Caffarelli and Li [4], which state that any convex solution must be asymptotic to quadratic polynomials (for \( n = 2 \), we need additional \( \ln \)-term) near infinity. There is finer result for \( n \geq 3 \) by Hong [20], which states that

\[
u = \frac{1}{2} x^T Ax + \beta \cdot x + \gamma + d \left( x^T Ax \right)^{\frac{2-n}{2}} + O \left( |x|^{1-n} \right)
\]
as $|x| \to +\infty$ for some $\beta \in \mathbb{R}^n$, $\gamma, d \in \mathbb{R}$, $A \in \text{Sym}(n)$ and $\det A = 1$, where $x^T$ denotes the transpose of vector $x \in \mathbb{R}^n$ and $\text{Sym}(n)$ denotes the set of symmetric $n \times n$ matrix,

If $\tau = \frac{\pi}{2}$, then (1) becomes the special Lagrangian equation

$$\sum_{i=1}^{n} \arctan \lambda_i \left(D^2 u\right) = C_0.$$  \hspace{1cm} (2)

There are Bernstein-type results by Yuan [33,34], which state that any classical solution of (2) on $\mathbb{R}^n$ with either

$$D^2 u \geq \begin{cases} -KI, & n \leq 4, \\ -\left(\frac{1}{\sqrt{3}} + \epsilon(n)\right)I, & n \geq 5, \end{cases}$$ \hspace{1cm} (3)

or

$$|C_0| > \frac{n - 2}{2\pi}$$ \hspace{1cm} (4)

must be a quadratic polynomial, where $I$ denotes the unit $n \times n$ matrix, $K$ is an arbitrary large constant and $\epsilon(n)$ is a small dimensional constant. For special Lagrangian equations in exterior domain, there is exterior Bernstein-type result by Li et al. [28], which states that any classical solution of (2) on exterior domain with (3) or (4) must be asymptotic to quadratic polynomial (for $n = 2$ we need additional ln-term) near infinity.

If $\tau = \frac{\pi}{4}$, then (1) is a translated inverse harmonic Hessian equation

$$\sum_{i=1}^{n} \frac{1}{\lambda_i(D^2 u)} = 1,$$

which is a special form of Hessian quotient equation. There are Bernstein-type results for Hessian quotient equations by Bao et al. [1] and Du [11].

For general $\tau \in [0, \frac{\pi}{2}]$, Warren [31] proved the Bernstein-type results under suitable semi-convex conditions by the results of Jörgens [22], Calabi [6], Pogorelov [30], Flanders [14], and Yuan [33,34].

There are also many studies on asymptotic behavior and asymptotic expansions of other geometric curvature equations. Most recently, Han et al. [19] proved the asymptotic expansion near isolated singular point of the Yamabe equation and $\sigma_k$-Yamabe equation, which refined the previous study by Caffarelli et al. [5], Korevaar et al. [24], Han et al. [18], etc. The expansion near isolated singularity is related to expansion at infinity under Kelvin transform. Many other studies on the asymptotics of related elliptic equations on punctured domain, exterior domain, or half cylinders can be found in [7–9,15,25–27,29,32] etc.

In this paper, we obtain asymptotic expansions at infinity of classical solutions of

$$F_{\tau}(\lambda(D^2 u)) = C_0 \quad \text{in} \quad \mathbb{R}^n \setminus B_1,$$  \hspace{1cm} (5)

where $n \geq 3$ and $B_1$ denote the unit ball centered at origin in $\mathbb{R}^n$. This refines previous study including [4,20,28] etc.
Our first result focuses on the asymptotic expansion at infinity of radially symmetric classical solutions of (5).

**Theorem 1** Let \( u \in C^2(\mathbb{R}^n \setminus B_1) \) be a classical radially symmetric solution of (5). Suppose either of the following holds

(i) \( D^2 u > 0 \) for \( \tau = 0 \);
(ii) \( D^2 u > -(a + b)I \) for \( \tau \in (0, \frac{\pi}{4}) \);
(iii) \( D^2 u > -I \) for \( \tau = \frac{\pi}{4} \);
(iv) either \( D^2 u > -(a + bK)I \) and \( \frac{bC_0}{\sqrt{a^2 + 1}} + \frac{n\pi}{4} \)
\( \geq \frac{n - 2}{2\pi} \) for \( \tau \in (\frac{\pi}{4}, \frac{\pi}{2}) \);
(v) either (3) or (4) for \( \tau = \frac{\pi}{2} \).

Then there exist constants \( c_2, c_{-k} \) with \( k = 1, 2, \ldots, n \), relying only on \( n, \tau, C_0 \) such that

\[
u(x) = c_2|x|^2 + c_0 + |x|^2 \sum_{k=1}^{+\infty} c_{-k}(c|x|^{-n})^k \]

for sufficiently large \( |x| \), where \( c_0, c \) are arbitrary constants.

**Remark 1** Actually, in the process of proving Theorem 1, we also study the existence of all radially symmetric solutions of (5).

Our second result considers higher-order expansions of general classical solution of (5), which gives the precise gap between exterior maximal (or minimal) gradient graph and the entire case. Hereinafter, we let \( \phi = O_l(|x|^{-k_1} \ln |x|^{k_2}) \) with \( l \in \mathbb{N}, k_1, k_2 \geq 0 \) denote

\[ |D^k \phi| = O_l(|x|^{-k_1-k} \ln |x|^{k_2}) \quad \text{as} \quad |x| \to +\infty \]

for all \( 0 \leq k \leq l \). Let \( \mathcal{H}^n_k \) denote the \( k \)-order spherical harmonic function space in dimension \( n \) and \( D F_\tau(\lambda(A)) \) denotes the matrix with elements being value of partial derivative of \( F_\tau(\lambda(M)) \) w.r.t \( M_{ij} \) variable at matrix \( A \).

**Theorem 2** Let \( u \in C^2(\mathbb{R}^n \setminus B_1) \) be a classical solution of (5). Suppose either of (i)-(v) holds. Then there exist \( \gamma \in \mathbb{R}, \beta \in \mathbb{R}^n, A \in \text{Sym}(n), F_\tau(\lambda(A)) = C_0 \) and \( c_k(\theta) \in \mathcal{H}^n_k \) with \( k = 0, 1, \ldots, n - 1 \) such that

\[
u(x) = \left( \frac{1}{2} x^T Ax + \beta \cdot x + \gamma \right) \]
\[- \left( c_0 x^T (DF_\tau(\lambda(A)))^{-1} x \right)^{2-n} + \sum_{k=1}^{n-1} c_k(\theta) \left( x^T (DF_\tau(\lambda(A)))^{-1} x \right)^{\frac{2-n-k}{2}} \]
\[= O_l(|x|^{2-2n} \ln |x|) \quad (9)\]
as \(|x| \to +\infty\) for all \(l \in \mathbb{N}\), where

\[\theta = \frac{(DF_\tau(\lambda(A)))^{-1} x}{(x^T (DF_\tau(\lambda(A)))^{-1} x)^{\frac{1}{2}}} .\]

**Remark 2** The matrix \(A\) in Theorem 2 also satisfies \(A \geq 0\) in case (i), \(A \geq -(a + b)I\) in case (ii), \(A \geq -I\) in case (iii), \(A \geq -(a + b)I\) with (6) or \(A > -\infty\) in case (iv) and (3) or \(A > -\infty\) in case (v), respectively.

By comparison principle as in [4], the global Bernstein-type results [31] follow from these exterior behavior results in Theorem 2.

**Remark 3** Theorem 2 can be extended to a more general result on classical solution of

\[F(D^2 u) = C_0 \quad \text{in} \quad \mathbb{R}^n \setminus B_1 \quad (10)\]

with

\[u(x) - \left( \frac{1}{2} x^T A x + \beta \cdot x + \gamma \right) = O_l(|x|^{2-n}) \quad (11)\]

for all \(l \in \mathbb{N}\), where \(F\) is smooth, \(\gamma \in \mathbb{R}, \beta \in \mathbb{R}^n, A \in \text{Sym}(n), F(A) = C_0\) and \(DF(A) > 0\). Then the same result in Theorem 2 holds with \(DF_\tau(\lambda(A))\) replaced by \(DF(A)\). See Lemma 4 for more details. Especially, in all five cases (i)-(v), the asymptotic behavior (11) holds for the equation (5) under the settings in Theorem 2.

By Theorem 2.1 in [28], if \(u\) is a classical solution of (10) with bounded Hessian matrix, where \(F\) is smooth, uniformly elliptic and \(\{M | F(M) = C_0\}\) is convex, then (11) holds.

**Remark 4** Theorems 1 and 2 are related in the following fashion. On the one hand, (8) in Theorem 1 implies that expansion (9) is optimal in the sense that the series of \(k\) in (9) cannot be taken up to \(n\) since \(c_n(\theta) \notin \mathcal{H}_n^n\) in general.

On the other hand, if \(u\) is a radially symmetric classical solution, then by (9) we have \(c_k(\theta) \equiv 0\) for all \(k = 1, \ldots, n-1\) and \(u\) satisfies

\[u(x) = c_2 |x|^2 + c_0 + c_{-1} |x|^{2-n} + O \left( |x|^{2-2n} \ln |x| \right) \]
as \(|x| \to +\infty\) for some constants \(c_2, c_0, c_{-1} \in \mathbb{R}\), which is a partial confirmation of (8) in Theorem 1.
The paper is organized as follows. In Sect. 2, we classify radially symmetric classical solutions of (5) and prove Theorem 1. In Sect. 3, we prove Theorem 2 by finer analysis on the linearized equation, which includes the existence of “fast decay” solution of Poisson equations and spherical harmonic expansions of harmonic functions.

2 Asymptotic Expansions of Radially Symmetric Solutions

In this section, we calculate the asymptotic behavior of all radially symmetric classical solutions of (5) by solving the ODEs. Since $u(x) =: U(|x|)$ is radially symmetric, the $n$ eigenvalues of $D^2u(x)$ are exactly

$$\lambda_1 = U''(r), \lambda_2, \ldots, \lambda_n = \frac{U'(r)}{r},$$

(12)

where $r = |x| > 1$.

In the following, we divide this section into 5 subsections according to 5 cases.

2.1 $\tau = 0$ Case

When $\tau = 0$, Eq. (5) reads

$$\frac{1}{n} \sum_{i=1}^{n} \ln \lambda_i = C_0, \quad |x| > 1.$$

(13)

By (12), (13) becomes

$$U''(r) \cdot \left(\frac{U'(r)}{r}\right)^{n-1} = C' \quad \text{in} \quad r > 1,$$

where $C' := \exp(nc_0) \in (0, +\infty)$. Let

$$W(r) := \frac{U'}{r}.$$

(14)

In order to make (13) well defined, $W(r) \in (0, +\infty)$ for all $r > 1$. By a direct computation,

$$rW' \cdot W^{n-1} + W^n = C'.$$

This is a separable differential equation, which leads to

$$W^n - C' = cr^{-n}$$

(15)
for some constant $c$, for all $r > 1$. Thus

$$W(r) = (cr^{-n} + C')^{\frac{1}{n}} \quad \forall \ r > 1.$$ 

As long as $c \geq -C'$, $W(r) > 0$ exists for all $r > 1$ and implies

$$u(x) = \int_1^{\|x\|} \tau (c\tau^{-n} + C')^{\frac{1}{n}} \, d\tau + c'_0 \quad (16)$$

for $c'_0 \in \mathbb{R}$. Furthermore,

$$u(x) = \frac{1}{2} C'\frac{1}{n} \|x\|^2 + c_0 + C'\frac{1}{n} \|x\|^2 \sum_{j=1}^{+\infty} \frac{(1/n) \cdots (1/n - j + 1)}{(2 - nj) j!} \left( \frac{c\|x\|^{-n}}{C'} \right)^j \quad (17)$$

for $\|x\| > \max\{1, (\frac{\|c\|}{C'})^{\frac{1}{n}}\}$ and any $c_0 \in \mathbb{R}$.

Thus in this case, we have

**Theorem 3** Let $u \in C^2(\mathbb{R}^n \setminus B_1)$ be a radially symmetric solution of (13), then $u$ is given by (16), where $c_0 \in \mathbb{R}$ and $c \geq -e^{nC_0}$. Moreover, $u$ has expansion (17).

### 2.2 $\tau \in (0, \frac{\pi}{4})$ Case

When $\tau \in (0, \frac{\pi}{4})$, Eq. (5) reads

$$\frac{\sqrt{a^2 + 1}}{2b} \sum_{i=1}^{n} \ln \frac{\lambda_i + a - b}{\lambda_i + a + b} = C_0, \quad \|x\| > 1. \quad (18)$$

We may assume without loss of generality that $C_0 \leq 0$, otherwise we consider $\tilde{u}(x) := -u(x) - a\|x\|^2$ instead, which satisfies $\tilde{\lambda}_i = -(\lambda_i + 2a)$ and hence

$$\frac{\sqrt{a^2 + 1}}{2b} \sum_{i=1}^{n} \ln \frac{\tilde{\lambda}_i + a - b}{\tilde{\lambda}_i + a + b} = -C_0.$$ 

By (12), (18) becomes

$$\frac{U''(r) + a - b}{U''(r) + a + b} \left( \frac{U'(r)}{r} + a - b \right)^{n-1} = C' \quad \text{in } r > 1,$$

where $C' := \exp \left( \frac{2b}{\sqrt{a^2 + 1}} C_0 \right) \in (0, 1]$. Let

$$W(r) := \frac{1}{2b} \left( \frac{U'(r)}{r} + a + b \right).$$
In order to make (18) well defined, \( W(r) \in (-\infty, 0) \cup (1, +\infty) \) for all \( r > 1 \). By a direct computation,

\[
r W' \cdot \left( C' w^{n-1} - (W - 1)^{n-1} \right) + \left( C' W^n - (W - 1)^n \right) = 0. \tag{19}
\]

This is a separable differential equation, which leads to

\[
C' W^n(r) - (W(r) - 1)^n = cr^{-n}, \tag{20}
\]

for some constant \( c \), for all \( r > 1 \).

If \( C' = 1 \), then \( |W^n - (W - 1)^n| > 1 \) for \( W \in (-\infty, 0) \cup (1, +\infty) \), which implies (20) have no solution on entire \( r > 1 \).

If \( C' \in (0, 1) \) and \( c = 0 \), then (20) admits a constant solution \( W(r) \equiv \frac{1}{1 - \sqrt[n]{C'}} \), which implies quadratic solutions \( u(x) = -\left( \frac{a+b}{2} - \frac{b}{1 - \sqrt[n]{C'}} \right) |x|^2 + c_0 \) for all \( c_0 \in \mathbb{R} \).

If \( C' \in (0, 1) \) and \( c \neq 0 \), since (20) holds for all \( r > 1 \), we consider the inverse function \( w(\xi) \) of \( \xi = G(w) \) on entire \((0, c)\) or \((c, 0)\), where

\[
\begin{align*}
G(w) &:= C' w^n - (w - 1)^n \\
w &\in (-\infty, 0) \cup (1, +\infty).
\end{align*} \tag{21}
\]

See, for example, the following two pictures of \( G(w) \).

When \( n \) is odd,

\[
G'(w) = n \left( C' w^{n-1} - (w - 1)^{n-1} \right) \begin{cases} < 0 & w \in (-\infty, 0) \cup \left(1 - \frac{1}{1 - \sqrt[n]{C'}}, +\infty\right), \\
 \geq 0 & w \in \left(1, \frac{1}{1 - \sqrt[n]{C'}}\right).
\end{cases}
\]

At the endpoints, we have \( G(0) = 1 \) with

\[
G(1) = C' > 0, \quad \text{and} \quad G \left( \frac{1}{1 - \sqrt[n]{C'}} \right) = \frac{C'}{(1 - \sqrt[n]{C'})^{n-1}} > 0. \tag{22}
\]

Furthermore,

\[
G \left( \frac{1}{1 - \sqrt[n]{C'}} \right) = 0, \quad G(-\infty) = +\infty, \quad \text{and} \quad G(+\infty) = -\infty.
\]
When \( n \) is even,

\[
G'(w) \begin{cases} 
< 0 & w \in \left( \frac{1}{1 - \frac{n}{\sqrt{C'}}}, +\infty \right), \\
> 0 & w \in (-\infty, 0) \cup \left( 1, \frac{1}{1 - \frac{n}{\sqrt{C'}}} \right),
\end{cases}
\]

At the endpoints, we have \( G(0) = -1 \) with (22). Furthermore,

\[
G \left( \frac{1}{1 - \frac{n}{\sqrt{C'}}} \right) = 0, \quad G(-\infty) = -\infty, \quad G(+\infty) = -\infty.
\]

Hence in the neighborhood of origin, we have a unique inverse function \( w(\xi) \) of \( \xi = G(w) \) in \( w \in \left( \frac{1}{1 - \frac{n}{\sqrt{C'}}}, +\infty \right) \) and \( \xi \in (-\infty, \frac{C' n}{(1 - \frac{n}{\sqrt{C'}})^{n-1}}) \). By (20) and the discussion above,

\[
W(r) = w(c r^{-n}) \quad \forall \ r > 1.
\] (23)

As long as \( c \leq \frac{C'}{(1 - \frac{n}{\sqrt{C'}})^{n-1}} \), \( w(c r^{-n}) \) exists for all \( r > 1 \) and implies

\[
u(x) = -\frac{(a + b - 2 b w(0))}{2} |x|^2 + 2 b \int_{+\infty}^{\infty} (w(c \tau^{-n}) - w(0)) \cdot \tau \, d\tau + c_0 \] (24)

for \( c_0 \in \mathbb{R} \).

Especially since \( G'(\frac{1}{1 - \frac{n}{\sqrt{C'}}}) \neq 0 \), \( w(\xi) \) is analytic in a neighborhood of \( \xi = 0 \).

Hence

\[
u(x) = -\frac{1}{2} (a + b - 2 b w(0)) |x|^2 + c_0 - 2 b |x|^2 \sum_{j=1}^{\infty} \frac{w(j)(0)}{(n j - 2) j!} (|x|^{-n} c)^j \] (25)

for sufficiently large \( |x| \).

Thus in this case, we have

**Theorem 4** Let \( u \in C^2 \left( \mathbb{R}^n \setminus B_1 \right) \) be a radially symmetric solution of (18) with \( C_0 \neq 0 \), then \( u \) is given by

\[
u(x) = \frac{-a + 2 b w(0) + b \cdot \frac{C_0}{|C_0|}}{2} |x|^2
\]

\[
+ 2 b \cdot \frac{C_0}{|C_0|} \int_{|x|}^{+\infty} (w(c \tau^{-n}) - w(0)) \cdot \tau \, d\tau + c_0,
\]

where \( c_0 \in \mathbb{R} \), \( w(\xi) \) is the inverse function of

\[
\exp \left( \frac{-2 b}{\sqrt{a^2 + 1}} |C_0| \right) w^n - (w - 1)^n = \xi \quad \text{with} \quad w(0) = \frac{1}{1 - \exp \left( \frac{-2 b}{n \sqrt{a^2 + 1}} |C_0| \right)},
\]

\( \mathcal{Q} \) Springer
and
\[
c \leq \frac{1}{\left( \exp \left( \frac{2b}{(n-1)\sqrt{a^2+1}} |C_0| \right) - 1 \right)^{n-1}}.
\]

Moreover, \( u \) has expansion (25).

If \( C_0 = 0 \), there are no radially symmetric classical solutions of (18) on exterior domain.

Under condition (ii),
\[
\ln \frac{\lambda_i + a - b}{\lambda_i + a + b} < 0 \quad \forall \ i = 1, 2, \ldots, n,
\]
hence (18) implies \( C_0 < 0 \) and then radially symmetric classical solutions are given by (24).

### 2.3 \( \tau = \frac{\pi}{4} \) Case

When \( \tau = \frac{\pi}{4} \), Eq. (5) reads
\[
-\sqrt{2} \sum_{i=1}^{n} \frac{1}{1 + \lambda_i} = C_0, \quad |x| > 1.
\]

Let
\[
W(r) := \frac{U'(r)}{r} + 1.
\]

In order to make (26) well defined, \( W(r) \in (-\infty, 0) \cup (0, +\infty) \) for all \( r > 1 \). By a direct computation,
\[
(n - 1 - C'W)rW' + nW - C'W^2 = 0,
\]
where \( C' := -\frac{C_0}{\sqrt{2}} \in \mathbb{R} \).

When \( C' = 0 \), (27) leads to
\[
W(r) = cr^{-\frac{n}{n-1}},
\]
for some constant \( c \), for all \( r > 1 \). As long as \( c \neq 0 \), \( W(r) \neq 0 \) for all \( r > 1 \). Thus in this case,
\[
u(x) = -\frac{1}{2} |x|^2 + \frac{n - 1}{n - 2} c|x|^{-\frac{n-2}{n-1}} + c_0.
\]
When $C' \neq 0$, we may assume without loss of generality that $C' = 1$, otherwise we consider $W(r) := \frac{1}{C'} \left( \frac{U'(r)}{r} + 1 \right)$ instead. In this case, (27) is a separable differential equation that leads to

$$W^n(r) - nW^{n-1}(r) = cr^{-n}, \quad (29)$$

for some constant $c$, for all $r > 1$.

If $c = 0$, then (29) admits a constant solution $W(r) \equiv n$, which implies quadratic solutions $u(x) = -\frac{1}{2} \left( 1 - nC' \right) |x|^2 + c_0$ for all $c_0 \in \mathbb{R}$.

If $c \neq 0$, since (29) holds for all $r > 1$, we consider the inverse function $w(\xi)$ of $\xi = G(w)$ on entire $(0, c)$ or $(c, 0)$, where

$$G(w) := w^n - nw^{n-1}, \quad w \in (-\infty, 0) \cup (0, +\infty). \quad (30)$$

See, for example, the following two pictures of $G(w)$.

When $n$ is odd,

$$G'(w) = nw^{n-1} - n(n-1)w^{n-2} \begin{cases} > 0, & w \in (-\infty, 0) \cup (n-1, +\infty), \\ < 0, & w \in (0, n-1). \end{cases}$$

At the end points,

$$G(0) = 0, \ G(n-1) = -(n-1)^{n-1} < 0. \quad (31)$$

Furthermore,

$$G(n) = 0, \ G(-\infty) = -\infty, \text{ and } G(+\infty) = +\infty.$$ 

Since there are three monotone domain with range being a half-neighborhood of origin, we have three inverse functions $w_1(\xi), w_2(\xi), w_3(\xi)$ of $\xi = G(w)$. They exist in $\xi \in (-n-1)^{n-1}, +\infty, \xi \in -(n-1)^{n-1}, 0, \xi \in (-\infty, 0)$ with $w_1(\xi) \in (n-1, +\infty)$, $w_2(\xi) \in (0, n-1), w_3(\xi) \in (-\infty, 0)$, respectively.

When $n$ is even,

$$G'(w) \begin{cases} > 0, & w \in (n-1, +\infty), \\ < 0, & w \in (-\infty, 0) \cup (0, n-1). \end{cases}$$
At the end points, we still have (31). Furthermore,

\[ G(n) = 0, \quad G(-\infty) = +\infty \quad \text{and} \quad G(+\infty) = +\infty. \]

Similarly, we have three inverse functions \( w_1(\xi), w_2(\xi), w_3(\xi) \) exist in \( \xi \in (-n-1)^{n-1}, +\infty), \xi \in (-n-1)^{n-1}, 0), \xi \in (0, +\infty) \) with \( w_1(\xi) \in (n-1, +\infty), \)

\( w_2(\xi) \in (0, n-1), w_3(\xi) \in (-\infty, 0) \), respectively.

By (29) and the discussion above,

\[ W(r) = w_p(cr^{-n}) \quad \forall \ r > 1, \]

for some \( p \in \{1, 2, 3\} \). When \( c \geq -(n-1)^{n-1} \) or \( 0 > c \geq -(n-1)^{n-1} \) or \( c > 0 \),

\( w_p(cr^{-n}) \) exists for all \( r > 1 \) with \( p \in \{1, 2, 3\} \), respectively, and implies

\[ u(x) = -\frac{1}{2} (1 - C'w_p(0)) |x|^2 - C' \int_{+\infty}^{\infty} \left(-w_p(c \tau^{-n}) + w_p(0)\right) \cdot \tau d\tau + c_0 \quad (32) \]

for \( c_0 \in \mathbb{R} \).

Especially for \( p = 1 \), \( G'(n) > 0 \) and hence \( w_1(\xi) \) is analytic in a neighborhood of origin. Hence

\[ u(x) = -\frac{1}{2} (1 - C'w_1(0)) |x|^2 + c_0 - C'|x|^2 \sum_{j=1}^{\infty} \frac{w_1(j)(0)}{(nj-2)j!} \left(|x|^{-n}c\right)^j \quad (33) \]

for sufficiently large \( |x| \). For \( p = 2, 3 \), we prove that the inverse functions \( w_p(\xi) \) are not analytic in a neighborhood of \( \xi = 0 \). By contradiction, suppose \( w(\xi) = \sum_{j=j_0}^{+\infty} c_j \xi^j \) in a neighborhood of origin with \( c_{j_0} \neq 0 \) and \( j_0 \geq 1 \). Then

\[ G(w(\xi)) = \left(\sum_{j=j_0}^{+\infty} c_j \xi^j\right)^n - n \left(\sum_{j=j_0}^{+\infty} c_j \xi^j\right)^{n-1} \]

\[ = -nc_{j_0}^{n-1} \xi^{j_0(n-1)} + o(\xi^{j_0(n-1)}) \]

\[ = O(\xi^{n-1}), \]

as \( \xi \to 0 \), contradicting to \( G(w(\xi)) = \xi \).

Thus in this case, we have

**Theorem 5** Let \( u \in C^2 \left(\mathbb{R}^n \setminus \overline{B_1}\right) \) be a radially symmetric solution of (26) with \( C_0 \neq 0 \),

then \( u \) is given by (32) where \( c_0 \in \mathbb{R} \) and \( c \in [-n-1)^{n-1}, +\infty) \) or \([-n-1)^{n-1}, 0) \) or \((-\infty, 0) \), respectively, for \( p \in \{1, 2, 3\} \). Moreover, if \( p = 1 \), then \( u \) has expansion (33).

Let \( u \in C^2 \left(\mathbb{R}^n \setminus \overline{B_1}\right) \) be a radially symmetric solution of (26) with \( C_0 = 0 \), then \( u \)

is given by (28), where \( c_0 \in \mathbb{R} \) and \( c \in \mathbb{R} \setminus \{0\} \).
Under condition (iii),
\[
\frac{1}{1 + \lambda_i} > 0 \quad \forall \ i = 1, 2, \ldots, n,
\]
hence (26) implies \( C_0 < 0 \). Furthermore, by (12), \( W > 0 \) and \( rW' + W > 0 \) for all \( r > 1 \). Then (26) implies \( \frac{n-1}{W} \frac{1}{rW' + W} = C' \) and hence \( W > (n-1)C' \). Thus in this case, \( p = 1 \) in (32) and \( u \) has expansion (33).

### 2.4 \( \tau \in \left( \frac{\pi}{4}, \frac{\pi}{2} \right) \) Case

When \( \tau \in \left( \frac{\pi}{4}, \frac{\pi}{2} \right) \), Eq. (5) reads
\[
\sqrt{a^2 + 1} \sum_{i=1}^{n} \frac{\lambda_i + a - b}{\frac{1}{rW' + W}} = C_0, \quad |x| > 1.
\]
By (12), (34) becomes
\[
\arctan \frac{U''(r) + a - b}{U''(r) + a + b} + (n-1) \arctan \frac{U'(r) + a - b}{U'(r) + a + b} = C' \quad \text{in } r > 1,
\]
where \( C' := \frac{b}{\sqrt{a^2 + 1}} C_0 \in \left(-\frac{n}{2} \pi, \frac{n}{2} \pi\right) \). Let
\[
W(r) := \frac{U'(r) + a}{b}.
\]
In order to make (34) well defined, \( W(r) \neq -1 \) for all \( r > 1 \). By a direct computation,
\[
\arctan \frac{W + rW' - 1}{W + rW' + 1} + (n-1) \arctan \frac{W - 1}{W + 1} = C',
\]
, i.e.,
\[
W + rW' = \frac{1 + \tan \Theta(W)}{1 - \tan \Theta(W)} = \tan \left( \frac{\pi}{4} + \Theta(W) \right) \quad \text{in } r > 1,
\]
where
\[
\Theta(w) := C' - (n-1) \arctan \frac{w - 1}{w + 1} \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \setminus \left\{ \frac{\pi}{4} \right\}.
\]
Since (36) is a separable differential equation, by a direct computation, it leads to
\[
(W^2 + 1)^{\frac{n-1}{2}} \left( W \cos \left( \frac{\pi}{4} + \Theta(W) \right) - \sin \left( \frac{\pi}{4} + \Theta(W) \right) \right) = cr^{-n}
\]
for some constant $c$, for all $r > 1$.

If $c = 0$, then (37) admits a constant solution $W(r) \equiv \tan \left( \frac{n}{4} + \frac{C'}{n} \right)$, which implies quadratic solutions $u(x) = -\frac{1}{2} \left( a - b \tan \left( \frac{n}{4} + \frac{C'}{n} \right) \right) |x|^2 + c_0$ for all $c_0 \in \mathbb{R}$.

If $c \neq 0$, since (37) holds for all $r > 1$, we consider the inverse function $w(\xi)$ of $\xi = G(w)$ on entire $(0, c)$ or $(c, 0)$, where

$$
\left\{ \begin{array}{c}
G(w) := (w^2 + 1)^{\frac{n-1}{2}} \left( w \cos \left( \frac{n}{4} + \Theta(w) \right) - \sin \left( \frac{n}{4} + \Theta(w) \right) \right), \\
\Theta(w) \in \left(-\frac{n}{2}, \frac{n}{2}\right) \setminus \{ \frac{n}{4} \}, \ w \neq -1.
\end{array} \right.
$$

By a direct computation,

$$G'(w) = n(w^2 + 1)^{\frac{n-1}{2}} \cos \left( \frac{n}{4} + \Theta(w) \right).$$

Firstly, we consider the case that $G(w) = 0$ is solvable, i.e.,

$$\tan \left( \frac{n}{4} + \Theta(w) \right) = w.$$

See, for instance, the following two graphs of $\xi = \arctan w - \frac{\pi}{4}$, $\xi = \arctan w + \frac{3}{4}\pi$ with $\xi = C' - (n - 1) \arctan \frac{w - 1}{w + 1}$ has a unique intersection in the range of $\xi \in (-\frac{\pi}{2}, \frac{\pi}{2})$.

For the case of $\arctan w - \frac{\pi}{4} = \Theta(w)$, we have $\arctan w \in (-\frac{\pi}{4}, \frac{\pi}{2})$ and thus $w > -1$. By identity

$$\arctan \frac{w - 1}{w + 1} = \arctan w - \frac{\pi}{4} \quad \forall \ w > -1,$$

(see, for instance, [21,31]) the equation becomes

$$\arctan w - \frac{\pi}{4} = C' - (n - 1) \arctan w + \frac{n - 1}{4}\pi,$$

which has a root

$$w_1(0) := \tan \left( \frac{n}{4} + \frac{C'}{n} \right) > -1$$
if $-\frac{n}{2} \pi < C' < \frac{n}{4} \pi$. By (39), $G(w)$ is monotone increasing as long as

$$-\frac{\pi}{2} < \frac{\pi}{4} + \Theta(w) < \frac{\pi}{2},$$

which include the following connected neighborhood of $w_1(0) > -1$,

$$\left\{ \begin{array}{ll}
(1, \tan \left( \frac{n+1}{4n-4} \pi + \frac{C'}{n-1} \right)) , & \text{if } -\frac{n}{2} \pi < C' < -\frac{n}{2} \pi + \frac{3}{4} \pi , \\
\tan \left( \frac{n-2}{4n-4} \pi + \frac{C'}{n-1} \right), \tan \left( \frac{n+1}{4n-4} \pi + \frac{C'}{n-1} \right)) , & \text{if } -\frac{n}{2} \pi + \frac{3}{4} \pi \leq C' \leq \frac{n-1}{4n} \pi , \\
\tan \left( \frac{n-2}{4n-4} \pi + \frac{C'}{n-1} \right), +\infty , & \text{if } \frac{n-1}{4n} \pi < C' < \frac{n}{4} \pi .
\end{array} \right.$$ 

For the case of $\arctan w + \frac{3}{4} \pi = \Theta(w)$, we have $\arctan w \in (-\frac{\pi}{4}, -\frac{\pi}{4})$ and thus $w < -1$. By identity

$$\arctan \frac{w-1}{w+1} = \arctan w + \frac{3}{4} \pi \quad \forall \ w < -1,$$  

(41)

the equation becomes

$$\arctan w + \frac{3}{4} \pi = C' - (n - 1) \arctan w - \frac{3(n - 1)}{4} \pi ,$$

which has a root

$$w_1(0) = \tan \left( \frac{1}{4} \pi + \frac{C'}{n} \right) < -1$$

if $\frac{n}{4} \pi < C' < \frac{n}{2} \pi$. By (39), $G(w)$ is monotone decreasing as long as

$$\frac{\pi}{2} < \frac{\pi}{4} + \Theta(w) < \frac{3}{4} \pi,$$

which include the following connected neighborhood of $w_1(0) < -1$,

$$\left\{ \begin{array}{ll}
(-\infty, \tan \left( \frac{3n-2}{4n-4} \pi + \frac{C'}{n-1} \right)) , & \text{if } \frac{n}{4} \pi < C' < \frac{n+1}{4} \pi , \\
\tan \left( \frac{3n-1}{4n-4} \pi + \frac{C'}{n-1} \right), \tan \left( \frac{3n-2}{4n-4} \pi + \frac{C'}{n-1} \right)) , & \text{if } \frac{n+1}{4} \pi \leq C' \leq \frac{n}{2} \pi - \frac{1}{4} \pi , \\
\tan \left( \frac{3n-1}{4n-4} \pi + \frac{C'}{n-1} \right), -1 , & \text{if } \frac{n}{2} \pi - \frac{1}{4} \pi < C' < \frac{n}{2} \pi .
\end{array} \right.$$ 

In these cases, $\xi = G(w)$ admits a unique inverse function $w_1(\xi)$ in $(\Xi_1, \Xi_2)$, where

$$0 > \Xi_1 := \left\{ \begin{array}{ll}
-2 \sin \left( \frac{n}{2} \pi + \frac{C'}{n} \right) , & \frac{n}{2} \pi < C' < -\frac{n}{2} \pi + \frac{3}{4} \pi , \\
-\sec \left( \frac{n-2}{4n-1} \pi + \frac{C'}{n-1} \right)^{n-1} , & \frac{n}{2} \pi + \frac{3}{4} \pi \leq C' < \frac{n}{4} \pi , \\
-\sec \left( \frac{3n-2}{4n-1} \pi + \frac{C'}{n-1} \right)^{n-1} , & \frac{n}{4} \pi < C' < \frac{n}{2} \pi - \frac{1}{4} \pi , \\
-2 \sin \left( -\frac{n}{2} \pi + C' \right) , & \frac{n}{2} \pi - \frac{1}{4} \pi < C' < \frac{n}{2} \pi ,
\end{array} \right.$$
and \(0 < \Xi_2 :=\)

\[
\left\{
\begin{array}{ll}
\frac{\sqrt{2}}{2} \left[ \sec \left( \frac{n+1}{4(n-1)} \pi + \frac{C'}{n-1} \right) \right]^{n-1} \left( \tan \left( \frac{n+1}{4(n-1)} \pi + \frac{C'}{n-1} \right) + 1 \right), & -\frac{n}{4} < C' < \frac{n-1}{4}, \\
\infty, & -\frac{n}{4} < C' \leq \frac{n-1}{4}, \\
+\infty, & \frac{n}{4} < C' \leq \frac{n-1}{4}.
\end{array}
\right.
\]

Secondly, we consider the case where \(G(w)\) converges to 0 as \(w\) goes to infinity or the singular point \(w = -1\), which is similar to the \(p = 2, 3\) cases in (iii) where \(G(w) = \xi\) admits an inverse function on half-neighborhood of \(\xi = 0\).

As \(w \to \pm \infty\),

\[
\frac{\pi}{4} + \Theta(w) \to C' - \frac{n}{4} \pi + \frac{\pi}{2}.
\]

Since \(\cos(C' - \frac{n}{4} \pi + \frac{\pi}{2})\) and \(\sin(C' - \frac{n}{4} \pi + \frac{\pi}{2})\) are bounded and cannot be zero at the same time, \(G(w)\) cannot converge to 0 as \(w\) goes to infinity.

As \(w \to -1\), we have

\[
\lim_{w \to -1^+} \frac{\pi}{4} + \Theta(w) = C' - \frac{n}{2} \pi - \frac{\pi}{4} \quad \text{and} \quad \lim_{w \to -1^-} \frac{\pi}{4} + \Theta(w) = C' - \frac{n}{2} \pi + \frac{3\pi}{4}.
\]

Thus

\[
\lim_{w \to -1^+} G(w) = 2^{\frac{n-1}{2}} \left( -\cos \left( C' + \frac{n}{2} \pi - \frac{\pi}{4} \right) - \sin \left( C' + \frac{n}{2} \pi - \frac{\pi}{4} \right) \right),
\]

\[
\lim_{w \to -1^-} G(w) = 2^{\frac{n-1}{2}} \left( -\cos \left( C' - \frac{n}{2} \pi + \frac{3\pi}{4} \right) - \sin \left( C' - \frac{n}{2} \pi + \frac{3\pi}{4} \right) \right),
\]

and the only possible cases are \(C' = -\frac{n-2}{2} \pi\) with \(w > w_2(0) := -1\) and \(C' = \frac{n-2}{2} \pi\) with \(w < w_2(0) = -1\) such that the limit becomes zero, respectively. For the first case, by (39), \(G(w)\) is monotone decreasing in

\[
\left( -1, \tan \left( -\frac{n-2}{4(n-1)} \pi \right) \right).
\]

For the second case, by (39), \(G(w)\) is monotone increasing in

\[
\left\{\begin{array}{ll}
\left( -\infty, -1 \right), & n = 3, 4 \\
\left( \tan \left( -\frac{n+2}{4(n-1)} \pi \right), -1 \right), & n \geq 5.
\end{array}\right.
\]

These imply inverse functions \(w_2(\xi)\) of \(\xi = G(w)\) in \((0, \Xi_3)\) or \((\Xi_4, 0)\) when \(C' = \pm \frac{n-2}{2} \pi\), respectively, where

\[
\Xi_3 := \left| \sec \left( \frac{n-2}{4(n-1)} \pi \right) \right|^{n-1}, \quad \text{and} \quad \Xi_4 := \left\{\begin{array}{ll}
-\infty, & n = 3, 4 \\
-\left| \sec \left( \frac{n+2}{4(n-1)} \pi \right) \right|^{n-1}, & n \geq 5.
\end{array}\right.
\]
By (37) and the discussion above,

\[ W(r) = w_p(cr^{-n}) \quad \forall r > 1, \]

for some \( p \in \{1, 2\} \) and implies

\[ u(x) = -\frac{1}{2}(a - bw_p(0))|x|^2 + b \int_{+\infty}^{\sqrt{-1}} (bw_p(cr^{-n}) - w_p(0)) \cdot \tau \, d\tau + c_0 \quad (42) \]

for \( c_0 \in \mathbb{R} \).

Furthermore, \( G'(w_p(0)) \neq 0 \) and hence \( w_p(\xi) \) is analytic in a neighborhood of origin. Thus

\[ u = -\frac{1}{2}(a - bw_p(0))|x|^2 + c_0 - b|x|^2 \sum_{j=1}^{\infty} \frac{w_p^{(j)}(0)}{(nj - 2)j!}(|x|^{-n} c)^j \quad (43) \]

for sufficiently large \( |x| \) and \( p \in \{1, 2\} \).

Thus in this case, we have

**Theorem 6** Let \( u \in C^2(\mathbb{R}^n \setminus B_1) \) be a radially symmetric solution of (34), then \( u \) is given by (42), where \( c_0 \in \mathbb{R}, c \in [\Xi_1, \Xi_2] \) or \((0, \Xi_3] \cap \Xi_4, 0)\) for \( p = 1, 2 \), respectively. Moreover, \( u \) has expansion (43).

Under condition (iv), either \( W(r), rW' + W > 0 \) or \( W(r), rW' + W > -1 \) with \(|C' + \frac{n\pi}{4}| < \frac{n-2}{2}\pi\). From the proof above, the only possible case is \( p = 1 \).

**2.5 \( \tau = \frac{\pi}{2} \) Case**

When \( \tau = \frac{\pi}{2} \), Eq. (5) reads

\[ \sum_{i=1}^{n} \arctan \lambda_i = C_0, \quad |x| > 1. \quad (44) \]

Let \( W(r) \) be as in (14). By a direct computation,

\[ \arctan(W + rW') + (n - 1) \arctan W = C_0, \quad (45) \]

where \( C_0 \in (-\frac{n}{2}\pi, \frac{n}{2}\pi) \), i.e.,

\[ W + rW' = \arctan \Theta(W) \quad \text{in} \ r > 1, \quad (46) \]

where

\[ \Theta(w) := C_0 - (n - 1) \arctan w \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right). \]
Since (46) is a separable differential equation, by a direct computation, it leads to

\[(W^2(r) + 1)^{\frac{n-1}{2}} \cdot (W(r) \cos \Theta(W(r)) - \sin \Theta(W(r))) = cr^{-n}\]

(47)

for some constant \(c\), for all \(r > 1\).

If \(c = 0\), then (47) admits a constant solution \(W(r) = w_0 := \tan \frac{C_0}{n}\), which implies quadratic solutions \(u(x) = \frac{1}{2} \tan \frac{C_0}{n}|x|^2 + c_0\) for any \(c_0 \in \mathbb{R}\).

If \(c \neq 0\), since (47) holds for all \(r > 1\), we consider the inverse function \(w(\xi)\) of \(\xi = G(w)\) on entire \((0, c)\) or \((c, 0)\), where

\[
\begin{aligned}
\begin{cases}
G(w) := (w^2 + 1)^{\frac{n-1}{2}} \cdot (w \cos \Theta(w) - \sin \Theta(w)), \\
\Theta(w) \in (-\frac{\pi}{2}, \frac{\pi}{2}).
\end{cases}
\end{aligned}
\]

(48)

By a direct computation,

\[G'(w) = n(w^2 + 1)^{\frac{n-1}{2}} \cos(\Theta(w)) > 0.\]

(49)

as long as \(\Theta(w) \in (-\frac{\pi}{2}, \frac{\pi}{2})\), that is \(\arctan w \in \left(\frac{C_0-\pi/2}{n-1}, \frac{C_0+\pi/2}{n-1}\right)\), i.e.,

\[
w \in \left\{ \begin{array}{ll}
(-\infty, \tan\left(\frac{C_0+\pi/2}{n-1}\right)), & \text{if } -\frac{n}{2}\pi < C_0 \leq -\frac{n-2}{2}\pi; \\
\left(\tan\left(\frac{C_0-\pi/2}{n-1}\right), \tan\left(\frac{C_0+\pi/2}{n-1}\right)\right), & \text{if } -\frac{n-2}{2}\pi < C_0 < \frac{n-2}{2}\pi; \\
\left(\tan\left(\frac{C_0-\pi/2}{n-1}\right), +\infty\right), & \text{if } \frac{n-2}{2}\pi \leq C_0 < \frac{n}{2}\pi.
\end{array} \right.
\]

Thus \(G(w)\) is monotone increasing in the above neighborhood of \(w_0\) and \(\xi = G(w)\) admits a unique inverse function \(w(\xi)\) with \(w(0) = w_0\) in \((\Xi_1, \Xi_2)\), where

\[
0 > \Xi_1 := \left\{ -\infty, \quad G(\tan \frac{C_0-\pi/2}{n-1}) = -\sec \left(\frac{C_0-\pi/2}{n-1}\right) \right\}^{n-1} \left\{ -\frac{n}{2}\pi < C_0 < -\frac{n-2}{2}\pi, \right\}
\]

and

\[
0 < \Xi_2 := \left\{ G(\tan \frac{C_0+\pi/2}{n-1}) = \sec \left(\frac{C_0+\pi/2}{n-1}\right) \right\}^{n-1} \left\{ -\frac{n}{2}\pi < C_0 < -\frac{n-2}{2}\pi, \right\}
\]

By (47) and the discussion above,

\[W(r) = w(cr^{-n}) \quad \forall r > 1\]

implies

\[u(x) = \frac{1}{2} \tan \frac{C_0}{n}|x|^2 + \int_0^{|x|} (w(cf^{-n}) - w(0)) \cdot \tau d\tau + c_0\]

(50)
for $c_0 \in \mathbb{R}$.

Furthermore, $G'(w_0) > 0$ and hence $w(\xi)$ is analytic in a neighborhood of $\xi = 0$. Thus

$$u(x) = \frac{1}{2} \tan \frac{C_0}{n}|x|^2 + c_0 - |x|^2 \sum_{j=1}^{\infty} \frac{w^{(j)}(0)}{(n j - 2) j!} (c|x|^{-n})^j$$

(51)

for sufficiently large $|x|$.

Thus in this case, we have

**Theorem 7** Let $u \in C^2(\mathbb{R}^n \setminus B_1)$ be a radially symmetric solution of (44), then $u$ is given by (50), where $c_0 \in \mathbb{R}$ and $c \in [\Xi_1, \Xi_2]$. Moreover, $u$ has expansion (51).

### 3 Asymptotic Expansions of General Classical Solutions

In this section, we give the asymptotic expansions of linear elliptic equations in Sect. 3.1, asymptotic expansions of linearized equation of (5) and the proof of Theorem 2 in Sect. 3.2.

#### 3.1 Asymptotic Expansions of Linear Elliptic Equations

In this subsection, we consider the asymptotic expansion at infinity of solution of linear elliptic equation

$$a_{ij}(x)D_{ij}v = 0 \quad \text{in} \quad \mathbb{R}^n \setminus B_1,$$

(52)

where the coefficients are smooth with a positive matrix limit $[a_{ij}(\infty)] > 0$ at infinity and $v$ vanishes at infinity. We rewrite (52) into $a_{ij}(\infty)D_{ij}v = (a_{ij}(\infty) - a_{ij}(x))D_{ij}v$ and analyze it by the asymptotic expansion at infinity of Poisson equation

$$\Delta v = g \quad \text{in} \quad \mathbb{R}^n \setminus B_1.$$

(53)

Consider $g \in C^\infty(\mathbb{R}^n)$ with vanishing speed $g = O(|x|^{-k_1})$ as $|x| \to +\infty$ for some $k_1 > 2$. Then

$$v(x) = \int_{\mathbb{R}^n} g(y)K(x - y)dy,$$

is a solution of (53) with vanishing speed

$$v = O(|x|^{2-\min\{n,k_1\}}) \quad \text{as} \quad |x| \to +\infty,$$

(if $k_1 = n$, we need extra $\ln |x|$ term), where $\omega_n := |\mathbb{S}^{n-1}|$ and $K(x - y) := \frac{1}{(n-2)\omega_n} |x - y|^{2-n}$ is the fundamental solution of Laplace operator, see, for instance,
Here we provide the following existence of solution with faster vanishing speed by spherical harmonic expansions as in [17].

Lemma 1 Let \( g \in C^\infty(\mathbb{R}^n) \) satisfy

\[
\| g(r \cdot) \|_{L^p(S^{n-1})} \leq c_0 r^{-k_1} (\ln r)^{k_2} \quad \forall \ r > 1
\]

for some \( c_0 > 0, \ k_1 > 2, \ k_2 \geq 0 \) and \( p > \frac{n}{2}, \ p \geq 2 \). Then there exists a smooth solution \( v \) of (53) such that

\[
|v(x)| \leq \begin{cases} 
Cc_0 |x|^{2-k_1} (\ln |x|)^{k_2}, & k_1 - n \notin \mathbb{N}, \\
Cc_0 |x|^{2-k_1} (\ln |x|)^{k_2+1}, & k_1 - n \in \mathbb{N},
\end{cases}
\]

for some constant \( C \) relying only on \( n, k_1, k_2, \) and \( p \).

Proof Let \( \Delta_{S^{n-1}} \) be the Laplace–Beltrami operator on unit sphere \( S^{n-1} \subset \mathbb{R}^n \) and

\[
\Lambda_0 = 0, \quad \Lambda_1 = n - 1, \quad \Lambda_2 = 2n, \quad \ldots, \quad \Lambda_k = (k + n - 2), \quad \ldots,
\]

be the sequence of eigenvalues of \( -\Delta_{S^{n-1}} \) with eigenfunctions

\[
Y_1^{(0)} = 1, \ Y_1^{(1)}(\theta), \ Y_2^{(1)}(\theta), \ \ldots, \ Y_n^{(1)}(\theta), \ \ldots, \ Y_1^{(k)}(\theta), \ \ldots, \ Y_1^{(k)}(\theta), \ \ldots,
\]

, i.e.,

\[
-\Delta_{S^{n-1}} Y_m^{(k)}(\theta) = \Lambda_k Y_m^{(k)}(\theta) \quad \forall \ m = 1, 2, \ldots, m_k.
\]

The family of eigenfunctions forms a complete standard orthogonal basis of \( L^2(S^{n-1}) \). Expand \( g \) and the wanted solution \( v \) into

\[
v(x) = \sum_{k=0}^{+\infty} \sum_{m=1}^{m_k} a_{k,m}(r) Y_m^{(k)}(\theta) \quad \text{and} \quad g(x) = \sum_{k=0}^{+\infty} \sum_{m=1}^{m_k} b_{k,m}(r) Y_m^{(k)}(\theta),
\]

where \( r = |x|, \ \theta = \frac{x}{|x|} \) and

\[
a_{k,m}(r) := \int_{S^{n-1}} v(r \theta) \cdot Y_m^{(k)}(\theta) d\theta, \quad b_{k,m}(r) := \int_{S^{n-1}} g(r \theta) \cdot Y_m^{(k)}(\theta) d\theta.
\]

In spherical coordinates,

\[
\Delta v = \partial_{rr} v + \frac{n - 1}{r} \partial_r v + \frac{1}{r^2} \Delta_{S^{n-1}} v
\]

and (53) becomes

\[
\sum_{k=0}^{+\infty} \sum_{m=1}^{m_k} \left( a_{k,m}^{(r)} + \frac{n - 1}{r} a_{k,m}^{(r)} - \frac{\Lambda_k}{r^2} a_{k,m}(r) \right) Y_m^{(k)}(\theta) = \sum_{k=0}^{+\infty} \sum_{m=1}^{m_k} b_{k,m}(r) Y_m^{(k)}(\theta).
\]
By the linear independence of eigenfunctions, for all \( k \in \mathbb{N} \) and \( m = 1, 2, \ldots, m_k \),

\[
a''_{k,m}(r) + \frac{n - 1}{r} a'_{k,m}(r) - \frac{\Lambda_k}{r^2} a_{k,m}(r) = b_{k,m}(r) \quad \text{in } r > 1. \tag{57}
\]

By solving the ODE, there exist constants \( C^{(1)}_{k,m}, C^{(2)}_{k,m} \) such that for all \( r > 1 \),

\[
a_{k,m}(r) = C^{(1)}_{k,m} r^k + C^{(2)}_{k,m} r^{2-n-k} - \frac{1}{2 - n} \int_2^r \tau^{1-k} b_{k,m}(\tau) \, d\tau \]

\[
+ \frac{1}{2 - n} r^{2-k-n} \int_2^r \tau^{k+n-1} b_{k,m}(\tau) \, d\tau, \tag{58}
\]

By (54),

\[
\sum_{k=0}^{+\infty} \sum_{m=1}^{m_k} |b_{k,m}(r)|^2 = \|g(r)\|^2_{L^2(\mathbb{S}^{n-1})} \leq c_0^2 \omega_n \frac{r}{p^2} r^{-2k_1} (\ln r)^{2k_2} \tag{59}
\]

for all \( r > 1 \). Then

\[
r^{1-k} b_{k,m}(r) \in L^1(2, +\infty) \quad \text{for all } k \in \mathbb{N} \quad \text{and} \quad r^{k+n-1} b_{k,m}(r) \in L^1(2, +\infty) \quad \text{for all } 0 \leq k < k_1 - n, k \in \mathbb{N}. \]

We choose \( C^{(1)}_{k,m} \) and \( C^{(2)}_{k,m} \) in (58) such that

\[
a_{k,m}(r) := -\frac{1}{2 - n} \int_{+\infty}^r \tau^{1-k} b_{k,m}(\tau) \, d\tau \]

\[
+ \frac{1}{2 - n} r^{2-k-n} \int_{+\infty}^r \tau^{k+n-1} b_{k,m}(\tau) \, d\tau \tag{60}
\]

for all \( 0 \leq k < k_1 - n \) and

\[
a_{k,m}(r) := -\frac{1}{2 - n} \int_{+\infty}^r \tau^{1-k} b_{k,m}(\tau) \, d\tau \]

\[
+ \frac{1}{2 - n} r^{2-k-n} \int_2^r \tau^{k+n-1} b_{k,m}(\tau) \, d\tau \tag{61}
\]

for all \( k \geq k_1 - n \)

To prove that the series \( v(x) \) defined by (56) converges and obtain its convergence speed, consider

\[
\sum_{k=0}^{+\infty} \sum_{m=1}^{m_k} a^2_{k,m}(r) \]
\[
\begin{align*}
\sum_{k=0}^{\infty} \sum_{m=1}^{m_k} a_{k,m}^2(r) + \sum_{k=k_{1-n+1}}^{+\infty} m_k \sum_{m=1}^{m_k} a_{k,m}^2(r), & \quad k_1 - n \notin \mathbb{N}, \\
\sum_{k=0}^{k_{1-n-1}} \sum_{m=1}^{m_k} a_{k,m}^2(r) + \sum_{k=k_{1-n+1}}^{+\infty} m_k \sum_{m=1}^{m_k} a_{k,m}^2(r) + \sum_{m=1}^{m_{k_1-n}} a_{k_1-n,m}^2(r), & \quad k_1 - n \in \mathbb{N},
\end{align*}
\]

where \([k]\) denotes the largest natural number no larger than \(k\).

For \(k_1 - n \notin \mathbb{N}\), we pick \(0 < \varepsilon := \frac{1}{2} \min\{1, \text{dist}(k_1 - n, \mathbb{N})\}\) such that

\[
\begin{align*}
3 - 2k_1 + \varepsilon & < -1, \\
2n + 2k - 2k_1 - 1 + \varepsilon & < -1, \forall \, 0 \leq k \leq [k_1 - n + 1] - 1, \\
2n + 2k - 2k_1 - 1 - \varepsilon & > -1, \forall \, k \geq [k_1 - n + 1].
\end{align*}
\]

Thus (59) implies

\[
\begin{align*}
\sum_{k=0}^{\infty} \sum_{m=1}^{m_k} a_{k,m}^2(r) & \leq \frac{2}{(n - 2)^2} \sum_{k=0}^{[k_1-n+1]-1} r^{2k} \left[ \int_r^{+\infty} \tau^{1-k} b_{k,m}(\tau) d\tau \right]^2 \\
& + \frac{2}{(n - 2)^2} \sum_{k=0}^{k_1-n-1} r^{2(2-k-n)} \int_{+\infty}^{r} \tau^{k+n-1} b_{k,m}(\tau) d\tau \int_{+\infty}^{r} \tau^{3+\varepsilon} \sum_{m=1}^{m_k} b_{k,m}^2(\tau) d\tau \\
& + \frac{2}{(n - 2)^2} \sum_{k=k_1-n+1}^{+\infty} r^{2(2-k-n)} \int_{2}^{r} \tau^{k+n-1} b_{k,m}(\tau) d\tau \int_{2}^{r} \tau^{3+\varepsilon} \sum_{m=1}^{m_k} b_{k,m}^2(\tau) d\tau \\
& \leq \sum_{k=0}^{[k_1-n+1]-1} \sum_{m=1}^{m_k} \frac{2r^{2k}}{(n - 2)^2} \int_{r}^{+\infty} \tau^{2-2k} \cdot \tau^{-3-\varepsilon} \cdot \tau^{3+\varepsilon} \cdot b_{k,m}^2(\tau) d\tau \\
& \quad + \sum_{k=0}^{[k_1-n+1]-1} \sum_{m=1}^{m_k} \frac{2r^{-2(k+n-2)}}{(n - 2)^2} \int_{r}^{+\infty} \tau^{2n+2k-2k_1-1+\varepsilon} (\ln \tau)^{2k} d\tau \\
& \quad + \sum_{k=k_1-n+1}^{+\infty} \sum_{m=1}^{m_k} \frac{2r^{2k-2(k+n-2)}}{(n - 2)^2} \int_{2}^{r} \tau^{2n+2k-2k_1-1-\varepsilon} (\ln \tau)^{2k} d\tau \\
& \quad + \sum_{k=k_1-n+1}^{+\infty} \sum_{m=1}^{m_k} \frac{2r^{2k-2(k+n-2)}}{(n - 2)^2} \int_{2}^{r} \tau^{2n+2k-2k_1-1-\varepsilon} (\ln \tau)^{2k} d\tau \\
& \leq \frac{2}{(n - 2)^2} \sum_{k=0}^{+\infty} \frac{r^{-\varepsilon}}{2k + \varepsilon} \int_{r}^{+\infty} \tau^{3+\varepsilon} \sum_{m=1}^{m_k} b_{k,m}^2(\tau) d\tau
\end{align*}
\]
+Cr^{4-2k_1+\epsilon}(\ln r)^{2k_2} \int_r^{+\infty} \tau^{2k_1}(\ln \tau)^{-2k_2} \sum_{k=0}^{[k_1-n+1]-1} \sum_{m=1}^{m_k} b_{k,m}^2(\tau) \frac{d\tau}{\tau^{1+\epsilon}} \\
+C r^{4-2k_1-\epsilon}(\ln r)^{2k_2} \int_2^r \tau^{2k_1}(\ln \tau)^{-2k_2} \sum_{k=[k_1-n+1]}^{+\infty} \sum_{m=1}^{m_k} b_{k,m}^2(\tau) \frac{d\tau}{\tau^{1-\epsilon}} \leq C c_0^2 \cdot r^{4-2k_1}(\ln r)^{2k_2}.

For $k_1 - n \in \mathbb{N}$, we pick $\epsilon := \frac{1}{2}$. Then

$$
\begin{align*}
&3 - 2k_1 + \epsilon < -1, \\
&2n + 2k - 2k_1 - 1 + \epsilon < -1, \forall 0 \leq k \leq k_1 - n - 1, \\
&2n + 2k - 2k_1 - 1 - \epsilon > -1, \forall k \geq k_1 - n + 1.
\end{align*}
$$

Similar to the calculus above, (59) implies

$$
\begin{align*}
\sum_{k=0}^{+\infty} \sum_{m=1}^{m_k} a_{k,m}^2(r) &\leq C c_0^2 \cdot r^{4-2k_1}(\ln r)^{2k_2} + C \sum_{k=k_1-n}^{m_k} \sum_{m=1}^{r,2(2-k-n)} \left| \int_2^r \tau^{k+n-1} b_{k,m}(\tau) d\tau \right|^2 \\
&= C c_0^2 \cdot r^{4-2k_1}(\ln r)^{2k_2} \\
&+ C \sum_{k=k_1-n}^{m_k} \sum_{m=1}^{r,2(2-k-n)} \int_2^r \tau^{2k_1}(\ln \tau)^{-2k_2} b_{k,m}^2(\tau) \frac{d\tau}{\tau} \cdot \int_2^r \tau^{1}(\ln \tau)^{2k_2} d\tau \\
&\leq C c_0^2 \cdot r^{4-2k_1}(\ln r)^{2k_2} \\
&+ C r^{4-2k_1}(\ln r)^{2k_2+1} \int_2^r \tau^{2k_1}(\ln \tau)^{-2k_2} \sum_{m=1}^{m_k-n} b_{k_1-n,m}^2(\tau) \frac{d\tau}{\tau} \\
&\leq C c_0^2 \cdot r^{4-2k_1}(\ln r)^{2k_2+2}.
\end{align*}
$$

(62)

This proves that $v(r)$ is well defined, is a solution of (53) in distribution sense [17], and satisfies

$$
\|v(r)\|_{L^2(\mathbb{R}^n)} \leq \begin{cases} 
C c_0^2 \cdot r^{4-2k_1}(\ln r)^{2k_2}, & k_1 - n \notin \mathbb{N}, \\
C c_0^2 \cdot r^{4-2k_1}(\ln r)^{2k_2+2}, & k_1 - n \in \mathbb{N}.
\end{cases}
$$

(63)

By interior regularity theory of elliptic differential equations, $v$ is smooth [16]. It remains to prove the pointwise decay rate at infinity.

For any $r \gg 1$, we set

$$
v_r(x) := v(rx) \quad \forall x \in B_4 \setminus B_1 =: D.
$$
Then $v_r$ satisfies
\[
\Delta v_r = r^2 g(rx) =: g_r(x) \quad \text{in } D.
\] (64)

For given $r$, we may extend $g_r(x)$ to be zero outside $D$. Since $v_r - K * g_r$ is harmonic in $D$, where $K(x) = \frac{1}{(n-2)\omega_n} |x|^{2-n}$ is the fundamental solution of Laplace operator, by spherical average property and Hölder inequality we have for all $2 < |x| < 3$,
\[
|v_r(x) - K * g_r(x)| \leq \frac{1}{|B_1|} \int_{B_1(x)} |v_r(y) - K * g_r(y)| \, dy
\]
\[
\leq C(n) \left( \|v_r\|_{L^2(D)} + \|K * g_r\|_{L^2(D)} \right).
\]

By Young’s convolution inequality, since $p > \frac{n}{2}$ and $p \geq 2$, we have
\[
\|K * g_r\|_{L^\infty(B_3 \setminus B_2)} + \|K * g_r\|_{L^2(B_3 \setminus B_2)} \leq C(n, p) \|g_r\|_{L^p(D)}.
\]

Consequently by triangle inequality,
\[
\sup_{2 < |x| < 3} |v_r(x)| \leq C(n, p) \cdot \left( \|v_r\|_{L^2(D)} + \|g_r\|_{L^p(D)} \right).
\]

By (63),
\[
\|v_r\|^2_{L^2(D)} = \frac{1}{r^n} \int_{B_{4r} \setminus B_r} |v(x)|^2 \, dx
\]
\[
= r^{-n} \int_r^{4r} \|v(\tau \theta)\|^2_{L^2(S^{n-1})} \cdot \tau^{n-1} \, d\tau
\]
\[
\leq \begin{cases} 
C_0^2 \cdot r^{-n} \int_r^{4r} \tau^{-2k_1} (\ln \tau)^{2k_2} \cdot \tau^{n-1} \, d\tau, & k_1 - n \notin \mathbb{N}, \\
C_0^2 \cdot r^{-n} \int_r^{4r} \tau^{-2k_1} (\ln \tau)^{2k_2+2} \cdot \tau^{n-1} \, d\tau, & k_1 - n \in \mathbb{N},
\end{cases}
\]
\[
\leq \begin{cases} 
Cc_0^2 \cdot r^{4-2k_1} (\ln r)^{2k_2}, & k_1 - n \notin \mathbb{N}, \\
Cc_0^2 \cdot r^{4-2k_1} (\ln r)^{2k_2+2}, & k_1 - n \in \mathbb{N}.
\end{cases}
\]

By (54),
\[
\|g_r\|^p_{L^p(D)} = \frac{r^{2p}}{r^n} \int_{B_{4r} \setminus B_r} |g(x)|^p \, dx
\]
\[
\leq C_0^p \cdot r^{2p-n} \int_r^{4r} \tau^{-pk_1} (\ln \tau)^{pk_2} \cdot \tau^{n-1} \, d\tau
\]
\[
\leq C_0^p \cdot r^{2p-pk_1} (\ln r)^{pk_2}.
\]
Combining the estimates above, we have

$$\sup_{2r <|x| < 3r} |v(x)| = \sup_{2 < |x| < 3} |v_r(x)|$$

$$\leq \begin{cases} C_0 r^{2-k_1} (\ln r)^{k_2} + C_0 r^{2-k_1} (\ln r)^{k_2}, & k_1 - n \notin \mathbb{N}, \\ C_0 r^{2-k_1} (\ln r)^{k_2+1} + C_0 r^{2-k_1} (\ln r)^{k_2}, & k_1 - n \in \mathbb{N}, \end{cases}$$

where $C$ relies only on $n, k_1, k_2,$ and $p$. This finishes the proof of Lemma 1.

By Hölder inequality, the constant $C$ relying on $p$ in (55) remains finite when $p = \infty$ in (54). For reading simplicity, hereinafter we let $v_g$ denote the solution constructed in Lemma 1. By Schauder estimates, vanishing speed of derivatives of $v_g$ follows immediately.

**Lemma 2** Let $g \in C^\infty(\mathbb{R}^n)$ satisfy

$$g = O_l(|x|^{-k_1}(\ln |x|)^{k_2}) \text{ as } |x| \to +\infty$$

(65)

for some $k_1 > 2, k_2 \geq 0, l - 1 \in \mathbb{N}$. Then

$$v_g = \begin{cases} O_{l+1}(|x|^{2-k_1}(\ln |x|)^{k_2}), & k_1 - n \notin \mathbb{N}, \\ O_{l+1}(|x|^{2-k_1}(\ln |x|)^{k_2+1}), & k_1 - n \in \mathbb{N}. \end{cases}$$

(66)

**Proof** For sufficiently large $r \gg 1$, let $v_r(x)$ be as in Lemma 1, which satisfies (64). By a direct computation, for all $0 < \alpha < 1$, there exists $C > 0$ independent of $r$ such that

$$\|g r\|_{C^1(B_{4} \setminus B_{1})} \leq C r^{2-k_1} (\ln r)^{k_2}.$$ 

By (55) in Lemma 1, there exists $C > 0$ independent of $r$ such that

$$\|v_r\|_{L^\infty(B_{4} \setminus B_{1})} \leq \begin{cases} C r^{2-k_1} (\ln r)^{k_2}, & k_1 - n \notin \mathbb{N}, \\ C r^{2-k_1} (\ln r)^{k_2+1}, & k_1 - n \in \mathbb{N}. \end{cases}$$

By interior estimates of Schauder type (see [16], Chap. 6),

$$\|v_r\|_{C^{l+1, \alpha}(B_{3} \setminus B_{2})} \leq C \left( \|v_r\|_{L^\infty(B_{4} \setminus B_{1})} + \|g r\|_{C^{l, \alpha}(B_{4} \setminus B_{1})} \right)$$

$$\leq \begin{cases} C r^{2-k_1} (\ln r)^{k_2}, & k_1 - n \notin \mathbb{N}, \\ C r^{2-k_1} (\ln r)^{k_2+1}, & k_1 - n \in \mathbb{N}. \end{cases}$$

Thus for all $0 \leq l_0 \leq l + 1, l_0 \in \mathbb{N},$

$$r^{l_0} D^{l_0} v_g(rx) = D^{l_0} v_r(x) \leq \begin{cases} C r^{2-k_1} (\ln r)^{k_2}, & k_1 - n \notin \mathbb{N}, \\ C r^{2-k_1} (\ln r)^{k_2+1}, & k_1 - n \in \mathbb{N}. \end{cases}$$

By the arbitrariness of $r$, this finishes the proof of (66).
As a consequence, we obtain the following asymptotic expansion of solutions of (53).

**Lemma 3** Let $g \in C^\infty(\mathbb{R}^n \setminus \overline{B_1})$ satisfy (65) and $v \in C^2(\mathbb{R}^n \setminus \overline{B_1})$ be a classical solution of (53) with $v = O(|x|^{2-k_3}(\ln |x|)^{k_4})$ where

$$n \leq k_3 < k_1, \quad k_1, k_3, l - 1 \in \mathbb{N} \quad \text{and} \quad k_2, k_4 \geq 0.$$ (67)

Then there exist constants $c_{k,m}$ with $k = k_3 - n, \ldots, k_1 - n - 1, m = 1, \ldots, m_k$ such that

$$v = \sum_{k=k_3-n}^{k_1-n-1} \sum_{m=1}^{m_k} c_{k,m} |x|^{-(k+n-2)}Y_m^{(k)}(\theta) + O_{l+1}\left(|x|^{2-k_1}(\ln |x|)^{k_2+1}\right).$$ (68)

**Proof** By Lemma 2, $\tilde{v}(x) := v(x) - v_g$ satisfies

$$\Delta \tilde{v} = 0 \quad \text{in} \quad \mathbb{R}^n \setminus \overline{B_1}$$

with

$$v_g = O_{l+1}(|x|^{2-k_1}(\ln |x|)^{k_2+1}) \quad \text{and} \quad \tilde{v} = O(|x|^{2-k_3}(\ln |x|)^{k_4}).$$

Similar to the proof of Lemma 1, we expand $\tilde{v}$ into spherical harmonics as

$$\tilde{v}(x) = \sum_{k=0}^{+\infty} \sum_{m=1}^{m_k} a_{k,m}(r)Y_m^{(k)}(\theta).$$

It follows from (58) that there are constants $C_{k,m}^{(1)}, C_{k,m}^{(2)}$ such that

$$\tilde{v} = \sum_{k=0}^{\infty} \sum_{m=1}^{m_k} C_{k,m}^{(1)} y_m^{(k)}(\theta) + \sum_{k=0}^{\infty} \sum_{m=1}^{m_k} C_{k,m}^{(2)} r^{-(k+n-2)} Y_m^{(k)}(\theta).$$

By the vanishing speed of $\tilde{v}$, we have

$$C_{k,m}^{(1)} = 0 \quad \forall \ k, m; \quad C_{k,m}^{(2)} = 0 \quad \forall \ k < k_3 - n, \ m = 1, \ldots, m_k.$$

This finishes the proof by setting $c_{k,m} := C_{k,m}^{(2)}$. □

By Lemma 3, we shall obtain the asymptotic expansions for linear elliptic Eq. (52). For a positive symmetric matrix $[a_{ij}]$, there exists a unique square root matrix $Q := [a_{ij}]^{1/2}$ such that $Q^T = Q$ and $[a_{ij}] = Q^T Q$. Also, we let $[a_{ij}]^{-1/2}$ and $[a_{ij}]^{-1}$ denote the inverse matrix of $[a_{ij}]^{1/2}$ and $[a_{ij}]^{-1}$ denote the inverse matrix of $[a_{ij}]$. 

$\square$ Springer
Proposition 8 Let \( v \in C^2(\mathbb{R}^n \setminus B_1) \) be a classical solution of (52) with
\[
v = O_2(|x|^{2-k_3} (\ln |x|)^{k_4}), \quad a_{ij}(x) - a_{ij}(\infty) = O_l \left(|x|^{-k_5} (\ln |x|)^{k_6}\right)
\]
where
\[
k_3 - n, k_5, l - 1 \in \mathbb{N}, \quad k_4, k_6 \geq 0
\]
and \([a_{ij}(\infty)] > 0\) being a positive, symmetric matrix. Then there exist constants \(c_{k,m}\) with \(k = k_3 - n, \ldots, k_1 - n - 1, m = 1, \ldots, m_k\) such that
\[
v = \sum_{k=k_3-n}^{k_3+k_5-n-1} \sum_{m=1}^{m_k} c_{k,m} (x^T [a_{ij}(\infty)]^{-1} x)^{\frac{2-n-k}{2}} Y_m^{(k)}(\theta)
\]
\[+ O_{l+1} \left(|x|^{2-k_3-k_5} (\ln |x|)^{k_4+k_6+1}\right).
\]
where
\[
\theta = \frac{[a_{ij}(\infty)]^{-\frac{1}{2}} x}{(x^T [a_{ij}(\infty)]^{-1} x)^{\frac{1}{2}}}.
\]

Proof As in Lemma 6.1 of [16], let \(Q := [a_{ij}(\infty)]^{\frac{1}{2}}\) and \(V(x) := v(Qx)\). Since trace is invariant under cyclic permutations,
\[
\Delta V(x) = (a_{ij}(\infty) - a_{ij}(Qx)) D_{ij} v(Qx) =: g(x)
\]
in \(Q^{-1}(\mathbb{R}^n \setminus B_1)\). By a direct computation,
\[
g = O_l(|x|^{-(k_3+k_5)} (\ln |x|)^{k_4+k_6}) \quad \text{and} \quad V = O(|x|^{2-k_3} (\ln |x|)^{k_4}).
\]
By Lemma 3, there exist constants \(c_{k,m}\) with \(k = k_3 - n, \ldots, k_1 - n - 1, m = 1, \ldots, m_k\) such that \(V\) has a decomposition of (68). The result follows immediately. \(\square\)

As an application, we state the following special case of Proposition 8.

Corollary 1 Let \(v\) be a classical solution of (52) with \(v = O_l(|x|^{2-n})\) and
\[
a_{ij}(x) - a_{ij}(\infty) = O_l(|x|^{-n}) \quad \text{as} \ |x| \to +\infty
\]
for all \(l \in \mathbb{N}\) with some positive matrix \([a_{ij}(\infty)]\). Then there exist constants \(c_{k,m}\) with \(k = 0, 1, \ldots, n - 1, m = 1, \ldots, m_k\) such that
\[
v(x) = c_{0,1} (x^T [a_{ij}(\infty)]^{-1} x)^{\frac{2-n}{2}}
\]
\[ + \sum_{k=1}^{n-1} \sum_{m=1}^{m_k} c_{k,m} (x^T [a_{ij}(\infty)]^{-1} x)^{\frac{2-n-k}{2}} Y_m^{(k)}(\theta) \]
\[ + O_l(|x|^{2-2n} (\ln |x|)) \]

as \(|x| \to +\infty\) for all \(l \in \mathbb{N}\), where \(\theta\) is as in (69).

### 3.2 Asymptotic Expansion of General Classical Solutions

In this subsection, we analyze the linearized equation of (10) by the asymptotic expansion of linear elliptic equations in Sect. 3.1 to prove Theorem 2.

**Lemma 4** Let \(u \in C^2(\mathbb{R}^n \setminus \mathbb{B}_1)\) be a classical solution of (10) with smooth \(F\). Suppose \(u\) satisfies (11) for all \(l \in \mathbb{N}\) for some \(\gamma \in \mathbb{R}, \beta \in \mathbb{R}^n\) and \(A \in \text{Sym}(n)\) satisfying \(DF(A) > 0\) and \(F(A) = C_0\). Then there exist constants \(c_{k,m}\) with \(k = 0, 1, \ldots, n-1, m = 1, \ldots, m_k\) such that

\[
u(x) = \left(\frac{1}{2} x^T Ax + \beta \cdot x + \gamma \right) - \left(c_0 (x^T (DF(A))^{-1} x)^{\frac{2-n}{2}} + \sum_{k=1}^{n-1} c_k(\theta)(x^T (DF(A))^{-1} x)^{\frac{2-n-k}{2}} \right) = O_l(|x|^{2-2n} (\ln |x|)) \quad (70)\]

for all \(l \in \mathbb{N}\), where

\[
c_k(\theta) = \sum_{m=1}^{m_k} c_{k,m} Y_m^{(k)}(\theta) \in \mathcal{H}_k^n \quad \text{and} \quad \theta = \frac{(DF(A))^{-\frac{1}{2}} x}{(x^T (DF(A))^{-1} x)^{\frac{1}{2}}} \quad (71)\]

**Proof** Since \(DF(A) > 0\), we may assume that \(F\) is uniformly elliptic, otherwise we consider \(\tilde{u}(x) := R^{-2} u(Rx)\) with sufficiently large \(R\) such that \(F(D^2 \tilde{u}) = C_0\) is uniformly elliptic in \(\mathbb{R}^n \setminus \mathbb{B}_1\). By interior regularity as in Lemma 17.16 of [16], \(u\) is smooth in \(\mathbb{R}^n \setminus \mathbb{B}_1\). Let

\[
v(x) := u(x) - \left(\frac{1}{2} x^T Ax + \beta \cdot x + \gamma \right), \quad x \in \mathbb{R}^n \setminus \mathbb{B}_1. \quad (72)\]

By a direct computation, \(v\) satisfies

\[
a_{ij}(x) D_{ij} v := \int_0^1 D_{M_{ij}} F \left( tD^2 v + A \right) \, dt \cdot D_{ij} v = 0 \quad \text{in} \quad \mathbb{R}^n \setminus \mathbb{B}_1.\]

By (11), \(v = O_l(|x|^{2-n})\) and

\[
|a_{ij}(x) - D_{M_{ij}} F(A)| \leq C |D^2 v(x)| = O(|x|^{-n}) \quad \text{as} \quad |x| \to +\infty.
\]
Expansion (70) follows immediately from Corollary 1. □

We finish this section by proving (11) under conditions as in Theorem 2, then Theorem 2 follows from Lemma 4. Since the cases in (i) and (v), (11) is proved in [4] and [28], respectively, here we only prove for cases (ii)–(iv).

By interior regularity of fully nonlinear equations, see, for instance, Lemma 17.16 of [16], \( u \in C^\infty(\mathbb{R}^n \setminus \overline{B}_1) \). By extension theorem as Theorem 6.10 of [12], we extend \( u|_{\mathbb{R}^n \setminus B_2} \) to \( \mathbb{R}^n \) smoothly such that conditions (ii) and (iii) hold on entire \( \mathbb{R}^n \).

**Proof of Theorem 2.**(ii) Let

\[
\bar{u}(x) := u(x) + \frac{a + b}{2}|x|^2,
\]

then

\[
D^2 \bar{u} = D^2 u + (a + b)I > 2bI \quad \text{in} \ \mathbb{R}^n.
\]

Let \((\bar{x}, \bar{v})\) be the Legendre transform of \((x, u)\), i.e.,

\[
\begin{align*}
\bar{x} &:= D\bar{u}(x) = Du(x) + (a + b)x, \\
D\bar{x}v(\bar{x}) &:= x
\end{align*}
\]

and we have

\[
D^2 \bar{v}(\bar{x}) = \left(D^2 \bar{u}(x)\right)^{-1} = \left(D^2 u(x) + (a + b)I\right)^{-1} < \frac{1}{2b} I.
\]

Let

\[
\tilde{u}(\tilde{x}) := \frac{1}{2}|\tilde{x}|^2 - 2b v(\tilde{x}). \tag{73}
\]

By a direct computation,

\[
\tilde{\lambda}_i \left(D^2 \tilde{u}\right) = 1 - 2b \cdot \frac{1}{\lambda_i + a + b} = \frac{\lambda_i + a - b}{\lambda_i + a + b} \in (0, 1). \tag{74}
\]

Thus \( \tilde{u}(\tilde{x}) \) satisfies the following Monge–Ampère type equation

\[
\bar{F}(\bar{\lambda}(D^2 \tilde{u})) := \sum_{i=1}^{n} \ln \tilde{\lambda}_i = \frac{2b}{\sqrt{a^2 + 1}} C_0, \quad \text{in} \ \mathbb{R}^n \setminus \bar{\Omega}, \tag{75}
\]

for some bounded set \( \bar{\Omega} = D\bar{u}(B_2) = Du(B_2) + (a + b)B_2 \).

Moreover, for any \( x \in \mathbb{R}^n \), \( \tilde{x} = D\bar{u}(x) \),

\[
|\tilde{x} - \tilde{0}| = |Du(x) - Du(0) + (a + b)x| > 2b|x|.
\]
Hence by triangle inequality,
\[ |\tilde{x}| \geq -|\tilde{0}| + |\tilde{x} - \tilde{0}| > -|\tilde{0}| + 2b|x|. \tag{76} \]

Especially,
\[ \lim_{|x| \to \infty} |\tilde{x}| = \infty. \tag{77} \]

By (74), \( \ln \tilde{\lambda}_i(D^2\tilde{u}) \leq 0 \) for all \( i = 1, \ldots, n \). By (5),
\[ \ln \tilde{\lambda}_i = \ln \frac{\lambda_i + a - b}{\lambda_i + a + b} \geq \ln C', \quad \forall i = 1, \ldots, n, \quad \text{where} \quad C' = \exp \left( \frac{2b}{\sqrt{a^2 + 1}} C_0 \right). \]

Thus \( \tilde{\lambda}_i \geq C' > 0 \) and
\[ \lambda_i \geq \frac{2b}{1 - C'} - a - b = -a + b + \frac{C'}{1 - C'} 2b =: -a + b + \delta. \tag{78} \]

By a direct computation, \( \frac{\partial^2 \tilde{F}}{\partial \tilde{\lambda}_i} (\tilde{\lambda}) = \frac{1}{\lambda_i} \) has both positive lower and upper bound, \( \frac{\partial^2 \tilde{F}}{\partial \tilde{\lambda}_i^2} (\tilde{\lambda}) = -\frac{1}{\lambda_i^2} < 0 \). Hence Eq. (75) is uniformly elliptic and concave. By Theorem 2.1 of [28], there exists \( \tilde{A} \in \text{Sym}(n) \) satisfying
\[ \tilde{F}(\lambda(\tilde{A})) = \ln C', \quad \lambda_i(\tilde{A}) \in [C', 1], \]

such that
\[ \lim_{|\tilde{x}| \to +\infty} D^2\tilde{u}(\tilde{x}) = \tilde{A}. \tag{79} \]

By the property of Legendre transform,
\[ D^2\tilde{u}(\tilde{x}) = I - 2b(D^2u(x) + (a + b)I)^{-1}, \quad \text{and} \quad \tilde{x} = Du(x) + (a + b)x. \]

Now we prove that all the eigenvalues \( \lambda_i(\tilde{A}) \) are strictly less than 1, which implies \( I - \tilde{A} \) is an invertible matrix. By contradiction and rotating the \( \tilde{x} \)-space to make \( \tilde{A} \) diagonal, we suppose that \( \tilde{A}_{11} = 1 \). Then by the asymptotic behavior of \( D\tilde{u} \) from Theorem 2.1 of [28] and hence \( Dv \), there exists \( \tilde{\beta}_1 \in \mathbb{R} \) such that
\[ D_1 v = \tilde{\beta}_1 + O(|\tilde{x}|^{1-n}) \]
as \( |\tilde{x}| \to \infty \). Thus by the definition of Legendre transform (73) and (76),
\[ x_1 = D_1 v(\tilde{x}) = \tilde{\beta}_1 + O \left( |\tilde{x}|^{1-n} \right) \tag{80} \]
as $|\tilde{x}| \to \infty$. By (77), (80) also implies that $\mathbb{R}^n \setminus B_2$ is bounded in the $x_1$-direction, hence a contradiction. Thus $\lambda_i(\tilde{A}) < 1$ strictly for every $i = 1, \ldots, n$. Hereinafter we will state similar argument as “strip argument” for short, which is also used in Sect. 3.1 of [28].

By (76) and (79),

$$\lim_{|x| \to +\infty} D^2 u(x) = \frac{1}{2b} (I - \tilde{A})^{-1} - (a + b)I,$$

which is a bounded matrix. Together with $u \in C^2(\mathbb{R}^n)$, there exists a constant $M$ such that

$$D^2 u(x) \leq M \quad \forall x \in \mathbb{R}^n.$$

By (78), for $\lambda_i \in [-a + b + \delta, M]$ with $\delta > 0$,

$$\frac{\partial F_\tau}{\partial \lambda_i}(\lambda) = \frac{\lambda_i + a + b}{\lambda_i + a - b} \cdot \frac{2b}{(\lambda_i + a + b)^2} = \frac{2b}{(\lambda_i + a)^2 - b^2} \in \left[ \frac{2b}{(M + a)^2 - b^2}, \frac{2b}{(b + \delta)^2 - b^2} \right],$$

and

$$\frac{\partial^2 F_\tau}{\partial \lambda_i^2}(\lambda) = -\frac{4b (\lambda_i + a)}{[(\lambda_i + a)^2 - b^2]^2} < 0.$$

Thus $F_\tau$ in (5) is uniformly elliptic and concave under condition (ii) and the result follows from Theorem 2.1 of [28].

Proof of Theorem 2.(iii) Let

$$\bar{U}(x) := u(x) + \frac{1}{2} |x|^2,$$

then $D^2 \bar{U} > 0$ in $\mathbb{R}^n$. Let $(\tilde{x}, \tilde{u})$ be the Legendre transform of $(x, \bar{U})$, i.e.,

$$\begin{cases} \tilde{x} := D\bar{U}(x) = Du(x) + x \\ D\tilde{x}\tilde{u}(\tilde{x}) := x \end{cases},$$

and we have

$$D^2_{\tilde{x}}\tilde{u}(\tilde{x}) = (D^2 \bar{U}(x))^{-1}.$$

Thus $\tilde{u}(\tilde{x})$ satisfies

$$-\Delta \tilde{u} = \frac{\sqrt{2} C_0}{2} \quad \text{in} \quad \mathbb{R}^n \setminus \tilde{\Omega},$$

Springer
where $\tilde{\Omega} = D\tilde{U}(B_2) = Du(B_2) + B_2$. Since $D^2\tilde{U} > 0$,

$$\frac{\sqrt{2}}{\lambda_i(D^2u) + 1} = \sum_{j \neq i} \frac{-\sqrt{2}}{\lambda_j(D^2u) + 1} - C_0 < -C_0$$

for all $i = 1, \ldots, n$. Hence

$$D^2\tilde{u}(\tilde{x}) = (D^2u(x) + I)^{-1} \leq \frac{-C_0}{\sqrt{2}}I.$$ 

Thus $D^2\tilde{u}(\tilde{x})$ is positive and bounded. By Theorem 2.1 of [28], the limit of $D^2V(\tilde{x})$ exists as $|\tilde{x}| \to \infty$.

As in the proof of Theorem 2.(ii), the limit of $D^2u(x)$ as $|x| \to \infty$ also exists by strip argument (80). Hence $D^2u$ is also bounded from above. Hence $F_\tau$ is uniformly elliptic and concave with respect to the sets of solution and the result follows from Theorem 2.1 of [28].

\[ \square \]

**Proof of Theorem 2.(iv)** By a direct computation (see, for instance, [21,31]), if $\lambda_i > -a - b$, for all $i = 1, 2, \ldots, n$, then

$$\sum_{i=1}^n \arctan \frac{\lambda_i + a - b}{\lambda_i + a + b} = \sum_{i=1}^n \arctan \left( \frac{\lambda_i + a}{b} \right) - \frac{n\pi}{4}.$$ 

Let

$$v(x) := \frac{u(x)}{b} + \frac{a}{2b} |x|^2.$$ 

By a direct computation,

$$\sum_{i=1}^n \arctan \lambda_i(D^2v) = \frac{b}{\sqrt{a^2 + 1}}C_0 + \frac{n\pi}{4}$$

in $\mathbb{R}^n \setminus B_2$. When (6) holds, $D^2v$ satisfies (3). When (7) holds, we have $\left| \frac{bC_0}{\sqrt{a^2 + 1}} + \frac{n\pi}{4} \right| > \frac{n^2-2\pi}{2}$. By Theorems 1.1 and 1.2 of [28], there exist $\bar{y} \in \mathbb{R}$, $\bar{\beta} \in \mathbb{R}^n$, $\bar{A} \in \text{Sym}(n)$ and $\bar{A} \geq 0$ or $\bar{A} > -\infty$, respectively, such that (11) holds for $v$. The result follows immediately by the definition of $v$. 

\[ \square \]

**Acknowledgements** Supported in part by National Natural Science Foundation of China (Grant Nos. 11871102 and 11631002).
References

1. Bao, J., Chen, J., Guan, B., Ji, M.: Liouville property and regularity of a Hessian quotient equation. Am. J. Math. 125(2), 301–316 (2003)
2. Bao, J., Li, H., Zhang, L.: Monge–Ampère equation on exterior domains. Calc. Var. Partial Differ. Equ. 52(1–2), 39–63 (2015). https://doi.org/10.1007/s00526-013-0704-7
3. Caffarelli, L.A.: Interior $W^{2, p}$ estimates for solutions of the Monge–Ampère equation. Ann. Math. (2) 131(1), 135–150 (1990). https://doi.org/10.2307/1971510
4. Caffarelli, L.A., Li, Y.: An extension to a theorem of Jörgens, Calabi, and Pogorelov. Commun. Pure Appl. Math. 56(5), 549–583 (2003). https://doi.org/10.1002/cpa.10067
5. Caffarelli, L.A., Gidas, B., Spruck, J.: Asymptotic symmetry and local behavior of semilinear elliptic equations with critical Sobolev growth. Commun. Pure Appl. Math. 42(3), 271–297 (1989). https://doi.org/10.1002/cpa.3160420304
6. Calabi, E.: Improper affine hyperspheres of convex type and a generalization of a theorem by K. Jörgens. Michigan Math. J. 5, 105–126 (1958)
7. Chen, C.-C., Lin, C.-S.: Local behavior of singular positive solutions of semilinear elliptic equations with Sobolev exponent. Duke Math. J. 78(2), 315–334 (1995). https://doi.org/10.1215/S0012-7094-95-07814-4
8. Chen, C.-C., Lin, C.-S.: Estimates of the conformal scalar curvature equation via the method of moving planes. Commun. Pure Appl. Math. 50(10), 971–1017 (1997). https://doi.org/10.1002/(SICI)1097-0312(199710)50:10<971::AID-CPA23.0.CO;2-D
9. Chen, S., Liu, Z.: Asymptotic behavior of positive solutions of some nonlinear elliptic equations on cylinders. (2020). arXiv:2010.04932 [math.AP]
10. Cheng, S.Y., Yau, S.-T.: Complete affine hypersurfaces. I. The completeness of affine metrics. Commun. Pure Appl. Math. 39(6), 839–866 (1986). https://doi.org/10.1002/cpa.3160390606
11. Du, S.-Z.: Necessary and sufficient conditions to Bernstein theorem of a Hessian equation. (2021). arXiv:2106.06211 [math.AP]
12. Evans, L.C., Gariepy, R.F.: Measure Theory and Fine Properties of Functions, Revised edn. Textbooks in Mathematics, p. 299. CRC Press, Boca Raton, FL (2015)
13. Ferrer, L., Martínez, A., Milán, F.: An extension of a theorem by K. Jörgens and a maximum principle at infinity for parabolic affine spheres. Math. Z. 230(3), 471–486 (1999). https://doi.org/10.1007/BF00004700
14. Flanders, H.: On certain functions with positive definite Hessian. Ann. Math. 2(71), 153–156 (1960). https://doi.org/10.2307/1969882
15. Gilbarg, D., Serrin, J.: On isolated singularities of solutions of second order elliptic differential equations. J. Anal. Math. 4, 309–340 (1955/1956). https://doi.org/10.1007/BF02787726
16. Gilbarg, D., Trudinger, N.S.: Elliptic Partial Differential Equations of Second Order. Classics in Mathematics, p. 517. Springer, (2001). Reprint of the 1998 edition
17. Günther, M.: Conformal normal coordinates. Ann. Glob. Anal. Geom. 11(2), 173–184 (1993). https://doi.org/10.1007/BF00773455
18. Han, Z.-C., Li, Y., Teixeira, E.V.: Asymptotic behavior of solutions to the $\sigma_k$-Yamabe equation near isolated singularities. Invent. Math. 182(3), 635–684 (2010). https://doi.org/10.1007/s00222-010-0274-7
19. Han, Q., Li, X., Li, Y.: Asymptotic expansions of solutions of the Yamabe equation near isolated singular points. Commun. Pure Appl. Math. 74(9), 1915–1970 (2021)
20. Hong, G.: A remark on Monge–Ampère equation over exterior domains. (2020) arXiv:2007.12479 [math.AP]
21. Huang, R., Ou, Q., Wang, W.: On the entire self-shrinking solutions to Lagrangian mean curvature flow II. (2019) arXiv:1904.07713 [math.DG]
22. Jörgens, K.: Über die Lösungen der Differentialgleichung $rt - s^2 = 1$. Math. Ann. 127, 130–134 (1947). https://doi.org/10.1007/BF01361114
23. Jost, J., Xin, Y.L.: Some aspects of the global geometry of entire space-like submanifolds. Results Math. 40, 233–245 (2001). https://doi.org/10.1007/BF03322708
24. Korevaar, N., Mazzeo, R., Pacard, F., Schoen, R.: Refined asymptotics for constant scalar curvature metrics with isolated singularities. Invent. Math. 135(2), 233–272 (1999)
25. Li, Y.: Conformally invariant fully nonlinear elliptic equations and isolated singularities. J. Funct. Anal. 233(2), 380–425 (2006). https://doi.org/10.1016/j.jfa.2005.08.009
26. Li, Y., Bao, J.: Local behavior of solutions to fractional Hardy–Hénon equations with isolated singularity. Ann. Mat. Pura Appl. (4) 198(1), 41–59 (2019). https://doi.org/10.1007/s10231-018-0761-9

27. Li, Y., Zhang, L.: Liouville-type theorems and Harnack-type inequalities for semilinear elliptic equations. J. Anal. Math. 90, 27–87 (2003). https://doi.org/10.1007/BF02786551

28. Li, D., Li, Z., Yuan, Y.: A Bernstein problem for special Lagrangian equations in exterior domains. Adv. Math. 361, 106927–29 (2020). https://doi.org/10.1016/j.aim.2019.106927

29. Marques, F.C.: Isolated singularities of solutions to the Yamabe equation. Calc. Var. Partial Differ. Equ. 32(3), 349–371 (2008). https://doi.org/10.1007/s00526-007-0144-3

30. Pogorelov, A.V.: On the improper convex affine hyperspheres. Geom. Dedicata. 1(1), 33–46 (1972). https://doi.org/10.1007/BF00147379

31. Warren, M.: Calibrations associated to Monge-Ampère equations. Trans. Am. Math. Soc. 362(8), 3947–3962 (2010). https://doi.org/10.1090/S0002-9947-10-05109-3

32. Xiong, J., Zhang, L.: Isolated singularities of solutions to the Yamabe equation in dimension 6. Int. Math. Res. Notices (2021). https://doi.org/10.1093/imrn/rnab090

33. Yuan, Y.: A Bernstein problem for special Lagrangian equations. Invent. Math. 150(1), 117–125 (2002). https://doi.org/10.1007/s00222-002-0232-0

34. Yuan, Y.: Global solutions to special Lagrangian equations. Proc. Am. Math. Soc. 134(5), 1355–1358 (2006). https://doi.org/10.1090/S0002-9939-05-08081-0

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.