Forecasting systemic transitions in high dimensional stochastic complex systems
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Abstract. We briefly describe a new procedure to monitor and forecast transitions occurring in high dimensional complex systems. The method is illustrated by applications to two model systems: firstly to the Tangled Nature Model of evolutionary ecology and secondly to a stochastic replicator system. The quasi-stable configurations of the stochastic dynamics are taken as input for a stability analysis of the deterministic mean field approximation of the dynamics. We demonstrate that the largest overlap between the observed configuration and the unstable eigendirections serves as a precursor that allows us to forecast transitions with an efficiency of about 80% even if we only know the couplings matrix describing the dynamics to with 10% accuracy.

1. Introduction
Many types of complex systems are prone to sudden transitions that are challenging to forecast[1]. High dimensional complex systems both physical and biological exhibit intermittent dynamical evolution consisting of stretches of relatively little change interrupted by often sudden and dramatic transitions to a new meta-stable configurations[1, 2].

These transitions may change the state of the affairs in dramatic ways, think for instance of ecological catastrophes or crashes in financial markets. Forecasting could help to alleviate the consequences. Different types of complex systems will have different types of dynamics and each type may very well need specific types of analysis. Scheffer and collaborators have developed a method pertinent to systems in which the transition takes the form as a bifurcation captured by a robust macroscopic variable[2].

We describe an alternative scenario, suggested recently in [3], in which the transitions are induced by intrinsic fluctuations at the microscopic level of the individual components. Our approach is relevant to systems in which the dynamics creates new hitherto components that can perturb the existing order. One may think of a new and more virulent virus being created through a mutation of an existing strain (e.g. the SARS virus in 2003), or a new economic agent arriving in the market (e.g. the dot-com bubble in 1997-2000).

We exemplify the methodology by applications to to two models: (1) The Tangled Nature (TaNa) model of evolutionary ecology[4]. This model has had considerable success in reproducing both macro-evolutionary aspects such as the intermittent mode of extinctions[5] and ecological aspects such as species abundance distributions[6] and species area laws[7]. (2) A high dimensional replicator with a stochastic element of mutation[8, 9].
We recall that the stochastic replicator system is an example of the generic Langevin approach is a generic way to including a stochastic element to otherwise deterministic dynamics, see e.g. [10] and that the deterministic version of the replicator dynamics used routinely in a large variety of applications, not least because of its relation to game theory[11, 12]. This makes us hopeful that successful application of our method to the stochastic replicator indicates a broad relevance of the way we identify and analyse precursors of endogenous transitions.

2. Methodology

The procedure consists in a stability analysis of a deterministic approximation of the dynamics. If the time evolution consists of a set of stochastic processes (as they do for the Tangled Nature model, see below) a mean filed dynamics will have to be established. In the case of Langevin dynamics one simply needs to eliminate the stochastic part of the dynamics (this is the situation for the stochastic replicator system).

We define a state vector \( \vec{n}(t) = (n_1(t), \ldots, n_d(t)) \) and consider deterministic dynamics of the form

\[
\vec{n}(t+1) - \vec{n}(t) \simeq \mathbf{T}(\vec{n}(t))\vec{n}(t)
\]

(1)

where the matrix \( \mathbf{T} \) is given by the mean field evolution matrix of derived from the stochastic dynamics.

For intermittent dynamics Eq. (10) will support periods during which little change occur from time step to time step. I.e. \( \vec{n}(t+1) \simeq \vec{n}(t) \simeq \vec{n}^* \). This corresponds to configurations for which the right hand side of eq.(10) will essentially be zero. These are to a good approximation the fixed point configurations of our dynamical system. Since we are interested in very high dimensional systems, it is typically impossible to solve \( \mathbf{T}(\vec{n}(t))\vec{n}(t) = 0 \). Instead we use as an approximation the observed metastable state during which \( \vec{n}(t+1) \simeq \vec{n}(t) \). We do a local time average of the observed state and denote this average by \( \vec{n}^* \). We then linearise the dynamics around this observed state by expressing the configuration vector as \( \vec{n}(t) = \vec{n}^* + \delta\vec{n}(t) \)

\[
\delta\vec{n}(t+1) - \delta\vec{n}(t) = \left( \mathbf{\tau}(\vec{n}^*) + \partial_{\vec{n}}\mathbf{T}(\vec{n}^*)\vec{n}^* \right) \delta\vec{n}(t)
\]

(2)

\[
= \mathbf{M}(\vec{n}^*) \cdot \delta\vec{n}
\]

and extract the stability matrix \( \mathbf{M}(\vec{n}^*) \)

\[
\mathbf{M}(\vec{n}^*) = \left( \mathbf{\tau}(\vec{n}^*) + \partial_{\vec{n}}\mathbf{T}(\vec{n}^*)\vec{n}^* \right)
\]

(3)

As usual the stability of the dynamics near \( \vec{n}^* \) is determined to linear order by the nature of the eigenvalues of \( \mathbf{M}(\vec{n}^*) \). We know that the eigenvectors or generalised eigenvectors (in case of a non diagonalizable Jacobian) \( \vec{e}_\lambda \) associated with \( \lambda \) with \( \text{Re}(\lambda) > 0 \) indicate unstable directions. These can be identified with toxic components \( n_i \) of the configuration vector.

A sudden growth of these components would indicate the approach of a transition. We now use as a quantitative precursor of transitions

\[
Q(t) = \max_{\lambda \in \text{Sp}^+(\mathbf{M}[\vec{n}^*])} |\langle \delta\vec{n}(t), \vec{e}_\lambda \rangle|.
\]

(4)

Here \( \langle \delta\vec{n}(t), \vec{e}_\lambda \rangle \) estimates the time evolution (over one time unit) of the overlap between the deviation away from the metastable state and the eigendirection \( \vec{e}_\lambda \). \( Q(t) \) is then the maximal overlap between this forward propagated deviation and the unstable eigendirections.
3. Applications to two models

3.1. The Tangled Nature Model

The dynamical entities of the TaNa model consist of agents represented by a sequence of binary variables with fixed length $L$ [13], denoted as, where. We denote by $n(S^a, t)$ the number of agents of type $S^a$ at time $t$ and the total population is $N(t) = \sum_{a=1}^{2^L} n(S^a, t)$. A time step is defined as a succession of one annihilation and of one reproduction attempt. Annihilation consists of choosing an agent at random with uniform probability and remove the agent with probability $p_{kill}$, taken to be constant in time and independent on the type. Reproduction: choose with uniform probability an agent, $S^a$, at random and duplicate the agent (and remove the mother) with probability:

$$p_{off}(S^a, t) = \frac{\exp(H(S^a, t))}{1 + \exp(H(S^a, t))}$$

which depends on the occupancy distribution of all the types at time $t$ through the weight function:

$$H(S^a, t) = k \frac{N(t)}{N(t)} \sum_b J(S^a, S^b) n_b(t) - \mu N(t) \quad (5)$$

In Eq. (5), the first term couples the agent $S^a$ to one of type $S^b$ by introducing the interaction strength $J(S^a, S^b)$, whose values are randomly distributed in the interval $[-1, +1]$. For simplification and to emphasize interactions we here assume: $J(S^a, S^a) = 0$. The parameter $k$ scales the interactions strength and $\mu$ can be thought of as the carrying capacity of the environment. An increase (decrease) in $\mu$ corresponds to harsher (more favourable) external conditions.

Mutations occur in the following way: For each of the two copies $S^{a1}$ and $S^{a2}$, a single mutation changes the sign of one of the genes: $S^{a1}_i \rightarrow -S^{a1}_i$, $S^{a2}_i \rightarrow -S^{a2}_i$ with probability $p_{mut}$. We define a generation to consist of $N(t)/p_{kill}$ time steps, i.e. the average time needed to kill all the individuals at time $t$. These microscopic rules generate intermittent macro dynamics[5] as shown in Fig. 1.

**Figure 1.** Left Panel: total population as a function of time (in generations) for a single realization of the TaNa. The punctuated dynamics is clearly visible: quasi-stable periods alternate with periods of hectic transitions, during which $N(t)$ exhibits large amplitude fluctuations. Right panel: occupancy distribution of the types. The genotypes are labelled arbitrarily and a blue (white) dot indicates a type which is (non) occupied at the time $t$. The lines therefore represent fit core species that form the qESS, while the dots are the cloud of unfit species that are populated by mutations but rapidly go extinct.

3.1.1. Mean Field Description

In this model the state vector $\vec{n}(t) = (n_1(t), \ldots, n_d(t))$ tells us how many individuals of each species are present at time $t$, therefore $n_i(t) \in \mathbb{N}$. The microscopic
The dynamics of the TaNa model is fully stochastic: reproduction, mutations and deaths. The average of this dynamics leads [3, 14] to a mean field evolution matrix given by

\[ T_{ij} = \left( \alpha p_j^{\text{off}}(t) - p_j^{\text{kill}} \right) \delta_{ij} + p_j^{\text{off}} \cdot p_j^{\text{mut}} \cdot (1 - \delta_{ij}). \]  

(6)

where \( \alpha = (2p_0 - 1) \), the corresponding stability matrix of the linearized dynamics is

\[ M_{ij} = \left( \alpha p_j^{\text{off}} - p_j^{\text{kill}} \right) \delta_{ij} + 2 \left( 1 - \delta_{ij} \right) p_j^{\text{off}} p_j^{\text{mut}} \cdot \frac{\partial p_k^{\text{off}}}{\partial n_j} n^*_k, \]

(7)

from which we can determine the stability spectrum and compute the indicator \( Q(t) \) by use of Eq. (4).

3.2. The Stochastic Replicator System

Describes a large number of agents involved in games and applying different strategies [12]. We consider a version in which strategies are removed from the system if the frequency with which appear are too low. We also include a stochastic element, which describes players that change their strategy [9].

The instantaneous state of the system is given by a configuration vector \( \vec{n} \), which contains the frequency (hence \( n_i \in [0, 1] \)) of each possible strategy. There a total of \( d \) possible strategies. Each strategy is related to the other strategies by a set of payoffs, or interactions.

The deterministic part of the time evolution is done by first computing the fitness, \( h_i(t) = \sum_j J_{ij} n_j(t) \) of each active strategy and compare it with the average fitness \( \bar{h}(t) = \sum_{ij} J_{ij} n_i(t) n_j(t) \). Each frequency is updated according to

\[ n_i(t+1) = n_i(t) + \left( \sum_j J_{ij} n_j(t) - \sum_{ij} J_{ij} n_i(t) n_j(t) \right) \cdot n_i(t) \]  

(8)

The stochastic part of the dynamics is implemented in the following way. With probability \( p^{\text{mut}} \) a strategy number \( i \) mutates into another one. In this process a fraction \( a^{\text{mut}} \) of the frequency of that strategy is moved to a strategy with a label chosen from the normal distribution \( N(n_i(t), \sigma) \) centred on label \( i \) with variance \( \sigma \). The closer the labels of two strategies the more likely it is for one to mutate into the other.

Should a frequency become smaller than an extinction threshold \( n_i(t) < n^{\text{ext}} \) it is remove \( n_i(t+1) = 0 \). After an extinction event the system is renormalized in order to respect the condition \( \sum_i n_i(t) = 1 \).

We show in Fig.(2) and example of the complex macroscopic dynamics generated by these dynamical rules.

3.2.1. Mean Field Description

The mean field evolution equation obtained by averaging over the stochastic mutations and keeping in mind that strategies may go extinct takes the form

\[ n_i(t+1) \simeq n_i(t) + \left( \sum_j J_{ij} n_j(t) - \sum_{ij} J_{ij} n_i(t) n_j(t) \right) \cdot n_i(t) \]
Figure 2. Left panel: We present once again the occupation plot. This is done exactly like in the Tangled Nature’s case. The blue lines represent strategies, typically very fit, that are consistently in the system. The blue dots are strategies populated by mutations, that quickly go extinct. Populating a new fit strategy usually indicates the arrival of a transition ( label 50 around $t = 1500$ ) Right panel: Each colour is associated with a different strategy, and indicates the frequency of players that are using it. We can clearly see how the system jumps from one configuration to the other.

\[-\alpha_{\text{mut}}^\text{mut} \cdot n_i(t) + \frac{\alpha_{\text{mut}}^\text{mut} n_j(t) p_{j\rightarrow i}}{N_a(t)} \sum_j \alpha_{\text{mut}}^\text{mut} n_j(t) p_{j\rightarrow i} \tag{9}\]

where $p_{j\rightarrow i} = \frac{\exp(-\frac{\|i-j\|^2}{2\sigma^2})}{\sqrt{2\pi\sigma^2}}$ follows the normal distribution. We can express Eq.(9), in compact form as

\[n_i(t + 1) - n_i(t) \approx \sum_j T_{ij} n_j(t) \tag{10}\]

where

\[T_{ij} = \left( \sum_j J_{ij} n_j(t) - \sum_{ij} J_{ij} n_i(t) n_j(t) - \alpha_{\text{mut}} \right) \cdot \delta_{ij} - \alpha_{\text{mut}} \cdot \frac{(1 - \delta_{ij})}{2L - 1} \]

The corresponding linear stability matrix takes the form

\[M_{ij} = T_{ij}(\vec{n}) + \begin{bmatrix} J_{ij} - \sum_k (J_{ik} + J_{ki}) \vec{n}_k \end{bmatrix} \vec{n}_i \tag{12}\]
Figure 3. We show the behaviour of our stability indicator $Q(t)$, in both the Replicator Model (Left Panel) and the Tangled Nature (Right Panel). We compare $Q$’s behaviour (blue curve ) both to the displacement’s $\delta n(t)$ (red curve) behaviour and the occupation plot. We can see how in both models the $Q(t)$ peaks only before the transition, while it doesn’t feel the previous fluctuations.

4. Results
We now present how the indicator defined in Eq. (4) behaves as function of time for the two models. A comparison between the temporal evolution of $Q(t)$ and the deviation between the meta-stable configuration and the instantaneous state

$$\|\delta \vec{n}(t)\| = \|\vec{n}(t) - \vec{n}_{stoc}\|$$

is given in Fig.(3). We see that $Q(t)$ is not sensible to the stochastic fluctuations of that happen during the qESS, but peaks only just before the transition actually occurs. This suggests that the $Q(t)$ correctly distinguishes between harmless fluctuations, that happen in the stable subspace, and the dangerous ones that are capable to push the system out of its configuration. As one can see from Fig.(3) the $Q(t)$ starts peaking while the $\delta n(t)$ is stil in its characteristic values. This happens several steps before the transition occurs, proving the forecasting power of the variable.

A more systematic analysis is shown in Fig.(4) where we investigate the behaviour of the the indicator $Q(t)$ and $\delta n(t)$ indicator just before the transition, on 10000 transitions for each model. As we can see far from the transition ($t=20$ ) most of the $Q(t)$ are close to zero, but approaching the transition ($t = 0$ ) the average values of $Q(t)$ start increasing while the $\delta n(t)$ stays more or less constant.

As one can clearly see in Fig.(4) some of the transitions are not predicted by our method. This means, in these missed transitions, that the system is driven out of its configuration by a perturbation parallel to what we consider the the stable subspace; for details see [3].

5. Conclusion
We have presented a procedure for forecasting the approach of systemic transitions in which stochastic dynamics is combined with mean field stability analysis about the “observed” configuration at a given time. The crux of the method is to include in the analysis new mutants or new strategies which originates from the existing agents but are distinct from them. We believe that our method can be applied to the dynamics of many real complex systems such as ecosystems and the financial market. The crucial point will be to carefully monitoring what happens at the perimeter of the extant agents.
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