Effective chiral Lagrangians for new vector bosons to $\mathcal{O}(p^4)$ order
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If the SM Higgs boson does not exist, electroweak symmetry breaking may be realized via a strong interaction with a typical scale $\Lambda > 1$ TeV. Resonances from the strong sector may help to unitarize $WW$ scattering, which becomes strong in the absence of an Higgs field, and could be detected at the LHC.

In this paper we describe such a scenario, in the minimal case in which only one new vector resonance is present, via a chiral $SU(2) \otimes SU(2)/SU(2)$ lagrangian also including all possible invariant terms up to $\mathcal{O}(p^4)$ order (assuming a parity symmetry in the strong sector). The $\mathcal{O}(p^4)$ invariants are not usually taken into account in similar studies in the literature; however, they have been shown to be potentially important, at least, to reconcile this kind of scheme with electroweak precision tests. Here we use the $\mathcal{O}(p^4)$ lagrangian to study the scattering amplitudes for the $\pi\pi$ sector, investigating the partial wave unitarity properties of the model and its cut-off energy scale. We obtain constraints on the parameter space and compare our result to the one obtained with just the $\mathcal{O}(p^2)$ lagrangian, finding that the contribution of the new operators is indeed significant.
I. INTRODUCTION

One of the main purposes of the LHC is the understanding of the mechanism behind electroweak symmetry breaking. Finding an SM-like Higgs boson would not provide a complete answer to this question, since the Higgs mechanism, as implemented in the SM, suffers from the well-known hierarchy problem: the Higgs boson mass parameter, and thus the electroweak scale, is unstable against quantum corrections. So, if the Higgs is found, we will still need to understand what is the mechanism that stabilizes its mass.

On the other hand, the possibility that neither the SM Higgs nor any other scalar resonance with similar properties exist is still open. Higgsless models have long since been proposed as one possible realization of the broader scenario in which the electroweak symmetry breaking is brought about by a new strong interaction, which should reside somewhere around the 1 TeV scale. Building fully explicit models along these lines is not easy, since theories in the nonperturbative regime are notoriously difficult to treat. However, the properties of a possible new strong sector can be explored by using model-independent approaches; in particular, chiral Lagrangian techniques, already successfully used for low energy QCD [1–3], have also been applied to the study strong electroweak symmetry breaking [4–8].

In the SM without a Higgs boson, the scattering amplitudes of longitudinally polarized $W$ and $Z$ bosons typically violate unitarity around $\sim 1.7$ TeV [9]. The exchange of light Higgs bosons, however, cancels the unitarity-violating terms and ensures perturbativity of the theory up to high scales. By contrast, effective Higgsless models based on chiral Lagrangians are nonrenormalizable, and unitarity is necessarily violated at some cut-off scale. However, the exchange of resonances from the strong sector should help to mitigate the unitarity behaviour of the theory, postponing the violation scale with respected to the SM case.

A renewed interest in chiral Lagrangians has been stimulated by the discovery of theories in extra dimensions [10–13] which postulate a scale of extra dimensions related to the Fermi scale, and are related by the AdS/CFT correspondence [14–16] to strongly interacting theories in four dimensions. Gauge models formulated in five dimensions allow for new descriptions of electroweak breaking with the Higgs [17, 18] or without [19–21] making use of boundary conditions at the ends of the fifth dimension. In the latter case, it has been shown that the exchange of the heavier KK gauge bosons does indeed cancel the dominant unitarity-violating terms [19, 22–26], pushing the scale of unitarity violation forward in the
The five-dimensional models are closely related to, and have helped understand, the ones obtained via four-dimensional chiral models: effective low energy chiral Lagrangians in four dimensions can be obtained from extra-dimensional theories via the deconstruction technique \cite{27-35}, providing a correspondence at low energies between effective chiral Lagrangians with replicated 4D gauge symmetries \( G \) and theories with a 5D gauge symmetry \( G \) on a lattice. Simplest models of chiral Lagrangians with three or four sites have been studied by considering chiral effective Lagrangian to second order in the derivative expansion \cite{6-8,36-41}.

Loop corrections have been recently shown to be important for reconciling these schemes with electroweak precision data \cite{38,42,43}. Therefore it is necessary to develop chiral Lagrangians to fourth order in the derivative expansion since fourth order vertex operators in the effective Lagrangian a priori generate contributions which are of the same order of the one loop expansion terms. Some preliminary work in this direction can be found in \cite{44} while in a recent paper \cite{45} the general chiral Lagrangian for the composite Higgs model based on the \( SO(5)/SO(4) \) coset to \( O(p^4) \) has been considered.

In this work, we will obtain the \( O(p^4) \) chiral Lagrangian in the simplest effective Higgsless model, in which a single vector resonance from the strong sector is included. We will then use the result to evaluate high-energy \( W \) and \( Z \) scattering to study unitarity violation, and determine to which degree the single resonance can push up the cut-off scale of the model, putting special emphasis on the role of the new \( O(p^4) \) operators.

The outline of the paper is as follows. In Section II we briefly review the formalism of hidden gauge symmetry which we will use to include the new resonance. In sec. III we present the actual model, building its Lagrangian up to \( O(p^4) \). In Section IV we consider amplitudes for \( V_L^{SM} V_L^{SM} \) scattering (with \( V^{SM} = W, Z \)) and use them to obtain the unitarity limit as a function of the model parameter space. Conclusions and final comments are given in Section V. A short sketch of the proof for discovering the independent quadrilinear \( O(p^4) \) operators is performed in appendix A. Feynman rules relevant for \( V_L^{SM} V_L^{SM} \) scattering are given in appendix B.
II. THE HIDDEN GAUGE SYMMETRY FORMALISM

In this section we briefly review the hidden gauge symmetry approach which is one of the methods which are routinely used in the literature to include new vectors in non linear $\sigma$-models [46–50]. The Lagrangian for the model, which describes the low energy limit of a theory with a global symmetry $G$ spontaneously breaking to a subgroup $H$, is built by using the Maurer-Cartan form associated to a field variable $g$ which lives in an unitary matrix representation of $G$, that is $\omega_\mu(g) = g^\dagger \partial_\mu g$. The field $g$ transforms as

$$g(x) \rightarrow g_0 g(x) h(x), \quad g \in G, \ h \in H_{loc} \quad (1)$$

under the action of $G \otimes H_{loc}$, where $H_{loc}$ is a local copy of the subgroup $H$. The Maurer-Cartan form decomposes as

$$\omega_\mu = \omega_\mu^\parallel + \omega_\mu^\perp \quad (2)$$

where $\omega_\mu^\parallel$ is along the unbroken subgroup $H$ and $\omega_\mu^\perp$ along $G/H$, and transforms as

$$\omega_\mu^\parallel(g_0 g h) = h^\dagger \omega_\mu^\parallel(g) h + h^\dagger \partial_\mu h \quad \omega_\mu^\perp(g_0 g h) = h^\dagger \omega_\mu^\perp(g) h. \quad (3)$$

By introducing the generators $H_\rho$ of $\text{Lie}[H]$ and $X_i \in G/H$ with the usual normalization,

$$\text{Tr}[S_a S_b] = \frac{1}{2} \delta_{ab}, \quad S = H, X, \quad (4)$$

we get

$$\omega_\mu^\parallel(g) = 2 H_\rho \text{Tr}[H_\rho \omega_\mu(g)], \quad \omega_\mu^\perp(g) = 2 X_i \text{Tr}[X_i \omega_\mu(g)]. \quad (5)$$

The transformations (3) suggest the introduction of a gauge field $V_\mu$ transforming as

$$V_\mu \rightarrow h^\dagger V_\mu h + h^\dagger \partial_\mu h \quad (6)$$

so that the combinations $\omega^\perp$ and $\omega^\parallel - V$ both transform covariantly under $H$. For generic $G$ and $H$, the most general Lagrangian up to order $O(p^2)$ is then built as

$$\mathcal{L} = -f^2 \left[ I_1^{(2)} + \alpha I_2^{(2)} \right]$$

with

$$I_1^{(2)} = \text{Tr}[\omega^\perp]^2, \quad I_2^{(2)} = \text{Tr}[(\omega^\parallel - V)^2] \quad (7)$$

and $\alpha$ and $f$ arbitrary parameters.
If the coset $G/H$ is a symmetric space, that is commutation relations are of the form

$$[H_\mu, H_\nu] = i f_{\mu\nu\lambda} H_\lambda, \quad [X_i, X_j] = i f_{ij\mu} H_\mu, \quad [H_\mu, X_j] = i f_{\mu ij} X_j$$

(equivalently, if $H$ is a normal subgroup of $G$), it is possible to introduce a discrete symmetry $R$ such that

$$R(H_\mu) = H_\mu, \quad R(X_i) = -X_i$$

that may be useful in classifying invariants.

If no other ingredient is added, then the field $V$ is an auxiliary field that can be removed using the equations of motion; this leads to $f_2^{(2)} = 0$ and recovers the CCWZ formulation of the low energy $G \to H$ spontaneous breaking dynamics. However, $V$ can be rendered dynamical by the addition of a kinetic term $F_{\mu\nu}(V) F^{\mu\nu}(V)$ (note that the field strength $F_{\mu\nu}(V)$ is covariant under the action of $H_{loc}$, just as $\omega^+\mu$ and $(\omega^\|_\mu - V)$, so that $F_{\mu\nu}(V) F^{\mu\nu}(V)$ is an invariant, in particular of $O(p^4)$). The field $V$ acquires mass by the Higgs mechanism, eating $dim(H)$ of the $(dim(G) - dim(H))$ scalar degrees of freedom contained in $\omega_\mu$, and can be interpreted as a resonance of the strong interaction driving the $G \to H$ spontaneous breaking. The above technique has been applied both to QCD ([47, 49]), by identifying the new vectors as the $\rho$ mesons, and to the electroweak strong symmetry breaking ([6, 7]), in the latter case by choosing $G = SU(2)_L \times SU(2)_R, \ H = SU(2)_D$ and postulating the existence of new vector resonances in the electroweak sector. The construction can also be generalized, introducing more local copies of the vacuum symmetry $H$ which give rise to more vector (or axial vector) resonances [8].

Let us end this section by noting that other techniques have been used in the literature to describe vector resonances from a strong sector, including the vector as an adjoint matter field [53] or as an antisymmetric vector field [54]. However, as it has been shown in several papers [53, 55, 57], all these descriptions are equivalent at the level of on-shell amplitudes, so choosing one over the another is to some extent arbitrary, and should be based on the convenience of using a given formalism for the specific calculation one has in mind, rather than on physical grounds.
III. THE SU(2)\textsubscript{L} \otimes SU(2)\textsubscript{R} CHIRAL MODEL

In the following, we will be interested in the minimal scenario relevant for strong electroweak symmetry breaking, in which just a single new vector resonance is introduced. We will assume that the strong sector has a $G = SU(2)\textsubscript{L} \otimes SU(2)\textsubscript{R}$ symmetry, which is spontaneously broken to $H = SU(2)\textsubscript{V}$, which is identified with the SM custodial symmetry.

We will make use of the formalism of sec. II, and represent the field variable $g$ as the direct sum $L \oplus R$, where $L, R \in SU(2)\textsubscript{L,R}$; the transformation under $G \otimes H_{\text{loc}}$ is, explicitly:

$$
\begin{pmatrix}
  L & 0 \\
  0 & R
\end{pmatrix} \rightarrow
\begin{pmatrix}
  g_L L h & 0 \\
  0 & g_R R h
\end{pmatrix},
$$

with $g_L(R) \in SU(2)\textsubscript{L,R}$, $h(x) \in SU(2)\textsubscript{V}$. Symmetry is broken by requiring the VEV for $L, R$ fields to be equal to 1:

$$
\langle L(x) \rangle = \langle R(x) \rangle = 1;
$$

the diagonal subgroup is generated by $H^a = \tau^a_L + \tau^a_R$ with $\tau^a_L = \frac{\sigma^a}{2} \oplus 0_{2 \times 2}$, $\tau^a_R = 0_{2 \times 2} \oplus \frac{\sigma^a}{2}$; the $\sigma^a$ are the Pauli matrices. To complete $H^a$ to a $\text{Lie}[SU(2)\textsubscript{L} \otimes SU(2)\textsubscript{R}]$ basis, we choose as generators:

$$
X^a = \tau^a_L - \tau^a_R;
$$

it is easy to verify that the $H^a$ and $X^a$ obey the orthonormality condition (4). The commutation relations of the $SU(2)\textsubscript{L} \otimes SU(2)\textsubscript{R}$ algebra are, in terms of the $X^a$ and the $H^b$:

$$
[H^a, H^b] = i \epsilon^{abc} H^c, \quad [X^a, H^b] = i \epsilon^{abc} X^c, \quad [X^a, X^b] = i \epsilon^{abc} H^c,
$$

this tells use that $G/H$ is a symmetric space. The discrete symmetry of eq. (9) can be in this case realized as the transformation $P_{LR}$ that exchanges the order of the blocks in $g$, $P_{LR} : L \leftrightarrow R$. If, as in the case of QCD, the global symmetry $SU(2)\textsubscript{L} \otimes SU(2)\textsubscript{R}$ is a flavour symmetry of chiral fermions, $P_{LR}$ is related to the ordinary parity $P$ as $P = P_0 + P_{LR}$, where $P_0$ is the spatial parity $P_0 : (t, \vec{x}) \rightarrow (t, -\vec{x})$. In the following, we are going to assume, for the sake of simplicity, that the strong sector is invariant under $P_{LR}$ and $P_0$ separately (our choice of terminology here is borrowed from [45]).

With the given notations, it is easy to find an explicit form for the Maurer-Cartan field. We have

$$
\omega_\mu \equiv g^\dagger \partial_\mu g = L^\dagger \partial_\mu L \oplus R^\dagger \partial_\mu R,
$$

(14)
and by a change of basis we are able to express Cartan field on the basis \{H^a, X^b\}:

\[
\omega_\mu = g^i \partial_\mu g = Tr[L^\dagger \partial_\mu L \tau^a_L] \tau^a_L + Tr[R^\dagger \partial_\mu R \tau^a_R] \tau^a_R = \frac{1}{2} (Tr[L^\dagger \partial_\mu L \tau^a_L] + Tr[R^\dagger \partial_\mu R \tau^a_R]) H^a + \frac{1}{2} (Tr[L^\dagger \partial_\mu L \tau^a_L] - Tr[R^\dagger \partial_\mu R \tau^a_R]) X^a,
\]

(15)

which implies \(\omega^\perp_\mu = Tr[g^i \partial_\mu g X^a] X^a\) and \(\omega^\parallel_\mu = Tr[g^i \partial_\mu g H^a] H^a\). It is immediate to see that \(\omega^\perp\) and \(\omega^\parallel\) have well defined parity properties:

\[
\omega^\perp_\mu \xrightarrow{P_{LR}} -\omega^\perp_\mu, \quad \omega^\parallel_\mu \xrightarrow{P_{LR}} \omega^\parallel_\mu.
\]

(16)

The \((SU(2) \otimes SU(2))/SU(2)_D\) coset has an additional symmetry with respect to the general case. The commutation relations \([13]\) tells us that, in fact, the broken generators \(X^a\) actually live in the adjoint representation of \(SU(2)_D\). This means that the triplets \(X^a\) and \(H^a\) actually transform the same way under the action of \(H\). So, it makes sense to define the combination:

\[
\hat{\omega}^\perp_\mu \equiv Tr[g^i \partial_\mu g X^a] H^a,
\]

(17)

which has the following transformation properties under \(H\) and \(P_{LR}\):

\[
\hat{\omega}^\perp_\mu \xrightarrow{H} h^\dagger \hat{\omega}^\perp_\mu h, \quad \hat{\omega}^\perp_\mu \xrightarrow{P_{LR}} -\hat{\omega}^\perp_\mu.
\]

(18)

Given the properties of the generators \(X^a\) and \(H^a\), it is sufficient to just use \(\hat{\omega}^\perp_\mu\) to build invariants; the use of \(\omega^\perp_\mu\) does not lead to any independent contribution. This is shown explicitly in appendix \([A]\).

The formalism described so far only accounts for the degrees of freedom that arise from the composite sector, that is the vector resonance \(V\) and the three Goldstone scalars that provide the longitudinal components for the \(W\) and \(Z\) bosons. The weak interactions themselves have to be added at a later stage; this can be done by gauging a \(SU(2) \otimes U(1)\) subgroup of the global symmetry \(G\). Correspondingly, the derivatives in the Cartan field \(\omega_\mu\) have to be generalized to covariant derivatives:

\[
\partial_\mu L \rightarrow \partial_\mu L + igW^\alpha_\mu \sigma^\alpha_2 L, \quad \partial_\mu R \rightarrow \partial_\mu R - ig'B_\mu R \sigma^3_2.
\]

(19)

We are now ready to construct the effective Lagrangian up to \(O(p^4)\). The building blocks for the construction of the invariants are \(\hat{\omega}^\perp_\mu, \hat{\omega}^\parallel_\mu \equiv \omega^\parallel_\mu - V_\mu, F_{\mu\nu}(V)\) and all the operators we can obtain from these by means of the application of the covariant derivatives \(D_\mu = \partial_\mu - V_\mu\) and \(\tilde{D}_\mu = \partial_\mu - \omega^\parallel_\mu\); however, it is possible to show, proceeding as in \([3]\), that
we can neglect all bilinear and trilinear invariants involving covariant derivatives, because using the equations of motion or convenient operator identities, they can be expressed in terms of simpler invariants. Also, when we gauge $SU(2) \otimes U(1)$ to add the weak interactions, two more operators, containing the kinetic terms for $W^a_{\mu}$ and $B_{\mu}$, can be added. These are

\begin{align*}
\hat{F}_{\mu\nu}(W) &= \text{Tr} [L^\dagger F_{\mu\nu}(W) L \tau^a] H^a, \\
\hat{F}_{\mu\nu}(B) &= \text{Tr} [R^\dagger F_{\mu\nu}(B) \sigma^3 R \tau^a] H^a.
\end{align*}

The behaviour of these operators is similar to the one of $F_{\mu\nu}(V)$, as they are both triplets of $[SU(2)_{\text{loc}}]$. However, while $\hat{F}_{\mu\nu}(W)$ is $G$-invariant, $\hat{F}_{\mu\nu}(B)$ explicitly breaks $G$ to $SU(2) \otimes U(1)$, so that, when the scalars assume their VEV, only the $U(1)_{\text{e.m.}}$ subgroup remains unbroken, just as in the SM. Also, these terms automatically break $P_{\text{LR}}$. Coherently with our assumptions, the full Lagrangian will contain all the independent, local combinations of these ingredients that are both Lorentz- and $(G \otimes P_{\text{LR}})$-invariant in the limit in which no electroweak fields are considered, and Lorentz- and $SU(2) \otimes U(1)$ gauge-invariant when electroweak interactions are switched on.

The Lagrangian to order $O(p^2)$ just contains the two invariants $I^{(2)}_1$ and $I^{(2)}_2$ defined in eq. (7), which in this case are given explicitly by

\begin{align*}
I^{(2)}_1 &= \text{Tr} [\hat{\omega}^+=] = \text{Tr} [\hat{\omega}^+]^2 = \left( \text{Tr} \left[ L^\dagger \partial_\mu L \tau^a_L \right] - \text{Tr} \left[ R^\dagger \partial_\mu R \tau^a_R \right] \right)^2, \\
I^{(2)}_2 &= \text{Tr} [\hat{\omega}^{||}]^2 = \left( \text{Tr} \left[ L^\dagger \partial_\mu L \tau^a_L \right] + \text{Tr} \left[ R^\dagger \partial_\mu R \tau^a_R \right] - (iV^a_{\mu}) \right)^2. 
\end{align*}

A further invariant,

\begin{align*}
I^{(2)}_3 &= \text{Tr} [\hat{\omega}^\perp \hat{\omega}^{||}] = \left( \text{Tr} \left[ L^\dagger \partial_\mu L \tau^a_L \right] - \text{Tr} \left[ R^\dagger \partial_\mu R \tau^a_R \right] \right) \\
&\quad \cdot \left( \text{Tr} \left[ L^\dagger \partial_\mu L \tau^a_L \right] + \text{Tr} \left[ R^\dagger \partial_\mu R \tau^a_R \right] - (iV^a_{\mu}) \right),
\end{align*}

which mixes the orthogonal and the parallel components of the Maurer-Cartan form, can be written in principle; this additional term is not present in a theory with a generic $G \rightarrow H$ symmetry breaking, but only arises in very symmetric cases such as $SU(2) \otimes SU(2) \rightarrow SU(2)_D$. However, this term is $P_{\text{LR}}$-odd, so we are not going to consider it in the following.

Since order $O(p^3)$ invariants are ruled out by Lorentz invariance, the first corrections to the $O(p^2)$ Lagrangian will be of order $O(p^4)$. We will detail them in the following section.

\section*{A. The $O(p^4)$ effective Lagrangian}

The operators that we can use to build invariants are either of $O(p)$ ($\hat{\omega}^\perp_{\mu}$, $\hat{\omega}^{||}_\mu$) or of $O(p^2)$ ($F_{\mu\nu}(V)$, $\hat{F}_{\mu\nu}(W)$, $\hat{F}_{\mu\nu}(B)$). As such, the $O(p^4)$ operators will come from combinations
of traces of two, three and four operators. Six invariants can be build by combining two operators: the kinetic terms for the $V$, $W$ and $B$ fields and three other terms mixing $V$, $W$ and $B$. They are listed in table I.

\[
\begin{array}{|l|}
\hline
a) & I_{\text{V}}^{(\text{kin})} = \text{Tr}[F_{\mu\nu}(V)F^{\mu\nu}(V)] \\
b) & I_{\text{W}}^{(\text{kin})} = \text{Tr}[F_{\mu\nu}(W)F^{\mu\nu}(W)] \\
c) & I_{\text{B}}^{(\text{kin})} = F_{\mu\nu}(B)F^{\mu\nu}(B) \\
d) & I_{1}^{\text{EW}} = \text{Tr}[\hat{F}_{\mu\nu}(W)\hat{F}^{\mu\nu}(B)] \\
e) & I_{2}^{\text{EW}} = \text{Tr}[F_{\mu\nu}(V)\hat{F}^{\mu\nu}(W)] \\
f) & I_{3}^{\text{EW}} = \text{Tr}[F_{\mu\nu}(V)\hat{F}^{\mu\nu}(B)] \\
\hline
\end{array}
\]

**TABLE I.** Invariant operators built with two operators

Invariants containing three operators are also strongly constrained from the request of Lorentz invariance and from the trace properties of the $H^a$ generators (see appendix A). Eight objects can be built; they are shown in table II. These invariants were, in part,

\[
\begin{array}{|l|}
\hline
a) & I_{7}^{(4)} = \text{Tr}[F_{\mu\nu}(V)[\hat{\omega}^{\perp\mu},\hat{\omega}^{\perp\nu}]] \\
b) & I_{8}^{(4)} = \text{Tr}[F_{\mu\nu}(V)[\hat{\omega}^{\parallel\mu},\hat{\omega}^{\parallel\nu}]] \\
c) & I_{4}^{\text{EW}} = \text{Tr}[\hat{F}_{\mu\nu}(W)[\hat{\omega}^{\perp\mu},\hat{\omega}^{\perp\nu}]] \\
d) & I_{5}^{\text{EW}} = \text{Tr}[\hat{F}_{\mu\nu}(W)[\hat{\omega}^{\parallel\mu},\hat{\omega}^{\parallel\nu}]] \\
e) & I_{6}^{\text{EW}} = \text{Tr}[\hat{F}_{\mu\nu}(W)\hat{\omega}^{\parallel\mu}\hat{\omega}^{\perp\nu}] \\
f) & I_{7}^{\text{EW}} = \text{Tr}[\hat{F}_{\mu\nu}(B)[\hat{\omega}^{\perp\mu},\hat{\omega}^{\perp\nu}]] \\
g) & I_{8}^{\text{EW}} = \text{Tr}[\hat{F}_{\mu\nu}(B)[\hat{\omega}^{\parallel\mu},\hat{\omega}^{\parallel\nu}]] \\
h) & I_{9}^{\text{EW}} = \text{Tr}[\hat{F}_{\mu\nu}(B)\hat{\omega}^{\parallel\mu}\hat{\omega}^{\perp\nu}] \\
\hline
\end{array}
\]

**TABLE II.** Invariants built with three operators

already considered in [7].

The terms with four operators can be expressed in two different basis, a “bilinear” one and a “quadrilinear” one (table III); details of their derivation are shown in appendix A.

If we choose to use, for instance, the quadrilinear basis, the most general $O(p^4)$ Lagrangian
is finally given by

\[ \mathcal{L}^{(4)} = \mathcal{L}^{(2)} + \mathcal{L}_{\text{vec}}^{(\text{kin})} + \sum_i \xi_i I_i^{\text{EW}} + \sum_i \Xi_i I_i^{(4)} , \]  

(22)

where

\[ \mathcal{L}^{(2)} = -\frac{v^2}{2} \left[ \text{Tr} \left[ \hat{\omega}^\perp \hat{\omega}^{\perp \mu} \right] + \alpha \text{Tr} \left[ \hat{\omega}^{\parallel \mu} \hat{\omega}^{\parallel \nu} \right] \right] \]  

(23)

is the \( \mathcal{O}(p^2) \) Lagrangian (note that \( I_1^{(2)} \) coefficient is fixed by the requirement that the kinetic terms for the \( \pi \) is canonically normalized; see sec. III B), \( \mathcal{L}_{\text{vec}}^{(\text{kin})} \) contains the canonical kinetic terms of the vector fields \( V \), \( W \) and \( B \), and, among the non-kinetic \( \mathcal{O}(p^4) \) contributions, we have kept the ones containing the electroweak fields field strengths separated. All free parameters, that is \( \alpha \), the coupling constants \( g \), \( g' \) and \( g'' \) and the \( \mathcal{O}(p^4) \) coefficients \( \xi_i \) and \( \Xi_i \), are dimensionless.

### B. Unitary gauge

Even before switching on the electroweak interactions by gauging \( SU(2) \otimes U(1) \), only three of the six scalar degrees of freedom that the theory contains are physical, while the others provide \( V \) with its longitudinal component and its mass. For phenomenological applications, it is useful to see this in more detail. The two unitary matrices \( L \) and \( R \) can be written in exponential form

\[ L = \exp \left[ i \frac{\pi^a \tau^a}{v_L} \right] \equiv e^{i\pi_L} \quad R = \exp \left[ i \frac{\pi^a \tau^a}{v_R} \right] \equiv e^{i\pi_R} \]  

(24)
According to these definitions, the terms with up to two $\pi$ fields in $I^{(2)}_1$, $I^{(2)}_2$ can be rewritten as

$$I^{(2)}_1 \supset -\frac{1}{4} \left( \frac{\partial_\mu \pi^a_L \partial^\mu \pi^a_L}{v_L^2} - \frac{\partial_\mu \pi^a_L \partial^\mu \pi^a_R}{v_L v_R} \right) + (L \leftrightarrow R) \quad (25)$$

$$I^{(2)}_2 \supset \left( \frac{i\partial_\mu \pi^a_L}{2v_L} - (iV_\mu^a) \right)^2 + (L \leftrightarrow R) \quad (26)$$

Note in particular that we have a mass term for the $V$ field along with a quadratic mixing term

$$V^\mu a \left( \frac{\partial_\mu \pi^a_L}{v_L} + \frac{\partial_\mu \pi^a_R}{v_R} \right) \quad (27)$$

which tell us that, as expected, that the Goldstone combinations providing mass for $V^a$ are $\pi_L + \pi_R$. The nonphysical degrees of freedom can be eliminated by a convenient gauge choice. Indeed, every $SU(2)_L \otimes SU(2)_R$ element can be rewritten as the product between an $SU(2)_L \otimes SU(2)_R / SU(2)_D$ element times an $SU(2)_D$ element, so that we have:

$$\left( \begin{array}{cc} e^{i\pi_L} & 0 \\ 0 & e^{i\pi_R} \end{array} \right) = \left( \begin{array}{cc} e^{i\pi} e^{i\sigma} & 0 \\ 0 & e^{-i\pi} e^{i\sigma} \end{array} \right)$$

If we do a gauge transformation with $h(x) = e^{-i\sigma} (h(x) \in [SU(2)_V]_{loc})$, we cancel the $SU(2)_D$ contribution and we are left with just the coset contribution. This gauge choice can be realized simply by imposing the condition

$$\frac{\pi^a_L}{v_L} = -\frac{\pi^a_R}{v_R} \equiv \frac{\pi^a}{v}$$

where the $\pi^a$ now represent the physical fields, and for the sake of simplicity we will suppose that $v_L = v_R = v$, in such a way that every calculation made until now is automatically modified by substituting $\pi^a_L \rightarrow \pi^a$ and $-\pi^a_R \rightarrow \pi^a$. This eliminates by a matter of fact the quadratic mixing, along with three scalar degrees of freedom, and completely fixes the $[SU(2)_V]_{loc}$ gauge. In analogy with the SM, we will call this gauge choice the unitary gauge.

Going to the unitary gauge drastically simplifies the Maurer-Cartan form expression:

$$\hat{\omega}^\perp_\mu = \partial_\mu \pi + \frac{1}{3!} \left[ \pi, \left[ \pi, \partial_\mu \pi \right] \right] + \ldots$$

$$\hat{\omega}^\parallel_\mu = -\frac{1}{2!} \left[ \pi, \partial_\mu \pi \right] - V_\mu + \ldots , \quad (28)$$

where $\pi \equiv \frac{i}{\sqrt{2}} \pi^a H^a$. We will use these simplified expressions for $\hat{\omega}^\perp_\mu$, $\hat{\omega}^\parallel_\mu$ exclusively from now on.
IV. $\pi\pi \rightarrow \pi\pi$ SCATTERING AND UNITARITY CONSTRAINTS

A fundamental feature of an Higgsless model is that the new resonances help unitarize the scattering of longitudinally polarized $W$ and $Z$ bosons. In this section we will proceed to verify to which degree this effectively happens in the $SU(2)_L \otimes SU(2)_R$ with a single resonance. We will make use the $O(p^4)$ Lagrangian \[22\] to study $\pi\pi \rightarrow \pi\pi$ scattering; by the equivalence theorem \[58–60\] we are allowed to identify (up to corrections of order $O\left(\frac{M^2_{W,Z}}{E^2}\right)$ which are negligible near the UV cut-off of the model) the amplitudes involving Goldstone bosons $\pi$ with the corresponding amplitudes involving longitudinally polarized gauge bosons $W, Z$, obtained using the full $SU(2)_L \otimes U(1)_Y$ gauged Lagrangian. We then use the result to analyze in detail the unitarity properties of the theory, obtaining its cut-off energy as a function of the parameters.

By making use of eq. \[28\], and neglecting the $W_a^\mu$ and $B_\mu$ fields thanks to the equivalence theorem, the invariants $I^{(2)}_1$ and $I^{(2)}_2$ can be rewritten as

\[
I^{(2)}_1 = -\frac{1}{v^2} \partial_\mu \pi^a \partial^\mu \pi^a + \frac{1}{3v^4} \left( \pi^a \pi^a \partial_\mu \pi^b \partial^\mu \pi^b - \pi^a \partial_\mu \pi^a \partial^\mu \pi^b \right) + \ldots \tag{29}
\]

\[
I^{(2)}_2 = -\frac{1}{4v^4} \left( \pi^a \pi^a \partial_\mu \pi^b \partial^\mu \pi^b - \pi^a \partial_\mu \pi^a \partial^\mu \pi^b \right) - V^a_\mu V^a_\nu + \epsilon^{abc} \frac{\pi^a \partial_\mu \pi^b V^{\mu \nu}}{v^2} + \ldots, \tag{30}
\]

where the dots stand for terms containing more than four fields. In a similar way we can rewrite in an explicit form the relevant $O(p^4)$ invariants. Limiting us, again, to terms with up to four fields:

\[
I^{(4)}_{V} = -2 \left( \partial_\mu V^c_\nu \partial^\mu V^{\nu c} - \partial_\mu V^c_\nu \partial^\nu V^{\mu c} - 2 \partial_\mu V^c_\nu \epsilon^{lmn} V^{\mu l} V^{\nu m} \right) \tag{31}
\]

\[
- (V^a_\mu V^{\nu a} V^{\mu \nu b} - V^a_\nu V^{\mu a} V^{\nu b}) + \ldots
\]

\[
I^{(4)}_1 = \frac{1}{4v^4} \left( \partial_\mu \pi^a \partial^\mu \pi^a \partial_\nu \pi^b \partial^\nu \pi^b \right) + \ldots \tag{32}
\]

(33)
\[
I_2^{(4)} = \frac{1}{2v^4} \left[ \partial_\mu \pi^a \partial_\nu \pi^a \partial^\mu \pi^b \partial^\nu \pi^b \right] + \ldots
\]
(34)
\[
I_3^{(4)} = \frac{1}{4} V_\mu^a V^\mu_b V_\nu^b V^{\nu b} + \ldots
\]
(35)
\[
I_4^{(4)} = \frac{1}{2} V_\mu^a V_\nu^b V^{\mu b} V^{\nu b} + \ldots
\]
(36)
\[
I_5^{(4)} = \frac{1}{4v^2} \left( \partial_\mu \pi^a \partial_\nu \pi^a V^{\mu b} V^{\nu b} \right) - \partial_\mu \pi^a V^{\mu a} \partial_\nu \pi^b V^{\nu b} + \partial_\mu \pi^a V^{\rho a} \partial_\nu \pi^b V^{\nu b})) + \ldots
\]
(37)
\[
I_6^{(4)} = \frac{1}{4v^2} \partial_\mu \pi^a \partial_\nu \pi^a V^{\nu b} + \ldots
\]
(38)
\[
I_7^{(4)} = \frac{2\epsilon^{abc}}{v^2} \partial_\mu V_\nu^a \partial_\mu \pi^b \partial_\nu \pi^c + \frac{1}{v^2} \left( V_\mu^a \pi^\nu \pi^b \partial_\mu \pi^b - V_\mu^a \partial_\mu \pi^b V^{\nu b} \partial_\nu \pi^b \right) + \ldots
\]
(39)
\[
I_8^{(4)} = \frac{1}{v^2} \left[ (\partial_\mu V_\nu^a - \partial_\nu V_\mu^a) \pi^a \partial_\mu \pi^b V^{\nu b} \right] - \left[ (\partial_\mu V_\nu^a - \partial_\nu V_\mu^a) \partial_\mu \pi^a V^{\nu b} \right] + 2\epsilon^{abc} \partial_\mu V_\nu^a \partial_\mu \pi^b V^{\nu b} + (V_\mu^a \pi^b V^{\nu b} - V_\mu^a \pi^a V^{\nu b}) + \ldots
\]
(40)

Using the above expressions we can derive Feynman propagators and interaction vertices with up to 4 fields containing the vector bosons \( V \) and the Goldstone bosons \( \pi \), up to \( O(p^4) \) order. The full result is reported in appendix \( \mathbf{B} \) In the next section, we will make use of the Feynman rules to obtain the \( \pi \pi \rightarrow \pi \pi \) scattering amplitude.

### A. Scattering matrix and partial waves

The custodial \( SU(2)_D \) symmetry implies that the amplitude for \( \pi \pi \rightarrow \pi \pi \) scattering has the following form:

\[
- iA(\pi^i \pi^j \rightarrow \pi^l \pi^m) = A(s, t, u) \delta^{ij} \delta^{lm} + A(t, s, u) \delta^{il} \delta^{jm} + A(u, t, s) \delta^{im} \delta^{jl};
\]
(41)

with a straightforward calculation, we obtain, at tree level:

\[
A(s, t, u) = -iA(\pi^+ \pi^- \rightarrow \pi^0 \pi^0) = \frac{s}{v^2} \left( 1 - \frac{3}{4} \alpha \right) + \frac{\Xi_1}{2v^4} s^2 + \frac{\Xi_2}{2v^4} (t^2 + u^2)
+ \frac{1}{4v^2} \left( \alpha M_V^2 - \frac{t - s}{u - M_V^2} + \frac{t - s}{u - M_V^2} \right) - \frac{g^\prime_\alpha \Xi_7}{v^2} \left[ t(u - s) + u(t - s) \right]
+ \frac{g^\prime_\alpha \Xi_7}{v^4} \left[ \frac{t^2(u - s)}{u - M_V^2} + \frac{u^2(t - s)}{u - M_V^2} \right]
\]
(42)

where \( M_V = \sqrt{\alpha g^\prime v} \).

We can now construct the scattering matrix. The relevant channels are \( \pi^+ \pi^- \), \( \pi^0 \pi^0 \),
Let $\frac{1}{\sqrt{2}} \pi^0 \pi^0$ and $\pi^\pm \pi^\pm$; the matrix is given by ($A_{s,t,u} \equiv A(s,t,u)$):

$$
\mathcal{M} = \begin{pmatrix}
\pi^+ \pi^- & \pi^0 \pi^0 & \pi^+ \pi^0 & \pi^+ \pi^\pm \\
\pi^+ \pi^- & A_{s,t,u} + A_{t,s,u} & A_{t,s,u}^2 & / \\
\pi^0 \pi^0 & A_{s,t,u} + A_{t,s,u} & A_{t,s,u}^2 + A_{u,t,u} & / \\
\pi^+ \pi^0 & / & / & A_{u,t,u} + A_{t,s,u} \\
\pi^+ \pi^\pm & / & / & / \\
\end{pmatrix}.
$$

(43)

The scattering matrix can be diagonalized by switching to the total isospin basis. The eigenvalues, corresponding to the $I = 0, 1, 2$ channels, are

$$
T(0) = 3A(s,t,u) + A(t,s,u) + A(u,t,s) = \frac{2s}{v^2} \left(1 - \frac{3}{4}\alpha\right) + \frac{\Xi_1}{2v^4}\left(3s^2 + \frac{t^2 + u^2}{2}\right) + \frac{\Xi_2}{2v^4}(s^2 + t^2 + u^2)
$$

$$
+ \frac{1}{2} \alpha \frac{M_V^2}{v^2} \left[\frac{u - s}{t - M_V^2} + \frac{t - s}{u - M_V^2}\right] - \frac{2\alpha \Xi_7}{v^4} \left[\frac{t(u - s) + u(t - s)}{t - M_V^2 + u - M_V^2}\right]
$$

$$
+ \frac{2\alpha \Xi_7}{v^4} \left[\frac{t^2(u - s) + u^2(t - s)}{t - M_V^2 + u - M_V^2}\right],
$$

(44)

$$
T(1) = A(t,s,u) - A(u,t,s) = \frac{t - u}{v^2} \left(1 - \frac{3}{4}\alpha\right) + \left(\frac{\Xi_1}{2v^4} - \frac{\Xi_2}{2v^4}\right)(t^2 - u^2)
$$

$$
+ \frac{\alpha \Xi_7}{v^4} \left[\frac{t^2(u - t)}{s - M_V^2 + u - M_V^2} - \frac{u^2(t - s)}{s - M_V^2 + u - M_V^2}\right] - \frac{\Xi_7}{v^4} \left[\frac{t^2(s - u) + u^2(s - t)}{s - M_V^2 + u - M_V^2}\right],
$$

(45)

$$
T(2) = A(t,s,u) + A(u,t,s) = \frac{t + u}{v^2} \left(1 - \frac{3}{4}\alpha\right) + \frac{\Xi_1}{2v^4}(t^2 + u^2)
$$

$$
+ \frac{\alpha \Xi_7}{v^4} \left[\frac{t^2(s - u)}{t - M_V^2 + u - M_V^2} + \frac{u^2(s - t)}{t - M_V^2 + u - M_V^2}\right] + \frac{\Xi_7}{v^4} \left[\frac{t^2(s - u) + u^2(s - t)}{t - M_V^2 + u - M_V^2}\right].
$$

(46)

To analyze the model unitarity properties, we define the partial waves $a^I_t$:

$$
a^I_t = \frac{1}{64\pi} \int_{-1}^{1} d(cos \theta) P_l(cos \theta)T(I).
$$

(47)

Note that this definition agrees with that of [38] but differs from that of [61],

$$
a_I(s) = \frac{1}{32\pi} \int_{-1}^{1} d(cos \theta) P_l(cos \theta)A(s,t,u);
$$

(48)
however, the different normalization of isospin eigenstates in [61] brings a compensation of factors, by which we are able to compare without ambiguity the amplitudes $A(s,t,u)$ (anyway unaffected by this different definition) and the partial waves derived from the scattering matrix [61] or from the isospin amplitudes $T(I)$.

The leading partial waves at $\mathcal{O}(p^4)$ are:

$$a_0^0(s) = \frac{1}{64\pi} \left[ -\frac{2M_V^4}{v^4} \left( \frac{1}{g''} - 2\Xi_7g'' \right)^2 + \frac{4M_V^4}{v^4} \left( \frac{1}{g''} - 2\Xi_7g'' \right)^2 \log \left( 1 + \frac{s}{M_V^2} \right) - \frac{2M_V^6}{v^4} \left( \frac{1}{g''} - 2\Xi_7g'' \right)^2 \frac{1}{s} \log \left( 1 + \frac{s}{M_V^2} \right) + \frac{4s}{v^2} \left[ 1 - \frac{3M_V^2}{4v^2} \left( \frac{1}{g''} - 2\Xi_7g'' \right)^2 \right] - \frac{1}{3v^4} \left( 11\Xi_1 + 14\Xi_2 + 16\Xi_7g'' \right) s^2 \right] \right] \tag{49}$$

$$a_0^2(s) = \frac{1}{64\pi} \left[ \frac{M_V^4}{v^4} \left( \frac{1}{g''} - 2\Xi_7g'' \right)^2 - \frac{2M_V^4}{v^4} \left( \frac{1}{g''} - 2\Xi_7g'' \right)^2 \log \left( 1 + \frac{s}{M_V^2} \right) + \frac{M_V^6}{v^4} \left( \frac{1}{g''} - 2\Xi_7g'' \right)^2 \frac{1}{s} \log \left( 1 + \frac{s}{M_V^2} \right) - \frac{2s}{v^2} \left[ 1 - \frac{3M_V^2}{4v^2} \left( \frac{1}{g''} - 2\Xi_7g'' \right)^2 \right] + \frac{2}{3v^4} \left( \Xi_1 + 4\Xi_2 - 4\Xi_7g'' \right) s^2 \right] \right] \tag{50}$$

and

$$a_1 = \frac{1}{64\pi} \frac{1}{M_V^2} \left[ \sum_{n=-1}^{3} b_n s^n + \sum_{n=-2}^{1} c_n s^n \log \left( 1 + \frac{s}{M_V^2} \right) \right] \tag{51}$$

where

$$b_{-1} = -2\frac{M_V^8}{v^4} \left( \frac{1}{g''} - 2\Xi_7g'' \right)^2 \quad c_{-2} = 2\frac{M_V^{10}}{v^4} \left( \frac{1}{g''} - 2\Xi_7g'' \right)^2$$

$$b_0 = -2\frac{M_V^8}{v^4} \left( \frac{1}{g''} - 2\Xi_7g'' \right)^2 \quad c_{-1} = 3\frac{M_V^6}{v^4} \left( \frac{1}{g''} - 2\Xi_7g'' \right)^2$$

$$b_1 = 2\frac{M_V^8}{3v^4} \left( 1 + \frac{23M_V^2}{4v^4} \left( \frac{1}{g''} - 2\Xi_7g'' \right)^2 \right) \quad c_0 = -3\frac{M_V^6}{v^4} \left( \frac{1}{g''} - 2\Xi_7g'' \right)^2$$

$$b_2 = -\frac{2}{v^4} \left[ 1 - \frac{3M_V^2}{4v^4} \left( \frac{1}{g''} - 2\Xi_7g'' \right)^2 \right] \quad c_1 = -2\frac{M_V^6}{v^4} \left( \frac{1}{g''} - 2\Xi_7g'' \right)^2$$

$$b_3 = \frac{1}{3v^4} \left( \Xi_1 - 3\Xi_2 + 6\Xi_7g'' \right) ;$$

the result at order $\mathcal{O}(p^2)$ can be of course immediately recovered from eqs. (49), (50) and (51) by setting $\Xi_i \equiv 0$.

The most significant consequence of adding the $\mathcal{O}(p^4)$ operators is the appearance in the partial waves of terms growing as $s^2$ which are absent at $\mathcal{O}(p^2)$. Not surprisingly, these terms dominate at high energy, and to obtain a consistent picture, with the unitarity bound lying beyond the mass of the resonance $M_V$, we have to ask that they have either very small
or vanishing coefficients. We will start the analysis by requiring that the coefficients are exactly zero; then, we will relax this assumption and try to obtain bounds on their possible values.

### B. Analysis with vanishing $s^2$ terms

In order to have vanishing coefficients for all $s^2$-proportional terms in eqs. (49), (50), and (51), we have to ask that the $\Xi_i$ satisfy the following set of equations:

i) $11\Xi_1 + 14\Xi_2 + 16\Xi_7^2 g''^2 = 0$;

ii) $\Xi_1 + 4\Xi_2 - 4\Xi_7^2 g''^2 = 0$;

iii) $\Xi_1 - \Xi_2 + 6\Xi_7^2 = 0$.

It is easy to see that conditions i), ii) and iii) are simultaneously verified if and only if

$$\Xi_1 = -2\Xi_2 = -4\Xi_7^2 g''^2. \quad (53)$$

Since $\Xi_1$ and $\Xi_2$ are present in the coefficients of the $s^2$ terms only, after imposing eq. (53), the partial waves just depend on $M_V$, $g''$ and $\Xi_7$. A further simplification is possible by noting that $g''$ and $\Xi_7$ always appear in the combination $(\frac{1}{g''} - 2\Xi_7 g'')^2$; by defining an effective coupling:

$$\frac{1}{G''^2} = \left(\frac{1}{g''} - 2\Xi_7 g''\right)^2, \quad (54)$$

we have that the partial waves depend on only 2 parameters, $M_V$ and $G''$. When $\Xi_i \equiv 0$ (the $O(p^2)$ limit), we have $G'' = g''$. If the relation (53) holds, from the point of view of unitarity, the replacement $g'' \rightarrow G''$ is the only effect of the $O(p^4)$ operators. The effect, though simple to describe, is however highly significant if $g'' \gg 1$ (as can be expected in an Higgsless theory): even a small value of $\Xi_7$ can lead to a value of $G''$ which is very different from $g''$, and consequently very different value of the cut-off energy $\Lambda$.

It is also interesting to note that the effective coupling $G''$ is directly related to the $V$ bosons decay width into $\pi\pi$; using the expression for the trilinear vertex (see Appendix B2), it is straightforward to obtain:

$$\Gamma_V \equiv \frac{1}{48\pi} \left(\frac{1}{2} g'' - \frac{\Xi_7 g''}{v^2} M_V^2\right)^2 M_V \equiv \frac{1}{192\pi} \frac{1}{G''^2 v^4} M_V^4; \quad (55)$$
that is, for a given value of \( M_V \) the decay width is inversely proportional to \( G''^2 \).

In figure 1 we show unitarity bounds in the \((M_V, G'')\) and \((M_V, \Gamma_V)\) planes. A sizable portion of parameter space is allowed even if we require that the unitarity violation is postponed beyond 3-4 TeV and that the new vector boson mass is \( > 1 \) TeV; \( G'' \) is constrained to be in general in the range \( 2 - 7 \), with higher values preferred as the mass \( M_V \) increases. The implication from the point of view of the original operator coefficient, \( \Xi_7 \) is shown in
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**FIG. 1.** Unitarity bounds in the parameter space \((M_V, G'')\) (on the left) and \((M_V, \Gamma_V)\) (on the right), using condition (53) and requiring that \(|a_I'| < 1\) up to 2 TeV (region between the solid blue lines), 3 TeV (between the dashed red lines) and 4 TeV (between the dotted brown lines).

As it can be seen, the values of \( G'' \) required to satisfy unitarity bounds imply that \( \Xi_7 \) is rather small, especially in correspondence of high values of \( g'' \).
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**FIG. 2.** \( \Xi_7 \) as a function of \( g'' \) in correspondence of two values of \( G'' \) in the region favoured by unitarity. The coefficient of the \( O(p^4) \) operator has to be rather small, especially if \( g'' > 4 - 5 \).

Having shown the limits on the parameter space, it is now interesting to calculate the actual unitarity limit corresponding to different fixed \( M_V \) values, as a function of the effective
We show the results in fig. 3. As it can be seen, for $M_V$ in the range $1-2$ TeV, the limit is around 2 TeV in much of the parameter space, with a relatively narrow peak whose position depends on $M_V$. There is a discontinuity on the right side of the peak which can be better understood by looking at the energy dependence of the partial waves (fig. 4) when $G''$ is chosen near the peak itself. It is apparent that the most stringent limit comes from the $a_0^0$ partial wave. In the region of larger cut-off, the coefficient of the dominant $s$-proportional term in $a_0^0$ is negative, and its contribution is partially compensated by the subdominant term $\propto \log(1+\frac{s}{M^2}_V)$ (which arises from integrating the vector propagator mass pole). As a result, the partial wave grows at low energy, then decreases (eventually becoming negative) as contribution of the $s$-term becomes more and more important. The first ramp goes higher at higher values of $G''$, and eventually it grows enough as to violate the unitarity bound. This effect is milder, but still present, if we choose impose $|a_I^I(s)| < 1/2$ rather than $|a_I^I| < 1$ as a condition. By tuning $G''$ to reside just before the discontinuity, it is possible to push the cut-off to very high values, beyond 10 TeV when $M_V = 1$ TeV and up to 5-6 TeV when $M_V = 2$ TeV. However, as pointed out in [41], at least at $\mathcal{O}(p^2)$ these very high cut-off regions disappear when additional scattering channels, including the vector resonances $V$, are taken into account, even if sizable regions with a cut-off as high as $\sim 4$ TeV remain.

This picture could change when the $\mathcal{O}(p^4)$ operators are taken into account, as adding more scattering channels means introducing more free parameters in the calculation (remember that only three out of eight of the new invariants contribute to $\pi\pi \rightarrow \pi\pi$ scattering). The full analysis is beyond the scope of the present work; the main point we wish to stress here
FIG. 4. Partial waves $a_0^0$ (blue, solid), $a_0^2$ (purple, dashed) and $a_1^1$ (grey, dotted), as a function of center-of-mass energy $E = \sqrt{s}$, using condition (53). On the top: $M_V = 1$ TeV and $G'' = 3.45$ (left) and $G'' = 3.46$ (right). On the bottom: $M_V = 2$ TeV and $G'' = 5.72$ (left) and $G'' = 5.8$ (right). The values of $G''$ have been chosen in order to illustrate the behaviour near the discontinuity seen in fig. 3.

is that the contribution of the $O(p^4)$ operators, even with relatively small coefficients, can bring a quantitatively significant modification to the picture obtained at $O(p^2)$.

C. Bounds on the $s^2$ terms

We will now evaluate the effect of the $s^2$-proportional terms and try to obtain bounds on their maximum values. Allowing nonzero $s^2$ terms introduces two additional variables, namely $\Xi_1$ and $\Xi_2$, in the study. An exhaustive search becomes more complicated and is also not very interesting for phenomenology. Instead, we will perform a simplified analysis using only the most stringent of the partial waves, $a_0^0$ (see fig. 4), and expanding $\Xi_{1,2}$ around the values in eq. (53):

$$\Xi_1 = -4\Xi_2 g'' + \delta_\Xi, \quad \Xi_2 = 2\Xi_2 g'' + \delta_\Xi;$$

(56)
the expansion can be made in terms of a single parameter $\delta_{\Xi}$ since $\Xi_1$ and $\Xi_2$ appear in $a_0^0$ only in the $s^2$-proportional term; the partial waves becomes

$$a_0^0 = \frac{25}{192\pi} \frac{s^2}{v^4} \delta_{\Xi} + \mathcal{O}(s).$$

What we want to do is understand how large a value of $\delta_{\Xi}$ can be consistent with unitarity at least up to the scale of the resonance $V$. To do this, we plot the unitarity limit $\Lambda$ as a function of $G''$ for different values of $M_V$ and $\delta_{\Xi}$. The results are shown in fig. 5. At $M_V = 1$ TeV, we must have $\delta_{\Xi} < 0.1 - 0.05$ to have a limit $\Lambda > 1$ TeV in a small narrow range of values for $G''$. At $\delta_{\Xi} = 0.01$, we have recovered most of the parameter space, but the unitarity behaviour is still much worse, in general, than the one corresponding to $\delta_{\Xi} = 0$. At $M_V = 2$ TeV the situation is much worse: even when $\delta_{\Xi} = 0.01$, only a few values of $G''$ allow $\Lambda > 2$ TeV. The bottom line is that to have an unitarity behaviour which is significantly than in the SM without the Higgs, one needs condition (53) to hold at least in good approximation.

### V. CONCLUSIONS

We have studied a minimal Higgsless, including a single new vector resonance which is a triplet under the $SU(2)$ custodial symmetry of the SM, using an effective chiral lagrangian based on the $SU(2) \otimes SU(2)/SU(2)$ coset. We have written down the most general such lagrangian up to $\mathcal{O}(p^4)$ and the associated set of Feynman rules, then used them to calculate the $\pi\pi \rightarrow \pi\pi$ scattering amplitude and study the unitarity properties of the model, obtaining...
an estimate for its cut-off energy scale $\Lambda$. We have particularly stressed the impact of the $\mathcal{O}(p^4)$; in general, terms proportional to $s^2$ appear in the partial waves, and one has to ask that they at least approximately cancel each other in order to obtain a self-consistent picture (with the new resonance lying below the cut-off). Even when this cancellation is assumed, the remaining $\mathcal{O}(p^4)$ contributions can have a significant effect, leading to a sizable modification of the estimate for the cut-off scale also in cases when the (dimensionless) coefficients of the corresponding operators are relatively small.

Appendix A: Operator traces

The trace properties of the $H^a$, $X^a$ generators strongly constrain the invariants that can be built using the basic blocks containing either the scalars, $\omega^\perp_\mu$, $\hat{\omega}^\perp_\mu$ and $\omega^\parallel_\mu$, or the vectors field strengths, $F_{\mu\nu}(V)$, $\hat{F}_{\mu\nu}(W)$, $\hat{F}_{\mu\nu}(B)$. We will need to consider the trace of products of two, three or four operators. The first one is directly given by the orthonormality property of the generators, eq. (4). Consider now the trace of the product of three operators; using the properties of the Pauli matrices, it is easy to show that

$$Tr[H^a H^b H^c] = Tr[X^a X^b H^c] = \frac{i}{4} \epsilon^{abc}; \quad Tr[X^a H^b H^c] = Tr[X^a X^b X^c] = 0. \quad (A1)$$

Finally, for the trace of four operators, the identity

$$Tr[G^a G^b G^c G^d] = Tr[G^a G^b]Tr[G^c G^d] - Tr[G^a G^c]Tr[G^b G^d] + Tr[G^a G^d]Tr[G^b G^c] \quad (A2)$$

holds, with $G^a = H^a$, $X^a$.

An interesting consequence of eqs. (4), (A1) and (A2), is that any term with no more than four operators and containing an odd number of broken generators $X^a$ identically vanishes. Furthermore, in terms with an even number of broken generators $X^a$, the overall result does not change if we make the replacement $X^a \rightarrow H^a$. This means that any term containing an odd number of $\omega^\perp_\mu$ terms vanishes, while in ones that have an even number of $\omega^\perp_\mu$ terms, we can safely replace $\omega^\perp_\mu \rightarrow \hat{\omega}^\perp_\mu$. In short, we can always use $\hat{\omega}^\perp_\mu$ in place of $\omega^\perp_\mu$ to build the invariants.

Consider now the consequences of identity (A2) on the building of terms with four operators. The useful building blocks to $\mathcal{O}(p^4)$ are just $\hat{\omega}^\perp_\mu$ and $\hat{\omega}^\parallel_\mu$, since the vector field strengths all have dimension $p^2$. For every quadruple of operators $\hat{\omega}^\perp_1, \hat{\omega}^\perp_2, \hat{\omega}^\parallel_3, \hat{\omega}^\parallel_4$ we should in principle
consider the following invariants:

\[ Tr[\hat{\omega}^\mu_1 \hat{\omega}_2 \hat{\omega}^\nu_3 \hat{\omega}_4], \text{ non cyclic permutations} \]
\[ Tr[\hat{\omega}^\mu_1 \hat{\omega}^\nu_2 \hat{\omega}_3 \hat{\omega}_4], \text{ non cyclic permutations} \]
\[ Tr[\hat{\omega}^\mu_1 \hat{\omega}^\nu_2 \hat{\omega}_3 \hat{\omega}_4], \text{ non cyclic permutations} \]

\[ \begin{aligned}
    &Tr[\hat{\omega}^\mu_1 \hat{\omega}_2] Tr[\hat{\omega}^\nu_3 \hat{\omega}_4], \quad Tr[\hat{\omega}^\mu_1 \hat{\omega}_3] Tr[\hat{\omega}^\nu_4] Tr[\hat{\omega}^\nu_3 \hat{\omega}_4], \\
    &Tr[\hat{\omega}^\mu_1 \hat{\omega}^\nu_2] Tr[\hat{\omega}_3 \hat{\omega}_4], \quad Tr[\hat{\omega}^\mu_1 \hat{\omega}_4] Tr[\hat{\omega}^\nu_2], \\
    &Tr[\hat{\omega}^\mu_1 \hat{\omega}^\nu_2] Tr[\hat{\omega}_3 \hat{\omega}_4], \quad Tr[\hat{\omega}^\mu_1 \hat{\omega}_4] Tr[\hat{\omega}^\nu_2], \\
    &Tr[\hat{\omega}^\mu_1 \hat{\omega}^\nu_2] Tr[\hat{\omega}_3 \hat{\omega}_4], \quad Tr[\hat{\omega}^\mu_1 \hat{\omega}_4] Tr[\hat{\omega}^\nu_2]
\end{aligned} \] (A3)

A first simplification is obtained by noticing that eq. (A2) implies a symmetry under \( a \leftrightarrow c \) or \( b \leftrightarrow d \); using this, 3 of the 6 non cyclic permutation can be discarded:

\[ \begin{aligned}
    &Tr[\hat{\omega}_1 \hat{\omega}_2 \hat{\omega}_3 \hat{\omega}_4] = \hat{\omega}^\mu_1 \hat{\omega}^\nu_2 \hat{\omega}^\nu_3 \hat{\omega}^\nu_4 Tr[H^a H^b H^c H^d] = \hat{\omega}^\mu_1 \hat{\omega}^\nu_2 \hat{\omega}^\nu_3 \hat{\omega}^\nu_4 Tr[H^a H^b H^c H^d] \equiv Tr[\hat{\omega}_1 \hat{\omega}_2 \hat{\omega}_4 \hat{\omega}_3] \\
    &Tr[\hat{\omega}_1 \hat{\omega}_2 \hat{\omega}_4 \hat{\omega}_3] \equiv Tr[\hat{\omega}_1 \hat{\omega}_3 \hat{\omega}_4 \hat{\omega}_2] \\
    &Tr[\hat{\omega}_1 \hat{\omega}_3 \hat{\omega}_2 \hat{\omega}_4] \equiv Tr[\hat{\omega}_1 \hat{\omega}_4 \hat{\omega}_2 \hat{\omega}_3]
\end{aligned} \] (A4)

Then, each block exists in four “versions”, for example \( \hat{\omega}^{+\mu} \), \( \hat{\omega}^{+\nu} \), \( \hat{\omega}^{+\nu} \) and \( \hat{\omega}^{+\nu} \), and the possible combinations are all those which are allowed by \( P_{LR} \) and Lorentz symmetries and by the trace properties of the generators \( H^a \). We have the following possibilities:

\[ \begin{array}{c|c|c|c|c|c}
  \ (\hat{\omega}^{+\mu}, \hat{\omega}^{+\nu}, \hat{\omega}^{+\nu}, \hat{\omega}^{+\nu}) & \ (\hat{\omega}^{\mu\nu\mu\nu}, \hat{\omega}^{\mu\nu\nu\nu}, \hat{\omega}^{\mu\nu\nu\nu}) \\
  \ (\hat{\omega}^{-\mu}, \hat{\omega}^{-\nu}, \hat{\omega}^{-\nu}, \hat{\omega}^{-\nu}) & \ (\hat{\omega}^{\mu\mu\nu\nu}, \hat{\omega}^{\mu\nu\nu\nu}, \hat{\omega}^{\mu\nu\nu\nu})
\end{array} \]

\[ A \text{ priori} \] we have in total \( 4 \times (3 + 3 + 3 + 3 + 3 + 3) = 54 \) possible invariants; systematic use of eq. (A2) allows us to lower this number down to 15 (tab. IV).

The identity given in eq. (A2) also allows us to rewrite the traces of four operators in terms of products of traces of two operators (tab. V). This provides us nine further constraints which lower down to six the number of independent invariants; this number cannot be further lowered, so we can choose as a basis either the couples of bilinear or the quadrilinear terms (tab. VI).
TABLE IV. Invariant operators built with quadrilinear terms

\[ \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \hat{\omega}_\nu^+ \hat{\omega}_\mu^- \right] = 2 \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right]^2 - \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\mu^- \right]^2 \]

\[ \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] = \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\mu^- \right]^2 \]

\[ \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] = 2 \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right]^2 - \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^\| \right]^2 \]

\[ \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] = \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right]^2 \]

\[ \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] = \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] \text{Tr} \left[ \hat{\omega}_\mu^\| \hat{\omega}_\nu^\| \right] \]

\[ \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] = \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] \text{Tr} \left[ \hat{\omega}_\nu^\| \right] \]

\[ \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] = \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] \text{Tr} \left[ \hat{\omega}_\nu^\| \right] \]

\[ \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] = - \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] \text{Tr} \left[ \hat{\omega}_\nu^\| \hat{\omega}_\nu^\| \right] \]

\[ \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] = - \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] \text{Tr} \left[ \hat{\omega}_\nu^\| \hat{\omega}_\nu^\| \right] \]

\[ \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] = - \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] \text{Tr} \left[ \hat{\omega}_\nu^\| \hat{\omega}_\nu^\| \right] \]

\[ \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] = - \text{Tr} \left[ \hat{\omega}_\mu^+ \hat{\omega}_\nu^- \right] \text{Tr} \left[ \hat{\omega}_\nu^\| \hat{\omega}_\nu^\| \right] \]

TABLE V. Constraints coming from eq. (A2)

**Appendix B: Feynman rules**

From the Lagrangian $O(p^4)$ given in Eq. (22) we can derive the Feynman rules (in the limit in which the equivalence theorem holds). In our notation

$$\epsilon^{abc} \rightarrow -i \epsilon^{ijk} \quad (a, b, c = 1, 2, 3; i, j, k = +, -, 0) \quad \epsilon^{123} = 1 = \epsilon^{+0}$$

(B1)
c) $Tr \left[ \hat{\omega}^i_\mu \hat{\omega}^j_\nu \right] Tr \left[ \hat{\omega}^{1-\mu} \hat{\omega}^{1-\nu} \right]$

d) $Tr \left[ \hat{\omega}^i_\mu \hat{\omega}^{1-\mu} \right] Tr \left[ \hat{\omega}^j_\nu \hat{\omega}^{1-\nu} \right]$

e) $Tr \left[ \hat{\omega}^i_\mu \hat{\omega}^j_\rho \right] Tr \left[ \hat{\omega}^\mu \hat{\omega}^\rho \right]$

f) $Tr \left[ \hat{\omega}^i_\mu \hat{\omega}^j_\rho \right] Tr \left[ \hat{\omega}^\mu \hat{\omega}^\rho \right]$

g) $Tr \left[ \hat{\omega}^i_\mu \hat{\omega}^j_\nu \right] Tr \left[ \hat{\omega}^\mu \hat{\omega}^\nu \right]$

h) $Tr \left[ \hat{\omega}^i_\mu \hat{\omega}^{1-\mu} \right] Tr \left[ \hat{\omega}^j_\nu \hat{\omega}^{1-\nu} \right]$

TABLE VI. Bilinear (left) and quadrilinear (right) basis

1. Propagators

- $\pi^a$:

$$\frac{i\delta_{ab}}{p^2+i\epsilon}$$ (B2)

- $V^a_\mu$ (in the unitary gauge):

$$\frac{-i\delta_{ab}}{q^2-M^2_V+i\epsilon} \left( \eta_{\mu\nu} - \frac{q_\mu q_\nu}{M^2_V} \right)$$ (B3)

2. Trilinear vertices

$$\mathcal{L}^{(2)}_{\pi\pi V} = \frac{i\alpha g''}{2} \bar{\epsilon}^{ijk} \pi^i \pi^j V^{\mu k}$$

$\bar{\epsilon}^{+-0} = 1, \ i, j, k = +, -, 0$ (B4)

$$\mathcal{L}^{\pi\pi V}_{VII} = -2i\Xi g'' \bar{\epsilon}^{ijk} \left( \frac{1}{v} \right) \partial^\mu \pi^i \partial^\nu \pi^j \partial_\mu V^{k}_{\nu}$$ (B5)

$$\frac{(2+VII)}{\delta \pi^1(p_1)\delta \pi^2(p_2)\delta V^{k}_{\mu}(q)} = \frac{\delta i(\mathcal{L}^{(2)} + \mathcal{L}^{\pi\pi V}_{VII})}{\delta \pi^1(p_1)\delta \pi^2(p_2)\delta V^{k}_{\mu}(q)}$$

$$= \frac{i\epsilon^{ijk} g''}{2} \left[ \left( \alpha - 4 \Xi \frac{1}{v^2} (p_1 \cdot p_2) \right) (p_2 - p_1)^\nu + 4 \Xi \frac{1}{v^2} (p_2^2 p_1^\nu - p_1^2 p_2^\nu) \right]$$
\[ \mathcal{L}_{\text{kin}}^{(3V)} + \mathcal{L}_{\text{VIII}}^{(3V)} = \left( g^\nu + 2 \Xi S \right) \partial_\mu V^\nu V^{\mu^b} V^{\nu^c} \]

\[
= \frac{\delta i (\mathcal{L}_{\text{kin}}^{(3V)} + \mathcal{L}_{\text{VIII}}^{(3V)})}{\delta \pi^i (p_1) \delta \pi^j (p_2) \delta V^k (q)}
\]

\[
= i (g^\nu + 2 g^{\mu^3} \Xi S) \epsilon^{ijk} \left( (q_2^\mu - q_3^\nu) \eta^{\lambda \nu} + (q_3^\nu - q_4^\nu) \eta^{\mu \lambda} + (q_4^\lambda - q_2^\lambda) \eta^{\mu \nu} \right)
\]

3. Quadrilinear vertices

\[
\mathcal{L}_{(2)}^{(2)} = -\frac{1}{2 v^2} \left( \frac{1}{3} \right) \left( 1 - \frac{\alpha}{4} \right) \left[ 2 \pi^\mu \pi^\nu \partial_\mu \pi^\nu \pi^- - \pi^\mu \pi^\nu \partial_\nu \pi^- \right.
\]

\[
- \pi^\mu \pi^\nu \partial_\mu \pi^- \partial_\nu \pi^+ + 2 \pi^\mu \pi^\nu \partial_\nu \pi^0 \partial_\mu \pi^0 + 2 \pi^\mu \pi^\nu \partial_\nu \pi^0 \partial_\mu \pi^0
\]

\[
- 2 \pi^\mu \partial_\mu \pi^- \partial_\nu \pi^0 \partial_\mu \pi^0 - 2 \pi^- \partial_\mu \pi^- \partial_\nu \pi^0 \partial_\mu \pi^0 \right]
\]

\[\mathcal{L}_I = \frac{\Xi_1}{v^4} \left( \partial_\mu \pi^0 \partial^\mu \pi^- \partial_\nu \pi^- + \partial_\mu \pi^0 \partial^\nu \pi^- \partial_\mu \pi^- + \frac{1}{4} \partial_\mu \pi^0 \partial^\mu \pi^- \partial_\nu \pi^0 \partial_\nu \pi^0 \right)\]

\[\mathcal{L}_{II} = \frac{\Xi_2}{v^4} \left( \partial_\mu \pi^0 \partial^\mu \pi^- \partial_\nu \pi^- + \partial_\mu \pi^0 \partial^\nu \pi^- \partial_\mu \pi^- + 2 \partial_\mu \pi^0 \partial^\nu \pi^- \partial_\mu \pi^0 \partial_\nu \pi^0 + \frac{1}{2} \partial_\mu \pi^0 \partial^\mu \pi^- \partial_\nu \pi^0 \partial_\nu \pi^0 \right)\]

\[
(2) = \frac{\delta i \mathcal{L}^{(2)}}{\delta \pi^a (p_1) \delta \pi^b (p_2) \delta \pi^c (p_3) \delta \pi^d (p_4)}
\]

\[
= \frac{i}{v^2} \left( 1 - \frac{3\alpha}{4} \right) \left( \delta^{ab} \delta^{cd} s + \delta^{ac} \delta^{bd} t + \delta^{ad} \delta^{bc} u \right)
\]

where \( \delta^{ab} = 1 \) only if \( ab = +-, --, 00. \)

\[
(1) = \frac{\delta i \mathcal{L}_I}{\delta \pi^a (p_1) \delta \pi^b (p_2) \delta \pi^c (p_3) \delta \pi^d (p_4)}
\]
\[ L^{4V}_{\text{kin}} = -\frac{1}{2}g''^2 \left( V^\mu + V^\nu - V^\mu + V^\nu - 2 \left( V^\mu + V^\nu - V^\mu + V^\nu - V^\mu + V^\nu - V^\mu + V^\nu \right) \right) \]

\[ L_{\text{III}} = \Xi_3 g''^4 \left( V^\mu + V^\nu - V^\mu + V^\nu + V^\mu + V^\nu - 2V^\mu + V^\nu + V^\mu + V^\nu \right) \]

\[ L_{IV} = \Xi_4 g''^4 \left( V^\mu + V^\nu - V^\mu + V^\nu + V^\mu + V^\nu - 2V^\mu + V^\nu + V^\mu + V^\nu \right) \]

\[ L^{4V}_{VIII} = -\Xi_8 g''^4 \left( V^\mu + V^\nu - V^\mu + V^\nu - V^\mu + V^\nu - V^\mu + V^\nu \right) \]
\[= 2i \Xi g^{n4} \left( \delta^{ab} \delta^{cd} \eta_{\mu\nu} \eta_{\alpha\beta} + \delta^{ac} \delta^{bd} \eta_{\mu\alpha} \eta_{\nu\beta} + \delta^{ad} \delta^{bc} \eta_{\mu\beta} \eta_{\nu\alpha} \right) \]

\[= 2i \Xi g^{n4} \left( \delta^{ab} \delta^{cd} (\eta_{\mu\alpha} \eta_{\nu\beta} + \eta_{\mu\beta} \eta_{\nu\alpha}) + \delta^{ac} \delta^{bd} (\eta_{\mu\alpha} \eta_{\nu\beta} + \eta_{\mu\beta} \eta_{\nu\alpha}) + \delta^{ad} \delta^{bc} (\eta_{\mu\alpha} \eta_{\nu\beta} + \eta_{\mu\beta} \eta_{\nu\alpha}) \right) \]

\[= -i \Xi g^{n4} \left( \delta^{ab} \delta^{cd} (2\eta_{\mu\nu} \eta_{\alpha\beta} - \eta_{\mu\alpha} \eta_{\nu\beta} - \eta_{\mu\beta} \eta_{\nu\alpha}) + \delta^{ac} \delta^{bd} (2\eta_{\mu\alpha} \eta_{\nu\beta} - \eta_{\mu\nu} \eta_{\alpha\beta} - \eta_{\mu\beta} \eta_{\nu\alpha}) + \delta^{ad} \delta^{bc} (2\eta_{\mu\beta} \eta_{\nu\alpha} - \eta_{\mu\alpha} \eta_{\nu\beta} - \eta_{\mu\nu} \eta_{\alpha\beta}) \right) \]

\[\mathcal{L}_V = -\Xi g^{n2} \left( \frac{i}{v} \right)^2 \left( \partial_\mu \pi^+ V^{\mu0} + \partial_\nu \pi^- V^{\nu0} + \frac{1}{4} \partial_\mu \pi^0 V^{\mu0} \partial_\nu \pi^0 V^{\nu0} + \frac{1}{2} \partial_\mu \pi^+ V^{\mu0} \partial_\nu \pi^- V^{\nu0} + \frac{1}{2} \partial_\mu \pi^- V^{\mu0} \partial_\nu \pi^+ V^{\nu0} - \frac{1}{2} \partial_\mu \pi^0 V^{\mu0} \partial_\nu \pi^0 V^{\nu0} \right) \]

\[\mathcal{L}_V = -\Xi g^{n2} \left( \frac{i}{v} \right)^2 \left( \partial_\mu \pi^+ V^{\mu0} + \partial_\nu \pi^- V^{\nu0} + \frac{1}{4} \partial_\mu \pi^0 V^{\mu0} \partial_\nu \pi^0 V^{\nu0} + \frac{1}{2} \partial_\mu \pi^+ V^{\mu0} \partial_\nu \pi^- V^{\nu0} + \frac{1}{2} \partial_\mu \pi^- V^{\mu0} \partial_\nu \pi^+ V^{\nu0} - \frac{1}{2} \partial_\mu \pi^0 V^{\mu0} \partial_\nu \pi^0 V^{\nu0} \right) \]

\[= -\frac{i \Xi g^{n2}}{2v^2} \left( \delta^{ab} \delta^{cd} (p_1 p_2\beta + p_2\alpha p_1\beta) + \delta^{ac} \delta^{bd} (p_2\alpha p_1\beta - p_1\alpha p_2\beta) + \delta^{ad} \delta^{bc} (p_1\alpha p_2\beta - p_2\alpha p_1\beta) \right) \]
\[ \mathcal{L}_{VI} = \frac{\Xi_6 g''^2}{v^2} \left( \partial_\mu \pi^+ \partial^\mu \pi^- V^+ V^- + \frac{1}{2} \partial_\mu \pi^+ \partial^\mu \pi^- V^0 V^{\mu 0} + \frac{1}{2} \partial_\mu \pi^0 \partial^\mu \pi^0 V^+ V^- \right. \\
\left. + \frac{1}{4} \partial_\mu \pi^0 \partial^\mu \pi^0 V^0 V^{\mu 0} \right) \] (B14)

\[ \left( VI \right) \left( \frac{\delta i \mathcal{L}_{VI}}{\delta \pi^a(p_1) \delta \pi^b(p_2) \delta V^c_{\alpha}(p_3) \delta V^d_{\beta}(p_4)} \right) = -i \frac{\Xi_6 g''^2}{v^2} \delta^{ab} \delta^{cd} p_1 \cdot p_2 \eta_{\alpha \beta} \]

\[ \mathcal{L}_{\pi \pi VV} = \frac{\Xi_7 g''^2}{v^2} \left( V^+ \partial^\mu \pi^- V^- \partial^\mu \pi^- - V^- \partial^\mu \pi^+ V^\mu \partial^\nu \pi^+ \\
+ 2 V^+ \partial^\mu \pi^0 V^0 \partial^\nu \pi^- + 2 V^- \partial^\mu \pi^0 V^0 \partial^\nu \pi^+ - 2 V^+ \partial^\mu \pi^- V^0 \partial^\nu \pi^0 \\
- 2 V^- \partial^\mu \pi^+ V^0 \partial^\nu \pi^0 \right) \] (B15)

\[ \left( VII \right) \left( \frac{\delta i \mathcal{L}_{VII}}{\delta \pi^a(p_1) \delta \pi^b(p_2) \delta V^c_{\alpha}(p_3) \delta V^d_{\beta}(p_4)} \right) \]

\[ \left( \frac{\delta i \mathcal{L}_{VII}}{\delta \pi^a(p_1) \delta \pi^b(p_2) \delta V^c_{\alpha}(p_3) \delta V^d_{\beta}(p_4)} \right) = i \frac{2 \Xi_7 g''^2}{v^2} \left( \delta^{ac} \delta^{bd} (p_1 p_2 \beta - p_2 \alpha p_1 \beta) + \delta^{ad} \delta^{bc} (p_2 \alpha p_1 \beta - p_1 \alpha p_1 \beta) \right) \]

\[ \mathcal{L}_{\pi \pi VV} = \Xi_8 g''^2 \left( \partial^\mu V^+_{\nu} V^-_{\nu} (\pi^- \partial^\mu \pi^+ - \pi^+ \partial^\mu \pi^-) \\
+ \partial^\mu V^0_{\nu} V^0_{\nu} (\pi^0 \partial^\mu \pi^+ - \pi^+ \partial^\mu \pi^0) + \partial^\mu V^-_{\nu} V^+_{\nu} (\pi^+ \partial^\mu \pi^- - \pi^- \partial^\mu \pi^+) \\
+ \partial^\mu V^0_{\nu} V^+_{\nu} (\pi^0 \partial^\mu \pi^- - \pi^- \partial^\mu \pi^0) + \partial^\mu V^-_{\nu} V^0_{\nu} (\pi^- \partial^\mu \pi^0 - \pi^0 \partial^\mu \pi^-) \\
+ \partial^\mu V^0_{\nu} V^0_{\nu} (\pi^+ \partial^\mu \pi^0 - \pi^0 \partial^\mu \pi^+) \right) \] (B16)

where \( \partial^\mu V_{\nu} \equiv \partial_\mu V_{\nu} - \partial_\nu V_{\mu} \).
\[ \delta_i \Xi_8^{g''} v_2 \]

\[ = \frac{i \Xi_8 \delta V_{VIII}^\Lambda}{\delta \pi^a(p_1) \delta \pi^b(p_2) \delta V_\alpha'(p_3) \delta V_\beta'(p_4)} \]

\[ = i \sum_{p=1}^{d} g_{\mu}^2 p^2 \left( \delta^{ac} \delta^{bd} \left( (p_4 - p_3) \cdot (p_1 - p_2) \eta_{\alpha \beta} - p_4 \alpha (p_1 \beta - p_2 \beta) - p_3 \beta (p_2 \alpha - p_1 \alpha) \right) + \delta^{ad} \delta^{bc} \left( - (p_4 - p_3) \cdot (p_1 - p_2) \eta_{\alpha \beta} + p_4 \alpha (p_1 \beta - p_2 \beta) + p_3 \beta (p_2 \alpha - p_1 \alpha) \right) \right) \]

---
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