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Abstract

Single-image super-resolution (SISR) networks trained with perceptual and adversarial losses provide high-contrast outputs compared to those of networks trained with distortion-oriented losses, such as L1 or L2. However, it has been shown that using a single perceptual loss is insufficient for accurately restoring locally varying diverse shapes in images, often generating undesirable artifacts or unnatural details. For this reason, combinations of various losses, such as perceptual, adversarial, and distortion losses, have been attempted, yet it remains challenging to find optimal combinations. Hence, in this paper, we propose a new SISR framework that applies optimal objectives for each region to generate plausible results in overall areas of high-resolution outputs. Specifically, the framework comprises two models: a predictive model that infers an optimal objective map for a given low-resolution (LR) input and a generative model that applies a target objective map to produce the corresponding SR output. The generative model is trained over our proposed objective trajectory representing a set of essential objectives, which enables the single network to learn various SR results corresponding to combined losses on the trajectory. The predictive model is trained using pairs of LR images and corresponding optimal objective maps searched from the objective trajectory. Experimental results on five benchmarks show that the proposed method outperforms state-of-the-art perception-driven methods in LPIPS, DISTS, PSNR, and SSIM metrics. The visual results also demonstrate the superiority of our method in perception-oriented reconstruction. The code is available at https://github.com/seungho-snu/SROOE.

1. Introduction

The purpose of single image super-resolution (SISR) is to estimate a high-resolution (HR) image corresponding to a given low-resolution (LR) input. SISR has many applications, mainly as a pre-processing step of computer vision or image analysis tasks, such as medical [13, 34, 51], surveillance [11, 43], and satellite image analysis [30, 41]. However, SISR is an ill-posed problem in that infinitely many HR images correspond to a single LR image. Recently, the performance of SISR has been greatly improved by adopting deep neural networks [7, 8, 15, 18, 21, 22, 26, 42, 54, 55]. Pixel-wise distortion-oriented losses (L1 and L2) were widely used in early research, which helped to obtain a high signal-to-noise ratio (PSNR). However, these losses lead the model to generate an average of possible HR solutions, which are usually blurry and thus visually not pleasing.

Subsequently, perception-oriented losses, such as perceptual loss [19] and generative adversarial loss [12], were...
introduced to overcome this problem and produce realistic images with fine details [23]. Although these perception-oriented losses are used for various SR methods [38,46,50], they also bring undesirable side effects such as unnatural details and structural distortions. To alleviate these side effects and improve perceptual quality, various methods, such as the ones employing specially designed losses [40,53] and conditional methods utilizing prior information and additional network branches [31,44], have been introduced. Meanwhile, different from the conventional SR methods, which optimize a single objective, some studies tried to apply multiple objectives to generate more accurate HR outputs. However, some of them [35,45,46] applied image-specific objectives without consideration for the regional characteristics, and the other [36] used region-specific objectives for the regions obtained using semantic image segmentation with a limited number of pre-defined classes.

In this paper, we propose a new SR framework that finds a locally optimal combination of a set of objectives in the continuous sample space, resulting in regionally optimized HR reconstruction. The upper part of Fig. 1 shows a visual comparison of our results with those of state-of-the-art perception-oriented methods. We can see that our SR method using optimal objective estimation (OEE), called SROOE, generates more accurate structures. The lower part of Fig. 1 shows that the SROOE is located on the far right and bottom, corresponding to the position where both PSNR and LPIPS [52] are desirable.

For this purpose, our SR framework consists of two models: a predictive model that infers the most appropriate objectives for a given input, and a generative model that applies locally varying objectives to generate the corresponding SR result. The main challenge is to train a single generator to learn continuously varying objectives over the different locations. For this, the objective is defined as the weighted sum of several losses, and we train the generator with various sets of weights. Meanwhile, the predictor is to estimate appropriate weights for a given image input.

For efficient training, we do not learn over the entire objective space spanned by the weight vector, but find a set of several objectives that have high impacts on optimization at each vision level and are close to each other in the objective space. This is because proximity between objectives improves the efficiency of learning and increases the similarity of their results, which helps reduce side effects. In addition, we train the generative model on a set of objectives on our defined trajectory, which is formed by connecting the selected objectives such that the trajectory starts with an objective suitable for a low-vision level and progresses through objectives suitable for higher levels. This enables us to replace high-dimensional weight vector manipulation with simple one-dimensional trajectory tracking, thereby simplifying the training process. The predictive model is trained using a dataset with pairs of LR images and corresponding optimal objective maps. We obtain these optimal training maps by using a grid search on the generator's objective trajectory.

Regarding the network structure, we employ spatial feature transform (SFT) layers [44] in the generator to flexibly change the network’s behavior according to the objective. Our flexible model trained in this way has three advantages. First, the generalization capability to diversely structured images is improved since the network learns various cases. Second, the SR results are consistent with respect to the trajectory and given input. Third, the high-dimensional weight vector for loss terms can be replaced with a vector function with a one-dimensional input, and thus the optimal loss combinations can be easily found and controlled.

Our contributions are summarized as follows. (1) We propose a SISR framework that estimates and applies an optimal combination of objectives for each input region and thus produces perceptually accurate SR results. (2) While this approach requires training with various weighted combinations of losses, which needs the search on a high-dimensional weight vector space, we introduce an efficient method for exploring and selecting objectives by defining the objective trajectory controlled by a one-dimensional variable. (3) We propose a method for obtaining optimal objective maps over the trajectory, which are then used to train the objective estimator. (4) Experiments show that our method provides both high PSNR and low LPIPS, which has been considered a trade-off relation.

2. Related Work

Distortion-oriented SR. Dong et al. [8] first proposed a convolutional neural network (CNN)-based SR method that uses a three-layer CNN to learn the mapping from LR to HR. Since then, many deeper CNN-based SISR frameworks have been proposed [20,26]. Ledig et al. [23] proposed SR-ResNet, which uses residual blocks and skip-connections to further enhance SR results. Since Huang et al. [16] proposed DenseNet, the dense connections have become prevalent in SR networks [2,3,14,46,55]. Zhang et al. [54] introduced RCAN, which employs channel attention and improves the representation ability of the model and SR performance. More recently, SwinIR [24] and Uformer [49] reported excellent SISR performance by using the Swin Transformer architecture [27] and locally-enhanced window (LeWin) Transformer block, respectively. While there are many architectures for the SR as listed above, we employ plain CNN architectures as our predictor and generator. The structure is not an issue in this paper, and various CNNs and Transformers can be tried instead of our architecture.

Perception-oriented SR. Because the pixel losses, such as L1 and L2, do not consider perceptual quality, the results of using such losses often lack high-frequency de-
The predictive model generates the optimal objective map $\hat{T}_B$, which is fed to the generative model. The input LR image is super-resolved through our Basic Blocks and other elements of the generator, which are controlled by the map from the Condition Branch.

tails [47, 48]. Meanwhile, Johnson et al. [19] proposed a perceptual loss to improve the visual quality of the output. Ledig [23] introduced SRGAN utilizing adversarial loss [12], which can generate photo-realistic HR images. Wang et al. [46] enhanced this framework by introducing ESRGAN with Residual-in-Residual Dense Block (RRDB).

However, these perception-oriented SR models entail undesirable artifacts, such as unexpected textures on a flat surface. To alleviate such artifacts and/or further improve the perceptual quality, various methods have been proposed. Soh et al. [40] introduced NatSR, where they designed a loss to suppress aliasing. Wang et al. [44] proposed the use of semantic priors for generating semantic-specific details by using SFT layers. Zhang et al. [53] proposed a Ranker that learns the behavior of perceptual metrics. Ma et al. [31] proposed a structure-preserving super-resolution (SPSR) to alleviate geometric distortions. Liang et al. [25] proposed locally discriminative learning between GAN-generated artifacts and realistic details. However, Blau [5] argued that it is difficult to simultaneously achieve perceptual quality enhancement and distortion reduction because they involve a trade-off relationship. In this regard, there was an SR challenge [4] focused on the trade-off between generation accuracy and perceptual quality. One of the main claims of this paper is that we can further reduce distortion and increase perceptual quality simultaneously, as shown in Fig. 1.

3. Methods

3.1. Proposed SISR Framework

An overview of our SISR framework is presented in Fig. 2. Our framework consists of a predictive model $C_\psi$ and generative model $G_\theta$, parameterized by $\psi$ and $\theta$, respectively. Model $C_\psi$ infers an LR-sized optimal objective map $\hat{T}_B$ for a given LR input $x$, and $G_\theta$ applies it to produce the corresponding SR output, which is as similar as possible to its corresponding HR counterpart $y$, as follows:

$$\hat{y}_{\hat{T}_B} = G_\theta \left( x|\hat{T}_B \right),$$

$$\hat{T}_B = C_\psi \left( x \right).$$

3.2. Proposed Generative Model

Since using a single fixed objective cannot generate optimized HR results for every image region, it is beneficial to apply regionally different losses regarding the input characteristics. However, training multiple SR models, each of which is trained with a different objective, is impractical because it requires large memory and long training and inference times [10]. Hence, in this paper, we propose a method to train a single SR model that can consider locally different objectives.

Effective Objective Set. We first investigate which objectives need to be learned for accurate SR. For perception-oriented SR [23, 38], the objective is usually a weighted sum of pixel-wise reconstruction loss $L_{rec}$, adversarial loss $L_{adv}$, and perceptual loss $L_{per}$, as follows:

$$L = \lambda_{rec} \cdot L_{rec} + \lambda_{adv} \cdot L_{adv} + \sum_{per_l} \lambda_{per_l} \cdot L_{per_l},$$

$$L_{per_l} = \mathbb{E} \left[ \| \phi_{per_l}(\hat{y}) - \phi_{per_l}(y) \|_1 \right],$$

where $\lambda_{rec}$, $\lambda_{adv}$, and $\lambda_{per_l}$ are weighting parameters for the corresponding losses, and $\phi_{per_l}(\cdot)$ represents feature maps of the input extracted at layer $per_l$ of the 19-layer VGG network, where five layers denoted in Eqn. 5 are considered as in [35, 36, 39]. Since the receptive field becomes larger as we progress deeper into the VGG network [39],

Figure 2. Architecture of the proposed method. The predictive model generates the optimal objective map $\hat{T}_B$, which is fed to the generative model. The input LR image is super-resolved through our Basic Blocks and other elements of the generator, which are controlled by the map from the Condition Branch.
features of shallow layers such as V12 and V22 and deeper layers such as V34, V44, and V54 correspond to relatively low-level and higher-level vision, respectively [36].

To find an effective set of objectives, we define an SR objective space. Since the objective for SR is a weighted sum of seven loss terms, as in Eqn. 3, an objective space is spanned by these basis loss terms, and any objective can be expressed by a seven-dimensional vector of weighting parameters, \( \lambda \in \mathbb{R}^7 \) as \( \lambda = [\lambda_{\text{rec}}, \lambda_{\text{adv}}, \lambda_{\text{per}}] \), where \( \lambda_{\text{per}} \in \mathbb{R} \) is a weight vector for perceptual loss.

Table 1 compares two objective sets, \( A \) and \( B \), as defined in Fig. 3. Because ESRGAN [46] is the base model for this comparison, for all objectives in the table, except for \( \lambda_0 \), \( \lambda_{\text{rec}} \) and \( \lambda_{\text{adv}} \) are set to \( 1 \times 10^{-2} \) and \( 5 \times 10^{-3} \), respectively. These are the same as those for ESRGAN, except that \( \lambda_{\text{per}} \) changes, where \( \| \lambda_{\text{per}} \|_1 = 1 \).

In particular, in terms of \( \lambda_{\text{per}} \), whereas each objective \( \lambda_i \) in set \( A \) has weights for only one of the five VGG feature spaces, each objective in set \( B \) has equal weights for each loss in the feature space lower than the target vision level. Therefore, an objective corresponding to a high vision level also includes the losses for the lower-level feature spaces. Meanwhile, because \( \lambda_0 \) corresponds to a distortion-oriented RRDB model [46], its \( \lambda_{\text{rec}} \) and \( \lambda_{\text{adv}} \) are set to \( 1 \times 10^{-2} \) and 0, respectively. Note that \( \lambda_0 \) is included in both sets \( A \) and \( B \).

In Table 1, the normalized versions (min-max feature scaling) of the averaged \( L_{\text{per}} \) from Eqn. 4 for five datasets (BSD100 [32], General100 [9], Urban100 [17], Manga109 [33], and DIV2K [1]) are reported. For all feature spaces, including the targeted V12 and V22 feature spaces, \( \lambda_{1,2} \) in set \( B \) has smaller L1 errors than those of \( \lambda_1 \) and \( \lambda_2 \) in set \( A \). Moreover, \( \lambda_{1,4} \) exhibits smaller errors than those of \( \lambda_1 \) and \( \lambda_4 \). Although \( \lambda_{1,3} \) has slightly more errors in the V34 feature space than that of \( \lambda_3 \), it has less errors in the V12 and V22 feature spaces therefore, \( \lambda_{1,3} \) has relatively less distortion than \( \lambda_3 \) overfitted to the V34 feature space. That is supported by the fact that most of the objectives in set \( B \), including \( \lambda_{1,3} \), have better PSNR and LPIPS on Urban100 [17] than those in set \( A \), \( \lambda_{1,5} \) showing relatively poor performance compared to \( \lambda_{1,4} \) is not used.

To examine the SR result with locally appropriate objectives applied using set \( A \), we mix the six SR results of ESRGAN-\( \lambda_\alpha \), where \( \lambda_\alpha \in A \), by selecting the SR result with the lowest LPIPS for each pixel position, as follows:

\[
y_A^i(j) = \hat{y}_{T_A}^i(j),
\]

\[
T_A^i(j) = \arg \min_{\lambda_\alpha \in A} \text{LPIPS}_{\lambda_\alpha}(i,j),
\]

\[
\text{LPIPS}_{\lambda_\alpha} = \text{LPIPS}(y, \hat{y}_{\lambda_\alpha}),
\]

where \( \hat{y}_{\lambda_\alpha} \) is the SR result of ESRGAN-\( \lambda_\alpha \). The LPIPS function computes the perceptual distance between two image patches for each pixel position, producing an LPIPS map, LPIPS, of the input image size [28, 35]. The LPIPS metric in Table 1 is the average of this map. Since \( T_A^i \) is the optimal objective selection (OOS), \( T_A^i \) and its SR model for mixing are denoted as OOS\(_A\) and ESRGAN-OOS\(_A\), respectively. The upper part of Fig. 4 shows an example of OOS\(_A\) and OOS\(_B\) based on set \( A \) and \( B \). PSNR and LPIPS [52] of ESRGAN-OOS\(_A\) and ESRGAN-OOS\(_B\) are reported in Table 1, where ESRGAN-OOS\(_B\) is superior to any single objective model, demonstrating the potential for performance improvement of the locally suitable objective application. The lower part of Fig. 4 shows the side effects caused by mixing the SR results for set \( A \) with lower proximities between objectives than those in set \( B \), as shown in Fig. 3. Since ESRGAN-OOS\(_B\) in Fig. 4 has less artifact and better PSNR than those of ESRGAN-OOS\(_A\), the proposed set \( B \) is more suitable for applying locally appropriate objectives.
Learning Objective Trajectory. We train our generative model on a set of objectives over the trajectory rather than a single objective, \( \lambda_t \). The objective trajectory is formed by connecting the selected objectives, i.e., the five objectives of set \( B \), starting with an objective for a low-vision level and progressing through objectives for higher levels, i.e., from \( \lambda_0 \) to \( \lambda_{1.4} \). It is parameterized by a single variable \( t \), \( \lambda(t) = (\lambda_{rec}(t), \lambda_{adv}(t), \lambda_{per}(t)) \), as follow:

\[
\lambda(t) = \alpha \cdot f_\lambda(t) + \beta,
\]

\[
f_\lambda(t) = (f_{\lambda_{rec}}(t), f_{\lambda_{adv}}(t), f_{\lambda_{per}}(t)),
\]

where \( f_{\lambda_{per}}(t) \) \( \in \mathbb{R}^3 \), \( f_{\lambda_{rec}}(t) \), \( f_{\lambda_{adv}}(t) \) are weighting functions, \( \alpha \) and \( \beta \) are the scaling and offset vectors. As \( f_\lambda : \mathbb{R} \rightarrow \mathbb{R}^7 \), this vector function enables the replacement of high-dimensional weight-vector manipulation with one-dimensional tracking, simplifying the training process.

Specifically, the trajectory design is based on the observation in Table 1 that the distortion-oriented RRDB model using \( \lambda_0 \) has smaller L1 errors than those of all ESRGAN models for low-level feature spaces, such as V12 and V22, whereas ESRGAN models have smaller L1 errors for higher-level feature spaces, such as V34, V44, and V54. Thus, we design the weight functions \( f_{\lambda_{rec}}, f_{\lambda_{adv}} \), and \( f_{\lambda_{per}} \) such that when \( t \) approaches 0, \( f_{\lambda_{rec}} \) increases and \( \{f_{\lambda_{adv}}, \sum_{\lambda_{per}} f_{\lambda_{per}} \} \) decrease to go to \( \lambda_0 \), and conversely to go to \( \lambda_{1.4} \) when \( t \) increases to 1, as shown in Fig. 5(a).

In relation to the change in \( \sum_{\lambda_{per}} f_{\lambda_{per}}(t) \), we design each of the five component functions, \( f_{\lambda_{per}}(t) \) of \( f_{\lambda_{per}}(t) \), as shown in Fig. 5(c), to obtain the objective trajectory from \( \lambda_0 \) to \( \lambda_{1.4} \) of set \( B \) as shown in Fig. 5(b), illustrating only three out of five components because of the limitations of 3-dimensional visualization. Thus, as we progress through the trajectory by increasing \( t \) from 0 to 1, the weighting parameters for the objective start with the distortion-oriented objective, \( \lambda_0 \), and then the losses of higher-vision-level feature spaces and adversarial loss are progressively added, making slight transitions on the objective toward \( \lambda_{1.4} \). Fig. 5(d) shows the objective trajectory used for FxSR [35], which uses only the V22 feature space, limiting the performance of the perceptually accurate restoration.

The proposed objective trajectory can efficiently improve the accuracy and consistency of the SR results. First, we can use any objective on the continuous trajectory from low to high-level vision, which allows the application of more accurate objectives to each region. Second, with regard to consistency, high-level objectives on our proposed trajectory include both low-level and high-level losses, thus also accounting for the low-level objectives. This weighting method allows the sharing of the structural components reconstructed mainly by low-vision-level objectives between all SR results on the trajectory. Finally, we need to train a single SR model only once, reducing the number of models required to produce diverse HR outputs [10, 35].

Fig. 6 shows the changes in the result of the generative SR model trained on the objective trajectory in Fig. 5(b), called SROT, as \( t \) changes from 0 to 1. The graphs in the bottom of Fig. 6 show the trade-off curves in the perception-distortion plane according to the change of \( t \), where \( t \) increases by 0.05 from 0.0 to 1.0 and has 21 sample points. Each SR result on the curve is obtained by inputting \( T \) with the same \( t \) throughout the image, as \( T_t = 1 \times t \), into the condition branch of the generative model, as follows:

\[
\hat{y}_{T_t} = G_\theta(x\mid T_t).
\]
Figure 7. The input image, the optimal objective selection $T_S^*$ obtained by parameter sweeping, and $T_B$ estimated by $C_T^*$.

**Network Architecture and Training.** The outline of the generator network is adopted from [35], i.e., $G_\theta$ consists of two streams, an SR branch with 23 basic blocks and a condition branch as shown in Fig. 2. The condition branch takes an LR-sized target objective map $T$ and produces shared intermediate conditions that can be transferred to all the SFT layers in the SR branch. Since the SFT layers [44] modulate feature maps by applying affine transformation, they learn a mapping function that outputs a modulation parameter based on $T$. Specifically, $T_t$, with $t$ randomly changing in the pre-defined range, is fed into the condition branch during training, and this modulation layer allows the SR branch to optimize the changing objective by $t$. As a result, $G_\theta$ learns all the objectives on the trajectory and generates SR results with spatially different objectives according to the map at inference time. $G_\theta$ is optimized on the training samples $Z = (x, y)$ with the distribution $P_Z$, as follows:

$$
\theta^* = \arg \min_\theta \mathbb{E}_{Z \sim P_Z} [L (\hat{y}_T, y) | t]. \tag{12}
$$

$$
L (t) = \lambda_{\text{rec}} (t) \cdot L_{\text{rec}} + \lambda_{\text{adv}} (t) \cdot L_{\text{adv}} + \sum_{\text{per}} \lambda_{\text{per}} (t) \cdot L_{\text{per}}. \tag{13}
$$

### 3.3. Optimal Objective Estimation (OOE)

To estimate an optimal combination of objectives for each region, we train a predictive model, $C_T^*$. This model produces an optimal objective map $T_B$ estimated for a given LR image, which is then delivered to the generative model in Eqn. 1. Since it is hard to find the ground truth map for $C_T^*$ training, we obtain its approximation $T_S^*$ via a simple exhaustive searching to narrow down the range of the best possible values. Specifically, we generate a set of 21 SR results by changing $t$ from 0 to 1 with a step of 0.05, and the optimal objective maps are generated by selecting the $t$ with the lowest LPIPS among them for each pixel, as

$$
T_S^* (i, j) = \arg \min_{t \in S} \text{LPIPS}_t (i, j), \tag{14}
$$

$$
\text{LPIPS}_t = \text{LPIPS} (y, \hat{y}_T), \tag{15}
$$

where $T_t = 1 \times t, t \in S = \{0.0, 0.05, 0.10, ..., 1.0\}$. Fig. 7 shows an example of the optimal objective selection (OOS) $T_S^*$. The SR result using $T_S^*$, SROOS, can be an upper-bound approximation for the performance of $G_\theta$ as

$$
\hat{y}_{T_S^*} = G_\theta (x \mid T_S^*). \tag{16}
$$

Although $T_S^*$ is useful for training $C_T^*$, this pixel-wise objective selection without considering the interference caused by the convolutions of $G_\theta$ is not accurate ground truth. Therefore, $C_T^*$ is optimized with three loss terms: pixel-wise objective map loss, pixel-wise reconstruction loss and perceptual loss, which measures the difference between the reconstructed and HR images, as follows:

$$
\psi^* = \arg \min_\psi \mathbb{E}_{Z \sim P_Z} \mathbb{E}_{y \sim P_y} L, \tag{17}
$$

$$
L = \lambda_T \cdot L_T + \lambda_{\text{OEE}} \cdot L_{\text{OEE}} + \lambda_R \cdot L_R, \tag{18}
$$

$$
L_R = \mathbb{E} \left[ \text{LPIPS} (y, \hat{y}_{T_B}) \right], \tag{19}
$$

where $L_T$ and $L_{\text{OEE}}$ is the L1 losses between $T_S^*$ and $T_B$ and between $y$ and $\hat{y}_{T_B}$, respectively. Meanwhile, $Z_T = (x, y, T_S^*)$ is the training dataset, and $\lambda_T, \lambda_{\text{OEE}}$ and $\lambda_R$ are the weights for each of the loss terms, respectively. During the $C_T^*$ model training, $C_T^*$ is combined with the already trained generative model, and the generator parameters are fixed. Therefore, losses for $C_T^*$ training, including LPIPS, are involved only in estimating locally-appropriate objective maps without changing the generator’s parameters.

The architecture of $C_T^*$ consists of two separate sub-network: one is a feature extractor (F.E.) utilizing the VGG-19 [39] and the other is a predictor with the UNet architecture [37], as shown in Fig 2. For better performance, the feature extractor aims to get low to high-level features and delivers them to Unet, which makes the prediction. Since the structure of UNet has a wider receptive field, it is advantageous for predicting objectives in context.

### 4. Experiments

#### 4.1. Experiment Setup

**Materials, Evaluation Metrics and Training Details.** We use either the DIV2K [1] (800 images) or the DF2K [26] (3450 images) dataset to train our models. Our test datasets include BSD100 [32], General100 [9], Urban100 [17], Manga109 [33], and DIV2K validation set [1]. To evaluate the perceptual quality, we report LPIPS [52] and DISTS [6], which are full-reference metrics. DISTS is a perceptual metric that focuses on detail similarity. PSNR and SSIM [47] are also reported as fidelity-oriented metrics. The LR-PSNR metric is the PSNR between the LR input and downscaled SR images. The higher the LR-PSNR, the better the consistency between the SR results and LR images, where 45 dB or more is recommended for good LR consistency as addressed in NTIRE challenge [28]. Because consistency with the LR input images is important, we also report the LR-PSNR. All training parameters are set to be equal to those of ESRGAN [46], except for the
Table 2. Comparison with state-of-the-art SR methods on benchmarks. The 1st and the 2nd best performances for each group are highlighted in red and blue, respectively. LR-PSNR values greater than 45dB are underlined.

| Model                  | Training dataset | Div2K | DF2K | DISTS | BSD100 | General100 | Urban100 | Mange109 | DIV2K |
|------------------------|------------------|-------|------|-------|--------|------------|----------|----------|-------|
|                        |                  | DISTS | DISTS | DISTS |        |            |          |          |       |
|                        |                  | PSNR↑ | PSNR↑ | PSNR↑ |        |            |          |          |       |
|                        |                  | 26.53 | 26.45 | 24.13 | 23.95 | 24.09      | 24.09    | 24.66    | 24.16 |
|                        |                  |        |       |       |        |            |          |          |       |
|                        |                  | SSIM↑ | SSIM↑ | SSIM↑ |        |            |          |          |       |
|                        |                  | 0.7438 | 0.7416 | 0.6454 | 0.6463 | 0.6460      | 0.6438   | 0.6580    | 0.6531 |
|                        |                  |        |       |       |        |            |          |          |       |
|                        |                  | LPIPS↑ | LPIPS↑ | LPIPS↑ |        |            |          |          |       |
|                        |                  | 0.3575 | 0.3546 | 0.1777 | 0.1615 | 0.1710      | 0.1750   | 0.1833    | 0.1613 |
|                        |                  |        |       |       |        |            |          |          |       |
|                        |                  | DIST↑ | DIST↑ | DIST↑ |        |            |          |          |       |
|                        |                  | 0.2005 | 0.1996 | 0.1288 | 0.1158 | 0.1224      | 0.1252   | 0.1372    | 0.1165 |
|                        |                  |        |       |       |        |            |          |          |       |
|                        |                  | SRPSROOE↑ | SRPSROOE↑ | SRPSROOE↑ |        |            |          |          |       |
|                        |                  | 0.1263 | 0.1125 | 0.1263 | 0.1125 | 0.1125      | 0.1263   | 0.1125    | 0.1125 |
|                        |                  |        |       |       |        |            |          |          |       |
|                        |                  | LFSROOE↑ | LFSROOE↑ | LFSROOE↑ |        |            |          |          |       |
|                        |                  | 0.1263 | 0.1125 | 0.1263 | 0.1125 | 0.1125      | 0.1263   | 0.1125    | 0.1125 |
|                        |                  |        |       |       |        |            |          |          |       |
|                        |                  | ESROOE↑ | ESROOE↑ | ESROOE↑ |        |            |          |          |       |
|                        |                  | 0.1263 | 0.1125 | 0.1263 | 0.1125 | 0.1125      | 0.1263   | 0.1125    | 0.1125 |
|                        |                  |        |       |       |        |            |          |          |       |
|                        |                  | ESROOS↑ | ESROOS↑ | ESROOS↑ |        |            |          |          |       |
|                        |                  | 0.1263 | 0.1125 | 0.1263 | 0.1125 | 0.1125      | 0.1263   | 0.1125    | 0.1125 |

Figure 8. Visual comparison with state-of-the-art SR methods. Among the seven perception-oriented SR methods, the best performances are highlighted in red.

4.2. Evaluation

Quantitative Comparison. Table 2 shows the quantitative performance comparison for the 4× SR. We compared it with a distortion-oriented method, RRDB [46], and perception-oriented methods, such as SRGAN [23], ESRGAN [46], SFTGAN [44], RankSRGAN [53], SRFlow [29], SPSR [31], and FxSR [35]. The table shows that our method yields the best results among the perception-oriented methods on all datasets, not only in terms of LPIPS [52] and DISTS [6], but also in terms of distortion-
Table 3. Comparison of performance according to different selections. The bold checkmark indicates the change from the left selection. The 1st and the 2nd best performances except for SROOS are highlighted in red and blue, respectively.

| Objective Trajectory | Methods | SROT | SROOE | SROOS |
|----------------------|---------|------|-------|-------|
|                      | P2      | ✓    | ✓     | ✓     | ✓     |
|                      | P1234   | ✓    | ✓     | ✓     | ✓     |
|                      | T       | ✓    | ✓     | ✓     | ✓     |
|                      | T\_T=0\_8 | ✓    | ✓     | ✓     | ✓     |
|                      | T\_B (OOS) | ✓    | ✓     | ✓     | ✓     |
| Training DB          | DIV2K   | ✓    | ✓     | ✓     | ✓     |
|                      | DF2K    | ✓    | ✓     | ✓     | ✓     |
| Metric               | PSNR↑  | 26.49| 26.53| 26.65| 26.74| 27.07|
|                      | SSIM↑  | 0.7803| 0.7816| 0.7853| 0.7872| 0.7982|
|                      | LPIPS↓ | 0.1011| 0.1000| 0.0978| 0.0960| 0.0875|
|                      | LR-PSNR↑| 49.21| 49.21| 49.32| 49.44| 49.76|

Figure 9. Visual comparison of the results of FxSR and SROOE.

Table 4. Comparison of the running time and the SR model size.

|                  | SRGAN [23] | ESRGAN [46] | FxSR [35] | OOE |
|------------------|-------------|-------------|-----------|-----|
| Run Time (msec)  | 0.014       | 0.138       | 0.501     | 0.968|
| Param Size (MB)  | 1.51        | 16.69       | 18.30     | 70.20|

orientated metrics such as PSNR and SSIM. It also exceeds 45 dB in LR-PSNR, indicating that LR consistency is well-maintained, as addressed in NTIRE [28]. In addition, SROOE using a local objective map outperforms SROT with the globally optimal t value for the Urban100 and DIV2K benchmarks in terms of both LPIPS and PSNR in Fig. 6. SROOS with T\_B has the best PSNR, SSIM, LPIPS, and DISTS scores, which shows the approximated upper bounds of the proposed SROOE. On the other hand, when the objective map T is set to be 0, SROOE operates as a distortion-oriented SR model. Although it is slightly inferior to RRDB [46] in terms of PSNR, its performance is not far behind while showing better LPIPS. This implies that SROOE performs close to RRDB [46] for the regions needing distortion-oriented restoration, and thus the overall distortion is reduced while achieving high perceptual quality.

Qualitative Comparison. Fig. 8 shows a visual comparison, where we can observe that SROOE generates more accurate structures and details. In particular, it appears that there is little change in the structural component between the SROOE results using T = 0 and T\_B, and sharp edges and generated details are added to the structural components. Additional visual and quantitative comparisons for the 4× and 8× SR are provided in the supplementary.

5. Ablation Study

Table 3 reports average values in terms of each metric on all five benchmarks in Table 2, which vary according to the change in each element. The two different objective trajectories shown in Fig. 5(b) and (d) are referred to as P1234 and P2, respectively. The table shows that the SR performance improves step by step, when going from P2, fixed t, and DIV2K to P1234, OOE, and DF2K, respectively. Specifically, our proposed model, SROOE-P1234 trained with DF2K is improved by 0.25 dB in PSNR, 0.0069 in SSIM, 0.0051 in LPIPS, and 0.23 dB in LR-PSNR compared to SROT-P2 corresponding to FxSR with t=0.8 [35] as the example shwon in Fig. 9. A comparison of the running times and parameter sizes is presented in Table 4, where the time is for the 4× SR of a 128×128 image on an NVIDIA RTX3090 GPU.

Limitations. Although applying locally appropriate objectives can significantly improve the LR to HR mapping accuracy, even if the generator uses an optimal objective map T\_B, it is still limited in achieving full reconstruction. This means that the proposed generator is still unable to generate all HRs with the objective set used for training in this study, and thus, more sophisticated perceptual loss terms than the VGG feature space are still required to overcome this. And still, there remains a limit to solving the ill-posed problem caused by high-frequency loss.

6. Conclusion

We proposed a novel SISR framework for perceptually accurate HR restoration, where an objective estimator provides an optimal combination of objectives for a given image patch, and a generator produces SR results that reflect the target objectives. For this purpose, we employed objective trajectory learning to efficiently train a single generative model that can apply varying objective sets. Experiments show that the proposed method reduces visual artifacts, such as structural distortion and unnatural details, and achieves improved results compared to those of state-of-the-art perception-oriented methods in terms of both perceptual and distortion metrics. The proposed method can be applied to off-the-shelf and other SISR network architectures.
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