Model diagnostics of discrete data regression: a unifying framework using functional residuals

Zewei Lin and Dungang Liu*

July 12, 2022

*Zewei Lin is Ph.D. student (linzw@mail.uc.edu) and Dungang Liu is Associate Professor (dungang.liu@uc.edu), Department of Operations, Business Analytics and Information Systems, University of Cincinnati Lindner College of Business, Cincinnati, Ohio, USA.
Model diagnostics of discrete data regression: a unifying framework using functional residuals

Abstract

Model diagnostics is an indispensable component of regression analysis, yet it is not well addressed in standard textbooks on generalized linear models. The lack of exposition is attributed to the fact that when outcome data are discrete, classical methods (e.g., Pearson/deviance residual analysis and goodness-of-fit tests) have limited utility in model diagnostics and treatment. This paper establishes a novel framework for model diagnostics of discrete data regression. Unlike the literature defining a single-valued quantity as the residual, we propose to use a function as a vehicle to retain the residual information. In the presence of discreteness, we show that such a functional residual is appropriate for summarizing the residual randomness that cannot be captured by the structural part of the model. We establish its theoretical properties, which leads to the innovation of new diagnostic tools including the functional-residual-vs-covariate plot and Function-to-Function ($F_{n-F_{n}}$) plot. Our numerical studies demonstrate that the use of these tools can reveal a variety of model misspecifications, such as not properly including a higher-order term, an explanatory variable, an interaction effect, a dispersion parameter, or a zero-inflation component. The functional residual yields, as a byproduct, Liu-Zhang’s surrogate residual mainly developed for cumulative link models for ordinal data (Liu and Zhang, 2018, JASA). As a general notion, it considerably broadens the diagnostic scope as it applies to virtually all parametric models for binary, ordinal and count data, all in a unified diagnostic scheme.
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1 Introduction

In statistical modeling of business data, model diagnostics is an indispensable component. It helps domain researchers reassess their working models which are used to inform business decisions and strategies. However, except for a small class of linear regression models, model diagnostics have not been well addressed in business analytics and statistics in general. This lack of exposition is attributed to the fact that consumer or corporate data are often discrete. They could be binary, ordinal, or integer values. For example, binary data are used to indicate the bankruptcy/default status or disease prevention/treatment outcome; ordinal data are commonly seen in ratings of bonds, school districts, and pain severity; and integer-valued count data are prevalent in (electronic) records of insurance claims, emergency room visits, and frequency of product/device usage (Franses and Paap, 2001; De Jong and Heller, 2008; Frees, 2009; Stokes et al., 2012; Tutz, 2012; Faraway, 2016). When outcome data are discrete, it is more appropriate to use generalized linear models or other non-linear models to carry out statistical inference and inform business decisions. But for these non-linear models, classical methods (e.g., Pearson/deviance residual analysis and goodness-of-fit tests) have limited utility in model diagnostics and treatment. The lack of an effective tool results in an elevated risk of model misspecification and unmeasurable bias in inference. In this paper, we establish a novel framework for model diagnostics of discrete data regression, with the goal of generating actionable insights for model treatment.

Regardless of the types of discrete data, traditional goodness-of-fit assessments of a regression model heavily rely on hypothesis testing (Pyne, 1979; Lipsitz et al., 1996; Hosmer et al., 1997; Wang and Famoye, 1997; Archer and Lemeshow, 2006; Archer et al., 2007; Blöchliger and Leippold, 2011; Fagerland and Hosmer, 2016; Fernández and Liu, 2016; Fernández et al., 2020). Although technical details may vary from a specific model/setting to another, a hypothesis testing procedure ends up with a $p$-value, which merely leads to a dichotomous decision – rejection of the working model or not. In recent years, however,
research and business communities are increasingly concerned with the use of $p$-values in decision-making (Simmons et al., 2011; Lambdin, 2012; Nuzzo, 2014). In the article ASA Statement on Statistical Significance and $P$-Values, it was stated that one of the principles we should uphold is “Scientific conclusions and business or policy decisions should not be based only on whether a $p$-value passes a specific threshold” (Wasserstein and Lazar, 2016).

In the context of model assessments, if we agree that “All models are wrong, but some are useful” (Box, 1976) as an acknowledgement of the complexities of reality, what do we expect a $p$-value to tell us? A small $p$ value may simply be a result of the sample size being large, which has become common in electronically recorded data sources across research disciplines and business industries; on the other hand, a large $p$ value may be an indication that the data set is not large enough to provide the “resolution” so that we can see the difference between the working and the true models (Wasserstein and Lazar, 2016; Nattino et al., 2020). The fact that a $p$-value does not measure the size of an effect – in our context, the degree of the inconsistency between the working model and observed data – undermines the usefulness of goodness-of-fit tests in general.

In today’s business world, the general interest has shifted from making a “yes/no” decision to knowing why, how, and what to do. As for model assessments, diagnostic tools are much needed to reveal reasons and inform actions with interpretable evidence. Our development in this paper responds to this need by (i) offering easy-to-interpret plots for measuring scientific/business significance of model misspecification; and (ii) showing how to derive business insights and actionable clues for model treatment and improvement. Our work is motivated by the following business case studies (see Section 4 for details).

**Case Study 1** (Wine Marketing). To better serve wine consumers, there is a recent effort to use analytics to understand how physicochemical test result can determine humane tasting preference. Physicochemical tests are carried out in labs and measure $pH$, alcohol, and many other characteristics of wine, whereas humane tasting preference is subjective and rated by wine experts. Understanding how wine characteristics influence tasting preference
can help inform and guide wine manufacturing and marketing. As an ordinal scale (e.g., 0-10) is often used to measure human preference, ordinal regression models (e.g., adjacent-categorical model) can generate interpretable insights for wine manufacturers. But a general diagnostic procedure is needed to guide, assess, and refine the model building process.

**Case Study 2 (Bike Sharing).** Bike sharing is a revolution of the traditional bike rental business. It allows users to rent a bike from one of the multiple rental locations and return it back to another location close to his/her destination. To improve the efficiency of the rental system, it is crucial to examine how weather conditions and time/day influence consumer behavior. As the outcome is the number of hourly rentals during a day, Poisson regression models can generate interpretable insights for system managers. But again, a general diagnostic procedure is needed to guide, assess, and refine the model building process.

In this paper, we develop a new notion of residuals for discrete data regression. Unlike the literature that always defines a single-valued quantity as the residual, we propose to use a function as a vehicle to retain the residual information. In the presence of data discreteness, we show that a functional residual is an appropriate tool for summarizing the residual randomness that cannot be captured by the structural part of the model. We establish theoretical properties of the functional residual for general discrete data regression models. These properties lead to the innovation of new diagnostic tools, such as the functional-residual-vs-covariate plot and Function-to-Function (Fn-Fn) plot. These tools play similar roles of traditional residual-vs-covariate plot and Quantile-Quantile (Q-Q) plot for assessing linear regression models. Our extensive simulation studies demonstrate that the use of our new diagnostic tools can reveal a variety of model misspecifications, such as not properly including a higher-order term, an explanatory variable, an interaction effect, a dispersion parameter, or a zero-inflation component. The effectiveness of our methodology is also demonstrated in the two case studies of wine marketing ($n = 4898$) and bike sharing ($n = 8734$). In each case study, we show that our tools generate useful statistical and business insights, which suggest model treatment and guide the entire model refining process.
Our framework broadens the diagnostic scope as it applies to virtually all parametric models for binary, ordinal and count data, all in a unified diagnostic scheme. This strength distinguishes our methodology from the vast majority of model assessment methods that are either data-specific or model-specific. Our theoretical and graphical results can be interpreted in the same way irrespective to what type of data or model are dealt with. In fact, these results are similar to what has been established for linear regression models. This similarity bridges the interpretability gap between discrete-data and continuous-data regression models.

In Section 5, we further show that our functional residual can serve as a vehicle to unify recently developed sign-based residual (Li and Shepherd, 2010, 2012) and surrogate residual (Liu and Zhang, 2018; Liu et al., 2021). In fact, these residuals are simply point statistics that can be drawn from our functional residual.

2 A unifying framework for model diagnostics

2.1 A general model setting for discrete data

Let $Y$ be a discrete outcome and $\Xi$ the set of its values with a positive probability. Examples include

- a binary variable $Y$ with $\Xi = \{0, 1\}$;

- an ordinal variable $Y$ with $\Xi = \{0, 1, \ldots, J\}$; and

- a count variable $Y$ with $\Xi = \{0, 1, 2, \ldots\}$.

Given a set of explanatory or predictive variables $X = \{X_1, \ldots, X_p\}$, researchers and practitioners may use their domain knowledge and conventions to initiate a parametric model to quantitatively characterize the influence of $X$ on the probabilistic distribution of $Y$. In its
most general form, such a working model can be written as

\[ Y \mid X \sim \pi(y; X, \beta), \]  

where \( \pi(y; X, \beta) = \Pr\{Y \leq y \mid X, \beta\} \) is a discrete distribution function defined on the sample space \( \Xi \). Model (1) encompasses commonly used models for discrete variables, such as logistic/probit regression models for binary data, ordered logit/probit regression models for ordinal data, and Poisson regression models for count data. We stress that Model (1) is broader than the class of generalized linear models, and it includes the adjacent-category logit model, stereotype logit model, and other non-linear models.

Our goal is to assess whether or not the working Model (1) is consistent with the observed data set \( \{(y_i, x_i) : i = 1, 2, \ldots, n\} \). Assuming that the data are generated from the true distribution \( \pi_0(y; X) \), we are seeking statistical evidence against the working assumption of \( \pi(\cdot; X) \equiv \pi_0(\cdot; X) \) in model diagnostics. If such evidence is present, either numerically or graphically, we hope that it can give us clues for model treatment, such as adding or modifying certain components to adjust or refine the model.

2.2 Functional residual: intuition and definition

We introduce a new notion of residual for discrete data regression as in the form of Model (1). Unlike classical residuals (Pearson or deviance residuals included) which merely use a single point statistic, we propose to use a function to represent residual information, which is termed as a functional residual. Although it is specifically proposed for discrete data regression models, the notion is consistent with the ordinary residual used for linear regression models. Our intuition originates from the two fundamental observations below.

(Obs-1) A residual is a quantity describing the residual randomness that cannot be captured by the structural part of the model.

This principle is followed in finding a residual for the linear regression model \( Y = \alpha + \beta X + \epsilon \).
Figure 1: An illustration of our idea of constructing a functional residual for a logistic regression model (right panel), in comparison to the traditional method of deriving a point residual for a linear regression model (left panel). The entire thickened red line segment represents the functional residual for the observation \((y = 0, x = 1)\).

The ordinary residual is \(\{y - (\alpha + \beta x)\}\), the difference between the observed \(y\) and the structural part \((\alpha + \beta x)\) of the model. This quantity reflects the residual randomness that cannot be captured by the structural part \((\alpha + \beta x)\) (See the left panel of Figure 1). For discrete data, the question is: how can we follow (Obs-1) to develop a general notion of residuals? The answer follows the second observation stated below.

(Obs-2) Given \(X = x\), the distribution \(\pi(y; x)\) specified by Model (1) gives nothing but a partition of the probability interval \([0, 1]\). The structural part of this model is no more than the totality of the cutpoints \(\{\pi(0; x), \pi(1; x), \ldots\}\).

To elaborate on (Obs-2), we consider a binary outcome which follows a logistic regression model as below

\[
\text{logit}(\Pr\{Y = 1\}) = -1 + 2X. \tag{2}
\]

Given \(X = x = 1\), for instance, the logistic model essentially gives one probability \(\pi(0; x) = \Pr\{Y = 0 \mid x\} = 0.27\). As illustrated in the right panel of Figure 1, this quantity
yields a partition of the probability interval $[0,1]$, with the cutpoint being $\pi(0; x) = 0.27$. Figure 1 suggests that this quantity plays a role similar to $(\alpha + \beta x)$ in the linear regression model, and it is the structural part of the logistic regression. A question follows: given an observed outcome, say, $y = 0$, what is the residual randomness that cannot be captured by $\pi(0; x)$, and how to describe this residual randomness?

To answer this question, we let $U$ be a random variable whose value is randomly scattered onto the interval $[0,1]$. The binary outcome $Y$, whose probabilistic behavior is described by the logistic model, can be equivalently expressed as

$$Y = 0 \mid X = x \text{ if and only if } 0 < U \leq \pi(0; x); \text{ and }$$
$$Y = 1 \mid X = x \text{ if and only if } \pi(0; x) < U \leq 1.$$  

In other words, given an observed outcome $y = 0$, what we know is that the realization of $U$ falls in the interval $(0, \pi(0; x))$, yet what we do not know is where it is actually located. Following this line of thought, the residual randomness can be characterized by a truncated distribution $U \mid 0 < U \leq \pi(0; x)$, which is a uniform distribution $U(0, \pi(0; x))$. In this situation, obviously, a single-valued quantity, such as a traditional residual statistic, is not adequate to retain all the residual information. A functional quantity is more appropriate as an information carrier.

Specifically, given an observation $(y, x)$ of the logistic regression model (2), we define its functional residual as

$$Res(t; y, x) = \left\{ \begin{array}{ll} F_{U(0,\pi(0; x))}(t) = \Pr\{U(0, \pi(0; x)) \leq t \} & \text{if } y = 0, \\ F_{U(\pi(0; x), 1)}(t) = \Pr\{U(\pi(0; x), 1) \leq t \} & \text{if } y = 1. \end{array} \right.$$  

Apparently, a functional residual is a mapping from the sample space $\Omega$ to a function space consisting of all the cumulative distribution functions (CDFs). As a concrete example, the functional residual for $(y = 0, x = 1)$ is

$$Res(t; y = 0, x = 1) = \Pr\{U(0, 0.27) \leq t \} = \left\{ \begin{array}{ll} \frac{t}{0.27} & \text{if } 0 < t \leq 0.27, \\ 1 & \text{if } 0.27 < t \leq 1. \end{array} \right.$$
Figure 2: A comparison of functional residuals and Pearson (point) residuals when the observation is $(y = 0, x = 1)$ or $(y = 1, x = -1)$.

The functional residual for $(y = 1, x = -1)$ is

$$Res(t; y = 1, x = -1) = Pr\{U(0.95, 1) \leq t\} = \left\{ \begin{array}{ll}
0 & \text{if } 0 < t \leq 0.95, \\
\frac{t - 0.95}{1 - 0.95} & \text{if } 0.95 < t \leq 1.
\end{array} \right.$$ 

The left panel of Figure 2 illustrates these two functional residuals in their density forms.

It is manifest that the use of the whole function is distinct from the traditional use of a single point as residual statistic, such as Pearson residual in the right panel of Figure 2. Below, we present a general notion of functional residuals for discrete data.

**Definition 1** (Functional Residual). *For a discrete outcome $Y$ believed to follow Model (1) with a set of explanatory variables $X$, a functional residual for an observation $(y, x)$ is a mapping from the sample space $\Omega$ to the function space $\Pi = \{F(t) : 0 \leq t \leq 1; 0 \leq F(t) \leq 1; \text{ and } F(t_1) \leq F(t_2) \text{ for any } t_1 < t_2\}$. Specifically,

$$(y, x) \rightarrow Res(t; y, x) = F_U(\pi(y - 1; x), \pi(y; x))(t) = Pr\{U(\pi(y - 1; x), \pi(y; x)) \leq t\}. \quad (3)$$

Intuitively, a functional residual is loaded with more information than a single-valued residual statistic. In the rest of this section, we will establish its theoretical properties and develop new function-based diagnostic tools.
2.3 Theoretical properties and new diagnostic tools

In this subsection, we examine the conditional and unconditional expectation of the functional residual defined in (3). The theoretical results lead to the development of function-based diagnostic plots, which will be examined in simulated examples and real case studies.

**Theorem 1 (Conditional Expectation under the Null).** Given \( X = x \), the conditional expectation of the functional residual \( \text{Res}(\cdot; Y, x) \) in (3) is the CDF of a \( U(0,1) \) distribution, i.e.,

\[
E_{Y} \text{Res}(t; Y, x) = F_{U(0,1)}(t) = t \text{ for any } t \in [0,1],
\]

provided that \( \pi(\cdot; x) \equiv \pi_0(\cdot; x) \).

On the basis of Theorem 1, we propose to use a functional-residual-\( vs \)-covariate plot to examine the working model. Unlike the traditional residual-\( vs \)-covariate plot that displays point residual statistics, a functional-residual-\( vs \)-covariate plot exhibits the density function \( \partial \text{Res}(t; y, x)/\partial t \) versus \( x \). Such a new tool can be better visualized through the lens of a heat map, which is demonstrated in the following example.

**Example 1** (Working model specified correctly). We simulate 1000 ordinal data points \( y = 0,1,2,3,4 \) from an adjacent-category logit model

\[
\log \frac{\Pr\{Y = j\}}{\Pr\{Y = j + 1\}} = \alpha_j + \beta_1 X + \beta_2 X^2, \quad j = 0,1,2,3
\]

where \((\alpha_0, \alpha_1, \alpha_2, \alpha_3) = (1.5, 1.5, -1, 1)\), \((\beta_1, \beta_2) = (1.5, -1)\) and the covariate \( X \sim N(0,1) \).

Suppose the working model is specified correctly. We obtain functional residuals as defined in (3), and cast its density form \( \partial \text{Res}(t; y_i, x_i)/\partial t \) against \( x_i \). This functional-residual-\( vs \)-covariate plot is rendered in a heat map as shown in the Figure 3(a). It indicates that the “heat” is evenly distributed on the two sides of the center horizontal line. This observation confirms the result in Theorem 1 that is, the null distribution of the “heat” is uniformly distributed on the (0,1) interval. The functional-residual-\( vs \)-covariate plot can also be rendered on the scale of a normal distribution as seen in the Figure 3(b), which exhibits a
Figure 3: Proposed functional-residual-\(vs\)-covariate plots (upper row) and traditional residual-\(vs\)-covariate plots when the working model is specified correctly for ordinal data in the setting of Example [1].

A similar pattern of a symmetric distribution of the “heat”. In contrast, when the classical deviance and Pearson residuals are used, the traditional residual-\(vs\)-covariate plots exhibit asymmetric distributions around the center horizontal line (see Figure 3(c) and (d)). This observation once again confirms a phenomenon discussed in Liu and Zhang (2018) and Liu et al. (2021); that is, classical residuals may exhibit unusual patterns even when the model is specified correctly. The same problem is seen in other point residuals, such as the sign-based residual (Li and Shepherd, 2012) and the generalized residual (Franses and Paap, 2001).

In what follows, we examine the unconditional expectation of the functional residual...
Res(\cdot; Y, X). The result can be used to develop a new diagnostic tool that plays a similar role of Quantile-Quantile (Q-Q) plots in traditional regression analysis.

**Theorem 2** (Unconditional Expectation under the Null). The unconditional expectation of the functional residual Res(\cdot; Y, X) in (3) is the CDF of a U(0,1) distribution, i.e.,

\[
E_{(Y,X)}Res(t; Y, X) = F_{U(0,1)}(t) = t \text{ for any } t \in [0,1],
\]

provided that \(\pi(\cdot; X = x) \equiv \pi_0(\cdot; X = x)\) for any \(x\).

Following the law of large numbers, we have the following corollary immediately.

**Corollary 1.** Suppose \((Y_1, X_1), (Y_2, X_2), \ldots\) is an infinite sequence of i.i.d. random variables. Then, for any \(t \in (0,1)\),

\[
\overline{Res}(t) = \frac{1}{n} \sum_{i=1}^{n} Res(t; Y_i, X_i) \to F_{U(0,1)}(t) = t \text{ almost surely},
\]

provided that \(\pi(\cdot; X = x) \equiv \pi_0(\cdot; X = x)\) for any \(x\).

On the basis of Corollary [1], we propose to draw the function \(\overline{Res}(t)\) against its null function \(F_{U(0,1)}(t) = t\), which results in a Function-Function (Fn-Fn) plot. If the working model is specified (approximately) correctly, the Fn-Fn plot should yield a curve aligning (approximately) with the 45-degree straight line. With this regard, the Fn-Fn plot can be used in analogy to the classical Q-Q plot for linear regression models. As there is no well-established and widely-accepted Q-Q plots for discrete data models, our Fn-Fn plot fills the void while maintaining the similar utility.

**Example 1** (Continued). We draw Fn-Fn plots for the same adjacent-category logit model considered previously. When the working model is specified correctly, Figure [4](a) shows the Fn-Fn curve aligns almost perfectly with the 45-degree line. This observation confirms the result in Corollary [1]. As a further investigation, we restrict the sample to a subset \(\{(y_i, x_i) \mid x_i < 0\}\) and reproduce the Fn-Fn plot. As seen in Figure [4](b), the Fn-Fn curve
Figure 4: Proposed $Fn-Fn$ plots when the working model is specified correctly for ordinal data in the setting of Example 1. The left and right panels are obtained using the full sample (1000 observations) and the subsample $\{(y_i, x_i) \mid x_i < 0\}$, respectively.

still aligns with the 45-degree line very well. The probe of specific subgroups as such may be useful in practice.

**Theorem 3** (Uniform convergence). Suppose $(Y_1, X_1), (Y_2, X_2), \ldots$ is an infinite sequence of i.i.d. random variables. The average of the functional residuals $\text{Res}(t; Y_i, X_i)$ in (3) converges to the function $F_{U(0,1)}(t) = t$ uniformly; that is, for any $\epsilon > 0$,

$$\sup_{t \in [0,1]} P(|\overline{\text{Res}}(t; Y_n, X_n) - t| < \epsilon) \to 1, \quad \text{as } n \to \infty.$$  

As compared to Theorem 2 and Corollary 1, which only justify the point-to-point convergence of $\overline{\text{Res}}(t; Y_n, X_n)$ to $t$, Theorem 3 further shows the convergence is uniform for the entire set $t \in [0,1]$. The implication is when the model is right, the entire curve $(t, \overline{\text{Res}}(t))$ will move toward the 45-degree line at the same rate as the sample size increases. In other words, if the curve $(t, \overline{\text{Res}}(t))$ deviates partly from the 45-degree line, it is not a result of different convergence rates over $t \in [0,1]$ but an indication of model misspecification.

The development of Theorem 1-3 does not depend on the type of outcome data or the form of working model. This allows us to use our diagnostic tools in a similar way to the common practice of using diagnostic plots for linear regression models.
3 Detecting model misspecifications

In this section, we use simulated examples to demonstrate the utility of our diagnostic tools in the detection of a variety of model misspecifications. The examples will manifest two features of the functional-residual-based diagnostic framework:

- Unlike hypothesis testing that merely yields a “yes/no” answer, our approach reveals the extent to which the working model deviates from the true model, and furthermore, it gives actionable clues as to what model component is misspecified as well as what treatment should be applied to improve the model.

- Unlike hypothesis testing procedures that are data- or model-specific, our approach provides a unifying treatment in the sense that diagnostic results can be interpreted in a similar fashion regardless of the type of response data (binary, ordinal, or count) and the choice of regression models.

3.1 Regression models for ordinal data

Different from Liu and Zhang (2018) which focused on the cumulative link model, our approach is not constrained to latent-variable-induced models. Instead, it applies to any model for ordinal data. In this subsection, we use the adjacent-category logit model to study an ordinal outcome \( Y = 0, 1, 2, 3, 4 \) consistently throughout the examples.

**Example 2** (Missing of a higher order term). The ordinal data are generated from the same adjacent-category logit model as in Example 1 where the \( X^2 \) term is a crucial component in the underlying model. Initial analysis, however, often begins with a simple model that only contain a linear term of \( X \), such as

\[
\log\left(\frac{p_j}{p_{j+1}}\right) = \alpha_j + \beta X,
\]

where \( p_j = \Pr\{Y = j\} \). For this working model, we obtain its functional-residual-vs-covariate plots, which are displayed in Figure 5(a). The “heat” in the upper left panel is unevenly distributed around the center
line, being quite different from that in Figure 3(a) where the model is specified correctly. Moreover, the LOWESS curve clearly indicates the missing of the quadratic term in the working model. Visualized in Figure 5(b) are functional residuals in the standard normal scale (see Remark 1), which exhibits a similar pattern. For comparison purposes, classical residual-vs-covariate plots are included in the lower row of Figure 5. The deviance residuals in Figure 5(c) barely yield any evidence against the use of the working model without the quadratic term. In fact, the comparison of the plot here with that in Figure 3(c) manifests a “fatal defect” of deviance residuals, as we can hardly tell which residual-vs-covariate plot is normal and which is abnormal. In Figure 5(d), Pearson residuals exhibit a declining trend in the region where $X > 0$. But it may be confusing if we compare this plot with Figure 3(d) as “U”-shaped curves are also seen in the latter.

As a further study, we simulate 1000 samples from a cubit model $\log(p_j/p_{j+1}) = \alpha_j + \beta_1 X + \beta_2 X^2 + \beta_3 X^3$, where $(\alpha_0, \alpha_1, \alpha_2, \alpha_3) = (-1, 1.5, 2, 3)$, $(\beta_1, \beta_2, \beta_3) = (2, -1, -1.5)$, and $X \sim \mathcal{N}(0, 1)$. Assuming that the quadratic term is included in the working model while the cubit term is not, we cast its functional residuals to the normal scale in Figure 6. The cubic LOWESS curve there informs that a quadratic polynomial is not adequate for explaining $\log(p_j/p_{j+1})$ and a high-order term should be added.

**Remark 1.** Although the functional-residual-vs-covariate plots on the uniform and normal scales are loaded with the same amount of information, we recommend to use the normal scale for better visualization purposes. We may hardly distinguish points, such as 0.99 and 0.999, on the edges of the (0,1) interval, but the difference is apparent on the normal scale as $\Phi^{-1}(0.99) = 2.33$ and $\Phi^{-1}(0.999) = 3.09$. We will use the normal scale to present functional residuals in the rest of our paper.

**Example 3** (Missing of relevant covariates). We simulate 1000 samples from the model $\log(p_j/p_{j+1}) = \alpha_j + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3$. Here, $(\beta_1, \beta_2, \beta_3) = (1.5, 1, 0)$, $(\alpha_0, \alpha_1, \alpha_2, \alpha_3) = (-1, -2, 0.5, 2)$, $X_1 \sim \mathcal{N}(0, 1)$, $X_2 \sim \mathcal{N}(-1, 0.8)$, and $X_3 \sim \mathcal{N}(0.5, 1)$. In this setting, both $X_1$ and $X_2$ are correlated with the ordinal response $Y$, whereas $X_3$ is irrelevant as $\beta_3 = 0$. 
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Assuming that the working model only contains the covariate $X_1$, we obtain the functional residuals. Figure 7 casts them against $X_2$ and $X_3$ that are not included in the working model. The strong correlation seen in Figure 7(a) indicates that the missing covariate $X_2$ may help explain a significant proportion of the residual variability, and thus it should be added to the model. To the contrary, the symmetrically distributed “heat” in Figure 7(b) does not exhibit any correlation between our functional residual and $X_3$, which is consistent with the fact that $X_3$ is irrelevant ($\beta_3 = 0$).

**Example 4** (Missing of interaction). We simulate 1000 samples from the model $\log(p_j/p_{j+1}) = \alpha_j + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_1 X_2$, which contains an interaction effect between the two covariates. Here, $(\beta_1, \beta_2, \beta_3) = (1, 2, 2)$, $(\alpha_0, \alpha_1, \alpha_2, \alpha_3) = (-1, -2, 0.5, 2)$, $X_1 \sim \mathcal{N}(0,1)$, and $X_2 \sim \mathcal{N}(-1,0.8)$. Assume that the interaction is not built into the initial model. We obtain functional residuals and cast them against the product of $X_1$ and $X_2$ in Figure 8(a). The decreasing trend is clear evidence that the residual variability can be partially explained by the missing interaction term. After adding $X_1 X_2$ to the working model, the updated functional-residual-vs-covariate plot in Figure 8(b) shows that the decreasing trend disappears.

### 3.2 Regression models for count data

In this subsection, we continue to study the diagnostic utility of our functional residuals yet for integer-valued count data. Considered in the numerical examples are a variety of Poisson regression models.

**Example 5** (Correct specification of the model). We generate 1000 samples from the Poisson regression model with a quadratic term $\log(E(Y|X)) = \alpha + \beta_1 X + \beta_2 X^2$, where $(\alpha, \beta_1, \beta_2) = (1, 0.2, 0.15)$ and the covariate $X \sim \mathcal{N}(0,1)$. When the model is specified correctly, we obtain our functional residuals as well as traditional deviance and Pearson residuals. Throwing these residuals against the covariate $X$ yields diagnostic plots in Figure 9. The upper row of Figure
shows that our functional residuals are evenly distributed around the dashed horizontal line, regardless of the scales (being uniform or normal) used for visualization. Our $F_n$-$F_n$ plot in Figure 10 reveals nothing worth attention either. This no-show of unusual patterns is what we anticipate to see as the model is specified correctly. In contrast, the deviance residuals in Figure 9(c) (and Pearson residuals in Figure 9(d)) cluster together and form multiple parabolas opening downwards. This pattern may mislead analysts to believe that certain high-order terms of $X$ need to be added to the model. This observation once again reinforces our finding in Example 1; that is, the discreteness of data can cause deceptive clusters and shapes if traditional point residuals are used to produce diagnostic plots.

In Appendix A, we present our diagnostic results when a higher order term, a relevant covariate, or an interaction is missing in the working Poisson model for count data. These are the cases of misspecification studied in the previous subsection for ordinal data. Our finding is that although the data type and parametric model are different, our functional residual yields similar diagnostic plots, which thus can be interpreted in the same fashion. In what follows, we focus on two misspecification cases that are common in modeling count data.

Example 6 (Missing of a zero-inflated component). In the case of an excess of zeros in count data, the regular Poisson model is inadequate and a new component for modeling zeros needs to be introduced. For example, the count of zeros follows a logistic model $\text{logit} \{ P(Y = 0) \} = 1 + 0.2X$, while the non-zero counts follow a truncated Poisson model $\log(E(Y|X)) = 1 + X$ (for $Y \geq 1$). We simulate 1000 samples from this so-called zero-inflated Poisson model with $X \sim \mathcal{N}(0,0.8)$. We fit, however, a regular Poisson model to the simulated data. The functional-residual-vs-covariate plot is displayed in Figure 11(a). It is observed that the vast majority of the functional residuals falls below the horizontal line at zero, and a long slice of the residual cloud approaches very close to $-2$. This is an indication that the proportions of smaller count values, such as zeros, are underestimated by the regular Poisson model. This observation is confirmed in Figure 11(c), where the lower tail
of the $Fn-Fn$ curve goes far above the 45-degree line. We therefore update the model with an addition of a zero-inflated component and reproduce the functional-residual-vs-covariate plot in Figure 11(b). The residual cloud becomes symmetrically distributed around zero and the LOWESS curve is almost flat. Figure 11(d) confirms the appropriateness of the model by showing that the $Fn-Fn$ curve aligns well with the 45-degree line.

**Example 7** (Missing of modeling dispersion). We simulate 1000 count data samples from a Poisson distribution with the dispersion parameter being $\frac{1+\phi}{\phi} = 7$ where $\log(E(Y|X)) = 1.2 + 1.3X$ and $X \sim N(0, 1)$. The simulated data are fitted using a regular Poisson model with the default setting that the dispersion parameter is set as 1. In this case, the functional-residual-vs-covariate plot in Figure 12(a) shows that the residual cloud is stretched toward both the lower and higher ends. This is in contrast with the well-rounded residual cloud as seen in Figure 12(b), where the over-dispersion is correctly modeled using a quasi-Poisson model. We also note that the over-dispersion in count data may result in inflated proportions of smaller count values (e.g., 0, 1, 2). This explains why in Figure 12(c) the $Fn-Fn$ curve is highly skewed to the left. This skewness disappears in Figure 12(d) when the dispersion parameter is introduced to capture the additional variability.

### 4 Case studies

In this section, we demonstrate the utility of functional residuals in statistical modeling for real business questions. Presented in our first case study is statistical modeling and diagnostics for wine quality to facilitate wine marketing and manufacturing, where the outcome variable expert rating is ordinal. The second case study also addresses a marketing problem, but the focus is on bike sharing and the outcome is the number of hourly rentals. Our analyses show that our diagnostic tools can (i) detect a variety of model misspecifications, which are otherwise concealed due to the discreteness of data; (ii) provide actionable clues that can guide model treatment; and (iii) be interpreted in the same way regardless of the
type of outcomes or models.

4.1 Diagnostics for wine quality modeling

In order to better serve customers around the globe, the wine industry is investing and developing new technologies used in its manufacturing process. Among many key elements that can be analytically studied in this process are wine certification and quality assessment (Cortez et al., 2009). The wine certification is performed in labs by using physicochemical tests which measure $pH$, alcohol, density, and other characteristics of wine. However, tests of wine quality heavily rely on human experts, which is time-consuming and expensive. It is therefore desirable to establish the correlation between human preference and physicochemical properties. Understanding of this relationship can automate the assessment of wine quality and inform the entire wine manufacturing process. To this end, Cortez et al. (2009) collected data of white vinho verde wine from the north of Portugal (http://archive.ics.uci.edu/ml/datasets/Wine+Quality). This data set consists of 4898 observations and 12 variables. The outcome quality is measured on a rating scale from 0 to 10, with 10 indicating the best quality. The observed ratings, ranging from 3 to 9, are derived from the judgment of wine experts. To understand how human ratings are influenced by the physicochemical characteristics of wine, we fit an adjacent-categorical model using 8 predictors listed in Table 1.

(Detecting outliers) From the diagnostic plots in the upper row of Figure 13, we observe the presence of outliers in variables (a) fixed.acidity, (b) residual.sugar, and (c) density. These outliers drag the LOWESS curves farther away from the center horizontal line. The detected outliers are confirmed in Figure 14(a)-(c). For example, in Figure 14(b), the highest value of residual.sugar is 65.8, which is quite distant from the second highest value 31.6. We emphasize, however, that being an outlier in its marginal distribution as seen in Figure 14 does not necessarily suggest dropping it from the model. What really matters is its impact on
the model fitting, which can be assessed through the lens of our proposed functional-residual- vs-corvariate plots. We follow this argument and decide to remove 5 outliers labeled with the cross (×) symbol. After the removal, the updated LOWESS curves in the lower row of Figure 13(a∗)-(c∗) are moving much closer to the center horizontal line. Nevertheless, we keep the outlier sitting on the far right of Figure 14(d). The reason is that it does not show to have a negative impact on the model fitting (see Figure 15(b)) as long as we make a further adjustment of the model, which will be discussed below.

(Adding a quadratic term of free.sulfur.dioxide) The parabola-shaped LOWESS curve in Figure 15(a) indicates the missing of a higher order term of free.sulfur.dioxide in the model. Figure 15(b) shows that adding a quadratic term of this variable results in the LOWESS curve being flattened. The t-test also confirms the added quadratic term is significant at α = 0.001 level (see Table 1). Using the AIC criterion, we also see a notable improvement in this final model. With the added term, the AIC value decreases from 10998 to 10813, which may imply an elevated predictive power.

4.2 Diagnostics for bike sharing modeling

In recent years, bike-sharing business has become increasingly popular in big cities as a convenient transportation alternative. This relatively new business has potential to decrease the dependence on automobile and reduce greenhouse gas emissions (Contardo et al. 2012). Around the globe, there are more than 500 bike-sharing programs which deploy over 500 thousand bicycles per year. Residents and travelers can easily rent a bike from and return it to designated stations using self service (Fanaee-T and Gama 2014). However, existing data show that the hourly rental of bikes is highly variable, and it heavily depends on the time of a day and weather conditions. In order to reduce operational cost, it is imperative to understand what factors and how they drive the demand of bike rentals. To achieve this, we perform statistical modeling of the data from Capital Bike Sharing System at Washington
D.C. (Fanaee-T and Gama, 2014). The data set contains 8734 observations of the hourly bike rentals in 2012. The explanatory variables are listed in Table 2.

(Adding smoothing functions) We start the modeling process by using a regular Poisson regression model and including all of the explanatory variables in the model. The model fitting result can be found in Table 3 under the title “Initial model”. To check the model fitting, we plot the functional residuals versus each of the covariates in Figure 16. The LOWESS curves in all the plots are falling far below the center horizontal line. This indicates that the group of small functional residuals is disproportionately large, which is also captured by heavily stretched tails of the Fn-Fn plot in Figure 17(a). In particular, the LOWESS curve in Figure 16(a) is neither linear nor monotonic, but instead it exhibits a pattern of strong fluctuations throughout the 24 hours in a day. This observation reflects that the factor hour is a major determinant that drives the number of rentals in a cyclical way. This cyclical influence is not captured by the linear structure in the regular Poisson model. We therefore decide to add a smoothing function to the factor hour in the model fitting. We apply the same change to the variables temp, humidity, and windspeed, considering that they all show some degrees of fluctuations in Figure 16(b)-(d). These proposed changes lead us to a so-called generalized additive model. Figure 18 displays the updated functional-residual-vs-covariate plots for hour, temp, humidity, and windspeed. With respect to the shape of LOWESS curves, we observe that the degrees of fluctuations have all been reduced. At the same time, the addition of smoothing functions has also helped pull all the LOWESS curves toward the center horizontal line. In what follows, we continue to show how our diagnostic tools can lead us to eventually close the remaining gap between the LOWESS curves and the center horizontal line.

(Modeling dispersion parameter) Although improved, the Fn-Fn curve in Figure 17(b) still shows a large deviation from the 45-degree line. This is probably due to the presence of a large amount of small value data, which is also reflected in Figure 18 where all of the
LOWESS curves are still below the center horizontal line. Note that a Poisson distribution forces its variance to be the same as the mean. However, the disproportionate amount of low bike demand (e.g., 1-5 AM) may have inflated the variance and made it much larger than the mean. Therefore, the variability of bike rentals may be underestimated in the generalized additive Poisson model. To this end, we add a dispersion parameter to the model and allow data to give an estimate instead of using the default value which is 1. We call this a generalized additive quasi-Poisson model. The model fitting result can be found in Table 3 under the title “Final model”. The estimate of the dispersion parameter is 42.998. Its considerable size confirms that the variance adjustment, suggested by our diagnostic tools, is necessary. After this update, the Fn-Fn curve in Figure 17(c) turns out to be very close to the 45-degree line. This is an indication that the new model captures the inflated variability induced by very low bike demand in early AM time period. The improvement of the model is also reflected in Figure 19 where the LOWESS curves are now very close to the center horizontal line for the entire set of variables.

(Additional insights) By adding smoothing functions and a dispersion parameter, the final generalized additive quasi-Poisson model has shown a remarkable improvement over the initial Poisson model. We conclude the discussion by offering an additional insight drawn from our diagnostic tools. We observe in Figure 19(a) that the conditional distributions of the functional residual are not homogeneous across the 24 hours. For example, the distributions (conditional on hour) in early AM hours and peak hours are very different. This heterogeneity in distribution leads to the “residual patterns” in Figure 19(a), and it is clearly not captured by the final model. The reason is that all the adjustments we have made so far (i.e., adding smoothing functions and a dispersion parameter) only addressed the issues in the first and second moments (i.e., mean and variance). To completely eliminate the remaining patterns in Figure 19(a), we may need to introduce parameters to model the skewness and other higher-order moments. As Li et al. (2015) pointed out, a challenge of bike sharing business is the highly varying and skewed bike usage during 24 hours and across four seasons. This
challenge is manifested in our diagnostic plot, which advises that input from domain experts may be needed to decide whether or not to pursue an even more complex model.

5 A vehicle to unify point residuals

In this section, we examine the connection of our functional residual to two point residuals developed in recent years. Our theoretical study shows that both the surrogate residual [Liu and Zhang 2018, Liu et al., 2021] and the sign-based residual [Li and Shepherd 2010, 2012] are point statistics that can be drawn from our functional residual.

For ordinal outcomes, Liu and Zhang (2018) proposed a surrogate approach to defining residuals. They focused on the class of cumulative link models

\[ G^{-1}\{\Pr(Y \leq j)\} = \alpha_j - X\beta, \quad (5) \]

where \( G^{-1}(\cdot) \) is the link function and the intercept parameters \(-\infty = \alpha_0 < \alpha_1 \cdots < \alpha_J = \infty\).

The use of the logit, probit, and complementary log-log links yields the classic proportional odds, ordered probit, and proportional hazard models (see Liu and Zhang, 2018 and Liu et al., 2021 for other links and models). The surrogate idea is to simulate a continuous outcome \( S \) and use it as a “surrogate” of the ordinal outcome \( Y \). They make use of the latent structure of Model (5) to generate a surrogate outcome

\[ S \sim Z \mid \alpha_{j-1} < Z \leq \alpha_j \quad \text{if} \ Y = j, \]

where \( Z = X\beta + \epsilon (\epsilon \sim G) \) is the classical latent outcome that underlies \( Y \). The residual is then defined as the difference between the surrogate outcome \( S \) and its expectation, i.e., \( R_{\text{sur}} = S - E(S \mid X) \). We show that \( R_{\text{sur}} \) is simply a derivative of our functional residual \( \text{Res}(t) \) in (3), which nevertheless does not rely on the latent structure of the cumulative link model.

Given the data \((y, x)\), as the functional residual \( \text{Res}(t; y, x) \) in (3) is a distribution
function, we define a functional residual variable as

$$R_{func} | (y, x) \sim Res(t; y, x). \quad (6)$$

The following result shows that the conditional distribution of $G^{-1}(R_{func})$ is the same as that of the surrogate residual $R_{sur}$.

**Theorem 4.** For the cumulative link model in [5], our transformed functional residual variable $G^{-1}(R_{func})$ and the surrogate residual variable $R_{sur}$ follow the same conditional distribution, i.e., $G^{-1}(R_{func}) \overset{d}{=} R_{sur}$, given the data $(y, x)$.

Theorem 4 suggests that the surrogate residual can be viewed as a byproduct of our functional residual. The former borrows the latent variable technique, whereas the latter does not. Instead, the functional residual applies to non-cumulative-link models, such as the adjacent-category logit model studied in Section 3. It therefore broadens the scope of applicable models and provides a unified treatment for binary, ordinal, and count data.

The result below shows that the sign-based residual (Li and Shepherd, 2012)

$$R_{SBS} = E\{\text{sign}(y - Y)\} = Pr\{y < Y\} - Pr\{y > Y\}$$

can also be derived from our functional residual. This residual is the difference between the probabilities of the ordinal variable greater than or less than the observed value.

**Theorem 5.** Given the data $(y, x)$, the sign-based residual $R_{SBS}$ can be expressed using the expectation of the functional residual variable, i.e., $R_{SBS} = 2E\{R_{func}(y, x)\} - 1$.

There is a notable difference between the sign-based and functional residuals. As discussed in depth in Liu and Zhang (2018) and Liu et al. (2021), the sign-based residual only has first-moment property for model diagnostics (i.e., $E(R_{SBS}) = 0$). It therefore has the same problem as Pearson/deviance residuals as observed in Figure 3(c)-(d), i.e., it may show unusual patterns even for correctly specified models. Our functional residual solves this issue.
As demonstrated both theoretically and numerically, it can be used in a similar way to the ordinary residual for linear regression models. Any pattern observed in our diagnostic plots is an indication of model misspecification, and it also provides clues for model treatment.

6 Summary

In this article, we have proposed a unified framework of model diagnostics for discrete data regression. The framework is based on a new notion of functional residual, which is fundamentally different from the traditional residual concept. We have developed theoretical properties of functional residuals to support the use of the residual-vs-covariate plot and $F_{n-k}$ plot as diagnostic tools. The simulated examples in a variety of settings and case studies have shown that our framework has the power to detect misspecification of many important components of ordinal/count data regression models. It has been demonstrated that the interpretation of our diagnostic plots is similar to that of those widely used for linear regression models. Our framework, therefore, bridges the interpretation gap between models with a discrete outcome and those with a continuous outcome. This is achieved for a broad class of generalized linear models and any common type of discrete data.
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Appendix A. Additional examples for section 3.2

Example 8 (Missing of a higher order term). Suppose that the data are generated from the same Poisson model used in Example 5, whereas the quadratic term $X^2$ is not included in the working model. Our functional-residual-vs-covariate relationship is displayed in Figure 20(a). The U-shape of Lowess curve unequivocally indicates the missing of a quadratic term in the working model. It is worth noting that Figure 20(a) here is similar to Figure 5(b) where a quadratic form is missing in modeling ordinal data. We stress that this similarity across different types of data is not a coincidence but an appealing feature consistently seen throughout the following examples.

As a further demonstration, we simulate 1000 data points $(x_i, y_i)$ from the model with a cubic term $\log(E(Y|X)) = \alpha + \beta_1 X + \beta_2 X^2 + \beta_3 X^3$, where $X \sim \mathcal{N}(0, 0.5)$ and $(\alpha, \beta_1, \beta_2, \beta_3) = (0.8, -0.2, 0.5, -0.5)$. When the $X^3$ term is not included in the working model, the LOWESS curve in Figure 20(b) shows a cubic pattern, which indicates the missing of an $X^3$ term in the model.

Example 9 (Missing of relevant covariates). We simulate 1000 samples from a Poisson model with multiple covariates $\log(E(Y|X)) = \alpha + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3$, where $X_1 \sim \mathcal{N}(0, 0.8)$, $X_2 \sim \mathcal{N}(-1, 1)$, and $X_3 \sim \mathcal{N}(0.8, 0.9)$. We set the coefficients $(\alpha, \beta_1, \beta_2, \beta_3) = (0.5, 0.25, 0.5, 0)$ such that both $X_1$ and $X_2$ are correlated with the count outcome $Y$ while $X_3$ is not related as $\beta_3 = 0$. We fit a Poisson model to the simulated data using $X_1$ only. We investigate the roles of $X_2$ and $X_3$, which are not modeled, through the lens of the functional-residual-vs-covariate plots presented in Figure 21. We observe in Figure 21(a) a positive relationship between our functional residuals and $X_2$, which indicates that $X_2$ may help explain a significant proportion of the residual variability. To the contrary, the symmetrically distributed “heat” in Figure 21(b) does not suggest any correlation between our functional residuals and $X_3$. This observation is in line with the way we set $X_3$ as independent of $Y$.

Example 10 (Missing of an interaction). We simulate 1000 samples from a Poisson model
with an interaction term $\log(E(Y|X)) = \alpha + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_1 X_2$, where $X_1 \sim \mathcal{N}(0.5, 1)$, $X_2 \sim \mathcal{N}(-1, 0.7)$, and $(\alpha, \beta_1, \beta_2, \beta_3) = (-0.1, 0.8, -0.5, 0.6)$. We fit a Poisson model without the interaction term $X_1 X_2$. To see if our approach can detect the missing of interactions, we plot our functional residuals versus $X_1 X_2$ in Figure 22(a). The LOWESS curve exhibits a clear increasing pattern compared to the plot in Figure 22(b) where the model is specified correctly including the interaction term.
Appendix B. Proofs of the theoretical results

Proofs for Section 2.3

Proof of Theorem 1. Let $y_{\text{max}}$ be the maximum of all the possible values of $Y$ ($y_{\text{max}} = \infty$ for count data), and $y_t$ be such that $\pi(y_t - 1; \boldsymbol{x}) \leq t \leq \pi(y_t; \boldsymbol{x})$. Then, we can write

$$E_{\{Y|X=x\}} \text{Res}(t; Y, \boldsymbol{x}) = \sum_{y=0}^{y_{\text{max}}} \text{Res}(t; y, \boldsymbol{x}) \Pr\{Y = y\}$$

$$= \sum_{y=0}^{y_{\text{max}}} \Pr\{U(\pi(y - 1; \boldsymbol{x}), \pi(y; \boldsymbol{x})) \leq t\} \Pr\{Y = y\}$$

$$= \sum_{y=0}^{y_t-1} \Pr\{Y = y\} + \Pr\{U(\pi(y_t - 1; \boldsymbol{x}), \pi(y_t; \boldsymbol{x})) \leq t\} \Pr\{Y = y_t\}$$

$$= \pi_0(y_t - 1; \boldsymbol{x}) + \frac{t - \pi(y_t - 1; \boldsymbol{x})}{\pi(y_t; \boldsymbol{x}) - \pi(y_t - 1; \boldsymbol{x})} \left\{\pi_0(y_t; \boldsymbol{x}) - \pi_0(y_t - 1; \boldsymbol{x})\right\}$$

$$= t.$$

The last equation is a result of the assumption $\pi(\cdot; \boldsymbol{x}) \equiv \pi_0(\cdot; \boldsymbol{x})$. This completes the proof.

Proof of Theorem 2. By the law of iterated expectations, we have

$$E_{\{Y|X=x\}} \text{Res}(t; Y, \boldsymbol{x}) = E_X\{E_{\{Y|X=x\}} \text{Res}(t; Y, \boldsymbol{x})\}$$

$$= \int E_{\{Y|X=x\}} \text{Res}(t; Y, \boldsymbol{x}) dF_X(\boldsymbol{x}) = \int t dF_X(\boldsymbol{x}) = t$$

The establishment above holds for every $t \in [0, 1]$. This completes the proof.

Proof of Corollary 1. To prove Corollary 1, we only need to verify the finite variance assumption of the strong law of large numbers. The expression for the variance can be written
as follows:

\[ Var_{(Y,X)} Res(t; Y, X) = E_{(Y,X)} Res(t; Y, X)^2 - \{E_{(Y,X)} Res(t; Y, X)\}^2. \]

Since \( Res(t; Y, X) \in [0,1] \), we immediately have \( E_{(Y,X)} Res(t; Y, X)^2 \leq 1 \). Therefore,

\[ Var_{(Y,X)} Res(t; Y, X) \leq 1 - t^2 \leq 1, \]

which proves the variance of \( Res(t; Y, X) \) is finite.

\[ \square \]

**Proof of Theorem 3.** Since \((Y_1, X_1), (Y_2, X_2), \ldots\) is an infinite sequence of i.i.d. random variables, and we have that

\[ Var\left( \frac{1}{n} \sum_{i=1}^{n} Res(t; Y_i, X_i) \right) = \frac{1}{n^2} Var(Res(t; Y_1, X_1) + \cdots + Res(t; Y_n, X_n)) \]

\[ = \frac{n Var(Res(t; Y, X))}{n^2} \leq \frac{1}{n}. \]

The last inequality is due to the fact that \( Var(Res(t; Y_n, X_n)) \leq 1 \) as proved in Theorem 2. Therefore, we can use Chebyshev’s inequality on \( \frac{1}{n} \sum_{i=1}^{n} Res(t; Y_i, X_i) \), which results in

\[ P\left( \frac{1}{n} \sum_{i=1}^{n} Res(t; Y_i, X_i) - t \right| \geq \epsilon \) \leq \frac{1}{n} \] \( \frac{Var\left( \frac{1}{n} \sum_{i=1}^{n} Res(t; Y_i, X_i) \right)}{\epsilon^2} \leq \frac{1}{n \epsilon^2}. \]

The inequality above is equivalent to

\[ P(|\overline{Res(t; Y_n, X_n)} - t| < \epsilon) \geq 1 - \frac{1}{n \epsilon^2}. \]

As the right side of the inequality does not depend on \( t \), we have

\[ \inf_{t \in [0,1]} P(|\overline{Res(t; Y_n, X_n)} - t| < \epsilon) \to 1, \text{ as } n \to \infty. \]

This completes the proof. \[ \square \]
Proofs for Section 5

Proof of Theorem 4. First, by the definitions of latent variable and probability density function of truncated distribution, we can get the probability density function of the surrogate variable:

\[ f_{R_s}(r_s|Y = y) = \frac{g(r_s)}{G(\alpha_y - X\beta) - G(\alpha_{y-1} - X\beta)}, \tag{7} \]

where \( g(\cdot) = G'(\cdot) \) is the probability density function (PDF).

Secondly, the functional residual defined in (6) follows \( F_U(\pi(y-1; x), \pi(y; x))(t) \). Therefore, the PDF of \( R_f \) can be written as:

\[ f_{R_f}(r_f) = \frac{1}{\pi(y; x) - \pi(y-1; x)} = \frac{1}{G(\alpha_y - X\beta) - G(\alpha_{y-1} - X\beta)} \]

Now we define a random variable \( R_H = G^{-1}(R_f) \), the PDF of \( R_H \) is:

\[ f_{R_H}(r_H) = f_{R_f}(G(r_H)) \]
\[ = \frac{|G(r_H)|'}{G(\alpha_y - X\beta) - G(\alpha_{y-1} - X\beta)} \]
\[ = \frac{g(r_H)}{G(\alpha_y - X\beta) - G(\alpha_{y-1} - X\beta)}. \tag{8} \]

The comparison between (7) and (8) suggests that \( G^{-1}(R_f) \) and \( R_s \) follow the same distribution which completes the proof.

\[ \square \]

Proof of Theorem 5. First, we write the equation of \( R_{SBS} \) based on \( F_a(\cdot) \):

\[ R_{SBS} = Pr\{y > Y\} - Pr\{y < Y\} \]
\[ = Pr\{Y < y\} - Pr\{Y > y\} \]
\[ = Pr\{Y \leq y - 1\} - (1 - Pr\{Y \leq y\}) \]
\[ = (F_a(y) + F_a(y - 1)) - 1 \]

Secondly, since \( R_{func} \sim Res(t; y, x) = F_U(\pi(y-1; x), \pi(y; x))(t) \), the conditional expectation of \( E\{R_{func}(y, x)\} \) is \( \frac{1}{2}(F_a(y) + F_a(y - 1)) \). Therefore, \( 2E\{R_{func}(y, x)\} - 1 = (F_a(y) + F_a(y - 1)) - 1 = R_{SBS} \). This completes the proof.

\[ \square \]
Appendix C. Figures

Figure 5: Proposed functional-residual-\(vs\)-covariate plots (upper row) and traditional residual-\(vs\)-covariate plots (lower row) when the quadratic term \(X^2\) is missing in the working adjacent-category logit model (Example 2).
Figure 6: Functional-residual-vs-covariate plot when the cubic term $X^3$ is missing in the working adjacent-category logit model (Example 2).
Figure 7: Functional-residual-vs-covariate plots when $X_2$ is correlated with ordinal data $Y$ (the left panel) whereas $X_3$ is not (the right panel) in the setting of Example 3.
Figure 8: Functional-residual-vs-covariate plots before (left) and after (right) the interaction term $X_1X_2$ is included in the working adjacent-category logit model (Example 4).
Figure 9: Plots of the proposed functional residual (upper row) and traditional deviance and Pearson residuals (lower row) against the covariate $X$ when the working Poisson model is specified correctly for count data in the setting of Example 5.
Figure 10: Proposed \( F_n-F_n \) plots when the working model is specified correctly for count data in the setting of Example \[5\]. The left and right panels are obtained using the full sample (1000 observations) and the subsample \( \{(y_i, x_i) \mid x_i < 0\} \), respectively.
Figure 11: Functional-residual- vs-covariate plots (upper row) and $Fn-Fn$ plots (lower row) in the presence of excessive zeros. Shown are the results for the regular Poisson model (left) and zero-inflated Poisson model (right) used in Example 6.
Figure 12: Functional-residual-vs-covariate plots (upper row) and $Fn-Fn$ plots (lower row) in the presence of over-dispersion. Shown are the results for regular Poisson model (left) and Quasi-Poisson model (right) used in Example 7.
Figure 13: Functional-residual-vs-covariate plots before (upper row) and after (lower row) deleting the outliers from the wine quality dataset.
Figure 14: Boxplots of the variables that may contain outliers in the wine quality dataset.
Figure 15: Plots of functional residuals versus `free.sulfur.dioxide` before and after adding its quadratic term to the model.
Figure 16: Functional-residual-vs-covariate plots for the initial Poisson model fitted to the Captial Bikeshare dataset.
Figure 17: The $Fn-Fn$ plots for the initial, intermediate, and final models developed in the model building process.
Figure 18: Functional-residual-\textit{vs}-covariate plots after adding the smoothing functions of the variables \textit{hour}, \textit{temp}, \textit{humidity}, and \textit{windspeed} to the Poisson model.
Figure 19: Functional-residual-vs-covariate plots for the final generalized additive quasi-Poisson model.
Figure 20: Functional-residual-vs-covariate plots when the quadratic term $X^2$ is missing in the working model (left) and cubic term $X^3$ is missing in the working model (right) for the count data (Example 8).
Figure 21: Functional-residual-vs-covariate plots when a covariate $X_2$ (left) is correlated with the count response $Y$ whereas $X_3$ (right) is not in the setting of Example 9.
Figure 22: Functional-residual-vs-covariate plots before (left) and after (right) the interaction term $X_1X_2$ is included in the Poisson model for the count data (Example 10).
Appendix D. Tables

Table 1: Summary of the initial and final models for the wine quality data.

| Variable Name          | Initial model | Final model |
|------------------------|---------------|-------------|
|                        | Estimate      | Std.error   | P-value | Estimate | Std.error | P-value |
| volatile.acidity       | 3.458         | 0.210       | <0.001  | 3.440    | 0.216     | <0.001  |
| alcohol                | -0.328        | 0.049       | <0.001  | -0.184   | 0.054     | <0.001  |
| sulphates              | -1.121        | 0.178       | <0.001  | -1.362   | 0.184     | <0.001  |
| fixed.acidity          | -0.136        | 0.039       | <0.001  | -0.246   | 0.043     | <0.001  |
| residual.sugar         | -0.152        | 0.014       | <0.001  | -0.188   | 0.016     | <0.001  |
| free.sulfur.dioxide    | -0.006        | 0.001       | <0.001  | -0.052   | 0.004     | <0.001  |
| pH                     | -1.295        | 0.193       | <0.001  | -1.647   | 0.206     | <0.001  |
| density                | 284.5         | 37.38       | <0.001  | 417.4    | 42.13      | <0.001  |
| free.sulfur.dioxide^2  | -             | -           | -        | 0.0005   | <0.001     | <0.001  |
Table 2: The explanatory variables in the bike sharing data.

| Variable Name | Possible Values | Description |
|---------------|-----------------|-------------|
| hour          | {0, 1, ... , 23} | Time in 24-hour format. |
| temp          | [0, 1]          | The normalized temperature in Celsius, \(\frac{(t-t_{\text{min}})}{t_{\text{max}}-t_{\text{min}}}\), \(t_{\text{min}}=-8\), \(t_{\text{max}}=39\). |
| humidity      | [0, 1]          | Normalized humidity. The values are derived via \(\frac{h}{h_{\text{max}}}\), \(h_{\text{max}}=100\). |
| windspeed     | [0, 1]          | Normalized wind speed. The values are derived via \(\frac{w}{w_{\text{max}}}\), \(w_{\text{max}}=67\). |
| winter        | {0, 1}          | 1: winter; 0: otherwise. |
| workingday    | {0, 1}          | 1: neither weekend nor holiday; 0: otherwise. |
| weather       | {1, 2, 3, 4}    | Weather situation: |
|               |                 | 1: clear, few clouds, partly cloudy. |
|               |                 | 2: mist, mist + few clouds, mist + broken clouds, mist + cloudy. |
|               |                 | 3: light snow, light Rain + scattered clouds, light Rain + thunderstorm + scattered clouds. |
|               |                 | 4: snow + fog, heavy rain + ice pallets + thunderstorm + mist. |
Table 3: Summary of the initial and final models for the bike sharing data.

| Variable Name | Initial model | Final model |
|---------------|---------------|-------------|
|               | Estimate      | Std.error   | P-value | Estimate | Std.error | P-value |
| Intercept     | 4.848         | 0.005       | <0.001  | 5.202    | 0.017     | <0.001  |
| winter        | -0.323        | 0.002       | <0.001  | -0.284   | 0.016     | <0.001  |
| workingday    | 0.061         | 0.002       | <0.001  | 0.056    | 0.010     | <0.001  |
| weather       | -0.025        | 0.001       | <0.001  | -0.139   | 0.010     | <0.001  |
| hour          | 0.046         | <0.001      | <0.001  | 8.986    | 9.000     | <0.001  |
| temp          | 1.157         | 0.005       | <0.001  | 4.613    | 5.632     | <0.001  |
| humidity      | -1.005        | 0.005       | <0.001  | 8.240    | 8.835     | <0.001  |
| windspeed     | 0.223         | 0.006       | <0.001  | 3.582    | 4.409     | <0.001  |

Dispersion Parameter: Initial model 1.000, Final model 42.998