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ABSTRACT

We evaluate the state-of-the-art multimodal “visual semantic” model CLIP (“Contrastive Language Image Pretraining”) for biases related to the marking of age, gender, and race or ethnicity. Given the option to label an image as “a photo of a person” or to select a label denoting race or ethnicity, CLIP chooses the “person” label 47.9% of the time for White individuals, compared with 5.0% or less for individuals who are Black, East Asian, Southeast Asian, Indian, or Latino or Hispanic. The model is also more likely to rank the unmarked “person” label higher than labels denoting gender for Male individuals (26.7% of the time) vs. Female individuals (15.2% of the time). Age also affects whether an individual is marked by the model: Female individuals under the age of 20 are more likely than Male individuals to be marked with a gender label, but less likely to be marked with an age label, while Female individuals over the age of 40 are more likely to be marked based on age than Male individuals. We trace our results back to the CLIP embedding space by examining the self-similarity (mean pairwise cosine similarity) for each social group, where higher self-similarity denotes greater attention directed by CLIP to the shared characteristics (i.e., age, race, or gender) of the social group. The results indicate that, as age increases, the self-similarity of representations of Female individuals increases at a higher rate than for Male individuals, with the disparity most pronounced at the “more than 70” age range. Six of the ten least self-similar social groups are individuals who are White and Male, while all ten of the most self-similar social groups are individuals under the age of 10 or over the age of 70, and six of the ten are Female individuals. Our results yield evidence that bias in CLIP is intersectional: existing biases of self-similarity and markedness between Male and Female gender groups are further exacerbated when the groups compared are individuals who are White and Male and individuals who are Black and Female. CLIP is an English-language model trained on internet content gathered based on a query list generated from an American website (Wikipedia), and results indicate that CLIP reflects the biases of the language and society which produced this training data.
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1 INTRODUCTION

Recent progress in multimodal artificial intelligence (AI) has produced the first “zero-shot” language-and-vision model, known as CLIP (“Contrastive Language Image Pretraining”), which allows for the definition of image classes in natural language and achieves performance competitive with the state of the art on datasets on which it was not trained [40]. The advances achieved by CLIP have spawned a new wave of interest and innovation in “visual semantic” AI, which combines language and image representations in the same embedding space. The past year has seen the development of numerous proprietary models similar to CLIP [28, 53], which are likely to serve as important components in the future foundation of the internet [38]. Like word embeddings and language models, visual semantic AI is trained using human-authored language on an internet-scale dataset: CLIP’s training data is composed of 400 million pairs of images and associated text scraped from the English-language internet [40]. Prior work has uncovered semantic biases in CLIP associating immigrants and religious minorities with unpleasant stereotypes [22], and gender biases related to underrepresentation of women when using the model for image retrieval [55]. In this research, we systematically evaluate CLIP for a previously unobserved perceptual bias: the bias of who is marked, and based on what socially defined characteristics (gender, race, and age).

Our contributions are twofold. First, we find disparities in the self-similarity (mean pairwise cosine similarity) of embedded images along the axes of gender, age, and race or ethnicity. Concretely, embedded images of White individuals in the FairFace dataset have self-similarity of 0.573, compared to self-similarity of >.62 for Indian, East Asian, or Southeast Asian individuals; images of Male individuals have mean self-similarity of 0.566, compared to 0.592 for images of Female individuals; and images of individuals between 40 and 49 have mean cosine similarity of 0.573, compared to 0.623 for individuals more than 70 and 0.692 for individuals between 0 and 2. These results are also intersectional: of 126 social groups formed based on the intersection of gender, age, and race or ethnicity, the ten least self-similar social groups are all Male, and six of the ten are White. The ten most self-similar groups all reflect people either under the age of 10 or over the age of 70, and six of the ten are Female.
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Second, we show that CLIP prefers to label images of members of some social groups based on demographic characteristics such as race, gender, and age, and to omit those labels when describing other social groups. We prompt CLIP to rank the text label "a photo of a person" against sets of text labels related to gender, age, and race or ethnicity based on the FairFace dataset [29]. If the model ranks "a photo of a person" higher than any of the FairFace gender labels, we consider that image to be unmarked based on gender. We repeat the same experiment using the set of age labels and the set of race or ethnicity labels from FairFace. CLIP ranks the "a photo of a person" label highest 47.9% of the time for images of White individuals, and less than 16.9% of the time for all other racial or ethnic groups; CLIP ranks "a photo of a person" highest 26.6% of the time for images of Male individuals, and 15.2% of the time for Female individuals; and CLIP ranks "a photo of a person" highest 59.0% of the time for images of individuals between 30 and 39, but only 6.7% of the time for images of individuals older than 70. Differences are also intersectional, as Female individuals are marked according to their gender at younger ages than Male individuals, and Female individuals who are more than 40 years old are more likely to be marked based on age than Male individuals at the same age. The disparity is greater in almost all cases between individuals who are White and Male and individuals who are Black and Female.

This form of AI bias is likely to become increasingly important as multimodal AI models use natural language supervision [40] to unify different forms of information, such as vision, language, speech, and video, into joint conceptual embedding spaces [38]. Our findings indicate that combining modalities results in previously unobserved forms of representational bias, which may amplify biases existing in single-modality embedding spaces. We make our code available at https://github.com/wolferobert3/visual_semantic_markedness.

2 RELATED WORK
This research draws on multiple strands of prior work on cultural markedness, CLIP and multimodal AI, and bias in AI.

Markedness. Visual semantic models like CLIP are designed to detect patterns in unstructured visual information, and to categorize those patterns in ways that are interpretable to humans in natural language [40]. However, how different groups of people form categories, and what categories have utility, varies widely between communities [5]. While the biases of an advantaged social group may manifest explicitly in the expression of cultural stereotypes, they can also become embedded in the structure of language [8]. One way in which this occurs is in which words and contexts are "unmarked" in language, and more natural, and which are "marked" as less natural to the speaker [17].

The concept of "markedness" originates in structural linguistics. Trubetzkoy [54] use the term to refer to phonological distinctions in language, wherein one in a pair of opposing phonemes has a mark, and the other lacks the mark. Jakobson [27] expands this to semantics, and asserts that linguistic opposites can be characterized by the presence or absence of some attribute, which is marked in a secondary form (i.e., a form lower in a linguistic hierarchy), but not in the dominant form (higher in the hierarchy). For example, the names of male animals (such as lion) are unmarked, while the names of female animals (lioness) are marked. Greenberg [23] describes markedness as a consequence of the frequency with which a linguistic construction occurs. Dressler [17] describes markedness as linguistic unnaturalness, or as morphological difficulty, while Givón [21] finds that a marked category is cognitively more complex for the speaker.

Markedness also has sociological implications and has been studied as a sociological phenomenon. Waugh [58] proposes a semiotic theory of markedness which suggests that marginalized social categories such as homosexuality are marked, while categories such as heterosexuality are unmarked. Battistella et al. [2] generalizes this and shows that more culturally dominant terms are more broadly defined and are thus "unmarked," while "marked" terms are more narrowly defined. Mayrthaler [35] notes that that which is unmarked agrees with "the typical attributes of the speaker." Finally, Tannen [51] notes that that which is culturally unmarked "carries the meaning that goes without saying," while that which is marked is unusual, and must be explained. Our work evaluates whether CLIP has learned, as Battistella et al. [2] puts it, an "evaluative superstructure" of language which influences how the model embeds unstructured visual information.

Intersectionality. Intersectionality refers to the ways in which a person’s demographic and socioeconomic characteristics combine to multiply marginalize or multiply advantage the person [10]. Crenshaw [11] introduced intersectionality to describe the multiple marginalization of black women, and the theory is used to understand the effects of marginalization along many sociocultural axes, including race, gender, sexual orientation, age, disability status, and class [10]. Intersectional biases associated with members of multiply marginalized individuals may not be associated with all people who share only one of these constituent characteristics [20]. Intersectional marginalization also compounds the effects of biases associated with an individual’s constituent identities [12]. Intersectional biases have been discovered in both computer vision [6, 49] and in language models [25, 34, 47, 50]. We examine biases related to race or ethnicity, gender, and age in this research, and in some cases characterize results in terms of intersectional effects.

CLIP and Multimodal AI. CLIP is the first multimodal AI model to learn "transferable" visual representations, meaning that it performs at near state-of-the-art for image ranking, retrieval, and classification across many computer vision evaluation datasets, without explicitly training on the training data for those datasets. Before CLIP, the state-of-the-art for zero-shot image classification on ImageNet [13] was 11.6% accuracy; CLIP improved this to 76.5% [40], realizing a significant advance for semi-supervised computer vision. CLIP jointly pretrains a language model (a smaller version of the GPT-2 architecture [41]) and a computer vision model (either a ResNet [26] or a Vision Transformer [16]), and projects the representations formed by each model independently into a joint language-and-vision embedding space. The model’s training objective is to maximize the cosine similarity between a projected image and its projected natural language caption, while minimizing the similarity between the image and all of the other projected captions in the batch [40], a training objective referred to as contrastive learning [40, 52]. In addition to learning transferable visual features, CLIP has also been shown to learn highly semantic word and
sentence representations which set or match state-of-the-art on some intrinsic evaluations [62]. We report results on the CLIP-ViT-Base-Patch32 model, which was downloaded more than one million times in the month prior to April 26, 2022 from the Transformers library, and constituted more than 98% of CLIP downloads from the library during that month [60].

Visual semantic embedding spaces have their origin in the research of Socher et al. [48], who designed an approach for zero-shot transfer between image and language representations. Frome et al. [19] subsequently embed images and text in a joint embedding space in DeVlSe, allowing limited generalization to unseen classes. CLIP builds on recent work in multimodal transformer models, including that of Lu et al. [33], who introduce ViLBERT, a multimodal model which extended the BERT masked language model of Devlin et al. [14] to train joint “visiolinguistic” representations on the Conceptual Captions dataset [46] using co-attentional transformer layers. Li et al. [32] introduce VisualBERT, a multimodal model which implicitly aligns language and images using the attention weights of a transformer and which is capable of grounding elements of language to specific regions of an image. More recently, Zhang et al. [64] employ contrastive learning with an image encoder (ResNet 50) and a contextualizing language model (BERT) to train a medical image classifier known as ConVIRT, and Jia et al. [28] employ a similar design with ALIGN, an image classifier trained on contrastive loss (normalized softmax) between a BERT language model and an EfficientNet-L2 [63]. Wang et al. [57] introduce SimVLM, a multimodal encoder-decoder transformer trained only on language modeling loss, rather than contrastive loss. Tiwary [53] introduce Turing Bletchley, a multimodal model trained on contrastive loss and capable of performing language-vision tasks in 94 languages. Most recently, Mu et al. [36] introduce SLIP, a model which adds view-based self-supervision of images to the contrastive learning training objective.

**Bias in AI.** Unsupervised and semi-supervised pretraining is known to encode social biases inherent in the training data [3, 7]. While CLIP is multimodal in that it combines image and text representations into a joint embedding space, the transformers used to form this space are a language model and a computer vision model [40]. Accordingly, we review biases observed in computer vision, language models, and multimodal AI.

**Bias in Computer Vision.** Buolamwini and Gebru [6] show that three state-of-the-art AI facial recognition systems fail to detect the faces of women with darker skin, and that common facial recognition benchmark datasets contain primarily images of people with lighter skin, where skin tone is defined based on the Fitzpatrick dermatological skin type classification system [18]. Wilson et al. [59] show that state-of-the-art object detection systems exhibit better performance for people with lighter skin than for people with darker skin. More recently, Kim et al. [30] find that commercial emotion recognition systems detect emotion least accurately in older adults, while Park et al. [39] examine 92 face datasets used to train facial analysis systems, and show that less than half include at least one image of a person older than 65, and that only one dataset includes an image of a person older than 85. Steed and Caliskan [49] show that Image GPT [9] generates images which reflect harmful human social biases, such as sexualized pictures of women, and that it associates members of minority racial groups with weapons. Wang et al. [56] find that even balancing the training dataset based on gender does not necessarily prevent deep learning models from learning gender biases.

**Bias in Language Models.** Sheng et al. [47] show that the text output of language models such as GPT-2 [41] demonstrates low “regard” for women and sexual minorities. In developing a benchmark to quantify both bias and language modeling performance based on model output, Nadeem et al. [37] find that larger language models (i.e., those with more parameters) exhibit better language performance and prefer stereotypical human biases more than do smaller models. Guo and Caliskan [25] adapt the Word Embedding Association Test (WEAT) of Caliskan et al. [7] to contextualized word embeddings by treating contextualization as a random effect. They find that word embeddings formed by language models such as BERT [14] encode a range of social biases, including biases related to gender and race, and that the magnitude of intersectional bias is greater than for bias based solely on gender or race. May et al. [34] measure bias in sentence vectors formed by language models and find evidence of sentence-level racial and gender biases. Recent research examines biases of representational similarity in language models. Wolfe and Caliskan [61] find that underrepresentation in the text training corpora of language models results in contextualized word embeddings which are more self-similar across identical contexts, yet undergo more change in the model, suggesting that language models generalize poorly to less frequently observed groups, and overfit to pretraining contexts. Dodge et al. [15] show that blacklist filtering used in the construction of the C4 language modeling dataset removes information authored by and about people belonging to minority populations.

**Bias in CLIP.** Radford et al. [40] and Agarwal et al. [1] find that CLIP disproportionately associates text descriptions related to appearance with images of Female individuals; that images of Black individuals are the most likely to be misclassified as animals; and that images of individuals under 20 years old are most likely to be classified into crime-related categories [40]. Goh et al. [22] identify multimodal neurons in CLIP which associate stereotypes (such as immigration) with people or regions (such as Latin America). Wang et al. [55] use CLIP as an image retrieval system, and find evidence of pervasive gender imbalances in retrieved images. Birhane et al. [4] show that LAION-400m [45], a dataset of more than 400 million image-text pairs designed to be similar to the one on which CLIP trains, contains pornographic, misogynistic, and stereotypical images and accompanying text captions. It is unclear to what extent CLIP’s training data (which has not been released to the public) was filtered for such content.

### 3 DATA

In analyzing the social impact of CLIP, Radford et al. [40] use the FairFace dataset of Karkkainen and Joo [29], designed to address the lack of racial diversity in computer vision datasets by creating nearly balanced classes for seven racial or ethnic groups. In order
to compare more directly with the results reported by Radford et al. [41], and because FairFace is among the largest relatively balanced datasets of human images, we use the 86,744 images in the FairFace training dataset. The FairFace dataset labels images according to seven races or ethnicities, two genders, and nine age ranges:

- Race or Ethnicity: Black, White, Latino or Hispanic, East Asian, Southeast Asian, Indian\(^2\), Middle Eastern
- Gender: Female, Male
- Age: 0-2, 3-9, 10-19, 20-29, 30-39, 40-49, 50-59, 60-69, more than 70

For our experiments, we balance the dataset on the attribute or attributes under consideration. For example, when examining gender bias, images of Male individuals (the more frequently occurring category in FairFace) are removed without replacement until we have the same number of Male images and Female images. When examining intersectional bias operating over race, gender, and age, we obtain the number of images associated with the least frequent intersectional group and randomly remove images from every other group until they contain the same number. To mitigate the effects of downsampling, we repeat this process 10,000 times and report the mean.

We do not endorse the categorical or binary division of human beings based on race, gender, or age. Nevertheless, we recognize that the categories defined by FairFace are broadly operational in our current social context, and thus we operationalize them here to undertake research related to the biases which attend them. Because FairFace labels are assigned to images by Amazon Mechanical Turkers, the FairFace dataset reflects how images of humans are perceived by other potentially biased humans, and does not necessarily reflect self-identification.

**CLIP Training Data.** The patterns learned by unsupervised and semi-supervised machine learning models are dependent on the language and society which produces the training data. Radford et al. [40] train CLIP on the WebImageText corpus (WIT), a web scrape composed of 400 million images and associated captions. Radford et al. [40] produce the query list using every word which occurs at least 100 times in English Wikipedia, plus bigrams from Wikipedia with high pointwise mutual information, the names of Wikipedia articles, and all WordNet synsets [40]. The frequency-based heuristic for inclusion in WIT suggests that biases related to underrepresentation may occur in CLIP.

### 4 APPROACH AND EXPERIMENTS

We describe an approach for measuring self-similarity and testing whether CLIP exhibits cultural markedness.

**Representational Similarity.** We obtain a projected image embedding from every image in the FairFace dataset, and measure the self-similarity (i.e., the mean pairwise cosine similarity) of projected image embeddings for each race or ethnicity, gender, and age range, as well as for the intersectional groups in the dataset. Specifically, for a set of images, the self-similarity \( s \) for a group of images \( G \) consisting of \( n \) images \( i \in G \) is given by:

\[
s(G) = \frac{1}{n^2 - n} \sum_{i \neq j} \cos(\vec{r}_i, \vec{r}_j)
\]

\( \cos \) in Equation 1 refers to cosine similarity, or the angular similarity of two vectors after normalization to unit length. Note that image representations projected to the visual semantic space in CLIP are multimodal, meaning that they can be meaningfully compared not only to other images, but to text encoded by the model as well. Prior work indicates that, as embedded images reach the top layers of the CLIP image encoder before projection, they acquire abstract conceptual features, which activate in response to textual, photographic, and symbolic representations of the depicted concept and other similar concepts [22]. For example, Goh et al. [22] find that the same multimodal neuron activates in the upper layers of the CLIP image encoder for cartoon depictions of Spider-Man, text of the word “spider,” and photographs of humans dressed as Spider-Man. What this suggests for the present research is that, in a multimodal embedding space, self-similarity is a meaningful measurement for evaluating the extent to which a group is culturally marked by a shared conceptual characteristic: if, for example, people over the age of 70 are marked by CLIP based on age, we would expect that a group of images of people over 70 embedded in a visual semantic embedding space would be more similar to each other (by virtue of the shared, marked characteristic) than would a group of images of people in their 30s. Equation 1 measurement has been used previously to measure bias in language models such as BERT [14] and T5 [42], which were shown to embed names statistically more associated with underrepresented racial and gender groups such that they are more self-similar across contexts, reflecting that the range of representations is more narrowly defined [61]. To our knowledge, this is the first application of the measurement to study bias in multimodal AI.

**Markedness According to Race or Ethnicity, Gender, and Age.** For each image in the FairFace dataset, we obtain a projected image embedding. Then, we obtain projected text embeddings corresponding to every race or ethnicity label, every gender label, and every age label in the FairFace dataset, as described in Section 3. Radford et al. [40] find that, because single-word labels are uncommon in CLIP’s dataset, the model performs better in the zero-shot setting when used with the prompt “a photo of a [image class].” To that end, we use the prompt “a photo of a [race or ethnicity] person” for race or ethnicity labels; “a photo of a [gender] person” for gender labels; and “a photo of a person between [age range minimum] and [age range maximum] years old” for age labels. For the “More than 70” age range, we use the prompt “a photo of a person more than 70 years old.” Finally, we obtain a projected text embedding for the text label “a photo of a person,” with no information related to race or ethnicity, gender, or age.

The cosine similarity is then computed between each projected text embedding and the projected image embedding. Cosine similarity is a direct proxy to the probability that an image is accurately associated with a text label in CLIP, and is used by the model to rank, retrieve, and classify images [40, 55]. For each image, we observe whether the cosine similarity of the projected image embedding is higher with the “a photo of a person” label than with any of the race or ethnicity labels; than with any of the gender labels; and than

\(^2\)In the FairFace dataset, “Indian” refers not to people of Indigenous American ancestry, but to people whose ancestry originates in India.
with any of the age range labels. Our research is not concerned with whether CLIP has classified in accordance with the FairFace label for a set of socially defined categories. Rather, it measures whether the model associates an image of a person with any of the labels corresponding to a socially defined category, or if the image is left unmarked. Results report the percentage of the time a social group is unmarked (i.e., the “a photo of a person” label is ranked highest by CLIP according to cosine similarity) for a given social category. For example, results will show that individuals who are White and Male and between the ages of 30 and 39 remain unmarked based on race (the “a photo of a person” label is preferred) 46.6% of the time. We report results for each race or ethnicity, gender, and age range in the FairFace dataset, and examine results from an intersectional lens to observe whether, for example, the age of a person has an effect on whether they are marked with a gender label.

5 RESULTS
The evidence indicates that CLIP embeds images of women, of relatively younger and older people, and of people belonging to racial and ethnic groups other than White such that they are more self-similar. CLIP consistently prefers to mark the race or ethnicity of racial groups other than White, the gender of women, and age of relatively young or old people, while leaving images of people who are White, Male, and middle-aged unmarked. 

Representational Uniformity. The evidence reveals biases of representational uniformity which differ based on race or ethnicity, gender, and age. Table 1 indicates that the most variation ($s = 0.573$) exists in the multimodal image embeddings of White individuals, while embeddings of Indian, East Asian, and Southeast Asian individuals are the most self-similar to each other, with $s > 0.620$. Table 3 indicates that embedded images of Male individuals are less self-similar ($s = 0.566$) than embedded images of Female individuals ($s = 0.592$). Table 2 describes differences in self-similarity based on age. Most notably, images of individuals between the ages of 3 and 9 are much more self-similar ($s = 0.679$) than those of individuals between 20 and 29, 30 and 39, 40 and 49, and 50 and 59 ($s \in [0.573, 0.575]$). A similar phenomenon manifests for individuals between the ages of 10 and 19, for which self-similarity is higher ($s = 0.611$) than for images of individuals between 20 and 59, despite the significant physical variation of people aged 10-19.

Examining the data from an intersectional lens reveals additional disparities. Figure 1 indicates that images of Female individuals are more self-similar when compared within the same age range against Male individuals, a difference which is first evident for the 20 – 29 age range. With each increase in age range, the difference in self-similarity between Female individuals and Male individuals also increases: from 0.036 in the 40-49 age range ($s = 0.619$ vs. $s = 0.583$), to 0.051 in the 50-59 age range ($s = 0.635$ vs. $s = 0.584$), to 0.065 in the 60-69 age range ($s = 0.651$ vs. $s = 0.586$), to 0.071 in the 70-79 age range ($s = 0.679$ vs. $s = 0.608$). The data indicate a gender bias which affects representations of Female individuals as age increases.

Figure 2 shows that embedded images of White individuals are the least self-similar at every age except for 0-2. As with the gender bias, increases in age exacerbate already existing differences based on race. For individuals between 40 and 49, the difference between the most self-similar race or ethnicity (Southeast Asian, $s = 0.644$) and the least self-similar race or ethnicity (White, $s = 0.598$) is 0.046; this difference increases with each increase in age, such that self-similarity for individuals who are White and more than 70 is 0.628, while self-similarity for individuals who are Southeast Asian and more than 70 is 0.713, a difference of 0.085.

We face a challenge in comprehensibly describing the intersectional effects of self-similarity given the significant diversity in race and ethnicity, gender, and age in the dataset we use. A partial description of these results is given in Table 4, which reports the self-similarity of projected image embeddings for the most self-similar and the least self-similar social groups. In addition to these tables, we visualize the difference in self-similarity by age for individuals who are White and Male and for individuals who are Black and Female. The selection of these groups is not arbitrary. Crenshaw...
Table 1: CLIP representations of White individuals are less self-similar than representations of people of any other race or ethnicity, indicating that CLIP directs less attention to the race of White individuals when encoding multimodal representations, as it does not cluster them as closely together based on the shared characteristic of race.

Table 2: CLIP representations of individuals under 20 or over 70 are more self-similar than representations of people of any other age, indicating that CLIP directs more attention to the age of relatively younger and older individuals.

Table 3: CLIP representations of Female individuals are more self-similar than representations of Male individuals, indicating that the model directs more attention to gender in forming representations of women.

Figure 3: At every age range after 0-2, CLIP representations of individuals who are Black and Female are more self-similar than representations of individuals who are White and Male, and the disparity between the groups is greater than the disparities between Male individuals and Female depicted in Figure 1.

Figure 3 demonstrates that disparities in self-similarity are exacerbated in the intersection of race, gender, and age. The same divergence in self-similarity exists as was observed for gender in Figure 1. However, the magnitude of the difference is greater at every age range, including much greater differences for individuals between the ages of 3 and 39, which are relatively small when observed solely for gender. Concretely, the self-similarity of images of individuals who are White and Male and 70 or older is 0.613, while the self-similarity of images of individuals who are Black and Female and 70 or older is 0.712, a difference of 0.099, higher than the difference based on gender for individuals 70 and older (.071) and the largest difference based on race for individuals 70 and older (.085).

Table 4 indicates that the ten least self-similar social groups all reflect Male individuals; that they reflect only three of the seven races or ethnicities in the dataset (White, Black, and Latino or Hispanic); and that eight of the ten groups come from age ranges between 20 and 59 years old, with no age ranges under the age of 20 represented. Six of the ten social groups reflect individuals who are White and Male, including the only two groups of individuals over the age of 60. The most self-similar social groups all reflect people who are younger than age of 10 or older than the age of 70. Unlike the ten least self-similar groups, six of the ten most self-similar groups reflect Female individuals, and only one of the groups reflects White individuals.

Markedness Based on Race or Ethnicity, Gender, and Age. As shown in Figure 4, CLIP ranks the “a photo of a person” label highest 47.9% of the time for images of White individuals. For images of individuals of every other race or ethnicity in FairFace, CLIP ranks “a photo of a person” highest less than 16.8% of the time, and less than 1.5% of the time for East Asian, Indian, or Southeast Asian individuals. CLIP ranks “a photo of a person” highest 26.7% of the time for images of Male individuals, but 15.2% of the time for images of Female individuals, as shown in Figure 5, reflecting a preference to mark the gender of Female individuals.

As shown in Figure 6, CLIP ranks the “a photo of a person” label highest 48.4% of the time for individuals between the ages of 20-29, 57.9% of the time for images of individuals between the ages of
Table 4: The most self-similar social groups reflect individuals younger than 10 or older than 70, and predominantly Female individuals. The least self-similar social groups all reflect Male individuals, and predominantly White individuals and individuals between the ages of 20 and 59.

Figure 4: CLIP prefers a label with race or ethnicity omitted less than 6% of the time for five of seven racial or ethnic groups, but prefers a label with no information about race or ethnicity 47.9% of the time for White individuals.

Figure 5: CLIP prefers the "person" label over labels with gender information 26.7% of the time for Male individuals, compared to 15.2% of the time for Female individuals, indicating that CLIP marks the gender of women at higher rates than men.

Figure 6: CLIP prefers the "person" label over labels with age information at least 39% of the time for individuals between 20 and 29, 30 and 39, 40 and 49, and 50 and 59, but less than 7% of the time for individuals over 70, and less than 1% of the time for individuals under 10. Examination of the results based on gender and age yields additional insight. Figure 7 shows that, at every age range, CLIP prefers the "a photo of a person" label at a higher rate for Male individuals than for Female individuals. For both gender groups, images of individuals under the age of 10 or over the age of 70 are the least likely to be marked based on gender. Images of Female individuals between the ages of 30 and 39 are the most likely to be marked based on gender, with a gender label ranked higher than the "person" label 91.5% of the time. Images of Female individuals between the ages of 10 and 19, 20 and 29, 40 and 49, and 50 and 59 are marked based on gender more than 85.0% of the time. The
largest disparities between the Male and Female groups occur in the 3-9 and 10-19 age ranges. In the 3-9 age range, 59.0% of Male individuals are most associated with the "a photo of a person" label, compared to 38.1% of Female individuals. In the 10-19 age range, 31.1% of Male individuals are most associated with the "a photo of a person" label, compared to 13.3% of Female individuals, reflecting that CLIP marks the gender of Female individuals at an earlier age than it does Male individuals. Differences between Male individuals and Female individuals diminish in the 50-59 and 60-69 age ranges, before diverging again in the 70-79 age range, with 39.2% of Female images unmarked compared to 51.1% of Male images.

As shown in Figure 8, the least likely age ranges to be marked based on gender are the most likely to be marked based on age. At least 99% of individuals under the age of 10 are marked based on age, regardless of gender. In the 10-19 age range, CLIP ranks the "a photo of a person" label highest 20.7% of the time for Female individuals, compared to 12.3% of the time for Male individuals. In this age range, Female individuals are more likely to be marked based on gender, but less likely to be marked based on age, than Male individuals. Among Female individuals, CLIP ranks the "a photo of a person" label highest most frequently for people between 30 and 39, at 54.3%; among Male individuals, CLIP ranks the "a photo of a person" label highest most frequently for people between 40 and 49, at 62.2%. The most significant disparities between Male individuals and Female individuals occur in the 40-49 (62.2% vs. 45.1% unmarked) and 50-59 (47.4% vs. 25.3% unmarked) age ranges.

Finally, we report results based on race or ethnicity, gender, and age for individuals who are White and Male, and for individuals who are Black and Female. As shown in Figure 9, CLIP ranks the "a photo of a person" label highest at least 40% of the time in every age range for individuals who are White and Male, and less than 15% of the time in all age ranges for individuals who are Black and Female. A pattern emerges for individuals who are Black and Female: as age increases, the probability of CLIP preferring the "a photo of a person" label over a label denoting race or ethnicity also increases, from 2.2% at 0-2, to 5.7% at 30-39, to 13.7% at more than 70. The pattern is less consistent for individuals who are White and Male, but increases significantly, from 45.4% to 70.7%, from the 60-69 age range to the more than 70 age range.

Figure 9: In every age range, CLIP prefers a label with race or ethnicity omitted for people who are White and Male at higher rates than for individuals who are Black and Female. As age increases, the probability of individuals who are Black and Female receiving a label with race or ethnicity omitted also increases.
White, and the Female group is also Black. White and Male are more likely to receive the "person" label than individuals who are Black and Female. Figure 8 is further exacerbated when the Male group is also Black. While prior work has demonstrated semantic biases in CLIP [1, 22, 40, 55], our results indicate a fundamental form of descriptive bias in the model, related to who is marked, and according to what socially defined categories they are marked. Representations of Male individuals; White individuals; and individuals between the ages of 20 and 59 are consistently among the least self-similar, and the most likely to be marked. Representations of individuals who are Female; who belong to underrepresented racial or ethnic groups; and who are under the age of 20 or over the age of 60 are consistently the most self-similar, and the most likely to be marked.

Differentially greater self-similarity is not a desirable property in a multimodal embedding space, as it reflects that the embeddings cluster more tightly around the gender, age, or race or ethnicity of the people depicted in the images. The disparities between the most self-similar and least self-similar social groups suggests that independently impactful biases based on race, gender, and age compound to multiply impact groups possessing more than one of these constituent characteristics. Results based on self-similarity are most comparable to prior work finding that low-frequency names which are statistically more associated with women and with underrepresented races and ethnicities are more self-similar across contexts in language models, and are represented using a smaller region of the embedding space than names more associated with men and with people who are White [61]. Our results indicate that such effects are not limited to linguistic representations, but extend to language-and-vision embedding spaces wherein representations have conceptual features. Moreover, using a large dataset of faces overcomes the ambiguity of measuring the bias of a linguistic representation like a name.

Our results demonstrate the effects of natural language supervision in shaping a multimodal embedding space. Among the most consistent results is that age has significant impact on whether the model prefers to mark not only age but also gender and, to a lesser extent, race or ethnicity. Among Female individuals, 91.5% of those between 30 and 39 are marked based on gender, compared to 60.8% of those more than 70. This suggests that the model arranges its embedding space based on finetuned recognition of visual information, but on the categories used to describe similar images in the training data. Moreover, such results suggest that age should be considered as a factor in interpreting the results of research on bias in AI, even when that research does not intend to test primarily the effects of age.

The results of the markedness experiment appear to form patterns similar to a normal distribution across age ranges, with a mean centered at 30-39, and shifted based on gender or on race or ethnicity. Given that this experiment quantifies how frequently "a photo of a person" was selected over more descriptive labels, the normality of these distributions suggests that CLIP represents certain characteristics (White, Male, between 20 and 59) as more central to the concept of "person," and other characteristics as different enough that they need to be marked using more descriptive language.

### Limitations and Future Work

Our research uses the FairFace dataset to study bias in CLIP. While this is the most balanced and diverse dataset of human images of which we are aware, it is limited in that it uses a small number of socially defined categories for gender and for race or ethnicity, and assigns categories based not on self-identification but on the perception of annotators. In adopting this dataset as a source of images, our results are necessarily contextualized within those categories. Diverse, balanced, and ethically obtained datasets of human images are needed to permit less constrained research designs at a similar scale (more than 80,000 images) to our work. Our research examines only one visual semantic model, and future work will be needed to assess whether our results generalize across architectures. As the field of language-and-vision AI matures, systematic study across architectures may reveal additional insight into the bias of markedness. Moreover, CLIP embeds highly contextual sentence representations, and the results of the markedness experiment may be affected by using different prompts or social categories. We have adopted a
principled approach using only the prompt specified by Radford et al. [40] and the social categories defined by Karkkainen and Joo [29]. Future work might explore how systematically varying such settings affects CLIP’s preference to mark.

Radford et al. [40] note that CLIP was first intended to have the capabilities of a zero-shot caption generator, i.e., a model capable of not just matching an image with a label but of producing that caption using a language model [40]. Moreover, one of the first uses of CLIP was to train DALL-E, a zero-shot text-to-image transformer capable of generating novel visual representations from text input [43]. As such generative models are developed, research might be directed to understanding what socially defined categories are made conspicuous or invisible in the text and images generated by AI, in ways which could impact society. Finally, future work might explore the connection between self-similarity and frequency of representation in multimodal training corpora. Prior work suggests that low frequency leads to high self-similarity in language models [61], and our results identify a similar effect in multimodal AI.

7 CONCLUSION

We demonstrate that a multimodal visual semantic AI model learns to unequally mark gender, age, and race or ethnicity. Biases learned in visual semantic embedding spaces are likely to affect the next generation of state-of-the-art AI applications, which build on the ability of such models to associate images with text in a zero-shot setting.
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