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Abstract—Structured illumination microscopy (SIM) reconstructs a super-resolved image from multiple raw images captured with different illumination patterns; hence, acquisition speed is limited, making it unsuitable for dynamic scenes. We propose a new method, Speckle Flow SIM, that uses static patterned illumination with moving samples and models the sample motion during data capture in order to reconstruct the dynamic scene with super-resolution. Speckle Flow SIM relies on sample motion to capture a sequence of raw images. The spatio-temporal relationship of the dynamic scene is modeled using a neural space-time model with coordinate-based multi-layer perceptrons (MLPs), and the motion dynamics and the super-resolved scene are jointly recovered. We validate Speckle Flow SIM for coherent imaging in simulation and build a simple, inexpensive experimental setup with off-the-shelf components. We demonstrate that Speckle Flow SIM can reconstruct a dynamic scene with deformable motion and 1.88 × the diffraction-limited resolution in experiment.
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1 INTRODUCTION

The spatial resolution of any optical imaging system is fundamentally limited by diffraction, which depends on the system’s numerical aperture (NA) and the wavelength of the light. Super-resolution microscopy has enabled the observation of sub-cellular and molecular structures beyond the diffraction limit and was recognized by the 2014 Nobel prize in chemistry for its fundamental role in today’s biology research [1], [2].

Structured illumination microscopy (SIM) is a practical super-resolution method that uses patterned illumination to encode high-frequency information from Moiré patterns, and then computationally decodes the image, enabling 2× better resolution than the diffraction limit [3]. Compared with other super-resolution methods (e.g., STED [4], PALM [5]), SIM has faster frame rates, lower phototoxicity [6], and is compatible with both brightfield [7] and generic fluorescence methods [3]. Although SIM usually uses sinusoidal illumination, it can also be implemented with random unknown speckle illumination, called speckle SIM [8]. The speckle is generated by a plane wave passing through a scattering layer and thus is easy to set up in experiment and does not require a calibration step for the structured pattern [9], [10].

In both sinusoidal and speckle SIM, multiple images must be captured to achieve super-resolution; hence, SIM trades off the system’s temporal resolution for spatial super-resolution. Sinusoidal SIM methods usually take ~10 diffraction-limited raw measurements, each with a different shift or rotation of the sinusoidal illumination pattern, to reconstruct a 2× super-resolved image [3]. Speckle SIM methods often require dozens of randomized speckle illuminations [8] or shifted speckle patterns [11], [12]. In both cases, the multi-shot nature of SIM effectively reduces the frame rate by at least ~10-fold. If the scene contains motion during the multi-shot acquisition, the recovered super-resolved image will suffer from motion artifacts [13]. Here, we explore methods for modeling the spatio-temporal relationship of the dynamic scene in order to reconstruct images without motion artifacts.

A dynamic, super-resolved scene can be modeled using neural representations, which are a class of methods that encode high-dimensional information into an untrained deep neural network and store the information compressively in the neural network’s weights [14]. A coordinate-based neural network is a type of neural representation which maps a matrix coordinate to its corresponding value on the matrix, usually via a multi-layer perceptron (MLP) [15]. Coordinate-based MLPs were first demonstrated to model for 3D scenes [16] or 3D geometries [17], [18]. The spatio-temporal relationship can be similarly represented using coordinate-based MLPs by adding a time coordinate [19], [20].

In this work, we develop a new SIM method, called Speckle Flow SIM, that spatially super-resolves a dynamic scene using a neural space-time model. In Speckle Flow SIM, we modulate the scene with speckle illumination to encode high-frequency information into diffraction-limited images. Unlike previous speckle SIM systems that change the speckle to acquire sufficiently diversified information for a well-posed reconstruction, we maintain the speckle illumination unchanged but rely on the scene dynamics for the measurement diversity (see Fig. 1(a)). We model the spatio-temporal relationship of the dynamic scene using a neural space-time model with coordinate-based MLPs [15] and jointly recover the motion dynamics and the super-resolved scene. This allows Speckle Flow SIM to spatially super-resolve a dynamic scene with deformation motion. We validated Speckle Flow SIM for coherent imaging in sim-
ulation and experimentally demonstrated it using a simple, inexpensive setup.

2 RELATED WORK

Sinusoidal SIM is widely used to achieve up to two times better than diffraction-limited resolution [3]. Saturated SIM exploits the nonlinear response of saturated fluorescence and has unlimited theoretical resolution in the noise-free case and typically 5× super-resolution in experiments [21]. SIM is compatible with both coherent [7] and fluorescence systems [3], but saturated SIM only works for fluorescence systems. Speckle illumination is an alternative implementation of sinusoidal structured illumination, which also modulates high-frequency information into the diffraction-limited system [8], [11], [12], [22], [23]. Unlike sinusoidal illumination, speckle illumination is random and requires either additional prior statistical information [8], [23] or joint speckle calibration [11], [12] for a super-resolved image reconstruction. Speckle SIM has been experimentally demonstrated with a 1.6× resolution gain in a high-NA system [8] and a 5× resolution gain in a low-NA system [11].

SIM collects information beyond the diffraction limit by acquiring multiple raw images with varying illumination, which reduces the temporal resolution by an order-of-magnitude or more (depending on the number of raw images required for each super-resolved reconstruction). Previous study achieved video rate (10-20 Hz) SIM using a electron-multiplying charge coupled device (EMCCD) for a high-frame rate acquisition [24], [25]. Mangeat et al. similarly demonstrated a high-frame rate version of speckle SIM using a SLM and a scientific CMOS camera [22]. While these methods improved the overall frame rate of the system, the scene is still assumed to be static for each of the raw images taken at different timepoints. To improve the SIM reconstruction by accounting for the motion of the scene, Shroff et al. estimated the phase shift of the sinusoidal illumination to correct for a small global translational motion of the sample [26]. Turcotte et al. achieved dynamic in-vivo SIM imaging in the mouse brain by setting up a short exposure time and registering raw images to digitally remove motion artifacts [27]. However, these studies assume a simple motion (e.g., rigid global motion) and do not aim to retain the motion dynamics as a final product of the reconstruction. In this study, we improve the temporal resolution by embedding the spatio-temporal relationship into the forward model to account for and recover the dynamics for each raw image, including non-rigid-body motion.

Space-time model is a lasting theme in the computational imaging community. This modeling is especially useful when a multi-shot system is used to image a dynamic scene, such that the raw images acquired at different timepoints capture the scene at different states of the dynamics. A common strategy is to meter the motion and co-register acquired images for a static image reconstruction unaffected by the motion. For example, to improve the noise performance in low-light, smartphone cameras take a burst of frames and align them to compensate for motion during the image signal processing pipeline [28]. Motion differential phase contrast (DPC) microscopy used a navigation color channel to detect motion and wraps raw images into a single reference frame for the recovery of quantitative phase [29]. However, the raw images of speckle SIM do not provide enough information to estimate the motion without reconstructing the object. We instead opt to model the motion dynamics of the scene in a compressive way and simultaneously recover the scene and the motion in our reconstruction. Pneumatikakis, et al. expressed the fluorescence images of neural activity as a product of a spatial matrix and a temporal matrix to represent calcium imaging [30]. Instead of the matrix decomposition, we use neural representations to disentangle the spatio-temporal relationship.

Neural representations use untrained artificial neural networks to reproduce a high-dimensional matrix or tensor in a compressive way for image reconstruction [14]. The coordinate-based MLP [15] has been used successfully in recent years in novel view synthesis for static [16] and dynamic scenes [19], [20], 3D geometry representation [17], [18], [31], [32], and partial differential equation solution [33]. Coordinate-based MLP maps a coordinate to its corresponding value, and it is suitable to represent a smooth, continuous object. Recent works improve the coordinate-based MLP’s capacity for high-frequency information with sinusoidal Fourier features [16], [34] or periodic activation functions [31], [32]. The coordinate-based MLP has also demonstrated an improved 3D reconstruction in the settings of computed tomography [35] and optical diffraction tomography [36].

3 METHODS

3.1 Theory: Structured Illumination Microscopy

In this section, we review the theory of sinusoidal and speckle structured illumination for super-resolution in a coherent imaging system. In a diffraction-limited system with the incident illumination field \( U_{\text{in}} \) and the scene \( o \), the measured output field, \( U_{\text{out}} \), can be expressed as

\[
U_{\text{out}}(r) = \mathcal{F}^{-1}\left[ \mathcal{F}(U_{\text{in}}(r) \cdot o(r)) \cdot P(u) \right],
\]

where \( \mathcal{F} \) denotes 2D Fourier transform, and \( r \) and \( u \) are spatial coordinates in real and frequency space. The magnification is assumed to be 1 for simplicity. The pupil function, \( P \), is a circular binary mask defined as \( P(u) = 1 \) for \( |u| \leq \text{NA}_{\text{obj}} / \lambda \), and \( P(u) = 0 \) otherwise, where \( \lambda \) is the wavelength of the illumination and \( \text{NA}_{\text{obj}} \) is the NA of the objective lens. In the case of brightfield illumination, \( U_{\text{in}} \) is uniform and the pupil function directly low-pass filters the high-frequency information of the scene (Fig. 2(a)). The diffraction-limited resolution is set by the reciprocal of the pupil function bandwidth, i.e., \( \lambda / \text{NA}_{\text{obj}} \).

In sinusoidal SIM, the incident illumination is sinusoidal such that \( U_{\text{in}}(r) = \cos(2 \pi v_0 r) \), where \( v_0 \) is the spatial frequency of the illumination pattern. This frequency shifts the spectrum of the scene such that higher spatial frequencies can be measured (Fig. 2(b)), enabling super-resolution. The raw measurement of SIM can be expressed as

\[
U_{\text{SIM}}(r) = \mathcal{F}^{-1}\left[ \hat{o}(u - v_0) + \hat{o}(u + v_0) \cdot P(u) \right],
\]

where \( \hat{o}(u) \) is the Fourier transform of object.

\( U_{\text{out}} \) is the measured output field, \( U_{\text{in}} \) is the incident illumination field, \( o \) is the scene, and \( P(u) \) is the pupil function.
Fig. 1. Overview of Speckle Flow Structured Illumination Microscopy (SIM). (a) A plane wave passes through a thin scattering layer to generate speckle-structured illumination at the sample. The microscope, a 4f system with an objective lens and a tube lens, then magnifies the image and the intensity is captured at the image plane by a CMOS sensor. The speckle illumination pattern is calibrated in advance and remains fixed while an image sequence of the dynamic scene is captured. The dynamic scene is modeled and simultaneously recovered with resolution beyond the diffraction limit. (b) The neural space-time model represents a dynamic scene using a motion multi-layer perceptron (MLP) and a scene MLP. The motion MLP takes a space-time coordinate, \((x, y, t) = (x, y, t)\), corresponding to a pixel measured at a particular timepoint and estimates its displacement at \(t\) relative to the time-independent scene stored in the scene MLP, \(\delta r_t = (\delta x_t, \delta y_t)\). The motion-accounted spatial coordinate, \(r_t + \delta r_t\), is then fed into the scene MLP to query the corresponding value for the coordinate. This process is repeated for each coordinate to build up the entire scene replicated by the neural space-time model. During the reconstruction, the weights of the two MLPs are updated to minimize the difference (loss) between the acquired images and simulated images from the forward model.

where \(\tilde{\cdot}\) denotes the quantity in 2D Fourier transform space. The frequency of the sinusoidal pattern, \(v_0\), is also diffraction-limited in the far field such that \(|v_0| \leq NA_{\text{illu}}/\lambda\). The final resolution is \(\lambda/(NA_{\text{obj}} + NA_{\text{illu}})\) which gives a 2× resolution gain when \(NA_{\text{obj}} \approx NA_{\text{illu}}\). As each measurement \(U_{\text{SIM}}\) is band-limited by the pupil function \(P\) and only observes a fraction of the super-resolved scene \(\tilde{\alpha}\), multiple measurements are needed to recover a single image.

Speckle SIM uses random speckle illumination, \(U_{\text{sp}}\), instead of sinusoidal illumination. The random speckle in Fourier transform space, \(\tilde{U}_{\text{sp}}\), also contains features from higher spatial frequencies, so super-resolved information can be encoded into a diffraction-limited measurement as in sinusoidal SIM (Fig. 2(c)). A speckle SIM measurement can be expressed mathematically as

\[
U_{\text{SpeckleSIM}} (r) = F^{-1} \left[ F \left( U_{\text{sp}} (r) \cdot o (r) \right) \cdot P (u) \right] = F^{-1} \left[ \tilde{U}_{\text{sp}} (u) * \tilde{\alpha} (u) \cdot P (u) \right],
\]

where \(*\) denotes convolution operation. The speckle SIM can encode a frequency bandwidth of \((NA_{\text{obj}} + NA_{\text{speckle}}) / \lambda\), where \(NA_{\text{speckle}}\) is the effective NA of the speckle illumination. Similar to sinusoidal SIM, each raw measurement of speckle SIM is also band-limited by \(P\), and multiple raw measurements are needed to decode the super-resolved
Fig. 2. Illustrations of spatial frequency information for (a) brightfield microscopy, (b) sinusoidal structured illumination microscopy (SIM), (c) speckle SIM, and (d) Speckle Flow SIM. The first column shows the illumination intensity at the sample. The second column is the amplitude of the illumination in Fourier space. The third column illustrates the spatial frequency information of a sample scene we want to image (note that this scene is sparse in Fourier space only for simplicity of visualization). The last column shows the measured spatial frequency bandwidth in Fourier space after passing through a diffraction-limited microscope (the grayed-out areas cannot be measured). More details in Sec. 3.1.

information. In practice, a varying speckle illumination is often needed to collect raw measurements for a well-conditioned super-resolution reconstruction [8], [23].

In Speckle Flow SIM, we use a single static speckle illumination pattern and instead rely on the inherent motion dynamics of the scene to diversify the measured information (Fig. 2(d)). We acquire a sequence of frames for a dynamic scene that can be represented as \( o(r, t) = \text{motion}(o(r), \mu(r, t)) \). \( \text{motion} \) is a motion function transforming a time-independent scene, \( o(r) \), to a timepoint by its spatially-varying motion kernel, \( \mu(r, t) \). Speckle Flow SIM can be formally expressed as

\[
U_{\text{SpeckleFlow}}(r, t) = \mathcal{F}^{-1} \left[ \mathcal{F} \left( U_{sp}(r) \cdot o(r + \delta r_t) \right) \cdot P(u) \right].
\]  

(4)

It is difficult to analyze the well-posedness of the Speckle Flow SIM inverse problem for deformable motion. Hence, we show here only a simplified analysis for the case of translational motion, and assume the result will be similar for deformable motion. In the translational motion case, \( \text{motion}(o(r), \mu(r, t)) = o(r + \delta r_t) \), where \( \delta r_t \) is the relative displacement at timepoint \( t \), and thus Eq. 4 can be written as a linear system:

\[
U_{\text{SpeckleFlow}}(r, t) = \mathcal{F}^{-1} \left[ \mathcal{F} \left( U_{sp}(r) \cdot o(r + \delta r_t) \right) \cdot P(u) \right] = \mathcal{F}^{-1} \left[ \left( U_{sp}(u) * (\delta(u) \cdot e^{-2\pi i \delta r \cdot u}) \right) \cdot P(u) \right].
\]

(5)

Because of the translation property of Fourier transforms, the motion kernel in Fourier space can be expressed as \( e^{-2\pi i \delta r \cdot u} \). If we rewrite this linear forward model into a transformation matrix, the transformation matrix changes at different timepoints as the scene moves. We then perform a condition number analysis for using this forward model to solve for \( 2 \times 2 \) super-resolution. In order to make the singular value decomposition (SVD) of the condition number cal-
calculation computationally feasible, we only consider the 1D case, where the scene and the measurement are both one-dimensional. The results (Fig. 3) show that the condition number of Speckle Flow SIM is dependent on the number of raw measurements captured, and the problem is better posed as more raw measurements are added, as expected. Beyond having a sufficient number of measurements, the condition number becomes asymptotic.

3.2 Background: Coordinate-based Neural Networks

The coordinate-based neural network is an alternative representation of a grid-based matrix using a MLP. The coordinate-based neural network takes an arbitrary coordinate of the matrix as the input and outputs the corresponding matrix value. To represent a 2D scene, a coordinate \( r = (x, y) \) within the domain of interest is used as the input coordinate. The weight, \( \theta \), of the MLP, \( f \), is optimized to fit into the given matrix [31], [32], such that

\[
\arg\min_{\theta} \sum_{r \in \text{domain}(o)} |f(r; \theta) - o(r)|^2. \tag{6}
\]

Compared with a matrix representation, the coordinate-based MLP has a continuous form without the matrix grid, such that any off-grid coordinate values can be queried without additional rounding or interpolation. Once the MLP weights are optimized, we can retrieve a matrix with an arbitrary sampling grid by querying all the corresponding coordinates from the MLP. The coordinate-based MLP also tends to have a smoothing effect on the retrieved matrix because of the linearity of its fully-connected layers [34].

Positional encoding maps a coordinate into a vector of sinusoidal features at different frequencies before feeding into the network. This helps avoid over-smoothing and enables the representation of high-frequency details [34]. Positional encoding, \( \gamma \), can be formally written as

\[
\gamma(r) = (r, \cos(2^i \pi r), \sin(2^i \pi r), \ldots), \quad \text{for } i = 0, \ldots, l - 1. \tag{7}
\]

\( l \) is the order of positional encoding, which is a tunable parameter. As a result, positional encoding maps \( r \in \mathbb{R}^2 \) to \( \gamma(r) \in \mathbb{R}^{4l+2} \) as the input for the coordinate-based MLP.

3.3 Neural Space-Time Model

The neural space-time model is a compressive representation of a dynamic scene. The dynamic scene is split into two parts under the neural space-time model: motion kernels corresponding to different timepoints stored in the motion MLP, \( f_{\text{motion}} \), and a time-independent scene represented by the scene MLP, \( f_{\text{scene}} \). Both MLPs are coordinate-based.

The motion MLP acts as the motion kernel in Eq. 4, which transforms a dynamic scene into a time-independent scene. For any space-time coordinate, \( (r, t) \), the motion MLP estimates the relative displacement with respect to the scene captured by the scene MLP, \( \delta r_t \). The dynamic scene can be expressed using the motion MLP, namely,

\[
o(r, t) = o(r + \delta r_t) = o(r + f_{\text{motion}}(r, t; \theta_{\text{motion}})), \tag{8}
\]

where \( \theta_{\text{motion}} \) is the weights of the motion MLP. Since the relative displacement returned from the motion MLP can vary spatially, the motion MLP can represent both global motion and locally deformable motion dynamics. When the motion MLP is queried for every spatial coordinate at a given timepoint, the obtained motion kernel can be used to map the current scene to the time-independent scene.

The scene MLP captures a time-independent, super-resolved scene. i.e., we can feed in any spatial coordinate to the scene MLP and obtain its corresponding value from the MLP output, \( \hat{o}(r) = f_{\text{scene}}(r; \theta_{\text{scene}}) \), where \( \theta_{\text{scene}} \) is the weights of the scene MLP. The scene MLP does not take the timepoint as an input, as the time-dependency is already accounted in the motion MLP. We use \( \hat{o} \) here since the scene MLP output is an approximated value from the coordinate-based MLP network, which might not be exact.

Combining these two parts together, as shown in Fig. 1(b), we can obtain the pixel value at any spatial and temporal coordinate by querying the estimated motion from the motion MLP first and then using the motion-accounted spatial coordinates to retrieve the super-resolved scene from the scene MLP. The positional encoding is applied to the motion-accounted coordinate before feeding into the time-independent scene MLP. The final approximated scene can be expressed as

\[
\hat{o}(r; t; \theta_{\text{motion}}, \theta_{\text{scene}}) = f_{\text{scene}}(\gamma(r + f_{\text{motion}}(r, t; \theta_{\text{motion}})); \theta_{\text{scene}}). \tag{9}
\]

We repeat this process for each pixel of our sampling frame to retrieve a scene at a given timepoint, \( \hat{o}(t; \theta_{\text{motion}}, \theta_{\text{scene}}) \).

We can input the retrieved scene into the forward model as Eq. 4 to simulate the raw image captured by the camera.

3.4 Dynamic Scene Reconstruction

The neural space-time model recovers a dynamic scene from the weights of the motion and the scene MLPs. During the reconstruction, the model weights are optimized to minimize the loss function, which is the difference between the acquired intensity image at timepoint \( t, I_t \), and the simulated intensity image using the forward model described in Sec. 3.3. This optimization can be formulated as

\[
\arg\min_{\theta_{\text{scene}}, \theta_{\text{scene}}} \sum_{t} \| \sqrt{T_t} - |F^{-1} [F(U_{\text{sp}} \cdot \hat{o}(t; \theta_{\text{motion}}, \theta_{\text{scene}})) \cdot P] \|^2. \tag{10}
\]

We drop the spatial coordinates, \( r \) and \( u \), in this expression for simplicity. The complex-field of the speckle illumination, \( U_{\text{sp}} \), is predetermined in a separate calibration process (described in Sec. 4.5) before the reconstruction. As both
the forward model and the MLPs are differentiable, the gradients for those two MLPs’ weights can be computed through back-propagation, and we then update the weights, \( \theta_{\text{motion}} \) and \( \theta_{\text{scene}} \), using gradient descent. We also note that \( I_1 \) can be replaced by the measured complex-field using an interferometric-based system, such as in [7].

While the reconstruction does not require any regularization terms, common regularizers for matrix-based inverse problem solution (e.g., L1, Tikhonov, total variation, etc.) are also available for our reconstruction. However, unlike in the matrix representation, applying a spatial filter directly to update the weights of a coordinate-based MLP is difficult. The experimental data reconstruction often generates some very high-frequency signals caused by imaging noise. To filter out these from the model weights, we have a high-frequency suppression term, \( L_{\text{high-freq}} \), to penalize the reconstruction of the signals beyond the theoretical super-resolution limit of Speckle Flow SIM. I.e., \( L_{\text{high-freq}} = \| F(\theta(t)) \|_1^\prime \), where \( F \) is the pupil function for the effective NA of Speckle SIM, \( \text{NA}_{\text{speckle}} + \text{NA}_{\text{obj}} \).

4 Implementation

4.1 Neural Space-Time Model Setup

The dynamic scene reconstruction is computation and memory intensive. As the scene is stored in the coordinate-based neural networks, obtaining the value for each pixel of the scene takes a query to the neural space-time model with its coordinate. Since the forward model requires the full matrix of a scene to perform a Fourier transform, we need to repeat this query for an entire scene (usually at the scale of a million pixels) to simulate a measured image. Besides, the model’s intermediate output values for each query are stored in the memory for an efficient gradient computation, and thus numerous copies of the intermediate output need to fit into the memory for the reconstruction in Eq. 10. To make this computationally feasible, we use a compact network configuration for the motion and scene MLPs. The motion MLP has the network depth of 4 and width of 32. While the spatial coordinates are fed into the motion MLP directly, the time coordinate is encoded with a positional encoding order of 4 for the motion MLP’s input as in [19]. The scene MLP has a network depth of 8 and width of 64, which is larger than the motion MLP as we expect the scene to contain more information than the motion. The scene MLP uses a skip connect to concatenate the input to the fifth layer’s output as in [16]. As the MLP outputs real values, the scene MLP has two output channels for phase and absorption of the scene respectively. Both MLPs use ReLU activation function after each fully-connected layer. The reconstruction using our network configuration can be performed in a single Titan Xp GPU (Nvidia) with 12 GB memory. Without an exhaustive testing of other configurations due to our limited computational resources, we also find our configuration robust for different scenes or dynamics. Nevertheless, having larger MLPs might still help to represent a more complex scene and motion as suggested in the universal function approximator theory [37].

4.2 Reconstruction Procedure

We implement the neural space-time model and the reconstruction using Jax library (Google) [38] and in-house developed computational imaging toolbox. We use ADAM, a fast version of the stochastic gradient descent, for the optimization of the neural space-time model. The motion and scene MLPs are updated concurrently under the same setting. The learning rate is set to \( 5 \times 10^{-4} \) for simulation and \( 5 \times 10^{-5} \) for experimental data, with an exponential decay to 0.1 of the starting value at the end. The reconstruction process takes 200k update steps for simulation data and 500k steps for experimental data. We only optimize for the data fidelity term as in Eq. 10 without the high-frequency suppression or other regularization terms for simulation data. For experimental data, we tried three different settings: vanilla reconstruction (no regularization), the reconstruction with high-frequency suppression, and the reconstruction with high-frequency suppression and speckle update (described in Sec. 4.5). The high-frequency suppression has a weighting factor of \( 1 \times 10^{-3} \) when included.

4.3 Simulation Setup

We first perform a simulation study to validate Speckle Flow SIM. A speckle illumination is generated by a plane wave passing through a thin, random phase mask, and we low-pass filter the phase mask such that \( \text{NA}_{\text{speckle}} = \text{NA}_{\text{obj}} \).

The field of the speckle illumination is known during the reconstruction of the simulation data. We use two phase phantoms in the simulation: the Shepp-Logan phantom with a rigid motion we define using translation and rotation (40 frames total), and a video of hydra with a deformable motion (20 frames total). Then, we simulate a sequence of measurements frame-by-frame using the forward model of speckle SIM as in Eq. 3. The simulated sequence of intensity images is used as the input for the Speckle Flow SIM reconstruction.

4.4 Experiment Setup

We build a custom microscope system as Fig. 1(a). A 532 nm green laser light (Thorlabs CPS532, 4.5 mW) emerging from a single-mode fiber is collimated into a plane wave which then shines on a random diffuser for the speckle illumination. We use four layers of Scotch tape (3M 810 Scotch Tape, S-9783) as the random diffuser [11]. The layered Scotch tape is attached on a clear microscope slide for enhanced stability. After propagating through the sample, the transmitted light is magnified by a 4f system composed of a \( 10 \times 0.25 \) NA objective lens (Nikon) and a single lens (250 mm focal length) as the tube lens, resulting in an effective magnification of 12.5. The magnified image is captured by a monochromatic CMOS sensor (FLIR, BFS-U3-2005M-C) placed at the back focal plane of the tube lens. The exposure time is set to maximize the dynamic range of the sensor.

4.5 Speckle Calibration

We need to calibrate for the complex field of the speckle illumination in advance before the experimental data recon-

1. Code will be released upon publication.
We first validate the reconstruction of the hydra phantom with deformable motion in simulation. As the hydra is performed on the background field-of-view without the scene. After the acquisition, the complex field of the speckle illumination is iteratively updated to minimize Eq. 11 using gradient descent.

The speckle field retrieved from this calibration process may not perfectly match the actual speckle illumination in the dynamic scene acquisition for experimental reasons, such as mechanical instability. Thus, the complex field of the speckle can also be jointly updated to minimize the objective function defined in Eq. 10 during the reconstruction of a dynamic scene. As the speckle update affects the scene reconstruction, the speckle update is performed only in the fine-tuning stage of the dynamic scene reconstruction, which is after the first 10k update steps in our case.

5 RESULTS

5.1 Simulation Results

We first validate the reconstruction of the hydra phantom with deformable motion in simulation. As the hydra
a considerable scene distortion and high-frequency artifacts. When the order is set to 10, the reconstructed phase contains the optimal reconstruction in terms of its peak signal-to-noise ratio (PSNR) and visual quality for both phantoms. The positional encoding order of Fig. 6 gives the optimal reconstruction in terms of its peak signal-to-noise ratio (PSNR). The positional encoding order of the spatial coordinates in the scene MLP, as shown in Fig. 5. When the positional encoding is turned off or the order is low (order of 4), the positional encoding tends to over-fit high-frequency content, before a good motion estimation is obtained by the motion MLP.

We also compare the reconstructions with different numbers of input intensity images, such that we reconstruct using the first 1, 5, 10, 20, 40 images of the simulated measurement sequence for the Shepp-Logan phantom. With more input images, the neural space-time model receives more encoded information of the scene, while it is also responsible for recovering the motion dynamics at more timepoints. As in Fig. 6, despite being ill-posed, the phase can be reconstructed from a single frame due to the implicit network smoothness prior from the scene MLP. The reconstruction improves with more raw images and reaches the optimal quality using 10 frames. If even more frames are used, the reconstruction slowly degrades as the motion MLP has to recover an extended scene dynamic from an increasing number of timepoints. The optimality of 10 raw images roughly coincide with the number of raw images required for sinusoidal SIM.

5.2 Experimental Results
As a proof-of-concept experiment for Speckle Flow SIM, we create a dynamic scene by placing an amplitude USAF-1951 resolution target (Benchmark Technologies) on a 1-axis motorized stage (Thorlabs Z812) that travels laterally (xy-direction). A sequence of 40 intensity images is acquired while the resolution target moves continuously. The defocus images for speckle calibration are captured before the actual image acquisition. As the speckle evolves with a different optical path length, we calibrate the speckle using a background field-of-view on the resolution target slide to minimize the potential mismatch. A diffraction-limited brightfield image is also acquired using the same system without the scattering layer as a reference.

The reconstruction is performed with three different settings detailed in Sec. 4.2. The reconstruction is shown in Fig. 7(a)-(c). The brightfield image is shown in Fig. 7(e) for comparison. The vanilla reconstruction recovers the high-frequency information well despite being noisy, as demonstrated on the zoom-in and the line plot in Fig. 7(f). The noisy reconstruction is due to the mismatch between the calibrated speckle and the actual speckle for practical reasons, such as, subtle differences in optical path length, mechanical vibration and instability. Adding a joint speckle update reduces the noise in the reconstruction while still maintaining good contrast for fine features (Fig. 7(b)).

When we add the high-frequency suppression regularization term, described in Sec. 3.4, to the reconstruction loss, the reconstruction in Fig. 7(c) becomes much smoother and less noisy at the cost of slightly reduced contrast.

The diffraction-limited image has a theoretical Rayleigh resolution of $1.22 \cdot \frac{\lambda}{\text{NA}} = 2.60 \, \text{µm}$, which corresponds to Group 8 Element 5 of the USAF resolution target (2.46 µm) and matches our observation in Fig. 7(e). In Speckle Flow SIM, our reconstruction resolves up to group 9 element 4 (1.38 µm), which is $1.88 \times$ of the diffraction-limited...
resolution. Since the speckle calibration is performed with the same objective lens such that \( \text{NA}_{\text{speckle}} \leq \text{NA}_{\text{obj}} \), we expect a theoretical resolution gain of \( 2 \times \), very close to our experimental demonstration. This experimental resolution improvement is similar to the reported gain from previous study of sinusoidal SIM [3] and speckle SIM [8] which are both close to \( 2 \times \).

Similar to Sec. 5.1, we compare the reconstructions using different numbers of acquired intensity images. Fig. 8 shows the reconstruction using the first 8, 16, 24, 32, 40 acquired frames. The reconstruction is visually identical using 24, 32, 40 acquired frames, while some regions of the scene are missed when reconstructing with 8 or 16 frames. This is caused by the joint speckle update, such that the static speckle background becomes indistinguishable from the dynamic scene foreground when the number of raw frames is limited.

5.3 Beyond \( 2 \times \) Super-resolution

Speckle SIM can achieve more than \( 2 \times \) better than diffraction-limited resolution when the illumination NA is higher than the objective NA, such that the final resolution is \( \frac{\lambda}{\text{NA}_{\text{obj}} + \text{NA}_{\text{speckle}}} > 2 \cdot \frac{\lambda}{\text{NA}_{\text{obj}}} \), as in Sec. 3.1. This setting can be useful for high-content imaging [11], [12] or for total internal reflection-based SIM settings [41]. Speckle Flow SIM can also similarly recover a dynamic scene with beyond \( 2 \times \) diffraction-limited resolution using a low-NA system and a fine speckle illumination.

We validate this in simulation, for an objective lens of 0.1 NA and known speckle illumination of 0.3 NA. The amplitude USAF-1951 resolution target with a constant-velocity translational motion is imaged, and we acquire the intensity images at 100 equally-spaced timepoints. The reconstruction is performed under the same optimization procedure as in Sec. 4.2. The reconstructed absorption coefficient as well as a few reference targets are shown in Fig. 9. The reference targets are obtained by directly low-pass filtering with the bandwidth of \( 2 \times \), \( 3 \times \), and \( 4 \times \) the diffraction limit. The reconstruction is able to resolve the second from the top element on the right group, which is close to the \( 4 \times \) diffraction-limited reference in Fig. 9, matching well with the theoretical limit in Sec. 3.1.

6 LIMITATIONS

Speckle Flow SIM has several limitations. First, the reconstruction process is computationally expensive and memory intensive as discussed in Sec. 4.1. The 500k iterations of experimental data reconstruction in Fig. 7 takes around 13 hours on a Nvidia Titan Xp GPU using our current implementation. This reconstruction time is very long compared with other SIM methods for static scenes. E.g., the reconstruction of sinusoidal SIM takes 30s using one CPU core [3]; speckle SIM takes 5 hours using one CPU core [8] and 15 minutes on a GPU [11]). The main bottleneck for the reconstruction time is the coordinate-based MLPs in the neural space-time model, which requires one MLP’s forward pass to know the corresponding value for each pixel coordinate. Speckle Flow SIM may benefit from two very recent studies suggesting a potential 100x speed-up with a more efficient sparse voxel representation and GPU programming [42], [43].

Second, the neural space-time model assumes that the scene at all timepoints can be wrapped into the time-independent frame represented by the scene MLP. This assumption is necessary to exploit the smoothness of motion using the motion MLP for a joint motion-scene optimization and improve the SIM frame rate by an order of magnitude. However, this assumption also limits the applicability of Speckle Flow SIM, such that dynamics must be related
by motion estimations, e.g., cells moving a microfluidic chamber. Speckle Flow SIM will fail to capture those non-smooth dynamics, e.g., random firing of neurons. Besides, the overall performance of Speckle Flow SIM is also motion-dependent. In Fig. 10, we reconstruct the USAF-1951 resolution target with four different types of motion dynamics (i.e., translation, rotation, shearing, and swirl) in simulation. The forward simulation and reconstruction settings are the same as in Sec. 4.3. As in Fig. 10, the reconstruction of the swirl motion contains more noise or artifacts than those of affine motion. This suggests that the performance of our method degrades for complex motion dynamics (e.g., highly deformable motion), presumably due to the inexact motion estimation from the motion MLP. As also discussed in Sec. 5.1 and Fig. 6, the representation capacity of a motion MLP is finite and limited, and thus a motion MLP with a compact network architecture may fail to fit into dramatic or highly deformable motion dynamics. A larger network architecture may help accommodate the estimation for more complex motion dynamics [37].

Third, Speckle Flow SIM requires a calibration process of the speckle illumination before the reconstruction, which is unlike previous speckle SIM methods. Previous methods either assumed a statistical prior on the speckle [8], [22], [23] or jointly resolved the speckle without any prior assumption [11], [12]. Having the full knowledge of the random speckle illumination allows Speckle Flow SIM to superresolve a scene using much fewer raw images than other methods. Our current calibration process, however, limits Speckle Flow SIM to $2 \times$ the diffraction-limited resolution, as the calibration images are also captured in the same optical system and objective lens. A joint update of the speckle
illumination during the reconstruction [11] could help to achieve more resolution gain with a low-NA objective for high-content imaging. Additionally, the calibrated speckle never matches the actual illumination, making the reconstruction noisy as in Sec. 5.2. This mismatch can be prominent when the speckle contains features beyond the diffraction-limit of the system. Any changes between the calibration and the actual acquisition (e.g., phase shift on the illumination path) unaccounted for may also contribute to the speckle mismatch.

7 Conclusion and Future Work

We demonstrate a super-resolution method for dynamic scenes, called Speckle Flow SIM, which illuminates the sample with speckle-structured illumination to observe high frequency information beyond the diffraction limit. Speckle Flow SIM does not change its illumination but relies on the dynamics of the scene to acquire diversified measurements. This enables a simple, inexpensive experimental setup. Without loss of generality, we model the spatio-temporal relationship of the dynamic scene using the neural space-time model with coordinate-based multi-layer perceptrons, which jointly recover the motion dynamics and the super-resolved scene from a temporal sequence of raw images. We validate the Speckle Flow SIM in simulation and experiment. We show that Speckle Flow SIM can reconstruct a scene with deformable motion. We also experimentally demonstrate 1.88× of the diffraction-limited resolution for a dynamic scene.

Future work may extend Speckle Flow SIM into the fluorescence channel where super-resolution microscopy methods are more commonly used by biologists and neuroscientists. A high-NA system is also needed for ~100 nm spatial resolution. Another future direction is to enable the dynamic imaging (i.e., improve the temporal resolution) for other multi-shot computational imaging systems using the neural space-time model. By plugging in different forward models, the space-time model may jointly estimate the scene and the motion dynamics when the motion is relatively smooth. Besides, the neural space-time model itself can be further optimized for better computational efficiency and less network-induced reconstruction artifacts. Even though our space-time model has a great flexibility in its model selection, it is not exploited in this study, and our model was determined ad-hoc from limited tries. A systematic search of the neural network architecture [44] and hyperparameters [45] may be beneficial.
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