INVERSE PROBLEMS FOR DISCRETE HEAT EQUATIONS AND RANDOM WALKS FOR A CLASS OF GRAPHS
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Abstract. We study the inverse problem of determining a finite weighted graph $(X, E)$ from the source-to-solution map on a vertex subset $B \subset X$ for heat equations on graphs, where the time variable can be either discrete or continuous. We prove that this problem is equivalent to the discrete version of the inverse interior spectral problem, provided that there does not exist a nonzero eigenfunction of the weighted graph Laplacian vanishing identically on $B$. In particular, we consider inverse problems for discrete-time random walks on finite graphs. We show that under a novel geometric condition (called the Two-Points Condition), the graph structure and the transition matrix of the random walk can be uniquely recovered from the distributions of the first passing times on $B$, or from the observation on $B$ of one realization of the random walk.

1. Introduction

In this paper, we study the inverse problems for heat equations with the discrete graph Laplacian on finite weighted graphs $(X, E)$, where the time variable can be either discrete or continuous. Suppose we are able to measure the source-to-solution map on a given subset $B \subset X$ of vertices. We aim to reconstruct the graph structure, along with the weights, and recover the potential. In particular, we consider inverse problems for discrete-time random walks on finite graphs. Suppose that we are given the distributions of the first passing times on $B$, or are able to observe one realization of a random walk on $B$. We aim to recover the graph structure and the transition matrix of the random walk.

The inverse problems of recovering network parameters have been widely studied in network tomography and optical tomography, see e.g. [2, 13, 29, 35, 86]. In many situations, direct measurements of network parameters are not possible and one has to rely on inferential methods to provide estimates or predictability. The network parameters can often be modeled as weights of graphs. One method of recovering the parameters is to observe random walks on the network as a weighted graph and try to recover the transition matrix, as the transition probabilities are often directly related to the weights. The inverse problems for random walks were studied in [50, 51, 82, 85], and applications were considered in optical tomography [60, 61, 62, 63, 84], network tomography [64, 92], electrical resistor networks [42, 71, 80] and neuroscience [8]. These works use different types of random walk measurements at accessible nodes to recover the transition matrix in different settings, assuming the topology of the network is known.

Determining the network topology from limited measurements has been an elusive research problem. The direct problem of how the geometry affects global properties of random walks has been studied with much more success [9, 79, 81]. Typical direct problems
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for random walks study the connections to the spectrum of the graph Laplacian, to the behavior of resistor networks, and to ways of sampling and exploring large networks which cannot be fit into a computer’s memory [43, 52, 66, 87]. Random walks on social networks have been used to model the spread of diseases and characterize high-risk individuals [31]. For the inverse problem of determining the network structure, results were seen mainly for quantum graphs, with continuous time and space domains, and only when the network is a-priori known to be a tree (graph without cycles). Results for other types of graphs have appeared only very recently, see [3] and the references therein.

In [20], we studied the discrete version of an inverse spectral problem, where we adopted a formulation analogous to the Gel’fand’s inverse problem on manifolds with boundary. The Gel’fand’s inverse problem [58] for partial differential equations has been a paradigm problem in the study of the mathematical inverse problems and imaging problems arising from applied sciences. The combination of the boundary control method, pioneered by Belishev on domains of $\mathbb{R}^n$ and by Belishev and Kurylev on manifolds [16], and the Tataru’s unique continuation theorem [91] gave a solution to the inverse problem of determining the isometry type of a Riemannian manifold from given boundary spectral data. Generalizations and alternative methods to solve this problem have been studied in e.g. [11, 13, 14, 25, 55, 72, 73, 76], see additional references in [13, 69, 75]. The stability of the solutions of these inverse problems have been analyzed in [1, 21, 27, 51, 55, 88]. Numerical methods to solve the Gel’fand’s inverse problems have been studied in [14, 48, 49]. The inverse problems for the heat, wave and Schrödinger equations on manifolds can be reduced to the Gel’fand’s inverse problem, see [11, 69]. In fact, all these problems are equivalent, see [70]. In this paper, we also consider the equivalence of the analogous problems for discrete graphs. Due to the lack of continuous manifold structure, the inverse problems have different nature on graphs than on the smooth manifolds and we provide counterexamples for inverse problems on graphs.

An intermediate model between discrete and continuous models is the quantum graphs (e.g. [19]), namely graphs equipped with differential operators defined on the edges. In this model, a graph is viewed as glued intervals, and the spectral data that are measured are usually the spectra of differential operators on edges subject to the Kirchhoff condition at vertices. For such graphs, two problems have attracted much attention. In the case where one uses only the spectra of differential operators as data, Yurko (93, 94, 95) and other researchers (4, 26, 73) have developed so called spectral methods to solve the inverse problems. Due to the existence of isospectral trees, one spectrum is not enough to determine the operator and therefore multiple measurements are necessary. It is known in [95] that the potential can be recovered from appropriate spectral measurements of the Sturm-Liouville operator on any finite graph. An alternative setting is to consider inverse problems for quantum graphs when one is given the eigenvalues of the differential operators at the Kirchhoff condition at one of the nodes. Avdonin and Belishev and other researchers (4, 5, 6, 7, 12, 17) have shown that it is possible to solve a type of inverse spectral problem for trees. With this method, one can recover both the tree structures and differential operators. It is worth noting that cycles present significant challenges for this method.

In this paper, we consider inverse problems in the purely discrete setting, that is, for the discrete graph Laplacian. In this model, a graph is a discrete metric space with no differential structure on edges. The graph can be additionally assigned with weights on vertices and edges. The spectrum of the graph Laplacian on discrete graphs is an object of major interest in discrete mathematics (32, 47, 53, 59, 89). It is well-known that the spectrum is closely
related to geometric properties of graphs, such as the diameter ([34], [36], [37]) and the Cheeger constant ([30], [33], [57]). However, due to the existence of isospectral graphs ([41], [47], [56], [90]), few results are known regarding the determination of the exact structure of a discrete graph from spectral data. The counterexample for the discrete Gel’fand’s inverse problem in this paper is obtained by showing that certain examples of isospectral graphs constructed by K. Fujii and A. Katsuda [56] and by J. Tan [90] admit eigenfunctions that coincide at certain vertices.

There have been several studies with the goal of determining the structure or weights of a discrete weighted graph from indirect measurements in the field of inverse problems. These studies mainly focused on the electrical impedance tomography on resistor networks ([21], [38], [44], [46], [77]), where electrical measurements are performed at a subset of vertices called the boundary. However, there are graph transformations which do not change the electrical data measured at the boundary, such as changing a triangle into a Y-junction, which makes it impossible to determine the exact structure of the inaccessible part of the network in this way. Instead, the focus was to determine the resistor values of given networks, or to find equivalence classes of networks (with unknown topology) that produce a given set of boundary data ([39], [40], [45]).

Our approach follows our recent work [20] where we introduced a novel geometric condition called the Two-Points Condition. We assumed that the graph structure is unknown but in a class of finite graphs satisfying the Two-Points Condition (with respect to accessible nodes). In the setting of [20], the given subset of vertices (accessible nodes) was called the “boundary vertices”, and we considered equations that were only satisfied on vertices outside of the boundary vertices. The solutions on the boundary vertices were determined by given boundary conditions. We proved that if we could measure the eigenvalues and the eigenfunctions on the boundary vertices, we were able to recover the graph structure and the potential, provided that the graph satisfies the Two-Points Condition.

In the setting of the present paper, we adopt an alternative formulation analogous to the inverse problems on manifolds without boundary. Namely, we regard all vertices including the given subset $B$ of vertices as “interior”, and consider equations that are satisfied everywhere including the subset $B$. We assume that the graph structure is unknown but in a class of finite graphs satisfying the Two-Points Condition with respect to $B$. From observations of a random walk at $B$, we not only can recover the transition matrix of the random walk but also recover the graph structure (Theorems 1.5 and 1.6). The results are proved by relating to the inverse problems for heat equations and the inverse spectral problem. Let us remark that this formulation of regarding $B$ as an “interior” subset, although different from other works, tends to simplify notations and arguments. As far as our method goes, the “interior” formulation does not cause essential difference from a “boundary” formulation.

The Two-Points Condition is crucial to determining the graph structure. One important consequence of the condition is that there does not exist a nonzero eigenfunction for the graph Laplacian vanishing identically on $B$ (Proposition 2.6), i.e. the unique continuation property. It is well-known that the absence of the unique continuation property in general poses a main obstacle to uniqueness problems on graphs. Our Two-Points Condition is a verifiable condition for the unique continuation for general graphs, which makes the unique determination of graph structure plausible.

However, the Two-Points Condition does put considerable restriction on the graph structure, more precisely on graphs with cycles, knowing that the Two-Points Condition is satisfied for all trees (with $B$ being all vertices of degree 1), see [20] Section 1.3. For periodic
lattices and their perturbations, there is a convenient way to test for this condition. Indeed, [20, Proposition 1.8] states that it suffices to search for a 1-Lipschitz “height” function with certain properties. For example, the Two-Points Condition is satisfied for finite subgraphs of square, hexagonal, triangular, graphite lattices and certain types of perturbations (with suitable choices of subset $B$), see [20, Section 1.3]. Let us also mention an example where the Two-Points Condition is not satisfied: the Kagome lattice. Another issue is the stability: we do not know if the determination of graph structure is stable with the current reconstruction method. We plan to explore other types of conditions and reconstruction methods, and study stability problems in future works.

1.1. **Inverse interior spectral problem.**

The inverse interior spectral problem was originally studied for manifolds, see [24, 72]. Consider the eigenvalues $\lambda^{M}_j$ and eigenfunctions $\varphi_j$ on a closed Riemannian manifold $(M,g)$ satisfying

$$-\Delta_g \varphi_j = \lambda^{M}_j \varphi_j,$$

where $\Delta_g$ is the Laplace-Beltrami operator on $M$. In the inverse interior spectral problem, one is given an open set $B \subset M$ and the collection of data $\{B, \lambda^{M}_j, \varphi_j|_B, j = 1, 2, \cdots \}$, and the goal is to determine the isometry type of $(M,g)$.

We consider the discrete version of the inverse interior spectral problem. Let $(X,E)$ be a finite undirected simple graph with the vertex set $X$ and the edge set $E$. Recall that a graph is simple if there is at most one edge between any pair of vertices and no edge between the same vertex. For $x,y \in X$, we denote $x \sim y$ if there is an edge in $E$ connecting $x$ to $y$, that is, $\{x,y\} \in E$. Every vertex $x \in X$ has a measure (weight) $\mu_x > 0$ and every edge $\{x,y\} \in E$ has a symmetric weight $g_{xy} = g_{yx} > 0$. For a function $u : X \to \mathbb{R}$, the graph Laplacian $\Delta_X$ on $X$ is defined by

$$(\Delta_X u)(x) = \frac{1}{\mu_x} \sum_{y \sim x, y \in X} g_{xy} (u(y) - u(x)), \quad x \in X.$$

For our consideration, the weights $\mu, g$ can be chosen arbitrarily and usually related to physical situations. We mention that two frequent choices of weights in graph theory are

$$\mu \equiv 1, \quad g \equiv 1 \quad \text{(the combinatorial Laplacian)};$$

$$\mu_x = \text{deg}(x), \quad g \equiv 1 \quad \text{(the normalized Laplacian)}.$$

One can equip the space of functions on $X$ with an $L^2(X)$-inner product:

$$\langle u_1, u_2 \rangle_{L^2(X)} = \sum_{x \in X} \mu_x u_1(x) u_2(x), \quad \text{for } u_1, u_2 : X \to \mathbb{R}.$$

Note that for finite graphs, the function space $L^2(X)$ is exactly the space of real-valued functions on $X$. It is straightforward to check that $\Delta_X$ is self-adjoint with respect to the $L^2(X)$-inner product:

$$\langle \Delta_X u_1, u_2 \rangle_{L^2(X)} = \langle u_1, \Delta_X u_2 \rangle_{L^2(X)}.$$

Let $q : X \to \mathbb{R}$ be potential function. We consider the following eigenvalue problem for the discrete Schrödinger operator $-\Delta_X + q$,

$$-\Delta_X \phi_j(x) + q(x) \phi_j(x) = \lambda_j \phi_j(x), \quad x \in X.$$
We emphasize that in our present formulation, the eigenvalue equation above is satisfied on all vertices, with no boundary or boundary condition involved. Suppose the eigenfunctions $\phi_j$ are orthonormalized with respect to the $L^2(X)$-inner product so that

$$\{ \phi_j \}_{j=1}^{|X|}$$

is a complete orthonormal family of eigenfunctions in $L^2(X)$, where $|X|$ denotes the cardinality of the vertex set $X$.

Assume that we are able to measure the eigenfunctions on a subset $B \subset X$ of vertices.

**Inverse interior spectral problem (i):** Suppose we are given the interior spectral data on a subset $B \subset X$,

$$\{ B, \lambda_j, \phi_j|_B, j = 1, 2, \ldots, |X| \}.$$

Can we determine $(X, E)$ and $\mu$, $g$, $q$?
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**Figure 1.** A counterexample for the discrete Gelfand’s inverse problem. The figure shows two isospectral non-isomorphic graphs for the combinatorial Laplacian (1.2), on which there exists a complete orthonormal family of eigenfunctions such that their values are identical on the subset $B = \{v_1, v_2\}$ of blue vertices. Furthermore, when the weights are chosen to be $\mu \equiv C \geq 4$, $g \equiv 1$, the observations of random walks on the sets $B$ coincide: the probabilities $p_{jk}(t)$ that a random walk (see (1.9)) sent at time zero from $v_j \in B$ is observed at time $t$ at $v_k \in B$ are the same for the two graphs above. A detailed formulation can be found in Lemma A.1. This counterexample for the Gel’fand’s inverse problem is obtained by showing that certain isospectral graphs constructed in [56, 90] have the additional property that their eigenfunctions coincide at suitable vertices. Note that the subset $B$ is regarded as “interior” in our present formulation, in the sense that the equations are also enforced on $B$.

Solving the inverse interior spectral problem (i) is not possible without further assumptions due to the existence of counterexamples, see Figure 1. The eigenvalues and corresponding eigenfunctions for this counterexample are shown in Appendix A. We mention that the graphs in Figure 1 are the isospectral graphs for the combinatorial Laplacian (1.2) with the least number of vertices, see [56, 90].

However, the inverse interior spectral problem can be reduced to the discrete Gel’fand’s inverse boundary spectral problem that we have studied in [20]. The details of this reduction can be found in Section 2.3. In particular, if the Two-Points Condition (Definition 1.2) is satisfied for $(X, E)$ with respect to $B$, then the inverse interior spectral problem is solvable. Examples of finite graphs satisfying the Two-Points Condition include trees, subgraphs of periodic lattices and their perturbations (see [20 Section 1.3]).
Definition 1.1. Given a subset \( S \subset X \), we say a point \( x_0 \in S \) is an extreme point of \( S \) with respect to \( B \), if there exists a point \( b \in B \) (possibly \( b = x_0 \)) such that \( x_0 \) is the unique nearest point in \( S \) from \( b \), with respect to the graph distance on \((X, E)\).

Here let us recall a few standard definitions. Let \( x, y \in X \). A path of \((X, E)\) from \( x \) to \( y \) is a sequence of vertices \((v_j)_{j=0}^{J} \) satisfying \( v_0 = x \), \( v_J = y \) and \( v_j \sim v_{j+1} \) for \( j = 0, \ldots, J-1 \). The length of the path is \( J \). The graph distance on \((X, E)\) between \( x \) and \( y \) is the minimal length among all paths from \( x \) to \( y \).

Definition 1.2 (Two-Points Condition). We say a graph \((X, E)\) satisfies the Two-Points Condition with respect to a subset \( B \subset X \) if the following is true: for any subset \( S \subset X \) with cardinality at least 2, there exist at least two extreme points of \( S \) with respect to \( B \).

Theorem 1.3. Let \((X, E)\) be a finite connected weighted graph with weights \( \mu, g \) and \( B \subset X \) be a subset. Assume that \((X, E)\) satisfies the Two-Points Condition with respect to \( B \). Suppose we are given the interior spectral data for the Schrödinger operator \( -\Delta_X + q \). Then the graph \((X, E)\) can be reconstructed from the interior spectral data.

Furthermore, the following conclusions hold.

(1) If \( \mu \) is given by the degree (or a constant), then the weights \( \mu, g \) and the potential \( q \) can be uniquely recovered from the interior spectral data.

(2) If \( q = 0 \), then the weights \( \mu, g \) can be uniquely recovered from the interior spectral data.

Theorem 1.3 is a direct consequence of Proposition 2.5 and Theorem 1.2 in [20]. Another notable consequence of the Two-Points Condition is the unique continuation for eigenfunctions (Proposition 2.6), that is, there does not exist a nonzero eigenfunction, of the Schrödinger operator \( -\Delta_X + q \) with any potential \( q \), vanishing identically on \( B \).

1.2. Discrete-time random walk and heat equation.

We consider the discrete-time random walk on a finite graph \((X, E)\). More precisely, let \( H^x_0, t \in \mathbb{N} \) be a discrete-time Markov chain with state space \( X \), starting from the vertex \( x_0 \in X \) at \( t = 0 \) (i.e. \( H^x_0 = x_0 \)). The transition matrix of this Markov chain is defined through the conditional probability of the state changing from \( x \) to \( y \), i.e.

\[
p_{xy} := P(H^x_{t+1} = y | H^x_t = x).
\]

Assume that \( H^x_t \) is homogeneous so that \( p_{xy} \) is independent of \( t \).

Condition 1.4. We impose the following conditions on the random walk \( H^x_t \).

(1) At any time, the random walk either stays or moves to a connected vertex, i.e. \( p_{xy} = 0 \) unless \( x \sim y \) or \( x = y \).

(2) The transition probabilities \( p_{xy} \) have the form:

\[
p_{xy} = \frac{c_{xy}}{m(x)}, \quad m(x) = \sum_{z \sim x \text{ or } z=x} c_{xz},
\]

where \( c_{xy} = c_{yx} > 0 \) for all connected pairs \( x \sim y \), and \( c_{xx} \geq 0 \) for all \( x \in X \) (see e.g. [9] Chapter 1.2). Note that \( c_{xx} \) can be zero.

The form of \( p_{xy} \) in (1.8) may be useful, as the probability \( p_{xy} \) is often in a normalized form. For example in an electrical network, the probability can be given by the formula (1.8), where \( c_{xy} = c_{yx} > 0 \) denotes the conductance of the edge \( \{x,y\} \in E \). For a simpler example, if the random walk moves with equal probability, then one could take \( c_{xy} \equiv 1 \) and \( m(x) = \deg(x) \) or \( \deg(x) + 1 \), depending on whether the random walk allows staying.
We remark that it is equivalent to formulate Condition 1.4(2) in a form $p_{xy} = a(x)b(x, y)$ for some functions $a(x) > 0$ and $b(x, y) = b(y, x) > 0$. Conversely, if we are given a finite graph $(X, E)$ with preset weights $\mu, g$ satisfying $\mu_x \geq \sum_{y \sim x} g_{xy}$, then

$$p_{xy} = \frac{g_{xy}}{\mu_x}, \quad p_{xx} = 1 - \frac{1}{\mu_x} \sum_{y \sim x} g_{xy}$$

(1.9)

defines a random walk on $(X, E)$ satisfying Condition 1.4. In the inverse problem for random walks, we consider $c_{xy}$ (or functions $a, b$) being unknown. We aim to recover $c_{xy}$ and hence the transition matrix $(p_{xy})_{x, y \in X}$ by observing the random walk on a given subset $B \subset X$.

Given a function $w : X \to \mathbb{R}$, the expectation

$$u(x, t) := \mathbb{E}(w(H^t))$$

satisfies (see Section 4 for details)

$$D_t u(x, t) = \sum_{y \sim x, y \in X} p_{xy}(u(y, t) - u(x, t)).$$

(1.10)

Recall that the discrete time derivative is defined as

$$D_t u(x, t) = u(x, t + 1) - u(x, t).$$

(1.11)

This shows that $u(x, t)$ given by (1.10) satisfies the discrete-time heat equation, or a Feynman-Kac type formula:

$$D_t u(x, t) - \Delta_X u(x, t) = 0, \quad \text{for } (x, t) \in X \times \mathbb{N},$$

(1.12)

$$u(x, t)|_{t=0} = w(x), \quad \text{for } x \in X,$$

(1.13)

with the choice of weights (1.4) in (1.1).

Suppose that the graph structure of $(X, E)$ is unknown but we are given a subset $B \subset X$. Next, we consider inverse problems where we observe properties of a random walk on $B$.

Consider a random walk $H^{x_0}$ starting at $x_0 \in B$. For $y \in X$, we define the first passing time

$$\tau^+(x_0, y) = \inf\{t \geq 1 : H^t_{x_0} = y\}.$$  

(1.14)

Observe that $\tau^+(x_0, y)$ is a random variable taking values in $\mathbb{Z}_+ \cup \{\infty\}$.

**Inverse problem for passing times of random walk:** Suppose that we are given $B \subset X$ and we are given the distributions of the first passing times $\tau^+(x_0, y)$ for all $x_0, y \in B$, that is, the probabilities $r(t, x_0, y) := \mathbb{P}(\{\tau^+(x_0, y) = t\})$ for all $t \in \mathbb{Z}_+$. Using these data, can we determine $(X, E)$ and the transition matrix $(p_{xy})_{x, y \in X}$ of the random walk?

Solving the inverse problem above is not possible without further assumptions, as Figure 1 provides a counterexample to this problem, see Lemma A.1(2). However, we are able to solve this problem under the Two-Points Condition.

**Theorem 1.5.** Let $(X, E)$ be a finite connected graph and $B \subset X$ be a subset of vertices. Assume that $(X, E)$ satisfies the Two-Points Condition with respect to $B$. We consider a random walk satisfying Condition 1.4. Then the probabilities $\mathbb{P}(\{\tau^+(x_0, y) = t\})$, for all $x_0, y \in B$ and $t \in \mathbb{Z}_+$, determine the graph $(X, E)$ and the weights $c_{xy}$ up to a multiple of constant $A_0 \in \mathbb{R}_+$, that is, the numbers $A_0c_{xy}$ for all $x, y \in X$. As a consequence, the transition matrix $(p_{xy})_{x, y \in X}$ of the random walk can be uniquely recovered.
Inverse problem for a single realization of random walk: Suppose that we are given $B \subset X$ and we are given the observation on $B$ of one single realization of the random walk $H_t^{x_0}$, $t \in \mathbb{N}$ with an unknown starting position $x_0$. Can we determine $(X, E)$ and the transition matrix $(p_{xy})_{x,y \in X}$ of the random walk?

To study this problem, consider a set $\tilde{X} = X \cup \{q_0\}$, where $q_0$ is a new element that does not belong in $X$. We call $q_0$ “the point corresponding to an unknown state” and define, using the random walk $H_t^{x_0}$, a new random process

$$\hat{H}_t^{x_0} = \begin{cases} H_t^{x_0}, & \text{if } H_t^{x_0} \in B, \\ q_0, & \text{if } H_t^{x_0} \in X \setminus B. \end{cases}$$ (1.16)

We say that $\hat{H}_t^{x_0}$ is the random process given by the observations of $H_t^{x_0}$ in $B$ and denote $\hat{B} = B \cup \{q_0\}$.

**Theorem 1.6.** Let $(X, E)$ be a finite connected graph, $B \subset X$ be a subset of vertices and $q_0 \notin X$. Assume that $(X, E)$ satisfies the Two-Points Condition with respect to $B$, and that $H_t^{x_0}$, $t \in \mathbb{N}$ is a random walk that satisfies Condition 1.4 and has some unknown starting position $x_0 \in X$. Suppose we are given $\hat{B} = B \cup \{q_0\}$ and a single realization of the random process $\hat{H}_t^{x_0}$. Then with probability one, these data uniquely determine the graph $(X, E)$ (up to an isometry) and the transition matrix $(p_{xy})_{x,y \in X}$.

We note that in Theorem 1.6, the assumption that we know $\hat{B}$ and the random process $\hat{H}_t^{x_0}$ is equivalent to knowing $B$, the set $\mathcal{T}_B = \{t \in \mathbb{N} : H_t^{x_0} \in B\}$ and the sequence $H_t^{x_0}$ for $t \in \mathcal{T}_B$.}

Now we turn to the general version of the discrete-time heat equation on a finite weighted graph $(X, E)$. Let $\Delta_X$ be the weighted graph Laplacian \([1.1]\) with weights $\mu, g$, and $q : X \rightarrow \mathbb{R}$ be a potential function. Denote by $U_w$ the solution of the following initial value problem for the discrete-time heat equation

$$(1.17) \begin{align*} D_t U_w(x, t) - \Delta_X U_w(x, t) + q(x) U_w(x, t) &= 0, \quad &\text{for } (x, t) \in X \times \mathbb{N}, \\ U_w(x, t)_{|t=0} &= w(x), \quad &\text{for } x \in X. \end{align*}$$

For the control problem, let $U^f : X \times \{0, 1, \ldots, T\} \rightarrow \mathbb{R}$ be the solution of the following non-homogeneous heat equation up to time $T$,

$$(1.18) \begin{align*} D_t U^f(x, t) - \Delta_X U^f(x, t) + q(x) U^f(x, t) &= f(x, t), \quad &\text{for } (x, t) \in X \times \{0, 1, \ldots, T\}, \\ U^f(x, t)_{|t=0} &= 0, \quad &\text{for } x \in X, \end{align*}$$

with a real-valued source $f$.

We state the following result regarding the observability and controllability at a subset $B \subset X$ for the discrete-time heat equation.

**Theorem 1.7.** Let $(X, E)$ be a finite weighted graph and $B \subset X$. Assume that there does not exist a nonzero eigenfunction, of the Schrödinger operator $-\Delta_X + q$, vanishing identically on $B$. Then the following statements hold.

1. Suppose we are given the interior spectral data $\{(\lambda_j, \phi_j)|_B\}_{j=1}^{|X|}$. Then the measurement $U_w|_{B \times \mathbb{N}}$ determines $\langle w, \phi_j \rangle_{L^2(X)}$ for all $j = 1, \ldots, |X|$.

2. For any $T \geq |X|, T \in \mathbb{Z}_+$, we have

$$\{U^f(\cdot, T) : \text{supp } (f) \subset B \times \{0, 1, \ldots, T - 1\}\} = L^2(X).$$
1.3. Inverse problems for heat equations.

Let \((X, E)\) be a finite weighted graph with weights \(\mu, g\) and \(B \subset X\) be a subset of vertices. Let \(q : X \to \mathbb{R}\) be a potential function. We consider the following inverse problems for the heat equations on graphs. For the continuous-time heat equation on \(X\), denote by \(\Phi^f : X \times \mathbb{R}_{\geq 0} \to \mathbb{R}\) the solution of the following equation

\[
\frac{\partial}{\partial t} \Phi(x, t) - \Delta_X \Phi(x, t) + q(x)\Phi(x, t) = f(x, t), \quad \text{for } (x, t) \in X \times \mathbb{R}_{\geq 0},
\]

(1.19)

where \(\text{supp}\ (f) \subset B \times \mathbb{R}_{\geq 0}\). We define the source-to-solution map on \(B\) for the equation above by \(\Lambda^c f := \Phi^f|_{B \times \mathbb{R}_{+}}\).

We can also consider the continuous-time non-stationary Schrödinger equation. Let \(\Psi^f : X \times \mathbb{R}_{\geq 0} \to \mathbb{C}\) be the solution of the equation

\[
i \frac{\partial}{\partial t} \Psi(x, t) - \Delta_X \Psi(x, t) + q(x)\Psi(x, t) = f(x, t), \quad \text{for } (x, t) \in X \times \mathbb{R}_{\geq 0},
\]

(1.21)

where the source \(f\) is complex-valued and \(\text{supp}\ (f) \subset B \times \mathbb{R}_{\geq 0}\). Define the source-to-solution map on \(B\) for the equation above by \(\Lambda^s f := \Psi^f|_{B \times \mathbb{R}_{+}}\).

For the discrete-time heat equation, denote by \(u^f : X \times \mathbb{N} \to \mathbb{R}\) the solution of the equation

\[
D_t u(x, t) - \Delta_X u(x, t) + q(x)u(x, t) = f(x, t), \quad \text{for } (x, t) \in X \times \mathbb{N},
\]

(1.22)

where \(\text{supp}\ (f) \subset B \times \mathbb{N}\). Define the source-to-solution map on \(B\) for the equation above by \(\Lambda^d f := u^f|_{B \times \mathbb{Z}_{+}}\). We emphasize that the equations above are also enforced on \(B\) in our present formulation.

We consider the following inverse problems for the heat equations.

**Inverse problem (ii):** Given \(B\) and \(\Lambda^c\), determine \((X, E)\) and \(\mu, g, q\).

**Inverse problem (iii):** Given \(B\) and \(\Lambda^s\), determine \((X, E)\) and \(\mu, g, q\).

**Inverse problem (iv):** Given \(B\) and \(\Lambda^d\), determine \((X, E)\) and \(\mu, g, q\).

**Theorem 1.8.** Let \((X, E)\) be a finite weighted graph with measure \(\mu, g\) and \(q : X \to \mathbb{R}\) be a potential function. Assume that there does not exist a nonzero eigenfunction, of the Schrödinger operator \(-\Delta_X + q\), vanishing identically on \(B\). If \(\mu|_B\) is known, then the inverse problems (ii)-(iv) are equivalent to the inverse interior spectral problem (i).

Note that the inverse problems (ii)-(iv) admit a gauge transformation \((\mu, g) \mapsto (c\mu, cg), c \in \mathbb{R}_{+}\). This is because this gauge transformation does not change the graph Laplacian (1.1), and thus does not change the source-to-solution maps. However, the change of \(\mu\) affects the normalization of eigenfunctions and therefore changes the interior spectral data.

In particular, the Two-Points Condition (Definition 1.2) implies the unique continuation for eigenfunctions of the Schrödinger operator with any potential and for any choice of...
weights (Proposition 2.6). Hence the inverse problems (ii)-(iv) are solvable under the TwoPoints Condition by Theorem 1.3, as long as \( \mu \mid_B \) is known. The analogous result to Theorem 1.8 for manifolds can be found in [69, 70].

This paper is organized as follows. In Section 2, we explain the reduction of the inverse interior spectral problem to the inverse boundary spectral problem, and discuss the unique continuation property for eigenfunctions. Sections 3 and 4 are devoted to proving Theorems 1.8, 1.5 and 1.6. As an application of the unique continuation for eigenfunctions, we study the observability and controllability for heat equations and prove Theorem 1.7 in Section 5. An example of isospectral graphs with identical interior spectral data is discussed in Appendix A.
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2. Reduction of the inverse interior spectral problem

In this section, we show that the inverse interior spectral problem (i) can be reduced to the discrete inverse boundary spectral problem which we have studied in [20]. First, let us recall relevant definitions and notations in [20]. We note that inverse boundary problems are discussed only in this section, and we will entirely focus on inverse interior problems starting from the next section.

2.1. A review of the inverse boundary spectral problem.

We say \((G, \partial G, E)\) is a finite graph with boundary if \((G \cup \partial G, E)\) is a finite (undirected simple) graph and \(G \cap \partial G = \emptyset\). We call \(\partial G\) the set of boundary vertices and call \(G\) the set of interior vertices. Note that here the set \(\partial G\) (or \(G\)) is just an arbitrary subset of the whole vertex set. A pair of connected vertices \(x, y \in G \cup \partial G\) is denoted by \(\{x, y\} \in E\) or simply \(x \sim y\). We equip every vertex \(x \in G \cup \partial G\) with a measure \(\mu_x > 0\), and every edge \(\{x, y\} \in E\) with a symmetric weight \(g_{xy} = g_{yx} > 0\). We call a graph with these additional structures a finite weighted graph with boundary, and denote it by \(G = (G, \partial G, E, \mu, g)\).

For a function \(u : G \cup \partial G \to \mathbb{R}\), the graph Laplacian \(\Delta_G\) on \(G\) is defined by

\[
(\Delta_G u)(x) = \frac{1}{\mu_x} \sum_{y \sim x, y \in G \cup \partial G} g_{xy}(u(y) - u(x)), \quad x \in G,
\]

and the Neumann boundary value \(\partial_{\nu} u\) of \(u\) is defined by

\[
(\partial_{\nu} u)(z) = \frac{1}{\mu_z} \sum_{x \sim z, x \in G} g_{xz}(u(x) - u(z)), \quad z \in \partial G.
\]

For \(u_1, u_2 : G \cup \partial G \to \mathbb{R}\), we define the \(L^2(G)\)-inner product by

\[
\langle u_1, u_2 \rangle_{L^2(G)} = \sum_{x \in G} \mu_x u_1(x) u_2(x).
\]

Let \(q : G \to \mathbb{R}\) be a potential function, and we consider the following Neumann eigenvalue problem for the discrete Schrödinger operator \(-\Delta_G + q\),

\[
\begin{cases}
(-\Delta_G + q)\phi_j(x) = \lambda_j \phi_j(x), & x \in G, \\
\partial_{\nu} \phi_j \mid_{\partial G} = 0.
\end{cases}
\]
Suppose the eigenfunctions $\phi_j$ are orthonormalized with respect to the $L^2(G)$-inner product so that $\{\phi_j\}_{j=1}^{|G|}$ is a complete orthonormal family of eigenfunctions in $L^2(G)$.

**Inverse boundary spectral problem:** Suppose we are given $\partial G$ and the Neumann boundary spectral data $(\lambda_j, \phi_j|_{\partial G})_{j=1}^{|G|}$. Can we determine $(G \cup \partial G, E)$ and $\mu, g, q$?

Solving the inverse boundary spectral problem is not possible without further assumptions. A counterexample for the Neumann combinatorial Laplacian can be constructed simply by adding boundary vertices via additional edges connecting to $v_1, v_2$ in Figure 1.

We introduced the Two-Points Condition in [20], and proved that the inverse boundary spectral problem is solvable under the Two-Points Condition (Definition 2.2) and Condition 2.3, see [20, Theorem 1,2].

**Definition 2.1.** Let $(G, \partial G, E)$ be a finite graph with boundary. Given a subset $S \subset G$, we say a point $x_0 \in S$ is an extreme point of $S$ with respect to $\partial G$, if there exists a point $z \in \partial G$ such that $x_0$ is the unique nearest point in $S$ from $z$, with respect to the graph distance on $(G \cup \partial G, E)$.

**Definition 2.2** (Two-Points Condition for graphs with boundary). We say a finite graph with boundary $(G, \partial G, E)$ satisfies the Two-Points Condition if the following is true: for any subset $S \subset G$ with cardinality at least 2, there exist at least two extreme points of $S$ with respect to $\partial G$.

**Condition 2.3.** For any $z \in \partial G$ and any pair of vertices $x, y \in G$, if $x \sim z$, $y \sim z$, then $x \sim y$.

In particular, Condition 2.3 is satisfied if every boundary vertex is connected to only one interior vertex.

**2.2. Unique continuation for eigenfunctions.**

One notable consequence of our Two-Points Condition (Definition 2.2) is the unique continuation for the discrete-time wave equation for sufficiently large time. Next, we consider the unique continuation results for graphs with boundary analogous to Tataru’s unique continuation theorem [91], see also [22, 23, 78]. On Riemannian manifolds, this result states that if a solution $u$ of the wave equation $(\partial_t^2 - \Delta_g)u = 0$ has vanishing Dirichlet boundary values $u|_{\Gamma \times (0,T)} = 0$ and vanishing Neumann boundary values $\partial_\nu u|_{\Gamma \times (0,T)} = 0$, where $\Gamma$ is a non-empty open subset of the boundary, then the solution vanishes inside the manifold in a corresponding causal double cone. Also, if a solution of an elliptic equation, e.g. $-\Delta_g u = \lambda u$, has vanishing Dirichlet and Neumann boundary values on a non-empty open subset of the boundary, then the solution $u$ has to be zero.

On a finite weighted graph with boundary $(G, \partial G, E)$, one can consider the following initial value problem of the discrete-time wave equation

\[
\begin{align*}
D_t W(x, t) - \Delta_G W(x, t) + q(x) W(x, t) &= 0, & x \in G, t \in \mathbb{Z}_+, \\
\partial_\nu W(x, t) &= 0, & x \in \partial G, t \in \mathbb{N}, \\
D_t W(x, 0) &= 0, & x \in G, \\
W(x, 0) &= v(x), & x \in G \cup \partial G,
\end{align*}
\]

where the discrete time derivative $D_t$ is defined in [1.12], and

\[D_t u(x, t) = u(x, t + 1) - 2u(x, t) + u(x, t - 1), \quad t \in \mathbb{Z}_+.
\]

We denote by $W^v$ the solution of the wave equation (2.5) with the initial data $v$. 

Figure 2. An example where the unique continuation fails for the graph Laplacian. Boundary vertices have white centers. We consider the function \( \phi : G \cup \partial G \to \mathbb{R} \) having the values as indicated in the figure. This function satisfies \(-\Delta \phi(x) = \lambda \phi(x)\) for all \( x \in G \), where \( \Delta \) is the combinatorial Laplacian and \( \lambda = 2 \). The function \( \phi \) has vanishing Dirichlet and Neumann boundary values: \( \phi|_{\partial G} = 0, \partial_\nu \phi|_{\partial G} = 0 \).

Figure 3. An example where the unique continuation fails for the wave equation with the boundary being a resolving set. Boundary vertices have white centers. We consider the function \( \phi : G \cup \partial G \to \mathbb{R} \) having the values as indicated in the figure, and it satisfies \(-\Delta \phi(x) = \lambda \phi(x)\) for all \( x \in G \), where \( \Delta \) is the combinatorial Laplacian and \( \lambda = 3 \). With the correct choice of the time component \( c(t) \), the function \( W(x, t) = c(t)\phi(x) \) satisfies the discrete wave equation \( D_{tt} W(x, t) - \Delta W(x, t) = 0 \) and has vanishing Dirichlet and Neumann boundary values: \( W|_{\partial G \times N} = 0, \partial_\nu W|_{\partial G \times N} = 0 \).

For the wave equation (2.5) on a finite graph, the unique continuation from the boundary may fail, see Figures 2, 3. These figures depict initial values which are also eigenfunctions of the graph Laplacian, and hence the corresponding waves will always be multiples (by the time component) of these initial values. In these particular examples, the boundary values will stay zero at all times despite the wave being nonzero in the interior. Our Two-Points Condition guarantees the unique continuation for sufficiently large time, which prevents these examples from appearing.

**Lemma 2.4.** Let \( G \) be a finite connected weighted graph with boundary, and suppose its reduced graph\(^1\) is connected. Assume \( G \) satisfies the Two-Points Condition (Definition 2.2) and Condition 2.3. Then there does not exist a nonzero eigenfunction for the discrete

\(^1\)Recall that the reduced version of a graph is a graph with all its boundary-to-boundary edges removed, see [20, Definition 2.4].
\textit{Schrödinger operator} $-\Delta_G + q \text{ (with any potential} \ q) \text{ with both zero Dirichlet and Neumann boundary conditions on} \ \partial G.$

\textbf{Proof.} We prove that the unique continuation from the boundary holds for sufficiently large time, and consequently this prevents the existence of eigenfunctions with zero Dirichlet and Neumann data. Suppose there exists a nonzero initial value $v : G \cup \partial G \to \mathbb{R}$ such that the corresponding wave $W^v$ of \eqref{eq:wave} satisfies $W^v|_{\partial G \times \{0,1,\ldots,N\}} = \partial_w W^v|_{\partial G \times \{0,1,\ldots,N\}} = 0$, where $N$ is the number of vertices in $G$.

If the initial value $v$ is only supported at one point $x_0 \in G$, we see that $x_0 \in G - N(\partial G)$; otherwise the vanishing boundary conditions at time 0 cannot be satisfied. Then the propagation of the wavefront \cite[Lemma 3.4]{20} implies that $W^v(z, d_{re}(x_0, z)) \neq 0$ for all $z \in \partial G$, where $d_{re}$ denotes the graph distance function on the reduced graph of $G$. This contradicts the vanishing Cauchy data since $d_{re}(x_0, z) \leq N$ for all $z \in \partial G$.

If the initial value $v$ is supported at multiple points, define

$$S = \{x \in G \mid v(x) \neq 0\}.$$

By the Two-Points Condition (Definition \ref{def:2-points-condition}), there exist $x_1 \in S$ and $z_1 \in \partial G$, such that $x_1$ is the unique nearest point in $S$ from $z_1$. Note that $v(z_1) = 0$ by the vanishing Dirichlet boundary condition. Then Lemma 3.4 in \cite{20} yields $W^v(z_1, d_{re}(x_1, z_1)) \neq 0$, which contradicts the vanishing Cauchy data.

Therefore the initial value $v$ must vanish identically on $G$, and hence $W^v = 0$ everywhere at all times. This unique continuation property for sufficiently large time implies the lemma. This is because if there were such an eigenfunction, one could construct a wave with vanishing Cauchy data by multiplying the time component to the eigenfunction. This wave would be nonzero but have vanishing Cauchy data on the boundary. \hfill \Box

We remark that the converse of Lemma \ref{lem:unique-continuation} is not true. A counterexample is given by a $3 \times 3$ square lattice with 3 points on one side as its boundary.

\section{Reducing the inverse interior spectral problem to the inverse spectral problem for a graph with boundary.}

In this subsection, let $(X, E)$ be a finite weighted graph with weights $\mu, g$ and $B \subset X$ be a subset. To distinguish from the notations in previous subsections, we emphasize that the notation $(X, E)$ denotes a standard graph \textit{without the notion of the boundary}. Let $q : X \to \mathbb{R}$ be a potential function and $(\lambda_j, \phi_j|_B)_{j=1}^{|X|}$ be the interior spectral data on $B$. We reduce the inverse interior spectral problem (i) to the inverse boundary spectral problem as follows.

We take a copy $\tilde{B}$ of the subset $B$ by making a copy $\tilde{b}$ of every vertex $b \in B$. More precisely, we define

\begin{equation}
\tilde{b} := (b, 2), \quad b \in B, \quad \tilde{B} := \{\tilde{b} : b \in B\} \subset B \times \mathbb{Z}.
\end{equation}

Consider the following finite graph with boundary:

\begin{equation}
(X, \tilde{B}, \tilde{E}), \quad \text{where} \quad \tilde{E} = E \cup \{\{b, \tilde{b} \mid b \in B\},
\end{equation}

with the boundary vertex set $\tilde{B}$ and the interior vertex set $X$ (that is, $G = X$, $\partial G = \tilde{B}$, $E = \tilde{E}$ in our notations $(G, \partial G, E)$ for graphs with boundary). We keep the measure $\mu$ and the weight $g$ unchanged on $X$, while choose $\mu_{\tilde{b}}$ and $g_{\tilde{\delta}_0}$ arbitrarily for all $\tilde{b} \in \tilde{B}$. We consider
the Neumann eigenvalue problem (2.4) on \((X, \tilde{B}, \tilde{E})\):

\[-\Delta_X^\infty \tilde{\phi}_j(x) + q(x)\tilde{\phi}_j(x) = \lambda_j \tilde{\phi}_j(x), \quad \text{for } x \in X,\]

\[\tilde{\phi}_j(b) = \tilde{\phi}_j(b), \quad \text{for } b \in \tilde{B},\]

where the graph Laplacian (2.1) on \((X, \tilde{B}, \tilde{E})\) is given by\(^2\)

\[(\Delta_X^\infty u)(x) := \frac{1}{\mu_x} \sum_{(x,y) \in \tilde{E}} g_{xy}(u(y) - u(x)), \quad \text{for } u : X \cup \tilde{B} \to \mathbb{R}, \; x \in X.\]

Due to the form of the Neumann boundary condition in this specific case, we see that \(\tilde{\lambda}_j = \lambda_j\) for all \(j\), and the Neumann eigenfunctions \(\tilde{\phi}_j\) on \(X \cup \tilde{B}\) are simply extensions of \(\phi_j\) on \(X\):

\[(2.8)\]

\[\tilde{\phi}_j(x) = \begin{cases} \phi_j(x), & \text{if } x \in X, \\ \phi_j(b), & \text{if } x = b \in \tilde{B}. \end{cases}\]

This shows that knowing the interior spectral data \((\lambda_j, \phi_j|_B)_{j=1}^{|X|}\) is equivalent to knowing the Neumann boundary spectral data \((\tilde{\lambda}_j, \tilde{\phi}_j|_{\tilde{B}})_{j=1}^{|X|}\) on \((X, \tilde{B}, \tilde{E})\). Thus the inverse interior spectral problem on \((X, E)\) is reduced to the inverse boundary spectral problem on \((X, \tilde{B}, \tilde{E})\).

The analogous Two-Points Condition for the graph \((X, E)\) (without boundary) with respect to a subset \(B \subset X\) is already formulated in Definition 1.2. In fact, it is equivalent to the one for \((X, \tilde{B}, \tilde{E})\).

**Proposition 2.5.** The Two-Points Condition (Definition 1.2) for \((X, E)\) with respect to \(B \subset X\) is equivalent to the Two-Points Condition (Definition 2.2) for the graph with boundary \((X, \tilde{B}, \tilde{E})\).

**Proof.** This is a direct consequence of the fact that \(\tilde{d}(x, b) = d(x, b) + 1\) for any \(x \in X\), where \(d\) denotes the graph distance on \((X, E)\) and \(\tilde{d}\) denotes the graph distance on \((X \cup \tilde{B}, \tilde{E})\). \(\square\)

Note that Condition 2.3 is automatically satisfied by \((X, \tilde{B}, \tilde{E})\), since every boundary vertex is connected to only one interior vertex by construction. As a consequence, the inverse interior spectral problem is solvable (Theorem 1.3) under Definition 1.2 by [20, Theorems 1.2]. Analogous to Lemma 2.4, the Two-Points Condition for \((X, E)\) also implies the unique continuation for eigenfunctions.

**Proposition 2.6.** Let \((X, E)\) be a finite connected weighted graph and \(B \subset X\). Assume \((X, E)\) satisfies the Two-Points Condition with respect to \(B\) (Definition 1.2). Then for any potential \(q : X \to \mathbb{R}\), there does not exist a nonzero eigenfunction, of the Schrödinger operator \(-\Delta_X + q\), vanishing identically on \(B\).

**Proof.** By Proposition 2.5 the Two-Points Condition for \((X, E)\) with respect to \(B\) is equivalent to the Two-Points Condition for \((X, \tilde{B}, \tilde{E})\) defined by (2.7). The graph with boundary \((X, \tilde{B}, \tilde{E})\) satisfies Condition 2.3 as every boundary vertex is connected to only one interior vertex by construction. Hence there does not exist a nonzero eigenfunction on \((X, \tilde{B}, \tilde{E})\), for any potential \(q\), with zero Dirichlet and Neumann boundary conditions on \(\tilde{B}\) by Lemma 2.4. Then the proposition follows from the fact that \(\phi_j|_X\) is identical to \(\phi_j\) due to (2.8). \(\square\)

\(^2\)The definitions of the graph Laplacians for graphs with and without boundary differ by the interior-to-boundary edges. We add a superscript here to distinguish their notations.
3. Discrete- and continuous-time heat equations

In this section, let \((X, E)\) be a finite weighted graph with weights \(\mu, g\) and \(q : X \to \mathbb{R}\) be a potential function. We study the equivalence of inverse problems for the heat equations and prove Theorem 1.8. We denote \(N = |X|\) in this section.

**Lemma 3.1.** Under the assumption of Theorem 1.8 if \(|\mu|_B\) is known, then the inverse problem (ii) is equivalent to the inverse interior spectral problem (i).

**Proof.** Let \(\{\phi_j\}_{j=1}^N\) be a choice of orthonormalized eigenfunctions of the Schrödinger operator \(-\Delta_X + q\) corresponding to the eigenvalues \(\lambda_j\). By (1.5),

\[
\langle (-\Delta_X + q)\Phi^f(\cdot,t), \phi_j \rangle_{L^2(X)} = \langle \Phi^f(\cdot,t), (-\Delta_X + q)\phi_j \rangle_{L^2(X)} = \lambda_j \langle \Phi^f(\cdot,t), \phi_j \rangle_{L^2(X)}.
\]

Then by the heat equation (1.19),

\[
\frac{\partial}{\partial t} \langle \Phi^f(\cdot,t), \phi_j \rangle_{L^2(X)} = \langle (\Delta_X - q)\Phi^f(\cdot,t), \phi_j \rangle_{L^2(X)} + \langle f(\cdot,t), \phi_j \rangle_{L^2(X)}
\]

\[
= -\lambda_j \langle \Phi^f(\cdot,t), \phi_j \rangle_{L^2(X)} + \sum_{z \in B} \mu_z \phi_j(z) f(z,t).
\]

Note that we have used in the last equality above the support condition of the source: \(\text{supp}(f) \subset B \times \mathbb{R}_{\geq 0}\). Hence,

\[
\langle \Phi^f(\cdot,t), \phi_j \rangle_{L^2(X)} = \int_0^t e^{-\lambda_j(t-s)} \left( \sum_{z \in B} \mu_z \phi_j(z) f(z,s) \right) ds.
\]

This gives us

\[
\Phi^f(y,t) = \sum_{j=1}^N \langle \Phi^f(\cdot,t), \phi_j \rangle_{L^2(X)} \phi_j(y)
\]

\[
= \sum_{j=1}^N \phi_j(y) \int_0^t e^{-\lambda_j(t-s)} \left( \sum_{z \in B} \mu_z \phi_j(z) f(z,s) \right) ds.
\]

Thus by definition,

\[
(A^c f)(y,t) = \Phi^f(y,t) = \sum_{z \in B} \int_0^t \left( \sum_{j=1}^N e^{-\lambda_j(t-s)} \mu_z \phi_j(y) \phi_j(z) \right) f(z,s) ds, \quad y \in B.
\]

This shows that the interior spectral data determines \(A^c\).

To see the converse, take \(f(z,s)\) to be the form \(\delta(s)\delta_{z_1}(z)/\mu_{z_1}, z_1 \in B\), and thus we can determine the following quantities:

\[
Q(z_1, z_2, t) := \sum_{j=1}^N e^{-\lambda_j t} \phi_j(z_1) \phi_j(z_2), \quad \forall z_1, z_2 \in B, \ t \in \mathbb{R}_+.
\]

Taking the Laplace transform of \(Q(z_1, z_2, t)\) in the time domain \(t \in \mathbb{R}_+\), it is possible to determine

\[
\hat{Q}(z_1, z_2, \omega) = \sum_{j=1}^N \frac{1}{\omega + \lambda_j} \phi_j(z_1) \phi_j(z_2), \quad \omega \in \mathbb{C}, \ \text{Re}(\omega) > \max_{j=1}^N (-\lambda_j).
\]
Now assume there does not exist a nonzero eigenfunction vanishing identically on $B$. This guarantees that all spectral information can be extracted from the knowledge of $Q$. More precisely, consider

$$(3.5) \quad \sum_{z \in B} \hat{Q}(z, \omega) = \sum_{j=1}^{N} \frac{1}{\omega + \lambda_j} \left( \sum_{z \in B} \phi_j(z)^2 \right), \quad \omega \in \mathbb{C}, \ Re(\omega) > \max_{j}(-\lambda_j).$$

Since there does not exist a nonzero eigenfunction vanishing identically on $B$, then $\sum_{z \in B} \phi_j(z)^2$ is nonzero for all $j$. Hence the right-hand side of (3.5) is a meromorphic function on $\mathbb{C}$ with the set of poles being the set of eigenvalues. We extend the function $\sum_{z \in B} \hat{Q}(z, \omega)$ to a meromorphic function on $\mathbb{C}$ by analytic continuation, and it is possible to determine the poles, i.e. the eigenvalues $-\lambda_j$. Then one can determine the residues of $\hat{Q}(z_1, z_2, \omega)$ at $w = -\lambda_j$:

$$(3.6) \quad Q_j(z_1, z_2) := \sum_{k \in L_j} \phi_k(z_1) \phi_k(z_2), \quad \forall z_1, z_2 \in B,$$

where

$$(3.7) \quad L_j = \{ k : \lambda_k = \lambda_j \}.$$

For each $j$, the function $Q_j(\cdot, \cdot)$ can be viewed as a $|B| \times |B|$ matrix $Q_j$ defined by $(Q_j)_{kl} = Q_j(z_k, z_l)$. In the matrix form, say $L_j = \{ p + 1, \ldots, p + |L_j| \}$, we have

$$Q_j = \begin{pmatrix} \phi_{p+1} \mid_{B} & \cdots & \phi_{p+|L_j|} \mid_{B} \end{pmatrix}_{|B| \times |L_j|} \begin{pmatrix} \phi_{p+1} \mid_{B} & \cdots & \phi_{p+|L_j|} \mid_{B} \end{pmatrix}^T_{|B| \times |L_j|}.$$

Since there does not exist a nonzero eigenfunction vanishing identically on $B$, the vectors $\{ \phi_k \mid_B \}_{k \in L_j}$ for each $j$ are linearly independent. Hence the rank of $Q_j$ is simply $|L_j|$.

When $\lambda_j$ has multiplicity 1, the matrix $Q_j$ determines $\phi_j \mid_B$ up to a multiplication by $-1$. In general, since $Q_j$ is symmetric and positive semi-definite, it can be decomposed into $Q_j = AA^T$, where $A$ is a $|B| \times |L_j|$ matrix of rank $|L_j|$. Moreover, the decomposition is unique up to an $|L_j| \times |L_j|$ orthogonal matrix. Thus we take the column vectors of $A$, and they are the values on $B$ of orthonormalized eigenfunctions found by applying the orthogonal matrix to $\{ \phi_k \mid_B \}_{k \in L_j}$. This gives us a choice of the interior spectral data on $B$.

**Lemma 3.2.** Under the assumption of Theorem [L.8] if $\mu \mid_B$ is known, then the inverse problem (iii) is equivalent to the inverse interior spectral problem (i).

**Proof.** In the same way as (3.2), (1.5) and (1.21) yield

$$(3.8) \quad (\Lambda^* f)(y, t) = \Psi^f(y, t) = -i \sum_{z \in B} \int_{0}^{t} \left( \sum_{j=1}^{N} \int_{0}^{t} \sum_{j=1}^{N} e^{i\lambda_j (t-s)} \mu_z \phi_j(y) \phi_j(z) \right) f(z, s) ds, \quad y \in B.$$

Note that $\Psi^f$ is complex-valued, in which case the $L^2(X)$-inner product (1.4) needs to be modified as $\langle u_1, u_2 \rangle_{L^2(X)} = \int_{X} \mu_z u_1(x) \overline{u_2(x)}.$

Taking $f(z, s)$ to be of the form $i \delta(s) \delta_{z_1}(z)/\mu_{z_1}$, we can determine

$$(3.9) \quad F(z_1, z_2, t) := \sum_{j=1}^{N} e^{i\lambda_j t} \phi_j(z_1) \phi_j(z_2), \quad \forall z_1, z_2 \in B, \ t \in \mathbb{R}_+.$$
Taking the Fourier transform of the real part of $F$ in the time domain $t \in \mathbb{R}_+$, it is possible to determine the tempered distribution

$$
\hat{F}(z_1, z_2, \xi) = \int_0^{\infty} \text{Re}(F(z_1, z_2, t)) e^{-i\xi t} dt = \frac{1}{2} \sum_{j=1}^{N} \delta(\xi - \lambda_j) \phi_j(z_1) \phi_j(z_2), \quad \xi \in \mathbb{R}.
$$

Similarly, we consider

$$
\sum_{z \in B} \hat{F}(z, z, \xi) = \frac{1}{2} \sum_{j=1}^{N} \delta(\xi - \lambda_j) \left( \sum_{z \in B} \phi_j(z)^2 \right), \quad \xi \in \mathbb{R}.
$$

Assume there does not exist a nonzero eigenfunction vanishing identically on $B$. Then $\sum_{z \in B} \phi_j(z)^2$ is nonzero for all $j$. Choosing test functions of the form $\chi(\xi - a)$, where $\chi \in C_c^\infty(\mathbb{R})$ is supported in a small neighborhood, it is possible to determine the largest eigenvalue. Then (3.10) determines $Q_j(z_1, z_2)$ corresponding to the largest eigenvalue. Repeating this procedure determines all eigenvalues $\lambda_j$ and $Q_j(z_1, z_2)$. The rest of the proof is the same as the last part of Lemma 3.1.

**Lemma 3.3.** Under the assumption of Theorem 3.4, if $\mu|_B$ is known, then the inverse problem (iv) is equivalent to the inverse interior spectral problem (i).

**Proof.** By (1.5) and (1.22),

$$
D_i(u^f(\cdot, t), \phi_j)_{L^2(X)} = \langle (\Delta_X - q)u^f(\cdot, t), \phi_j \rangle_{L^2(X)} + \langle f(\cdot, t), \phi_j \rangle_{L^2(X)} = -\lambda_j \langle u^f(\cdot, t), \phi_j \rangle_{L^2(X)} + \sum_{z \in B} \mu_z \phi_j(z) f(z, t).
$$

Thus for $t \in \mathbb{Z}_+$,

$$
\langle u^f(\cdot, t), \phi_j \rangle_{L^2(G)} = \sum_{s=0}^{t-1} (1 - \lambda_j)^{t-1-s} \left( \sum_{z \in B} \mu_z \phi_j(z) f(z, s) \right).
$$

Hence,

$$
(\Lambda^d f)(y, t) = u^f(y, t) = \sum_{j=1}^{N} \sum_{s=0}^{t-1} (1 - \lambda_j)^{t-1-s} \left( \sum_{z \in B} \mu_z \phi_j(z) f(z, s) \right) \phi_j(y), \quad y \in B,
$$

which shows that the interior spectral data determines $\Lambda^d$. To see the converse, take $f(z, s)$ to be the form $\delta_0(s) \delta_{z_1}(z)/\mu_{z_1}$, $z_1 \in B$, and thus we can determine

$$
Q(z_1, z_2, t) = \sum_{j=1}^{N} (1 - \lambda_j)^{t-1} \phi_j(z_1) \phi_j(z_2), \quad \forall z_1, z_2 \in B, t \in \mathbb{Z}_+.
$$

Taking the Z-transform (e.g. [67] Chapter 6.2) of $Q(z_1, z_2, t)$ in the time domain $t \in \mathbb{N}$, it is possible to determine

$$
\mathcal{Z}(Q)(z_1, z_2, \omega) = \sum_{j=1}^{N} \frac{1}{1 - (1 - \lambda_j) e^{i\omega \tau}} \phi_j(z_1) \phi_j(z_2), \quad \omega \in \mathbb{C}, |\omega| > \max_j |1 - \lambda_j|.
$$

Similarly as before, we extend the function $\mathcal{Z}(Q)(z_1, z_2, \omega)$ to a meromorphic function on $\mathbb{C}$ by analytic continuation, and then it is possible to determine all eigenvalues $\lambda_j \neq 1$ and the boundary values of corresponding eigenfunctions up to orthogonal transformations.

Now we have already determined all eigenvalues not equal to 1 and the boundary values of corresponding eigenfunctions. By comparing $Q(y, z, 1)$ with $\sum_{\lambda_j \neq 1} \phi_j(y) \phi_j(z)$ for $y, z \in B$, the proof is complete.
we know whether there exists eigenvalue 1, and also know \( \sum_{\lambda_k=1} \phi_k(y)\phi_k(z) \). The latter determines the boundary values of the eigenfunctions corresponding to eigenvalue 1 up to an orthogonal transformation.

Theorem 1.8 directly follows from Lemmas 3.1, 3.2 and 3.3.

**An alternative formulation.** One can also consider the following alternative formulation for the discrete-time heat equation. For a fixed \( y_0 \in B \), consider

\[
\begin{align*}
D_t u(x, t) - \Delta_X u(x, t) + q(x)u(x, t) &= 0, \quad \text{for} \ (x, t) \in X \times \mathbb{N}, \\
\left[u(x, t)\right]_{t=0} = \delta_{y_0}(x), \quad \text{for} \ x \in X.
\end{align*}
\]

We denote the values on \( B \) of the solution of the equation above by

\[
K(y_0; z, t) := u(z, t), \quad z \in B.
\]

**Lemma 3.4.** Let \((X, E)\) be a finite weighted graph and \( q : X \to \mathbb{R} \) be a potential function. Then the collection of data \( \{K(y; z, t) : y, z \in B, t \in \mathbb{N}\} \) determines \( \Lambda^d \).

**Proof.** Recall that \( u^f \) denotes the solution of the equation (1.22) with zero initial value and the non-homogeneous source \( f : X \times \mathbb{N} \to \mathbb{R} \), \( \text{supp} (f) \subset B \times \mathbb{N} \).

\[
\begin{align*}
\begin{cases}
(D_t - \Delta_X + q)u^f(x, t) = f(x, t), & x \in X, t \in \mathbb{N}, \\
\left[u^f(x, t)\right]_{t=0} = 0.
\end{cases}
\end{align*}
\]

We claim the following Duhamel’s principle in our case: the solution \( u^f \) of the non-homogeneous equation (3.15) is determined by the solutions of the following initial value problems for all \( s \in \mathbb{Z}_+ \):

\[
\begin{align*}
\begin{cases}
(D_t - \Delta_X + q)u(x, t) = 0, & x \in X, t \geq s, t \in \mathbb{N}, \\
u(x, s) = f(x, s - 1), & x \in X.
\end{cases}
\end{align*}
\]

More precisely, denote by \( u_{(s)} : X \times \{s, s + 1, \cdots\} \to \mathbb{R} \) the solution of the equation (3.16) with the initial value at time \( s \in \mathbb{Z}_+ \). We claim that

\[
\begin{align*}
u^f(x, t) = \sum_{s=1}^{t} u_{(s)}(x, t), & \quad x \in X, t \in \mathbb{Z}_+; \quad u^f(\cdot, 0) = 0.
\end{align*}
\]

Let us assume the formula (3.17) is true for the moment before proving it a bit later. Since \( \text{supp}(f) \subset B \times \mathbb{N} \), we can write \( f(x, t) = \sum_{y \in B} f(y, t)\delta_y(x) \). Hence the solution \( u_{(s)} \) can be written as a linear combination of the data \( \{K(y; \cdot, \cdot) : y \in B\} \). Therefore the data \( \{K(y; z, t) : y, z \in B, t \in \mathbb{N}\} \) determines \( u^f|_{B \times \mathbb{Z}_+} \) by the formula (3.17).

At last, we prove the claim (3.17). This is due to the following identities:

\[
\begin{align*}
D_t u^f(x, t) &= \sum_{s=1}^{t+1} u_{(s)}(x, t + 1) - \sum_{s=1}^{t} u_{(s)}(x, t) \\
&= u_{(t+1)}(x, t + 1) + \sum_{s=1}^{t} (u_{(s)}(x, t + 1) - u_{(s)}(x, t)) \\
&= f(x, t) + \sum_{s=1}^{t} D_t u_{(s)}(x, t) \\
&= f(x, t) + \sum_{s=1}^{t} (\Delta_X - q)u_{(s)}(x, t) = f(x, t) + (\Delta_X - q)u^f(x, t).
\end{align*}
\]
This shows that $u^f$ defined by (3.17) satisfies the first equation in (3.15). Then the claim follows from the uniqueness of the solution of (3.15).

4. Discrete-time random walk

Let $H_t^{x_0}$, $t \in \mathbb{N}$ be a discrete-time random walk (homogeneous Markov chain) on a finite graph $(X, E)$ starting from the vertex $x_0 \in X$ at $t = 0$ (i.e. $H_0^{x_0} = x_0$). Denote by $p_{xy}$ the conditional probability (1.7) of the state changing from $x$ to $y$, that is, $p_{xy} := \mathbb{P}(H_{t+1} = y \mid H_t = x)$. Assume that Condition 1.4 is satisfied.

Given a function $w : X \to \mathbb{R}$, we consider the expectation

$$(4.1) \quad u(x, t) := \mathbb{E}(w(H_t^x)).$$

By definition,

$$u(x, t) = \sum_{z \in X} \mathbb{P}(H_t^x = z)w(z),$$

where $\mathbb{P}(H_t^x = z)$ is the probability that the random walk $H_t^x$ is at time $t$. It immediately follows that $u(x, 0) = \mathbb{E}(w(H_0^x)) = w(x)$. By the Markov property and Condition 1.4(1), we have

$$u(x, t + 1) = \sum_{z \in X} \mathbb{P}(H_{t+1}^x = z)w(z)$$

$$= \sum_{z \in X} \left( \mathbb{P}(H_t^x = x) \cdot \mathbb{P}(H_t^x = z) + \sum_{y \sim x, y \in X} \mathbb{P}(H_1^y = y) \cdot \mathbb{P}(H_t^y = z) \right)w(z)$$

$$= p_{xx}u(x, t) + \sum_{y \sim x, y \in X} p_{xy}u(y, t).$$

Condition 1.4(1) yields

$$(4.2) \quad p_{xx} + \sum_{y \sim x, y \in X} p_{xy} = 1,$$

which gives

$$(4.3) \quad D_t u(x, t) = u(x, t + 1) - u(x, t) = \sum_{y \sim x, y \in X} p_{xy}(u(y, t) - u(x, t)).$$

Assuming $p_{xy} = c_{xy}/m(x)$ as in Condition 1.4(2), the right-hand side of the equation (4.3) fits into our definition of the graph Laplacian (1.1) with the choice of weights

$$(4.4) \quad \mu_x = m(x), \quad g_{xy} = c_{xy}.$$

This shows that $u(x, t)$ given by (4.1) satisfies the discrete-time heat equation, or a Feynman-Kac type formula:

$$(4.5) \quad \begin{cases} D_t u(x, t) - \Delta_X u(x, t) = 0, & \text{for } (x, t) \in X \times \mathbb{N}, \\ u(x, t)|_{t=0} = w(x), & \text{for } x \in X, \end{cases}$$

with the choice of weights (4.4).

Now let us prove Theorems 1.5 and 1.6.

Proof of Theorem 1.5: Let us assume that $r(t, x, y) := \mathbb{P}\{\tau^+(x, y) = t\}$ are known for all $x, y \in B$. We see that if $H_t^x = y$, then there are times $1 \leq t_1 \leq \cdots \leq t_j = T$ such that
$H_t^z$ arrives first time at $y$ at time $t_1$, and all subsequent times when it arrives at $y$ are $t_2, t_3, \ldots, t_j$ with $t_j = T$. Using this, we see that

$$P(H_T^z = y) = \sum_{j=1}^{T} \sum_{1 \leq t_1 \leq \ldots \leq t_j = T} P\left(\{t : H_t^z = y, t \leq T\} = \{t_1, t_2, \ldots, t_j\}\right)$$

$$= r(T, x, y) + \left(\sum_{j=2}^{T} \sum_{1 \leq t_1 \leq \ldots \leq t_j = T} r(t_1, x, y) \cdot \prod_{i=2}^{j} r(t_i - t_{i-1}, y, y)\right).$$

Thus we see that the given data uniquely determine

$$P(H_T^z = y)$$

for all $y, z \in B$ and $T \in \mathbb{N}$.

Next we assume that we are given the data (4.7) and we will show that these data uniquely determine the graph $(X, E)$ (up to an isometry) and the probabilities $p_{xy}$ for all $x, y \in X$.

We can now modify the random walk so that it is guaranteed to be aperiodic. Let $\tilde{H}_t^z$ be another random walk defined via formula (1.8), that is, the transition probabilities of $\tilde{H}_t^z$ are given by

$$\tilde{p}_{xy} = \frac{c_{xy}}{m(x)}, \quad \tilde{m}(x) = \sum_{z \sim x \text{ or } z = x} \tilde{c}_{xz},$$

where

$$\tilde{c}_{xy} = c_{xy}, \quad \text{if } x \neq y,$$

$$\tilde{c}_{xx} = c_{xx} + m(x),$$

where $c_{xy}$ and $m(x)$ are parameters in formula (1.8) for $H_t^z$. Observe that $\tilde{m}(x) = 2m(x)$.

Roughly speaking, this means that at every time $t$, the random walk $\tilde{H}_t^z$ moves with probability $\frac{1}{2}$ as $H_t^z$ and with probability $\frac{1}{2}$ stays at the vertex where it was. To analyze the modified random walk, let $Y_i \in \{0, 1\}$ be independent, identically distributed Bernoulli random variables that have the value $1$ with probability $\frac{1}{2}$. An equivalent way to define $\tilde{H}_t^z$ is to set that if $Y_1 = 1$ then $\tilde{H}_t^z$ stays at the vertex $\tilde{H}_{t-1}^z$; if $Y_1 = 0$ then $\tilde{H}_t^z$ moves from the vertex $z = \tilde{H}_{t-1}^{\tau}$ in the same way as the random walk $H_t^z$ would move from the vertex $z$.

We see that the probability distributions of the arrival times $\tau(t, x, y)$ for the random walk $\tilde{H}_t^z$ are

$$\tilde{\tau}(t, x, y) = \sum_{n=0}^{t-1} P\left(\{\sum_{j=1}^{t-1} Y_j = n \text{ and } Y_t = 0\}\right) \cdot P\left(\{\tau^+(x, y) = t - n\}\right), \quad \text{if } x \neq y,$$

$$\tilde{\tau}(t, x, x) = P(\{Y_1 = 1\}) + P(\{Y_1 = 0\}) \cdot P(H_1^x = x), \quad \text{if } t = 1,$$

and for $t \geq 2$,

$$\tilde{\tau}(t, x, x) = \sum_{n=0}^{t-1} P(\{Y_1 = 0\}) \cdot P(\{\sum_{j=2}^{t-1} Y_j = n \text{ and } Y_t = 0\}) \cdot P(\{\tau^+(x, x) = t - n\}).$$
In other words,

\[(4.12) \quad \tilde{r}(t, x, y) = \sum_{n=0}^{t-1} q(t, n) r(t - n, x, y), \quad \text{if } x \neq y,\]

\[(4.13) \quad \tilde{r}(t, x, x) = \frac{1}{2} + \frac{1}{2} \tilde{r}(1, x, x), \quad \text{if } t = 1,\]

\[(4.14) \quad \tilde{r}(t, x, x) = \sum_{n=0}^{t-2} \frac{1}{2} \cdot q(t - 1, n) r(t - n, x, x), \quad \text{if } t \geq 2,\]

where

\[(4.15) \quad q(t, n) = \mathbb{P}(\{\sum_{j=1}^{t-1} Y_j = n \text{ and } Y_t = 0\}) = \binom{t-1}{n} 2^{-t}.
\]

Thus, using the formula (4.6), we see that \(r(t, x, y), x, y \in B\) determine \(\mathbb{P}(\tilde{H}_t^r = y)\) and \(\tilde{p}_{xy} = \mathbb{P}(\tilde{H}_t^r = y)\) for all \(x, y \in B\).

Observe that the random walk \(\tilde{H}_t^r\) is irreducible, aperiodic and recurrent. Thus by [68, Theorem 7.18], the random walk \(\tilde{H}_t^r\) has a unique stationary state \((\tilde{\pi}_y)_{y \in X}\) and

\[(4.16) \quad \tilde{\pi}_y = \lim_{t \to \infty} \mathbb{P}(\tilde{H}_t^r = y).
\]

Moreover, we see that

\[(4.17) \quad s_y := \frac{\tilde{m}(y)}{\sum_{z \in X} \tilde{m}(z)}
\]
satisfies

\[(4.18) \quad \sum_{y \in X} \tilde{p}_{xy} s_y = \sum_{y \in X} \tilde{c}_{yx} \tilde{m}(y) \sum_{z \in X} \tilde{m}(z) = \sum_{y \in X} \tilde{c}_{yx} \frac{\tilde{m}(y)}{\sum_{z \in X} \tilde{m}(z)} = \frac{\tilde{m}(x)}{\sum_{z \in X} \tilde{m}(z)} = s_x,
\]

and hence \((s_y)_{y \in X}\) is a stationary state of the random walk \(\tilde{H}_t^r\). As the stationary state is unique, we see that \(s_y = \tilde{\pi}_y\). This implies that \(r(t, x, y), x, y \in B\) determine \((s_y)_{y \in B}\).

Observe that formula (4.17) implies for any \(x, y \in B\),

\[(4.19) \quad \frac{\tilde{m}(x)}{\tilde{m}(y)} = \frac{s_x}{s_y} = \frac{\tilde{\pi}_x}{\tilde{\pi}_y}\]

can be determined when \(B\) and \(r(t, x, y), x, y \in B\) are given. To normalize the parameters, let \(A_0 = \frac{1}{\tilde{m}(x_0)} > 0\) with some \(x_0 \in B\). Then the formula (4.19) determines \(A_0 \tilde{m}(x)\) for all \(x \in B\). Therefore from (4.18), we can determine the weights \(\tilde{c}_{xy}\) for \(x, y \in B, x \sim y\), up to a multiple of constant, i.e. the numbers

\[(4.20) \quad A_0 \tilde{c}_{xy} = \tilde{p}_{xy} \cdot A_0 \tilde{m}(x).
\]

Finally, using formulae (4.9), we can determine the numbers \(A_0 \tilde{c}_{xy}, A_0 \tilde{m}(x)\) for all \(x, y \in B\).

Now we show that the knowledge of \(r(t, x, y), A_0 \tilde{m}(x)\) for all \(x, y \in B, t \in \mathbb{Z}_+\) determines the graph structure and the transition matrix of the random walk. Recall that the expectation \(u(x, t) = \mathbb{E}(w(H_t^r))\) satisfies the discrete-time heat equation (4.5). Since we only know the weights \(\mu, g\) in (4.4) up to a gauge \(A_0 > 0\), we consider a new choice of weights in (4.5):

\[(4.21) \quad \tilde{\mu}_x = A_0 m(x), \quad \tilde{g}_{xy} = A_0 c_{xy}.
\]

Note that the gauge transformation \((\mu, g) \mapsto (\tilde{\mu}, \tilde{g})\) does not change the graph Laplacian (1.1) or the equation (4.5).
When we take the initial condition \( w(x) = \delta_y(x) \) in the equation \((4.5)\), we see that the solution \( u(x_0, t) \) of \((4.5)\) is
\[
u(x_0, t) = \mathbb{E}(\delta_y(H_t^{x_0})) = \mathbb{P}(H_t^{x_0} = y).
\]
Varying \( x_0, y \in B, t \in \mathbb{Z}_+ \) shows that by knowing \( r(t, x, y) \) for all \( x, y \in B, t \in \mathbb{Z}_+ \), the formula \((4.6)\) determines the values \( u_{B \times \mathbb{N}} \) for the equation \((4.5)\) with initial values of the form \( w(x) = \delta_y(x) \) for any \( y \in B \). Then Lemma \([3, \text{Lemma 3.4}]\) reduces the inverse problem for random walk to the inverse problem (iv). If the Two-Points Condition is further assumed, then the unique continuation for eigenfunctions holds due to Proposition \([2, \text{Proposition 2.6}]\). Hence the inverse problem for random walk is reduced to the inverse interior spectral problem (i) by Theorem \([1, \text{Theorem 1.8}]\) considering that \( \mu|_B = A_0 m|_B \) is known. Then Theorem \([1, \text{Theorem 1.3}]\) enables us to recover the graph \((X, E)\) and weights \( \hat{\mu}, \hat{g} \) in \((4.21)\), and consequently recover
\[
A_0 c_{xy} = A_0 m(x) - \sum_{y \sim x} A_0 c_{xy} = \hat{\mu}_x - \sum_{y \sim x} \hat{g}_{xy}.
\]
At last, the probabilities \( p_{xy} \) for all \( x, y \in X \) are uniquely determined by formula \((1.8)\). \( \square \)

**Proof of Theorem 1.6** Suppose we are able to observe the random walk on a subset \( B \subset X \) of vertices. We consider a single realization of the random walk \( H_t^{x_0} \), \( t \in \mathbb{N} \), that is, one sample of the random walk process. Assume the initial position \( x_0 \) is unknown. Let \( y, z \in B \) and \( T \in \mathbb{Z}_+ \).

Let
\[
\tau_1(x_0, y) = \inf \{ t \geq 1 : H_t^{x_0} = y \}
\]
be the first passing time of the random walk \( H_t^{x_0} \) through the point \( y \). Moreover, we define recursively the random variables
\[
\tau_n(x_0, y) = \inf \{ t > \tau_{n-1}(x_0, y) : H_t^{x_0} = y \}, \quad n = 2, 3, \ldots,
\]
to be the \( n \)-th passing time of the random walk \( H_t^{x_0} \) through the point \( y \). As \( X \) is finite and connected, we have \( \tau_n(x_0, y) < \infty \) almost surely for any \( n \).

Let \( n \geq 1 \) and denote \( \tau_n = \tau_n(x_0, y) \) so that \( H_{\tau_n}^{x_0} = y \). Note that each \( \tau_n \) is a stopping time with respect to the random walk \( H_t^{x_0} \), \( t \in \mathbb{N} \). By the strong Markov property of random walks, see \([25, \text{Theorem 6.2.24}]\) (or \([83, \text{Theorem 1.4.2}]\)), it holds for the stopping time \( \tau_n \) that the random variables \( H_{\tau_n+t}^{x_0} \), \( t \geq 1 \) are independent of the random variables \( H_t^{x_0} \), \( t = 1, 2, \ldots, \tau_n-1 \). Moreover, the random process \( t \to H_{\tau_n+t}^{x_0} \) has the same distribution as the random walk \( t \to H_t^{x_0} \). In particular, as \( \tau_{2T(n+1)} > \tau_{2Tn} + T \), this implies that the events
\[
(4.22) \quad A_n := \{ H_{\tau_{2Tn}+T}^{x_0} = z \}, \quad n = 1, 2, \ldots,
\]
are independent, and \( \mathbb{P}(A_n) = \mathbb{P}(H_T^y = z) \) for any \( n \). Let \( 1_A \) denote the indicator function of an event \( A \). Then the random variables \( 1_{A_n}, n \in \mathbb{Z}_+ \) are independent. Thus the strong law of large numbers, see e.g. \([68, \text{Theorem 3.23}]\), implies that we have almost surely
\[
(4.23) \quad \mathbb{P}(H_T^y = z) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} 1_{A_n}.
\]
The right-hand side of \((4.23)\) is determined by the random process \( H_t^{x_0} \) given in \((1.16)\).

Summarizing, we have shown that the given data determine the probabilities \( \mathbb{P}(H_T^y = z) \) for all \( y, z \in B \) and \( T \in \mathbb{N} \). As \( B \) is included in the given data, we have determined the data
As shown in the proof of Theorem 1.5, the data \(4.7\) uniquely determine the graph \((X, E)\) (up to an isometry) and the probabilities \(p_{xy}\) for all \(x, y \in X\).

5. Applications of the unique continuation

Let \((X, E)\) be a finite weighted graph and \(B \subset X\) be a subset of vertices. Let \(q : X \to \mathbb{R}\) be a potential function. Assume the graph satisfies the unique continuation for eigenfunctions of the Schrödinger operator \(-\Delta_X + q\), that is, there does not exist a nonzero eigenfunction vanishing identically on \(B\). We will apply the unique continuation assumption to study the observability and controllability at \(B\) and prove Theorem 1.7.

5.1. Observability.

Let \(\Phi_w\) be the solution of the following continuous-time heat equation

\[
\frac{\partial}{\partial t} \Phi(x, t) - \Delta_X \Phi(x, t) + q(x) \Phi(x, t) = 0, \quad \text{for } (x, t) \in X \times \mathbb{R}_+, \tag{5.1}
\]

\[
\Phi(x, t)|_{t=0} = w(x), \quad \text{for } x \in X, \tag{5.2}
\]

where the initial data \(w(x)\) is unknown. The following lemma shows that if we know the interior spectral data, it is possible to determine the initial condition of a state from the measurement of the solution on \(B\).

**Lemma 5.1.** Let \((X, E)\) be a finite weighted graph and \(B \subset X\). Assume that there does not exist a nonzero eigenfunction, of the Schrödinger operator \(-\Delta_X + q\), vanishing identically on \(B\). Suppose we are given the interior spectral data \((\lambda_j, \phi_j|_B)|_{X|} |_{j=1}^{|X|}\). Then the measurement \(\Phi_w|_{B \times \mathbb{R}_+}\) determines \(\langle w, \phi_j \rangle_{L^2(X)}\) for all \(j = 1, \ldots, |X|\).

**Proof.** The solution of the equation (5.1) with the initial condition (5.2) can be written as

\[
\Phi_w(x, t) = \sum_{j=1}^N e^{-\lambda_j t} \tilde{\omega}_j \phi_j(x),
\]

where \(N = |X|\), and

\[
\tilde{\omega}_j = \langle w, \phi_j \rangle_{L^2(X)} = \sum_{x \in X} w(x) \phi_j(x).
\]

For simplicity, assume that all eigenvalues have multiplicity one. Suppose we have ordered the eigenvalues such that \(\lambda_j < \lambda_{j+1}\) for all \(j\). Suppose we have found \(\tilde{\omega}_j\) for \(j = 1, 2, \ldots, J - 1\). Using the values of \(\Phi_w\) on \(B\), we can compute the following limit at any \(z \in B\),

\[
b_J(z) := \lim_{t \to +\infty} e^{\lambda_J t} \left( \Phi_w(z, t) - \sum_{j=1}^{J-1} e^{-\lambda_j t} \tilde{\omega}_j \phi_j(z) \right).
\]

On the other hand,

\[
b_J(z) = \lim_{t \to +\infty} \sum_{j=0}^N e^{(\lambda_J - \lambda_j) t} \tilde{\omega}_j \phi_j(z) = \tilde{\omega}_J \phi_J(z).
\]

As each \(\phi_j\) does not vanish identically on \(B\) by assumption, this shows we can find \(\tilde{\omega}_J\). By induction, we can find \(\tilde{\omega}_j\) for all \(j = 1, 2, \cdots, N\).

For the case where eigenvalues may have multiplicity larger than one. The above procedure determines

\[
b_J(z) = \sum_{k \in L_J} \tilde{\omega}_k \phi_k(z), \quad \forall z \in B,
\]

where \(L_J\) is the set of indices for which \(\phi_j(z)\) do not vanish identically on \(B\).
where \( L_J = \{ k : \lambda_k = \lambda_J \} \). The unique continuation for eigenfunctions implies that \( \{ \phi_k | B \} \) are linear independent. Thus the quantities \( (b_J(z))_{z \in B} \) uniquely determine the coefficients \( \hat{w}_k \) for all \( k \in L_J \).

Analogously, one can also consider the observability for the discrete-time heat equation. Denote by \( U_w \) the solution of the discrete-time heat equation

\[
\begin{align*}
D_t U(x,t) - \Delta_X U(x,t) + q(x)U(x,t) &= 0, \quad \text{for } (x,t) \in X \times \mathbb{N}, \\
U(x,t)|_{t=0} &= w(x), \quad \text{for } x \in X,
\end{align*}
\]

(5.3) \( D_t U(x,t) - \Delta_X U(x,t) + q(x)U(x,t) = 0 \), for \( (x,t) \in X \times \mathbb{N} \),

(5.4) \( U(x,t)|_{t=0} = w(x) \), for \( x \in X \),

where the initial data \( w \) exist a nonzero eigenfunction, of the Schrödinger operator \( -\Delta_X + q \). Let \( \phi \) be a finite weighted graph and \( B \) be a finite weighted graph and \( B \subset X \). Assume that there does not exist a nonzero eigenfunction, of the Schrödinger operator \( -\Delta_X + q \), vanishing identically on \( B \). Suppose we are given the interior spectral data \( (\lambda_j, \phi_j|B)_{j=1}^{\lfloor |X| \rfloor} \). Then the measurement \( U_w|_{B \times \mathbb{N}} \) determines \( \langle w, \phi_j \rangle_{L^2(X)} \) for all \( j = 1, \cdots, \lfloor |X| \rfloor \).

**Proof.** The solution of the equation (5.3) with the initial condition (5.4) can be written as

\[
U_w(x,t) = \sum_{j=1}^{N} (1 - \lambda_j)^t \hat{w}_j \phi_j(x),
\]

where \( N = \lfloor |X| \rfloor \) and \( \hat{w}_j = \langle w, \phi_j \rangle_{L^2(X)} \).

Assume that all eigenvalues have multiplicity one. Suppose the eigenvalues are ordered such that \( |1 - \lambda_j| \geq |1 - \lambda_{j+1}| \) for all \( j \). Denote \( N_1 = \max \{ j : \lambda_j \neq 1 \} \). Suppose we have found \( \hat{w}_j \) for \( j = 1, 2, \cdots, J - 1 \) when \( J \leq N_1 \). Using the values of \( U_w \) on \( B \), we can evaluate the following quantity at any \( z \in B \) and \( t \in \mathbb{N} \),

\[
c_J(z,t) := (1 - \lambda_j)^{-t} \left( U_w(z,t) - \sum_{j=1}^{J-1} (1 - \lambda_j)^t \hat{w}_j \phi_j(z) \right).
\]

On the other hand,

\[
\begin{align*}
\lim_{t \to +\infty} \left( c_J(z,t) + c_J(z,t+1) \right) &= \lim_{t \to +\infty} \left( \sum_{j=1}^{N} \left( \frac{1}{1 - \lambda_j} \right)^t \hat{w}_j \phi_j(z) + \sum_{j=1}^{N} \left( \frac{1}{1 - \lambda_j} \right)^{t+1} \hat{w}_j \phi_j(z) \right) \\
&= 2\hat{w}_j \phi_j(z) + \lim_{t \to +\infty} \sum_{1 - \lambda_j = \lambda_j} \left( (-1)^t + (-1)^{t+1} \right) \hat{w}_j \phi_j(z) \\
&+ \lim_{t \to +\infty} \sum_{|1 - \lambda_j| = |1 - \lambda_{j+1}|} \left( \left( \frac{1 - \lambda_j}{1 - \lambda_{j+1}} \right)^t + \left( \frac{1 - \lambda_j}{1 - \lambda_{j+1}} \right)^{t+1} \right) \hat{w}_j \phi_j(z).
\end{align*}
\]

Due to our ordering of the eigenvalues, the last sum tends to 0. Hence we get

\[
\lim_{t \to +\infty} \left( c_J(z,t) + c_J(z,t+1) \right) = 2\hat{w}_j \phi_j(z).
\]

As each \( \phi_j \) does not vanish identically on \( B \) by assumption, this shows we can find \( \hat{w}_j \). By induction, we can find \( \hat{w}_j \) for all \( j = 1, 2, \cdots, N_1 \).

If there are eigenvalues with multiplicity larger than one, the procedure above determines \( \sum_{k \in L_J} \hat{w}_k \phi_k(z) \), where \( L_J = \{ k : \lambda_k = \lambda_J \} \). Then the same argument as the last part of Lemma 5.1 makes it possible to determine the coefficients \( \hat{w}_k \).
It remains to determine the coefficients corresponding to eigenvalue $1$. Since we have already determined all the coefficients $\hat{w}_j$ corresponding to eigenvalues not equal to $1$, we have the knowledge of the following quantity

$$U_w(z, 0) = \sum_{\lambda_j \neq 1} \hat{w}_j \phi_j(z) = \sum_{\lambda_j = 1} \hat{w}_j \phi_j(z), \quad \forall z \in B.$$ 

In the same way, the unique continuation for eigenfunctions makes it possible to determine all the coefficients $\hat{w}_j$ corresponding to eigenvalue $1$. $\square$

5.2. Controllability.

Let $U^f : X \times \{0, 1, \cdots, T\} \to \mathbb{R}$ be the solution of the following non-homogeneous discrete-time heat equation up to time $T$,

$$D_t U(x, t) - \Delta_X U(x, t) + q(x) U(x, t) = f(x, t), \quad \text{for } (x, t) \in X \times \{0, 1, \cdots, T\}, \quad (5.5)$$

$$U(x, t)|_{t=0} = 0, \quad \text{for } x \in X. \quad (5.6)$$

Note that $U^f(\cdot, T)$ is uniquely determined by solving the equations $[5.5]$ for $t = 0, 1, \cdots, T - 1$. We consider the situation where $f(\cdot, t)$ is real-valued and is only supported on a subset $B \subset X$ for all $t \in \{0, 1, \cdots, T - 1\}$.

**Proposition 5.3.** Let $(X, E)$ be a finite weighted graph and $B \subset X$. Assume that there does not exist a nonzero eigenfunction, of the Schrödinger operator $-\Delta_X + q$, vanishing identically on $B$. Then for any $T \geq |X|$, $T \in \mathbb{Z}_+$, we have

$$\{U^f(\cdot, T) : \text{supp } f \subset B \times \{0, 1, \cdots, T - 1\}\} = L^2(X).$$

**Proof.** Since $L^2(X)$ is finite dimensional, it suffices to prove the following statement: if a function $v : X \to \mathbb{R}$ satisfies $\langle U^f(\cdot, T), v \rangle_{L^2(X)} = 0$ for all $f : X \times \{0, 1, \cdots, T - 1\} \to \mathbb{R}$ with support on $B \times \{0, 1, \cdots, T - 1\}$, then $v = 0$.

Consider the following discrete-time equation

$$D_t^* \psi(x, t) - \Delta_X \psi(x, t) + q(x) \psi(x, t) = 0, \quad \text{for } (x, t) \in X \times \{1, 2, \cdots, T\}, \quad (5.7)$$

$$\psi(x, t)|_{t=T} = v(x), \quad \text{for } x \in X, \quad (5.8)$$

where

$$D_t^* \psi(x, t) := \psi(x, t - 1) - \psi(x, t). \quad (5.9)$$

Observe that the equation $[5.7]$ is defined by solving backwards in time from $t = T$, and thus the solution $\psi(\cdot, t)$ uniquely extends to $t = 0$. Then by $[5.5]$ and $[5.7]$,

$$\begin{align*}
\sum_{t=0}^{T-1} \langle \psi(\cdot, t + 1), f(\cdot, t) \rangle_{L^2(X)} &= \sum_{t=0}^{T-1} \left( \langle \psi(\cdot, t + 1), (D_t - \Delta_X + q) U^f(\cdot, t) \rangle_{L^2(X)} - \langle U^f(\cdot, t), (D_t^* - \Delta_X + q) \psi(\cdot, t + 1) \rangle_{L^2(X)} \right) \\
&= \sum_{t=0}^{T-1} \left( \langle \psi(\cdot, t + 1), D_t U^f(\cdot, t) \rangle - \langle U^f(\cdot, t), D_t^* \psi(\cdot, t + 1) \rangle \right),
\end{align*}$$
where we have used the fact that $\Delta_X$ is self-adjoint on $L^2(X)$ (as the graph has no boundary). Hence by definitions (1.12), (5.9), initial conditions (5.6), (5.8) and the assumption, we have

$$
T^{-1} \sum_{t=0}^{T-1} \langle \psi(\cdot, t+1), f(\cdot, t) \rangle_{L^2(X)} = \sum_{t=0}^{T-1} \left( \langle \psi(\cdot, t+1), U^f(\cdot, t + 1) - U^f(\cdot, t) \rangle - \langle U^f(\cdot, t), \psi(\cdot, t) - \psi(\cdot, t+1) \rangle \right)
$$

$$
= \sum_{t=0}^{T-1} \left( \langle \psi(\cdot, t+1), U^f(\cdot, t + 1) \rangle - \langle U^f(\cdot, t), \psi(\cdot, t) \rangle \right)
= \langle U^f(\cdot, T), \psi(\cdot, T) \rangle = 0.
$$

Since $f$ is arbitrary and is supported on $B \times \{0, 1, \cdots, T - 1\}$, the formula above implies that $\psi|_{B \times \{1, 2, \cdots, T\}} = 0$. Next, we show that $\psi = 0$ on $X \times \{0, 1, 2, \cdots, T\}$ and hence $v = 0$.

Let $\{\phi_j\}_{j=1}^N$ be a choice of orthonormalized eigenfunctions of $-\Delta_X + g$ corresponding to the eigenvalues $\lambda_j$, where $N = |X|$. By the equation (5.7), the solution $\psi$ can be written as

$$
(5.10) \quad \psi(x, t) = \sum_{j=1}^N (1 - \lambda_j)^{T-t} a_j \phi_j(x), \quad \text{for } t = 0, 1, \cdots, T,
$$

where $a_j = \langle \psi(\cdot, T), \phi_j \rangle_{L^2(X)} = \langle v, \phi_j \rangle_{L^2(X)}$.

Now assume that there does not exist a nonzero eigenfunction vanishing identically on $B$. For simplicity, assume all eigenvalues have multiplicity one. The conditions $\psi|_{B \times \{1, 2, \cdots, T\}} = 0$ and $T \geq N$ give at least $N$ number of linear equations with $N$ variables $\{a_j\}_{j=1}^N$ at any $z \in B$.

$$
(5.11) \quad \sum_{j=1}^N (1 - \lambda_j)^{T-t} a_j \phi_j(z) = 0, \quad \text{for } t = 1, 2, \cdots, T.
$$

We pick the latter $N$ linear equations (i.e. for $t = T - N + 1, \cdots, T$) and rewrite these equations at any $z \in B$ in the following matrix form:

$$
\begin{pmatrix}
1 & 1 - \lambda_1 & 1 - \lambda_2 & \cdots & 1 - \lambda_N \\
(1 - \lambda_1)^2 & (1 - \lambda_2)^2 & \cdots & (1 - \lambda_N)^2 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
(1 - \lambda_1)^{N-1} & (1 - \lambda_2)^{N-1} & \cdots & (1 - \lambda_N)^{N-1}
\end{pmatrix}
\begin{pmatrix}
a_1 \phi_1(z) \\
a_2 \phi_2(z) \\
\vdots \\
a_N \phi_N(z)
\end{pmatrix} = 0.
$$

The square matrix above (a Vandermonde matrix) is invertible, assuming all $\lambda_j$ are distinct:

$$
\begin{pmatrix}
1 & 1 - \lambda_1 & 1 - \lambda_2 & \cdots & 1 - \lambda_N \\
(1 - \lambda_1)^2 & (1 - \lambda_2)^2 & \cdots & (1 - \lambda_N)^2 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
(1 - \lambda_1)^{N-1} & (1 - \lambda_2)^{N-1} & \cdots & (1 - \lambda_N)^{N-1}
\end{pmatrix} = \prod_{1 \leq j < l \leq N} (\lambda_j - \lambda_l) \neq 0.
$$

Hence we get $a_j \phi_j(z) = 0$ for all $z \in B$ and $j = 1, \cdots, N$. As each $\phi_j$ is not identically zero on $B$, then $a_j = 0$ for all $j = 1, \cdots, N$.

If $\lambda_j$ are not all distinct, then the process above reduces to the non-degeneracy of the Vandermonde matrix of a reduced dimension, and yields that for each $j$,

$$
\sum_{k \in L_j} a_k \phi_k(z) = 0, \quad \forall z \in B,
$$
where \( L_j = \{ k : \lambda_k = \lambda_j \} \). Since there does not exist a nonzero eigenfunction vanishing identically on \( B \) by assumption, the vectors \( \{ \phi_k|_B \}_{k \in L_j} \) for each \( j \) are linear independent. Hence \( a_k = 0 \) for all \( k \in L_j \).

\[ \square \]

**Appendix A. Isospectral graphs with identical interior spectral data**

In this appendix, we calculate the eigenvalues and corresponding eigenfunctions (eigenvectors) for the isospectral graphs in Figure 1. It is known in [56, 90] that these graphs have the same eigenvalues, that is, the graphs are isospectral. In this appendix, we show that their interior spectral data are actually identical on the subset \( B = \{ v_1, v_2 \} \) of blue vertices. The operator in question is the combinatorial Laplacian, i.e. setting \( \mu, g \equiv 1 \) in our definition of the graph Laplacian (1.1). As a consequence, this phenomenon provides a counterexample to the solvability of an inverse problem for random walks, as explained in the following lemma.

**Lemma A.1.** Let \((X,E)\) and \((\bar{X}, \bar{E})\) be the two graphs in Figure 1. We consider the graph Laplacian (1.1) with weights \( \mu \equiv C, g \equiv 1 \), where \( C > 0 \) is a constant. Then there exist subsets \( B \subset X \) and \( \bar{B} \subset \bar{X} \) with \( |B| = |\bar{B}| = 2 \) (marked blue in the figure) such that the following statements hold.

1. Let \( \Phi : B \to \bar{B} \) be a bijection. Then we can find a complete orthonormal family of eigenfunctions \( \phi_j, \bar{\phi}_j \) for each graph corresponding to eigenvalue \( \lambda_j, \bar{\lambda}_j \), such that \( \lambda_j = \bar{\lambda}_j \) and \( \phi_j|_B = \bar{\phi}_j \circ \Phi|_B \) for all \( j \).

2. Let \( C \geq 4 \) and \( \Phi : B \to \bar{B} \) be a bijection. Then the random walk process given by (1.9) satisfies

\[
P(H^y_t = z) = P(\bar{H}^{\Phi(y)}_t = \Phi(z))
\]

for all \( y, z \in B \) and \( t \in \mathbb{N} \). Here \( H^y_t, t \in \mathbb{N} \) denotes the random walk on \((X,E)\) starting from \( y \), and \( \bar{H}^{\Phi(y)}_t \) denotes the random walk on \((\bar{X}, \bar{E})\) starting from \( \Phi(y) \).

**Proof.** (1) Observe that it suffices to prove the first claim for the combinatorial Laplacian, i.e. \( \mu, g \equiv 1 \). This is because changing \( \mu \) from 1 to \( C \) only changes eigenvalues by a factor of \( C^{-1} \), and changes normalized eigenfunctions by a factor of \( C^{-1/2} \) due to normalization (1.4). Thus we assume \( C = 1 \) for the first claim without loss of generality.

We label the vertices of the two graphs in Figure 1 as follows. First for the graph on the left, we name the upper left vertex \( v_3 \), the lower middle vertex \( v_4 \), on the right from top to bottom \( v_5, v_6 \). Then for the graph on the right, we name the lower vertices from left to right \( v_3, v_5, v_6 \), and the upper right vertex \( v_4 \).

For the combinatorial Laplacian, the \( L^2(X) \)-norm (1.4) of a function on \( X \) is simply the usual length of the function as a vector in \( \mathbb{R}^{|X|} \). In the standard basis of functions \( \{ e_i \}_{i=1}^{|X|} \) on \( X \) with \( e_i(v_k) = \delta_{ik} \), the combinatorial Laplacians \( \Delta \) are the following matrices:

\[
\Delta(\text{left}) = \begin{bmatrix}
-2 & 0 & 1 & 1 & 0 & 0 \\
0 & -2 & 1 & 1 & 0 & 0 \\
1 & 1 & -2 & 0 & 0 & 0 \\
1 & 1 & 0 & -4 & 1 & 1 \\
0 & 0 & 0 & 1 & -2 & 1 \\
0 & 0 & 0 & 1 & 1 & -2
\end{bmatrix},
\]
\[
\Delta(\text{right}) = \begin{bmatrix}
-2 & 0 & 1 & 1 & 0 & 0 \\
0 & -2 & 1 & 1 & 0 & 0 \\
1 & 1 & -3 & 0 & 1 & 0 \\
1 & 1 & 0 & -3 & 1 & 0 \\
0 & 0 & 1 & 1 & -3 & 1 \\
0 & 0 & 0 & 0 & 1 & -1 \\
\end{bmatrix}.
\]

After direct calculations, we list their eigenvalues and (a choice of) orthonormalized eigenvectors as follows. We write the eigenfunctions \( \phi_j \) in the form of vectors \( (\phi_j(v_1), \cdots, \phi_j(v_6)) \). Compare the 1st, 2nd entries of \( \phi_j(\text{left}) \) with the 1st, 2nd entries of \( \phi_j(\text{right}) \): they are identical for all \( j \).

- \( \lambda_1 = 0 \):

\[
\phi_1(\text{left}) = \phi_1(\text{right}) = \frac{1}{\sqrt{6}}(1, 1, 1, 1, 1, 1).
\]

- \( -\lambda_2 = -2 \):

\[
\phi_2(\text{left}) = \frac{1}{\sqrt{2}}(-1, 1, 0, 0, 0, 0), \quad \phi_2(\text{right}) = \frac{1}{\sqrt{2}}(-1, 1, 0, 0, 0, 0).
\]

- \( -\lambda_3 = -\lambda_4 = -3 \):

\[
\phi_3(\text{left}) = \frac{1}{\sqrt{8}}(-1, -1, 2, -1, 0, 1), \quad \phi_3(\text{right}) = \frac{1}{\sqrt{8}}(-1, -1, 1, 0, 2, -1).
\]

\[
\phi_4(\text{left}) = \frac{1}{\sqrt{2}}(0, 0, 0, 0, 1, -1), \quad \phi_4(\text{right}) = \frac{1}{\sqrt{2}}(0, 0, -1, 1, 0, 0).
\]

Apply the Gram-Schmidt orthogonalization:

\[
\phi_3^\perp(\text{left}) = (-\frac{1}{\sqrt{10}}, \frac{1}{\sqrt{10}}, **, **), \quad \phi_3^\perp(\text{right}) = (-\frac{1}{\sqrt{10}}, \frac{1}{\sqrt{10}}, **, **).
\]

Observe that the length of \( \phi_3^\perp(\text{left}) \) is equal to that of \( \phi_3^\perp(\text{right}) \).

- \( -\lambda_5 = \sqrt{5} - 3 \):

\[
\phi_5(\text{left}) = \frac{\sqrt{2}}{\sqrt{5(\sqrt{5} - 1)}}(-\frac{\sqrt{5} + 1}{2}, \frac{-\sqrt{5} + 1}{2}, -1, \sqrt{5} - 2, 1, 1)
\]

\[
= (-\frac{1}{\sqrt{10}}, -\frac{1}{\sqrt{10}}, **, **, **),
\]

\[
\phi_5(\text{right}) = \frac{\sqrt{2}}{\sqrt{5(3 - \sqrt{5})}}(\frac{\sqrt{5} - 3}{2}, \frac{-\sqrt{5} - 3}{2}, -\sqrt{5} + 2, -\sqrt{5} + 2, \sqrt{5} - 2, 1)
\]

\[
= (-\frac{1}{\sqrt{10}}, -\frac{1}{\sqrt{10}}, **, **, **).
\]

- \( -\lambda_6 = -\sqrt{5} - 3 \):

\[
\phi_6(\text{left}) = \frac{\sqrt{2}}{\sqrt{5(\sqrt{5} + 1)}}(\frac{\sqrt{5} + 1}{2}, \frac{\sqrt{5} + 1}{2}, -1, -\sqrt{5} - 2, 1, 1)
\]

\[
= (\frac{1}{\sqrt{10}}, \frac{1}{\sqrt{10}}, **, **, **),
\]

\[
\phi_6(\text{right}) = \frac{\sqrt{2}}{\sqrt{5(3 + \sqrt{5})}}(\frac{\sqrt{5} + 3}{2}, \frac{\sqrt{5} + 3}{2}, -\sqrt{5} - 2, -\sqrt{5} - 2, \sqrt{5} + 2, -1)
\]

\[
= (\frac{1}{\sqrt{10}}, \frac{1}{\sqrt{10}}, **, **, **).\]
(2) For the second claim, it is convenient to use the equation (1.13). The formula (1.11) shows that 
\[ u(x,t) := \mathbb{E}(w(H_x^t)) \]
satisfies the heat equation (1.13) with the initial value \( w \), where the associated graph Laplacian has weights \( \mu \equiv C \geq 4, g \equiv 1 \). Let \( z \in B \) and take the initial value \( w(x) = \delta_z(x) \) in the equation (1.13)-(1.14). Then we see that the solution \( u(x,t) \) is

\[ u(x,t) = \mathbb{E}(\delta_z(H_x^t)) = \mathbb{P}(H_x^t = z). \]

On the other hand, we can write the solution \( u(x,t) \) in terms of eigenvalues and (orthonormalized) eigenfunctions by using the equation (1.13). Namely,

\[ u(x,t) = \sum_{j=1}^{6} (1 - \lambda_j)^t \hat{w}_j \phi_j(x), \]

where

\[ \hat{w}_j = \langle w, \phi_j \rangle_{L^2(X)} = \langle \delta_z, \phi_j \rangle_{L^2(X)} = C \phi_j(z). \]

Since the eigenvalues and eigenfunctions of the graph Laplacian with weights \( \mu \equiv C, g \equiv 1 \) coincide for the two graphs on \( B \) due to (1), then \( \hat{w}_j \) and hence \( u|_{B \times \mathbb{N}} \) coincide. Thus varying \( z \in B \) shows that \( \mathbb{P}(H_y^t = z) \) coincide for the two graphs for all \( y,z \in B, t \in \mathbb{N} \). \( \square \)
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