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Abstract—While the machine learning literature dedicated to fully automated reasoning algorithms is abundant, the number of methods enabling the inference process on the basis of previously defined knowledge structures is scantier. Fuzzy Cognitive Maps (FCMs) are neural networks that can be exploited towards this goal because of their flexibility to handle external knowledge. However, FCMs suffer from a number of issues that range from the limited prediction horizon to the absence of theoretically sound learning algorithms able to produce accurate predictions. In this paper, we propose a neural network system named Short-term Cognitive Networks that tackle some of these limitations. In our model weights are not constrained and may have a causal nature or not. As a second contribution, we present a nonsynaptic learning algorithm to improve the network performance without modifying the previously defined weights. Moreover, we derive a stop condition to prevent the learning algorithm from iterating without decreasing the simulation error.
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I. INTRODUCTION

Fuzzy Cognitive Maps (FCMs) [1] [2] continue to grow in popularity mainly because of their potential to deal with expert knowledge. In these recurrent neural networks, neurons have a specific meaning for the problem under investigation, whereas edges denote causal relationships [3]. In a simulation context, the reasoning is devoted to computing the system state attached to an initial vector, which is regularly provided by the expert. This is equivalent to computing the activation value of each decision neuron from non-decision ones.

Likewise, fuzzy cognitive mapping has been used to design more complex machine learning solutions. The development of forecasting models for univariate / multivariate time series [4] [5] [6] [7] and granular cognitive classifiers [8] [9] are examples that illustrate the potential attached to this technique. Even the Neurocomputing journal recently dedicated a special issue [10] to relevant theoretical advances in this field. But to what extent some contributions reported in the literature can be considered authentic FCM solutions (as originally defined by Kosko in [1] [2]) may be questionable. For example, would it be correct to claim that an FCM model adjusted using a data-driven heuristic learning algorithm properly reflects real-world causalities between any two concepts?

Generally speaking, FCMs are far from being a theoretically robust simulation technique. The rather limited prediction horizon of neurons, the absence of an accurate learning algorithm and the ambiguous semantics of fixed points are examples of shortcomings identified in this model. Carvalho [11] discussed some of these problems, but for some reason the current FCM research remains inside the box. While some of the above-mentioned drawbacks seem perfectly solvable, the fact is that traditional FCMs face theoretical barriers difficult to surmount. For example, in [12] the authors introduced the contraction theorem for FCMs which states that the activation space of a sigmoid neuron may shrink infinitely, without any guarantee of reaching an equilibrium point. Even if the system converges, there is no guarantee that the discovered equilibrium attractor leads to the lowest simulation error.

In spite of the above-mentioned issues, the cognitive mapping principle stands as a powerful approach to perform simulations on the basis of previously defined knowledge structures. In our research, we refer to this valuable characteristic as the flexible reasoning. Not many machine learning techniques allow to directly embed knowledge into their reasoning process. It is worth mentioning that in the flexible reasoning paradigm the knowledge structures can be defined by experts or computed by other algorithms. However, designing such a highly flexible, sound simulation model under the umbrella of traditional FCMs may become (unnecessarily) difficult. For example, what if the experts have a clear picture of how the variables correlate, but they are unable to claim the existence of causal relationships between them?

This paper brings to life the following contributions. Firstly, we discuss some major problems affecting FCM-based models which motivated this research. Secondly, we introduce a neural system referred to as Short-term Cognitive Networks, which allow reasoning on the basis of previously defined knowledge structures. In our research such structures refer to the weight matrix that defines the interaction among system variables. Thirdly, we propose a nonsynaptic learning algorithm to reduce the global simulation error without modifying the weight matrix. This gradient-based algorithm regulates the excitation degree of each neuron in each iteration. As a last contribution, we analytically derive a stop condition to prevent the learning algorithm from iterating without decreasing the global error, thus notably increasing its efficiency.

The rest of this paper is organized as follows. Section [11] provides a concise background on traditional FCMs, whereas Section [13] discusses the key motivations behind our proposal. Section [14] presents our flexible reasoning model baptized as Short-term Cognitive Networks, while Section [15] is dedicated to the nonsynaptic learning method. Section [16] introduces the numerical simulations, and Section [17] outlines the concluding remarks and future research avenues.
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II. FUZZY COGNITIVE MAPPING

In a nutshell, an FCM denotes a complex network of causal relationships between abstract concepts. Figure 1 portrays an FCM describing the complex interrelations in a simplified food chain. The model is intuitive and fairly self-explanatory. It can be seen that predators thrive when there is a lot of prey, whereas the prey animals themselves are under pressure from the predators but can be boosted by the presence of grass. Given a set of predators, prey and grass, the FCM can evolve in several iterations. It is likely that after a sufficient number of iterations, the network will eventually find a stable state in which the entire system reaches a balance.

Fig. 1: FCM-based system with three concepts modeling the interrelations in a simplified food chain.

In its mathematical form, an FCM can be defined by a 4-tuple \( (C, W, A, f(\cdot)) \), where \( C = \{C_1, \ldots, C_M\} \) comprises the variables describing the physical system, typically visualized as nodes in the network while \( W \) denotes an \( M \times M \) weight matrix where \( w_{ij} \in [-1, 1] \) encodes a causal relation of \( C_i \) upon \( C_j \). In the graph, each weight is visualized as a labeled edge between the corresponding concepts. The interpretation of causal weights is depicted as follows:

- \( w_{ij} > 0 \): If activated, \( C_i \) will excite \( C_j \). More explicitly, higher (lower) activation values of \( C_i \) in the current iteration will lead to higher (lower) activation values of \( C_j \) in the following iteration;
- \( w_{ij} < 0 \): If activated, \( A_i \) will inhibit \( C_j \). More explicitly, lower (higher) activation values of \( C_i \) in the current iteration will lead to higher (lower) activation values of \( C_j \) in the following iteration;
- \( w_{ij} = 0 \): \( C_i \) will not influence \( C_j \). In the graphical model, this relation is usually indicated by the absence of an edge between the two concepts.

These statements are different from common phrases like an increase (decrease) in one will cause an increase (decrease) in the other. The systematic misinterpretation of causal weights has been widely discussed by Carvalho [11]. In this paper, we have chosen a definition that is more in line with the inference rule attached to the neural system.

The function \( A : C \times N \rightarrow A_i^{(t)} \) comprises the activation value of the \( C_i \) concept in the \( t \)th iteration step. The initial activation value \( A_i^{(0)} \) can be either determined by the expert at the beginning of the simulation, or computed from historical data. During the reasoning process, such values are updated using the inference rule depicted in Equation 1. In reference to the previous paragraph, it can be seen that \( A_i^{(t+1)} \) is defined by the activation values of its connected concepts in the previous iteration, not by any increase or decrease. On the other hand, this reasoning rule treats the concepts as standard McCulloch-Pitts neurons [13] in a causal graph, which is why FCMs are considered (recurrent) neural systems.

\[
A_i^{(t+1)} = f \left( \sum_{j=1}^{M} w_{ij} A_j^{(t)} \right), \quad i \neq j
\]  

For a sufficient number of iterations \( T \), the recurrent system can be attracted to one of the following states:

- **Fixed-point** \( (\exists t_\alpha \in \{1, 2, \ldots, (T - 1)\} : A^{(t+1)} = A^{(t)}, \forall t \geq t_\alpha) \): the map produces the same output after the cycle \( t_\alpha \), so \( A^{(t_\alpha)} = A^{(t_\alpha+1)} = A^{(t_\alpha+2)} = \ldots = A^{(T)} \).
- **Limit cycle** \( (\exists t_\alpha, P \in \{1, 2, \ldots, (T - 1)\} : A^{(t+P)} = A^{(t)}, \forall t \geq t_\alpha) \): the map produces the same output periodically after the cycle \( t_\alpha \), so \( A^{(t_\alpha)} = A^{(t_\alpha+P)} = A^{(t_\alpha+2P)} = \ldots = A^{(t_\alpha+jP)} \) where \( t_\alpha + jP \leq T \), such that \( j \in \{1, 2, \ldots, (T - 1)\} \).
- **Chaos**: the map continues to produce different state vectors for successive cycles.

There does not seem to be an academic agreement on the interpretation of an iteration in an FCM. Typically, the meaning of an iteration is ignored when modeling simulation or pattern classification scenarios. In these cases, it is desired that the system converges to a fixed point in order to draw conclusions. In time series forecasting, however, iterations are typically equated with the time span between two discrete observations in a dataset. Fixed-point attractors are less desirable in time series forecasting since such equilibrium points suppress the model’s ability to forecast fluctuations.

III. CRITICISM AND MOTIVATION

For many years we have presented FCMs as an almost infallible technique for modeling and simulating complex systems. However, as already mentioned, FCM-based models exhibit serious drawbacks that may affect the simulation outcomes. In this section, we discuss three of such issues: (1) the causation fallacy behind existing learning algorithms, (2) the restrictions imposed by causal weights, and (3) the implications of unique attractors in simulation scenarios.
According to Kosko [2], each arrow in an FCM represents a causal relationship that is described by a signed and bounded weight. Observe that the causality assumption is pivotal here, otherwise we are in presence of traditional associative neural networks. However, the most successful learning algorithms — which are mostly based on heuristic search methods — cannot produce authentic causal structures since they basically perform like black boxes. This implies that we cannot claim any kind of causation unless we establish constraints beforehand, which must be defined by the experts. As an alternative, we can employ Hebbian-like algorithms which attempt to compute a model with minimal deviation from a predefined initial matrix. Although those methods could be useful in control problems, their poor generalization capability [3] makes them unsuitable for more challenging prediction scenarios.

Another issue with the fuzzy cognitive model is that causal weights are confined to the $[-1, 1]$ interval. However, it can be verified that this constraint greatly reduces the prediction horizon of FCM-based models.

**Proof.** Let $C_i$ be a sigmoid neuron, then its activation value in the $t$th iteration can be expressed as:

$$A_i^{(t)}(k) = \frac{1}{1 + e^{-\lambda \sum_{j=1}^{M} w_{ji} A_j^{(t-1)}(k)}}, \forall k$$

where $k$ denotes the index of the activation vector used to start the recurrent reasoning process.

Since $-1 \leq w_{ji} \leq 1$ and $0 \leq A_j^{(t-1)}(k) \leq 1$, then

$$\min(C_i) \leq \sum_{j=1}^{M} w_{ji} A_j^{(t-1)}(k) \leq \max(C_i), \forall k$$

where

$$\min(C_i) = \sum_{j=1}^{M} w_{ji}(1 - \text{sig}(w_{ji}))$$

$$\max(C_i) = \sum_{j=1}^{M} w_{ji}(1 + \text{sig}(w_{ji}))$$

Moreover, since the sigmoid function $f(x)$ is monotonically non-decreasing, we can confidently state that:

$$\frac{1}{1 + e^{-\lambda \min(C_i)}} \leq A_i^{(t)}(k) \leq \frac{1}{1 + e^{-\lambda \max(C_i)}}, \forall k.$$
where

\[
\Psi_j^{(t)}(k) = \begin{cases} 
    f_i^{(t)} \left( \sum_{j=1}^{M} w_{ij} A_j^{(0)}(k) \right) & t > 0 \\
    A_j^{(0)}(k) & t = 0
\end{cases}
\]  

(4)

represents short-term evidence attached to the \(i\)th neural entity in the current iteration \(t\) such that \(t = \{1, 2, \ldots, T\}\), using the \(k\)th example as the excitation vector. Equation 5 formalizes the generalized sigmoid function used to squash the neuron’s activation within the \([0, 1]\) interval,

\[
f_i^{(t)}(x) = \frac{1}{(1 + q_i^{(t)} e^{-A_i^{(t)}(x-h_i^{(t)})})^{1/v_i^{(t)}}}
\]

(5)

where \(q_i > 0\), \(\lambda_i > 0\), \(h_i \in \mathbb{R}\) and \(v_i > 0\) are parameters that can be used to compensate the lack of flexibility imposed by the fact that weights cannot be modified, as they were fixed by the expert during the modeling stage.

The reasoning process of STCNs can be entirely described by two mechanisms: the forgetting step and the information propagation. During the first step (see Figure 2) the network discharges the evidence accumulated until the current iteration; only the sigmoid parameters associated with each neuron are preserved. The second step (see Figure 3) is concerned with computing the short-term evidence \(\Psi_j^{(t)}(k)\) by multiplying the initial activation vector with the fixed weight matrix. As a final step, the evidence collected from neurons in the iteration \(t\) is propagated to the following iteration.

\[
\text{Fig. 2: Forgetting mechanism in the STCN model.}
\]

The STCN model does involve an implicit long-term recurrence such that the knowledge preserved from the previous iteration is stored within the neurons. This happens because the data used to adjust the sigmoid parameters in the \(t + 1\) iteration (during the learning phase) is obtained after transforming the original data with the previously computed parameters. This is similar to the regularization based on data transformation [20] used in deep learning models.

In the STCN algorithm, the updating rule finishes once the network reaches a fixed number of iterations. If the iterations are not explicitly defined, and due to the fact that there is no way to compute the real simulation error when exploiting the model for a unseen pattern, the maximum number of iterations will be determined during the training phase. Observe that talking about fixed-point attractors may not be realistic due to the frequent disruptions caused by the short-term reasoning memory. In spite of that, an STCN may reach a stationary state with respect to the simulation error, which does not necessarily reflect the hidden system semantics.

**V. Nonsynaptic Learning**

Nonsynaptic learning was first introduced and applied by Nápoles et al. [14] to improve the convergence of FCM-based models equipped with sigmoid transfer functions. In the STCN context, the nonsynaptic learning seems a suitable approach to reduce the simulation error without the need of altering the knowledge stored into the synaptic connections. This can be implemented by computing the sigmoid function parameters \(q_i > 0\), \(\lambda_i > 0\), \(h_i \in \mathbb{R}\) and \(v_i > 0\) associated with the \(i\)th transfer function in each iteration.
The nonsynaptic learning procedure relies on the gradient descent method [21][22]. The first step towards formalizing the learning rule is concerned with the definition of a differentiable error function for each iteration, as we assume that the network will forget the old information due to the short-term memory. This implies that we will perform a separate learning procedure for each STCN in an incremental fashion where only the previous sigmoid parameters are exploited, thus reducing the algorithm’s complexity. Equation 6 shows how to compute the error of the $i$th neuron in the $t$ iteration,

$$E_i^{(t)} = \sum_{k=1}^{K} \left( \frac{1}{1 + q_i^{(t)} e^{-\lambda_i^{(t)} (\hat{h}_k^{(t)} - h_i^{(t)})}} - Y(k) \right)^2,$$

where $\hat{A}_{ik}^{(t)} = \sum_{j=1}^{M} w_{ji} \psi_j^{(t-1)}(k)$ is the raw value for the $i$th neuron before being transformed, and $K$ is the number of training instances used as simulation examples. We can define a training example as a $|C|$-dimensional vector comprising the activation values of all variables, where any variable in the model can be predicted from the remaining ones.

Before applying the nonsynaptic learning method, we first transform the data into a sigmoid space since our model lacks a formal output layer with linear units, as typically occurs in multilayer perceptron networks.

Once the sigmoid transformation step is done, we iteratively improve an initial solution until a maximum number of epochs is reached. Let us assume that the candidate solutions have the form $X = [\lambda_i \ h_i \ q_i \ v_i]$ then the gradient-based updating rule can be formalized as follows:

$$X^{(t+1)} = X^{(t)} - Z^{(t+1)}$$  \hspace{1cm} (7)

$$Z^{(t+1)} = \beta Z^{(t)} + \eta \nabla E^{(t)}$$  \hspace{1cm} (8)

where $\beta \geq 0$ is the momentum, $\eta > 0$ is the learning rate, while $\nabla E^{(t)}(C_i) = \left( \frac{\partial E}{\partial \lambda_i^{(t)}}, \frac{\partial E}{\partial h_i^{(t)}}, \frac{\partial E}{\partial q_i^{(t)}}, \frac{\partial E}{\partial v_i^{(t)}} \right)$, such that

$$\frac{\partial E}{\partial \lambda_i^{(t)}} = \sum_{k=1}^{K} \gamma (\hat{A}_{ik}^{(t)} - \lambda_i^{(t)}(q_i^{(t)} \vartheta^{-1} - v_i^{(t)}) (q_i^{(t)} \vartheta^{-1} - v_i^{(t)}) - Y(k)),$$

$$\frac{\partial E}{\partial h_i^{(t)}} = \sum_{k=1}^{K} \gamma (q_i^{(t)} \vartheta^{-1} - v_i^{(t)}) (q_i^{(t)} \vartheta^{-1} - v_i^{(t)}) - Y(k)) \lambda_i^{(t)} v_i^{(t)},$$

$$\frac{\partial E}{\partial q_i^{(t)}} = \sum_{k=1}^{K} \gamma (\vartheta^{-1} - v_i^{(t)}) (\vartheta^{-1} - v_i^{(t)}) - Y(k)) \lambda_i^{(t)} v_i^{(t)} h_i^{(t)},$$

$$\frac{\partial E}{\partial v_i^{(t)}} = \sum_{k=1}^{K} (2 \vartheta \ln(\vartheta^{-1}) - v_i^{(t)}) (\vartheta^{-1} - v_i^{(t)}) - Y(k)) v_i^{(t)} v_i^{(t)},$$

where $\gamma$ and $\vartheta$ are defined as follows:

$$\gamma = 2 e^{-(\hat{A}_{ik}^{(t)} - h_i^{(t)}) \lambda_i^{(t)}}.$$

Equation 9 formalizes the inverse sigmoid function, which is employed to return the forecasted values back to the original domain. This function is not defined when $-1 < q_i < 0$, but this scenario is not possible because $q_i > 0$, $\vartheta_i > 0$ and $y \neq 1$. Due to the fact that this function may produce values that grow towards infinity, we confine the real values of each variable $X_i$ to the $[L_i, U_i]$ interval, where $L_i$ and $U_i$ represent the minimum and maximum values observed in the dataset for the $i$th problem variable, respectively.

$$f_i^{-1}(y) = -\ln \left( -\frac{1}{\vartheta_i} \right) + \bar{h}_i \lambda_i$$  \hspace{1cm} (9)

This learning method is applied sequentially to each STCN iteration since the parameters estimated in the current iteration will be adopted to compute the following short-term evidence. Each learning process will stop either when a maximal number of epochs is reached or when the variations on the parameters from an iteration to another are infinitesimal. It can be proved that, if the latter situation comes to light, then the STCN model will enter into a stationary state that will lead to infinitesimal or no reduction in the simulation error.

**Proof.** Let us assume that an implicit STCN reached a good enough local optimum in the $t+1$ iteration step, then the global simulation error for the network is:

$$E^{(t+1)} = \sum_{i=1}^{M} \sum_{k=1}^{K} \left( f_i^{(t+1)} \left( \sum_{j=1}^{M} w_{ji} \psi_j(k) \right) - Y_i(k) \right)^2,$$

where $Y_i(k)$ represents the real (expected) value associated with the $C_i$ neuron for the $k$th simulation example, $M$ denotes the number of neural processing entities, while the short-term evidence is $\psi_j^{(t)}(k) = f_j^{(t)} \left( \sum_{i=1}^{M} w_{ij} \hat{A}_{ik}^{(t)}(k) \right)$.

If $\Delta E^{(t+1)} = \left( E^{(t+1)} - E^{(t+2)} \right)^2 \leq \xi_1$, $t + 2 \leq T$, for a small enough $\xi_1 > 0$, then two scenarios are possible:

- $F_1 = \{ f_i^{(t+1)} \}_{i=1}^{M}$ and $F_2 = \{ f_i^{(t+2)} \}_{i=1}^{M}$ represent two different local optima. Consequently,

$$\exists C_i \in C \int_{-M}^{+M} \left( f_i^{(t+1)}(x) - f_i^{(t+2)}(x) \right)^2 \, dx > \xi_2.$$

- $F_1 = \{ f_i^{(t+1)} \}_{i=1}^{M}$ and $F_2 = \{ f_i^{(t+2)} \}_{i=1}^{M}$ represent the same local optimum. Consequently,

$$\exists C_i \in C \int_{-M}^{+M} \left( f_i^{(t+1)}(x) - f_i^{(t+2)}(x) \right)^2 \, dx > \xi_2.$$

If the first scenario comes to light, then we are in presence of a multimodal space since the families of sigmoid functions $F_1$ and $F_2$ lead to equally accurate solutions, but there exist at least a pair of functions $f_i^{(t+1)}(x) \in F_1$ and $f_i^{(t+2)}(x) \in F_2$ that differ in their shapes. This implies that the network could still have a chance to reach a better solution, thus we should continue iterating. In the second case, the shapes of all pairs of functions $f_i^{(t+1)}(x) \in F_1$ and $f_i^{(t+2)}(x) \in F_2$ are significantly
similar. For a small enough \( \xi \) and given the fact that STCNs employ a short-term reasoning process on which weights do not change from an iteration to the following, we can claim that \( \Psi_j^{(T+1)}(k) \approx \Psi_j^{(T+2)}(k), \forall j, k \) because

\[
 f_j^{(t+1)} \left( \sum_{i=1}^{M} w_{ij} A_i^{(0)}(k) \right) \approx f_j^{(t+2)} \left( \sum_{i=1}^{M} w_{ij} A_i^{(0)}(k) \right).
\]

On the other hand, since our learning method is deterministic, it is reasonable to expect the same behavior for the functions in \( \{ f_i^{(t+1)} \}_{i=1}^{M}, \ldots, \{ f_i^{(T+1)} \}_{i=1}^{M} \), therefore

\[
 \int_{-M}^{+M} \left( f_i^{[p]}(x) - f_i^{[p+1]}(x) \right)^2 dx \approx 0
\]

such that \( p = \{ t+1, t+2, \ldots, T-1 \} \). Given the fact that the sigmoid activator is a continuous, non-noisy function we can claim that \( \Delta E^{(p)} \approx 0 \). This suggests that the STCN reached a stationary state on which further learning iterations will not significantly reduce the simulation error.

VI. NUMERICAL SIMULATIONS

In this section, we evaluate the performance of STCNs in simulation scenarios where the goal is to forecast the value of any variable from the remaining ones.

A. Proof of concept

In our first experiment, we illustrate how STCNs operate for the Iris problem. This dataset contains 3 decision classes of 50 instances each, where classes refer to the type of plant. One class is linearly separable from the others, while the other two are not linearly separable from each other. As we are not interested in solving the classification problem, we remove the decision class during the preprocessing stage.

The first step in modeling this problem is to represent each feature with a sigmoid neuron. As an alternative to the lack of expert knowledge for this problem, we can model the relation between neurons \( C_j \) and \( C_i \) as a linear regression equation \( A_j = w_{ji} A_i + r_j \). Equations (10) and (11) show how to compute such coefficients from the dataset,

\[
w_{ji} = \frac{K \sum_k x_k(j)x_k(i) - \sum_{k,i} x_k(j) x_k(i)}{K(\sum_k x_k(j)^2) - (\sum_k x_k(j))^2}
\]

(10)

\[
r_j = \frac{\sum_k x_k(i)^2 \sum_k x_k(j) - \sum_{k,i} x_k(i) x_k(j) \sum_k x_k(i)}{K(\sum_k x_k(i)^2) - (\sum_k x_k(i))^2}
\]

(11)

where \( K \) denotes the number of instances in the training set, whereas \( x_k(i) \) represents the value of the \( i \)-th variable as coded in the \( k \)-th training example. It should be stated that the \( r_j \) coefficients are used to initialize the offset parameter of the \( i \)-th neuron as \( h_i^{(0)} = \min\{1, \sum_{j=1}^{M} r_j \} \), which simulates the bias in a McCulloch-Pitts neuron [13]. This initialization strategy may help reach better results with less effort when training neural system. The remaining sigmoid function parameters are internalized using a random approach.

Figure 4 portrays the Pearson correlation between Iris variables.

In all simulations conducted in this paper, the learning rate is set to 0.001, the momentum is set to 0.85, while the number of epochs for each training process is set to 500. Since our neural system resembles a multiple regression, we adopted several state-of-the-art models for comparison purposes, which are implemented in the R programming language. The selected algorithms include: linear regression (LREG) from the nnet package, support vector regression (SVM) from the e1071 package, \( k \)-nearest neighbors (\( k \)NN) from the class package, random forest (RF) from the randomForest package and multilayer perceptron (MLP) from the monmlp package. It is fair to mention that we have relied on the default parameters attached to the selected methods, therefore no algorithm performs parameter tuning. Although a proper parametric setting regularly increases the algorithm’s performance over multiple data sources, a robust model should be capable of producing good results even when its parameters might not have fully been optimized for a specific problem.

Figure 5 depicts the Mean Squared Error (MSE) obtained by each algorithm, after performing a 10-fold cross-validation process. In the case of the state-of-the-art regression methods, we report the MSE across several independent models (i.e., one per each dependent variable) since these algorithms allow to predict a single variable at each time. Hence, each variable in the dataset will be used one time as the dependent variable, and \( N-1 \) times as an independent variable. The simulations show that STCNs are able to produce competitive approximations without the need of building a new regression model for each dependent variable to be predicted.
Fig. 5: MSE achieved by each regression model for the Iris dataset using a 10-fold cross-validation.

Figure 6 and 7 display, as an example, the sigmoid function adjustment for the X1 variable (i.e., sepal length). The orange line represents the sigmoid function in the previous iteration step, while the blue one indicates the adjusted function. In this simulation, the initial solution was set as follows: $\lambda_1 = 5$, $h_1 = 0.5$, $q_1 = 1$ and $v_1 = 1$. After a few iterations the learning algorithm was able to decrease the simulation error from 0.3789 to 0.0007, without changing the weight matrix configuration.

Figure 8 portrays the global simulation error attained by the network where all available data is used for both training and testing, so the focus is not the algorithm’s generalization ability. Instead, the goal is to illustrate how the error decreases from an STCN iteration to the following, until a local optimum is discovered. Towards the end, the system becomes stationary since there is no reason to update the shape of the sigmoid function attached to each neural entity.

In general, the preliminary results confirm that the proposed STCN algorithm (in conjunction with the nonsynaptic learning approach) is suitable to perform simulations on the basis of a previously defined weight matrix. It is worth mentioning that our model heavily depends on that knowledge, and thus we cannot expect high-quality predictions from an STCN network comprising a poorly defined weight matrix.

B. Extended experiments: multiple regression

Aiming at expanding our analysis with more challenging scenarios, we have selected 35 datasets from the study reported in [9]. Table I outlines the key features of such datasets where the number of attributes ranges from 3 to 22, the number of decision classes from 2 to 8, whereas the number of instances goes from 106 to 625. Similarly to the previous experiment, we remove the decision class since our goal is to predict the value of numerical attributes. Observe that our experiments use rather small datasets for the following reasons: (i) to keep the simulation time low, and (ii) to better resemble the real-world simulation scenarios on which experts are able to provide a limited number of training examples.

Table II shows the MSE achieved by each algorithm across selected datasets, which are further summarized in Figure 9. From these results we can conclude that the proposed model is the best-performing technique followed by RF, while SVM is ranked at the third position. It is remarkable the superiority of our neural approach with respect to these well-established algorithms, even when they build an independent regression model per each dependent variable to be predicted. Or perhaps, being capable of approximating the value of multiple variables
using a single model eventually becomes a key piece towards producing lower simulation errors.

Likewise, we can observe that our algorithm reports a stable behavior in situations where other methods report error peaks. Again, this could be a positive consequence of predicting the value of multiple dependent variables using a single simulation model. In other words, during the reasoning phase, the STCN algorithm attempts to reduce the overall network error, even when the simulation error associated with a particular neural algorithm attempts to reduce the overall network error, even.

Aiming at exploring whether the differences in algorithms' performance are statistically significant or not, we rely on the Friedman two-way analysis of variances by ranks [23]. This test advocates for the rejection of the null hypothesis (p-value = 1.16576E-16 < 0.05) for a confidence interval of 95%, hence we can conclude that there are significant differences between at least two models across datasets.

Next, we perform a pairwise significance analysis using the STCN model as the control method. By doing so, we resorted to the Wilcoxon signed rank test [24] and post-hoc procedures to adjust the p-values instead of using mean-ranks approaches, as recently suggested by Benavoli et al. [25]. Table I reports the unadjusted p-value computed by the Wilcoxon signed rank test and the corrected p-values associated with each pairwise comparison. In this research, we assume that a null hypothesis can be rejected for a certain confidence level if at least one of the post-hoc procedures supports the rejection.

The statistical analysis reveals that the proposed algorithm is superior in performance to LREG, kNN, MLP and SVM since both Holm and Holland suggest to reject the null hypotheses for a 95% confidence interval. In the case of the STCN-RF pair, both Holm and Holland can support the rejection of the null hypothesis in favor of our algorithm if we adopt a 90%
TABLE III: Pairwise analysis using the STCN algorithm as the control method (multiple regression setting).

| Algorithm | p-value | Bonferroni | Holm | Holland |
|-----------|---------|------------|------|---------|
| LREG      | 7.76E-6 | 3.38E-5    | 3.38E-5 | 3.38E-5 |
| kNN       | 1.22E-5 | 6.12E-5    | 4.89E-5 | 4.89E-5 |
| MLP       | 0.001858 | 0.009290   | 0.005574 | 0.005574 |
| SVM       | 0.013389 | 0.066945   | 0.026778 | 0.026778 |
| RF        | 0.079676 | 0.398380   | 0.079676 | 0.079676 |

confident interval. In a nutshell, these results evidence the capability of our algorithm to produce high-quality predictions with less effort, i.e., without the need of building a separate model for each dependent variable. In spite of that, it should be highlighted that the main contribution attached to our proposal is the flexible reasoning scheme that allows including expert knowledge into the network structure.

C. Extended experiments: associative memories

In the previous section we evaluated the prediction capability of STCNs against traditional regression models. However, our neural system goes beyond multiple regression in the sense that it can handle prediction problems involving several dependent variables simultaneously, which closely resembles the way associative memories operate [26]. As a representative of these networks we have selected the Hopfield model [27] since its architecture is reasonably similar to the one discussed in this paper, i.e., each neuron has a well-defined meaning for the prediction problem under analysis.

Likewise, we compare our method against an FCM using sigmoid neurons ($\lambda = q = v = 1, h = 0$) where weights can be freely distributed in the $[-1, 1]$ interval. One advantage of FCMs over other techniques is that they can be designed to simulate an associative memory, that is why we have reserved them for this section. Aiming at estimating the weight set, we adopt an evolutionary learning approach based on an elitist Real-Coded Genetic Algorithm [28]. The required parameters are fixed as follows: the mutation probability is set to 0.1, the crossover probability is set to 0.9, the number of generations is set to 100, whereas the number of chromosomes is equal to the number of weights to be estimated.

With respect to the data requirements for this experiment, we modify the datasets listed in Table II so that each record has probability 0.2 to be corrupted (i.e., replaced with zero). Embracing this transformation instead of just using datasets with missing data facilitates the evaluation because we know beforehand the values to be expected.

Figure 10 shows the performance of each associative neural network after performing a 10-fold cross-validation, where the vertical axis indicates the MSE and the horizontal axis encodes the identifier of each dataset. The results suggest that our proposal is capable of outperforming the other algorithms, while Hopfield reports the higher prediction errors; this could be a direct result of using a Hebbian learning procedure over datasets described by rather small patterns.

The Friedman test confirms that there are statistically significant differences in the performance of the above algorithms ($p$-value=6.2402E-12 < 0.05) for a confidence interval of 95%. Table III depicts the unadjusted $p$-value obtained with the Wilcoxon signed rank test and the adjusted $p$-values. All post-hoc procedures advice rejecting the conservative hypothesis for a significance level of 0.05, thus corroborating the superiority of the STCN algorithm in this experiment.

TABLE IV: Pairwise analysis using the STCN algorithm as the control method (associative memory setting).

| Algorithm | p-value | Bonferroni | Holm | Holland |
|-----------|---------|------------|------|---------|
| Hopfield  | 2.47E-7 | 4.95E-7    | 4.95E-7 | 4.95E-7 |
| FCM       | 5.27E-6 | 1.05E-5    | 5.27E-6 | 5.27E-6 |

Overall, the results have shown that our neural system is a convenient simulation technique in terms of simulation error. Remark that our model is perfectly suited to deal with static data since abstract layers resulting from the iterations act as a regularizer. However, the forecasting of times series with STCNs emerges as the most logical step towards exploring the potential behind our model.

VII. CONCLUDING REMARKS

In this research, we have presented a flexible neural system referred to as Short-term Cognitive Networks as an alternative to classic FCMs. A key feature of the STCN model is that it allows performing simulations on the basis of previously defined knowledge structures, where weights may have a causal meaning or not. Aiming at preserving the initial knowledge, we developed a nonsynaptic learning algorithm that relies on the gradient descent to reduce the global error without altering the weight set. Furthermore, we have analytically derived a stopping criterion to prevent the learning method from iterating without decreasing the simulation error.

The statistical analysis reported that the STCN model is superior (in terms of simulation error) to most regression models adopted for comparison. Moreover, our proposal allows making predictions without the need of building a separate model for each decision variable to be forecasted. In the context of associative memories, the results support the superiority of our model over both FCMs and Hopfield.

While our proposal is accurate in terms of simulation errors, it brings to life a sensitive problem: the short-term reasoning mechanism is not able to capture the dynamics governing the system under analysis. Therefore, another point that should be studied is how to expand the STCN memory without affecting the prediction rates, which would allow capturing the dynamic patterns attached to the system. But if an explicit long-term memory brings to life the limitations inherent to classic FCMs, then it would be a high price to be paid on behalf of patterns that experts rarely exploit in practice.

Although this research focused on providing an accurate alternative for traditional FCMs used in simulation scenarios, the STCN model can certainly be expanded to other domains. Time series forecasting or pattern classification based on the flexible reasoning paradigm are open problems that deserve attention. Another interesting challenge that may be explored in futures studies is how to efficiently fine-tune the network parameters in presence of time-varying pieces of data. Likewise, how to handle the uncertainty introduced by experts during the modeling stage is deemed pivotal towards designing a robust, still flexible, neural reasoning model.
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