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Abstract

We consider the problem of online Min-cost Perfect Matching with Delays (MPMD) recently introduced by Emek et al, (STOC 2016). This problem is defined on an underlying \( n \)-point metric space. An adversary presents real-time requests online at points of the metric space, and the algorithm is required to match them, possibly after keeping them waiting for some time. The cost incurred is the sum of the distances between matched pairs of points (the connection cost), and the sum of the waiting times of the requests (the delay cost). We prove the first logarithmic upper bound and the first polylogarithmic lower bound on the randomized competitive ratio of this problem. We present an algorithm with a competitive ratio of \( O(\log n) \), which improves the upper bound of \( O(\log^2 n + \log \Delta) \) of Emek et al, by removing the dependence on \( \Delta \), the aspect ratio of the metric space (which can be unbounded as a function of \( n \)). The core of our algorithm is a deterministic algorithm for MPMD on metrics induced by edge-weighted trees of height \( h \), whose cost is guaranteed to be at most \( O(1) \) times the connection cost plus \( O(h) \) times the delay cost of every feasible solution. The reduction from MPMD on arbitrary metrics to MPMD on trees is achieved using the result on embedding \( n \)-point metric spaces into distributions over weighted hierarchically separated trees of height \( O(\log n) \), with distortion \( O(\log n) \). We also prove a lower bound of \( \Omega(\sqrt{\log n}) \) on the competitive ratio of any randomized algorithm. This is the first lower bound which increases with \( n \), and is attained on the metric of \( n \) equally spaced points on a line.

The problem of Min-cost Bipartite Perfect Matching with Delays (MBPMD) is the same as MPMD except that every request is either positive or negative, and requests can be matched only if they have opposite polarity. We prove an upper bound of \( O(\log n) \) and a lower bound of \( \Omega(\log^{1/3} n) \) on the competitive ratio of MBPMD with a more involved analysis.

1 Introduction

The problem of finding a maximum / minimum weight (perfect) matching in an edge-weighted graph has been one of the central problems in algorithmic graph theory, and has been the topic of extensive research ever since the seminal work by Edmonds [10, 11]. Given a graph with positive edge weights, a (perfect) matching \( M \) is a subset of edges such that no two edges in \( M \) have a common endpoint (and every vertex is an endpoint of some edge in \( M \)), and its weight is the sum of the weights of the edges that it contains. The online version of the matching problem comes in numerous flavors, motivated by applications from a variety of domains. Some of the prominent lines of work, among the plethora of results on online matching, include min-weight perfect matchings with online vertex arrival [17, 19, 20, 23, 16, 3], max-cardinality or max-weight matchings with online vertex arrival [15, 15, 2, 1, 21, 8, 9], and max-cardinality or max-weight matchings with online edge arrival [22, 25, 13]. We remark that the list of references is merely a tip of the iceberg of literature on online matchings.
A variant of the online matching problem, which gaming platforms such as chess.com, bridge-base.com, etc. face, is the following. Players log into the website, and express their desire to participate in multi-player gaming sessions. The platform is required to create tables of an appropriate fixed number of players (two in case of chess, and four in case of bridge). The (dis)satisfaction experienced by a player is a combination of the time taken by the platform to assign her a table, and several player-dependent factors such as the differences between their ratings, their average time to move, etc. In order to improve participation, the platform has to run a table-assignment algorithm which attempts to minimize the dissatisfaction of the players. With this motivation, and restricting attention to two-player games, Emek et al. [12] defined the problem of Min-cost Perfect Matching with Delays (MPMD), which is general enough to have numerous other applications, such as finding roommates, carpooling, etc.

A close cousin of MPMD is the problem of Min-cost Bipartite Perfect Matching with Delays (MBPMD), which is motivated from applications such as organ transplantation, transportation platforms like Uber, etc. Here, each player is of one of two types (say donor or acceptor, in case of organ transplantation), and we are required to pair up players of dissimilar types. The cost of the matching, as before, is determined by the waiting time of the players and the dissimilarity in the pairs.

**Problem definition (informal):** In the MPMD problem on an underlying \( n \)-point metric space, each point represents a type of players, and the distance between two points, say \( p \) and \( q \), is the dissatisfaction of players of types \( p \) and \( q \) if they are paired up. We call this distance the connection cost. The online input given to the algorithm is a real-time sequence of players and their types, which we will call requests, where each request is revealed to the algorithm only at its arrival time, when it is unaware of the future requests. The algorithm is required to create pairs of players after possibly keeping them waiting for some time. The objective of the algorithm is to minimize the connection cost plus the total waiting time of the requests, also called the delay cost. The MBPMD problem is the same as MPMD, except that each request is either positive (i.e. a producer) or negative (i.e. a consumer) and the algorithm is required to pair up positive and negative requests. Apparently, there is no reduction between MPMD and MBPMD, though MBPMD appears to be harder, arguably.

We remark that the offline version of MPMD on a metric space \( \mathcal{M} \), where the entire input is known in advance, trivially reduces to finding a minimum cost perfect matching in a set of points in the metric space \( \mathcal{M} \times \mathbb{R} \), with the distance between two points \((p_1, t_1)\) and \((p_2, t_2)\) being the sum of the distance between \( p_1 \) and \( p_2 \) in \( \mathcal{M} \), and \(|t_1 - t_2|\). Similarly, the offline version of MBPMD translates to finding a minimum cost perfect matching between two sets of points in \( \mathcal{M} \times \mathbb{R} \), one given by the positive requests and the other by the negative requests.

**Competitive Analysis:** In a typical online problem, an input is given to an algorithm in pieces, and the algorithm is constrained to make irrevocable decisions while processing every piece. The popular technique used to measure the performance of an online algorithm is competitive analysis [6], where we prove bounds on its competitive ratio. A (randomized) online algorithm is said to have a competitive ratio of \( \alpha \), if on every possible input, the algorithm produces a solution with (expected) cost at most \( \alpha \) times the cost of the optimum solution to the instance, plus a constant which is independent of the online input. We assume that the input is generated by an adversary, who knows the algorithm and can force it to incur a large cost, while the adversary itself is able to produce a much cheaper solution (with full knowledge of the future input). When the algorithm is randomized, we assume that the adversary is oblivious, that is, it does not have access to the random choices made by the algorithm.

**Background:** Emek et al. [12] gave the first online algorithm for MPMD with a finite competitive ratio. Given an \( n \)-point metric space \( \mathcal{M} \) with aspect ratio \( \Delta \) (the ratio of the maximum
Our contributions: The results of Emek et al. [12] naturally raise the questions: whether the competitive ratio depends on the number of points, and whether it depends on the aspect ratio. We answer both of these questions in this paper. On the one hand, we prove that the competitive ratio can be made independent of the aspect ratio. On the other hand, we also prove that the competitive ratio must depend on the number of points. Our contributions can be summarized as follows.

1. Deterministic $O(h)$-competitive algorithms for MPMD and MBPMD on metrics given by trees of height $h$. In particular, these are deterministic $O(1)$-competitive algorithms for uniform metrics. The algorithm of Emek et al. is randomized, and has an $\Omega(\log n)$ competitive ratio even on uniform metrics.

2. $O(\log n)$-competitive algorithms for MPMD and MBPMD on arbitrary $n$-point metrics. This improves the bound of $O(\log^2 n + \log \Delta)$ by Emek et al, by removing dependence on $\Delta$, the aspect ratio of the metric space, which can potentially be unbounded as a function of $n$.

3. Lower-bound constructions which prove that on $n$-point metrics, the competitive ratio of any randomized algorithm for MPMD must be $\Omega(\sqrt{\log n})$, and the competitive ratio of any randomized algorithm for for MBPMD must be $\Omega(\log^{1/3} n)$. These are the first lower bounds which increase with $n$, and the former confirms the conjecture by Emek et al.

Our deterministic algorithm for MPMD (resp. MBPMD) on trees is a simple algorithm which maintains one timer $z_u$ (resp. two timers $z_u^+$ and $z_u^-$) for every vertex $u$ of the tree, that measures the amount of time for which the subtree rooted at $u$ had an odd number of pending requests (resp. the time-integrals of the “surplus” and the “deficiency” in the subtree rooted at $u$). We reduce M(B)PMD on arbitrary metrics to M(B)PMD on trees by using the technique of randomized embedding [14] followed by a height reduction step [11]. Although the technique guarantees an embedding into a (weighted) hierarchically separated tree, we do not need the hierarchical separation condition; but only that the height of the tree is small. It is believable that the competitive ratio of any algorithm which uses an embedding technique must be bounded from below by the distortion of the embedding. Our algorithm is, therefore, an optimal tree-embedding based algorithm, since it is known that there exist metric spaces which do not embed into distribution over tree metrics with distortion $o(\log n)$ (Theorem 9 of [5]).

In contrast to Emek et al, we do not need to embed metrics into binary trees, and the height of our trees is $O(\log n)$, independent of the aspect ratio $\Delta$. Moreover, our algorithm for MPMD on tree metrics is deterministic and has a relatively simple proof of competitiveness, whereas the previous algorithm is randomized and has a fairly involved analysis.

Our lower bounds are achieved on the metric space of $n$ equally spaced points in the unit interval. We invoke Yao’s min-max technique [7, 24, 26] and give a probability distribution over inputs, which defeats every deterministic online algorithm by a factor of $\Omega(\sqrt{\log n})$ in case of MPMD, and $\Omega(\log^{1/3} n)$ in case of MBPMD.

Extensions: Emek et al. [12] also analyze a variant, called MPMDfp, where requests can be cleared at a fixed cost. They give a reduction from MPMDfp on a metric space $\mathcal{M}$ to MPMD on an
appropriately defined metric space containing two copies of \(M\), and show that this only introduces a factor of 2 in the competitive ratio. The same reduction, along with our algorithm for MPMD, results in an \(O(\log n)\) competitive algorithm for MPMDfp.

**Organization of the paper:** We first define the problems and the related terminology formally in Section 2. Section 3 is dedicated to proving the upper bounds, where we first state the embedding result and show how the distortion of the embedding and the competitive ratio on tree metrics translates to competitive ratio on arbitrary metrics. We then follow it up by our algorithms for MPMD and MBPMD on tree metrics. We prove the lower bound results in Section 4. We conclude by stating a few remarks and related open problems in Section 5.

## 2 Preliminaries

A **metric space** \(M\) is a set \(S\) equipped with a distance function \(d : S \times S \rightarrow \mathbb{R}^+\) such that \(d(x, x) = 0\) for all \(x \in S\), \(d(x, y) = d(y, x)\) for all \(x, y \in S\), and \(d(x, y) + d(y, z) \geq d(x, z)\) for all \(x, y, z \in S\). The online problem of Min-cost Perfect Matching with Delays (MPMD) on a finite metric space \(M = (S, d)\), as defined in [12], is the following. The metric space is an offline input to the algorithm. An online input instance \(I\) over \(S\) is a sequence of requests \((p_i, t_i)\)\(^{m}_{i=1}\), where \(m\) is even, each \(p_i \in S\), and \(t_1 \leq t_2 \leq \cdots \leq t_m\). The request \((p_i, t_i)\) is revealed at time \(t_i\). The algorithm is required to output a perfect matching of requests in real time. For each pair \((i, j)\) of requests output by the algorithm at time \(t\) (where \(t \geq \max(t_i, t_j)\)), the algorithm pays a connection cost of \(d(p_i, p_j)\) and a delay cost of \((t - t_i) + (t - t_j)\). The offline connection cost of creating the pair \((i, j)\) is \(d(p_i, p_j)\), and the offline delay cost is \(|t_i - t_j|\). The offline cost of a perfect matching on \(\{1, \ldots, m\}\) is the total connection cost and delay cost over all pairs in the matching. The optimal solution is a perfect matching with the minimum offline cost. In the problem of Min-cost Bipartite Perfect Matching with Delays (MBPMD), the \(i^{th}\) request is \((p_i, b_i, t_i)\), where \(p_i \in S\), \(b_i \in \{+1, -1\}\), and \(t_i\) is the arrival time. The algorithm is allowed to output the pair \((i, j)\) only if \(b_i b_j = -1\), and incurs the same cost as in MPMD.

Although we quantify the performance of online algorithms by their competitive ratio, we need to define a more general notion of competitiveness, customized for M(B)PMD, for stating our intermediate results. Given an instance \(I\) of M(B)PMD and an arbitrary solution SOL of \(I\), let SOL\(_d\) denote its connection cost with respect to the metric \(d\), SOL\(_t\) denote its delay cost, and (with a slight abuse of notation) SOL denote its total cost. Given a randomized algorithm \(A\), let \(\mathbb{E}[A(I)]\) be the random variable denoting the algorithm’s total cost on \(I\).

**Definition 1.** A randomized online algorithm \(A\) for M(B)PMD on a metric space \(M = (S, d)\) is said to be \(\alpha\)-**competitive** if for every instance \(I\) on \(S\) and every solution SOL of \(I\), \(\mathbb{E}[A(I)] \leq \alpha \times \text{SOL}\). More generally, the algorithm is said to be \((\beta, \gamma)\)-**competitive** if for every instance \(I\) on \(S\) and every solution SOL of \(I\), \(\mathbb{E}[A(I)] \leq \beta \times \text{SOL}_d + \gamma \times \text{SOL}_t\).\(^1\)

Note that an \(\alpha\)-competitive algorithm is trivially \((\alpha, \alpha)\)-competitive, and a \((\beta, \gamma)\)-competitive algorithm is trivially \((\max(\beta, \gamma))\)-competitive.

A key ingredient in our algorithm is the technique of embedding metrics into distributions over tree metrics with low distortion. We define these notions formally.

**Definition 2.** Let \(M = (S, d)\) be a finite metric space, and let \(D\) be a probability distribution over metrics on a finite set \(S'\). We say that \(M\) **embeds** into \(D\) if \(S \subseteq S'\), and for every \(x, y \in S\) and

\(^1\)To prove that an algorithm is \(\alpha\)-competitive, it suffices to compare its cost with the cost of the optimum solution. In contrast, to prove that the algorithm is \((\beta, \gamma)\)-competitive, we have to compare its performance with that of every solution.
every metric space \(M' = (S', d')\) in the support of \(\mathcal{D}\), we have \(d(x, y) \leq d'(x, y)\). The distortion of this embedding is defined to be

\[\mu = \max_{x, y \in S, x \neq y} \frac{\mathbb{E}_{M'=(S',d') \sim \mathcal{D}}[d'(x, y)]}{d(x, y)}\]

3 The \(O(\log n)\) Upper bound

Our focus in this section is to give algorithms for MPMD and MBPMD on arbitrary metrics, and thus, to prove the following result.

**Theorem 1.** There exist randomized online algorithms with a competitive ratio of \(O(\log n)\) for MPMD and MBPMD on \(n\)-point metric spaces.

Analogous to the algorithm by Emek et al, our algorithms also exploit results on embedding arbitrary metrics into distributions over tree metrics. In the subsequent subsections, we first show how the competitive ratio of an algorithm on an embedding metric space (tree metrics) translates into its competitive ratio on the embedded space. We then proceed to state the algorithm on tree metrics, and bound its competitive ratio.

3.1 Reduction to Tree Metrics

The reduction of M(B)PMD on arbitrary metrics to M(B)PMD on tree metrics is achieved by the celebrated result of Fakcharoenphol et al. [14], which gives an embedding of an arbitrary metric space into a distribution over hierarchically separated trees (HSTs) [5]. Informally, a \(\sigma\)-HST over a set \(S\) has \(S\) as its set of leaves, and the distance between any two points in \(S\), under the HST metric, is determined by the level of their lowest common ancestor (LCA), with the root defined to be at the highest level. If the LCA is at a level \(l\), then the distance is \(d_l\), where \(d_l \geq \sigma d_{l-1}\) (\(\sigma\)-hierarchical separation). Emek et al. used an embedding of HSTs into hierarchically separated binary trees (HSBTs), and design a randomized algorithm for HSBTs. Instead of this, we use a result by Bansal et al. [4] to reduce the height of the tree to \(O(\log n)\), since we design an algorithm for MPMD on tree metrics, with competitive ratio depending only on the height of the tree. While the height reduction step might lose the hierarchical separation, this is not a concern, since our algorithm works on arbitrary tree metrics. The overall embedding result that we need is stated in the following lemma, whose proof is deferred to Appendix [A].

**Lemma 1.** Any \(n\)-point metric space \(\mathcal{M}\) can be embedded, with distortion \(O(\log n)\), into a distribution \(\mathcal{D}\), supported on metrics induced by trees of height \(O(\log n)\).

The other ingredient of the reduction is the following result, which states how the competitive ratio on the embedding metric is translated into the competitive ratio on the embedded metric. Although this was proved and used by Emek et al, we reproduce its proof in Appendix [A] for the sake of completeness.

**Lemma 2.** Suppose that a metric space \(\mathcal{M} = (S, d)\) can be embedded into a distribution \(\mathcal{D}\) supported on metric spaces over a set \(S' \supseteq S\) with distortion \(\mu\). Additionally, suppose that for every metric space \(\mathcal{M}'\) in the support of \(\mathcal{D}\), there is a deterministic online \((\beta, \gamma)\)-competitive algorithm \(A_{\mathcal{M}'}\) for M(B)PMD on \(\mathcal{M}'\). Then there is a \((\mu \beta, \gamma)\)-competitive (and thus, \((\max(\mu \beta, \gamma))\)-competitive) algorithm \(A\) for M(B)PMD on \(\mathcal{M}\).
Given an $n$-point metric space, we have an embedding into distribution over tree metrics of height $h = O(\log n)$ with distortion $\mu = O(\log n)$, resulting from Lemma 1. In the next two subsections, we prove that there exist $(O(1), O(h))$-competitive algorithms for MPMD and MBPMD on tree metrics of height $h$, i.e. the algorithms always give a solution whose cost is at most $O(1)$ times the connection cost plus $O(h)$ times the delay cost of any solution. As a consequence of these algorithms and Lemma 2, Theorem 1 follows.

### 3.2 A Deterministic Algorithm for MPMD on Trees

Suppose the tree metric is given by an edge-weighted tree $T$ rooted at an arbitrary vertex $r$. For a vertex $u$, let $T_u$ denote the maximal subtree of $T$ rooted at $u$, $e_u$ denote the edge between $u$ and its parent, and $d_u$ denote the weight of $e_u$ ($d_r$ is defined to be infinite). Let $h$ be the height of the tree, that is, the maximum of the number of vertices in the path between $r$ and any vertex $u$. We assume, without loss of generality, that the requests are given only at the leaves of $T$. (If not, we pretend as if each non-leaf vertex $u$ has a child $u'$ at a distance zero which is a leaf, and the requests are given at $u'$ instead of $u$.)

The algorithm maintains a forest $F \subseteq T$, and we say that an edge has been bought if it is in $F$. Initially, $F$ is empty. As soon as there are two requests at vertices $u$ and $v$ such that the entire path between $u$ and $v$ is bought, we connect the two requests, and the edges on the path are removed from $F$. We say that a new phase begins at vertex $u$ when the edge $e_u$ between $u$ and its parent is used to connect requests. Of course, the phases of the vertices need not be aligned. We say that a vertex $u$ is saturated if the edge $u$ has been bought ($r$ is never saturated, by definition), else, we say that $u$ is unsaturated. We say that a vertex $u$ is odd if the number of pending requests in $T_u$ is odd, else we say that $u$ is even. Each vertex $u$ (including $r$) has a counter $z_u$, initially zero, which increases at a unit rate if $u$ is unsaturated and odd; otherwise $z_u$ is frozen. For $u \neq r$, as soon as the value of $z_u$ becomes equal to an integral multiple of $2d_u$, the edge $e_u$ between $u$ and its parent is bought, i.e. included in $F$, $u$ becomes saturated, and $z_u$ is frozen. When this edge is eventually used, $u$ becomes unsaturated again.

For analysis, let $y_u$ denote the final value of the counter $z_u$ at the end of the input. We will separately relate the connection cost as well as the delay cost of the algorithm to $\sum u y_u$, and then relate $\sum u y_u$ to the cost of the adversary.

**Lemma 3.** The connection cost of the algorithm is at most $(\sum u y_u) / 2$.

**Proof.** For an arbitrary vertex $u$, recall that $e_u$ is the edge between $u$ and its parent and $d_u$ is its weight. Between two consecutive usages of $e_u$ to connect requests, $z_u$ increases by exactly $2d_u$. Thus, the number of times $e_u$ is used to connect requests is $[y_u/(2d_u)]$. As a consequence, the connection cost of the algorithm is $\sum u d_u \cdot [y_u/(2d_u)] \leq (\sum u y_u) / 2$.

In order to bound the delay cost of the algorithm, we need to make the following observations.

**Observation 1.** At any time, an odd non-leaf vertex has at least one odd child. If an even non-leaf vertex has an odd child, then it has another odd child.

**Observation 2.** At any time, except for the time instants when requests are paired up, each connected component of $F$ has at most one vertex with a pending request.

**Lemma 4.** The delay cost of the algorithm is at most $2 \sum u y_u$. 

Proof. At any time, except for the time instants when requests are paired up, let \( L \) denote the set of leaves with a pending request, and \( A \) denote the set of odd unsaturated vertices. We will define a function \( f : L \rightarrow A \) such that for any \( a \in A, |f^{-1}(a)| \leq 2 \). We can then charge the waiting time cost of any \( l \in L \) to the increase in \( z_{f(l)} \). Note that by definition \( f(l) \in A \), and hence, \( dz_{f(l)}/dt = 1 \). Furthermore, since \( |f^{-1}(a)| \leq 2 \), the waiting time of at most two requests is charged to the increase in \( z_a \), for any \( a \). This proves the lemma.

Here is how we construct the function \( f \). Let \( l \in L \). Consider the component \( C_l \) of \( F \) containing the vertex \( l \). This is a subtree of \( T \). Note that its root \( r_l \) is unsaturated, otherwise the edge \( e_l \) between \( r_l \) and its parent would also be in \( F \), and \( r_l \) would not be the root of \( C_l \). If \( r_l \) is odd, then \( r_l \in A \), and we define \( f(l) = r_l \) in this case. Suppose now that \( r_l \) is even. Trace the path \( l = u_0, u_1, \ldots \) from \( l \) upward towards \( r_l \) until the first even vertex, say \( u_n \) (\( n > 1 \) since \( l \) is odd). Since \( u_n \) is an even vertex with an odd child \( u_{n-1} \), by Observation 1 \( u_n \) has another odd child \( v_0 \neq u_{n-1} \). We now define a path \( p = (v_0, \ldots, v_j) \) of odd vertices such that \( v_0, \ldots, v_{j-1} \in C_l \), \( v_j \notin C_l \), and \( v_j \) is unsaturated. We then set \( f(l) = v_j \).

If \( v_0 \) is outside \( C_l \), then \( v_0 \) is the last on \( p \). If \( v_0 \) is inside \( C_l \), then \( v_0 \) cannot be a leaf of \( T \). (Otherwise, since \( v_0 \) is odd, there is a pending request at \( v_0 \), and then \( v_0 \) and \( l \) belong to the same component \( C_l \), which contradicts Observation 2.) Thus, \( v_0 \) has an odd child. Call this child \( v_1 \) and add it to \( p \). If \( v_1 \notin C_l \), then \( v_1 \) is the last on \( p \). Otherwise, we continue extending \( p \) in the same manner. Note that this cannot go on indefinitely, and \( p \) must terminate. Since we terminate \( p \) as soon as we step out of \( C_l \), \( v_j \) is not in \( C_l \), but \( v_{j-1} \), the parent of \( v_j \) is in \( C_l \). Thus, the edge \( e_{v_j} \) between \( v_j \) and its parent is not in \( F \), which means that \( v_j \) is unsaturated. Since \( v_j \) is odd and unsaturated, \( v_j \in A \), making the definition \( f(l) = v_j \) legal.

We are left to prove that \( f^{-1}(a) \leq 2 \) for all \( a \in A \). Suppose for contradiction that \( f^{-1}(a) > 2 \). Then \( a \) has two pre-images, say \( l \) and \( l' \), which are either both inside \( T_a \), or both outside \( T_a \). In the former case, \( a \) is the root of both \( C_l \) as well as \( C_{l'} \), which means \( C_l = C_{l'} \), that is, \( l \) and \( l' \) belong to the same connected component of \( F \), contradicting Observation 2. In the latter case, the parent of \( a \) is in both \( C_l \) as well as \( C_{l'} \), by the construction of \( f \), again contradicting Observation 2.

We need to relate \( \sum_u y_u \) to the cost of an arbitrary solution \( \text{SOL} \) to the instance. For this, let \( x_u \) be the total delay cost incurred by \( \text{SOL} \) due to requests inside \( T_u \), and \( x_u' \) be the total connection cost incurred by \( \text{SOL} \) for using the edge between \( u \) and its parent.

**Lemma 5.** For all vertices \( u \), \( y_u \leq 2(x_u + x_u') \).

Proof. Call \( u \) misaligned if the parity of the number of algorithm’s pending requests inside \( T_u \) and the parity of the number of \( \text{SOL}' \)s pending requests inside \( T_u \) do not agree; otherwise call \( u \) aligned. As long as \( u \) is aligned, whenever \( z_u \) is increasing, the adversary has a pending request inside \( T_u \), which means \( x_u \) is also increasing at least at a unit rate. We ignore the increase in \( x_u \) when \( u \) is misaligned. The alignment status flips only when the edge between \( u \) and its parent is used either by the algorithm or by the adversary.

Say that event \( E \) occurs when the adversary pairs up a request inside \( T_u \) to a request outside \( T_u \). Suppose \( E \) occurs \( k \) times. Then \( x_u' = kd_u \). For every phase in which \( E \) occurs, imagine that the occurrences of \( E \) are shifted to one of the boundaries of that phase, so that \( u \) was misaligned for the entire phase. Ignore the contribution of the delay to \( x_u \) in these phases. This can only decrease \( x_u \). As a result of this, for every phase, \( u \) is either aligned or misaligned in the entire phase. Also, in case the last phase is incomplete, if \( u \) was aligned, ignore its contribution to \( x_u \) and \( y_u \), else pretend as if it was complete. This can only increase the ratio of \( y_u \) to \( x_u + x_u' \).

Let \( n_i \) (resp. \( n_0 \)) be the number of phases between the \( i \)th and the \((i+1)\)th occurrence of \( E \) (resp. before the first occurrence of \( E \)). Then at least \( [n_i/2] \) (resp. \( [n_0/2] \)) of these must be phases
Proof of Theorem 1 for MBPMD.

Lemma 2.

\[ \sum_{u}(x_u + x'_u) \leq \text{SOL}_d + h \cdot \text{SOL}_t. \]

Proof. \( \sum_u x'_u \) is clearly equal to the connection cost \( \text{SOL}_d \) of the solution. A pending request in the solution \( \text{SOL} \) at a leaf \( l \) contributes to the increase in \( x_u \) if an only if \( u \) is an ancestor of \( l \). Thus, each pending request in \( \text{SOL} \) contributes at most \( h \) to the rate of increase of \( \sum_u x_u \), and one to the rate of increase of \( \text{SOL}_t \). Therefore, \( \sum_u x_u \) is at most \( h \) times the delay cost \( \text{SOL}_t \) of the solution.

The competitiveness of the algorithm now follows easily.

Theorem 2. The algorithm for MPMD on tree metrics is \((5, 5h)\)-competitive, and hence, \(5h\)-competitive.

Proof. From Lemmas 3 and 4, the algorithm’s total cost is at most \( \frac{5}{2} \sum_u y_u \). By Lemma 5, this is at most \( 5 \sum (x_u + x'_u) \), which by Lemma 6 is at most \( 5 \text{SOL}_d + 5h \cdot \text{SOL}_t \). Therefore, the algorithm is \((5, 5h)\)-competitive.

Finally, we prove Theorem 1 for MPMD using the above theorem and the reduction result (Lemma 2).

Proof of Theorem 1 for MPMD. Given an arbitrary \( n \)-point metric space \( M \), Lemma 1 ensures that \( M \) can be embedded into a distribution \( D \) supported on metrics induced by trees of height \( O(\log n) \). Theorem 2 ensures that there is an \((O(1), O(\log n))\)-competitive algorithm for MPMD on every tree metric in the support of \( D \), i.e. the algorithm always returns a solution with cost at most \( O(1) \) times the connection cost plus \( O(\log n) \) times the delay cost of any solution. Therefore, by Lemma 2 there is an \((O(\log n), O(\log n))\)-competitive (equivalently, \( O(\log n) \)-competitive) algorithm for MPMD on \( M \). This algorithm samples a tree metric \( M' \) from \( D \), and runs the deterministic algorithm for MPMD on tree metrics on \( M' \) to process the online input.

3.3 A Deterministic Algorithm for MBPMD on Trees

Suppose the tree metric is given by an edge-weighted tree \( T \) rooted at an arbitrary vertex \( r \). As before, for a vertex \( u \), let \( T_u \) denote the maximal subtree of \( T \) rooted at \( u \), \( e_u \) denote the edge between \( u \) and its parent, and \( d_u \) denote the weight of \( e_u \) (\( d_r \) is defined to be infinite). Let \( h \) be the height of the tree, that is, the maximum of the number of vertices in the path between \( r \) and any vertex \( u \). Again we assume, without loss of generality, that the requests are given only at the leaves of \( T \). Let \( \text{lca}(u, v) \) denote the lowest common ancestor of vertices \( u \) and \( v \) in the tree. Define the \textit{surplus} of a vertex \( v \) to be the number of positive requests minus the number of negative requests in \( T_v \), and denote it by \( \text{sur}(v) \). (Note that \( \text{sur}(v) \) can be negative.)
The algorithm maintains two forests \( F^+, F^- \subseteq T \). Initially, both \( F^+ \) and \( F^- \) are empty. We say that a vertex is positively saturated (resp. negatively saturated) if the edge between it and its parent is in \( F^+ \) (resp. \( F^- \)). \( r \) is never saturated, by definition), else, we say it is positively unsaturated (resp. negatively unsaturated). Each vertex \( u \) (including \( r \)) has two counters \( z^+_u \) and \( z^-_u \), initially zero. Counter \( z^+_u \) (resp. \( z^-_u \)) increases at the rate \( \text{sur}(u) \) (resp. \( -\text{sur}(u) \)) if \( u \) is positively unsaturated (resp. negatively unsaturated) and \( \text{sur}(u) > 0 \) (resp. \( \text{sur}(u) < 0 \)); otherwise \( z^+_u \) (resp. \( z^-_u \)) is frozen. For \( u \neq r \), as soon as the value of \( z^+_u \) (resp. \( z^-_u \)) becomes equal to \( 2d_u \), the edge \( e_u \) between \( u \) and its parent is added to \( F^+ \) (resp. \( F^- \)), \( u \) becomes positively saturated (resp. negatively saturated), and \( z^+_u \) (resp. \( z^-_u \)) is frozen.

As soon as there is a positive request at a vertex \( u^+ \) and a negative request at a vertex \( u^- \) such that the entire path between \( u^+ \) and \( \text{lca}(u^+, u^-) \) is contained in \( F^+ \), and the entire path between \( u^- \) and \( \text{lca}(u^+, u^-) \) is contained in \( F^- \), we connect the two requests, remove edges on the path from \( u^+ \) to \( u^- \) from both \( F^+ \) as well as \( F^- \), and reset all counters associated with these edges to 0. We say that a new phase begins at vertex \( u \) when the edge \( e_u \) between \( u \) and its parent is used to connect requests.

For analysis, imagine a variable \( Z^+_u \) (resp. \( Z^-_u \)) for every \( u \), which increases at the same rate as \( z^+_u \) (resp. \( z^-_u \)) during the run of the algorithm, but which is never reset to zero. Let \( y^+_u \) (resp. \( y^-_u \)) denote the final value of \( Z^+_u \) (resp. \( Z^-_u \)). We will separately relate the connection cost as well as the delay cost of the algorithm to \( \sum_u (y^+_u + y^-_u) \), and then relate \( \sum_u (y^+_u + y^-_u) \) to the cost of the adversary.

**Lemma 7.** The connection cost of the algorithm is at most \( \frac{1}{2} \sum_u (y^+_u + y^-_u) \).

**Proof.** For an arbitrary vertex \( u \), recall that \( e_u \) is the edge between \( u \) and its parent and \( d_u \) is its weight. Between two consecutive usages of \( e_u \) to connect requests, either \( Z^+_u \) or \( Z^-_u \) increases by exactly \( 2d_u \). This implies the claim. \( \square \)

In order to bound the delay cost of the algorithm, we need to bound the number of pending requests at any moment by the rate of the increase of the counters. We do this by induction on the tree \( T \). For this, we need the following definition.

**Definition 3.** A snapshot \( S \) is a tuple \((T, R, F^+, F^-)\), where

- \( T \) is a rooted tree.
- \( R \) is a function from the leaves of \( T \) to \( \mathbb{Z} \), where \( R(l) \) denotes the signed number of requests at leaf \( l \).
- \( F^+, F^- \subseteq T \) are forests.

Let \( \rho^+(S) = \sum_{l: \text{leaf of } T} \max(R(l), 0) \) (resp. \( \rho^-(S) = \sum_{l: \text{leaf of } T} \max(-R(l), 0) \)) denote the number of positive (resp. negative) requests in the snapshot \( S \), and define

\[
\zeta(S) = \sum_{u: e_u \notin F^+} \max(\text{sur}(u), 0) + \sum_{u: e_u \notin F^-} \max(-\text{sur}(u), 0)
\]

Call the snapshot *valid* if there is no pair of leaves \( l^+ \) and \( l^- \) such that the following are satisfied.

- \( R(l^+) > 0 \) and \( R(l^-) < 0 \).

\footnote{Note \( F^+ \) and \( F^- \) are not necessarily disjoint, and therefore, a vertex can be both positively as well as negatively saturated at the same time.}
• The path between \( l^+ \) and \( lca(l^+, l^-) \) is contained in \( F^+ \), and the path between \( l^- \) and \( lca(l^+, l^-) \) is contained in \( F^- \).

Observe that if our algorithm has snapshot \( S \), then the total rate of increase of the counters would be \( \zeta(S) \). Our goal is to bound the number of pending requests by the rate of increase of the counters. Therefore, we bound \( \rho^+(S) \) and \( \rho^-(S) \) by \( \zeta(S) \). Note that the algorithm is defined in such a way that as soon as its snapshot becomes invalid, requests get eliminated and the snapshot becomes valid again.

**Lemma 8.** Given a valid snapshot \( S = (T, R, F^+, F^-) \), we have \( \rho^+(S) \leq \zeta(S) \) and \( \rho^-(S) \leq \zeta(S) \).

**Proof.** We only prove the upper bound on \( \rho^+(S) \). The upper bound on \( \rho^-(S) \) follows by a symmetric argument. The proof is by induction on the structure of \( T \). When \( T \) has a single vertex, the claim is obvious. Suppose \( T \) has more than one vertices. Let \( v \) be an arbitrary vertex of \( T \) such that all children of \( v \) are leaves (such a vertex always exists). Let \( R^+ = \sum_{l: \text{child of } v} \max(R(l), 0) \) and \( R^- = \sum_{l: \text{child of } v} \max(-R(l), 0) \) be the number of positive and negative requests respectively in the subtree rooted at \( v \). Then \( \text{sur}(v) = R^+ - R^- \).

We split the proof into several cases, depending on the sign of \( \text{sur}(v) \). In each case, we construct another snapshot \( S' = (T', R', F'^+, F'^-) \) as follows. \( T' \) is \( T \) with the children of \( v \) removed, so that \( v \) is a leaf of \( T' \). \( R' \) is the same as \( R \), except that \( R'(v) \) is equal to \( \text{sur}(v) \) in \( S \). This ensures that the surplus of any vertex (except for the children of \( v \)) is the same in \( S' \) and \( S \). \( F'^+ \) and \( F'^- \) are restrictions of \( F^+ \) and \( F^- \) respectively to \( T' \). In cases where the validity of such a snapshot is not ensured, we make minor adjustments to \( F^+ \) or \( F^- \) and restore validity. Using the induction hypothesis for the snapshot \( S' \), we prove the claim.

Since \( S \) is a valid snapshot to begin with, either none of the children of \( v \) with positive requests is connected to \( v \) in \( F^+ \), or none of the children of \( v \) with negative requests is connected to \( v \) in \( F^- \). Thus, either all the leaves with positive requests, or all the leaves with negative requests, (or all the leaves) under \( v \) contribute to \( \zeta(S) \). However, in any case, none of the leaves under \( v \) contributes to \( \zeta(S') \).

**Case 1:** \( \text{sur}(v) = 0 \). Then \( R^+ = R^- \). Observe that snapshot \( S' \) is valid in this case. We have,

\[
\rho^+(S) = \rho^+(S') + R^+
\]

As observed earlier, either all the positive or all the negative requests under \( v \) contribute to \( \zeta(S) \), but none of them contributes to \( \zeta(S') \). Therefore,

\[
\zeta(S) \geq \zeta(S') + R^+
\]

By induction, \( \rho^+(S') \leq \zeta(S') \). Putting everything together, we get that \( \rho^+(S) \leq \zeta(S) \).

**Case 2a:** \( \text{sur}(v) > 0 \) and one of the children of \( v \) with positive requests is connected to \( v \) in \( F^+ \). Again, observe that snapshot \( S' \) is valid in this case. We have,

\[
\rho^+(S) = \rho^+(S') - \text{sur}(v) + R^+ = \rho^+(S') + R^-
\]

Since one of the children of \( v \) with positive requests is connected to \( v \) in \( F^+ \), none of the children of \( v \) with negative requests is connected to \( v \) in \( F^- \). These negative requests contribute \( R^- \) to \( \zeta(S) \), but not to \( \zeta(S') \). By construction, other than the children of \( v \), the contribution of every vertex to \( \zeta(S) \) and \( \zeta(S') \) is the same. Therefore,

\[
\zeta(S) \geq \zeta(S') + R^-
\]
By induction, $\rho^+(S') \leq \zeta(S')$. Putting everything together, we get that $\rho^+(S) \leq \zeta(S)$.

Case 2b: $\text{sur}(v) > 0$ and none of the children of $v$ with positive requests is connected to $v$ in $F^+$. In this case, $S'$ need not be a valid snapshot, but observe that this happens only when $v$ is not the root, and the edge between $v$ and its parent belongs to $F^+$. Remove that edge from $F^+$, and observe that this makes $S'$ valid. The side-effect of this tweak is that $v$ now contributes $\text{sur}(v)$ to $\zeta(S')$, but does not contribute anything to $\zeta(S)$. Recall that the children of $v$ with positive requests contribute to $\zeta(S)$ but not $\zeta(S')$, and observe that all vertices, other than $v$ and its children, contribute equally to $\zeta(S)$ and $\zeta(S')$. Thus,

$$\zeta(S) \geq \zeta(S') - \text{sur}(v) + R^+$$

As in case 2a, we have

$$\rho^+(S) = \rho^+(S') - \text{sur}(v) + R^+$$

Again, by induction, $\rho^+(S') \leq \zeta(S')$. Putting everything together, we get that $\rho^+(S) \leq \zeta(S)$.

Case 3a: $\text{sur}(v) < 0$ and one of the children of $v$ with negative requests is connected to $v$ in $F^-$. Again, observe that snapshot $S'$ is valid in this case. Noting that $v$ has $|\text{sur}(v)|$ negative requests in $S'$, we have,

$$\rho^+(S) = \rho^+(S') + R^+$$

Since one of the children of $v$ with negative requests is connected to $v$ in $F^-$, none of the children of $v$ with positive requests is connected to $v$ in $F^+$. These positive requests contribute $R^+$ to $\zeta(S)$, but not to $\zeta(S')$. By construction, other than the children of $v$, the contribution of every vertex to $\zeta(S)$ and $\zeta(S')$ is the same. Therefore,

$$\zeta(S) \geq \zeta(S') + R^+$$

By induction, $\rho^+(S') \leq \zeta(S')$. Putting everything together, we get that $\rho^+(S) \leq \zeta(S)$.

Case 3b: $\text{sur}(v) < 0$ and none of the children of $v$ with negative requests is connected to $v$ in $F^-$. In this case, $S'$ need not be a valid snapshot, but observe that this happens only when $v$ is not the root, and the edge between $v$ and its parent belongs to $F^-$. Remove that edge from $F^-$, and observe that this makes $S'$ valid. As in Case 2b, a side-effect of this tweak is that $v$ now contributes $-\text{sur}(v) > 0$ to $\zeta(S')$, but does not contribute anything to $\zeta(S)$. Recall that the children of $v$ with negative requests contribute to $\zeta(S)$ but not $\zeta(S')$, and observe that all vertices, other than $v$ and its children, contribute equally to $\zeta(S)$ and $\zeta(S')$. Thus,

$$\zeta(S) \geq \zeta(S') - (-\text{sur}(v)) + R^- = \zeta(S') + \text{sur}(v) + R^- = \zeta(S') + R^+$$

As in case 3a, we have

$$\rho^+(S) = \rho^+(S') + R^+$$

Again, by induction, $\rho^+(S') \leq \zeta(S')$. Putting everything together, we get that $\rho^+(S) \leq \zeta(S)$.

As an immediate consequence of the above lemma, we have the following bound on the delay cost of our algorithm.

**Lemma 9.** The delay cost of the algorithm is at most $2\sum u(y_u^+ + y_u^-)$.

**Proof.** Consider a moment and let $S$ be the algorithm’s snapshot at this moment. Then the delay cost increases at the rate $\rho^+(S) + \rho^-(S)$, the number of pending requests. The counter $z_u^+$ (resp. $z_u^-$) increases at the rate $\max(\text{sur}(u), 0)$ (resp. $\max(-\text{sur}(u), 0)$) if and only if $u$ is the root of a component in $F^+$ (resp. $F^-$). Thus, the rate of the increase of $\sum u(z_u^+ + z_u^-)$ is equal to $\zeta(S)$. Thus, the claim follows, since $y_u^+$ and $y_u^-$ are the final values of $Z_u^+$ and $Z_u^-$ respectively.
We need to relate $\sum_u (y_u^+ + y_u^-)$ to the cost of an arbitrary solution SOL to the instance. For this, let $x_u$ be the total delay cost incurred by SOL due to requests inside $T_u$, and $x'_u$ be the total cost incurred by SOL for using the edge between $u$ and its parent.

**Lemma 10.** For all vertices $u$, $y_u^+ + y_u^- \leq 4(x_u + x'_u)$.

**Proof.** We use the technique of potentials functions. We design a potential function $\phi$ such that in each phase, the changes $\Delta(Z_u^+ + Z_u^-)$, $\Delta \phi$, and $\Delta(x_u + x'_u)$ satisfy

$$\Delta(y_u^+ + y_u^-) + \Delta \phi \leq 4 \Delta(x_u + x'_u) \tag{1}$$

and $\phi = 0$ in the beginning as well as at the end. Summing over all phases, we get the result.

At any point of time, let $\text{sur}'(u)$ denote the surplus of vertex $u$ resulting from the adversary’s solution. Define $\phi = 4d_u \cdot |\text{sur}'(u) - \text{sur}(u)|$. Clearly, in the beginning as well as in the end, we have $\text{sur}(u) = \text{sur}'(u) = 0$, and thus, $\phi = 0$. Observe that $\text{sur}'(u) - \text{sur}(u)$ (and hence, $\phi$) remains unchanged when new requests are given. The only events resulting in a change in $\text{sur}'(u) - \text{sur}(u)$ are either SOL or the algorithm connecting a request in $T_u$ to one outside $T_u$. Also, then $x_u$ increases at a rate at least $|\text{sur}'(u)|$.

In each phase of vertex $u$, each of $Z_u^+$ and $Z_u^-$ increases by at most $2d_u$, and therefore, $\Delta(Z_u^+ + Z_u^-) \leq 4d_u$. Except possibly the last phase, in every phase, at least one of $Z_u^+$ and $Z_u^-$ increases by exactly $2d_u$, and the phase ends with the algorithm connecting a request inside $T_u$ to one outside. We call such a phase *complete*. If we have $z_u^+ + z_u^- > 0$ at the end of the algorithm, we call the last phase *incomplete*. We first prove that (1) holds for complete phases, and then for incomplete phases.

Let $k \geq 0$ denote the (absolute) number of requests in $T_u$ which SOL connected to requests outside $T_u$ during the phase. Thus, $\Delta x'_u \geq kd_u$.

Consider any complete phase of vertex $u$ and, without loss of generality, assume that the phase ends due to a positive request in $T_u$ getting connected to a negative request outside $T_u$. This means that $z_u^+$ increases from 0 to $2d_u$ in the phase. Since the only events resulting in a change in $\text{sur}'(u) - \text{sur}(u)$ are either SOL or the algorithm connecting a request in $T_u$ to one outside, we have

$$\Delta|\text{sur}'(u) - \text{sur}(u)| \leq |\Delta(\text{sur}'(u) - \text{sur}(u))| \leq k + 1 \tag{2}$$

First, consider the case where $\Delta|\text{sur}'(u) - \text{sur}(u)| = k + 1$, and therefore, $\Delta \phi = 4(k + 1) \cdot d_u$ in the phase. Now both inequalities in (2) are tight. Because the second inequality is tight, all the $k$ requests inside $T_u$ which SOL connected outside must be negative, and thus, $\Delta(\text{sur}'(u) - \text{sur}(u)) = k + 1 > 0$. Also, $\text{sur}'(u) - \text{sur}(u)$ never decreases during the phase. Because the first inequality in (2) is tight, the sign of $\text{sur}'(u) - \text{sur}(u)$ at the beginning of the phase must be same as that of $\Delta(\text{sur}'(u) - \text{sur}(u))$, implying $\text{sur}'(u) - \text{sur}(u) \geq 0$ initially. Since $\text{sur}'(u) - \text{sur}(u)$ never decreases, we have $\text{sur}'(u) - \text{sur}(u) \geq 0$ throughout the phase. Therefore, at any moment when $z_u^+$ was increasing, we have $\text{sur}'(u) \geq \text{sur}(u) > 0$. Thus, the rate of increase of $x_u$ is always at least as much as the rate of increase of $z_u^+$. Since $z_u^+$ increases by $2d_u$, we have $\Delta x_u \geq 2d_u$. Therefore,

$$\Delta(Z_u^+ + Z_u^-) + \Delta \phi \leq 4d_u + 4(k + 1) \cdot d_u = 4(2d_u + kd_u) \leq 4\Delta(x_u + x'_u)$$

Next, suppose that $\Delta|\text{sur}'(u) - \text{sur}(u)| < k + 1$. Observe that the parity of $\text{sur}'(u) - \text{sur}(u)$ changes $k + 1$ times during the phase: each time when the algorithm or SOL connects a request in $T_u$ to one outside. Thus, if $\Delta|\text{sur}'(u) - \text{sur}(u)|$ is not $k + 1$, it must be at most $k - 1$, which means $\Delta \phi \leq 4(k - 1) \cdot d_u$. Therefore,

$$\Delta(Z_u^+ + Z_u^-) + \Delta \phi \leq 4d_u + 4(k - 1) \cdot d_u = 4kd_u = 4\Delta x'_u \leq 4\Delta(x_u + x'_u)$$
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Thus, in any case, (1) holds for any complete phase.

Finally consider the last incomplete phase. Note that at the end of the algorithm \text{sur} (u) = \text{sur}' (u) = 0, and hence, \phi = 0. Since \phi is non-negative by definition, we have \Delta \phi \leq 0. If \( k \) > 0, then \( \Delta (x_u + x'_u) \geq \Delta x'_u \geq kd_u \geq d_u. \) Since \( \Delta (Z_u^+ + Z_u^-) \leq 4d_u, \) (1) holds. On the other hand, if \( k = 0, \) then \( \text{sur}' (u) - \text{sur} (u) \) stays constant in the phase. Since it is zero finally, it is zero throughout the phase. Thus, \( \text{sur}' (u) = \text{sur} (u) \) in the entire phase. This means \( \Delta (Z_u^+ + Z_u^-) = \Delta x_u, \) again implying (1).

As before, we relate \( \sum_u (x_u + x'_u) \) to the cost of the solution SOL. Denoting the distance function of the tree metric by \( d, \) recall that SOL\(_d\) and SOL\(_t\) denote the connection cost and the delay cost of SOL respectively.

**Lemma 11.** \( \sum_u (x_u + x'_u) \leq \text{SOL}_d + h \cdot \text{SOL}_t. \)

**Proof.** Same as the proof of Lemma 6.

The competitiveness of the algorithm follows in an analogously as in the proof of Theorem 2.

**Theorem 3.** The algorithm for MBPMD on tree metrics is \((10, 10h)\)-competitive, and hence, \(10h\)-competitive.

**Proof.** From Lemmas 6 and 10, the algorithm’s total cost is at most \( \frac{5}{2} \sum_u (y_u^+ + y_u^-). \) By Lemma 10, this is at most \( 10 \sum_u (x_u + x'_u), \) which by Lemma 11 is at most \( 10 \text{SOL}_d + 10h \cdot \text{SOL}_t. \) Therefore, the algorithm is \((10, 10h)\)-competitive.

**Proof of Theorem 3 for MBPMD.** Same as the proof of Theorem 1 for MPMD presented at the end of Section 3.2 (using Theorem 3 instead of Theorem 2).

### 4 The Lower Bounds

The focus of this section is to prove the following lower bound results.

**Theorem 4.** There is an \( n \)-point metric space on which any randomized algorithm for MPMD (resp. MBPMD) has competitive ratio \( \Omega(\sqrt{\log n}) \) (resp. \( \Omega(\log^{1/3} n) \)), against an oblivious adversary.

The required metric space is given by \( n \) equally spaced points on the real interval \([0, 1]\), where \( n \) is even. All asymptotic notation in this section is with respect to \( n \to \infty. \) Note that the metric space of \( n \) equally spaced points is trivially a tree metric given by a tree of height \( n/2. \) We give a distribution on input instances of MPMD (resp. MBPMD) on which the expected cost incurred by any deterministic online algorithm is \( \Omega(\sqrt{\log n}) \) (resp. \( \Omega(\log^{1/3} n) \)) times the cost of the optimum solution. The construction of the distribution is in several phases, and we need the following key lemma to analyze each phase.

**Lemma 12.** Suppose \( A \subseteq [0, 1] \) is an arbitrary finite set of requests, and \( B \subseteq [0, 1] \) is a finite set of requests spaced at least a distance \( d \) apart. Suppose \( C \subseteq A \cup B \) is such that \(|(A \cup B) \setminus C| \) is even. Then the cost of the optimum perfect matching on \((A \cup B) \setminus C\) is at least \( d \times (|B| - (|A| + |C|))/2. \)

**Proof.** The set \((A \cup B) \setminus C\) contains at least \( |B| - |C| \) requests from \( B. \) Out of these requests, at most \( |A| \) requests can be matched with requests in \( A. \) Therefore, at least \( |B| - (|A| + |C|) \) requests are paired up among themselves, resulting in at least \((|B| - (|A| + |C|))/2\) pairs of requests, all from \( B. \) The distance between every pair of requests in \( B \) is at least \( d. \) Therefore, the claim follows.

When we use the above lemma, we will actually ensure that \( |B| \geq 2|A|, \) \(|C|/|B| = o(1), \) and \( d \approx 1/|B|. \) So the cost of the matching is at least \( 1/4 - o(1). \)
4.1 The $\Omega(\sqrt{\log n})$ Lower bound for MPMD

We give a distribution on input instances of MPMD which ensures that any deterministic algorithm pays $\Omega(\sqrt{\log n})$ in expectation, while the instances have solutions of cost $O(1)$.

The construction of the bad distribution on inputs depends on three parameters which, in turn, depend on $n$: the number of phases, denoted by $r + 1$, a “decay factor” $\rho$, which bounds the ratio of the number of new requests given in any phase to that given in the following phase, and $a$, which bounds the cost of serving the requests in each phase, in the optimum solution. We will choose the values of the parameters such that $r = \omega(1)$, $\rho = \omega(r)$, and $\rho^2r = o(n)$. The distribution $D$ on input sequences is generated as follows.

1. Initially, $n_0 := n$, where $n$ is even, and $S_0 := \{1/n, 2/n, \ldots, \}.

2. For $i = 0, \ldots, r$,
   (a) Sample $y_i$ from $U[0, 1]$, the uniform distribution on the interval $[0, 1]$.
   (b) $t_i := \frac{\alpha\rho^{i+1} + y_i}{n_i}, n_{i+1} := 2\left\lfloor \frac{n_i}{i+1} \right\rfloor = \left\lfloor \frac{n_i}{\rho^i + y_i} \right\rfloor$.

3. For $i = 0, \ldots, r$,
   (a) Give requests at points in $S_i$.
   (b) Construct $S_{i+1} \subseteq S_i$ by scanning $S_i$ in ascending order, and including every $\left\lfloor \frac{n_i}{i+1} \right\rfloor$th point.
   (c) Wait for time $t_i$ (and then move on to the next phase, if $i < r$).

Let $d_i$ be the distance between consecutive requests of phase $i$. Then $d_0 = 1/n$ and $d_i \leq 1/n_i$.

From the construction of the random instance, the following observation is evident.

**Observation 3.** For all $y_0, \ldots, y_r$, $t_i \in \left[\frac{\alpha\rho^{i+1} + y_i}{n_i}, \frac{\alpha\rho^{2} + y_i}{n_i}\right]$ and $n_{i+1} \in \left[2\left\lfloor \frac{n_i}{\rho^i} \right\rfloor, 2\left\lfloor \frac{n_i}{\rho^i + y_i} \right\rfloor\right]$.

Since $\rho^2r = o(n)$, the above observation implies that we have enough supply of points at the beginning to support $r + 1$ phases.

First, let us prove a bound on the cost of the optimum solution of the random instances constructed as above.

**Lemma 13.** For any $y_0, \ldots, y_r$, the MPMD instance generated as above has a solution of cost at most $2ar + 1$.

**Proof.** Construct a solution as follows. For $i$ decreasing from $r$ to 1, connect each unpaired request of phase $i$ to the request of phase $i - 1$ located at the same point. This is possible because $S_i \subseteq S_{i-1}$. The connection cost of these pairs is zero. The cost paid for the delay is at most $n_i t_{i-1} = 2\left\lceil \frac{\alpha}{t_{i-1}} \right\rceil \cdot t_{i-1} \leq 2\alpha$, for every $i$, and hence, at most $2ar$ after we sum over the phases. Finally, scan the set of unpaired requests of phase 0 from left to right, and pair them up greedily. This results in at most a unit connection cost. Thus, the total cost of this solution is at most $2ar + 1$.

Let us now turn our attention to bounding from below the expected cost of an arbitrary deterministic online algorithm for MPMD on a random instance from the distribution $D$.

From the construction, it is intuitive to think that the distance $d_i$ between consecutive points in every $S_i$ is almost $1/n_i$. This is clearly true if $n_i$ is divisible by $n_{i+1}$ for all $i$. In the next lemma, we assert that this indeed holds, in spite of the accumulation of errors due to the repeated rounding down of $n_i/n_{i+1}$ in each phase, but we defer the proof to Appendix B.
**Lemma 14.** For each $i$, $n_i d_i = 1 - o(1)$.

Let $m_i$ denote the number of pending requests of the algorithm at the beginning of phase $i$ ($m_0 = 0$). Consider an imaginary scenario where, instead of giving the next batch of requests after time delay $t_i$, the adversary refrains from giving any further requests. In this scenario, let $x_i(t)$ denote the number of pending requests of the algorithm at time $t$ after the beginning of phase $i$. We call this the characteristic function of the algorithm in phase $i$. Coming back to reality, since the algorithm is deterministic and online, the number of pending requests at time $t \leq t_i$ in phase $i$ is precisely $x_i(t)$. Thus, the number of requests carried over to the next phase is $m_{i+1} = x_i(t_i)$. Note that $m_i$ and $n_i$ are random variables and $x_i(\cdot)$ is a random function, all completely determined by $y_0, \ldots, y_{i-1}$. Let $A_i$ and $B_i$ denote the delay cost and the connection cost, respectively, paid by the algorithm in phase $i$ (including the delay and connection costs due to requests from previous phases, provided they lived long enough to see phase $i$). Then $A_i$ and $B_i$ are completely determined by $y_0, \ldots, y_i$. Call the phase $i$ well-started if $2 m_i \leq n_i$. In the next two lemmas we consider the case where $\Pr_{y_i} [x_i(t_i) < \frac{a}{t_i}]$ is smaller and larger than $1/4$ respectively, and state the consequences.

**Lemma 15.** For any $i$, and any $y_0, \ldots, y_{i-1}$, if $x_i(\cdot)$ is such that $\Pr_{y_i} [x_i(t_i) < \frac{a}{t_i}] < 1/4$, then $\mathbb{E}_{y_i}[A_i] \geq (a \ln \rho)/8$.

Informally, the above lemma states that if $x(t)$ is at least $a/t$ for most $t$, then the expected value of the algorithm’s delay cost is large. We defer the proof to Appendix [3].

**Lemma 16.** For any $i$, and any $y_0, \ldots, y_{i-1}$, if $x_i(\cdot)$ is such that $\Pr_{y_i} [x_i(t_i) < \frac{a}{t_i}] \geq 1/4$, then

1. $\Pr_{y_i} [\text{Phase } i + 1 \text{ is well-started}] \geq 1/4$.

2. Additionally, if phase $i$ is well-started, then $\mathbb{E}_{y_i}[B_i] \geq 1/16 - o(1)$.

**Proof.** Suppose the event $x_i(t_i) < \frac{a}{t_i}$ happens. Then $x_i(t_i) \leq \left\lfloor \frac{a}{t_i} \right\rfloor$, because $x_i(t_i)$ is an integer. Since $m_{i+1} = x_i(t_i)$ and $n_{i+1} = 2 \left\lfloor \frac{a}{t_i} \right\rfloor$, we have $2 m_{i+1} \leq n_{i+1}$, implying that the next phase is well-started.

Additionally, suppose the current phase is well-started, that is, $2 m_i \leq n_i$. The number of requests remaining at the end of the phase is at most $\left\lfloor \frac{a}{t_i} \right\rfloor$, which is at most $n_i/\rho$ because $t_i \geq a \rho / n_i$ by Observation [3]. By Lemmas [12] and [14], the algorithm must pay a connection cost of at least

$$d_i \times \frac{n_i - (m_i + n_i/\rho)}{2} = n_i d_i \times \frac{1 - m_i/n_i - 1/\rho}{2} \geq (1 - o(1)) \times \left( \frac{1}{4} - \frac{1}{2 \rho} \right) = \frac{1}{4} - o(1)$$

since $\rho$ is $o(1)$. Thus, $\mathbb{E}_{y_i}[B_i] \geq (1/4 - o(1)) \cdot \Pr_{y_i} [x_i(t_i) < \left\lfloor \frac{a}{t_i} \right\rfloor] = 1/16 - o(1)$. \hfill $\square$

**Observation 4.** By Lemma [12] and part 2 of Lemma [16], given that a phase is well-started, the algorithm must pay at least $\min((a \ln \rho)/8, 1/16 - o(1))$ in the phase, in expectation (regardless of whether $\Pr_{y_i} [x_i(t_i) < \frac{a}{t_i}] \geq 1/4$ or not).

We now prove that the expected cost paid by the algorithm in two consecutive phases is sufficiently large. Let the random variable $X_i = A_i + B_i$ denote the algorithm’s cost in phase $i$, and recall that $X_i$ is determined by $y_0, \ldots, y_i$.

**Lemma 17.** For any $i$, and any $y_0, \ldots, y_{i-1}$, $\mathbb{E}_{y_i, y_{i+1}}[X_i + X_{i+1}] \geq \min((a \ln \rho)/32, 1/64 - o(1))$.
Proof. Given \( y_0, \ldots, y_{i-1} \), if \( \Pr_{y_i} \left[ x_i(t_i) < \frac{\rho}{16} \right] < 1/4 \), then by Lemma 15 \( \mathbb{E}_{y_i}[X_i] \geq \mathbb{E}_{y_i}[A_i] \geq (a \ln \rho)/8 \). Otherwise, if \( \Pr_{y_i} \left[ x_i(t_i) < \frac{\rho}{16} \right] \geq 1/4 \), then by Lemma 16 phase \( i + 1 \) is well-started with probability at least 1/4 over the choice of \( y_i \). Thus, we have by Observation 1 \( \mathbb{E}_{y_i,y_{i+1}}[X_{i+1}] \geq \mathbb{E}_{y_i,y_{i+1}}[B_{i+1}] \geq \frac{1}{2} \times \min((a \ln \rho)/8, 1/16 - o(1)) = \min((a \ln \rho)/32, 1/64 - o(1)) \).

Choose \( r = \lfloor \sqrt{\ln n}/2 \rfloor \), \( \rho = e^{r} \), and \( a = 1/r \). Then \( r = \omega(1), \rho = \omega(r), \) and \( \rho^{2r} = e^{2r^2} = e^{(\ln n)/2} = \sqrt{n} = o(n) \), as promised. With this, we are now set to prove the lower bound, which in turn, implies Theorem 3 for MPMD.

**Theorem 5.** Any randomized algorithm for MPMD must have a competitive ratio \( \Omega(r) = \Omega(\sqrt{\log n}) \) on the metric space of \( n \) equispaced points in the unit interval, against an oblivious adversary.

**Proof.** With our choice of \( a \) and \( \rho \), the lower bound of Observation 4 becomes \( 1/64 - o(1) \) and that of Lemma 17 becomes \( 1/64 - o(1) \). Since phase 0 is well-started, \( \mathbb{E}_{y_0}[X_0] \geq 1/64 - o(1) \), by Observation 4. Taking expectation over \( y_0, \ldots, y_r \), we have \( \mathbb{E}[X_0] \geq 1/64 - o(1) \). Similarly, taking expectation of the result of Lemma 17 over \( y_0, \ldots, y_{i-1}, y_{i+2}, \ldots, y_r \), we get \( \mathbb{E}[X_i + X_{i+1}] \geq 1/64 - o(1) \), for every \( i \). Summing up all of these, we infer that the algorithm’s expected cost is at least \((1/128 - o(1))r = \Omega(r) \). By Lemma 13, the optimum cost for any MPMD instance in the support of \( D \) is \( 2ar + 1 = 3 = O(1) \). Thus, the competitive ratio is \( \Omega(r) = \Omega(\sqrt{\log n}) \).

### 4.2 The \( \Omega(\log^{1/3} n) \) Lower bound for MBPMD

We give a distribution on input instances of MBPMD which ensures that any deterministic algorithm pays \( \Omega(\log^{2/3} n) \) in expectation, while the instances have solutions of cost \( O(\log^{1/3} n) \).

As before, the construction of the bad distribution \( D \) on inputs depends on the three parameters: \( r, \rho, \) and \( a \), which, in turn, depend on \( n \). As before, we choose their values so that \( r = \omega(1), \rho = \omega(r), \) and \( \rho^{2r} = o(n) \) (but the values are different from those in the MPMD construction, and we reveal them later). The procedure for generating the distribution on input MPMBD instances is obtained by simply augmenting the procedure for MPMD from Section 4.1 with a rule to assign polarities to the requests. Nevertheless, we specify the entire procedure for the sake of completeness.

1. Initially, \( n_0 := n \), where \( n \) is even, and \( S_0 := \{1/n, 2/n, \ldots, 1\} \).

2. For \( i = 0, \ldots, r \),
   \( \begin{align*}
   \text{(a) Sample } & y_i \text{ from } U[0, 1], \text{ the uniform distribution on the interval } [0, 1]. \\
   \text{(b) } & t_i := \frac{a^{1+y_i}}{n_i}, \quad n_{i+1} := 2 \left\lceil \frac{a}{t_i} \right\rceil = 2 \left\lfloor \frac{n_i}{\rho^{r+y_i}} \right\rfloor.
   \end{align*} \)

3. Choose an “appropriate” tuple \( (s_0, \ldots, s_r) \in \{+1, -1\}^{r+1} \), whose existence is guaranteed by Lemma 13.

4. For \( i = 0, \ldots, r \),
   \( \begin{align*}
   \text{(a) Give requests at points in } S_i \text{ with polarities alternating from left to right, with the request on the leftmost point in } S_i \text{ having polarity } s_i. \\
   \text{(b) Construct } S_{i+1} \subseteq S_i \text{ by scanning } S_i \text{ in ascending order, and including every } \left\lfloor \frac{m_{i+1}^{1}}{n_{i+1}} \right\rfloor \text{ point.} \\
   \text{(c) Wait for time } t_i \text{ (and then move on to the next phase, if } i < r).}
   \end{align*} \)
Given $y_0, \ldots, y_r$ and $s_0, \ldots, s_r$, the locations and polarities of all the requests are determined. For $x \in [0, 1]$, define the \textit{phase-$i$ cumulative surplus} at $x$ to be the signed total of the requests from phase $i$ that are located in $[0, x]$, and denote it by $\text{csur}_i(x)$. Then $\text{csur}_i(x) \in \{0, 1\}$ if $s_i = +1$, and $\text{csur}_i(x) \in \{-1, 0\}$ if $s_i = -1$. Define $\text{csur}(x) = \sum_{i=0}^{r} \text{csur}_i(x)$, the cumulative surplus at $x$, which is the signed total of all requests from all phases that are located in $[0, x]$. Observe that for any $x$, any feasible solution to the instance must connect $|\text{csur}(x)|$ requests located to the left of $x$ to the same number of requests located to the right of $x$. Hence, the connection cost of any feasible solution must be $\int_{x=0}^{1} |\text{csur}(x)| dx$. Moreover, there exists a solution, say SOL, whose connection cost is precisely $\int_{x=0}^{1} |\text{csur}(x)| dx$. This will be our adversarial solution to the instance. In order to bound the connection cost of SOL from above, we prove that, having chosen $y_1, \ldots, y_r$, we can choose $s_1, \ldots, s_r$ so that $\int_{x=0}^{1} |\text{csur}(x)| dx$ is small, and we use this choice of $s_1, \ldots, s_r$ in step 3 of the above procedure. Then we prove that the delay cost of SOL is also sufficiently small, resulting in an upper bound on the cost of SOL.

**Lemma 18.** For every $y_0, \ldots, y_r$ there exists $(s_0, \ldots, s_r) \in \{+1, -1\}^{r+1}$ such that $\int_{x=0}^{1} |\text{csur}(x)| dx = O(\sqrt{r})$.

**Proof.** We use the probabilistic method. We prove that if we choose $(s_0, \ldots, s_r)$ uniformly at random, then $\mathbb{E} \left[ \int_{x=0}^{1} |\text{csur}(x)| dx \right] = O(\sqrt{r})$. Since $\mathbb{E} \left[ \int_{x=0}^{1} |\text{csur}(x)| dx \right] = \int_{x=0}^{1} \mathbb{E} [ |\text{csur}(x)| ] dx$, it is sufficient to prove that $\mathbb{E} [ |\text{csur}(x)| ] = O(\sqrt{r})$.

Observe that $\text{csur}_i(x)$ is zero if the number of requests of phase-$i$ in $[0, x]$ is even. If that number is odd, then $\text{csur}_i(x)$ is $+1$ and $-1$ with probability $1/2$ each. Thus, $\text{csur}(x) = \sum_{i=0}^{r} \text{csur}_i(x)$ is the sum of at most $r+1$ independent random variables, each of which takes values $+1$ and $-1$ with equal probability, where the number of random variables is determined by $x$ and $y_0, \ldots, y_r$. Therefore $|\text{csur}(x)|$ is the deviation of a random walk of at most $r+1$ steps on the integers starting from 0, and moving in either direction with equal probability. Using a standard result\footnote{For instance: http://mathworld.wolfram.com/RandomWalk1-Dimensional.html}, we have $\mathbb{E} [ |\text{csur}(x)| ] = O(\sqrt{r})$, as required. \hfill \square

Taking the solution which minimizes the connection cost as the adversarial solution, we now prove an upper bound on the cost of the optimum solution of each instance in the support of the distribution generated by the adversarial procedure.

**Lemma 19.** For any $y_0, \ldots, y_r$, the MBPMD instance generated has a solution of cost at most $2ar + O(\sqrt{r}) + o(ar)$.

**Proof.** Consider the solution SOL. By Lemma 18, its connection cost can be made $O(\sqrt{r})$, with an appropriate choice of $(s_0, \ldots, s_r)$. Next, consider an arbitrary pair of requests in SOL. The waiting time of the earlier of the two requests in the pair is the difference between the arrival times of the requests, while the waiting time of the later request is zero. Thus, the delay cost of SOL is bounded from above by the sum of the arrival times of all the requests, which is given by

$$
\sum_{i=1}^{r} n_i \sum_{j=0}^{i-1} t_j = \sum_{i=1}^{r} \sum_{j=0}^{i-1} n_i t_j \leq \sum_{i=1}^{r} \sum_{j=0}^{i-1} \frac{2ar_i}{n_j+1} \leq 2a \sum_{i=1}^{r} \sum_{j=0}^{i-1} \left( \frac{2}{\rho} \right)^{i-j-1} = 2a \sum_{i=1}^{r} (1 + o(1)) = 2a(r + o(r))
$$

Summing the upper bounds on the connection and the delay cost of SOL, the claim stands proved. \hfill \square
Next, in order to bound the expected cost of an arbitrary deterministic algorithm from below, we first state our choice of values of the parameters. This time we choose \( r = \lceil (\ln^{2/3} n)/4 \rceil, \rho = e^{\sqrt{r}}, \) and \( a = 1/\sqrt{r}. \) Then \( r = \omega(1), \rho = \omega(r), \) and \( \rho^2 = e^{2^{3/2}} \leq e^{(\ln n)/4} = n^{1/4} = o(n), \) as promised.

Observe that the distribution of the requests in space and time is identical to the distribution of requests in the random MPMD instance generated by the procedure from Section 4.1, using the same values of the parameters. Thus, Lemmas 14, 15, 16, Observation 4, and Lemma 17 all continue to hold, even if we allow the algorithm to connect requests of the same polarity.

With this observation, we are ready to prove the lower bound on the competitive ratio, which, in turn, implies Theorem 4 for MBPMD.

**Theorem 6.** Any randomized algorithm for MBPMD must have a competitive ratio \( \Omega(\sqrt{r}) = \Omega(\log^{1/3} n) \) on the metric space of \( n \) equispaced points in the unit interval, against an oblivious adversary.

**Proof.** With our choice of the parameter values, the lower bound of Observation 4 becomes \( 1/16 - o(1) \) and that of Lemma 17 becomes \( 1/64 - o(1) \), as in the proof of Theorem 5, which again implies that the algorithm’s expected cost is at least \( (1/128 - o(1))r = \Omega(r) \). By Lemma 19, the optimum cost for any MBPMD instance in the support of \( D \) is \( 2ar + O(\sqrt{r}) + o(ar) = O(\sqrt{r}) \) always. Thus, the competitive ratio is \( \Omega(\sqrt{r}) = \Omega(\log^{1/3} n) \).

5 Concluding Remarks and Open Problems

We improved the bounds on the competitive ratio of the problem of Min-cost Perfect Matching with Delays (MPMD), and also proved similar bounds for the bipartite variant of the problem. Our upper bound of \( O(\log n) \) on \( n \)-point metric spaces proves that the aspect ratio of the underlying metric is not a blocker for competitiveness. On the other hand, our lower bounds are the first known lower bounds which increase with \( n \). We mention here some of the missing pieces of the puzzle, and some extensions.

1. The immediate task is, arguably, to close the polylogarithmic gap between the upper and lower bounds for both MPMD and MBPMD. In order to improve our algorithm, we believe that it is necessary to bypass the tree-embedding step, since this step forces a distortion of \( \Omega(\log n) \).

2. Another follow-up task is to determine the competitiveness of deterministic algorithms for M(B)PMD on arbitrary metrics. It would not be surprising to discover an \( \exp(\text{polylog}(n)) \) gap between the deterministic and the randomized bounds.

3. Finally, another interesting problem to pursue is the problem of min-cost \( k \)-dimensional matching, where the goal is to partition the requests into sets of size \( k \). We need to identify interesting constraints on the connection cost, which generalize the metric property, and which admit a competitive algorithm.
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A Appendix: Proofs missing from Section 3.1

Proof of Lemma 1 The result by Fakcharoenphol et al. (Theorem 2 of [14]) states that $M$ can be embedded into a distribution over 2-HSTs with distortion $O(\log n)$, where the points of $M$ are the leaves of the trees in the support of the distribution. The result by Bansal et al. (Theorem 8 of [4]) states that a $\sigma$-HST with leaf set $S$ of size $n$ can be deterministically embedded into a metric given by a tree of height $O(\log n)$ with the same leaf set, such that the distance between any pair of leaves is distorted by at most $2\sigma/(\sigma - 1)$. Composing these embeddings, we get the claimed result.

Proof of Lemma 2 Algorithm $A$ simply samples a metric space $M' = (S', d')$ from the distribution $D$, and simulates the behavior of $A^{M'}$. Fix an input instance $I$ of $M(B)PMD$ on $M$, and an arbitrary solution $SOL$ of $I$. Let $ALG$ be the solution output by $A^{M'}$, and hence, by $A$. However, note that the costs paid by $A^{M'}$ and $A$ are different, since they are working on different metrics. Since $d(p_1, p_2) \leq d'(p_1, p_2)$, for all $p_1, p_2 \in S$,

$A(I) = ALG_d + ALG_t \leq ALG_{d'} + ALG_t = A^{M'}(I)$
Thus, by induction, for all \( i \) we have

\[
\mathcal{A}^{\mathcal{M}'}(I) \leq \beta \text{SOL}_{d'} + \gamma \text{SOL}_t
\]

Thus, \( \mathcal{A}(I) \leq \beta \text{SOL}_{d'} + \gamma \text{SOL}_t \). Taking expectation over the random choice of \( \mathcal{M}', \)

\[
\mathbb{E}_{\mathcal{M}'=(S',d') \sim \mathcal{D}}[\mathcal{A}(I)] \leq \beta \cdot \mathbb{E}_{\mathcal{M}'=(S',d') \sim \mathcal{D}}[\text{SOL}_{d'}] + \gamma \cdot \mathbb{E}_{\mathcal{M}'=(S',d') \sim \mathcal{D}}[\text{SOL}_t]
\]

Using linearity of expectation, the fact that the embedding has distortion \( \mu \), and that \( \text{SOL}_t \) is independent of \( \mathcal{M}' \), we have,

\[
\mathbb{E}_{\mathcal{M}'=(S',d') \sim \mathcal{D}}[\mathcal{A}(I)] \leq \beta \mu \cdot \text{SOL}_{d'} + \gamma \cdot \text{SOL}_t
\]

Thus, the claim follows from the definition of \((\beta, \gamma)\)-competitiveness.

\( \square \)

### B Appendix: Proofs missing from Section 4.1

**Proof of Lemma 14**  
The points in \( S_{i+1} \) are spaced at least a distance \( d_{i+1} \) apart, where \( d_0 = 1/n \), and

\[
d_{i+1} = d_i \times \left\lfloor \frac{n_i}{n_i+1} \right\rfloor \geq d_i \times \left( \frac{n_i}{n_i+1} - 1 \right)
\]

As a result, for all \( i = 0, \ldots, r-1 \),

\[
n_{i+1}d_{i+1} \geq n_id_i \left( \frac{n_i}{n_i+1} - 1 \right) = n_id_i \left( 1 - \frac{n_i+1}{n_i} \right) \geq n_id_i \left( 1 - \frac{2r}{\rho} \right)
\]

Thus, by induction, for all \( i, n_id_i \geq (1 - 2/\rho)^i n_0d_0 \geq 1 - 2i/\rho \geq 1 - 2r/\rho = 1 - o(1) \), since \( \rho = \omega(r) \).

\( \square \)

**Proof of Lemma 15**  
Observe that given \( y_0, \ldots, y_{i-1}, y_i \),

\[
A_i = \int_0^{A_i} x_i(t)dt = \int_0^{\int y_0^{a_{i+1}+y_i}/n_i} x_i(t)dt
\]

Given \( y_0, \ldots, y_{i-1} \), the expectation of the above over \( y_i \) is

\[
\mathbb{E}_{y_i}[A_i] = \int_{y_0}^{1} \int_{t=0}^{\int_{y_0}^{a_{i+1}+y_i}/n_i} x_i(t)dt dy \geq \int_{y_0}^{1} \int_{t=a_{i+1}+y_i}/n_i} x_i(t)dt dy = \int_{t=a_{i+1}+y_i}/n_i} \int_{y_0}^{1} x_i(t)dy dt
\]

Thus,

\[
\mathbb{E}_{y_i}[A_i] \geq \int_{t=a_{i+1}+y_i}/n_i} x_i(t) \left[ \int_{y_0}^{1} \frac{a_{i+1}+y_i}{n_i} \ln \left( \frac{a_1}{\ln \rho} \right) \right] dt = \int_{t=a_{i+1}+y_i}/n_i} \left( 1 - \frac{\ln \left( \frac{a_1}{\ln \rho} \right)}{\ln \rho} \right) x_i(t)dt \geq \int_{t=a_{i+1}+y_i}/n_i} \frac{a_{i+1}+y_i}{n_i} \frac{1}{2} \cdot x_i(t) dt
\]

The last inequality holds because the factor \( 1 - \frac{\ln \left( \frac{a_1}{\ln \rho} \right)}{\ln \rho} \) in the integrand is at least 1/2 for \( t \in \left[ \frac{a_0}{n_i}, \frac{a_{i+1}+y_i}{n_i} \right] \), and non-negative for \( t \in \left[ \frac{a_{i+1}+y_i}{n_i}, \frac{a_{i+2}}{n_i} \right] \). Using \( \mathbb{I}[\cdot] \) to denote the indicator function, we have

\[
\mathbb{E}_{y_i}[A_i] \geq \frac{1}{2} \int_{t=a_{i+1}+y_i}/n_i} x_i(t)dt \geq \frac{1}{2} \int_{t=-a_{i+1}+y_i}/n_i} x_i(t \cdot \mathbb{I}[x_i(t) \geq a/t]} dt \geq \frac{1}{2} \int_{t=a_{i+1}+y_i}/n_i} a/t \cdot \mathbb{I}[x_i(t) \geq a/t]} dt
\]
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The last inequality follows from the fact that if \( x_i(t) < \frac{a}{2} \), then \( I[x_i(t) \geq \frac{a}{2}] = 0 \). Introducing the change of variables \( t = t(z) = \frac{a \rho^{1+z}}{n_i} \), we have \( dt = t(z) \ln \rho \cdot dz \), and \( z \) increases from 0 to 1/2 as \( t \) increases from \( \frac{a \rho}{n_i} \) to \( \frac{a \rho^{3/2}}{n_i} \). Thus,

\[
E_{y_i}[A_i] \geq \frac{1}{2} \int_{z=0}^{1/2} \frac{a}{t(z)} \cdot I[x_i(t(z)) \geq \frac{a}{t(z)}] \ t(z) \ln \rho \cdot dz = \frac{a \ln \rho}{2} \int_{z=0}^{1/2} I[x_i(t(z)) \geq \frac{a}{t(z)}] \ dz
\]

Observe that the value of the integral is precisely \( \Pr_{y_i}[x_i(t_i) \geq \frac{a}{t_i} \text{ and } y_i \leq 1/2] \). We are given that \( \Pr_{y_i}[x_i(t_i) < \frac{a}{t_i}] < 1/4 \). Since \( y_i \) is uniform in \([0, 1]\), by the union bound, we get

\[
\Pr_{y_i}[x_i(t_i) \geq \frac{a}{t_i} \text{ and } y_i \leq 1/2] > \frac{1}{4}
\]

Substituting this, we get \( E_{y_i}[A_i] \geq (a \ln \rho)/8 \).  
