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Abstract—Many high-dimensional and large-volume data sets of practical relevance have hierarchical structures induced by trees, graphs or time series. Such data sets are hard to process in Euclidean spaces and one often seeks low-dimensional embeddings in other space forms to perform required learning tasks. For hierarchical data, the space of choice is a hyperbolic space since it guarantees low-distortion embeddings for tree-like structures. Unfortunately, the geometry of hyperbolic spaces has properties not encountered in Euclidean spaces that pose challenges when trying to rigorously analyze algorithmic solutions. Here, for the first time, we establish a unified framework for learning scalable and simple hyperbolic linear classifiers with provable performance guarantees. The gist of our approach is to focus on Poincaré ball models and formulate the classification problems using tangent space formalisms. Our results include a new hyperbolic and second-order perceptron algorithm as well as an efficient and highly accurate convex optimization setup for hyperbolic support vector machine classifiers. All algorithms provably converge and are highly scalable as they have complexities comparable to those of their Euclidean counterparts. Their performance accuracies on synthetic data sets comprising millions of points, as well as on complex real-world data sets such as single-cell RNA-seq expression measurements, CIFAR10, Fashion-MNIST and mini-ImageNet. Our code can be found at: https://github.com/thupchnsky/PoincareLinearClassification.

Index Terms—Hyperbolic, Support Vector Machine, Perceptron

I. INTRODUCTION

Representation learning in hyperbolic spaces has received significant interest due to its effectiveness in capturing latent hierarchical structures [1]–[6]. It is known that arbitrarily low-distortion embeddings of tree-structures in Euclidean spaces is impossible even when using an unbounded number of dimensions [7]. In contrast, precise and simple embeddings are possible in the Poincaré disk, a hyperbolic space model with only two dimensions [2].

Despite their representational power, hyperbolic spaces are still lacking foundational analytical results and algorithmic solutions for a wide variety of downstream machine learning tasks. In particular, the question of designing highly-scalable classification algorithms with provable performance guarantees that exploit the structure of hyperbolic spaces remains open. While a few prior works have proposed specific algorithms for learning classifiers in hyperbolic space, they are primarily empirical in nature and do not come with theoretical convergence guarantees [8], [9]. The work [10] described the first attempt to establish performance guarantees for the hyperboloid perceptron, but the proposed algorithm is not transparent and fails to converge in practice. Furthermore, the methodology used does not naturally generalize to other important classification methods such as support vector machines (SVMs) [11]. Hence, a natural question arises: Is there a unified framework that allows one to generalize classification algorithms for Euclidean spaces to hyperbolic spaces, make them highly scalable and rigorously establish their performance guarantees?

We give an affirmative answer to this question for a wide variety of classification algorithms. By redefining the notion of separation hyperplanes in hyperbolic spaces, we describe the first known Poincaré ball perceptron, second-order perceptron and SVM methods with provable performance guarantees. Our perceptron algorithm resolves convergence problems associated with the perceptron method in [10] while the second algorithms generalize the work [12] on second-order perceptrons in Euclidean spaces. Both methods are of importance as they represent a form of online learning in hyperbolic spaces and are basic components of hyperbolic neural networks. On the other hand, our Poincaré SVM method successfully addresses issues associated with solving and analyzing a nontrivial nonconvex optimization problem used to formulate hyperboloid SVMs in [8]. In the latter case, a global optimum may not be attainable using projected gradient descent methods and consequently this SVM method does not provide tangible guarantees. Our proposed algorithms may be viewed as “shallow” one-layer neural networks for hyperbolic spaces that are not only scalable but also (unlike deep networks [13], [14]) exhibit an extremely small storage-footprint. They are also of significant relevance for few-shot meta-learning [15] and for applications such as single-cell subtyping and image data processing as described in our experimental analysis (see Figure 1 for the Poincaré embedding of these data sets).

For our algorithmic solutions we choose to work with the Poincaré ball model for several practical and mathematical reasons. First, this model lends itself to ease of data visualization and it is known to be conformal. Furthermore, many recent deep learning models are designed to operate on the Poincaré ball model, and our detailed analysis and experimental evaluation of the perceptron, SVM and related algorithms can improve our understanding of these learning methods. The key insight is that tangent spaces of points in the Poincaré ball model are Euclidean. This, along with
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Both the Poincaré perceptron and its second-order sets comprising millions of points and up to one thousand and SVM method easily operate on massive synthetic data also offers improved classification accuracy as high as \( 9 \) versus \( 1 \) satisfies an \( \varepsilon \) variant converge to an error-free result provided that the data of the classifiers.

In our proofs we also use new convex hull algorithms over the classification tasks in a unified manner using convex programs. Otherwise complicated derivations and allows for addressing available to switch between different relevant spaces simplifies the fact that logarithmic and exponential maps are readily available to switch between different relevant spaces simplifies otherwise complicated derivations and allows for addressing classification tasks in a unified manner using convex programs. In our proofs we also use new convex hull algorithms over the Poincaré ball model and explain how to select free parameters of the classifiers.

The proposed Poincaré perceptron, second-order perceptron and SVM method easily operate on massive synthetic data sets comprising millions of points and up to one thousand dimensions. Both the Poincaré perceptron and its second-order variant converge to an error-free result provided that the data satisfies an \( \varepsilon \)-margin assumption. The second-order Poincaré perceptron converges using significantly fewer iterations than the perceptron method, which matches the advantages offered by its Euclidean counterpart [12]. This is of particular interest in online learning settings and it also results in lower excess risk [16]. Our Poincaré SVM formulation, which unlike [8] comes with provable performance guarantees, also operates significantly faster than its nonconvex counterpart (1 minute versus 9 hours on a set of \( 10^6 \) points, which is \( 540 \times \) faster) and also offers improved classification accuracy as high as 50%.

Real-world data experiments involve single-cell RNA expression measurements [17], CIFAR10 [18], Fashion-MNIST [19] and mini-ImageNet [20]. These data sets have challenging overlapping-class structures that are hard to process in Euclidean spaces, while Poincaré SVMs still offer outstanding classification accuracy with gains as high as 47.91\% compared to their Euclidean counterparts.

The paper is organized as follows. Section II describes an initial set of experimental results illustrating the scalability and high-quality performance of our SVM method compared to the corresponding Euclidean and other hyperbolic classifiers. This section also contains a discussion of prior works on hyperbolic perceptrons and SVMs that do not use the tangent space formalism and hence fail to converge and/or provide provable convergence guarantees. Section III contains a review of relevant concepts from differential geometry needed to describe the classifiers as well as our main results, analytical convergence guarantees for the proposed learners. A more detailed set of experimental results, pertaining to real-world single-cell RNA expression measurements for cell-typing and three collections of image data sets is presented in Section IV. These results illustrate the expressional power of hyperbolic spaces for hierarchical data and highlight the unique feature and performance of our techniques.

II. RELEVANCE AND RELATED WORK

To motivate the need for new classification methods in hyperbolic spaces we start by presenting illustrative numerical results for synthetic data sets. We compare the performance of our Poincaré SVM with the previously proposed hyperboloid SVM [8] and Euclidean SVM. The hyperbolic perceptron outlined in [10] does not converge and is hence not used in our comparative study. Rigorous descriptions of all mathematical concepts and pertinent proofs are postponed to the next sections and/or the full version of this paper.

One can clearly observe from Figure 2 that the accuracy of Euclidean SVMs may be significantly below 100%, as the data points are not linearly separable in Euclidean but rather only in the hyperbolic space. Furthermore, the nonconvex SVM method of [8] does not scale well as the number of points increases: It takes roughly 9 hours to complete the classification process on \( 10^6 \) points while our Poincaré SVM takes only 1 minute. Furthermore, the algorithm breaks down when the data dimension increases to 1,000 due to its intrinsic non-stability. Only our Poincaré SVM can achieve nearly optimal (100%) classification accuracy with extremely low time complexity for all data sets considered. More extensive experimental results on synthetic and real-world data can be found in Section IV.

The exposition in our subsequent sections explains what makes our classifiers as fast and accurate as demonstrated, especially when compared to the handful of other existing hyperbolic space methods. In the first line of work to address SVMs in hyperbolic spaces [8] the authors chose to work with the hyperboloid model of hyperbolic spaces which resulted in a nonconvex optimization problem formulation. The nonconvex problem was solved via projected gradient descent which is known to be able to provably find only a local optimum. In contrast, as we will show, our Poincaré SVM provably converges to a global optimum. The second related line of work [10] studied hyperbolic perceptrons and a hyperbolic
version of robust large-margin classifiers for which a performance analysis was included. This work also solely focused on the hyperboloid model and the hyperbolic perceptron method outlined therein does not converge. Since we choose to work with the Poincaré ball instead of the hyperboloid model, we can resort to straightforward, universal and simple proof techniques that “transfer” the classification problem back from the Poincaré to the Euclidean space through the use of tangent spaces. Our analytical convergence results are extensively validated experimentally.

In addition to the two linear classification procedures described above, a number of hyperbolic neural networks solutions have been put forward as well [13], [14]. These networks were built upon the idea of Poincaré hyperplanes and motivated our approach for designing Poincaré-type perceptrons and SVMs. One should also point out that there are several other deep learning methods specifically designed for networks [21] and Variational Autoencoders [22]–[24]. Despite the excellent empirical performance of these methods theoretical guarantees are still unavailable due to the complex formalism of deep learners. Our algorithms and proof techniques illustrate for the first time why elementary components of such networks, such as perceptrons, perform exceptionally well when properly formulated for a Poincaré ball.

III. CLASSIFICATION IN HYPERBOLIC SPACES

We start with a review of basic notions pertinent to hyperbolic spaces. We then proceed to introduce the notion of separation hyperplanes in the Poincaré model of hyperbolic space which is crucial for all our subsequent derivations.

The Poincaré ball model. Despite the existence of a multitude of equivalent models for hyperbolic spaces, Poincaré ball models have received the broadest attention in the machine learning and data mining communities. This is due to the fact that the Poincaré ball model provides conformal representations of shapes and point sets, i.e., in other words, it preserves Euclidean angles of shapes. The model has also been successfully used for designing hyperbolic neural networks [13], [14] with excellent heuristic performance. Nevertheless, the field of learning in hyperbolic spaces – under the Poincaré or other models – still remains largely unexplored.

The Poincaré ball model \( (B^n_c, g^B) \) is a Riemannian manifold. For the absolute value of the curvature \( c > 0 \), its domain is the open ball of radius \( 1/\sqrt{c} \), i.e., \( B^n_c = \{ x \in \mathbb{R}^n : \sqrt{c} \| x \| < 1 \} \). Here and elsewhere \( \| \cdot \| \) stands for the \( \ell_2 \) norm and \( \langle \cdot, \cdot \rangle \) stands for the standard inner product. The Riemannian metric is defined as \( g^B_x(\cdot, \cdot) = (\sigma^n_x)^2 \langle \cdot, \cdot \rangle \), where \( \sigma^n_x = 2/(1-c\| x \|^2) \).

For \( c = 0 \), we recover the Euclidean space, i.e., \( B^n_0 = \mathbb{R}^n \).

For simplicity, we focus on the case \( c = 1 \) albeit our results can be generalized to hold for arbitrary \( c > 0 \). Furthermore, for a reference point \( p \in B^n \), we denote its tangent space, the first order linear approximation of \( B^n \) around \( p \), by \( T_p B^n \).

In the following, we introduce Möbius addition and scalar multiplication — two basic operators on the Poincaré ball [25]. These operators represent analogues of vector addition and scalar-vector multiplication in Euclidean spaces. The Möbius addition of \( x, y \in B^n \) is defined as

\[
x \oplus y = \frac{(1 + 2 \langle x, y \rangle + \| y \|^2) x + (1 - \| y \|^2) y}{1 + 2 \langle x, y \rangle + \| x \|^2 \| y \|^2}
\]

Unlike its vector-space counterpart, this addition is noncommutative and nonassociative. The Möbius version of multiplication of \( x \in B^n \setminus \{0\} \) by a scalar \( r \in \mathbb{R} \) is defined according to

\[
r \odot x = \tanh(r \tanh^{-1}(\| x \|)) \frac{x}{\| x \|} \quad \text{and} \quad r \odot 0 = 0.
\]
Lemma 3.1 ([13]): For any \( p \in \mathbb{B}^n \) and \( v \in T_p \mathbb{B}^n \) s.t. \( g_p(v, v) = 1 \), the geodesic starting at \( p \) with tangent vector \( v \) equals:

\[
\gamma_{p,v}(t) = p \oplus \left( \tanh \left( \frac{t}{2} \frac{v}{\|v\|} \right) \right),
\]

where \( \gamma_{p,v}(0) = p \) and \( \dot{\gamma}_{p,v}(0) = v \).

We complete the overview by introducing logarithmic and exponential maps.

**Lemma 3.2 (Lemma 2 in [13]):** For any \( p \in \mathbb{B}^n \) the exponential map \( \exp_p : T_p \mathbb{B}^n \rightarrow \mathbb{B}^n \) and the logarithmic map \( \log_p : \mathbb{B}^n \rightarrow T_p \mathbb{B}^n \) are given for \( v \neq 0 \) and \( x \neq p \) by:

\[
\exp_p(v) = p \oplus \left( \tanh \left( \frac{\sigma_p \|v\|}{2} \right) \frac{v}{\|v\|} \right),
\]

\[
\log_p(x) = \frac{2}{\sigma_p} \tanh^{-1}(\|((p) \oplus x)\|) \frac{(p) \oplus x}{\|((p) \oplus x)\|}.
\]

The geometric interpretation of \( \log_p(x) \) is that it gives the tangent vector \( v \) of \( x \) for starting point \( p \). On the other hand, \( \exp_p(v) \) returns the destination point \( x \) if one starts at the point \( p \) with tangent vector \( v \). Hence, a geodesic from \( p \) to \( x \) may be written as

\[
\gamma_{p-x}(t) = \exp_p(t \log_p(x)), \quad t \in [0,1].
\]

See Figure 3 for the illustration.

**Classification with Poincaré hyperplanes.** The recent work [13] introduced the notion of a Poincaré hyperplane which generalizes the concept of a hyperplane in Euclidean space. The Poincaré hyperplane with reference point \( p \in \mathbb{B}^n \) and normal vector \( w \in T_p \mathbb{B}^n \) in the above context is defined as

\[
H_{w,p} = \{x \in \mathbb{B}^n : \langle \log_p(x), w \rangle = 0 \}
\]

\[
= \{x \in \mathbb{B}^n : ((p) \oplus x, w) = 0 \},
\]

where \( \langle x, y \rangle_p = (\sigma_p)^2 \langle x, y \rangle \). The minimum distance of a point \( x \in \mathbb{B}^n \) to \( H_{w,p} \) has the following close form

\[
d(x, H_{w,p}) = \sinh^{-1} \left( \frac{2\|((p) \oplus x, w)\|}{(1 - \|((p) \oplus x, w)\|^2)\|w\|} \right).
\]

We find it useful to restate \( \langle \rangle \) so that it only depends on vectors in the tangent space \( T_p \mathbb{B}^n \) as follows.

**Lemma 3.3:** Let \( v = \log_p(x) \) (and thus \( x = \exp_p(v) \)), then we have

\[
d(x, H_{w,p}) = \sinh^{-1} \left( \frac{2 \tanh(\sigma_p \|v\|)\|v\|}{(1 - \tanh^2(\sigma_p \|v\|)^2)\|w\|} \right).
\]

Equipped with the above definitions, we now focus on binary classification in Poincaré models. To this end, let \( \{(x_i, y_i)\}_{i=1}^N \) be a set of \( N \) data points, where \( x_i \in \mathbb{B}^n \) and \( y_i \in \{\pm 1\} \) represent the true labels. Note that based on Lemma 3.3 the decision function based on \( H_{w,p} \) is \( h_{w,p}(x) = \text{sign}(\langle \log_p(x_i), w \rangle) \). This is due to the fact that \( \sinh^{-1} \) does not change the sign of its input and that all other terms in \( \langle \rangle \) are positive if \( y_i = \text{sign}(\log_p(x_i)) \) and \( w \neq 0 \). For the case that either \( \log_p(x_i) \) or \( w \) is 0, \( \langle v, w \rangle = 0 \) and thus the sign remains unchanged. For linear classification, the goal is to learn \( w \) that correctly classifies all points. For large margin classification, we further required that the learnt \( w \) achieves the largest possible margin,

\[
\max_{w \in T_p \mathbb{B}^n} \min_{i \in [N]} y_i h_{w,p}(x_i) d(x_i, H_{w,p}).
\]

**A. Classification algorithms for Poincaré balls**

In what follows we outline the key idea behind our approach to classification and analysis of the underlying algorithms. We start with the perceptron classifier, which is the simplest approach yet of relevance for online settings. We then proceed to describe its second-order extension which offers significant reductions in the number of data passes and then introduce our SVM method which offers excellent performance with provable guarantees.

Our approach builds upon the result of Lemma 3.3. For each \( x_i \in \mathbb{B}^n \), let \( y_i = \log_p(x_i) \). We assign a corresponding weight as

\[
\eta_i = \frac{2 \tanh(\sigma_p \|v_i\|)}{\eta_i \langle \langle v, w \rangle \rangle}.
\]

Without loss of generality, we also assume that the optimal normal vector has unit norm \( \|w^*\| = 1 \). Then (9) can be rewritten as

\[
d(x_i, H_{w^*,p}) = \sinh^{-1} \left( \eta_i \langle \langle v, w^* \rangle \rangle \right).
\]

Note that \( \eta_i \geq 0 \) and \( \eta_i = 0 \) if and only if \( v_i = 0 \), which corresponds to the case \( x_i = p \). Nevertheless, this “border” case can be easily eliminated under a margin assumption. Hence, the problem of finding an optimal classifier becomes similar to the Euclidean case if one focuses on the tangent space of the Poincaré ball model (see Figure 5 for an illustration).

**B. Poincaré perceptron**

We first restate the standard assumptions needed for the analysis of the perceptron algorithm in Euclidean space for the Poincaré model.
Assumption 3.1:
\[
\exists \omega^* \in T_p \mathbb{B}^n, \ y_i \langle \log_p(x_i), \omega^* \rangle > 0 \ \forall i \in [N],
\]
\[
\exists \xi > 0 \ \text{s.t.} \ d(x_i, H_{\omega^*}) \geq \varepsilon \ \forall i \in [N],
\]
\[
\|x_i\| \leq R < 1 \ \forall i \in [N].
\]
The first assumption (13) postulates the existence of a classifier that correctly classifies every point. The margin assumption is listed in (14), while (15) ensures that points lie in a bounded region.

Using (12) we can easily design the Poincaré perceptron update rule. If the \( k \)th mistake happens at instance \((x_{ik}, y_{ik})\) (i.e., \( y_{ik} \langle \log_p(x_{ik}), w_k \rangle \leq 0\)), then
\[
w_{k+1} = w_k + \eta y_{ik} \log_p(x_{ik}), \quad w_1 = 0.
\]

The Poincaré perceptron algorithm (16) comes with the following convergence guarantees.

**Theorem 3.1:** Under Assumption 3.1, the Poincaré perceptron (16) will correctly classify all points with at most 
\[
\frac{2R_p}{(1 - R_p^2) \sinh(\varepsilon)}
\]
updates, where \( R_p = \|p\| + R \). To prove Theorem 3.1 we need the technical lemma below.

**Lemma 3.4:** Let \( a \in \mathbb{B}^n \). Then
\[
\arg\max_{b \in \mathbb{B}^n: \|b\| \leq R} \|a \oplus b\| = R \frac{a}{\|a\|},
\]
\[
\arg\max_{b \in \mathbb{B}^n: \|b\| \leq R} \|b \oplus a\| = R \frac{a}{\|a\|}.
\]

If we replace \( \oplus \) with ordinary addition then we can basically interpret the result as follows: The norm of \( a \oplus b \) is maximized when \( a \) has the same direction as \( b \). This can be easily proved by invoking the Cauchy-Schwartz inequality. However, it is nontrivial to show the result under Möbius addition.

**Proof.** As already mentioned in Section III-A, the key idea is to work in the tangent space \( T_p \mathbb{B}^n \), in which case the Poincaré perceptron becomes similar to the Euclidean perceptron. First, we establish the boundedness of the tangent vectors \( v_i = \log_p(x_i) \) in \( T_p \mathbb{B}^n \) by defining the function \( \sigma_p \) from Section III:
\[
\|v_i\| = \|\log_p(x_i)\| = \frac{2}{\sigma_p} \tanh^{-1}(\|(-p) \oplus x_i\|)
\]
\[
\leq \frac{2}{\sigma_p} \tanh^{-1}(R_p) \iff \tanh(\frac{\sigma_p\|v_i\|}{2}) \leq R_p,
\]
where (a) can be shown to hold true by involving Lemma 3.4 and performing some algebraic manipulations. Details are as follows.
\[
\|(-p) \oplus x_i\| \leq \|(-p) \oplus \frac{R}{\|p\|}(-p)\| \quad \text{By Lemma 3.4}
\]
\[
= \left\| \frac{(1 + 2R\|p\| + R^2)(-p) + (1 - \|p\|^2)}{R + \|p\|^2} \right\| \quad \text{By (1)}
\]
\[
= \frac{\|p\| + R^2\|p\| + R\|p\|^2 + R}{(R + \|p\|^2)^2} \quad \text{By } (\|p\|)
\]
\[
= \frac{1 + \frac{R\|p\|}{R + \|p\|^2}}{R + \|p\|^2} = R_p.
\]

Combining with the fact that \( \tanh^{-1}(-) \) is non-decreasing in \([0, 1)\), we arrive the inequality (a).

The remainder of the analysis is similar to that of the standard Euclidean perceptron. We first lower bound \( \|w_{k+1}\| \) as
\[
\|w_{k+1}\| \geq \langle w_{k+1}, \omega^* \rangle = \langle w_k, \omega^* \rangle + \eta y_{ik} \langle v_{ik}, \omega^* \rangle
\]
\[
\geq \langle w_k, \omega^* \rangle + \sinh(\varepsilon) \geq \cdots \geq k \sinh(\varepsilon),
\]
where (b) follows from the Cauchy-Schwartz inequality and (c) is a consequence of the margin assumption (14). Next, we upper bound \( \|w_{k+1}\| \) as
\[
\|w_{k+1}\|^2 \leq \|w_k\|^2 + \left( \frac{2\tanh(\sigma_p\|v_{ik}\|)}{2} \right)^2
\]
\[
\leq \|w_k\|^2 + \left( \frac{2R_p}{(1 - R_p^2)^2} \right)^2 \leq \cdots \leq \leq \kappa \left( \frac{2R_p}{(1 - R_p^2)^2} \right)^2,
\]
where (d) is a consequence of (19) and the fact that the function \( f(x) = \frac{x}{1 - x^2} \) is nondecreasing for \( x \in (0, 1) \). Note that \( R_p < 1 \) if \( \|p\| < 1 \), \( R < 1 \) and \( 0 < \left( 1 - \|p\| \right)(1 - R) = 1 + \|p\|R \). Combining (20) and (21) we complete the proof.

It is worth pointing out that the authors of [10] also designed and analyzed a different version of a hyperbolic perceptron in the hyperboloid model \( \mathbb{L}^d = \{ x \in \mathbb{R}^{d+1} : [x, x] = -1 \} \), where \([x, y] = x^T H y, H = \text{diag}(-1, 1, 1, \ldots, 1)\) denotes the Minkowski product. Their proposed update rule is
\[
\eta_k = w_k + y_n x_n \quad \text{if } y_n \langle w_k, x_n \rangle < 0
\]
\[
w_{k+1} = \min\{1, \sqrt{\eta_k}, w_k\},
\]
where (23) is a normalization step. Although a convergence result was claimed in [10], we demonstrate by simple counterexamples that their hyperbolic perceptron do not converge. Moreover, we find that the algorithm does not converge to a meaningful solution for most of the data sets tested; this can be easily seen by using the proposed update rule with \( w_0 = e_2 \) and \( x_1 = e_1 \in \mathbb{L}^2 \) with label \( y_1 = 1 \), where \( e_j \) are standard basis vectors (the particular choice leads to an ill-defined normalization). Other counterexamples \( w_0 = 0 \) involve normalization with complex numbers for arbitrary \( x_1 \in \mathbb{L}^2 \) which is not acceptable.

**C. Poincaré second-order perceptron**

The reason behind our interest in the second-order perceptron is that it leads to fewer mistakes during training compared to the classical perceptron. It has been shown in [16] that the error bounds have corresponding statistical risk bounds in online learning settings, which strongly motivates the use of second-order perceptrons for online classification. The performance improvement of the modified perceptron comes from accounting for second-order data information, as the standard perceptron is essentially a gradient descent (first-order) method.
Equipped with the key idea of our unified analysis, we compute the scaled tangent vectors \( z_i = \eta_i v_i = \eta_i \log_p(x_i) \). Following the same name, we can extend the second order perceptron to Poincaré ball model. Our Poincaré second-order perceptron is described in Algorithm 1, which has the following theoretical guarantee.

**Algorithm 1:** Poincaré second order perceptron

Input: Data points \( x_i \), labels \( y_i \), reference point \( p \), parameter \( a > 0 \).

1. Initialization: \( \xi_0 \leftarrow 0 \), \( X_0 = \emptyset \), \( k = 1 \).
2. For \( t = 1, 2, \ldots \) do
   3. Get \( (x_t, y_t) \), compute \( z_t \), set \( S_t \leftarrow [X_{k-1} \cup z_t] \).
   4. Predict \( \hat{y}_t = \text{sign}(\langle w_t, z_t \rangle) \), where \( w_t = (aI + S_t S_t^T)^{-1} \xi_{k-1} \).
   5. If \( \hat{y}_t \neq y_t \) then
      \( \xi_k = \xi_{k-1} + y_t z_t \), \( X_k \leftarrow S_t \), \( k \leftarrow k + 1 \).
6. End

**Theorem 3.2:** For all sequences \((x_1, y_1), (x_2, y_2), \ldots\) with assumption [3.1] the total number of mistakes \( k \) for Poincaré second order perceptron satisfies

\[
 k \leq \frac{1}{\sinh(\varepsilon)} \left( \langle a + \lambda_w \rangle \left( \sum_{j \in [a]} \log(1 + \frac{\lambda_j}{a}) \right) \right),
\]

where \( \lambda_w = w^T X_k X_k^T w \) and \( \lambda_j \) are the eigenvalues of \( X_k X_k^T \).

The bound in Theorem 3.2 has a form that is almost identical to that of its Euclidean counterpart [12]. However, it is important to observe that the geometry of the Poincaré ball model plays an important role when evaluating the eigenvalues \( \lambda_j \) and \( \lambda_w \). Another important observation is that our tangent-space analysis is not restricted to first-order analysis of perceptrons.

**D. Poincaré SVM**

We conclude our theoretical analysis by describing how to formulate and solve SVMs in the Poincaré ball model with performance guarantees. For simplicity, we only consider binary classification. Techniques for dealing with multiple classes are given in Section IV.

When data points from two different classes are linearly separable the goal of SVM is to find a “max-margin hyperplane” that correctly classifies all data points and has the maximum distance from the nearest point. This is equivalent to selecting two parallel hyperplanes with maximum distance that can separate two classes. Following this approach and assuming that the data points are normalized, we can choose these two hyperplanes as \( \langle \log_p(x_i), w \rangle = 1 \) and \( \langle \log_p(x_i), w \rangle = -1 \) with \( w \in T_p \mathbb{B}^n \). Points lying on these two hyperplanes are referred to as support vectors following the convention for Euclidean SVM. They are critical for the process of selecting \( w \).

Let \( v_i = \log_p(x_i) \in T_p \mathbb{B}^n \) be such that \( |\langle v_i, w \rangle| = 1 \). Therefore, by Cauchy-Schwarz inequality the support vectors satisfy

\[
\|v_i\| \geq |\langle v_i, w \rangle| = 1 \Rightarrow \|w\| \geq 1/\|w\|.
\]

Combining the above result with (24) leads to a lower bound on the distance of a data point \( x_i \) to the hyperplane \( H_{w,p} \)

\[
d(x_i, H_{w,p}) \geq \sinh^{-1} \left( \frac{2 \tanh(\sigma_p/2 \|w\|)}{1 - \tanh^2(\sigma_p/2 \|w\|)} \right),
\]

where equality is achieved for \( v_i = kw \) \((k \in \mathbb{R})\). Thus we can obtain a max-margin classifier in the Poincaré ball that can correctly classify all data points by maximizing the lower bound in (25). Through a sequence of simple reformulations, the optimization problem of maximizing the lower bound (26) can be cast as an easily-solvable convex problem described in Theorem 3.3.

**Theorem 3.3:** Maximizing the margin (26) is equivalent to solving the convex problem of either primal (P) or dual (D) form:

\[
(P) \min_w \frac{1}{2} \|w\|^2 \text{ s.t. } y_i \langle v_i, w \rangle \geq 1 \forall i \in [N];
\]

\[
(D) \max_{\alpha \geq 0} \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i=1}^{N} \alpha_i y_i v_i \text{ s.t. } \sum_{i=1}^{N} \alpha_i y_i = 0,
\]

which is guaranteed to achieve a global optimum with linear convergence rate by stochastic gradient descent.

The Poincaré SVM formulation from Theorem 3.3 is inherently different from the only other known hyperbolic SVM approach [8]. There, the problem is nonconvex and thus does not offer convergence guarantees to a global optimum when using projected gradient descent. In contrast, since both (P) and (D) are smooth and strongly convex, variants of stochastic gradient descent is guaranteed to reach a global optimum with a linear convergence rate. This makes the Poincaré SVM numerically more stable and scalable to millions of data points. Another advantage of our formulation is that a solution to (D) directly produces the support vectors, i.e., the data points with corresponding \( \alpha_i \neq 0 \) that are critical for the classification problem.

When two data classes are not linearly separable (i.e., the problem is soft- rather than hard-margin), the goal of the SVM method is to maximize the margin while controlling the number of misclassified data points. Below we define a soft-margin Poincaré SVM that trades-off the margin and classification accuracy.

**Theorem 3.4:** Solving soft-margin Poincaré SVM is equivalent to solving the convex problem of either primal (P) or dual (D) form:

\[
(P) \min_w \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} \max(0, 1 - y_i \langle v_i, w \rangle);
\]

\[
(D) \max_{0 \leq \alpha \leq C} \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i=1}^{N} \alpha_i y_i v_i \text{ s.t. } \sum_{i=1}^{n} \alpha_i y_i = 0,
\]
which is guaranteed to achieve a global optimum with sublinear convergence rate by stochastic gradient descent.

The algorithmic procedure behind the soft-margin Poincaré SVM is depicted in Algorithm 2.

**Algorithm 2: Soft-margin Poincaré SVM**

Input: Data points $x_i$, labels $y_i$, reference point $p$, tolerance $\epsilon$, maximum iteration number $T$.

1. Initialization: $w_0 \leftarrow 0$, $f(w_0) = NC$.
2. for $t = 1, 2, \ldots$ do
3. \[ f(w_t) = \frac{1}{2} ||w_t||^2 + C \sum_{i=1}^{N} \max (0, 1 - y_i(x_i, w_t)). \]
4. if $f(w_t) - f(w_{t-1}) \leq \epsilon$ or $t > T$ then
5. \[ \text{break; } \]
6. end
7. Sample $(x_t, y_t)$ from data set randomly and compute $v_t = \log_{p}(x_t)$.
8. if $1 - y_t(x_t, w_{t-1}) < 0$ then
9. \[ \nabla w = w_{t-1}. \]
10. else
11. \[ \nabla w = w_{t-1} - NC y_t v_t. \]
12. end
13. \[ w_t = w_{t-1} - \frac{1}{t+1000} \nabla w. \]
14. end

**E. Learning a reference point**

So far we have tacitly assumed that the reference point $p$ is known in advance. While the reference point and normal vector can be learned in a simple manner in Euclidean spaces, this is not the case for the Poincaré ball model due to the non-linearity of its logarithmic map and Möbius addition (Figure 4).

Importantly, we have the following observation: A hyperplane correctly classifies all points if and only if it separates their convex hulls (the definition of “convexity” in hyperbolic spaces follows from replacing lines with geodesics [27]). Hence we can easily generalize known convex hull algorithms to the Poincaré ball model, including the Graham scan [28] and Quickhull [29] (see the Appendix for further discussion). Note that the described convex hull algorithm has complexity $O(N \log N)$ and is hence very efficient. Next, denote the set of points on the convex hull of the class labeled by $+1$ ($-1$) as $CH_+$ ($CH_-).$ A minimum distance pair $x_+, x_-$ can be found as

\[ d(x_+, x_-) = \min_{x \in CH_+, y \in CH_-} d(x, y). \] (31)

Then, the hyperbolic midpoint of $x_+, x_-$ corresponds to the reference point $p = \gamma_{x_+ \rightarrow x_-}(0.5)$ (see Figure 5). Our strategy of learning $p$ along with algorithms introduced in Section III-A works well on real world data set, see Section IV.

**IV. EXPERIMENTS**

To put the performance of our proposed algorithms in the context of existing works on hyperbolic classification, we perform extensive numerical experiments on both synthetic and real-world data sets. In particular, we compare our Poincaré perceptron, second-order perceptron and SVM method with the hyperboloid SVM of [8] and the Euclidean SVM. Detailed descriptions of the experimental settings are provided in the Appendix.

**A. Synthetic data sets**

In the first set of experiments, we generate $N$ points uniformly at random on the Poincaré disk and perform binary classification task. To satisfy our Assumption 5.1 we restrict the points to have norm at most $R = 0.95$ (boundedness condition). For a decision boundary $H_{w, p}$, we remove all points within margin $\epsilon$ (margin assumption). Note that the decision boundary looks more “curved” when $||p||$ is larger, which makes it more different from the Euclidean case (Figure 6). When $||p|| = 0$ then the optimal decision boundary is also
linear in Euclidean sense. On the other hand, if we choose \(|p|\) too large then it is likely that all points are assigned with the same label. Hence, we consider the case \(|p| = \frac{R}{5}\) and \(\frac{2R}{5}\) and let the direction of \(w\) to be generated uniformly at random. Results for case \(|p| = \frac{2R}{5}\) are demonstrated in Figure 7 while the others are in Figure 6. All results are averaged over 20 independent runs.

We first vary \(N\) from \(10^3\) to \(10^6\) and fix \((d, \varepsilon) = (2, 0.01)\). The accuracy and time complexity are shown in Figure 7(e)-(h). One can clearly observe that the Euclidean SVM fails to achieve a 100% accuracy as data points are not linearly separable in the Euclidean, but only in hyperbolic sense. This phenomenon becomes even more obvious when \(|p|\) increases due to the geometry of Poincaré disk (Figure 6). On the other hand, the hyperboloid SVM is not scalable to accommodate such a large number of points. As an example, it takes 6 hours (9 hours for the case \(|p| = \frac{2R}{5}\)) to process \(N = 10^6\) points; in comparison, our Poincaré SVM only takes 1 minute. Hence, only the Poincaré SVM is highly scalable and offers the highest accuracy achievable.

Next we vary the margin \(\varepsilon\) from 1 to 0.001 and fix \((d, N) = (2, 10^5)\). The accuracy and time complexity are shown in Figure 7(i)-(l). As the margin reduces, the accuracy of the Euclidean SVM deteriorates. This is again due to the geometry of Poincaré disk (Figure 6) and the fact that the classifier needs to be tailor-made for hyperbolic spaces. Interestingly, the hyperboloid SVM performs poorly for \(|p| = 3R/5\) and a margin value \(\varepsilon = 1\), as its accuracy is significantly below 100%. This may be attributed to the fact that the cluster sizes are highly unbalanced, which causes numerical issue with the underlying optimization process. Once again, the Poincaré SVM outperforms all other methods in terms of accuracy and time complexity.

Finally, we examined the influence of the data point dimension on the performance of the classifiers. To this end, we varied the dimension \(d\) from 2 to 1,000 and fixed \((N, \varepsilon) = (10^6, 0.01)\). The accuracy and time complexity results are shown in Figure 7(a)-(d). Surprisingly, the hyperboloid SVM fails to learn well when \(d\) is large and close to 1,000. This again reaffirms the importance of the convex formulation of
our Poincaré SVM, which is guaranteed to converge to a global optimum independent of the choice $d, N$ and $\varepsilon$. We also find that Euclidean SVM improves its performance as $d$ increases, albeit at the price of high execution time.

We now turn our attention to the evaluation of our perceptron algorithms which are online algorithms in nature. Results are summarized in Table I. There, one can observe that the Poincaré second-order perceptron requires a significantly smaller number of updates compared to Poincaré perceptron, especially when the margin is small. This parallels the results observed in Euclidean spaces [12]. Furthermore, we validate our Theorem 3.1 which provide an upper bound on the number of updates for the worst case.

### B. Real-world data sets

For real-world data sets, we choose to work with more than two collections of points. To enable $K$-class classification for $K \geq 2$, we use $K$ binary classifiers that are independently trained on the same training set to separate each single class from the remaining classes. For each classifier, we transform the resulting prediction scores into probabilities via the Platt scaling technique [30]. The predicted labels are then decided by a maximum a posteriori criteria based on the probability of each class.

The data sets of interest include Olsson’s single-cell expression profiles, containing single-cell (sc) RNA-seq expression data from 8 classes (cell types) [17], CIFAR10, containing images from common objects falling into 10 classes [18], Fashion-MNIST, containing Zalando’s article images with 10 classes [19], and mini-ImageNet, containing subsets of images from original ImageNet data set and containing 20 classes [20].

| Margin $\varepsilon$ | $\frac{d}{N}$ | $\frac{p}{\varepsilon}$ |
|----------------------|----------------|------------------------|
| $\|p\| = \frac{d}{N}$ | $\|p\| = \frac{p}{\varepsilon}$ |

| Data Set | Alg. | Accuracy (%) | Time (sec) |
|----------|------|--------------|------------|
| Olsson’s scRNA-seq | Euclidean SVM | 71.59 ± 0.00 | 0.06 ± 0.00 |
| CIFAR10 | Hyperboloid SVM | 71.97 ± 0.54 | 4.49 ± 0.05 |
| | Poincaré SVM | 89.77 ± 0.00 | 0.16 ± 0.00 |
| Fashion-MNIST | Euclidean SVM | 47.66 ± 0.00 | 26.03 ± 5.29 |
| | Hyperboloid SVM | 89.87 ± 0.01 | 707.69 ± 15.33 |
| | Poincaré SVM | 91.84 ± 0.00 | 45.55 ± 0.43 |
| mini-ImageNet | Euclidean SVM | 39.91 ± 0.01 | 32.70 ± 11.11 |
| | Hyperboloid SVM | 76.78 ± 0.06 | 898.82 ± 11.35 |
| | Poincaré SVM | 87.82 ± 0.00 | 67.28 ± 8.63 |
| | Euclidean SVM | 63.33 ± 0.00 | 7.94 ± 0.09 |
| | Hyperboloid SVM | 31.75 ± 1.91 | 618.21 ± 10.92 |
| | Poincaré SVM | 63.59 ± 0.00 | 18.78 ± 0.42 |

### V. Conclusion

We generalize classification algorithms such as (second-order) perceptron and SVM to Poincaré balls. Our Poincaré classification algorithms comes with theoretical guarantee of converging to global optimum which improves the previous attempts in the literature. We validate our Poincaré classification algorithms with experiments on both synthetic and real-world datasets. It shows that our method is highly scalable and accurate, which aligns with our theoretical results. Our methodology appears to be amenable for extensions to other machine learning problems in hyperbolic geometry. One example, pertaining to classification in mixed constant curvature spaces, can be found in [33].
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By the definition of Möbius addition, we have
\[
a \oplus b = \frac{1 + 2a^T b + \|b\|^2}{1 + 2a^T b + \|a\|^2 \|b\|^2} a + \frac{1 - \|a\|^2}{1 + 2a^T b + \|a\|^2 \|b\|^2} b.
\]
Thus,
\[
\|a \oplus b\|^2 = \frac{\|(1 + 2a^T b + \|b\|^2) a + (1 - \|a\|^2) b\|^2}{(1 + 2a^T b + \|a\|^2 \|b\|^2)^2}
= \frac{\|a + b\|^2 (1 + \|b\|^2 \|a\|^2 + 2a^T b)}{(1 + 2a^T b + \|a\|^2 \|b\|^2)^2} = \frac{\|a + b\|^2}{1 + 2a^T b + \|a\|^2 \|b\|^2}.
\]
(32)

Next, use \( \|b\| = r \) and \( a^T b = r \|a\| \cos(\theta) \) in the above expression:
\[
\|a \oplus b\|^2 = \|a\|^2 + 2r \|a\| \|b\| \cos(\theta) + r^2
= \frac{1}{1 + 2r \|a\| \cos(\theta) + \|a\|^2 r^2}.
\]
(33)
The function in (33) attains its maximum at \( \theta = 0 \) and \( r = R \). We also observe that (32) is symmetric in \( a, b \). Thus, the same argument holds for \( \|b \oplus a\| \).

**Proof of Theorem 3.2**

We generalize the arguments in [12] to hyperbolic spaces. Let \( A_0 = a I \). The matrix \( A_k \) can be recursively computed from \( A_k = A_{k-1} + z_t z_t^T \), or equivalently \( A_k = a I + X_k X_k^T \). Without loss of generality, let \( t_k \) be the time index of the \( k \)th error.
\[
\xi_k^T A_k^{-1} \xi_k = (\xi_{k-1} + y_t z_t) (\xi_{k-1})^T A_{k-1}^{-1} (\xi_{k-1} + y_t z_t)
= \xi_{k-1}^T A_k^{-1} \xi_{k-1} + z_t^T A_{k-1}^{-1} z_t + 2y_t (A_{k-1}^{-1} \xi_{k-1})^T z_t
\le \xi_{k-1}^T A_k^{-1} \xi_{k-1} + z_t^T A_{k-1}^{-1} z_t + 2y_t \|w_t\|^2
= (a) \xi_{k-1}^T A_k^{-1} \xi_{k-1} + \frac{(\xi_{k-1}^T A_{k-1}^{-1} z_t)^2}{1 + z_t^T A_{k-1}^{-1} z_t} + z_t^T A_{k-1}^{-1} z_t
\le \xi_{k-1}^T A_k^{-1} \xi_{k-1} + \frac{x_t^T A_k^{-1} z_t}{1 + z_t^T A_{k-1}^{-1} z_t},
\]
where (a) is due to the Sherman-Morrison formula [34] below.

**Lemma A.1** ([12]): Let \( A \) be an arbitrary \( n \times n \) positive-definite matrix. Let \( x \in \mathbb{R}^n \). Then \( B = A + xx^T \) is also a positive-definite matrix and
\[
B^{-1} = A^{-1} - \frac{(A^{-1} x)(A^{-1} x)^T}{1 + x^T A^{-1} x}.
\]
(34)

Note that the inequality holds since \( A_{k-1} \) is a positive-definitely matrix and thus so is its inverse. Therefore, we have
\[
\xi_k^T A_k^{-1} \xi_k \le \xi_{k-1}^T A_{k-1}^{-1} \xi_{k-1} + z_t^T A_{k-1}^{-1} z_t \le \sum_{j \in [k]} z_t^T A_{k-1}^{-1} z_t
= (b) \sum_{j \in [k]} \left(1 - \frac{\det(A_j) \det(A_j)}{\det(A)} \right) \le \sum_{j \in [k]} \log \left(1 - \frac{\det(A_j)\det(A)}{\det(A_j)\det(A)}\right)
= \log \left(\frac{\det(A_k)}{\det(A_0)}\right) = \log \left(\frac{\det(a I + X_k X_k^T)}{\det(a I)}\right)
\le \sum_{i \in [n]} \log(1 + \frac{\lambda_i}{a}),
\]
where \( \lambda_i \) are the eigenvalues of \( X_k X_k^T \). Claim (b) follows from Lemma A.2 while (c) is due to the fact \( 1 - x \le -\log(x), \forall x > 0 \).

**Lemma A.2** ([12]): Let \( A \) be an arbitrary \( n \times n \) positive-semidefinite matrix. Let \( x \in \mathbb{R}^n \) and \( B = A - xx^T \). Then
\[
x^T A^T x = \begin{cases} 
1 - \frac{\det_x(a)(B)}{\det_x(A)} & \text{if } x \notin \text{span}(B) \\
1 - \frac{\det_x(B)}{\det_x(A)} & \text{if } x \in \text{span}(B)
\end{cases},
\]
(35)
where \( \det_{\neq 0}(B) \) is the product of non-zero eigenvalues of \( B \).

This leads to the upper bound for \( \xi_i^T A_k^{-1} \xi_k \). For the lower bound, we have

\[
\sqrt{\xi_i^T A_k^{-1} \xi_k} \geq \left\langle A_k^{-1/2} \xi_k, \frac{A_k^{1/2} w^*}{\|A_k^{1/2} w^*\|} \right\rangle = \frac{\langle \xi_k, w^* \rangle}{\|A_k^{1/2} w^*\|} \geq \frac{k \varepsilon'}{\|A_k^{1/2} w^*\|}.
\]

Also, recall \( \xi_k = \sum_{j \in [k]} y_{\sigma(j)} z_{\sigma(j)} \). Combining the bounds we get

\[
\left( \frac{k \varepsilon'}{\|A_k^{1/2} w^*\|} \right)^2 \leq \xi_i^T A_k^{-1} \xi_k \leq \sum_{i \in [n]} \log(1 + \frac{\lambda_i}{a}).
\]

This leads to the bound

\[
k \leq \frac{\|A_k^{1/2} w^*\|}{\varepsilon'} \sqrt{\sum_{i \in [n]} \log(1 + \frac{\lambda_i}{a})}.
\]

Finally, since \( \|w^*\| = 1 \), we have

\[
\|A_k^{1/2} w^*\|^2 = (w^*)^T (aI + X_k X_k^T) w^* = a + \lambda_{w^*},
\]

which follows from the definition of \( \lambda_{w^*} \). Hence,

\[
k \leq \frac{1}{\varepsilon'} \sqrt{(a + \lambda_{w^*}) \sum_{i \in [n]} \log(1 + \frac{\lambda_i}{a})},
\]

which completes the proof.

**Convex Hull Algorithms in Poincaré Ball Model**

We introduce next a generalization of the Graham scan and Quickhull algorithms for the Poincaré ball model. In a nutshell, we replace lines with geodesics and vectors \( AB \) with tangent vectors \( \log_A(B) \) or equivalently \( (-A) \oplus B \). The pseudo code for the Poincaré version of the Graham scan is listed in Algorithm 3 while Quickhull is listed in Algorithm 4 (both for the two-dimensional case). The Graham scan has worst-case time complexity \( O(N \log N) \), while Quickhull has complexity \( O(N \log N) \) in expectation and \( O(N^2) \) in the worst-case. The Graham scan only works for two-dimensional points while Quickhull can be generalized for higher dimensions.

**Algorithm 3: Poincaré Graham scan**

**Input:** Data points \( X = \{x_i\}_{i=1}^N \in \mathbb{B}^2 \).

1. **Initialization:** Set \( S = \emptyset \).
2. Find \( p_0 \) with minimum \( y \) coordinate. If multiple options exist, choose the smallest \( x \)-coordinate one.
3. In the \( T_{p_0} \mathbb{B}^2 \), sort \( X \) by the angle between \( \log_{p_0}(x_i) \) and the \( x \)-axis (counterclockwise, ascending).
4. Append an additional \( p_0 \) to the end of \( X \).
5. **for** \( x \in X \) **do**

6. **while** \( |S| > 1 \) and **outer-product** \( (\log_{S|-1}(S|-1), \log_{S|-2}(x)) < 0 \)

7. **Pop** \( S \);
8. **end**
9. **Push** \( x \) to \( S \);
10. **end**

**Output:** \( S \).

**Proof of Theorem 3.3 and 3.4**

Let \( x_i \in \mathbb{B}^n \) and let \( v_i = \log_p(x_i) \) be its its logarithmic map value. The distance between the point and the hyperplane defined by \( w \in T_p \mathbb{B}^n \) and \( p \in \mathbb{B}^n \) can be written as (see also (12))

\[
d(x, H_{w,p}) = \sinh^{-1} \left( \frac{2 \tanh(\sigma_p \|v_i\|/2) |\langle v_i, w \rangle|}{1 - \tanh^2(\sigma_p \|v_i\|/2) \|w\| \sigma_p \|v_i\|/2} \right)
\]

For support vectors, \( |\langle v_i, w \rangle| = 1 \) and \( \|v_i\| \geq 1/\|w\| \). Note that \( f(x) = \frac{2 \tanh(x)}{x(1 - \tanh^2(x))} \) is an increasing function in \( x \) for \( x > 0 \) and \( g(y) = \sinh^{-1}(y) \) is an increasing function in \( y \) for \( y \in \mathbb{R} \). Thus, the distance in (37) can be lower bounded by

\[
d(x_i, H_{w,p}) \geq \sinh^{-1} \left( \frac{2 \tanh(\sigma_p \|w\|/2)}{1 - \tanh^2(\sigma_p \|w\|/2)} \right)
\]

(38)
the Poincaré ball to points in the hyperboloid model as follows. Let
\[
p_0 = \gamma_{A \rightarrow B}(\frac{1}{2}),
\]
v = \log_{p_0}(B), w = v^*.

For the first set of experiments, we have the following hyperparameters. For the Poincaré perceptron, there are no
hyperparameters to choose. For the Poincaré second-order perceptron, we adopt the strategy proposed in [12]. That is, instead
of tuning the parameter \( C \).

The goal is to maximize the distance in (38). To this end observe that
\[
h(x) = \frac{2x}{1-2x}
\]
is an increasing function in \( x \) for \( x \in (0, 1) \) and \( \tanh(\sigma_p/2||w||) \in (0, 1) \). So maximizing the distance is equivalent to minimizing \( ||w|| \) (or \( ||w||^2 \)), provided \( \sigma_p \) is fixed.

The Poincaré SVM problem can be converted into the convex problem of Theorem 3.3; the constraints are added to
force the hyperplane to correctly classify all points in the hard-margin setting. The formulation in Theorem 3.4 can also be
seen as arising from a relaxation of the constraints and consideration of the trade-off between margin values and classification
accuracy.

**Detailed experimental setting**

For the first set of experiments, we have the following hyperparameters. For the Poincaré perceptron, there are no
hyperparameters to choose. For the Poincaré second-order perceptron, we adopt the strategy proposed in [12]. That is, instead
of tuning the parameter \( \alpha \), we set it to 0 and change the matrix inverse to pseudo-inverse. For the Poincaré SVM and the
Euclidean SVM, we set \( C = 1000 \) for all data sets. This theoretically forces SVM to have a hard decision boundary. For the
hyperboloid SVM, we surprisingly find that choosing \( C = 1000 \) makes the algorithm unstable. Empirically, \( C = 10 \) in general
produces better results despite the fact that it still leads to softer decision boundaries and still breaks down when the point
dimensions are large. As the hyperboloid SVM works in the hyperboloid model of a hyperbolic space, we map points from
the Poincaré ball to points in the hyperboloid model as follows. Let \( x \in \mathbb{B}^n \) and \( z \in \mathbb{L}^n \) be its corresponding point in the
hyperboloid model. Then,
\[
z_0 = \frac{1-\sum_{i=0}^{n-1} x_i^2}{1+\sum_{i=1}^{n} x_i^2}, \quad z_j = \frac{2x_j}{1+\sum_{i=1}^{n} x_i^2} \quad \forall j \in [n].
\]

On the other hand, Olsson’s scRNA-seq data contains 319 points from 8 classes and we perform a 70%/30% random split
to obtain training (231) and test (88) point sets. CIFAR10 contains 50,000 training points and 10,000 testing points from
10 classes. Fashion-MNIST contains 60,000 training points and 10,000 testing points from 10 classes. Mini-ImageNet contains
8,000 data points from 20 classes and we do 70%/30% random split to obtain training (5,600) and test (2,400) point sets. For
all data sets we choose the trade-off coefficient \( C = 5 \), and use it with all three SVM algorithms to ensure a fair comparison.
We also find that in practice the performance of all three algorithms remains stable when \( C \in [1, 10] \).