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Abstract: Intelligent transportation systems have acknowledged a ratio of attention in the last decades. In this area vehicle classification and localization is the key task. In this task the biggest challenge is to discriminate the features of different vehicles. Further, vehicle classification and detection is a hard problem to identify and locate because wide variety of vehicles don’t follow the lane discipline. In this article, to identify and locate, we have created a convolution neural network from scratch to classify and detect objects using a modern convolution neural network based on fast regions. In this work we have considered three types of vehicles like bus, car and bike for classification and detection. Our approach will use the entire image as input and create a bounding box with probability estimates of the feature classes as output. The results of the experiment have shown that the projected system can considerably improve the accuracy of the detection.
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I. INTRODUCTION

People can easily identify and analyze things in the picture. Man’s visual system is fast and precise, and can perform complex tasks, such as identifying many things and identifying obstacles with sensible thoughts. But in computer vision object recognition is one of the major challenge because, we shouldn’t focus only on the classification of different images, we should also identify the location of things accurately in individual image. This hustle is called an object detection [1]. Object detection can provide valued information about the clear meaning of images and videos and is associated with numerous claims such as image classification [2], [3], human behavior analysis [4] and facial recognition [5].

In recent year’s deep neural networks (DNN) have become a [6] powerful machine learning model. DNN show important differences with respect to traditional classification approaches. First they are profound architectures that have the ability to learn more complex models than surface models [7]. This Expressiveness and robust training algorithms allow powerful representations of objects without the need for manual design. However, large differences in types, poses, occlusions and lighting conditions make it tough to detect objects. Therefore, it attracts so much attention from researchers in this field [8], [9].

In this article, we show that algorithmic modification, which computes a deep network performance map, leads to a sophisticated and effective solution.

II. METHODOLOGY

Image classification determines which objects in the image, such as a car or bicycle rail, while image localization provides a specific location for these objects by using restrictive fields. In order to classify the images, the convolution neural network had to recognize different objects, such as a car, bus and motorcycle. Hence image classification and localization can be defined as object detection.

Object detection = Image classification + Image localization

The workflow has 3 parts, first step is gathering the training data, second is training the model and the final one is predictions of new images. The stream of the scheme is exposed in below figure 1.
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Gather Training Data
For this task, camera is used to capture the data as close to the data that should be finally predicted. The data set collection has 1000 images per object. After the images are captured, the obtained set of images are resized and ground truth labelling is generated with location and labels of object of interest. But this process is a fairly intensive and time consuming task.

Training a Model using deep learning
The network design is based on the fastest R-CNN, since the convolution operation is performed only once for each image and a characteristic chart is spawned from it. Faster layers R-CNN has input, middle and last layers. The size of the input is the balance between the execution time and the number of spatial details that the detector has to decide. Intermediate levels are the main building blocks of the network, like convolution, ReLU sets and pools. These levels must be repeated to create a deeper network. The final CNN layers are usually a collection of fully connected, Softmax loss classification, and regression layers for image localization. In this document, CNN is developed from scratch and the non-linearity of Leaky-ReLU between fully coupled layers is added to progress the enactment of the detector. The developed network has 10 hidden layers, 588060 parameters and 27780 neurons. To train the object detector, the network structure of the “layers” will be transmitted through the “trainFasterRCNNObjectDetector” function. Once a network is developed, the network learns into a single processor system for a small set of data and for large set of data GPU is used. The GPU can be selected at run time in the training option.

Fast RCNN for image classification and localization
In Fast RCNN, we transmit the input image to CNN, which in turn creates maps of revolutionary objects. With these maps, regions of the proposal are extracted. We then use the RoI pool layer to convert all the proposed areas into a fixed size so that they can be transferred to a fully connected network. The RCNN fast approach is as follows
1. To take input image using a camera.
2. The input image is transferred to ConvNet, which returns the region of interest.
3. Apply the RoI pool level to the extracted areas.
Finally, these areas are transferred to a fully connected network, which classifies them, and also return bounding blocks, using both linear and softmax regression layers. The flow is displayed in Figure 2.

III. EXPERIMENTAL RESULTS
The proposed method detects the objects by building convolutional neural network from base. The first level extracts the edges from the raw image and the second level extracts the shapes from the edge information and so on. The feature map of first level and second level convolutional layers are shown in figure 3a and 3b. The samples taken for training and the ground truth bounding boxes are shown in figure 4 for car, bike and person. The presented method is tested with another image which is not in the database and the prediction of car with bounding box is shown in figure 5. The execution step of the prediction is shown as below.

Figure 1. Work flow of object detection

Figure 2. Fast R-CNN
Step 1: To train Region Proposal Network (RPN).

| Epoch | Iteration | Time Elapsed (hh:mm:ss) | Mini-batch Accuracy | Mini-batch RMSE | Base Learning Rate |
|-------|-----------|-------------------------|---------------------|-----------------|--------------------|
| 1     | 1         | 00:00:00                | 100.00%             | 0.65            | 1.000e-05          |
| 1     | 50        | 00:00:11                | 100.00%             | 0.29            | 1.000e-05          |
| 2     | 100       | 00:00:22                | 100.00%             | 0.65            | 1.000e-05          |
| 2     | 150       | 00:00:32                | 100.00%             | 0.54            | 1.000e-05          |
| 3     | 200       | 00:00:42                | 100.00%             | 0.66            | 1.000e-05          |
| 3     | 250       | 00:00:53                | 100.00%             | 0.67            | 1.000e-05          |
| 4     | 300       | 00:01:03                | 100.00%             | 0.13            | 1.000e-05          |
| 4     | 350       | 00:01:13                | 100.00%             | 0.62            | 1.000e-05          |
| 4     | 400       | 00:01:23                | 100.00%             | 0.26            | 1.000e-05          |
| 5     | 450       | 00:01:33                | 100.00%             | 0.49            | 1.000e-05          |
| 5     | 500       | 00:01:43                | 100.00%             | 0.99            | 1.000e-05          |
| 6     | 550       | 00:01:54                | 100.00%             | 0.78            | 1.000e-05          |
| 7     | 600       | 00:02:04                | 100.00%             | 0.72            | 1.000e-05          |
| 7     | 650       | 00:02:14                | 100.00%             | 0.53            | 1.000e-05          |
| 7     | 693       | 00:02:23                | 100.00%             | 0.71            | 1.000e-05          |

Step 2: To train faster region convolution neural network.

| Epoch | Iteration | Time Elapsed (hh:mm:ss) | Mini-batch Accuracy | Mini-batch RMSE | Base Learning Rate |
|-------|-----------|-------------------------|---------------------|-----------------|--------------------|
| 1     | 1         | 00:00:00                | 100.00%             | 0.59            | 1.000e-05          |
| 1     | 50        | 00:00:09                | 100.00%             | 0.66            | 1.000e-05          |
| 2     | 100       | 00:00:19                | 100.00%             | 0.62            | 1.000e-05          |
| 2     | 150       | 00:00:28                | 100.00%             | 1.59            | 1.000e-05          |
| 3     | 200       | 00:00:37                | 100.00%             | 0.92            | 1.000e-05          |
| 3     | 250       | 00:00:47                | 100.00%             | 0.83            | 1.000e-05          |
| 4     | 300       | 00:00:56                | 100.00%             | 0.30            | 1.000e-05          |
| 4     | 350       | 00:01:23                | 100.00%             | 1.26            | 1.000e-05          |
| 5     | 400       | 00:01:15                | 100.00%             | 1.35            | 1.000e-05          |
| 5     | 450       | 00:01:24                | 100.00%             | 0.87            | 1.000e-05          |
| 6     | 500       | 00:01:33                | 100.00%             | 0.91            | 1.000e-05          |
| 6     | 550       | 00:01:43                | 100.00%             | 1.02            | 1.000e-05          |
| 7     | 600       | 00:01:52                | 100.00%             | 0.33            | 1.000e-05          |
| 7     | 650       | 00:02:01                | 100.00%             | 0.43            | 1.000e-05          |
| 7     | 693       | 00:02:08                | 100.00%             | 1.05            | 1.000e-05          |

Step 3: To retrain region proposal network.

| Epoch | Iteration | Time Elapsed (hh:mm:ss) | Mini-batch Accuracy | Mini-batch RMSE | Base Learning Rate |
|-------|-----------|-------------------------|---------------------|-----------------|--------------------|
| 1     | 1         | 00:00:00                | 100.00%             | 0.88            | 1.000e-05          |
| 1     | 50        | 00:00:03                | 100.00%             | 1.01            | 1.000e-05          |
| 2     | 100       | 00:00:07                | 100.00%             | 0.88            | 1.000e-05          |
| 2     | 150       | 00:00:10                | 100.00%             | 0.62            | 1.000e-05          |
| 3     | 200       | 00:00:13                | 100.00%             | 0.62            | 1.000e-05          |
| 3     | 250       | 00:00:17                | 100.00%             | 0.27            | 1.000e-05          |
| 4     | 300       | 00:00:20                | 100.00%             | 1.18            | 1.000e-05          |
| 4     | 350       | 00:00:25                | 100.00%             | 0.48            | 1.000e-05          |
| 5     | 400       | 00:00:29                | 100.00%             | 0.57            | 1.000e-05          |
| 5     | 450       | 00:00:31                | 100.00%             | 0.49            | 1.000e-05          |
| 6     | 500       | 00:00:35                | 100.00%             | 0.78            | 1.000e-05          |
| 6     | 550       | 00:00:38                | 100.00%             | 1.63            | 1.000e-05          |
| 7     | 600       | 00:00:42                | 100.00%             | 1.43            | 1.000e-05          |
| 7     | 650       | 00:00:45                | 100.00%             | 0.37            | 1.000e-05          |
| 7     | 693       | 00:00:48                | 100.00%             | 0.87            | 1.000e-05          |
Step 4: To retrain faster region convolution neural network.

Table 1 displays the performance of our network. Obviously our network is superior to other procedures. We have achieved a substantial improvement in terms of precision 10% compared to the faster modern R-CNN. Clearly, a person detection accuracy is lesser than that of a car and bicycle, since deep learning recognition procedures are not very convenient for small objects. Our network demonstrates robust detection capabilities for automobiles with a wide variety of scales, particularly for motor bike. It can be used for intelligent transport systems in real time. Therefore, our network achieves better accuracy than faster R-CNN.

Figure 3. a) First convolutional layer

Figure 4. b) Second convolutional Layer
We have developed a completely innovative convolutional neural network, that is simple but accurate and efficient. In object detection framework the convolutional features gathered from our system is better than state-of-art image classification network. Our method achieves accuracy by exchanging the flexibility characteristics with a faster R-CNN, both during training and during testing. But our model hasn’t considered the noise while the image is being captured [19,20,21]. In future the noise will be consider as a pre-processing step. The proposed model performed well without noise, providing accurate prediction of some test images. Although it is accurate, but that is not 100% accurate. We hope that our system will benefit from progress in this area.

IV. CONCLUSION

Table 1. Accuracy of the projected scheme compared with Fast R-CNN

| Class        | Fast R-CNN | Proposed Method |
|--------------|------------|-----------------|
| BUS          | 0.85       | 0.9             |
| CAR          | 0.8        | 0.87            |
| Motor Bike   | 0.76       | 0.85            |
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