Nearly Optimal Quantum Algorithm for Estimating Multiple Expectation Values
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Many quantum algorithms involve the evaluation of expectation values. Optimal strategies for estimating a single expectation value are known, requiring a number of state preparations that scales with the target error ε as O(1/ε). In this Letter, we address the task of estimating the expectation values of M different observables, each to within additive error ε, with the same 1/ε dependence. We describe an approach that leverages Gilyén et al.’s quantum gradient estimation algorithm to achieve O(√M/ε) scaling up to logarithmic factors, regardless of the commutation properties of the M observables. We prove that this scaling is worst-case optimal in the high-precision regime if the state preparation is treated as a black box, even when the operators are mutually commuting. We highlight the flexibility of our approach by presenting several generalizations, including a strategy for accelerating the estimation of a collection of dynamic correlation functions.
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Introduction.—A fundamental task of quantum simulation is to perform an experiment in silico. Like traditional experimentalists, researchers using quantum computers will often be interested in efficiently measuring a collection of properties. For example, the electronic ground state problem is frequently cited as a motivation for quantum simulation of chemistry, but determining the ground state energy is only a starting point in most chemical applications. Depending on context, it may be essential to measure the dipole moment and polarizability, the electron density, the forces experienced by the classical nuclei, or various other quantities [1,2]. Similarly, in condensed matter physics and beyond, correlation functions play a central role in the theory of quantum many-body phenomena due to their interpretability and measurability in the lab [3,4].

In this Letter, we consider the problem of accurately and efficiently estimating multiple properties from a quantum computation. We focus on evaluating the expectation values of a collection of M Hermitian operators {O_j} with respect to a pure state |ψ⟩. We aim to evaluate each expectation value to within additive error ε using as few calls as possible to a state preparation oracle for |ψ⟩ (or its inverse). One simple approach is to repeatedly prepare |ψ⟩ and projectively measure mutually commuting subsets of {O_j}.

Alternatively, strategies based on amplitude estimation achieve a quadratic speedup with respect to ε but entail measuring each observable separately [5–7]. A range of newer “shadow tomography” techniques use joint measurements of multiple copies of |ψ⟩ to achieve polylogarithmic scaling with respect to M at the expense of an unfavorable 1/ε^4 scaling [8–11]. In certain situations, randomized methods based on the idea of “classical shadows” of the state obtain 1/ε^2 scaling while improving upon sampling protocols with deterministic measurement settings [12,13]. We review these existing approaches in Supplemental Material, Sec. I and compare them to our new strategy in Table I and Supplemental Material, Sec. II [14].

Our main contribution is an algorithm that achieves the same 1/ε scaling as methods based on amplitude estimation, but also improves the scaling with respect to M from Õ(√M) to Õ(√M/ε), where the tilde in Õ(⋅) hides logarithmic factors. Our approach is to construct a function f whose gradient yields the expectation values of interest and encode f in a parametrized quantum circuit. We can then apply Gilyén et al.’s quantum algorithm for gradient estimation [25] to obtain the desired scaling. The following theorem formalizes our result.

Theorem 1: Let {O_j} be a set of M Hermitian operators on N qubits, with spectral norms ∥O_j∥ ≤ 1 for all j. There exists a quantum algorithm that, for any N-qubit quantum state |ψ⟩ prepared by a unitary U_w, outputs estimates ġ_j such that ∥ġ_j – ⟨ψ|O_j|ψ⟩∥ ≤ ε for all j with probability at least 2/3, using Õ(√M/ε) queries to U_w and U_ψ, along with Õ(√M/ε) gates of the form
TABLE I. A comparison of the (worst-case) complexities, in terms of state preparation oracle queries, of different approaches for measuring multiple observables. We consider three applications: estimating the expectation values of \( M \) commuting or non-commuting observables, and determining the fermionic \( k \)-RDM of an \( N \)-mode system. Here, \( e \) denotes the additive error to which each quantity is estimated. We compare strategies based on naive sampling, amplitude estimation, and shadow tomography to our gradient-based approach. We cite the specific works used to determine these complexities, including the Pauli-specific shadow protocol of Ref. [11]. Note that methods based on sampling and shadow tomography also work under a weaker input model where only copies of the state are provided.

| Application | Commuting \( \mathcal{O}(\log M/e^2) \) | Non-commuting \( \mathcal{O}(M/e^2) \) | \( k \)-RDM \( \mathcal{O}(N^k/e^2) \) |
|-------------|-----------------|-----------------|-----------------|
| Sampling    | \( \mathcal{O}(M/e) \) | \( \mathcal{O}(M/e) \) | \( \mathcal{O}(N^2k/e^2) \) |
| Amplitude Estimation | \( \mathcal{O}(M/e^4) \) | \( \mathcal{O}(M/e^4) \) | \( \mathcal{O}(k \log N/e^4) \) |
| Shadow Tom. | \( \mathcal{O}(\sqrt{M}/e^2) \) | \( \mathcal{O}(\sqrt{M}/e) \) | \( \mathcal{O}(N^2/e) \) |

controlled-\( e^{-ix\Omega} \) for each \( j \), for various values of \( x \) with \( |x| \in \mathcal{O}(1/\sqrt{M}) \).

As we show in Corollary 3, this query complexity is worst-case optimal (up to logarithmic factors) in the high-precision regime where \( e \in [0, 1/3\sqrt{M}] \). After establishing this lower bound for our problem, we review the gradient algorithm of Ref. [25] and present the proof of Theorem 1. We then discuss several extensions of our approach, including a strategy for estimating multiple dynamic correlation functions and a method that handles observables with arbitrary norms (or precision requirements) based on a generalization of the gradient algorithm.

Lower bounds.—In Ref. [26], Apeldoorn proved a lower bound for a task that is essentially a special case of our quantum expectation value problem. We explain how this lower bound for our problem can be obtained as a corollary. Their results are expressed in terms of a particular quantum access model for classical probability distributions:

**Definition 1** (Sample oracle for a probability distribution). Let \( \mathbf{p} \) be a probability distribution over \( M \) outcomes, i.e., \( \mathbf{p} \in [0,1]^M \) with \( \| \mathbf{p} \|_1 = 1 \). A sample oracle \( U_\mathbf{p} \) for \( \mathbf{p} \) is a unitary operator that acts as

\[
U_\mathbf{p} |0\rangle |0\rangle \rightarrow \sum_{j=1}^{M} \sqrt{p_j} |j\rangle \otimes |\phi_j\rangle,
\]

where the \( |\phi_j\rangle \) are arbitrary normalized quantum states.

We rephrase Lemma 13 of Ref. [26] below. Here and throughout this Letter, we count queries to a unitary oracle \( U \) and to its inverse \( U^\dagger \) as equivalent in cost.

**Theorem 2:** [Lemma 13, [26] (rephrased)] Let \( M \) be a positive integer power of 2 and let \( e \in [0, 1/3\sqrt{M}] \). There exists a known matrix \( A \in \{ -1, +1 \}^{M \times M} \) such that the following is true. Suppose \( \mathcal{A} \) is an algorithm that, for every probability distribution \( \mathbf{p} \), accessed via a sample oracle \( U_\mathbf{p} \), outputs (with probability at least \( 2/3 \)) \( \tilde{q} \) such that \( \| A\mathbf{p} - \tilde{q} \|_\infty \leq e \). Then \( \mathcal{A} \) must use \( \Omega(\sqrt{M}/e) \) queries to \( U_\mathbf{p} \) in the worst case.

We can use this Theorem to derive the following corollary, establishing the near-optimality of the algorithm in Theorem 1 in certain regimes.

**Corollary 3:** Let \( M \) be a positive integer power of 2 and let \( e \in [0, 1/3\sqrt{M}] \). Let \( \mathcal{A} \) be any algorithm that takes as an input an arbitrary set of \( M \) observables \( \{ O_j \} \). Suppose that, for every quantum state \( |\psi\rangle \), accessed via a state preparation oracle \( U_\psi \), \( \mathcal{A} \) outputs estimates of each \( \langle O_j | \psi \rangle \) to within additive error \( e \) (with probability at least \( 2/3 \)). Then, there exists a set of observables \( \{ O_j \} \) such that \( \mathcal{A} \) applied to \( \{ O_j \} \) must use \( \Omega(\sqrt{M}/e) \) queries to \( U_\psi \).

Proof—Assume for the sake of contradiction that for any \( \{ O_j \} \) and \( U_\psi \), the algorithm \( \mathcal{A} \) uses \( o(\sqrt{M}/e) \) queries to \( U_\psi \) to estimate every \( \langle O_j | \psi \rangle \) to within error \( e \) (with success probability at least \( 2/3 \)). For any sample oracle \( U_\mathbf{p} \) of the form in Eq. (1), consider the state

\[
|\psi(U_\mathbf{p})\rangle := \sum_{j=1}^{M} \sqrt{p_j} \left( \bigotimes_{i=1}^{M} \left( \frac{1 - A_{ij}}{2} \right) \right) |j\rangle \otimes |\phi_j\rangle.
\]

A quick computation verifies that the \( i \)-th entry of the vector \( A\mathbf{p} \) is equal to \( \langle \psi(U_\mathbf{p}) | Z_i | \psi(U_\mathbf{p}) \rangle \), where \( Z_i \) denotes the Pauli \( Z \) operator acting on the \( i \)-th qubit. Since the matrix \( A \) is known, it is clear that \( |\psi(U_\mathbf{p})\rangle = U_A (I \otimes U_\mathbf{p}) |0\rangle \) for a known unitary \( U_A \):

\[
U_A = \sum_{j} \left( \bigotimes_{i=1}^{M} X_i^{|\phi_j\rangle} \right) |j\rangle \langle j| \otimes I.
\]

Therefore, we can apply algorithm \( \mathcal{A} \) with \( O_j = Z_j \) for \( j \in \{1, \ldots, M\} \) and \( U_\psi = U_A (I \otimes U_\mathbf{p}) \). By our assumption, this constitutes an algorithm that for every \( U_\mathbf{p} \), estimates each entry of \( A\mathbf{p} \) to within error \( e \) using \( o(\sqrt{M}/e) \) queries to \( U_\mathbf{p} \), contradicting Theorem 2, and completing the proof.

Background on Gilyén et al.’s gradient algorithm.—Our framework for simultaneously estimating multiple expectation values uses the improved quantum algorithm for gradient estimation of Gilyén, Arunachalam, and Wiebe (henceforth, Gilyén et al.) [25]. Gilyén et al. built on earlier work by Jordan [27], which demonstrated an exponential quantum speedup for computing the gradient in a particular black-box access model. Specifically, Jordan’s algorithm uses one query to a binary oracle (see Supplemental Material, Sec. III [14]) for a function \( f \), along with phase kickback and the quantum Fourier transform, to obtain an approximation of the gradient \( \nabla f \).

While we defer a technical discussion of Gilyén et al.’s algorithm to Supplemental Material, Sec. III [14] (and we
refer the reader also to Ref. [25]), we give a brief, colloquial description of their algorithm here. It is helpful to review their definition for a probability oracle.

**Definition 2 (Probability oracle).** Consider a function \( f: \mathbb{R}^M \rightarrow [0, 1] \). A probability oracle \( U_f \) for \( f \) is a unitary operator that acts as

\[
U_f : |x\rangle |0\rangle \mapsto |x\rangle (\sqrt{f(x)}|1\rangle |\phi_1(x)\rangle + \sqrt{1-f(x)}|0\rangle |\phi_0(x)\rangle),
\]

where \(|x\rangle\) denotes a discretization of the variable \( x \) encoded into a register of qubits, \(|0\rangle\) denotes the all-zeros state of a register of ancilla qubits, and \(|\phi_0(x)\rangle\) and \(|\phi_1(x)\rangle\) are arbitrary quantum states.

Gilyén et al. show how such a probability oracle can be used to encode a finite-difference approximation to a directional derivative of \( f \) in the phase of an ancilla register, e.g., a first-order approximation is implemented by

\[
U_f : |x\rangle |0\rangle \mapsto e^{i(f(x)-f(x-x))}|x\rangle |0\rangle.
\]

As in Jordan’s original algorithm, a quantum Fourier transform can then be used to extract an approximate gradient from the phases accumulated on an appropriate superposition of basis states. By using higher-order finite-difference formulas, Gilyén et al. are able to estimate the gradient with a scaling that is optimal (up to logarithmic factors) for a particular family of smooth functions. We restate the formal properties of their algorithm in the theorem below.

**Theorem 4:** [Theorem 25, Ref. [25] (rephrased)] Let \( \epsilon, c \in \mathbb{R}_+ \) be fixed constants, with \( \epsilon \leq c \). Let \( M \in \mathbb{Z}_+ \) and \( x \in \mathbb{R}^M \). Suppose that \( f: \mathbb{R}^M \rightarrow \mathbb{R} \) is an analytic function such that for every \( k \in \mathbb{Z}_+ \), the following bound holds for all \( 4k \)th order partial derivatives of \( f \) at \( x \) (denoted by \( \partial_\alpha f(x) \)): \( |\partial_\alpha f(x)| \leq e^{k(k/2)} \). Then, there is a quantum algorithm that outputs an estimate \( \hat{g} \in \mathbb{R}^M \) such that \( \|\nabla f(x) - \hat{g}\|_\infty \leq \epsilon \), with probability at least \( 1 - \delta \). This algorithm makes \( \mathcal{O}(c \sqrt{M} \log(M/\delta)/\epsilon) \) queries to a probability oracle for \( f \).

**Expectation values via the gradient algorithm.**—To construct our algorithm and prove Theorem 1, we build a probability oracle for a function whose gradient encodes the expectation values of interest and apply the quantum algorithm for the gradient.

**Proof of Theorem 1.**—We begin by defining the parametrized unitary

\[
U(x) := \prod_{j=1}^{M} e^{-2i\lambda_j O_j},
\]

for \( x \in \mathbb{R}^M \). The derivative of this unitary with respect to \( x_j \) is

\[
\frac{\partial U}{\partial x_j} = -2i \prod_{\ell=1}^{j-1} e^{-2i\lambda_{\ell} O_{\ell}} \prod_{k=j+1}^{M} e^{-2i\lambda_k O_k}.
\]

We are interested in the expectation of the \( O_j \) with respect to the state \(|\psi\rangle\), so we define the following function \( f \):

\[
f(x) := -\frac{1}{2} \text{Im}[\langle \psi | U(x) |\psi\rangle] + \frac{1}{2}.
\]

Using Eq. (7), we have

\[
\frac{\partial f}{\partial x_j} = \langle \psi | O_j |\psi\rangle.
\]

Therefore, the gradient \( \nabla f(0) \) is precisely the collection of expectation values of interest.

Now, we verify that \( f \) satisfies the conditions of Theorem 4. Observe that \( f \) is analytic and that the \( k \)th order partial derivative of \( f \) with respect to any collection of indices \( \alpha \in \{1, \ldots, M\}^k \) takes the form

\[
\partial_\alpha f(x) = (-2)^{k-1} \text{Im}(i^k \langle \psi | V(x, \alpha) |\psi\rangle),
\]

for some operator \( V(x, \alpha) \) which depends on both \( \alpha \) and \( x \). Note that \( V \) is a product of terms which are either unitary, or from \( \{O_j\} \). Since \( |\langle O_j |\psi\rangle| \leq 1 \) for all \( j \), we have \( |V| \leq 1 \), and therefore \( |\partial_\alpha f(0)| \leq 2^{k-1} \) for all \( k \) and \( \alpha \). By setting \( c = 2 \), we satisfy the derivative conditions of Theorem 4.

To construct a probability oracle for \( f \) (see Definition 2), we need a quantum circuit that encodes \( f(x) \) into the amplitudes of an ancilla. We construct such a circuit using the Hadamard test for the imaginary component of \( \langle \psi | U(x) |\psi\rangle \) [28,29]. Let

\[
F(x) := (H \otimes I)(C-U(x))(S^H \otimes U_\psi),
\]

where \( H \) denotes the Hadamard gate, \( C-U(x) \) the \( U(x) \) gate controlled on the first qubit, and \( S := |0\rangle \langle 0| + i|1\rangle \langle 1| \) the phase gate. Applied to \(|0\rangle \otimes |0\rangle \), this circuit encodes \( f(x) \) in the amplitudes with respect to the computational basis states of the first qubit:

\[
F(x) |0\rangle \otimes |0\rangle = \sqrt{f(x)}|1\rangle \otimes |\phi_1(x)\rangle + \sqrt{1-f(x)}|0\rangle \otimes |\phi_0(x)\rangle,
\]

for some normalized states \(|\phi_0(x)\rangle\) and \(|\phi_1(x)\rangle\) (see Supplemental Material, Sec. IV [14] for more details). Note that \( F(x) \) uses a single call to the oracle \( U_\psi \).

All that remains is to add quantum controls to the rotations in \( F(x) \), so that \( F(x) \) is controlled on a register encoding \( x \). Specifically, we consider the unitary

\[
U_f := \sum_{k \in G_x} |k\rangle \langle k| \otimes F(kx_{\max}),
\]

for \( x \in \mathbb{R}^M \).
where $G^M_n$ is a set of $2^n M$ points distributed in an $M$-dimensional unit hypercube, with $n = \mathcal{O}(\log(1/\varepsilon))$, and $x_{\text{max}}$ is a rescaling factor. The values of $x_{\text{max}}$ and $n$ are chosen to satisfy the requirements of the gradient algorithm (see Supplemental Material, Sec. IV [14]).

Here, $|k\rangle = |k_1\rangle \ldots |k_M\rangle$ for $k \in G^M_n$ denotes the basis state storing the binary representation of $k$ in $M$ $n$-qubit index registers. The controlled time evolution operator for each $O_j$ can be implemented efficiently as a product of controlled-$e^{-\alpha_j \delta}$ gates with exponentially spaced values of $\alpha_j$ (for each $j$), each controlled on the appropriate qubit of the $j$th index register. We illustrate an example of such a $U_f$ in Fig. 1.

$U_f$ is a probability oracle for the function $f$, and each call to $U_f$ involves a single call to the state preparation oracle $U_\psi$. Theorem 4 then implies that with probability at least $2/3$, every component of the gradient of $f$, and hence all of the expectation values $\langle \psi|O_j|\psi\rangle$, can be estimated to within an error $\varepsilon$ using $\tilde{O}(\sqrt{M}/\varepsilon)$ queries to $U_f$. The complexity in terms of the controlled time evolutions follows from multiplying the number of controlled time evolutions required for each query to $U_f$, i.e., $\mathcal{O}(\log(M/\varepsilon))$, per observable, by the total number of queries, i.e., $\tilde{O}(\sqrt{M}/\varepsilon)$. As discussed in Supplemental Material, Sec. IV [14], we have $x_{\text{max}} \in \mathcal{O}(1/\sqrt{M})$ as a consequence of the details of the proof of Theorem 4 in Ref. [25]. This completes the proof of Theorem 1.

Furthermore (see Supplemental Material, Sec. IV [14]), the space complexity of the gradient algorithm is the same as that of the probability oracle up to an additive logarithmic factor [30]. Therefore, our algorithm uses $\mathcal{O}(M \log(1/\varepsilon) + N)$ qubits.

Discussion.—In this Letter, we considered the problem of simultaneously estimating the expectation values of multiple observables with respect to a pure state $|\psi\rangle$. We presented an algorithm that uses $\tilde{O}(\sqrt{M}^{-1})$ applications of $U_\psi$ and its inverse, where $M$ denotes the number of observables and $\varepsilon$ the target error, and $U_\psi$ is a unitary that prepares $|\psi\rangle$. We explained how a lower bound on a closely related problem posed in Ref. [26] implies that, for algorithms given black-box access to $U_\psi$, this query complexity is worst-case optimal up to logarithmic factors when $\varepsilon \in [0, (1/3\sqrt{M})]$. In fact, our algorithm affirmatively resolves an open question from Ref. [26] regarding the achievability of this bound for the simultaneous estimation of classical random variables [31]. These results imply that the optimal cost for expectation value estimation can become exponentially worse with respect to $M$ when one demands a scaling that goes as $\varepsilon^{-1}$ instead of $\varepsilon^{-2}$. Furthermore, the instances used in establishing our lower bounds involve a set of mutually commuting observables, implying that commutativity is not necessarily helpful when one demands $\varepsilon^{-1}$ scaling.

We presented a comparison with other approaches for the estimation of expectation values in Table I, which we elaborate on in Supplemental Material, Secs. I,II [14]. For example, we find that our algorithm is capable of estimating each element of the $k$-body fermionic reduced density matrix ($k$-RDM) of an $N$-mode system to within error $\varepsilon$ using $\tilde{O}(N k / \varepsilon)$ state preparation queries. This offers an unconditional asymptotic speedup compared to existing methods when $\varepsilon = o(N^{-k/3})$. This may be particularly useful in practical applications where we wish to achieve a fixed error in extensive quantities by measuring the 1 or 2-RDM and summing $\Omega(N)$ elements.

Our gradient-based approach to estimating expectation values can be extended to other properties. For example, consider the task of evaluating a collection of two-point dynamic correlation functions. These functions take the form

$$C_{A,B}(t) := \langle \psi|U(0, t) A^\dagger U(t, 0) B|\psi\rangle,$$

where $A$ and $B$ are some simple operators and $U(t, t')$ is the time evolution operator that maps the system from time $t'$ to time $t$. These correlation functions are often directly accessible in experiment, as in the case of angle-resolved photoemission spectroscopy [3], and are also central to hybrid quantum-classical methods based on dynamical mean-field theory [32–34]. In Supplemental Material, Sec. V [14], we explain how a generalization of our approach can reduce the number of state preparations required for estimating a collection of these correlation functions.

Although we focused on quantifying the number of state preparation oracle queries, we also considered two other complexity measures. Our approach requires time
evolution by each of the $M$ observables. The total duration of time evolution required scales as $\tilde{O}(M / \varepsilon)$. We also need an additional $\tilde{O}(M \log(1 / \varepsilon))$ qubits, although we can modify our approach to trade off between space and query complexities (see Supplemental Material, Sec. VI [14]). When we are interested in simultaneously estimating $\tilde{O}(N)$ expectation values, the asymptotic scaling of the space complexity is only logarithmically larger than that of storing the system itself. This is the case in a variety of contexts, for example, in the evaluation of the momentum distribution [35]. In other situations, the space overhead may be more substantial, though the capability of modern simulation algorithms to use so-called “dirty ancilla” (temporarily borrowing qubits in an arbitrary state) may offset this challenge in some contexts [36–38]. As a concrete example, we consider the double-factorized simulation of the electronic structure Hamiltonian proposed in Ref. [37]. Von Burg et al. find that the time complexity of their simulation algorithm can be minimized by using $\tilde{O}(N^{3/2})$ qubits for data lookup. These same qubits could be used by our algorithm for expectation value estimation to parallelize the measurement of $\tilde{O}(N^{3/2})$ observables, offering a $\tilde{O}(N^{3/4})$ asymptotic speedup without any additional qubit overhead.

Another potential reason for modifying our approach arises when the observables of interest have different norms, or when the desired precision varies. In Supplemental Material, Sec. VII [14], we consider addressing this situation by measuring certain observables using our strategy and measuring others using a sampling-based method. In Supplemental Material, Sec. VIII [14], we take a different approach, and generalize Gilyén et al.’s gradient estimation algorithm to accommodate functions whose gradient components are not necessarily uniformly bounded. This allows us to simultaneously estimate the expectation values of observables $\{O_j\}$ with arbitrary norms $\|O_j\|$ (possibly greater than 1) using $\tilde{O}\left(\sqrt{\sum_j \|O_j\|^2 / \varepsilon}\right)$ queries. By rescaling the individual observables we can then also vary how precisely we estimate each expectation value, thereby extending Theorem 1 to the most general setting.

Our focus has been on the asymptotic scaling of our approach, but it will also be desirable to understand the actual costs. Performing a fault-tolerant resource estimate and a comparison against other measurement strategies in the context of a practical application would be a useful line of future work. It is possible that our approach could be modified to obtain a further speedup by taking advantage of the structure of the states and/or observables for particular problems of interest. Another potentially fruitful direction would be to explore extensions of the gradient algorithm to yield quantum algorithms for the Hessian or even higher-order derivatives.

Extracting useful information from a quantum computation, especially a quantum simulation, is a bottleneck for many applications. This is especially true in fields such as quantum chemistry and materials science, where it may be necessary to couple high-level quantum calculations with coarser approximations at other length scales in order to describe macroscopic physical phenomena. We expect that our gradient-based approach to the estimation of expectation values will be a useful tool and a starting point for related approaches to other problems.
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