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Abstract. We analyze the one parameter family of tronquée solutions of the Painlevé equation $P_I$ in the pole-free sectors together with the region of the first array of poles. We find a convergent expansion for these solutions, containing one free parameter multiplying exponentially small corrections to the Borel summed power series. We link the position of the poles in the first array to the free parameter, and find the asymptotic expansion of the pole positions in this first array (in inverse powers of the independent variable). We show that the tritronquées are given by the condition that the parameter be zero. We show how this analysis in conjunction with the asymptotic study of the pole sector of the tritronquée in [12] leads to a closed form expression for the Stokes multiplier directly from the Painlevé property, not relying on isomonodromic or related type of results.

1. Introduction

1.1. The Painlevé equation $P_1$ and its tronquée solutions. The Painlevé equation $P_1$

$$y'' = 6y^2 + z$$

(1)

has a five-fold symmetry: if $y(z)$ solves (1), then so does $\rho^2 y(\rho z)$ if $\rho^5 = 1$.

Relatedly, there are five special directions of (1) (see also Note 18) which border the sectors

$$S_k = \{ z \in \mathbb{C} \mid \frac{2k - 1}{5} \pi < \arg z < \frac{2k + 1}{5} \pi \}, \quad k \in \mathbb{Z}_5$$

(2)

Generic solutions have poles accumulating at $\infty$ in all $S_k$. Any solution has poles in at least one $S_k$ [23]. For any two adjacent sectors $S_k$ there is a one-parameter family of solutions, called tronquée solutions, with the behavior $y = \pm i \sqrt[6]{z} (1 + o(1))$ as $z \to \infty$ in these sectors, and moreover, they are asymptotic to a divergent power series

$$y(z) \sim \pm i \sqrt[6]{z} \left( 1 + \sum_{n=1}^{\infty} \frac{a_n}{5n/2} \right) = \tilde{y}_0(x)$$

(3)

whose coefficients $a_n$ are uniquely determined; the free parameter indexing the tronquée solutions is not visible in their asymptotic behavior [3].

In any set of four sectors $S_k$ there is exactly one solution with behavior [3], see [29], [31]; these particular tronquée solutions, which are maximally regular solutions (and have poles in only one sector), are called tritronquées. The terms "tronquée", "bitronquée", and "tritronquée" together with the corresponding solutions to $P_1$ were first introduced in the pioneering work by Boutroux [3]. For an overview of the asymptotic behavior of solutions of $P_1$ equation, and a wealth of references, see [7].

The tronquée solutions we study satisfy

$$y(z) = i \sqrt[6]{z} (1 + o(1)) \text{ as } |z| \to \infty \text{ with } \arg z \in \left[ -\frac{3\pi}{5}, \frac{\pi}{5} \right]$$

(4)

and are analytic for large $z$ in this sector. The other families of tronquées are obtained from it by the five-fold symmetry.
2. Main results

2.1. Overview. In Theorem 2 we establish a one-parameter convergent representation of tronquée solutions valid in the pole free sector, using results in [10] and [13]. The natural parameter is the constant multiplying the exponential “beyond all orders” of (3). We show that if the constant is zero, then the solution is a tritronquée solution and describe the Stokes phenomenon for these solutions in Theorem 7. We find an asymptotic expansion uniformly valid throughout the sector in (4) as well as in a region containing the first array of poles, (Theorem 5) and determine the position of the poles in the first array to $O(x^{-4})$ in Proposition 6. These results are obtained using transseries representations of solutions; an overview of this topic is found in the Appendix, §5.1-5.4.

One of the most significant developments in a century of study of Painlevé equations is the isomonodromic approach (and related ones), originating in [26], [19], [28], [24] and further developed [7], [16], [17], [21], [25]. A question is whether a complete asymptotic description and explicit connection formulae are a direct consequence of the Painlevé property, or more structure is needed, e.g., the existence of an isomonodromic representation; this paper together with [12] are a step toward a positive answer to this question.

In §3 we show that the transseries representation together with a new method to describe solutions in singular regions [12] allows for a closed form calculation of the Stokes multiplier by direct asymptotic methods using the meromorphicity of solutions (not relying on isomonodromic-type methods).

2.2. A convergent one-parameter representation of tronquée solutions. We normalize (1) as described in [11]: the following refinement of the Boutroux substitution

$$z = 24^{-1} 30^{4/5} x^{4/5} e^{-\pi i/5}; \quad y(z) = i \sqrt{z/6} (1 - \frac{4}{28} x^{-2} + h(x))$$

(5)

where the branch of the square root is the usual one, which is positive for $z > 0$, brings (1) to the Boutroux-like form

$$h'' + \frac{h'}{x} - h - \frac{h^2}{2} - \frac{392}{625} \frac{1}{x^4} = 0$$

(6)

This normalization is associated with an interesting maximal regularity property, see Proposition 6 below.

A sector $S_k$ in $z$ corresponds, after the normalization (5), to a quadrant in $x$, and the sector $-\pi < \arg z \leq \pi$ corresponds to the sector $-\pi < \arg x \leq 3\pi/2$. The fact that the solutions of $P_1$ are meromorphic implies that the solutions of (6) (which have a branch point at $x = 0$) return to the same values after analytic continuation around 0 by an angle of $\frac{5\pi}{2}$.

Relatedly, (6) is invariant under the transformations $h(x) \mapsto h(xe^{\pm i\pi})$ and under the conjugation symmetry $h(x) \mapsto \overline{h(x)}$.

The tronquée solutions (4) correspond to solutions $h$ satisfying

$$h(x) = o(1) \text{ as } x \to \infty \text{ with } \arg x \in \left[\frac{\pi}{2}, \frac{\pi}{2}\right]$$

(7)

Convergent expansions are obtained using general formal solutions described in Proposition 1 (see §5.1-5.3 for a brief introduction to transseries solutions and their correspondence to actual solutions).

**Proposition 1.** Formal small solutions of the normalized $P_1$.

(i) There is a unique power series solution of (6) which is $o(1)$ as $x \to \infty$, and it has the form

$$\tilde{h}_0(x) = \sum_{k=4; k \text{ even}}^{\infty} c_k x^{-k}, \quad \text{with } c_4 = -\frac{392}{625}$$

(8)
(ii) Transseries solutions of (6) have the form
\[ \tilde{h}(x) = \tilde{h}_0(x) + \sum_{k \geq 1} C^k e^{-kx} \tilde{h}_k(x) \quad \text{for } \arg x \in (-\pi/2, \pi/2) \tag{9} \]
where \( \tilde{h}_k(x) = x^{-k/2} \tilde{i}_k(x) \), with \( \tilde{i}_k(x) \) a nonnegative integer power series in \( x^{-1} \), and
\[ \hat{h}(x) = \hat{h}_0(x) + \sum_{k \geq 1} C^k e^{kx} \hat{h}_k(x) \quad \text{for } \arg x \in (-\pi/2, \pi/2) \pm i\pi \tag{10} \]
where \( \hat{h}_k(x) = x^{-k/2} e^{\mp ik\pi/2} \hat{i}_k(-x) \).

The proof of Proposition 1 is found in \[4.2\].
We note that \( \tilde{h}_n(x) \) are linked, via \[5\], to the \( n \)-instanton of \( P_1 \) \[27\].

**Notations.** In the following the Laplace transform of \( Y(p) \) in the direction \( e^{i\phi} \) is defined as
\[ \mathcal{L}_\phi Y(x) = \int_{e^{i\phi}\mathbb{R}_+} e^{-px} Y(p) \, dp \tag{11} \]
where, by convention, \( \phi = -\arg x \). The convolution is defined as \((f \ast g)(p) = \int_0^p f(s)g(p-s)ds \). The Borel transform of a series is, as usual,
\[ B\left(x^{-\alpha} \sum_{n=0}^{\infty} c_n x^{-n}\right) = p^\alpha \sum_{n=0}^{\infty} c_n \frac{p^{n-1}}{\Gamma(n+\alpha)} \quad \text{for } \alpha > 0 \tag{12} \]
(For an introduction to the Borel transform and Borel summation see \[5.2\].
Next theorem describes the tronqué solutions \[1\] in coordinates \[3\].

**Theorem 2** (Tronquées as Borel summed transseries).
I. Assume \( h \) solves (6) and satisfies
\[ h(x) = o(1) \text{ as } x \to \infty \text{ with } \arg(x) \in (-\pi/2, \pi/2) \tag{13} \]
Then
(i) We have \( h \sim \tilde{h}_0 \) as \( x \to +\infty \) and the asymptotic expansion is differentiable.
Also, there exist constants \( C_\pm \) so that
\[ h(x) \sim C_+ x^{-1/2} e^{-x} \text{ as } x \to +i\infty, \tag{14} \]
\[ h(x) \sim C_- x^{-1/2} e^{-x} \text{ as } x \to -i\infty \]
(ii) Let
\[ H_k = B\tilde{h}_k \tag{15} \]
be the Borel transforms of the series in the transseries solution (9).
Then \( h(x) \) has the Borel summed transseries representations:
\[ h(x) = \begin{cases} \mathcal{L}_\phi H_0(x) + \sum_{k=1}^{\infty} C_k e^{-kx} \mathcal{L}_\phi H_k(x) & \text{for } -\phi = \arg x \in (0, \pi/2] \\ \mathcal{L}_\phi H_0(x) + \sum_{k=1}^{\infty} C_k e^{-kx} \mathcal{L}_\phi H_k(x) & \text{for } -\phi = \arg x \in [-\pi/2, 0) \end{cases} \tag{16} \]
where \( \mathcal{L}_\phi H_k \) are analytic for large \( x \) with \( \arg x \in (-\pi/2, 3\pi/2) \) and the series converge for \( |x| \) large enough with \( 0 < |\arg x| < \pi/2 \); \( \mathcal{L}_\phi H_k = O(x^{-k/2}) \) in these regions.

II. Similar Borel summed transseries representations hold for small solutions in the sectors \( \arg(x) \in (-\pi/2, \pi/2) \pm i\pi \), with \( e^{-kx} \) replaced by \( e^{kx} \), all \( H_k(\cdot) \) with \( k \geq 1 \) replaced by \(-H_k(\cdot e^{\pm ix}) \) and with the constants \( C \) changing only at the Stokes lines \( \arg x = \pm \pi \).

The proof of Theorem 2 is found in \[4.3\].
2.3. Description of the Stokes phenomenon. The proposition below links the Stokes constant $C_+ - C_-$ in (16) to the leading behavior of $H_0 = B\hat{h}_0$ at $p = 1$.

**Proposition 3.** (i) Near $x$ with $S$

Theorem 5. (13), (87). An explicit expression (21) with existence using the method of isomonodromic deformations [22] (some corrections were made in scribes the asymptotic behavior of tronquée solutions for large $x$ depending on the value of the constant beyond all orders 2.4. Arrays of poles near regular sectors of tronquée solutions. Theorem 5 describes the asymptotic behavior of tronquée solutions for large $x$ in the pole free sectors together with the region of the first array of poles: (20) and (23) give a uniform expansion of the tronquées in the sector of analyticity up to and including the first array of poles near $i\mathbb{R}^+$. Based on this, Proposition 6 gives the position of these poles, and the way it depends on the value of the constant beyond all orders $C_+$.

**Theorem 5.** (i) [11] Let $h(x)$ be a solution as in Theorem 2 I with $C_+ \neq 0$. Denote

$$\xi = C_+ x^{-1/2} e^{-x}$$

Then the leading behavior $h(x)$ for large $|x|$ with arg $x$ close to $\pi$ is

$$h \sim F_0(\xi) + \frac{F_1(\xi)}{x} + \frac{F_2(\xi)}{x^2} + \cdots \ (|x| \to \infty, \ x \in \mathcal{D}_x)$$

where

$$\mathcal{D}_x = \{x \in \mathbb{C} \mid |x| > R, \ arg \ x \in (-\frac{\pi}{2} + \delta, \frac{\pi}{2} + \delta), \ |\xi(x) - 12| > \epsilon, \ |\xi(x)| < \epsilon^{-1}\}$$

for any $\delta, \epsilon > 0$ small enough and $R = R(\epsilon, \delta)$ large enough, and where

$$F_0(\xi) = \frac{144\xi}{(\xi - 12)^2}, \ F_1(\xi) = \frac{\frac{1}{2} \xi^2 - \frac{3}{2} - 210 \xi^2 - 216 \xi}{(\xi - 12)^3}, \ldots, \ F_n(\xi) = \frac{P_n(\xi)}{(\xi - 12)^{n+1}}$$

with $P_n$ polynomials of degree $2n + 2$ for $n \geq 1$.

(ii) An expansion similar to (20) holds for $g = h(1 + \frac{1}{2} h)^{-1}$ in the region $\mathcal{D}_x'$ given by (21) with 12 replaced by $-12$:

$$g \sim G_0(\xi) + \frac{1}{x} G_1(\xi) + \frac{1}{x^2} G_2(\xi) + \cdots$$

2.4. Arrays of poles near regular sectors of tronquée solutions. Theorem 5 describes the asymptotic behavior of tronquée solutions for large $x$ in the pole free sectors together with the region of the first array of poles: (20) and (23) give a uniform expansion of the tronquées in the sector of analyticity up to and including the first array of poles near $i\mathbb{R}^+$. Based on this, Proposition 6 gives the position of these poles, and the way it depends on the value of the constant beyond all orders $C_+$.

**Theorem 5.** (i) [11] Let $h(x)$ be a solution as in Theorem 2 I with $C_+ \neq 0$. Denote

$$\xi = C_+ x^{-1/2} e^{-x}$$

Then the leading behavior $h(x)$ for large $|x|$ with arg $x$ close to $\frac{\pi}{2}$ is

$$h \sim F_0(\xi) + \frac{F_1(\xi)}{x} + \frac{F_2(\xi)}{x^2} + \cdots \ (|x| \to \infty, \ x \in \mathcal{D}_x)$$

where

$$\mathcal{D}_x = \{x \in \mathbb{C} \mid |x| > R, \ arg \ x \in (-\frac{\pi}{2} + \delta, \frac{\pi}{2} + \delta), \ |\xi(x) - \xi_0| > \epsilon, \ |\xi(x)| < \epsilon^{-1}\}$$

for any $\delta, \epsilon > 0$ small enough and $R = R(\epsilon, \delta)$ large enough, and where

$$F_0(\xi) = \frac{144\xi}{(\xi - 12)^2}, \ F_1(\xi) = \frac{\frac{1}{2} \xi^2 - \frac{3}{2} - 210 \xi^2 - 216 \xi}{(\xi - 12)^3}, \ldots, \ F_n(\xi) = \frac{P_n(\xi)}{(\xi - 12)^{n+1}}$$

with $P_n$ polynomials of degree $2n + 2$ for $n \geq 1$.

(ii) An expansion similar to (20) holds for $g = h(1 + \frac{1}{2} h)^{-1}$ in the region $\mathcal{D}_x'$ given by (21) with 12 replaced by $-12$:
with
\[ G_0(\xi) = \frac{144\xi}{(\xi + 12)^2}, \quad G_1(\xi) = -\frac{1}{60} \frac{\xi(\xi - 12)(\xi^3 - 180\xi^2 - 12600\xi - 12960)}{(\xi + 12)^4} \]

At any point in the region \(|\xi(x)| < e^{-1}\) one, or both of the expansions \(20\), \(23\) holds.

(iii) The symmetry \(h \to h(\pi)\) implies that a similar representation exists in the fourth quadrant with \(C_-\) instead of \(C_+\).

The proof is found in \[4.6\]. The counterpart of expansion \(20\) in the original variables of \(P_t\) is given in \[11\].

**Proposition 6** (Position of poles).

(i) Any solution as in Theorem \[2\] with \(C_+ \neq 0\) in \[16\] is analytic for large \(x\) in the region \(|\xi(x)| < 12\), located at

\[ x_n = 2n\pi i + L - \frac{1099}{2n\pi i} + \frac{1}{2}L + \frac{4099}{2n\pi i} + \frac{139}{2n\pi i} L + \frac{1}{4}L^4 - \frac{41402111}{6480000} - \frac{809}{2n\pi i} L - \frac{77}{6}L^2 - \frac{1}{6}L^3 + O(n^{-4}) \]

for \(n \to \infty\), where \(L = \ln \left(\frac{C^+}{12(2n\pi i)^{1/2}}\right)\).

(ii) The following maximal regularity property holds. If \(A\) is an analytic function tangent to the identity, \(A(0) = 0, A'(0) = 1\), then \(A(h(x))\) is singular for some large \(x\) in the region \(|\xi(x)| < R\) if \(R > 12\).

The proof of Proposition \[6\] is found in \[4.7\].

Note: rotating \(x\) further into the second quadrant, \(h\) develops successive arrays of poles separated by distances \(O(\ln x)\) of each other as long as \(\arg(x) = \frac{\pi}{2} + o(1)\) \[11\].

2.5. **Tritronqué solutions.** The following theorem characterizes tritronqué solutions as the tritonques with a zero constant beyond all orders and establishes a representation as convergent series in all four pole free sectors.

**Theorem 7.** (i) The tritonqué solution \(y_t\) of \[11\] with

\[ y_t(z) = i\sqrt{\frac{z}{6}} (1 + o(1)) \text{ as } |z| \to \infty \text{ with } \arg z \in \left(-\frac{3\pi}{5}, \pi\right) \]

is the unique solution analytic for large \(x\) in some sector in the first quadrant, having \(C_+ = 0\) in its representation \[16\].

(ii) Define \(h^\sigma = \mathcal{L}_\phi H_0\) for \(-\phi = \arg x \in (\pi, \frac{3\pi}{2})\) and let \(h^+(x), h^-(x)\) be as in \[17\]. Then \(h^+\) and \(h^\sigma\) can be analytically continued to \(\arg x = \pi\) and

\[ h^+(x) - h^\sigma(x) = \mu e^{-|x|} |x|^{-1/2}(1 + o(1)) \text{ for } x \to -\infty \]

with \(\mu\) as in \[18\].

(iii) We have

\[ h_t(x) = \begin{cases} 
 h^+(x) & \text{for } \arg x = -\phi \in (0, \pi) \\
 h^- + \sum_{k=1}^{\infty} (-\mu)^k e^{-kx} \mathcal{L}_\phi H_k(x) & \text{for } \arg x = -\phi \in \left[-\frac{\pi}{2}, 0\right) \\
 h^\sigma + \sum_{k=1}^{\infty} (i\mu)^k e^{kx} \mathcal{L}_\phi H_k(x) & \text{for } \arg x = -\phi \in (\pi, \frac{3\pi}{2}) 
\end{cases} \]

The proof of Theorem \[7\] and the choice of branches are given in \[4.5\].
Note 8. (i) The uniqueness of \( h_t \) and the symmetry of the equation imply \( h_t(x) = \overline{h_t(-x)} \), and the last expansion in (27) follows from the middle one, symmetry and the choice of branches.

(ii) Also by symmetry, we see that \( C_- \) corresponds to tritronquée solutions which are pole free in the sector \( \arg z \in (-\frac{7\pi}{4}, \frac{\pi}{4}) \).

Remark 9. \( y_t \) is now known to be pole free in the whole sector, up to the origin (Dubrovin’s conjecture holds); more precisely, \( y_t \) is analytic in a ball near the origin and in the closed sector \( \{ z : ||z| > 0, \arg z \in [-3\pi/5, \pi) \} \), [9].

2.6. Calculating the constant beyond all orders from the values of the tronquée.

The tronquée solutions are distinguished by the constant \( C_{\pm} \) beyond all orders. We recall the following result which allows for the calculation of \( C_{\pm} \) using the actual solution.

Theorem 10. [4] The constant \( C_{\pm} \) in (10) satisfies

\[
C_{\pm} = \lim_{x \to \infty, \arg(x) = -\phi} e^x x^{1/2} \left( h(x) - \sum_{k \leq |x|} c_k x^k \right) \tag{28}
\]

(see §8) for \( x \) in the corresponding quadrant.

In the direction \( \arg x = 0 \) the limit (28) is \( \frac{1}{2} C_+ + \frac{1}{2} C_- \).

3. Application: finding the Stokes multiplier

Let \( y_t \) be the tritronquée of Theorem [7]. The continuation of \( y_t(z) \) for \( \arg z \) from \(-\frac{3\pi}{5}\) up to \(-\pi\), through the pole sector, is given with all technical details in [12]. We describe below the method used, the intuition and formal calculations behind [12].

After normalization, \( y_t(z) \) corresponds to \( h_t(x) \) analytic for large \( x \) in the sector \( \arg x \in (-\frac{\pi}{2}, \frac{3\pi}{2}) \) and having poles in the sector

\[ \Sigma = \{ x : -\pi < \arg x < -\pi/2 \} \tag{29} \]

The first array of poles near the edges of this sector is described in [2, 4].

We show that in the pole region (29) \( h_t \) can be described by constants of motion which are valid starting with \( \arg x \) close to \(-\frac{\pi}{2}\) (the first array of poles) up to \( \arg x \) close to \(-\pi\), close to another ”first” array of poles, where \( h_t \) can be again matched to a transseries; the asymptotic expansions of the constants of motion that we obtain depend explicitly on the constant beyond all orders \( \mu \). The transseries representation of \( h_t \) also depends on \( \mu \) in a way visible in the leading order asymptotics when \( \arg x = -\pi \) or \( 3\pi/2 \), cf. Theorem 2 (we note that both arguments of \( x \) correspond to \( z \in \mathbb{R}^- \)).

3.1. The connection problem. The solution \( y_t \) is meromorphic; this was known since Painlevé, and proving meromorphicity does not require a Riemann-Hilbert reformulation, see e.g. [?, ?] for direct proofs and references. Starting with a large \( z \in \mathbb{R}^+ \) we analytically continue \( y_t \) (i) anticlockwise on an arccircle until \( \arg z = \pi \) and (ii) clockwise on an arccircle until \( \arg z = -\pi \). The continuation (ii) traverses the pole sector, \( \arg z \in (-\pi, -3\pi/5) \).

Because of the above-mentioned meromorphicity, we must have

\[
y_t(|z|e^{i\pi}) = y_t(|z|e^{-i\pi}) \tag{30}
\]

In variables [5] this corresponds to the following. We start with large \( x \) with \( \arg x = \frac{\pi}{4} \) and (i’) analytically continue \( h_t(x) \) anticlockwise until \( \arg x = \frac{3\pi}{4} \), and also (ii’) clockwise, until \( \arg x = -\pi \). The single-valuedness equation (30) and eq. (5) imply

\[
h_t(|x|e^{3\pi i/2}) = -h_t(|x|e^{-\pi i}) - 2 + \frac{8}{25|x|^2} \tag{31}
\]
Eq. (31) implies a nontrivial equation for $\mu$, (51) below, explained in §3.2, and which determines $\mu$ uniquely. The fact that $\mu$ is uniquely determined relates to the fact that there is only one solution, the tritronquée, with algebraic behavior in the region (25), cf. [11], Proposition 15. Relatedly, the last expansion in (27) is not used in the calculation.

3.2. Asymptotics of the tronQUé es in the pole region $\arg x \in (-\pi, -\pi/2)$: heuristics. Our calculations rely on the construction of two functionally independent adiabatic invariants. In a nutshell, an adiabatic invariant is a conserved quantity given as an asymptotic expansion with controlled errors (the expansion here is in powers of $1/x$.) Adiabatic invariants are useful when dealing with small perturbations of integrable systems (usually in the stronger sense of explicit integrability). In our problem, for large $x$, $P_1$ is treated as a small perturbation of the elliptic equation $f'' - f - f^2/2 = 0$. Relying on adiabatic invariants is reminiscent of KAM techniques: indeed, conserved quantities are the complex-analogs of action-angle variables. To our knowledge the adiabatic invariants (48) and (50), refined in [12] are new. Their construction is facilitated by the Boutroux “cycle” technique [3].

Note that for large $x$ (6) is close to the autonomous Hamiltonian system

$$h'' - h - h^2/2 = 0 \quad \text{with Hamiltonian } s/2$$

where

$$s = h^2 - h^2 - h^3/3$$

The solutions of (32) are elliptic functions, doubly periodic in $\mathbb{C}$. For (6) we expect solutions to be asymptotically periodic, and $s$ to be a slow varying quantity; this is certainly the case in the region where (20) holds. It is then natural to take $h =: u$ as an independent angle-like variable and treat $s$ and $x$ as dependent variables. With $w = u'$ we first rewrite equation (6) as a system

$$u' = w$$

$$w' = u + \frac{u^2}{2} - \frac{w}{x} + \frac{392}{625} \frac{1}{x^4}$$

and then, with

$$R(u, s) = \sqrt{u^3/3 + u^2 + s}$$

we transform (31), (35) into a system for $s(u)$ and $x(u)$:

$$\frac{ds}{du} = -\frac{2w}{x} + \frac{784}{625} \frac{1}{x^4} = -\frac{2R(u, s)}{x} + \frac{784}{625} \frac{1}{x^4}$$

$$\frac{dx}{du} = \frac{1}{w} = \frac{1}{R(u, s)}$$

Let $h$ be a tronquée solution of (3) having poles for large $x$ in the sector $\Sigma$ in (29). It turns out that there are closed curves $C$, similar to the classical cycles [30], such that $R(u, s(u))$ does not vanish on $C$ and $x(u)$ traverses $\Sigma$ from edge to edge as $u$ travels along $C$ a number $N$ times.

Written in integral form, (37) and (38) become

$$s(u) = s_n - 2 \int_{u_n}^u \left( \frac{R(v, s(v))}{x(v)} - \frac{392}{625} \frac{1}{x(v)^4} \right) dv$$

$$x(u) = x_n + \int_{u_n}^u \frac{1}{R(v, s(v))} dv$$

where the integrals are along the path $C$ and we write $u_n$ to denote that $u$ has traveled $n$ times along $C$, and $s_n = s(u_n)$ and $x_n = x(u_n)$.
3.2.1. Initial conditions and iteration. We take initial values \( x_0, s_0 \) so that \( |x_0| \) is large and close to the first array of poles (see (2.4) i.e. \( \arg(x_0) = -\pi/2 + o(1) \)) for large \( |x_0| \), and \( s_0 \) sufficiently small; \( x_0, s_0 \) are arbitrary otherwise.

**Note 11.** The parameters \( x_0, s_0 \) are free constants in an open set in \( \mathbb{C}^2 \). By Theorem 7 (iii), (20) and (19) we see that for the tronquées \( x_0, s_0 \) depend on the constant beyond all orders \( C_- \).

Starting with \( u_0 \in \mathcal{C} \) the following hold\(^1\). For some \( N = N_{m}(x_0) \) of the order \( |x_0|, x_N \) is close to the last array of poles (i.e. \( \arg(x_N) = -\pi(1 + o(1)) \)), and \( |x_n| \) is of the order \( |x_0| \) for all \( n \leq N \). Also, two roots of \( R(u_n, s_n), n = 0, 1, \ldots, N \) are in the interior of \( \mathcal{C} \) and a third one is in its exterior.

To establish these facts, an important ingredient in [12] is the study of the Poincaré map for (39), (40); namely the study of \((x_n, s_n)\). The Poincaré map is used to eliminate the fast evolution. The asymptotic expansions of \( s(u) \) and \( x(u) \) when \( u \) is between \( u_n \) and \( u_{n+1} \) are straightforward local expansions of (39) and (40). We denote
\[
J(s) = \int_{\mathcal{C}} R(v, s) \, dv; \quad L(s) = \int_{\mathcal{C}} \frac{dv}{R(v, s)} \quad (41)
\]
It is easily checked that
\[
J'' + 1 + 4\rho(s)J = 0; \quad \text{where} \quad \rho(s) = \frac{5}{3s(3s + 4)} \quad (42)
\]
and, since \( J' = L/2 \) we get
\[
L'' - \frac{\rho'(s)}{\rho(s)}L' + \frac{1}{4}\rho(s)L = 0 \quad (43)
\]
The points \( s = 0 \) and \( s = -4/3 \) are regular singular points of (12) (and of (13)) and correspond to the values of \( s \) for which the polynomial \( u^3/3 + u^2 + s \) has repeated roots. Simple asymptotic analysis of (39) and (40) shows that the Poincaré map satisfies
\[
s_{n+1} = s_n - 2J_n \frac{1 + o(1)}{x_n} \quad \text{with} \quad J_n = J(s_n) \quad (44)
\]
\[
x_{n+1} = x_n + L_n (1 + o(1)) \quad \text{with} \quad L_n = L(s_n) \quad (45)
\]
Here, and in the following heuristic outline, \( o(1) \) stands for terms which are small for large \( x_n \) and large \( n \). The rigorous justification of these estimates is the subject of [12].

3.2.2. Solving (44) and (45); asymptotically conserved quantities. We see from (44) that \( s_{n+1} - s_n \ll s_n \) and \( x_{n+1} - x_n \ll x_n \). It is natural to take a “continuum limit” and approximate \( s_{n+1} - s_n \) by \( ds/dn \) and \( x_{n+1} - x_n \) by \( dx/dn \). We get
\[
\frac{ds}{dx} = \frac{ds/dn}{dx/dn} = \frac{-2J(s)}{xL(s)} \left(1 + o(1)\right) = -\frac{J(s)}{xJ'(s)} \left(1 + o(1)\right) \quad (46)
\]
which implies, by separation of variables and integration,
\[
Q(x, s) := xJ(s) = x_0J(s_0) \left(1 + o(1)\right) = Q(x_0, s_0) \left(1 + o(1)\right) \quad (47)
\]
That is, \( Q \) is asymptotically constant. A second (nonautonomous) one is obtained using (44) and (47) as follows. We write
\[
\frac{1}{J^2(s)} \frac{ds}{dn} = -\frac{2}{x_0J(s_0)} \left(1 + o(1)\right) \quad (48)
\]
\(^1\)Later on we will choose \( u_0 = -4 \in \mathcal{C} \).
Let $\hat{J}$ be an independent solution of (12) with $\hat{J}(0) = 0$ and denote

$$K(s) := \kappa_0 \int_0^s \frac{ds}{J(s)^2} = \frac{\hat{J}(s)}{J(s)}$$

where $\kappa_0$ is the Wronskian of $J$ and $\hat{J}$. Integrating both sides of (18) from 0 to $n$ we get

$$K(s) - K(s_0) = -\frac{2n}{\kappa_0 x_0 J(s_0)} (1 + o(1)) \Rightarrow K(s) + \frac{2n}{\kappa_0 x_0 J(s_0)} = K(s_0) + o(1)$$

(for $n = O(x_0)$). $K$ is a Schwarzian triangle function. We thus obtain two functionally independent asymptotically conserved quantities (17), (50) from which we can retrieve the asymptotics of the tronquée solutions in the pole sector. The rigorous proof is the subject of [12], where three asymptotic orders of the expansion are obtained. Near the antistokes lines the expansion takes a slightly different form.

**Note 12.** From Note 11 it is seen that in the pole region, the classical asymptotic expansion contains two free constants (which for the tronquées depend on $C_-$). The fact that the constants are classically visible makes possible to calculate their change as the pole region is traversed, and thus to calculate explicitly $\mu$ from the requirement that $h_t$ has a transseries representation at both edges of one pole sector. This condition leads to the equation ([12]):

$$- \frac{4\sqrt{3} - 24i}{5\pi} = \frac{24iN}{5\pi} + \frac{1}{5\pi^2} \left[ 12 \ln \left( \frac{(6 + 6i)(\sqrt{3} + i)}{\mu} \right) + i\pi - 4\sqrt{3}\pi - 6 \ln(240\pi) \right]$$

A straightforward calculation shows that (51) implies

$$\mu = \sqrt{ \frac{6}{5\pi} i }$$

**4. Proofs**

**4.1. Normal form for (6).** We first transform (6) to a normal form, to which we apply the general results of [10], [13], then use this information to obtain results about the tronquée solutions of (6).

Simple algebra brings (6) to the normal form

$$y' + \left( \Lambda + \frac{1}{x} B \right) y = g(x^{-1}, y)$$

with $\Lambda = \text{diag}(\lambda_1, \lambda_2)$, $B = \text{diag}(\beta_1, \beta_2)$ where

$$\lambda_1 = 1, \; \lambda_2 = -1, \; \beta_1 = \beta_2 = \frac{1}{2}$$

and $g = (g_1, g_2)^T$ is analytic in $(x^{-1}, y)$ in a neighborhood of zero and $g = O(x^{-4}) + O(|y|^2)$ as $x^{-1}, y \to 0$; see §5.1 for details.

**4.2. Transseries solutions.** For an introduction to transseries see §5.1

**Proposition 13.** General formal solution of the system

The transseries solutions of the system (53)-(54) are the following.

I. For $\arg x \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ the transseries solutions are

$$\tilde{y}(x) = \tilde{y}_0(x) + \sum_{k=1}^{\infty} C_k e^{-kx} \tilde{y}_k(x) \; \text{with} \; \tilde{y}_k(x) = x^{-k/2} \tilde{s}_k(x)$$
where $C$ is an arbitrary constant, $\hat{s}_k(x)$ is an entire power series in $x^{-1}$ and

$$\hat{y}_0 = \sum_{k \geq 4} \left( \frac{1}{(-1)^k} \right) c_k x^{-k}, \quad \hat{s}_1 = \left( 1 + \frac{1}{8x} \right) \left( \begin{array}{c} 1 \\ 0 \end{array} \right) + O(x^{-2})$$

II. For $\arg x \in \left( \frac{\pi}{2}, \frac{3\pi}{2} \right)$ the transseries solutions are

$$\hat{y}(x) = \hat{y}_0(x) + \sum_{k=1}^{\infty} C^n e^{kx} \hat{s}_k(x) \quad \text{with} \quad \hat{y}_k(x) = x^{-k/2} \hat{s}_k(x)$$

where $C$ is an arbitrary constant, and $\hat{s}_k(x) = \hat{s}_k(-x), \hat{y}_0(x) = \hat{y}_0(-x)$.

Proof. This is an application of Theorem 2 in [10].

4.2.1. **Proof of Proposition 7** (i) is obtained by a straightforward calculation. Furthermore, this follows from the fact that (6) is a re-writing of $P_1$, whose asymptotic expansions are known [7].

The general formal solution of systems with a rank one irregular singularity has the form (79) below; the system (53)-(54) has $d = 2$ and the transseries must have $C_1$ or $C_2$ equal to zero. Since by (89) below we have

$$h = \frac{1}{2} \left( 1 - \frac{1}{4x} \right) y_1 + \frac{1}{2} \left( 1 + \frac{1}{4x} \right) y_2$$

part (ii) follows. □

4.3. **Proof of Theorem 2**. After establishing Lemma 14, we apply [10] to the system (53)-(54); we then establish properties of the Borel transform of the series $\hat{h}_k$ in Lemma 17 then complete the proof of Theorem 2.

**Lemma 14.** (i) Let $y(x)$ be a solution of (53)-(54) so that $y(x) = o(x^{-3})$ as $|x| \to \infty$ with $\arg x = \alpha$ (for some $\alpha$).

Then $y(x)$ has a formal asymptotic power series in powers of $x^{-1}$ and the asymptotics is differentiable.

(ii) For any $k \in \mathbb{Z}$ there is a unique solution of (53)-(54) such that

$$y = o(x^{-2} \ln(x)^2)$$

as $|x| \to \infty$ with $\arg x = (2k+1)\pi i/2$, $k \in \mathbb{Z}$; these are tritronquées.

**Proof.** (i) Take $a \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right]$ (the proof for other $a$ is similar). Let $\frac{1}{x_0}$ and $\epsilon$ be small enough, where $\arg x_0 = a$. We write (53) in the integral form

$$y_1(x) = A_1 x^{-1/2} e^{-x} + x^{-1/2} e^{-x} \int_{x_0}^{x} s^{-1} e^{-s} g_1(s^{-1}, y(s)) ds$$

$$y_2(x) = A_2 x^{-1/2} e^{-x} + x^{-1/2} e^{-x} \int_{\epsilon e^{i\alpha}}^{x} s^{-1} e^{-s} g_2(s^{-1}, y(s)) ds$$

Since $y = o(x^{-3})$ and from the properties of $g$ we see that the second integral is convergent and (again since $y = o(x^{-3})$) we must have $A_2 = 0$. It is straightforward to show that (59) is contractive in the ball of radius $\epsilon$ in the norm $\|y\| = \sup_{|x| > |x_0|} \|x^3 y(\sqrt{x} e^{i\alpha})\|$, if $\epsilon$ and $1/|x_0|$ are small. It then follows that $y = a_4 x^{-4} + o(x^{-4})$, where $a_4 = \frac{392}{1629}(1,1)$; feeding back this estimate into (59) it follows that $y$ is of the form $y = a_4 x^{-4} + a_5 x^{-5} + o(x^{-5})$, etc. Differentiability of the asymptotics follows from the integral form (59).

(ii) We can w.l.o.g. take $k = 0$. The proof is similar to that of (i), with $O(x^{-2} \ln^2 x)$ replacing $o(x^{-3})$ and the lower limit of integration $x_0$ replaced by $\infty e^{i\pi/2}$. □
Note 15. The scale $x^{-2}\ln^2 x$ is chosen for technical reasons, since [12] finds the asymptotics in the pole region up to $O(x^{-2}\ln^2 x)$ errors.

Next theorem establishes that generalized Borel summation of the transseries ([53]), and of ([56]), produces actual solutions, ([61]), of the system (see also (5.2)).

**Theorem 16.** Consider the system (53), and Proposition 1 ii) in [10].

Let $y(x)$ equal to the solution of (56), produces actual solutions, (61), of the system (see also (5.2)).

(i) $y(x)$ solves (53) with $y_o(x) = O(x^{-3})$ for $x \to \infty$, $x \in e^{-i\phi}R^+$.

(ii) Let $\phi \in [0, \frac{\pi}{2}]$. If $y(x)$ solves (53) with $y = o(x^{-3})$ for $x \to \infty$, $x \in e^{-i\phi}R^+$ then $y$ has a unique expansion as a Borel summed transseries: for some constant $C$

$$y(x; C) = \mathcal{L}_\phi Y_0(x) + \sum_{k=1}^{\infty} C_k e^{-kx} \mathcal{L}_\phi Y_k(x) \quad \text{for } x \in e^{-i\phi}R^+, \ |x| \text{ large} \quad (61)$$

If $\phi = \pm \frac{\pi}{2}$ then $C = 0$.

(iii) The constant $C$ in (61) depends on the direction $\phi$, $C = C(\arg x)$, and is piecewise constant; it can only change at the Stokes direction $\arg x = 0$.

(iv) $Y_k$ have the following regularity properties:

(a) $Y_0(p) = p^3 A_0(p)$, and, for $k \geq 1$, $Y_k(p) = p^{k/2-1} A_k(p)$, with $A_k(p)$ analytic on the universal covering of $C \setminus \{\pm 1, \pm 2, \ldots\}$; and $A_1(0)$ normalized to equal $e_1$. Also

$$Y_0(p) = (1 - p)^{-1/2} S\phi A(p) + B(p) \quad (62)$$

with $A(p), B(p)$ analytic at $p = 1$, $A(p) = e_1 + O(p - 1)$, and $S\phi$ is a constant;

(b) all $Y_k(|p| e^{i\phi})$ are left and right continuous in $\phi$ at $\phi = 0$ and $\phi = \pi$ and are in $L^1_{loc}(R^+)$.

(c) For any $\delta > 0$ there is a large enough $b$ so that $||Y_k||_b < \delta^k$ for $k = 0, 1, \ldots$ where

$$||f||_b := \sqrt{\int_{0}^{\infty} e^{-bt}|f(t e^{i\phi})|dt}.$$  As a consequence, each $Y_k$ is Laplace transformable along any direction of argument $\phi \in (0, \pi) \cup (\pi, 2\pi)$.

II. Analogously, for $x$ with $\arg x \in [\frac{\pi}{2}, \frac{3\pi}{2}]$ (or $\arg x \in [-\frac{\pi}{2}, -\frac{3\pi}{2}]$) similar Borel summed transseries representations exist for solutions $y(x)$ of ([53]) with $y(x) = o(x^{-3})$ for $x \to \infty, x \in e^{-i\phi}R^+$. The constant $C$ can only change at the Stokes directions $\arg x = \pm \pi$.

**Proof of Theorem 16.** Part I follows from general results in [10], [13]; part of the theorem is also found in [11]. More precisely, using Lemma 14, Proposition 1 and (89) it follows that $\hat{y}_0$ is unique, so that Theorem 16 (i)-(ii) follows from Theorem 2 (ii) in [10], while Theorem 16 (iii) (a), (b) follows from Proposition 1 in [10] and (c) from Proposition 20 in [10]. The fact that $Y_0(p) = O(p^3)$ as $p \to 0$ follows from $\hat{y}_0 = O(x^{-4})$ (by [53], (89)) and Proposition 1 ii) in [10].

We note that along Stokes directions, when $\arg x = 0$ or $\pm \pi$, the Laplace transform does not exist as a usual integral, and must be considered in a generalized sense [13].

Part II. follows due to the symmetry of (5) under $h(x) \mapsto h(x e^{\pm i\pi})$. □

4.3.1. Properties of $H_k$.

**Lemma 17.** Let $H_k$ be as in (15). Then

$$\mathcal{L}_\phi H_k(x) \sim \tilde{h}_k(x); \quad \tilde{h}_k(x) = O(x^{-k/2}) \quad \text{for } x \to \infty, \ \arg x \in (-\frac{\pi}{2}, \frac{\pi}{2}) \quad (63)$$

and the analytic continuation of $H_k$ have the following regularity properties.
(a) The function $H_0(p)$ satisfies the inverse Laplace transformed equation (6):

$$(p^2 - 1)H = \frac{196}{1875}p^3 + p * H + \frac{1}{2}H * H$$

and $H_0$ is the unique solution of (64) which is analytic at $p = 0$.

(b) $H_0$ is an odd function.

(c) $H_0(p) = p^3 A_0(p)$ with $A_0(p)$ analytic on the universal covering of $\mathbb{C} \setminus \{\pm 1, \pm 2, \ldots\}$;

(d) $H_0$ satisfies the statement of Proposition [3], and therefore also $H_0(p) = -S(1 + p)^{-1/2}A(-p) - B(-p)$ for the same $S, A, B$; also, for $k \geq 1$, $H_k(p) = p^{k/2 - 1}A_k(p) + B_k(p)$ with $A_k, B_k$ analytic at $p = 0$ and $A_1(0) = 1$.

(e) $H_0(|p|e^{i\phi})$ is left and right continuous in $\phi$ at $\phi = 0$ and $\phi = \pi$, and is in $L^1_{\text{loc}}(\mathbb{R}_+)$.  

(f) For any $\delta > 0$ there is a large enough $b$ so that $\|H_k\|_b < \delta^k$ for $k = 0, 1 \ldots$ where $\|f\|_b := \int_0^\infty e^{-bt}|f(te^{i\phi})|dt$. As a consequence, each $H_k$ is Laplace transformable along any direction of argument $\phi \in (0, \pi) \cup (\pi, 2\pi)$.

Proof.

Solutions $h(x)$ are obtained from solutions of (1) via (5). Using the known asymptotic forms of solutions of (1), see [7], it follows that (13) implies that (63).

Note that we have, in view of (57),

$$\tilde{h}_k = \frac{1}{2} \left( 1 - \frac{1}{4x} \right) \tilde{y}_{k;1} + \frac{1}{2} \left( 1 + \frac{1}{4x} \right) \tilde{y}_{k;2}$$

(where $\tilde{y}_k = (\tilde{y}_{k;1}, \tilde{y}_{k;2})^T$). We have (see (54))

$$\mathcal{L}_\phi H_k(x) = \mathcal{L}_\phi \mathcal{B}\tilde{h}_k(x) = \frac{1}{2} \left( 1 - \frac{1}{4x} \right) y_{k;1}(x) + \frac{1}{2} \left( 1 + \frac{1}{4x} \right) y_{k;2}(x) = h_k(x)$$

Using Theorem (6) this implies (63).

Relation (64) follows from the fact that $H_0 = \mathcal{B} \tilde{h}_0$, hence it satisfies the inverse Laplace transformed equation (6).

(b) Equation (64) has a unique solution analytic at $p = 0$ [10] and it can be easily checked that if $H(p)$ is a solution, then so is $-H(-p)$.

To prove the other properties, note that we have, using (65), and the fact that $\mathcal{B}(x^{-1} \tilde{Y}_k) = 1 * \mathcal{B}(\tilde{Y}_k)$,

$$H_k = \mathcal{B}\tilde{h}_k = \frac{1}{2} \left( Y_{k;1} - \frac{1}{4} 1 * Y_{k;1} \right) + \frac{1}{2} \left( Y_{k;2} + \frac{1}{4} 1 * Y_{k;2} \right)$$

$$= \frac{1}{2} \left( Y_{k;1} + Y_{k;2} \right) + \frac{1}{8} \int_0^p (-Y_{k;1}(q) + Y_{k;2}(q)) \ dq$$

and the properties follow from Theorem (6)

4.3.2. Proof of Theorem [3]. I. follows from Lemma[17] Theorem [16] and (64)-(67).

II. follows due to the symmetry of (4) under $h(x) \mapsto h(xe^{i\pi})$.

4.4. Proof of Proposition [3]. These statements are true in a general setting, see [10]; see also [5.3] for an overview in the general case and more details. The main ideas are as follows.

(i) was proved in Lemma[17]

(ii) By rotating the angle $\phi$ into $\phi \in [-\pi, -\pi/2]$, and using the estimates of Lemma[17](c),(d) it is clear that $h^+(x)$ can be analytically continued for $x$ in the second quadrant. Continuation of $h^+(x)$ for $x$ in the fourth quadrant is done by deformation of the path of integration arg$p = \phi < 0$ to a direction with arg$p > 0$ plus an infinite sum of paths
coming from $\infty$ in the first quadrant, encircling only one point $k \in \mathbb{Z}_+$ counterclockwise, and going back to $\infty$. The series obtained converges due to Lemma 17(d) and we obtain a Borel summed transseries for this continuation of $h^+(x)$. The analytic continuation of $h^-(x)$ is similar.

Formula $18$ is proved below, but it is more general, see $53$ in the Appendix.

We have $h^+(x) - h^-(x) = \int_{\ell} e^{-xp}H_0(p) dp$ where $\ell$ is a path coming from $+\infty$ above $[1, +\infty)$, going counterclockwise around $p = 1$ and returning to $+\infty$ below $[1, +\infty)$. Then, choosing the usual branch of the radical (with $(1 - p)^{1/2} > 0$ for $p < 1$) we have

$$h^+(x) - h^-(x) \sim S \int_{\ell} e^{-xp}(1 - p)^{-1/2} dp$$

$$= S \int_{+\infty}^{1} i(p - 1)^{-1/2}e^{-xp} dp + S \int_{1}^{+\infty} (-i)(p - 1)^{-1/2}e^{-xp} dp$$

$$= -2i\sqrt{x}Se^{-x}x^{-1/2}$$  \hspace{1cm} (68)

(iii) Similar arguments for $L_\phi H_1(x)$ show that the analytic continuation produces only terms of order $e^{-2x}$ or smaller, see Theorem 13(iv)(a), (65), (66). □

4.5. Specified branches and proof of Theorem 7.

4.5.1. Branches. We recall that $H_0(p)$ is analytic at $p = 0$, see Lemma 17(c). Each directional Laplace transform of $H_0$ uses the analytic continuation of this germ of analytic function at $p = 0$ along the direction of the transform.

$H_k(p)$ with $k \geq 1$ may have a square root branch point at $p = 0$, see Lemma 17(d). We use the analytic continuation of the usual branch of the square root, with $arg p = 0$ for $p > 0$; for instance in the integral in the third expansion in $27$, the functions are continued through clockwise rotation, starting with $arg p = 0$.

4.5.2. Proof of Theorem 7. (i) By Theorem 2 a tritronquée $25$ has a series representation of the form $13$ for some $C_+$. This $C_+$ must be zero, otherwise $h_1$ has poles beyond $arg x = \frac{\pi}{2}$, by Proposition 6, hence it does not correspond to the tritronquée $25$.

(ii) Note that for $x$ in the second quadrant ($arg x = \pi - \epsilon$), $h^+ = L_\phi H_0$ with $\phi = -\pi + \epsilon$ and that after clockwise rotation in the $p$-plane we have $(1 + p)^{1/2} = i|1 + p|^{1/2}$ for $p < -1$.

We have $h^+(x) - h^0(x) = \int_{\ell} e^{-xp}H_0(p) dp$ where $\ell$ is a path coming from $-\infty$ above $(-\infty, -1]$, going clockwise around $p = -1$ and returning to $-\infty$ below $(-\infty, -1]$. Then

$$h^+(x) - h^0(x) \sim 2i \int_{-1}^{-\infty} |p + 1|^{-1/2}e^{-xp}(-S) dp = 2iS\sqrt{x}e^{-x} |x|^{-1/2}$$  \hspace{1cm} (69)

which gives $26$ (noting that analytic continuation in $x$ is counterclockwise).

(iii) Formula $27$ for $|arg x| \leq \frac{\pi}{2}$ follows by $16$, since $C_+ = 0$ by (i) and by Proposition 8 iii).

Then, for $arg x \in [\frac{\pi}{2}, \pi)$, in $h^+ = L_\phi H_0$ can be analytically continued by rotating of $\phi$, since $H_0$ is analytic and Laplace transformable by Lemma 17(c),(f).

To obtain the series $27$ for $arg x \in (\pi, \frac{3\pi}{2})$ we use (ii) and the proof is analogous to the proof of Proposition 8(ii), only the branches are different; alternatively, this follows from the symmetry $h(x) \rightarrow h(-x)$.

4.6. Proof of Theorem 5. (i) is proved in $11$. We include the main steps in the calculation of $F_n$ in $[5,6]$.

(ii) It is straightforward to check that the transformation $g = h(1 + \frac{1}{3}h)^{-1}$ leads to a system of equations satisfying the same assumptions as 53, and the construction of the
expansion (28) mirrors the one for (20). Expectedly, the expansion in (23) coincides with the formal asymptotic expansion of \( h(1 + \frac{1}{3}h)^{-1} \) in powers of \( 1/x \) using (20).

4.7. Proof of Proposition 6. The fact that this is the first array of poles is guaranteed by (20) which shows that for \(|\xi| < a < 12\), \( h \) is bounded.

(i) Let \( g \) be as in Theorem (5)(ii). We first note that a pole of \( h \) is a regular point of \( g \), one in which \( g \) assumes the value 3. Formula (24) is simply obtained from the implicit function theorem and the expansion of \( g \) in Theorem [11] (ii), by solving the implicit equation \( g(x) - 3 = 0 \), writing \( \ln \xi \sim \ln 12 + 2n\pi i \ldots \) and retaining three orders in \( n^{-1} \) in the calculation.

(ii) The roots \( r_{1,2} \) of the quadratic \( H_0(r) = y \) satisfy \( r_1r_2 = 12 \). Thus \( H_0 \) maps the disk \( \{z : |z| \leq 12\} \) onto the Riemann sphere \( \mathbb{C} \cup \{\infty\} \). If \( A(0) = 0, A'(0) = 1 \) and \( A \) is analytic, it follows that \( A(h(x)) \) is singular in \( \{z : |z| \leq 12\} \). The rest is immediate.

5. Appendices

Sections §5.1-5.3 contain an outline of some results found in [10], [13] and illustration of these results on some simple examples. Section §5.4 contains a brief overview on the development of the subject.

5.1. Representation of solutions as transseries. Very few differential equations can be explicitly solved, and even when this is possible, their expression may be too complicated for easily extracting useful information about solutions; by contrast, formal solutions can often be obtained algorithmically as asymptotic expansions, from which properties of solutions such as rate of decay/increase, or approximations, can be easily read. Sometimes, free parameters are "hidden" beyond all orders of a classical asymptotic series; in such cases transseries are instrumental in uncovering these parameters.

It is well known that equations written in terms of analytic functions have convergent power series solutions at any regular point of the equation; convergent expansions for solutions also exist at regular singularities (generically). But at irregular singularities the asymptotic expansions of solutions are often divergent.

To illustrate, consider the simple equation

\[
y' + y = \frac{1}{x^2} \tag{70}
\]

The point \( x = \infty \) is an irregular singular point of the equation (indeed, the substitution \( x = 1/z \) maps \( \infty \) to 0 and brings (70) to the form \(-z^2 \frac{dy}{dz} + y = z^2 \) for which \( z = 0 \) is an irregular singularity).

It is easy to see that there exists a unique asymptotic power series solution for \( x \to \infty \),

\[
\tilde{y}_0(x) = \sum_{n=2}^{\infty} \frac{(n-1)!}{x^n} \tag{71}
\]

and it is divergent. On the other hand the general solution of (70) is

\[
y(x; C) = y_0(x) + Ce^{-x}, \quad \text{where} \quad y_0(x) = e^{-x} \int_{x_1}^{x} e^s \frac{s^2}{s^2} ds \sim \tilde{y}_0(x) \quad \text{as} \quad x \to +\infty \tag{72}
\]

and \( C \) is a free parameter.

This simple example illustrates main phenomena at irregular singularities: the power series solutions are divergent, there is loss of information (in (72) there is a one parameter family of solutions asymptotic to the same power series), and asymptoticity holds only in sectors \((y_0(x) \sim \tilde{y}_0 \text{ only for } x \to \infty \text{ with } |\arg x| < \pi \)).
In view of (71),(72) it is natural to consider that the complete formal solution of (70) is
\[ \tilde{y}(x) = \tilde{y}_0(x) + C e^{-x}, \quad \text{for } x \to +\infty \] (73)
The formal expression (74), which satisfies (70), is not an asymptotic series in the sense of Poincaré if \( |\arg x| < \frac{\pi}{2} \), as the term \( C e^{-x} \) is much smaller than all the powers of \( x \) in \( \tilde{y}_0(x) \): it is a term beyond all orders of the main series. The formal solution (73) is the simplest example of a transseries.

Consider next a nonlinear example, namely (70) plus a nonlinear term:
\[ y' + y = \frac{1}{x^2} + y^4 \] (74)
Again, equation (74) has a unique power series solution \( \tilde{y}_0(x) = \frac{1}{x^2} + \frac{1}{x^4} + \frac{6}{x^6} + \ldots \) which can be shown to be divergent too. To find possible further terms in a formal expansion we search for a perturbation: substituting \( y = \tilde{y}_0 + \delta \) in (74) and using the fact that \( \tilde{y}_0 \) is already a formal solution we get \( \delta' + \delta \sim 2\tilde{y}_0 \delta \), giving \( \delta \sim C e^{-x} \tilde{y}_1(x) \) where \( \tilde{y}_1(x) \) is a (divergent) power series. Since \( \tilde{y}_0 + C e^{-x} \tilde{y}_1(x) \) does not solve the equation, further corrections are required, yielding a complete formal solution of (74) in the form
\[ \tilde{y} = \tilde{y}(x; C) = \tilde{y}_0(x) + C e^{-x} \tilde{y}_1(x) + C^2 e^{-2x} \tilde{y}_2(x) + \ldots \] (75)
where \( \tilde{y}_k(x) \) are divergent power series and \( C \) is an arbitrary parameter. The formal solution (75) is a transseries for \( x \to \infty \) along directions in the complex plane for which the terms can be well ordered decreasingly, namely for \( x \in e^{ia}\mathbb{R}_+ \) with \( |a| < \frac{\pi}{2} \).

Scalar equations more general than (74), of the form
\[ y' + \left( \lambda - \frac{\alpha}{x} \right) y = g(x^{-1}, y) \quad \text{with } g = O(x^{-2}) + O(y^2) \quad \text{for } x \to \infty, \ y \to 0 \] (76)
have formal series solution of the form
\[ \tilde{y} = \tilde{y}(x; C) = \tilde{y}_0(x) + \sum_{k=1}^{\infty} C^k e^{-kx} \tilde{y}_k(x), \quad \text{with } \tilde{y}_k(x) = x^{k\alpha} \tilde{s}_k(x) \] (77)
(with \( \tilde{s}_k(x) \) an integer power series in \( x^{-1} \)) which is a transseries for \( x \to \infty \) along any direction for which \( |\arg(\lambda x)| < \frac{\pi}{2} \).

Systems have transseries solutions which are similar: generic equations can be brought to the normal form (in [10] this is eq. (1.1))
\[ y' + \left( \Lambda - \frac{1}{x} A \right) y = g(x^{-1}, y) \]
with \( g = O(x^{-2}) + O(|y|^2) \) \quad \text{for } x \to \infty, \ |y| \to 0 \] (78)
and \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_d), \ A = \text{diag}(\alpha_1, \ldots, \alpha_d) \)
Under appropriate nonresonance condition\(^2\) systems (78) have formal solutions
\[ \tilde{y} = \tilde{y}(x; C) = \tilde{y}_0(x) + \sum_{k \in \mathbb{N}^d \setminus 0} C^k e^{-kx} \tilde{y}_k(x) \quad \text{with } \tilde{y}_k(x) = x^{\alpha_k} \tilde{s}_k(x) \] (79)
which is a transseries for \( x \to \infty \) along any direction along which the terms can be well ordered, meaning that all the exponentials are decaying, therefore along any direction in the sector
\[ S_{\text{trans}} = \{ x \in \mathbb{C} | \text{Re}(\lambda_j x) > 0 \text{ for all } j \text{ with } C_j \neq 0 \} \] (80)
\(^2\)It is required that \( \lambda_1, \ldots, \lambda_d \) be linearly independent over \( \mathbb{Z} \) (otherwise its expression has a slightly more general form) and it suffices that the Stokes lines be distinct.
5.2. Correspondence between transseries and actual solutions: generalized Borel summation. Consider the linear equation (70). Since its formal solution (71) is factorially divergent and $L(p^{n-1}) = (n-1)! x^{-n}$, heuristically, it is natural to attempt to write $\tilde{y}_0$ as a Laplace transform: this is central to Borel summation.

Recall that the Borel transform is defined as the formal inverse Laplace transform, $\mathcal{B}(x^{-\alpha}) = \frac{p^{\alpha-1}}{\Gamma(\alpha)}$ for $\alpha > 0$ (where $\mathcal{L}$ is the Laplace transform), and, more generally, we have (12).

Taking the inverse Laplace transform, equation (70) becomes $(1 - p)Y(p) = p$ therefore

$$y = \mathcal{L}_\phi Y \quad \text{where } Y(p) = \frac{p}{1 - p}$$

and $\mathcal{L}_\phi$ is the Laplace transform along a direction of argument $\phi$, see (11).

Note that we cannot take the Laplace transform along $\mathbb{R}_+$ in (81)(except in the sense of distributions [13]), but we can integrate on any half-lines above, or below $\mathbb{R}_+$, obtaining

$$y_0^+(x) = \mathcal{L}_\phi Y(x) \quad \text{for } -\phi = \arg x \in \left(0, \frac{\pi}{2}\right)$$

and

$$y_0^-(x) = \mathcal{L}_\phi Y(x) \quad \text{for } -\phi = \arg x \in \left(-\frac{\pi}{2}, 0\right)$$

The values of $y_0^+(x)$, do not depend on the value of $\phi$ in its specific quadrant; they can be both analytically continued in the right half-plane (and beyond) $y_0^+(x) \neq y_0^-(x)$ and in fact the difference $\frac{1}{2\pi i} (y_0^+(x) - y_0^-(x)) = e^{-x}$ recovers the exponentially small term in (72).

These facts generalize to nonlinear equations. Consider the example (74); taking the inverse Laplace transform one obtains the convolution equation

$$(1 - p)Y(p) = p + Y^{**4}(p)$$

which has a unique solution $Y = Y_0(p)$ analytic at $p = 0$. In fact, $Y_0(p)$ is analytic for $|p| < 1$, and it is singular at $p = 1$. Due to the convolution term in (82), the singularity at $p = 1$ gives rise to an equally spaced array of singularities in the Borel plane at $p = 2, 3, 4, \ldots$. $Y_0(p)$ is analytic along any direction $p = |p| e^{i\phi}$ with $0 < |\phi| < \frac{\pi}{2}$, is Laplace transformable, and $y_0 = \mathcal{L}_\phi Y_0 = \mathcal{L}_\phi \mathcal{B} \tilde{y}_0$ is an actual solution of (71) for $x$ large with $\arg x = -\phi$: $y_0(x)$ is the Borel summation, along the direction of $x$, of $\tilde{y}_0(x)$.

The Borel sum $y_0^\phi = \mathcal{L}_\phi \mathcal{B} \tilde{y}_0$ of $\tilde{y}_0$ is the same for all $-\phi = \arg x \in (0, \frac{\pi}{2})$ and $y_0^\phi = \mathcal{L}_\phi \mathcal{B} \tilde{y}_0$ is the same for all $-\phi = \arg x \in (-\frac{\pi}{2}, 0)$, both $y_0^\phi$ can be analytically continued in the right half-plane, and $y_0^+ - y_0^-$ is exponentially small.

The other series $\tilde{y}_k$ in (75) are Borel summed similarly (using convolutions equations which are found for $Y_k = \mathcal{B} \tilde{y}_k$ in [10, 13]), yielding functions $y_k = \mathcal{L}_\phi Y_k = \mathcal{L}_\phi \mathcal{B} \tilde{y}_k$ analytic for large $x$; the series

$$y_0(x) + \sum_{k=1}^{\infty} C_k e^{-kx} y_k(x)$$

converges for $x$ large with $\arg x = -\phi \in (-\frac{\pi}{2}, 0) \cup (0, \frac{\pi}{2})$ to a solution of (74) [10, 13].

The general one-dimensional case (76) is similar; $Y_0(p)$ will have equally spaced arrays of singularities along $\arg p = \arg \lambda$. Along any other direction $p = |p| e^{i\phi}$ with $0 < |\phi - \arg \lambda| < \frac{\pi}{2}$ the continuation of $Y_0(p)$ is analytic (generally on a Riemann surface) and Laplace transformable, and $\mathcal{L}_\phi Y_0 = \mathcal{L}_\phi \mathcal{B} \tilde{y}_0$ is an actual solution of (76) for $x$ large with $\arg x = -\phi$.

\footnote{For $x = 0$ solutions are obtained using weighted averages of Laplace transforms along paths going toward $\infty$ avoiding the singularities in prescribed ways, independent of the equation.}
Remark. To Borel sum the series in (77) for \( k \geq 1 \) we may consider \( y_k = \mathcal{L}_\phi \tilde{y}_k \) (if \( \alpha < 0 \)), or we can choose any \( m \) (large enough so that \( \alpha - m < 0 \)), find solutions as Borel summed transseries in the form

\[
y_0(x) + \sum_{k=1}^{\infty} C^k e^{-kx} x^{mk} \mathcal{L}_\phi B(x^{-mk} \tilde{y}_k) \tag{83}
\]

The final result does not depend on \( m \), since

\[
x^N \mathcal{L}_\phi B(x^{-N} x^{-n}) = \mathcal{L}_\phi B(x^{-n}) \tag{84}
\]

Finally, the series (83) converges to actual solutions for \( x \in S_{an} \) where

\[
S_{an} = \{ x \mid -\frac{\pi}{2} + \epsilon < \arg(x) < \frac{\pi}{2} - \epsilon, \ |x| > R \}
\]

Generic nonlinear equations (78) have their transseries solutions (79) summed similarly along directions \( d \in \mathbb{C} \). Furthermore, there exists a one-to-one correspondence between solutions s.t. \( y(x) \to 0 \ (x \in d, x \to \infty) \) and (generalized) Borel sums of \( \tilde{y}(x; C) \) transseries solutions along \( d \). These solutions \( y(x; C) \) are analytic in a sector containing \( d \) for \( |x| \) large. These results are stated and proved in [10], [13].

Theorem 16 is an application of these results for the system (53) associated to the Painlevé equation \( P_1 \).

5.3. The Stokes phenomenon. The directions \( \pm i \lambda_j \mathbb{R}_+ \) are called antistokes lines; along these directions, some exponential \( e^{-\lambda_j x} \) in (79) is purely oscillatory. Antistokes directions border the sectors where transseries exist, (80). Directions with \( \lambda_j x \in \mathbb{R}_+ \) (for some \( j \)) are called Stokes lines; along these, some exponential \( e^{-\lambda_j x} \) has fastest decay. At Stokes directions the constants beyond all order in the one-to-one association between small solutions and transseries may change: this is the Stokes phenomenon.

To illustrate this consider (70). As noted above, solutions can be written using \( Y_0 \), the Borel sum of \( \tilde{y}_0 \) as

\[
y(x) = \begin{cases} 
\mathcal{L}_\phi Y_0(x) + C_+ e^{-x} & \text{for } -\phi = \arg x \in (0, \frac{\pi}{2}) \\
\mathcal{L}_\phi Y_0(x) + C_- e^{-x} & \text{for } -\phi = \arg x \in (-\frac{\pi}{2}, 0) 
\end{cases} \tag{85}
\]

The value of the jump in the constant beyond all orders, \( C_+ - C_- \), is called the Stokes constant.

More generally, a fixed solution of (70) can be written as Borel summed transseries (80) for some fixed \( C \) for all \( \phi \) with \( \arg \phi \in \arg \lambda + (0, \frac{\pi}{2}) \), and with a different \( C \) for all \( \phi \) with \( \arg \phi \in \arg \lambda + (-\frac{\pi}{2}, 0) \).

For general equations the situation is similar: the vector parameter \( C \) in a transseries (79) associated via Borel summation along a direction to a true solution does not change when this direction varies between two consecutive Stokes or antistokes lines, but it generally changes across a Stokes line.

Consider systems (78), with \( \lambda_1 = 1 \), \( |\lambda_j| \geq 1 \) and \( \beta := \beta_1 < 1 \) (which can be arranged by a suitable substitution) and solutions obtained by Borel summation of the transseries solution (79) along directions slightly above and below the Stokes line \( \arg x = 0 \):

\[
y(x) = \begin{cases} 
\mathcal{L}_\phi Y_0(x) + \sum_{k \in \mathbb{N} \setminus \{0\}} C_+ k e^{-\lambda kr} \mathcal{L}_\phi Y_k(x) & \text{for } -\phi = \arg x \in (0, a_2) \\
\mathcal{L}_\phi Y_0(x) + \sum_{k \in \mathbb{N} \setminus \{0\}} C_- k e^{-\lambda kr} \mathcal{L}_\phi Y_k(x) & \text{for } -\phi = \arg x \in (a_1, 0) 
\end{cases} \tag{86}
\]

where \( Y_k = B_\phi \tilde{y}_k \) is the analytic continuation of the Borel transform of \( \tilde{y}_k \) along the direction of argument \( \phi \), and the sector \( a_1 < \arg x < a_2 \) does not contain another Stokes or antistokes line besides \( \arg x = 0 \).
5.5.

The first component $C_1$ of the constant beyond all orders in (86) changes when \( \arg x \) crosses the Stokes line \( \arg x = 0 \), corresponding to \( \lambda_1 = 1 \) [13].

Changes in the constant beyond all orders occur upon analytic continuation across* a Stokes line; the leading order change, which is exponentially small, is due to the continuation of \( L_0 Y_k \). The continuations of \( L_0 Y_k \) generally add further, but these are of order \( e^{-x} \) or smaller, and for \( |k| \geq 1 \), the \( L_0 Y_k \) already multiplies an exponential, so this change does not affect the coefficient of \( e^{-x} \). The fact that the changes in all \( C^k \) with \( |k| \geq 1 \) match to give an overall jump equivalent to \( C_+ \rightarrow C_- \) is due to the so-called *resurgence*, which links the singularities of all \( Y_k \) in a precise manner.*

5.3.1. *The Stokes multiplier.* A calculation analogous to the one in the proof of Proposition 3 gives the change in \( C_1 \), and the argument is as follows. To analytically continue \( L_0 Y_0(x) \) past \( \arg x = 0 \) we write \( L_0 Y_0 = L_{0+} Y_0 + \delta \) where \( \delta = (L_{0-} - L_{0+}) Y_0 \). Since \( Y_0(p) \) is analytic for \( |p| < 1 \) (by [10] Proposition 1), the path of integration in \( \delta \) can be deformed to the path from \( 1 \) to \( 0 \) below \([1, +\infty)\), going around \( 1 \) and then going to \(+\infty \) above \([1, +\infty)\).

Using the fact that \( Y_0(p) = S_{1/2} (1 - p)^{-1/2} (e_1 + o(1)) \) (by [10] Proposition 1), and that \((1 - p)^{\beta - 1} = e^{i\pi(\beta - 1)} |1 - p|^{\beta - 1} \) for \( |p| > 1 \), \( \arg(p) = \pm 0 \) we obtain, using Watson’s Lemma,

\[
\delta = -2i S_{1/2} \sin(\pi \beta) \int_1^\infty |1 - p|^{\beta - 1} e^{-px} dp (e_1 + o(1)) = -2i S_{1/2} \sin(\pi \beta) \Gamma(\beta) e^{-\pi} x^{-\beta} (e_1 + o(1))
\]

so that the jump in the constant \( C_1 \) across the Stokes line \( \arg x = 0 \) is

\[
C_{1+} - C_{1-} = -S = -\mu \text{ with } S = 2i S_{1/2} \sin(\pi \beta) \Gamma(\beta), \quad \beta = \beta_1; \quad \text{Re} (\beta) \in (0, 1) \quad (87)
\]

For general equations, the values of Stokes constants are transcendental.

**Note 18.** The five special directions of \( P_1 \) are Stokes or antistokes lines of its normalized form (6).**

5.4. *Further references.* Double expansions of solutions of linear equations as power series multiplying exponentials have been studied starting with Fabry [13] (1885), and then Cope [8] (1936). Iwano (1957-'59) analyzed solutions of nonlinear systems as a convergent series of functions analytic in sectors, multiplying exponentials [20]. The subject has been developed and expanded substantially after the fundamental work of Ecalle (1981), with results in multisummability of power series of linear ODEs [1], nonlinear ones, [4], transseries of nonlinear ODEs [10,13], similar results for discrete equations [5,6] and for PDEs [15]; singularity formation near antistokes lines was studied in a general setting in [14].

5.5. *Rewriting (6) as a normalized system.* We write (6) as usual,

\[
\begin{pmatrix} h \\ h' \end{pmatrix}' = \begin{pmatrix} 0 & 0 \\ 32 & 27 \end{pmatrix} \begin{pmatrix} x^4 \\ x^2 \end{pmatrix} + \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} h \\ h' \end{pmatrix} + \begin{pmatrix} 0 & 0 \\ 0 & -1 \end{pmatrix} \begin{pmatrix} h \\ h' \end{pmatrix} + \begin{pmatrix} 0 \\ \frac{1}{2} h^2 \end{pmatrix}
\]

(88)

The transformation

\[
\begin{pmatrix} h \\ h' \end{pmatrix} = \frac{1}{2} \begin{pmatrix} 1 - \frac{1}{2} y_1 & 1 + \frac{1}{2} y_2 \\ -1 - \frac{1}{2} y_1 & 1 - \frac{1}{2} y_2 \end{pmatrix} \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}
\]

(89)

brings (88) to (53), (54), which is in the normal form (78).

**Footnote:** We note that in [10], the constants \( C(0 \pm \varepsilon) \) correspond here to \( C_+ \), that in the formula below (1.15), the factor \( \Gamma(\beta) \) is missing, in (1.19) \( S_{\beta} \) should be \( S \), and in (1.2) \( \beta = B_{1,1} \) with \( \text{Re} \beta \in (0, 1] \).
More precisely,

\[ g_1(x, y) = \frac{1568}{625} \frac{4x + 1}{(16x^2 + 1)x^3} \left( \frac{4x - 1}{16} \frac{(4x - 1)(4x + 1)^2y_1y_2}{(16x^2 + 1)x} \right) \]

\[ - \frac{1}{32} \left( \frac{4x + 1}{16x^2 + 1}x \right)^2 \left( \frac{1}{32} \frac{(4x - 1)^3y_2^2}{(16x^2 + 1)x} \right) \]

\[ - \frac{1}{2} \frac{(8x - 1)y_1}{(16x^2 + 1)x} + \frac{1}{2} \frac{(8x - 1)y_2}{(16x^2 + 1)x} \]

\[ g_2(x, y) = \frac{1568}{625} \frac{4x - 1}{(16x^2 + 1)x^3} \left( \frac{4x + 1}{16} \frac{(4x - 1)^2y_1y_2}{(16x^2 + 1)x} \right) \]

\[ + \frac{1}{32} \left( \frac{4x - 1}{16x^2 + 1}x \right)^2 \left( \frac{1}{32} \frac{(4x - 1)(4x + 1)^2y_2^2}{(16x^2 + 1)x} \right) \]

\[ - \frac{1}{2} \frac{(8x + 1)y_1}{(16x^2 + 1)x} + \frac{1}{2} \frac{(8x + 1)y_2}{(16x^2 + 1)x} \]

5.6. Calculation of the functions \( F_n(\xi) \). Substituting the two scale expansion (20) in (6) we obtain an asymptotic series, for \( 1 \ll x \ll \xi \) and \( F_0(\xi) \ll x \), in integer powers of \( x^{-1} \), with coefficients functions of \( \xi \); the first term is

\[ \xi^2 \frac{d^2}{d\xi^2} F_0(\xi) + \xi \frac{d}{d\xi} F_0(\xi) - \frac{1}{2} F_0(\xi)^2 - F_0(\xi) = O(x^{-1}) \]

and we look for \( F_0 \) analytic at \( \xi = 0 \) and \( F_0(0) = 0, F_0'(0) = 1 \).

Substituting \( F_0(\xi) = G_0(s), s = \ln \xi \) we get \( G_0'' - \frac{1}{2} G_0'^2 - G_0 = 0 \), an equation having, as expected, Weierstrass elliptic functions as general solution, a one parameter family of rational solutions, as well as two constant solutions: multiplying the equation by \( 2G_0' \) we obtain \( G_0'' = \frac{1}{4} G_0'^2 + \frac{1}{2} G_0'^2 + Const. \) whose solution contains a term \( s = \ln \xi \) unless \( Const. = 0 \), in which case we obtain \( F_0(\xi) = 12\xi/[c(1 - \xi/c)^2] \) (degenerate elliptic) and \( F_0'(0) = 1 \) implies the formula in (22).

The coefficient of \( x^{-1} \) gives the equation for \( F_1(\xi) \):

\[ \xi^2 F_1'' + \xi F_1' - (1 + F_0)F_1 = -\xi^2 F_0'' \]

which shows that the only possible singularities for \( F_1 \) are at \( \xi = 0 \) and \( \xi = 12 \). Similarly, the differential equation for all \( F_n \) are linear, with coefficients depending on \( F_0, \ldots, F_{n-1} \), and by induction, the only possible singularities for \( F_1 \) are at \( \xi = 0 \) and \( \xi = 12 \).

To determine \( F_1 \) we need two constants; one is determined from the condition that \( F_1 \) be analytic at 0 (thus the coefficient multiplying \( \ln \xi \) must vanish), and the other constant is determined at the next step, when solving for \( F_2 \) (from the condition that \( F_2 \) does not contain \( \ln \xi \) terms). This pattern continues for all \( F_n \), and is typical for generic equations.

An additional potential obstruction to \( F_n \) rational occurs at \( n = 6 \): \( F_6 \) also contains, in principle a term \( \ln(\xi - 12) \) multiplied by a constant; this term vanishes precisely when the coefficient of \( x^{-4} \) in (6) equals \( -\frac{392}{625} \), any other value of this coefficient produces an equation with movable branch points, hence not having the Painlevé property! This is the special feature of integrability of \( P_1 \).

For practical calculation of \( F_n \), for \( n \geq 3 \) it is better to substitute \( F_n(\xi) = \frac{\xi^{(\xi+12)}}{(\xi-12)^{n}}V_n(\xi) \); the functions \( V_n(\xi) \) can be calculated recursively using only two successive integrations of rational functions.
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