Emerging Quantum Hall Effect in Massive Dirac Systems
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An interaction-driven nonzero quantum Hall conductivity is shown to occur in time-reversal symmetric massive Dirac materials, in the absence of any external agent. The effect is produced through the dynamical breakdown of time-reversal symmetry, which is generated by quantum fluctuations, when the full dynamical electromagnetic interaction among the electrons is taken into account. The manifestation of this emergent parity anomaly should be observed in materials such as silicene, stanene, germanene and transition metal dichalcogenides, at low enough temperatures.

Introduction. The synthesis of graphene [1] has provided a material which, besides being intrinsically two dimensional (2D), is an example of electronic kinematics governed by the massless Dirac equation. Since then, several compounds have been shown to exhibit a similar honeycomb structure, but with carbon replaced by different atoms. Among these, silicene [2], germanene [3], and stanene [4] stabilize in a buckled structure by virtue of the electrostatic repulsion between the corresponding nuclei, which pushes them to an equilibrium position that alternates between different planes [5]. The buckling increases the intrinsic spin-orbit coupling, and although it is still negligible in silicene (of the order of 20 Kelvin [6]), it becomes stronger in germanene and stanene, which have a larger atomic mass. Hence, a full variety of gap sizes is at reach: whereas graphene is gapless, silicene exhibits a gap when grown on substrates or when an external electric field is applied perpendicularly to the plane [7, 8], and stanene has a large intrinsic gap, which gives rise to a room temperature quantum spin Hall effect [4]. A second type of similar materials are transition-metal dichalcogenides (MoS$_2$ or WSe$_2$, for example), which are gapped because inversion symmetry is broken by the two different atoms in the unit cell, in addition to the sizable spin-orbit coupling. Despite their individual peculiarities, a tight-binding approach leads to a two-dimensional massive Dirac description of the low-energy electronic spectrum for all these different materials, which are referred to as massive Dirac systems.

Although the single-particle behavior of these gapped materials has been intensively investigated during the last years, the effect of interactions remained largely unexplored. Due to the mismatch between the 2D dynamics of the electrons and the 3D nature of the photons mediating their interactions, it is necessary to describe these hybrid systems by a projection of QED$_{3+1}$ onto the plane, the so-called Pseudo-QED [9] (sometimes also referred to as reduced QED [10, 11]). This projection leads to a Lagrangean that is non-local in space and time, although the theory respects causality [12] and remains unitary [13].

The investigation of interactions in massless Dirac systems like graphene has been usually based on the use of the static Coulomb interaction, justified by the fact that the Fermi velocity is 300 times less than the speed of light. Although the static description has been able to capture the behavior of the optical conductivity [14, 15] and of the renormalization of the Fermi velocity $v_F$ [16, 17], for instance, yet certain phenomena, such as the emergence of anomalies, are out of the reach of purely static theories and require the inclusion of the full dynamical electromagnetic gauge field $A_\mu$.

A well-known example is the axial anomaly related to the chiral U(1) symmetry exhibited by massless Dirac fermions. Classically, the system is invariant under opposite phase transformations performed in the left and right Weyl components of the Dirac fermion. This symmetry is broken by quantum fluctuations, as predicted theoretically [18–20] and recently experimentally observed in Weyl semi-metals, such as TaAs, NbAs, and TaP [21, 22].

Another well-known anomaly is the parity anomaly, which occurs in massless Dirac systems in two-spatial dimensions. Such systems are invariant, at a classical level, under the parity operation. However, when radiative corrections such as the vacuum polarization tensor are evaluated, a parity violating term is invariably generated [23]. The parity anomaly has important consequences for the Hall conductivity because the current-current correlation function, a key ingredient for obtaining the conductivity in the linear-response regime, is given precisely by the vacuum polarization tensor.

In the case of massive Dirac systems, time-reversal symmetry is usually broken by the mass term. However, due to the existence of two valleys precisely related by such symmetry in these honeycomb structured materials, it is possible to preserve time-reversal symmetry,
provided the bare masses of the two valleys have opposite sign.

Here, we show that for these time-reversal symmetric massive (gapped) Dirac systems, the parity anomaly does emerge from the dynamical effect of the electromagnetic interaction, which manifests as a different number of counter-propagating current states, associated to each valley. Thus, time-reversal symmetry is broken without the requirement of any external agent that would explicitly break it from the very outset. By using the Kubo formula in the framework of Pseudo-QED, we find a quantized Hall conductivity \( \sigma_{xy} = 2e^2/h \), characteristic of the integer quantum Hall effect, which however emerges here in the absence of any applied magnetic field. This is an exact and universal result, grounded on the fact that the two valleys (\( K \) and \( K' \)) are related by time-reversal conjugation.

Such effect should be promptly observed in gapped Dirac materials, like silicene, stanene, or transition metal dichalcogenides with state-of-the-art transport techniques, provided that the sample is clean enough and the temperature low enough. Our findings are further corroborated by non-perturbative results of the Schwinger-Dyson equation for massive, time-reversal invariant Dirac systems in 2+1D, which show that a parity anomaly occurs, thus generating quantized midgap states [24]. These are such that one valley has an extra energy mode of negative energy, whereas the other valley has an extra level with a positive energy, thus dynamically breaking time-reversal invariance.

**The Model.** Let us start by considering an electronic system on a honeycomb lattice, where the symmetry between the \( A \) and \( B \) sublattices is broken either by a different chemical potential or by the presence of different atoms in each of them. Within a tight-binding description, the spectrum shows a massive Dirac dispersion around each of the \( K \) and \( K' \) vertices of the Brillouin zone, herewith called valleys. Then, we assume that the Dirac electrons interact through the full dynamical electromagnetic interaction, which in 2+1D is described by PQED [9]. The Lagrangian model describing the system is given by

\[
\mathcal{L} = \frac{1}{2} F_{\mu \nu} \left( \frac{1}{\sqrt{-g}} \right) F^{\mu \nu} + \bar{\psi}_a (i \partial - M_a) \psi_a + j^\mu A_\mu, \quad (1)
\]

where \( i \partial = i \gamma^0 \partial_0 + i v_F \gamma^i \partial_i \) and \( j^\mu = e \bar{\psi} \gamma^\mu \psi = e (\bar{\psi} \gamma^0 \psi, v_F \bar{\psi} \gamma^i \psi) \). Here, \( \psi_a = (\psi_A, \psi_B) \) is a two-component Dirac field, corresponding to the inequivalent \( A \) and \( B \) sublattice sites of the honeycomb lattice, \( a = K \uparrow, K \downarrow, K' \uparrow, K' \downarrow \) is a flavor index accounting for the spin and valley internal degrees of freedom, \( \psi_a = \psi_{a \gamma}^0 \), with \( \gamma^\mu \) rank-2 Dirac matrices, \( A_\mu \) is the U(1) gauge field, which intermediates the electromagnetic interaction in 2D (pseudo electromagnetic field), and \( F_{\mu \nu} \) is the usual field-intensity tensor corresponding to it. The coupling constant \( e^2 = 4\pi \alpha \) is conveniently written in terms of \( \alpha \), the fine-structure constant in natural units.

Complying with previous studies [7, 25, 26], the mass term is written as \( M_a = \xi \Delta \), and without loss of generality, we choose the valley index \( \xi \) to be positive (\( \xi = +1 \)) for valley \( K \) and negative (\( \xi = -1 \)) for valley \( K' \). Hence, \( M_a = (M_{K\uparrow}, M_{K\downarrow}, M_{K'\uparrow}, M_{K'\downarrow}) = (\Delta, -\Delta, -\Delta, \Delta) \) and we consider, e.g., \( \Delta < 0 \).

This choice for the masses lets the Lagrangian (1) invariant under time-reversal symmetry. Indeed, under this symmetry operation \( \bar{\psi}_\xi \psi_\xi \rightarrow - \bar{\psi}_- \psi_- \), and consequently

\[
\sum_a M_a \bar{\psi}_a \psi_a = \sum_{s=\uparrow, \downarrow} \sum_{\xi=\pm 1} \xi \Delta \bar{\psi}_a,\xi \psi_\xi
\]

is clearly time-reversal invariant. From Eq. (1), we have that the energy dispersion of the Dirac particles is \( E(p) = \pm \sqrt{v_F^2 p^2 + \Delta^2} \), which reproduces the tight-binding theory for silicene [7, 25], for example, and corresponds to a gap \( 2\Delta \).

**Kubo formula.** Our aim is to investigate the transport properties of the system described above. We, therefore, use the Kubo formula in order to calculate the \( \omega \rightarrow 0 \) limit of the optical conductivity (dc-conductivity), for each flavor

\[
\sigma_{\alpha \beta}^{jk} = \lim_{\omega \rightarrow 0, \mathbf{p} \rightarrow 0} \frac{i \langle j^i k^j \rangle_{\alpha}^{\mathbf{p}}}{\omega} = \lim_{\omega \rightarrow 0, \mathbf{p} \rightarrow 0} \frac{\Pi_{\alpha \beta}^{jk}(\omega, v_F \mathbf{p})}{\omega}, \quad (3)
\]

The vacuum polarization \( \Pi_{\alpha \beta}^{jk} \) has been calculated by Coste and Luscher for the case of a single two-component Dirac fermion. The Euclidean one-loop result for an electron with flavor \( a \), in units of \( e^2/h \), reads [23]

\[
i \Pi_{\alpha}^{ij}(\omega, v_F \mathbf{p}) = A_a(p^2) \left[ \delta^{ij} p^2 - \mathbf{p}^i \mathbf{p}^j \right] + B_a(p^2) \epsilon^{ij}, \quad (4)
\]

in which \( p^2 = \omega^2 - v_F^2 |\mathbf{p}|^2 \) and

\[
A_a(p^2) = \frac{1}{2\pi} \int_0^1 dx \frac{x(1-x)p^2}{\sqrt{M_a^2 + x(1-x)p^2}},
\]

\[
B_a(p^2) = \frac{\xi}{2\pi} \left[ n + \frac{1}{2} \int_0^1 dx \left( 1 - \frac{M_a}{\sqrt{M_a^2 + x(1-x)p^2}} \right) \right], \quad (5)
\]

where the \( \xi = \pm 1 \) sign corresponds, respectively, to the contributions of valleys \( K \) and \( K' \).

Now, considering the limits, we find

\[
A_a(p^2) \omega |\mathbf{p}| \rightarrow 0, \quad C \omega^2 \rightarrow 0
\]

\[
B_a(p) \omega |\mathbf{p}| \rightarrow 0, \quad \frac{\xi}{2\pi} \left[ n + \frac{1 - \text{sgn}(M_a)}{2} \right], \quad (6)
\]

where \( C \) is a constant and \( \text{sgn}(M_a) \) is the sign function.
We may define two conductivities: the total conductivity and the valley conductivity, respectively, given by
\[ \sigma_T^{ik} = \sum_a \sigma_a^{ik}, \quad \sigma_V^{ik} = \sum_a \xi_a \sigma_a^{ik} = \sum_{s=\uparrow,\downarrow} [\sigma_{s,K}^{ik} - \sigma_{s,K'}^{ik}] . \]  
(7)

Using Eqs. (6), we obtain the longitudinal and transverse components of the conductivity for each flavor, in the case \( \Delta \neq 0 \):
\[ \sigma^{xx} = 0 \quad a = K \uparrow, K \downarrow, K' \uparrow, K' \downarrow \]  
(8)
and
\[ \sigma^{xy} = \begin{cases} + (n+1)e^2/h, & a = K \uparrow, K \downarrow \\ -ne^2/h, & a = K' \uparrow, K' \downarrow \end{cases} \]  
(9)
respectively. Note that all \( v_F \)-dependence on the Kubo formula disappears when we perform the limit \( p \to 0 \).

By substituting these results in the previous expressions for the total and valley conductivities and summing over all flavors, we find
\[ \sigma_T^{xy} = 2e^2/h \quad ; \quad \sigma_V^{xy} = 4(n + 1/2)e^2/h. \]  
(10)

This is the main result of this Letter: the parity anomaly, which is the transverse term in the vacuum polarization tensor, leads to a finite Hall conductivity, even in the absence of any applied magnetic field. This occurs in a system that was, from the beginning, time-reversal invariant, and the symmetry has been broken dynamically. Notice that this result is exact because according to the Coleman-Hill theorem [27], there are no corrections arising from higher-order loops to the transverse term in the vacuum polarization tensor.

Transverse conductivity in a topological insulator is related to the number of conducting edge states and, through the bulk-boundary relation, to the number of gapped states in the bulk. Hence, we immediately infer, from (9), that the time-reversal symmetry is dynamically broken, since the number of propagating states from valley \( K \) differs from that of valley \( K' \). Since each of these propagates in opposite directions, one can predict the emergence of an edge current.

For completeness, we include the zero-gap case (\( \Delta = 0 \)), which would befit graphene:
\[ \sigma_0^{xx} = \begin{cases} \pi e^2/8h, & \Delta = 0, \quad a = K \uparrow, K \downarrow \\ \pi e^2/8h, & \Delta = 0, \quad a = K' \uparrow, K' \downarrow \end{cases} \]  
(11)
and
\[ \sigma_0^{xy} = \begin{cases} -(n+1/2)e^2/h, & \Delta = 0, \quad a = K \uparrow, K \downarrow \\ (n+1/2)e^2/h, & \Delta = 0, \quad a = K' \uparrow, K' \downarrow \end{cases} \]  
(12)
which yield, after summing upon the flavors [28]
\[ \sigma_0^{xy} = 0, \quad \sigma_0^{xy} = 4(n + 1/2)e^2/h, \quad \sigma_0^{xx} = 0. \]  
(13)

Now both valleys, \( K \) and \( K' \) yield the same number of states and time-reversal symmetry is preserved. The total transverse conductivity vanishes, even though a nonzero valley transverse conductivity is predicted [28].
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**Schwinger-Dyson.** Our results for the total and valley transverse conductivities are corroborated by nonperturbative calculations using the Schwinger-Dyson equation in the framework of Pseudo-QED. Indeed, this revealed the existence of a series of quantized midgap energy levels, related to the quantized transverse conductivities [24], in the same way as the Landau levels are related to the transverse conductivity plateaus, in the case of an applied magnetic field.

It has been shown recently that the Schwinger-Dyson equation leads to a differential equation for the self-energy \( \Sigma \), the solution of which allows us to infer the existence of two-series of energy eigenstates, corresponding, respectively, to the eigenvalues \( E_n^+ = \sqrt{|p|^2 + (M_n^+)^2} \) and \( E_n^- = -\sqrt{|p|^2 + (M_n^-)^2} \) [24]. The energy of the bound states is given, respectively, by
\[ M_n^+(K') = \Lambda e^{-X_n/\gamma}; \quad M_n^-(K') = -\Lambda e^{-Y_n/\gamma}, \]  
(14)
and
\[ M_n^+(K) = \Lambda e^{-Y_n/\gamma}; \quad M_n^-(K) = -\Lambda e^{-X_n/\gamma}. \]  
(15)
where \( X_n \) and \( Y_n \) are, respectively, the solutions of the transcendental equations
\[ e^{-3z/2\gamma} = \cos z; \quad e^{-3z/2\gamma} = -\sin z. \]  
(16)

In the above expressions, \( 2\gamma = \sqrt{\alpha/\alpha_c - 1} \), where the fine-structure constant \( \alpha \) is supposed to be larger than a critical value \( \alpha_c = \pi/8 \approx 0.40 \). \( \Lambda \) is a natural energy
cutoff provided by the finite lattice spacing. A convenient choice would be \( \Delta = |\Delta| \).

**Cantor method.** Next, we shall prove that the total number of solutions for \( X_n \) differs from that for \( Y_n \). It is clear that these numbers do not depend on \( \alpha \), provided that \( \alpha > \alpha_c \). In order to do this, we use the method of Cantor for counting infinite sets [29]. For this purpose, we make a partition of the total range of \( z \) into the following sets:

\[
\bigcup_{n=0}^{\infty} \{(2n)\pi, (2n+2)\pi\}.
\]

(17)

It is not difficult to see that each of the intervals above possesses two \( X_n \) and two \( Y_n \) solutions, for \( n \geq 1 \), while the first interval in (17), \( n = 0 \), possesses three \( X_n \) and two \( Y_n \) solutions, see Fig.1. Consequently, we find by induction that the number of solutions for positive mass, \( M^+_n \) exceeds the number of solutions for negative mass, \( M^-_n \) by one for the valley \( K' \), whereas for the valley \( K \) is precisely the opposite (see Fig.2 for a sketch of the energy levels).

This observation shows that there exists a one-to-one correspondence between the midgap states \( M^+_n (K) \) and \( M^-_{n+1} (K') \), as well as between \( M^+_{n+1} (K') \) and \( M^-_n (K) \), with the conductivity quanta associated to each valley \( K \) or \( K' \).

For the undoped material, when the chemical potential is at the center of the gap, where \( E = 0 \), there will be one extra state for each spin orientation in valley \( K \). Since the electrons in the \( K \) and \( K' \) valleys counter-propagate, the contribution of all filled energy levels vanish, except for the additional level in \( K \). The obtained quantized Hall conductivity \( \sigma_{xy} = 2e^2/h \) is hence a mere consequence of the parity anomaly, combined with the Büttiker-Landauer rule that each mode carries one quantum of conductance \( \sigma_0 = e^2/h \) (here multiplied by two because of the spin).

**Activation Temperature.** Now, we determine the activation temperature \( T^* \), above which the discreteness of the generated energy levels is destroyed by thermal activation. According to the Arrhenius law, the activation temperature \( T^* \) is given by [30]

\[
T^* = \frac{-\Delta E}{k_B \ln(N/N_0)}.
\]

(18)

where \( N/N_0 \) expresses the ratio of successful activation events, i.e., the fraction of particles that have been thermally excited from the ground state \( E_0 \) to the first-excited state with energy \( E \), with \( \Delta E = E - E_0 \).

The splitting between the first two lowest energy levels provides a reasonable estimate for it. Typical values for transition metal dichalcogenides are of the order of \( \Delta E = E - E_0 \sim 0.10 \text{ eV} \). The usual value for the ratio of succesful events is \( N/N_0 \sim 10^{-14} \) [30]. Note, however, that \( T^* \) is weakly dependent on this ratio because of the logarithm. Indeed, \( \ln N/N_0 \approx -30 \), hence

\[
k_B T^* \approx \frac{0.10}{30} \approx 0.0033.
\]

(19)

This corresponds to an activation temperature of the order \( T^* \approx 30 \text{K} \). Broadening of the energy levels by disorder will further reduce this value.

**Conclusions.** The symmetries exhibited by the Hamiltonian of a physical system are not always revealed by experimental observations. Indeed, it may happen that some of them are destroyed by the existence of asymmetric vacuum states, which would spoil any associated conservation law that might exist.

It may also happen that a symmetry the system may exhibit at a classical level is just spoiled by quantum fluctuations. The corresponding classical symmetries are, then, said to present an “anomaly”. Examples of this mechanism are the axial and parity anomalies, which are known to occur in systems containing Dirac excitations.

Here, we predict that a parity anomaly should occur in recently synthesized materials containing massive Dirac excitations, such as silicene, germanene, stanene, and transition metal dichalcogenides. A crucial condition for generating the parity anomaly by radiative corrections is the presence of the full dynamical coupling of the matter current with the electromagnetic gauge field \( A_\mu \), namely the full tri-linear QED vertex. In contrast, many recent studies of condensed-matter systems such as graphene, for instance, which are based on a static Coulomb interaction, albeit justified by the fact that \( v_F \ll c \), actually miss the effects of the parity anomaly because the full
interaction vertex is just not there. Moreover, the static Coulomb interaction artificially breaks the particle-hole symmetry, and as a consequence one solution is missed when solving the Schwinger-Dyson equation.

The most important effect of the dynamically generated parity anomaly is the emergence of a finite quantum Hall conductivity even in the absence of an external magnetic field or any other perturbation that would explicitly break time-reversal symmetry whatsoever. In a seminal paper, some years ago, Haldane has shown that the quantum Hall effect actually does not require the presence of a net magnetic field: it would suffice that the time-tum Hall effect can be driven by a dynamical breakdown of time-reversal symmetry, without any previous explicit breaking thereof.

The effect manifests itself, both by an asymmetry in the contribution to the transverse conductivity originating from each valley and by the appearance of a different number of midgap solutions with positive and negative signs, corresponding respectively to each of the valleys, $K$ and $K'$. Since the currents associated to each valley counter-propagate at the edges, the effect generates a net edge current. A quantized Hall conductivity, spontaneously induced by such an intrinsic mechanism, which derives from the full dynamical electromagnetic interaction among the electrons, should have profound consequences both in principles and applications.

This work was supported in part by CNPq (Brazil), CAPES (Brazil), FAPERJ (Brazil), and by the Brazilian government project Science Without Borders. We are grateful to G. van Miert, M. O. Goerbig, A. Quelle, and N. Menezes for fruitful discussions.

[1] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, Y. Zhang, S. V. Dubong, I. V. Grigorieva, and A. A. Firsov, Science 306, 666 (2004).
[2] B. Lalmi, H. Oughaddou, H. Enriquez, A. Kara, S. Vizzini, B. Ealet, and B. Aufray, Appl. Phys. Lett. 97, 223109 (2010).
[3] X.-S. Ye, Z.-G. Shao, H. Zhao, L. Yang, and C.-L. Wang, RSC Adv. 4, 21216 (2014).
[4] Y. Xu, B. Yan, H. J. Zhang, J. Wang, G. Xu, P. Tang, W. Duan, and S. C. Zhang, Phys. Rev. Lett. 111, 13 (2013).
[5] S. Cahangirov, M. Topsakal, E. Akturk, H. Sahin, and S. Ciraci, Phys. Rev. Lett. 102, 236804 (2009).
[6] Cheng-Cheng Liu, Wanxiang Feng, and Yuguai Yao, Phys. Rev. Lett. 107, 076802 (2011).
[7] M. Ezawa, Phys. Rev. B 87, 155415 (2013); M. Ezawa, Phys. Rev. Lett. 109, 055502 (2012); M. Ezawa, Phys. Rev. Lett. 110, 026603 (2013).
[8] L. Tao, E. Cinquanta, D. Chiappe, C. Grazianetti, M. Fanciulli, M. Dube, A. Molle, and D. Akinwande, Nat. Nanotech. 10, 227 (2015).
[9] E. C. Marino, Nucl. Phys. B 408, 551 (1993).
[10] E. V. Gorbar, V. P. Gusynin, and V. A. Miransky, Phys. Rev. D 64, 105028 (2001).
[11] S. Teber, Phys. Rev. D 89, 067702, (2014).
[12] R. L. P. do Amaral and E. C. Marino, J. Phys. A 25, 5183 (1992).
[13] E. C. Marino, L. O. Nascimento, V. S. Alves, and C. Morais Smith, Phys. Rev. D 90, 105003 (2014).
[14] K. Ziegler, Phys. Rev. B 75, 233407 (2007).
[15] V. Juricic, O. Vafeik, and I. F. Herbut, Phys. Rev. B 82, 235402 (2010).
[16] J. Gonzalez, F. Guinea, and M. A. H. Vozmediano, Nucl. Phys. B 424, 595 (1994); J. Gonzalez, F. Guinea, and M. A. H. Vozmediano, Phys. Rev. B 59, 2474 (1999); Maria A. H. Vozmediano and F. Guinea, Phys. Scr. T146, 014015 (2012).
[17] D.C. Elias, R.V. Gorbachev, A.S. Mayorov, S.V. Morozov, A.A. Zhukov, P. Blake, L.A. Ponomarenko, I.V. Grigorieva, K.S. Novoselov, F. Guinea, and A.K. Geim, Nat. Phys. 8, 172 (2011).
[18] H. B. Nielsen and M. Ninomiya, Phys. Lett. 130, 389 (1983).
[19] D. T. Son and B. Z. Spivak, Phys. Rev. B 88, 104412 (2013).
[20] A. A. Burkov, Phys. Rev. B91, 245157 (2015); ibid J. Phys. Cond. Matter 27, 113201 (2015).
[21] S. -Y. Xu, C. Liu, S. K. Kushwaha, R. Sankar, J. W. Križan, I. Belopolski, M. Neupane, G. Bian, N. Aalidoust, T.-R. Chang, H.-T. Jeng, C.-Y. Huang, W.-F. Tsai, H. Lin, P. P. Shibayev, F.-C. Chou, R. J. Cava, and M. Z. Hasan, Science 347, 294 (2015); S.-Y. Xu, I. Belopolski, N. Aalidoust, M. Neupane, G. Bian, C. Zhang, R. Sankar, G. Chang, Z. Yuan, C.-C. Lee, S.-M. Huang, H. Zheng, J. Ma, D. S. Sanchez, B. Wang, A. Bansil, F. Chou, P. P. Shibayev, H. Lin, S. Jia, M. Z. Hasan, Science 349, 613 (2015).
[22] B. Q. Lv, H. M. Weng, B. B. Xu, P. P. Wang, H. Miao, J. Ma, P. Richard, X. C. Huang, L. X. Zhao, G. F. Chen, Z. Fang, X. Dai, T. Qian, and H. Ding, Phys. Rev. X 5, 031013 (2015).
[23] A. Coste and M. Luscher, Nucl. Phys. B 322, 631 (1989).
[24] E. C. Marino, L. O. Nascimento, V. S. Alves, and C. Morais Smith, On the exciton spectrum in transition metal dichalcogenides, unpublished (2017).
[25] G.W. Semenoff, Phys. Rev. Lett. 53, 2449 (1984).
[26] J. N. Fuchs, F. Piéchon, M. O. Goerbig, and G. Montambaux, Eur. Phys. J. 77, 351 (2010).
[27] M. D. Bernstein and T. Lee, Phys. Rev. D 32, 1020 (1985); S. Coleman and B. Hill, Phys. Lett. 159B, 184 (1985).
[28] E. C. Marino, Leandro O. Nascimento, Van Sérgio Alves, and C. M. Smith, Phys. Rev. X 5, 011040 (2015).
[29] J. M. Henle, An Outline of Set Theory, Springer-Verlag New York Inc. (1986).
[30] R. D. Levine, Molecular Reaction Dynamics, Cambridge University Press (2005).
[31] F. D. M. Haldane, Phys. Rev. Lett. 61, 2015 (1988).