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Abstract

Large language models (LLMs) can acquire strong code-generation capabilities through few-shot learning. In contrast, supervised fine-tuning is still needed for smaller models to achieve good performance and such fine-tuning demands a large number of task-specific NL-code pairs, which are expensive to obtain. In this paper, we attempt to transfer the code generation ability of an LLM to a smaller model with the aid of weakly-supervised data. More specifically, we propose explicit knowledge transfer (EKT), which uses the few-shot capabilities of a teacher LLM to create NL-code pairs that we then filter for correctness and fine-tune the student on. We evaluate EKT on the task of generating code solutions to math word problems from the GSM8k dataset. We find that EKT not only yields better performance than training with expert iteration, but also outperforms knowledge distillation, another form of knowledge transfer. A GPT-Neo 1.3B model trained using EKT with a GPT-J teacher achieves a 12.4% PASS@100 on GSM8k, while the same student and teacher trained with knowledge distillation yield only a 3.7% PASS@100. We also show that it is possible for a student model to outperform the teacher using EKT.

1 Introduction

Code generation is the task of solving problems described in natural language (NL) by generating and subsequently executing code solutions written in a general-purpose programming language. Pretrained language models have demonstrated impressive code generation capabilities within two different paradigms. In few-shot learning, a model is conditioned to generate code by inserting a small number of NL-code pairs in its context. This method enables flexible generalization to new tasks, but only performs well with large language models (LLMs) that are computationally expensive at inference (Brown et al., 2020; Wei et al., 2022). The other paradigm, supervised fine-tuning, can achieve strong performance with smaller models. However, fine-tuning requires large amount of labelled training data, which is costly to manually collect and annotate (Chen et al., 2021; Xu et al., 2022).

We look to training with weak supervision as a way to achieve strong performance with small models whilst alleviating the data collection needs of supervised fine-tuning. Training with weak supervision means that only the natural language input and the expected execution result are provided for learning, leaving the gold programs latent (Pasupat & Liang, 2015). Though such weakly-supervised training data is cheaper to obtain, the learning signal from it can be weak and noisy (Ni et al., 2020).

In this paper, we propose Explicit Knowledge Transfer (EKT), a method that trains a language model on weakly-supervised data with the aid of a black-box teacher LLM. In particular, EKT uses the few-shot capabilities of an LLM to create NL-code pairs that we then filter for correctness and fine-tune on. EKT retains the compute and memory advantages of small models at inference while avoiding the need to create large fully-labelled datasets. We compare EKT to knowledge-distillation (Hinton et al., 2015; Sanh et al., 2019), an alternative method for leveraging a teacher model that trains the output distribution of the student against the output distribution of the teacher. Additionally, we evaluate EKT against expert iteration (Silver et al., 2017; Polu et al., 2022), which is a method that directly learns from weak supervision.
Results on the Grade-school-math (GSM8k) (Cobbe et al., 2021) dataset show that EKT not only improves the performance of a student model learned with weak supervision, but also yields better performance than knowledge distillation from the same teacher LLM. By transferring from a GPT-J 6B model (Wang & Komatsuzaki, 2021), EKT is able to boost the performance of a GPT-Neo 1.3B (Black et al., 2021) student from 2% pass@100 to 12.4%, while knowledge distillation only marginally improves it to 3.7%. We also perform an ablation study for EKT by varying the model sizes for both the student and the teacher. Our best performance is achieved with EKT by transferring from the Codex model (Chen et al., 2021) to GPT-Neo 1.3B, which boosts the performance to 32.9% pass@100.

2 METHODOLOGY

We describe the weakly-supervised code generation task in §2.1 and existing methods for tackling the problem in §2.2. We introduce knowledge transfer methods, including EKT in §2.3.

2.1 PROBLEM FORMULATION

Let \( x \) be an NL specification and \( y^* \) be the gold program that satisfies this specification by achieving the desired execution result \( z \). We also assume access to a known, task-specific boolean function \( f(y, z) \) that verifies the correctness of a candidate program \( y \) against \( z \) (e.g., test cases). Weakly-supervised code generation is the task of learning a parameterized model \( P(y|x; \theta) \) from \((x, z)\) pairs, leaving \( y^* \) latent. In practice, we seed our weakly-supervised learner at the beginning with a small set of NL-code examples \( S = \{(x_1, y_1), \ldots\} \) to ensure nontrivial gradient updates.

2.2 EXISTING METHODS

Expert Iteration. Since \( P(y|x; \theta) \) cannot be directly optimized, much work in weakly-supervised learning has relied on expert iteration (Silver et al., 2017; Liang et al., 2017; Polu et al., 2022). In expert iteration, a model is seeded with an initial set of NL-code pairs \( D_0 \). Training proceeds by alternating two steps: 1) a sampling step, where we sample candidate solutions to weakly-supervised training examples from the model, then filter for correctness and 2) a training step, where the model is trained with MLE on all known correct NL-code pairs.
We compare EKT to a knowledge distillation baseline trained on the same knowledge set $K$ (Wei et al., 2022). This method typically does not achieve strong performance with small models (Austin et al., 2021; Ni et al., 2022).

### 2.3 Knowledge Transfer

In expert iteration, the same model both generates novel correct programs and learns from these correct programs. We observe that generating novel samples is the step that bottlenecks the performance of such methods, which motivates offloading generation to a teacher LLM with few-shot learning abilities. In this section, we describe how to transfer code generation ability from a teacher model $P(y|x; \theta_t)$ to a student model $P(y|x; \theta_s)$.

**Knowledge Set Acquisition.** The following describes a procedure for creating the knowledge set $K$ of a teacher LLM from a weakly-supervised dataset $D = \{(x_i, z_i)\}^{D}_{i=1}$ and some few-shot examples $S = \{(x_i, y_i)\}^{S}_{i=1}$, where $|S|$ is small. For each $(x, z) \in D$, perform few-shot learning with $S$ and sample code solutions $C = \{y_1, \ldots\}$ from the teacher model, i.e., $y_i \sim P(y|x, S; \theta_t)$. Then choose one $y^* \in C$ such that $f(y^*, z) = 1$, meaning $y^*$ is a solution for $x$, if such a $y^*$ exists.\footnote{If a teacher generates multiple programs $\hat{y}$ passing the test cases $z$ for a training example $x$, we do not use any heuristics to decide which program is selected as $y^*$, and simply choose one uniformly at random.} Collect each $(x, y^*, z)$ into a knowledge set $K$.

**Explicit Knowledge Transfer.** Given a knowledge set $K$ from the teacher model, EKT with a weakly-supervised dataset $\{(x, z)\}$ proceeds as follows. For each NL-code pair $(x, y, z)$ in $K$, we concatenate $x$ and $y$ into a single sequence of tokens $t = (t_1, \ldots, t_n)$ and train the student model $P(y|x; \theta_s)$ using a causal language modeling (CLM) objective, following recent work on code generation (Chen et al., 2021; Austin et al., 2021; Ni et al., 2022):

$$
\mathcal{L}_{\text{MLE}}(t, \theta_s) = \sum_{k=1}^{n} H(P(t_k|t_{<k}; \theta_s), e_{t_k})
\quad = - \sum_{k=1}^{n} \log P(t_k|t_{<k}; \theta_s)
$$

Here $H$ denotes cross entropy and $e_{t_k}$ is the one-hot encoding of token $y_k$.

**Knowledge Distillation.** Knowledge distillation refers to a broad class of knowledge transfer methods whose loss incorporates the cross entropy between the student’s output distribution and a teacher’s output distribution. Knowledge distillation has emerged as one of the standard methods for knowledge transfer, as the non-modal probability masses of $P(y|x; \theta_t)$ are thought to encode rich information about the generalization power of the teacher (Hinton et al., 2015; Papernot et al., 2015; Sanh et al., 2019).

We compare EKT to a knowledge distillation baseline trained on the same knowledge set $K$. In particular, define the distillation loss:

$$
\mathcal{L}_{\text{CE}}(t, \theta_t, \theta_s) = \sum_{k=1}^{n} H(P(t_k|t_{<k}; \theta_s), P(t_k|t_{<k}; \theta_t))
$$

Following (Sanh et al., 2019), we train our knowledge distillation student $\theta_s$ on a loss of the form $\mathcal{L} = \alpha \mathcal{L}_{\text{CE}} + (1 - \alpha) \mathcal{L}_{\text{MLE}}$ where $0 < \alpha < 1$.

Note that knowledge distillation is limited to the case where the teacher and the student share a vocabulary, while EKT is not.
Model & PASS@1 & PASS@100 \\
\hline
Few-shot learning: & & \\
Minerva 540B $^{a*}$ & 58.8 & - \\
PaLM 540B $^{b*}$ & 56.5 & - \\
LaMDA 137B $^{c*}$ & 7.6 & - \\
Codex-Davinci & 37.4 & 92.3 \\
Codex-Cushman & 5.0 & 58.0 \\
GPT-Neo 1.3B & 1.4 & 2.0 \\
\hline
Fine-tuned w/ full supervision: & & \\
GPT-3 6B + verifier $^{d*}$ & 39.0 & - \\
GPT-3 175B + verifier $^{d*}$ & 55.0 & - \\
GPT-Neo 2.7B + SS $^{e}$ & 19.5 & 41.4 \\
\hline
Weakly-supervised methods (all w/ GPT-Neo 1.3B): & & \\
Expert Iteration & 0.0 & 0.0 \\
KD from GPT-J 6B & 0.1 & 3.7 \\
EKT from GPT-J 6B & 1.8 & 12.4 \\
EKT from Codex-davinci & 18.2 & 32.9 \\
\hline
\end{tabular}

Table 1: Comparison of EKT to baseline methods on test set of GSM8k. Note that we are unable to evaluate KD from Codex-davinci to GPT-Neo, since the models have different vocabularies. $^{a}$: Lewkowycz et al. (2022) $^{b}$: Chowdhery et al. (2022) $^{c}$: Thoppilan et al. (2022) $^{d}$: Cobbe et al. (2021) $^{e}$: SS denotes self-sampling from Ni et al. (2022) $^{*}$: models that generate NL solutions instead of code; -: no results are available.

3 EXPERIMENTS

3.1 SETUP

Dataset. We conduct experiments on the GSM8k dataset (Cobbe et al., 2021), which consists of 7.4K training examples of grade-school-level math questions and their numerical answers.\(^2\) We approach this problem by generating Python code solutions and attempt to learn the model with weak supervision.

Models and Training. We choose GPT-Neo models (Black et al., 2021) of sizes 125M and 1.3B as student models, with GPT-Neo 2.7B, GPT-J 6B (Wang & Komatsuzaki, 2021) and Codex (Chen et al., 2021) as ablations for different teacher models. In our experiments, we evaluate four learning methods: 1) few-shot learning; 2) expert iteration (EI); 3) knowledge distillation (KD); and 4) explicit knowledge transfer (EKT). For EI, we initialize $D_0$ by using a few-shot prompt to sample from our not yet fine-tuned model $P(y|x, S; \theta)$, followed by correctness filtering.

Evaluation Metric. We evaluate code generation performance using the PASS@$k$ metric (Chen et al., 2021). Given $k$ sampled programs for a given NL specification, PASS@$k = 1$ if any of the programs $\hat{y}$ is correct (i.e., $f(\hat{y}, z) = True$), then the average PASS@$k$ is reported.

More details for the experimental setups (e.g., hyperparameters, few-shot prompts) can be found in Appendix A.

3.2 KNOWLEDGE TRANSFER RESULTS

Effectiveness of EKT. In Tab. 1, we compare to performance of EKT to various baselines. EKT outperforms all other weakly-supervised training methods. We offer a hypothesis as to why EKT outperforms knowledge distillation despite learning from the same knowledge set. Because we sample from the teacher at a high temperature to generate the knowledge set, it may be that the teacher generates a correct program by sampling from a region of low probability mass. Since EKT trains with MLE, the student will “disagree” with the teacher and assign this generated program a

\(^2\)The original dataset also contains NL solutions but we ignore them in our setting since they are not executable.

\(^3\)More specifically, we use code-davinci-002 engine.
Teacher model | Coverage | PASS@1 | PASS@100
--- | --- | --- | ---
GPT-Neo 2.7B | 19.5 | 0.4 | 13.0
GPT-Neo-125M | - | 0.3 | 10.8
GPT-Neo-1.3B | - | 1.1 | 8.7

GPT-J 6B | 39.7 | 0.8 | 30.6
GPT-Neo-125M | - | 1.1 | 13.6
GPT-Neo-1.3B | - | 1.8 | 12.4

Codex-Davinci | 93.0 | 37.4 | 92.3
GPT-Neo-125M | - | 5.6 | 18.2
GPT-Neo-1.3B | - | 18.7 | 32.9

Table 2: Ablation study demonstrating the effect of modulating the teacher and the student when training with EKT. Coverage is the percentage of training examples where a teacher generated a correct program.

Despite the strong performance of expert iteration in other settings, it does not achieve nontrivial performance in our experiments. The poor performance of expert iteration is explained by the fact that the seed dataset $D_0$ is too small for the model to achieve non-trivial bootstrapping ability. For example, in expert iteration with GPT-Neo 1.3B, we see that $|D_0| = |D_1| = 43$, suggesting the model is unable to generalize when fine-tuning on only 43 examples.

### 3.3 Ablation on Student and Teacher Models

In Table 2 we present an ablation study that demonstrates the effect of modulating the size of the teacher and of the student. We observe that when using EKT, increasing the strength of the teacher is more effective than increasing the capacity of the student. For example, using a GPT-Neo 125M model with a GPT-J 6B teacher as a baseline, switching to a GPT-Neo 1.3B student only improves PASS@1 by 0.7% while upgrading to a Codex teacher increases PASS@1 by 4.4% and PASS@100 from 12.4% to 18.2%. We believe this is because more capable teacher provides better coverage (i.e., 39.7% and 93.0% in this case), which enables the student to learn from more training examples. The hypothesis is supported by the fact the 125 million parameter student has a PASS@1 close to the 1.3 billion parameter student and a slightly higher PASS@100 when transferring from a GPT-J teacher using EKT. In this case, increasing the capacity of the student in a low-data regime may lead to a degraded PASS@100 because a stronger model overfits more easily and thus does not preserve sample diversity.

In the case of GPT-Neo 2.7B and GPT-J, both student models outperform their EKT teacher at PASS@1. This is not unexpected for two reasons. First, the student model learns from correct solutions generated by the teacher in the setting of a high sampling budget and a high sampling temperature. This means that the student can learn from programs that the teacher is unlikely to generate in the setting of low-temperature or greedy decoding. Second, the student is conditioned on more task specific data, namely the teacher’s knowledge set.

### 4 Related Work

**Language models trained on code.** Code LMs have achieved strong code generation performance with few-shot learning in the case of LLMs and supervised fine-tuning in the case of small models (Chen et al., 2021; Austin et al., 2021; Li et al., 2022; Nijkamp et al., 2022; Fried et al., 2022).

**Weakly-supervised semantic parsing.** Semantic parsing is the task of mapping an NL utterance to an executable formal representation, possibly not in a general purpose language, and the weakly-supervised case is a well-studied problem in NLP (Zelle & Mooney, 1996; Zettlemoyer & Collins, 2012; Zhong et al., 2017; Liang et al., 2017; Dong & Lapata, 2018).


**Knowledge Transfer**  
*Knowledge distillation* is a popular method of knowledge transfer for neural networks (Hinton et al., 2015; Papernot et al., 2015; Sanh et al., 2019).

5  **CONCLUSION**

We proposed EKT, a method of weakly-supervised code generation that leverages a teacher LLM. We showed that EKT outperforms weakly-supervised baselines and other knowledge transfer methods, with a GPT-Neo 1.3B student trained using EKT with a Codex-davinci teacher achieving a PASS@1 of 18.2% on GSM8k. Additionally, we studied the effects of modulating the size of the student and the teacher model.
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A. HYPERPARAMETERS

A.1 TRAINING

We use the hyperparameters in Tab. 4 to train our student models, both in the EKT and knowledge distillation case.

For expert iteration, each $M_n$ is trained using the same hyperparameters as in table Tab. 4, except we train for 4 epochs and use a fixed learning rate of $5 \cdot 10^{-5}$. We stop expert iteration at the iteration $N$ where $|K_{N-1}| = |K_N|$. After stopping iteration, we further train $M_N$ on $K_N$ using the hyperparameters in table Tab. 4 to yield our final trained model.

For knowledge distillation, we use a weighting factor of $\alpha = 1/2$.

For our experiments, we reserve 500 randomly-sampled training examples as a validation set, and so do not train our models on those examples.
# The total average age of three friends is 40. Jared is ten years older than Hakimi, and Molly's age is 30. How old is Hakimi?

\[
n0 = 40 \\
n1 = 10 \\
n2 = 30 \\
t0 = 3 \times n0 \\
t1 = t0 - n2 \\
answer = (t1 - n1) / 2
\]

# A carpenter worked alone for 1 day on a job that would take him 7 more days to finish. He and another carpenter completed the job in 4 more days. How many days would it have taken the second carpenter to do the complete job working alone?

\[
n0 = 1.0 \\
n1 = 7.0 \\
n2 = 4.0 \\
t0 = n0 + n1 \\
t1 = n2 \times t0 \\
answer = t1 / 2.0
\]

# In two alloys, copper and tin are related in the ratios of 4 : 1 and 1 : 3. 10 kg of 1st alloy, 16 kg of the 2nd alloy and some pure copper are melted together. An alloy is obtained in which the ratio of copper and tin was 3 : 2. Find the weight of the new alloy.

\[
n0 = 4.0 \\
n1 = 1.0 \\
n3 = 3.0 \\
n4 = 10.0 \\
n5 = 16.0 \\
n6 = 2.0 \\
n7 = 3.0 \\
n8 = 2.0 \\
t0 = n4 + n5 \\
t1 = n6 + n1 \\
t2 = n3 / n0 \\
t3 = n4 / t1 \\
t4 = n5 * t2 \\
t5 = t3 + t4 \\
t6 = n3 * t5 \\
t7 = t6 / n6 \\
t8 = t7 - t4 \\
answer = t0 + t8
\]

Table 3: Our few-shot prompt $S$.

| Parameter                  | Setting          |
|----------------------------|------------------|
| Training Epochs            | 140              |
| Learning Rate (LR)         | $1 \times 10^{-4}$ |
| Optimizer                  | AdamW            |
| Adam Betas                 | (0.9, 0.999)     |
| Adam Eps                   | $1 \times 10^{-8}$ |
| Weight Decay               | 0.1              |
| LR Scheduler               | Linear w/ warm-up|
| LR Warm-up Steps           | 100              |
| Effective Batch Size       | 32               |
| Precision                  | FP32             |
| Gradient Clipping          | 1.0              |

Table 4: Student training hyperparameters.

## A.2 SAMPLING AND EVALUATION

We use the few shot prompt in table [Tab. 3] to generate the knowledge set $\mathbb{K}$ from our teacher LLMs, we generate 100 samples per training example using temperature sampling at a temperature of 0.6 (Ackley et al. [1985], Ficler & Goldberg [2017]). To calculate PASS@1 on the test set, we generate samples with greedy decoding and for PASS@100 on the test set, we generate samples using temperature sampling with a temperature of 0.6.

For expert iteration, we create the initial knowledge-set $D_0$ by sampling from our not yet fine-tuned model $P(y|x, S; \theta)$ with 100 samples per question and a temperature of 0.6 on the GSM8k training set and filtering for correctness.
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| Teacher model | Student model | Student training method | Teacher training set coverage | Student PASS@1 | Student PASS@100 |
|---------------|---------------|-------------------------|-------------------------------|----------------|------------------|
| None          | GPT-Neo 125M  | Few-shot EI             | -                            | 0.2%           | 0.4%             |
| None          | GPT-Neo 125M  | KD                      | 19.5%                        | 0.4%           | 13%              |
| None          | GPT-Neo 1.3B  | EI                      | -                            | -              | -                |
| None          | GPT-Neo 1.3B  | KD                      | 19.5%                        | 0.4%           | 13%              |
| None          | GPT-Neo 1.3B  | KD                      | 39.7%                        | 0.8%           | 30.6%            |
| None          | GPT-Neo 1.3B  | EKT                     | 39.7%                        | 0.8%           | 30.6%            |
| None          | GPT-Neo 1.3B  | EKT                     | 93.0%                        | 37.4%          | 92.3%            |

Table 5: Complete results of our experiments on the GSM8k dataset. EI: expert iteration; KD: knowledge distillation. Training set coverage denotes the percentage of training examples where the teacher generated at least one correct program during sampling.

B COMPLETE RESULTS

For complete results of all our experiments, see Tab. 5