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Abstract

The task of Visual Question Answering (VQA) is known to be plagued by the issue of VQA models exploiting biases within the dataset to make its final prediction. Many previous ensemble based debiasing methods have been proposed where an additional model is purposefully trained to be biased in order to aid in training a robust target model. However, these methods compute the bias for a model from the label statistics of the training data or directly from single modal branches. In contrast, in this work, in order to better learn the bias a target VQA model suffers from, we propose a generative method to train the bias model directly from the target model, called GenB. In particular, GenB employs a generative network to learn the bias through a combination of the adversarial objective and knowledge distillation. We then debias our target model with GenB as a bias model, and show through extensive experiments the effects of our method on various VQA bias datasets including VQA-CP2, VQA-CP1, GQA-OOD, and VQA-CE.

1 Introduction

Visual Question Answering (VQA) (Antol et al., 2015) is a challenging task that requires a model to correctly understand and predict an answer given a input pair of image and question. Various studies have shown that VQA is prone to biases within the dataset and tend to rely heavily on language biases present in the dataset (Agrawal et al., 2016; Goyal et al., 2017; Zhang et al., 2016), where VQA models tend to predict similar answers only depending on the question regardless of the image. In response to this, recent works have developed various bias reduction techniques and recent methods have exploited ensemble based methods (Cadene et al., 2019; Clark et al., 2019; Han et al., 2021; Ramakrishnan et al., 2018) extensively.

Among ensemble based methods, additional models are introduced to concurrently learn biases that might exist within each modality or dataset. For example, in works such as (Cadene et al., 2019; Han et al., 2021), the Question-Answer model is utilized to determine the language prior biases that exist when a model is asked to give an answer based solely off of the question. This model is then utilized to train a robust “target” model, which is used for inference. The key purpose of an ensemble “bias” model is to capture the biases that are formed with its given inputs (i.e., language prior biases from the Question-Answer model). In doing so, if this model is able to represent the bias well, this bias model can be used to teach the target model to avoid such biased answers. In other words, the better the bias model can learn the biases, the better the target model can avoid such biases.

Existing ensemble based methods either use pre-computed label statistics of training data (GGED (Han et al., 2021), LMH (Clark et al., 2019)), or trained by directly computing the answer distribution from either the question or image (Cadene et al., 2019; Clark et al., 2019; Han et al., 2021; Niu et al., 2021). However, we propose that there is a limit to the bias representation that can be obtained...
from such methods, as the model’s representative capacity is limited due to its input. In addition, pre-computed label statistics represents part of the bias (Han et al., 2021). We show in Fig. 1, that given a question type, the pre-computed label statistics (or known dataset bias) are actually different to the predictions of a model trained with the question or with the image and question. This discrepancy means that there is a part of the bias that we cannot fully model simply with the previous methods. In light of this, we propose to utilize a novel ensemble based bias model that can have stochastic representations and also capture the biases that the target model inhibits.

More specifically, to capture bias by mimicking the target model’s answer representation given the same question input, we model the bias model as a Generative Adversarial Network (GAN) (Goodfellow et al., 2014) to generate stochastic bias representation given a single modality input by introducing an additional random noise vector. As seen through literature, most biases are held within the question (Agrawal et al., 2016), so we use questions as the main bias modality. In addition, we utilize knowledge distillation on top of adversarial training so that the target model learns from harder negative supervision from the bias model. Finally, with our generative bias model, we then use our modified debiasing loss function to train our target model. Our final bias model is able to train the target model that outperforms previous uni-modal and multi-modal ensemble based methods by a large margin. To the best of our knowledge, we are the first to train the bias model by directly leveraging the behavior of the target model using a generative model for the task of VQA.

To show the efficacy of our methods, we perform extensive experiments on commonly used robustness testing VQA datasets: VQA-CP2 and VQA-CP1 (Agrawal et al., 2018) as well as the most recent and challenging VQA setups such as GQA-OOD (Kervadec et al., 2021) and the new evaluation protocol, VQA-CE (Dancette et al., 2021). Our method show the state-of-the-art results on all settings without the use of external human annotations and dataset reshuffling methods.

Our contributions are as follows:

- We propose a novel bias model for ensemble based debiasing for VQA by directly leveraging the target model that we name GenB.

- In order to effectively train GenB, we employ a Generative Adversarial Network and knowledge distillation loss to capture both the dataset distribution bias and the bias from the target model.

- We achieve the state-of-the-art performance on VQA-CP2, VQA-CP1 as well as the more challenging GQA-OOD datasets and VQA-CE using the simple UpDn baseline without extra annotations or dataset reshuffling.

2 Related Work

VQA (Antol et al., 2015; Gurari et al., 2018; Johnson et al., 2017) has been actively studied in recent years with performance reaching close to human performance (Kim et al., 2018; Tan and Bansal, 2019; Su et al., 2019; Lu et al., 2019; Chen et al., 2020b) in the most recent works. Even still, the VQA dataset has been notorious for its reliance on language biases as shown by (Agrawal et al., 2018). To this date, many VQA datasets and evaluation protocols have been derived from the original VQA dataset and have been released to the public as a means to test and understand the biases and robustness of VQA models such as VQA-CP2 and CP1 (Agrawal et al., 2018), GQA-OOD (Kervadec et al., 2021), and VQA-CE (Dancette et al., 2021).

In light of this, many methods have tackled this issue in various ways. One line of work strives to improve visual attention through visual grounding by including additional human annotations or explanations (Selvaraju et al., 2019; Wu and Mooney, 2019), which show limited improvements. Another line of work changes the distribution of the training set by either randomly replacing the images (Teney et al., 2020; Zhu et al., 2021; Wen et al., 2021) or by augmenting the dataset through counterfactual samples (Chen et al., 2020a) or through the use of an external inpainting network (Gokhale et al., 2020). Although powerful, according to (Niu et al., 2021), changing the distribution of the training set does not agree with the philosophy of the creation of this dataset. Therefore, we do not directly compare experimentally with this line of works. Most recently, another line of work has been released where an additional objective of Visual Entailment is added to further boost performance (Si et al., 2021), which we do not compare for fairness.

Excluding those works, the most effective line of work so far has been ensemble based methods (Ab-
basnejad et al., 2020; Cadene et al., 2019; Niu et al., 2021; Han et al., 2021); thus, we place our work in line with these ensemble based methods. Within the ensemble based methods, AReg (Abbasi et al., 2020), RUBi (Cadene et al., 2019), LMH (Clark et al., 2019), GGE (Han et al., 2021) tackle the language prior directly and only use a question-only branch. Unlike these single branch model based methods, GGE (Han et al., 2021) shows the possibility of using the same model as the target model to learn the biases but to a limited extent. On the other hand, CF-VQA (Niu et al., 2021) uses both question and image, but uses the two modalities individually without combining them. Our work is distinct from all previous ensemble based methods as we use a generative network with a noise input to aid the bias model in learning the bias directly from the target model.

3 Methodology
In this section, we explain VQA briefly and describe in detail our bias model, GenB and how we train it and how we debias with it.

3.1 Visual Question Answering Baseline

With an image and question as a pair of inputs, a VQA model learns to correctly predict an answer from the whole answer set $A$. A typical VQA model $F(\cdot, \cdot)$ takes both a visual representation $v \in \mathbb{R}^{n \times d_v}$ (a set of feature vectors computed from a Convolutional Neural Network given an image where $n$ is the number of number of objects in the image and $d_v$ being the vector dimension) and a question representation $q \in \mathbb{R}^{d_q}$ (a single vector computed from a Glove (Pennington et al., 2014) word embedding followed by a Recurrent Neural Network given a question) as input. Then, an attention module followed by a multi-layer perceptron classifier $F : \mathbb{R}^{n \times d_v} \times \mathbb{R}^{d_q} \rightarrow \mathbb{R}^{|A|}$ which generates an answer logit vector $y \in \mathbb{R}^{|A|}$ (i.e., $y = F(V, Q)$). Then, after applying a sigmoid function $\sigma(\cdot)$, our goal is to make an answer probability prediction $\sigma(y) \in [0, 1]^{|A|}$ close to the ground truth answer probability $y_{gt} \in [0, 1]^{|A|}$. In this work, we adopt one of the popular state-of-the-art architectures UpDn (Anderson et al., 2018) widely used in VQA research.

3.2 Ensembling with Bias Models

In this work, our scope is bias mitigation through ensembling bias model similar to previous works (Cadene et al., 2019; Clark et al., 2019; Han et al., 2021). In ensemble based methods, there exist a “bias” model that generates $y_b \in \mathbb{R}^{|A|}$ which we define as $F_b(\cdot, \cdot)$ and a “target” model, defined as $F(\cdot, \cdot)$. Note that, we discard $F_b(\cdot, \cdot)$ during testing and only use $F(\cdot, \cdot)$. As previously mentioned, the goal of the existing bias models is to overfit to the bias as much as possible. Then, given the overfitted bias model, the target model is trained with a debiasing loss function (Cadene et al., 2019; Clark et al., 2019; Han et al., 2021) to improve the robustness of the target model. Ultimately, the target model learns to predict an unbiased answer by avoiding the biased answer from the bias model. The bias model $F_b(\cdot, \cdot)$ can either be the same or different from the original $F(\cdot, \cdot)$ and there could be multiple models as well (Niu et al., 2021). Although previous works try to leverage the bias from the individual modalities, we propose that this limits the ability of the model to represent biases. Hence, in order to try to represent the biases similar to the target model, we set the architecture of $F_b(\cdot, \cdot)$ to be the same as $F(\cdot, \cdot)$ and we use the UpDn (Anderson et al., 2018) model.

3.3 Generative Bias

As mentioned in the Sec. 1, as our goal is to create a bias model that can generate stochastic bias representations, we use a random noise vector in conjunction with a given modality to learn both the dataset bias and the bias that the target model could exhibit. As the question is known to be prone to bias, we keep the question modality and use it as the input to our bias model $F_b(\cdot, \cdot)$. But instead of using the image features, we introduce a random noise vector $z \in \mathbb{R}^{n \times 128}$ in addition to a generator network $G : \mathbb{R}^{n \times 128} \rightarrow \mathbb{R}^{n \times d_v}$ to generate the corresponding input to the bias model $F_b(\cdot, \cdot)$. Formally, given a random Gaussian noise vector $z \sim \mathcal{N}(0, 1)$, a generator network $G(\cdot)$ synthesizes a vector that has the same dimension as the image feature representation, i.e., $\tilde{v} = G(z) \in \mathbb{R}^{n \times d_v}$. Ultimately, our model takes in the question $q$ and $G(z)$ as its input and generates the bias logit $y_b$ in the form $F_b(G(z), q) = y_b$. Note, this can be done on either modality, such as in the form $F_b(G(z), v) = y_b$, but we found this unhelpful. For simplicity, we consider generator and bias model as one network and rewrite $F_b(G(z), q)$ in the form $F_{b,G}(z, q)$ and call our “Generative Bias” method GenB.
3.4 Training the Bias Model

In order for our bias model GenB to learn the biases given the question, we use the traditional VQA loss, the Binary Cross Entropy Loss:

$$L_{GT}(F_{b,G}) = L_{BCE}(\sigma(F_{b,G}(z, q)), y_{gt})$$ \hspace{1cm} (1)

However, unlike existing works, we want the bias model to also capture the biases in the target model. Hence, in order to mimic the bias of the target model as a dynamic distribution of the answer, we propose the adversarial training (Goodfellow et al., 2014) to train our bias model. In particular, we introduce a discriminator to try to distinguish the answers from the target model and the bias model as “real” and “fake” answers, respectively. The discriminator is formulated as $D(F(v, q))$ and $D(F_{b,G}(z, q))$ or rewritten as $D(y)$ and $D(y_b)$. The objective of our generative adversarial network with generator $F_{b,G}(\cdot, \cdot)$ and $D(\cdot)$ can be expressed as follows:

$$\min_{F_{b,G}} \max_D L_{GAN}(F_{b,G}, D), \quad \text{where} \quad L_{GAN}(F_{b,G}, D) = \mathbb{E}_{v,q} \left[ \log \left( D(F(v, q)) \right) \right] + \mathbb{E}_{q,z} \left[ \log \left( 1 - D(F_{b,G}(z, q)) \right) \right] = \mathbb{E}_y \left[ \log \left( D(y) \right) \right] + \mathbb{E}_{y_b} \left[ \log \left( 1 - D(y_b) \right) \right].$$ \hspace{1cm} (2)

The generator ($F_{b,G}$) tries to minimize the objective against an adversarial discriminator ($D$) that tries to maximize it. Through alternative training of $D$ and $F_{b,G}$, the distribution of the answer vector from the bias model ($y_b$) should be close to that from the target model ($y$).

In addition, in order to further aid in the bias model’s ability to capture the intricate biases present in the target model, we add an additional objective that encourages the bias model to directly follow the behavior of the target model with only the $q$ given to it. We empirically find that it is beneficial to include a sample-wise distance based metric such as KL divergence. This phenomenon is well known in the image to image translation task (Isola et al., 2017). Then, the goal of the generator is not only to fool the discriminator but also to try to imitate the answer output of the target model in order to give the target model more challenging supervision in the form of hard negative sample synthesis. We add another objective to our adversarial training for $F_{b,G}(\cdot, \cdot)$ as follows:

$$L_{distill}(F_{b,G}) = \mathbb{E}_{v,q,z} \left[ D_{KL}(F(v, q)\|F_{b,G}(z, q)) \right].$$ \hspace{1cm} (3)

Ultimately, the final training loss for the bias model, or GenB, is as follows:

$$\min_{F_{b,G}} \max_D L_{GenB}(F_{b,G}, D), \quad \text{where} \quad L_{GenB}(F_{b,G}, D) = L_{GAN}(F_{b,G}, D) + \lambda_1 L_{distill}(F_{b,G}) + \lambda_2 L_{GT}(F_{b,G}),$$ \hspace{1cm} (4)

where $\lambda_1$ and $\lambda_2$ are the loss weight hyperparameters.

3.5 Debiasing the Target Model

Given a generated biased answer $y_b$, there are several debiasing loss functions that we can use such as (Cadene et al., 2019; Clark et al., 2019; Han et al., 2021), and we show the effects of each one in Table 5. The GGE (Han et al., 2021) loss is one of the best performing without the use of label distribution. The GGE loss takes the bias predictions/distributions and generates a gradient in the opposite direction to train the target model. With this starting point, we modify this equation with
the ensemble of the biased model in this work as follows:

\[ L_{\text{target}}(F) = L_{\text{BCE}}(y, y_{DL}), \]  

(5)

where the \( i \)-th element of the pseudo-label \( y_{DL} \) is defined as follows:

\[ y_{DL}^i = \min \left( 2 \cdot y_{gt}^i \cdot \sigma(-2 \cdot y_{gt}^i \cdot y_b^i), 1 \right), \]  

(6)

where \( y_{gt}^i \) and \( y_b^i \) are the \( i \)-th element of the ground truth and the output of the biased model, respectively. The key point of difference is that unlike (Han et al., 2021) that suppresses the output of the biased model with the sigmoid function, we use \( y_b \) without using the sigmoid function. In this case, as the value of \( y_{DL} \) can exceed 1, we additionally clip the value so that the value of \( y_{DL} \) is bounded in [0, 1]. We empirically find these simple modifications on the loss function significantly improves the performance. We conjecture the unsuppressed biased output \( y_b \) allows our target model to better consider the intensity of the bias, leading to a more robust target model. In addition, when we train the target model, we do not use the noise inputs as in \( F_{b,G}(z, q) \), rather we use the real images as such \( F_b(v, q) \), and use this output to train our target model. When the bias model is trained, it is trained with a noise vector to hallucinate the possible biases when only given the question, then, to fully utilize the biases that the bias model captures, we give it the real images.

4 Experiments

In this section, we explain our experimental setting and show our quantitative and qualitative experimental results.

4.1 Setup

Dataset and evaluation metric. We conduct our experiments within the VQA datasets that are commonly used for diagnosing bias in VQA models. In particular, we test on the the VQA-CP2 and VQA-CP1 datasets (Agrawal et al., 2018) and GQA-OOD dataset (Kervadec et al., 2021). For evaluation on all datasets, we take the standard VQA evaluation metric (Antol et al., 2015). In addition to this, we also evaluate our method on the VQA-CE (Dancette et al., 2021), which is based on the VQA-v2 dataset, and is a newly introduced VQA evaluation protocol for diagnosing how reliant VQA models are on shortcuts.

Baseline architecture. Similar to recent works, we adopt a popular VQA baseline architecture UpDn (Anderson et al., 2018) as both our ensemble bias model \( F_b \) and our target model \( F \). We list the details of the generator and discriminator in the supplementary material. During training, we train both the bias model and target model together, then we use the target model only for inference.

4.2 Results on VQA-CP2 and VQA-CP1

We compare how our method GenB performs in relation to the recent state-of-the-art methods that focus on bias reduction as shown in Table 1. For VQA-CP2, we first list the baseline architectures in the first section. Then, we compare our method to the methods that modify language modules (DLR (Jing et al., 2020), VGQE (KV and Mittal, 2020)), strengthen visual attention (HINT (Selvaraju et al., 2019), SCR (Wu and Mooney, 2019)), ensemble based methods, (AReg (Ramakrishnan et al., 2018), RUBi (Cadene et al., 2019), LMH (Clark et al., 2019), CF-VQA (Niu et al., 2021), and GGE (Han et al., 2021)) and balance training data by changing the training distribution (CVL (Abbasnejad et al., 2020), RandImg (Teney et al., 2020), SSL (Zhu et al., 2021), CSS (Chen et al., 2020a), Mutant (Gokhale et al., 2020), and D-VQA (Wen et al., 2021)) in the respective sections.

Among the balancing training data methods, while some methods swap the image and questions from the supposed pairs (Teney et al., 2020; Zhu et al., 2021; Wen et al., 2021), counterfactuals based methods generate counterfactual samples masking critical words or objects (Chen et al., 2020a) or by using an external inpainting network to create a new subset of data (Gokhale et al., 2020). Our model (GenB) is in line with the ensemble models listed. Following previous works (Niu et al., 2021), we do not compare to methods that change training distribution as these methods conflict with the original intent of VQA-CP (which is to test whether VQA models rely on prior training data (Agrawal et al., 2018)) and are listed in the bottom of Table 1.

In Table 1, our method achieves the state-of-the-art performance on the VQA-CP2 dataset, surpassing the second best (GGE (Han et al., 2021)) by 1.43%. The performance of our model on all three categories (“Yes/No,” “Num,” and “Other”) are within the top-3 consistently. Our method also performs highly favorably in the “Other” metric.

We also show how our method performs on the
| Method                        | Base | VQA-CP2 test | VQA-CP1 test |
|------------------------------|------|--------------|--------------|
|                              |      | All          | Yes/No       | Num          | Other         |
|                              |      | All          | Yes/No       | Num          |
| SAN (Yang et al., 2016)      | -    | 24.96        | 38.35        | 11.14        | 21.74         |
| GVQA (Agrawal et al., 2018)  | -    | 31.30        | 57.99        | 13.68        | 22.14         |
| S-MRL (Cadene et al., 2019)  | -    | 38.46        | 42.85        | 12.81        | 43.20         |
| UpDn (Anderson et al., 2018) | -    | 39.94        | 42.46        | 11.93        | 45.09         |
|                              |      | 32.50        | 36.86        | 12.47        | 36.22         |
|                              |      | 36.38        | 42.72        | 12.59        | 40.35         |
|                              |      | 36.38        | 42.72        | 12.44        | 40.35         |
| **Methods based on modifying language modules** | |  |  |  |
| DLR (Jing et al., 2020)      | UpDn | 48.87        | 70.99        | 18.72        | 45.57         |
| VQGE (KV and Mittal, 2020)   | UpDn | 48.75        | –            | –            | –             |
| VQGE (KV and Mittal, 2020)   | S-MRL | 50.11        | 66.35        | 27.08        | 46.77         |
|                              |      | 50.90        | 80.83        | 13.84        | 36.02         |
| **Methods based on strengthening visual attention** | |  |  |  |
| HINT (Selvaraju et al., 2019) | UpDn | 46.73        | 67.27        | 10.61        | 45.88         |
| SCR (Wu and Mooney, 2019)    | UpDn | 49.45        | 65.49        | 27.08        | 46.77         |
|                              |      | 50.90        | 80.83        | 13.84        | 36.02         |
| **Methods based ensemble models** | |  |  |  |
| AReg (Ramakrishnan et al., 2018) | UpDn | 41.17        | 65.49        | 15.48        | 45.54         |
| RUBi (Cadene et al., 2019)   | UpDn | 44.23        | 67.05        | 17.48        | 46.77         |
| LMH (Clark et al., 2019)     | UpDn | 52.45        | 69.81        | 44.46        | 45.54         |
| CF-VQA(SUM) (Niu et al., 2021)| UpDn | 53.55        | 69.41        | 43.15        | 46.77         |
| CF-VQA(SUM) (Niu et al., 2021)| S-MRL | 55.05        | 70.61        | 21.50        | 46.77         |
| GGE (Han et al., 2021)       | UpDn | 57.32        | 87.04        | 27.75        | 49.59         |
| CFB (Ours)                   | UpDn | 58.75        | 88.91        | 35.37        | 49.37         |
|                              |      | 62.74        | 86.18        | 43.85        | 47.03         |
| **Methods based on balancing training data** | |  |  |  |
| CVL (Abbassinejad et al., 2020)| UpDn | 42.12        | 45.72        | 12.45        | 48.34         |
| Randling (Teney et al., 2020)| UpDn | 55.37        | 83.89        | 41.60        | 44.20         |
| SSL (Zhu et al., 2021)       | UpDn | 57.59        | 86.53        | 29.87        | 50.03         |
| CSS (Chen et al., 2020a)     | UpDn | 58.95        | 84.37        | 49.42        | 48.21         |
| MUTANT (Gokhale et al., 2020)| UpDn | 61.72        | 88.90        | 49.68        | 50.78         |
| D-VQA (Wen et al., 2021)     | UpDn | 61.91        | 88.93        | 52.32        | 50.39         |

Table 1: Experimental results of our method on the VQA-CP2 test set and VQA-CP1 test set. Best and second best results are styled in this manner within the column. We do not directly compare to methods that change the distribution of the training data as it does not go with the philosophy of VQA-CP (Niu et al., 2021). Among the compared baselines, our method GenB shows the best performance by a noticeable margin.

VQA-CP1 dataset, which is a subset of the VQA-CP2 dataset. Note that not all of the baselines are listed as we only list the scores that are made available in the respective papers. Our method also shows the state-of-the-art results on this dataset with a significant performance improvement over the second best among the methods compared, CF-VQA(SUM) (Niu et al., 2021). Even when compared to the available method CSS (Chen and Dolan, 2011) that we do not compare as it is considered unfair according to (Niu et al., 2021), our method shows a significant gain in performance. Compared to the second best method, CF-VQA(Sum) (Niu et al., 2021) on UpDn, our method improves the overall performance by 5.35% while also having the best performance in both “Num” and “Other” category, by 3.28% and 2.41% performance improvements, respectively.

4.3 Results on GQA-OOD

In light of recent revelations, we further evaluate our method on the new VQA debiasing dataset, GQA-OOD (Kervadec et al., 2021) and list our results in Table 2. We compare our method to available recent state-of-the-art methods RUBi (Cadene et al., 2019), LMH (Clark et al., 2019), and CSS (Chen et al., 2020a). Our method shows the best performance in all the metrics compared to the state-of-the-art methods by a significant margin. Even when compared to methods that show similar performance to GenB in VQA-CP2 like CSS, GenB significantly outperforms it in GQA-OOD by 5.19% in overall. Interestingly, although all of the listed previous methods outperform the base model UpDn in other datasets, they show a performance degradation on GQA-OOD. Unlike these methods, our method GenB is able to have an increase in performance, showing the robustness of GenB.

4.4 Results on VQA-CE

We also evaluate our method on the newly introduced evaluation protocol that measures how much a VQA model depends on shortcuts called VQA-CounterExamples (VQA-CE) (Dancette et al., 2021) in Table 3. This dataset is based on the VQA-v2 dataset and lists Overall, Easy, and Counter, which are the total score on VQA-v2 validation set, the subset of samples where the shortcuts of im-
Table 2: Experimental results on the GQA-OOD dataset. Our method shows the best performance in all the metrics compared to the state-of-the-art methods by a significant margin. The results show that our method robust on GQA-OOD as well.

Table 3: Evaluation on the VQA-CE protocol. Ours shows the best performance in counterexamples (listed as Counter) which is the main scope of the VQA-CE.

Table 4: We ablate the different losses we use to train the GenB bias model. All inferences scores are based on the target model except the first row. BCE loss is Eq. (1), which is the ground truth VQA loss. DSC refers to the discriminator loss Eq. (4) and Distill refers to the KL Divergence loss Eq. (3). Although the DSC and Distill losses independently do not show large improvement, our final model with all losses show a large margin of improvement.

Table 5: Ablation of ensemble debiasing loss functions and our debiasing loss function Eq. (5). Note that our loss improves the score of using the vanilla UpDn model when compared to GGE by a large margin. Note that GenB works best with our loss and shows a large performance improvement from GGE + GenB.

4.5 Ablation Studies

Our method (GenB) includes several different components as shown from Sec. 3.3 to Sec. 3.5. To understand the effects of each component, we run an ablation study on the VQA-CP2 dataset. For all experiments, the results are of the target model and as the purpose of the bias model is to capture bias instead of correctly predicting the answers, we do not consider the predictions of the bias model. For all our ablation tables, we also add the UpDn baseline in the first row, the model in which our target model and bias model is based for comparison.

Bias model training analysis. We ablate on the different losses we use to train the bias model from the target model and list our findings in Table 4 with BCE denoting the ground truth VQA loss Eq. (1), DSC denoting the discriminator loss Eq. (4), and Distill denoting the KL Divergence distillation loss Eq. (3). GenB trained on the BCE loss is already significantly helpful in debiasing the target model. Adding the DSC and Distill losses show similar performance to the GenB trained with BCE loss in a standalone manner. As the bias model and target model are trained concurrently, without a ground truth anchor, we conjecture that the bias model struggles to learn any meaningful bias. Moreover, combining all the proposed loss functions shows the best overall performance among all the baselines. Note that BCE + DSC shows the best Yes/No score while our final model shows the best score in Num score. We conjecture that the bias model trained with our adversarial training framework is good at modeling the bias for simple answers like Yes/No while the bias with more complex answers like counting is hard to learn only with the adversarial training. We conclude that combining our knowledge distillation loss to the adversarial training is essential to learn the bias with complex answers including the Num category.

Debiasing loss function analysis. We list in Sec. 3.5 the different losses we can use for debiasing and we show our results in Table 5. We also list our new debiasing loss function Eq. (5)
and how it performs when a vanilla UpDn model is used instead of the GenB.

We analyze how GGE’s loss function fairs when the vanilla UpDn model is used as a bias model. In the second and the third row, although the GGE loss improves the score from the baseline by introducing a bias model, our loss exceeds the performance by 5.07%. In the last two rows, we also show the debiasing losses with the full GenB model with all of the bias model training losses and show 8.81% performance gap. Given the GGE loss, the performance increase from the bias model is only 2.11% whereas our debiasing loss function is able to boost the score from the vanilla UpDn to GenB by 5.85%. We conjecture that as our loss function accounts for the amount of bias a model captures, and the generative bias model is able to stochastically model the bias, our loss function captures the bias in a much more dynamic and helpful manner.

4.6 Qualitative Results

We visualize the attention scores and predictions of our target and bias models in Fig. 3. We run the bias model three times with different noise to show the varying attention scores and biased predictions. We also input the corresponding image with the question to see where the model would attend, and we find that the attention is once again random as the image is previously unseen. The bias model’s predictions change each time as a different noise is given as expected. Even though the question type is the same (e.g., what color), the biased model’s predictions are noticeably different. Moreover, we find the target model is able to correctly attend to the salient region while predicting the correct answer by virtue of the bias model.

5 Conclusion

In this paper, we started with this intuition “the better the bias model, the better we can debias the target model. Then how can we best model the bias?” In response, we present simple, effective, and novel generative bias model that we call GenB. We use this generative model to learn the bias that may be inhibited by the target model with the aid of generative networks, adversarial training, and knowledge distillation. In addition, in conjunction with our modified loss function, our novel bias model is able to debias our target model, and our target model achieves state-of-the-art performance on various bias diagnosing datasets including VQA-CP2, VQA-CP1, GQA-OOD, and VQA-CE among methods that keep in line with the original intent of the task, and we believe that this work can be extended to other multi-modal and unimodal research in understanding and mitigating bias.
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