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Abstract. We present an approximation to the Brunet–Derrida model of supercritical branching Brownian motion on the real line with selection of the $N$ right-most particles, valid when the population size $N$ is large. It consists of introducing a random space-time barrier at which particles are instantaneously killed in such a way that the population size stays almost constant over time. We prove that the suitably recentered position of this barrier converges at the $\log^3 N$ timescale to a Lévy process, which we identify. This validates the physicists’ predictions about the fluctuations in the Brunet–Derrida model.
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1 Introduction

Consider one-dimensional supercritical branching Brownian motion (BBM): particles diffuse on the real line according to standard Brownian motions and split independently with rate 1 into a random number of particles distributed according to the reproduction law $(q(k))_{k \geq 0}$, with mean greater than 1 and finite second moment. The physicists Brunet and Derrida have introduced a model of BBM with selection: Fix a (large) parameter $N$, and as soon as the number of particles exceeds $N$, instantaneously kill the left-most, in order to have at most $N$ particles at any time. This model, which we call the $N$-BBM, has been studied by them and coauthors in extraordinary detail [20, 21, 22, 23]. In a first approximation, they model the system by a deterministic traveling wave of an FKPP-type equation with cutoff [20] (FKPP stands for Fisher, Kolmogorov, Petrovskii and Piskounov after [34, 46]). Assuming the validity of this approximation, they find that the linear speed of $N$-BBM differs from the speed of the right-most particle in BBM without selection by a quantity of the order of $\log^2 N$. In a subsequent work [22], they introduce a better, semi-deterministic approximation, which does not only yield a better asymptotic for the speed, but also the complete set of cumulants of the position of the front, all of them scaling as $\log^{-3} N$. Moreover, this approximate model together with numerical simulations suggests [23] that the genealogy of the system can be described on a timescale $\log^3 N$ by the celebrated Bolthausen–Sznitman coalescent [17].

In order to explain the presence of the Bolthausen–Sznitman coalescent, Berestycki, Berestycki and Schweinsberg [10] approximate the $N$-BBM by BBM with a linear space-time barrier...
at which particles are instantaneously killed and whose slope is exactly the conjectured speed of the $N$-BBM (this idea was also present in [9] and indeed already in [22]). They show for their system that the number of particles and the genealogy of the system converge in the $\log^3 N$ timescale to Neveu’s continuous-state branching process and the Bolthausen–Sznitman coalescent, respectively. Here, we will push their results further and present an approximation of the $N$-BBM by BBM with a random absorbing space-time barrier (the model is defined properly in Section 7) with the following properties.

1. The number of particles in the approximate model stays almost constant over the timescale $\log^3 N$.

2. The position of the random barrier, suitably recentered, converges at the $\log^3 N$ timescale to a Lévy process $(L_t)_{t \geq 0}$, given by

$$\log E[e^{i\lambda L_1}] = i\lambda c + c_0 \int_0^\infty e^{i\lambda x} - 1 - i\lambda x 1_{(x \leq 1)} \Lambda(dx).$$

(1.1)

Here, $c_0 = \sqrt{2 \sum_k (k-1)q(k)}$, $c \in \mathbb{R}$ is a constant and $\Lambda(dx)$ is the image of the measure $x^{-2}dx$ by the map $x \mapsto c_0^{-1} \log(1 + x)$.

These properties are stated in precise form in Section 7.

In a next work, we plan to show that this approximation can be coupled with the $N$-BBM in such a way that our results can be transferred to that model.

1.1 Related work

The author is aware of only two mathematically rigorous articles on the $N$-BBM or the $N$-BRW (branching random walk): Bérard and Gouéré [9] prove the $\log^2 N$ correction of the linear speed of $N$-BRW, thereby showing the validity of the approximation by a deterministic traveling wave with cutoff. Durrett and Remenik [30] study the empirical distribution of $N$-BRW and show that it converges to a system of integro-differential equations with moving boundary. BBM with absorption at a linear space-time barrier however is a well-studied process (see for example [27, 35, 37, 44, 59]) and is much more tractable than $N$-BBM due to the greater independence between the particles and its connection with some differential equations [37, 54, 59].

In addition to its intrinsic interest, the $N$-BBM is believed to be representative for general noisy traveling waves (see [21] or the review articles [65], Chapter 7, or [60]). There is indeed an exact duality relation between the FKPP equation with Gaussian white noise and a system of branching and coalescing Brownian motions, discovered by Shiga [64] in the context of stepping stone models. Recently, an estimate for the speed of a traveling wave of the noisy FKPP equation was established [57] which partly confirms the physicists’ predictions. We believe that the present paper will be useful in the study of its dual branching-coalescing system, which could potentially lead to an improvement of the results for the noisy FKPP equation.

Let us also note that branching Brownian motion without selection has a long history: Starting with [63] it has been studied by many authors and under various aspects, along with its discrete counterpart, the branching random walk. Since [55], its connection to the FKPP equation has raised very fruitful interactions between analysis and probability theory (see for example [49] and the references therein). BBM has been used in applications, for example to
model ecological and epidemic spread [28] or directed polymers on disordered trees [28]. During the last years, there has been renewed interest in the behavior of its extremal particles, be it the right-most only [1, 40, 2] or the whole point process formed by the particles at the right edge [3, 51, 53]. The extremal statistics of several other models have actually been shown or are conjectured to belong to the same universality class as BBM, such as the Gaussian Free Field on a two-dimensional lattice [15, 16, 19], or the cover time of a 2D box by a random walk (see e.g. [29] and the references therein).

1.2 Heuristic ideas and overview of the results

We recall the heuristic semi-deterministic description of $N$-BBM established in [22]:

1. Most of the time, the particles are in a meta-stable state, in which the diameter of the cloud of particles (also called the front) is approximately $L = c_0^{-1} \log N$, the empirical density of the particles proportional to $e^{-c_0 x} \sin(\pi x/L)$, and the system moves at a linear speed $v_{\text{cutoff}} = c_0 - c_0 \pi^2/(2 \log^2 N)$. This is the description provided by the cutoff approximation from [20].

2. This meta-stable state is perturbed from time to time by particles moving far to the right and thus spawning a big number of descendants, causing a shift of the front to the right after a relaxation time which is of the order of $\log^2 N$. To make this precise, we fix a point in the bulk, for example the barycenter of the cloud of particles, and shift our coordinate system such that this point becomes its origin. Playing with the initial conditions of the FKPP equation with cutoff, the authors of [22] found that a particle moving up to the point $L + \delta$ causes a shift of the front by

$$R(\delta) = \frac{1}{c_0} \log \left( 1 + \frac{C e^{c_0 \delta}}{L^3} \right),$$

for some constant $C > 0$. In particular, in order to have an effect on the position of the front, a particle has to reach $L_{\text{eff}} + O(1)$, where $L_{\text{eff}} = L + c_0^{-1} 3 \log \log N$.

3. Assuming that such an event, where a particle “escapes” to the point $L + \delta$, happens with rate $C e^{-c_0 \delta}$, one sees that the time it takes for a particle to come close to $L_{\text{eff}}$, and thus causing shifts of the front, is of the order of $\log^3 N$, which is much longer than the relaxation time when $N$ is large.

4. With this information, the full statistics of the position of front (the speed $v$ and the cumulants of order $n \geq 2$) were found to be

$$v - v_{\text{cutoff}} \approx \pi^2 c_0 \frac{3 \log \log N}{\log^3 N}$$

$$\left[ \frac{n-\text{th cumulant}}{t} \right] \approx \pi^2 c_0^{2-n} n! \zeta(n) \frac{\log^3 N}{n!}, \quad n \geq 2,$$

where $\zeta$ denotes the Riemann zeta-function.

Berestycki, Berestycki and Schweinsberg [10] put this description onto a rigorous foundation. They study BBM with absorption at the origin and with drift $-\mu$, where $\mu = \sqrt{c_0^2 - \pi^2}/L_{\text{eff}} = v + o(L^{-3})$. Their starting point is to introduce a second barrier at the
point $L_A = L_{\text{eff}} - c_0^{-1}A$, for some large positive constant $A$, and divide the particles into two parts: One the one hand those that stay inside the interval $(0, L_A)$ or get absorbed at 0, on the other hand those that eventually hit the second barrier. This corresponds roughly to the division of the process into a deterministic and a stochastic part. Indeed, killing the particles at the right barrier prevents the number of particles to grow fast and thus permits to calculate expectations and variances of various quantities. The quantities one is interested in, for example the number of particles at the time $\log^3 N$, will then have variances of order $e^{-A}$, such that for large $A$, this system behaves almost deterministically at the macroscopic scale. Moreover, the shape of the front predicted by the physicists, with a density proportional to $e^{-c_0 x}\sin(\pi x/L)$, follows simply from the transition density of Brownian motion with drift killed at the border of the interval $(0, L_A)$. As for the particles that hit the right barrier, the number of descendants of such a particle will be at a later time of the order of $e^{-A}NW$, where $W$ is a random variable with tail $P(W > x) \sim 1/x$, as $x$ goes to infinity. Moreover, the rate at which particles hit the right barrier is of the order of $e^A/\log^3 N$. Putting the pieces together, the authors of [10] then show that the process which counts the number of particles of the system converges in the $\log^3 N$ timescale to Neveu’s continuous-state branching process and its genealogy to the Bolthausen–Sznitman coalescent.

In this article, we validate the physicists’ predictions concerning the fluctuations of the position of the $N$-BBM. Similar to [10], we approximate the $N$-BBM by BBM with negative drift and absorption at a barrier, but instead of keeping the barrier fixed at the origin, \textit{we will make the barrier move along with process, in such a way that the number of particles stays almost constant.} The movement of the barrier is very simple. Most of the time it does not move at all. Only when a particle hits a point $a > 0$ and spawns a lot of descendants, we move the barrier to the right in order to kill particles and thus make the population size stay almost constant. After this system has relaxed (which takes a time of order $a^2$), the barrier stays fixed again and we repeat this process, with the point $a$ shifted by the amount the barrier has moved.

Let us go into the details. Our system is defined in terms of the three positive parameters $a$, $A$ and $\kappa$, and we define $N$ by $a = c_0^{-1}(\log N + 3 \log \log N - A)^\frac{1}{3}$ [10]. Initially, we have a barrier located at the origin and a set of particles in the interval $(0, a)$, such that $Z_0 \approx \kappa e^A$, where

$$Z_t = \sum a e^{-\mu(X_u(t) - a)} \sin \frac{\pi x}{a}.$$ 

Here, we sum over all the particles $u$ alive at time $t$ and $X_u(t)$ denotes the distance of the particle $u$ from the barrier at time $t$. We then let the particles evolve as branching Brownian motions with branching rate 1, reproduction law $q(k)$ and drift $-\mu$, where $\mu = \sqrt{c_0} - \pi^2/a^2$. Furthermore, particles are killed as soon as they touch the barrier. We recall that by hypothesis the reproduction law $q(k)$ has mean greater than 1 and finite second moment.

The process $(Z_t)_{t \geq 0}$ is important for two reasons: Firstly, when $a$ is large, the number of particles at a time $t + s$, where $a^2 \ll s \ll a^3$, is approximately $(2\pi c_0)Ne^{-A}Z_t$ [10]. Hence, the initial condition is chosen in such a way that the number of particles is proportional to $N$. Secondly, if we kill particles at 0 and $a$, then $Z_t$ is a martingale and therefore very easy to handle.

---

1. We use the letter $a$ instead of $L_A$ for typographical reasons.
2. This last condition is only technical and we believe our results to be true for more general reproduction laws. In fact, in Section 3, we show that the asymptotic results on the random variable $W$ obtained in [10] still hold if $\sum_{k \geq 1} k \log^2 k q(k)$ is finite, but we don’t know whether this condition is sufficient for Theorems 7.2 and 7.3.
When a particle hits the right barrier at the time \( T \), say, we absorb its descendants at the space-time line \( \mathcal{L} = a - y + (c_0 - \mu)(t - T) \), where \( y \) is a large constant depending on \( A \) only (this idea comes from [10]). In doing so, the number of particles absorbed at the barrier has the same law as in BBM with absorption at a critical line, i.e. a line with slope \( c_0 \). Defining then \( Z' \) as \( Z_t \), but summing only over these descendants, we know that at a later time the number of descendants of this particle will be of the order of \( e^{-\Delta} N Z' \). Consequently, we say that a breakout occurs, whenever \( Z' > \varepsilon e^A \), where \( \varepsilon \) will be chosen such that in particular \( \varepsilon \ll 1/A \). Looking at the definition of \( Z_t \), it is easy to guess by which amount \( \Delta \) we have to move the barrier in order to counterbalance the breakout: Choosing \( \Delta = c_0^{-1} \log(1 + Z'/\langle \kappa e^A \rangle) \), the value of \( Z_t \) is approximately divided by \( 1 + Z'/\langle \kappa e^A \rangle \), such that after the relaxation time, the value of \( Z_t \) and the number of particles should again be approximately \( \kappa e^A \) and \( (2\pi c_0 \kappa)N \). This is basically true, but we also have to take into account the fluctuations of \( Z_t \) value of \( Z_t \) at time \( 0 \) and \( T \), which are mostly due to the particles hitting the point \( a \) without producing a breakout. For this reason, the actual definition of \( \Delta \) in (7.1) differs from the one given here. Nevertheless, the above considerations already explain the convergence of the barrier to the Lévy process given by (1.1): One the one hand, we have \( Z' \approx (\pi/\kappa_0)W \), where \( W \) is the random variable mentioned above, such that the law of \( e^{-A} Z' \) conditioned on \( Z' > \varepsilon e^A \) is approximately \( \varepsilon e^{-2} \mathbf{1}_{(x > \varepsilon)} \) for large \( A \) and \( a \). On the other hand, we will show that breakouts occur at a rate proportional to \( \varepsilon^{-1} a^{-3} \). Together with the definition of \( \Delta \), this explains the Lévy measure \( \Lambda(dx) \) of (1.1). One easily checks that the cumulants of this Lévy process coincide with (1.2).

We want to stress two more points. First, in [10], the authors cut the interval \([0, a^3] \) into tiny pieces of size \( \theta a^3 \), with \( \theta \ll e^{-A} \), in order to make sure that with high probability at most one breakout occurs during a single piece. In adapting this approach to our system with the moving barrier, we found it however difficult to control the fluctuations of the process \( Z_t \) over the whole interval of time \([0, a^3] \). We therefore chose another approach, which also has the advantage of giving more information about the history of the particle that causes the breakout. Namely, we will classify the particles into tiers, according to the number of times they have hit the point \( a \) and come back to the space-time line \( \mathcal{L} \) mentioned above. Thus, when a tier 0 particle hits the point \( a \), it advances to tier 1, and its descendants have a second chance to break out after having come back to \( \mathcal{L} \). We can then define the time \( T \) of the first breakout and will indeed show that \( T \) is approximately exponentially distributed with rate proportional to \( \varepsilon^{-1} a^{-3} \). Interestingly, we will see that with high probability breakouts only occur from particles of tier 0 or 1, the number of breakouts occurring from particles of tier 1 between the times \( 0 \) and \( a^3 \) being approximately proportional to \( A \) (and the remaining \( \approx \varepsilon^{-1} \) breakouts occurring from particles of tier 0). In order to study the system up to the time \( T \), we will then study BBM conditioned to break out at time \( t \) for every \( t \geq 0 \), which can be formulated in terms of a Doob transform of the process.

The second point concerns the shape of the barrier. If we were only interested in the state of the system after is has relaxed, we could shift the barrier instantaneously by \( \Delta \). However, since in a second work we plan to couple the model of this article with the \( N \)-BBM, we need to move the barrier continuously and over the timescale \( a^2 \), which is the relaxation time of the system. In this article, we will allow the shape of the barrier to be given by an arbitrary family of “barrier functions” \( f_{\Delta} \), which are non-decreasing, twice differentiable functions with \( f_{\Delta}(0) = 0 \) and \( f_{\Delta}(+\infty) = \Delta \), plus some uniformity conditions. First-moment calculations

\textsuperscript{3}The statement “for large \( A \) and \( a \)” means that we let first \( A \), then \( a \) go to infinity, see Section 6.1.
then suggest that the right barrier function to choose for the coupling with the $N$-BBM is

$$f_{\Delta}(t) = c_0^{-1} \log \left( 1 + (e^{c_0 \Delta} - 1) \pi^{-2} e^{\pi^2/2} \frac{d}{dt} \theta(1, t) \right),$$

where $\theta(x, t)$ is defined in (2.2).

We finally remark that although parts of this article (mostly in Sections 4 and 5) are heavily based on [10], it is entirely self-contained. This means that we will reprove some results of [10], often because we need stronger or different versions, but also sometimes because we found simpler proofs. We think that this is for the benefit of the reader.
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2 Brownian motion in an interval

In this section, we recall some explicit formulas concerning real-valued Brownian motion killed upon exiting an interval. These formulae naturally involve Jacobi theta functions, since these are fundamental solutions of the heat equation with periodic boundary conditions. We will therefore first review their definition and some of their properties.

2.1 Jacobi theta functions

In [31], p355, the Jacobi theta function \( \theta_3(q|\tau) \) is defined for \( v \in \mathbb{C} \), \( \tau \in \mathbb{C} \) with \( \text{Im} \, \tau > 0 \) as

\[
\theta_3(q|\tau) = \sum_{n \in \mathbb{Z}} \exp\left( i\pi (n^2 \tau + 2nv) \right) = 1 + 2 \sum_{n=1}^\infty e^{i\pi n^2 \tau} \cos(2\pi nv). \tag{2.1}
\]

For our purposes, the following definition will be handier: For \( x \in \mathbb{C} \), \( t \in \mathbb{C} \) with \( \text{Re} \, t > 0 \), we define

\[
\theta(x,t) = \theta_3\left(\frac{x}{2} | \frac{it}{2}\right) = \sum_{n \in \mathbb{Z}} \exp\left( -\frac{\pi^2}{4} n^2 t + i\pi nx \right)
= 1 + 2 \sum_{n=1}^\infty e^{-\frac{\pi^2}{4} n^2 t} \cos(\pi nx). \tag{2.2}
\]

The definition (2.2) is a representation of \( \theta \) as a Fourier series, which is particularly well suited for large \( t \), but which does not reveal its behaviour as \( \text{Re} \, t \to 0 \). This is where the following representation comes in, which is related to (2.2) by the Poisson summation formula (see [8], §9):

\[
\theta(x,t) = \sum_{n \in \mathbb{Z}} \frac{1}{\sqrt{2\pi t}} \exp\left( -\frac{(x-2n)^2}{2t} \right). \tag{2.3}
\]

One recognizes immediately that for real \( x \) and \( t \), \( \theta(x,t) \) is the probability density at time \( t \) of Brownian motion on the circle \( \mathbb{R}/2\mathbb{Z} \) started at 0. In other words, \( \theta(x,t) \) is the unique solution to the PDE

\[
\begin{align*}
\frac{\partial}{\partial t} u(x,t) &= \frac{1}{2} \left( \frac{\partial^2}{\partial x^2} \right)^2 u(x,t) \quad \text{(PDE)} \\
u(x,t) &= u(x+2,t) \quad \text{(BC)} \\
u(x,0+) &= \sum_{n \in \mathbb{Z}} \delta(x-2n) \quad \text{(IC)},
\end{align*}
\]

where \( \delta(x) \) denotes the Dirac Delta-function. This is the heat equation with periodic boundary condition and the Dirac comb as initial condition. Note that (PDE) and (BC) also follow directly from (2.2).

2.2 Brownian motion killed upon exiting an interval

Various quantities of Brownian motion killed upon exiting an interval can be expressed by theta functions. For \( x \in \mathbb{R} \), let \( W^x \) be the law of Brownian motion started at \( x \), let \( (X_t)_{t \geq 0} \) be the canonical process and let \( H_y = \inf\{t \geq 0 : X_t = y\} \). For \( a > 0 \) and \( x \in [0,a] \), denote by \( W^x_{\text{killed},a} \) the law of Brownian motion started at \( x \) and killed upon leaving the interval \((0,a)\). Let \( p^a_t(x,y) \) be its transition density, i.e.

\[
p^a_t(x,y) = W^x_{\text{killed},a}(X_t \in dy) = W^x(X_t \in dy, H_0 \land H_a < t)/dy, \quad x, y \in [0,a]. \tag{2.4}
\]
Then $p^a_t(x, y)$ is the fundamental solution to the heat equation (PDE) with boundary condition

$$u(0, t) = u(a, t) = 0, \quad t \geq 0.$$ 

Hence (see also [11], Problem 1.7.8 or [18], formula 1.1.15.8),

$$p^a_0(x, y) = a^{-1} \left( \theta \left( \frac{x-y}{a}, \frac{t}{a^2} \right) - \theta \left( \frac{x+y}{a}, \frac{t}{a^2} \right) \right).$$  \hspace{1cm} (2.5)

Equation (2.2) then yields

$$p^a_t(x, y) = \frac{2}{a} \sum_{n=1}^{\infty} e^{-\frac{\pi^2 n^2 t}{a^2}} \sin(\pi n \frac{x}{a}) \sin(\pi n \frac{y}{a}).$$  \hspace{1cm} (2.6)

This representation is particularly useful for large $t$: Define

$$E_t = \sum_{n=2}^{\infty} n^2 e^{-\pi^2/2(n^2-1)t}.$$  \hspace{1cm} (2.7)

By (2.6) and the inequality $|\sin nx| \leq n \sin x$, $x \in [0, \pi]$, one sees that

$$p^a_t(x, y) = \frac{2}{a} \sin(\pi x/a) \sin(\pi y/a) e^{-\frac{\pi^2}{2a^2}t}(1 + O(1)E_t/a^2).$$  \hspace{1cm} (2.8)

Note that the potential kernel is given by

$$\int_0^\infty p^a_t(x, y) \, dt = W^x \left( \int_{(H_0 \wedge H_a)} 1_{(X_t \in dy)} \, dt \right) / dy = 2a^{-1}(x \wedge y)(a - x \vee y),$$  \hspace{1cm} (2.9)

by the formula for the Green function of Brownian motion (see e.g. [33], Lemma 20.10, p379).

Set $H = H_0 \wedge H_a$ and define

$$r^a_t(x) = W^x(H \in dt, X_H = a)/dt.$$  \hspace{1cm} (2.10)

Then (see [18], formula 1.3.0.6),

$$r^a_t(x) = \frac{1}{2a^2} \theta'(\frac{x}{a} - 1, \frac{t}{a^2}) $$  \hspace{1cm} (2.11)

where $\theta'$ denotes the derivative of $\theta$ with respect to $x$.

The following two integrals are going to appear several times throughout the article, which is why we give some useful estimates here. For a measurable subset $S \subset \mathbb{R}$, define

$$I^a(x, S) = W^x \left( e^{\frac{\pi^2}{2a^2} H_a} 1_{(H_0 > H_a \in S)} \right) = \int_{S \cap (0, \infty)} e^{\frac{\pi^2}{2a^2} s} r^a_s(x) \, ds,$$  \hspace{1cm} (2.12)

and

$$J^a(x, y, S) = \int_{S \cap (0, \infty)} e^{\frac{\pi^2}{2a^2} s} p^a_s(x, y) \, ds,$$  \hspace{1cm} (2.13)

which satisfy the scaling relations

$$I^a(x, S) = I(x/a, S/a^2), \quad J^a(x, y, S) = a J(x/a, y/a, S/a^2),$$  \hspace{1cm} (2.14)

with $I = I^1$ and $J = J^1$. The following lemma provides estimates on $I(x, S)$ and $J(x, y, S)$. 

Lemma 2.1. There exists a universal constant $C$, such that for every $x \in [0, 1]$ and every measurable $S \subset \mathbb{R}_+$, we have

$$|I(x, S) - \pi \lambda(S) \sin(\pi x)| \leq C \left(1 \wedge E_{\inf S} (1 \wedge \lambda(S)) \sin(\pi x)\right),$$

and

$$|J(x, y, S) - 2\lambda(S) \sin(\pi x) \sin(\pi y)| \leq C \left(\left| (x \wedge y)(1 - (x \vee y)) \right| \wedge E_{\inf S} \sin(\pi x) \sin(\pi y)\right),$$

where $\lambda(S)$ denotes the Lebesgue measure of $S$ and $E_{\inf S}$ is defined in (2.7).

Proof. First note that $I(x, \cdot)$ is a positive measure on $\mathbb{R}_+$ for every $x \in [0, 1]$, such that

$$0 \leq I(x, S \cap [0, 1]) \leq I(x, [0, 1]) \leq W^x \left( \frac{\pi^2}{2} H \mathbf{1}_{(H_1 \leq 1)} \right) \leq \frac{\pi^2}{4},$$

by (2.12). Furthermore, decomposing $I(x, S)$ into

$$I(x, S) = I(x, S \cap [0, 1]) + I(x, S \cap (1, \infty)),$$

it is enough to prove that $|I(x, S) - \pi \lambda(S) \sin(\pi x)| \leq C(1 \wedge \lambda(S)) E_{\inf S} \sin(\pi x)$ for all $S$. Now, by (2.11) and (2.2),

$$I(x, S) = \frac{1}{2} \int_S e^{\frac{-x^2}{2}} \theta'(x, s) ds$$

$$= \pi \int_S \sum_{n=1}^{\infty} e^{-\frac{x^2}{4} (n^2 - 1) s} (-1)^{n-1} n \sin(\pi nx) ds$$

$$= \pi \lambda(S) \sin(\pi x) + \pi \sum_{n=2}^{\infty} \left( \int_S e^{-\frac{x^2}{4} (n^2 - 1) s} ds \right) n(-1)^{n-1} \sin(\pi nx),$$

where the exchange of integral and sum is justified by the uniform convergence of the sum for $s \geq 1$. We now have for $n \geq 2$,

$$\int_S e^{-\frac{x^2}{4} (n^2 - 1) s} ds \leq \int_{\inf S}^{\infty} e^{-\frac{x^2}{4} (n^2 - 1) s} ds = \frac{2}{\pi^2 (n^2 - 1)} e^{-\frac{x^2}{4} (n^2 - 1) \inf S},$$

as well as

$$\int_S e^{-\frac{x^2}{4} (n^2 - 1) s} ds \leq \lambda(S) e^{-\frac{x^2}{4} (n^2 - 1) \inf S}.$$

Furthermore, we have for $n \geq 2$,

$$|n(-1)^{n-1} \sin(\pi nx)| \leq n^2 \sin(\pi x) \leq 2(n^2 - 1) \sin(\pi x).$$

It follows that

$$|I(x, S) - \pi \lambda(S) \sin(\pi x)| \leq (\frac{4}{\pi} \wedge \pi \lambda(S)) E_{\inf S} \sin(\pi x).$$

This proves the statement about $I$. The proof of the statement about $J$ is similar, drawing on (2.6) instead and on the following estimate:

$$J(x, y, [0, 1]) = \int_0^1 e^{\frac{x^2}{4} t} p_t(x, y) dt \leq e^{\frac{x^2}{4}} \int_0^\infty p_t(x, y) dt = e^{\frac{x^2}{4} (x \wedge y)(1 - (x \vee y))},$$

by (2.9). \qed
2.3 The Brownian taboo process

The Markov process on \((0, a)\) with infinitesimal generator
\[
\frac{1}{2} \left( \frac{d}{dx} \right)^2 + \frac{\pi}{a} \cot \frac{\pi x}{a} \frac{d}{dx}
\]
is called the Brownian taboo process on \((0, a)\). It is a diffusion with scale function \(s(x)\) and speed measure \(m(dx)\), where
\[
s(x) = \frac{\pi}{a} \cot \frac{\pi x}{a} \quad \text{and} \quad m(dx) = \frac{2a^2}{\pi^2} \sin^2 \left( \frac{\pi x}{a} \right) \, dx.
\]
The singular points 0 and \(a\) are therefore entrance-not-exit. For \(x \in [0, a]\) we denote the law of the Brownian taboo process on \((0, a)\) started from \(x\) by \(W^x_{\text{taboo,}\alpha}\). Often we will drop the \(\alpha\) if its value is clear from the context.

The name of this process was coined by F. Knight [45] who showed that it can be interpreted as Brownian motion conditioned to stay inside the interval \((0, a)\) (hence, 0 and \(a\) are taboo states). When \(\alpha = \pi\), the Brownian taboo process is also known as the three-dimensional Legendre process, because of its relation to Brownian motion on the 3-sphere (see [41], p270). Readers familiar with the 3-dimensional Bessel process will notice that it can be obtained from the Brownian taboo process as the limit in law when \(\alpha \to \infty\). Note that the normalisation of the scale function and speed measure from the last paragraph was chosen in such a way that they converge, respectively, to the scale function and speed measure of the 3-dimensional Bessel process, as \(\alpha \to \infty\).

Below we list some useful properties of the Brownian taboo process:

1. It satisfies the following scaling relation: If \(X_t\) is a Brownian taboo process on \((0, 1)\), then \(\alpha X_t/\alpha^2\) is a Brownian taboo process on \((0, a)\).

2. It is the Doob transform of Brownian motion killed at 0 and \(a\), with respect to the space-time harmonic function \(h(x, t) = \sin(\pi x/\alpha) \exp(\pi^2 t/(2\alpha^2))\). In other words, for \(x \in (0, a)\), \(W^x_{\text{taboo}}\) is obtained from \(W^x_{\text{killed}}\) by a Cameron–Martin–Girsanov change of measure with the martingale
\[
Z_t = \left( \sin \frac{\pi x}{\alpha} \right)^{-1} \sin \frac{\pi X_t}{\alpha} \exp \frac{\pi^2}{2\alpha^2} t.
\]

3. As a consequence, its transition probabilities are given by
\[
p^t_{\text{taboo}}(x, y)(x, y) = W^x_{\text{taboo},\alpha}(X_t \in dy) / dy = \frac{\sin(\pi y/\alpha)}{\sin(\pi x/\alpha)} e^{\frac{x^2}{2\alpha^2}} p^0_t(x, y).
\]

Equation (2.8) now implies that
\[
p^t_{\text{taboo}}(0, a)(x, y) = \frac{2}{\alpha} \sin^2(\pi y/\alpha)(1 + O(1)) e^{\frac{x^2}{2\alpha^2}} p^0_t(x, y), \quad \text{for all} \ x, y \in [0, a],
\]

4. As can be seen from above or directly, it admits the stationary probability measure
\[
(m(0, a))^{-1} m(dx) = \frac{2}{\alpha} \sin^2(\pi x/\alpha) \, dx.
\]
5. It is self-dual in the sense that for a measurable functional $F$ and $t > 0$, we have

$$W^{x,t,y}_{\text{taboo}}[F((X_s; 0 \leq s \leq t))] = W^{y,t,x}_{\text{taboo}}[F((X_{t-s}; 0 \leq s \leq t))].$$

Here $W^{x,t,y}_{\text{taboo}}$ denotes the taboo bridge from $x$ to $y$ of length $t$. This follows from the self-duality of killed Brownian motion.

The following lemma will be needed in Sections 6 and 7.

Lemma 2.2. Define $k(x) = e^{-c x}$. There exists a constant $C$, depending only on $c$, such that we have for every $x, y \in [0, a]$

$$W^{x}_{\text{taboo}}\left[\int_0^t k(X_s) \, ds\right] \leq C \left(\frac{t}{a^3} + \text{err}(x)\right),$$

and for $t \geq a^2$,

$$W^{x,t,y}_{\text{taboo}}\left[\int_0^t k(X_s) \, ds\right] \leq C \left(\frac{t}{a^3} + \text{err}(x) + \text{err}(y)\right),$$

with $\text{err}(z) = (1 + z^{-1}) + (1 + z)e^{-c z}$. If $t \leq a^2$, we still have for $x, y \leq a/2$,

$$W^{x,t,y}_{\text{taboo}}\left[\int_0^t k(X_s) \, ds\right] \leq C.$$

Proof. We first show that (2.17) implies (2.18). By the self-duality of the taboo bridge, we have

$$W^{x}_{\text{taboo}}\left[\int_0^t k(X_s) \, ds\right] = W^{x,t,y}_{\text{taboo}}\left[\int_0^{t/2} k(X_s) \, ds\right] + W^{y,t,x}_{\text{taboo}}\left[\int_{t/2}^t k(X_s) \, ds\right].$$

It therefore remains to prove that

$$E(x, y) = W^{x,t,y}_{\text{taboo}}\left[\int_0^{t/2} k(X_s) \, ds\right] \leq C(\frac{t}{a^3} + \text{err}(x)).$$

Conditioning on $\sigma(X_s; 0 \leq s \leq t/2)$, this integral equals

$$E(x, y) = W^x_{\text{taboo}}\left[\int_{t/2}^t k(X_s) \, ds\right].$$

By (2.16), there exists a universal constant $C$, such that for $t \geq a^2$,

$$E(x, y) \leq C W^{x}_{\text{taboo}}\left[\int_0^{t/2} k(X_s) \, ds\right].$$

Equation (2.17) therefore implies (2.18).

Heuristically, one can estimate the left side of (2.17) in the following way: Since $k(x)$ is decreasing very fast, only the times at which $X_s$ is of order 1 contribute to the integral. When started from the stationary distribution, the process takes a time of order $a^3$ to reach a point at distance $O(1)$ from 0, and it stays there for a time of order 1, hence the integral is of order $t/a^3$. When started from the point $x$, an additional error is added, which is of order 1, when $x$ is at distance of order 1 away from 0. Adding both terms gives the bound appearing in the statement of the lemma.
The exact calculations are most easily performed in the following way. Let $Y$ be a random variable with values in $(0,a)$ distributed according to $\tilde{m}(dx) := 2/a \sin^2(\pi x/a) \, dx$, which is the stationary probability measure of the taboo process. Let $H_Y = \inf\{ t > 0 : X_s = Y \}$. We then have
\[
W_{\text{taboo}}^x \left[ \int_0^t k(X_s) \, ds \right] = W_{\text{taboo}}^x \left[ \int_0^{H_Y} k(X_s) \, ds + \int_{H_Y}^t k(X_s) \, ds \right] 
\leq W_{\text{taboo}}^x \left[ \int_0^{H_Y} k(X_s) \, ds \right] + W_{\text{taboo}}^x \left[ \int_{H_Y}^t k(X_s) \, ds \right] 
=: I_1 + I_2.
\]
The second term is simply equal to
\[
I_2 = t \int_0^a \tilde{m}(dy) k(y) \, dy \leq 2\pi^2 t/a^3 \int_0^{\infty} e^{-cy}(1 + y^2) \, dy \leq CT/a^3,
\]
for some constant $C$ depending only on $a$.

The first term is equal to (see e.g. [61] Chapter 3, Corollary 3.8)
\[
I_1 = \int_0^{x} \tilde{m}(dy) \int_y^a m(dz) G_{y,a}(x,z) k(z) + \int_x^a \tilde{m}(dy) \int_0^y m(dz) G_{0,y}(x,z) k(z)
=: I_{11} + I_{12},
\]
where the Green functions are defined by
\[
G_{y,a}(x,z) = s(x \wedge z) - s(y) \quad \text{and} \quad G_{0,y}(x,z) = s(y) - s(x \lor z).
\]
By Fubini’s theorem, the first term in (2.20) is easily bounded by
\[
I_{11} \leq \int_0^a m(dz) k(z) \int_0^z \tilde{m}(dy) [s(z) - s(y)],
\]
and noticing that $\text{sign}(s(z)) = -1_{(z < a/2)} + 1_{(z > a/2)}$, we get
\[
I_{11} \leq \int_{a/2}^a m(dz) s(z) k(z) \int_0^z \tilde{m}(dy) + \int_0^{a/2} m(dz) k(z) \int_0^z \tilde{m}(dy) (-s(y))
\leq C/a^3 \left( \int_{a/2}^a z^4 k(z) \, dz + \int_0^{a/2} z^4 k(z) \, dz \right)
\leq C/a^3,
\]
where again we made use of the inequality $\sin x \leq x$ for $x \in [0,\pi]$.

For the term $I_{12}$ a little bit more care is needed. Using the fact that $\int_x^a \tilde{m}(dy) \leq 1$, we have
\[
I_{12} \leq \int_x^a \tilde{m}(dy) s(y) \int_0^y m(dz) k(z) + (-s(x) \lor 0) \int_0^x m(dz) k(z) + \int_{a/2}^x m(dz) |s(z)| k(z)
=: I_{121} + I_{122} + I_{123}.
\]
To estimate the first two terms, note that
\[
\int_0^y m(dz) k(z) \leq C(1 + y^3), \quad \text{and} \quad \int_x^a \tilde{m}(dy) s(y) \leq C/a.
\]
such that

\[
I_{121} + I_{122} \leq C\left(1/a + (1 \wedge x^3)(-s(x) \vee 0)\right) \leq C\left(1/a + (1 \wedge x^{-1})\right),
\]

because \(-s(x) \leq 1/x\) for \(x \in [0, a]\). The third term is seen to be bounded by

\[
I_{123} \leq C \int_{x}^{\infty} zk(z) \, dz \leq C(1 + x)e^{-cx}.
\]

Altogether, we get

\[
W_{\text{taboo}}^{x,t}[k(X_s) \, ds] \leq C\left(t/a^3 + 1/a + \text{err}(x)\right),
\]

and the \(1/a\) term can be dropped, because \(t \geq a^2\) by hypothesis. This proves (2.18) and therefore (2.17).

When \(t \leq a^2\) a different method of proof is needed. First we note that for \(0 < x, y \leq a/2\), the transition density of the taboo bridge can be written

\[
W_{\text{taboo}}^{x,t,y}[X_s \in dz] = \frac{p_0^y(x, z)p_{t-s}^x(z, y)}{p_t^x(x, y)} \, dz.
\]

If we denote by \(p_0^y(x, y) = (2\pi t)^{-1/2} \exp(-s(x^2 + x^2)/2t)sinh(zx/t)\) the transition density of Brownian motion killed at 0, then we have the trivial inequality \(p_t^x(x, y) \leq p_0^y(x, y)\) and furthermore by scaling we see that \(p_t^x(x, y) \geq Cp_0^y(x, y)\), since \(x, y \leq a/2\) and \(t \leq a^2\). It follows that

\[
W_{\text{taboo}}^{x,t,y}[k(X_s) \, ds] \leq CR_{x,t,y}^{x,t} \left[\int_0^t k(X_s) \, ds\right],
\]

where \(R_{x,t,y}^{x,t,y}\) denotes the law of the Bessel bridge of dimension 3. This Bessel bridge is the Doob transform of the Bessel process started at \(x\) with respect to the space-time harmonic function \(h_y(z, s) = p_{t-s}^y(z, y)/p_t^x(x, y)\). By the standard theory of Doob transforms, this is the Bessel process with additional drift

\[
\frac{d}{dz}(\log h_y(z, s)) = -\frac{z^2}{t-s} + \frac{d}{dz} \log \sinh \frac{zy}{t-s} = -\frac{z^2}{t-s} + \frac{y}{t-s} \coth \frac{zy}{t-s}.
\]

Now, this in an increasing function in \(y\), and standard comparison theorems for diffusions (see e.g. [61], Theorem IX.3.7) now yield that for \(y_1 \leq y_2\), we have

\[
R_{x,t,y_1}^{x,t,y_2}[k(X_s)] \leq R_{x,t,y_1}^{x,t,y_2}[k(X_s)],
\]

since \(k\) is a decreasing function. This is true in particular for \(y_1 = 0\). Using the self-duality of the Bessel bridge, we can repeat the same reasoning with \(x\). We thus have altogether

\[
W_{\text{taboo}}^{x,t,y}[k(X_s) \, ds] \leq CR_{t,0}^{x,t,y} \left[\int_0^t k(X_s) \, ds\right],
\]

for any \(x, y \leq a/2\). This calculation can be done explicitly and yields (2.19).
3 Preliminaries on branching Markov processes

In this section we recall some known results about branching Brownian motion and branching
Markov processes in general.

3.1 Definition and notation

Branching Brownian motion can be formally defined using Neveu’s marked trees [58] as in [26] and
[25]. We will follow this path here, but with slight differences, because we will need to
consider more general branching Markov processes and the definition of branching Brownian
motion in [25] formally relied on the translational invariance of Brownian motion.

We first define the space of Ulam–Harris labels, or individuals,

$$U = \{\emptyset\} \cup \bigcup_{n \geq 1} \mathbb{N}^{*n},$$

where we use the notation \( \mathbb{N}^* = \{1, 2, 3, \ldots\} \) and \( \mathbb{N} = \{0\} \cup \mathbb{N}^* \). This space is endowed with
the ordering relations \( \leq \) and \(<\) defined by

$$u \leq v \iff \exists w \in U : v = uw \quad \text{and} \quad u < v \iff u \leq v \text{ and } u \neq v.$$

A tree is by definition a subset \( t \subset U \), such that \( \emptyset \in t \), \( v \in t \) if \( v < u \) and \( u \in t \) and for every
\( u \) there is a number \( k_u \in \mathbb{N} \), such that for all \( j \in \mathbb{N}^* \), we have \( uj \in t \) if and only if \( j \leq k_u \).
Thus, \( k_u \) is the number of children of the individual \( u \). We denote the space of trees by \( \mathcal{T} \)
and endow it with the sigma-field \( \mathcal{A} \) generated by the subsets \( \mathcal{T}_u = \{t \in \mathcal{T} : u \in t\} \).

For a tree \( t \in \mathcal{T} \) and \( u \in t \), we define the subtree rooted at \( u \) by

$$t^{(u)} = \{v \in U : uv \in t\}.$$

Given a measurable space \( \mathcal{M} \), a marked tree (with space of marks \( \mathcal{M} \)) is a pair

$$t^\mathcal{M} = (t, (\eta_u; u \in t)),$$

where \( t \in \mathcal{T} \) and \( \eta_u \in \mathcal{M} \) for all \( u \in t \). The space of marked trees is denoted by \( \mathcal{T}^\mathcal{M} \),
and is endowed with the sigma-field \( \mathcal{A}^\mathcal{M} = \pi^{-1}(\mathcal{A}) \), where \( \pi : \mathcal{T}^\mathcal{M} \to \mathcal{T} \) is the canonical
projection. Accordingly, we also define \( \mathcal{T}_u^\mathcal{M} = \pi^{-1}(\mathcal{T}_u) \). The definition of a subtree extends
as well to marked trees: For \( u \in t \), we define

$$(t^\mathcal{M})^{(u)} = (t^{(u)}, (\eta_{uv}; v \in t^{(u)})).$$

For our purposes, the space of marks \( \mathcal{M} \) is always going to be a function space, namely, for a
Polish space \( \mathcal{E} \) and a cemetary symbol \( \Delta \notin \mathcal{E} \), we define the Skorokhod space \( D(\mathcal{E}) \) of functions
\( \Xi : [0, \infty) \to \mathcal{E} \cup \{\Delta\} \) which are right-continuous with left limits, with \( \Xi(0) \neq \Delta \) and for which
\( \Xi(t) = \Delta \) implies \( \Xi(s) = \Delta \) for all \( s \geq t \). Then we define \( \zeta(\Xi) = \inf\{t \geq 0 : \Xi(t) = \Delta\} \). For an
individual \( u \in U \), its mark is denoted by \( \Xi_u \) and we define \( \zeta_u = \zeta(\Xi_u) \). The branching Markov
process will then be defined on the space (we suppress the superscript \( D(\mathcal{E}) \))

$$\Omega = \{\omega = (t, (\Xi_u; u \in t)) \in \mathcal{T}D(\mathcal{E}) : \forall u \in U \forall 1 \leq i \leq k_u : \zeta_u < \infty \Rightarrow \Xi_u(\zeta_u-) = \Xi_{ui}(0)\},$$
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endowed with the sigma-field $\mathcal{F} = \Omega \cap \mathcal{A}^{D(\ell)}$ generated by the sets $\Omega_u = \Omega \cap \mathcal{F}_u$. We define for $u \in U$ the random variables

$$b_u = \sum_{v < u} \zeta_v, \quad d_u = b_u + \zeta_u = \sum_{v \leq u} \zeta_v,$$

which are the birth and death times of the individual $u$, respectively. We then define the set of individuals alive at time $t$ by

$$\mathcal{N}(t) = \{ u \in \mathcal{T} : b_u \leq t < d_u \}.$$

The position of $u$ at time $t$ is defined for $u \in \mathcal{T}$ by

$$X_u(t) = \begin{cases} \Xi_u(t - b_u), & \text{if } v \in \mathcal{N}(t) \text{ and } v \leq u \\ \Delta, & \text{if } d_u \leq t. \end{cases}$$

Now suppose we are given a defective strong Markov process $\mathcal{X} = (\mathcal{X}_t)_{t \geq 0}$ on $\mathcal{E}$, with paths in $D(\mathcal{E})$. The law of $\mathcal{X}$ started in $x \in \mathcal{E}$ will be denoted by $\mathcal{P}^x$. For simplicity, we will assume that for every $x \in \mathcal{E}$, we have $\zeta(X) < \infty$, $\mathcal{P}^x$-almost surely. Furthermore, let $((q(x,k))_{k \in \mathcal{N}})_{x \in \mathcal{E}}$ be a family of probability measures on $\mathcal{N}$, measurable with respect to $x$. Then we define the branching Markov process with particle motion $\mathcal{X}$ and reproduction law $q$ as the (unique) family of probability measures $(\mathcal{P}^x)_{x \in \mathcal{E}}$ on $\Omega$ which satisfies

$$\mathcal{P}^x(d\omega) = \mathcal{P}^x(dX_0)q(X_0(\zeta_0^-, k_0^+)) \prod_{i=1}^{k_0^+} \mathcal{P}^{X_0(\zeta_i^-)}(d\omega^{(i)}). \quad (3.1)$$

Note that by looking at the space-time process $(X_t, t)_{t \geq 0}$, we can (and will) extend this definition to the time-inhomogeneous case.

### 3.2 Stopping lines

The analogon to stopping times for branching Markov processes are (optional) stopping lines, for which several definitions exist. For branching Brownian motion, they have first been defined by Chauvin [25]. The definition we are giving below is equivalent to the definition there, although there are formal differences. Note that Jagers [42] has given a more general definition of stopping lines for discrete-time branching processes, and our definition of stopping lines is partly inspired by the exposition there. Note also that Biggins and Kyprianou [11] build up on Jagers’ definition of stopping lines and define the subclasses of simple and very simple stopping lines (again for discrete-time processes). Chauvin’s definition (and therefore ours as well) then corresponds to the class of very simple stopping lines.

We first define a (random) line to be a set $\ell = \ell(\omega) \subset U \times [0, \infty)$, such that

1. $u \in \mathcal{N}(t)$ for all $(u, t) \in \ell$, and
2. $(u, t) \in \ell$ implies $(v, s) \notin \ell$ for all $v \leq u$ and $s < t$.

Note that a line is at most a countable set. For a pair $(u, t) \in U \times [0, \infty)$ and a line $\ell$, we write $\ell \leq (u, t)$ if there exists $(v, s) \in \ell$, such that $v \leq u$ and $s \leq t$. For a subset $A \subset U \times [0, \infty)$, we write $\ell \leq A$ if $\ell \leq (u, t)$ for all $(u, t) \in A$. If $\ell_1$ and $\ell_2$ are two lines, we define the line $\ell_1 \wedge \ell_2$ to be the maximal line (with respect to $\leq$), which is smaller than both lines.
We now define for each \( u \in U \) two filtrations on \( \Omega_u \) by
\[
\mathcal{F}_u(t) = (\Omega_u \cap \sigma(\Xi_u(s); 0 \leq s \leq t - b_u)) \vee \bigvee_{v < u} (\Omega_v \cap \sigma(\Xi_v))
\]
\[
\mathcal{F}_u^\text{pre}(t) = (\Omega_u \cap \sigma(\Xi_u(s); 0 \leq s \leq t - b_u)) \vee \bigvee_{v \in \Xi_u} (\Omega_v \cap \sigma(\Xi_v)).
\]
Informally, \( \mathcal{F}_u(t) \) contains the information on the path from \( u \) to the root between the times 0 and \( t \), and \( \mathcal{F}_u^\text{pre}(t) \) contains this information and the one concerning the descendants of \( u \) after the time \( t \). In particular, we have \( \mathcal{F}_u(t) \subseteq \mathcal{F}_u^\text{pre}(t) \). The filtration \( \mathcal{F}_u(t) \) is denoted by \( \mathcal{F}_u(t) \) in Chauvin’s paper [25], and \( \mathcal{F}_u^\text{pre}(t) \) corresponds to the \( \text{pre-}(u,t)\)-\( \sigma \)-algebra as defined by Jagers [42].

We can now define a **stopping line** \( \mathcal{L} \) to be a random line with the additional property

3. \( \forall (u, t) \in U \times [0, \infty) : \{ \omega \in \Omega_u : \mathcal{L} \subseteq (u, t) \} \in \mathcal{F}_u(t) \).

The sigma-algebra \( \mathcal{F}_\mathcal{L} \) of the past of \( \mathcal{L} \) is defined to be the set of events \( E \in \mathcal{F} \), such that for all \( (u, t) \in U \times [0, \infty) \),
\[
E \cap \{ \omega \in \Omega_u : \mathcal{L} \subseteq (u, t) \} \in \mathcal{F}_u^\text{pre}(t).
\]

For example, for any \( t \geq 0 \), the set \( \mathcal{N}(t) \times \{ t \} \) is a stopping line. If \( T = T(\overline{X}) \) is a stopping time for the strong Markov process \( \overline{X} \), then
\[
\mathcal{L}_T = \{(u, t) \in U \times [0, \infty) : u \in \mathcal{N}(t) \text{ and } t = T(X_u)\}
\]
is a stopping line as well.

The first important property of stopping lines is the strong branching property. In order to state it, we define for \( t \geq 0 \), \( u \in \mathcal{N}(t) \),
\[
\omega^{(u,t)} = (t^{(u)}, (\Xi_{uv}' ; v \in t^{(u)})),
\]
with \( \Xi_{uv}'(\cdot + t - b_u) = \Xi_u(\cdot) \) and \( \Xi_{uv} = \Xi_{uv}' \) for \( v \in t^{(u)} \setminus \{ \emptyset \} \). The **strong branching property** ([25], [42]) then states that for every stopping line \( \mathcal{L} \), conditioned on \( \mathcal{F}_\mathcal{L} \), the subtrees \( \omega^{(u,t)} \), for \( (u, t) \in \mathcal{L} \), are independent with respective distributions \( P^{X_u(t)} \).

### 3.3 Many-to-few lemmas and spines

Another important tool in the theory of branching processes is the so-called Many-to-one lemma, and its recently published extension, the Many-to-few lemma [38] along with the spine decomposition technique which comes along with it and has its origins in [42]. Here we state stopping line versions of these lemmas, which to the knowledge of the author have not yet been stated in this generality in the literature, although they belong to the common folklore. We will therefore only sketch how they can be derived from the existing literature.

We assume for simplicity that the strong Markov process \( \overline{X} \) admits a representation as a conservative strong Markov process \( X \) with paths in \( D(\mathcal{E}) \), which is killed at a rate \( R(x) \), where \( R : \mathcal{E} \rightarrow [0, \infty) \) is measurable. The law of \( X \) started at \( x \) is denoted by \( P^x \) and the time of killing by \( \zeta \). Given a stopping time \( T \) for \( X \), we can then define a stopping time \( \overline{T} \) for \( \overline{X} \) by setting \( \overline{T} = T \), if \( T < \zeta \) and \( \overline{T} = \infty \) otherwise. For simplicity, we write \( \mathcal{L}_T \) for
Finally, for every \( x \in \mathcal{E} \), define \( m(x) = \sum_{k \geq 0} (k-1)q(x,k) \), \( m_1(x) = \sum_{k \geq 0} kq(x,k) \) and \( m_2(x) = \sum_{k \geq 0} k(k-1)q(x,k) \).

We are now going to present the spine decomposition technique, following \cite{38}. They assume that \( q(x,0) = 0 \), but this restriction is actually not necessary, as noted in \cite{38}. Given a tree \( t \), a spine of \( t \) is formally an element of the boundary of \( t \), i.e. it is a line of descent \( \xi = (\xi_0 = \emptyset, \xi_1, \xi_2, \ldots) \) from the tree, which is finite if and only if the last element is a leaf of the tree. We augment our space \( \Omega \) to the space \( \Omega^* \) by

\[
\Omega^* = \{ (\omega, \xi) : \omega \in \Omega, \ \xi \text{ is a spine of the tree underlying } \omega \}
\]

We are going to denote by \( \xi_t \) the individual \( u \in U \) that satisfies \( u \in \mathcal{N}(t) \) and \( u \in \xi \), if it exists, and \( \xi_t = \emptyset \) otherwise. Instead of writing \( X_{|_{\xi_t}}(t) \), we are going to write for short \( X_{\xi_t}(t) \).

We also note that the definition of stopping lines can be extended to \( \Omega^* \) by projection.

Now, for every \( x \in \mathcal{E} \), one can define a probability measure \( P_x^* \) on \( \Omega^* \) in the following way:
- Initially, \( X_\xi(0) = x \).
- The individuals on the spine move according to the strong Markov process \( X \) and die at the rate \( m_1(y)R(y) \), when at the point \( y \in \mathcal{E} \).
- When an individual on the spine dies at the point \( y \in \mathcal{E} \), it leaves \( k \) offspring at the point where it has died, with probability \((m_1(x))^{-1}kq(x,\cdot)\) (this is also called the size-biased distribution of \( q(x,\cdot) \)).
- Amongst those offspring, the next individual on the spine is chosen uniformly. This individual repeats the behaviour of its parent (started at the point \( y \)).
- The other offspring initiate independent branching Markov processes according to the law \( P_y \), independently of the spine.

This decomposition first appeared in \cite{26}. We now have

**Lemma 3.1** (Many-to-one). Let \( \mathcal{L} \) be a stopping line, such that \( P_x^* \)-almost surely, there exists \( t \geq 0 \), such that \( (\xi_t,t) \in \mathcal{L} \). Denote this time by \( T \). Let \( Y \) be a random variable of the form

\[
Y = \sum_{(u,t) \in \mathcal{L}} Y_u 1_{(u \in \xi_t)},
\]

where \( Y_u \) an \( \mathcal{F}_{|_{\mathcal{L}}} \)-measurable random variable for every \( u \in U \). Then

\[
E_x^T \left[ Y e^{\int_0^T R(X_\xi(t))m(X_\xi(t)) \, dt} \right] = E_x \left[ \sum_{(u,t) \in \mathcal{L}} Y_u \right]. \tag{3.2}
\]

Proofs of this result can be found for fixed time in \cite{48}, \cite{36} or \cite{38}. The proofs in \cite{36} and \cite{38} can be extended to stopping lines once the martingales that appear in the proof are still uniformly integrable when stopped at the stopping line \( \mathcal{L} \). Adapting the arguments of \cite{19} or \cite{38} to the continuous-time setting, one sees that this is true by the hypothesis we have placed on \( \mathcal{L} \). This hypothesis is also referred to as the stopping line \( \mathcal{L} \) being dissecting.

Often, we will use a simpler version of the Many-to-one lemma, which is the following

---

\# If \( R(x) \) is bounded from above, which will always be the case in this paper, this individual exists with probability one.

\# The size-biased distribution of the Dirac-mass at 0 is again the Dirac-mass at 0.
Lemma 3.2 (Simple Many-to-one). Let $T = T(X)$ be a stopping time for the strong Markov process $X$ which satisfies $P^x(T < \infty) = 1$ for every $x \in \mathcal{E}$. Let $f: \mathcal{E} \to [0, \infty)$ be measurable. Then we have
\begin{equation}
E^x\left[ \sum_{(u,t) \in \mathcal{L}_T} f(X_u(t)) \right] = E^x\left[ e^{\int_0^T H(X_t)m(X_t) \, dt} f(X_T) \right]
\end{equation}

The next lemma tells us about second moments of sums of the previous type. To state it, we define for a stopping time $T$ for $X$, the density kernel of the branching Markov process before $\mathcal{L}_T$, by
\begin{equation}
p_T(x,dy,t) = E^x\left[ \sum_{u \in \mathcal{M}(t)} 1(X_u(t) \in dy, t \leq T(X_u)) \right].
\end{equation}

Lemma 3.3. Let $H$ be the hitting time functional of a closed set $F \subset \mathcal{E}$ on $D(\mathcal{E})$ which satisfies $P^x(H < \infty) = 1$ for every $x \in \mathcal{E}$. Let $f: \mathcal{E} \to [0, \infty)$ be measurable. Then we have
\begin{equation}
E^x\left[ \left( \sum_{(u,t) \in \mathcal{L}_H} f(X_u(t)) \right)^2 \right] = E^x\left[ \sum_{(u,t) \in \mathcal{L}_H} (f(X_u(t)))^2 \right] + \int_0^\infty \int_{\mathcal{E}} p_H(x,dy,t) R(y)m_2(y) \left( E^y\left[ \sum_{(v,s) \in \mathcal{L}_H, v \neq u} f(X_v(s)) \right] \right)^2 \right) \, dt
\end{equation}

This lemma can be proven using the Many-to-few lemma from [38] (which is valid for stopping lines as well by the same argument as the one above) or with Lemma 3.1 by noting that
\begin{equation}
\left( \sum_{(u,t) \in \mathcal{L}_H} f(X_u(t)) \right)^2 = \sum_{(u,t) \in \mathcal{L}_H} (f(X_u(t)))^2 + \sum_{(u,t) \in \mathcal{L}_H} \left( f(X_u(t)) \sum_{(v,s) \in \mathcal{L}_H, v \neq u} f(X_v(s)) \right).
\end{equation}

For an intuitive explanation of the terms appearing in (3.4), see the proof of Proposition 18 in [10].

Taking for $X$ the space-time process $(Y_t, t \geq 0)$ of a possibly non-homogeneous strong Markov process $(Y_t, t \geq 0)$ with paths in $D(\mathcal{E})$ and the closed set $F = \mathcal{E} \times \{t\}$, for some $t \geq 0$, we obtain the following useful corollary, which appeared already in [62] and [66] in the homogeneous case.

Lemma 3.4. Let $f: \mathcal{E} \times \mathbb{R}_+ \to [0, \infty)$ be measurable and let $t \geq 0$. Then we have
\begin{equation}
E^{(x,0)}\left[ \left( \sum_{u \in \mathcal{M}(t)} f(Y_u(t),t) \right)^2 \right] = E^{(x,0)}\left[ \sum_{u \in \mathcal{M}(t)} (f(Y_u(t),t))^2 \right] + \int_0^t \int_{\mathcal{E}} p(x,dy,t) R(y,t)m_2(y,t) \left( E^{(y,s)}\left[ \sum_{u \in \mathcal{M}(t)} f(Y_u(t),t) \right] \right)^2 \, ds
\end{equation}

3.4 Doob transforms

As in the previous subsection, we assume for simplicity that the strong Markov process $\mathcal{X}$ admits a representation as a conservative strong Markov process $X$ with paths in $D(\mathcal{E})$, which is killed at a rate $R(x)$, where $R: \mathcal{E} \to [0, \infty)$ is measurable. Let $H$ be the hitting time
functional of a closed set \( F \subset \mathcal{E} \) on \( D(\mathcal{E}) \). Furthermore, let \( h : F \to [0, 1] \) be a measurable function. We can then extend the function \( h(x) \) to \( \mathcal{E} \) by setting

\[
h(x) = \mathbb{E}^x \left[ \prod_{(u,t) \in \mathcal{X}_H} h(X_u(t)) \right].
\]

We are going to assume that \( h(x) > 0 \) for all \( x \in \mathcal{E} \setminus F \). Then for all such \( x \) we can define a law \( \mathbb{P}_h^x \) on \( \Omega \) by

\[
\mathbb{P}_h^x(d\omega) = (h(x))^{-1} \prod_{(u,t) \in \mathcal{X}_H} h(X_u(t)) \times \mathbb{P}^x(d\omega),
\]

where the multiplication is in the sense of a Radon–Nikodym derivative. Now define

\[
Q(x) = \sum_{k \geq 0} q(x)h(x)^{k-1}, \quad \text{and} \quad q_h(x, k) = \frac{q(x)h(x)^{k-1}}{Q(x)}.
\]

By (3.1), we now have (dropping the symbol \( \mathcal{G} \) for better reading and setting \( H = H(X_{\mathcal{G}}) \))

\[
h(x)\mathbb{P}_h^x(d\omega) = \mathbb{P}^x(dX) \left( 1_{(H < \zeta)}h(X(H))q(X(H), k) \prod_{i=1}^k \mathbb{P}^{X(H)}(d\omega^{(i)})
\]

\[
+ 1_{(\zeta < H)}q(X(\zeta), k) \prod_{i=1}^k \mathbb{P}^{X(\zeta)}(d\omega^{(i)}) \prod_{(u,t) \in \mathcal{X}_H(\omega^{(1)})} h(X_u(t)) \right).
\]

If we denote by \( X^H \) the process \( X \) stopped at \( H \), and the law of \( X^H \) under \( \mathbb{P}^x \) by \( (\mathbb{P}^x)^H \), then the last equation and the strong Markov property give

\[
h(x)\mathbb{P}_h^x(d\omega) = (\mathbb{P}^x)^H(dX^H) \left( 1_{(H < \zeta)}h(X(H)) + 1_{(\zeta < H)}h(X(\zeta))Q(X(\zeta)) \right)
\]

\[
\times \left( 1_{(H < \zeta)}\mathbb{P}^{X(H)}(d\omega^{(H)}) + 1_{(\zeta < H)}q_h(X(\zeta), k) \prod_{i=1}^k \mathbb{P}_h^{X(\zeta)}(d\omega^{(i)}) \right).
\]

In particular, integrating over \( k, \omega^{(i)}, i = 1, 2, \ldots \), and \( X_{\mathcal{G}}(t) \) for \( t \in [H, \zeta) \), we get that

\[
h(x) = (\mathbb{E}^x)^H \left( 1_{(H < \zeta)}h(X(H)) + 1_{(\zeta < H)}h(X(\zeta))Q(X(\zeta)) \right).
\]

We can therefore define a law \( \mathbb{P}_h^x \) on the paths in \( D(\mathcal{E}) \) stopped at \( H \) by

\[
\mathbb{P}_h^x(dX) = (h(x))^{-1} \left( 1_{(H(X) < \zeta)}h(X(H)) + 1_{(\zeta < H(X))}h(X(\zeta))Q(X(\zeta)) \right) \times (\mathbb{P}^x)^H(dX),
\]

where the multiplication is again in the sense of a Radon–Nikodym derivative. Then (3.6) yields the following decomposition of the law \( \mathbb{P}_h^x \):

- As long as a particle has not hit the set \( F \) yet, it moves according to the law \( \mathbb{P}_h^x \), and, when it gets killed at the point \( y \), spawns \( k \) offspring according to the law \( q_h(y, \cdot) \), which initiate independent branching Markov processes according to the law \( \mathbb{P}_h^y \).
- When a particle hits the set \( F \) at the point \( y \), it continues as a branching Markov process according to the law \( \mathbb{P}_h^y \).
If \( R(x) \equiv R \), one gets a simpler characterization of the law \( P^x_h \): In this case, \( h(x) \) is a harmonic function for the law of the stopped process \( X^H \) under \( P^x \), whence we can define the Doob transform
\[
P^x_h(dX) = (h(x))^{-1}(1_{(H=\infty)} + 1_{(H<\infty)}h(X(H)))P^x(dX^H).
\]
Then the law \( P^x_h \) is obtained from the law \( P^x \) by killing the process at the time-dependent rate \( RQ(x)1_{(t<H)} \).

4 Branching Brownian motion with absorption at a critical line

From this section on, \( q(k) \) will denote a law on \( \{0,1,2,\ldots\} \). We define \( m = \sum_k (k-1)q(k) \) and \( m_2 = \sum_k k(k-1)q(k) \) and suppose that \( m > 0 \) and \( m_2 < \infty \). We let \( \sigma > 0 \) and define \( c_0 = \sigma \sqrt{2m} \). In this section we are studying the branching Markov process where, starting with a single particle at the origin, particles move according to Brownian motion with variance \( \sigma^2 > 0 \) and drift \(-c_0\) and branch at rate 1 into \( k \) particles according to the reproduction law \( q(k) \). At the point \(-x\), we add an absorbing barrier to the process, i.e. particles hitting this barrier are instantly killed. Formally, we are considering the process up to the stopping line \( \mathcal{L}_{H-y} \), where \( H-y \) is the hitting time functional of the point \(-y\). It is well-known since Kesten \[14\] that this process gets extinct almost surely. As a consequence, the number of particles absorbed at the barrier, i.e. the random variable
\[
Z_y = \#\mathcal{L}_{H-y},
\]
is almost surely finite. By the strong branching property and the translational invariance of Brownian motion, one sees that the process \((Z_y)_{y \geq 0}\) is a continuous-time Galton–Watson process, a fact which was first noticed by Neveu \[59\] (see \[7\], Chapter III or \[39\], Chapter V for an introduction to continuous-time Galton–Watson processes). Neveu also stated that the infinitesimal generating function \( u(s) \) of this process has the representation \( u = \psi' \circ \psi^{-1} \), where \( \psi \) is a so-called traveling wave of the FKPP (Fisher–Kolmogorov–Petrovskii–Piskounov) equation: Write \( f(s) = \sum_k s^k q(k) \). Then \( \psi \) is a solution of the equation
\[
\frac{\sigma^2}{2}\psi'' - c_0 \psi' = \psi - f \circ \psi, \tag{4.1}
\]
with \( \psi(-\infty) = 1 \) and \( \psi(+\infty) \) is the extinction probability of the process, i.e. the smaller root of \( f(s) = s \). For a proof of these results, see \[54\], Section 3.

In the same paper \[59\], Neveu introduced his multiplicative martingales, which he used to derive the Seneta-Heyde norming for the martingale \( e^{-c_0y}Z_y \). He proved that in the case of binary branching, one has
\[
W_y := c_0 ye^{-c_0y} Z_y \to W, \tag{4.2}
\]
as \( y \to \infty \), where \( W > 0 \) almost surely. His proof relied on a known asymptotic for the traveling wave \( \psi \), namely that
\[
1 - \psi(-x) \sim Kxe^{-c_0x}, \quad \text{as } x \to \infty, \tag{4.3}
\]
for some constant \( K > 0 \). It was recently shown \[67\] that this asymptotic is true if and only if \( E[L \log^2 L] < \infty \) and the proof of \[112\] works in this case as well. We also still have in this case, for every \( x \in \mathbb{R} \),
\[
E[e^{-c_0xW}] = \psi(x), \tag{4.4}
\]
a fact which was already proven by Neveu [59] for dyadic branching.

In [10], further properties of the limit $W$ have been established under the hypothesis of dyadic branching, namely

$$ P(W > x) \sim \frac{1}{x}, \text{ as } x \to \infty, \quad (4.5) $$

and

$$ E[W 1_{(W \leq x)}] - \log x \to c_0, \text{ as } x \to \infty, \quad (4.6) $$

for some constant $c_0 \in \mathbb{R}$. Equation (4.5) has been proven in Propositions 27 and 40 of [10], and (4.6) appears in the proof of Proposition 39 of the same paper. Their arguments were very ingenious but indirect and although they could be extended to general reproduction laws with finite variance, we will reprove them here directly under (probably) minimal assumptions, based on methods of [54]. The main result in this section is

**Proposition 4.1.** If $E[L \log^2 L] < \infty$, then (4.5) holds. If $E[L \log^3 L] < \infty$, then (4.6) holds.

See also [24] for a proof of (4.5) in the case of branching random walk. Before proving this result in the next subsection, we state a lemma which is immediate from (4.2) and the fact that $Z_x$ is almost surely finite (see also Corollary 25 in [10]):

**Lemma 4.2.** Suppose $E[L \log^2 L] < \infty$. For any $\eta > 0$, there exist $y$ and $\zeta$, such that

$$ y \geq \eta^{-1} \quad \text{and} \quad P(|W_y - W| > \eta) + P(\mathcal{Z}_{H_{y,\eta}} \ni U \times [0, \zeta]) \leq \eta. $$

### 4.1 Proof of Proposition 4.1

Rescaling space by $c_0^{-1}$, we can always come down to the case $c_0 = 1$, which we will assume to hold for the rest of the proof. Define $\chi(\lambda) = E[e^{-\lambda W}]$. Our first result is:

**Lemma 4.3.** Suppose that $E[L \log^2 L] < \infty$. Then,

$$ \chi''(\lambda) \sim \frac{1}{\lambda}, \quad (4.7) $$

as $\lambda \to 0$. If furthermore $E[L \log^3 L] < \infty$, then

$$ \chi''(\lambda) = \frac{1}{\lambda} - r(\lambda), \quad (4.8) $$

where $r(\lambda) \geq 0$ and $\int_0^1 r(\lambda) \, d\lambda < \infty$.

**Proof.** Define $\phi(x) = 1 - \psi(-x)$, such that $u(s) = \phi'(\phi^{-1}(s))$. By (4.1), we have

$$ \frac{1}{2} \phi''(x) + \phi'(x) = f(1 - \phi(x)) - (1 - \phi(x)). \quad (4.9) $$

Then by (4.3), we have

$$ \phi(x) \sim Kxe^{-x}, \quad \text{as } x \to \infty. \quad (4.10) $$

Setting $g(s) = 2[f(1 - s) - 1 + f'(1)s] \geq 0$ and $\rho = \phi + \phi'$, we get from (4.9),

$$ \rho'(x) = -\rho(x) + g(\phi(x)). \quad (4.11) $$
As in the proof of Theorem 1.1 in [54], we will study the function $\rho$ through the integral equation corresponding to (4.11), namely

$$
\rho(x) = e^{-x} \left( \rho(0) + \int_0^x e^y g(\phi(y)) \, dy \right) = e^{-x} \left( \rho(0) + \int_{\phi(x)}^{\phi(0)} \frac{e^{\phi^{-1}(s)} g(s)}{-u(s)} \, ds \right). \tag{4.12}
$$

Now, by Theorem B of [13] (see also Theorem 8.1.8 in [14]) we have for every $d \geq 0$,

$$
\int_0^1 \log \frac{d}{s} g(s) \, ds < \infty \iff \int_0^1 \log \frac{d}{s} g'(s) \, ds < \infty \iff E[L \log^{1+d} L] < \infty. \tag{4.13}
$$

Furthermore, by Proposition 3.2 in [54], we have $-u(s) \sim s$, as $s \to 0$, and by (4.11), we have $e^{\phi^{-1}(s)} \sim (\log 1/s)/s$, as $s \to 0$. Under the hypothesis $E[L \log^2 L] < \infty$, we therefore have

$$
\int_0^{\phi(0)} \frac{e^{\phi^{-1}(s)} g(s)}{-u(s)} \, ds < \infty,
$$

whence, by (4.12),

$$
\rho(x) \sim K e^{-x}, \quad \text{as } x \to \infty, \tag{4.14}
$$

where the constant $K$ is actually the same as the one in (4.11), see the proof of Theorem 1.1 in [54]. Now, from (4.11), we get $\chi(\lambda) = 1 - \phi(-\log \lambda)$, whence, by (4.11) and (4.12),

$$
\chi''(\lambda) = -\frac{1}{\lambda^2} \rho'(-\log \lambda) = \frac{K}{\lambda} + \frac{1}{\lambda^2} \left( -\lambda \int_{-\log \lambda}^{\infty} e^y g(\phi(y)) \, dy - g(\phi(-\log \lambda)) \right) = \frac{K}{\lambda} + \frac{1}{\lambda} \left( \int_{-\log \lambda}^{\infty} e^y \phi'(y) g'(\phi(y)) \, dy \right), \tag{4.15}
$$

where the last equation follows from integration by parts. This proves (4.17), with the constant $K$ instead of 1, since the last integral vanishes as $\lambda \to 0$. Now, setting

$$
r(\lambda) = -\frac{1}{\lambda} \left( \int_{-\log \lambda}^{\infty} e^y \phi'(y) g'(\phi(y)) \, dy \right),
$$

we first remark that $r(\lambda) \geq 0$, since the integrand is negative for $y \in \mathbb{R}$. By the Fubini–Tonelli theorem, we then have

$$
\int_0^1 r(\lambda) \, d\lambda = \int_0^1 \left[ \int_{-\log \lambda}^{\infty} e^y \phi'(y) g'(\phi(y)) \, dy \right] \, d\lambda = \int_{-\log \lambda}^{\infty} -ye^y \phi'(y) g'(\phi(y)) \, dy = \int_0^{\phi(0)} e^{\phi^{-1}(y)} \phi^{-1}(y) g'(y) \, dy,
$$

which is finite if and only if $E[L \log^3 L] < \infty$, by (4.13) and the fact that $e^{\phi^{-1}(y)} \phi^{-1}(y) \sim (\log^2 1/s)/s$. This proves (4.8), again with the constant $K$ instead of 1.

The previous arguments worked for every traveling wave $\psi$. In order to show that that the constant $K$ is equal to 1 in our case, we use Neveu’s multiplicative martingale (see also
We know \((1 - \phi(x + y))Z_y\) is a martingale for every \(x \in \mathbb{R}\), bounded by 1. By (4.2) and (4.10), we get by dominated convergence, for every \(x \in \mathbb{R}\),

\[
\chi(Ke^x) = \lim_{y \to x} E[e^{-Kye^{x-y}Z_y}] = \lim_{y \to x} E[(1 - \phi(y - x))Z_y] = 1 - \phi(-x) = \chi(e^x).
\]

This yields \(K = 1\).

Remark 4.4. Choosing arbitrary initial points \(x_0, x_1 \in \mathbb{R}\) instead of 0 in (4.12), one sees that

\[
e^{x_0} \rho(x_0) + \int_{x_0}^{x_1} e^y g(\phi(y)) dy = e^{x_1} \rho(x_1) + \int_{x_1}^{\infty} e^y g(\phi(y)) dy.
\]

In particular, since \(\rho\) is bounded, letting \(x_0 \to -\infty\) and \(x_1 \to +\infty\) yields

\[
\int_{-\infty}^{\infty} e^y g(\phi(y)) dy = 1.
\]

One could hope (see the proof of Proposition 4.1 below) that this helps in determining the constant \(\Gamma\), but apparently this does not seem to be the case.

Proof of Proposition 4.1 We define the function

\[
V_n(x) = \int_0^x x^n P(W \in dx) = E[W^n 1_{(W \leq x)}],
\]

such that with \(\chi^{(n)}\) denoting the \(n\)-th derivative of \(\chi\), we have for \(\lambda > 0\),

\[
\chi^{(n)}(\lambda) = (-1)^n \int_0^{\infty} e^{-\lambda x} dV_n(x).
\]

If \(E[L \log^2 L] < \infty\), Proposition 4.1 and Karamata’s Tauberian theorem ([33], Theorem XIII.5.2 or [14], Theorem 1.7.1) now yields

\[
V_2(x) \sim x, \quad \text{as } x \to \infty.
\] (4.16)

By an integration by parts argument (see also [33], Theorem VIII.9.2 or [14], Theorem 8.1.2), we get (4.15). Now suppose that \(E[L \log^3 L] < \infty\). By Lemma 4.3 we have \(\chi'(\lambda) - \log \lambda \to c \in \mathbb{R}\), as \(\lambda \to 0\). By Theorem 3.9.1 from [14] (with \(\ell(x) \equiv 1\)), this yields

\[
V_1(x) - \log x \to \gamma - c, \quad \text{as } x \to \infty,
\]

where \(\gamma\) is the Euler–Mascheroni constant. This is exactly (4.6).

5 Branching Brownian motion in an interval

In this section we study branching Brownian motion killed upon exiting an interval. Most ideas in this section (except for Section 5.4) stem from Sections 2 and 3 of [10] and for completeness, we will reprove some of their results with streamlined proofs. However, we will also extend their results to the case of Brownian motion with variable drift.
5.1 Notation

During the rest of the paper, the symbol $C$ stands for a positive constant, which may only depend on the reproduction law $q$, except in Section 7, where it may also depend on some other constants which will be specified. Its value may change from line to line. If a subscript is present, then this subscript is the number of the equation where this constant appears for the first time (example: $C_{5.23}$). In this case, this constant is fixed after its value has been chosen in the corresponding equation. If $X$ is any mathematical expression, then the symbol $O_p(X)$ stands for a term whose absolute value is bounded by $C|X|$. Recall the definition of $q(k)$, $m$ and $m_2$ from Section 4 and the hypotheses on $m$ and $m_2$. From this section on, we further define $c_0 = \sqrt{2m}$. Furthermore, in this section, we let $a \geq \pi/c_0$ and set

$$\mu = \sqrt{2m - \frac{\pi^2}{a^2}}$$

From (5.1), one easily gets the basic estimate

$$0 \leq c_0 - \mu \leq \frac{\pi^2}{2\mu a^2}.$$

We then denote by $P^x$ the law of the branching Markov process where, starting with a single particle at the point $x \in \mathbb{R}$, particles move according to Brownian motion with variance 1 and drift $-\mu$ and branch at rate 1 into $k$ particles according to the reproduction law $q(k)$. Expectation with respect to $P^x$ is denoted by $E^x$. On the space of continuous functions from $\mathbb{R}$ to $\mathbb{R}$, we define $H_0$ and $H_a$ to be the hitting time functionals of 0 and $a$. We further set $H = H_0 \wedge H_a$. Then note that the density kernel of the branching Brownian motion below $L_H$, as defined in (3.3), has a density with respect to Lebesgue measure given for $t > 0$ and $x, y \in (0, a)$ by

$$p_t(x, y) = e^{\mu(x-y) + \frac{a^2}{2\mu} t} p^\mu_t(x, y),$$

where $p^\mu_t$ was defined in (2.4).

Now, let $f \in C^2(\mathbb{R}_{\geq 0}, \mathbb{R}_{\geq 0})$ be non-decreasing, with $f(0) = 0$. Such a function will be called a barrier function. We set

$$||f|| = \max\{|f|_x, |f'|_x, |f''|_x, |f'''|_x, \ldots, |f^n|_x\}. \quad (5.4)$$

Now define

$$\mu_t = \mu + \frac{d}{dt} f(t/a^2) = \mu + \frac{1}{a^2} f'(t/a^2), \quad (5.5)$$

such that $\mu_0 = \mu$ and $\mu_t \geq \mu$ for all $t \geq 0$. We denote by $P^f_t$ the law of the branching Brownian motion described above, but with infinitesimal drift $-\mu_t$. Expectation with respect to $P^f_t$ is denoted by $E^f_t$ and the density of the process is denoted by $p^f_t(x, y)$.

The above definitions can be extended to arbitrary initial configurations of particles distributed according to a counting measure $\nu$ on $(0, a)$. In this case the superscript $x$ is replaced by $\nu$ or simply omitted if $\nu$ is known from the context.

5.2 The processes $Z_t$ and $Y_t$

Recall from Section 3 that the set of particles alive at time $t$ is denoted by $\mathcal{N}(t)$. We define

$$\mathcal{N}_{0,a}(t) = \{u \in \mathcal{N}(t) : H(X_u) > t\},$$

...
where $H$ was defined in the previous subsection. Now set $w(x) = ae^{x-a} \sin(\pi x/a)$ and define

$$Z_t = \sum_{w \in A_{0,a}(t)} w(X_a(t)) \quad \text{and} \quad Y_t = \sum_{w \in A_{0,a}(t)} e^{x(X_a(t)-a)}.$$ 

Then $Z_t$ is a martingale under $P^x$, since $e^{nt}w(B_t)$ is a martingale for a Brownian motion with drift $-\mu$ killed at 0 and $a$, which is easily seen by Itô’s formula, for example. Furthermore, it is easy to see as well that $Z_t$ is a supermartingale under $P^x$.

The following lemma relates the density of BBM with variable drift to BBM with fixed drift:

**Lemma 5.1.**

$$p^f_t(x,y) = p_t(x,y)e^{-\alpha f(t/a^2)+\text{Err}},$$

where $|\text{Err}| \leq ||f||\left(\frac{1}{a} + \frac{1}{a^3} + \frac{\pi^2}{2\mu a^2}\right)$.

**Proof.** By the Many-to-one lemma and Girsanov’s theorem, we have

$$p^f_t(x,y) = e^{nt}W^x_{\mu_t} (B_t \in dy, H > t)$$

$$= \exp\left(mt - \int_0^t \frac{\mu_s^2 - \mu^2}{2} dt\right) W^x_\mu \left(\exp\left(-\int_0^t \mu_s - \mu dB_s\right), B_t \in dy, H > t\right).$$

By integration by parts, we have

$$\int_0^t \mu_s dB_s = \mu_t B_t - \mu B_0 - \int_0^t B_s d\mu_s.$$ (5.7)

Since $B_t \in (0,a)$ for all $t \geq 0$, we have

$$\left|\int_0^t B_s d\mu_s\right| \leq \int_0^t \left|B_s \frac{f''(s/a^2)}{a^4}\right| ds \leq ||f''||_\infty t \frac{t}{a^3}.$$ (5.8)

Furthermore,

$$\frac{\mu_s^2}{2} = \frac{\mu^2}{2} + \frac{\mu}{a^2}f'(t/a^2) + \frac{f'(t/a^2)^2}{2a^4},$$

such that

$$\left|\int_0^t \frac{\mu_s^2}{2} ds - \frac{\mu^2}{2} - \mu f(t/a^2)\right| \leq ||f'||_\infty^2 t \frac{t}{2a^4}.$$ (5.9)

Finally,

$$\left|\mu_t B_t - \mu B_1\right| = \left|\frac{1}{a^2}f'(t/a^2)B_t\right| \leq ||f'||_\infty \frac{t}{a}.$$ (5.10)

Equations (5.3), (5.6), (5.7), (5.8), (5.9) and (5.10) now give

$$p^f_t(x,y) = p_t(x,y)e^{-\mu f(t/a^2)+\text{Err}},$$

and the lemma now follows from (5.2).
Proposition 5.2. Under any initial configuration of particles, for every $t \geq 0$, we have
\[ E_f[Z_t] = Z_0e^{-c_0f(t/a^2)+\text{Err}}, \]  
(5.11)
and if in addition $\mu \geq c_0/2$, then
\[ \text{Var}_f(Z_t) \leq Ce^{3\text{Err}}\left(\frac{t}{a^2}Z_0 + Y_0\right). \]  
(5.12)
Furthermore, we have for every $t \geq 0$ (without hypothesis on $\mu$),
\[ E_f[Y_t] \leq Ce^{\text{Err}}Y_0. \]  
(5.13)
and for $t \geq a^2$,
\[ E_f[Y_t] \leq Ce^{\text{Err}}\frac{Z_0}{a}. \]  
(5.14)
Here, $\text{Err}$ has the same meaning as in Lemma 5.1.

Proof. Equation (5.11) follows from Lemma 5.1 and the fact that $Z_t$ is a martingale under $P^x$. In order to show (5.13) and (5.14), it suffices by Lemma 5.1 to consider the case without variable drift. We first suppose that $t \geq a^2$. By (5.13) and (2.8), we get
\[ E^x[Y_t] \leq e^{\mu(x-a)}\int_0^a e^{\frac{t}{a^2}}p_t(x,y)\,dy \leq Ce^{\mu(x-a)}\sin(\pi x/a)\int_0^a \frac{2}{a}\sin(\pi y/a)\,dy. \]
The last integral is independent of $a$. Summing over $x$ yields (5.13) as well as (5.14) in the case $t \geq a^2$. Now, if $t < a^2$, by the Many-to-one lemma and Girsanov’s theorem, we have
\[ E^x[Y_t] = e^{tW^x-\mu}\left[e^{\mu(X_t-a)}\cdot H_0 \land H_a < t\right] = e^{\pi^2t/(2a^2)W^x[H_0 \land H_a < t]}e^{\mu(x-a)}. \]
Summing over $x$ yields (5.13).
Throughout the proof of (5.12), we use a constant $C$, which depends only on the reproduction law $q(k)$ and which may change from line to line. By Lemma 3.3
\[ E^x[Z_t^2] = E^x\left[\sum_{u \in A_{0,a}(t)} w(X_u(t))^2\right] + 2m_2 \int_0^t \int_0^t p^f_s(x,y)(E^{y}_{f(s)}[Z_{t-s}])^2\,ds\,dy. \]  
(5.15)
By Lemma 5.1 and the fact that $Z_t$ is a martingale with respect to the law $P^x$, (5.15) yields
\[ E^x[Z_t^2] \leq Ce^{3\text{Err}}\left(E^x\left[\sum_{u \in A_{0,a}(t)} w(X_u(t))^2\right] + \int_0^t \int_0^t p_s(x,y)w(y)^2\,ds\,dy\right). \]  
(5.16)
Now we have for $x \in (0,a)$,
\[ w(x)^2 = (a\sin(\pi x/a)e^{-\mu(a-x)})^2 \leq \pi^2(a-x)^2e^{-2\mu(a-x)} \leq Ce^{\mu(x-a)}, \]
because $\mu \geq c_0/2$ by hypothesis. This yields
\[ S_1 := E^x\left[\sum_{u \in A_{0,a}(t)} w(X_u(t))^2\right] \leq CE^x[Y_t] \leq Ce^{\mu(x-a)}, \]  
(5.17)
by (5.13). Now, by (5.3) and (2.13), we have
\[
S_2 := \int_0^a \int_0^t p_s(x, y)w(y)^2 \, ds \, dy = ae^{\mu(x-a)} \int_0^a ae^{\mu(y-a)} \sin^2(\pi y/a)J^a(x, y, t) \, dy.
\]
Lemma 2.1 now gives
\[
S_2 \leq Cae^{\mu(x-a)} \int_0^a e^{-\mu y} \sin^2(\pi x/a) \left( t \sin(\pi x/a) \sin(\pi y/a) + ay \right) \, dy
\leq Cae^{\mu(x-a)} \left( \sin(\pi x/a)^2 \frac{t}{a^3} + \frac{1}{a} \right) \int_0^\infty e^{-\mu y^3} \, dy,
\]
the last line following again from the change of variables $y \to a-y$ and the inequality $\sin x \leq x$.

Using again the fact that $\mu \geq c_0/2$, equations (5.16), (5.17) and (5.18) now imply
\[
\mathbf{E}_f[Z_t^2] \leq C e^{3\text{Err}} \left( \frac{t}{a^3} w(x) + e^{\mu(x-a)} \right),
\]
If we write the positions of the initial particles as $x_1, \ldots, x_n$, then by the independence of their contributions to $Z_t$ and by (5.19),
\[
\text{Var}_f(Z_t) = \sum_i \text{Var}_f^i(Z_t) \leq \sum_i \mathbf{E}_f^i[Z_t^2] \leq e^{3\text{Err}} \sum_i \mathbf{E}_f^i[Z_t^2] \leq C e^{3\text{Err}} \left( \frac{t}{a^3} Z_0 + Y_0 \right),
\]
by (5.19). This proves (5.12).

5.3 The particles hitting the right border

In this section we recall some formulas from [10] about the number of particles hitting the right border of the interval. We reprove these formulas here for completeness and because Lemma 2.1 makes their proofs straightforward. For most formulae we will assume that $f \equiv 0$, i.e. that we are working under the measure $\mathbf{P}$. Only Lemma 5.6 contains an upper bound on the expected number of particles for general $f$, which will be useful in Section 7.

For a measurable subset $S \subset \mathbb{R}$, define $R_S$ to be the number of particles killed at the right border during the (time) interval $S$, i.e.
\[
R_S = \# \{ (u, t) : u \in \mathcal{N}(t) \text{ and } H_0(X_u) > H_0(X_u) = t \in S \}.
\]
The following lemma gives exact formulae of the expectation and the second moment of $R_S$.

**Lemma 5.3.** For every $x \in (0, a)$, we have
\[
\mathbf{E}_f^x[R_S] = e^{\mu(x-a)} I^a(x, S),
\]
(5.21)
\[
\mathbf{E}_f^x[R_S^2] = \mathbf{E}_f^x[R_S] + m_2 e^{\mu(x-a)} \int_0^a dy e^{\mu(y-a)} \int_0^\infty dt e^{2x^2t} p_t^a(x, y) I^a(y, S-t)^2
\]
(5.22)

We will first prove a more general result, which will be needed in Section 6.4.

**Lemma 5.4.** For every $x \in (0, a)$ and any measurable function $f : \mathbb{R}_+ \to \mathbb{R}_+$, we have
\[
\mathbf{E}_f^x \left[ \sum_{(u, t) \in \mathcal{N}_t} f(t) \mathbf{1}_{(X_u(t) = a)} \right] = e^{\mu(x-a)} \int_0^t f(s) I^a(x, ds).
\]
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Proof. Recall that $H_0$ and $H_a$ denote the hitting time functionals of 0 and $a$ and $H = H_0 \land H_a$. Then note that $W^Z_{-\mu}(H < \infty) = 1$ for all $x \in [0, a]$. We then have

$$\mathbb{E}^x \left[ \sum_{(u,t) \in \mathcal{L}_H} f(t) 1_{(X_u(t)=a)} \right] = W^Z_{-\mu} \left[ e^{\mu H} f(H_a) 1_{(H_0 > H_a \leq t)} \right]$$

by Lemma 5.2,

$$= e^{\mu(x-a)} W^Z_0 \left[ e^{\frac{\mu}{2z^2} H_a} f(H_a) 1_{(H_0 > H_a \leq t)} \right]$$

by Girsanov’s transform,

$$= e^{\mu(x-a)} \int^t_0 f(s) I^a(x, ds)$$

by (2.12).

\]

Proof of Lemma 5.5. Equation (5.21) follows from Lemma 5.3 and (2.14) by taking $f = 1_S$. Equation (5.22) follows from Lemma 3.3 and (5.21).

Lemma 5.5. For any initial configuration $\nu$, and any $0 \leq s \leq t$, we have

$$|\mathbf{E}^\nu R^2_{[s,t]} - \frac{\pi(t-s)}{a^3} Z_0| \leq C \left( Y_0 \wedge E_{s/a^2}(1 \wedge (t-s)/a^3) Z_0 \right),$$

(5.23)

where $E_s$ is defined in (2.7). Furthermore, if $\mu \geq c_0/2$ and $0 \leq t \leq a^3$, then for each $x \in (0, a)$,

$$\mathbb{E}^x R^2_t \leq C \left( \frac{t}{a^3} \nu(x) + e^{\mu(x-a)} \right),$$

(5.24)

Proof. We have $\mathbf{E}^\nu R^2_t = \int \nu(dx) \mathbb{E}^x R^2_t$, such that (5.23) follows from (5.21) and Lemma 2.1. For the second moment, we have by (5.22),

$$\mathbb{E}^x \left[ R^2_t - R^2_s \right] = m_2 e^{\mu(x-a)} \int^a_0 dy e^{\mu(y-a)} \int^t_0 ds e^{\frac{\mu}{2z^2} t} p_s^n(x, y) I^n(y, t-s)^2$$

$$\leq m_2 e^{\mu(x-a)} \int^a_0 dy e^{\mu(y-a)} I^n(y, t)^2 J^n(x, y, t)$$

$$\leq C e^{\mu(x-a)} \int^a_0 dy e^{\mu(y-a)} \frac{(t/a^2 \sin(\pi y/a) + 1)^2}{(at/a^2 \sin(\pi x/a) \sin(\pi y/a) + a^{-1}(x \wedge y)(a - (x \vee y)))}$$

Performing the change of variables $y \mapsto a - y$ in the integral and making use of the inequalities $a^{-1}(x \wedge y)(a - (x \vee y)) \leq a - y$ and $\sin x \leq x$, we get

$$\mathbb{E}^x \left[ R^2_t - R^2_s \right] \leq O(1) e^{\mu(x-a)} \left( \sin(\pi x/a)t/a^2 + 1 \right) \int_0^\infty dy e^{-\mu y} (y + y^2 t/a^3 + y^3 t^2/a^6)$$

$$\leq C e^{\mu(x-a)} \left( \sin(\pi x/a)t/a^2 + 1 \right) (1 + t^2/a^6),$$

for some constant $C$, which does not depend on $\mu$ by the hypothesis $\mu \geq c_0/2$. Using the hypothesis $t \leq a^3$ and (5.23) yields (5.24).

Lemma 5.6. Let $f$ be a function as in Section 5.4. Then for every $x \in (0, a)$, we have

$$\mathbb{E}_f^x [R_S] \leq \mathbb{E}^x [R_S].$$
Proof. As in the proof of Lemma 5.3, we have

\[
E_x^\pi[R_S] = \mathbb{E}_{-\mu}^x \left[ e^{mH_a} \mathbf{1}_{(H_0 > H_a \in S)} \right] = \mathbb{E}_0^x \left[ e^{-\int_0^{H_a} \mu_t \, dB_t - \int_0^{H_a} \mu_t^2/2 \, dt + mH_a} \mathbf{1}_{(H_0 > H_a \in S)} \right],
\]

by Girsanov’s theorem. Now, we have by (5.7), on the event \( \{H_0 > H_a\} \),

\[
\int_0^{H_a} \mu_t \, dB_t = \mu(a - x) + a(\mu_{H_a} - \mu) - \int_0^{H_a} B_t \, d\mu_t \geq \mu(a - x),
\]

since \( B_t \in [0, a] \) for \( t \in [0, H_a] \). This gives

\[
E_x^\pi[R_S] \leq e^{\mu(x-a)} W_0^x \left[ e^{(m-\mu^2/2)H_a} \mathbf{1}_{(H_0 > H_a \in S)} \right] = E_x^\pi[R_S],
\]

by the proof of Lemma 5.3.

We finish this section with a lemma which links BBM with absorption at a critical line to our BBM with selection model.

Lemma 5.7. Let \( \zeta \geq 1, y \geq 1, \mu \geq c_0/2 \) and \( f \) be a barrier function (defined in Section 5.1). Suppose that \( \sqrt{a} \geq y + \zeta \) and \( ||f|| \leq \sqrt{a} \). Let \( (x_i, t_i)_{i=1}^N \) be a collection of space-time points with

\[
x_i = a - y + (c_0 - \mu) t_i - f(s/a^2), \quad i = 1, \ldots, N,
\]

and \( t_i \leq \zeta \) for all \( i \). Define \( Z = \sum_i w(x_i), Y = \sum_i e^{\mu(x_i-a)} \) and \( W_y = c_0 e^{-c_0 y} N \). Then,

\[
Z = \frac{\pi}{c_0} W_y \left( 1 + O \left( \frac{1}{a} \right) \right) \quad \text{and} \quad Y = \frac{1}{c_0 y} W_y \left( 1 + O \left( \frac{1}{a} \right) \right).
\]

In particular, for large \( a \), we have

\[
Y \leq Z/y.
\]

Proof. By (5.2) and the hypotheses \( \mu \geq c_0/2 \) and \( \zeta \geq 1 \), we have for all \( i \),

\[
x_i = a - y + O \left( \frac{\zeta(1 + ||f||)}{a^2} \right).
\]

Hence, by (5.2) and the hypotheses \( \mu \geq c_0/2, ||f|| \leq \sqrt{a} \) and \( \sqrt{a} \geq y + \zeta \),

\[
e^{\mu x_i} = e^{\mu a - c_0 y} \left( 1 + O \left( \frac{1}{a} \right) \right).
\] (5.25)

Furthermore, since \( x - x^2/3 \leq \sin x \leq x \) for \( x \geq 0 \), and by the hypotheses \( y \geq 1 \), and \( a \geq y + \zeta \)

\[
\sin(\pi x_i/a) = \sin(\pi(a - x_i)/a) = \frac{\pi}{a} y \left( 1 + O \left( \frac{y}{a} \right) \right).
\] (5.26)

The lemma now follows by summing over (5.25) and (5.26).
5.4 Penalizing the particles hitting the right border

In this section, let \((U_u)_{u \in \mathcal{U}}\) be iid random variables, uniformly distributed on \((0,1)\), independent of the branching Brownian motion. Furthermore, let \(p(t) : \mathbb{R}_+ \to (0,1)\) be measurable and such that \(p(t) = 0\) for large enough \(t\). Recall that \(H = H_0 \land H_a\). We define the event

\[ E = \{ \exists (u, t) \in \mathcal{L}_H : X_u(t) = a \text{ and } U_u \leq p(t) \}. \]

Our goal in this section is to describe the law \(\widetilde{\mathbb{P}}^x = \mathbb{P}^x(\cdot | E)\). We first note that

\[
\mathbb{P}^x(\text{d} \omega, E) = \mathbb{P}^x(\text{d} \omega) \prod_{(u,t) \in L_t} \left( 1_{(X_u(t) \neq a)} + p(t)1_{(X_u(t) = a)} \right).
\] (5.27)

In order to apply the results from Section 3.4, we define

\[ h(x,t) = \mathbb{P}^{(x,t)}(E) \] (5.28)
\[ Q(x,t) = \sum_{k=0}^{\infty} q(k) h(x,t)^{k-1} \] (5.29)
\[ \tilde{q}(x,t,k) = q(k) h(x,t)^{k-1} / Q(x,t) \] (5.30)

By the results from Section 3.4 under the law \(\widetilde{\mathbb{P}}^x\), the BBM stopped at \(\mathcal{L}_H\) is the branching Markov process where

- particles move according to the Doob transform of Brownian motion with drift \(-\mu\), stopped at 0 and \(a\), by the space-time harmonic function \(h(x,t)\), and
- a particle located at the point \(x\) at time \(t\) branches at rate \(Q(x,t)1_{x \in (0,a)}\), throwing \(k\) offspring with probability \(\tilde{q}(x,t,k)\)
- a particle located at 0 or \(a\) does not branch.

We have the following useful Many-to-one lemma for the conditioned process stopped at the stopping line \(\mathcal{L}_t = \mathcal{L}_H \land t\): Define the function

\[ e(x,t) = \sum_{k \geq 0} k (1 - h(x,t))^{k-1} q(k) \leq m_2(1 - h(x,t)). \] (5.31)

**Lemma 5.8.** For any measurable function \(f : [0,a] \to \mathbb{R}_+\), we have

\[
\mathbb{E}^x \left[ \sum_{u \in \mathcal{L}_t} f(X_u(t)) \right] = \frac{e^{\mu t}}{h(x,0)} W_x \left[ f(X_{H \land t}) e^{-\mu X_{H \land t} h(X_{H \land t}, H \land t) - \frac{e^{2\mu t} (H \land t) - 2m H \land t e(X_s,s) ds}}. \right]
\] (5.32)

In particular, if we denote by \(\tilde{p}(x,y,t)\) the density of the \(\widetilde{\mathbb{P}}^x\)-BBM, then

\[
\tilde{p}(x,y,t) \leq \frac{h(y,t)}{h(x,0)} p_t(x,y).
\] (5.33)

**Proof.** By Lemma 3.2 and the description of the law \(\widetilde{\mathbb{P}}^x\) given above, we have

\[
\mathbb{E}^x \left[ \sum_{u \in \mathcal{L}_t} f(X_u(t)) \right] = W_x \left[ f(X_{H \land t}) h(X_{H \land t}, H \land t) e^{\mu (H \land t) - \sum_{s \leq t} H \land s e(X_s,s) ds} \right],
\]

where \(\tilde{m}(x,t) = \sum_{k} (k - 1) \tilde{q}(x,t,k)\). Applying Girsanov’s transform yields (5.32). Equation (5.33) follows from (5.32) applied to the Dirac Delta-function \(f = \delta_y, y \in (0,a)\), together with (5.30). \(\square\)
The previous lemma immediately gives an upper bound for the quantities we are interested in:

**Corollary 5.9.** For any \( x \in (0, a) \) and \( t \geq 0 \), we have

\[
\begin{align*}
\tilde{E}^x[Z_t] &\leq (h(x, 0))^{-1}E^x[Z_t], \quad (5.34) \\
\tilde{E}^x[Z_t^2] &\leq (h(x, 0))^{-1}E^x[Z_t^2], \quad (5.35) \\
\tilde{E}^x[Y_t] &\leq (h(x, 0))^{-1}E^x[Y_t]. \quad (5.36)
\end{align*}
\]

**Proof.** Equations (5.34) and (5.36) immediately follow from (5.33) and the fact that \( \gamma(y, t) \leq 1 \) for all \( y \) and \( t \). In order to prove (5.35), we note that by Lemma 5.4 and the description of the conditioned process,

\[
\tilde{E}^x[Z_t^2] = \tilde{E}^x\left[ \sum_{u \in N(t)} w(X_u(t))^2 \right] + \int_0^t \int_0^a \tilde{p}(x, y, t)\tilde{m}_2(y, t)Q(y, t) \left( \tilde{E}^y[Z_t] \right)^2 \, dy \, dt,
\]

where \( \tilde{m}_2(x, t) = \sum_{k \geq 0} k(k - 1)\tilde{q}(x, t, k) \). Equation (5.35) now follows from (5.15) together with (5.33), (5.30) and (5.34).

The following lemma gives a good lower bound on \( \tilde{E}^x[Z_t] \). We define

\[
\bar{p}_t = \sup_{s \in [0, t]} p(s).
\]

**Lemma 5.10.** Suppose \( \mu \geq c_0/2 \) and \( a^2 \leq t \leq a^3 \) and \( p(s) = 0 \) for all \( s \geq t \). We have

\[
\tilde{E}^x[Z_t] \geq w(x) \left( 1 - \bar{p}_t \frac{\pi}{\mu} t/a^3 + (1 \wedge (a - x)^{-1}) \right). \quad (5.37)
\]

In order to prove it, we will need the following estimate on \( h(x, 0) \), which will be sharpened in Lemma 6.2.

**Lemma 5.11.**

\[
1 - h(x, 0) \leq \bar{p}_t (\pi w(x)t/a^3 + Ce^{\mu(x-a)}) \leq \bar{p}_t Ce^{\mu(x-a)} \left( (a-x)t/a^3 + 1 \right).
\]

**Proof.** By Markov’s inequality, we have

\[
1 - h(x, 0) = \textbf{P}^x(\#\{ (u, s) \in \mathcal{L}_t : X_u(s) = a, \ U_u \leq p(t) \} \geq 1) \\
\leq \textbf{E}^x(\#\{ (u, s) \in \mathcal{L}_t : X_u(s) = a, \ U_u \leq p(t) \}) \\
\leq \bar{p}_t \textbf{E}^x(R_t),
\]

The lemma now follows from Lemma 5.3 and the inequality \( \sin x \leq x, \ x \in [0, \pi] \).

**Proof of Lemma 5.10** Since \( p(s) = 0 \) for all \( s \geq t \) by hypothesis, we have \( h(y, t) = 1 \) for all \( y \in (0, a) \). Lemma 5.8 and the second property of the Brownian taboo process (see Section 2.3) now imply

\[
\tilde{E}^x[Z_t] \geq w(x)W_{\text{taboo}}^x \left[ e^{-\int_0^t e(X_s, s) \, ds} \right] \geq w(x) \left( 1 - W_{\text{taboo}}^x \left[ \int_0^t e(X_s, s) \, ds \right] \right), \quad (5.38)
\]
by the inequality $e^{-x} \geq 1 - x$ for $x \geq 0$. By (5.31), Lemma 5.11 and the hypotheses, we have for every $y \in (0, a)$ and $s \geq 0$,

$$e(a - y, s) \leq e(a - y, 0) \leq \bar{p}_t C e^{-\mu y} (yt/a^3 + 1) \leq \bar{p}_t C e^{-(\alpha/3)y}.$$  

By Lemma 2.2 and the fact that the law of the Brownian taboo process is preserved under the map $y \mapsto a - y$, this gives

$$W_t^{x} \left( \int_0^t e(X_s, s) \, ds \right) \leq \bar{p}_t C \left( \frac{t}{a^3} + \text{err}(a - x) \right). \quad (5.39)$$

The lemma now follows from (5.38) and (5.39). \hfill \Box

Finally, we study the law of $R_t$ under the new probability.

**Lemma 5.12.** We have for every $x \in [0, a]$,

$$E^x[R_t] - \bar{p}_t E^x[R_t^2] \leq \tilde{E}^x[R_t] \leq (h(x, 0))^{-1} E^x[R_t], \quad (5.40)$$

and if there is a $p \in [0, 1]$, such that $p(s) \equiv p$ for $s \leq t$, then we even have

$$\tilde{E}^x[R_t] \leq E[R_t]. \quad (5.41)$$

**Proof.** Let $\mathcal{R}_t$ be the stopping line $\mathcal{R}_t = \{(u, s) \in \mathcal{L}_{H_u} : s \leq t\}$.

We have by definition of the law $\tilde{P}$,

$$\tilde{E}^x[R_t] = \frac{E^x\left[H_t \prod_{(u, s) \in \mathcal{R}_t} (1 - p(X_u(s))) \right]}{E^x\left[H_t \prod_{(u, s) \in \mathcal{R}_t} (1 - p(X_u(s))) \right]} \quad (5.42)$$

Now the denominator is $h(x, 0)$ by (5.28), which yields the right-hand side of (5.40). The left-hand side follows by noticing that

$$E^x\left[H_t \prod_{(u, s) \in \mathcal{R}_t} (1 - p(X_u(s))) \right] \geq E^x[R_t (1 - \bar{p}_t)^{R_t}] \geq E^x[R_t] - \bar{p}_t E^x[R_t^2].$$

For (5.41), we note that if $p(s) \equiv p$ for $s \leq t$, then by (5.42),

$$\tilde{E}^x[R_t] = \frac{E^x[R_t (1 - p)^{R_t}]}{E^x[(1 - p)^{R_t}]}. \quad (5.43)$$

Since $(1 - p)^k$ is decreasing in $k$, this yields (5.41). \hfill \Box

### 6 The system before a breakout

In this section, we are studying branching Brownian motion with drift $-\mu$ and absorption at 0 until a breakout occurs, an event which will be defined in Section 6.1 and which corresponds to a particle going far to the right and spawning a big number of descendants. In (6.20), we decompose the system into a particle conditioned to break out at a specific time $T$ (this particle will be called the fugitive) and the remaining particles, which are conditioned not to break out before time $T$. These two parts will be studied separately, the former in Section 6.3 and the latter in Section 6.4. Before that, in Section 6.2 we study the law of the time of the first breakout, showing that it is approximately exponentially distributed. First of all, however, we start with the necessary definitions:
6.1 Definitions

We will introduce several parameters which will be used during the rest of the paper. The two most important parameters are \( a \) and \( A \), which are both large positive constants. The meaning of \( a \) is as in the previous sections: it is the right border of an interval in which the particles are staying most of the time, and a breakout will be defined below as the event that a particle hits \( a \) and then spawns many descendants. The parameter \( A \) has a more subtle meaning and controls the number of particles of the system and with it the intensity at which particles hit the point \( a \). In Section 7, we will indeed choose the initial conditions such that \( Z_0 \approx \kappa e^A \), where \( \kappa \) is a fixed constant.

In [10], the parameter \( a \) was called \( L_A \) (which we changed for typographical reasons) and \( a \) and \( A \) were related by the equation

\[
a = \frac{1}{c_0} \left( \log N + 3 \log \log N - A \right),
\]

where \( N \) was a parameter representing the approximate number of individuals in the system. The parameter \( A \) then represented a shift of the right barrier. Although this choice of parameters may be more intuitive than ours, we found it technically more convenient to drop the parameter \( N \) altogether, and work only with \( a \) and \( A \) instead.

As in [10], when we study the system when \( a \) and \( A \) are large, we will first let \( a \) go to infinity, then \( A \). Thus, the statement “For large \( A \) and \( a \) we have…” means: “There exists \( A_0 \) and a function \( a_0(A) \), such that for \( A \geq A_0 \) and \( a \geq a_0(A) \) we have…”. Likewise, the statement “As \( A \) and \( a \) go to infinity…” means “For all \( A \) there exists \( a_0(A) \) such that as \( A \) goes to infinity and \( a \geq a_0(A) \).…” We further introduce the notation \( o_A(1) \), which stands for a deterministic term independent of the initial conditions of the process and which goes to 0 as \( A \) and \( a \) go to infinity. Furthermore, \( o(1) \) will denote a term which goes to 0 as \( a \) goes to infinity (with \( A \) fixed).

The remaining parameters we introduce are all going to depend on \( A \), but not on \( a \). First of all, there is the small parameter \( \varepsilon \), which controls the intensity of the breakouts. Indeed, when \( Z_0 \approx \kappa e^A \), the mean time one has to wait for a breakout will be approximately proportional in \( \varepsilon \). Morally, one could choose \( \varepsilon \) such that \( e^{-A/2} \ll \varepsilon \ll A^{-1} \), but for technical reasons we will require that

\[
\varepsilon \leq C e^{-17A}, \quad \text{and} \quad \varepsilon \geq C e^{-A/6},
\]

Another protagonist is \( \eta \), which we will choose as small as we need and which will be used to bound the probability of very improbable events, as well as the contribution of the variable \( Y \). It will be enough to require that

\[
\eta \leq e^{-2A},
\]

which, by (6.2), implies

\[
\eta \leq C \varepsilon^{12}.
\]

The last parameters are \( y \) and \( \zeta \), which are defined as in Lemma 4.2 with \( \eta \) there being the \( \eta \) defined above. Note that the parameters \( \eta, y \) and \( \zeta \) appeared already in [10] and had the same meaning there.
We can now proceed to the definition of the process. Recall the definition of \( \mu \) in (5.1). We will always suppose that \( a \) is large enough, such that

\[
\mu \geq c_0/2. \tag{6.5}
\]

As in Section 5.1, we denote by \( P^x \) and \( E^x \) the law and expectation of branching Brownian motion with drift \(-\mu\), starting from a particle at the point \( x \in \mathbb{R} \), and extend this definition to general initial distributions of particles according to a counting measure \( \nu \). Recall from Section 5.1 that \( \mathcal{N}(t) \) denotes the set of individuals alive at time \( t \). We want to absorb the particles at 0 and do this formally by setting

\[
\mathcal{A}_0(t) = \{ u \in \mathcal{N}(t) : H_0(X_u) > t \},
\]

where \( H_0 \) is again the hitting time functional of 0.

Instead of absorbing particles at \( a \), we are now going to classify them into tiers in the following way: Particles that have never hit the point \( a \) form the particles of tier 0. As soon as a particle hits \( a \) it advances to tier 1. Say this happens at a time \( \tau_0 \). In order to advance to tier 2, a particle has to come back to the critical line \( a - y + (c_0 - \mu)(t - \tau_0) \) and then back to \( a \) again. Here, \( y \) is a large positive constant to be defined later.

Formally, let \( u \in U \), \( t \geq 0 \). We define two sequences of random times \( (\tau_n(u))_{n \geq -1} \) and \( (\sigma_n(u))_{n \geq 0} \) by \( \tau_{-1}(u) = 0 \), \( \sigma_0(u) = 0 \) and for \( n \geq 0 \):

\[
\begin{align*}
\tau_n(u) &= \inf\{ s \geq \sigma_n(u) : X_u(s) = a \}, \\
\sigma_{n+1}(u) &= \inf\{ s \geq \tau_n(u) : X_u(s) = a - y + (c_0 - \mu)(s - \tau_n(u)) \},
\end{align*} \tag{6.6}
\]

where we set \( \inf \emptyset = \infty \). We now define for \( t \geq 0 \) the stopping lines

\[
\begin{align*}
\mathcal{R}_t^{(l)} &= \{(u,s) \in U \times [0,t] : s = \tau_l(u) \text{ and } u \in \mathcal{A}_0(s), \ l \geq -1 \}, \quad \text{and} \\
\mathcal{S}_t^{(l)} &= \{(u,s) \in U \times [0,t] : s = \sigma_l(u) \text{ and } u \in \mathcal{A}_0(s), \ l \geq 0 \}. \tag{6.7, 6.8}
\end{align*}
\]

That means, \( \mathcal{R}_t^{(l)} \) contains the particles of tier \( l \) at the moment at which they touch the right barrier and \( \mathcal{S}_t^{(l)} \) contains the particles of tier \( l \) at the moment at which they come back to the critical line. Note that the sets \( \mathcal{R}_t^{(l)} \) and \( \mathcal{S}_t^{(l)} \) are increasing in \( t \) and \( \mathcal{R}_t^{(l-1)} \leq \mathcal{S}_t^{(l)} \leq \mathcal{R}_t^{(l)} \) for every \( l \geq 0 \). We also set

\[
R_t^{(l)} = \# \mathcal{R}_t^{(l)}.
\]

In order to extend the definitions of the variables \( Z_t \) and \( Y_t \) to the current setup, we could simply replace \( \mathcal{N}_{0,a}(t) \) by \( \mathcal{A}_0(t) \) in their definition (see Section 5.1). However, it will be more useful to take special care of the individuals \( u \) for which \( \tau_l(u) \leq t < \sigma_{l+1}(u) \) for some \( l \geq 0 \), since these are in some kind of “intermediary” state which is difficult to analyse. We therefore define the stopping lines

\[
\begin{align*}
\mathcal{N}_t^{(l)} &= \{(u,s) \in U \times \mathbb{R}_+ : u \in \mathcal{A}_0(s), \ \tau_{l-1}(u) \leq s < \tau_l(u), \\
& \quad \text{and either } t < \sigma_l(u) = s \text{ or } \sigma_l(u) \leq t = s \}, \ l \geq 0, \tag{6.9}
\end{align*}
\]

and

\[
\mathcal{N}_t = \bigcup_{l \geq 0} \mathcal{N}_t^{(l)}, \tag{6.10}
\]

34
such that \( \mathcal{M}_t^{(l)} \) contains the particles of tier \( l \) that have already come back to the critical line at time \( t \), as well as the descendants of those that haven’t, at the moment at which they hit the critical line. We then define for \( l \geq 0 \) (recall that \( w(x) = a \sin(\pi x/a)e^{\mu(x-a)} \)),

\[
Z_t^{(l)} = \sum_{u \in \mathcal{M}_t^{(l)}} w(X_u(t)), \quad Y_t^{(l)} = \sum_{u \in \mathcal{M}_t^{(l)}} e^{\mu(X_u(t)-a)},
\]

For any symbol \( S \) and \( 0 \leq k \leq l \), we define,

\[
S^{(k:l)} = \sum_{i=k}^{l} S^{(i)}, \quad S^{(l+)} = S^{(l:\infty)}, \quad S = S^{(0+)}. 
\]

For a particle \((u, s) \in \mathcal{M}^{(l)}_t\), we define the stopping line

\[
\mathcal{S}^{(u,s)} = \{(v, r) \in U \times R_+ : v \in \mathcal{M}_0(r), (u, t) \leq (v, r) \text{ and } r = \sigma_{t+1}(v)\}.
\]

This stopping line yields a collection \((X_v(r), r-s)_{(v,r)\in \mathcal{S}^{(u,s)}}\) of space-time points, and we denote by \( Z^{(u,s)}, Y^{(u,s)} \) and \( W_y^{(u,s)} \) the corresponding quantities from Lemma \ref{lem:crit}. Of course, we have chosen the stopping line in such a way that the variable \( W_y^{(u,s)} \) follows the same law as the variable \( W_y \) defined in \ref{eq:wey}. We also define \( \tau_{\max}^{(u,s)} = \max_{(v,r)\in \mathcal{S}^{(u,s)}} (r - s) \). We then define the event

\[
B^{(u,s)} = \{Z^{(u,s)} > \varepsilon \epsilon A\} \cup \{\tau_{\max}^{(u,s)} > \zeta\}, \quad (6.11)
\]

which is called the event of a "breakout," since \( e^{-A}Z^{(u,s)} \) measures the number of descendants of the particle \((u, s)\) (the inclusion of the "bad" event \( \{\tau_{\max}^{(u,s)} > \zeta\} \) is for technical reasons). The particle \( u \) is then also called the fugitive. We set

\[
p_B = P^a(B^{(\infty, 0)}), \quad (6.12)
\]

and define the law of BBM started at \( a \) with the first particle conditioned not to break out:

\[
Q^a(\cdot) = P^a(\cdot \mid B^c) = \frac{P^a(\cdot, B^c)}{1 - p_B},
\]

where we set \( B = B^{(\infty, 0)} \). We further set \( Z = Z^{(\infty, 0)} \) and \( W_y = W_y^{(\infty, 0)} \) and note that by Lemmas \ref{lem:crit} and \ref{lem:wey}, we have for large \( a \),

\[
P^a(|Z - \frac{\pi}{c_0}W| > 2\eta) + P^a(\tau_{\max}^{(u,s)} \leq \zeta) < \eta, \quad (6.13)
\]

where \( W \) is defined as in \ref{eq:wey}. Hence, by \ref{eq:wey_1} and \ref{eq:wey_2}, we get

\[
p_B = \left(\frac{\pi}{c_0} + o_A(1) + o(1)\right) \frac{1}{\varepsilon \epsilon A}, \quad (6.14)
\]

which goes to 0 as \( A \) and \( a \) go to infinity, by \ref{eq:wey}. Furthermore, \ref{eq:wey_3} yields for large \( A \) and \( a \),

\[
Q^a[Z] = \left(E\left[\frac{\pi}{c_0}W1_{\{\varepsilon \epsilon W \leq \varepsilon \epsilon A(1+o(1))+O(\eta)|}\right] + O(\eta \epsilon A)\right)(1 + O(p_B))
\]

\[
= \frac{\pi}{c_0}(A + \log \epsilon + \epsilon A + o_A(1) + o(1)), \quad (6.15)
\]
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by \((1.6), (3.1), (3.3)\) and \((6.14)\). In particular, we have for \(A \geq 1\) and large \(a\),
\[
Q^n[Z] \leq CA. \tag{6.16}
\]
Moreover, by \((4.9), (6.13)\) and \((6.3)\), we have for \(A \geq 1\) and large \(a\),
\[
Q^n[Z^2] \leq Cae^A. \tag{6.17}
\]

We now define for every \(l \in \mathbb{Z}_{\geq 0}\) the time of the first breakout of a particle of tier \(l\),
\[
T^{(l)}(\omega) = \inf\{t \geq 0 : \omega \in \bigcup_{(u,s) \in \mathcal{A}^{(l)}} B^{(u,s)}\}, \tag{6.18}
\]
and set
\[
T = \min_l T^{(l)}. \tag{6.19}
\]
We denote by \(\mathcal{A}\) the fugitive of the breakout that happened at time \(T\).

Now fix \(t > 0\). We want to describe the system conditioned on \(T = t\). For this, suppose that at time 0 the particles are distributed according to a counting measure \(\nu = \sum_{i=1}^n \delta_{x_i}\). Define \(p_i = \mathbb{P}^\nu(i \leq \mathcal{A} \mid T = t)\), which yields a law \((p_i)_{i=1}^n\) on the initial particles, depending on \(\nu\) and \(t\). Since the variable \(T\), the time of the first breakout, is the minimum of the variables \(T_i, i = 1, \ldots, n\), the times of the first breakout of the BBM descending from the particle \(i\), we can decompose the process into
\[
\mathbb{P}^\nu\left(\prod_{i=1}^n \mathbb{P}^{x_i}(d\omega(i) \mid T = t) \times \prod_{j \neq i} \mathbb{P}^{x_j}(d\omega(j) \mid T > t)\right). \tag{6.20}
\]
That is, we first choose according to the law \((p_i)_{i=1}^n\) the initial particle that is going to cause the breakout. This particle spawns a BBM conditioned to break out at time \(t\). The remaining particles spawn independent BBM conditioned not to break out before time \(t\).

### 6.2 The time of the first breakout

We want to prove that the random variable \(T\) defined above is approximately exponentially distributed with parameter \(p_B\pi Z_0/a^3\), which is the statement of the following proposition:

**Proposition 6.1.** Let \(0 \leq t \leq a^3/(3A_B\pi Z_0)\) and suppose that \(Y_0 \leq e^{-1}\). Define \(\theta = p_B\pi Z_0\). Then, for \(A\) and \(a\) large enough, we have
\[
\mathbb{P}(T > t) = \exp\left(-\theta t/a^3 \left(1 + O(At/a^3 + p_B)\right) + O(p_B Y_0)\right). \tag{6.21}
\]

The proof proceeds by a sequence of lemmas. Lemma 6.2 gives an estimate on \(\mathbb{P}(T^{(0)} > t)\). This is used in Lemma 6.4 in order to obtain an estimate on \(\mathbb{P}^a(T > t)\), using a recursive argument. Finally, Proposition 6.1 is proven by combining Lemmas 6.2 and 6.4.

**Lemma 6.2.** Let \(0 \leq t \leq a^3\). Define \(\theta\) as in Proposition 6.1. Suppose that \(p_B \leq 1/2\) and \(Y_0 \leq e^{-1}\). Then,
\[
\mathbb{P}(T^{(0)} > t) = \exp\left(-\theta t/a^3 \left(1 + O(p_B)\right) + O(p_B Y_0)\right). \tag{6.22}
\]
Before proving Lemma 6.2, we establish a weaker estimate on $P(T(0) > t)$.

**Lemma 6.3.** Let $0 \leq t \leq a^3$. Define $\theta$ as in Proposition 6.1. Suppose that $p_B \leq 1/2$ and $Y_0 \leq 1$. Then

$$P(T(0) > t) = \exp \left( -\theta t/a^3(1 + O(p_B(1 + Z_0 t/a^3))) + O(p_B Y_0) \right).$$  \hfill (6.23)

**Proof.** We have for $t \geq 0$,

$$P(T(0) > t) = E \left[ \prod_{(u,s) \in \mathcal{R}_t^{(0)}} 1_{B(u,s)} \right] = E \left[ (1 - p_B)^{R_t^{(0)}} \right],$$  \hfill (6.24)

since by the strong branching property, the random variables $Z^{(u,s)}$ are independent conditioned on $\mathcal{R}_t^{(0)}$. By Lemma 5.3 and the assumption $t \leq a^3$, we have

$$|E[R_t^{(0)}] - \pi Z_0 t/a^3| \leq C_{5.23} Y_0, \quad \text{and}$$

and

$$E[(R_t^{(0)})^2] \leq 2(\pi Z_0 t/a^3)^2 + C(\pi Z_0 t/a^3 + Y_0),$$  \hfill (6.26)

where the last line follows from the inequality $(x + y)^2 \leq 2(x^2 + y^2)$ and the assumption $Y_0 \leq 1$. By Jensen’s inequality and (6.25), we have

$$E \left[ (1 - p_B)^{R_t^{(0)}} \right] \geq E \left[ e^{\log(1-p_B)E[R_t^{(0)}]} \right] \geq \exp \left( -\theta t/a^3 + O \left( p_B(\theta t/a^3 + Y_0) \right) \right),$$  \hfill (6.27)

since $|\log(1-x)| \leq x + x^2$ for $x \leq 1/2$. This gives the lower bound in (6.23). For the upper bound, equations (6.25) and (6.26) together with the inequality $(1-p)^n \leq 1-np + n(n-1)p^2/2$ give

$$E \left[ (1 - p_B)^{R_t^{(0)}} \right] \leq 1 - \theta t/a^3 + p_B C(\theta t/a^3 + Y_0) + (\theta t/a^3)^2,$$  \hfill (6.28)

The lemma now follows from (6.24), (6.27) and (6.28) together with the inequality $1 - x \leq e^{-x}$.

**Proof of Lemma 6.2.** Let $x_1, \ldots, x_n$ be the positions of the initial particles. Since the initial particles spawn independent branching Brownian motions, we have

$$P(T(0) > t) = \prod_i P^{x_i}(T(0) > t).$$  \hfill (6.29)

Define $z_i = w(x_i)$ and $y_i = e^{\mu(x_i - a)}$. Then trivially $y_i \leq Y_0$ for all $i$, and therefore, since $Y_0 \leq e$ by assumption,

$$\mu(a - x_i) = |\log y_i| \geq |\log Y_0| \geq 1, \quad \text{for all } i.$$  

As a consequence, by the inequality $\sin x \leq x$ for $x \geq 0$, we have

$$z_i = a y_i \sin(\pi x_i/a) \leq \pi y_i^{-1} e^{-\mu(a-x_i)} \mu(a - x_i) \leq \pi \mu^{-1} Y_0 |\log Y_0|,$$  \hfill (6.30)

since the function $x \mapsto xe^{-x}$ is decreasing for $x \geq 1$. By Lemma 6.3, 6.5, 6.9 and 6.30 and the hypothesis $t \leq a^3$, we now have,

$$P(T(0) > t) = \prod_i \exp \left( -p_B \pi z_i t/a^3 \left( 1 + O(p_B(1 + Y_0 |\log Y_0|)) \right) + O(p_B y_i) \right).$$

Since $Y_0 |\log Y_0| \leq 1$ by hypothesis, this proves the lemma.
In the following lemma, note that according to the definition of the tiers, a particle starting at a starts immediately in tier 1.

**Lemma 6.4.** Let $0 \leq t \leq a^3/(3C_{6.38}A)$. Then, for large $A$ and $a$,

$$Q^a(T > t) \geq \exp \left( -p_B p \frac{1}{a^3} Q^a[Z] \left( 1 + O(A\frac{1}{a^3} + p_B) \right) + O(\eta) \right) \tag{6.31}$$

**Proof.** We have

$$Q^a(T > t) = Q^a \left[ \prod_{(u,s) \in \mathcal{X}_1^{(1)}} P^{X_u(s)}(T > t - s) \right] \geq Q^a[P^{\nu}(T > t)], \tag{6.32}$$

where $\nu = \sum_{(u,s) \in \mathcal{X}_1^{(1)}} \delta_{X_u(s)}$. Since $T > t$ implies $T^{(0)} > t$, we have

$$P^{\nu}(T > t) = P^{\nu}(T > t|T^{(0)} > t)P^{\nu}(T^{(0)} > t). \tag{6.33}$$

Let $Z$ and $Y$ be as in Lemma 5.7. By the definition of $Q^a$ and Lemma 5.7, we have $Q^a$-almost surely $Y \leq \eta e^A$, such that for large $A$, $Y \leq e^{-1}$ and $p_B Y \leq \eta C$ by (6.3) and (6.14). By Lemma 6.2, we now have for large $A$,

$$P^{\nu}(T^{(0)} > t) \geq \exp \left( -\theta Z (1 + O(p_B)) + O(\eta) \right). \tag{6.34}$$

As for the first factor in (6.33), we have, with the notation from Section 5.4 with $p(s) \equiv p_B$,

$$P^{\nu}(T > t|T^{(0)} > t) = \tilde{P}^{\nu}(T > t) = \tilde{P}^{\nu} \left[ \prod_{(u,s) \in \mathcal{X}_1^{(0)}} Q^a(T > t - s) \right] \geq \tilde{P}^{\nu} [Q^a(T > t)1^{(0)}].$$

By Jensen’s inequality and (5.41), this implies

$$P^{\nu}(T > t|T^{(0)} > t) \geq Q^a[T > t \bar{E}^{\nu}[1^{(0)}] \geq Q^a(T > t)[\bar{E}^{\nu}[1^{(0)}]] \tag{6.35}$$

Now, by (5.23), we have, by Lemma 5.7 and $y^{-1} \leq \eta$,

$$\bar{E}^{\nu}[1^{(0)}] \leq Z(\frac{t}{a^3} + \eta). \tag{6.36}$$

Equations (6.33), (6.34), (6.35) and (6.36), together with Jensen’s inequality, now imply

$$Q^a[P^{\nu}(T > t)] \geq Q^a(T > t)Q^a[Z(\pi t^3 + \eta) \times \exp \left( -\theta Q^a[Z] (1 + O(p_B)) + O(\eta) \right]. \tag{6.37}$$

Now, by (6.16), (6.32) and (6.37), we have,

$$Q^a(T > t)^{1-\delta} \geq \exp \left( -\theta Q^a[Z] (1 + O(p_B)) + O(\eta) \right), \tag{6.38}$$

with $\delta = C_{6.38}(A t/\pi a^3 + \eta(1 + A))$. By (6.3) and the hypothesis on $t$, we have $\delta \leq 1/2$ for large $A$, whence $(1 - \delta)^{-1} \leq 1 + 2\delta$. Raising both sides in (6.38) to the power $(1 - \delta)^{-1}$ yields the lemma. \qed
Proof of Proposition 6.1. We have the trivial upper bound \( P(T > t) \leq P(T(0) > t) \), and Lemma 6.2 now implies the upper bound in (6.21). For the lower bound, we note that as in the proof of Lemma 6.4, we have by Jensen’s inequality and (6.11),

\[
P(T > t) = P(T > t | T(0) > t)P(T(0) > t) \geq Q^a(T > t)E[R_t]\]  

(6.39)

By Lemma 6.4 and since \( \alpha t/a^3 = O(1) \) by hypothesis, we have

\[
Q^a(T > t) \geq \exp \left( O(p_B \alpha t/a^3 + \eta) \right),
\]

and by (6.22), we have

\[
E[R_t] = \pi t/a^3 Z_0 + O(Y_0),
\]

such that, since \( \alpha t/a^3 = O(1) \) by hypothesis,

\[
Q^a(T > t)E[R_t] \geq \exp \left( O(\alpha t/a^3 + \eta/p_B) + \eta + Y_0(p_B + \eta) \right)
\]

(6.40)

The lower bound in (6.21) now follows from (6.39), (6.40) and (6.22), together with the fact that \( \eta \leq C_1 p_B^2 \) by (6.3) and (6.11).

Lemma 6.5. Define \( \theta \) as in Proposition 6.1. Suppose that \( Y_0 \leq \epsilon^{-1} \) and let \( \alpha \geq 0 \) and \( n \in \mathbb{N} \). Then, for large \( A \),

\[
E[(T/a^3 + \alpha)^n 1_{(T/a^3) \leq \beta}] \leq E[(T(0)/a^3 + \alpha)^n 1_{(T(0)/a^3) \leq \beta}] \leq C \sum_{k=0}^{n} \frac{n!\alpha^k}{k!(\theta/2)^{n-k}}
\]

(6.41)

Furthermore, if \( 0 \geq \beta = o_A(A^{-1}) \), then for large \( A \) and \( a \),

\[
E[(T/a^3)^n 1_{(T/a^3) \leq \beta}] = \theta^{-1}(1 + O(A\beta + p_B)) + O((\beta + \theta^{-1})e^{-O(\beta\theta)}).
\]

(6.42)

Proof. We first note that we have, for \( n \geq 0 \) and \( \gamma > 0 \),

\[
\int_0^{\infty} (t + \alpha)^n e^{-\gamma t} \, dt = \sum_{k=0}^{n} \frac{n!\alpha^k}{k!\gamma^{n+1-k}}.
\]

(6.43)

Now, we have

\[
E[(T(0)/a^3 + \alpha)^n 1_{(T(0)/a^3) \leq \beta}] = \int_0^1 (t + \alpha)^n P(T(0)/a^3 \in dt) \leq n \int_0^1 (t + \alpha)^{n-1} P(T(0) > ta^3) \, dt + \alpha^n.
\]

The second inequality of (6.41) now follows from Lemma 6.2 and (6.43), since \( p_B \to 0 \) as \( A \) goes to infinity. The first inequality follows in the same way, using the trivial fact that \( P(T > ta^3) \leq P(T(0) > ta^3) \). For the second part, we note that

\[
E[(T/a^3)^n 1_{(T/a^3) \leq \beta}] = \int_0^{\beta} P(T > ta^3) \, dt - \beta P(T > \beta a^3),
\]

and by Proposition 6.1 and the hypothesis on \( Y_0 \), we have for \( t \leq \beta \) and large \( A \) and \( a \),

\[
P(T > ta^3) = (1 + O(p_B)) \exp(-\theta t(1 + O(A\beta + p_B))).
\]

Equation (6.42) now follows from the last two equations.
We now show how we can couple the variable $T$ with an exponentially distributed variable:

**Lemma 6.6.** Suppose there exists a universal constant $\kappa$, such that $e^{-A}Z_0 = \kappa + O(\varepsilon^{3/2})$ and that $Y_0 \leq \eta Z_0$. Then there exists a coupling $(T, V)$, such that $T$ is $\sigma(V)$-measurable and the random variable $V$ is exponentially distributed with parameter $p_B e^A \pi \kappa$ and such that for large $A$ and large $a$, we have $P(B_{\text{coul}}) \leq C e^2$, where $B_{\text{coul}}$ is the event

$$B_{\text{coul}} = \{|T/a^3 - V| > \varepsilon^{3/2}\} \cup \{|T/(a^3 V) - 1| > \sqrt{\varepsilon}\} \leq \varepsilon^2$$

*Proof.* For brevity, we define $\gamma := p_B e^A \pi \kappa$. Let $F$ be the tail distribution function of $T$, i.e. $F(t) := P(T \geq t)$. It is clear that $T$ has no atoms except $\infty$. We can therefore define a random variable $U$ which is uniformly distributed on $(0,1)$ by setting

$$U = F(T)1_{(T<\infty)} + U'F(\infty)1_{(T=\infty)},$$

where $U'$ is a uniformly distributed random variable on $(0,1)$, independent of $T$. Now we define $V = -\gamma^{-1} \log U$. Then $V$ is exponentially distributed with parameter $\gamma$ and $T = F^{-1}(e^{-\gamma V})$, where $F^{-1}$ denotes the generalized right-continuous inverse of $F$. Hence, $T$ is $\sigma(V)$-measurable. On $\{T < \infty\}$, we have by Proposition 6.1, for a large enough,

$$V = -\gamma^{-1}(p_B e^A \pi e^{-A} Z_0 T/a^3 (1 + O(AT/a^3 + p_B))) + O(p_B Y_0) = T/a^3 (1 + O(\varepsilon^{3/2} + AT/a^3 + p_B)) + O(kp_B e^A \eta),$$

(6.44)

by the hypotheses on $Z_0$ and $Y_0$. Hence, by (6.2), (6.4) and (6.14), we have for a large enough,

$$|T/a^3 - V| = O(\varepsilon^{3/2} T/a^3 + A(T/a^3)^2) + O(\varepsilon^{3/2}).$$

But now we have by Lemma 6.2 for large $A$ and $a$,

$$P(T/a^3 \geq \varepsilon^{3/4}/\sqrt{A}) \leq P(T(0)/a^3 > \varepsilon^{3/4}/\sqrt{A}) \leq C e^{-O(\varepsilon^{-1/4}/\sqrt{A})} \leq \varepsilon^2/2,$$

(6.45)

by (6.2). Furthermore, we get from (6.44),

$$V/(T/a^3) = 1 + O(\varepsilon^{3/2} + AT/a^3) + (O(\varepsilon \eta) + o(1))/(T/a^3),$$

(6.46)

and by (6.4), we have by Proposition 6.1

$$P(T/a^3 \leq \sqrt{\varepsilon} \eta) = O(\eta/\sqrt{\varepsilon}) \leq \varepsilon^2/2,$$

(6.47)

for large $A$ and $a$. Equations (6.44), (6.45), (6.46) and (6.47) now prove the lemma. \qed

### 6.3 The particles that do not participate in the breakout

In this section, we fix $t \leq a^3/(3\eta e^A)$. We are going to study the system conditioned not to break out until time $t$, the law and expectation of which are denoted as in Section 5.4 by $\hat{P}$ and $\hat{E}$, respectively, hence

$$\hat{P}(\cdot) = P(\cdot | T > t).$$

Under the law $\hat{P}$, the process stopped at $\mathcal{L}_T \land t$ then follows the law $\hat{P}$ from Section 5.4 with

$$p(s) = p_B 1_{(s \leq t)} + (1 - p_B)Q^\alpha(T \leq t - s),$$

(6.48)
such that by Lemma 6.3 and 6.16, for large $A$ and $a$,

$$
\bar{p}_t \leq C_{PB}.
$$

As in the proof of Lemma 5.12, one can then show that $\hat{Q}^a[Z] = (1 + O(p_B))Q^a[Z]$ and $\hat{Q}^a[Z^2] \leq (1 + O(p_B))Q^a[Z^2]$, such that by (6.15), (6.16) and (6.17), we have for large $A$ and $a$,

$$
\hat{Q}^a[Z] = \frac{\pi}{c_0}(A + \log \varepsilon + o(1)) + \hat{Q}^a[Z] \leq CA, \quad \text{and} \quad \hat{Q}^a[Z^2] \leq C\varepsilon e^A \quad (6.50)
$$

We define two filtrations $\mathcal{G}_l \supseteq \mathcal{H}_l \supseteq \mathcal{A}_l$ by

$$
\mathcal{G}_l = \mathcal{F}_{\mathcal{A}_l} \wedge t, \quad \mathcal{H}_l = \mathcal{F}_{\mathcal{H}_l} \wedge t,
$$

such that and $\mathcal{G}_l \subset \mathcal{H}_l \subset \mathcal{A}_{l+1}$ for every $l$. Now define

$$
Z^{(l)}_{\mathcal{G}} = \sum_{(u,s) \in \mathcal{A}_l} Z^{(u,s)}, \quad Y^{(l)}_{\mathcal{G}} = \sum_{(u,s) \in \mathcal{A}_l} Y^{(u,s)},
$$

and recall from Section 6.1 the definition of $Z^{(l)}_{\mathcal{G}}$, $Z^{(l)}_{\mathcal{H}}$ and $Z_{\mathcal{G}}$ and the corresponding quantities for $Y$.

**Lemma 6.7.** Suppose $Y_0 \leq \eta Z_0$. We have for all $l \geq 1$, and large $A$ and $a$,

$$
\hat{E}[Z^{(l)}_{\mathcal{G}} | \mathcal{G}_{l-1}] \leq (\pi + C_{6.51} p_B)\hat{Q}^a[Z](\frac{1}{A^2} + C_{6.51}p_B)Z^{(l-1)}_{\mathcal{G}}. \quad (6.51)
$$

In particular,

$$
\hat{E}[Z^{(l)}_{\mathcal{G}}] \leq \left((\pi + C_{6.51} p_B)\hat{Q}^a[Z](\frac{1}{A^2} + C_{6.51}p_B)\right)^l Z_0. \quad (6.52)
$$

In the case $l = 1$, we also have for large $A$ and $a$,

$$
\hat{E}[Z^{(1)}_{\mathcal{G}}] \geq (\pi - C_{6.51} p_B)\hat{Q}^a[Z](\frac{1}{A^2} - C_{6.51}p_B)Z_0. \quad (6.53)
$$

**Proof.** We have

$$
\hat{E}[Z^{(l)}_{\mathcal{G}} | \mathcal{H}_{l-1}] = \hat{E}\left[\sum_{(u,s) \in \mathcal{A}_{l-1}} Z^{(u,s)} | \mathcal{H}_{l-1}\right] = \hat{Q}^a[Z]R^{(l-1)}, \quad (6.54)
$$

since conditioned on $\mathcal{H}^{(l-1)}_{\mathcal{A}_l} \wedge t$, the random variables $Z^{(u,s)}$ are iid under $\hat{P}$ of the same law as $Z$ under $\hat{Q}^a$ and independent of $\mathcal{H}^{(l-1)}_{\mathcal{A}_l} \wedge t$, by the strong branching property. Now, we have

$$
\hat{E}[R^{(l-1)}_{t-1} | \mathcal{G}_{l-1}] = \sum_{(u,s) \in \mathcal{A}_{l-1}} E^{X_u(s)}[R^{(0)}_{t-1} | T > t - s]. \quad (6.55)
$$

By (6.40) and (6.23), the right-hand side of (6.55) is less than or equal to

$$
\left(\frac{t}{A^2} Z^{(l-1)}_{\mathcal{G}} + C_{5.23}Z^{(l-1)}_{\mathcal{G}}\right) \max_{(u,s) \in \mathcal{A}_{l-1}} h(X_u(s), s)^{-1}
$$

By (6.40) and (6.23), the right-hand side of (6.55) is less than or equal to

$$
\left(\frac{t}{A^2} Z^{(l-1)}_{\mathcal{G}} + C_{5.23}Z^{(l-1)}_{\mathcal{G}}\right) \max_{(u,s) \in \mathcal{A}_{l-1}} h(X_u(s), s)^{-1}
$$
and we have $Y^{(l-1)}_\varnothing \leq Z^{(l-1)}_\varnothing / y \leq Z^{(l-1)}_\varnothing \eta$, $\hat{\mathbf{P}}$-almost surely, by the definition of the event $\Gamma$ in Lemma 5.7 for $l \geq 2$ and by hypothesis for $l = 1$. Furthermore, by Lemma 5.11, (6.53) and (6.49), we have $(h(x,0))^{-1} \leq 1 + C_{PB}$, as soon as $p_B$ is small enough. Combining these inequalities with (6.54) and (6.55) gives (6.51). Equation (6.52) follows easily from (6.51). Now, in the case $l = 1$, we have $\mathcal{G}_0 = \mathcal{F}_0$ by definition. Let $\nu = \sum_{i=1}^n$ denote the initial configuration. By (6.40) and (5.23) and (5.24), we have

$$
\hat{\mathbf{E}}[R^{(0)}_t] = \sum_{i=1}^n \hat{\mathbf{E}}_{t_i}^{x_i}[R^{(0)}_t] \geq \sum_{i=1}^n \mathbf{E}_{t_i}^{x_i}[R^{(0)}_t] - \hat{\mu}_t \mathbf{E}_{t_i}^{x_i}[(R^{(0)}_t)^2] \\
\geq \pi t a Z_0 - C_{\varnothing} t a Z_0 + \hat{\mu}_t t a Z_0 \eta Y_0 + Y_0)
$$

This yields (6.53), since $Y_0 \leq \eta Z_0$ by hypothesis.

In applications of Lemma 6.7, we will often sum the right-hand side of (6.52) over all $l \geq 0$. We therefore define $t_{5.56}$ to be the solution of

$$
(\pi + C_{\varnothing} t_{5.56} p_B) \hat{Q}^{(l)}[Z](t_{5.56} t a^3 + C_{\varnothing} \eta) = 1/2.
$$

We now turn to the variance of $Z^{(l)}_\varnothing$ in the cases that are of interest to us, namely, for $l = 1, 2$.

**Lemma 6.8.** We have for $l \geq 1$ and large $A$ and $a$,

$$
\text{Var}(Z^{(l)}_\varnothing | \mathcal{G}_{l-1}) \leq C \varepsilon e^A Z^{(l-1)}_\varnothing (t/a^3 + \eta).
$$

In particular, we have for $l = 1$,

$$
\text{Var}(Z^{(1)}_\varnothing) \leq C \varepsilon e^A Z_\varnothing (t/a^3 + \eta).
$$

**Proof.** We have

$$
\text{Var}(Z^{(l)}_\varnothing | \mathcal{G}_{l-1}) = \hat{\mathbf{E}}[\text{Var}(Z^{(l)}_\varnothing | \mathcal{H}) | \mathcal{G}_{l-1}] + \text{Var}(\hat{\mathbf{E}}[Z^{(l)}_\varnothing | \mathcal{H}] | \mathcal{G}_{l-1}) \\
= \text{Var}_{\varnothing}^{(l)}(Z) \hat{\mathbf{E}}[R^{(l-1)}_t | \mathcal{G}_{l-1}] + \hat{Q}^{(l)}[Z] \text{Var}(R^{(l-1)}_t | \mathcal{G}_{l-1})
$$

By Lemma 5.5, the assumption $t \leq a^3$ and the fact that $Y_0 \leq Z_0/y$ on $G_0$ (in the case $l = 1$), we have

$$
\hat{\mathbf{E}}[R^{(l-1)}_t | \mathcal{G}_{l-1}] \leq C(t/a^3 + \eta) Z^{(l-1)}_\varnothing, \quad \text{and} \quad \text{Var}(R^{(l-1)}_t | \mathcal{G}_{l-1}) \leq C(t/a^3 + \eta) Z^{(l-1)}_\varnothing.
$$

The lemma now follows from these equations, together with (6.2) and (6.50).

**Lemma 6.9.** Suppose that $Z_0 \leq C e^A$. Then we have for large $A$ and $a$,

$$
\text{Var}(Z^{(2)}_\varnothing) \leq C e^A Z_\varnothing (\varepsilon A(t/a^3 + \eta)^2 + \varepsilon A^2(t/a^3 + \eta)^3 + A^4(t/a^3 + \eta)^4).
$$

**Proof.** We have by repeated application of Lemmas 6.7 and 6.8

$$
\text{Var}(Z^{(2)}_\varnothing) = \text{Var}(\hat{\mathbf{E}}[Z^{(2)}_\varnothing | \mathcal{G}_{1}]) + \hat{\mathbf{E}}[\text{Var}(Z^{(2)}_\varnothing | \mathcal{G}_{1})] \\
\leq \hat{\mathbf{E}}[(C A(t/a^3 + \eta) Z^{(1)}_\varnothing)^2] + \hat{\mathbf{E}}[C \varepsilon e^A Z^{(1)}_\varnothing (t/a^3 + \eta)] \\
\leq C A^2(t/a^3 + \eta)^2 \text{Var}(Z^{(1)}_\varnothing) + \hat{\mathbf{E}}[Z^{(1)}_\varnothing]^2 + C \varepsilon e^A(t/a^3 + \eta) \hat{\mathbf{E}}[Z^{(1)}_\varnothing] \\
\leq C(A^2 e^A(t/a^3 + \eta)^3 Z_\varnothing + A^4(t/a^3 + \eta)^4) Z_\varnothing + \varepsilon e^A(t/a^3 + \eta)^2 Z_\varnothing).
$$

The hypothesis on $Z_0$ now proves the lemma.
Lemma 6.10. We have for all \( l \geq 0 \) and for large \( A \) and \( a \),
\[
\hat{P}(|Z_t^{(l)} - Z_\emptyset^{(l)}| > K | \mathcal{G}_t) \leq CK^{-2}Z_\emptyset^{(l)} + 1_{\{Z_\emptyset^{(l)} > CK/p\}}.
\]

In particular, suppose that \( t \leq t_{6.56} \), then
\[
\hat{P}(|Z_t^{(0;2)} - Z_\emptyset^{(0;2)}| > K) \leq CK^{-2}Z_0 + Ce^{-A}Z_0/(K\varepsilon).
\]

Proof. We decompose
\[
\hat{P}(|Z_t^{(l)} - Z_\emptyset^{(l)}| > 2K | \mathcal{G}_t) \leq \hat{P}(|Z_t^{(l)} - \hat{E}[Z_t^{(l)} | \mathcal{G}_t]| > K | \mathcal{G}_t) + 1_{\{\hat{E}[Z_t^{(l)} | \mathcal{G}_t] - Z_\emptyset^{(l)} > K\}}.
\]

Now, we have by the conditional Chebychev inequality:
\[
\hat{P}(|Z_t^{(l)} - \hat{E}[Z_t^{(l)} | \mathcal{G}_t]| > K | \mathcal{G}_t) \leq \frac{\text{Var}(Z_t^{(l)} | \mathcal{G}_t)}{K^2}.
\]

By (6.30) and (6.19),
\[
\text{Var}(Z_t^{(l)} | \mathcal{G}_t) \leq \sum_{(u,s) \in X_t^{(l)}} \hat{E}^{(X_u(s),s)}[Z_t^{(0)}] \leq CZ_t^{(l)}.
\]

As for the second term in (6.58), we have by (5.11), (5.34), (6.49) and Lemmas 5.10 and 5.11,
\[
|\hat{E}[Z_t^{(l)} | \mathcal{G}_t] - Z_\emptyset^{(l)}| \leq CPBZ_\emptyset^{(l)},
\]
since \( xe^{-\alpha x} \leq C \) by (6.3). Equations (6.58), (6.60) and (6.61) now finish the proof of the first inequality. The second inequality follows readily by taking expectations and using Lemma 6.7 and Markov’s inequality.

Lemma 6.11. Suppose that \( t \leq t_{6.56} \). Then for large \( A \) and \( a \),
\[
\hat{P}(Z_t^{(3+)} > K) \leq CK^{-1}A^3(t/a^3 + \eta)^3Z_0, \quad \text{and}
\]
\[
\hat{P}(Y_t > K) \leq CK^{-1}\eta Z_0.
\]

Proof. First note that we have \( h(x,0) \geq 1/2 \) for large \( A \). We now have by (5.34) and (6.11),
\[
\hat{E}[Z_t^{(l)}] \leq 2\hat{E}[Z_\emptyset^{(l)}] \leq C\eta Z_0(\frac{t}{a} + C_{6.51})^l.
\]

Using the hypothesis, summing over \( l \geq 3 \) and applying Markov’s inequality yields (6.62). For (6.63), we note that by (5.36) and (5.13) and \( h(x,0) \geq 1/2 \)
\[
\hat{E}[Y_t^{(l)}] \leq C\hat{E}[Y_\emptyset^{(l)}] \leq CK^{-1}\eta \hat{E}[Z_t^{(l)}] \leq C\eta Z_02^{-l},
\]
by Lemma 6.7 and the hypothesis. Summing over \( l \geq 0 \) and using Markov’s inequality finishes the proof.
6.4 The fugitive and its family

We now describe the BBM starting from a single particle and conditioned to break out at a fixed time $t$. We could describe this system by similar methods as those employed in Section 3.3 but since we are only interested in first moment estimates, it is faster to use the Many-to-one lemma instead, which is the method of the proof of the following lemma:

Lemma 6.12. Let $f : [0, a] \to \mathbb{R}_+$ be measurable, $a^2 \leq \tau \leq a^3$ and $t \geq \tau$. Let $p : \mathbb{R}_+ \to [0,1]$ be measurable with $p(s) = 0$ for $s \geq t$ and $C_{\text{6.66}} \tilde{p}_t \leq 1/4$. Denote by $\tilde{P}$ the law associated to $p(s)$ as in Section 5.4. Then,

$$
\tilde{E}_x^s \left[ \sum_{(u,s) \in \mathcal{L}_t} f(X_u(s)) 1_{(\tilde{E}^s_t)^0 \cap U \times \{ \tau \} \neq 0} \right] \leq C_{\text{6.63}} W^{x,\tau,a}_{\text{taboo}} \int_0^t \mathbb{E}^X_s \left[ \sum_{(v,r) \in \mathcal{L}_{t-s}} f(X_v(r-s)) \right] \mathrm{d}s.
$$

(6.64)

Proof. The left-hand side in (6.64) equals

$$
\text{LHS} = \frac{\tilde{E}_x^s \left[ \sum_{(u,s) \in \mathcal{L}_t} 1_{(\tilde{E}^s_t)^0 \cap U \times \{ \tau \} \neq 0} \right] \sum_{(v,r) \in \mathcal{L}_t} f(X_v(r)) 1_{(v \neq u)} \sum_{(u,s) \in \mathcal{L}_t} 1_{(H_u(X_u) \in \mathrm{dr})}}{\tilde{E}_x^s \left[ \sum_{(u,s) \in \mathcal{L}_t} 1_{(H_u(X_u) \in \mathrm{dr})} \right]^2}. \tag{6.65}
$$

By Lemma 5.1, the numerator of the right-hand side of (6.65) equals

$$
\text{NUM} = \tilde{E}_x^s \left[ \sum_{(v,r) \in \mathcal{L}_t} f(X_v(r)) 1_{(v \neq \xi_t)} \int_0^t \mathbb{E}^X_s \left[ \sum_{(v,r) \in \mathcal{L}_{t-s}} f(X_v(r-s)) \right] \mathrm{d}s \right] 1_{(H_0(\xi) > H_0(\xi) \in \mathrm{dr})}.
$$

According to the description of the conditioned process in Section 5.4 and the description of the spine in Section 3.3, the particles on the spine spawn on average $Q(x,s) \sum_k k(k-1) \hat{q}(x,s,k) \mathrm{ds}$ particles during an interval $[s,s+\mathrm{ds}]$, which is less than or equal to $m_2 h(x,s) \mathrm{ds}$. Conditioning on the trajectory of the spine and using (6.33) now yields

$$
\text{NUM} \leq \tilde{E}_x^s \left[ \sum_{(v,r) \in \mathcal{L}_t} f(X_v(r)) 1_{(v \neq \xi_t)} \int_0^t \int_0^r \mathbb{E}^X_s \left[ \sum_{(v,r) \in \mathcal{L}_{t-s}} f(X_v(r-s)) \right] \mathrm{d}s \right] 1_{(H_0(\xi) > H_0(\xi) \in \mathrm{dr})}.
$$

Applying Girsanov’s theorem to this expression and Lemma 5.8 to the denominator in (6.65), we get

$$
\text{LHS} \leq \frac{m_2 e^{\tau t} W^{x,\tau,a}_{\text{taboo}} \int_0^t \mathbb{E}^X_s \left[ \sum_{(v,r) \in \mathcal{L}_{t-s}} f(X_v(r-s)) \right] \mathrm{d}s}{W^{x,\tau,a}_{\text{taboo}} \int_0^t e^{-\int_0^s c(X_s,s) \mathrm{ds}}}.
$$

where $W^{x,\tau,a}_{\text{taboo}}$ is the law of a bridge from $x$ to $a$ of length $\tau$ of a Brownian motion killed at $0$ and $a$. But since the taboo process is obtained from the killed BM by a space-time Doob transform, this is the same as $W^{x,\tau,a}_{\text{taboo}}$. As in the proof of Lemma 5.10, we have by the hypotheses on $\tau$,

$$
W^{x,\tau,a}_{\text{taboo}} \left[ e^{-\int_0^t c(X,s) \mathrm{ds}} \right] \geq 1 - C_{\text{6.66}} \tilde{p}_t.
$$

(6.66)

This implies the lemma, by (6.39) and the hypothesis on $\tilde{p}_t$. \qed
We now set up the important definitions. Recall that \( \mathcal{W} \) denotes the fugitive. Define
\[
\tilde{N}(t) = \{ u \in \mathcal{M}(t) : (u, t) \cap (\mathcal{W}, T) \in U \times \bigcup_{l \geq 0} \{ t \leq l \} \},
\]
\[
\check{R}(t) = \{ (u, s) \in \bigcup_{l \geq 0} \tilde{R}^{(l)}(t) : (u, s) \cap (\mathcal{W}, T) \in U \times \bigcup_{l \geq 0} \{ t \leq l \} \},
\]
and
\[
\tilde{N}(t) = \{ u \in \mathcal{M}(t) : (u, t) \cap (\mathcal{W}, T) \in U \times \bigcup_{l \geq 1} \{ t \leq l \} \}.
\]
We then define
\[
Z_t = \sum_{u \in \tilde{N}(t)} w(X_u(t)), \quad \bar{Y}_t = \sum_{u \in \tilde{N}(t)} e^{\mu(X_u(t)-a)}, \quad R_t = \#\check{R}(t),
\]
and
\[
\tilde{Z}_t = \sum_{u \in \tilde{N}(t)} w(X_u(t)), \quad \bar{Y}_t = \sum_{u \in \tilde{N}(t)} e^{\mu(X_u(t)-a)}.
\]
Note that on the event \( T = T^{(0)} \), we have \( \tilde{N}(T) = \emptyset \) by definition. For the other particles, we have:

**Lemma 6.13.** Suppose that \( t \leq \text{?} \) and \( \text{?} \leq 1/4 \). Then,
\[
\mathbb{E}^{x}[\tilde{Z}_t \mid T = T^{(0)} = t] \leq CA, \quad \mathbb{E}^{x}[\bar{Y}_t \mid T = T^{(0)} = t] \leq C, \quad \mathbb{E}^{x}[\check{R}_t \mid T = T^{(0)} = t] \leq C
\]

**Proof.** We have for every \( s \geq 0 \), \( \mathbb{E}^{x}[Z_{s}^{(0)}] = w(x) \leq \pi(a-x)e^{-\mu(a-x)} \) by (5.11). Furthermore, \( \mathbb{E}^{x}[Y_{s}^{(0)}] \leq Cw(x)/a \leq Ce^{-\mu(a-x)} \) by (5.13). Finally, we have by Lemma 5.5 \( \mathbb{E}^{x}[R_{s}^{(0)}] \leq C((a-x) + 1)e^{-\mu(a-x)} \) for \( s \leq a^2 \). By Lemmas 6.12 and 2.2 we now have
\[
\mathbb{E}^{x}[Z_{t}^{(0)} \mid T = T^{(0)} = t] \leq C, \quad \mathbb{E}^{x}[Y_{t}^{(0)} \mid T = T^{(0)} = t] \leq C, \quad \mathbb{E}^{x}[R_{t}^{(0)} \mid T = T^{(0)} = t] \leq C.
\]
From the estimate on \( R_{t}^{(0)} \), it follows that \( \mathbb{E}^{x}[Z_{t}^{(1)} \mid T = T^{(0)} = t] \leq C\check{Q}^{x}[Z] \leq CA \), by (5.50).

Hence, by Lemma 6.7 and the hypothesis, we have \( \mathbb{E}^{x}[Z_{t}^{(1)} \mid T = T^{(0)} = t] \leq CA \). By (5.54) and (5.11), we now have
\[
\mathbb{E}^{x}[Z_{t}^{(1)} \mid T = T^{(0)} = t] \leq CA,
\]
and by (5.30) and (5.13), we have
\[
\mathbb{E}^{x}[Y_{t}^{(1)} \mid T = T^{(0)} = t] \leq C\eta A.
\]
Since \( \tilde{Z}_t = Z_{t}^{(0)} + Z_{t}^{(1)}, \quad \bar{Y}_t = Y_{t}^{(0)} + Y_{t}^{(1)} \) and \( \eta \leq A^{-1} \), this implies the lemma. \( \square \)

On the event \( T = T^{(1)} \), the situation is more complex, as shown by the following lemma.

**Lemma 6.14.** Suppose that \( t \leq \text{?} \) and \( \text{?} \leq 1/4 \). Then,
\[
\mathbb{E}^{x}[\tilde{Z}_t \mid T = T^{(1)} = t] \leq CA, \quad \mathbb{E}^{x}[\bar{Y}_t \mid T = T^{(1)} = t] \leq C, \quad \mathbb{E}^{x}[\check{R}_t \mid T = T^{(1)} = t] \leq C.
\]

Moreover, on the event \( T = T^{(1)} \), we have \( \tilde{Z}_{t}^{(1)} \leq \varepsilon e^{A} \), and
\[
\mathbb{E}^{x}[\tilde{Z}_t^{(2)} \mid T = T^{(1)} = t] \leq C\varepsilon e^A t/a^3 + \eta,
\]
\[
\mathbb{E}^{x}[\bar{Y}_t \mid T = T^{(1)} = t] \leq C\varepsilon \eta e^A,
\]
\[
\mathbb{P}^{x}[[\tilde{Z}_t^{(1)} - \tilde{Z}_{t}^{(1)}] > K \mid T = T^{(1)} = t] \leq C\varepsilon K^2 (t/a^3 + \eta) + C(t/a^3 + \eta)/K.
\]
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Proof. On the event $T = T^{(1)}$, conditioning on $\tau_1(\mathcal{W})$, we get two independent pieces of the process, one starting at $x$ conditioned to hit $a$ at $\tau_1(\mathcal{W})$, the second starting at $a$, following the law of $Q^x$ conditioned on $T = T^{(1)} = t - \tau_1(\mathcal{W}) =: t'$. Stopping this process at the line $\mathcal{S}^{(1)}$, one of those particles then spawns BBM conditioned on $T = T^{(0)} = t'$ and the others spawn BBM conditioned on $T > t'$. Now, $\tilde{Z}_t$ and $Y_t$ are the sums of the respective variables corresponding to the two pieces and the inequalities on their expectations now follows from Lemma 6.13.

On the event $T = T^{(l)}$, for $l \geq 1$, we can generalize the above decomposition and conditioning on $\tau_i(\mathcal{W}), \ldots, \tau_{l-1}(\mathcal{W})$ we get $l$ independent pieces of the process. This event, we note that $\tilde{Z}_t^{(1)} \leq \varepsilon e^A$, since no breakout occurred before the time $t = \tau_1(\mathcal{W})$. This immediately gives the estimates on the first and second moment of $\tilde{Z}_t^{(1)}$.

For the proof of the remaining inequalities, we note that we have by Lemma 6.7

$$
E^x[\tilde{Z}_t^{(2+)}] \leq \sum_{i=1}^{\infty} C(\hat{Q}[Z](\frac{1}{a^3} + C_{6.57}))^i \tilde{Z}_t^{(1)} \leq C \varepsilon e^A (\frac{1}{a^3} + \eta),
$$

by the hypothesis on $t$. The last three equations now follow from these results as in Lemmas 6.10 and 6.11.

Define $T^{(1,m)} = \min_{i < m} T^{(i)}$ and $T^{(1,+)} = \min_{i \geq 1} T^{(i)}$.

**Lemma 6.15.** Suppose that $C_1 e^A \leq Z_0 \leq C_2 e^A$ and $Y_0 \leq \eta Z_0$. Then for large $A$,

$$
P(t^{(1)} < t^{(0)}) \leq C \varepsilon A,
$$

and

$$
P(t^{(2+)} < t^{(0;1)}) \leq C(\varepsilon A)^2.
$$

**Proof.** Let $t_0 := \frac{6.50}{a^3} \wedge a^3/(3C_{6.50} A)$. By (6.2), (6.14) and (6.50), we have for large $A$,

$$
P(T^{(0)} > t_0) \leq \exp(-CA/\varepsilon) \leq \varepsilon.
$$

(6.67)

Now, for the rest of the proof, let $t \leq t_0$. We have by the decomposition (6.20) of the process conditioned on $T = t$,

$$
P^\nu(T^{(1)+} > t \mid T^{(0)} = t) = \sum_{i=1}^{n} p_i p^\nu_{-\delta_i}(T^{(1)+} > t \mid T^{(0)} > t) p_{x_i}(T^{(1)+} > t \mid T^{(0)} = t)
$$

$$
\geq \sum_{i=1}^{n} p_i Q^a(T > t) E^{\nu_{-\delta_i}[R^0_t]} + E^{x_i}[R^0_t \mid T^{(0)} = 0],
$$

by Jensen’s inequality. By Lemma 5.6 and the hypothesis on $Y_0$, we have $E^{\nu_{-\delta_i}[R^0_t]} \leq E^\nu[R^0_t] \leq C(t/a^3 + \eta) Z_0$. By Lemma 6.13, we have for large $A$, $E^{x_i}[R^0_t] \mid T^{(0)} = t] \leq C$. In total, we get by Lemma 6.4 for $t \leq t_0$,

$$
P^\nu(T^{(1)+} > t \mid T^{(0)} = t) \geq \exp\left(-C(\varepsilon A_B(t/a^3 + \eta)^2 Z_0 + t/a^3 (\eta Z_0 + A_B) + \eta + \eta^2 Z_0)\right).
$$

(6.68)

By (6.67), (6.68), and the inequality $1 - e^{-x} \leq x$, we get

$$
P^\nu(T^{(1)+} < t^{(0)}) \leq C E[(t/a^3 + \eta)^2 1_{(T^{(0)} < t_0 a^3)}] A_B Z_0
$$

$$
+ E[T/a^3 1_{(T^{(0)} < t_0 a^3)}](\eta Z_0 + A_B) + \eta + \eta^2 Z_0 + \varepsilon).
$$

(6.69)
The result now follows by Lemma 6.5 together with the hypothesis on $Z_0$, (6.3), (6.49) and (6.14). For the second part of the lemma, we first note that by (6.20) and the union bound,

\[ P^\nu(T^{(2+)} < t \mid T^{(1)} > T^{(0)} = t) = \sum_{i=1}^n p_i \left( P^{\nu - \delta_x}(T^{(2+)} < t \mid T^{(0;1)} > t) + P^{\varepsilon}(T^{(2+)} < t \mid T^{(1)} > T^{(0)} = t) \right). \]

Now we have

\[ P^{\nu - \delta_x}(T^{(2+)} < t \mid T^{(0;1)} > t) \leq P^{\nu}(T^{(2+)} < t \mid T^{(0;1)} > t) \leq \tilde{p}_t E^\varepsilon[R_t^{(2)} \mid T^{(0;1)} > t], \]

by Markov’s inequality. As in the proof of Lemma 6.7, we can show that for $l \geq 1$,

\[ Q^a[R_t^{(l+1)} \mid T^{(1;l-1)} > t \mid \mathcal{F}_t] \leq C A^l(t/a^3 + \eta)^l R_t^{(0)}, \quad (6.70) \]

since we have, as in (6.50), for every $l \geq 0$, $Q^a[Z \mid T^{(1;l)} > t] = (1 + O(pB))Q^a[Z] \leq CA$, by (6.15). With (6.23) and (6.49), this gives

\[ P^{\nu - \delta_x}(T^{(2+)} < t \mid T^{(0;1)} > t) \leq C_{6.14} p_B A^2(t/a^3 + \eta)^2 Z_0. \quad (6.71) \]

Moreover, we have

\[ P^\nu(T^{(2+)} < t \mid T^{(1)} > T^{(0)} = t) \leq \tilde{p}_t E^\varepsilon[R_t^{(2)} \mid T^{(1)} > T^{(0)} = t] \leq p_B C Q^a[Z]^2(t/a^3 + \eta)^2 E^\varepsilon[R_t^{(0)} \mid T^{(0)} = t] \leq p_B CA^2(t/a^3 + \eta)^2 \quad \text{by (6.70), (6.49)} \]

by Lemma 6.13. In total, this gives

\[ P^\nu(T^{(2+)} < t \mid T^{(1)} > T^{(0)} = t) \leq C_p B(A^2(t/a^3 + \eta)^3 Z_0 + A^2(t/a^3 + \eta)^2) \quad (6.72) \]

Moreover, we have

\[ P^\nu(T^{(2+)} < t \mid T^{(0)} > T^{(1)} = t) \leq \sum_{i=1}^n p_i \left( P^{\nu - \delta_x}(T^{(2+)} < t \mid T^{(0;1)} > t) + P^{\varepsilon}(T^{(2+)} < t \mid T^{(0)} > T^{(1)} = t) \right). \quad (6.73) \]

The first term in (6.73) has been bounded in (6.71). For the second term, we note that we have

\[ P^{\varepsilon}(T^{(2+)} < t \mid T^{(0)} > T^{(1)} = t) \leq \tilde{p}_t C \left( Q^a[R_t^{(2)} \mid T^{(1)} > t] E^\varepsilon[R_t^{(0)} \mid T^{(0)} > T^{(1)} = t] \right) \]

and by Lemma 6.14 together with (6.2), (6.14), (6.49) and the hypotheses on $Z_0$ and $Y_0$, we get

\[ P^\varepsilon(T^{(2+)} < t \mid T^{(0)} > T^{(1)} = t) \leq C_p B \left( A^2(t/a^3 + \eta)^2 + \varepsilon e A(t/a^3 + \eta)^2 \right) \leq CA(t/a^3 + \eta)^2. \quad (6.74) \]
Equations (6.71), (6.73) and (6.74) now yield
\[ P^\nu(T^{(2)} < t \mid T^{(0)} > T^{(1)} = t) \leq C p_B A^2(t/a^3 + \eta)^3 Z_0 + CA(t/a^3 + \eta)^2, \] (6.75)
and (6.72) and (6.75) then yield
\[ P^\nu(T^{(2)} < t \mid T^{(0:1)} = t) \leq C p_B A^2(t/a^3 + \eta)^3 Z_0 + CA(t/a^3 + \eta)^2. \] (6.76)
The second part of the lemma now follows from (6.76), by integrating over \( t \) from 0 to \( t_0 \) and using Lemma 6.5 and (6.67).

7 The system with the moving barrier

We will now define properly the BBM with the moving barrier. We will still use all the definitions from Section 6.1 with one notational change: Recall that by (6.20), we can decompose the process into two parts: the first part consisting of the particles spawned by the ancestor of the fugitive, and the second part consisting of the remaining particles. As in Section 6.4, the quantities which refer to the particles of the first part will be denoted by a bar (e.g. \( \bar{q} \)) and check (e.g. \( \check{q} \)), and the second part will be denoted with a hat in this section (e.g. \( \hat{q} \)), in reference to the law \( \check{P} \) from Section 6.3. Furthermore assume from now on that there is a constant \( \kappa \), such that for each \( A \) and \( a \) large enough the initial distribution satisfies \(|e^{-AZ_0} - \kappa| \leq \epsilon^{3/2}\) and \( Y_0 \leq \eta Z_0 \). The constant \( \kappa \) will be regarded as universal, in the sense that the terms denoted by \( O() \), \( o_A() \) and \( o(1) \) may depend on \( \kappa \).

Suppose further that we are given a family \( (f_x)_{x \geq 0} \) of non-decreasing functions \( f_x \in \mathcal{C}^2(R, R^+) \), such that for each \( x \geq 0 \), \( f_x(t) = 0 \) for \( t \leq 0 \), \( f_x(+\infty) = x \) and for each \( \delta > 0 \) there exist \( M_x = M_x(\delta) \), \( M_t = M_t(\delta) \), such that

- \( M_x(\delta) \to \infty \) as \( \delta \to 0 \),
- \( ||f_x|| \leq \delta^{-1} \) for all \( x \in [0, M_x] \), and
- \( f_x(t) \geq x - \delta \) for all \( t \geq M_t \),

where \( ||f|| \) is defined in 6.41. It is easy to construct such a family: Take any non-decreasing function \( f \in \mathcal{C}^2(R^+, R^+) \), such that \( f(t) = 0 \) for all \( t \leq 0 \) and \( f(t) = 1 \) for all \( t \geq 1 \) and define \( f_x = xf \) for \( x \geq 0 \). Then \( ||f_x|| \leq ||f||(|x| + x^2) \), whence this family satisfies the above conditions with \( M_x(\delta) = (||f||\delta)^{-1/2} \) and \( M_t(\delta) \equiv 1 \).

Now suppose we are given a BBM with constant drift \( -\mu \) starting from the initial configuration \( \nu_0 \). We are going to define for each \( n \in \mathbb{N} \) define a stopping time \( T_n \) and a barrier process \( (X^{(n)}_t)_{t \in [T_{n-1}, T_n]} \) as follows:

1. We set \( T_0 = 0 \) and \( X_0^{(1)} = 0 \).
2. Denote by \( T \) the time of the first breakout of the BBM absorbed at 0 and by \( \mathcal{Z} \) the fugitive, as in Section 6.1. We set \( X^{(1)}_t = 0 \) for \( t \in [0, T] \).
3. Define
\[ \Delta = \frac{1}{c_0} \log \left( \frac{Z_T}{\kappa e A} + 1 \right), \] (7.1)
where \( Z_T \) is defined in Section 6.1.
4. Define $T_n' = T + \tau_{\text{max}}^{(T')}$ and $T_1 = (T + a^{5/2}) \vee T'_1$. Note that $T'_1$ and therefore also $T_1$ is a stopping time for the BBM. Now define

$$X_t^{(1)} = f_\Delta((t - T'_1)/a^2), t \in [T, T_1].$$

We then give the particles an additional drift $-(d/dt)X^{(1)}_t$ for $t \in [T'_1, T_1]$, in the meaning of Section 5.1.

5. We have now defined $T_1$ and $X^{(1)}$. We further define $\nu_1$ to be the measure formed by the particles at time $T_1$, which have never hit 0. To define $T_2$ and $X^{(2)}$, we repeat the above steps with the process formed by the BBM started from those particles, with the definitions changed such that the barrier process starts at $X^{(2)}_{T_1} = X^{(1)}$, time starts at $T_1$ etc.

6. We now construct the barrier process $X^{(\infty)}$ from the pieces by $X^{(\infty)}_t = X^{(n)}_t$, if $t \in [T_{n-1}, T_n]$.

**Remark 7.1.** The random line formed by the particles at time $T_1$ which have never crossed the barrier $X^{(1)}$ is not a stopping line in the sense that we have defined it, but in Jagers’ sense (see Section 3.2), such that the strong branching property applies here as well. It is even a simple stopping line in the terminology of Biggins and Kyprianou [11].

Recall the definition of the phrase “As $A$ and $a$ go to infinity” from Section 6.1. Our main theorem is the following:

**Theorem 7.2.** As $A$ and $a$ go to infinity, the process $(X_t)_{t \geq 0} = (X^{(\infty)}_{tn^{1/2}/n^2} - At)_{t \geq 0}$ converges in the sense of finite-dimensional distributions to the Lévy process $(L_t)_{t \geq 0}$ with $L_0 = 0$ and cumulant $K_\kappa(\lambda)$ given by

$$K_\kappa(\lambda) = \log E[e^{i\lambda L_1}] = i\lambda(\log \kappa + c) + c_0 \int_0^\infty e^{i\lambda x} - 1 - i\lambda x 1_{(x \leq 1)} d\Lambda(dx), \quad (7.2)$$

where $\Lambda(dx)$ is the image of the measure $x^{-2}dx$ by the map $x \mapsto c_0^{-1} \log (1 + x)$ and $c \in \mathbb{R}$ is a constant depending only on the reproduction law $q(k)$.

A stronger convergence than convergence in the sense of finite-dimensional distributions is convergence in law with respect to Skorokhod’s topology (see [32], Chapter 3). Obviously, the convergence in Theorem 7.2 does not hold in this stronger sense, because the barrier is continuous but the Lévy process is not, and the set of continuous functions is closed in Skorokhod’s topology. However, if we create artificial jumps, we can rectify this:

**Theorem 7.3.** Define $J_t = X^{(\infty)}_{T_{n}}$, if $t \in [T_n, T_{n+1})$, for $n \in \mathbb{N}$. Then as $A$ and $a$ go to infinity, the process $(X'_t)_{t \geq 0} = (J_{tn^{1/2}/n^2} - At)_{t \geq 0}$ converges in law with respect to Skorokhod’s topology to the Lévy process defined in the statement of Theorem 7.2.

Define the sequence $(G_n)_{n \geq -1}$ of “good events” by $G_{-1} = \Omega$ and $G_n$ to be the intersection of $G_{n-1}$ with the following events:

- $\nu_n$ has support in $(0, a)$,
- $\mathcal{N}_n \subset U \times \{T_n\}$ and $T_n > T'_n$ (for $n > 0$).
\[ |e^{-A}Z_{T_n} - \kappa| \leq \varepsilon^{3/2} \text{ and } Y_{T_n} \leq \eta Z_{T_n}. \]

The core of the proof of Theorems 7.2 and 7.3 will be the following proposition:

**Proposition 7.4.** Fix \( \lambda \in \mathbb{R} \). Suppose that \( \mathbf{P}(G_0) = 1 \). Define \( \gamma_0 = \pi/(\pi^2 p B e^A) \). Then there exists \( \delta > 0 \), such that for \( n \leq \varepsilon^{-1/\delta}/2 \) and large \( A \) and \( a \), we have \( \mathbf{P}(G_n) \geq 1 - n \varepsilon^{1+\delta} \) and

\[
\log \mathbf{E}[e^{i\lambda X_{T_n}}] = n\kappa^{-1}\gamma_0(K_n(\lambda) + i\lambda A + o_A(1) + O(\varepsilon^4)),
\]

(7.3)

with \( K_n(\lambda) \) defined as in Theorem 7.2 and where \( o_A(1) \) and \( O(\varepsilon^4) \) may depend on \( \lambda \).

**Remark 7.5.** The process \( Z_t \) approximately measures the population size, in the sense that the number of particles at the time \( t + \delta a^3 \), where \( \delta \) is a small constant, is approximately \( 2\pi c_0^2 e^{\varepsilon^3 a^3} \times Z_t \). That is why we stated in the introduction that the number of particles stays almost constant in our model. We could indeed show for example that the process of the number of particles converges to a constant in the sense of finite-dimensional distributions. Since we plan to show much stronger results in a second work, we will not prove this here, however.

### 7.1 Proof of Proposition 7.4

In this subsection, we are under the hypotheses of Proposition 7.4, i.e. we suppose that \( \nu_0 \) has support in \((0, a), |e^{-A}Z_0 - \kappa| \leq \varepsilon^{3/2} \) and \( Y_0 \leq \eta Z_0 \).

**The particles on the stopping line \( \mathcal{N}_T \).** In a first step, we will describe the state of the system at the stopping line \( \mathcal{N}_T \), defined in (6.14). Recall that this stopping line consists of those particles, for which \( \sigma_l \leq T < \sigma_l \) for some \( l \), and of the descendants of those for which \( \tau_l \leq T < \sigma_{l+1} \) for some \( l \), as soon as they hit the critical line. This latter case applies in particular to the fugitive \( \mathcal{W} \), for which \( T = \tau_l(\mathcal{W}) \) for some \( l \). We will show in this paragraph that the following events happen with high probability and give first and second moment estimates of the quantities appearing in the definitions:

\[
G_{\text{bulk}} = \{ |Z_T - Z(\mathcal{W}, T) - (\hat{Z}_{\mathcal{W}}^{(0,2)} + \hat{Z}_{\mathcal{W}}^{(1)})| \leq \varepsilon^{3/4} \} \cap \{ Z_T - Z(\mathcal{W}, T) \leq e^A/\varepsilon \} \cap \{ Y_T \leq \varepsilon^{-3/2} \},
\]

\[
G_{\text{fug}} = \{ Z(\mathcal{W}, T) \leq e^{A/\varepsilon}, \gamma^{(\mathcal{W}, T)}_{\text{max}} \leq \zeta \}.
\]

First of all, since the process of the descendants of the fugitive after time \( T \) follows the law \( \mathbf{P}^g(\cdot \mid (H^3, 0))^g \), we have for \( A \) and \( a \) large enough,

\[
\mathbf{P}(G_{\text{fug}}) \leq p_B^{-1}(\mathbf{P}^a(Z(\mathcal{W}, 0) > e^A/\varepsilon) + \mathbf{P}^a(\tau^{(3,0)} > \zeta)) \leq C\varepsilon^2,
\]

(7.4)

by (6.2) and (6.3).

As for \( G_{\text{bulk}} \), let \( A \) be large enough, such that \( \sqrt{\varepsilon} \leq \frac{1}{\log(\eta)} a^3 \). Recall the decomposition of the BBM conditioned on \( T = t \) given by (6.20) and denote by \( x_0 \) the position of the particle that is the ancestor of the fugitive. We have as in the proof of Lemma 6.2 for large \( A \),

\[
w(x_0) \leq \pi \mu^{-1} Y_0 |\log Y_0| \leq C\eta |\log \eta| e^A \leq \varepsilon^{3/2} e^A,
\]

by (6.3), whence \( |e^{-A}Z_0 - \kappa| \leq 2\varepsilon^{3/2} \) and \( \tilde{Y}_0 \leq \eta \tilde{Z}_0 \). We then have by Lemma 6.7 for \( t \leq \sqrt{\varepsilon} a^3 \),

\[
\mathbf{E}[e^{-A} \hat{Z}_{\mathcal{W}}^{(1,2)} \mid T = t] = (\pi + O(p_B)) e^{-A} Z_0 \hat{Q}^a [Z] (\frac{1}{a^3} + O(\eta)) + O(A^2 (\frac{1}{a^3} + \eta)^2).
\]

(7.5)
Furthermore, by Lemmas 6.8 and 6.9 and the inequality \( (x+y)^2 \leq 2(x^2 + y^2) \), we have
\[
\text{Var}(e^{-A}Z_{0}^{(1:2)} | T = t) \leq C(\varepsilon(\frac{1}{\varepsilon} + O(\eta)) + \varepsilon A(\frac{1}{\varepsilon} + O(\eta))^2 + \varepsilon A^2(\frac{1}{\varepsilon} + O(\eta))^3 + A^4(\frac{1}{\varepsilon} + O(\eta))^4)
\]
(7.6)
Lemma 6.5 and (7.3) now give for large \( A \),
\[
E[e^{-A}Z_{0}^{(1:2)} 1_{(T \leq \sqrt{3}\varepsilon a^3)}] = e^{-A}/p_B(1 + O(A\sqrt{\varepsilon})) \hat{Q}[Z] + O(A^2\varepsilon^2)
\]
(7.7)
by (6.1) and (6.3). As for the particles from the family of the fugitive, note first that we have
\[
\text{by (7.10), (7.11), Lemmas 6.14 and 6.15 and Markov's inequality,}
\]
\[
P(T^{(2+)}) = T \leq p(T^{(2+)}) < T^{(0;1)}) \leq CA^2\varepsilon^2.
\]
(7.10)
Furthermore, by Lemmas 6.14 and 6.15 and the fact that \( Z_{0}^{(1)} = 0 \) on the event \( \{T = T^{(0)}\} \),
\[
E[e^{-A}Z_{0}^{(1)} | T \leq \sqrt{3}\varepsilon a^3] \leq C\sqrt{\varepsilon}p(T^{(1+)} = T) \leq CA\varepsilon^{1/2},
\]
(7.11)
and likewise
\[
E[(e^{-A}Z_{0}^{(1)})^2 | T \leq \sqrt{3}\varepsilon a^3] \leq C\sqrt{\varepsilon}p(T^{(1+)} = T) \leq CA\varepsilon^{5/2}.
\]
(7.12)
Likewise, if we define
\[
\tilde{G} = \{Z_{0}^{(1)} - Z_{0}^{(1)} | \leq e^2 e^A, \hat{Z}_{0}^{(1+)} \leq e^{3/2}/10, \tilde{Z}_{0}^{(1)} < e^A/(4\varepsilon), \tilde{Y}_T \leq \varepsilon^2\},
\]
then we have by (7.10), (7.11), Lemmas 6.14 and 6.15 and Markov's inequality,
\[
P(\tilde{G}, T \leq e^{3/4}a^3) \leq p(\tilde{G}, T \leq e^{3/4}a^3 | T = T^{(1)})p(T = T^{(1)}) + p(T = T^{(2+)})) \leq C\varepsilon A(e^{-A}e^A + A^{1/4} + e^{-A} + \eta e^A/\varepsilon) + A^2\varepsilon^2
\]
(7.13)
by (6.2) and (6.3). Finally, defining
\[
\bar{G} = \{Z_{0} \leq e^{-3/2}, \tilde{Y}_T \leq \varepsilon^{-3/2}/2\},
\]
we get by Lemmas 6.13 and 6.14 and Markov’s inequality,
\[
P(\bar{G}) \leq CA\varepsilon^{3/2}.
\]
(7.14)
Altogether, since \( Z_T = Z^{(\gamma, t)} + Z_{0}^{(0+)} + \hat{Z}_{T}^{(1+)} + Z_{T} \), we have \( \tilde{G} \cap \bar{G} \cap \bar{G} \subset G_{\text{bulk}} \) for large \( A \), and thus, by (6.1), (6.9), (7.13) and (7.14),
\[
P(G_{\text{bulk}}, T \leq e^{3/4}a^3) \leq CA^2\varepsilon^{5/4}.
\]
(7.15)
The particles touching the right barrier after the breakout. Now, from the time $T + \zeta$ on, we are moving the barrier according to the function $f_\Delta$, which is equivalent to having the variable drift $-\mu = -\mu - f_\Delta(t(a^2)/a^2$. Note that on $G_{\text{fug}}$, the variable $\Delta$ is $\mathcal{F}_{T+\zeta}$-measurable and that $T_1 = T + a^{5/2}$. Since $Z_T \leq 2e^A/\varepsilon$ on $G_{\text{bulk}} \cap G_{\text{fug}}$, we now have for large $a$, by the hypotheses on the functions $(f_z)$,

$$
on G_{\text{bulk}} \cap G_{\text{fug}} : ||f_\Delta|| \leq \sqrt{a} \quad \text{and} \quad \Delta - f_\Delta((a^{5/2} - \zeta)/a^2) = o(1).$$  \hspace{1cm} (7.16)

We now show that on the good events defined above, with high probability there is no particle hitting the right barrier between the times $T + a^2$ and $T + a^{5/2}$ and the descendants of the particles that hit the right barrier between $T$ and $T + a^2$ are negligible. For this, we start afresh the notation of the tiers from the stopping line $\mathcal{N}_T$ on, indicating this change of notation by a prime (′), i.e. for all particles $u$, such that $\mathcal{N}_T \leq (u, t)$ for some $t$, we set $\sigma'_n(u)$ to be the second coordinate of $\mathcal{N}_T \wedge (u, t)$ and define $\sigma'_n$ and $\tau'_n$ by

$$
\tau'_n(u) = \inf\{s \geq \sigma_n : X_u(s) = a\},
\quad \sigma'_{n+1}(u) = \inf\{s \geq \tau_n : X_u(s) = a - y + (c_0 - \mu)(s - \tau_n) - f_\Delta((s - (T + \zeta))/a^2)\}.
$$

The stopping lines $\mathcal{R}^{(i)}_t$ etc. are then defined as in Section 6.1, adding $f_\Delta$ to the definition. Note that we assumed there that $f \equiv 0$, but we will not use the results from that section, such that there is no conflict. We then define

$$
G_{\text{barrier}} = \bigcap_{(u, s) \in \mathcal{R}^{(0)}_T} \Gamma^{(u, s)} \cap \{R^{(0)}_{T_1} - R^{(0)}_{T+a^2} = 0\} \cap \{Z^{(1)}_{T_1} \leq \varepsilon^2 e^A\} \cap \{Y^{(1)}_{T_1} \leq \varepsilon e^A\} \cap \{R^{(1)}_{T_1} = 0\}.
$$

Now, first note that on $G_{\text{bulk}} \cap G_{\text{fug}}$, we have by (6.3),

$$
Z_T \leq 2\varepsilon^{-1} e^A, \quad Y_T \leq 2\varepsilon^{-3/2}, \quad \text{and} \quad \forall (u, s) \in \mathcal{N}_T : s \leq T + \zeta.
$$  \hspace{1cm} (7.17)

It follows from Lemmas 5.4 and 5.6 (6.13) and (7.17) that for large $a$,

$$
P\left(G_{\text{bulk}} \cap G_{\text{fug}} \cap \bigcup_{(u, s) \in \mathcal{R}^{(0)}_T} (\Gamma^{(u, s)})^c \leq p \varepsilon \mathbb{E}[R^{(0)}_{T+a^2}] \leq C\varepsilon^{-5/2}e^{-A},
$$  \hspace{1cm} (7.18)

and

$$
P(G_{\text{bulk}} \cap G_{\text{fug}}, R^{(0)}_{T_1} - R^{(0)}_{T+a^2} \geq 1) = o(1).
$$  \hspace{1cm} (7.19)

As for the tier 1 particles, if we set

$$
G' = G_{\text{bulk}} \cap G_{\text{fug}} \cap \bigcap_{(u, s) \in \mathcal{R}^{(0)}_T} \Gamma^{(u, s)},
$$

we have by Lemmas 5.5 and 5.6

$$
\mathbb{E}\left[1_{G'} \sum_{(u, s) \in \mathcal{R}^{(0)}_T} Z^{(u, s)}\right] \leq C \mathbb{A} \mathbb{E}\left[1_{G'} R^{(0)}_{T+a^2}\right] \leq C A (\varepsilon^{-3/2} + o(1)) \leq C\varepsilon^{2+5/4}e^{-A},
$$  \hspace{1cm} (7.20)
by (6.2). Equations (7.19) and (7.20) together with Proposition 5.2, Lemmas 5.6 and 5.5 and Markov's inequality now give for large $a$,

$$
P(G' \cap (\{Z_{T_1}^{(1)} > \varepsilon^2 e^A\} \cup \{Y_{T_1}^{(1)} > a^{-1/2} e^A\} \cup \{R_{T_1}^{(1)} \geq 1\})) \leq C \varepsilon^{5/4}. 
$$

(7.21)

Equations (7.18), (7.19) and (7.21), together with (5.2), (7.15) and (7.4) now prove that

$$
P(G_{\text{bulk}} \cap G_{\text{fug}} \cap G_{\text{barrier}}^c) \leq C \varepsilon^{3/2}.
$$

(7.22)

**The particles that stay in the interval $(0, a)$ after the breakout.** On $G_{\text{bulk}} \cap G_{\text{fug}}$, we have $Z_T \geq \kappa e^A$ for large $A$, since $Z^{(\beta,T)} \geq \varepsilon e^A$ on $G_{\text{fug}}$ and $Z_T - Z^{(\beta,T)} \geq \kappa e^A - \varepsilon^{3/2}(e^A + 1/4)$ on $G_{\text{bulk}}$ by the hypothesis on $Z_0$. It follows that

$$
\text{on } G_{\text{bulk}} \cap G_{\text{fug}} : \Delta = \frac{1}{c_0} \log \left( \frac{Z_{T_1}}{\kappa e^A} \right) \geq 0.
$$

(7.23)

By (7.16) and Proposition 5.2, we now have for large $a$,

$$
\text{on } G_{\text{bulk}} \cap G_{\text{fug}} : |E[Z_{T_1}^{(0)} | \mathcal{F}_{\bar{T}_1}] - \kappa e^A| \leq \varepsilon^{3/2} e^A / 3,
$$

(7.24)

as well as

$$
\text{on } G_{\text{bulk}} \cap G_{\text{fug}} : |\text{Var}[Z_{T_1}^{(0)} | \mathcal{F}_{\bar{T}_1}]| \leq C \varepsilon^{-3/2} + o(1).
$$

(7.25)

Equations (7.24) and (7.25) and the conditional Chebychev inequality now give for large $a$:

$$
P(G_{\text{bulk}} \cap G_{\text{fug}}, |Z_{T_1}^{(0)} - \kappa e^A| > \varepsilon^{3/2} e^A / 2) \leq C \varepsilon^{-9/2} e^{-2A} \leq C \varepsilon^{3/2},
$$

(7.26)

by (5.2). Hence, for large $a$, we have by (7.26) and (5.14),

$$
P(G_{\text{bulk}} \cap G_{\text{fug}} \cap G_{\text{int}}^c) \leq C \varepsilon^{3/2},
$$

(7.27)

where

$$G_{\text{int}} = \{ |e^{-A} Z_{T_1}^{(0)} - \kappa| \leq \varepsilon^{3/2} / 2 \} \cap \{ Y_{T_1} \leq a^{-1/2} e^A \}.$$

**The probability of $G_n$.** Equations (7.24), (7.15), (7.22) and (7.27) now give for large $A$ and $a$,

$$
P\left( (G_{\text{bulk}} \cap G_{\text{fug}} \cap G_{\text{barrier}} \cap G_{\text{int}})^c \right) \leq C A^2 \varepsilon^{5/4} + P(T > \varepsilon^{3/4} e^A) \leq \varepsilon^{9/8} / 2,
$$

(7.28)

by (5.2) and Lemma 6.2. Now note that on $G_{\text{fug}} \cap G_{\text{barrier}}$, the first and second points in the definition of $G_1$ from the statement of Proposition 7.4 are verified for large $a$, and the third point is verified on $G_{\text{barrier}} \cap G_{\text{int}}$ for large $a$. In total, we have for large $A$ and $a$,

$$P(G_1) \geq 1 - \varepsilon^{9/8}.
$$

The statement for the probability of $G_n$ now follows readily by induction, since conditioned on the event $G_n$, the process started at the stopping time $T_n$ satisfies the hypotheses of the proposition.
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The Fourier transform of the barrier process. Define
\[
\Delta_{\text{drift}} = (\kappa e^A)^{-1} Z_0 - 1 + (\kappa e^A)^{-1} (Z_0^{(1)} + Z_0^{(2)} + Z_0^{(1)}),
\]
and \(\Delta_{\text{jump}} = (\kappa e^A)^{-1} Z^{(\mathbb{Z}, T)}\),

and note that \(\Delta_{\text{drift}}\) and \(\Delta_{\text{jump}}\) are independent random variables. By the definition of \(G_{\text{bulk}}\) and the hypothesis on \(Z_0\), we have for large \(A\),

\[
\text{on } G_{\text{bulk}} : \Delta = \frac{1}{c_0} \log \left(1 + \Delta_{\text{drift}} + \Delta_{\text{jump}}\right) + O(\varepsilon^{3/2}) \tag{7.29}
\]

Note that by (7.7) and (7.11) and the hypothesis on \(Z_0\), we have

\[
E\left[\Delta_{\text{drift}} 1_{(T \leq \sqrt{\varepsilon} \varepsilon^A)}\right] = \kappa^{-1} c_0 \gamma_0 (A + \log \varepsilon + c + o_A(1)), \tag{7.30}
\]

and by (7.8) and (7.12) and the inequality \((x + y + z)^2 \leq 3(x^2 + y^2 + z^2)\)

\[
E\left[(\Delta_{\text{drift}})^2 1_{(T \leq \sqrt{\varepsilon} \varepsilon^A)}\right] = O(\varepsilon^2 A^2). \tag{7.31}
\]

Note that (7.31) implies

\[
P \left( |\Delta_{\text{drift}}| \geq \varepsilon^{1/3}, \ T \leq \sqrt{\varepsilon} \varepsilon^A \right) = O(\varepsilon^{4/3} A^2) = O(\varepsilon^{7/6}), \tag{7.32}
\]

by (6.1). Now, since \(\log(1 + a + b) = \log(1 + a) + \log((1 + b)/(1 + a))\), we have by (7.16), (7.28), (7.29) and (7.32), for large \(A\) and \(a\),

\[
E[e^{i\lambda X_{T_1}}] = E[e^{i\lambda X_{T_1}} 1_{(T \leq \sqrt{\varepsilon} \varepsilon^A), \ |\Delta_{\text{drift}}| < \varepsilon^{1/3} 1_{G_{\text{bulk}}}}] + O(\varepsilon^{9/8})
\]

\[
= E[e^{(i\lambda/c_0) \log(1 + \Delta_{\text{drift}})} 1_{(T \leq \sqrt{\varepsilon} \varepsilon^A), \ |\Delta_{\text{drift}}| < \varepsilon^{1/3} 1_{G_{\text{bulk}}}} e^{(i\lambda/c_0) \log(1 + \Delta_{\text{drift}})}] + O(\varepsilon^{9/8}), \tag{7.33}
\]

for any \(\lambda \in \mathbb{R}\). We will first study the term concerning \(\Delta_{\text{jump}}\). Write \(Z = Z^{(\mathbb{Z}, T)}\) and let \(\rho\) be a real-valued constant with \(|\rho| < \varepsilon^{1/3}\). Then,

\[
E[e^{(i\lambda/c_0) \log(1 + \Delta_{\text{jump}})}] = E[e^{(i\lambda/c_0) \log(1 + \kappa^{-1} - A x) \mid Z > \varepsilon e^A}] + O(P^a(\tau_{\max}^{(2,0)} > \zeta))
\]

\[
= \int_{\varepsilon}^\infty g(x) P(e^{-A} Z \in dx \mid Z > \varepsilon e^A) + O(\varepsilon^2), \tag{7.34}
\]

where

\[
g(x) = \exp \left(\frac{i\lambda}{c_0} \log \left(1 + \kappa^{-1} x \frac{1}{1 + \rho}\right)\right).
\]

By definition of \(p_B\) and \(\eta\), we have for large \(A\) and \(a\),

\[
\int_{\varepsilon}^\infty x P(e^{-A} Z \in dx \mid Z > \varepsilon e^A) = (p_B + O(\eta))^{-1} E[Z 1_{(\varepsilon e^A < Z \leq \kappa e^A)}] = c_0 \gamma_0 (\log \varepsilon + \log \kappa + o_A(1)),
\]
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by (4.10), (5.2), (5.3), (6.14) and (6.13). It follows that

$$\int_{\varepsilon}^{\infty} g(x) P(e^{-A} Z \in dx \mid Z > \varepsilon e^A) = 1 + i \lambda \frac{\kappa^{-1} \gamma_0}{1 + \rho} (- \log \varepsilon + \log \kappa + o_A(1))$$

$$+ \int_{\varepsilon}^{\infty} g(x) - 1 - i \lambda \frac{\kappa^{-1} \gamma_0}{1 + \rho} x 1_{(x \leq \kappa)} P(e^{-A} Z \in dx \mid Z > \varepsilon e^A). \quad (7.35)$$

Now define $h(x) = g(x) - 1 - i \lambda (\kappa^{-1} \gamma_0/(1 + \rho)) x 1_{(x \leq \kappa)}$ for $x \geq 0$ and denote by $h^{-1}(x)$ its left-hand derivative. Note that $|h(x)| \leq C(1 \wedge x^2)$ and $|h^{-1}(x)| \leq C(x^{-1} \wedge x^2)$ for $x \geq 0$. Now, by integration by parts, (4.15) and (6.13), we have for large $a$,

$$\int_{\varepsilon}^{\infty} h(x) P(e^{-A} Z \in dx \mid Z > \varepsilon e^A)$$

$$= h(\varepsilon) + p_0^{-1}(1 + o_A(1)) \left( \int_{\varepsilon}^{\infty} h^{-1}(x) P(Z > x e^A) dx + (h(1) - h(-1)) P(Z > e^A) \right)$$

$$= c_0 \gamma_0 \left( \int_{\varepsilon}^{\infty} h^{-1}(x) \frac{1}{x} dx + (h(1) - h(-1)) + o_A(1) \right)$$

$$= c_0 \gamma_0 (1 + o_A(1)) \int_{\varepsilon}^{\infty} h(x) \frac{1}{x^2} dx. \quad (7.36)$$

Now, one readily sees that

$$\int_{\varepsilon}^{\infty} h(x) \frac{1}{x^2} dx = \kappa^{-1} \left( \frac{i \lambda}{c_0} (c' + o_A(1) + O(\rho)) + \int_{\varepsilon}^{\infty} e^{i \lambda x} - 1 - i \lambda x 1_{(x \leq 1)} \Lambda(dx) \right), \quad (7.37)$$

where $\Lambda(dx)$ is as in the statement of Proposition 7.3 and $c'$ is a constant depending only on $c_0$. Equations (7.34), (7.35), (7.36) and (7.37) and the Taylor expansion of $e^{-x}$ at $x = 0$ now yield

$$E[e^{(i\lambda/c_0)(\log(1+\Delta_{\text{jump}}))}]$$

$$= \exp \left[ \frac{1}{\kappa} \left( i \lambda (- \log \varepsilon + \log \kappa + c' + o_A(1) + c_0 \int_{\varepsilon}^{\infty} e^{i \lambda x} - 1 - i \lambda x 1_{(x \leq 1)} \Lambda(dx) \right) + O(\varepsilon \log \varepsilon \rho) \right]. \quad (7.38)$$

Coming back to (7.33), we have by the Taylor expansion of $(1 + x)^{i \lambda/c_0}$ at $x = 0$,

$$E[e^{(i\lambda/c_0)(\log(1+\Delta_{\text{drift}}))} + O(\varepsilon \log \varepsilon \rho \Delta_{\text{drift}})] 1_{(T \leq \sqrt{a^3}, |\Delta_{\text{drift}}| < \varepsilon^{1/3})} 1_{G_{\text{bulk}}}$$

$$= E[(1 + \frac{i \lambda}{c_0} \Delta_{\text{drift}} + O(\Delta_{\text{drift}}^2)) 1_{(T \leq \sqrt{a^3})} + O(\varepsilon^{9/8})]$$

$$= 1 + i \lambda \kappa^{-1} \gamma_0 (A + \log \varepsilon + c + o_A(1)) + P(T > \sqrt{a^3}) + O(\varepsilon^{9/8}) \quad \text{by (7.28) and (7.32)}$$

$$= \exp i \lambda \kappa^{-1} \gamma_0 (A + \log \varepsilon + c + o_A(1) + O(\varepsilon^{9/8})), \quad \text{by (7.30) and (7.31)}$$

where the last equation follows from Lemma 6.2 and the Taylor expansion of $e^x$ at $x = 0$. This equation, together with (7.33) and (7.38) and the fact that $\Delta_{\text{jump}}$ is independent from $\Delta_{\text{drift}}$, $T$ and $G_{\text{bulk}}$, yields (7.3) in the case $n = 1$. For general $n$, we note that

$$E[e^{i \lambda X_n} 1_{G_n}] = E[e^{i \lambda X_{n-1}} 1_{G_{n-1}}] - E[e^{i \lambda X_n} 1_{G_{n-1} \setminus G_n}].$$
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Now, by (7.33) in the case \( n = 1 \), we have
\[
E[e^{i\lambda X_{T_n}} 1_{G_{n-1}}] = E[E[e^{i\lambda (X_{T_n}-X_{T_{n-1}})} | \mathcal{F}_{T_{n-1}}]e^{i\lambda X_{T_{n-1}}} 1_{G_{n-1}}] = E[e^{i\lambda X_{T_{n-1}} + O(\varepsilon^{1+\delta})} 1_{G_{n-1}}]e^{c_0\kappa^{-1}(K_\delta(\lambda)+\lambda A+o_A(1))} = E[e^{i\lambda X_{T_{n-1}}} 1_{G_{n-1}}]e^{c_0\kappa^{-1}(K_\delta(\lambda)+\lambda A+o_A(1))} + O(\varepsilon^{1+\delta})
\]
and
\[
|E[e^{i\lambda X_{T_n}} 1_{G_{n-1}\setminus G_n}]| \leq P(G_{n-1}\setminus G_n).
\]
The statement now follows easily by induction over \( n \) and the previously established fact that \( P(G_n) \geq 1 - nO(\varepsilon^{1+\delta}) \).

7.2 Proof of Theorems 7.2 and 7.3

We set \( \gamma = \gamma_0/(\kappa c_0) \) and define the process \( (X''_t)_{t \geq 0} \) by
\[
X''_t = X_{T_{[t\gamma^{-1},a]}^\tau} - At.
\]

**Proposition 7.6.** The process \( (X''_t)_{t \geq 0} \) converges in law (with respect to Skorokhod’s topology) to the Lévy process \( (L_t)_{t \geq 0} \) defined in Theorem 7.2.

**Proof.** Denote by \( (\mathcal{F}'_t)_{t \geq 0} \) the natural filtration of the process \( X''_t \), and note that \( \mathcal{F}'_t = \mathcal{F}_{\gamma t^{-1}} \subset \mathcal{F}_{T_{[t\gamma^{-1},a]}^\tau} \). In order to show convergence of the finite-dimensional distributions, it is enough to show (see Proposition 3.1 in [47] or Lemma 8.1 in [32], p. 225), that for every \( \lambda \in \mathbb{R} \) and \( t, s \geq 0 \),
\[
E\left[ E[e^{i\lambda X''_t} | \mathcal{F}'_t] - e^{i\lambda X''_t} e^{\delta K_\delta(\lambda)} \right] \rightarrow 0,
\]
(7.39)
as \( A \) and \( a \) go to infinity. Now, define \( n := [(t\gamma^{-1})] \) and \( m := [(t+s)\gamma^{-1}] \). Then we have by Proposition 7.4
\[
E[e^{i\lambda (X''_{T_{n+\gamma^{-1}}} - X''_{T_n})} | \mathcal{F}_{T_n}] 1_{G_m} = e^{-i\lambda As} E[e^{i\lambda (X_{T_{n+\gamma^{-1}}} - X_{T_n})} | \mathcal{F}_{T_n}] 1_{G_n} = \exp\left( (m-n)\gamma (K_\delta(A) + i\lambda A + o_A(1) + O(\varepsilon^\delta)) - i\lambda As \right) 1_{G_n},
\]
(7.40)
and
\[
\exp\left( s(K_\delta(A) + o_A(1) + O(\varepsilon^\delta)) \right) 1_{G_n},
\]
because we have \( |(m-n)\gamma - s| \leq \gamma = A^{-1}o_A(1) + o(1) \), by (6.1) and (6.14). In total, we get for \( A \) and \( a \) large enough,
\[
E\left[ E[e^{i\lambda (X''_{T_{n+\gamma^{-1}}} - X''_{T_n})} | \mathcal{F}'_t] - e^{sK_\delta(\lambda)} \right] \leq e^{sK_\delta(\lambda)} E[|e^{s(o_A(1) + O(\varepsilon^\delta))} - 1|] + P(G_m).
\]

By Proposition 7.4, this goes to 0 as \( A \) and \( a \) go to infinity, which proves (7.39).

In order to show tightness in Skorokhod’s topology, we use Aldous’ famous criterion [4] (see also [12], Theorem 16.10): If for every \( M > 0 \), every family of \( (\mathcal{F}'_t)\)-stopping times \( \tau = \tau(A, a) \) taking only finitely many values, all of which in \( [0, M] \) and every \( h = h(A, a) \geq 0 \) with \( h(A, a) \rightarrow 0 \) as \( A \) and \( a \) go to infinity, we have
\[
X''_{\tau+h} - X''_\tau \rightarrow 0, \quad \text{in probability as } A \text{ and } a \text{ go to infinity,}
\]
(7.41)
then tightness follows for the processes $X^n_t$ (note that the second point in the criterion, namely tightness of $X^n_t$ for every fixed $t$, follows from the convergence in finite-dimensional distributions proved above). Now let $\tau$ be such a stopping time and let $V_\tau$ be the (finite) set of values it takes. We first note that since $G_n \supset G_{n+1}$ for every $n \in \mathbb{N}$, we have for every $t \in V_\tau$ and every $A$ and $a$ large enough,

$$
P(G_{\tau-1}^c) \leq P(G_{\left|\tau-1\right|}^c) = O(M\varepsilon^0).$$  

(7.42)

by Proposition 7.4. Moreover, since $\mathcal{F}_t \subset \mathcal{F}_{\left|\tau-1\right|}$ for every $t \geq 0$, we have for every $\lambda > 0$,

$$
E[e^{i\lambda(X^n_{\tau+1} - X^n_\tau)}] = \sum_{t \in V_\tau} E\left[e^{i\lambda(X^n_{t+1} - X^n_t)} 1_{(\tau=t)}\right]
$$

$$
= \sum_{t \in V_\tau} E\left[E[e^{i\lambda(X^n_{t+1} - X^n_t)} | \mathcal{F}_{\left|\tau-1\right|}] 1_{(\tau=t)} 1_{G_{\left|\tau-1\right|}}\right] + O(M\varepsilon^0) \quad \text{by (7.42)}
$$

$$
= e^{h(K_0(\lambda) + o_\delta(1) + O(\varepsilon))}(1 - O(M\varepsilon^0)) + O(M\varepsilon^0), \quad \text{by (7.40)},
$$

which converges to 1 as $A$ and $a$ go to infinity. This implies (7.41) and therefore proves tightness in Skorokhod’s topology, since $M$ was arbitrary. Together with the convergence in finite-dimensional distributions proved above, the lemma follows.

\begin{proof}

A coupling with a Poisson process. Let $(V_n)_{n \geq 0}$ be a sequence of independent exponentially distributed random variables with parameter $p B e^{A \pi k}$. In order to prove convergence of the processes $X^n_t$ and $X^n$, we are going to couple the BBM with the sequence $(V_n)$ in the following way: Suppose we have constructed the BBM until time $T_{n-1}$. Now, on the event $G_{n-1}$, by Lemma 6.6, the strong Markov property of BBM and the transfer theorem (Theorem 5.10), we can construct the BBM up to time $T_n$ such that

$$
P(G_{\text{coupl}, n}) \geq 1 - O(\varepsilon^2),$$  

(7.43)

where

$$
G_{\text{coupl}, n} = \{(T_n^{\text{BO}} - T_{n-1})/a^3 - V_n \leq \varepsilon^{3/2} \cap \{(T_n^{\text{BO}} - T_{n-1})/(a^3 V_n) - 1 \leq \sqrt{\varepsilon} \leq \varepsilon^{2}\},
$$

where $T_n^{\text{BO}}$ is here the time of the first breakout after $T_{n-1}$. On the event $G_{n-1}^c$, we simply let the BBM evolve independently of $(V_j)_{j \geq 0}$. Now, define

$$
G'_n = G_n \cap \bigcap_{1 \leq j \leq n} G_{\text{coupl}, j}.
$$

Then, on $G_n'$, we have $T_n = T_n^{\text{BO}} + a^5/2$, whence for large $A$ and $a$,

$$
|T_n - T_{n-1}|/a^3 - V_n \leq 2\varepsilon^{3/2} \quad \text{and} \quad |(T_n - T_{n-1})/(a^3 V_n) - 1| \leq 2\sqrt{\varepsilon}. \quad (7.44)
$$

Furthermore, by (7.43) and Proposition 7.3, there is a $\delta > 0$, such that for large $A$ and $a$,

$$
P(G_n') \geq 1 - nO(\varepsilon^{1+\delta}) \quad \text{(7.45)}
$$
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Proof of Theorem 7.3. Let $d$ denote the Skorokhod metric on $D([0, \infty))$ (see [32], Section 3.5). Let $\Phi$ be the space of strictly increasing, continuous, maps of $[0, \infty)$ onto itself. Let $x, x_1, x_2, \ldots$ be elements of $D([0, \infty))$. Then ([32], Proposition 3.5.3), $d(x_n, x) \to 0$ as $n \to \infty$ if and only if for every $M > 0$ there exists a sequence $(\varphi_n)$ in $\Phi$, such that

$$
\sup_{t \in [0, M]} |\varphi_n(t) - t| \to 0,
$$

(7.46)

and

$$
\sup_{t \in [0, M]} |x_n(\varphi_n(t)) - x(t)| \to 0.
$$

(7.47)

If $(x'_n)_{n \in \mathbb{N}}$ is another sequence of functions in $D([0, \infty))$, with $d(x'_n, x) \to 0$, then by the triangle inequality and the fact that $\Phi$ is stable under the operations of inverse and convolution, we have $d(x_n, x) \to 0$ if and only if there exists a sequence $(\varphi_n)$ in $\Phi$, such that (7.46) holds and

$$
\sup_{t \in [0, M]} |x_n(\varphi_n(t)) - x'_n(t)| \to 0.
$$

(7.48)

For every $A$ and $a$, we define the (random) map $\varphi_{A,a} \in \Phi$ by

$$
\varphi_{A,a}(t) = ((1 - r)T_n + rT_{n+1}) \frac{\pi^2}{c_0 a^3}, \text{ if } t = \gamma(n + r), \text{ with } n \in \mathbb{N}, r \in [0, 1].
$$

Let $M > 0$ and define $n_M = \lfloor M \gamma \rfloor$. Then we have

$$
\sup_{t \in [0, M]} |\varphi_{A,a}(t) - t| \leq \max_{n \in [0, \ldots, n_M]} \left| \frac{\pi^2}{c_0 a^3} T_n - \gamma n \right|,
$$

(7.49)

and

$$
\sup_{t \in [0, M]} |X''_t - X'_{\varphi_{A,a}(t)}| \leq \max_{n \in [0, \ldots, n_M]} A \left| \frac{\pi^2}{c_0 a^3} T_n - \gamma n \right|.
$$

(7.50)

Now note that $\gamma = \frac{\pi^2}{c_0} E[V_1]$, and by Doob’s $L^2$ inequality we get

$$
P\left( \max_{n \in [0, \ldots, n_M]} \left| \sum_{i=1}^n V_i - nE[V_1] \right| > \varepsilon^{1/3} \right) \leq 4\varepsilon^{-2/3} n_M \text{Var}(V_i) = O(\varepsilon^{1/3}).
$$

Furthermore, on the set $G'_{nM}$, we have for every $n \leq n_M$,

$$
\left| T_n - \sum_{i=0}^n V_i \right| \leq O(nM \varepsilon^{3/2}) = O(\varepsilon^{1/2}).
$$

In total, we get with (7.49) and (7.50), as $A$ and $a$ go to infinity,

$$
\forall M > 0: \sup_{t \in [0, M]} |\varphi_{A,a}(t) - t| \vee |X''_t - X'_{\varphi_{A,a}(t)}| \to 0, \text{ in probability},
$$

(7.51)

which is equivalent to

$$
\sum_{M \geq 1} 2^{-M} \left[ 1 \wedge \left( \sup_{t \in [0, M]} |\varphi_{A,a}(t) - t| \vee |X''_t - X'_{\varphi_{A,a}(t)}| \right) \right] \to 0, \text{ in probability}.
$$

(7.52)
Letting $A$ and $a$ go to infinity along a sequence $(A_n, a_n)_{n \in \mathbb{N}}$ and denote by $X'_{A_n, a_n}$, $X''_{A_n, a_n}$ and $\varphi_{A_n, a_n}$ the processes corresponding to these parameters. By Proposition 7.6 and Skorokhod’s representation theorem ([12], Theorem 6.7), there exists a probability space, on which the sequence $(X''_{A_n, a_n})$ converges almost surely as $n \to \infty$ to the limiting Lévy process $L = (L_t)_{t \geq 0}$ stated in the theorem. Applying again the representation theorem as well as the transfer theorem, we can transfer the processes $X'_{A_n, a_n}$ and $\varphi_{A_n, a_n}$ to this probability space in such a way that the convergence in (7.51) holds almost surely, which implies that the convergence in (7.52) holds almost surely as well. By the remarks at the beginning of the proof, it follows that on this new probability space,

$$d(X'_{A_n, a_n}, L) \leq d(X'_{A_n, a_n}, X''_{A_n, a_n}) + d(X''_{A_n, a_n}, L) \to 0,$$

almost surely, as $n \to \infty$. This proves the theorem.

**Proof of Theorem 7.2.** By the virtue of Theorem 7.3, it suffices to show that for every $0 < t_1 < t_2 < \ldots < t_k$ we have

$$\mathbf{P}\left( \forall i : X^{(\infty)}_{t_i, a^3} = J_{t_i, a^3} \right) \to 1. \quad (7.53)$$

Let $n := [2(t_k + 2)/E[V_1]]$, such that $n = O(\varepsilon^{-1})$, by (6.14). By Chebychev’s inequality, we then have

$$\mathbf{P}\left( \sum_{i=1}^{n} V_i \leq t_k + 2 \right) \leq \mathbf{P}\left( \sum_{i=1}^{n} (V_i - E[V_i]) \leq -\frac{n}{2} E[V_1] \right) = O(n \text{ Var}(V_i)) = O(\varepsilon). \quad (7.54)$$

Furthermore, define the intervals $I_i = t_i + [-2n\varepsilon^{3/2} - a^{-1/2}, 2n\varepsilon^{3/2}]$, $i = 1, \ldots, k$ and denote by $\mathcal{P}$ the point process on the real line with points at the positions $V_1, V_1 + V_2, V_1 + V_2 + V_3, \ldots$. Then $\mathcal{P}$ is a Poisson process with intensity $1/E[V_1] = O(\varepsilon^{-1})$ and thus,

$$\mathbf{P}\left( \mathcal{P} \cap \bigcup_{i=1}^{k} I_i \neq \emptyset \right) = O(\varepsilon^{1/2}) + o(1). \quad (7.55)$$

We now have

$$\mathbf{P}\left( \forall i : X^{(\infty)}_{t_i, a^3} = J_{t_i, a^3} \right) \geq \mathbf{P}\left( \exists (i, j) : t_i a^3 \in [T_j - T_{j-1}^{BO}, T_j] \right) \quad \text{by definition}$$

$$\geq \mathbf{P}\left( G'_n, \sum_{i=1}^{n} V_i > t_k + 2, \mathcal{P} \cap \bigcup_{i=1}^{k} I_i = \emptyset \right) \quad \text{by definition of } G'_n$$

$$\geq 1 - O(\varepsilon^8) - o(1) \quad \text{by } (7.45), (7.54), (7.55).$$

Letting $A$ and $a$ go go to infinity yields (7.53) and thus proves the theorem.
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