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This volume contains a selection of the papers presented at the 25th European Conference on Advances in Databases and Information Systems (ADBIS 2021), held during August 24–26, 2021, at Tartu, Estonia.

The ADBIS series of conferences aims at providing a forum for the presentation and dissemination of research on database and information systems, the development of advanced data storage and processing technologies, and designing data-enabled systems/software/applications. ADBIS 2021 in Tartu continues after St. Petersburg (1997), Poznań (1998), Maribor (1999), Prague (2000), Vilnius (2001), Bratislava (2002), Dresden (2003), Budapest (2004), Tallinn (2005), Thessaloniki (2006), Varna (20007), Pori (2008), Riga (2009), Novi Sad (2010), Vienna (2011), Poznań (2012), Genoa (2013), Ohrid (2014), Poitiers (2015), Prague (2016), Nicosia (2017), Budapest (2018), Bled (2019), and Lyon (2020). This edition has been totally managed during the COVID-19 pandemic.

The program of ADBIS 2021 includes keynotes, research papers, thematic workshops, and a doctoral consortium. The conference attracted 70 paper submissions from 261 authors in 39 countries from all continents. After rigorous reviewing by the Program Committee (73 reviewers from 28 countries), the 18 papers included in this LNCS proceedings volume were accepted as full contributions, making an acceptance rate of 26%.

Furthermore, the Program Committee selected 8 more papers as short contributions and 21 papers from the five workshops and doctoral consortium which are published in a companion volume entitled New Trends in Databases and Information Systems in Springer’s Communications in Computer and Information Science (CCIS) series. All papers were evaluated by at least three reviewers and some by four reviewers. The selected papers span a wide spectrum of topics in databases and related technologies, tackling challenging problems and presenting inventive and efficient solutions. In this volume, these papers are organized in seven sections: (1) High-dimensional Data and Data Streams, (2) Social Media and Text Mining, (3) Advanced Query Processing, (4) Patterns and Events, (5) Data Integration, (6) Complex Data, and (7) Database Internals and Processes.

For this edition of ADBIS 2021, we had three keynote talks by experts from three continents: America, Asia, and Europe. The first keynote was given by Divesh Srivastava, Head of Database Research at AT&T, on “Towards High-Quality Big Data: Lessons from FIT”. The second one by Sanjay Chawla, Research Director of the Qatar Computing Research Institute (QCRI) Data Analytics department, on “A perspective on prescriptive and reinforcement learning”. The third keynote by Dirk Draheim, Head of the Information Systems Group at Tallinn University of Technology, Estonia, addressed “Data exchange for Digital Government: Where are we heading?”.

ADBIS 2021 strived to create conditions for more experienced researchers to share their knowledge and expertise with young researchers. In addition, the following five
workshops and the doctoral consortium associated with ADBIS were co-allocated with the main conference:

- Intelligent Data - from data to knowledge (DOING 2021), organized by Mirian Halfeld Ferrari (Université d’Orléans, France) and Carmem H. Hara (Universidade Federal do Paraná, Curitiba, Brazil).
- Data-Driven Process Discovery and Analysis (SIMPDA 2021), organized by Paolo Ceravolo (Università degli Studi di Milano, Italy), Maurice van Keulen (University of Twente, The Netherlands), and Maria Teresa Gomez Lopez (University of Seville, Spain).
- Modern Approaches in Data Engineering and Information System Design (MADEISD 2021), organized by Ivan Luković (University of Novi Sad, Serbia), Slavica Kordić (University of Novi Sad, Serbia), and Sonja Ristić (University of Novi Sad, Serbia).
- Advances in Data Systems Management, Engineering, and Analytics (MegaData 2021), organized by Yaser Jararweh (Duquesne University, USA), Tomás F. Pena (University of Santiago de Compostela, Spain) and Feras M. Awaysheh (University of Tartu, Estonia).
- Computational Aspects of Network Science (CAoNS 2021), organized by Dimitrios Katsaros (University of Thessaly, Greece) and Yannis Manolopoulos (Open University of Cyprus and Aristotle University of Thessaloniki, Greece).
- Doctoral Consortium (DC), co-chaired by Mirjana Ivanović (University of Novi Sad, Serbia) and Olaf Hartig (Linköping University, Sweden).

Each workshop and the DC has its own international Program Committee. The accepted papers were published by Springer in CCIS.

The best papers from the main conference and workshops were invited for submission to special issues of the following journals: Information Systems (Elsevier), Information Systems Frontiers (Springer), and Computer Science and Information Systems (ComSIS Consortium).

We would like to express our gratitude to every individual who contributed to the success of ADBIS 2021. First, we thank all authors for submitting their research papers to the conference. We are also indebted to the members of the community who offered their precious time and expertise in performing various roles ranging from organizing to reviewing - their efforts, energy, and degree of professionalism deserve the highest commendations. Special thanks to the Program Committee members and the external reviewers for evaluating papers submitted to ADBIS 2021, ensuring the quality of the scientific program, despite the COVID-19 pandemic. A special thanks to our keynote speakers who honored us with their exciting talks at ADBIS 2021. Thanks also to all the colleagues, secretaries, and engineers involved in the conference organization, as well as the workshop organizers. Special thanks are due to the members of the Steering Committee, in particular, its chair, Yannis Manolopoulos, for all their help and guidance. A particular thank you to the University of Tartu’s Institute of Computer Science for hosting and supporting the conference despite the uncertainties created by the ongoing pandemic.
Finally, we thank Springer for publishing the proceedings containing invited and research papers in the LNCS series. The Program Committee work relied on EasyChair, and we thank its development team for creating and maintaining it; it offered a great support throughout the different phases of the reviewing process.

Last but not least, we thank the participants of ADBIS 2021 for sharing their work and presenting their achievements, thus providing a lively, fruitful and constructive forum, and giving us the pleasure of knowing that our work was purposeful.
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ADBIS’2021 Keynotes
Towards High-Quality Big Data: A Focus on Time

Divesh Srivastava

AT&T Chief Data Office, USA

Abstract. Data are being generated, collected, and analyzed today at an unprecedented scale, and data-driven decision making is sweeping through all aspects of society. As the use of big data has grown, so too have concerns that poor-quality data, prevalent in large data sets, can have serious adverse consequences on data-driven decision making. Responsible data science thus requires a recognition of the importance of veracity, the fourth “V” of big data. In this talk, we first present a vision of high-quality big data, with a focus on time, and highlight the substantial challenges that the first three V’s, volume, velocity, and variety, bring to dealing with veracity in long data. We present the FIT Family of adaptive, data-driven statistical tools that we have designed, developed, and deployed at AT&T for continuous data quality monitoring of a large and diverse collection of continuously evolving data. These tools monitor data movement to discover missing, partial, duplicated, and delayed data; identify changes in the content of spatiotemporal streams; and pinpoint anomaly hotspots based on persistence, pervasiveness, and priority. We conclude with lessons relevant to long data quality that are cause for optimism.
A Perspective on Prescriptive Learning

Sanjay Chawla

Qatar Computing Research Institute, Hamad Bin Khalifa University
schawla@hbku.edu.qa

Abstract. We provide a brief overview of the emerging area of prescriptive learning which combines supervised learning with optimization. Prescriptive Learning is most active in operations research but is now finding applications in diverse areas ranging from database optimization to chip design. Reinforcement Learning (RL) is the most developed form of PL for sequential and stochastic optimization problems. We will give an example of how RL can be applied to a traditional and well-studied join ordering problem for query optimization.
Data Exchange for Digital Government: Where Are We Heading?

Dirk Draheim

Information Systems Group, Tallinn University of Technology, Estonia
dirk.draheim@taltech.ee

Abstract. In all countries, we currently see major efforts in digital transformation initiatives. The United Nations e-Government Survey 2020 puts a strong emphasis on data, which makes sense, given the huge progress in big data and data science in the last decade. The UN survey distinguishes between data-informed, data-driven and data-centric approaches to digital government. Actually, Gartner defined the notion of data-centric government already in 2014. Still, today, we are far away from such data-centric government. How comes? How to shape the next generation of e-government technologies? In service of such and similar questions, we walk through a series of important data exchange technologies: the Estonian data exchange layer X-Road, the European federated data infrastructure GAIA-X, the European Blockchain Services Infrastructure (EBSI), and the IoT data management solution FIWARE. Finally, based on the notion of data governance architecture, we give an overview of our proposed digital government architecture framework that is intended to help in large-scale digital government design efforts.
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A Perspective on Prescriptive Learning
ADBIS’2021 Keynote

Sanjay Chawla
Qatar Computing Research Institute, Hamad Bin Khalifa University, Doha, Qatar
schawla@hbku.edu.qa

Abstract. We provide a brief overview of the emerging area of prescriptive learning which combines supervised learning with optimization. Prescriptive Learning is most active in operations research but is now finding applications in diverse areas ranging from database optimization to chip design. Reinforcement Learning (RL) is the most developed form of PL for sequential and stochastic optimization problems. We will give an example of how RL can be applied to a traditional and well-studied join ordering problem for query optimization.

Keywords: Prescriptive learning · Reinforcement learning · Database applications

1 Introduction

Data Science is an umbrella term to capture an array of methodologies centered around the concept of data as a first-class citizen [9]. This is in contrast to the traditional method of inquiry where data brackets the scientific process by first capturing observations of an underlying phenomenon and then as output of experiments to validate a theory proposed to explain the phenomenon. If $D$ is data and $M$ is a model, in the Sciences, the arrow of knowledge is $M \rightarrow D$, while in Data Science, the direction is reversed: $D \rightarrow M$. Prescriptive Learning (PL) goes beyond inferring a model from data, but uses the model to achieve an optimization objective denoted as $O$. Thus PL can be codified as $D \rightarrow M \rightarrow O$. To put succinctly:

\[ \text{Prescription} = \text{Prediction} + \text{Optimization} \]

2 Prescriptive Learning

Prescriptive Learning (PL) thrives at the confluence of machine learning and operations research. For example, Bertsimas and Kallus [1] show how traditional operation research problems can benefit from adding a prediction component to optimization problems. For example, consider the classical facility location
problem where the objective is to open a minimum number of facilities to service customers. Often the cost of facility is given as an input to the problem. However, if secondary data is available in the vicinity of potential facilities, then a supervised learning framework can be used to learn the facility cost followed by standard optimization. In our own work, we have combined supervised learning with reinforcement learning to optimize decision-making in air-cargo management [6]. However PL and RL are finding applications beyond traditional areas like operations research, robotics and games. Intractable combinatorial optimization problems, include those of interest to the database community are increasingly being looked at from the lens of PL [3].

3 Reinforcement Learning

Reinforcement Learning (RL) is the most well known example of PL and provides a general framework for modeling sequential problems where feedback and delayed rewards are an integral part of the problem formulation [8]. In a RL setting, an agent observes a state $s$ of the environment and based on that takes an action $a$ which results in a reward $r$ and transitions to a new state $s'$. The interaction goes on until a terminal state is reached. The aim of the agent is to learn a policy $\pi$ which is mapping from state to action which maximizes the expected cumulative reward over the space of policies. RL has several special cases which are studied independently. For example, when the system is stateless, it is referred to as a multi-armed bandit problem. When distinct states exists but the system does not transition to a new state after taking an action, it is referred to as a contextual bandit problem [2]. A famous and multi-billion dollar worth application of contextual bandit problem is in personalized online advertising. Here the state is a user (with features), the action is taken by the online system to show a personalized advertisement, the immediate reward is whether the user clicks or not.

4 Policy Gradient Optimization

Algorithms for RL come in three flavors: value-based, policy gradient and a combination known as actor-critic methods. We briefly describe a basic version of the policy gradient method as it is finding widespread usage outside traditional RL applications. In particular, policy gradient method can use the gradient descent approach for stochastic optimization problems even for a non-differentiable objective function by shifting the gradients to parameterized policies. This is known as the REINFORCE method.

Let $S$ be a vectorized state space, $A$ a discrete action space and $\pi_\theta : S \rightarrow A$ a parameterized policy distribution such that for a fixed $s, \sum_a \pi(a|s) = 1$. Let $\bar{s} = ((s_1,a_1),\ldots,(s_T,a_T))$ be a sequence of state action pairs known as the episode. Each pair $(s_i,a_i)$ is associated with a reward $r_i$. Let $R(\bar{s}) = \sum \gamma^t r_i$ be the cumulative reward function. Note that we do not place any smoothness
restrictions on $R$ but expect it to be bounded. Then the RL problem can be abstracted as [7]:

$$\arg \max_\theta \mathbb{E}_{\tilde{s} \sim P_\theta} [R(\tilde{s})]$$

Note this is a very different problem from supervised learning and we are optimizing the space of policies which generates the sequential data. Thus data is not a sample from a fixed (but unknown) distribution as in supervised or unsupervised learning. The key insight that drives policy gradient is that we can express the gradient of the expectation in terms of the expectation over the gradient of the logarithm of the policy distribution. Thus, if we define $\nabla(\tilde{s}) = R(\tilde{s}) \sum_t \log(\pi(a_t|s_t))$ then $\mathbb{E}_{\tilde{s} \sim P_\theta} \nabla(\tilde{s}) = \nabla \mathbb{E}_{\tilde{s} \sim P_\theta} [R(\tilde{s})]$. Notice that gradients are not attached to $R(\tilde{s})$ providing an opportunity to use an arbitrary function. However, the approach is not without limitations as it essentially becomes a zeroth-order optimization problem [5].

### 5 Join Ordering for Query Optimization

Given a collection of atomic relations $r_1, r_2, \ldots, r_n$ that need to be joined for a query, the join ordering problem is to recursively select pairs of atomic or intermediate relations that are most efficient from a query execution perspective. Marcus and Papaemmanouil apply the policy gradient method for obtaining an efficient ordering [3] that was shown to be superior than the default solution in PostgreSQL. In Table 1 we redefine the query optimization problem in an RL framework. Notice how the action space $\mathcal{A}_i$ is changing at each step and that there is no intermediate reward. Finally, the objective reward is just the reciprocal query cost and does not take any functional form.

**Table 1. Elements of RL mapped for query optimization**

| RL                         | Query optimization                  |
|----------------------------|-------------------------------------|
| Episode                    | Query                              |
| Initial state ($s_1$)      | Relations ($r_1, \ldots, r_n$)     |
| Action space $\mathcal{A}_i$ | $[1, |s_i|] \times [1, |s_i|]$     |
| Action ($x, y$)            | join the $x$th and $y$th element of $s_i$ |
| $s_{i+1}$                  | $(s_i - \{s_i[x], s_i[y]\}) \cup (s_i[x] \bowtie s_i[y])$ |
| Intermediate reward        | Zero                                |
| Final reward               | Reciprocal of join cost             |
6 Conclusion

Prescriptive Learning embeds the strengths of machine learning within optimization frameworks by combining elements of prediction with combinatorial or stochastic problems. PL is often contrasted with traditional supervised and unsupervised learning which are considered or reactive forms of inference. PL is a more active form of inference as it is driven by an optimization task. Reinforcement Learning which is the most prominent form of PL for sequential optimization problems is now finding applications beyond robotics, game playing, neuroscience into non-traditional applications like database query optimization and chip design [4].
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Abstract. In all countries, we currently see major efforts in digital transformation initiatives. The United Nations e-Government Survey 2020 puts a strong emphasis on data, which makes sense, given the huge progress in big data and data science in the last decade. The UN survey distinguishes between data-informed, data-driven and data-centric approaches to digital government. Actually, Gartner defined the notion of data-centric government already in 2014. Still, today, we are far away from such data-centric government. How comes? How to shape the next generation of e-government technologies? In service of such and similar questions, we walk through a series of important data exchange technologies: the Estonian data exchange layer X-Road, the European federated data infrastructure GAIA-X, the European Blockchain Services Infrastructure (EBSI), and the IoT data management solution FIWARE. Finally, based on the notion of data governance architecture, we give an overview of our proposed digital government architecture framework that is intended to help in large-scale digital government design efforts.
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In many countries, we currently see major investments into digital government. The so-called “digital transformation” of society is perceived as the key enabler for increasing wealth and well-being by many from politics, media and citizens alike. When it comes to concrete digital transformation initiatives, these are often simply about digital government implementations.

Data are a core asset of today’s organizations supporting business processes [3,8], decision making and knowledge management [20]. In digital government, data exchange between authorities makes administrative processes more efficient and effective. However, there is still a huge unused potential in exploiting data for decision making and leveraging innovations in the public sector. The United Nations e-Government Survey 2020 [26] puts a strong emphasis on data, which makes sense, given the immense progress in big data and data science in the last decade. The survey [26], p. 150, characterizes five different approaches to utilization of data by the several countries:
(i) **ICT-driven:** “Where Governments are highly influenced by the use of new and existing information and communications technology (ICT)” [26].

(ii) **Data-informed:** “Where Governments are guided by data; data play an inferential role in policymaking, [...]” [26].

(iii) **Data-driven:** “Where Governments use analytics and algorithms in decision-making [...]” [26].

(iv) **Evidence-based:** “Where policy approaches reflect the practical application of the findings of the best and most current research available [...]” [26].

(v) **Data-centric:** “Where Governments place data and data science at the core of public administration; data are seen as a key asset and central to government functions and are leveraged for the provision, evaluation and modification of people-centric services [7]” [26].

The chosen sequence of (i)–(v) is intended to express a ranking in regards of “how government data are increasingly leveraged for effective governance.” [26], i.e., the data-centric approach can be considered as the ideal to be reached. Still, today, we are far away from such data-centric government. How comes? How to shape the next generation of e-government technologies? In this talk, we address such and similar questions. We start with walking through a series of important *established* and/or *emerging* data exchange technologies that are particularly relevant to digital government (actually and/or potentially):

- the Estonian data exchange layer X-Road: X-Road [1, 2, 16, 17, 21, 28] is the backbone of what we call e-Estonia. There are almost 3000 services on X-Road (June 2021) with a traffic of 1.57 billion answered queries in 2021. The UN e-Government Survey 2018 uses X-Road to explain the concept of what they call “Government as an API” [25], p. 184. Dozens of countries have used X-Road to implement digital government data exchange. We briefly answer some frequently asked questions about X-Road in Sect. 1.

- the European federated data infrastructure GAIA-X: In September 2020, GAIA-X [12] has been founded as a non-profit organization by 22 companies from Germany and France under the aegis of the German Federal Ministry for Economic Affairs and Energy (BMWi). GAIA-X aims “to create the next generation of data infrastructure for Europe, its states, its companies and its citizens.”

- the European Blockchain Services Infrastructure (EBSI): “[...] in 2018, 21 EU member states and Norway signed a declaration creating the European Blockchain Partnership (EBP) with the ambition to provide digital public services matching the required level of digital security and maturity of today’s society.” [15], p. 183.

- the IoT data management solution FIWARE: FIWARE is a European initiative of the Future Internet Public Private Partnership (FI-PPP). FIWARE

---

1. [https://e-estonia.com/](https://e-estonia.com/).
2. [https://www.x-tee.ee/factsheets/EE/](https://www.x-tee.ee/factsheets/EE/).
3. [https://x-road.global/xroad-world-map](https://x-road.global/xroad-world-map).
4. [https://www.data-infrastructure.eu/](https://www.data-infrastructure.eu/).
5. [https://www.fi-ppp.eu/](https://www.fi-ppp.eu/).
has evolved into a community of more than 1000 startups and 150 cities (June 2021) with the mission “to build an open sustainable ecosystem around public, royalty-free and implementation-driven software platform standards that will ease the development of new Smart Applications in multiple sectors”\textsuperscript{6}

Finally, we give an overview of a digital government architecture framework that we proposed in [10] with the intention to help in large-scale digital government design efforts. We give a brief overview of the key notions of the framework in Sect. 2.

1 The Data Exchange Platform X-Road

In 2020, X-Road\textsuperscript{7} is mentioned in the UN e-Government Survey as follows [26]: “The data exchange platform in Estonia (X-Road) is administrated centrally to interconnect government information systems and databases and allow government authorities and citizens to securely send and receive information over the Internet within the limits of their authority.” X-Road can be described best as a \textit{peer-to-peer} data exchange system; X-Road teams together the following technological and organizational assets:

- a PKI (public key infrastructure),
- sophisticated software components for secure data exchange,
- a nomenclature of metadata items associated with each message,
- regulated organizational measures (Estonian Regulation no. 105).

\textbf{What Is the X-Road Software About?} The key software component of X-Road is the \textit{security server}. An instance of the security server is installed by each X-Road member (authority or organization participating in X-Road). The security servers encrypt and decrypt messages, check identities of other servers, manage/enforce access rights and maintain message logs. Each X-Road member has to register its e-services in a centrally administered directory. Each member grants access to its e-services itself via its own instance of the security server, i.e., access right management remains with the member.

\textbf{Is X-Road a Decentralized Platform?} The technical basis of X-Road is decentralized. No middleware such as ESB (enterprise service bus) technology is involved. No man-in-the-middle is involved either, as we know it from the value-add networks (VAN) of the EDI (electronic data exchange) era. Messages are sent directly between members; however, streamlined by the joint X-Road protocol. This does not mean, that there is no \textit{centralization} at all. First, there is a state-managed central organization plus a certification authority (CA) for establishing the PKI [24]. Then, each X-Road member must publish its information systems in central registry. Via this registration, different state authorities can monitor essential data principles: the \textit{minimality principle}, \textit{data quality} principles and

\textsuperscript{6} https://www.fiware.org/about-us/.
\textsuperscript{7} https://x-road.global/.
the once-only principle. Furthermore, X-Road does not prevent centralized services, which can be implemented on top of X-Road. The Estonian Document Exchange Center (DEC) \cite{9,22}, was a perfect example for this. Another example for a centralized service is the concept of X-Rooms, which is described in the architectural vision document of Estonia’s Government CIO \cite{27}. An X-Room is a publish-subscribe service, a standard pattern in message-oriented middleware.

Is X-Road a Blockchain Technology? Although X-Road has been often perceived as a blockchain technology by the media, it is not. The X-Road security server exploits cryptographic data structures and algorithms that are also used by blockchain technology (such as Merkle trees for implementing audit logs), but this alone does not make X-Road a blockchain \cite{5,19}. X-Road makes no efforts to achieve consensus, except for authentication. What is true, however, is that many of the Estonian state registries are secured by a so-called KSI blockchain (keyless signature infrastructure) \cite{4,6}.

Is X-Road a Federated Platform? In 2014, Finland and Estonia decided to start joint efforts to realize cross-border, federated digital government services \cite{14} on the basis of X-Road. The Nordic Institute for Interoperability Solutions NIIS\textsuperscript{8} was founded as a joint agency of Finland and Estonia and was made the official product owner of the X-Road code base.

2 A Digital Government Architecture Framework

A key to successful architecture of digital government ecosystems is in understanding data governance (which aims at data principles: data protection \cite{13}, data quality \cite{11,23}, and the once-only-principle \cite{18}). In the context of digital government, data governance is an ultra large-scale, cross-organizational challenge. In \cite{10}, we have elaborated a digital government architecture framework based on the following line of hypotheses:

- The form of state’s institutions follows the state’s functions. The entirety of the state’s institutions (i.e., their shape, their interplay) makes the state’s institutional architecture. The institutional architecture changes slowly: substantial changes, i.e., those that are the result of societal change, usually occur non-disruptively and take significant time.
- The state’s institutional architecture determines the state’s data governance architecture. The data governance architecture links data assets with accountable organizations along two dimensions: the interoperability dimension and the provisioning dimension.
- The data governance architecture limits the design space of the digital government solution architecture, which consists of all digital administrative processes and delivered e-services. The digital government solution architecture can show small, ad-hoc and fast changes.

\textsuperscript{8} https://www.niis.org/.
Changes in the institutional architecture are so severe, that they can trigger immediate changes in the digital government solution architecture, whereas changes in the digital government solution architecture can only have a long-term influence on changes in the institutional architecture (if at all).

We say that the data governance architecture and the digital government solutions architecture together form the *digital government architecture*. The data governance architecture forms the backbone, that deals with the necessary fulfilment of data governance; whereas the solutions architecture addresses all kinds of quality aspects of the offered solutions, i.e., usefulness, adherence to good service-design principles, maturity of processes etc.
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Abstract. Mining of Mixed-Drove Co-occurrence Patterns can be very costly. Widely used, Apriori-based methods consist in finding spatial co-location patterns in each considered timestamp and filtering out patterns that are not time prevalent. Such an approach can be inefficient, especially for datasets that contain co-locations with a high number of elements. To solve this problem we introduce the concept of Maximal Mixed-Drove Co-occurrence Patterns and present new algorithm MAXMDCOP-Miner for finding such patterns. Our experiments performed on synthetic and real world datasets show that MAXMDCOP-Miner offers very high performance when discovering patterns both in dense data and for low values of spatial or time prevalence thresholds.

1 Introduction

One of the interesting types of patterns that can be found in spatio-temporal data is called Mixed-Drove Co-Occurrence Pattern (MDCOP) [5]. The idea of MDCOPs is based on the well-known co-location patterns [9]. MDCOP represents a set of spatial feature types (i.e. object types) whose instances are located close to each other in geographic space for a significant fraction of time. For example, MDCOP can represent a predator-prey relationship resulting from predator behavior, i.e. tracking his prey (not necessarily for the whole time and without interruptions). As time component exists in almost every dataset, co-occurrence patterns can provide useful knowledge in many domains, e.g. military - battlefield analysis, ecology/health - monitoring pollution and diseases etc.

Currently available methods for MDCOP discovery are based on iterative expansion of patterns using Apriori strategy known from frequent itemset mining [1]. In such an approach, the search space is traversed in breadth-first manner. In a result, to discover a particular pattern of size \( k \), all of its \( 2^k \) subsets must be found in advance. This can be regarded as a main bottleneck in searching for patterns of greater sizes or in huge datasets, especially with fast evolving data. This problem has been considered in the context of standard co-location patterns discovery [15]. To eliminate costly Apriori-like generate and test methods, a concept of maximal spatial co-location has been introduced. In short, a co-location is maximal only if it has no superset co-location. A similar idea can be applied for MDCOP mining.
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In this paper, we introduce and define the novel concept of Maximal Mixed-Drove Co-Occurrence Pattern. We propose to move away from Apriori-like strategy for candidate generation towards solutions based on maximal cliques discovery. In the proposed algorithm, we avoid costly computation of co-location pattern participation indices as much as possible by using multiple innovations: finding maximal candidates, estimating candidate time prevalence and caching partial results. We have implemented our new method and performed experiments on synthetic and real world datasets. The results show that we can achieve significant speedups in comparison to the Apriori-like approach.

2 Related Work

MDCOP mining is inspired by the idea of the Co-location Pattern Mining (CPM) introduced two decades ago [9]. CPM is dedicated for datasets where objects are stationary. A co-location pattern is defined as a set of features which instances are frequently located together in space. However, as more and more data is automatically and continuously collected, the time component can play a crucial role in various analysis. A trivial approach to cope with time is to calculate different sets of patterns for subsequent states of the data [2]. Such an approach might omit potentially useful and interesting patterns hidden in data changes between consecutive timestamps. Therefore, a new directions of research emerged to tackle this problem.

One of the very first attempts to incorporate the time component into a co-location pattern [14], focused more on associations among spatially extended objects than on the temporal aspects. The first type of pattern directly related to co-locations, called a co-location episode, was presented in [3]. The authors defined the co-location episode as a sequence of co-location patterns over consecutive time slots sharing the same feature (called a common feature). MDCOPs, which are the main topic of this paper, do not impose such constraints. For MDCOPs, time prevalence means that spatial features are spatially prevalent (i.e. instances are located close to each other) for the required, not necessarily consecutive, number of time moments. Moreover, there is no need to define a common feature. It is worth to mention that one can find other types spatio-temporal patterns inspired by the concept of co-locations, e.g. SPCOZs [8] or STCOPs [7].

MDCOPs can be discovered using a naive approach, i.e. by applying one of the algorithms for CPM to each analyzed time moment followed by computations to detect which co-locations are time-prevalent. Celik et al. [5] proposed non-naive algorithms MDCOP-Miner and FastMDCOP-Miner. Both algorithms discover all size $k$ spatially prevalent patterns and then apply a time-prevalence based filtering to detect MDCOPs. These patterns are used to generate size $k + 1$ candidates for MDCOPs. FastMDCOP-Miner additionally utilizes more advanced filtering to prune candidates that cannot be prevalent. In [13], the authors tried to improve the efficiency of the MDCOP mining by applying a graph based data structure. Unfortunately, some parts of this solution are not explained, making them impossible to implement in a way intended by the authors. As the algorithm is also
Apriori-based and presented results show only a slight improvement in comparison to FastMDCOP-Miner, we will refer to FastMDCOP-Miner as that method is well defined and is the most popular approach to MDCOP mining.

Nonetheless, all Apriori-based methods can suffer from huge number of candidates when searching for long patterns (dense datasets, low thresholds for spatial and time prevalence). Similar problem has been addressed for CPM [10, 12, 15, 16], where researchers utilized the concept of maximal co-locations to reduce the number of computations. In this paper, we adopt the concept of maximal pattern and define a maximal MDCOP. We introduce a non-Apriori based algorithm, to efficiently calculate such patterns in spatio-temporal datasets.

3 Definitions

Let $F$ be a set of features. We assume that a total order is defined on the set $F$. Each feature $f \in F$ has a set of feature instances $I^f$ associated with it. We denote a set of all instances as $I = \bigcup_{f \in F} I^f$ and an instance of feature $f$ as $i^f$. Let $K$ be a set of coordinates. We do not make any assumptions about this set. A spatial dataset is a tuple $S^p = (S, p)$ where $S \subseteq I$ and $p$ is a function $p : S \rightarrow K$ which assigns a coordinate to every feature instance from $S$.

Let $dist : K \times K \rightarrow \mathbb{R}^+ \cup \{0\}$ be a non-negative and symmetric function which computes a distance between two coordinates. Given distance threshold $r$ and spatial dataset $S^p$ we define a neighborhood relation $R(S^p, r)$. Any two spatial feature instances in a spatial dataset $S^p$ are in relation $R(S^p, r)$ if the distance between their coordinates is less than or equal to the threshold $r$. Formally, $R(S^p, r) = \{(i_1, i_2) \in S \times S : \text{dist}(p(i_1), p(i_2)) \leq r\}$. In the subsequent text, we will denote the relation $R(S^p, r)$ as $R$ if the arguments stem from the context.

A subset of a set of features $C \subseteq F$ is called a spatial co-location pattern (or co-location in short). A spatial co-location instance in a spatial dataset $S^p$ is a subset $I^C \subseteq S$ such that $\forall_{i^1, i^2 \in I^C} (i^1, i^2) \in R \land \{f : i^f \in I^C\} = C \land |I^C| = |C|$. To retrieve only potentially interesting co-location patterns, a spatial prevalence measure called a participation index has been proposed in [9]. To define the participation index, a participation ratio $Pr$ must be introduced first. Given a spatial dataset $S^p$, a co-location pattern $C$, a set of all of its instances $I^C_{S^p}$ in the spatial dataset and a feature $f \in C$, a participation ratio $Pr$ is defined as $Pr(f, C, S^p) = \frac{|\{i^f_1 : i^f_1 = f \land i^f_1 \in I^C_{S^p}\}|}{|\{i^f_1 : i^f_1 = f \land i^f_1 \in S\}|}$. Participation index (also called spatial prevalence of spatial co-location pattern) prev is defined as $\text{prev}(C, S^p) = \min\{Pr(f, C, S^p) : f \in C\}$. Given a threshold $\text{minprev}$, we say that a spatial co-location $C$ is spatially prevalent if $\text{prev}(C, S^p) \geq \text{minprev}$. Given a spatial dataset $S^p$, relation $R$ and a threshold $\text{minprev}$, we denote the set of all spatially prevalent co-location patterns of size $s$ as $C_s(S^p, R)$.

Let $T$ be a finite set of timestamps. A spatiotemporal $ST$ dataset is set of pairs $S^p_t = (t, S^p)$ where $t \in T$ and $t$ is a unique identifier of the $S^p_t$ pair in the set, while $S^p$ is some spatial dataset. Given a spatiotemporal dataset $ST$ and a subset $C \subseteq F$ we define spatial co-location time prevalence $tprev(C)$ as a
fraction of spatial datasets in $ST$ in which $C$ is a spatially prevalent co-location. Formally, $tprev(C) = \frac{|\{t: (t, S^p) \in ST \land prev(C, S^p) \geq minprev\}|}{|ST|}$. Given a threshold $mintprev$ we define a Mixed Drove Co-occurrence Pattern as a subset $C \subseteq F$ such that $tprev(C) \geq mintprev$. Given a spatiotemporal dataset $ST$, relation $R$ for every $S^p \in ST$, a threshold $minprev$ and a threshold $mintprev$, we denote the set of all size $s$ MDCOPs as $C^T_s(ST)$. A maximal MDCOP $C$ is any MDCOP such that no proper MDCOP superset of $C$ exists. A set of all maximal MDCOPs is denoted as $C^T(ST)$.

The maximal MDCOP pattern mining problem can be defined as follows. Given a spatiotemporal dataset $ST$, a neighborhood relation $R$ for every $S^p \in ST$, a threshold $minprev$ and a threshold $mintprev$, we denote the set of all size $s$ MDCOPs as $C^T_s(ST)$. A maximal MDCOP pattern mining problem can be defined as follows. Given a spatiotemporal dataset $ST$, a neighborhood relation $R$ for every $S^p \in ST$, a threshold $minprev$ and a threshold $mintprev$, find efficiently a complete set of maximal MDCOPs.

4 MAXMDCOP-Miner

In this section we present an algorithm, called MAXMDCOP-Miner, for mining maximal MDCOPs. Some parts of our solution are based on the approach presented in [15]. However, we use an iCPI-tree structure from [11] for spatial co-location instance identification since it allows for better optimizations. For ways on constructing such a tree we refer the reader to paper [11]. In the subsequent sections we assume that an iCPI-tree is constructed for every spatial dataset $S^p$ in $ST$. Due to iCPI-tree properties, we assume that a set of neighbors of feature instance $i^f_1$ which are instances of $f_2$ and $f_1 < f_2$, denoted: $N(i^f_1, f_2, S^p, R) = \{i^f_2 \in S : (i^f_1, i^f_2) \in R \land f_1 < f_2\}$ can be found efficiently. We also assume that the number of instances $count(f, S^p_t) = |\{f : i^f \in S\}$ of every feature $f$ for every $S^p_t \in ST$ is known.

The MAXMDCOP-Miner algorithm is composed of five steps: (1) find prevalent size 2 co-location patterns $C_2(S^p, R)$, (2) find size 2 MDCOPs among them, (3) find candidates for maximal MDCOPs in each spatial dataset, (4) find global candidates for maximal MDCOPS and (5) mine MDCOPS. Step 5 also includes a highly optimized algorithm for finding spatial prevalence of the candidates. Below we give the description of each step.

Step 1. Find spatially prevalent size 2 co-location patterns $C_2(S^p, R)$. This step is performed independently for every spatial dataset $S^p_t \in ST$. First, an iCPI-tree for $S^p$ is scanned to get a list of all neighbor pairs $(i^f_1, i^f_2)$ (where $f_1 < f_2$). Due to the index structure it is easy to obtain this list with entries grouped by $(f_1, f_2)$. Based on each such group, we compute participation index of the spatial co-location $\{f_1, f_2\}$. If the computed participation index is greater or equal to $minprev$ then the co-location $\{f_1, f_2\}$ is added to the result set.

Step 2. Find size 2 MDCOPs $C^T_2(ST)$. Only a size 2 spatially prevalent co-location from one of $S^p_t$ can be an MDCOP. Therefore, as a first step we compute a sum of $C_2(S^p, R)$ sets computed in Step 1 to obtain all unique, candidate MDCOPs. Next, for each candidate we compute its time prevalence based on the number of $S^p_t$ it is spatially prevalent in. If the candidate’s time prevalence is greater than $mintprev$, it is added to the result set.
Algorithm 1. Find global candidates for maximal MDCOPs

Require:
- a set of local candidates for maximal co-locations \( K(S_p^p) \) for every \( S_p^p \in ST \)
- minimum frequency threshold \( minfreq \)

Ensure: a set of local candidates for maximal co-locations \( K(ST) \)

1. \( K(ST) \leftarrow \{\}, Y \leftarrow \bigcup_{S_p^p \in ST} K(S_p^p) \)

2. while \(|Y| > 0\) do

3. \( maxlen \leftarrow \max\{|X| : X \in Y\} \)

4. \( M \leftarrow \{X : X \in Y \land |X| = maxlen\}, Y \leftarrow Y \setminus M \)

5. for \( P \in M \) do

6. if \( \exists X \in K(ST) : P \subset X \) then skip to the next \( P \)

7. \( tprev \leftarrow |\{t : S_p^p \in ST \land \exists P' \in K(S_p^p) : P \subseteq P'\}|/|ST| \)

8. if \( tprev \geq mintprev \) then \( K(ST) \leftarrow K(ST) \cup \{P\} \)

9. else if \( maxlen > 2 \) then \( Y \leftarrow Y \cup \{P' \subset P : |P'| = maxlen - 1\} \)

Step 3. Build local candidates for maximal MDCOPs \( K(S_t^p) \) for \( S_t^p \in ST \).
In this step we find candidates for maximal MDCOPs separately in each \( S_t^p \in ST \).
To find such candidates we use a method based on [15]. In [15] candidates for maximal spatially prevalent co-location patterns are maximal cliques in a graph \( G(V, E) \) where each vertex corresponds to one feature \( (V \subseteq F) \) and edges represent size 2 spatially prevalent co-location patterns \( (E = C_2(S_p^p)). \) In our case, we limit the set of spatially prevalent co-location patterns to only those that also appear in the MDCOP set \( C_2(ST) (E = C_2(S_p^p) \cap C_2(ST)) \), so that candidates contain only spatially prevalent and time prevalent pairs of features.

Step 4. Build global candidates for maximal MDCOPs \( K(ST) \) (see Algorithm 1). Candidates found in Step 3 can contain co-locations that are:
(1) not time prevalent (they do not appear in enough of \( K(S_t^p) \) sets) and
(2) can be subsets (a candidate in one of \( K(S_t^p) \) sets is a subset of a candidate in another \( K(S_t^p) \) set). In this step we find a set of candidates \( K(ST) \) free of these flaws.

At first, a sum of all \( K(S_t^p) \) sets \( Y \) is found to eliminate duplicates of candidates (line 1). Next, the candidates are processed in the order from the largest to the smallest. We extract the largest sets from the set \( Y \) into set \( M \) (lines 3–4) and for each of the candidates in the set \( M \) we check:
(1) if the candidate is a subset of some larger candidate found in previous iteration (line 6) and
(2) if an upper bound of the candidate’s time prevalence computed based on how often it appears in \( K(S_t^p) \) sets (line 7) is greater than or equal to the threshold \( mintprev \) (line 8). In the first case, the candidate is skipped as it is not maximal (line 6). In the second case, the candidate is added to the result set \( K(ST) \) (line 8).

In case when the candidate is not a subset of some other candidate but is not time prevalent enough, we add all subsets (one item smaller) of the candidate to the set \( Y \) for subsequent processing (line 9). We process the set \( Y \) until there are no candidates of size 2 (line 2).
Step 5. Mine maximal MDCOPs $C^T(ST)$ (see Algorithm 2, 3 and 4).

Mining process is performed by Algorithm 2. At first, we initialize the results cache (line 2). This is a set of $cache[t]$ sets corresponding to all timestamps in $T$. Each such set will contain co-locations known to be spatially prevalent at $S^p_t$ but not time prevalent. Next, we initialize a set $Y$ with all of global candidates obtained in Step 4 (line 3). The candidates are processed in the order from the largest to the smallest. The largest candidates are extracted from the set $Y$ into set $M$ (line 10). Next, the set $N$, which will gather all new candidates generated during mining process, is initialized (line 11). In loop (lines 12–28) we process candidates $P$ from the set $M$. We start by initializing the sets $TP_e, TP_c, TN_e$ and $TN_c$ (line 13) which will store timestamps $t$ of $S^p_t$ datasets at which the candidate $P$ is spatially prevalent ($TP$ sets) or not ($TN$ sets). Subscript $e$ means that the spatial prevalence of the candidate is determined based on previous results, while $c$ means that it is based on participation index computations.

Next, in loop (lines 14–17), for each $S^p_t \in ST$ we determine whether the candidate $P$ is spatially prevalent or not based on the information determined so far. If the candidate is not a subset of any local candidate in $K(S^p_t)$ then it cannot be spatially prevalent and consequently the timestamp $t$ is added to $TN_e$ set (line 15). However, if the candidate is a subset of any pattern known to be spatially prevalent in $S^p_t$ then it must be spatially prevalent as well. In such a case, the corresponding timestamp $t$ is added to $TP_e$ set (line 16).

Sizes of $TP_e$ and $TN_e$ sets allow to determine lower ($|TP_e|/|ST|$) and upper ($1 - |TN_e|/|ST|$) bound on the candidate’s time prevalence. If the lower bound is greater or equal to $mintprev$ (candidate is time prevalent) or upper bound is smaller than $mintprev$ (candidate is not time prevalent) no subsequent computations are necessary (lines 17 and 18).

If the time prevalence of the candidate cannot be determined yet, then exact computations are needed. In loop (lines 19–23) for each $S^p_t \in ST$ (for which the candidate’s spatial prevalence has not been determined yet) we compute the participation index (line 20) and based on the result, the corresponding timestamp is added either to $TP_c$ or $TN_c$ set (lines 21 and 22).

Based on the sizes of the $TP$ and $TN$ sets we compute lower ($\frac{|TP_P|+|TP_c|}{|ST|}$) and upper ($1 - \frac{|TN_e|+|TN_c|}{|ST|}$) bounds of candidate’s time prevalence. Computations can be aborted based on these results, similarly as before (line 23).

Next we determine whether the candidate is time prevalent and update set $C^T(ST)$ if required (line 24). Otherwise we add all of its subsets (one item smaller) to the set $N$ (line 27). Additionally, we update the spatially prevalent patterns cache for timestamps at which the candidate is spatially prevalent.

After all of candidates in $M$ are processed we check whether the newly generated candidates in the $N$ set are subsets of the sets in the result set (line 29). If not, they are added to the set $Y$ (line 29) for further processing (lines 12–28). The main loop terminates when the set $Y$ is empty or size 2 patterns are processed. Since time prevalent size 2 MDCOPS were already found in Steps 1 and 2, it is sufficient to just find intersection $Y \cap C^T_2(ST)$ to determine maximal size 2 MDCOPs (lines 6–8). This is also the cause for using cache for testing
Algorithm 2. Mining maximal MDCOPs

Require:
- a set of global candidates for maximal MDCOPs $K(ST)$
- sets of local candidates for maximal MDCOPs $K(S^p_t)$
- minimum spatial prevalence $\minprev$ and time prevalence $\minprev$ thresholds

Ensure: a set of maximal MDCOPs $C^T(ST)$

1: $C^T(ST) \leftarrow \{\}$,
2: $\forall S^p_t \in ST \text{cache}[t] = \{\}$
3: $Y \leftarrow K(ST)$
4: while $|Y| > 0$ do
5:   $maxlen \leftarrow \max\{|X| : X \in Y\}$
6:   if $maxlen = 2$ then
7:     $C^T(ST) \leftarrow C^T(ST) \cup (Y \cap C_2(ST))$
8:     break
9:   else
10:      $M \leftarrow \{X : X \in Y \wedge |X| = maxlen\}$, $Y \leftarrow Y \setminus M$
11:   end
12:   for $P \in M$ do
13:      $TP_e \leftarrow \{\}$, $TN_e \leftarrow \{\}$, $TP_r \leftarrow \{\}$, $TN_r \leftarrow \{\}$
14:      for $S^p_t \in ST$ do
15:         if $\not\exists X \in K(S^p_t) : P \subseteq X$ then $TN_e \leftarrow TN_e \cup \{t\}$
16:            else if $\exists X \in \text{cache}[t] : P \subset X$ then $TP_e \leftarrow TP_e \cup \{t\}$
17:               if $\frac{|TP_e|}{|ST|} \geq \minprev$ or $1 - \frac{|TN_e|}{|ST|} < \minprev$ then break
18:          if $\frac{|TP_r|}{|ST|} < \minprev$ and $1 - \frac{|TN_r|}{|ST|} \geq \minprev$ then
19:             for $S^p_t \in ST : t \notin (TP_r \cup TN_e)$ do
20:                $\text{prev} \leftarrow \text{compute}_p(S^p_t, P)$ \{See Alg. 3\}
21:                   if $\text{prev} \geq \minprev$ then $TP_r \leftarrow TP_r \cup \{t\}$
22:                      else $TN_r \leftarrow TN_r \cup \{t\}$
23:                         if $\frac{|TP_r| + |TP_e|}{|ST|} \geq \minprev$ or $1 - \frac{|TN_r| + |TN_e|}{|ST|} < \minprev$ then break
24:                 if $\frac{|TP_r| + |TP_e|}{|ST|} \geq \minprev$ then
25:                    $C^T(ST) \leftarrow C^T(ST) \cup \{P\}$
26:               else
27:                  $N \leftarrow N \cup \{P' \subset P : |P'| = maxlen - 1\}$
28:                     if $maxlen > 3$ then for $t \in TP_e$ do: $\text{cache}[t] \leftarrow \text{cache}[t] \cup \{P\}$
29:                        for $P \in N$ do: if $\not\exists X \in C^T(ST) : P \subset X$ then $Y \leftarrow Y \cup \{P\}$

candidates of size greater or equal to 3 (line 28). After the loop ends, the result set $C^T(ST)$ contains all maximal MDCOPs.

Step 5a. Computing spatial prevalence. One of the most important parts of this algorithm, which was not described yet, is the spatial prevalence computation of a co-location. In [15], authors propose to compress instances of a single co-location in a spatial dataset using a trie structure [6]. We propose a method for storing such tries, which allows to: (1) improve the performance of participation index computations, (2) reuse results when finding instances of another
A trie is a tree structure which is used to store a set of sequences by representing them as paths from root to leaves. The set of sequences is compressed because sequences with common prefixes share the same paths in the trie. Assuming any total order on the feature set $F$, we can represent both co-locations and their instances as sequences and store them in a trie. For details please refer to [6,15]. An exemplary trie for a set of instances of a co-location $\{A, B, C, D\}$ is shown in Fig. 1. We propose to store levels of a trie as arrays of triples $(i_f, pos, visited)$ composed of feature instance $i_f$, an index in a higher level array to a parent entry $pos$ and a boolean $visited$ flag which is used for participation index computations (we will ignore it for now). We call such arrays the level arrays.

Note, that the same trie can be used for storing instances of the co-location prefixes, e.g. for co-location $\{A, B, C, D\}$ instances of $\{A, B, C\}$ and $\{A, B\}$ can be stored as well. This is possible since prefixes of co-location instances are always instances of the corresponding co-location prefix. To retrieve instances of a specific co-location it is sufficient to follow paths from the nodes at level corresponding to the co-location length upwards toward the root. Hence, we use trie to store instances of a co-location and all of its prefixes. An exemplary trie for instances of co-location $\{A, B, C, D\}$ (and its prefixes) is shown in Fig. 2.

Let us consider two co-locations sharing the same prefix, e.g. $\{A, B, C, D\}$ and $\{A, B, E\}$. Note that the tries that store instances of those co-locations and their prefixes will have the same two first levels. Assuming the trie for the co-location $\{A, B, C, D\}$ has been computed first, we can reuse its first two levels and only compute the third level corresponding to the $E$ feature. Moreover, since the first two trie levels are the same, we do not need to store them twice in memory. Hence, we propose the following data structure. We keep a collection (e.g. an array) of all level arrays. Additionally, we store co-locations (not co-location instances) in a trie. In further discussion to distinguish between two different trie structures we will refer to them as instance tries (which store co-location instances) and co-location tries (which store co-locations). In the co-location trie, each node represents a co-location composed of features stored on a path up to the root. With each node we associate a reference to a level array in the collection. Given a node corresponding to a co-location, by retrieving all references on a path to a root we can find all level arrays constituting the corresponding instance trie. Since co-locations need to have at least two features,
the nodes at the first level of the co-location trie do not store any pointers, while nodes at the second level store two pointers for first and second level of the corresponding instance trie. Exemplary structures are shown in Fig. 3.

Given candidate $P$, participation index computation requires finding unique feature instances that are part of candidate $P$ instances. The method utilizing the co-location trie structure is shown in Algorithm 3. As a first step, the colocation trie and the corresponding collection of level arrays is supplemented with candidate’s instances if necessary (line 1). This step is detailed in Algorithm 4 and will be described later. Next, we retrieve consecutive references to level arrays from the co-location trie and store them in the array $L$ (line 2). In order to obtain unique feature instances mentioned above, we will traverse the retrieved instance trie starting at each leaf and go up towards the root to retrieve all feature instances on the path. Since this is a tree, then paths starting at multiple different leaves might end up at some common node. To avoid traversing a once visited path, with each of the trie’s node we associate a visited flag to mark whether the node has been visited or not. Since level arrays are shared, previous
Algorithm 4. Building co-location trie

Require:

– Spatial dataset $S_p$ with iCPI-tree, co-location trie and relation $R$
– co-location $P$

Ensure: co-location trie for $S_p$ is updated

1: $V$ ← a sorted array with features from $P$
2: $d$ ← length of $P$ prefix already stored in co-location trie
3: if $d = |P|$ then abort, all level arrays are computed
4: if $d < 2$ then
5: $L_0$ ← empty level array, $L_1$ ← empty level array
6: for every $i^{V[0]}$ from first two levels of $S_p$ iCPI-tree do
7: if $N(i^{V[0]}, V[1], S_p, R) = \emptyset$ then continue
8: append $(i^{V[0]}, \emptyset, false)$ to $L_0$
9: $w \leftarrow |L[0]| - 1$
10: for $i^{V[1]} \in N(i^{V[0]}, V[1], S_p, R)$ do append $(i^{V[1]}, w, false)$ to $L_1$
11: Store size 2 $P$ prefix in colocation trie and add ref. to $L_1$ and $L_2$ to the leaf
12: $d \leftarrow 2$
13: $L$ ← an array of references to level arrays retrieved for size $d$ prefix of $P$
14: for $j \in d, \ldots, |P| - 1$ do
15: Allocate new level array and store reference to it at $L[j]$
16: for parent-pos $\in 0, \ldots, |L[j - 1]|$ do
17: $CO \leftarrow \bigcap_{i \in \text{path to root starting at } L[j - 1][\text{parent-pos}]} N(i^{f}, V[j], S_p, R)$
18: Append to $L[j]$ entries $(i^{f}, \text{parent-pos}, false)$ where $i^{f} \in CO$
19: Add node to co-location trie for size $j P$ prefix and copy reference from $L[j]$

computations might have left the flags set to $true$ at some nodes. Hence, we set them all to $false$ (line 3). To find unique values among all retrieved feature instances we allocate $|P|$ sets in an array $U$ (line 4), one for each candidate’s feature. Next, the main loop (lines 5–13) iterates over all entries in the level array corresponding to the leaves of the instance trie. Retrieved feature instance is added the corresponding set in $U$ (line 6). Next, we traverse up the instance trie (lines 8–13). Feature instances are retrieved (line 9) and added to the $U$ sets (line 11). Each visited node is marked (line 12). If a node has already been visited, we abort the traversal (line 10). Finally, the participation index is computed (line 14).

The last algorithm we need to describe is Algorithm 4, which is used to update the co-location trie. As a first step we determine how much of the instance trie for the target co-location $P$ has been computed previously. In case every level has already been built we abort further computations (line 3). Otherwise, we can have partially built instance trie ($\geq 2$ features from $P$ are in the co-location tree) or no levels have been built yet ($< 2$ features from $P$ are stored). In the first case, we continue with building remaining levels (lines 13–19). In the second case, we build the first two levels (lines 5–12) and then solve the first case.
Building the first two levels is easy, since they can be directly retrieved from the iCPI-tree structure. First, we allocate two new level arrays (line 5). Next, in loop (lines 6–10) we retrieve from the iCPI-tree all feature instances with feature $V[0]$ which is the first feature in the sorted co-location $P$. If the retrieved feature instance has neighbors with feature $V[1]$ (line 7) then new entries are added to level arrays $L_1$ and $L_2$ (lines 8–10). After level arrays have been built, the appropriate nodes are created in the co-location trie and the references to new level arrays are stored in the leaf node corresponding to feature $V[1]$.

To build remaining levels, we first retrieve levels that have already been built (line 13). Next, we build subsequent levels one by one in a loop (lines 14–19). To build a new level array, we iterate over entries in the previous level (lines 16–18). For each of these entries we retrieve feature instances from all nodes up to the root and find common neighbors with feature $V[j]$, which is a feature corresponding to the $j$-th level of the instance trie (line 17). For each of such common neighbors a new entry is appended to the new level array (line 18). After level array has been built, a new node is added to the co-location trie and the reference to the new level array is stored in it (line 19). Once all the level arrays have been built, the algorithm ends.

5 Experiments

To compare the performance we implemented both MAXMDCOP-Miner and FastMDCOP-Miner algorithms using Python3. All experiments have been conducted on a PC (Intel Core I7-6700 3.4 GHz CPU, 32 GB RAM). We examined processing times using synthetic and real world datasets. Synthetic data was generated using method based on [4]. First, size of each $PAT_{ct}$ initial patterns (subsets of feature types potentially involved in MDCOPs) was randomly chosen using Poisson distribution (mean $PAT_{av}$). Then, features were uniquely and randomly chosen (from $F_{ct}$ initial features) and assigned to patterns. Next, initial patterns were divided into sets of persistent and transient patterns using $RAT_p$ parameter - a ratio of persistent patterns over transient patterns. Instances of patterns were placed in spatial framework (a square with $dim$ length side). Each pattern instance was placed in a square of size $dist$ randomly chosen from spatial framework. For each pattern, its instances were put in randomly chosen number of time frames from the set of $TF_{ct}$ frames w.r.t. $mintprev$ parameter (persistent patterns had to occur in at least $mintprev$ fraction of frames). The number of instances of the particular pattern in a given time moment was randomly chosen from Poisson distribution (mean $INS_{av}$). Finally, $NOISE_{ct}$ objects were placed in the framework. Each noise object was assigned a spatial feature randomly chosen (uniform distribution) from set of noise features. That set consisted of $RAT_n$ percent of $F_{ct}$ initial features (i.e. some of that features could take part in generated patterns).

We have prepared two datasets, namely SD1 (136K objects) and SD2 (29K objects), using following sets of values: (1) for SD1: $PAT_{ct} = 15$, $PAT_{av} = 5$, $F_{ct} = 100$, $RAT_p = 0.4$, $dim = 10000$, $dist = 10$, $TF_{ct} = 100$, $minfrequen$
0.6, $INS_{ave} = 25$, $NOISE_{ct} = 20000$, $RAT_n = 0.4$; (2) for SD2: $PAT_{ct} = 5$, $PAT_{ave} = 10$, $F_{ct} = 200$, $RAT_p = 0.3$, $dim = 10000$, $dist = 10$, $TF_{ct} = 50$, $\text{minfreq} = 0.6$, $INS_{ave} = 15$, $NOISE_{ct} = 10000$, $RAT_n = 0.2$.

Real world dataset RD contains positions of pigeons from animal study [17]. We limited our analysis to a single day and we used linear interpolation to calculate pigeons positions for each of 1440 time moments (one per minute). There were 29192 objects and 29 spatial features in the RD dataset.

In the first experiment, we observed how the processing time for synthetic data (Fig. 4a and Fig. 4b for SD1 and SD2) is affected when changing the $\text{minprev}$ threshold (constant $\text{maxdist} = 10$, $\text{mintprev} = 0.3$). In general, the lower the $\text{minprev}$, the higher probability that we will find a pattern in a particular frame. Thus, processing times should decrease with the decreasing values of $\text{minprev}$. Exactly such a behavior can be noticed for FastMDCOP-Miner. In the proposed algorithm, lower $\text{minprev}$ results in a greater chance of generating long, prevalent patterns which eliminates the need to check their subsets. When we increase $\text{minprev}$, both algorithms start to behave similarly, although our proposal is still more efficient. For the largest values of $\text{minprev}$ the number of candidates is very limited and both algorithms complete tasks very quickly.

In the second experiment, we examined the influence of $\text{mintprev}$ on the processing time for synthetic data (Fig. 4c and Fig. 4d) while $\text{maxdist}$ and $\text{minprev}$ were set to 10 and 0.3 respectively. In MAXMDCOP-Miner, for low and high values of $\text{mintprev}$ there is a higher chance that lower or upper bound time prevalence filtering will take place resulting in a reduced number of computations. For the lowest value of $\text{mintprev}$, MAXMDCOP-Miner is more than 4 times faster. For higher values of $\text{mintprev}$, the number of patterns decreases as well as the performance gap between algorithms.

In the third experiment, we checked how the maximum distance $\text{maxdist}$ impacts the performance for synthetic data (Fig. 4e and Fig. 4f, $\text{minprev} = 0.3$). It clearly observable that there is a significant increase in processing time when $\text{maxdist}$ reaches 10. This is related to the parameters used for synthetic data generator ($\text{dist} = 10$). When $\text{maxdist}$ is greater than 10, the number of instances (and candidates) increases very rapidly and Apriori-based approach is inefficient in comparison to the new method.

Finally, we examined the efficiency of the algorithms for the real world dataset. Due to the limited number of observed pigeons, we skip $\text{minprev}$ threshold assuming that all candidates are spatially prevalent. We were varying $\text{mintprev}$ (Fig. 4g, constant $\text{maxdist} = 0.4$) and $\text{maxdist}$ (Fig. 4h, constant $\text{mintprev} = 0.3$). Gathered data confirm the results obtained for synthetic dataset. In all cases, the performance of the new method was better that in the compared algorithm, reaching approx. 7 times faster execution times for $\text{mintprev} = 0.1$. 
Fig. 4. Results of experiments
6 Summary and Future Work

In this paper we introduced the concept of maximal MDCOPs and proposed efficient algorithm for mining such patterns. We have tested the proposed solution using synthetic and real world datasets. Results show, that MAXMDCOP-Miner offers better performance in comparison to the popular Apriori-based approach. Moreover, we can notice that the more challenging parameter values (i.e. lower spatial or time prevalence thresholds or higher maximum distance thresholds), the higher performance gain is achieved. In future work, we plan to introduce more optimizations for eliminating even higher number of candidates as well as to parallelize maximal MDCOP mining process.
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Abstract. Existing approaches for extracting gradual patterns become inefficient in terms of memory usage when applied on data sets with huge numbers of objects. This inefficiency is caused by the contiguous nature of loading binary matrices into main memory as single blocks when validating candidate gradual patterns. This paper proposes an efficient storage layout that allows these matrices to be split and loaded into/from memory in multiple smaller chunks. We show how HDF5 (Hierarchical Data Format version 5) may be used to implement this chunked layout and our experiments reveal a great improvement in memory usage efficiency especially on huge data sets.
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1 Introduction

Gradual patterns may be described as linguistic rules that are applied on a data set to extract correlations among its attributes [7, 10]. For instance, given a data set shown in Table 1 (which is a numeric data set with 3 attributes \{age, games, goals\}), a linguistic gradual correlation may take the form: \textit{the lower the age, the more the goals scored}.

Table 1. Sample data set $\mathcal{D}_1$.

| id | age | games | goals |
|----|-----|-------|-------|
| r1 | 30  | 100   | 2     |
| r2 | 28  | 400   | 4     |
| r3 | 26  | 200   | 5     |
| r4 | 26  | 500   | 8     |

One major step in mining gradual patterns involves ranking tuples in the order that fulfill a specific pattern. For example, in Table 1 the pattern \textit{the}
lower the age, the more the goals scored.” is fulfilled by at least 3 ordered tuples: \(\{r_1 \rightarrow r_2 \rightarrow r_3\}\). For the reason that computing processors are natively designed to operate on binary data, the approach of representing ordered rankings as binary matrices yields high computational efficiency for mining gradual patterns using the bitwise AND operator \([2,7,10]\).

However, the same cannot be said of these binary matrices in terms of main memory usage. For instance, given a data set with \(n\) tuples and \(m\) attributes:

- for every attribute \(a\) in \(m\), there may exist at least 2 frequent gradual items \(-(a, \uparrow)\) and \((a, \downarrow)\) and,
- for every gradual item, a binary matrix of size \((n \times n)\) must be loaded into memory.

Consequently, a single bitwise AND operation loads and holds multiple \(n \times n\) binary matrices into memory. This problem becomes overpowering when dealing with data sets with huge number of tuples. Most often, algorithms implemented on this approach crash when applied on such data sets since they require to be assigned an overwhelming amount of main memory at once (when performing the bitwise AND operation).

In this paper, we propose an approach that advances the bitwise AND operation such that it operates on multiple smaller chunks of the binary matrices. This approach allows efficient use of main memory while performing this operation on huge binary matrices. In addition, we design GRAD-L algorithm that implements this proposed approach. Our experiment results show that our proposed approach by far outperforms existing approaches especially when dealing with huge data sets.

The remainder of this paper is organized as follows: we provide preliminary definitions in Sect.2; we review related approaches in Sect.3; in Sect.4, we propose an approach that allows efficient use of main memory through chunking binary matrices for the bitwise AND operation; we analyze the performance of our proposed approach in Sect.5; we conclude and give future directions regarding this work in Sect.6.

## 2 Preliminary Definitions

For the purpose of putting forward our proposed approach for mining large gradual patterns; in this section, we recall some definitions about gradual patterns taken from existing literature \([2,10]\).

**Definition 1.** Gradual Item. A gradual item \(g\) is a pair \((a, v)\) where \(a\) is an attribute of a data set and \(v\) is a variation such that: \(v \in \{\uparrow, \downarrow\}\), where \(\uparrow\) denotes an increasing variation and, \(\downarrow\) denotes a decreasing variation.

**Example 1.** \((age, \downarrow)\) is a gradual item that may be interpreted as: “the lower the age.”
Definition 2. Gradual Pattern. A gradual pattern \( GP \) is a set of gradual items i.e. \( GP = \{(a_1, v_1), \ldots, (a_n, v_n)\} \).

Example 2. \( \{(age, \downarrow), (goals, \uparrow)\} \) is a gradual pattern that may be interpreted as: “the lower the age, the more the goals scored.”

The quality of a gradual pattern is measured by frequency support which may be described as: “the proportion of objects/tuples/rows in a data set that fulfill that pattern.” For example, given the data set in Table 1, the pattern \( GP = \{(age, \downarrow), (goals, \uparrow)\} \) is fulfilled by tuples \( \{r_1, r_2, r_3\} \) (which is 3 out of 4 tuples). Therefore, the frequency support, \( sup(GP) \), of this pattern is 0.75.

On that account, given a minimum support threshold \( \sigma \), a gradual pattern \( (GP) \) is said to be frequent only if: \( sup(GP) \geq \sigma \).

In the case of designing algorithms for mining gradual patterns from data sets, many existing works apply 3 main steps [2,7,9,10]:

1. identify gradual item sets (or patterns) that become frequent if their frequency support exceed a user-defined threshold,
2. ranking tuple pairs that fulfill the individual gradual items (of a candidate item set) and representing the ranks as binary matrices and,
3. applying a bitwise AND operator on the binary matrices in order to identify which gradual items may be joined to form a frequent gradual pattern.

For instance, given the data set in Table 1, we may identify 2 gradual patterns: \( gp_4 = \{(age, \downarrow), (games, \uparrow)\} \) and \( gp_5 = \{(games, \uparrow), (goals, \uparrow)\} \). These 2 patterns require 3 gradual items \( g_1 = (age, \downarrow) \), \( g_2 = (games, \uparrow) \), \( g_3 = (goals, \uparrow) \) whose binary matrices \( M_{G_1}, M_{G_2} \) and \( M_{G_3} \) (after ranking tuples of corresponding columns in Table 1) are shown in Table 2.

Table 2. Binary matrices \( M_{G_1}, M_{G_2} \) and \( M_{G_3} \) for gradual items: (a) \( g_1 = (age, \downarrow) \), (b) \( g_2 = (games, \uparrow) \), (c) \( g_3 = (goals, \uparrow) \).

|   | \( r^* \) | r1 | r2 | r3 | r4 |
|---|-----------|----|----|----|----|
| r1 | 0 1 1 1   |
| r2 | 0 0 1 1   |
| r3 | 0 0 0 0   |
| r4 | 0 0 0 0   |

(a)

|   | \( r^* \) | r1 | r2 | r3 | r4 |
|---|-----------|----|----|----|----|
| r1 | 0 1 1 1   |
| r2 | 0 0 0 1   |
| r3 | 0 1 0 1   |
| r4 | 0 0 0 0   |

(b)

|   | \( r^* \) | r1 | r2 | r3 | r4 |
|---|-----------|----|----|----|----|
| r1 | 0 1 1 1   |
| r2 | 0 0 0 1   |
| r3 | 0 0 0 1   |
| r4 | 0 0 0 0   |

(c)

[2,7] propose the theorem that follows in order to join gradual items to form gradual patterns:

“Let \( gp_{12} \) be a gradual pattern generated by joining two gradual items \( g_1 \) and \( g_2 \). The following matrix relation holds: \( M_{GP_{12}} = M_{G_1} \text{ AND } M_{G_2} \).”

This theorem relies heavily on the bitwise AND operator which provides good computational performance. For instance, we can apply a bitwise AND operation.
Table 3. Binary matrices $M_{GP_{12}}$ and $M_{GP_{23}}$ for gradual patterns: (a) $gp_{12} = \{(age, \downarrow), (games, \uparrow)\}$, (b) $gp_{23} = \{(games, \uparrow), (goals, \uparrow)\}$.

| r | r1 | r2 | r3 | r4 |
|---|----|----|----|----|
| r1 | 0 1 1 1 |
| r2 | 0 0 0 1 |
| r3 | 0 0 0 0 |
| r4 | 0 0 0 0 |

| r | r1 | r2 | r3 | r4 |
|---|----|----|----|----|
| r1 | 0 1 1 1 |
| r2 | 0 0 0 1 |
| r3 | 0 0 0 1 |
| r4 | 0 0 0 0 |

As can be seen in Table 2 and Table 3, the total sum of ordered ranks in the binary matrices is given by $s = n(n - 1)/2$ where $n$ is the number of columns/attributes. Therefore, the support of a gradual pattern $gp$ is the ratio of concordant rank count in the binary matrix to the sum $s$ [7].

3 State of the Art

Scientific data is increasing rapidly every year, thanks to technological advances in computing and storage efficiency [11, 12]. Technologies such as HDF5 (Hierarchical Data Format v5) and Zarr provide high performance software and file formats that efficiently manage these huge volumes of data. For instance, [6] and [14] describe two models whose efficiencies have been greatly improved by using the Zarr and HDF5 data formats respectively.

According to [4], HDF5\(^1\) is a technology suite that comprises a model, a software library and a hierarchical file format for storing and managing data. This suite is designed: (1) to support a wide variety of datatypes, (2) for fast Input/Output processing and (3) for managing BigData. These similar features are offered by Zarr\(^2\) technology suite.

Fig. 1. (a) Contiguous storage layout and, (b) chunked storage layout.

---

1 \url{https://portal.hdfgroup.org/display/HDF5/HDF5}.  
2 \url{https://zarr.readthedocs.io/en/stable/index.html}. 

One particular feature (provided by HDF5 and Zarr) that may be useful in mining gradual patterns from huge data sets is the *chunked storage layout* shown in Fig. 1b. This feature allows for a huge data set to be split into multiple chunks which are stored separately in any order and any position within the HDF5/Zarr file. Additionally, chunks can be compressed, written and read individually, improving performance when dealing with such data sets [5].

Applying HDF5/Zarr chunked storage layout to binary matrices is one approach that may solve the problem (described in Sect. 1) of mining gradual patterns from huge data sets. The chunked storage layout may be exploited to allow the split of the bitwise \texttt{AND} operation (described in Sect. 1) on huge matrices (generated by reading and ranking all data set tuples in one attempt) into several repeated steps (where each step targets and loads manageable binary chunks into main memory).

However, using this approach implies chunking and storing binary matrices in secondary memory (i.e. HDF5/Zarr file) and, every repeated bitwise \texttt{AND} step includes the process of reading binary matrices from a secondary memory to main memory or/and writing updated binary matrices from the main memory to a secondary memory.

According to [4], chunked storage layout presents a higher overhead than contiguous storage layout when it comes to accessing and locating any element in the data set. The read/write overhead further increases when the chunked data set is compressed. Therefore, performance of the suggested approach of using a HDF5 chunked storage layout for gradual pattern mining may be greatly slowed down by the read/write overhead.

In the section that follows, we propose an approach that begins by chunking data set tuple reads in order to produce chunked binary matrices (getting rid of the need to store in HDF5/Zarr files).

### 4 Proposed Chunking Approach

In this section, we propose an approach for chunking binary matrices of gradual items into multiple small matrices that can be loaded and held into main memory piece-wisely in order to improve the memory usage efficiency. We modify the 3 main steps (described in Sect. 1) for mining gradual patterns as follows:

1. identify valid gradual patterns,
2. rank tuple pairs that fulfill the gradual items in the candidate gradual pattern in *chunks* and represent them in *multiple smaller* binary matrices and,
3. apply a bitwise \texttt{AND} operator on the *chunked* binary matrices in a *piecewise manner*.

#### 4.1 Mapping Matrices into Chunked Layout

In the following, we use an example environment to expound on the steps of the proposed chunking approach. For the purpose of painting a clearer picture of this proposed approach, we use a sample data set (shown in Table 4a) to demonstrate the modified steps.
Example 3. Let \( gp = \{(age, \downarrow), (games, \uparrow)\} \) be a candidate gradual pattern. Using a user-defined chunk size (in this case we set the chunk size to 2) as shown in Table 4b.

Table 4. (a) Sample data set \( D_2 \), (b) data set \( D_2 \) with its tuples chunked by a size of 2.

| id | age | games | goals |
|----|-----|-------|-------|
| r1 | 30  | 100   | 2     |
| r2 | 28  | 400   | 4     |
| r3 | 26  | 200   | 5     |
| r4 | 25  | 500   | 8     |
| r5 | 25  | 200   | 9     |
| r6 | 24  | 500   | 1     |

(a)

Firstly, we read and rank tuples fulfilling gradual items \( g_1 = (age, \downarrow) \) and \( g_2 = (games, \uparrow) \) using the chunks in a piecewise manner as shown in Table 5 and Table 6. Again in these two tables, we observe that the tuple rankings of gradual items \( g_1 = (age, \downarrow) \) and \( g_2 = (games, \uparrow) \) are represented by a total of 18 \((2 \times 2)\) binary matrices. In the classical approach, these rankings would be represented by 2 \((6 \times 6)\) binary matrices (see Table 1 and Table 2 in Sect. 1). Both approaches require the same size of memory to store all data in the binary matrices (which is 72 in total). However, the classical approach maps this data using a contiguous layout while, our proposed approach maps this data using a chunked layout.

Table 5. Chunked binary matrices for ranked tuples in Table 4b that fulfill gradual item \( g_1 = (age, \downarrow) \).

| r | r1 | r2 | r3 | r4 | r5 | r6 | r1 | r2 | r3 | r4 | r5 | r6 |
|---|----|----|----|----|----|----|----|----|----|----|----|----|
| r1 | 0  | 1  |     |     |     |     |     |     |     |     |     |     |
| r2 | 0  | 0  |     |     |     |     |     |     |     |     |     |     |
| r3 | 1  | 1  |     |     |     |     |     |     |     |     |     |     |
| r4 | 0  | 1  |     |     |     |     |     |     |     |     |     |     |

(a) (b) (c) (d) (e)
Table 6. Chunked binary matrices for ranked tuples in Table 4b that fulfill gradual item $g_2 = (games, \uparrow)$.

|  r  | r1 | r2 |  r  | r3 | r4 |  r  | r5 | r6 |  r  | r1 | r2 |  r  | r3 | r4 |
|-----|----|----|-----|----|----|-----|----|----|-----|----|----|-----|----|----|
| r1  | 0  | 1  | r1  | 1  | 1  | r1  | 1  | 1  | r3  | 0  | 1  | r3  | 0  | 1  |
| r2  | 0  | 0  | r2  | 0  | 1  | r2  | 0  | 1  | r4  | 0  | 0  | r4  | 0  | 0  |
|     | (a) |    |     | (b) |    |     | (c) |    |     | (d) |    |     | (e) |    |
| r3  | 0  | 1  | r5  | 0  | 1  | r5  | 0  | 1  | r5  | 0  | 1  | r5  | 0  | 1  |
| r4  | 0  | 0  | r6  | 0  | 0  | r6  | 0  | 0  | r6  | 0  | 0  |     |    |    |
|     | (f) |    |     | (g) |    |     | (h) |    |     | (i) |    |    |    |    |

Secondly, we perform a bitwise AND operation on the corresponding chunked matrices of gradual items $g_1 = (age, \downarrow)$ and $g_2 = (games, \uparrow)$ in order to determine if by joining them, the gradual pattern $gp_{12} = \{(age, \downarrow), (games, \uparrow)\}$ is frequent (this is shown in Table 7). It should be underlined that gradual items (i.e. $g_1$ and $g_2$) should have binary matrices that match in number and size. Similarly, each matrix of one gradual item must be mapped to the corresponding matrix of the other gradual item during an AND operation. For instance, the matrix in Table 5(a) can only be mapped to the matrix in Table 6(a) during a bitwise AND operation to obtain the matrix in Table 7(a), and so on.

Table 7. Binary matrices for $gp_{12} = \{(age, \downarrow), (games, \uparrow)\}$ after performing bitwise AND operation on chunked matrices of $g_1$ and $g_2$.

|  r  | r1 | r2 |  r  | r3 | r4 |  r  | r5 | r6 |  r  | r1 | r2 |  r  | r3 | r4 |
|-----|----|----|-----|----|----|-----|----|----|-----|----|----|-----|----|----|
| r1  | 0  | 1  | r1  | 1  | 1  | r1  | 1  | 1  | r3  | 0  | 0  | r3  | 0  | 1  |
| r2  | 0  | 0  | r2  | 0  | 1  | r2  | 0  | 1  | r4  | 0  | 0  | r4  | 0  | 0  |
|     | (a) |    |     | (b) |    |     | (c) |    |     | (d) |    |     | (e) |    |
| r3  | 0  | 1  | r5  | 0  | 0  | r5  | 0  | 1  | r5  | 0  | 1  | r5  | 0  | 1  |
| r4  | 0  | 0  | r6  | 0  | 0  | r6  | 0  | 0  |     |    |    |     |    |    |
|     | (f) |    |     | (g) |    |     | (h) |    |     | (i) |    |    |    |    |

It is important to highlight that this chunked layout for binary matrices allows a bitwise AND operation to be broken down into multiple repetitions instead of a single operation as seen in the contiguous layout. This capability can be exploited to allow at least 2 chunked matching matrices to be loaded and held in main memory for every repeated AND operation. In this example, the bitwise AND operation is repeated at least 9 times for each twin of corresponding matrices.
Again in Table 7, we observe that binary matrices at (d), (g) and (h) sum up to 0; therefore, they are not significant in determining whether pattern gp_{12} is frequent. This phenomenon may be harnessed to increase the efficiency of this approach by skipping less significant binary matrices during the repetitive bitwise AND operation.

Lastly, let the user-defined support threshold be 0.5, then pattern gp_{12} = \{(age,↓),(games,↑)\} is frequent since its support is 10/15 or 0.667 (see derivation for frequency support in Example 2 - Sect. 1).

### 4.2 GRAD-L Algorithm

In the following, we present GRAD-L (Gradual-Large) shown in Algorithm 1 which implements the approach described in Sect. 4.1.

**Algorithm 1: GRAD-L (Gradual-Large)**

```
Input : Data set \(D\), minimum support \(\sigma\), chunk size \(C\)  
Output: gradual patterns \(GP\)  

1. \(GP \leftarrow \emptyset\);  
2. \(GP_c \leftarrow \text{gen_gp_candidates}()\);  
3. for \(gp \in GP_c\) do  
   4. \(M_{sum} \leftarrow 0\);  
   5. for \(gi \in gp\) do  
      6. \(M_{bin} \leftarrow \text{chunk_to_matrix}(gi; D; C)\);  
      7. if \(\text{calc_sum}(M_{bin}) \leq 0\) then  
         8. Continue;  
      else  
         9. if \(gi\) is firstElement then  
            10. \(M_{bin1} \leftarrow M_{bin}\);  
            11. Break;  
         else  
            12. \(M_{bin2} \leftarrow M_{bin}\);  
            13. \(M_{bin} \leftarrow M_{bin1} \text{ AND } M_{bin2}\);  
            14. \(M_{sum} \leftarrow M_{sum} + \text{calc_sum}(M_{bin})\);  
      end if  
   15. \(sup \leftarrow \text{calc_support}(M_{sum})\);  
   16. if \(sup \geq \sigma\) then  
      17. \(GP.\text{append}(gp)\);  
   end if  
end for  
return \(GP\);  
```

In this algorithm, first we use existing techniques to identify gradual pattern candidates (line 2). Second, for each candidate we use its gradual items user-defined chunk-size to build chunked binary matrices and perform a bitwise
AND operation piece-wisely (lines 3 – 13). Third, we determine if the candidate pattern is frequent by comparing its support to the user-defined threshold.

4.3 Computational Complexity

In the following, we use the big-O notation [1,13] to analyze the computational complexity of GRAD-L algorithm. For every gradual pattern candidate that is generated: GRAD-L algorithm constructs multiple chunked binary matrices, performs a bitwise AND operation on the chunked binary matrices and calculates the frequency support of that candidate. We formulate the problem to and show the computational complexity of GRAD-L algorithm.

Problem Formulation. Given a dataset $D$ with $m$ attributes and $n$ objects, we can generate numerous gradual pattern candidates each having $k$ gradual items (where $2 \leq k \leq m$). For each candidate, the classical GRAANK algorithm (proposed in [7]) builds binary matrices for every gradual item as shown in Table 2 (see Sect. 2). Next, a bitwise AND operation is performed on these matrices and frequency support of the resulting matrix computed as shown in Table 3 (see Sect. 2). Using the big-O notation, constructing the binary matrices through GRAANK algorithm results in a complexity of $O(k \cdot n^2)$. The bitwise AND operation and support computation have small complexities in comparison to that of constructing binary matrices.

For the case of GRAD-L algorithm, a user-defined chunk-size ($q \times q$) (where $q < n$) is used to construct $y$ binary matrices for every gradual item. Therefore, the complexity of constructing binary matrices for every gradual pattern candidate is $O(k \cdot \sum y q^2)$. Similarly, the bitwise AND operation and support computation have small and almost constant complexities.

Search Space Size. It is important to mention that for every generated candidate, the classical GRAANK algorithm and the proposed GRAD-L algorithm constructs binary matrices. Therefore, the complexity of $x$ generated gradual pattern candidates is $O(x \cdot k \cdot n^2)$ for GRAANK algorithm and $O(x \cdot k \cdot \sum y q^2)$ for GRAD-L algorithm.

5 Experiments

In this section, we present an experimental study of the computational and memory performance of our proposed algorithm. We implement the algorithm for GRAD-L approach described in Sect. 4 using Python Language. All the experiments were conducted on a High Performance Computing (HPC) Meso@LR\(^3\) platform. We used one node comprising 14 cores of CPU and 128GB of RAM.

\(^3\) https://meso-lr.umontpellier.fr.
5.1 Source Code

The Python source code of the proposed algorithm is available at our GitHub repository: https://github.com/owuordickson/large_gps.git.

5.2 Data Set Description

| Data set          | #tuples | #attributes | Domain   |
|-------------------|---------|-------------|----------|
| Cargo 2000 (C2K)  | 3,942   | 98          | Transport|
| Power Consump. (UCI)| 2,075,259 | 9          | Electrical|

The ‘Cargo 2000’ data set, obtained from UCI Machine Learning Repository (UCI-MLR) [8], describes 98 tracking and tracing events that span 5 months of transport logistics execution. The ‘Power Consumption’ data set, obtained from UCI-MLR [3], describes the electric power consumption in one household (located in Sceaux, France) in terms of active power, voltage and global intensity with a one-minute sampling rate between 2006 and 2010.

5.3 Experiment Resultts

In the following, we present our experimental results which show the computational and memory usage of our proposed algorithm (GRAD-L), HDF5-based algorithm (GRAD-H5) and classical algorithm (GRAD) for mining gradual patterns. Using these 3 algorithms, we perform test runs on C2K and UCI data sets with minimum support threshold ($\sigma$) set to 0.1.

We split the UCI data set into 5 data sets whose number of tuples range from 10,000 (10K), 116,203 (116K), 523,104 (523K), 1,000,000 (1M) and 2,075,259 (2M). All the test runs were repeated several times and the results are available at: https://github.com/owuordickson/meso-hpc-lr/tree/master/results/large_gps/.

Computational Performance Results. Table 9 shows a result summary for computational run-time performance, number of extracted patterns and memory utilization of algorithms GRAD, GRAD-H5 and GRAD-L. It is important to highlight that algorithms GRAD and GRAD-H5 yield ‘Memory Error’ when executed on UCI data sets whose tuple size is greater than 100,000 and 500,000 respectively (represented as ‘NaN’ in Table 9). Figure 2 illustrates how run-time and memory usage breaks for GRAD (due to ‘Memory Error’) grows exponentially for GRAD-H5 (due to read/write overhead).

Computational run-time results show that GRAD-L (which implements our proposed chunked layout for loading binary matrices into memory) is the fastest of the 3 algorithms when executed in all the data sets. GRAD (which uses contiguous layout to load and hold binary matrices into memory) is relatively
Table 9. Summary of experiment results.

| Data set | Size  | Algorithm | Run-time (sec) | No. of patterns | Memory (KiB) |
|----------|-------|-----------|----------------|-----------------|--------------|
|          |       |           | St.d. | Mean       | St.d. | Mean       | St.d. | Mean       |
| C2K      | 3.9K  | GRAD      | 24.125 | 702.536    | 0.000 | 2.000      | 2.044 | 172.089    |
|          |       | GRAD-H5   | 12.162 | 3768.30    | 0.000 | 2.000      | 4.313 | 497.450    |
|          |       | GRAD-L    | 0.653  | 15.821     | 0.894 | 1.400      | 38.643 | 501.200    |
| UCI      | 10K   | GRAD      | 1.448  | 51.682     | 0.408 | 1.833      | 0.564 | 109.617    |
|          |       | GRAD-H5   | 98.794 | 47.162     | 0.000 | 2.000      | 118.713 | 72.383    |
|          |       | GRAD-L    | 0.630  | 5.017      | 0.516 | 1.333      | 1.089 | 291.350    |
| UCI      | 116K  | GRAD      | NaN    | NaN        | NaN  | NaN        | NaN  | NaN        |
|          |       | GRAD-H5   | 143.543| 33209.50   | 0.000 | 2.000      | 118.713 | 172.383   |
|          |       | GRAD-L    | 63.772 | 524.787    | 0.000 | 2.000      | 15.312 | 276.367    |
| UCI      | 523K  | GRAD      | NaN    | NaN        | NaN  | NaN        | NaN  | NaN        |
|          |       | GRAD-H5   | NaN    | NaN        | NaN  | NaN        | NaN  | NaN        |
|          |       | GRAD-L    | 1716.374 | 10947.60 | 1.000 | 1.000      | 22.228 | 287.800    |
| UCI      | 1M    | GRAD      | NaN    | NaN        | NaN  | NaN        | NaN  | NaN        |
|          |       | GRAD-H5   | NaN    | NaN        | NaN  | NaN        | NaN  | NaN        |
|          |       | GRAD-L    | 367.723 | 39460.3   | 0.577 | 1.667      | 1.386 | 350.400    |
| UCI      | 2M    | GRAD      | NaN    | NaN        | NaN  | NaN        | NaN  | NaN        |
|          |       | GRAD-H5   | NaN    | NaN        | NaN  | NaN        | NaN  | NaN        |
|          |       | GRAD-L    | 22113.287 | 162616.7 | 0.577 | 1.333      | 5.605 | 367.333    |

Fig. 2. Plot of run-time and memory usage against size of UCI data set.

fast (compared to GRAD-H5) when executed on data set C2K and UCI 10K. However, it yields ‘Memory Error’ for UCI data sets greater than 100K since sizes of binary matrices in main memory increase exponentially within a very short time and this exceeds the available memory. GRAD-H5 (which implements HDF5-based approach for dealing with huge binary matrices) has the slowest run-times of all the 3 algorithms. This may be attributed to read-write overhead that occurs in all bitwise AND operations.
Memory usage results show that GRAD has better memory utilization on data sets C2K and UCI 10K. However, GRAD-L has the best overall memory utilization since it does not yield ‘Memory Error’ on any of the 6 data sets. Number of patterns results show that almost all 3 algorithms extract similar number of gradual patterns.

**Consistent Gradual Patterns.** This experiment reveals the consistent gradual patterns extracted by the 3 algorithms from data sets C2K and UCI when minimum support threshold ($\sigma$) is set to 0.1. The results are shown in Table 10.

| Data set | Gradual patterns                                      | $sup$ |
|----------|------------------------------------------------------|-------|
| C2K (3.9K) | {($i2\_rcs\_e, \downarrow$), ($o\_legid, \uparrow$), ($o\_dlv\_e, \downarrow$)}, sup = 0.23 |       |
| UCI (10K)  | {$\{\text{(Sub\_metering\_3, \uparrow)}, (\text{Global\_intensity, \downarrow})\}$}, sup = 0.172  |       |
| UCI (116K) | {$\{\text{(Voltage, \downarrow)}, (\text{Sub\_metering\_1, \uparrow})\}$}, sup = 0.109 |       |
| UCI (523K) | {$\{\text{(Global\_intensity, \downarrow)}, (\text{Sub\_metering\_2, \uparrow})\}$}, sup = 0.16 |       |
| UCI (1M)   | {$\{\text{(Global\_reactive\_power, \downarrow)}, (\text{Global\_intensity, \downarrow})\}$}, sup = 0.558 |       |
| UCI (2M)   | {$\{\text{(Sub\_metering\_3, \uparrow)}, (\text{Sub\_metering\_2, \downarrow})\}$}, sup = 0.159 |       |

It is important to mention that for huge data sets, extracted gradual patterns are of relatively low quality. For this reason, we chose a low minimum support threshold ($\sigma = 0.1$) in order to extract gradual patterns from all the data sets.

### 6 Conclusion and Future Works

In this paper, we explore two different approaches to solve the problem of mining gradual patterns from huge data sets (see Sect. 3 and Sect. 4). From the experiment results (presented in Sect. 5), we conclude that GRAD-L algorithm is the best performing algorithm (relative to GRAD and GRAD-H5 algorithms) both in terms of computational run-time and memory utilization. This proves that our proposed chunking approach (described in Sect. 4) utilizes main memory more efficiently than the classical approach (proposed in [7]) HDF5-based chunking approach (discussed in Sect. 3).

Future work may involve extensive experimentation on the GRAD-L approach with the aim of improving its memory usage efficiency even further. In addition to this, other future work may entail integrating the GRAD-L approach into data lake environments that hold numerous huge data sets. A good example of such an environment is OREME\(^4\) which is a scientific research observatory that holds a huge collection of large scientific data sets.

\(^4\) [https://data.oreme.org/](https://data.oreme.org/)
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Abstract. Event detection on social media has attracted a number of researches, given the recent availability of large volumes of social media discussions. Previous works on social media event detection either assume a specific type of event, or assume certain behavior of observed variables. In this paper, we propose a general method for event detection on social media that makes few assumptions. The main assumption we make is that when an event occurs, affected semantic aspects will behave differently from its usual behavior. We generalize the representation of time units based on word embeddings of social media text, and propose an algorithm to detect events in time series in a general sense. In the experimental evaluation, we use a novel setting to test if our method and baseline methods can exhaustively catch all real-world news in the test period. The evaluation results show that when the event is quite unusual with regard to the base social media discussion, it can be captured more effectively with our method. Our method can be easily implemented and can be treated as a starting point for more specific applications.

1 Introduction

Event detection on social media in recent years has attracted a large number of researches. Given large volumes of social media data and the rich information contained in them, event detection on social media is both beneficial and challenging. With social media text as the base data, important previous works have proposed methods for detecting earthquakes [17], emerging topics for organizations [5], and influenza trends [8]. In these works and many others, however, it is required to have some prior knowledge or assumptions of the potential event. These assumptions include some known keywords or entity names that are associated with the event [4,5,13,14,17,22], and some manually created labels for events as the supervised training dataset [8,11]. Furthermore, the definition of event also differs in these works. Some consider an event as a temporal-spatial concentration of similar texts [7,8,11,22,26], while others consider it as an unusual burstiness in term frequency [5,15,24].

In this paper, in contrast, we attempt to provide a general solution to event detection in social media with minimum prior assumption of the event. First of all, we follow a general definition of event that is not restricted to social media...
data. This definition was proposed by Jaegwon Kim, who considered that an event consists of three parts, a finite set of objects \( x \), a property \( P \), and a time interval \( t \) [10]. To better illustrate, let us consider a scenario of an amusement park. Normally, customers wander around the park, visiting different attractions in almost a random manner. When a show starts to perform in the central stage, those who are interested in the show will be moving towards the stage. In this scenario, the object \( x \) are the customers who interested in the show, the property \( P \) is the direction of the stage, and the time interval \( t \) is the duration of the show. Note that just as not all customers in the park are interested in the show, \( x \in X \) in an event is a subset of all possible objects.

Putting it on the social media case, when an event creates an impact on people’s lives, it is likely that it will be reflected on online discussions. Certain semantic aspects of posted text, which can be considered as the object set \( x \), would suddenly have unusual trends together, whose deviation can be considered as the property \( P \), for the duration of the event \( t \). This is realistic, if we recall that when a critical political event happened, some aspects of social media discussion, such as the terms and sentiments involved in the event, would have a higher-than-usual visibility. The problem then is how to capture \( x \), \( P \) and \( t \) in social media text through a computational method.

The principle of our design is to make as few assumptions about the event as possible. Here are two assumptions we make in our method. First, there is a finite set of components in the system, and a subset of components will be affected by the event. Second, for the duration of the event, affected components behave differently from their usual, normal behavior. We consider these are minimum assumptions that are within restrictions in Kim’s definition of an event. Given these assumptions, our method takes two steps to achieve event detection. First, we convert unstructured social media text data into distributed representation, also called word embeddings, where each dimension represents a semantic aspect, and is considered as a component in the system. This can be done with existing distributed representation learning techniques such as word2vec [12]. Note that in this paper we consider only social media text. However, the images in social media can be studied in a similar way as they be turned into multi-dimension vector representations using models such as Inception [20]. Second, we design and use a multi-dimension anomaly detection algorithm to capture the unusual behavior, with a customizable normality test. The algorithm detects abnormal intervals in single time series and combines them to form affected components of an event by finding the intersections.

Our method is general in two ways. First, our method generalizes social media text into semantic aspects. With this generalization, we now look at the collective behavior of social media posts instead of tracking individual term frequency. This is useful in many scenarios. For example, during New Year holiday in Japan, many aspects of real-world phenomenon become visible, including New Year’s meal (年越し), a specific TV program (冠白), New Year’s greeting (挨拶), and the general happy mood. Individually, these terms may not have a significant frequency change, but collectively, they make the New Year event unusual.
Second, our method generalizes event detection as anomaly detection in time series. In contrast to previous works, we deal with durative events instead of punctual events. With a customizable normality test function, we can detect events with arbitrary lengths. Such generality allows our method to be applicable to a wider range of tasks than previous works. Since our method is straightforward to implement, future extension can be easily made for the need of specific tasks.

We organize the remainder of this paper as the following. In Sect. 2, we will discuss related works on event detection in social media. In Sect. 3 and 4, we will present our method to generalize social media text to temporal word embeddings, and to detect unusual behavior in them. In Sect. 5, we will present experimental evaluation, with a novel evaluation task of recommending newsworthy words. Finally Sect. 6 will conclude this paper.

2 Related Work

Previous surveys on social media event detection works have commonly divided works according to whether detected events are specific or non-specific [1,16]. Here we would like to provide a new aspect of events in existing works, that is whether events are considered as one-time events or events lasting for a period of multiple time units. In other words punctual and durative events. Essentially, punctual events are supposed to be the point of drastic change in the observed variables [9]. While this limits the phenomenon they can represent, events with this definition are indeed easier to capture, and many works followed this approach. For example, the Twitter-based earthquake detection system proposed by Sasaki et al. [18] raises an alarm at the moment when number of tweets classified as earthquake reports reaches a certain threshold. Similarly, the event detection system proposed by Zhang et al. raises an alarm at the moment when the number of incident reports within a geographical region reaches a threshold [25]. Weng and Lee proposed an event detection method based on wavelet transformation and word clustering [24]. An event flag is set for a time slot if frequency correlation of co-occurring words is larger than a threshold. The crime and disaster event detection system proposed by Li et al. aims to extract the time an event happened, by location estimation and geographical clustering [11]. The location-based event detection method by Unankard et al. also uses a threshold to decide if an event has happened, by comparing the frequency in the current and previous time unit [22]. The disaster monitor system by Rossi et al. decides if an event happened by determining if word frequency in the current time slot is an outlier [15].

While not uncommon in time series pattern mining [3], comparing to punctual events, social media event detection methods that follow a durative event definition are rather scarce. Relevant works include the emerging topic detection method proposed by Chen et al., which identifies two time points, the moment the topic starts and the moment the topic becomes hot [5]. The purpose of the method is to identify emerging topic before the topic becomes hot, and detected
events thus last for periods of varied lengths. One requirement of the method, however, is that the tweets collected should be related to certain organizations, which makes the method less applicable. The multiscale event detection method proposed by Dong et al. [7] aims at discovering events with spatio-temporally concentrated tweets. Without a preset time length for the event, the method clusters tweets that have similar spatio-temporal context, and thus indirectly detects events that last for a period. However, the requirement of spatial information also limits the applicability of the method. In this paper, on the other hand, we aim at providing a general method for detecting durative events with less restrictions.

3 Generalized Representation of Temporal Social Media Text

We first deal with problem of representing temporal social media text in a general way. A simple way to represent social media text is through bag-of-words (BOW). BOW representation essentially considers that words in text are independent tokens, and each document is a collection of them. There are two problems with BOW representation. First, in a large text collection, the vocabulary is also large, usually includes thousands of words, and tracking temporal activity of each word is computationally expensive. Second, considering words as independent tokens ignores semantic information about words, which may be important for event detection. For example, Covid-19 and Corona are both names of the virus in current pandemic, and should be considered together in one event, but BOW representation would consider them separately.

To mitigate these problems, we propose to use word embeddings to represent temporal social media texts. First proposed by Mikolov et al., word embeddings are distributed representation of words learned from text contexts [12]. The learning technique extracts the surrounding words of a certain word and encode them in a neural network encoder, so that a vector, called an embedding, can be associated with the word, and each element in the vector represents a certain semantic aspect of the word. While the meaning of the semantic aspect of the embedding is difficult to be understood by human reader, it has been shown that words with similar embeddings would have a similar semantic meaning. For example, apple would have a more similar embedding to orange than to bird.

Using word embeddings thus mitigates the problems of BOW representation. First, it reduces dimensionality. Typical word embeddings would have between 50 and 300 dimensions. Second, it allows consideration of semantics, so that words of similar meanings can be considered together. By considering semantics, we actually generalize text into a more abstract level. For example, when detecting the pandemic event, we no longer deal with individual words such as Covid-19 and Corona, but the virus or disease these words refer to. Given it is effectiveness, previous works have already use word embedding to represent not only text documents, but also users and spatial units such as locations [19,23].
work, we utilize word embeddings to generate vector representations of time units.

To generate vector representation for a time unit, we take the following steps.

1. Assigning collected text messages to time units.
2. Tokenizing text messages so that words are also assigned to time units.
3. Obtaining word embeddings for assigned words.
4. The vector representation for a time unit is taken as the average value of all embeddings of the words assigned to the time unit.

We can use existing natural language processing libraries to segment and turn tweets into words. To obtain word embeddings, we can use existing implementations of word2vec and a general purpose training corpus such as Wikipedia. Word embedding learned under such setting would represent words with their general meaning in daily usages. The final result of this process is a vector representing the totality of social media discussions for each time unit.

4 Generalized Multi-dimension Event Detection in Time Series

At this point we have a vector for each time unit representing social media discussions. The next task is to detect events from such representations. In a way this representation can be seen as multivariate time series data, with each dimension as one observed variable. While there are previous works that have proposed event detection for time series data, most of them are dealing with punctual event [6,9], or require the events to be repeating and predictable [3]. In this work, we accept the hypothesis that an event is something that cannot be predicted, thus the behavior of affected components cannot be pre-defined [21]. We aim to make minimum assumptions about the event, and the main assumption we make is that when affected by an event, the component will behave differently from its usual behavior.

Our method detects multi-dimension event from multivariate time series in two steps. First it detects unusual intervals of observations in a single dimension (Algorithm 1). Then given a list of abnormal intervals in each dimension, it finds basically the intersections of abnormal intervals, and outputs them as multi-dimension events (Algorithm 2).

Shown in Algorithm 1, we design an algorithm to find the largest interval with significant alternation to normality. It takes a univariate time series as input, as well as two parameters $k_{\min}$ and $k_{\max}$, which are the minimum and maximum number of time units for the detected intervals. It also requires a customizable function $f_n$ for the normality test, and a corresponding threshold $\delta$. The algorithm starts from the beginning of the time series (line 2, 3). At each time point $i$, it tests all intervals that ends between $i+k_{\min}$ and $i+k_{\max}$ (line 5).

---

1 An example online resource that provides an implementation under this setting: https://github.com/philipperemy/japanese-words-to-vectors.
Algorithm 1. Find largest intervals with significant alteration to normality

**INPUT:** TS, \(k_{\text{min}}, k_{\text{max}}, f_n, \delta\)

**OUTPUT:** a list of intervals \(Is\)

1: \(Is \leftarrow \{\}\)
2: \(i \leftarrow 1\)
3: while \(i < (|TS| - k_{\text{min}})\) do
4: \(\text{largest\_interval} \leftarrow \{\}\)
5: for \(j \in (i + k_{\text{min}})\) to \(\min(|TS|, i + k_{\text{max}})\) do
6: if \(f_n(TS \setminus TS(i, j)) - f_n(TS) > \delta\) then
7: \(\text{largest\_interval} \leftarrow (i, j)\)
8: end if
9: end for
10: if \(\text{largest\_interval}\) is empty then
11: \(i \leftarrow i + 1\)
12: else
13: \(Is \leftarrow Is \cup \text{largest\_interval}\)
14: \(i \leftarrow (b \text{ in } \text{largest\_interval}) + 1\)
15: end if
16: end while

With each interval, it performs normality test with the specified function \(f_n\), and if the normality difference between the time series with and without the interval is larger than \(\delta\), then the interval is considered abnormal (line 6). The largest interval considered as abnormal will be taken as the abnormal interval starts at time \(i\) (line 7). If an abnormal interval is found, the algorithm will move to the end of the interval (line 13, 14), and continue until it reaches the end of the time series. Finally the algorithm returns all abnormal intervals found as \(Is\).

It is worth noting that Algorithm 1 does not necessarily find intervals that deviate most from normality. For example, given a highly abnormal interval \(I\), a few time units surrounding \(I\) may be normal by themselves, but when considered together with \(I\), this larger interval may still be abnormal above the threshold. And our algorithm will pick the larger interval instead of the more deviating interval. Since our goal is to detect multi-dimension events, and the intervals are to be taken as the input of next step, it is rather desirable to have the largest possible abnormal intervals, instead of smaller, more deviating intervals.

The normality test function \(f_n\) can be defined by the user, as long as it outputs a score for data normality or randomness. There are many existing normality test functions available to use, including Box test and Shapiro Wilk test [2]. For the completion of the method, we use the rank version of von Neumann’s ratio test [2] in our experimental analysis\(^2\). After some trying a few test functions, we found that this randomness test tests to capture unusual intervals in data more consistently.

\(^2\) An implementation of this test is available as an R package: [https://cran.r-project.org/web/packages/randtests/randtests.pdf](https://cran.r-project.org/web/packages/randtests/randtests.pdf).
Algorithm 2. Find multi-dimension events

**INPUT:** $I_s, k_{\text{min}}, c_{\text{min}}$

**OUTPUT:** $E$

1: $E \leftarrow \{\}$
2: $E_{\text{half}} \leftarrow \{\}$
3: for $i$ in 1 to $n - k_{\text{min}}$ do
4:   $D_{\text{cur}} \leftarrow \{d_j | i \in I_s_j\}$
5:   $D_{\text{old}} \leftarrow \{\}$
6:   for each $e_{\text{half}} \in E_{\text{half}}$ do
7:     $D_{\text{continuing}} \leftarrow d(e_{\text{half}}) \cap D_{\text{cur}}$
8:     if $D_{\text{continuing}} = \{\}$ then
9:       next
10:   end if
11:   remove $e_{\text{half}}$ from $E_{\text{half}}$
12:   if $|D_{\text{continuing}}| > c_{\text{min}}$ then
13:     $e_{\text{continuing}} \leftarrow (\text{start}(e_{\text{half}}), i, D_{\text{continuing}})$
14:     $E_{\text{half}} \leftarrow E_{\text{half}} \cup e_{\text{continuing}}$
15:     $D_{\text{old}} \leftarrow D_{\text{old}} \cup D_{\text{continuing}}$
16:   else
17:     $D_{\text{continuing}} \leftarrow \{\}$
18:   end if
19:   $e_{\text{finished}} \leftarrow (\text{start}(e_{\text{half}}), i, d(e_{\text{half}}) \setminus D_{\text{continuing}})$
20:   if $|e_{\text{finished}}| > k_{\text{min}}$ \& $|d(e_{\text{finished}})| > c_{\text{min}}$ then
21:     $E \leftarrow E \cup e_{\text{finished}}$
22:     $D_{\text{old}} \leftarrow D_{\text{old}} \cup (d(e_{\text{finished}}) \cap D_{\text{cur}})$
23:   end if
24: end for
25: $D_{\text{new}} \leftarrow D_{\text{cur}} \setminus D_{\text{old}}$
26: if $|D_{\text{new}}| > c_{\text{min}}$ then
27:   $E_{\text{half}} \leftarrow E_{\text{half}} \cup (i, i, D_{\text{new}})$
28: end if
29: end for

After processing the data with Algorithm 1, we now have a list of abnormal intervals $I_s$ for each of the word embedding dimension. The goal of next algorithm, shown as Algorithm 2, is to find the intersection of these intervals. It is an incremental algorithm that needs to go through the dataset only once. It takes the set of $I_s$ as inputs, as well as two parameters, $k_{\text{min}}$ as the minimum length of an event period, and $c_{\text{min}}$ as the minimum number of affected dimensions in an event.

At each time point $i$, the first thing to do is find the dimensions that behave unusually at $i$, based on the intervals detected (line 4). From there, these dimensions are either considered as a part of a continuing event, or put to form a new event. We always keep a list of events that are halfway through $E_{\text{half}}$, and at each time point, we check through all halfway events for continuity (line 2, 6). If affected dimensions at time $i$ match halfway events, they are assigned to these events, and if enough dimensions are assigned ($> c_{\text{min}}$), the halfway event is
considered as continuing (line 7 to 18). If a halfway event could not be matched with enough affected dimensions, the event is considered as finished (line 19 to 23). Those dimensions not matched with any halfway event are grouped to form a new halfway event, if there are enough of them (line 25 to 28). The final output is a list of events $E$, where each $e \in E$ has $e = \{x, t\}$, with $x$ as affected dimensions, and $t$ as the event period.

5 Experimental Evaluation

We use real-world social media data to verify the effectiveness of our event detection method. We are unable to establish a way to directly evaluate the detected events, which consist of duration and affected dimensions in word embeddings, and are not human-readable. Therefore, we attempt to evaluate them indirectly. We extend our method to perform a task called recommending newsworthy words, which has been the evaluation task in other event detection works [7,22]. We will present the details of this task and the results in this section. It is worth noting here, though, that our event detection can potentially do more than recommending newsworthy words.

5.1 Evaluation Task

Our evaluation task is as follows. Given a set of time units $T = \{t_1, ..., t_c\}$, for each time unit, we apply the event detection method on a social media discussion dataset, and generate a ranked list of event words $P$ from detected events. Also for each time unit, we generate from news sources a ranked list of news words $G$. The evaluation is done by comparing $P$ and $G$. If $|G \cap P|$ is large, then the event detection method is considered as capable of capturing newsworthy words, which also shows that the news has an impact on the social media discussion.

Traditional evaluation of event detection is centered on detected events [22]. It verifies whether detected events is corresponding to real-world events, and does not do anything when a real-world event has not been detected (false negative). We on the other hand, attempt an exhaustive evaluation that concerns all real-world events happened. Specifically, we consider all news headlines from news source for each time unit, and evaluate to what degree corresponding information can be detected by the event detection method.

5.2 Social Media Discussion Dataset

Since it is not feasible to monitor all messages in a social media platform such as Twitter, we select a subset of all messages on Twitter as our social media discussion dataset. First we obtain a list of Japanese politician Twitter accounts\(^3\). Then we monitor all tweets mentioning these accounts using Twitter Stream

\(^3\) Since politician are public, such a list can be found in many online sources, for example: [https://meyou.jp/group/category/politician/](https://meyou.jp/group/category/politician/).
API for period of six months between January and July, 2020, we collected about 6.9 million tweets, after removing retweets. We take this as the discussion dataset. We understand this dataset does not represent the overall discussion happening on Twitter, but rather has a focused theme that is Japanese politics. But such discussions and the community producing them may still be affected by general news, and it will be interesting to see what unusual events can be captured from these discussions and how they correspond to news sources. It is expected that if we can detect the events in this discussion dataset, we can also detect events in discussion of different themes in the same way.

We use the natural language processing package kuromoji to process the Japanese text in social media discussion dataset. The package can effectively perform segmentation and part-of-speech (POS) tagging for Japanese text. After POS tagging, we select only nouns to represent the information in the text. We also filter out some less frequent words, and consider only 8,267 words that have appeared at least 500 times in the dataset.

5.3 Ground Truth Generation

We generate ground truth news words as follows. First we collect messages posted by a number of Japanese news Twitter accounts. Among 916 news account considered, some are general news accounts reporting local and international news, some are specific news accounts reporting news for example in sports or entertainment. Messages sent from these accounts are usually news headlines. To make our target clearer, we select from collected messages three specific topics, namely, politics, international, and Corona. The selection is done by filtering collected messages with these three topic words as hashtags. During a one-month period between June and July, 2020, we collected 814 political news headlines, 503 international news headlines, and 602 Corona news headlines. These news headlines are assigned to time units of one hour length.

We turn these news headlines into nouns by the same kuromoji software described in the previous section, and count the frequencies. These words are then ranked using tf-idf, which is calculated as:

$$tfidf(w) = tf(w) \cdot \log \frac{|D|}{|d \in D : w \in d|}$$

where $tf(w)$ is the frequency of word $w$, and $D$ is a collection of documents, which in our case is messages assigned to $|D|$ time units. Finally, for each time unit, we pick top-20 words ranked by $tfidf$ as the ground truth news words.

---

4 https://developer.twitter.com/en/docs/tutorials/consuming-streaming-data—.
5 https://github.com/tilikau/kuromoji.
6 A list of popular Japanese news Twitter accounts can be found on the same source: https://meyou.jp/ranking/follower_media.
5.4 Recommending Newsworthy Words from Detected Events

Since our method does not generate ranked words directly, we need a method to convert the output of our method into words. The output of our method is a list of events \( E = \{e_1, ..., e_m\} \), where for each event we have a set of affected dimensions \( x \) and duration \( t \).

To convert this result back to words, we first calculate the deviation of a affected dimension in the event duration as the difference between mean value of the dimension in the event duration, and the mean value outside the duration:

\[
dev_e(x) = \text{mean}_\text{freq}(x, t) - \text{mean}_\text{freq}(x, -t)
\]

which can be considered as a part of event property \( P \). Then for each word \( w \) with embedding \( \text{embedding}_w \), an event score is calculated as the product of the embedding value and the deviation in the affected dimensions:

\[
event\_score_e(w) = \sum_{x \in x} \text{embedding}_w(x) \times dev_e(x)
\]

In this way, words with the same deviation tendency as the affected dimensions will have a higher score. Finally, to calculate a word score in a time unit, we have

\[
time\_score(w) = \sum_{e=1}^{m} \text{event\_score}_e(w)
\]

which gives higher scores to words with higher event scores in multiple events. The time score is thus used to rank the words in each time unit.

5.5 Baseline Methods

We compare our method with two baseline methods in this evaluation task. The first is a \( \text{tfidf} \)-based method commonly used in previous works. In the same way we generate ground truth, we apply the method to the social media discussion dataset and obtain a \( \text{tfidf} \) score for each word in each time unit. Essentially, with this method, we make a comparison of \( \text{tfidf} \)-ranked words between base source, which are social media discussion tweets, and the reference source, which are news tweets.

The second baseline method is based on the Shannon’s Wavelet Entropy (SWE). This method is proposed in a Twitter event detection work by Weng and Lee [24], and can be adopted for news word recommendation. From the \( \text{tfidf} \) time series of each word in the social media discussion dataset, the method first performs a wavelet transformation to learn a wavelet function \( \psi \) and a coefficient \( C \). The coefficient \( C \) can be interpreted as the local residual errors. Then an energy value \( E \) is calculated as

\[
E = \sum_{k} |C(k)|^2
\]
where $k$ indicates $k$-th coefficient. Then the Shannon’s Wavelet Entropy is calculated as
\[
SWE = - \sum_j \rho_j \cdot \log \rho_j
\]
where $\rho_j = E_j/E_{total}$, $j$ indicates the $j$-th time unit in the time slide. SWE measures how unpredictable of the time series in a time slide $t$, and it will be a higher value when residual errors are more even in the time slide. Once the SWE is obtained, a score can be assigned to a word for ranking.
\[
s(w) = \begin{cases} 
\frac{SWE_t - SWE_{t-1}}{SWE_t}, & \text{if } SWE_t > SWE_{t-1} \\
0, & \text{otherwise}
\end{cases}
\]
which means if SWE of a word is increasing, it will get a higher score. In our experiments, we use the R package *wavethresh*\(^7\) to perform the wavelet transformation and obtain coefficient $C$.

### 5.6 Evaluation Results

Evaluation results measured as Recall@K are shown in Fig. 1, where $K$ is the number of recommended words. We compare our method (event) with theoretic random, *tfidf*, and SWE methods. A number of $K$s are taken between 20 and 200. The theoretical random Recall@K is calculated as $K/|W|$, where $W$ is the set of candidate words. The higher the result means the more words in ground truth are recommended by the method.

At the first glance, we can see that generally, *tfidf* performs better for the political news, while event method performs better for the Corona news. SWE method performs better for the international news, although only slightly better than the event method. All three methods achieve better results than the theoretical random method.

We now attempt to explain the results. First thing to note is that recommended words from a method is the same for all three news categories. Since words from news categories are quite different, with limited space, a method better at recommending words for one news category will be worse for other categories. And we can see the results are showing different strength and weakness from different methods. The reason comes from different interpretation of what is news by different methods. For the *tfidf* method, news is considered as unusually rises of word usages, and thus words closer to the theme of the social media discussion will be more likely to be recommended. For the event method, news is considered as something quite different from the usual state of the discussion, and thus words different from the social media discussion will be more likely to be recommended. And indeed we understand that, since the social media discussion is generally related to politics, political news is more similar to the discussion, while Corona news is more different from the discussion. That is why we see *tfidf* performing better for political news, and event method performing better for Corona news.

\(^7\) https://cran.r-project.org/web/packages/wavethresh/wavethresh.pdf.
6 Conclusion

In this paper we propose a general method for event detection on social media. Two main steps of our method are generalizing social media text into word embeddings, and detecting multi-dimension event from time series. The detected events represent something unusual and affecting semantic aspects of social media discussions, over a finite period. Comparing to previous works on social media event detection, our method makes very few assumptions. We only assume that the event will be affecting a finite number of dimensions and, when affected, these dimensions behave differently from their usual, normal behavior. We evaluate detected events from social media discussions against three news categories, exhaustively collected over a testing period, and find that when the news is quite different from the base social media discussion, it can be better captured based on the detected events.

Despite some positive results from indirect evaluation, we consider that our method has some drawbacks. For example, our method demands test of normality, and requires a large portion of base data, which may not be always available. Furthermore, if it is a long period event, event-related semantics would become the norm and thus there would be problem detecting the event with our
method. Nevertheless, our method has its merits. It can be easily implemented and applied to different, more specific datasets. One can, for example, pre-select a discussion dataset about finance or entertainment, and apply our method to detect events of certain type. The detected events can furthermore be used in various analysis, for example, for detecting associations between product sales and social media activities. Currently, our method detects events retrospectively. A future extension to our method would be making an incremental algorithm that can detect events in data streams.
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Abstract. A digital media sharing platform (e.g., YouTube, Twitter, Facebook, and Flickr) is an advanced Digital Ecosystem that focuses on mobile device to share multimedia resources. Millions of users share different events (e.g., sport, earthquake, concerts, etc.) through social media platforms. As a result, the platforms host heterogeneous and a significant amount of user-generated multimedia documents (e.g., image, voice, video, text, etc.). In this paper, we introduce a general framework for representing events while keeping expressivity and capability to recognize events from Multimedia-based Digital Ecosystem. It takes as input: a collection of multimedia objects from heterogeneous sources, and then produces as output clustered real-world events. The proposed framework consists of two main components for: (i) defining and representing each dimension of multimedia objects (such as, participant (who), temporal (when), spatial (where), semantic (what) and causal (why)); (ii) detecting real events using scalable clustering algorithm in an unsupervised manner. To improve our clustering framework, we developed clustering comparison strategies using combination of dimensions (contextual features) of multimedia objects. We also showed how clustering comparison strategies can be used to detect real-world events and measured the quality of our clustering algorithm using $F$-score. The experimental results exhibited promising result.

Keywords: Multimedia documents · Event detection · Multimedia Digital Ecosystem · Event Representation

1 Introduction

In modern society, digital technologies and digital innovations are bringing various forms of specialized Digital Ecosystems, such as Bank-based Digital Ecosystem [1], Healthcare Digital Ecosystem [2], Industry-based Digital Ecosystem [3], and Social Media-based Digital Ecosystem [4]. A Digital Ecosystem can provide a standardized way to design heterogeneous and adaptive systems that are digitally connected, enabled
by modularity, and exchange information in a mutually beneficial manner [5]. Furthermore, Digital Ecosystem can be viewed as a framework that can provide a general reference/guideline to a particular approach, having high-level phases to design, develop, and interact with digital platforms in an open, heterogeneous, loosely coupled, independent and distributed manner [6, 7]. It also includes characteristics like scalability, compatibility, sustainability, self-organizing, self-management, and much more. More specifically, Social Media-based Digital Ecosystem aims at creating a digital environment for agents (e.g., machine or human) to easily publish and share multimedia resources (i.e., texts, images, movies, etc.,) for a mutually beneficial purpose [7]. Digital media sharing platforms (e.g., YouTube, Twitter, Facebook, and Flickr) are primarily internet/mobile-based systems for creating, sharing, and using massive heterogeneous data. Currently, many of us freely and spontaneously generate and share various types of multimedia data using Digital media sharing platform [8]. As a result, the digital ecosystem has a huge amount of real-time, machine/user-generated multimedia content with diversified representations [7]. Due to this, several issues and challenges are exhibited [7, 8], such as: (i) absence of common description technique that facilitate creating, sharing, collecting, and representing heterogeneous multimedia content; (ii) existing platforms do not provide generic services for representing events, detecting events stated in the multimedia content, and searching relevant events that fits to the request of users; and (iii) identifying real-world events and model relationship among them remain one of the challenging tasks.

Moreover, a large number of multimedia data are produced and shared every day in unstructured format in heterogeneous content type (e.g., texts, images, videos, etc.), having different standard formats (e.g., svg, mpeg, x3d, etc.), created by various users using different digital platforms (e.g., YouTube, Twitter, Facebook, and Flickr). Due to these data handling technique becomes more and more complicated. To mitigate these complexities, the concept of “Multimedia–Oriented Digital Ecosystem” has been introduced and applied in digital platforms (e.g., [6, 7]). Multimedia-Oriented Digital Ecosystem (MMDES) is a comprehensive form of Digital Ecosystem (DES) which consists of Web applications, physical objects (devices) and actors (i.e., users/software agents) as components within the Ecosystem with predefined usage rules for sharing and processing multimedia resources [6]. It serves as a bridge between different digital platforms and users with characteristics of scalability, compatibility, sustainability, self-organization, self-management, and much more. The goal of MMDES [7] is to provide a shared digital environment and effective multimedia data handling technique in an open, loosely coupled, independent, adaptive and distributed manner [6]. MMDES allows actors (i.e., users/software agents) to collaborate and share their multimedia data to build collective knowledge (CK) [7]. From this heterogeneous multimedia-based collective knowledge, extracting, representing, and detecting meaningful events are important. Thus, a new approach that effectively (i) extracts multimedia contents from Multimedia Digital Ecosystem; (ii) identifies context features (5W1H) for event only (e.g., capture time/location) to distinguish multimedia objects that are potentially indicative of an event from non-events; and (iii) detects real-world events based on the 5W1H aspect of an event is needed. In this paper, we proposed a novel framework that keeps expressivity and capability to identify real events from Multimedia-based Digital Ecosystem. It takes as
input a collection of multimedia objects from heterogeneous sources, and then produces as output clustered real-world events. In summary, the main contributions of this study are as follows:

- We introduced a unified 5W1H aware framework which handles representation of real event from multimedia documents (cf. Sect. 6).
- We presented an incremental/scalable clustering algorithm for detecting real-world event from different social media platforms.
- We provided a new cluster comparison strategy based on hierarchical clustering and expressed in incremental clustering algorithm (cf. Sect. 7.2).
- We demonstrated the effectiveness of our proposed approach using different similarity-based clustering comparison strategies using participant, temporal, spatial, and semantic dimensions/features of multimedia objects.

2 Motivation

A person is looking for relevant information about earthquake event in Hawassa, Ethiopia. This person could search the web for relevant information using single source search engines (e.g., Google). Unfortunately, web search results are a list of information resources (or ranked lists of URLs) containing the search query terms, the result may not be necessarily about the requested event, and user involvement is necessary to browse, interpret and combine results. Overall, such web search results do not consider basic event related features/dimensions of multimedia objects (e.g., time (when), location (where), semantic (what), etc.). Moreover, vast amount of user/machine generated event-related multimedia documents are published, shared, and distributed every day on social media platforms. However, multimedia contents from these sources having different representations pose several issues and challenges, such as: (i) harmonizing the different multimedia representation models and providing a unified framework for representing events and (ii) detecting real-world events from multimedia contents considering different dimensions of event. Thus, there is a need of designing unified framework to address these issues and challenges. In this study, we proposed a unified 5W1H aware framework for representing and detecting real-world events from different social media sites.

3 Event Characteristics, Challenges, Opportunities and Approaches

Real-world events can be characterized using five W’s (i.e., Where, When, What, Who, and Why) and one H (i.e., How) dimensions/features [9]. Specifically, these features of events have been well explored and studied in rich textual narrative texts, such as news articles. From such texts, extracting event expressive features set (i.e., 5W1H) to decide a given text as an event and non-event is not difficult [9]. In contrast, multimedia objects published on social media sites contain little textual description, usually in the form of a short textual description, title, or keyword tags [7]. Importantly, this text often heterogeneous (in terms of contents and formats) and noisy (containing spelling error, abbreviation, non-standard words, etc.) which makes existing event detection
approaches less efficient from multimedia-based social media documents [10]. Although
the nature of multimedia contents published on social media sites present challenges
for event detection, they also present opportunities not found in news articles, among
them, “context features/dimensions” is one of them. Some of these context features
are: (i) semantic (what) (e.g., title/tags/content description); (ii) spatial (where) (e.g.,
longitude-latitude pairs values); (iii) temporal (when) (content capture time); and (iv)
participant-related information (who) (e.g., who created it and who participated in it).
Often these features can be used to determine whether a given multimedia object is
event-related or not. Following this intuition, numerous recent approaches have been
proposed for event detection from multimedia-based digital ecosystem (cf. Sect. 4, for
more details).

4 Related Work

Recently, several related works focusing on event detection especially from digital media
sharing platforms are available. Existing event detection approaches from multimedia
digital ecosystem can be grouped into three main categories: cluster-based [6, 14] and
hybrid-based [10, 11], and classification-based [12, 13]. The hybrid approaches combine
classification-based (or supervised) and clustering-based (or unsupervised) techniques.
As an example, the authors in [10] introduced a hybrid-based event detection approach
for grouping event and non-event contents. They use multi-features similarity learning
techniques to measure social media document similarity, considering textual features,
date/time, and location information. However, this approach does not take into account
the semantic meaning of textual features and only focuses on TF-IDF weight analysis.
Moreover, participant-related dimension (e.g., Who) and additional semantic dimensions
(e.g., Why and How) are not considered.

Classification-based approaches have been used to detect events from multimedia-
based social media documents. The goal is to classify events into pre-defined categorical
class labels based on their similarity by learning from labeled data sets. The authors
in [12] propose a classification-based approach using only location (Where) and time
(When) dimensions. The approach is inefficient as it ignores semantically information
(i.e., What) associated to the multimedia objects. The authors in [13] present a method
that classify social media documents based on multi-features (e.g., textual, temporal and
geographical) similarity learning techniques. The task is however does not consider the
semantic meaning of textual features (e.g., content titles, descriptions, and tags) and
additional semantic dimensions (e.g., Why and How).

Take a cluster-based event detection approach as an example, in which consider only
temporal features might be insufficient to detect events and identify which multimedia
objects correspond to the same events. This is mainly because, different events (e.g.,
sport events, music festivals, etc.) can occur at the same time or different events can
occur at the same location. Therefore, using a clustering approach based on individual
feature (e.g., only spatial/temporal feature) for clustering events is not effective as context
features are ignored; and (ii) considering the combination of spatial and temporal event
descriptive features in the event detection process can cause missing semantically related
information (i.e., What) associated with multimedia contents. To address the above two
research gaps, Abebe, M.A. *et al.*, [6] proposed a novel approach based on an aggregate of three event descriptive features (*i.e.*, *Spatial (Where)*, *Temporal (When)*, and *Semantic (What)*). This study effectively addressed the issue of how to use semantic features (*what*) of multimedia objects in cluster-based event detection process. However, scalability, participant-related information (*i.e.*, *Who*) and additional semantics (*i.e.*, *Why and Wow dimensions*) were not considered in this study.

To summarize, most prior event-detection approaches are either: (i) only focus on two/three of 5W1H aspect of event descriptor and focus on homogenous event (*sport only, criminal only, etc.*); (ii) do not incorporate participant (*Who*) dimension of event in event detection process; or (iii) do not consider scalability while detecting events. To address the above listed research gaps, we proposed scalable event detection approach. Our event detection approach is inspired by Abebe, M.A. *et al.* works [6, 14] to include participant-related information (*i.e.*, *Who*) in scalable manner from Multimedia Digital Ecosystem.

## 5 Preliminaries and Problem Definition

### 5.1 Basic Definition

Let us define formal concepts used in this paper.

**Definition 1 (Multimedia Objects (*O*)).** A multimedia object *O* is any uniquely identifiable media type such as image, video, audio, text, etc., having Name/title, location, temporal information related to when it was taken or uploaded/shared time, who appears or take part in the object and specific category of the object. It is formalized as follows:

\[
O = (oid, N, L, T, S, P, C).
\]  

where:

- *Oid*: a unique id;
- *N*: name/title;
- *L*: a spatial information (*i.e.*, location);
- *T*: temporal information;
- *S*: textual description;
- *P*: participants within multimedia object; and *C*: category of multimedia object.

Although these features can be used to characterize/describe a multimedia object, we cannot use them directly to determine whether a given multimedia object is event-related or not. For example, the availability of textual description, upload time/location and uploader information, *i.e.*, organization/social media user for a multimedia object is not sufficient to determine to claim that multimedia object is event-related or not, except for live events (*e.g.*, *football live match*). This is the case as the event’s occurrence location and time may differ from the Uploaded/Shared time and location. Therefore, there is a need for further research that can (i) identify common features for both event
and non-event multimedia objects (e.g., a textual description of multimedia objects (i.e., title/tag/content description)); (ii) extract unique features for event only (e.g., capture time/location (When/Where), participates (Who) during the course of the event) and define the characteristics of an event to distinguish multimedia objects that are indicative of an event from non-events. Following this intuition, we define an event as follows:

**Definition 2 (Event ε).** An event ε is a concept that describes an occurrence of social, political, natural, etc. phenomena in a certain time $T_\varepsilon$ and location $L_\varepsilon$ involving one or more participants $P_\varepsilon$ with semantic textual descriptions $S_\varepsilon$, discussing the cause $C_\varepsilon$ and the used method $M_\varepsilon$. It is represented as follows:

$$\varepsilon = (T_\varepsilon, L_\varepsilon, S_\varepsilon, P_\varepsilon, C_\varepsilon, M_\varepsilon).$$  \hspace{1cm} (2)

where:

- $T_\varepsilon$: temporal information (e.g., content creation time) describing when the event occurs,
- $L_\varepsilon$: spatial information (e.g., longitude-latitude pairs) describing where the event is taking place,
- $S_\varepsilon$: textual semantic description (e.g., name/title/tags/content description) describing what happened,
- $P_\varepsilon$: participants (e.g., person/organization) describing who take part during the event,
- $C_\varepsilon$: causal description describing why the event occurred (or which event is causing this event and hence shows the causal relationship between two events where event 1 is identified as the cause and event 2 as the effect),
- $M_\varepsilon$: textual information related to how an event was performed.

5.2 Multimedia Object Dimensions Definition and Representation

Structure of multimedia documents, especially from social media sites, consists of two essential parts [15]: (i) contents, e.g., image, voice, video, text, etc., and (ii) contextual features, e.g., participant (who), semantic (what), spatial (where), temporal (when), etc. These dimensions together provide a means for detecting events from Multimedia Digital Ecosystem. Each dimension attached to multimedia objects is defined as follows:

**Definition 3 (Participant Dimension ($P_\varepsilon$)).** Event participant dimension $P_\varepsilon$ refers to an actor (e.g., person/organization) who participated during the event. The participant-related information is usually stated in the content description. Extracting such information can be done by knowing Entities (e.g., person/organization) applying Named Entity recognition.

**Definition 4 (Temporal Dimension ($T_\varepsilon$)).** It indicates the date/time of an event (or object) when occurred, shared, uploaded, or modified. A single multimedia object posted on social media platforms may contain several timestamps; it may be the past, the present, or the future. Such timestamps could be capture time, content uploaded time, content modification time, and streaming time (e.g., football live match). In this study, we use only content creation and streaming timestamp since they accurately express event occurrences. Following temporal dimension definition, we represent the temporal coverage representative point (i.e., midpoint values) as a secondary descriptor.
**Definition 5 (Spatial Dimension \( (S_e) \)).** Multimedia object spatial dimension \( S_e \) defines where the multimedia object was created using latitude (\( \emptyset \)), longitude (\( \lambda \)) and altitude (\( \lambda \)) [14]. Formally, it is represented as follows:

\[
L = < \emptyset, \lambda, h >
\]  

(3)

**Definition 6 (Semantic Dimension \( (S_s) \)).** The semantic dimension is represented using concepts from a knowledge base (KB). The KB contains three types of information, namely: (i) a set of concepts (e.g., words/phrases extracted from the title/description/tag of multimedia objects); (ii) concept description (or gloss) including sentences to describe the meaning of concept for a better understanding of its semantic; and (iii) relationship to see meanings as relations between concepts (e.g., “hyponymy”, “cause-effect”, “part of”, etc.) [16]. It is represented as a graph having three main attributes, i.e., \( G = (N, E, R) \), where \( N \) is the set of nodes representing concepts, \( E \) is a set of edges linking nodes and \( R \) symbolizes the set of semantic relationships. Note that representing of multimedia textual feature terms as graph do not capture the meaning (semantic) of synonymous terms, which means that the relationships among concepts are disregarded. To address this problem, we used WordNet [17] as knowledge based to identify synonymous concepts so that similar concepts (e.g., car, auto-care, automobile, etc.) are viewed as one concept.

**Definition 7 (Causal/Reason Dimension \( (C_e) \)).** A causal dimension \( C_e \) is defined as a set of causal knowledge representing the causes of the effect. The causal dimension deals with determining how various events relate in terms of cause and effect; it can be represented as below:

\[
C_e = < O_i, O_j, R_n >
\]  

(4)

Where: \( C_e \) represents causal dimension; \( O_i \) represents causal objects; \( O_j \) represents the effect of the causal object, i.e., \( O_i \); and \( R_n \) represents relationship among objects/events.

**Definition 8 (Method Dimension \( (M_e) \)).** A method dimension \( M_e \) is defined as a set of textual information representing how an event \( O_i \) was performed using the method (or How) \( M_i \) and represented as follows:

\[
M_e = < O_i, M_i >
\]  

(5)

### 6 Proposed Framework

In this study, we propose a novel framework, shown in Fig. 1, to represent and detect event. The proposed approach adopts existing approach with (i) include one additional dimension of multimedia object/events (i.e., participant), and (ii) scalable event detection approach to handle the high amount and continuously growing nature of multimedia contents. It consists of two main components: (I) multimedia documents (objects) extraction and representation and (II) real event detection and event type determination.
6.1 Multimedia Object Extraction and Representation

In this component, first, we extract multimedia objects via the APIs provided by Twitter, YouTube and Flicker. Then, the objects are preprocessed to transform into a unified format without changing their forms to handle the structure and format heterogeneity problem [6]. To do this, we begin by examining the nature of multimedia objects and its context features. One of the basic context features of multimedia object is textual description attached to a multimedia object. Multimedia object textual description is incomplete, inaccurate (contain noise contents) and often consists of concatenations of keywords and short sentences [6, 10, 14]. Therefore, several acceptable linguistic pre-processing tasks are essential to identify semantically meaningful words. In our study, the pre-processing phase involves activities like, smoothing noise data, tokenization, stop word removal, part of speech tagging, word sense disambiguation, named entity recognition and stemming. Similarly, HTML tags and special characters are removed and multimedia objects describing by less than 3 features are also removed, as these multimedia objects are less likely to have 5W1H elements. Moreover, indexing and feature selection (e.g., spatial, temporal, semantic, etc.) are performed for detecting events. Location distance value transformed into geospatial midpoint value (or center of gravity) and metric unit. On the other hand, any kind of temporal value is transformed into second(s) unit.

6.2 Cluster-Based Real Event Detection

In this study, the problem of detecting real events is done as a clustering problem. To do so, we begin with the task of selecting an appropriate and scalable clustering approach from previous works. For our multimedia document scenario, the selected clustering algorithm considering features: (i) scalable (to handle the continuously growing nature of multimedia contents); (ii) ability to handle noise data as well as data variety (e.g., video, text, photo, etc.); (iii) incremental (automatically assigning new object to a cluster, when
it arrives); and (iv) absence of a-priori knowledge about the number of clusters. Thus, clustering approaches that require knowledge about the number of clusters, such as Expectation-Maximization (EM), K-mean, and Fuzzy C-means (FCM) are not suitable for our problem. Graph Partitioning Algorithm (SGPA) is also not appropriate as it is difficult, cost-ineffective, and memory-intensive when the graph/data size is becoming too large. Moreover, Agglomerative Hierarchical Clustering Algorithm [14] is also not suitable as it does not work well for heterogeneous and large datasets. On the basis of the above observation, we adopt a scalable clustering approach called “Incremental Clustering Algorithm”. The incremental clustering algorithm is preferred compared to conventional static clustering algorithms, as the approach is simple, scalable and effective. In the following subsection, we describe the algorithm in detail.

Algorithm Description: The algorithm pseudo-code is shown in Fig. 2. Given multimedia objects $O_1, \ldots, O_n$, a similarity threshold $\Delta$, a similarity function, the algorithm starts by producing an empty set, $\Omega$, of clusters and an empty set $Z$ of decision score. The algorithm has two parts initialization and iteration. In the iteration step, the first object $O_1$ be added as the element of the first cluster i.e., $C_1$ consisting of $O_1 \cdot C_1 = \{O_1\}$. The iteration steps make sure that all objects are clustered. It picks a multimedia object $O_i$,
add it to the most relevant cluster otherwise add it to a new cluster. The relevance of a cluster to an object \( O_i \) is computed as similarity between the object and the cluster using cluster decision score \( (O_i, C_j) \), cluster decision score is either the average score per dimensions (i.e., semantic, location, time and participant) across all objects in the cluster, multimedia object with maximum decision score in a cluster or multimedia object with the highest minimum score in each cluster. If the similarity of \( O_i \) to the cluster decision score (or object-cluster pairs) is \( \geq \Delta \), then \( O_i \) is assigned to the corresponding cluster \( C_j \) and the decision score is recomputed/updated. Otherwise, it generates a new cluster that contains only \( O_i \). In Sect. 6, we describe the similarity measures used in our clustering approach.

7 Similarity Measures and Cluster Comparison Strategies

The process to construct clusters can be summarized into three main steps: (i) define similarity measure to compare the similarity of two events, (ii) threshold estimation to yield high-quality clustering result and (iii) cluster comparison strategies to compare the quality of clusters. We discuss similarity measure and cluster comparison strategy in more detail hereunder.

7.1 Similarity Measures

Clustering algorithms use the notion of similarity function to place similar events into the same cluster, while dissimilar events are located into the different cluster. Typically, event similarity is computed using contextual features of multimedia objects. The rest of this section describes similarity measure functions used in our clustering algorithm.

**Participant (Who) Similarity.** To compute the similarity between two participants \( P_i \) and \( P_j \), first represent values as a list of participants. Then, we used a Jaccard Coefficient similarity measure as defined in (6):

\[
Sim_P(P_i, P_j) = \frac{|p_i \cap p_j|}{|p_i \cup p_j|}
\]

The similarity value is between 0 and 1; a value close to 1 implies that \( p_i \) and \( p_j \) are relating to one another otherwise are relatively dissimilar.

**Temporal (When) Similarity.** For temporal (i.e., time/date) similarity, first, we represent values as second units (cf. Definition 4). Then, Euclidian distance is utilized to compare the temporal similarity \( Sim_T(O_i, O_j) \) [6, 10, 14]. The similarity decision scores close to 1 imply that object \( O_i \) and \( O_j \) are relating to one another temporally otherwise they are relatively dissimilar temporally.

**Spatial (Where) Similarity.** The spatial similarity measure considers the distance between two events on the surface of a sphere. We compute the similarity between two points of event locations \( Sim_L(L_1, L_2) \) using the Haversine distance [18] as follows:

\[
Dist_L((O_i, O_j)) = 2 \times r \times \arcsin\left(\sqrt{\sin^2\left(\frac{\varphi_j - \varphi_i}{2}\right) + \cos \varphi_i \cos \varphi_j \sin^2\left(\frac{\lambda_j - \lambda_i}{2}\right)}\right)
\]
where:

- $r$ is radius of Earth in kilo meters i.e., 6,371 km;
- $\theta_j, \theta_i$: represent latitude values of the two multimedia objects;
- $\lambda_j, \lambda_i$: represent longitude values of the two multimedia objects;
- $\arcsin$ is the inverse of sine function.

**Semantic (What) Similarity.** Semantic similarity measures play an important role in the event detection processes. The semantic (meaning) similarity between words can be computed by involving a lexical knowledge base, such as WordNet [17]. The measurement determines how similar the meanings of the two concepts are.

**Events ($\varepsilon$) Similarity.** The similarity between pairs of events can be computed by combining the above aforesaid individual dimensional similarity measures, such as, average, weighted, maximum, or minimum sum. In this study, we consider the average. The average function is computed as follows

$$\text{Sim}(\varepsilon_i, \varepsilon_j) = \frac{\text{Sim}_P(\varepsilon_i, \varepsilon_j) + \text{Sim}_T(\varepsilon_i, \varepsilon_j) + \text{Sim}_L(\varepsilon_i, \varepsilon_j) + \text{Sim}_S(\varepsilon_i, \varepsilon_j)}{N} \in [0, 1] \quad (8)$$

Where, $N$ is number of dimensions in a single event. The similarity value is between 0 and 1; a value close to 1 implies that $\varepsilon_i$ and $\varepsilon_j$ are relating to one another otherwise they are relatively dissimilar.

### 7.2 Cluster Comparison Strategies

This section explains how to measure the efficiency of our clustering algorithm. For efficiency, we represent each cluster using cluster comparison strategies, namely: single-link, average-link, and complete-link strategies. We summarize these strategies as follows:

- **In single-link strategy,** we define the similarity between two objects/events as the maximum similarity score between the current object $O_i$ and any single object in each cluster. At each stage, if there is no cluster with the maximum optimistic similarity score (or if no similarity score exceeds the user-defined maximum threshold value), it creates a new cluster for the object $O_i$. Otherwise, object $O_i$ is assigned to the cluster that has the highest similarity score.

- **In the average-link strategy,** we define the similarity between two events/objects as the average similarity between the members of their clusters. Accordingly, the algorithm assigns $O_i$ to a cluster that has the nearest cluster average decision score. Otherwise, it creates a new cluster for object $O_i$.

- **In complete-link strategy,** similarity is computed taking the minimum similarity score of members of pairs of clusters. The cluster containing the highest minimum similarity score will be used for assigning the current multimedia object $O_i$. Otherwise, it initiates a new cluster for object $O_i$. 

8 Experimental Settings and Results

To demonstrate the efficiency of the proposed framework and its algorithm, we carried out experiments using single, average and complete linkage clustering strategies to measure the influence of participant (Who), spatial (Where), temporal (When), and semantic (What) dimensions in detecting real-world events. In the following subsection, dataset, cluster quality metrics, and experimental results are described.

Experimental Dataset. We evaluate our real event detection method using MediaEval 2013 dataset [19], which has been used in the Social Event Detection (SED) task. The dataset consists of more than 400,000 Flickr images assigned to 21,000 unique events. The dataset also includes context features (or dimensions) such as location, time, tags, title, description, username, image_id, etc. in an XML format. Statistics for each dimension are given as follows, on average, 100% of the images include temporal information, 98.3% of the images include capture time information, 45.9% of them include geographic information, 95.6% of them include tags, 97.6% of them include titles, 37.8% of the images include description information, and 100% of them include uploader information. Based on our dimension definitions, we only extract and process images with semantic (i.e., title, tags and descriptions), temporal (i.e., capture time), spatial (i.e., capture location specified by Latitude-Longitude Pairs), and participant dimension (i.e., person/organization).

Cluster Quality Metrics. To evaluate the quality of our algorithm, we use $F$-score quality metric, which is a widely used metric in information extraction, particularly in event detection. $F$-score considers both precision (PR) and recall (R) into a single measure and measures how good the resulting of the clustering solution and computed as:

$$F - \text{score} = \frac{2 \times PR \times R}{PR + R}$$

Evaluation Results. We ran our experiments using different similarity-based clustering comparison strategies based on participant, temporal, spatial, and semantic dimensions of multimedia objects for detecting real events. The effectiveness of our incremental clustering algorithm depends on the used comparison strategies. We measured $F$-score for clusters having size of 25, 50, 10, 200, and 400. Figure 3 summarizes the results of the three clustering comparison strategies applied on MediaEval 2013 dataset [19]. These results indicate three main observations: (i) the average-link strategy does perform better than the single and complete-link strategy as it pays too much attention to the entire structure of the cluster; (ii) in single-link strategy, the entire structure of the cluster are not taken into account to assign an object to a cluster, since it is preoccupied on the maximum-similarity between two objects; (iii) the complete-link is not effective in comparing to other strategies or is sensitive to noise, since it focuses too much on the longest distance (or the minimum-similarity) between two objects.
Figure 3 illustrates F-score measurement results for each clustering comparison strategies. For example, on MediaEval 2013 corpus using 100 features, the experimental result exhibited 0.85, 0.77 and 0.70 average F-score value using average-link, single-link and complete-link strategies, respectively. In terms of processor time, single-link is better than average-link approach. For example, the average-link approach required a few hours, whereas the single-link approach ran in a few minutes for clustering events.

9 Conclusion and Further Research

This paper introduced a general event representation and extraction framework along with its algorithms. The framework has two main components for representing each dimension of a multimedia objects, and real event extraction using a scalable clustering algorithm. To evaluate our clustering approach, we employed clustering comparison strategies using dimensions of multimedia object. We showed how clustering comparison strategies detect events. Finally, we measured the quality of our clustering algorithm using cluster quality metric (i.e., F-score). The experimental results show the quality and potential of our clustering algorithm.

We are currently conducting further experiments using dimension weighting approach for improving quality of event detection. In future work, we are planning to develop dedicative event relationship inference rules to identify semantic relationships among pairs of objects. We also plan to (i) include additional semantic dimensions (e.g., causal (Why) and method (How)) and (ii) represent events and relationships among them using graph model.
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Abstract. Users of social networks tend to post and share content with little restraint. Hence, rumors and fake news can quickly spread on a huge scale. This may pose a threat to the credibility of social media and can cause serious consequences in real life. Therefore, the task of rumor detection and verification has become extremely important. Assessing the veracity of a social media message (e.g., by fact checkers) is a very time-consuming task that can be much helped by machine learning. In the literature, most message veracity verification methods only exploit textual contents and metadata. Very few take both textual and visual contents, and more particularly images, into account. In this paper, we second the hypothesis that exploiting all of the components of a social media post enhances the accuracy of veracity detection. To further the state of the art, we first propose using a set of advanced image features that are inspired from the field of image quality assessment, Then, we introduce the Multimodal fusion framework to assess message veracity in social networks (MONITOR), which exploits all message features (i.e., text, social context, and image features) by supervised machine learning. Extensive experiments are conducted on two multimedia datasets. The experimental results show that MONITOR can outperform the state-of-the-art machine learning baselines.
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1 Introduction

After more than two decades of existence, social media platforms have attracted a large number of users. They enable the rapid diffusion of information in real-time, regardless of its credibility, for two main reasons: first, there is a lack of a means to verify the veracity of the content transiting on social media; and second,
users often publish messages without verifying the validity and reliability of the information. Consequently, social networks, and particularly microblogging platforms, are a fertile ground for rumors to spread.

Widespread rumors can pose a threat to the credibility of social media and cause harmful consequences in real life. Thus, the automatic assessment of information credibility on microblogs that we focus on is crucial to provide decision support to, e.g., fact checkers. This task requires to verify the truthfulness of messages related to a particular event and return a binary decision stating whether the message is true.

In the literature, most automatic rumor detection approaches address the task as a classification problem. They extract features from various aspects of messages, which are then used to train a wide range of machine learning [26] or deep learning [27] methods. Features are generally extracted from the textual content of messages [20] and the social context [29]. However, the multimedia content of messages, particularly images that present a significant set of features, are little exploited.

In this paper, we second the hypothesis that the use of image properties is important in rumor verification. Images play a crucial role in the news diffusion process. For example, in the dataset collected by [8], the average number of messages with an attached image is more than 11 times that of plain text ones.

Figure 1 shows two sample rumors posted on Twitter. In Fig. 1(a), it is hard to assess veracity from the text, but the likely-manipulated image hints at a rumor. In Fig. 1(b), it is hard to assess veracity from both the text or the image because the image has been taken out of its original context.

Based on the above observations, we aim to leverage all the modalities of microblog messages for verifying rumors; that is, features extracted from textual and social context content of messages, and up to now unused visual and statistical features derived from images. Then, all types of features must be fused to allow a supervised machine learning classifier to evaluate the credibility of messages.
Our contribution is twofold. First, we propose the use of a set of image features inspired from the field of image quality assessment (IQA) and we prove that they contribute very effectively to the verification of message veracity. These metrics estimate the rate of noise and quantify the amount of visual degradation of any type in an image. They are proven to be good indicators for detecting fake images, even those generated by advanced techniques such as generative adversarial networks (GANs) [5]. To the best of our knowledge, we are the first to systematically exploit this type of image features to check the veracity of microblog posts.

Our second contribution is the Multimodal fusion framework to assess message veracity in social networks (MONITOR), which exploits all types of message features by supervised machine learning. This choice is motivated by two factors. First, these techniques provide explainability and interpretability about the decisions taken. Second, we do also want to explore the performance of deep machine learning methods in the near future, especially to study the tradeoff between classification accuracy, computing complexity, and explainability.

Eventually, extensive experiments conducted on two real-world datasets demonstrate the effectiveness of our rumor detection approach. MONITOR indeed outperforms all state-of-the-art machine learning baselines with an accuracy and F1-score of up to 96% and 89% on the MediaEval benchmark [2] and the FakeNewsNet dataset [22], respectively.

The rest of this paper is organized as follows. In Sect. 2, we first review and discuss related works. In Sect. 3, we detail MONITOR and especially feature extraction and selection. In Sect. 4, we present and comment on the experimental results that we achieve with respect to state-of-the-art methods. Finally, in Sect. 5, we conclude this paper and outline future research.

2 Related Works

2.1 Non-image Features

Studies in the literature present a wide range of non-image features. These features may be divided into two subcategories, textual features and social context features. To classify a message as fake or real, Castillo et al. [4] capture prominent statistics in tweets, such as count of words, capitalized characters and punctuation. Beyond these features, lexical words expressing specific semantics or sentiments are also counted. Many sentimental lexical features are proposed in [12], who utilize a sentiment tool called the Linguistic Inquiry and Word Count (LIWC) to count words in meaningful categories.

Other works exploit syntactic features, such as the number of keywords, the sentiment score or polarity of the sentence. Features based on topic models are used to understand messages and their underlying relations within a corpus. Wu et al. [28] train a Latent Dirichlet Allocation model [1] with a defined set of topic features to summarize semantics for detecting rumors.
The social context describes the propagating process of a rumor [23]. Social network features are extracted by constructing specific networks, such as diffusion [12] or co-occurrence networks [21].

Recent approaches detect fake news based on temporal-structure features. Kwon et al. [11] studied the stability of features over time and found that, for rumor detection, linguistic and user features are suitable for early-stage, while structural and temporal features tend to have good performance in the long-term stage.

2.2 Image Features

Although images are widely shared on social networks, their potential for verifying the veracity of messages in microblogs is not sufficiently explored. Morris et al. [18] assume that the user profile image has an important impact on information credibility published by this user. For images attached in messages, very basic features are proposed by [28], who define a feature called “has multimedia” to mark whether the tweet has any picture, video or audio attached. Gupta et al. [6] propose a classification model to identify fake images on Twitter during Hurricane Sandy. However, their work is still based on textual content features.

To automatically predict whether a tweet that shares multimedia content is fake or real, Boididou et al. [2] propose the Verifying Multimedia Use (VMU) task. Textual and image forensics [13] features are used as baseline features for this task. They conclude that Twitter media content is not amenable to image forensics and that forensics features do not lead to consistent VMU improvement [3].

3 MONITOR

Microblog messages contain rich multimodal resources, such as text contents, surrounding social context, and attached image. Our focus is to leverage this multimodal information to determine whether a message is true or false. Based on this idea, we propose a framework for verifying the veracity of messages. MONITOR’s detailed description is presented in this section.

3.1 Multimodal Fusion Overview

Figure 2 shows a general overview of MONITOR. It has two main stages: 1) Features extraction and selection. We extract several features from the message text and the social context, we then perform a feature selection algorithm to identify the relevant features, which form a first set of textual features. From the attached image, we drive statistics and efficient visual features inspired from the IQA field, which form a second set of image features; 2) Model learning. Textual and image features sets are then concatenated and normalized to form the fusion vector. Several machine learning classifiers may learn from the fusion vector to distinguish the veracity of the message (i.e., real or fake).
3.2 Feature Extraction and Selection

To better extract features, we reviewed the best practices followed by information professionals (e.g., journalists) in verifying content generated by social network users. We based our thinking on relevant data from journalistic studies [15] and the verification handbook [24]. We define a set of features that are important to extract discriminating characteristics of rumors. These features are mainly derived from three principal aspects of news information: content, social context, and visual content. As for the feature selection process, it will only be applied to content and social context features sets to remove the irrelevant features that can negatively impact performance. Because our focus is the visual features set, we keep all these features in the learning process.

Message Content Features. Content features are extracted from the message’s text. We extract characteristics such as the length of a tweet text and the number of its words. It also include statistics such as the number of exclamation and question marks, as well as binary features indicating the existence or not of emoticons. Furthermore, other features are extracted from the linguistics of a text, including the number of positive and negative sentiment words. Additional binary features indicate whether the text contains personal pronouns.

We calculate also a readability score for each message using the Flesch Reading Ease method [10], the higher this score is, the easier the text is to read. Other features are extracted from the informative content provided by the specific communication style of the Twitter platform, such as the number of retweets, mentions(@), hashtags(,), and URLs.

Social Context Features. The social context reflects the relationship between the different users, therefore the social context features are extracted from the behavior of the users and the propagation network. We capture several features from the users’ profiles, such as number of followers and friends, number of tweets the user has authored, the number of tweets the user has liked, whether the user
Table 1. Content features

| Description | # chars, words | # (?)!, (!) mark | # uppercase chars | # positive, negative words | # mentions, hashtags, URLs | # happy, sad mood emoticon | # 1st, 2nd, 3rd order pronoun | The readability score |
|-------------|----------------|------------------|------------------|---------------------------|---------------------------|--------------------------|----------------------------|---------------------|

Table 2. Social context features

| Description | # followers, friends, posts | Friends/followers ratio, times listed | # re-tweets, likes | If the user shares a homepage URL | If the user has profile image | If the user has a verified account | # of Tweets the user has liked |
|-------------|-----------------------------|--------------------------------------|-------------------|---------------------------------|----------------------------|---------------------------------|-----------------------------|

is verified by the social media. We extract, also, features from the propagation tree that can be built from tweets and re-tweets of a message, such as the depth of the re-tweet tree. Tables 1 and 2 depicts a description of a sets of content feature, and social context features extracted for each message.

To improve the performance of MONITOR, we perform a feature selection algorithm on the features sets listed in Tables 1 and 2. The details of the feature selection process are discussed in Sect. 4.

Image Features. To differentiate between false and real images in messages, we propose to exploit visual content features and visual statistical features that are extracted from the joined images.

Visual Content Features. Usually, a news consumer decides the image veracity based on his subjective perception, but how do we quantitatively represent the human perception of the quality of an image?. The quality of an image means the amount of visual degradations of all types present in an image, such as noise, blocking artifacts, blurring, fading, and so on.

The IQA field aims to quantify human perception of image quality by providing an objective score of image degradations based on computational models [14]. These degradations are introduced during different processing stages, such as image acquisition, compression, storage, transmission, decompression. Inspired by the potential relevance of IQA metrics for our context, we use these metrics in an original way for a purpose different from what they were created for. More precisely, we think that the quantitative evaluation of the quality of an image could be useful for veracity detection.

IQA is mainly divided into two areas of research: first, full-reference evaluation; and second, no-reference evaluation. Full-reference algorithms compare the input image against a pristine reference image with no distortion. In no-reference algorithms, the only input is the image whose quality we want to measure. In our case, we do not have the original version of the posted image; therefore, the approach that is fitting for our context is the no-reference IQA metric. For this purpose, we use three no-reference algorithms that have been demonstrated
to be highly efficient: The Blind/Referenceless Image Spatial Quality Evaluator (BRISQUE) [16], the Naturalness Image Quality Evaluator (NIQE) [17], and the Perception based Image Quality Evaluator (PIQE) [25].

For example, Fig. 3 displays the BRISQUE score computed for a natural image and its distorted versions (compression, noise and blurring distortions). The BRISQUE score is a non-negative scalar in the range $[1, 100]$. Lower values of score reflect better perceptual quality of image.

![Fig. 3. BRISQUE score computed for a natural image and its distorted versions](image)

No-reference IQA metrics are also good indicators for other types of image modifications, such as GAN-generated images. These techniques allow modifying the context and semantics of images in a very realistic way. Unlike many image analysis tasks, where both reference and reconstructed images are available, images generated by GANs may not have any reference image. This is the main reason for using no-reference IQA for evaluating this type of fake images. Figure 4 displays the BRISQUE score computed for real and fake images generated by image-to-image translation based on GANs [30].

![Fig. 4. Distribution of true and false classes for top-15 important features](image)

\textit{Statistical Features.} From attached images, we define four statistical features from two aspects.
Number of Images: A user can post one, several, or no images. To denote this feature, we count the total number of images in a rumor event and the ratio of posts containing more than one image.

Spreading of Images: During an event, some images are very replied and generate more comments than others. The ratio of such images is calculated to indicate this feature. Table 3 illustrates the description of proposed visual and statistical features. We use the whole set of these features in the learning process.

3.3 Model Training

So far, we have obtained a first set of relevant textual features through a feature selection process. We have also a second set of image features composed of statistical and visual features. These two sets of features are scaled, normalized, and concatenated to form the multimodal representation for a given message, which is fed to learn a supervised classifier. Several learning algorithms can be implemented for the classification task of message veracity. In the experimental part, we investigate the algorithms that provide the best performance.

| Type               | Feature | Description                                      |
|--------------------|---------|--------------------------------------------------|
| Visual features    | BRISQUE | The BRISQUE score of a given image               |
|                    | PIQE    | The PIQE score of a given image                  |
|                    | NIQE    | The NIQE score of a given image                  |
| Statistical features | Count_Img | The number of all images in a news event          |
|                    | Ratio_Img1 | The ratio of the multi-image tweets in all tweets|
|                    | Ratio_Img2 | The ratio of image number to tweet number         |
|                    | Ratio_Img3 | The ratio of the most widespread image in all distinct images |

4 Experiments

In this section, we conduct extensive experiments on two public datasets. First, we present statistics about the datasets we used. Then, we describe the experimental settings: a brief review of state-of-the-art features for news verification and a selection of the best of these textual features as baselines. Finally, we present experimental results and analyze the features to achieve insights into MONITOR.

4.1 Datasets

To evaluate MONITOR’s performance, we conduct experiments on two well-established public benchmark datasets for rumor detection. Next, we provide the details of both datasets.
MediaEval [2] is collected from Twitter and includes all three characteristics: text, social context and images. It is designed for message-level verification. The dataset has two parts: a development set containing about 9,000 rumor and 6,000 non-rumor tweets from 17 rumor-related events; a test set containing about 2,000 tweets from another batch of 35 rumor-related events. We remove tweets without any text or image, thus obtaining a final dataset including 411 distinct images associated with 6,225 real and 7,558 fake tweets, respectively.

FakeNewsNet [22] is one of the most comprehensive fake news detection benchmark. Fake and real news articles are collected from the fact-checking websites PolitiFact and GossipCop. Since we are particularly interested in images in this work, we extract and exploit the image information of all tweets. To keep the dataset balanced, we randomly choose 2,566 real and 2,587 fake news events. After removing tweets without images, we obtain 56,369 tweets and 59,838 images. The detailed statistics of these two datasets are listed in Table 4.

| Dataset          | Set        | Tweets          | Images |
|------------------|------------|-----------------|--------|
|                  |            | Real | Fake |            |
| MediaEval        | Training set | 5,008 | 6,841 | 361 |
|                  | Testing set  | 1,217 | 717 | 50 |
| FakeNewsNet      | Training set | 25,673 | 19,422 | 47,870 |
|                  | Testing set  | 6,466 | 4,808 | 11,968 |

4.2 Experimental Settings

**Baseline Features.** We compare the effectiveness of our feature set with the best textual features from the literature. First, we adopt the 15 best features extracted by Castillo et al. to analyze the information credibility of news propagated through Twitter [4]. We also collect a total of 40 additional textual features proposed in the literature [6, 7, 12, 28], which are extracted from text content, user information and propagation properties (Table 5).

**Feature Sets.** The features labeled *Textual* are the best features selected among message content and social context features (Tables 1 and 2). We select them with the information gain ratio method [9]. It helps select a subset of 15 relevant textual features with an information gain larger than zero (Table 6).

The features labeled *Image* are all the image features listed in Table 3. The features labeled *MONITOR* are the feature set that we propose, consisting of the fusion of textual and image feature sets. The features labeled *Castillo* are the above-mentioned best 15 textual features. Eventually, the features labeled *Wu* are the 40 textual features identified in literature.
Table 5. 40 features from the literature

| Feature                                                                 | MediaEval          | FakeNewsNet       |
|-------------------------------------------------------------------------|--------------------|-------------------|
| Fraction of (?), (!) Mark,# messages                                     | Tweet_Length       | Tweet_Length       |
| Average Word, Char Length,                                              | Num_Negwords       | Num_Words         |
| Fraction of 1st, 2nd, 3rd Pronouns,                                     | Num_Mentions       | Num_Questmark     |
| Count of Distinct URL, @, #,                                            | Num_URLs           | Num_Upperchars    |
| Fraction of Popular URL, @, #,                                          | Num_Words          | Num_Exclmark      |
| If the Tweet includes pictures,                                          | Num_Hashtags       | Num_Negwords      |
| Average Sentiment Score,                                                | Num_Thirdpron      | Num_Followers     |
| Fraction of Positive, Negative Tweets,                                  | Times_Listed       | Num_Friends       |
| # Distinct People, Loc, Org,                                            | Num_Tweets         | Num_Favorites     |
| Fraction of People, Loc, Org,                                           | Num_Friends        | Times_Listed      |
| Fraction of Popular People, Loc, Org,                                   | Num_Retweets       | Num_Likes         |
| # Users, Fraction of Popular Users,                                     | Has_Url            | Num_Retweets      |
| # Followers, Followees, Posted Tweets,                                   | Num_Followers      | Num_Tweets        |
| If the User has Facebook Link,                                           |                    |                   |
| Fraction of Verified User, Org,                                          |                    |                   |
| # comments on the original message                                      |                    |                   |
| Time between original message and repost                                 |                    |                   |

Classification Model. We execute various learning algorithms for each feature set. The best results are achieved by four supervised classification models: decision trees, KNNs, SVMs and random forests. We use Scikit-learn library for Python [19] implementation. Training and validation is performed for each model through a 5-fold cross validation. Note that, for MediaEval, we retain the same data split scheme. For FakeNewsNet, we randomly divide data into training and testing subsets with the ratio 0.8:0.2. Table 7 present the results of our experiments.

4.3 Classification Results

From the classification results recorded in Tables 7, we can make the following observations.

Performance Comparison. With MONITOR, using both image and textual feature allows all classification algorithms to achieve better performance than baselines. Among the four classification models, the random forest generates the best accuracy: 96.2% on MediaEval and 88.9% on FakeNewsNet. They indeed perform 26% and 18% better than Castillo and 24% and 15% than Wu, still on MediaEval and FakeNewsNet, respectively.

Compared to the 15 “best” textual feature set, the random forest improves the accuracy by more than 22% and 10% with image features only. Similarly, the
**Table 7.** Classification results

| Model          | Feature sets | MediaEval |   |   |   |   | FakeNewsNet |   |   |   |   |
|----------------|--------------|-----------|---|---|---|---|-------------|---|---|---|---|
|                |              | Acc       | Prec | Rec | F$_1$ | Acc       | Prec | Rec | F$_1$ |       |
| Decision trees | Textual      | 0.673     | 0.672 | 0.771 | 0.718 | 0.699     | **0.647** | 0.652 | 0.65 |       |
|                | Image        | 0.632     | 0.701 | 0.639 | 0.668 | 0.647     | 0.595 | 0.533 | 0.563 |       |
|                | MONITOR      | **0.746** | **0.715** | **0.897** | **0.796** | **0.704** | 0.623 | **0.716** | **0.667** |       |
|                | Castillo     | 0.643     | 0.711 | 0.648 | 0.678 | 0.683     | 0.674 | 0.491 | 0.569 |       |
|                | Wu           | 0.65      | 0.709 | 0.715 | 0.711 | 0.694     | 0.663 | 0.593 | 0.627 |       |
| KNN            | Textual      | 0.707     | 0.704 | 0.777 | 0.739 | 0.698     | 0.67  | 0.599 | 0.633 |       |
|                | Image        | 0.608     | 0.607 | 0.734 | 0.665 | 0.647     | 0.595 | 0.533 | 0.563 |       |
|                | MONITOR      | **0.791** | **0.792** | **0.843** | **0.817** | **0.758** | **0.734** | **0.746** | **0.740** |       |
|                | Castillo     | 0.652     | 0.698 | 0.665 | 0.681 | 0.681     | 0.651 | 0.566 | 0.606 |       |
|                | Wu           | 0.668     | 0.71  | 0.678 | 0.693 | 0.694     | 0.663 | 0.593 | 0.627 |       |
| SVM            | Textual      | 0.74      | 0.729 | 0.834 | 0.779 | 0.658     | **0.657** | 0.44  | 0.528 |       |
|                | Image        | 0.693     | 0.69  | 0.775 | 0.73  | 0.595     | 0.618 | 0.125 | 0.208 |       |
|                | MONITOR      | **0.794** | **0.767** | **0.881** | **0.82** | **0.704** | **0.623** | **0.716** | **0.667** |       |
|                | Castillo     | 0.702     | 0.761 | 0.716 | 0.737 | 0.629     | **0.687** | 0.259 | 0.377 |       |
|                | Wu           | 0.725     | 0.763 | 0.746 | 0.746 | 0.642     | 0.625 | 0.394 | 0.484 |       |
| Random forest  | Textual      | 0.747     | 0.717 | 0.879 | 0.789 | 0.778     | 0.726 | 0.768 | 0.747 |       |
|                | Image        | 0.652     | 0.646 | 0.771 | 0.703 | 0.652     | 0.646 | 0.771 | 0.703 |       |
|                | MONITOR      | **0.962** | **0.965** | **0.966** | **0.965** | **0.889** | **0.914** | **0.864** | **0.889** |       |
|                | Castillo     | 0.702     | 0.727 | 0.723 | 0.725 | 0.714     | 0.669 | 0.67  | 0.67  |       |
|                | Wu           | 0.728     | 0.752 | 0.748 | 0.75  | 0.736     | 0.699 | 0.682 | 0.691 |       |

Other three algorithms achieve an accuracy gain between 5% and 9% on MediaEval and between 5% and 6% on FakeNewsNet. Compared to the 40 additional textual features, all classification algorithms generate a lower accuracy when using image features only.

While image features play a crucial role in rumor verification, we must not ignore the effectiveness of textual features. The role of image and textual features is complementary. When the two sets of features are combined, performance is significantly boosted.

**Illustration by Example.** To more clearly show this complementarity, we compare the results reported by MONITOR and single modality approaches (textual and image). The fake rumor messages from Fig. 1 are correctly detected as false by MONITOR, while using either only textual or only image modalities yields a true result.

In the tweet from Fig. 1(a), the text content solely describes the attached image without giving any signs about the veracity of the tweet. This is how the textual modality identified this tweet as real. It is the attached image that looks quite suspicious. By merging the textual and image contents, MONITOR can...
identify the veracity of the tweet with a high score, exploiting some clues from the image to get the right classification.

The tweet from Fig. 1(b) is an example of a rumor correctly classified by MONITOR, but incorrectly classified when only using the visual modality. The image seems normal and the complex semantic content of the image is very difficult to capture by the image modality. However, the words with strong emotions in the text indicate that it might be a suspicious message. By combining the textual and image modalities, MONITOR can classify the tweet with a high confidence score.

4.4 Feature Analysis

The advantage of our approach is that we can achieve some elements of interpretability. Thus, we conduct an analysis to illustrate the importance of each feature set. We depict the first most 15 important features achieved by the random forest. Figure 5 shows that, for both datasets, visual characteristics are in the top five features. The remaining features are a mix of text content and social context features. These results validate the effectiveness of the IQA image features issued, as well as the importance of fusing several modalities in the process of rumor verification.

![Distribution of true and false classes for top-15 important features](image)

Fig. 5. Distribution of true and false classes for top-15 important features

To illustrate the discriminating capacity of these features, we deploy box plots for each of the 15 top variables on both datasets. Figure 6 shows that several features exhibit a significant difference between the fake and real classes, which explains our good results.
5 Conclusion and Perspectives

To assess the veracity of messages posted on social networks, most machine learning techniques ignore the visual content. In this paper, to improve the performance of the message verification, we propose a multimodal fusion framework called MONITOR that uses features extracted from the textual content of the message, the social context, and also image features have not been considered until now. Extensive experiments conducted on the MediaEval benchmark and FakeNewsNet dataset demonstrated that: 1) the image features that we introduce play a key role in message veracity assessment; and 2) no single homogeneous feature set can generate the best results alone.

Our future research includes two directions. First, we currently fuse modalities into a single vector, which is called early fusion. By combining classifiers instead, we also plan to investigate so-called late fusion. Second, we plan to use deep learning models capable to learn latent representations of both text and images. However, we would like to compare their performance with MONITOR’s to study the tradeoff between classification accuracy, computing complexity, and explainability.
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Abstract. In 2010, the concept of data lake emerged as an alternative to data warehouses for big data management. Data lakes follow a schema-on-read approach to provide rich and flexible analyses. However, although trendy in both the industry and academia, the concept of data lake is still maturing, and there are still few methodological approaches to data lake design. Thus, we introduce a new approach to design a data lake and propose an extensive metadata system to activate richer features than those usually supported in data lake approaches. We implement our approach in the AUDAL data lake, where we jointly exploit both textual documents and tabular data, in contrast with structured and/or semi-structured data typically processed in data lakes from the literature. Furthermore, we also innovate by leveraging metadata to activate both data retrieval and content analysis, including Text-OLAP and SQL querying. Finally, we show the feasibility of our approach using a real-word use case on the one hand, and a benchmark on the other hand.
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1 Introduction

Over the past two decades, we have witnessed a tremendous growth of the amount of data produced in the world. These so-called big data come from diverse sources and in various formats, from social media, open data, sensor data, the Internet of things, etc. Big data induce great opportunities for organizations to get valuable insights through analytics. However, this presupposes storing and organizing data in an effective manner, which involves great challenges.

Thus, the concept of data lake was proposed to tackle the challenges related to the variety and velocity characteristics of big data [10]. A data lake can be defined as a very large data storage, management and analysis system that handles any data format. Data lakes use a schema-on-read approach, i.e., no schema is fixed
until data are analyzed [12], which provides more flexibility and richer analyses than traditional storage systems such as data warehouses, which are based on a schema-on-write approach [20]. Yet, in the absence of a fixed schema, analyses in a data lake heavily depend on metadata [16]. Thus, metadata management plays a vital role.

Although quite popular in both the industry and academia, the concept of data lake is still maturing. Thence, there is a lack of methodological proposals for data lakes implementations for certain use cases. Existing works on data lakes indeed mostly focus on structured and/or semi-structured data [15,17,23,26], with little research on managing unstructured data. Yet, unstructured data represent up to 80% of the data available to organizations [9]. Therefore, managing texts, images or videos in a data lake is an open research issue.

Furthermore, most of data lake proposals (about 75%) refer to Apache Hadoop for data storage [31]. However, using Hadoop requires technical human resources that small and medium-sized enterprises (SMEs) may not have. Thence, alternatives are needed. Last but not least, data lake usage is commonly reserved to data scientists [12,20,24]. Yet, business users represent a valuable expertise while analyzing data. Consequently, opening data lakes to such users is also a challenge to address.

To meet these issues, we contribute to the literature on data lakes through a new approach to build and exploit a data lake. We implement our approach in AUDAL (the AURA-PMI Data Lake). AUDAL exploits an extensive metadata system to activate richer features than common data lake proposals. More concretely, our contribution is threefold. First, we introduce a new methodological approach to integrate both structured (tabular) and unstructured (textual) data in a lake. Our proposal opens a wider range of analyses than common data lake proposals, which goes from data retrieval to data content analysis. Second, AUDAL also innovates through an architecture leading to an “inclusive data lake”, i.e., usable by data scientists as well as business users. Third, we propose an alternative to Hadoop for data and metadata storage in data lakes.

The remainder of this paper is organized as follows. In Sect. 2, we focus on our metadata management approach. In Sect. 3, we detail AUDAL’s architecture and the analyses it allows. In Sect. 4, we demonstrate the feasibility of our approach through performance measures. In Sect. 5, we review and discuss the related works from the literature. Finally, in Sect. 6, we conclude the paper and hint at future research.

2 Metadata Management in AUDAL

The most critical component in a data lake is presumably the metadata management system. In the absence of a fixed schema, accessing and analyzing the lake’s data indeed depend on metadata [15,23,35]. Thence, we particularly focus in this section on how metadata are managed in AUDAL.

---

1 AURA-PMI is a multidisciplinary project in Management and Computer Sciences, aiming at studying the digital transformation, servicization and business model mutation of industrial SMEs in the French Auvergne-Rhône-Alpes (AURA) Region.
First and foremost, let us precise what we consider as metadata. We adopt the definition: “structured information that describes, explains, locates, or otherwise makes it easier to retrieve, use, or manage information resources” [37]. This definition highlights that metadata are not limited to simple atomic data descriptions, but may be more complex.

AUDAL’s metadata management system is based on MEDAL [33], a metadata model for data lakes. We adopt MEDAL because it is extensive enough to allow both data exploration and data content analysis by business users. In line with MEDAL, our metadata system implements data polymorphism, i.e., the simultaneous management of multiple raw and/or preprocessed representations of the same data [33]. Our motivation is that different analyses may require the same data, but in various, specific formats. Thus, pregenerating several formats for data would lead to readily available and faster analyses [2,22].

Still in line with MEDAL, we use the term “object” as our lower-granularity data item, i.e., either a tabular or textual document. We also exploit three types of metadata that are detailed in the following sections. Section 2.1 is dedicated to intra-object metadata management; Sect. 2.2 focuses on inter-object metadata management; and Sect. 2.3 details global metadata management.

2.1 Intra-object Metadata

Definition and Generation. Intra-object metadata are atomic or more complex information associated with a specific object. We classify them in two categories.

Metadata properties are information that describe an object. They often take the form of simple key-value pairs, e.g., author name, file path, creation date, etc. However, they may sometimes be more complex. Particularly, the description of the columns of a table can be viewed as a complex form of metadata properties.

Metadata properties are mostly provided by the file system. However, especially when dealing with textual documents, we use Apache Tika [36] to automatically extract metadata such as the author, language, creation timestamp, mime-type and even the program used to edit the document.

Refined representations are more complex. When an object is transformed, the result may be considered as both data and metadata. This is in line with the definition we adopt for metadata, since such transformed data make easier the use of the original object. In AUDAL, refined representations of textual documents are either bag-of-word vectors [30] or document embedding vectors [21]. Bag-of-words can easily be aggregated to extract top keywords from a set of documents. However, they do not suit distance calculation, due to their high dimensionality. By contrast, embedding vectors do not bear this disadvantage, while allowing the extraction of top keywords. Refined representations of tabular data are plain and simply relational tables. Eventually, let us note that AUDAL’s metadata system may be extended with additional types of refined representations, if needed.

To generate bag-of-word representations, we perform for each document a classical process: tokenizing, stopword removal, lemmatization and finally word
count. To generate embedding representations, we project documents in an embedding space with the help of the Doc2Vec model [21]. Each document is thus transformed into a reduced vector of only a few tens of coordinates. Eventually, we use a custom process to generate refined representations from tables. Each tabular document is read in a Python dataframe and then transformed into a relational table.

**Modeling and Storage.** Still using MEDAL [33], we follow a graph approach to model the interactions between data and metadata. Therefore, AUDAL’s metadata system is centered on Neo4J [29]. We exploit four types of nodes to manage intra-object metadata.

Object nodes represent raw objects. They contain atomic metadata, i.e., metadata properties, in particular the path to the raw file. As Neo4J does not support non-atomic data inside nodes, we define Column nodes to store column descriptions. Column nodes are thus associated to Object nodes only in the case of tabular documents.

Each Object node is also associated with Refined nodes that reference refined representations stored in other DBMSs. Refined representations of textual documents, i.e., embedding and bag-of-word vectors, are indeed stored in MongoDB [27]. Similarly, refined representations of tabular documents are stored in the form of SQLite tables [34]. Refined nodes stored in Neo4J actually contain references to their storage location.

Figure 1 illustrates the organization of intra-object metadata.

---

**Fig. 1.** Organization of intra-object metadata in AUDAL
2.2 Inter-object Metadata

**Definition and Generation.** Inter-object metadata are information that reflect relationships between objects. We manage two types of inter-object metadata.

*Data groupings* are organized tag systems that allow to categorize objects into groups, i.e., collections. Each data grouping induces several groups, i.e., collections. Then, data retrieval can be achieved through simple intersections and/or unions of groups. Data groupings are particularly interesting as they are not data type-dependent. For example, a grouping based on data source can serve to retrieve tabular data as well as textual documents, indistinctly (Fig. 2A).

![Fig. 2. Organization of inter-object metadata in AUDAL](image)

Data groupings are usually generated on the basis of categorical properties. Starting from the property of interest, we first identify possible groups. Then, each object is associated to the group it belongs to.

*Similarity links* are information on relatedness between objects. These metadata are obtained applying a suitable similarity measure between couple of textual documents. In our case, we use the cosine similarity that is classically used in information retrieval to compare document vector-space representations [1]. As the number of potential links increases exponentially with the number of documents, we simply retain the links of each document to its ten closest. When dealing with tabular data, we use primary key/foreign key relationships to link columns and thus connect tables. We deduce primary key/foreign key relationships from raw data with the help of the PowerPivot method [7], which is casually used in structured data lakes [14].

**Modeling and Storage.** To set up data groupings, we introduce two types of nodes in AUDAL’s metadata catalogue: *Grouping* and *Group*. A *Grouping* node
represents the root of a partition of objects. Each Grouping node is associated with several Group nodes that represent the resulting parts of such a partition. For example, a partition on data source could lead to a Group node for “accounting department”, another for “human resources” and so on (Figure 2A). Object nodes are then associated with Group nodes with respect to the group they belong to. A data grouping organization may thus be seen as a three-layer tree graph where the root node represents the grouping instance, intermediate nodes groups, and leaf nodes objects.

More simply, similarity measures in AUDAL are edges linking nodes. Such edges potentially carry information that indicates the strength of the link, how it was measured, its orientation, etc. More concretely, textual similarity is represented by edges of type Document_Similarity between Neo4J Object nodes. We model tabular data similarity with Coulumn_Joinability edges between Coulumn nodes to connect primary key/foreign key column pairs that appear to be joinable. Figure 2B depicts an instance of Coulumn_Joinability edge that connects two tables through columns.

2.3 Global Metadata

Definition and Generation. Global metadata are data structures that are built and continuously enriched to facilitate and optimize analyses in the lake. AUDAL includes two types of global metadata.

Semantic resources are knowledge bases (thesauri, dictionaries, etc.) that help improve both metadata generation and data retrieval. Dictionaries allow filtering on specific terms and building vector representations of documents. Similarly, AUDAL uses a thesaurus to automatically expand term-based queries with synonyms. Such semantic resources are ingested and enriched by lake users.

Indexes are also exploited in AUDAL. An inverted index is notably a data structure that establishes a correspondence between keywords and objects from the lake. Such an index is particularly needed to support and, above all, speed-up term-based queries. There are two indexes in AUDAL: document_index and table_index. The first handles the entire content of each textual document, while the latter collects all string values in tabular documents.

Modeling and Storage. As global metadata are not directly linked to objects, we do not focus on their modeling, but on their storage, instead. In AUDAL, we manage indexes with ElasticSearch [11], an open-source indexing service that enforces scalability. We define in ElasticSearch an alias to allow simultaneous querying on the two indexes. Eventually, we store semantic resources, i.e., thesauri and dictionaries, in a MongoDB collection. Each is thus a MongoDB document that can be updated and queried.

3 AUDAL’s Architecture and Analysis Features

In this section, we highlight how AUDAL’s components are organized (Sect. 3.1) and the range of possible analyses (Sect. 3.2).
3.1 AUDAL Architecture

AUDAL’s functional architecture is made of three main layers: a storage layer, a metadata management layer and a data querying layer (Fig. 3).

![AUDAL Architecture Diagram](image)

**Fig. 3. Architecture of AUDAL**

The **storage layer** is in charge of storing raw and processed data, as well as metadata, through a combination of storage systems, each adapted to a specific storage need. In AUDAL, we use a simple file system for raw data storage, a graph DBMS to store links across data entities, a document-oriented DBMS to store refined representations and a relational DBMS for table storage.

The **metadata management layer** is made of a set of processes dedicated to data polymorphism management. More concretely, this layer is in charge of generating metadata, notably refined representations from raw data, as well as links. It allows future analyses and avoids a data swamp, i.e., a data lake whose data cannot be accessed [35]. The data swamp syndrome is indeed often caused by a lack of efficient metadata management system.

Finally, the **data querying layer** is an interface that consumes data from the lake. Its main component is a representational state transfer application programming interface (REST API) from which raw data and some ready-to-use analyses are accessible to data scientists. However, a REST API is not accessible to business users who, unlike data scientists, do not have enough skills to transform raw data into useful information on their own. In addition, business users are not familiar with API querying. Thence, we also provide a graphical analysis platform for them in AUDAL. This platform features the same functions as the REST API, but in a graphical way. Thus, each type of user can access the lake with respect to its needs, which makes AUDAL “inclusive”, unlike the common vision of data lakes that excludes business users [12,20,24].
Overall, AUDAL’s architecture looks a lot like a multistore system, i.e., a collection of heterogeneous storage systems with a uniform query language [22]. AUDAL indeed offers a single REST API to query data and metadata across different systems (Neo4J, MongoDB, ElasticSearch, and SQLite). However, AUDAL also features an extensive metadata management layer that goes beyond what multistore systems do, i.e., multistores handle only intra-object metadata.

3.2 AUDAL’s Analysis Features

Data Retrieval. Data retrieval consists in filtering data from the lake. The techniques we propose for data retrieval are suitable for both textual and tabular documents.

*Term-based querying* allows to filter data with respect to a set of keywords. It includes a fuzzy search feature that allows to expand queries with syntactically similar terms.

*Navigation* exploits groupings, i.e., organized sets of tags that allow data filtering by intersecting several groups. For example, we can retrieve documents edited by a given author on a specific year, who is associated with a department via the intersection of three groups, e.g., “Scott”, 2010 and “Human resources”.

*Finding related data* consists retrieving the objects that are the closest of a given object. Closeness is obtained from similarity links. For example, in the case of tabular data, we use Column_Joinability links.

Document Content Analysis. Content analyses provide insights from one or several objects, while taking their intrinsic characteristics into account. The techniques we propose are specific to each data type. In the case of textual documents, AUDAL allows OLAP-like analyses [8]. Groupings may indeed serve as dimensions and thus allow data filtering in multiple manners. Thus, the lake’s data can quickly and intuitively be reduced to a subset by intersecting groups, which is comparable to OLAP Slice & Dice operations.

Once documents are filtered, they can be aggregated to obtain valuable insights. Aggregated results can be compared across different subsets of documents using suitable visualizations.

*Top keywords* summarize documents through a list of most frequent keywords, by aggregating a bag-of-word representation of documents. Thanks to the principle of data polymorphism, different top keyword extraction strategies can coexist. For instance, one can be based on a predefined vocabulary, while another is based on a free vocabulary. We graphically display top keywords using bar charts or word clouds.

*Scoring* numerically evaluates the relatedness of a set of documents to a set of query terms with the help of a scoring algorithm that takes into account, amongst others, the appearances of query terms in each document. Due to the wide number of documents, the scores per document may not be readable. Thence, we propose instead an aggregated score per group.
Highlights display text snippets where a set of terms appear. In other words, it can be viewed as a document summary centered on given terms. This is also commonly called a concordance.

Group comparison exploits embedding representations to show together groups of documents using a similar vocabulary. This is done in two steps. First, we average the embedding vectors of all documents per group. Then, we exploit the resulting mean embedding vectors to extract group likeness using KMeans clustering [19] or principal component analysis (PCA) [38]. KMeans analysis identifies strongly similar groups into a user-defined number of clusters, while PCA provides a simple two-dimensional visualization where the proximity between groups reflects their similarity.

Tabular Content Analysis. We propose several ways to analyze tabular data. SQL querying helps users extract or join tabular data. SQL queries actually run on the refined representations of tabular data. As such refined representations are in the form of classical relational tables, all SQL features are supported, including joins and aggregations.

Column correlation evaluates the links between a couple of table columns. We use a suitable statistical measure with respect to columns types. For example, a Jaccard similarity measure can serve to compare categorical columns, while the Kolmogorov-Smirnov statistic is suitable for numerical columns [5].

Tuple comparison consists in running a KMeans clustering or a PCA on a set of tuples, by taking only numeric values into account. Tuples to compare are extracted through a SQL query, potentially including joins and/or aggregations.

4 Quantitative Assessment of AUDAL

The goal of the experiments we propose in this section is to show the feasibility and adaptability of our approach. For this purpose, we implement AUDAL with two different datasets. AUDAL’s source code is available online².

4.1 Datasets and Query Workload

The first dataset we use comes from the AURA-PMI project. It is composed of 8,122 textual documents and 6 tabular documents, for a total size of 6.2 GB. As the AURA-PMI dataset is quite small, we also create an artificial dataset by extracting 50,000 scientific articles from the French open archive HAL. To these textual documents, we add 5,000 tabular documents coming from an existing benchmark [28], for a total volume of 62.7 GB.

To compare how AUDAL works on our two datasets, we define a set of 15 queries that reflect AUDAL’s main features (Table 1). Then, we measure the response time of our workload to assess whether our approach is realistic. In Table 1, the terms document, table and object refer to textual document, relational table and one or the other indistinctly, respectively.

² https://github.com/Pegdwende44/AUDAL.
Table 1. Query workload

| Workload               | Description                                                                 |
|------------------------|-----------------------------------------------------------------------------|
| Data retrieval queries | 1. Retrieve documents written in English and edited in December            |
|                        | 2. Retrieve objects (tables or documents) containing the terms “big” and “data” |
|                        | 3. Retrieve objects with terms “big”, “data”, “document” and “article”    |
|                        | 4. Retrieve 3 tables, joinable to any table.                             |
|                        | 5. Retrieve 5 most similar documents to a given document                  |
| Textual content analysis | 6. Calculate document scores w.r.t. the terms “big”, “data”, “article” and “document” |
|                        | 7. Extract a concordance from documents using the terms “data” and “ai”  |
|                        | 8. Extract a concordance from documents using the terms “data”, “ai”, “article” and “paper” |
|                        | 9. Find top 10 keywords from all documents                                |
|                        | 10. Run a 3-cluster KMeans clustering on documents grouped by month       |
|                        | 11. Run a PCA analysis on documents grouped by month.                     |
| Tabular content analysis | 12. Run a join query between two tables                                   |
|                        | 13. Run a join query between two tables while averaging all numerical values and aggregating by any categorical column. |
|                        | 14. Run a 3-cluster KMeans clustering on the result of query 12           |
|                        | 15. Run a PCA on the result of query 12                                   |

4.2 Experimental Setup and Results

Both instances of AUDAL are implemented on a cluster of three VMware virtual machines (VMs). The first VM has a 7-core Intel-Xeon 2.20 GHz processor and 24 GB of RAM. It runs the API. Both other VMs have a mono-core Intel-Xeon 2.20 GHz processor and 24 GB of RAM. Each hosts a Neo4J instance, an ElasticSearch instance and a MongoDB instance to store AUDAL’s metadata. The execution times we report in Table 2 are the average of ten runs of each query, expressed in milliseconds.

Our experimental results show that AUDAL does support almost all its query and analysis features in a reasonable time. We also see that AUDAL scales quite well with respect to data volume. All data retrieval and tabular content analyses indeed run very fast on both the AURA-PMI dataset (174 ms on average) and the larger, artificial dataset (183 ms on average). Admittedly, half of textual content queries, i.e., queries #9, #10 and #11, take longer to complete: 5, 2 and 2 s on average, respectively, on the AURA-PMI dataset; and 188, 27 and 27 s on average, respectively, on the artificial dataset. However, we note that without our approach, such tasks would be definitely impossible for business users. Moreover, the situation can certainly be improved by increasing CPU resources. Thus, we consider our results promising.

However, AUDAL’s features are achieved at the cost of an extensive metadata system. Table 3 indeed shows that the size of metadata represents up to half
Table 2. Query response time (ms)

| Query   | AURA-PMI dataset | Artificial dataset |
|---------|------------------|--------------------|
| Data retrieval queries |
| Query 1 | 194              | 653                |
| Query 2 | 108              | 207                |
| Query 3 | 143              | 305                |
| Query 4 | 59               | 81                 |
| Query 5 | 51               | 79                 |
| Textual content analysis |
| Query 6 | 85               | 117                |
| Query 7 | 169              | 198                |
| Query 8 | 62               | 92                 |
| Query 9 | 4,629            | 188,199            |
| Query 10| 1,930            | 26,969             |
| Query 11| 1,961            | 26,871             |
| Tabular content analysis |
| Query 12| 71               | 37                 |
| Query 13| 61               | 12                 |
| Query 14| 174              | 144                |
| Query 15| 670              | 520                |

Table 3. Raw data vs. metadata size (GB)

| System       | AURA-PMI dataset | Artificial dataset |
|--------------|------------------|--------------------|
| Raw data     |
| –            | 6.2              | 62.7               |
| Metadata     |
| Neo4J        | 0.9              | 2.0                |
| SQLite       | 0.003            | 1.7                |
| MongoDB      | 0.28             | 3.4                |
| ElasticSearch| 1.6              | 27.6               |
| Total        | 2.8              | 34.7               |

of raw data. Yet we deem this acceptable given the benefits. Moreover, it is acknowledged that metadata can be larger than the original data, especially in the context of data lakes, where metadata are so important [18].

5 Related Works

The research we present in this paper relates to many systems from the data lake literature. Some of them address data retrieval issues, while others mostly focus on data content analysis. We discuss them with respect of our structured and unstructured data context.

5.1 Data Retrieval from Data Lakes

A great part of the literature considers data lakes as a playground dedicated to data scientists. Related research focuses on data retrieval, since content analyses are assigned to expert users. We identify three main approaches for data retrieval in data lakes, namely navigation, finding related data and term-based search. A first retrieval-by-navigation model exploits tags to easily and quickly find the target object [28]. A similar approach is implemented in several data lakes [3,17,26]. However, all these models are set in the context of structured data only.
A second data retrieval approach exploits data relatedness, i.e., finding a significant similarity between objects or their components [5]. Several techniques help detect relatedness between tabular data through column joinability and unionability [5,13,14,23]. To the best of our knowledge, only one proposal [9] is relevant to unstructured data.

Finally, term-based querying is particularly useful for textual data. Thus, in previous work, we used an indexing system to allow textual documents data retrieval [32]. This technique, i.e., inverted indexes, is also implemented with structured data in Google’s data lake [17] and CoreKG [4].

5.2 Data Content Analysis from Data Lakes

An alternative vision of data lakes considers that business users, i.e., not data scientists, can also consume data from a lake. Thus, content querying is required and methods must be used to ease the users’ work. In the structured data world, fuzzy SQL querying can be used in data lakes [25]. Similarly, a custom query rewriting system is exploited to analyse data from the Constance lake [16]. There is also a way to personalize table querying by taking user profile into account [3]. Although very few, some approaches propose content analysis for semi-structured [15] and unstructured data [32]. The latter exploits text and graph mining techniques to enable document aggregation.

5.3 Discussion

As stated above, most data lake approaches focus either on data retrieval or data content analyses. Therefore, they present a partial vision of data lakes, in our opinion. In contrast, there exists a system that frees itself from this cleavage [3]. However, it does not support unstructured data. More generally, unstructured data are very rarely supported in data lakes. Our own CODAL data lake [32] does manage textual documents management, but only textual documents. It is therefore limited. In contrast, AUDAL goes beyond these limitations by featuring both data retrieval as well as content analyses. In addition, AUDAL also allows the exploitation of a data lake not only by data scientists, but also by business users. All these makes AUDAL an “inclusive” data lake.

6 Conclusion and Future Works

In this paper, we present AUDAL, presumably the first methodological approach to manage both textual and tabular documents in a data lake. AUDAL includes an extensive metadata system to allow querying and analyzing the data lake and supports more features than state-of-the-art data lake implementations. In terms of queries, AUDAL indeed supports both data retrieval and data content analyses, including Text-OLAP and SQL querying. Moreover, AUDAL also allows the exploitation of a data lake not only by data scientists, but also by business users. All these makes AUDAL an “inclusive” data lake.
In our near-future research, we plan a deeper validation of AUDAL on two aspects. First, we will work on that complexity and time cost of metadata generation algorithms. Second, we will study how AUDAL’s analysis interface is useful to and usable by business users, e.g., using the widely used SUS (System Usability Scale) protocol [6]. Another perspective is data lineage tracking to allow AUDAL support version management. This is particularly important for tabular documents that are often merged or altered. Such a lineage could be implemented by extending AUDAL’s refined representations. Finally, we envisage to include more unstructured data types into a lake, i.e., images, videos and/or sounds, and manage their particular metadata for retrieval and analysis.
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Abstract. Information is one of the most important resources in our modern lifestyle and society. Users on social network platforms, like Twitter, produce thousands of tweets every second in a continuous stream. However, not all written data are important for a follower, i.e., not necessary relevant information. That means, trawling through uncountable tweets is a time-consuming and depressing task, even if most of the messages are useless and do not contain news. This paper describes an approach for aggregation and summarization of short messages like tweets. Useless messages will be filtered out, whereas the most important information will be aggregated into a summarized output. Our experiments show the advantages of our promising approach, which can also be applied for similar problems.

Keywords: Twitter · Microblog · Summarization · Aggregation

1 Introduction

Twitter\textsuperscript{1} is a micro-blogging and social networking service where users post and interact with messages known as tweets (280 Unicode character short messages). Individuals, organizations, companies and mass media use Twitter as a platform for distributing their content on the web.

To follow a particular user’s account makes sense if you have a constant interest in the content published there and want to be up-to-date. But there exist millions of other tweets, and not all of them are valuable. Twitter allows to browse posted tweets using keywords or hashtags (topics on Twitter written with a # symbol, e.g., #WorldCup2018). Users can also use search terms, term combinations or more complex queries to get tweets related to these terms.

\textsuperscript{1} Twitter: https://twitter.com.
However, Twitter reports about 330 million monthly active users, who send over 500 million tweets daily, which means 6 thousand messages per second\(^2\). Therefore, it is very difficult to navigate through this data, which, moreover, is constantly increasing. Processing big data and searching for interesting and relevant information in large data sets is a highly important topic in both, academia and business. In general, users want to get personalized results, which are filtered out from the ever-growing amount of data according to user’s preferences, cp. [8]. However, due to the nature of Twitter, even the reduced information could be too large on the one hand and have a lot of duplicates and incomplete information snippets on the other hand. Thus, it is extremely important to present the result in a way that it can be easily consumed. Hardly anyone enjoys skimming through reams of tweets in order to find the most valuable information. The objective of this paper is to aggregate a thread of text messages in order to provide a short summarization of the most important information content.

Example 1. Assume we want to find some facts about the soccer team Germany at the World Cup 2018 in Russia. The search on Twitter may contain the hashtags #Germany and #WorldCup2018 and yields to the following set of tweets.

1. It’s a sad day for all of #Germany and the World Cup ★.
2. After a loss against South Korea, team Germany leaves the World Cup.
3. 0:2 defeat in the last group match and team Germany leaves the World Cup in Russia.
4. RT @UserXyz It’s a sad day for all of #Germany and the World Cup ★.

Each of these tweets reports about the same event: “soccer team Germany leaves the World Cup after group stage”. The first message describes some user’s emotions and is less important for someone looking for factual information. The following two posts provide (incomplete) facts. The last one is a retweet (a Twitter form of quoting) of the first message with no additional information at all. An aggregated form and summarization of this set of tweets could be:

‘‘Team Germany loses its last group match against South Korea 0:2 and leaves the World Cup in Russia.’’

A summarization of micro-blog posts, such as tweets, has different challenges, goals, and tasks in comparison to large text documents, which must be considered, e.g., emojis, abbreviations, grammar, spelling mistakes, etc. A summary should not contain duplicates and should provide as complete information as possible. Some aggregation methods apply Neural Networks to solve this task. However, this requires a huge amount of (reliable) training data. Our approach does not rely on training data, is easy to understand and to implement, suitable for (near) real-time analytics, and based on the following steps: (1) data preprocessing, (2) data clustering and (3) data aggregation, which will be described in detail below.

---

\(^2\) Tweets per second, last visited 2021/03/01: [www.internetlivestats.com/twitter-statistics/](http://www.internetlivestats.com/twitter-statistics/).
The rest of this paper is organized as follows: Sect. 2 discusses related work. Afterwards we introduce the general concept of our approach in Sect. 3. Section 4 contains details about data preprocessing. The clustering task is discussed in Sect. 5, and the aggregation and summarization process in Sect. 6. A comprehensive evaluation can be found in Sect. 7, and a conclusion in Sect. 8.

2 Related Work

The most related papers to ours are [4] and [12]. In the first approach, the summary is a kind of label or keyword sequence for a cluster of terms, which titles the topic of every message in the group. Such kind of summary is very short and does not provide much information. The second approach is to choose only one text message as representative. This search is called “budgeted median problem” and considers the summary as good if every message in the document cluster is assigned to a selected one and can be inferred from the latter. This approach gives the user more details, but some information is still lost.

Related to Twitter, content analysis is also often in the focus, cp. [1, 2, 11]. In [9] the authors try to build a news processing system based on Twitter. Tweets are analyzed to determine if it is news or not, and thereafter clustered into news topics. In [5] the authors describe an event notification system that monitors and delivers semantically relevant tweets if these meet the user’s information needs. As an example they construct an earthquake prediction system targeting Japanese tweets. For their system they use keywords, the number of words, and the context of an event. The problem addressing in [7] is to determine the popularity of social events (concerts, festivals, sport events, conferences, etc.) based on their presence in Twitter in order to improve infrastructure organization. In [6] the authors describe a system to detect events from tweets. This is based on the textual and temporal characteristics.

We want to provide a solution for tweet summarization producing a short aggregated message, rather than a general meaningless headline. The objective was not to get involved with Neural Networks, because they require a huge amount of training data, which is often not available for real-time analytics.

3 Background and General Concept

The aim of this paper is to provide an automatically created summary of Twitter posts related to a certain topic. The idea of our approach is based on [10], where the Phrase Reinforcement (PR) algorithm was developed to display words from text messages as nodes in a graph structure to handle the problem of summarizing microblogs. Walking through the paths of this graph, it is possible to restore text messages. Some of these paths are selected, converted back into a human readable format and presented to the user. However, this approach only relies on the original phrases and does not apply further processing of the data.

As an extension, we perform a comprehensive data preprocessing (1) step to clean the data from unwanted characters and phrases. Afterwards, in order to
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As much information from the posts as possible, we apply a data clustering (2) step to find the most common phrases and terms. Using a clustering approach, we also overcome the disadvantages of previous methods, cp. [4, 12]. Finally, our data aggregation (3) approach can generate a summarized message. In contrast to [10], we use more than one path to generate the final message. The main idea of the algorithm is to find the most commonly used phrases in a graph. These phrases can then be used as a summarization of tweets.

The algorithm was inspired from the observations that users often use the same words when describing a key idea. Furthermore, users often retweet the most relevant content for a topic. These two patterns create highly overlapping sequences of words when considering a large number of posts for a single topic.

In our preprocessing step, we remove irrelevant sources (e.g., stop words, hyperlinks, duplicates) from the tweets. This is important to focus the algorithm on the most relevant content. Afterwards we cluster all terms in order to find the most common sequences of words. Based on this clustering result our algorithm builds a tweet graph representing the common sequences of words (i.e., phrases). The main idea behind that is to represent words from phrases as nodes in a graph. These nodes have certain weights, depending on how often they appear in the text collection. The paths with the highest weights can then be used as a summarization.

Example 2. Using the sample sentences from the introductory Example 1, our algorithm would generate a graph similar to the one in Fig. 1 (after preprocessing and clustering). The nodes are weighted according to their occurrence in the text collection.

The most common word (or word sequence) serves as root node, here Germany. World Cup also can be found 3 times, but it follows after the word leaves twice and comes right after Germany once. Together with the word team that is located directly before Germany, the most important key information from our collection is: team Germany leaves World Cup. The path after loss against South Korea team Germany leaves World Cup Russia has a weight of 14, 0:2 defeat last group match team Germany leaves World Cup Russia comes up to 15, and so on.

In the original Phrase Reinforcement algorithm the authors only consider the highest weight, which obviously is not enough for summarizing complex tweet posts. Our first idea was to consider all paths having a weight above a given threshold. However, this leads to very similar sentences and therefore we decided
to use another approach: We start with the path having the highest weight and then continue using the paths that differ the most from the used paths so far. This leads to a great diversity among the selected information and serves as a summarization at the end.

4 Data Preprocessing

Tweets often include abbreviations, errors (intentional or accidental), internet slang, emojis, URLs, etc. Therefore, preprocessing of tweets is a very important step in order to get a reliable summarization of text messages. The main goal of our preprocessing step is to transform the tweets into a normalized, generalized form and therefore are mainly aimed to eliminate “unwanted” components. This takes into account special characters (e.g., links and emojis, user references and hashtags). In this section we describe our preprocessing steps:

**Algorithm: Data Preprocessing**

**Input:** A set of tweets

**Step 1:** Substitute retweets by its original message.

**Step 2:** Transformation of upper case letters to lower case.

**Step 3:** Translation of any existing HTML entities\(^3\) into “standard” entities.

**Step 4:** Normalization with compatible decomposition: Special characters are separated into their components.\(^4\) This prevents misunderstanding of unformatted HTML remnants as words and treatment of special characters different from their normal counterparts. E.g., Señor will be normalized to sen˜or.

**Step 5:** Removal of URLs and e-mail addresses: URLs and email addresses that are less common in tweets, are removed, otherwise they will appear as annoying elements in the clustering step.

**Step 6:** Removal of “unwanted” characters (e.g., ⋆, ′, , ! − ‘ ’): All special characters that may negatively affect the clustering process and are not important for the content of a tweet are removed. Characters that have an added value with regard to the information content remain in the text. This includes arabic numerals, spaces and apostrophes, as well as +, −, :, ; if they appear in connection with numbers (e.g., in −2.100, 55). The glyphs for ampersand (&), paragraph (§), percent (%) and for common currencies (dollar, euro, pound, etc.) are also preserved. hash (#) and at (@) also play a special role. They serve as a marker for hashtags (#...) and references to user accounts (@...).

**Step 7:** Lemmatization of the remaining text elements: Words are reduced to their stems. Lemmatization provides linguistically correct expressions. This is done by using linguistic analyses and a large vocabulary, cp. [3]. Hashtags and user references remain unchanged, but their identifiers (# or @) are separated. This way it is ensured that the “simple” hashtags (e.g., #usa) are matched with the same terms not marked as hashtags during the clustering process.

---

\(^3\) HTML entities: https://en.wikipedia.org/wiki/HTML_entity.

\(^4\) Unicode normalization: https://en.wikipedia.org/wiki/Unicode_equivalence.
**Step 8: Tokenisation of lemmatized messages:** All lemmatized tweets are tokenized: each term forms a separate token.

**Step 9: Removal of stop words (e.g., “of, the, in, by, and, its, be, a”):** Stop words are not relevant w.r.t. the content. Therefore, they are removed from the token sequences. However, they are important for the comprehensibility of a sentence, hence stored in background in order to produce a human readable summarization.

**Step 10: Building of N-grams:** The final preprocessing step is the generation of N-grams. These consist of N successive tokens each and are used to compare the tweets. As default value $N = 3$ is recommended. In addition, lexicographic sorting of the tokens within an N-gram is performed. N-grams, which are similar in content, but differ due to the sequence of tokens, are considered identical in the clustering process.

**Output:** A set of N-grams describing the posts

*Example 3.* Consider the first Twitter message from Example 1 as input: After the first steps, e.g., upper case to lower case, URL and special character removal, lemmatization, our post is as follows after Step 7:

$$it\text{'s a sad day for all of } \# \text{ germany and the world cup}$$

Finally, we end up with the following N-grams after tokenization and stop word removal: \{(germany day sad), (day germany world) (cup germany world)\}.

5 Data Clustering

Our goal is to summarize short messages that fit together in terms of content. Therefore, we perform a clustering and collect the tweets describing the same topic or event in the same group. Afterwards, the messages in each group can be summarized using our approach described in the next section.

Our clustering approach is based on the $k$ most common N-grams as cluster centroids. Phrases having the same N-grams are simply assigned to the same cluster. That means that we have a large set of clusters after the first round, some of them are exactly the same (but with different N-grams as centroids), others overlap to a certain degree. This will be resolved by merging clusters that are “similar” w.r.t. a threshold (certain percentage).

Using this kind of clustering, only one data iteration is necessary. No similarity between the tweets is calculated, because the affiliation to a cluster is determined with the help of the N-gram centroids. This makes this cluster approach quite efficient, e.g., for real-time Twitter stream processing, which still was an open issue in [10]. Our approach is as follows:
**Algorithm: Data Clustering**

**Input:** A set of $N$-grams for each tweet after data preprocessing (cp. Sect. 4)

**Step 1:** Build a cluster for each $N$-gram, sort the tweets and eliminate duplicates. All $N$-grams generated during the preprocessing step are used as cluster centroids. $N$-grams (and their text phrase, resp.), for which a cluster already exists, are assigned to existing clusters. This approach allows us a clustering process in linear time. Since each cluster is a set, they are duplicate free. At the end, each cluster contains only phrases and their corresponding centroid (or one of the unsorted permutations of the $N$-gram).

**Step 2:** Combining of overlapping clusters: Clusters overlapping to a certain percentage $p$ are merged. For the parameter $p$ we suggest a value between 0.6 and 0.7 (or $60\% - 70\%$), based on our experience. Two clusters $C_1$ and $C_2$ are merged if the following condition holds: $\frac{|C_1 \cap C_2|}{\min(|C_1|, |C_2|)} \geq p$

**Step 3:** Discarding small clusters. The resulting clusters are now either larger clusters, which were constructed by merging, or smaller clusters, which could not be merged. Based on a given minimum cluster size $s$, some clusters can be classified as negligible.

**Output:** The $k$ largest clusters.

*Example 4.* Table 1 represents our sample input tokens (abbrv. with letters) and the set of $N = 3$-grams (after the preprocessing step). For example, (a b c d e f g e) represents input tokens and (a b c), (b c d), (c d e), ... (e f g) the $N$-grams. We want to determine the $k = 2$ largest clusters.

**Table 1.** Input tweets with the corresponding 3-grams.

| ID | Text (tokens) | Set of $N$-gramms |
|----|---------------|------------------|
| 11 | (a b c d e f g e) | (a b c), (b c d), (c d e), (d e f), (e f g), (e f g) |
| 12 | (a b c d e f h g) | (a b c), (b c d), (c d e), (d e f), (e f h), (f g h) |
| 13 | (a b c d e f g h) | (a b c), (b c d), (c d e), (d e f), (e f g), (f g h) |
| 14 | (b c d e f g h) | (b c d), (c d e), (d e f), (e f g), (f g h) |
| 15 | (l m n o p q r s) | (l m n), (m n o), (n o p), (o p q), (p q r), (q r s) |
| 16 | (u v w x y z a b) | (u v w), (v w x), (w x y), (x y z), (a y z), (a b z) |
| 17 | (u v w x y z a) | (u v w), (v w x), (w x y), (x y z), (a y z) |
| 18 | (w x y z a x y z) | (w x y), (x y z), (a y z), (a x z), (a x y), (w y z) |

For each 3-gram we build a cluster having the $N$-gram as centroid (blue), cp. Table 2. For example, for (a b c) we have the tweets with ID 11, 12, and 13 as cluster objects. Clusters are duplicate free, hence we remove ID 11 in (e f g).
In the next step we merge the overlapping clusters. Considering the clusters in Table 2 we identify some “similarity”, e.g., the clusters with centroids \((b\ c\ d),\ (c\ d\ e),\ and\ (d\ e\ f)\) are identical, whereas \((b\ c\ d),\ (a\ b\ c),\ (e\ f\ g),\ (f\ g\ h),\ (e\ f\ h)\) are similar to a certain percentage. Similar cluster values are included in larger clusters, e.g., \((m\ n\ o),\ (n\ o\ p),\ etc.\) are combined to \((l\ m\ n)\), cp. Table 3.

**Table 3. Merging.**

| Centroid (size) | ID | Tweets Text (tokens) |
|-----------------|----|----------------------|
| **bcd (4)**     | 11 | \((a\ b\ c\ d\ e\ f\ g\ h)\) |
|                 | 12 | \((a\ b\ c\ d\ e\ f\ g\ h)\) |
|                 | 13 | \((a\ b\ c\ d\ e\ f\ g\ h)\) |
|                 | 14 | \((a\ b\ c\ d\ e\ f\ g\ h)\) |

| Centroid (size) | ID | Tweets Text (tokens) |
|-----------------|----|----------------------|
| **wxy (3)**     | 16 | \((u\ v\ w\ x\ y\ z\ a\ b)\) |
|                 | 17 | \((u\ v\ w\ x\ y\ z\ a)\) |
|                 | 18 | \((u\ v\ w\ x\ y\ z\ a\ y)\) |

| Centroid (size) | ID | Tweets Text (tokens) |
|-----------------|----|----------------------|
| **lmn (1)**     | 15 | \((l\ m\ n\ o\ p\ q\ r\ s)\) |

**Table 4. Discarding.**

| Centroid (size) | ID | Tweets Text (tokens) |
|-----------------|----|----------------------|
| **bcd (4)**     | 11 | \((a\ b\ c\ d\ e\ f\ g\ h)\) |
|                 | 12 | \((a\ b\ c\ d\ e\ f\ g\ h)\) |
|                 | 13 | \((a\ b\ c\ d\ e\ f\ g\ h)\) |
|                 | 14 | \((a\ b\ c\ d\ e\ f\ g\ h)\) |

| Centroid (size) | ID | Tweets Text (tokens) |
|-----------------|----|----------------------|
| **wxy (3)**     | 16 | \((u\ v\ w\ x\ y\ z\ a\ b)\) |
|                 | 17 | \((u\ v\ w\ x\ y\ z\ a)\) |
|                 | 18 | \((u\ v\ w\ x\ y\ z\ a\ y)\) |

| Centroid (size) | ID | Tweets Text (tokens) |
|-----------------|----|----------------------|
| **lmn (1)**     | 15 | \((l\ m\ n\ o\ p\ q\ r\ s)\) |
Finally, all smaller clusters can be classified as unimportant and therefore are not used for summarization. E.g., if we use a minimum cluster size of $s = 3$, then $(l \ m \ n)$ will be removed, cp. Table 4. At the end, the remaining $k = 2$ larger clusters are used for further processing.

6 Data Aggregation

Our approach for data aggregation in order to produce the final summarization is an extension of [10], cp. Sect. 3. In comparison to the original version, we trace several paths for the final message construction, and not only the path with the highest weight. In addition, the weights of the paths are calculated without stop words and weakly weighted nodes in order to produce more reliable results.

**Algorithm: Data Aggregation**

**Input:** One of the $k$ largest clusters, cp. Sect. 5.

**Step 1:** Build tweet graphs. Each tweet is represented as a separate graph. Tokens are nodes and connected by directed edges according to the reading direction. Stop words are removed, tokens representing the cluster centre are combined to one node. If a cluster contains tweets that do not contain the centroid (or its permutation), they are not considered. Each node gets an initial weight of 1.

**Step 2:** Merge the tweet graphs into a common cluster graph. All tweet graphs are connected via the centroid as a common intersection. This is done by “superimposing”. The combined centroid is assigned a new weight according to the number of combined tweets. Likewise, all identical sub-paths that begin or end at the centroid are superimposed and weighted. If a tweet contains the centroid of its cluster $n$ times, this tweet is also included $n$ times in the combined cluster graph. If this results in an overlap with other nodes, their weight will be increased, if it was not already incremented before while one of the other $n - 1$ centroid’s occurrence of the current tweet was processed. This ensures that all centroid occurrences in a tweet are treated equally, but the weight of the node in the tweet graph is not incremented repeatedly by a single tweet.

**Step 3:** Reduce the cluster graph. We reduce the cluster graph to its essence. Strong weighted nodes are considered important and weakly weighted nodes are considered insignificant. The centroid, which always has the maximum weight, represents the core content of the cluster while nodes that still have their initial weight of 1 are regarded as marginal information and can be removed.

**Step 4:** Select $m$ paths for the summarization. In order to generate a summary having a maximum of information, several suitable paths are determined. For this, we start with the path having the highest weight (main path). Instead of using the paths with the next highest total weights afterwards, paths that differ the most from those used so far are selected. The path that has the least overlap or, in case of a tie, the higher weight, is selected as
next sentence. The reason for this is that paths differing less have very similar content. In this way, the greatest possible diversity among the selected information can be achieved. If there are still unused paths afterwards, the procedure is repeated for each further sentence until a maximum of $m$ paths is reached.

**Step 5: Build the final message** After selecting $m$ paths, they are transformed into a human readable format. Each path is a concatenation of tokens, and hence replaced by one of the tweets whose paragraph they represent (e.g., by the last one that leads to an increasing node weight). The substitution is done using the lemmatized token sequences, which were saved during preprocessing and still contain stop words. This variant produces clearly better results concerning readability and comprehensibility of the message.

**Output:** Microblog summarization

**Example 5.** Assume a cluster $d e f$ as one of the $k$ largest clusters after the data clustering step as shown in Fig. 2 (not related to previous examples). Tweets are shown as sequences of their tokens, tokens are simplified as letters. Centroids are marked blue, tweets not containing a centroid are highlighted red):

| centroid (size) | ID | text (tokens) | ID | text (tokens) |
|-----------------|----|---------------|----|---------------|
| $d e f$ (20)    | 21 | \{b, c, d, e, f, g, h\} | 22 | \{c, d, e, f, g, h\} |
|                 | 73 | \{a, b, c, d, e, f\} | 23 | \{r, u, x, d, e, f, g, h\} |
|                 | 54 | \{a, b, c, d, e, f, g, h\} | 46 | \{c, d, e, f\} |
|                 | 92 | \{a, b, c, d, e, f, g, h\} | 48 | \{v, b, c, d, e, f, g, h\} |
|                 | 51 | \{i, m, n, c, d, e, f, s, t\} | 50 | \{m, n, c, d, e, f, s, t, u\} |
|                 | 37 | \{c, f, d, e, g, d\} | 86 | \{m, n, c, d, e, f, h, g\} |
|                 | 95 | \{v, b, c, d, e, f, s, t, u\} | 76 | \{r, u, x, d, e, f, s, y, z\} |
|                 | 34 | \{m, n, c, d, e, f, g, h, t\} | 26 | \{d, e, f, s, t, u, v\} |
|                 | 97 | \{m, n, c, d, e, f, g, h\} | 91 | \{w, x, d, e, f, s, t, u\} |
|                 | 60 | \{a, k, l, d, k, f, g, h\} | 60 | \{a, d, l, k, f, g, h\} |

**Fig. 2.** Input cluster.  

**Fig. 3.** Tweet graphs.

Based on the input data, we build tweet graphs (Step 1), cp. Fig. 3. ID 60 is not considered, because it does not contain the centroid. Each node gets an initial weight of 1. Afterwards we merge all tweet graphs into the cluster graph by superimposing (Step 2), cp. Fig. 4 (including the white nodes). The combined centroid gets a weight of 19. Also all sub-paths are superimposed and weighted. Removing all nodes with an initial weight of 1 leads to the reduced graph (Step 3, Fig. 4 without white nodes).
Fig. 4. Complete and reduced cluster graph (reduced nodes are white).

In Step 4 we select the paths for the $m = 4$ final messages, cp. Table 5. The most appropriate path in each phase is marked green. The main path has the highest total weight (top left table, $(m n c ...)$) and is added to the set of selected paths, cp. Table 6. The second path correspond the path with the smallest overlap (ovl.) in order to add the most valuable information. The third path correspond to the smallest overlap to all already selected paths, therefore we add $(a b c ...)$ and $(v b c ...)$ from the next table. Furthermore, we add $(v b c d e f g d)$ as 4. path to the selected paths. Table 6 shows all selected paths after the complete aggregation process from which our final message is generated (inserting white token sequences from Fig. 4 (orange phrases)).

**Table 5.** Determine $m$ paths for final message.

| Possible paths – 1. path | path | (weight) | ovl. to $M$ |
|--------------------------|------|----------|------------|
|                          | $x$  | $(m n c d e f g h i)$ | $(61)$ | 0 |
|                          |      | $(m n c d e f s t u)$ | $(59)$ | 0 |
|                          |      | $(a b c d e f g h i)$ | $(59)$ | 0 |
|                          |      | ... | ... |

| Possible paths – 2. path | path | (weight) | ovl. to $M$ |
|--------------------------|------|----------|------------|
|                          | $x$  | $(a b c d e f h g)$ | $(48)$ | $2/6 \approx 0.33$ |
|                          |      | $(r u x d e f h g)$ | $(31)$ | $1/6 \approx 0.17$ |
|                          |      | $(a b c d e f s t u)$ | $(57)$ | $2/7 \approx 0.29$ |
|                          | $x$  | $(r u x d e f s t u)$ | $(40)$ | $1/7 \approx 0.14$ |
|                          |      | ... | ... |

| Possible paths – 3. path | path | (weight) | ovl. to $M$ |
|--------------------------|------|----------|------------|
|                          | $(a b c d e f h g)$ | $(48)$ | $2/6 \approx 0.33$ |
|                          | $(v b c d e f h g)$ | $(47)$ | $2/6 \approx 0.33$ |
|                          | $x$  | $(a b c d e f g d)$ | $(53)$ | $3/6 = 0.5$ |
|                          | $x$  | $(v b c d e f g d)$ | $(52)$ | $3/6 = 0.5$ |
|                          |      | ... | ... |

| Possible paths – 4. path | path | (weight) | ovl. to $M$ |
|--------------------------|------|----------|------------|
|                          | $(v b c d e f h g)$ | $(47)$ | $5/6 \approx 0.83$ |
|                          | $(v b c d e f g d)$ | $(52)$ | $4/6 \approx 0.67$ |
|                          | $x$  | $(v b c d e f g h i)$ | $(58)$ | $6/7 \approx 0.86$ |
|                          |      | ... | ... |
Table 6. Creating summarization and final sentences.

| nr. | path (weight) | L m n c d e f g h i.  |
|-----|---------------|-----------------------|
| 1   | (m n c d e f g h i) - (61) | → L m n c d e f g h i. |
| 2   | (r u x d e f s t u) - (40) | → R u x d e f s t u v. |
| 3   | (a b c d e f g h) - (48)  | → A b c d e f h g.    |
| 4   | (v b c d e f g d) - (52)  | → V b c d e f g d e f.|

7 Experiments

Twitter provides a public API, which allows us to evaluate our summarization approach on real data. We implemented our technology in Java on an Intel Xeon “Skylake”, 2.10 GHz, 192 GB DDR4, 2x 4 TB SATA3-HDD, Ubuntu Linux.

7.1 Data Analysis and Runtime

In this section we analyze the performance behavior of our approach. We measured the time from reading the tweet (stored in a file for repeatable experiments) till presenting the summarized messages. This process is repeated 12 times, whereby the best and the worst result is discarded and the average from the remaining ten values is calculated.

For our performance measurement we used “standard parameters”: N-grams of size 3, clusters comprising less than 0.05% of the total number of all clustered tweets as well as those clusters that overlap by at least 60% are discarded. The 10 largest clusters are aggregated. In the reduction phase all nodes having $\leq 1.5\%$ of the centroid weights are removed. Finally, a summarization having a maximum of $m = 4$ sentences each is generated.

We run our experiments on 16 disjoint files, each containing between 27 000 and 4 300 000 English tweets. Table 7 shows our results on the average runtime for the summarization process. The table shows the number of tweets per file (total) as well as the file size in Mebibyte. Clustering correspond to the number of clustered tweets.

Noteworthy are the results for thematically pre-filtered tweets (grey lines). The corresponding messages were selected by a filter according to certain keywords, e.g., covid-19 or black lives matter. Having about more than 0.2 ms difference per tweet, they are clearly higher than the values of their unfiltered counterparts. In addition, these files have also the highest percentage (over 95%) of tweets passing the data preprocessing step and therefore must be clustered afterwards. The average value for other files is less than 87%, cp. Table 8.

This is justified by longer text messages. Table 8 also shows the percentage of tweets participating in the clustering step, the percentage of retweets, and the
Table 7. Runtime performance with standard parameters.

| File | MiB   | Tweets number | Average runtime |
|------|-------|---------------|-----------------|
|      |       |               | File | Total | Clustering | s | min | ms/tweet |
| f1   | 158   | 27 268        | 5.89160 | 0.09819 | 0.21606 |
| f2   | 410   | 74 033        | 11.52620 | 0.19210 | 0.15569 |
| f3   | 926   | 165 822       | 25.42840 | 0.42381 | 0.15335 |
| f4   | 1 061 | 166 382       | 28.62940 | 0.47716 | 0.17207 |
| f5   | 919   | 172 507       | 36.98610 | 0.61644 | 0.21440 |
| f6   | 981   | 173 358       | 26.47640 | 0.44127 | 0.15273 |
| f7   | 986   | 179 608       | 37.28290 | 0.62138 | 0.20723 |
| f8   | 1 127 | 182 426       | 32.24990 | 0.53750 | 0.17678 |
| f9   | 1 554 | 277 741       | 41.54850 | 0.69248 | 0.14959 |
| f10  | 2 348 | 408 521       | 61.15850 | 1.01931 | 0.14971 |
| f11  | 4 348 | 799 004       | 109.06230 | 2.83016 | 0.14631 |
| f12  | 981   | 1 160 599     | 169.80960 | 4.87219 | 0.13650 |
| f13  | 986   | 1 799 004     | 241.272   | 6.97219 | 0.13650 |
| f14  | 1 127 | 1 824 268     | 32.24990 | 0.53750 | 0.17678 |
| f15  | 1 554 | 2 77 741      | 41.54850 | 0.69248 | 0.14959 |
| f16  | 2 348 | 4 08 521      | 61.15850 | 1.01931 | 0.14971 |
|      |       |               | Average of the unfiltered files: | 85.67% | 58.71% | 119.65 |
|      |       |               | Average of the filtered files: | 97.82% | 62.69% | 182.37 |

Table 8. Analysis of the underlying tweets.

| File | MiB   | Number of tweets | Duration ms/tweet | Tweet percentages | Text length Char/tweet |
|------|-------|-------------------|-------------------|-------------------|----------------------|
|      |       |                   |                   | Clustering | Retweets | Extended |
| f1   | 158   | 27 268            | 0.21606           | 99.17% | 68.56% | 58.71% | 188.50 |
| f2   | 410   | 74 033            | 0.15569           | 85.25% | 58.31% | 32.91% | 120.23 |
| f3   | 926   | 165 822           | 0.15335           | 86.34% | 60.59% | 33.22% | 121.93 |
| f4   | 919   | 172 507           | 0.17207           | 96.63% | 85.18% | 58.40% | 175.79 |
| f5   | 981   | 173 358           | 0.21440           | 95.98% | 86.84% | 59.05% | 187.45 |
| f6   | 986   | 179 608           | 0.20758           | 85.13% | 60.03% | 32.54% | 120.86 |
| f7   | 1 127 | 182 426           | 0.17678           | 98.71% | 68.51% | 62.69% | 182.37 |
| f8   | 1 554 | 277 741           | 0.14959           | 86.87% | 59.09% | 34.18% | 123.39 |
| f9   | 2 348 | 408 521           | 0.14971           | 86.21% | 62.09% | 32.58% | 123.12 |
| f10  | 4 348 | 799 004           | 0.13650           | 85.44% | 57.09% | 30.69% | 116.55 |
| f11  | 926   | 1 160 599         | 0.14029           | 85.36% | 59.50% | 30.63% | 118.53 |
| f12  | 981   | 1 799 004         | 0.1631            | 85.98% | 60.10% | 32.86% | 122.25 |
| f13  | 986   | 1 799 004         | 0.14029           | 85.36% | 59.50% | 30.63% | 118.53 |
| f14  | 1 127 | 1 824 268         | 0.14959           | 86.87% | 59.09% | 34.18% | 123.39 |
| f15  | 1 554 | 2 77 741          | 0.14971           | 86.21% | 62.09% | 32.58% | 123.12 |
| f16  | 2 348 | 4 08 521          | 0.13650           | 85.44% | 57.09% | 30.69% | 116.55 |

percentage of extended messages, i.e., posts having more than 140 characters. The last column (text length) shows the average tweet length per file. In conclusion, thematically pre-filtered phrases (grey lines) have above-average values in all criteria above and therefore lead to a higher runtime.
7.2 Aggregation and Summarization

In this section we describe the results of an assessment of tweets’ aggregation. These results were obtained with a user study to identify the quality of the summarization. Since only a small number of people (10) took part in the survey, the results serve more as an orientation, rather than a representative study.

The study was split into two parts: In the first part, all users were asked to read all produced tweet clusters (five clusters between 45 and 80 tweets per topic) and write a short summary for each by hand. The clusters were selected to simulate the query result, but at the same time not to overwhelm the participants. The first cluster deals with the COVID-19 disease of the British Prime Minister Boris Johnson (45 tweets). The second cluster of 80 tweets deals with the death and the memory of the Swedish actor Max von Sydow, who died in March 2020. The 70 text messages of the third cluster, entitled First day of summer, is about the beginning of summer. The fourth cluster, Warren drops out, is about the departure of Senator Elizabeth Warren from the Democratic primaries for the US presidential election 2020 (75 tweets). The last cluster of the survey is entitled Separating children and contains 65 tweets dealing with the separation of children and their parents who are illegally in the US.

In the second part, our automatically generated summarization was presented to the users. With the help of five questions each, these were to be evaluated in terms of their comprehensibility and content.

![Survey results on the quality of aggregation.](image)

(a) “Do the individual aggregations contain the most important information of their clusters?”

(b) “Is there any content missing in the individual aggregations that should necessarily be present?”

(c) “How do you rate the individual aggregations’ comprehensibility?”

(d) “How do you rate the individual aggregations compared to your own?”

Fig. 5. Survey results on the quality of aggregation.
Figure 5 shows our results: All users agreed that our approach contains the most important information in the final aggregated message, cp. Fig. 5a. The lowest value in average was 3.1 for the 5th cluster (Separating children). However, the score received for this cluster also shows that the most important content was (at least partially) retrieved and the aggregation is acceptable.

We also asked for missing content (in comparison to the handwritten summary). Figure 5b shows that no mandatory information is missing (in particular cluster C2 and C4 with an average score of 1.7 and 1.8, resp.). The users were less positive about the automatic summaries of cluster C1 and C3. This is interesting for the aggregation of the first cluster (Corona Boris Johnson), as in the previous question the participants answered that this cluster contains the most important information. The opinion on the fifth cluster is again in line with the evaluation regarding the question about the most important contents. For this cluster the participants were most likely to identify shortcomings beforehand, so the tendency at this point is that more information has to be included. Overall, the question of missing essential content was answered negative in four out of five cases.

Apart from the content aspects, automatic summaries are required to be easy to read and understand by people. Figure 5c shows the result on comprehensibility: Four aggregations were rated with an average value of 3.0 or higher, which can be interpreted as rather good. Only one aggregation is below 3 and therefore has a moderate assessment w.r.t. comprehensibility. This can be explained by the fact that many words are reduced to their basic form.

In the final survey question, the users were asked to assess the automatically created aggregations in direct comparison to their self-written counterparts, cp. Fig. 5d. Most of the answers were rated round about the average value of 2.5. Only two are worse. The aggregation of the second cluster (Max von Sydow) was the most likely to reach the level of a hand-written summary with an average score of 2.9. The aggregation of cluster C1 received the worst average general assessment.

8 Summary and Conclusion

Stream data processing and analyzing social networks is a highly relevant topic nowadays. We focused on Twitter data, in particular on the aggregation of tweets in order to summarize numerous text messages, which often contain retweets, duplicates and other useless content, to a single short message including the most important information of a Twitter channel. For this, we presented an algorithm based on clustering N-grams and aggregating them using an extension of the PR algorithm. Our experiments show that our method is a promising approach to reach the claimed goal in reasonable time, e.g., for real time data analytics. However, an open issue is the readability of the final message, which should be improved in future work.
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Abstract. Semi-structured data is prevalent and typically stored in formats like XML and JSON. The most common type of queries on such data are Content-and-Structure (CAS) queries, and a number of CAS indexes have been developed to speed up these queries. The state-of-the-art is the RCAS index, which properly interleaves content and structure, but does not support insertions of single keys. We propose several insertion techniques that explore the trade-off between insertion and query performance. Our exhaustive experimental evaluation shows that the techniques are efficient and preserve RCAS’s good query performance.
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1 Introduction

A large part of real-world data does not follow the rigid structure of tables found in relational database management systems (RDBMSs). Instead, a substantial amount of data is semi-structured, e.g., annotated and marked-up data stored in formats such as XML and JSON. Since mark-up elements can be nested, this leads to a hierarchical structure. A typical example of semi-structured data are bills of materials (BOMs), which contain the specification of every component required to manufacture end products. Figure 1 shows an example of a hierarchical representation of three products, with their components organized under a node bom. Nodes in a BOM can have attributes, e.g., in Fig. 1 attribute @weight denotes the weight of a component in grams.

Semi-structured hierarchical data is usually queried via content-and-structure (CAS) queries [9] that combine a value predicate on the content of some attribute and a path predicate on the location of this attribute in the hierarchical structure. An example query for the BOM depicted in Fig. 1 that selects all car parts with a weight between 1000 and 3000 g has the form: Q (/bom/item/car/,, [1000, 3000]), with “/” matching a node and all its descendants. To speed up this type of query, the Robust Content-and-Structure (RCAS) index has been proposed [17]. RCAS is based on a new interleaving scheme, called dynamic interleaving, that adapts to the distribution of the data and interleaves path and value dimension at their discriminative bytes.
Fig. 1. Example of a bill of materials (BOM).

So far, the RCAS index supports bulk-loading but it cannot be updated incrementally. We present efficient methods to insert new keys into RCAS without having to bulk-load the index again. We make the following contributions:

- We develop two different strategies for inserting keys into an RCAS index: strict and lazy restructuring.
- With the help of an auxiliary index, we mitigate the effects of having to restructure large parts of the index during an insertion. We propose techniques to merge the auxiliary index back into the main index if it grows too big.
- Extensive experiments demonstrate that combining lazy restructuring with the auxiliary index provides the most efficient solution.

2 Background

RCAS is an in-memory index that stores composite keys $k$ consisting of two components: a path dimension $P$ and a value dimension $V$ that are accessed by $k.P$ and $k.V$, respectively. An example of a key (representing an entity from Fig. 1) is `/bom/item/car/bumper$, 00 0A 8C`, where the blue part is the key’s path and the red part is the key’s value (in hexadecimal). Table 1 shows the keys of all entities from Fig. 1; the example key is $k_7$.

The RCAS index interleaves the two-dimensional keys at their discriminative path and value bytes. The discriminative byte $\text{dsc}(K, D)$ of a set of keys $K$ in a given dimension $D$ is the position of the first byte for which the keys differ. That is, the discriminative byte is the first byte after the keys’ longest common prefix in dimension $D$. For example, the discriminative path byte $\text{dsc}(K^{1\ldots7}, P)$ of the set of keys $K^{1\ldots7}$ from Table 1 is the 13th byte. All paths up to the 13th byte share the prefix /bom/item/ca and for the 13th byte, key $k_1$ has value $n$, while keys $k_2, \ldots, k_7$ have value $r$. The dynamic interleaving is obtained by interleaving the keys alternatingly at their discriminative path and value bytes.

The dynamic interleaving adapts to the data: when interleaving at a discriminative byte, we divide keys into different partitions. If we instead use a byte that is part of the common prefix, all keys will end up in the same partition, which means that during a search we cannot filter keys efficiently. Our scheme guarantees that in each interleaving step we narrow down the set of keys to a smaller set of keys that have the same value for the discriminative byte. Eventually, the
Table 1. Set $K^{1..7} = \{k_1, \ldots, k_7\}$ of composite keys.

| Path Dimension $P$ | Value Dimension $V$ |
|--------------------|---------------------|
| $k_1$ /bom/item/canoe§ | 69200 (00010E50) |
| $k_2$ /bom/item/carabiner§ | 241 (000000F1) |
| $k_3$ /bom/item/car/battery§ | 250714 (003D35A) |
| $k_4$ /bom/item/car/battery§ | 250800 (003D3B0) |
| $k_5$ /bom/item/car/belt§ | 2890 (00000B4A) |
| $k_6$ /bom/item/car/brake§ | 3266 (00000CC2) |
| $k_7$ /bom/item/car/bumper§ | 2700 (00000A8C) |

set is narrowed down to a single key and its dynamic interleaving is complete. Switching between discriminative path and value bytes gives us a robust query performance since it allows us to evaluate the path and value predicates of CAS queries step by step in round-robin fashion.

Fig. 2. The RCAS index for the keys in $K^{1..7}$.

We embed the dynamically interleaved keys $K^{1..7}$ from Table 1 into a trie data structure as shown in Fig. 2, building the final RCAS index. Each node $n$ stores a path substring $s_P$ (blue), a value substring $s_V$ (red), and a dimension $D$. $s_P$ and $s_V$ contain the longest common prefixes in the respective dimensions of all the nodes in the subtree rooted at $n$. Dimension $D$ determines the dimension that is used for partitioning the keys contained in the subtree rooted in $n$; $D$ is either $P$ or $V$ for an inner node and $\bot$ for a leaf node. Leaf nodes store a set of references that point to nodes in the hierarchical document. In Fig. 2 node $n_9$ stores the longest common prefixes $s_P = r/battery§$ and $s_V = 03D3$. $n_9.D = V$, which means the children of $n_9$ are distinguished according to their value at the discriminative value byte (e.g., $5A$ for $n_{10}$ and $B0$ for $n_{11}$). For more details on dynamic interleaving, building an RCAS index, and querying it efficiently, see [17]. Here we focus on inserting new keys into RCAS indexes.
3 Insertion of New Keys

We distinguish three insertion cases for which the effort varies greatly:

**Case 1.** The inserted key is a duplicate, i.e., there is already an entry in the index for the same key. Thus, we add a reference to the set of references in the appropriate leaf node. For instance, if we insert a new key \( k'_3 \) that is identical to \( k_3 \), we only add the reference \( r'_3 \) to the set of references of node \( n_{10} \) (see Fig. 2).

**Case 2.** The key to be inserted deviates from the keys in the index, but it does so at the very end of the trie structure. In this case, we add one new leaf node and a branch just above the leaf level. In Fig. 3 we illustrate RCAS after inserting key (\( /\text{bom/item/car/bench}$, 00 00 19 64 \)) with reference \( r_9 \). We create a new leaf node \( n_{12} \) and add a new branch to its parent node \( n_4 \).

**Case 3.** This is the most complex case. If the path and/or the value of the new key results in a mismatch with the path and/or value of a node in the index, the index must be restructured. This is because position of a discriminative byte shifts, making it necessary to recompute the dynamic interleaving of a potentially substantial number of keys in the index. For example, if we want to insert key (\( /\text{bom/item/cassette}$, 00 00 AB 12 \)) with reference \( r_{10} \), due to its value 00 at the discriminative value byte (the second byte), it has to be inserted into the subtree rooted at node \( n_2 \) (see Fig. 3). Note that the discriminative path byte has decreased by one position since the first \( s \) in \textit{cassette} differs from \( r \) in the path substring \( n_2.s_P \). This invalidates the current dynamic interleaving of the keys in the subtree rooted at \( n_2 \). Consequently, the whole subtree has to be restructured. As this is the most complicated case and there is no straightforward answer on how to handle it, we look at it in Sect. 4.

**Insertion Algorithm.** Algorithm 1 inserts a key into RCAS. The input parameters are the root node \( n \) of the trie, the key \( k \) to insert, and a reference \( r \) to the indexed element in the hierarchical document. The algorithm descends to the insertion point of \( k \) in the trie. Starting from the root node \( n \), we compare the
Algorithm 1: Insert$(n, k, r)$

1: while true do
2:    Compare $n.s_P$ to relevant part of $k.P$
3:    Compare $n.s_V$ to relevant part of $k.V$
4:    if $k.P$ and $k.V$ have completely matched $n.s_P$ and $n.s_V$ then // Case 1
5:      Add reference $r$ to node $n$
6:      return
7:    else if mismatch between $k.P$ and $n.s_P$ or $k.V$ and $n.s_V$ then // Case 3
8:      // detailed description later
9:      Insert $k$ into restructured subtree rooted at $n$
10:     return
11:    Let $n_p = n$
12:    Let $n$ be the child of $n$ with the matching discriminative byte
13:    if $n$ = Nil, then // Case 2
14:        Let $n$ = new leaf node
15:        Initialize $n.s_P$ and $n.s_V$ with remainder of $k.P$ and $k.V$
16:        Set $n.D$ to $\bot$
17:        Insert $r$ into $n$
18:        Insert $n$ into list of children of $n_p$
19:        return

Inserting Keys into the Robust Content-and-Structure (RCAS) Index

current node’s path and value substring with the relevant part in $k$’s path and value (lines 2–3). As long as these strings coincide we proceed. Depending on the current node’s dimension, we follow the edge that contains $k$’s next path or value byte. The descent stops once we reach one of the three cases from above. In Case 1, we reached a leaf node and add $r$ to the current node’s set of references (lines 4–6). In Case 2, we could not find the next node to traverse, thus we create it (lines 13–19). The new leaf’s substrings $s_P$ and $s_V$ are set to the still unmatched bytes in $k.P$ and $k.V$, respectively, and its dimension is set to $\bot$. In Case 3 we discovered a mismatch between $k$ and the current node’s substrings (lines 7–10).

4 Index Restructuring During Insertion

4.1 Strict Restructuring

The shifting of discriminative bytes in Case 3 invalidates the current dynamic interleaving and if we want to preserve it we need to recompute it. An approach that achieves this collects all keys rooted in the node where the mismatch occurred (in the example shown above, the mismatch occurred in node $n_2$), adds the new key to it, and then applies the bulk-loading algorithm to this set of keys. This creates a new dynamic interleaving that is embedded in a trie and replaces the old subtree. We call this method strict restructuring. It guarantees a strictly alternating interleaving in the index, but the insertion operation is expensive if a large subtree is replaced. Figure 4 shows the RCAS index after inserting the key ($/bom/item/cassette$, 0000AB12).

Strict restructuring (Algorithm 2) takes four input parameters: the root node $n$ of the subtree where the mismatch occurred, its parent node $n_p$ (which is equal to Nil if $n$ is the root), the new key $k$, and a reference $r$ to the indexed element in the hierarchical document. See Sect. 6 for a complexity analysis.
Algorithm 2: StrictRestructuring\((n, n_p, k, r)\)

1. Let \(c\) = the set of all keys and their references rooted in \(n\)
2. Let \(c = c \cup \{(k, r)\}\)
3. Let \(D = n.D\) // dimension used for starting interleaving
4. Let \(n' = \text{bulkload}(c, D)\)
5. if \(n_p = \text{Nu}\), then replace original trie with \(n'\) // \(n\) is root node
6. else replace \(n\) with \(n'\) in \(n_p\)

4.2 Lazy Restructuring

Giving up the guarantee of a strictly alternating interleaving allows us to insert new keys more quickly. The basic idea is to add an intermediate node \(n'_p\) that is able to successfully distinguish its children: node \(n\), where the mismatch happened and a new sibling \(n_k\) that represents the new key \(k\). The new intermediate node \(n'_p\) will contain all path and value bytes that are common to node \(n\) and key \(k\). Consequently, path and value substrings of \(n\) and \(n_k\) contain all bytes that are not moved to \(n'_p\). Node \(n\) is no longer a child of its original parent \(n_p\), this place is taken by \(n'_p\). We call this method lazy restructuring. While it does not guarantee a strictly alternating interleaving, it is much faster than strict restructuring, as we can resolve a mismatch by inserting just two nodes: \(n'_p\) and \(n_k\). Figure 5 shows RCAS after inserting the key \((/\text{bom/item/cassette$\$}, 0000AB12)\) lazily. Node \(n_{13}\) and its child \(n_2\) partition the data both in the path dimension \((n.D = P)\) and therefore violate the strictly alternating pattern.

Inserting a key with lazy interleaving introduces small irregularities that are limited to the dynamic interleaving of the keys in node \(n\)’s subtree. These irregularities slowly separate (rather than interleave) paths and values if insertions repeatedly force the algorithm to split the same subtree in the same dimension. On the other hand, lazy restructuring can also repair itself when an insertion forces the algorithm to split in the opposite dimension. We show experimentally in Sect. 7 that lazy restructuring is fast and offers good query performance.

Algorithm 3 shows the pseudocode for lazy restructuring, it takes the same parameters as Algorithm 2. First, we create a new inner node \(n'_p\) and then determine which dimension to use for partitioning. If only a path mismatch
Fig. 5. Inserting a new key with lazy restructuring.

occurred between \( n \) and \( k \), we have to use \( P \). In case of a value mismatch, we have to use \( V \). If we have mismatches in both dimensions, then we take the opposite dimension of parent node \( n_p \) to keep up an alternating interleaving as long as possible. The remainder of the algorithm initializes \( s_P \) and \( s_V \) with the longest common prefixes of \( n \) and \( k \) and creates two partitions: one containing the original content of node \( n \) and the other containing the new key \( k \). The partition containing \( k \) is stored in a new leaf node \( n_k \). We also have to adjust the prefixes in the nodes \( n \) and \( n_k \). Finally, \( n \) and \( n_k \) are inserted as children of \( n_p' \), and \( n_p' \) replaces \( n \) in \( n_p \). See Sect. 6 for a complexity analysis.

**Algorithm 3: LazyRestructuring**

1. Let \( n_p' = \) new inner node
2. Let \( n_p'.D = \) determineDimension()
3. Let \( n_p'.s_P = \) longest common path prefix of \( n \) and \( k \)
4. Let \( n_p'.s_V = \) longest common value prefix of \( n \) and \( k \)
5. Let \( n_k = \) new leaf node
6. Insert \( n \) and \( n_k \) as children of \( n_p' \)
7. Adjust \( s_P \) and \( s_V \) in \( n \) and \( n_k \)
8. Insert \( r \) into \( n_k \)
9. if \( n_p = \) Nil then replace original trie with \( n_p' \)  
   // \( n \) is root node
10. else replace \( n \) with \( n_p' \) in \( n_p \)

5 Utilizing an Auxiliary Index

Using differential files to keep track of changes in a data collection is a well-established method (e.g., LSM-trees [12]). Instead of updating an index in-place, the updates are done out-of-place in auxiliary indexes and later merged according
to a specific policy. We use the general idea of auxiliary indexes to speed up the insertion of new keys into an RCAS index. However, we apply this method slightly differently: we insert new keys falling under Case 1 and Case 2 directly into the main RCAS index, since these insertions can be executed efficiently. Only the keys in Case 3 are inserted into an auxiliary RCAS index. As the auxiliary index is much smaller than the main index, the strict restructuring method can be processed more efficiently on the auxiliary index. Sometimes a Case 3 insertion into the main index even turns into a Case 1/2 insertion into the auxiliary index, as it contains a different set of keys. For an even faster insertions we can use lazy restructuring in the auxiliary index.

There is a price to pay for using an auxiliary index: queries now have to traverse two indexes. However, this looks worse than it actually is, since the total number of keys stored in both indexes is the same. We investigate the trade-offs of using an auxiliary index and different insertion strategies in Sect. 7.

Using an auxiliary index only makes sense if the expensive insertion operations (Case 3) can be executed much more quickly on the auxiliary index. To achieve this, we have to merge the auxiliary index into the main index from time to time. This is more efficient than individually inserting new keys into the main index, though, as the restructuring of a subtree in the main index during the merge operation usually covers multiple new keys in one go rather than restructuring a subtree for every individual insertion. We consider two different merge strategies. The simplest, but also most time-consuming, method is to collect all keys from the main and auxiliary index and to bulk-load them into a new index.

There is a price to pay for using an auxiliary index: queries now have to traverse two indexes. However, this looks worse than it actually is, since the total number of keys stored in both indexes is the same. We investigate the trade-offs of using an auxiliary index and different insertion strategies in Sect. 7.

Using an auxiliary index only makes sense if the expensive insertion operations (Case 3) can be executed much more quickly on the auxiliary index. To achieve this, we have to merge the auxiliary index into the main index from time to time. This is more efficient than individually inserting new keys into the main index, though, as the restructuring of a subtree in the main index during the merge operation usually covers multiple new keys in one go rather than restructuring a subtree for every individual insertion. We consider two different merge strategies. The simplest, but also most time-consuming, method is to collect all keys from the main and auxiliary index and to bulk-load them into a new index.

![Diagram](fig6.png)

Fig. 6. A more sophisticated method merges only subtrees that differ.

A more sophisticated method traverses the main and auxiliary index in parallel and only if the path and/or value substrings of two corresponding nodes do not match, we restructure this subtree, bulk-load the keys into it, and insert it into the main index. Figure 6 illustrates this method. Since root nodes $n_1$ and $n'_1$ match, the algorithm proceeds to its children. For child $n'_2$ we cannot find a corresponding child in the main index, hence we relocate $n'_2$ to the main index. For child $n'_3$ we find child $n_9$ in the main index and since they differ in the value
### Algorithm 4: Merge($n_m$, $n_a$)

1. if $n_a \neq Nil$
   2. if nodes $n_m$ and $n_a$ match
      3. foreach child $c_a$ of $n_a$
         4. Find corresponding child $c_m$ of $n_m$
         5. if $c_m$ does not exist
             6. relocate $c_a$ to $n_m$
         else
             7. merge($c_m$, $c_a$)
      else
         8. Let $K = \text{all keys in subtrees } n_m \text{ and } n_a$
         9. Let $n'_m = \text{bulkload}(K)$
         10. Replace $n_m$ with $n'_m$ in main index

substring, the subtrees rooted in these two trees are merged. Notice that child $n_2$ in the main index is not affected by the merging. Algorithm 4 depicts the pseudocode. It is called with the root of the main index $n_m$ and the root of the auxiliary index $n_a$. If $n_m$’s and $n_a$’s values of substrings $s_P$, $s_V$ and dimension $D$ match, we recursively merge the corresponding children of $n_m$ and $n_a$. Otherwise, we collect all keys rooted in $n_m$ and $n_a$ and bulk-load a new subtree.

### 6 Analysis

We first look at the complexity of Case 1 and 2 insertions, which require no restructuring (see Sect. 3). Inserting keys that require no restructuring takes $O(h)$ time, where $h$ is the height of RCAS, since Algorithm 1 descends the tree in $O(h)$ time and in Case 1 the algorithm adds a reference in $O(1)$ time, while in Case 2 the algorithm adds one leaf in $O(1)$ time. The complexity of Case 3, which requires restructuring, depends on whether we use lazy or strict restructuring.

**Lemma 1.** Inserting a key into RCAS with lazy restructuring takes $O(h)$ time.

**Proof.** The insertion algorithm descends the tree to the position where a path or value mismatch occurs in $O(h)$ time. To insert the key, lazy restructuring adds two new nodes in $O(1)$ time.

**Lemma 2.** Inserting a key into RCAS with strict restructuring takes $O(l \cdot N)$ time, where $l$ is the length of the longest key and $N$ is the number of keys.

**Proof.** Descending the tree to the insertion position takes $O(h)$ time. In the worst case, the insertion position is the root node, which means strict restructuring collects all keys in RCAS in $O(N)$ time, and bulk-loads a new index in $O(l \cdot N)$ time using the bulk-loading algorithm from [17].

The complexity of Case 3 insertions into the auxiliary index (if it is enabled) depends on the insertion technique and is $O(h)$ with lazy restructuring (Lemma 1) and $O(l \cdot N)$ with strict restructuring (Lemma 2). In practice, insertions into the auxiliary index are faster because it is smaller. This requires that the auxiliary index is merged back into the main index when it grows too big.
Lemma 3. Merging an RCAS index with its auxiliary RCAS index using Algorithm 4 takes $O(l \cdot N)$ time.

Proof. In the worst case, the root nodes of the RCAS index and its auxiliary RCAS index mismatch, which means all keys in both indexes are collected and a new RCAS index is bulk-loaded in $O(l \cdot N)$ time [17].

7 Experimental Evaluation

Setup. We use a virtual Ubuntu server with 8 GB of main memory and an AMD EPCY 7702 CPU with 1MB L2 cache. All algorithms are implemented in C++ and compiled with g++ (version 10.2.0). The reported runtime measurements represent the average time of 1000 experiment runs.

Dataset. We use the ServerFarm dataset from [17] that contains information about the files on a fleet of 100 Linux servers. The path and value of a composite key denote the full path of a file and its size in bytes, respectively. We eliminate duplicate keys because they trigger insertion Case 1, which does not change the structure of the index (see Sect. 3). Without duplicates, the ServerFarm dataset contains 9.3 million keys.

Reproducibility. The code, dataset, and instructions how to reproduce our experiments is available at: https://github.com/k13n/rcas_update.

7.1 Runtime of Strict and Lazy Restructuring

We begin by comparing the runtime of lazy restructuring (LR) and strict restructuring (SR) either applied on the main index directly, or applied on the combination of main and auxiliary index (Main+Aux). When the auxiliary index is used, insertion Cases 1 and 2 are performed on the main index, while Case 3 is performed on the auxiliary index with LR or SR. In this experiment we bulk-load 60% of the dataset (5 607 400 keys) and insert the remaining 40% (3 738 268 keys) one-by-one. Bulk-loading RCAS with 5.6M keys takes 12 s, which means 2.15 $\mu$s per key. Figure 7a shows the average runtime ($\bar{x}$) and the standard deviation ($\sigma$) for the different insertion techniques. We first look at LR and SR.
when they are applied to the main index only. LR is very fast with an average runtime of merely 3 µs per key. This is expected since LR only needs to insert two new nodes into the index. SR on the other hand, takes on average about 5 µs and is thus not significantly slower than LR, on average. The runtime of SR depends greatly on the level in the index where the mismatch occurs. The closer to the root the mismatch occurs, the bigger is the subtree this technique needs to rebuild. Therefore, we expect that even if the average runtime is low, the variance is higher. Indeed, the standard deviation of SR is 41 µs compared to 4 µs for LR. This is confirmed by the histogram in Fig. 7b, where we report the number of insertions that fall into a given runtime range (as a reference point, we report for bulk-loading that all 5.6M keys have a runtime of 2.15 µs per key). While most insertions are quick for all methods, SR has a longer tail and a significantly higher number of slow insertions (note the logarithmic axes). Applying LR and SR to the auxiliary index slightly increases the average runtime since two indexes must be traversed to find the insertion position, but the standard deviation decreases since there are fewer expensive updates to the auxiliary index, see Fig. 7b.

7.2 Query Runtime

We look at the query performance after updating RCAS with our proposed insertion techniques. We simulate that RCAS is created for a large semi-structured dataset that grows over time. For example, the Software Heritage archive [1,4], which preserves publicly-available source code, grows ca. 35% to 40% a year [15]. Therefore, we bulk-load RCAS with the at least 60% of our dataset and insert the remaining keys one by one to simulate a year worth of insertions. We expect SR to lead to better query performance than LR since it preserves the dynamic interleaving, while LR can introduce small irregularities. Further, we expect that enabling the auxiliary index does not significantly change the query runtime since the main and auxiliary indexes, when put together, are of similar size as the (main) RCAS index when no auxiliary index is used.

![Fig. 8. Query performance.](image)

In Fig. 8a we report the average runtime for the six CAS queries from [17]. For example, the first query looks for all files nested arbitrarily deeply
in the /usr/include directory that are at least 5 KB large, expressed as 
(/usr/include//,[5000,∞]). The results are surprising. First, SR in the 
main index leads to the worst query runtime and the remaining three approaches 
lead to faster query runtimes. To see why, let us first look at Fig. 8b that shows 
the number of nodes traversed during query processing (if the auxiliary index is 
enabled, we sum the number of nodes traversed in both indexes). The queries 
perform better when the auxiliary index is enabled because fewer nodes are 
traversed during query processing, which means subtrees were pruned earlier.

Figure 8b does not explain why LR leads to a better query performance than 
SR since with both approaches the queries need to traverse almost the same 
number of nodes. To find the reason for the better query runtime we turn to 
Fig. 8c, which shows that query runtime and the CPU cache misses\footnote{We measure the cache misses with the perf command on Linux, which relies on the Performance Monitoring Unit (PMU) in modern processors to record hardware events like cache accesses and misses in the CPU.} are highly 
correlated. SR leads to the highest number of cache misses due to memory frag-
mentation. When the index is bulk-loaded its nodes are allocated in contiguous 
regions of the main memory. The bulk-loading algorithm builds the tree depth-
first in pre-order and the queries follow the same depth-first approach (see [17]).

As a result, nodes that are traversed frequently together have a high locality of reference and thus range queries typically access memory sequentially, which is faster than accessing memory randomly [14]. Inserting additional keys fragments 
the memory. Strict restructuring (SR) deletes and rebuilds entire subtrees, which 
can leave big empty gaps between contiguous regions of memory and as a result 
experiences more cache misses in the CPU during query processing. LR causes 
fewer cache misses in the CPU than SR because it fragments the memory less. 
This is because LR always inserts two new nodes whereas SR inserts and deletes 
large subtrees, which can leave big gaps in memory.

The query runtime improves for all approaches as we bulk-load a larger frac-
tion of the dataset because the number of cache misses decreases. Consider the 
strict restructuring method in the main index (green curve). By definition, SR 
structures the index exactly as if the index was entirely bulk-loaded. This can also be seen in Fig. 8b where the number of nodes traversed to answer the queries 
is constant. Yet, the query runtime improves as we bulk-load more of the index 
because the number of cache misses is reduced due to less memory fragmentation 
(see explanation above). Therefore, it is best to rebuild the index from scratch after inserting many new keys.

7.3 Merging of Auxiliary and Main Index

We compare two merging techniques: (a) the slow approach that takes all keys 
from both indexes and replaces them with a bulk-loaded index, and (b) the fast 
approach that descends both indexes in parallel and only merges subtrees that 
differ. In the following experiment we bulk-load the main index with a fraction 
of the dataset, insert the remaining keys into the auxiliary index, and merge...
the two indexes with one of the two methods. Figure 9a shows that fast merging outperforms the slow technique by a factor of three. This is because the slow merging needs to fully rebuild a new index from scratch, while the fast merging only merges subtrees that have actually changed. In addition, if fast merging finds a subtree in the auxiliary index that does not exist in the main index, it can efficiently relocate that subtree to the main index.

![Graphs showing merge performance, query performance, and query cache misses.]

Fig. 9. Merging and querying performance.

After merging the auxiliary index into the main index, we look at the query runtime of the main index in Fig. 9b. Slow merging leads to a better query performance than fast merging because slow merging produces a compact representation of the index in memory (see discussion above), while fast merging fragments the memory and leads to cache misses in the CPU (Fig. 9c).

7.4 Summary

Our experiments show that RCAS can be updated efficiently, but to guarantee optimal query performance it is recommended to rebuild the index occasionally. The best way to insert keys into the RCAS index is to use an auxiliary index with lazy restructuring (LR). LR is faster and leads to better query performance than strict restructuring since it causes fewer cache misses in the CPU during query processing. When the auxiliary index becomes too large, it is best to merge it back into the main RCAS index with the slow merging technique, i.e., the main index is bulk-loaded from scratch including all the keys from the auxiliary index.

8 Related Work

Updating RCAS is difficult due to its dynamic interleaving scheme that adapts to the data distribution [17]. Inserting or deleting keys can invalidate the position of the discriminative bytes and change the dynamic interleaving of other keys.

Interleaving bits and bytes is a common technique to build multi-dimensional indexes, e.g., the z-order curve [13] interleaves the dimensions bit-wise. These
schemes are static since they interleave at pre-defined positions (e.g., one byte from one dimension is interleaved with one byte from another dimension). Because the interleaving is static, individual keys can be inserted and deleted without affecting the interleaving of other keys. QUILTS [11] devises static interleaveings that optimize for a given query workload. However, Nishimura et al. [11] do not discuss what happens if the query workload changes and with it the static interleaving scheme, which affects the interleavings of all keys.

Existing trie-based indexes, e.g., PATRICIA [10], burst tries [5], B-tries [3], and ART [7], solve insertion Case 3 by adding a new parent node to distinguish between the node where the mismatch happened and its new sibling node. Lazy restructuring is based on this technique, but we must decide in which dimension the parent node partitions the data since we deal with two-dimensional keys.

Using auxiliary index structures to buffer updates is a common technique [6,12,16]. Log-structured merge trees (LSM-trees [12]) have been developed to ingest data arriving at high speed, see [8] for a recent survey. Instead of updating an index in-place, i.e., overwriting old entries, the updates are done out-of-place, i.e., values are stored in an auxiliary index and later merged back. We redirect Case 3 insertions to a small auxiliary RCAS index that would otherwise require an expensive restructuring of the main RCAS index.

The buffer tree [2] amortizes the cost of updates by buffering all updates at inner nodes and propagating them one level down when the buffers overflow. Instead, we apply the inexpensive Case 1 and 2 insertions immediately on the main RCAS index and redirect Case 3 insertions to the auxiliary RCAS index.

9 Conclusion and Outlook

We looked at the problem of supporting insertions in the RCAS index [17], an in-memory, trie-based index for semi-structured data. We showed that not every insertion requires restructuring the index, but for the cases where the index must be restructured we proposed two insertion techniques. The first method, called strict restructuring, preserves RCAS’s alternating interleaving of the data’s content and structure, while the second method, lazy restructuring, optimizes for insertion speed. In addition, we explore the idea of using an auxiliary index (similar to LSM-trees [8]) for those insertion cases that would require restructuring the original index. Redirecting the tough insertion cases to the auxiliary index leaves the structure of the main index intact. We proposed techniques to merge the auxiliary index back into the main index when the auxiliary index grows too big. Our experiments show that these techniques can efficiently insert new keys into RCAS and preserve its good query performance.

For future work we plan to support deletion. Three deletion cases can occur that mirror the three insertion cases. Like for insertion, the first two cases are simple and can be solved by deleting a reference from a leaf or the leaf itself if it contains no more references. The third case occurs when the dynamic interleaving is invalidated because the positions of the discriminative bytes shift. Deletion algorithms exist that mirror our proposed insertion techniques for the third case.
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Abstract. Multistores are data management systems that enable query processing across different database management systems (DBMSs); besides the distribution of data, complexity factors like schema heterogeneity and data replication must be resolved through integration and data fusion activities. In a recent work [2], we have proposed a multistore solution that relies on a dataspace to provide the user with an integrated view of the available data and enables the formulation and execution of GPSJ (generalized projection, selection and join) queries. In this paper, we propose a technique to optimize the execution of GPSJ queries by finding the most efficient execution plan on the multistore. In particular, we devise three different strategies to carry out joins and data fusion, and we build a cost model to enable the evaluation of different execution plans. Through the experimental evaluation, we are able to profile the suitability of each strategy to different multistore configurations, thus validating our multi-strategy approach and motivating further research on this topic.
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1 Introduction

The decline of the one-size-fits-all paradigm has pushed researchers and practitioners towards the idea of polyglot persistence [19], where a multitude of database management systems (DBMSs) are employed to support data storage and querying. The motivations are manifold, including the exploitation of the strongest features of each system, the off-loading of historical data to cheaper database systems, and the adoption of different storage solutions by different branches of the same company. This trend has also influenced the discipline of data science, as analysts are being steered away from traditional data warehousing and towards a more flexible and lightweight approach to data analysis. Multistore contexts are characterized by 1) the replication of data across different storage systems (i.e., there is no clean horizontal partitioning) with possibly conflicting records (e.g., the same customer with a different country of residence in different databases), and 2) a high level of schema heterogeneity: records of the same real-world entity may be represented with different schema structures, using different naming conventions for the same information and storing different
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information in different databases. The large volume and the frequent evolution of these data hinder the adoption of a traditional integration approach.

In a recent work [2] we have proposed a multistore solution that relies on a dataspace to provide the user with an integrated view of the data. A dataspace is a lightweight integration approach providing basic query expressiveness on a variety of data sources, bypassing the complexity of traditional integration approaches and possibly returning best-effort or approximate answers [9]. The dataspace is built in accordance with a pay-as-you-go philosophy, i.e., by applying simple matching rules to recognize relationships between data structures and by letting the users progressively refine the dataspace as new relationships are discovered [13]. Users exploit the dataspace to formulate GPSJ (generalized projection, selection and join [12]) queries, i.e., the most common class of queries in OLAP applications. Queries are translated into execution plans that consist of many local computations (to be demanded to the single DBMSs) and a global computation (carried out by the middleware layer).

In this paper, we propose a technique to optimize the execution of GPSJ queries by finding the most efficient execution plan on the multistore. The main challenge lies in devising a cross-DBMS execution plan that couples data fusion operations (to reconcile replicated data) with the resolution of schema heterogeneity and efficiently provides a correct result. In particular, the paper provides the following contributions: (1) the extension of the multistore scenario presented in [2] to consider replicated data across different databases; (2) the introduction of three join strategies that define alternative query execution plans by relying on different schema representations; (3) the presentation of a multi-DBMS cost model to compare the complexity of execution plans in terms of disk I/O and choose the most efficient one; (4) the evaluation of the proposed join strategies on a representative example of two real-world entities (i.e., customers and orders) modeled with different schemas in different databases and linked by a many-to-one relationship.

The paper is structured as follows. In Sect. 2 we introduce the background knowledge on our multistore; in Sect. 3 we introduce the join strategies and in Sect. 4 we present the cost model; the evaluation of the join strategies based on the cost model is given in Sect. 5. Section 6 discusses related work, and Sect. 7 draws the conclusions.

2 Multistore Preliminaries

In this section we provide the preliminary concepts to understand the multistore scenario; we refer the reader to [2] for further details. Figure 1 shows a functional overview of our prototypical implementation. The user interacts with the multistore by submitting GPSJ queries to the Query planner through a custom API service; the planner translates these queries into execution plans, which are

Remarkably, many-to-one relationships are at the base of the multidimensional model and GPSJ queries [12], as well as our dataspace-based approach [2].
formulated onto the **Execution framework** (i.e., Apache Spark in our implementation). Execution plans are composed of one or more local plans (to be submitted to the underlying DBMSs) and a global plan, that is run in the execution framework; the results are finally returned to the user. The case study is shown in Fig. 2a: it is a Unibench-based [22] multi-cloud scenario, where two branches of the same company store overlapping records of the same entities (i.e., customers, orders, orderlines, and products) on different DBMSs. The first branch relies on an RDBMS, the other on a document store and a wide-column store.

### 2.1 Basic Concepts

NoSQL DBMSs embrace a **soft-schema** approach that allows collections to contain records with different schemas. In [2] we describe how the multistore is able to manage schema heterogeneity; given that intra-collection schema heterogeneity does not affect execution plan optimization, we assume schema homogeneity among the records of the same collection. Here, we introduce a schema definition that provides a view of the records in first normal form by hiding the denormalization due to the nesting of records and exposing the relationships between schemas at different nesting levels.

**Definition 1 (Schema).** A schema \( S = \{a_1, \ldots, a_{|S|}\} \) is a set of attributes that applies to one or more records in a collection \( C \). The attribute that uniquely
identifies the records with schema $S$ is the key, defined as $\text{key}(S)$. We use $S^\mu$ to denote the list of array attributes in $C$ that must be unnested to unveil the records of $S$ (if any).

For the sake of simplicity, we assume all keys to be simple. Given a record $r$, its schema (denoted with $S_r$) is the set of attributes directly available in $r$ (i.e., those in the top level). If $r$ is contained within the array attribute $a$ of record $r'$, then (i) $S_r$ also includes $\text{key}(S_{r'})$ (this is necessary to maintain the relationship between the schema of a nested record and the one of the parent record), and (ii) $S^\mu_r$ is built by extending $S^\mu_{r'}$ with $a$ as the last attribute to be unnested.

**Example 1.** The JSON document in Fig. 3 is composed of two records, cust (in blue) and ord (in green; this is nested in cust), with the following schemas (keys are underlined): $S_{\text{cust}} = \{\text{cid}, \text{firstName}, \text{address.street}, \text{orders} \}$, with $S^\mu_{\text{cust}} = []$; $S_{\text{ord}} = \{\text{cid}, \text{orders.oid}, \text{orders.date}, \text{orders.price} \}$, with $S^\mu_{\text{ord}} = [\text{orders}]$.

### 2.2 Dataspace Modeling

The dataspace is defined by a set of abstract concepts named **features** and **entities**: the former provides a unique representation of semantically equivalent attributes, while the latter provides a representation of real-world entities. The composition of features and entities fundamentally relies on the recognition of relationships between attributes and schemas, which is done through mappings.

**Definition 2 (Mapping).** A mapping $m$ is a pair $m = (a_i, a_j)$ that expresses a semantic equivalence between two primitive attributes $a_i$ and $a_j$. The existence of a mapping between $a_i$ and $a_j$ is indicated with $a_i \equiv a_j$.

Mappings are specified between attributes of different schemas and they reveal the relationship between such schemas. Consider two schemas $S_i$ and $S_j$. If $\text{key}(S_i) \equiv \text{key}(S_j)$, then we can infer a one-to-one relationship, represented as $S_i \leftrightarrow S_j$. If $a_k \equiv \text{key}(S_j) : a_k \in \{S_i \setminus \text{key}(S_i)\}$, then we can infer a many-to-one relationship from $S_i$ to $S_j$, represented as $S_i \xrightarrow{a_k} S_j$. If $a_k \equiv a_l : a_k \in \{S_i \setminus \text{key}(S_i)\}, a_l \in \{S_j \setminus \text{key}(S_j)\}$, no direct relationship exists between the two schemas; many-to-many relationships are not considered.

**Example 2.** Consider the following two schemas, $S_1 = \{\text{cid}, \text{firstName} \}$ modeling records of customers, and $S_2 = \{\text{oid}, \text{orderDate, custId, custName} \}$ modeling records of orders. Two mappings can be defined on such schemas, i.e.,
m_1 = (\text{cid}, \text{custId}), \text{ and } m_2 = (\text{firstName}, \text{custName}). Since key(S_1) is mapped to a non-key attribute of S_2, we can infer a many-to-one relationship between the two schemas. Mapping m_2 does not reveal any direct relationship, but it shows that S_2 is denormalized as it models customer information at the order level.

Mappings recognize that there is a semantic equivalence between two attributes in different schemas, thus we need to address all of them through a unique reference. This is the purpose of features.

**Definition 3 (Feature).** A feature represents either a single attribute or a group of attributes mapped to each other. We define a feature as $f = (a, M, \text{merge})$, where $a$ is the representative attribute of the feature; $M$ is the set of mappings that link all the feature’s attributes to the representative $a$; $\text{merge}: (v_i, v_j) \rightarrow v_k$ is an associative and commutative function that resolves the possible conflicts between the values of any two attributes $(a_i, a_j)$ belonging to $f$ and returns a single value $v_k$.

Let $\text{attr}(f)$ be the set of attributes represented by $f$ (i.e., the representative attribute plus those derived from the mappings). Given a record $r$, the conflict resolution function $\text{merge}$ can be applied to $r[a_i]$ and $r[a_j]$ if $\{a_i, a_j\} \subseteq \text{attr}(f)$; we refer the reader to [4] for an indication about different methods to define conflict resolution functions. Also, we remark that an attribute is always represented by one and only one feature; thus, for any two features $f_i$ and $f_j$, it is $\text{attr}(f_i) \cap \text{attr}(f_j) = \emptyset$. We use $\text{rep}(f)$ to refer to the representative attribute of $f$, and $\text{rep}(a)$ as short for $\text{rep}(\text{feat}(a))$. As features are used to represent semantically equivalent attributes, we introduce the concept of entity to represent real-world entities (e.g. customers, orders).

**Definition 4 (Entity).** An entity $E$ is a representation of a real-world entity. It is identified by a feature that acts as a key in at least one schema; we refer to such feature as key$(E)$. Also, we use $\text{feat}(E)$ to refer to the set features whose attributes describe a property of $E$.

For simplicity, we assume that all instances of the same entity are represented by same key feature. In particular, entities are obtained by detecting the features that act as a key in at least one schema. We can infer a many-to-one relationship from $E_i$ to $E_j$ based on a feature $f$ if $\text{key}(E_j) = f$ and $f \in \text{feat}(E_i), f \neq \text{key}(E_i)$; we represent this as $E_i \xrightarrow{f} E_j$. Ultimately, the dataspace simply consists of the obtained entities and features. The dataspace corresponding to our case study is shown in Fig. 2b.

The dataspace is built semi-automatically in accordance with a pay-as-you-go philosophy: schemas are automatically extracted, while mappings are inferred by applying simple matching rules. Mappings are then used to recognize relationships between the schemas and to infer features and entities. At any time, the users may refine the dataspace as new relationships are discovered. Ultimately, the dataspace is exploited to formulate GPSJ queries, i.e., the most common class of queries in OLAP applications; a typical OLAP query consists of a group-by
set (i.e., the features used to carry out an aggregation), one or more numerical features to be aggregated by some function (e.g., sum, average), and (possibly) some selection predicates. We refer the reader to [2] for details on the process to obtain the dataspace and to translate a query formulated on the dataspace into an execution plan.

### 2.3 Data Fusion Operations

Given the expressiveness of GPSJ queries, the execution plan of a query is formulated in the Nested Relational Algebra (NRA). Here, we slightly extend NRA to handle some operations required by our multistore scenario.

The most important addition to NRA is the extension of the join operator’s semantics to handle data fusion. We do this by introducing an operator called \( merge (\sqcup) \), i.e., an adaptation to our scenario of the full outer join-merge operator introduced in [18] to address the extensional and intensional overlap between schemas. In particular, the records belonging to the same entity (e.g., customers) can be partially overlapped, both in terms of instances (e.g., the same customer can be repeated across different schemas) and in terms of schemas (e.g., the name of the customer can be an attribute of two different schemas). We aim to keep as much information as possible when joining the records of two schemas, both from the extensional and the intensional points of view. The merge operator (\( \sqcup \)) answers this need by (i) avoiding any loss of records, (ii) resolving mappings by providing output in terms of features instead of attributes, and (iii) resolving conflicts whenever necessary. We define the merge operator as follows.

**Definition 5 (Merge operation).** Let \( R_i \) and \( R_j \) be the recordsets of two schemas \( S_i \) and \( S_j \), and consider \( (a_k, a_l) \in (S_i, S_j) \) such that \( a_k \equiv a_l \), i.e., \( \exists f : \{a_k, a_l\} \subseteq attr(f) \). The merge of the two recordsets \( R_i \sqcup f R_j \) produces a recordset \( R_{ij} \) with schema \( S_{ij} = S_i^* \cup S_j^* \cup S_{ij}^0 \) such that:

\[
\begin{align*}
S_i^* &= \{a \in S_i : \exists \ a' \in S_j \ s.t. \ a \equiv a' \} \\
S_j^* &= \{a' \in S_j : \exists \ a \in S_i \ s.t. \ a \equiv a' \} \\
S_{ij}^0 &= \{\text{rep}(a) : a \in S_i, \exists a' \in S_j \ s.t. \ a \equiv a' \}
\end{align*}
\]

\( R_{ij} \) results in a full-outer join between \( R_i \) and \( R_j \) where the values of attributes linked by a mapping are merged through function \( \land \). In particular, given a record \( r \in R_{ij} \) obtained by joining \( s \in R_i \) and \( t \in R_j \) (i.e., \( s[a_i] = t[a_j] \)), it is \( r[\text{rep}(a)] = \land(s[a], t[a']) \land (a, a') s.t. a \in S_i, a' \in S_j, a \equiv a' \).

**Example 3.** Let \( R_1 \sqcup f_{id} R_2 \), \( s \in R_1 \) and \( t \in R_2 \) two records with schema \( S_1 \) and \( S_2 \) respectively. \( S_1 = \{a_1, a_3\} \), \( S_2 = \{a_2, a_4\} \), \( f_{id} = \{a_1, a_2\} \), \( f_{name} = \{a_3, a_4\} \). Let \( s[a_1] = t[a_2] \), \( s[a_3] = \text{"Smith"} \) and \( t[a_4] = \text{"Smiht"} \). The merge of \( s \) and \( t \) produces a record \( r \) where \( r[a_3] = \land(s[a_3], t[a_4]) \) and \( \land \) is the a conflict resolution function that decides between “Smith” and “Smiht”.

The merge operation is defined between recordsets, thus it is also applicable between the records of two arrays within the same collection. Consider a collection of customers with schema \( S = \{\text{cid}, o1, o2\} \), where \( o1 \) and \( o2 \) are arrays of
orders. The merge operation is applicable between \( o_1 \) and \( o_2 \) to merge the records of orders. In the context of our multistore, this operation is always carried out in combination with the unnest of the merged array. Therefore, we introduce the simultaneous unnest operator \( \Pi \) to carry out both operations, i.e., merging two (or more) array attributes and unnesting the result.

**Definition 6 (Simultaneous unnest operation).** Let \( R_1 \) be a recordset with schema \( S_1 = \{ a_k, a_l, a_m \} \) where \( a_k \) is a primitive attribute, \( a_l \) and \( a_m \) are array attributes; also, let \( R_2 \) be the recordset in \( a_l \) with schema \( S_2 \), \( R_3 \) the recordset in \( a_m \) with schema \( S_3 \), \( key(S_2) = key(S_3) = f \). The simultaneous unnest of \( a_l \) and \( a_m \), declared as \( \Pi_{[a_l, a_m]}(R_1) \), is translated to \( \mu_{a_n}(R_1) \) where \( a_n \) is the result of \( R_2 \sqcup_f R_3 \).

### 3 Query Plans and Optimization

In the multistore, the same real-world domain can be modeled in different ways in different DBMSs. The relational model favors normalized schemas (NoS), whereas non-relational models encourage different forms of denormalization, mainly nested schemas (NeS) and flat schemas (FlS). Figure 4 shows an example of these schema representations considering the relationship between customers and orders from our case study.

To define an efficient query plan we must consider that (1) a common schema representation must be chosen to join data, and (2) the query can either optimize data fusion activities or the push-down of operations to the local DBMSs, but not both of them. Indeed, data fusion is favored by normalizing all data (i.e., by choosing NoS as the common representation), whereas pushing operations down to the local DBMSs entails the transformation of data into NeS or FlS (as data in NeS/FlS represent the result of a nest/join operation between data in NoS). Therefore, the choice between the two optimizations is related to the choice of the common representation, each of which produces a different execution plan. The efficiency of the latter ultimately depends on the operations required by the query and on the original schema representation of the data. For this reason, the
Table 1. Schema alignment operations.

| From schema | To schema | Operations |
|-------------|-----------|------------|
| NoS \((C^{NX}, C^{NY})\) | FLS \((C^{FI})\) | \((C^{NX}) \bowtie (C^{NY})\) |
| NeS \((C^{N\epsilon})\) | FLS \((C^{FI})\) | \(\mu(C^{N\epsilon})\) |
| NeS \((C^{N\epsilon})\) | NoS \((C^{NX})\) | \(\pi(C^{N\epsilon})\) |
| NeS \((C^{N\epsilon})\) | NoS \((C^{NY})\) | \(\mu(\pi(C^{FI}))\) |
| FLS \((C^{FI})\) | NoS \((C^{NX})\) | \(\gamma(\pi(C^{FI}))\) |
| FLS \((C^{FI})\) | NoS \((C^{NY})\) | \(\pi(C^{FI})\) |
| NeS \((C^{N\epsilon})\) | NeS \((C^{N\epsilon})\) | \(v(C^{FI})\) |

Fig. 5. Execution plan skeleton for each join strategy

query planner produces all three execution plans (one for each common schema representation that may be chosen) and later evaluates the most efficient one through the proposed cost model. Execution plans are composed of two steps.

1. A schema alignment step, where the data in each DBMS is transformed on-the-fly into the chosen reference schema representation.
2. A joining step to carry out the integration and merging of the data, including the data fusion and conflict resolution operations where necessary.

Table 1 shows the NRA operations required to compute a transformation from one schema representation to another (limited to two entities). These operations can be pushed down to the DBMSs if the latter support the former. Then, the strategy to join the aligned data depends on the common schema representation that is chosen. Figure 5 describes the skeleton of the execution plans for each strategy, considering two entities being stored on two DBMSs. Each plan may present some variations depending on the actual need for data fusion between the two entities. In particular, we outline three overlap scenarios: full (records of both \(E_Y\) and \(E_X\) may be replicated in different databases), partial (only records of \(E_Y\) may be replicated in different databases), or absent.

Variations in the execution plans are represented by (i) alternative operations: \(\cup\) / \(\sqcup\) is used to indicate that simple union \(\cup\) is adopted when data fusion is not needed, merge \(\sqcup\) otherwise (the same applies to \(\cup/\sqcup\)); (ii) additional oper-
tations: the dotted edges represent paths to optional operations that are carried out only when data fusion is needed. For each join strategy, we first discuss the execution plan in the full overlap scenario and then discuss the variations for the other scenarios.

**Normalized Join (NoJ) Strategy.** NoJ starts by separately merging the records belonging to the same entity (i.e., $C^{NX}_1$ with $C^{NX}_2$, and $C^{NY}_1$ with $C^{NY}_2$) and then joins the obtained results. This strategy follows the footsteps of a traditional integration approach, except that data fusion is carried out at query time. In partial (and no) overlap scenarios, the execution plan is modified by replacing the first merge operation on $E_Y$ (and $E_X$) with a simple union.

**Nested Join (NeJ) Strategy.** The two nested collections can be joined directly by following a top-down approach. NeJ starts by merging the collections on the key of $E_Y$ (thus applying data fusion to the upper level of the nested collection); this results in a new collection where the reconciled records of $E_Y$ contain two arrays, each storing $E_X$’s records for the original collections. The subsequent step is to simultaneously unnest these arrays (see Definition 6), in order and apply data fusion to the lower level as well. In the partial overlap scenario, the final simultaneously unnest is replaced by a simple array union. Additionally, in no overlap scenario, the initial merge is also replaced by a simple union.

**Flat Join (FlJ) Strategy.** Differently from previous strategies, the variations in presence or absence of data fusion need are more significant. In full overlap scenario, the execution plan requires to (i) separately aggregate both collections to extract a normalized view over $E_Y$; (ii) merge the obtained view to apply data fusion; (iii) join the reconciled records of $E_Y$ with the reconciled records of $E_X$. The partial overlap scenario differs in the fact that records of $E_X$ must not be reconciled, thus the first merge operation (i.e., the one between $C^{Fl}_1$ and $C^{Fl}_2$) is replaced by a union. In no overlap scenario, all the optional operations in the execution plan (i.e., those necessary to reconcile $E_Y$’s records) are not necessary, and it suffices to union $C^{Fl}_1$ with $C^{Fl}_2$.

Remarkably, the efficiency of each strategy depends on the multistore configuration and the selected query. If the query involves data in a single schema representation, the respective join strategy is most likely to be the cheapest, as schema alignment is not necessary. Also, pushing operations (e.g., nest and join) down to the underlying DBMSs favors the usage of statistics and optimization that may not be available at the middleware level; however, by postponing the data fusion operations, the complexity of the execution plan increases (especially for FlJ, as seen above).

## 4 Cost Model

The identification of the most convenient join strategy to execute a query is demanded to a novel cost model that estimates the cost of our cross-DBMS GPSJ queries. In particular, it estimates the cost of every NRA operation (including the newly defined ones) by measuring the amount of data read and written to
Table 2. Cost model parameters and basic functions

| Parameter/function | Description |
|--------------------|-------------|
| $NR(C)$           | Number of records in $C$ |
| $NNR(C)$          | If $C$ is nested, number of nested records |
| $Len(C)$          | Average byte length of a record in $C$ |
| $DPS$              | Size of a disk page |
| $PT(C)$           | Number of partitions into which records in $C$ are organized |
| $NB$               | Number of memory buffers |
| $NP(C)$           | Number of disk pages occupied by $C$: $\lceil \frac{NR(C) \cdot Len(C)}{DPS} \rceil$ |
| $Part(C, nPart)$ | Number of disk pages occupied by one of $nPart$ partitions of $C$ |

Table 3. Cost model for NRA operations and additional supporting operations

| Operation | Description | Estimated cost | Sup. |
|-----------|-------------|----------------|------|
| $CA(C)$   | Collection access | $NP(C)$ | RMCS |
| $\pi(C)$  | Projection   | $NP(C)$ | RMCS |
| $\gamma(C)$ | Aggregation | $Sort(C) + NP(C)$ | RM*S |
| $\nu(C)$  | Nest         | $Sort(C) + NP(C)$ | RM-S |
| $\mu(C)$  | Unnest       | $NP(C)$ | RM-S |
| $\overline{\mu}(C)$ | Simult. unnest | $NR(C) \cdot SM(Part(C, \lceil \frac{NNR(C)}{NR(C)} \rceil))$ | ---S |
| $\bigcap(C)$ | Array union  | $NP(C)$ | RM-S |
| $(C_1) \bowtie (C_2)$ | Join    | $min(NLJ(C, C'), SMJ(C, C'), HJ(C, C'))$ | RM-S |
| $(C_1) \sqcup (C_2)$ | Merge | $min(NLJ(C, C'), SMJ(C, C'), HJ(C, C'))$ | RM-S |
| $(C_1) \cup (C_2)$ | Union  | $NP(C) + NP(C')$ | RM-S |
| Shf($C$)  | Data shuffle | $3 \cdot NP(C)$ | --M-S |
| SM($C$)   | Sort-merge  | $2 \cdot NP(\lceil \log_{NB-1} NP \rceil + 1)$ | RM-S |
| Sort($C$) | Data sort (central.) | $SM(C)$ | RM-- |
|            | Data sort (distrib.) | $Shf(R) + PT(C) \cdot SM(Part(C, PT(C)))$ | ---S |
| $HJ(C, C')$ | Hybrid hash join | $3 \cdot (NP(C) + NP(C'))$ | R--- |
| $NLJ(C, C')$ | Nested loops join | $NP(C) + NR(C) \cdot NP(C')$ | R--- |
| $SHJ(C, C')$ | Sort-merge join | $Sort(C) + Sort(C') + NP(C) + NP(C')$ | R--S |

disk (which is the slowest resource and is usually the bottleneck in typical GPSJ queries, even in a distributed framework like Apache Spark [20]). Building a custom cost model is necessary due to the variety of technologies in the multistore: although each execution engine adopts cost-based statistics to estimate query execution times, they are not directly comparable (e.g., MongoDB estimates execution times in milliseconds, while PostgreSQL uses arbitrary time units).

The cost model is focused on the technologies that we adopt in our implementation (see Sect. 2), i.e., RDBMSs in general, MongoDB, Apache Cassandra, and Apache Spark (which is used at the middleware level). To obtain the formulas we relied on existing literature on this subject (e.g., [7,17]) and on the tools’ documentation. Table 2 shows the parameters required by the cost model, while Table 3 shows the core part, including the estimated cost for each NRA operation; the lower part of the latter introduces other supporting operations.
that are directly or indirectly used in the cost estimate for NRA operations. Table 3 also shows the support of each operation on the adopted technologies, i.e., RDBMSs (R), MongoDB (M), Apache Cassandra (C), and Apache Spark (S); symbol – indicates that the operation is not supported, while symbol * indicates that the operation is partially supported. Table 3 voluntarily omits for space reasons the formulas to estimate the number of records NR of the collection returned by each operation.

Given a query q submitted by the user, the query planner determines an execution plan for each join strategy defined in Sect. 3. Let $P$ be the query plan for q, which can be decomposed into $P_R$, $P_M$, $P_C$ (i.e., the portions of $P$ to be executed on local DBMSs), and $P_S$ (i.e., the portion to be executed on the middleware). The rationale of the decomposition is to push down to the local DBMSs as much computation as possible. Given the complexity of a multistore configuration comprising several technologies and concurrent computations in a distributed environment, we make a number of assumptions to simplify the calculation of $Cost(P)$. In particular, we assume that (i) global computations on the middleware begin after each local computation have been carried out, (ii) each DBMS runs in a non-distributed way on a separate machine, (iii) Apache Spark runs on a certain number of machines $n_S$, and (iv) data is uniformly distributed across Spark’s machines. Then, we calculate $Cost(P) = Cost(P_S)/n_S + \max_{i \in \{R,M,C\}} Cost(P_i)$.

5 Evaluation

The three join strategies are evaluated on a wide range of multistore configurations modeling the representative domain $E_X \rightarrow E_Y$ (where $E_Y$ and $E_X$ represent customers and orders, respectively) by running GPSJ queries that are devised in accordance with a reference model comprising two group-by features, one measure, and no selection predicates (e.g., the average price by product name and customer gender). The configurations vary on the following parameters.

- The number of records for each entity: either $10^2$ or $10^5$ for $E_Y$, either $NR_Y \cdot 10$ or $NR_Y \cdot 100$ for $E_X$.
- The ordering of records in each database: either ordered on key(Y) (i.e., the customer key, which facilitates join and aggregation operations) or not.
- The overlap scenario (see Sect. 3): either absent, partial, or full; to estimate the cardinality we consider an overlap rate of 5% (i.e., 5% of customers on one collection overlap with the customers on the other).

The combination of these parameters determines 3072 physical configurations, which are hard to deploy and evaluate empirically. Thus, the join strategies are evaluated over all configurations by means of our cost model, while the accuracy of the latter is measured by deploying 6 representative configurations.

\[2\] Although the level of parallelism in Spark is given in terms of CPU cores, we consider the number of machines because the cost model is focused on disk IO rather than on CPU computation.
Fig. 6. Estimated cost of schema alignment on different execution engines with collections ordered (a) or not ordered (b) on the join attribute; estimated cost of join strategies (c); number of experiments won by each join strategy (d).

(i.e., all overlap scenarios, either with a low or high gap between the number of records of the two entities) consistently with the cost model assumptions (i.e., centralized DBMSs on separate machines, and Spark running on 4 machines). The results show that, in 83% of the experiments, the cost model identifies the strategy corresponding to the plan with the lowest execution time. With respect to having an oracle that always finds the best execution plan, the choices of our cost model cause an average overhead of 10%; conversely, always adopting a single join strategy returns an average overhead between 77% and 127%.

**Single Step Evaluation.** The first question we aim to answer is “Given a certain execution engine and a certain schema representation for the collections of $E_Y$ and $E_X$, what is the cost of aligning both collections to a certain schema representation?” From the results (shown in Figs. 6a and 6b) we learn that NeS is generally the cheapest schema representation to move away from (as projections and unnest operation are the most simple ones) and the most expensive to align to (as nest requires an expensive aggregation operation); conversely, FlS is the most expensive to move away from, as it requires to carry out aggregations. We remark that MongoDB suffers in those transformations that require collections to be joined, due to its limited join capabilities; also, some costs are not estimated for Cassandra due to the lack of support to several operations.

The join strategies define operations that must be carried out in the middleware to consolidate the data obtained from the local DBMSs; therefore we evaluate the costs only with reference to Apache Spark. The results are shown in Fig. 6c. We observe that the cost for NoJ is quite stable over the different overlap scenarios, whereas the cost of NeJ and FlJ is more affected by the latter. As expected, FlJ is the one suffering the most the need to carry out data fusion. An interesting duality emerges by comparing these results with the above ones on
schema alignment: NeS appears as the most expensive one to transform into and often the cheapest one to carry out the join, whereas FlS is exactly the opposite. These considerations confirm that the identification of the best execution plan will be significantly influenced by the characteristics of the dataset (in terms of the adopted schema representations, cardinality, and overlap scenarios).

**Full Execution Plan Evaluation.** Figure 6d shows, for each overlap scenario, the strategy that returns the minimum cost. The results indicate a clear distinction between the scenario with no overlap and the others. In the first case, FlJ emerges as a clear winner (except for a few cases where the estimated cost is the same for NeJ), indicating that DBMS locality can be fully exploited when there is no need to carry data fusion activities. In the other cases, NeJ and NoJ share an almost equal amount of wins, with NeJ slightly favoring the case of partial overlap (consistently with previous single-step results) and NoJ favoring the case where data fusion is needed for both entities (confirming the discussion made in Sect. 3). The main variable that pushes towards one of the two strategies in these configurations is the number of records in NeS and NoS: the higher the imbalance of data towards a certain schema representation, the lower the cost of the respective join strategy. Ultimately, these results validate the proposal of multiple join strategies (as neither of them is optimal under every circumstance) and motivate further research in this direction.

6 Related Work

The variety in terms of data models responds to different requirements of modern data-intensive applications, but providing transparent querying mechanisms to query large-scale collections on heterogeneous data stores is an active research area [21]. While many proposals answer the need for supporting multiple data models, there is a lack of solutions to address both schema heterogeneity and data fusion in polyglot systems. Remarkably, neglecting these issues may lead to incomplete and/or incorrect results.

A naive approach to solve the problem of querying several data models is to transform all datasets into a reference data model—usually the relational one [8]. This kind of solution leads to the loss of the schemaless flexibility and requires continuous maintenance to support schema evolution. A different approach is proposed by multimodel systems, which directly support several data models within the same platform (e.g., OrientDB, ArangoDB). Inter-data model querying is enabled by a custom query language to support nested structures and graph queries. An example is [3], which discusses a data warehousing approach relying on a multimodel system. Differently from our approach, these systems do not directly support the resolution of schema heterogeneity and data fusion—thus requiring manual activities (or additional tools) to clean either the original data or the query results.

In recent years, multistores and polystores have emerged to provide integrated access and querying to several heterogeneous stores through a mediator layer (middleware) [21]. The difference between multistores and polystores lies in
whether they offer a single or multiple querying interfaces, respectively. Among the most notable are BIGDAWG [10], TATOOINE [6], and CloudMDsQL [14]. These systems vary in the functionalities they support (e.g., the available data models and storage systems, the support to the ingestion process, the expressiveness of the querying language, the possibility to move data from one DBMS to another). However, none of them supports data fusion.

Effectively supporting querying on a heterogeneous system with overlapping records requires the adoption of data fusion techniques [5]. The literature on this subject is very wide, thus we refer the reader to a recent survey [16]. Remarkably, related work in this area does not apply directly to a polyglot system. To the best of our knowledge, the only proposal that considers a scenario requiring data fusion in a polyglot system is QUEPA [15], where the authors present a polystore-based approach to support query augmentation. The approach is meant to complement other polystores that actually support cross-DBMS querying, and record linkage techniques are only used to find related instances in different DBMSs, but not to solve conflicts. Another work that proposes on-the-fly integration and schema heterogeneity resolution in an analytical context is [11]; however, the proposed approach is limited to document-oriented databases and does not consider data fusion.

7 Conclusions

In this work, we have extended our multistore approach [2] with a cost-based optimization of execution plans by devising and evaluating three join strategies in presence of data replication. The results demonstrate that, depending on the configuration of the multistore and the distribution of the data, different join strategies may emerge as the most convenient to follow to structure the query execution plan. This validates the multi-strategy approach and motivates further research in this direction. In future work, the first step will be to apply the join strategies on a wider domain including multiple entities. This step alone opens to several challenges, as the variety of schema representations will considerably increase and may impact significantly on the choice of the best strategy. The cost model can be also improved from many perspectives, by (i) considering the impact of distributed database implementations (other than the middleware execution engine), (ii) adopting finer modeling of concurrent computations, and (iii) integrating the cost model with the existing one for GPSJ queries on Apache Spark [1]. We plan to further evaluate the join strategies over a broader selection of queries, including selection predicates with varying selectivity, which will require additional statistics to be collected from the different DBMSs. Ultimately, we will consider the addition of partial aggregation push-down to the local databases to increase the efficiency of our multistore system.
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Abstract. We consider microcontroller-programming with a declarative language based on the logic-programming language Datalog. Our prototype implementation translates a Datalog dialect to C-code for the Arduino IDE. In order to prove the correctness, one must ensure that the very limited memory of the microcontroller is sufficient for the derived facts. In this paper, we propose a class of constraints called “generalized exclusion constraints” that can be used for this task. Moreover, they are needed to exclude conflicting commands to the hardware, e.g., different output values on a pin in the same state. This class of constraints also generalizes keys and functional dependencies, therefore our results also help to prove such constraints for derived predicates.

1 Introduction

A microcontroller is a small computer on a single chip. For instance, the Atmel ATmega328P contains an 8-bit CPU, 32 KByte Flash Memory for the program, 2 KByte static RAM, 1 KByte EEPROM for persistent data, 23 general purpose I/O pins, timers, analog/digital-converters, pulse-width modulators, and support for serial interfaces. It costs less than 2 dollars and consumes little energy. Microcontrollers are used in many electronic devices.

For hobbyists, schools, and the simple development of prototypes, the Arduino platform is quite often used. It basically consists of a few variants of boards with the microcontroller, fitting hardware extension boards (“shields”), and an IDE with a programming language based on C.

The software for microcontrollers is often developed in Assembler or C. Declarative programming is an interesting option even for such small devices for the following reasons:

- Declarative programs are usually shorter than an equivalent program in a procedural language. This enhances the productivity of the programmers.
- There can be no problems with uninitialized variables or dangling pointers.
- The language is relatively simple, therefore it can be used also by non-experts (e.g., Arduino boards are a nice device to be used in school).
- The language has a mathematically precise semantics based on logic, which makes programs easier to verify.
The simple semantics also permits powerful optimization, e.g. in [14], we translate a subclass of programs to a finite automaton extended with a fixed set of variables (i.e. we use “parameterized states”).

Many programs become easier to understand and more flexible by a data-driven architecture. E.g., the configuration data for a home-automation system used as an example in [14] is basically a small database.

In [13, 14], we proposed a language “Microlog” for programming Microcontrollers like on the Arduino. The language is based on Datalog (simple logical rules). More specifically, we were inspired by the language Dedalus [1]. One reason for the current revival of Datalog is that it is used also for applications that are not typical database applications, such as static analysis of program code [9], cloud computing [10], and semantic web applications [3, 5].

While classic Datalog is not turing-complete, we use it on an infinite sequence of states (similar to the language Dedalus [1]). If one ignores technical restrictions such as the restricted memory and the limited range of the clock, it would be possible to simulate a turing machine. Therefore, using Datalog to specify the input-output-behaviour of a microcontroller is not restricted to toy applications.

We have a prototype implementation that compiles our Datalog-based language “Microlog” into C code for the Arduino IDE. In order to be sure that the program will never stop working, one has to prove that the memory is sufficient for storing all derived facts for the current and the next state. While restricted memory is in principle a problem for many programs, the danger of insufficient memory is quite real on this small hardware. The solution in our paper [14] is fully automatic, but works only for a restricted set of programs. In this paper, we follow a different path based on integrity constraints. They have to be specified manually, but if the set is sufficiently complete, the method presented here can prove that the constraints hold in all states.

We call the class of constraints studied in this paper “generalized exclusion constraints” (GECs). Each instance expresses that two facts cannot occur together in a model. This includes key constraints: There, different facts with the same key value cannot both be true in the same state. Whereas keys are local to one relation, GECs can be specified also for facts from different relations. Exclusion constraints appear already in [4, 8, 11]. They require that projections of two relations are disjoint: $\pi_{A_{i_1}, \ldots, A_{i_m}}(R) \cap \pi_{B_{j_1}, \ldots, B_{j_m}}(S) = \emptyset$. Of course, such constraints are a special case of the constraints studied here. Exclusion constraints in PostgreSQL are keys with a user-defined comparison operator. Furthermore, GECs are similar to “negative constraints” in [3, 5], but GECs include keys/FDs.

Constraints can be used in every different ways. For instance, [8] modifies specifications of operations in state oriented systems such that they cannot violate constraints (invariants). This is a kind of active integrity enforcement. In [5] constraints are used to ignore inconsistent data (violating the constraints) during query answering. There is a large body of work to compute implied updates in order to specialize integrity constraint checking for a given update, see, e.g., [2]. In our case, we try to prove that no state reachable by executing the Datalog program can violate the constraints. This is a program verification task.
In Sect. 2, we define a rule-based language for programming microcontrollers and its translation into pure Datalog. In Sect. 3, we define the type of constraints that is investigated in this paper, and show how they can be used for the task at hand. In Sect. 4, we give the tools to prove that the constraints are indeed satisfied for a given program. While we focus in this paper on microcontroller programming, the technique is applicable to any Datalog program. Therefore, it is an interesting alternative to our previous work on computing functional dependencies for derived predicates [6].

2 A Datalog-Variant for Microcontroller Systems

2.1 Standard Datalog

Let us first quickly repeat the definition of standard Datalog. The Datalog dialect for Arduino microcontroller systems will be translated to a standard Datalog program in order to define its semantics. Also the generalized exclusion constraints will be defined for standard Datalog, which makes them applicable for all applications of Datalog, not only in microcontroller programming.

A Datalog program is a finite set of rules of the form $A \leftarrow B_1 \land \cdots \land B_n$, where the head literal $A$ and the body literals $B_i$ are atomic formulas $p(t_1, \ldots, t_m)$ with a predicate $p$ and terms $t_1, \ldots, t_m$. Terms are constants or variables. Rules must be range-restricted, i.e. all variables appearing in the head $A$ must also appear in at least one body literal $B_i$. This ensures that all variables are bound to a value when the rule is applied. The requirement will be slightly modified for rules with built-in predicates, see below. A fact is a rule with an empty body, i.e. it has the form $p(c_1, \ldots, c_m)$ with constants $c_i$.

In order to work with time, we need some built-in predicates for integers. Whereas normal predicates are defined by rules (or facts) as above, built-in predicates have a fixed semantics that is built into the system. They can only appear in rule bodies and have additional requirements for the range-restriction so that the rule body is evaluable at least in the sequence from left to right.

- $\text{succ}(T, S)$: This returns the next point in time (state) $S$ for a given state $T$. Therefore, the variable $T$ must appear in a literal to the left of this literal in the rule body so that it is bound when this literal is executed. We use $\mathbb{N}_0$ as logical time, and $\text{succ}(T, S)$ is true iff $S = T + 1 \land T \geq 0$.
- $t_1 < t_2$, and the same with the other comparison operators $=, \neq, \leq, >, \geq$. If the terms $t_1$ or $t_2$ are variables, the variable must appear already in a body literal to the left (and therefore be bound to a value).
- $t_1 + t_2 < t_3$ which ensures that $t_3$ is more than $t_2$ time units (milliseconds) after $t_1$. Again variables must be bound to the left. The delay $t_2$ must be $\geq 0$.
- $t_1 + t_2 \geq t_3$ ($t_3$ is not more than $t_2$ milliseconds after $t_1$, possibly before $t_1$).

2.2 Datalog with States

The program on a microcontroller must act in time. It basically runs forever (until the power is switched off), but the time-dependent inputs lead to some
state change, and outputs depend on the state and also change over time. We do not assume knowledge about the outside world, but it is of course possible that the outputs influence future inputs. So it is quite clear that a programming language for microcontrollers must be able to define a sequence of states.

We borrow from Dedalus [1] the idea to add a time (or state) argument to every predicate. Note that this is logical time, the numbers have no specific meaning except being a linear order.

Every predicate that looks like having \( n \) arguments really has \( n + 1 \) arguments with an additional “zeroth” time argument in front. For a literal \( A \) of the form \( p(t_1, \ldots, t_n) \) let \( \hat{A} \) be \( p(T, t_1, \ldots, t_n) \) with a fixed special variable \( T \) that cannot be used directly in the program. For a normal rule \( A \leftarrow B_1 \land \cdots \land B_m \), all time arguments are this same variable \( T \), i.e. the rule describes a deduction within a state. Thus, the rule is an abbreviation for the standard Datalog rule \( \hat{A} \leftarrow \hat{B}_1 \land \cdots \land \hat{B}_m \).

In order to define the next state, we also permit rules with the special mark “@next” in the head literal:

\[
p(t_1, \ldots, t_n)@\text{next} \leftarrow B_1 \land \cdots \land B_m.
\]

This rule is internally replaced by:

\[
p(S, t_1, \ldots, t_n) \leftarrow \hat{B}_1 \land \cdots \land \hat{B}_m \land \text{succ}(T, S).
\]

Note that @next can only be applied in the head, i.e. we can transfer information only forward in time. All conditions can only refer to the current point in time.

Facts can be marked with @start, in which case the constant 1 is inserted for the time argument, i.e. \( p(c_1, \ldots, c_n)@\text{start} \) is replaced by \( p(1, c_1, \ldots, c_n) \). Since sometimes setup settings must be done before the main program can start, we also permit @init which uses the time constant 0. This pre-state is also necessary because the results of calls are only available in the next state. For instance, we will need the real-time as returned by \texttt{millis()} in every state. However, to be available in the start state 1, the function must be called in state 0.

Facts without this mark hold in all states (they are time-independent). However, since all predicates have a time argument, and we want rules to be range-restricted, we define a predicate \texttt{always} as

\[
\begin{align*}
\text{always}@\text{init}. & \quad \% \text{ always}(0). \\
\text{always}@\text{next} & \leftarrow \text{always}. \quad \% \text{ always}(S) \leftarrow \text{always}(T) \land \text{succ}(T, S).
\end{align*}
\]

A fact \( p(c_1, \ldots, c_m) \) is replaced by \( p(T, c_1, \ldots, c_n) \leftarrow \text{always}(T) \). (A possible optimization would be to compute time-independent predicates and remove the time argument from them.)

The minimal model of such a program is usually infinite (at least with \texttt{always} or similar predicates), therefore the iteration of the \( T_P \)-operator to compute derived facts does not stop. However, this is no real problem, since we actually compute derived facts state by state. We forbid direct access to the \texttt{succ}-relation and to the special variables \( T \) and \( S \). Therefore, within a state, only finitely many
facts are derivable. After we reached a fixpoint, we apply the rules with @next in
the head to compute facts for the next state. When that is done, we can forget
the facts in the old state, and switch to the new state. Within that state, we can
again apply the normal rules to compute all facts true in that state.

2.3 Interface Predicates

A Datalog program for a Microcontroller must interface with the libraries for
querying input devices and performing actions on output devices. A few examples
of interface functions (from the Arduino.h header file) are:

```
#define HIGH 0x1         void pinMode(uint8_t pin, uint8_t mode);
#define LOW 0x0          void digitalWrite(uint8_t pin, uint8_t val);
#define INPUT 0x00       int digitalRead(uint8_t pin);
#define OUTPUT 0x01      unsigned long millis(void);
```

For each function \( f \) that can be called, there is a special predicate \( \text{call}_f \) with
a reserved prefix “\( \text{call}_\)”. The predicate has the same arguments as the function
to be called and in addition the standard time argument. E.g. derived facts
about the predicate \( \text{call}_\text{digitalWrite}(T, \text{Port}, \text{Val}) \) lead to the corresponding calls
of the interface function \( \text{digitalWrite} \) in state \( T \). The implementation ensures
that duplicate calls are eliminated, i.e. even if there are different ways to deduce
the fact, only one call is done.

The sequence of calls is undefined. If a specific sequence is required, one must
use multiple states. Conflicts between functions (where a different order of calls
has different effects) can be specified by means of our exclusion constraints.

If an interface function \( f \) returns a value, there is a second predicate \( \text{ret}_f \)
that contains all parameters of the call and a parameter for the return value.
For instance, for the function \( \text{digitalRead} \), there are two predicates:

- \( \text{call}_\text{digitalRead}(T, \text{Port}) \), and
- \( \text{ret}_\text{digitalRead}(S, \text{Port}, \text{Val}) \).

If the call is done in one state, the result value is available in the next state.
This ensures, e.g., that the occurrence of a call cannot depend on its own result.

Since calls of interface functions usually have side effects and cannot be taken
back, it is important to clearly define which calls are actually done. In contrast,
the evaluation sequence of literals in a rule body can be chosen by the optimizer.
Therefore the special \( \text{call}_f \) predicate can be used only in rule heads. We
use the syntax \( f(t_1, \ldots, t_n)\@\text{call} \), which is translated to \( \text{call}_f(t_{i_1}, \ldots, t_{i_k}) \), where
\( i_1 < i_2 < \cdots < i_k \) are all arguments that are not the special marker \( ? \). For
instance, a rule that calls \( \text{digitalRead} \) is written as

\[
\text{digitalRead}(\text{Port}, ?)\@\text{call} \leftarrow \ldots
\]

It seems more consistent if the call and the result look like the same predicate with the same number of arguments. Correspondingly, \( f(t_1, \ldots, t_n)\@\text{ret} \) is replaced by \( \text{ret}_f(t_1, \ldots, t_n) \). It can only appear in rule bodies.
For calls that should occur in the initialization state, the suffixes @call@init could be used together, but this does not look nice. We use @setup in this case.

Finally, we need also constants from the interface definition. If our Datalog program contains e.g. #HIGH, this corresponds to the constant HIGH in the generated C-code. We assume that different symbolic constants denote different values (unification will fail for them). Thus, the programmer may not use synonyms.

### 2.4 Real Time

So far, we have just a sequence of states. How much time it really takes from one state to the next depends on the necessary deductions in the state and the time needed for the interface function calls. Many control programs need real time. This can be achieved with the interface function millis() that returns the number of milliseconds since the program was started.

For common patterns of using real time information, we should define abbreviations. For instance, delaying a call to a predicate for a certain number of milliseconds can be written as follows:

\[ p(t_1, \ldots, t_n)@after(Delay) \leftarrow A_1, \ldots, A_m. \]

This is internally translated to the following rules:

\[
\begin{align*}
\text{delayed}_p(t_1, \ldots, t_n, \text{From}, \text{Delay})@next & \leftarrow A_1 \land \cdots \land A_m \land \text{millis}@ret(\text{From}). \\
\text{delayed}_p(X_1, \ldots, X_n, \text{From}, \text{Delay})@next & \leftarrow \text{delayed}_p(X_1, \ldots, X_n, \text{From}, \text{Delay}) \land \\
& \quad \text{millis}@ret(\text{Now}) \land \text{From} + \text{Delay} < \text{Now}. \\
p(X_1, \ldots, X_n)@next & \leftarrow \text{delayed}_p(X_1, \ldots, X_n, \text{From}, \text{Delay}) \land \\
& \quad \text{millis}@ret(\text{Now}) \land \text{From} + \text{Delay} \geq \text{Now}. \\
\text{millis}(?)@call.
\end{align*}
\]

The function millis() is called in every state so that there is always the current time available. Since we do not exactly know how long the processing for one state takes, we cannot be sure that we really get every milliseconds value. Therefore, the comparisons are done with \( \leq \) and \( > \) instead of \( = \) and \( \neq \).

**Example 1.** Most Arduino boards have an LED already connected to Port 13. With the following program we can let this LED blink with 1000 ms on, then 1000 ms off, and so on. The similar program BinkWithoutDelay from the Arduino tutorial has 16 lines of code.

```plaintext
pinMode(13, #OUTPUT)@setup.
turn_on@start.
turn_off@after(1000) \leftarrow turn_on.
turn_on@after(1000) \leftarrow turn_off.
digitalWrite(13, #HIGH)@call \leftarrow turn_on.
digitalWrite(13, #LOW)@call \leftarrow turn_off.
```
The internal Datalog version (with all abbreviations expanded) of the program is shown in Fig. 1.

(1) call_pinMode(0, 13, #OUTPUT).
(2) turn_on(1).
(3) delayed_turn_off(S, From, 1000) ←
   turn_on(T) ∧ ret_millis(T, From) ∧ succ(T, S).
(4) delayed_turn_off(S, From, Delay) ←
   delayed_turn_off(T, From, Delay) ∧
   ret_millis(T, Now) ∧ From + Delay ≥ Now ∧ succ(T, S).
(5) turn_off(S) ←
   delayed_turn_off(T, From, Delay) ∧
   ret_millis(T, Now) ∧ From + Delay < Now ∧ succ(T, S).
(6) delayed_turn_on(S, From, 1000) ←
   turn_off(T) ∧ ret_millis(T, From) ∧ succ(T, S).
(7) delayed_turn_on(S, From, Delay) ←
   delayed_turn_on(T, From, Delay) ∧
   ret_millis(T, Now) ∧ From + Delay ≥ Now ∧ succ(T, S).
(8) turn_on(S) ←
   delayed_turn_on(T, From, Delay) ∧
   ret_millis(T, Now) ∧ From + Delay < Now ∧ succ(T, S).
(9) call_digitalWrite(T, 13, #HIGH) ←
    turn_on(T).
(10) call_digitalWrite(T, 13, #LOW) ←
    turn_off(T).
(11) always(0).
(12) always(S) ← always(T) ∧ succ(T, S).
(13) call_millis(T) ← always(T).

Fig. 1. Blink Program from Example 1 with all abbreviations expanded

3 Generalized Exclusion Constraints

Obviously, it should be excluded that \texttt{digitalWrite} is called in the same state and for the same port with two different values. Since no specific sequence is defined for the calls, it is not clear whether the output will remain high or low (the last call overwrites the value set by the previous call). What is needed here is a key constraint. In this section, we consider only standard Datalog. Therefore, we must look at the translated/internal version of the example. There, the predicate is \texttt{call_digitalWrite(T, Port, Val)}, and we need that the first two arguments are a key for all derivable facts. In logic programming and deductive
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In databases, constraints are often written as rule with an empty head (meaning “false”). Thus, a constraint rule like the following should never be applicable:

$$\leftarrow \text{call\_digitalWrite}(T, \text{Port}, \text{Val}_1) \land \text{call\_digitalWrite}(T, \text{Port}, \text{Val}_2) \land \text{Val}_1 \neq \text{Val}_2.$$  

If we look at the program, we see that a violation of this key could only happen if \text{turn\_on} and \text{turn\_off} would both be true in the same state. Thus, we need also this constraint:

$$\leftarrow \text{turn\_on}(T) \land \text{turn\_off}(T).$$

The common pattern is that there are conflicts between two literals, such that the existence of a fact that matches one literal excludes all instances of the other literal. This leads to the following definition:

**Definition 1 (Generalized Exclusion Constraint).** A “Generalized Exclusion Constraint” (GEC) is a formula of the form

$$\leftarrow p(t_1, \ldots, t_n) \land q(u_1, \ldots, u_m) \land \varphi$$

and \varphi is either \text{true} or a disjunction of inequalities \(t_{i_\nu} \neq u_{j_\nu}\) for \(\nu = 1, \ldots, k\).

The implicit head of the rule is false, so the constraint is satisfied in a Herbrand interpretation \(I\) iff there is no ground substitution \(\theta\) for the two body literals such that \(p(t_1, \ldots, t_n)\theta \in I\) and \(q(u_1, \ldots, u_m)\theta \in I\) and \(\varphi\) is true or there is \(\nu \in \{1, \ldots, k\}\) with \(t_{i_\nu}\theta \neq u_{j_\nu}\theta\).

Instead of a disjunction of inequalities in the body, one could equivalently use a conjunction of equalities in the head. However, in contrast to a normal deductive rule, a constraint cannot be used to derive new facts: Since the interpretation of equality is given, such an integrity rule can only yield an inconsistency.

**Example 2.** The “generalized exclusion constraints” are really a generalization of the exclusion constraints of \([4,8,11]\): For instance, consider relations \(r(A, B)\) and \(s(A, B, C)\) and the exclusion constraint \(\pi_A(r) \cap \pi_A(s) = \emptyset\). In our formalism, this would be expressed as \(\leftarrow r(A, \_\_\_) \land s(A, \_\_\_) \land \text{true}\).

As in Prolog, every occurrence of “\_” denotes a new variable (a placeholder for unused arguments). It is a violation of the constraint if the same value \(A\) appears as first argument of \(r\) and as first argument of \(S\).

In the following, when we say simply “exclusion constraint” or even “constraint”, we mean “generalized exclusion constraint”. We also allow to drop “\(\land \text{true}\)” in the constraint formula.

**Example 3.** We already illustrated with \text{digitalWrite} above that our constraints can express keys. We can also express any functional dependency. For instance, consider \(r(A, B, C)\) and the FD \(B \rightarrow C\). This is the same as the generalized exclusion constraint \(\leftarrow r(\_\_, B, C_1) \land r(\_\_, B, C_2) \land C_1 \neq C_2\).

**Example 4.** For the original task, to check that memory is sufficient to represent all facts in a single state, we need in particular the following constraint:

$$\leftarrow \text{delayed\_turn\_on}(T, \text{From}_1, \text{Delay}_1) \land \text{delayed\_turn\_on}(T, \text{From}_2, \text{Delay}_2) \land \text{(From}_1 \neq \text{From}_2 \lor \text{Delay}_1 \neq \text{Delay}_2).$$
This is actually a key constraint and means each state contains at most one delayed\_turn\_on-fact. Of course, we need the same for delayed\_turn\_off. With that, the potentially unbounded set of facts in a state already becomes quite small. The implicit state argument is no problem, because we compute only facts for the current state and for the next state. Also arguments filled with constants in the program cannot lead to multiple facts in the state. Furthermore, function calls have unique results, i.e. the functional property holds. E.g. constraints like the following for the \texttt{millis()} function can be automatically generated:

\[
\leftarrow \text{ret}\_\text{millis}(T, \text{Now}_1) \land \text{ret}\_\text{millis}(T, \text{Now}_2) \land \text{Now}_1 \neq \text{Now}_2.
\]

With these constraints, we already know that a state for the Blink program can contain at most one fact of each predicate. This certainly fits in memory.

The full set of constraints for the Blink program from Example 1 is shown in Fig. 2. Five of the constraints are keys, but (C) to (H) state that no two of the predicates turn\_on, turn\_off, delayed\_turn\_on, delayed\_turn\_off occur in the same state. There should be an abbreviation for such a constraint set: “For every T, at most one instance of turn\_on(T), turn\_off(T), delayed\_turn\_on(T, From, Delay), delayed\_turn\_off(T, From, Delay) is true.” This includes also the keys (I) and (J). The keys (A) and (B) could come from a library, and keys of type (K) should be automatic for all ret\_f predicates.

\[
\begin{align*}
\text{(A)} & \quad \leftarrow \text{call}\_\text{digitalWrite}(T, \text{Port}, \text{Val}_1) \land \text{call}\_\text{digitalWrite}(T, \text{Port}, \text{Val}_2) \land \text{Val}_1 \neq \text{Val}_2. \\
\text{(B)} & \quad \leftarrow \text{call}\_\text{pinMode}(T, \text{Port}, \text{Mode}_1) \land \text{call}\_\text{pinMode}(T, \text{Port}, \text{Mode}_2) \land \text{Mode}_1 \neq \text{Mode}_2. \\
\text{(C)} & \quad \leftarrow \text{turn}\_\text{on}(T) \land \text{turn}\_\text{off}(T). \\
\text{(D)} & \quad \leftarrow \text{turn}\_\text{on}(T) \land \text{delayed}\_\text{turn}\_\text{off}(T, \text{From}, \text{Delay}). \\
\text{(E)} & \quad \leftarrow \text{turn}\_\text{off}(T) \land \text{delayed}\_\text{turn}\_\text{on}(T, \text{From}, \text{Delay}). \\
\text{(F)} & \quad \leftarrow \text{delayed}\_\text{turn}\_\text{on}(T, \text{From}_1, \text{Delay}_1) \land \text{delayed}\_\text{turn}\_\text{off}(T, \text{From}_2, \text{Delay}_2). \\
\text{(G)} & \quad \leftarrow \text{turn}\_\text{on}(T) \land \text{delayed}\_\text{turn}\_\text{on}(T, \text{From}, \text{Delay}). \\
\text{(H)} & \quad \leftarrow \text{turn}\_\text{off}(T) \land \text{delayed}\_\text{turn}\_\text{off}(T, \text{From}, \text{Delay}). \\
\text{(I)} & \quad \leftarrow \text{delayed}\_\text{turn}\_\text{off}(T, \text{From}_1, \text{Delay}_1) \land \text{delayed}\_\text{turn}\_\text{off}(T, \text{From}_2, \text{Delay}_2) \land \text{From}_1 \neq \text{From}_2 \lor \text{Delay}_1 \neq \text{Delay}_2. \\
\text{(J)} & \quad \leftarrow \text{delayed}\_\text{turn}\_\text{on}(T, \text{From}_1, \text{Delay}_1) \land \text{delayed}\_\text{turn}\_\text{on}(T, \text{From}_2, \text{Delay}_2) \land \text{From}_1 \neq \text{From}_2 \lor \text{Delay}_1 \neq \text{Delay}_2. \\
\text{(K)} & \quad \leftarrow \text{ret}\_\text{millis}(T, \text{Now}_1) \land \text{ret}\_\text{millis}(T, \text{Now}_2) \land \text{Now}_1 \neq \text{Now}_2.
\end{align*}
\]

Fig. 2. Constraints for the Blink Program
4 Refuting Violation Conditions

4.1 Violation Conditions

A “violation condition” describes the situation where two rule applications lead to facts that violate a constraint. Our task will be to show that all violation conditions themselves violate a constraint or are otherwise inconsistent or impossible to occur. Basically, we get from a constraint rule to a violation condition if we do an SLD resolution step (corresponding to unfolding) on each literal:

**Definition 2 (Violation Condition).** Let a Datalog program \( P \) and a generalized exclusion constraint \( \leftarrow A_1 \land A_2 \land \varphi \) be given. Let

- \( A'_1 \leftarrow B_1 \land \cdots \land B_m \) \((m \geq 0)\) be a variant with fresh variables of a rule in \( P \),
- \( A'_2 \leftarrow C_1 \land \cdots \land C_n \) \((n \geq 0)\) be a variant with fresh variables of a rule in \( P \) (it might be the same or a different rule), such that
- \((A_1, A_2)\) is unifiable with \((A'_1, A'_2)\). Let \( \theta \) be a most general unifier.

Then the violation condition is:

\[
(B_1 \land \cdots \land B_m \land C_1 \land \cdots \land C_n \land \varphi)\theta.
\]

The “fresh variables” requirement means that the variables are renamed so that the constraint and the two rules have pairwise disjoint variables.

The disjunction \( \varphi\theta \) can be simplified by removing inequalities \( t_i \neq u_i \) that are certainly false, because \( t_i \) and \( u_i \) are the same variable or the same constant. If the disjunction becomes empty in this way, it is false, and we do not have to consider the violation condition further. If \( t_i \) and \( u_i \) are distinct constants for some \( i \), the inequality and thus the whole disjunction can be simplified to true.

**Example 5.** Consider constraint (A), the key constraint for \( \text{call\_digitalWrite} \):

\[
\leftarrow \text{call\_digitalWrite}(T, \text{Port}, \text{Val}_1) \land \text{call\_digitalWrite}(T, \text{Port}, \text{Val}_2) \land \text{Val}_1 \neq \text{Val}_2.
\]

The two rules with matching head literals are rules (9) and (10):

\[
\begin{align*}
\text{call\_digitalWrite}(T, 13, \#\text{HIGH}) & \leftarrow \text{turn\_on}(T). \\
\text{call\_digitalWrite}(T, 13, \#\text{LOW}) & \leftarrow \text{turn\_off}(T).
\end{align*}
\]

We rename the variables of the rules so that the constraint and the two rules have pairwise disjoint variables (we start with index 3, since 1 and 2 appear in the constraint):

\[
\begin{align*}
\text{call\_digitalWrite}(T_3, 13, \#\text{HIGH}) & \leftarrow \text{turn\_on}(T_3). \\
\text{call\_digitalWrite}(T_4, 13, \#\text{LOW}) & \leftarrow \text{turn\_off}(T_4).
\end{align*}
\]

Now we do the unification of the head literals with the literals from the constraint. A possible most general unifier (MGU) is

\[
\{T_3/T, T_4/T, \text{Port}/13, \text{Val}_1/\#\text{HIGH}, \text{Val}_2/\#\text{LOW}\}.
\]
MGUs are unique modulo a variable renaming. Now the violation condition is
\[ \text{turn}_\text{on}(T) \land \text{turn}_\text{off}(T) \land \#\text{HIGH} \neq \#\text{LOW}. \]
Since \#\text{HIGH} \neq \#\text{LOW} is true, the violation condition can be simplified to
\[ \text{turn}_\text{on}(T) \land \text{turn}_\text{off}(T). \]
This is what we would expect: It should never happen that \text{turn}_\text{on} and \text{turn}_\text{off} are true in the same state.

It would also be possible to match the two literals of the constraint with different variants (with renamed variables) of the same rule, but in this example, that would give conditions like \#\text{HIGH} \neq \#\text{HIGH}, which are false. Such obviously inconsistent violation conditions do not have to be considered. \hfill \Box

Violation conditions express the conditions under which the result of a derivation step violates an exclusion constraint:

**Theorem 1.** \( T_P(I) \) violates an exclusion constraint \( \leftarrow A_1 \land A_2 \land \varphi \) if and only if there is a violation condition for \( P \) and \( \leftarrow A_1 \land A_2 \land \varphi \) which is true in \( I \).

The \( T_P \) operator, well known in logic programming, yields all facts that can be derived by a single application of the rules in \( P \), given the facts that are true in the input interpretation. One starts with the empty set of facts \( I_0 \) which certainly satisfies all exclusion constraints. Then one iteratively applies the \( T_P \) operator, i.e. \( I_{i+1} := T_P(I_i) \), to get the minimal model \( I_\omega := \bigcup_{i \in \mathbb{N}} I_i \), which is the intended interpretation of \( P \).

**Theorem 2.** Let \( P \) be a Datalog program, \( C \) be a set of generalized exclusion constraints, and \( \mathcal{H} \) be some set of Herbrand interpretations that includes at least all interpretations that occur in the iterative computation of the minimal model. If all violation conditions for \( P \) and constraints from \( C \) are false in all \( I \in \mathcal{H} \) that satisfy \( C \), then the minimal Herbrand model \( I_\omega \) of \( P \) satisfies \( C \).

Thus, we have to show that the violation conditions are unsatisfiable assuming the constraints. However, it turns out that this does not work well in the initialization state 0 and the start state 1. Therefore, the theorem permits to throw in additional knowledge formalized as some set of Herbrand interpretations \( \mathcal{H} \) that is a superset of the relevant interpretations. In the example, we need that \text{ret}_f-predicates cannot occur in state 0: This is obvious, because there is no previous state that might contain a call. One could also precompute all predicates that might occur in state 0 and 1 and use this knowledge to restrict \( \mathcal{H} \).

### 4.2 Proving Violation Conditions Inconsistent

The consistency check for the violation conditions is done by transforming the task to a formula that can be checked by a constraint solver for linear arithmetic constraints [7,12]. Since we assume that all constraints were satisfied before the derivation step that is described by the violation condition, we can exclude any match of two literals \( A_1 \) and \( A_2 \) from the violation condition with a constraint:
Definition 3 (Match Condition). Let two literals $A_1$ and $A_2$ and an exclusion constraint $\leftarrow C_1 \land C_2 \land \gamma$ be given. Let $\leftarrow C'_1 \land C'_2 \land \gamma'$ be a variant of the constraint with fresh variables (not occurring in $A_1$ and $A_2$). If $(A_1, A_2)$ are unifiable with $(C'_1, C'_2)$ there is a match condition for $(A_1, A_2)$ and this constraint, computed as follows:

- Let $\theta$ be a most general unifier without variable-to-variable bindings from variables of $(A_1, A_2)$ to variables of $(C'_1, C'_2)$ (since the direction of variable-to-variable bindings is arbitrary, this is always possible).
- Let $A_1$ be $p(t_1, \ldots, t_n)$ and $A_2$ be $q(u_1, \ldots, u_m)$.
- Then the match condition is

$$t_1 = t_1 \theta \land \cdots \land t_n = t_n \theta \land u_1 = u_1 \theta \land \cdots \land u_m = u_m \theta \land \gamma' \theta.$$ 

The requirement on the direction of variable-to-variable bindings ensures that the match condition contains only variables that also occur in $A_1$ or $A_2$.

Again, some parts of the condition can be immediately evaluated. The formula basically corresponds to the unification (plus the formula from the constraint). Most conditions will have the form $X = X$ and can be eliminated. However, if the literals from the constraint contain constants or equal variables, the condition becomes interesting. Note that we cannot simply apply the unification as in Definition 2, because we finally need to negate the condition: We are interested in values for the variables that are possible without violating the exclusion constraint.

Definition 4 (Violation Formula). Let a violation condition $A_1 \land \cdots \land A_m \land B_1 \land \cdots \land B_n \land \varphi$ be given, where $A_1, \ldots, A_m$ have user-defined predicates and $B_1, \ldots, B_m$ have built-in predicates. The violation formula for this violation condition is a conjunction ($\land$) of the following parts:

- $\varphi$
  - For each $B_i$, its logical definition. If $B_i$ has the form $\text{succ}(t_1, t_2)$, the logical definition is $t_2 = t_1 + 1 \land t_1 \geq 0$. For $t_1 + t_2 \geq t_3$ and $t_1 + t_2 < t_3$, we take that and add $t_2 \geq 0$. For other built-in predicates, it is $B_i$ itself.
  - For all possible match conditions $\mu$ of a constraint $\leftarrow C_1 \land C_2 \land \gamma$ with two literals $A_i$ and $A_j$, the negation $\neg \mu$.

Example 6. This example continues Example 5 with the violation condition:

$$\text{turn}_{\text{on}}(T) \land \text{turn}_{\text{off}}(T).$$

We use constraint (C): $\leftarrow \text{turn}_{\text{on}}(T) \land \text{turn}_{\text{off}}(T)$. Formally, we have to rename the variable in the constraint, e.g. to $T_1$, and then compute the unifier $T_1 / T$ of the constraint literals with the literals in the violation condition. The match condition is $T = T \land T = T$, which can be simplified to true. Since there is
no other matching constraint, the violation formula, which requires that the violation condition does not violate the constraint, is \( \neg \text{true} \), i.e. false. Therefore, the violation condition cannot be satisfied. We can stop as soon as we know that the violation formula is unsatisfiable. Thus, even if there were other matching constraints, we would not have to consider them.

Example 7. For a more complex case, let us consider Constraint (J) which ensures that there can be only one fact about \textit{delayed\_turn\_on} in each state:

\[
\mathit{delayed\_turn\_on}(T, \mathit{From}_1, \mathit{Delay}_1) \land \mathit{delayed\_turn\_on}(T, \mathit{From}_2, \mathit{Delay}_2) \land \\
(\mathit{From}_1 \neq \mathit{From}_2 \lor \mathit{Delay}_1 \neq \mathit{Delay}_2).
\]

In order to generate violation conditions, all possibilities for matching rule heads with the two literals of the constraint must be considered. In this case, facts that might violate the constraint can be derived by applying Rule (6) and Rule (7) (see Fig. 1). For space reasons, we consider only the violation condition that corresponds to the case that both constraint literals are derived with different instances of Rule (6): We rename the variables once to \( S_3, \mathit{From}_3, T_3 \) (i.e. the head of Rule (6) becomes \textit{delayed\_turn\_on}(S_3, \mathit{From}_3, 1000)) and once to \( S_4, \mathit{From}_4, T_4 \).

An MGU is

\[
\{ S_3/T, \mathit{From}_3/\mathit{From}_1, \mathit{Delay}_1/1000, S_4/T, \mathit{From}_4/\mathit{From}_2, \mathit{Delay}_2/1000 \}.
\]

Thus, the resulting violation condition is:

\[
\begin{align*}
\mathit{turn\_off}(T_3) & \land \mathit{ret\_millis}(T_3, \mathit{From}_1) \land \mathit{succ}(T_3, T) \land \\
\mathit{turn\_off}(T_4) & \land \mathit{ret\_millis}(T_4, \mathit{From}_2) \land \mathit{succ}(T_4, T) \land \\
(\mathit{From}_1 & \neq \mathit{From}_2 \lor 1000 \neq 1000)
\end{align*}
\]

Of course, 1000 \( \neq \) 1000 is false and can be removed. Now we want to compute the violation formula. The easy parts are:

- The formula part of the violation condition: \( \mathit{From}_1 \neq \mathit{From}_2 \).
- The definition of the built-in \textit{succ}-literals:

\[
T = T_3 + 1 \land T_3 \geq 0 \land T = T_4 + 1 \land T_4 \geq 0.
\]

Note that \( T_3 = T_4 \) can be derived from this.

Furthermore, we have to add the negation of all possible match conditions for constraints matching two literals in the violation condition (we might stop early as soon as we have detected the inconsistency). In this case, there is only one possible constraint, namely (K). A variant with fresh variables is:

\[
\mathit{ret\_millis}(T_5, \mathit{Now}_5) \land \mathit{ret\_millis}(T_5, \mathit{Now}_6) \land (\mathit{Now}_5 \neq \mathit{Now}_6)
\]

An MGU with variable-to-variable bindings directed towards the violation condition is \( \{ T_5/T_3, \mathit{Now}_5/\mathit{From}_1, T_4/T_3, \mathit{Now}_6/\mathit{From}_2 \} \). This gives the following match condition:

\[
T_3 = T_3 \land \mathit{From}_1 = \mathit{From}_1 \land T_4 = T_3 \land \mathit{From}_2 = \mathit{From}_2 \land \mathit{From}_1 \neq \mathit{From}_2.
\]
With the trivial equalities removed, this is $T_4 = T_3 \land \text{From}_1 \neq \text{From}_2$. The negation is added to the violation formula. Thus the total violation formula is:

$$
\text{From}_1 \neq \text{From}_2 \land \\
T = T_3 + 1 \land T_3 \geq 0 \land T = T_4 + 1 \land T_4 \geq 0 \land \\
\neg(T_4 = T_3 \land \text{From}_1 \neq \text{From}_2).
$$

This is easily discovered to be inconsistent. Thus, Constraint (J) cannot be violated if both literals are derived with Rule (6). The other cases can be handled in a similar way.

**Theorem 3.** Let $A_1 \land \cdots \land A_m \land B_1 \land \cdots \land B_m \land \varphi$ be a violation condition and $\psi$ be its violation formula with respect to constraints $C$. There is a variable assignment $A$ that makes $\psi$ true in the standard interpretation of arithmetics if and only if there is a Herbrand interpretation $I$ satisfying $C$ with the standard interpretation of the built-in predicates such that the violation condition is true in $I$ for some extension of $A$ (not all variables of the violation condition might be in $\psi$).

5 Conclusions

We are investigating the programming of microcontrollers in Datalog. We have discussed an interesting class of constraints which we called “generalized exclusion constraints”. They contain keys, but can specify uniqueness of facts also between different relations. In particular, the constraints can be used to ensure that each state does not contain “too many” facts, e.g. more than what fits in the restricted memory of a microcontroller. But they also can express conflicts between different interface functions that cannot be called in the same state.

This class of constraints is also interesting, because for the most part, they are able to reproduce themselves during deduction. We have introduced the notion of a “violation condition” as a tool for checking this. Violation conditions can be reduced to a “violation formula” that can be checked for consistency by a constraint solver for linear arithmetics. If the violation formula should be consistent, the violation condition can be shown to the user who might then add a constraint to prove that the violation can never occur. A prototype implementation is available at: https://users.informatik.uni-halle.de/~brass/micrologS/.
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Abstract. We consider basic principles of probabilistic queries. Decomposition of a generic probabilistic query with conditioning in SQL-like syntax shows that data comparison operators are the only difference to the deterministic case. Any relational algebra operators presume comparison of attribute values. Probabilistic relational algebra operators are not comparable to deterministic ones due to uncertainty factor – they process distribution functions instead of unit values. We argue that chance constraint is a useful principle to build the basic set of binary probabilistic comparison operators (BPCO), the respective probabilistic relational algebra operators and their query syntax for query language implementations.

We argue that these BPCO should be based on principles of probability theory. We suggest generic expressions for the BPCO as counterparts for deterministic ones. Comparison of two random variables and a random variable to a scalar are considered. We give examples of BPCO application to uniformly distributed random variables and show how to build more complex probabilistic aggregation operators.

One of the main concerns is compatibility of uncertain query processing with query processing in modern deterministic relational databases. The advantage is knowledge continuity for developers and users of uncertain relational databases. With our approach, only addition of a probabilistic threshold to parameters of relational query operations is required for implementation. We demonstrate that the BPCO based on chance constraints maintain consistency of probabilistic query operators with the syntax of deterministic query operators that are common in today’s database industrial query languages like SQL.

Keywords: Uncertain databases · Probabilistic databases · Uncertain comparison · Uncertain query · Binary order relation

1 Introduction

Research on uncertain data models for uncertain or probabilistic databases began in 1980s. One example is Barbará et al. [1], where a data model and extended relational algebra were made with probability theory. The work operates with
discrete distributions, introduces comparison of probability distributions for conditioning, defines comparison operations for that and uses the total variation distance to compare a given distribution to a “standard” distribution.

Most of the existing studies on probabilistic databases focus on the discrete probabilistic attributes, employing possible worlds semantics (PWS) [1–6], and due to the problem complexity, heuristics and simplifications are used, such as computation of a couple of the principal moments of resulting distributions [5]. Grouping probabilistic tuples is a challenging task, because tuples may belong to many groups with different probabilities. In other words, using PWS for a probabilistic query produces exponentially many deterministic data realizations, each occurring with some probability, derived from marginal individual probabilities of attributes or tuples. Uncertain attributes with continuous distributions are considered a difficult problem because PWS is not applicable there. Unfortunately, attributes with continuous distributions did not receive enough attention.

Uncertain attributes behave themselves differently in tuple existence probability (TEP) model where every value becomes inherently conditional on TEP. Uncertain attributes and TEP form a joint event where the tuple exists with probability $p$. Thus, even deterministic attributes become a Bernoulli variable given TEP. This creates problems for processing queries, including the simplest COUNT operation in relational algebra.

Uncertainty usually presents in data from imprecise measurements, ambiguous observations, forecasts and estimations, inconsistent models and the like, where noise, errors and incompleteness are considered essential properties. Among applications of imprecise data can be found object geolocation problems [14], event monitoring and sensor data processing systems (including stream data processing) [7], uncertain scientific data arrays [6], industrial sensor networks [3], text recognition, data indexing, expression of confidence in data correctness or similarity [15] (an example of TEP), and others.

For example, consider missing values in data. This is a known issue in data processing, management, and queries. It is possible to include such missing values in data processing, if it were possible to represent them as uncertain values based on certain knowledge of the nature of the data or its statistical properties, information about possible errors, etc. Then, one could add more tuples with such uncertain values into queries, where it may be useful. Another origin of uncertain data is information (e.g. measurement) that may be imprecise or faulty. Finally, data presuming errors with known distributions like estimations based on a priori information of possible outcomes or interpolation (or extrapolation) with a given (or assumed) bias. Thus, uncertain data might be included in queries.

Transformation to deterministic data is one possible way to design queries on uncertain data [5,7]. This is done through substitution of averages instead of distribution function (DF) or in similar manner. Another way to perform probabilistic querying is to compute the resulting distributions explicitly, mainly by means of simulations due to absence of analytical solutions for many DFs and discrete distributions where PWS usually becomes a computational problem [2,5,6]. Although it can be slow, the latter approach produces an accurate result.
However, algorithms and implementations must be fast enough to effectively meet time constraints on software response time.

A threshold query is a fundamental query type which retrieves the objects qualifying a set of predicates with certain threshold guarantees [8]. The threshold query can be regarded as an essential tool for data analysis because predicates can be specifically defined for various applications. We consider that the meaning and value of the threshold in queries have been underestimated in uncertain databases. We will consider the following statement in the paper: A probabilistic threshold query (PTQ) should have an additional reliability threshold parameter and should retrieve all the results satisfying the threshold requirements with minimum given reliability. The reliability threshold has the meaning of a minimum probability of assuring a satisfactory query result. Therefore, processing of probabilistic queries must conform to norms of probability calculus. Moreover, this alone allows to extend the usual semantics of various deterministic relational queries (e.g., simple and conditional selection, joins, top-k, aggregations (SUM, MAX), etc.) to probabilistic (uncertain) relational queries.

We consider queries involving conditioning (SELECT and GROUP BY) and aggregation operations (e.g. SUM) on uncertain data in this paper. Reasonable trade-off between sufficient precision, accuracy or uniqueness of the answer to the query and tolerance to ambiguity and uncertainty of the answer is expressed by the reliability threshold in PTQ. We assume that values of uncertain attributes are independent random variables with known probability distributions. Generalization to dependent attributes should follow in later research. We aim at maintaining SQL-like query semantics because it is familiar in the industry. As a result, we will develop a simple and transparent relational query model on the basis of chance constraint method [9,11,12]. We give a brief description of chance constraints in Sect. 3.

Uncertain conditioning is the main topic of the paper. On the example of SQL-like query, we will show that conditioning can be represented as a sequence of chance constraints. While the approach is general and works with any DF of uncertain attribute instances, we will assume continuous DF types. A discrete DF is also possible and only DF type is different – probability mass function (PMF). The only operations that are needed for that are binary probabilistic comparison operators (BPCO) for uncertain data types. Usually, relational algebra operators have parameters, e.g. constants, thresholds, etc. These parameters are used in BPCO. Addition of only one extra query parameter – a reliability threshold – is enough to produce any type of probabilistic relational queries. We derive these operators in general form. This enables us to have simple semantic for uncertain queries well supported by probability theory. Later, a formulation of uncertain queries as optimization problems can be useful for higher level query processing models. Several examples will demonstrate our approach to BPCO application in uncertain relational queries with conditioning as well as construction of more complex query operators.

The paper is organized as follows: after formulation of PTQ in Sect. 2 we give the chance constraint model for the probabilistic query in Sect. 3. After that,
we define generic BPCO in Sect. 3. Then we discuss their operational aspects in Sect. 4. Section 5 contains examples of application of the BPCO in a query. Conclusion gives summary of the work.

Material in Sects. 2 through 5 is new and completely original. To the best of our knowledge, this is the first research in relational probabilistic or uncertain databases that use chance constraint method for conditioning on uncertain attributes with continuous distributions. This work shows that the problem of probabilistic conditioning is tractable with probability calculus. Moreover, this approach is generalizable to attributes with discrete distributions and TEP.

2 Problem Formulation

An uncertain relation $R$ in probabilistic data model (PDM) [1] contains tuples $(t_1, t_2, ..., t_n)$ that conform to the schema $A^d \cup A^p$. Attributes in the set $A^d$ are deterministic attributes and in $A^p$ are uncertain attributes modeled as random variables with given probability density function (PDF). We consider continuous PDFs in this paper, but it is generalizable to discrete ones. Thus, each tuple has $k$ continuous uncertain attributes in the set $A^p$. The uncertainty is represented by the PDFs $f_{X_i}(x)$ of random attribute variables $X_i, i = 1, \ldots, k$ in this tuple.

According to mathematical traditions, we use capital letters to denote random variables, constants, parameters and attribute names with uncertain data type (e.g. $C$). All deterministic variables, parameters and constants will be written in lower case as well as names of attributes that have deterministic data types (e.g. $a$). We use lower case characters for reserved words in SQL-like syntax, e.g. “select”, “sum”, “from”, “where”, etc., but the key keywords are upper case letters in the text, e.g. “SELECT”, “SUM”, “FROM”, “WHERE”, etc. Query parameters are put in angular brackets ⟨⟩, i.e. values that are supplied into the query as parameters. The same uppercase name (e.g. $Y$) can be used in formulas and text with the meaning of attribute value instance from a tuple as well as in the sense of attribute names of uncertain data type like in SQL-like templates. Because we consider uncertain data in the terms of probability theory, all terms with the words like “probabilistic” and “uncertain” have the same meaning of uncertainty model, e.g. probabilistic attribute and uncertain attribute are synonyms in the paper.

TEP is an independent random variable from other attributes $A^p$ in this model. It expresses tuple-level uncertainty. Bernoulli or discrete TEP also transforms deterministic attributes $A^d$ of the tuple to discrete random variables. We are not going to consider the discrete case of TEP in details, but our approach is the same for the discrete case. TEP random variable $Y_i$ with PMF $\phi_{Y_i}(y)$ generates a new random variable $Z_i = X_i Y_i$, i.e. a product of the attribute random variable and TEP. The joint mixed PDF of $Z$ of two independent random variables $X$ and $Y$ is $f_Z(x, y) = f_X(x)\phi_Y(y)$. Without loss of generality, we will drop possible TEP for tuples in the rest of the paper.
A PTQ query is represented as an SQL query template of the following type:

\[(Q) : \text{select } \text{id, } Y, \text{sum}(X) \text{ from } \langle R \rangle \text{ where } (X \leq \langle a \rangle) \text{ and } (X > \langle C \rangle) \text{ group by } \text{id, } Y \text{ having } (Y \leq \langle b \rangle) \text{ or } (Y > \langle B \rangle) \text{ order by sum}(X),\]

where
- \text{id} is a deterministic key attribute;
- \text{a and b} are deterministic constant parameters;
- \text{R} is a relation parameter (table name);
- \text{X, Y, B, C} represent independent random variables, including
  \text{X, Y} are attributes with uncertain data type, and
  \text{B, C} are given probabilistic constant parameter.

We will refer to the PTQ query prototype above as \((Q)\). The SELECT-WHERE, GROUP-BY and HAVING operators above represent conditioning. Hence, one needs comparison operators to compare random variables (and their distributions). So, we need to define these comparison operators and then to apply them to parameters of query operators. The works \([1, 10]\) represented some probabilistic conditional operators for a discrete case. We generalize the approach to continuous random variables and formulate conventional conditional operators for common query languages. Now, after introduction of problem model, we will show that because of probability properties, measuring closeness of probability distributions does not need any other metric, but probability, and we suggest additional reliability threshold in order to measure how much the random variables (distributions) are different.

A conditioning in a deterministic query presumes that every tuple belongs to only one group with probability 1. This is because conventional order relations for deterministic data types (e.g. real numbers) assure the only binary outcome of operations “more than” (>), “less than” (<) and “equal to” (=). We consider that the equality operator = is equivalent to approximate equality \(\approx\) for uncertain values, so we will continue with this sign in the paper. However, there is no such one-to-one order relation for random variables. Because uncertainty of attribute variables, every tuple in probabilistic query can belong to many groups at the same time. Similarly, each attribute value can participate in many aggregations, e.g. \(\text{sum}(X > 2)\) and \(\text{sum}(X < 2)\).

The binary maximization operator for two real numbers is naturally based on conventional order relation of real numbers, and the result of this operation is selection of one of them, namely the larger number. On the contrary, the binary operation of maximizing two random variables can only assure that one of the variables is larger than the other with certain probability distribution, because comparison of random variables is only possible for their distributions. We can not simply select one of the two random variables based on that: they can be both larger than another one to some extent at the same time (due to possible DF overlap) unless we consider samples from their marginal distributions. Operationally, we compare them by creating a new (third) random variable as a difference of the old ones and with the help of this third random variable we can...
conclude something about order relation of the old two. Fortunately, if we add a probabilistic threshold to the uncertain comparison operator, we can employ chance constraint approach and return one of the variables as the larger with the required reliability level.

We consider two uniformly distributed independent uncertain attribute values \( U(a, b) \) with given bounds in the examples because they are naturally very useful for many real-life problems as they model cases of the largest uncertainty. Two or more dimensional random variables should be processed according to principles of probability calculus, because the only difference is their DF.

### 3 Chance Constraint Model and Probabilistic Comparison Operators

A chance constraint for \( (Q) \) is the following inequality [9,11,12]:

\[
Pr\{X \leq \beta\} \geq \alpha,
\]

(1)

where

- \( X \) is a random variable;
- \( \beta \) is a parameter, i.e. a deterministic scalar or a random variable;
- \( \alpha \in [0,1] \) is a threshold (reliability level).

Chance constraint is interpreted like this: probability, that \( X \) is less or equal to the given value \( \beta \) must be greater than the reliability level (threshold) \( \alpha \).

We will use the following notation in uncertain queries in order to express the threshold \( \alpha \) for a chance constraint in relational operators in our SQL-like notation: operator_\( \alpha \). Unlike traditional notation from relational algebra, where operators are expressed with Latin letters, English names will be used in capitals here. This is because we have a lot of mathematical notations from probability theory that use Latin letters. For instance, sign \( \sigma \) denotes standard deviation in probability theory and the same letter means SELECT in relational algebra. Nevertheless, probabilistic relational algebra operators can be built in the same manner with our BPCO. The work is to be done in future.

Then, the uncertain query \((Q)\) is represented as follows:

\[
(Q') : \text{select}_{(\alpha_1)} \text{id}, Y, \text{sum}_{(\alpha_2)}(X) \text{ from } \langle R \rangle \text{ where } (X \leq \langle a \rangle) \text{ and } (X > \langle C \rangle) \text{ group by}_{(\alpha_3)} \text{id}, Y \text{ having}_{(\alpha_4)}(Y \leq \langle b \rangle) \text{ or } (Y > \langle B \rangle) \text{ order by}_{(\alpha_5)} \text{sum}(X).
\]

Coefficients \( \alpha_i, i = 1, \ldots, 5 \) can be all different or the same. In case of only one \( \alpha \) for all operators, it can be given with the main SELECT keyword. In order to build such uncertain queries we need to begin with BPCO \(<_{\alpha}, \approx_{\epsilon,\alpha}, >_{\alpha}\) to compare random attribute values of tuples.

Comparison of a Random Variable to a Scalar. For a random variable \( X \) with PDF \( f_X(x) \), cumulative distribution function (CDF) \( F_X(x) \), reliability threshold \( \alpha \in [0,1] \) and a scalar \( c \in \mathbb{R} \) we denote:
- Operator “$\leq_\alpha$”: $Pr(X < c) > \alpha \Leftrightarrow F_X(c) > \alpha \Rightarrow X < c$;
- Operator “$\geq_\alpha$”: $Pr(X > c) > \alpha \Leftrightarrow 1 - F_X(c) > \alpha \Rightarrow X > c$;
- Operator “$\approx_{\epsilon,\alpha}$”: We allow some small distinction between $X$ and $c$, i.e. $\forall \epsilon > 0, |X - c| < \epsilon$. This is equivalent to $Pr((X > c - \epsilon) \cap (X < c + \epsilon)) > \alpha \Leftrightarrow F_X(c + \epsilon) - F_X(c - \epsilon) > \alpha \Rightarrow X \approx c$.

**Comparison of Two Random Variables.** For random variables $X$ with PDF $f_X(x)$ and CDF $F_X(x)$, $Y$ with PDF $f_Y(y)$ and CDF $F_Y(y)$, and reliability threshold $\alpha \in [0,1]$, there is a new random variable $Z = X - Y$ with CDF $F_Z(X,Y)$. Usually, we should derive CDF of the new variable as a convolution of the old ones: $F_Z = X \ast (-Y)$. Then we denote:

- Operator “$<_\alpha$”: $Pr(X < Y) > \alpha \Leftrightarrow F_Z(0) > \alpha \Rightarrow X < Y$;
- Operator “$>_\alpha$”: $Pr(X > Y) > \alpha \Leftrightarrow 1 - F_Z(0) > \alpha \Rightarrow X > Y$;
- Operator “$\approx_{\epsilon,\alpha}$”: We allow some small distinction between $X$ and $Y$, i.e. $\forall \epsilon > 0, |Z| < \epsilon$. Thus, $Pr((Z > -\epsilon) \cap (Z < \epsilon)) > \alpha \Leftrightarrow F_Z(\epsilon) - F_Z(-\epsilon) > \alpha \Rightarrow X \approx Y$.

**Derivation of DF of the Difference of Random Variables.** In case of comparison of two random variables, the CDF of their difference $Z = X - Y$ should be known or derived. The difference of two independent normally distributed variables is another random variable $Z$ with normal distribution. However, other DFs and their combinations should be considered for every practical application accordingly. We consider the case of two independent uniformly distributed random variables in examples in Sect. 5. The same is true for discrete distributions and this is a way to reconsider current PWS view on discrete random attributes. It is worth to note that addition of TEP is nothing else as generation of a new random attribute where the new random variable is a product of the respective TEP and the attribute’s random variable.

## 4 Conditioning as Application of Chance Constraints

Relational operators return new relations, i.e. sets or bags of tuples. According to our model, uncertain relational algebra or SQL operators should return sets of tuples that satisfy chance constraints on certain attributes with given reliability. In the most general case, once filtering, grouping or aggregation operators have identified tuples whose attributes satisfy the probabilistic condition (expressed as a chance constraint), we can return the tuples unchanged for further processing. We call the approach probabilistic conditioning.

There are other approaches, e.g. given in [2,5], where conditional operators truncate original distributions. Although we find it arguable, it can be application-dependent. They return only parts of the distribution of random variables (truncated distributions) after conditioning and we call the approach truncating conditioning. However, even if truncated distributions are meant as the result of conditioning operators, we still can employ our BPCO for that.
Obviously, the chance constraint satisfies the criterion for a hash function: it must depend on the grouping attributes only. In conformance with the threshold, tuples that likely belong to the same group will get in the same bucket.

We consider, that the number of groups can be larger in probabilistic case because it depends on interpretation of uncertainty in the problem to which the data belong. We believe that there are at least two possibilities how to treat group identifiers. The first one is when an identifier of every group is a union of uncertain values of probabilistically equal attribute values forming the group and the number of groups can grow enormously in this case obtained with the operation $\approx_{\epsilon, \alpha}$.

The second one is when the number of groups is the same as in deterministic case. Each value of the uncertain attribute vector (excluding duplicates) is assumed to be the group identifier. In both the cases, depending on the setup of probabilistic equality operator, the number of values in any group can be larger than in deterministic case. When grouping attribute is probabilistic and no grouping parameters are given, the number of groups can be determined after exhaustive cross pair-wise comparison of all tuples in the query in the worst case.

All in all, group membership is determined using probabilistic equality operator as a probabilistic similarity operator applied to distributions of attribute values and using conditioning parameters. As a result, every uncertain value can belong to many groups (to all in the worst case) and following aggregations can be very different from deterministic ones. Evidently, the probabilistic model is very relaxed and requirements for memory and processing power are larger for probabilistic databases in general.

Grouping probabilistic tuples is considered hard in the literature because tuples may belong to many groups with different probabilities. However, applying our chance constraint approach, grouping and aggregation in a query is conceptually done in the same way as for deterministic queries (e.g. see one-pass algorithm for unary, full-relation operations in [8]). GROUP BY operator can be seen as repeated selections with a different condition per group (group identifier) with given reliability threshold $\alpha$. The only difference from conventional deterministic case is that we need the threshold $\alpha$ (the same for all groups or different). Let id be a deterministic attribute with the meaning of batch identifier, DEFECT_FREE – an uncertain attribute with the meaning of estimated number of high-quality items in the batch and PRODUCTION is an uncertain attribute meaning estimation of a total number of items in the batch. All the attributes are numerical. In this way, probabilistic counterpart to deterministic grouping algorithm is as follows:

Step 1. Select all rows that satisfy the condition specified in the WHERE clause. This presumes application of the chance constraint to the values of the uncertain attribute of tuples and use of BPCO to compare attribute random values to the given conditioning parameter, e.g. for query template ($Q'$):

$$\text{select}_{(\alpha_1)} \text{id}, \text{DEFECT\_FREE}, \text{sum}_{(\alpha_2)}(\text{PRODUCTION}) \text{ from } \langle R \rangle \text{ where } (\text{PRODUCTION} \leq 100) \text{ and } (\text{PRODUCTION} > C \sim U(50, 55))$$
is equivalent to applying the following chance constraint to the uncertain attribute PRODUCTION:

\[(Pr(\text{PRODUCTION} \leq 100) > \alpha_1) \cap (Pr(\text{PRODUCTION} > C) > \alpha_1)\).

**Step 2.** Form groups from the rows obtained in step 1 according to the GROUP BY clause for the uncertain attribute: group by \(_{(\alpha_3)}\) DEFECT.FREE. Again, this means application of chance constraint and grouping criterion (identifier) to the value of the respective attribute DEFECT.FREE of each tuple \(t\):

\[t.\text{DEFECT.FREE} \approx_{\varepsilon, \alpha_3} \text{group.DEFECT.FREE.id}\.\]

The required chance constraint can be constructed and resolved using our probabilistic equality comparison operator.

**Step 3.** Discard all groups that do not satisfy the condition in the HAVING clause. This implies application of chance constraint to the set of uncertain tuples produced on the previous step 2, i.e.:

\[\text{having}_{(\alpha_4)} \text{DEFECT.FREE} \leq 5 \iff Pr(\text{DEFECT.FREE} \leq 5) > \alpha_4\]

**Step 4.** Apply aggregation functions to each group. An uncertain aggregation function produces a single uncertain value, some information about resulting distribution or full distribution as the output. Aggregation functions MIN, MAX need the reliability threshold as a parameter; SUM and AVG do not need it because of their nature: these functions account for full distributions of operands including TEP were TEP is given (AVG needs COUNT indirectly). Based on the meaning of the uncertain operator COUNT in a specific application problem, the reliability threshold may be needed as a parameter. However, issues of uncertain aggregations are outside of the scope of the current paper.

**Step 5.** Application of probabilistic ordering to the output relation is possible to accomplish with BPCO \(<_{\alpha}, \approx_{\varepsilon, \alpha} \text{ and } >_{\alpha}\). In fact,

\[\text{order by}_{(\alpha_5)} \text{sum(PRODUCTION)}\]

is nothing else as building precedence order \((\text{group}_i) < (\text{group}_j)\) for output groups of tuples based on comparison of aggregation \(\text{SUM(PRODUCTION)}\) for each group:

\[\text{sum(PRODUCTION} \in \text{group}_i) <_{\alpha_5} \text{sum(PRODUCTION} \in \text{group}_j),\]

\[\forall \text{group}_i, \text{group}_j \in G, i \neq j, \text{where } G \text{ is the set of all groups.}\]

**Step 6.** Retrieve values or relations for the columns and aggregations listed in the SELECT clause.
5 Examples

We illustrate the simplicity of any conditioning operators based on application of BPCO derived in Sect. 3 to attribute values in query model ($Q'$).

Let $R$ be a relation, and $A_1$ and $A_2$ be two values from different tuples of an uncertain attribute $A$ from the set of all uncertain attributes $A^p$ of $R$. The two uncertain instances of the attribute will have uniform distributions in the example, but with different parameters: $A_1 \sim U(a_1, b_1)$, $A_2 \sim U(a_2, b_2)$. We need to derive the PDF and CDF for the difference $Z = A_1 - A_2$. After that, we can use the BPCO with the expression for $F_Z(z)$ for the case of $A_1$ and $A_2$: $Z = A_1 + A_2'$.

A sum of two uniformly distributed random variables has a triangular distribution and for a uniformly distributed $X$ and $\forall k, l \in \mathbb{R}$, a new random variable $Y = kX + l$ is possible. For the current study, we have only the coefficient $k = -1 < 0$. Thus, PDF and CDF are reversed, e.g. $f_Y(x) = 1 - f_X(x)$. It means the change of end points $a_2$ and $b_2$ of the uniform distribution $A_2(a_2, b_2)$: $a_2' = -a_2, b_2' = -b_2$. Because initially $b_2 \geq a_2$, it follows that $a_2' \geq b_2'$ and we obtain the convolution of the original $A_1$ and $A_2' \sim U(b_2', a_2')$.

Using the approach from [13], we obtain the expression for $f_Z(z)$ for the case of difference of uniform distributions with lower bound strictly equal to zero, i.e. $Y_1 \sim U(0, c_1)$ and $Y_2 \sim U(0, c_2)$:

$$f_Z(z) = \frac{1}{c_1 c_2 (n-1)!} (z - (z - c_1)_+ - (z - c_1)_+ + (z - c_1 - c_2)_+), \quad (2)$$

where $0 \leq z \leq c_1 + c_2, z \in \mathbb{R}$ and $x_+ = \max(0, x) \forall x \in \mathbb{R}$.

After introduction of a new variable $c_i = b_i - a_i, i = 1, 2$, we obtain a new respective random variable $Y_i \sim U(0, c_i) = A_i - a_i, i = 1, 2$. This is a shift of the first and the second distribution by a constant $a_1$ or $b_2'$ respectively. Original values are obtained by the reverse transformation: $A_i = Y_i + a_i, i = 1, 2$. It is possible to process the random parts of $Y_i$ with known PDFs and then apply correction to the result by adding $a_1 + b_2'$. CDF $F_Z(Z) = \int_l^u f_Z(z)\,dz$, where $l$ is the known lower bound and $u$ is the known upper bound.

Now, as we know the CDF $F_Z(z)$, depending on $a_1, b_1, a_2, b_2$:

- Operator “$<$”$: Pr(A_1 < A_2) > \alpha \iff F_Z(0) > \alpha \Rightarrow A_1 < A_2.$
- Operator “$>$”: $Pr(A_1 > A_2) > \alpha \iff 1 - F_Z(0) > \alpha \Rightarrow A_1 > A_2.$
- Operator “$\approx_{\varepsilon, \alpha}$”: $Pr(A_1 = A_2) > \alpha \iff F_Z(\varepsilon) - F_Z(-\varepsilon) > \alpha \Rightarrow A_1 \approx A_2.$

Example 1. For a uniformly distributed value $A_1 \sim U(2, 6)$ and $c = 3 \in \mathbb{R}$ the following operators return FALSE and the tuple with the value $A_1$ is not added to the result set of conditioning in both cases below ($\alpha = 0.8, \varepsilon = 2$):

\begin{align*}
A_1 <_{0.8} 3 & \iff Pr(X < 3) > 0.8 \iff F_{A_1}(A_1 < 3) = 0.25 < 0.8 \Rightarrow FALSE \\
A_1 \approx_{2, 0.8} 3 & \iff Pr(X - 3 < 2) \cap Pr(A_1 - 3 > -2) > 0.8 \iff \\
& \iff F_{A_1}(5) - F_{A_1}(1) = 0.75 - 0 = 0.75 < 0.8 \Rightarrow FALSE
\end{align*}
Example 2. For two independent uniformly distributed values $A_1 \sim U(2, 5), A_2 \sim U(3, 8)$ the comparison operators return FALSE and the tuple with the value $A_1$ is not added to the result set of conditioning in both cases below ($\alpha = 0.9, \varepsilon = 1$).

$$A_1 <_{0.9} A_2 \Leftrightarrow Pr(A_1 < A_2) > \alpha \Leftrightarrow F_Z(0) = 0.87 < 0.9 \Rightarrow FALSE$$

$$A_1 \approx_{1,0.9} A_2 \Leftrightarrow Pr(A_1 - A_2 < 1) \cap Pr(A_1 - A_2 > -1) > 0.9 \Leftrightarrow F_Z(1) - F_Z(-1) = 0.27 < 0.9 \Rightarrow FALSE$$

Example 3. Other relational algebra operations are easy to implement with our approach. For instance, the conditioning operator IN that needs a boolean conditioning result of the following type in SQL-like notation is of the form:

```
select (_\alpha_) * from \langle Measures \rangle t where VAL in (_\varepsilon_) (1, 2, 3)
```

is equivalent to:

```
(t.VAL \approx_{\varepsilon, \alpha} 1) \mid| (t.VAL \approx_{\varepsilon, \alpha} 2) \mid| (t.VAL \approx_{\varepsilon, \alpha} 3),
```

where $t$ denotes a table and VAL is its uncertain attribute. The comparison operators in this model use the threshold $\alpha$ from the related parent statement, e.g. operator IN uses the threshold $\alpha$ from operator SELECT. Parameter $\varepsilon$ can have a default predefined value for a data type (and therefore, optional in the IN operator) or directly supplied with the IM operator for each query. The chance constraint is applied to each tuple in $t$ and tuples with attribute VAL satisfying it are selected for output.

6 Conclusion

In this paper, we focused on probabilistic query model, and suggested BPCO for it. We have presented basic principles for building probabilistic relational algebra and query language implementation. To the best of our knowledge, this is the first approach enabling comprehensible, generalizable and effective grouping on uncertain attributes. We believe that the major advantages of our model are generality, simplicity and strong mathematical support. Probability naturally expresses uncertainty in most of practical situations and provides well established mathematical tools to process uncertain data.

We introduced chance constraint model for probabilistic query operators, defined BPCO, gave SQL-like query templates and discussed operational aspects for their implementation. It turns out that chance constraint approach makes the query model transparent and opens possibilities to adjust the quality of relational query to the special aspects of the practical problem with reliability coefficients $\alpha$. This makes probabilistic conditioning easier to model and implement. In this way, any known relational (especially conditional) operators are possible to formulate for probabilistic data.

We suggested principles and expressions of the BPCO based on probabilistic order relations as counterparts for deterministic ones. Any relational algebra
operators presume comparison of attribute values. We argue that probability calculus and chance constraints are enough to compare distributions of probabilistic data values, and the reliability threshold $\alpha$ is the only extra parameter required. Thus, probabilistic queries are always threshold queries. Cases of comparison of two random variables and a random variable to a scalar were considered.

Examples were given that show the usage of our BPCO in the query context for uniformly distributed uncertain data. Construction of more complex probabilistic relational operators (e.g. aggregations) was shown as well.

The described approach opens ways to creation of detailed probabilistic relational algebra. Much work is required in the context of probabilistic data models in order to assure effective implementations. Other issues like null values, concept of missing probability, multivariate distributions and TEP are easier to model with chance constraints, yet are waiting for further research.

Finally, our probabilistic approach maintains consistency in semantics with existing deterministic relational algebra operators that are common in today’s database query languages like SQL. Polymorphism makes it possible to have the same query operations for probabilistic data types. Our approach enables preservation of the modern conventional SQL syntax that is important for iterative knowledge development.

The future work includes implementation and verification of the proposed approach in a prototype, and comparison performance with different DF types. Specific attention will be given to discrete distributions and comparison to PWS model. We already have early experience with implementation of certain parts of the approach in a data stream processing framework PipeFabric [16].

Initially, the implementation of the proposed concept as a data query tool, its performance evaluation, and validation of the probabilistic query model can be done on the basis of a general purpose framework. At the same time, we know already from our experience, that required data structures are to be critically analyzed during the implementation in the chosen framework, and specific perspective ones should be selected for the experimental system to assure good performance of the conditioning operations.

Another direction of the future work is development of the basics of probabilistic relational algebra and full range of prototypes of SQL-like operators for it using the concepts of the current work.
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Abstract. The exponential growth in the ability to generate, capture, and store high dimensional data has driven sophisticated machine learning applications. However, high dimensionality often poses a challenge for analysts to effectively identify and extract relevant features from datasets. Though many feature selection methods have shown good results in supervised learning, the major challenge lies in the area of unsupervised feature selection. For example, in the domain of data visualization, high-dimensional data is difficult to visualize and interpret due to the limitations of the screen, resulting in visual clutter. Visualizations are more interpretable when visualized in a low dimensional feature space. To mitigate these challenges, we present an approach to perform unsupervised feature clustering and selection using our novel graph clustering algorithm based on Clique-Cover Theory. We implemented our approach in an interactive data exploration tool which facilitates the exploration of relationships between features and generates interpretable visualizations.

1 Introduction

The ability to collect and generate a wide variety of complex, high-dimensional datasets continues to grow in the era of Big Data. Increasing dimensionality and the growing volume of data pose a challenge to the current data exploration systems to unfold hidden information in high dimensional data. For example, in the field of data visualization human cognition limits the number of data dimensions that can be visually interpreted. The potential amount of overlapping data points projected on to a two-dimensional display hinders the interpretation of meaningful patterns in the data. Though dimensionality reduction has proved to be a promising solution to this problem, there exists the risk of discarding interesting
properties of the data. There are two prominent approaches for dimensionality reduction: Feature Extraction and Feature Selection. Feature extraction strategies such as Principle Component Analysis (PCA), Linear Discriminant Analysis (LDA), or Multidimensional Scaling (MDS), try to mitigate the effect by projecting a high-dimensional feature space into a lower dimensional space which in turn results in information loss due to the transformation of the locally relevant dimensions. Hence, these methods are often not suitable for data exploration tasks, especially when the user is interested to explore the local structure of the data. On the other hand, feature selection focuses on finding meaningful dimensions, thereby removing irrelevant and redundant features \cite{13}, while maintaining the underlying structure. Feature selection methods can be classified as supervised and unsupervised; the latter has gained popularity in recent years.

In this paper, we propose a novel graph clustering approach for unsupervised feature selection using the concept of “Clique-Cover” as an underlying foundation. A clique, for an undirected graph, is a subgraph where any two vertices of the subgraph are adjacent to each other. To enumerate such a graph in order to find the largest clique (a clique with most vertices) is termed as the maximal-clique problem in graph theory. The maximal-clique model has been studied extensively to detect clusters in large graphs and has found its application in varied domains such as information retrieval \cite{4} or pattern recognition \cite{15}.

The contributions of this paper are (i) the integration of Clique-Cover theory in an advanced feature selection pipeline, and (ii) a detailed evaluation of the approach with various experiments using real-world datasets. In our approach, we transform the problem space into a complete graph where the features are nodes and the edge weights denote the degree of correlation between the features. Then, we apply our proposed maximal-clique based algorithm for non-overlapping cluster detection. Finally, we select highly relevant features from the detected clusters using graph-centrality measures. The algorithm is embedded in a novel Feature Selection Pipeline to select features from datasets lacking class labels. This main contribution of the paper is presented in Sect. 3, after we introduced the basics of Clique-Cover theory and discussed related work in Sect. 2.

To verify the efficiency of our approach, we performed experiments to compare our results with that of the existing approaches using real-world datasets. Our experiments presented in Sect. 4 demonstrate that the proposed method performs better than baseline approaches in terms of clustering and classification accuracy. Furthermore, by evaluating our model in terms of computational efficiency and robustness we report the scalability of our model towards increasing dimensionality.

2 Background and Related Work

Clique-Cover is a graph clustering approach based on the underlying notion of maximal cliques \cite{8}. A Clique for an undirected graph $G = (V, E)$ is defined as the set of vertices $C$ such that each of the distinct pair of vertices in $C$ is
adjacent (i.e., there exists an edge connecting the pairs). A Clique, which is not a subset of a larger clique, is known as a maximal clique. Thus, given a graph $G$, a subgraph $H$ of a graph $G$ is a maximal clique if $H$ is isomorphic to a complete graph, and there is no vertex $v \in V(G)$ such that $v$ is adjacent to each vertex of $H$. In other words, a subgraph $H$ of a graph $G$ is a maximal clique if $H$ is a clique, and there is no vertex in $G$ that sends an edge to every vertex of $H$. In this work, we have extended the concept of maximal cliques to the edge-weighted cliques. A maximal clique having the maximum sum of edge-weights highlights the notion of a cluster. The recursive process of determining such cliques leads to the generation of clusters of different sizes. In terms of graph theory, a cluster can be termed as a cover on the respective nodes of the graph such that the subset of nodes is strongly connected within the cover. Thus a Clique-Cover is formally defined as follows: Let $G$ be a graph. A clique of a graph $G$ is a nonempty subset $S$ of $V(G)$ where $S$ is a complete graph. A set $\vartheta$ of cliques in $G$ is a clique cover of $G$ if for every $u \in V(G)$ there exists $S \in \vartheta$ such that $u \in S$.

**Feature Clustering** algorithms localize the search for relevant features and attempt to find clusters that exist in multiple overlapping subspaces. There are two major branches of feature clustering: (i) The bottom-up algorithms find dense regions in low dimensional spaces and combine them to form clusters. (ii) The top-down algorithms start with the full set of dimensions as the initial cluster and evaluate the subspaces of each cluster, iteratively improving the results. *Clustering in Quest* (CLIQUE) [2] is a bottom-up approach that uses a static grid size to determine the clusters within the subspace of the dataset. It combines density and grid-based clustering and uses an a-priori-style technique to identify clusters in subspaces. Tuning the parameters for grid size and the density threshold is difficult in CLIQUE. *PROjected CLUstering* (PROCLUS) [1] is a top-down algorithm, which samples the data, selects a set of $k$ medoids and iteratively improves the clustering. Although we can achieve an enhanced cluster quality, it depends on parameters like the number of clusters and the size of the subspaces, which are difficult to determine in advance.

**Unsupervised Feature Selection** can be broadly classified into three main approaches: *Filter*, *Wrapper*, and *Hybrid*. *Filter methods* select the most relevant features from the data itself without using any clustering algorithm. However, they are unable to model feature dependencies and yield better results mostly with supervised data. Relief [16], Laplacian Score [10], Spectral feature selection [23] are some of the filter methods. *Wrapper methods*, on the other hand, use the results of a specific clustering algorithm to evaluate feature subsets. Although they can model feature dependencies, the main disadvantage of wrapper approaches is that they have a high computational cost and are prone to overfitting. *Hybrid methods* combine filter and wrapper models and aim at achieving a compromise between efficiency and effectiveness (significance of the feature subsets) by using feature ranking metrics and learning algorithms. As highlighted in [18], the limitation of these models is that they require the specification of the hyper-parameters in advance. Moreover, most of the traditional methods are designed to handle only numerical data, whereas the data gener-
ated in real-world applications is a combination of numerical and non-numerical features. In the next section we present our proposed graph clustering algorithm based on the Clique-Cover theory. A weighted feature graph is constructed where the nodes represent the feature set and the edges represent the feature correlation measures.

3 Unsupervised Feature Selection with Clique Covers

Our approach is unsupervised as it does not require class label information. The main idea is to model the dependency between features by clustering them. Interpretability of features is retained as features are not transformed but only selected. To prove the effectiveness of our approach in the domain of data visualization, we provide an interface to visualize the \textit{Representative Features}. The interface allows the user to explore the intermediate results, visualize feature graphs, and visually inspect the data of the resulting feature sets.

We depict the complete workflow of our feature selection pipeline in Fig. 1. As a first step, we create a \textbf{Complete Feature Graph} from the dataset. Next, we assign weights to the feature graph using feature correlation measures. These weights are stored in the \textbf{Feature Matrix} which acts as the internal data structure for our \textbf{Feature Correlation Graph}. In the next step, we apply our graph pruning algorithm to detect and remove weakly connected edges from the complete Feature Correlation Graph and generate the \textbf{Feature Dependency Graph}. As a next step, we iteratively apply our \textit{Clique-Cover algorithm} to the Feature Dependency Graph to identify the \textit{clique-covers}. From these clusters, we now apply our algorithm for \textit{Representative Feature Selection}, using \textit{eigen-vector centrality measures}, to construct the \textbf{Representative Feature Vector}, which gives us the dimensionality-reduced feature space. In the following subsections, we describe each of the steps in detail.

\textbf{Data Model and Preprocessing.} We assume the data to be in tabular format, where the columns represent the \textit{features} and the rows represent the \textit{data points}. After the data is cleaned and pre-processed, we split the features in categorical and numerical features. For data pre-processing, we perform the following steps: 1. Data Cleaning for the removal of empty and duplicate columns, 2. Data Normalization for standardizing both numerical and the categorical data, 3. Data
Imputation for dealing with missing values by using the principle of predictive mean matching [21], and 4. Data Segregation for identifying numerical and categorical features. The reason to segregate is that we apply the most suitable correlation measures in the respective groups in order to capture the maximum trends of association. As discussed in the following section, a single correlation measure cannot work well with both groups. A selection of appropriate measures is required for the proper construction of the feature graph.

**Construction of the Feature Correlation Graph.** First, we need to determine the pairwise feature correlations. In the feature graph, the nodes are the features, and the edge-weights are the correlation or association coefficients between the features. As described above, we construct two feature correlation graphs, one for numerical and one for categorical features. To calculate the weights of the edges for these graphs we use the following correlation measures: (i) The Chi-square test of association followed by Cramer’s V for categorical feature groups. (ii) Maximal Information Coefficient (MIC) for numerical feature groups. The Chi-square test is used to determine the correlation between categorical variables. While it is advantageous because it is symmetric in nature and invariant with respect to the order of the categories, it suffers from certain weaknesses. For example, it fails to specify the strength of the association between the variables and it is sensitive to the sample size. To address this challenge we use a further test known as the Cramer’s V. This is an essential test that we conduct in order to determine feature correlation as it is immune to the sample size and provides a normalized value, where 0 implies no association and 1 implies a strong association between the attributes. We use MIC to capture non-linear trends between variables of numerical feature groups by using the concept of Information Entropy. However, in high-dimensional space this method becomes computationally expensive [19]. To overcome this, we calculate MIC using the normalized Mutual Information. A square matrix is created using the MIC pairs that represents the correlations between the numerical feature groups.

At the end of this step, we get two weighted square Feature Matrices for each feature correlation graphs. Both feature groups were handled independently and they undergo identical processes in the feature selection pipeline. In the rest of the paper, for the purpose of explainability, we describe a common feature selection process (as in Fig. 1). This represents the overall workflow for feature selection using our proposed approach.

**Feature Pruning.** The complete feature graph obtained from the previous step may contain weakly connected edges between the nodes. We identify a weak-edge as those edges whose weights are below the Threshold Coefficient. The Threshold Coefficients are determined using the concepts of K-Nearest Neighbors [3]. The KNN method is a common approach in graph algorithms to determine the proximity of nodes [14]. The reason for using the KNN algorithm is that it does not require any assumptions or training steps to build the model. Moreover, it is easy to implement and robust to noisy data as well. The value of $K$ is set as $K = \sqrt{N}$, where $N$ is the number of features in each of the feature sets.
Algorithm 1: Identifying Threshold Coefficient

| Procedure: makeAffinity |
|-------------------------|
| **Input:** corrMat (MIC and/or Cramer) and K; |
| **Output:** affinitymatrix(affMat); |
| totalNodes ← length(corrMat); |
| if K > totalNodes then |
| | affMat ← corrMat; |
| else |
| | /* Determine strong connections for every feature node */ |
| | foreach i-th feature in totalNodes do |
| | | strongConnections ← sort(corrMat[i,], decreasing = TRUE)[1 : K]; |
| | | /* Make the affinity matrix symmetric in nature */ |
| | | foreach s-th feature in strongConnections do |
| | | | j ← position(corrMat[i,] == s); affMat[i,j] ← corrMat[i,j]; |
| | | end |
| | end |
| return affMat; |

After determining the threshold coefficients, the K strongest connections for each feature are retained and the others are pruned, resulting in the Feature Dependency Graph. We store the Feature Dependency Graph in the form of an affinity matrix which is symmetric in nature. The steps of this process are shown in Algorithm 1, which takes the correlation matrix (corrMat) and K (described above) as inputs and gives the affinity matrix (affMat) as the output. The correlation matrices (MIC and Cramer) are square weighted adjacency matrices obtained by applying correlation measures on the Feature Correlation Graphs.

**Feature Clustering.** To identify relevant clusters in our Feature Dependency Graph, we have used the “Clique Cover Theory” [8]. For our approach of identifying the maximal cliques with respect to the maximum sum of the edge-weights from the undirected edge-weighted Feature Dependency Graphs, we evaluate the sub-graphs satisfying the following properties: (i) Internal homogeneity: Elements belonging to a group have high associations with each other. (ii) Maximality: A maximal clique cannot be further extended by introducing external elements. These properties emphasize the notion of a cluster. Such a cluster is termed as Clique-Cover in graph theory which partitions an undirected graph into cliques of various sizes. To explain the use of this approach for constructing our proposed algorithm of finding feature clusters, let us consider the example of a Feature Dependency Graph as shown in Fig.2.

The example has seven nodes, representing the features of the dataset, and the edge-weight corresponds to the correlation coefficient between the feature pairs. The algorithm initially determines the cliques from the graph and further determines the maximal cliques. It then proceeds to incorporate the edge-weights
Fig. 2. Identification of cliques covers on a feature dependency graph

of the maximal cliques. The maximal clique with respect to the maximum sum of edge-weight is identified as a cluster. In the graph from Fig. 2 we can see that there exists many cliques such as \( \{3, 6\}, \{1, 7\}, \{5, 6\}, \{3, 5, 6\} \). However only five maximal cliques can be identified namely, \( \{3, 4, 6\}, \{1, 4\}, \{2, 3, 7\}, \{3, 5, 6\} \) and \( \{1, 7\} \). We assign the weight of the maximal clique to be equal to the sum of the weights of the edges in that clique. So the corresponding weight of the 5 maximal cliques is \( 1.82, 0.65, 1.90, 1.42, \) and \( 0.60 \), respectively. In this case, \( \{2, 3, 7\} \) is the maximal clique with respect to the maximum weight of 1.90. This clique satisfies the properties of “internal homogeneity” and “maximality”, because it has strong interconnections and is maximal. This can be termed as the first cluster or the Clique Cover. We now remove the clustered nodes and edges from the existing graph by dynamically truncating the affinity matrix and updating the dimensions. Then, the new feature dependency graph contains the remaining four nodes with features \( F_1, F_4, F_5, F_6 \) respectively. The cluster identification is applied recursively on the remaining subgraph, and it outputs two more clusters \( \{1, 4\} \) and \( \{5, 6\} \). Therefore, the Clique Cover graph clustering algorithm generates three clusters \( \{2, 3, 7\}, \{1, 4\} \) and \( \{5, 6\} \) of sizes 3, 2 and 2 respectively. It can be seen that, the Clique Cover always creates non-overlapping/exclusive clusters, which is evident from the fact that none of the features can be present in more than one cluster. Moreover, the approach does not require a prior estimation of the number of clusters. The number of clusters and the size of each cluster is determined dynamically from the intrinsic properties of the graph.

Algorithm 2 presents our feature clustering approach. As an input to the algorithm we give the weighted adjacency matrix obtained from the Feature Correlation step. It initializes two output lists; one for storing the cluster node IDs and the other for storing the cluster node labels. Initially, the remaining dimensions are set to the total dimensions of the feature graph. The algorithm proceeds by identifying the threshold coefficient for each node and generates a feature dependency graph. Next, the algorithm determines the cliques, maximal cliques, and the total number of maximal cliques in the Feature Dependency Graph. It then iterates through all of the maximal cliques and identifies the maximal clique having the maximal weight by summing up the edge-weights in
Algorithm 2: Unsupervised Feature Clustering w. Clique Cover Theory

| Procedure: FeatureClustering; |
|---|
| **Input**: Weighted Adjacency Matrix obtained from Feature Correlation |
| **Output**: ClusterNodeIds and ClusterNodeLabels |

**Initialize**: ClusterNodeIds ← (); ClusterNodeLabels ← (); remainDim ← totalDim;  

**Step 1**: Identify threshold coefficient  
**Step 2**: Generate a feature dependency graph  
**Step 3**: Determine Cliques Q, Maximal Cliques $Q_i$ and # of Maximal Cliques  
**Step 4**: Determine the weight of all the Maximal Cliques  
**Step 5**: Determine the Maximal Clique with maximum weight and set it as the first cluster or the Clique Cover  
**Step 6**: Update the output with the cluster node Ids and labels  
**Step 7**: Remove the clustered nodes and edges from the feature graph  
**Step 8**: Update the feature graph with remaining dimensions  
**Step 9**: Recursive call to FeatureClustering procedure  
**Step 10**: If there is one feature node present, then update the output with the last node

the maximal clique. This maximal clique is the first cluster or Clique Cover. It updates the output list with the corresponding node Ids and labels of the first cluster. The algorithm then removes the clustered nodes and edges and updates the feature graph with the remaining dimensions. It recursively calls the FeatureClustering procedure to generate more clusters. This way, the algorithm recursively reduces the size of the remaining dimensions and assigns the feature nodes as part of some clusters. The terminating condition for the recursive process is reached when there is a single node. It terminates by updating the output list with node Ids and labels of the last node.

**Feature Mapping.** In the last step, we map the features from the high dimensional feature space to the representative features in the low dimensional space. These features are selected from each of the generated feature clusters. The selection is made using the concepts of graph centrality. Centrality in social networks is an important measure of the influence of a node in the network [7]. In our approach, we have used Eigenvector Centrality to determine the importance of a node in a cluster. It is a globally based centrality measure based on the principle that a node is important if it is linked by other important nodes. Bonacich, in his work [5] has shown that Eigenvector Centrality gives better results when clusters are formed by the determination of maximal cliques. In our approach, the process of determining the Eigenvector Centrality score is carried out for all nodes within each cluster. The maximum score corresponds to the node, which is the most central node in the cluster. The central node is termed as the representative feature.
4 Evaluation

We have evaluated our approach over ten datasets and compared with five of the most prominent unsupervised feature selection methods. We demonstrate that our approach discovers more meaningful feature clusters from complex datasets and gives good results in terms of clustering and classification accuracy. From visualization perspective, we show that by using our approach the visualizations render much less clutter and in turn making high dimensional data much easier and intuitive to explore.

Experimental Setting. We have conducted our experiments in a server running Ubuntu 14.04, with two Intel Xeon X5647@2.93 GHz CPUs (8 logical cores/CPU) and 16G RAM.

Datasets. For the evaluation, we have considered high-dimensional datasets from various categories. The datasets also have different aspects like binary class, multi-class, missing values, and skewed classes. This enables us to perform a stress test in order to compare with existing approaches. For the quantitative evaluation, supervised datasets are selected because the class labels are needed to evaluate the classification and clustering accuracy, and also for the cost-sensitive analysis. Since our approach is unsupervised, we conducted the following steps: 1. we have removed the class labels from the selected datasets, 2. we run our algorithms for feature selection on the unsupervised datasets, 3. the class labels are then appended to the results obtained from each of the feature selection approaches, and 4. the supervised reduced feature sets obtained are then used for quantitative evaluation. Table 1 shows the list of the selected datasets used for evaluation along with the time taken to construct the reduced feature set using our proposed feature selection pipeline.

4.1 Baseline Algorithms

We compare the performance of our proposed Clique-Cover based Unsupervised Feature Selection against the following five baseline algorithms. (1) Laplacian Score for Feature Selection [10], (2) Spectral Feature Selection for Supervised and Unsupervised Learning [23], (3) l2, 1-Norm Regularized Discriminative Feature Selection for Unsupervised Learning (UDFS) [22], (4) Unsupervised Feature Selection Using Nonnegative Spectral Analysis (NDFS) [11],, (5) Unsupervised feature selection for multi-cluster data (MCFS) [6].

Evaluation Metrics. The reduced feature sets obtained from each approach are quantitatively evaluated using these metrics:

- Evaluation using Classification Accuracy - The accuracy of the reduced feature sets are evaluated using classifiers: Naive Bayes, Support Vector Machine (SVM), Random Forests and Logistic Regression. K-fold cross validation is used to evaluate the classifiers.

---

1 Data Repository: https://figshare.com/s/1807247ef2165735465c.
Table 1. Experimental results for selected datasets. Dimensions are the total number of features in the dataset and #Features are the final set of selected features after the application of our feature selection algorithm.

| Dataset                  | Dimensions | Time (in seconds) | #Features |
|--------------------------|------------|-------------------|-----------|
| Automobile               | 25         | 0.10              | 9         |
| QSAR Biodegradation      | 41         | 0.16              | 12        |
| Emotions                 | 78         | 0.97              | 17        |
| Robot failure            | 91         | 1.08              | 27        |
| Yeast                    | 116        | 2.42              | 20        |
| Musk                     | 168        | 11.61             | 32        |
| Arrhythmia               | 280        | 22.52             | 44        |
| AirlineTicketPrice       | 417        | 43.59             | 37        |
| GAMETES Genome           | 1000       | 111.50            | 70        |
| Colon                    | 2000       | 576.27            | 115       |

- Evaluation using Clustering Accuracy - The accuracy of the reduced feature sets are evaluated using two clustering algorithms: K-means and Expectation Maximization clustering approaches. The Clustering Accuracy metric is used for assessing the clustering quality. The number of clusters is set to the number of classes present in the respective datasets.

- Evaluation in terms of the redundancy of the Selected Features
  - We have used “Representation Entropy” [13] as a metric to evaluate the redundancy of the selected features. Let the eigenvalues of the $d \times d$ covariance matrix of a feature set of size $d$ be $\lambda_j$, where $j = 1...d$ and $\tilde{\lambda}_j = \frac{\lambda_j}{\sum_{j=1}^{d} \lambda_j}$ where $0 \leq \tilde{\lambda}_j \leq 1$, then we define Representation Entropy as: $H_R = \sum_{j=1}^{d} \tilde{\lambda}_j \log \tilde{\lambda}_j$

  The Representation Entropy ($H_R$) measures the amount of information compression achieved by dimensionality reduction. This is equivalent to the amount of redundancy present in the reduced feature set. The goal of our approach is to have a low value of $H_R$ for the individual clusters but a high $H_R$ for the final reduced feature set, which in turn would indicate that the representative feature set has low information redundancy.

- Evaluation using ROC Curves for cost-sensitive analysis: ROC curve is used to check the performance of a classification model. We have used this metric for cost-sensitive analysis. The higher AUC signifies the better performance of the classifier corresponding to relevant features in the dataset. We have considered all the classifiers mentioned above and plotted the ROC curve for each of the reduced feature sets obtained from different approaches.

Because of limited space, we describe the evaluation result only from one experiment. However, the extensive evaluation report using the remaining nine datasets can be found here (https://figshare.com/s/01d10e873bd0896fa30a). Below, we show the performance of our model and the comparisons with the baseline.
approaches using the ‘Colon Tumor’ dataset as it has the highest number of features (2000 features).

The classification and the clustering accuracy are depicted in Fig. 3. From the results, we can conclude that the classification accuracy of the reduced feature space from our proposed approach has shown relatively better results in all the four selected classifiers in comparison with the baseline methods. Regarding clustering accuracy, although the overall clustering accuracy is low as compared to the classification accuracy, the relative performance of our approach is good. The low accuracy is because the number of clusters in the data are different from what we have assigned. As seen in Fig. 3, we have determined the clustering and the classification accuracy using the Full Feature Set in order to estimate the relative accuracy of our proposed method.

In Fig. 4, we plot the ROC curves of the reduced feature sets measured using different classifiers which shows that our approach outperforms the selected methods. Whereas, Fig. 5 gives the Representation Entropy ($H_R$) obtained from the reduced feature sets of our approach along with the corresponding values obtained from the baseline methods. The resulting Representation Entropy of our proposed approach is higher, which indicates that the features selected by our method have a relatively low information redundancy rate.

### 4.2 Performance Measure

The computational complexity is regarded starting after the ingestion and the feature correlation phase. We have determined the computational complexity from the construction of the Complete Feature Graph until we obtain the Representative Feature Vector. The recursive process of determining the feature clusters mainly depends on three steps: identifying the threshold coefficient using K-NN method, maximal clique determination, and finding the weight of each
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2 Colon Tumor Data: [http://csse.szu.edu.cn/staff/zhuxz/Datasets.html](http://csse.szu.edu.cn/staff/zhuxz/Datasets.html)
maximal clique. In our case, the complexity of identifying the threshold coefficient depends on the number of nodes in the complete feature graph (n) and the value of k (k is the number of nearest neighbors). The complexity is given as O(kn). It has already been proved that the complexity of maximal clique determination is equal to O(2^n/3), where n is the number of nodes [20]. The complexity of finding the weights of each of the maximal clique depends on the number of edges (e), and is equivalent to O(e). After the feature clusters are determined, the algorithm identifies representative features from each cluster based on the Eigenvector Centrality measure. The complexity of determining Eigenvector Centrality is O(qE), where q is the number of iterations needed before convergence, and E is the number of edges in each cluster. The combined computational complexity for feature clustering and selection can be written as: [O(kn) + O(2^n/3) + (p × O(e))] + O(qE) where n is the total number of features in the feature graph, k is the number of nearest neighbors, p is the number of intermediate maximal cliques obtained, e is the number of edges in each maximal clique, q is the number of iterations required to determine Eigenvector Centrality and E is the number of edges in the cluster. The core complexity of this step is represented by the exponential function to determine maximal cliques in the
This indicates that the time complexity to determine maximal cliques increases exponentially with the number of features. To investigate the practical consequences, we have calculated the time taken to process the feature graph to determine the Representative Features. As seen in the Table 1, the time taken increases exponentially with respect to the number of features in the dataset. On analyzing the time taken for processing the features, the run time of the algorithm is found to be $t = 1.38^n$.

We would like to mention that the enumeration of maximal cliques has been proven as an NP-hard combinatorial optimization problem. Over the past decade, several algorithms have been designed to address this issue. However, most of these heuristic algorithms fail for massive graphs. Lately, pruning based exact and parameterized algorithms have been proposed which are able to achieve linear runtime scaling for massive graphs [9,12,17]. For the purpose of determining the maximal cliques in our proposed feature selection pipeline, we have used the Parallel Maximum Clique Solver which have implemented the algorithms presented in the work of Rossi et al. [17].

5 Conclusion

In this work, we have presented a novel graph-based clustering algorithm based on the Clique Cover Theory. The number of clusters along with their size is determined dynamically using the intrinsic properties of the data without any prior estimation from the user. The approach was also evaluated on several datasets having a varying number of features and properties. The results indicate that our proposed approach can be used in an effective way for selecting important features in an unsupervised manner, thus proving to be an efficient strategy for dimensionality reduction.

To identify meaningful features from high dimensional data sets and to visualize them efficiently we have tested the implementation of our approach with an interactive data exploration tool. Our visualization tool provides two main functionalities: 1. Explore Data Features and 2. Visualize data in the reduced feature space. With the help of this tool, the features are visualized using feature graphs like cluster feature graphs and representative feature graphs. The correlation between features is explored using correlation heatmaps. The data points in the reduced feature space are visualized using standard methods. The reduced dimensional space allows many visualization techniques to demonstrate various characteristics of the data.

With this tool, we have presented an interface for the efficient exploration of large multidimensional data. One limitation of our approach is that we have segregated the datasets into numerical and categorical feature groups and the feature clusters are determined separately for these individual groups. In the future, we plan to extend our approach so that the resulting clusters are a mix of

---

3 https://github.com/ryanrossi/pmc.
4 VizExploreTool: http://dbis.rwth-aachen.de/cms/staff/chakrabarti/unsupervised-feature-selection/eval/view.
both the feature groups. We are currently investigating techniques to determine clusters by incorporating correlation measures that determine the relationship between numerical and categorical features. Another interesting direction would be to extend the feature selection to deal with skewed clusters. For example, suppose a dataset has 24 features, and in the clustering phase, 20 features become a part of the first cluster, and the remaining four features are part of the second cluster. Since there are only two clusters, there will be two representative features from each cluster. Thus, the resulting feature set can have very low accuracy. Instead, more than one representative feature for the skewed clusters could be considered.
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Abstract. Tensors are used in a wide range of analytics tools and as intermediary data structures in machine learning pipelines. Implementations of tensor decompositions at large-scale often select only a specific type of optimization, and neglect the possibility of combining different types of optimizations. Therefore, they do not include all the improvements available, and are less effective than what they could be. We propose an algorithm that uses both dense and sparse data structures and that leverages coarse and fine grained optimizations in addition to incremental computations in order to achieve large scale CP (CANDECOMP/PARAFAC) tensor decomposition. We also provide an implementation in Scala using Spark, MuLOT, that outperforms the baseline of large-scale CP decomposition libraries by several orders of magnitude, and run experiments to show its large-scale capability. We also study a typical use case of CP decomposition on social network data.

Keywords: Tensor decomposition · Data mining · Multi-dimensional analytics

1 Introduction

Tensors are powerful mathematical objects, which bring capabilities to model multi-dimensional data [8]. They are used in multiple analytics frameworks, such as Tensorflow [1], PyTorch [23], Theano [3], TensorLy [18], where their ability to represent various models is a great advantage. Furthermore, associated with powerful decompositions, they can be used to discover the hidden value of Big Data. Tensor decompositions are used for various purposes such as dimensionality reduction, noise elimination, identification of latent factors, pattern discovery, ranking, recommendation and data completion. They are applied in a wide range of applications, including genomics [14], analysis of health records [29], graph mining [28] and complex networks analysis [4,19]. Papalexakis et al. in [21] review major usages of tensor decompositions in data mining applications.

Most of tensor libraries that include decompositions work with tensors of limited size, and do not consider the large-scale challenge. However, as tensors
model multi-dimensional data, their global size varies exponentially depending on the number and size of their dimensions, making them sensitive to large-scale issues. Some intermediate structures needed in the algorithms result in data explosion, such as the Khatri-Rao product in the canonical polyadic decomposition [15]. Thus, analyzing Big Data with tensors requires optimization techniques and suitable implementations, able to scale up. These optimizations are directed toward different computational aspects, such as the memory consumption, the execution time or the scaling capabilities, and can follow different principles, such as coarse grained optimizations, fine grained optimizations or incremental computations.

In this article we focus on the canonical polyadic decomposition (also known as CANDECOMP/PARAFAC or CP decomposition) that allows to factorize a tensor into smaller and more usable sets of vectors [17], and which is largely adopted in exploratory analyzes. Our contribution is twofold: 1) we propose an optimized algorithm to achieve large scale CP decomposition, that uses dense or sparse data structures depending on what suits best each step, and that leverages incremental computation, coarse and fine grained optimizations to improve every computation in the algorithm; and 2) we provide an implementation in Scala using Spark that outperforms the state of the art of large-scale tensor CP decomposition libraries. The implementation is open source and available on Github\(^1\), along with experimental evaluations to validate its efficiency especially at large scale.

The rest of the article is organized as follows: Sect. 2 presents an overview of tensors including the CP decomposition, Sect. 3 introduces a state of the art of tensor manipulation libraries, Sect. 4 describes our scalable and optimized algorithm, Sect. 5 details the experiments we ran to compare our algorithm to other large-scale CP decomposition libraries, Sect. 6 presents a study on real data performed with our algorithm and finally Sect. 7 concludes.

2 Overview of Tensors and CP Decomposition

Tensors are general abstract mathematical objects which can be considered according to various points of view such as a multi-linear application, or as the generalization of matrices to multiple dimensions. We will use the definition of a tensor as an element of the set of the functions from the product of \(N\) sets \(I_j, j = 1, \ldots, N\) to \(\mathbb{R}^I_1 \times I_2 \times \cdots \times I_N\), where \(N\) is the number of dimensions of the tensor or its order or its mode. Table 1 summarizes the notations used in this article.

Tensor operations, by analogy with operations on matrices and vectors, are multiplications, transpositions, unfolding or matricizations and factorizations (also named decompositions) [8,17]. The reader can consult these references for an overview of the major operators. We only highlight the most significant operators on tensors which are used in our algorithm. The mode-\(n\) matricization of a tensor \(\mathbf{X} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}\) noted \(\mathbf{X}_{(n)}\) produces a matrix \(\mathbf{M} \in \mathbb{R}^{I_n \times \prod_{j \neq n} I_j}\).

\(^1\) https://github.com/AnnabelleGillet/MuLOT.
The Hadamard product of two matrices having the same size (i.e., \(I \times J\)) noted \(A \odot B\) is the elementwise matrix product. The Kronecker product between a matrix \(A \in \mathbb{R}^{I \times J}\) and a matrix \(B \in \mathbb{R}^{K \times L}\) noted \(A \otimes B\) gives a matrix \(C \in \mathbb{R}^{(IK) \times (JL)}\), where each element of \(A\) is multiplied by \(B\). The Khatri-Rao product of two matrices having the same number of columns noted \(A \odot B\) is a columnwise Kronecker product.

### Table 1. Symbols and operators used

| Symbol | Definition | Symbol | Definition |
|--------|------------|--------|------------|
| \(\mathbf{X}\) | A tensor | \(\circ\) | Outer product |
| \(\mathbf{X}(n)\) | Matricization of a tensor \(\mathbf{X}\) on mode-\(n\) | \(\otimes\) | Kronecker product |
| \(a\) | A scalar | \(\odot\) | Hadamard division |
| \(v\) | A column vector | \(\odot\) | Khatri-Rao product |
| \(M\) | A matrix | \(\dagger\) | Pseudo inverse |

The canonical polyadic decomposition allows to factorize a tensor into smaller and more exploitable sets of vectors [13,25]. Given a N-order tensor \(\mathbf{X} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}\) and a rank \(R \in \mathbb{N}\), the CP decomposition factorizes the tensor \(\mathbf{X}\) into \(N\) column-normalized factor matrices \(A^{(i)} \in \mathbb{R}^{I_i \times R}\) for \(i = 1, \ldots, N\) with their scaling factors \(\lambda \in \mathbb{R}^R\) as follows:

\[
\mathbf{X} \simeq [\lambda, A^{(1)}, A^{(2)}, \ldots, A^{(N)}] = \sum_{r=1}^{R} \lambda_r a_r^{(1)} \odot a_r^{(2)} \odot \cdots \odot a_r^{(N)}
\]

where \(a_r^{(i)}\) are columns of \(A^{(i)}\).

### Algorithm 1. CP-ALS

**Require:** Tensor \(\mathbf{X} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}\) and target rank \(R\)

1. Initialize \(A^{(1)}, \ldots, A^{(N)}\), with \(A^{(n)} \in \mathbb{R}^{I_n \times R}\)
2. repeat
3. \hspace{1em} for \(n = 1, \ldots, N\) do
4. \hspace{2em} \(V \leftarrow A^{(1)^T} A^{(1)} \otimes \cdots \otimes A^{(n-1)^T} A^{(n-1)} \otimes A^{(n+1)^T} A^{(n+1)} \otimes \cdots \otimes A^{(N)^T} A^{(N)}\)
5. \hspace{2em} \(A^{(n)} \leftarrow \mathbf{X}(n)(A^{(N)} \odot \cdots \odot A^{(n+1)} \odot A^{(n-1)} \odot \cdots \odot A^{(1)}) V^\dagger\)
6. \hspace{2em} normalize columns of \(A^{(n)}\)
7. \hspace{2em} \(\lambda \leftarrow \text{norms of } A^{(n)}\)
3. \hspace{1em} end for
4. until \(<\text{convergence}>\)

Several algorithms have been proposed to compute the CP decomposition [26], we focus on the alternating least squares (ALS) one, described above in Algorithm 1. The Matricized Tensor Times Khatri-Rao Product (MTTKRP,
line 5 of the Algorithm 1) is often the target of optimizations, because it involves the tensor matricized of size $\mathbb{R}^{I \times J}$, with $J = \Pi_{j \neq n} I_j$, as well as the result of the Khatri-Rao product of size $\mathbb{R}^{J \times R}$. It is thus computationally demanding and uses a lot of memory to store the dense temporary matrix resulting of the Khatri-Rao product [24].

3 State of the Art

Several tensor libraries have been proposed. They can be classified according to their capability of handling large tensors or not.

rTensor (http://jamesyili.github.io/rTensor/) provides users with standard operators to manipulate tensors in R language including tensor decompositions, but does not support sparse tensors. Tensor Algebra Compiler (TACO) provides optimized tensor operators in C++ [16]. High-Performance Tensor Transpose [27] is a C++ library only for tensor transpositions, thus it lacks lots of useful operators. Tensor libraries for MATLAB, such as TensorToolbox (https://www.tensortoolbox.org/) or MATLAB Tensor Tools (MTT, https://github.com/andrewssobral/mtt), usually focus on operators including tensor decompositions with optimization on CPU or GPU. TensorLy [18], written in Python, allows to switch between tensor libraries back-ends such as TensorFlow or PyTorch. All of these libraries do not take into account large tensors, which cannot fit in memory.

On the other hand, some implementations focus on performing decompositions on large-scale tensors in a distributed setting. HaTen2 [15] is a Hadoop implementation of the CP and Tucker decompositions using the map-reduce paradigm. It was later improved with BigTensor [22]. SamBaTen [12] proposes an incremental CP decomposition for evolving tensors. The authors developed a Matlab and a Spark implementations. Gudibanda et al. in [11] developed a CP decomposition for coupled tensors using Spark (i.e., different tensors having a dimension in common). ParCube [20] is a parallel Matlab implementation of the CP decomposition. CSTF [5] is based on Spark and proposes a distributed CP decomposition.

As a conclusion, the study of the state of the art shows some limitations of the proposed solutions. A majority of frameworks are limited to 3 or 4 dimensions which is a drawback for analyzing large-scale, real and complex data. They focus on a specific type of optimization, and use only sparse structures to satisfy the sparsity of large tensors. This is a bottleneck to performance, as they do not consider all the characteristics of the algorithm (i.e., the factor matrices are dense). Furthermore, they are not really data centric, as they need an input only with integer indexes, for dimensions and for values of dimensions. Thus it reduces greatly the user-friendliness as the mapping between real values (e.g., user name or timestamp) and indexes has to be supported by the user. The Hadoop implementations need a particular input format, thus necessitate data transformations to execute the decomposition and to interpret the results, leading to laborious prerequisites and increasing the risk of mistakes when working
with the results. Moreover, not all of the implementations are open-source, some only give the binary code.

4 Distributed, Scalable and Optimized ALS for Apache Spark

Optimizing the CP ALS tensor decomposition induces several technical challenges, that gain importance proportionally to the size of the data. Thus, to compute the decomposition at large scale, several issues have to be resolved.

First, the **data explosion of the MTTKRP** is a serious computational bottleneck (line 5 of Algorithm 1), that can overflow memory, and prevent to work with large tensors, even if they are extremely sparse. Indeed, the matrix produced by the Khatri-Rao has $J \times R$ non-zero elements, with $J = \prod_{j \neq n} I_j$, for an input tensor of size $I_1 \times I_2 \times \cdots \times I_N$. We propose to reorder carefully this operation, in order to avoid the data explosion and to improve significantly the execution time (see Algorithm 3).

The main operations in the ALS algorithm, i.e., the update of the factor matrices, are not themselves parallelizable (lines 4 and 5 of Algorithm 1). In such a situation, it is profitable to think of other methods to take advantage of parallelism, that could be applied on fine grained operations. For example, leveraging parallelism for matrices multiplication is an optimization that can be applied in many situations. This also eases the reuse of such optimizations, without expecting specific characteristics from the algorithm (see Sect. 4.2).

The **nature of data structures used in the CP decomposition are mixed**: tensors are often sparse, while factor matrices are dense. Their needs to be efficiently implemented diverge, so rather than sticking globally to sparse data structures to match the sparsity of tensors, each structure should take advantage of their particularities to improve the whole execution (see Sect. 4.1). To the best of our knowledge, this strategy has not been explored by others.

The **stopping criterion** can also be a bottleneck. In distributed implementations of the CP ALS, the main solutions used to stop the algorithm are to wait for a fixed number of iterations, or to compute the Frobenius norm on the difference between the input tensor and the tensor reconstructed from the factor matrices. The first solution severely lacks in precision, and the second is computationally demanding as it involves outer products between all the factor matrices. However, an other option is available to check the convergence, and consists in measuring the similarity of the factor matrices between two iterations, evoked in [8,17]. It is a very efficient solution at large-scale, as it merges precision and light computations (see Sect. 4.3).

Finally, the implementation should facilitate the **data loading**, and avoid data transformations only needed to fit the expected input of the algorithm. It should also produce easily interpretable results, and minimize the risk of errors induced by laborious data manipulations (see Sect. 4.4). The study of the state of the art of tensor libraries shows that tensors are often used as multi dimensional arrays, that are manipulated through their indexes, even if they represent real
world data. The mapping between indexes and values is delegated to the user, although being an error-prone step. As it is a common task, it should be handled by the library.

To tackle these challenges, we leverage three optimization principles to develop an efficient decomposition: coarse grained optimization, fine grained optimization, and incremental computation. The coarse grained one relies on specific data structures and capabilities of Spark to efficiently distribute operations. The incremental computation is used to avoid to compute the whole Hadamard product at each iteration. The fine grained optimization is applied on the MTTKRP to reduce the storage of large amount of data and costly computations. For this, we have extended Spark’s matrices with the operations needed for the CP decomposition. In addition, we choose to use an adapted converging criteria, efficient at large-scale. For the implementation of the algorithm, we take a data centric point of view to facilitate the loading of data and the interpretation of the results. Our CP decomposition implementation is thus able to process tensors with billions of elements (i.e., non zero entries) on a mid-range workstation, and small and medium size tensors can be processed in a short time on a low-end personal computer.

4.1 Distributed and Scalable Matrix Data Structures

A simple but efficient sparse matrix storage structure is COO (COOrdinate storage) [2,10]. The CoordinateMatrix, available in the mllib package of Spark [6], is one of those structures, that stores only the coordinates and the value of each existing element in a RDD (Resilient Distributed Datasets). It is well suited to process sparse matrices.

![Fig. 1. Blocks mapping for a multiplication between two BlockMatrix](image)

Another useful structure is the BlockMatrix. It is composed of multiple blocks containing each a fragment of the global matrix. Operations can be parallelized by executing it on each sub-matrix. For binary operations such as multiplication, only blocks from each BlockMatrix that will be associated are sent to each other, and the result is then aggregated if needed (see Fig. 1). It is thus an efficient structure for dense matrices, and allows distributed computations to process all blocks.

Unfortunately, only some basic operations are available for BlockMatrix, such as multiplication or addition. The more complex ones, such as the
Hadamard and Khatri-Rao products, are missing. We have extended Spark BlockMatrix with more advanced operations, that keep the coarse grained optimization logic of the multiplication. We also added new operations, that involve BlockMatrix and CoordinateMatrix to take advantage of the both structures for our optimized MTTKRP (see below).

### 4.2 Mixing Three Principles of Optimization

Tensors have generally a high level of sparsity. In the CP decomposition, they only appear under their matricized form, thus they are naturally manipulated as CoordinateMatrix in our implementation. On the other hand, the factor matrices \( A \) of the CP decomposition are dense, because they hold information for each value of each dimension. They greatly benefit from the capabilities of the extended BlockMatrix we developed. By using the most suitable structure for each part of the algorithm, we leverage specific optimizations that can speed up the whole algorithm.

**Algorithm 2. CP-ALS adapted to Spark**

**Require:** Tensor \( X \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) and target rank \( R \)

1: Initialize \( A^{(1)}, \ldots, A^{(N)} \), with \( A^{(n)} \in \mathbb{R}^{I_n \times R} \)

2: \( V \leftarrow A^{(1)^T} \odot \cdots \odot A^{(N)^T} A^{(N)} \)

3: \( \text{repeat} \)

4: \( \text{for } n = 1, \ldots, N \text{ do} \)

5: \( V \leftarrow V \odot A^{(n)^T} A^{(n)} \)

6: \( A^{(n)} \leftarrow \text{MTTKRP}(X^{(n)}, (A^{(N)}, \ldots, A^{(n+1)}, A^{(n-1)}, \ldots, A^{(1)})) V^\dagger \)

7: \( V \leftarrow V \odot A^{(n)^T} A^{(n)} \)

8: \( \lambda \leftarrow \text{norms of } A^{(n)} \)

9: \( \text{normalize columns of } A^{(n)} \)

10: \( \text{end for} \)

11: \( \text{until } < \text{convergence} > \)

Besides to using and improving Spark’s matrices according to the specificities of data, we also have introduced fine grained optimization and incremental computing into the algorithm to avoid costly operations in terms of memory and execution time. Those improvements are synthesized in Algorithm 2 and explained below.

First, to avoid computing \( V \) completely at each iteration for each dimension, we propose to do it incrementally. Before iterating, we calculate the Hadamard product for all \( A \) (line 2 of the Algorithm 2). At the beginning of the iteration, \( A^{(n)^T} A^{(n)} \) is element-wise divided from \( V \), giving the expected result at this step (line 5 of the Algorithm 2). At the end of the iteration, the Hadamard product between the new \( A^{(n)^T} A^{(n)} \) and \( V \) prepares \( V \) for the next iteration (line 7 of the Algorithm 2).

The MTTKRP part (line 6 of the Algorithm 2) is sensitive to improvement, as stated in Sect. 2. Indeed, by focusing on the result rather than on the operation,
it can be easily reordered. For example, if we multiply a 3-order tensor matricized on dimension 1 with the result of $A^{(3)} \odot A^{(2)}$, we can notice that in the result, the indexes of the dimensions in the tensor $X$ correspond directly to those in the matrices $A^{(3)}$ and $A^{(2)}$. This behaviour is represented below—with notation shortcut $B_i = A^{(2)}(i, 1)$ and $C_i = A^{(3)}(i, 1)$—in an example simplified with only one rank:

$$
\begin{bmatrix}
a_1b_1c_1 & a_1b_1c_1 & a_1b_1c_2 & a_1b_2c_2 \\
a_2b_1c_1 & a_2b_1c_1 & a_2b_1c_2 & a_2b_2c_2
\end{bmatrix} \times 
\begin{bmatrix}
B_1C_1 \\
B_2C_1 \\
B_1C_2 \\
B_2C_2
\end{bmatrix}
$$

$$
= 
\begin{bmatrix}
a_1b_1c_1.B_1C_1 + a_1b_2c_1.B_2C_1 + a_1b_1c_2.B_1C_2 + a_1b_2c_2.B_2C_2 \\
a_2b_1c_1.B_1C_1 + a_2b_2c_1.B_2C_1 + a_2b_1c_2.B_1C_2 + a_2b_2c_2.B_2C_2
\end{bmatrix}
$$

Thus, rather than computing the full Khatri-Rao product and performing the multiplication with the matricized tensor, we apply a fine grained optimization that takes advantage of the mapping of indexes, and that anticipates the construction of the final matrix. For each entry of the CoordinateMatrix of the matricized tensor (i.e., all non-zero values), we find in each factor matrix $A$ which element will be used, and compute elements of the final matrix (Algorithm 3).

**Algorithm 3.** Detail of the MTTKRP

**Require:** The index of the factor matrix $n$, the matricized tensor $X^{(n)} \in \mathbb{R}^{I_n \times J}$ with $J = \Pi_{j \neq n} I_j$ and $A^{(1)}, \ldots, A^{(n-1)}, A^{(n+1)}, \ldots, A^{(N)}$, with $A^{(i)} \in \mathbb{R}^{I_i \times R}$

1: Initialize $A^{(n)}$ at 0, with $A^{(n)} \in \mathbb{R}^{I_n \times R}$
2: for each $(x, y, v)$ in $X^{(n)}$ with $x, y$ the coordinates and $v$ the value do
3:    for $r = 1, \ldots, R$ do
4:    value $\leftarrow v$
5:    for each $A^{(i)}$ with $i \neq n$ do
6:        $c \leftarrow$ extract $A^{(i)}$ coordinate from $y$
7:        value $\leftarrow$ value $\times A^{(i)}(c, r)$
8:    end for
9:    $A^{(n)}(x, r) \leftarrow A^{(n)}(x, r) + value$
10: end for
11: end for

**4.3 Stopping Criterion**

To evaluate the convergence of the algorithm and when it can be stopped, a majority of CP decomposition implementations uses the Frobenius norm on the difference between the original tensor and the reconstructed tensor from the factor matrices. However, at large-scale the reconstruction of the tensor from the factor matrices is an expensive computation, even more than the naive MTTKRP. Waiting for a predetermined number of iterations is not very effective
to avoid unnecessary iterations. Thus, other stopping criteria such as the evaluation of the difference between the factor matrices with those of the previous iteration \([8,17]\) are much more interesting, as they work on smaller chunks of data. To this end, we use the Factor Match Score (FMS) \([7]\) to measure the difference between factor matrices of the current iteration \([\lambda, A^{(1)}, A^{(2)}, \ldots, A^{(N)}]\) and those of the previous iteration \([\hat{\lambda}, \hat{A}^{(1)}, \hat{A}^{(2)}, \ldots, \hat{A}^{(N)}]\). The FMS is defined as follows:

\[
FMS = \frac{1}{R} \sum_{r=1}^{R} \left(1 - \frac{\xi - \hat{\xi}}{\max(\xi, \hat{\xi})}\right) \prod_{n=1}^{N} \frac{a^{(n)T} \hat{a}^{(n)}}{\|a^{(n)}\| \|\hat{a}^{(n)}\|}
\]

where \(\xi = \lambda_r \prod_{n=1}^{N} \|a^{(n)}\|\) and \(\hat{\xi} = \hat{\lambda}_r \prod_{n=1}^{N} \|\hat{a}^{(n)}\|\).

### 4.4 Data Centric Implementation

Our implementation of the CP decomposition, in addition to being able to run with any number of dimensions, is data centric: it takes a Spark DataFrame as input to execute the CP directly on real data. Thus, it benefits from Spark capabilities to retrieve data directly from various datasources.

A specific column of the DataFrame contains the values of the tensor and all the other columns contain the values for each dimension. The CP operators returns a map associating the original names of the dimensions to a new DataFrame with three columns for each dimension: the dimension’s values, the rank, and the value computed by the CP decomposition. By using DataFrame as input, we allow the use of any type as dimensions’ values. For example, users could create a DataFrame with four columns: username, hashtag, time and value, with username and hashtag being of type String in order to easily interpret the decomposition result. This avoids having to handle an intermediate data structure containing the mapping between indexes and real values, and thus reduces the risk of mistakes when transforming data.

### 5 Experiments

To validate our algorithm, we have run experiments on tensors produced by varying the size of dimensions and the sparsity, on a Dell PowerEdge R740 server (Intel(R) Xeon(R) Silver 4210 CPU @ 2.20 GHz, 20 cores, 256 GB RAM). We compare our execution time to those of the baseline of distributed CP tensor decomposition libraries available: HaTen2 [15], BigTensor [22], SamBaTen [12] and CSTF [5]. Hadoop 2.6.0 was used to execute HaTen and BigTensor. We also study the scalability of MuLOT by varying the number of cores used by Spark.
MuLOT: Multi-level Optimization of the CP Decomposition at Large-Scale

Fig. 2. Execution time for tensors with 3 dimensions of size 100 (top-left), 1,000 (top-right), 10,000 (bottom-left) and 100,000 (bottom-right). CSTF produces an Out Of Memory exception for tensors with 1B elements.

Tensors were created randomly with 3 dimensions of the same size, from 100 to 100k. The sparsity ranges from $10^{-1}$ to $10^{-9}$, and tensors were created only if the number of non-zero elements is superior to $3 \times \text{size}$ and inferior or equal to 1B (with dimensions of size 100 and 1,000, tensors can only have respectively $10^6$ and $10^9$ non-zero elements at most, with a sparsity up to $10^{-1}$ they cannot reach 1B elements, but respectively $10^5$ and $10^8$ non-zero elements). We have run the CP decomposition for 5 iterations, and have measured the execution time. Results are shown in Fig. 2. The source code of the experiments and the tool used to create tensors are available at https://github.com/AnnabelleGillet/MuLOT/tree/main/experiments.

Our implementation clearly outperforms the state of the art, with speed-up reaching several order of magnitude. CSTF keeps up concerning the execution time of small tensors, but is no match for large tensors, and cannot compute the decomposition for tensors with 1B elements. Execution times of MuLOT are nearly linear following the number of non-zero elements. The optimization techniques applied show efficient results even for very large tensors of billion elements, with a maximum execution time for a 3-order tensor with dimensions of size 100k of 62 min, while the closest, BigTensor, takes 547 min. It also does not induce a high overhead for small tensors, as the decomposition on those with dimensions of size 100 takes less than 10 s.

We also studied the scalability of our algorithm (Fig. 3). We measured the speed-up depending on the number of cores used by Spark. Our algorithm shows a sub-linear scalability, but without a big gap. The scalability is an important property for large-scale computations.
6 Real Data Study

We have experimented our decomposition in the context of Cocktail\(^2\), an interdisciplinary research project aiming to study trends and weak signals in discourses about food and health on Twitter. In order to test our decomposition on real data, we focus on french tweets revolving around COVID-19 vaccines, harvested with Hydre, a high performance plateforme to collect, store and analyze tweets [9]. The corpus contains 9 millions of tweets from the period of November 18th 2020 to January 26th 2021.

We would like to study the communication patterns in our corpus. To this end, we have built a 3-order tensor, with a dimension representing the users, another the hashtags and the last one the time (with a week granularity). For each user, we kept only the hashtags that he had used at least five times on the whole period. The size of the tensor is \(10340 \times 5469 \times 80\), with 135k non-zero elements. We have run the CP decomposition with 20 ranks.

This decomposition allowed us to discover meaningful insights on our data, some of the most interesting ranks have been represented in Fig. 4 (the accounts have been anonymised). We have a background discourse talking about lockdown and curfew, with some hashtags related to media and the French Prime Minister. It corresponds to the major actuality subjects being discussed around the vaccines.

It also reveals more subject-oriented patterns, with one being anti-Blanquer (the French Minister of Education), where accounts that seem to belong to high-school teachers use strong hashtags against the Minister (the translation of some of the hashtags are: Blanquer lies, Blanquer quits, ghost protocol, the protocol refers to the health protocol in french schools). We can identify in this pattern a strong movement of disagreement, with teachers and parents worrying about the efficiency and the applicability of the measures took to allow schools to stay open during the pandemic.

Another pattern appears to be anti-government, with some signs of conspiracy. They use hashtags such as health dictatorship, great reset, deep state corruption, wake up, we are the people, disobey, etc. Indeed, the pandemic inspired

\(^2\) https://projet-cocktail.fr/.

Fig. 3. Near-linear scalability of our algorithm
Fig. 4. Communication patterns in the vaccine corpus (from top to bottom): the anti-Blanquer, the conspirators/anti-government, the background speech, and a bot to measure conspiracy score of tweets
a rise in doubt and opposition to some decisions of the government to handle
the situation, that sometimes lead to conspiracy theories.

It is interesting to see that the CP decomposition is able to highlight some
isolated patterns. With this capability, we identify a bot in our corpus, that
quotes tweets that it judges as conspiracy-oriented, and gives them a score to
measure the degree of conspiracy.

The CP decomposition is well-suited to real case studies. It is a great tool
for our project, as it shows promising capabilities to detect patterns in data
along tensor dimensions, with a good execution time. The results given by the
decomposition can be easily interpreted and visualized: they can be shared with
researchers in social science to specify the meaning of each rank, and thus giving
valuable insights on the corpus.

7 Conclusion

We have proposed an optimized algorithm for the CP decomposition at large-
scale. We have validated this algorithm with a Spark implementation, and shows
that it outperforms the state of the art by several orders of magnitude. We
also put data at the core of tensors, by taking care of the mapping between
indexes and values without involving the user, thus allowing to focus on data
and analyses. Through experiments, we proved that our library is well-suited for
small to large-scale tensors, and that it can be used to run the CP decomposition
on low-end computers for small and medium tensors, hence making possible a
wide range of use cases.

We plan to continue our work on tensor decompositions by 1) exploring their
use in social networks analyzes; 2) developing other tensor decompositions such
as Tucker, HOSVD or DEDICOM; and 3) studying the impact of the choice of
the norm for the scaling of the factor matrices.
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Abstract. Huge amount of multivariate time series (TS) data are recorded by helicopters in operation, such as oil temperature, oil pressure, altitude, rotor speed to mention a few. Despite the effort deployed by Airbus Helicopters towards an effective use of those TS data, getting meaningful and intuitive representations of them is a never ending process, especially for domain experts who have a limited time budget to get the main insights delivered by data scientists.

In this paper, we introduce a simple yet powerful and scalable technique for visualizing large amount of TS data through patterns movies. We borrow the co-occurrence matrix concept from image processing, to create 2D pictures, seen as patterns, from any multivariate TS according to two dimensions over a given period of time. The cascade of such patterns over time produces so-called patterns movies, offering in a few seconds a visualisation of helicopter’ parameters in operation over a long period of time, typically one year.

We have implemented and conducted experiments on Airbus Helicopters flight data. First outcomes of domain experts on patterns movies are presented.

Keywords: Data visualization · Data streams · Database applications

1 Introduction

For safety and maintenance reasons, many physical sensors have been installed on operating helicopters. From a data perspective, the Flight Data Continuous Recorder (FDCR) collects Time Series (TS) from physical sensors of the machine, usually at a frequency of 2 hertz (Hz). Over the last decade, Airbus Helicopters have gathered data on hundreds of thousands flight hours, over hundreds of helicopters operated by different customers worldwide, on many different types of missions. To face with such huge amount of TS data, a Big Data platform has been deployed to enable the storing and processing capabilities, offering
new opportunities to domain experts, especially for troubleshooting and predictive maintenance [7]. Time series analysis is still an active research domain, see for example [1, 2] or [3, 10] for a survey. Despite the effort deployed by Airbus Helicopters towards an effective use of those TS data, getting meaningful and intuitive representations of them remains a never ending process.

In the past, data were mainly used for troubleshooting purposes, for instance to understand the conditions triggering an unexpected incident. The process was limited to the exploitation of data from the flight where the incident occurred or the flight before, analyzed using classical TS visualization softwares such as Grafana\(^1\), Kibana\(^2\) or in-house dedicated tools.

For years, data collected from helicopters are also used to better understand the real usage spectrum of the different helicopters sub-systems (such as lubrication system, starter generator, hydraulic pump, landing gear...). Understanding the behaviour of these sub-systems in different contexts allows us to optimize their future (re)-design.

Now, more and more efforts are made to develop predictive maintenance capabilities for helicopters systems, based on the whole in-service data made available. However, this is a more challenging topic which requires a strong involvement of System Design Responsible (SDR) experts who have a deep knowledge of their respective systems.

Moreover, SDR do not have time – neither necessarily the required data science skills – to mine, quickly and autonomously, massive collected TS data. Thus, it is quite important to provide them with relevant and adequate artefacts that allow them to get a simplified access and analysis of their TS data.

Predictive maintenance algorithms consist in general of monitoring “quantities” that should respect some conditions which can be considered as the *normal operating behaviour* of the monitored system. Then when this quantity no longer respects the conditions, an alert is raised. Also, often, such conditions come from hypothesis formulated by SDR, and consist in general of correlations that should be preserved over time between certain flight parameters under certain flight conditions, such as time between pilot actions and systems reactions, correlations between systems temperatures and pressures etc. Quick testing/verification/validation of SDR hypothesis is then very important for their efficient involvement in the predictive maintenance development. Nevertheless, turning large TS into useful knowledge for domain experts is clearly not an easy task at all.

In this paper, we introduce a simple yet powerful and scalable technique for visualizing large TS data through *patterns movies*. An overview of our approach is given in Fig. 1. The basic idea relies on the visualization of correlations between two (flight) parameters over a large period of time. This large period is split into non-overlapping time windows. For each time window we build one image (or pattern), corresponding to the co-occurrence matrix of the two parameters, aggregating the TS information from this time window. By assembling successive images, one for each time window, we obtain a so-called “patterns movie”.

\(^1\) [https://grafana.com/](https://grafana.com/).
\(^2\) [https://www.elastic.co/fr/kibana](https://www.elastic.co/fr/kibana).
The resulting movie points out how patterns slowly evolve over time. Domain experts have the opportunity to visualize in a short period of time – typically less than a minute – millions of records and observe trends related to helicopter usage.

We have implemented and conducted experiments on Airbus Helicopters flight data. First outcomes of domain experts on patterns movies are presented. To the best of our knowledge, the use of co-occurrence matrix for aggregating large TS data and their visualization with patterns movies is a new contribution which has many advantages:

- Pattern movies are very convenient for domain experts to better understand their TS data
- The proposed process turns out to be scalable, almost linear in the size of the TS data.

2 From TS Data to Patterns Videos

Let \((T_1, T_2)\) be two numerical TS variables over the same period of time \(\mathcal{T}\) and \(w_1, w_2, \ldots, w_n\) a succession of non-overlapping time windows of the same size, with \(w_i << \mathcal{T}\) for each \(i \in \{1, \ldots, n\}\).

We denote by \(\hat{T}_1\) and \(\hat{T}_2\) a discretization of these TS. Many techniques could be applied such as equal-width discretization or equal-frequency discretization. Furthermore, external knowledge provided by experts should be taken into account. Details are omitted.

For a time window \(w\), we denote by \(T_1^w, T_2^w\) the part of \((T_1, T_2)\) that fall into \(w\).
The proposed process applied on every time window \( w \) is as follows:

1. Discretize \( T_1^w \) and \( T_2^w \) into \( \hat{T}_1^w \) and \( \hat{T}_2^w \)
2. Count the number of occurrences of any pairs of values from \( (\hat{T}_1^w, \hat{T}_2^w) \).
3. Build the co-occurrence matrix \( \hat{M}_w \)
4. Generate a picture associated to \( \hat{M}_w \)
5. Integrate the picture into an MPEG file, i.e. the movie file is composed by successive frames, one frame for each time window \( w_1, \ldots, w_n \)

We reuse classical notions of co-occurrence matrix from image processing, useful in texture analysis of 2D images [4]. In our case, we consider that each co-occurrence matrix is a simple image which captures useful information (patterns) about the process of interest. The co-occurrence matrix can be seen also as a multidimensional frequency histogram. The cascade of such patterns over time produces so-called patterns movies, offering in a few seconds a visualisation of helicopter’ parameters in operation over a long period of time, typically one year.

It is worth noting that the time dimension is lost on each time window \( w \), making it possible to aggregate the studied parameters and to erase the local specificities. Each generated picture turns out to deliver a time-agnostic pattern, while the time dimension is still present in the “patterns movies”. In other words, a patterns movie can be seen as a sequence of time-agnostic patterns, allowing to visualize how patterns slowly evolve over time.

A Running Example

In the sequel, we consider a running example to explain how a picture is built from two TS variables over one time window only, i.e. \( w = T \). The five steps described previously are exemplified on data depicted in Table 1(a).

**Step 1 (Discretization):** We consider here a simple discretization, the rounding function \( D(x) = \lfloor x \rfloor \). For sake of readability, each pair of values in \( \hat{T}_1 \) and \( \hat{T}_2 \) has got a particular colour, as shown in Table 1(b).

**Step 2 (Counting):** A new dimension is added to count how many times a given pair of values appears in \( (\hat{T}_1^w, \hat{T}_2^w) \), depicted in Table 1(c).

**Step 3 (Co-occurrence matrix):** A co-occurrence matrix is built. Rows refers to \( \hat{T}_1 \) values, i.e. \( \{5, 6, 7, 8, 9\} \), and columns to \( \hat{T}_2 \) values, i.e. \( \{1, 2, 3, 4\} \). A pair of values \( (u, v) \) refers to the counting associated to that pair in the time window \( w \) (cf step 3). The co-occurrence matrix obtained is depicted in Table 1(d). This representation plays the role of a two-dimensional histogram, where the time dimension is lost.

**Step 4 (Picture generation):** From the previous co-occurrence matrix of size \( n \times m \), we sketch how pictures of size \( n \times m \) can be generated. The main idea is that the larger the value of a matrix at \( (i,j) \), the darker the \( (i,j) \) pixel in the 2D-picture. In order to protect the observer from possible bias of reading and consequently of interpretation, we have adopted a normalization by distribution intervals to better reflect the real data density, i.e. the number of data per unit area [11].
From Large Time Series to Patterns Movies

Table 1. Running example

| $T^n_w$ | 5.3 | 4.7 | 5.5 | 5.8 | 6.1 | 7    | 8.2 | 8    | 8.3 | 8.6 |
|--------|-----|-----|-----|-----|-----|-------|-----|-----|-----|-----|
| $T^w_2$ | 1.9 | 1.5 | 3   | 3.4 | 4   | 3.1  | 3.6 | 3.9  | 4.2 | 0.5 |

$\downarrow (b)$

| $\hat{T}^n_w$ | 5 | 5 | 6 | 6 | 6 | 7 | 8 | 8 | 8 | 9 |
| $\hat{T}^w_2$ | 2 | 2 | 3 | 3 | 3 | 3 | 4 | 4 | 4 | 1 |

$\downarrow (c)$

| $\hat{T}^n_w$ | 5 | 6 | 6 | 7 | 8 | 9 |
| $\hat{T}^w_2$ | 2 | 3 | 4 | 3 | 1 |

Count: 2 2 1 1 3 1

$\downarrow (d)$

$\hat{M}_w$

| $\hat{T}^w_2$ values |
|----------------------|
| 1 2 3 4 |

| $\hat{T}^n_w$ values |
|----------------------|
| 5 0 2 0 0 |
| 6 0 0 2 1 |
| 7 0 0 1 0 |
| 8 0 0 0 3 |
| 9 1 0 0 0 |

A typical 2D-picture is given in Fig. 2, which corresponds to a pattern on two variables: the oil pressure and the oil temperature observed in the main gear box. The discretization is produced by partitioning the values of each attribute in $K = 100$ equal length intervals.

Step 5 (Pattern movie generation): This step is simple as it consists to generate such pictures over different time windows in order to produce a movie. The time dimension is taken into account here at a coarser granularity, allowing to study the global trends of different parameters. An example is shown in Fig. 3.

In Fig. 3, we display some frames from a patterns movie built from data corresponding to only one aircraft. The studied TS variables are “Oil temperature” (x-axis) and “Oil pressure” (y-axis). The middle frame from the last row corresponds to a time window where an operating incident was reported.

Computational Considerations

Generating patterns movies scales well over very large TS since each transformation has a complexity linear or quasi linear in the size of the input. Moreover parallelisation can be applied. Details are omitted.
Fig. 2. Co-occurrence matrix $100 \times 100$, all in-flight data from aircraft A, “Oil temperature” vs “Oil pressure”

3 Implementation and Experimentations

The implementation has been done with Python 3.6.7 with libraries Pandas 0.24.1 for tabular data, NumPy 1.16.2 for math operations, and Matplotlib 3.0.3 for dataviz. Animated renderings use the FFmpeg encoder for the generation of MPEG-4 video files.

Experiments were executed on an Intel(R) Core(TM) i7-8750H CPU @ 2.20 GHz with 16 Go RAM.

We studied several datasets, two of them are described below. The first one comes from a unique helicopter with over 45 days in operation, resulting in 76 flight hours and 550,000 records obtained at a frequency 2 Hz. 24 parameters were recorded into attributes such as oil pressure, oil temperature or altitude. The second one was bigger with more than 118 million records, corresponding to 16,000 flight hours of 33 helicopters, recorded over a period of 20 months. On average we had 500 flight hours per aircraft.

The first dataset allowed an initial exploration by generating co-occurrence matrices between all possible pairs of attributes in a few minutes. For example, Fig. 2 shows a relationship between the oil temperature and its pressure, with an equal-width discretization of 100 bins in each dimension.

Similarly, Fig. 4 shows a correlation between attributes playing a role in the mechanics of the helicopter. These first results were expected by business experts, and judged as promising to visualize TS data.

Bellard, F, FFmpeg, ffmpeg.org, 2019.

The Moving Picture Experts Group, M. MPEG-4 mpeg.chiariglione.org/standards/mpeg-4/mpeg-4.htm, 1998.
New visualizations of static and animated co-occurrence matrices were then regenerated on the new dataset. Two main observations can be drawn. First, on each device a global normality appears on the *kernels* of the representations, i.e. the region with the most frequent co-occurrences. We observe a great similarity of the most frequent data in Fig. 5 (a) and (b) (the darkest part).

Second, data at the periphery of the kernel, i.e. the less frequent data, ranging from white to gray, do not follow the same distribution from one device to another, and represent a large region of the co-occurrence matrix. On the other side, the kernel part of this representation seems to be invariant.
Experts found this approach easy to use, giving them convenient and intuitive visualization of very large TS data. These results were useful in verifying hypotheses about the system behaviour, quite complementary of existing propositions [5,6,8].

The prototype is intended to be used by SDR experts as a decision support system: It allows them to quickly comfort or invalidate their “implicit” hypothesis. Then, in case of comforted hypothesis, a more complex analysis and investigation are required in order to either precisely identify a root cause of an incident or tune a predictive maintenance indicator for the studied system.

4 Evolution in Time of the Centroid of Co-occurrence Matrices

Splitting temporal data using time windows generates a multitude of successive ordered co-occurrence matrices. One of our goals is to better understand the evolution of these matrices with respect to the time dimension. The most intuitive way to do this is to compare the different matrices with each other. To do so, we look for a numerical measure between these matrices.

After exploring some classical distances adapted to matrices, like Jaccard or Manhattan, an euclidean distance based on matrix centroids has been chosen by domain experts for its simplicity of interpretation and visualization potential.
Let $C \in \mathbb{R}^{w \times h}$ be a matrix. The point $(\bar{x}, \bar{y})$ is the centroid of $C$ if:

$$
\bar{x} = \frac{\sum_{i=1}^{w} i \times \sum_{j=1}^{h} C(i, j)}{\sum_{i=1}^{w} \sum_{j=1}^{h} C(i, j)} \\
\bar{y} = \frac{\sum_{j=1}^{h} j \times \sum_{i=1}^{w} C(i, j)}{\sum_{j=1}^{h} \sum_{i=1}^{w} C(i, j)}
$$

For example, for the matrix:

$$
\begin{bmatrix}
10 & 0 & 0 \\
0 & 5 & 0 \\
0 & 15 & 30
\end{bmatrix}
$$

the corresponding centroid is:

$$
\bar{x} = \frac{1 \times 10 + 2 \times 5 + 3 \times (15 + 30)}{10 + 5 + 15 + 30} = \frac{155}{60} \\
\bar{y} = \frac{1 \times 10 + 2 \times (5 + 15) + 3 \times 30}{10 + 5 + 15 + 30} = \frac{140}{60}
$$

Let $A, B \in \mathbb{R}^{w \times h}$ and $(\bar{x}_A, \bar{y}_A)$ and $(\bar{x}_B, \bar{y}_B)$ their corresponding centroids. We define the distance between $A$ and $B$ as the normalized euclidean distance between the corresponding centroids:

$$
dist(A, B) = \frac{1}{\sqrt{w^2 + h^2}} \times \sqrt{(\bar{x}_A - \bar{x}_B)^2 + (\bar{y}_A - \bar{y}_B)^2}
$$
The idea is to visualize the path followed by the centroids of co-occurrence matrices to get an idea of their movements over time. Centroids can be visualized statically by displaying all of them in order to have an idea of their so-called *transit zone*. They can also be visualized dynamically to show how they evolve over time.

More than providing information on the distances travelled by centroids, such visualizations also provide information on their direction and transit area. Transit zones can be used to represent normality and highlight centroids moving away from it.

![Image of centroids for co-occurrence matrix 50 × 50, all in-flight data from aircraft A, “Oil temperature” vs “Oil pressure”, window size of 30 min](image)

**Fig. 6.** Centroids for co-occurrence matrix 50 × 50, all in-flight data from aircraft A, “Oil temperature” vs “Oil pressure”, window size of 30 min

The path followed by centroids before and after maintenance operations has been analyzed in order to detect trends and patterns with respect to the studied maintenance intervention (see Figs. 6, 7, 8, 9).

Figure 6 shows the path of the centroids around a given *n*-th maintenance operation. The path of the centroids before the maintenance operation *n* (intervention on the dial) is drawn in red. The previous operation *n−1* concerned an intervention on the gearbox. The operation *n+1* concerns also an intervention on the dial, and the centroid path between *n* and *n+1* is displayed in blue. Centroids are calculated on 50 × 50 oil temperature and pressure matrices, within a window size of 30 min. We observe a variation of the transit zone taken by the centroids over time.
Fig. 7. Centroids for co-occurrence matrix $50 \times 50$, all in-flight data from aircraft B, “Oil temperature” vs “Oil pressure”, window size of 30 min.

Fig. 8. Centroids for co-occurrence matrix $50 \times 50$, all in-flight data from aircraft C, “Oil temperature” vs “Oil pressure”, window size of 30 min.
The downside of the visualisation based on centroids is that it requires a lot of data to be relevant. If maintenance operations are too close in time, the small number of centroids tracing the path may not be sufficient to obtain a sufficiently precise idea of the transit zones they use.

Figure 7 and Fig. 8 show the path of centroids around a maintenance operation on the gearbox lubrication of two different aircrafts. In red is the path before the operation, in blue, the path followed by the centroid after operation. We observe a similar displacement of the transit zone of the centroids towards a zone where the temperature is lower and the pressure higher. In this case the path followed by the centroid is a good indicator for an human expert to validate the maintenance operation.

Some external factors are also influencing the centroid path. For example, the effect of an oil change operation may vary depending on the type of the used oil. Even if an operation was only to tighten a bolt on the device, the bolt could be tightened in many different ways. Nevertheless, we observe similar maintenance operations in our experiments.

The duration of the time windows has an impact on the visualization generated. Although the general trends for the transit zones used by centroids remain the same, the number of centroids and their local behaviors are affected by a change in the frequency of windowing. Too high a frequency would aggregate a lot of data and would result in a low number of centroids, perhaps too low to capture an evolution. Conversely, too fine a granularity would increase the number of centroids, which firstly lengthens the computation time, and can cause
the appearance of artefacts. Figure 9 illustrates this phenomenon. It represents all the centroids of the $50 \times 50$ co-occurrence matrices, relating to the temperature of the oil and its pressure, obtained from a windowing with a frequency of 3 min. We observe the appearance of vertical line explained by the fact that the variability of the data on the oil pressure attribute becomes locally in time so small, that the horizontal position of the centroid is forced to fix on an integer value (the sensor precision is at 1 unit).

5 Conclusion

We introduced a technique for visualizing large TS data as patterns movies. On the basis of a division of the TS into time windows, co-occurrence matrices are built, allowing to display a representation of the underlying data distribution. The time dimension is lost locally at each matrix, but is kept globally throughout the windowing, in the produced pattern movie. Many experiments were conducted with TS data from Airbus Helicopters, from which we presented and discussed the main outcomes. In addition, we were able to aggregate further the visualization by focusing on centroids of co-occurrence matrix only. Such an abstraction turned out to be very useful to study the normal behavior of the studied phenomenon with transit zone of centroids.

To sum up, this approach proposes to capture the evolution of trends observed over time windows in TS. Therefore, the main perspective is to be able to detect deviations with respect to the normal behavior of operating helicopters. Whenever these changes are detected, an alert could be raised to anticipate and better organize maintenance actions. The overall objective is to improve safety in order to avoid potential incidents, and allow customers to increase the availability of their helicopters. Experts found this approach very promising, intuitive, easy to use, allowing rapid testing of hypotheses on large collections of TS.

Many perspectives remain to be addressed: first, human perception of those pattern movies could be evaluated more thoroughly to define new visual quality metrics [9]. Second, patterns movies could be used to anomaly detection, not by experts’ eyes, but with automatic techniques on the co-occurrence matrices. Third, more research also deserves to be done to help domain experts to find appropriate tradeoffs to get meaningful pattern movies, for example to select the two parameters for the 2D visualization, to define an appropriate time window and also to discretize the data. Finally, co-occurrence matrix can be extended to a set of dimensions for the x-axis and to another set of dimensions for the y-axis, instead of a single dimension for both axis as we do.
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Abstract. Entity Resolution (ER) is an essential task in the data integration process, by identifying records that refer to the same object in the real world. In a naive approach, ER needs to compare all pairs of records in a dataset. This process has a high cost, especially for large-scale datasets. Several techniques have been proposed in the literature to restrict the comparison among records grouped in the same blocks to mitigate such a cost. In order to further reduce the number of comparisons, some approaches, named reblocking, focus on blocking reprocessing. The reblocking techniques include two major groups: meta-blocking and filtering. Meta-blocking reduces the number of comparisons based on blocks shared by the records. On the other hand, filtering focuses on providing pairs of records for comparison based on the degree of similarity between them. Although both approaches have the same goal, as far as we know, no work in the literature experimentally compares the reblocking techniques. Filling this gap, in this research, we present a qualitative and comparative analysis of techniques in the state-of-the-art of reblocking approaches. With this analysis, we provide different characteristics to assess issues of effectiveness and efficiency of the techniques. Finally, we specify appropriate scenarios for each evaluated technique.

Keywords: Entity resolution · Blocking · Blocking reprocessing · Filtering techniques · Meta-blocking techniques

1 Introduction

The continuous growth in the volume of data generated and shared by information systems (e.g., social media, management systems, and Web systems),
the diversity of representation structures, and the different descriptions of information are challenges faced in the data integration process [7]. This process is essential for achieving a unified view of heterogeneous data from different sources [8]. However, many datasets contain erroneous, missing, or duplicate values, making them difficult to use. With the popularization of data-dependent activities, it is necessary to increase the importance of the quality and integrity of the information available.

**Entity Resolution** (ER) is a central task in the data integration process, and has important practical implications in a wide variety of commercial, scientific, governmental, medical, criminal, and security domains [4]. ER identifies records that refer to the same object in the real world [6]. In a naive approach, ER compares all records from one or more datasets to identify matching pairs, that is, pairs of records belonging to the same entity. Thus, it results in a quadratic number of comparisons in relation to the number of records. This exhaustive approach is very costly, especially when applied to large volume of data. One of the main challenges in ER is to identify all (or almost all) matching pairs, avoiding the quadratic computational cost [15].

Several techniques have been proposed to restrict the comparison between records by grouping similar records in blocks, called **Blocking**. Only records within the same block are compared, reducing the computational cost substantially. Traditionally, the blocks are constructed with some indexing strategies with low computational cost (e.g., the inverted index strategy and tree-based indexing). Those blocks may be, optionally, reprocessed for decreasing even more the number of comparisons. This stage, called **Reblocking**, aims at removing the unnecessary comparisons improving the computational effectiveness. Reblocking has stood out in recent years with competitive techniques, most of them focused on two approaches: **Meta-blocking** and **Filtering**. In relevant papers on meta-blocking and filtering techniques, better results were identified compared with traditional block construction techniques, successfully alleviating the problem of quadratic growth of comparisons when the data increase in size [11,16].

Meta-blocking techniques [2,14,19] are based on the principle of sharing blocks between pairs of records as evidence of correspondence. The meta-blocking approach aims to reduce redundant comparisons (same records compared several times) and superfluous comparisons (between records belonging to different entities) [12]. On the other hand, the filtering techniques [23,25] select matching candidate pairs based on the degree of similarity. For example, by sharing rare tokens\(^1\), record size, the position of tokens in prefixes or suffixes of records, among others. Thus, such techniques address the problem in different ways but have the same goal, which is to reduce the number of comparisons between records.

The comparative analysis of techniques can be done in a qualitative way (analyzing strengths, weaknesses, differences and similarity of the techniques), in a quantitative way (carrying out experiments and comparing the results) or both. In [5,16], the authors compare qualitatively and quantitatively block-

---

\(^1\) Token corresponds to a substring/term from a record attribute value.
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Köpcke et al. compare blocking and filtering techniques. And, in [9,11], the authors compare qualitatively and quantitatively filtering techniques. It is worth mentioning that several other works propose new methods and compare them with existing techniques. However, the works mentioned above that comprise reblocking, do not describe new proposals and only compare techniques that already exist in the literature. Attempt to address the gap that encompasses comparisons between meta-blocking and filtering techniques, in [15], the authors compare qualitatively such approaches, without delving into experimental comparisons. As far as we know, meta-blocking and filtering techniques, besides having the same goal, have not yet been compared experimentally, demonstrating which approach is more promising.

Our work aims to fill this gap by presenting a quantitative and qualitative comparison between relevant unsupervised techniques of meta-blocking and filtering applied to reblocking. We analyze experimentally seven recent state-of-the-art approaches, named PPJoin [25], PPJoin+ [25], AdaptJoin [23], Reciprocal WNP [14], Reciprocal CNP [14], PBBRT [2] and BLAST [19]. By comparing meta-blocking and filtering, we aim at providing new insights into the strengths and weaknesses of reblocking techniques that can guide professionals in selecting appropriate techniques for various scenarios.

The rest of this paper is structured as follows: Sect. 2 describes some important concepts. Section 3 reviews related work. Section 4 describes the reblocking techniques evaluated in this work. Section 5 discusses our experimental evaluation, presents the results and analyzes them in a quantitative and qualitative way. Finally, Sect. 6 concludes the paper and presents possible future works.

2 Preliminaries

2.1 Entity Resolution

The entity resolution task aims to identify all matching pairs of records in one or more datasets [6]. More formally, let $R = \{r_1, r_2, \ldots, r_n\}$ be a dataset with $n$ records. Two records, $r_i$ and $r_j$ with $i \neq j$, are considered corresponding (matching) if both represent to the same real entity ($r_i \equiv r_j$).

![Fig. 1. Workflow for entity resolution](image)

Figure 1 illustrates the entity resolution processes. ER receives a set of records as input and returns as output a set of pairs of records that ideally correspond
to the same entity, called duplicates. ER can be split into two steps [15]: (1) the candidate selection step, and (2) the candidate matching step, i.e., matching. The latter step compares records for determining which ones represent the same entities, dominating the overall cost of ER [6,7]. ER usually becomes efficient and scalable through the first step, which selects the pairs of records most likely to refer to the same entity [15]. This step eliminates less promising candidate pairs, preventing them from being compared. Several works address the strategy of selecting candidate pairs using different techniques that belong to two main stages, usually called blocking and reblocking (see Fig. 1). Initially, a blocking technique groups candidate records to belong to the same entity, and later a reblocking technique may optionally decrease the pairs of candidate records generated in such groups.

2.2 Blocking

As previously mentioned, blocking techniques group records into blocks that have some evidences of representing similar information [4]. Several blocking techniques have been proposed in the literature to support heterogeneous data, with noise and without structure [5]. Applying blocking techniques, comparisons between records carried out at the ER matching step only occur inside the blocks. It reduces the number of comparisons substantially compared with the exhaustive approach. However, blocking may still result in a high amount of unnecessary comparisons when applied to large datasets [14]. A second stage, known as reblocking, aims to discard unnecessary comparisons.

2.3 ReBlocking

The blocks produced by the blocking stage may be refined by reblocking techniques. It is designed to decrease the number of unnecessary comparisons between candidate pairs, becoming indispensable for a good balance between the effectiveness and efficiency of the ER task [15,16]. In Fig. 1, we expand reblocking in meta-blocking and filtering to show in which stage of the ER task both techniques fit into, not limiting the reblocking to them. Meta-blocking and filtering are the main focus of this work.

Meta-Blocking. Meta-blocking attempts to eliminate redundant and superfluous comparisons between pairs of records in the ER task. It focuses on maintain candidate pairs with a higher probability of matching based on the amount of blocks shared by pair of records [12,20]. Meta-blocking appears as one of the most promising approaches concerning to efficiency [14].

Several Meta-blocking techniques have been proposed by more recent works [2,14,19]. Most of them run in main memory and are based on graph representation to redefine the blocks. A vertex represents a record. An edge connects vertices if their corresponding records share blocks in common. A weighting function captures the likelihood of matching records for labeling the edges. A pruning
strategy removes light edges from the graph. Meta-blocking weighting and pruning strategies considerably eliminate unnecessary comparisons between records. The remaining edges indicates the set of candidate pairs, whose corresponding records need to be compared with.

**Filtering.** Filtering has been described in the literature as similarity join techniques [11]. Its assumption is that records referring to the same real-world object are highly similar each other [15]. Techniques filtering [9,23,25] may use several types of filters to reduce the candidate pairs by following a pipeline model. For example, a technique may filter out a pair of records if its prefixes do not have tokens in common. In general, filters use similarity functions along with a threshold to quantify the similarity between two records. In this work, we focus on filtering techniques that use token-based similarity functions (e.g. Jaccard and Cosine [11]).

It is worth to notice that the filtering approaches are usually applied to pairs of records that have already been generated by an indexing/blocking technique [11]. As Fig. 1 shows, the blocking output feeds the filtering approach. Besides that, the filtering approach performs both steps: candidate generation and matching step (Step 1 and 2 of Fig. 1). However, in this work, we only focus on generating a set of candidate pairs of filtering techniques to produce a fair comparison with other approaches.

## 3 Related Work

Some works [5,9,11,16] compare techniques that focus on reducing the number of candidate pairs belonging to the same entity. Such works provide theoretical and experimental surveys on several techniques, highlighting their characteristics, strengths, weaknesses, complexity, performance and scalability. However, those works describe experimental evaluations between blocking and meta-blocking techniques [5,16], between blocking and filtering techniques [10], or only between filtering techniques [9,11]. None of them experimentally evaluate meta-blocking and filtering techniques.

Few works present new blocking techniques and compare them experimentally with filtering techniques [21,22]. However, such works do not take account meta-blocking techniques in their experimental evaluation. There also exist some works that qualitatively relate the filtering techniques in the same context as the blocking/meta-blocking techniques, but without delving into experimental comparisons [6,15]. Thus, our work differs from the above mentioned by evaluating experimentally both, quantitatively and qualitatively, meta-blocking and filtering techniques as reblocking.

## 4 Inside the Techniques

In this section, we describe in detail the unsupervised reblocking techniques necessary to properly understand our experimental analyses. Such techniques
have been cited as state-of-the-art approaches in recent works and are generally used as a basis for experimental evaluations [9,11,18–20,24].

4.1 Filtering Techniques

The PPJoin (PPJ) [25], PPJoin+ (PPJ+) [25], and AdaptJoin (ADP) [23] techniques eliminate candidate pairs with low probability to be a duplicate. Their filters are based on both similarity function (tuned by thresholds provided by the user) and tokens frequency. Two records are considered similar whether they have overlaps that exceed the threshold (e.g., Jaccard or Cosine). A pre-processing step is necessary to employ the filters. For instance, based on the global token frequency, in each record, its tokens are sorted. This strategy makes the less frequent tokens, considered rare tokens, stay in the prefixes of the records, being a prerequisite for processing some of the filters.

When blocking is performed, very frequent tokens generate blocks with many records, which results in a significant overload when processed. Prefix Filtering of PPJ algorithm addresses this problem by indexing only the less frequent tokens of each record, i.e., the less frequent tokens and the most informative [25]. The produced candidate pairs are sent to the next filters, Length Filtering and Positional Filtering. Length Filtering removes candidate pairs when the difference in the size of the token set between records is above a defined threshold. Positional Filtering assesses whether the distance from the common token between the candidate pair respects an inferred limit.

PPJ+ is an extension of PPJ with addition of the Suffix Filtering [25]. The suffix filter is a generalization of the Positional Filtering for the tokens of the suffixes of the records, in order to further filter the candidate pairs that survive the previous filters. All tokens that have not been classified as prefixes are considered a record suffix. The suffix of each record is recursively partitioned into two similar parts and PPJ+ calculates the number of tokens in common in each corresponding partitions between two records, until the pair candidate is filtered using an inferred threshold value. ADP [23] extends the Prefix Filtering by dynamically calculating the prefix size. The intuition behind it is that the adaptive prefix size can be more flexible to prune non-matching pairs.

4.2 Meta-Blocking Techniques

As stated in Subsect. 2.3, meta-blocking techniques are conceptually based on graphs, where vertices represent the records and edges connect vertices of two records that appear in the same block. Each edge has a weight that reflects the probability of matching the records represented by its connected vertices. Low-weight edges are removed from the graph. The edge weights are based on information obtained from the blocks. For instance, by capturing the intuition that the amount of blocks two records share can indicates matching probability. Pruning schemes eliminate edges with low values.

Reciprocal Weighted Node Pruning (RecWNP) [14] considers the neighborhood of a given vertex (i.e., pairs of candidate records), weights the edges that
interconnect the vertices and prunes the edges below an inferred local threshold. Kept edges that connect vertices that represent pairs of non-redundant records are also discarded. Redundant candidate pairs are treated as a strong indication of being a pair of records with high chances of matching. Reciprocal Cardinality Node Pruning (RecCNP) [14] differs in the strategy of ordering all neighboring edges of a given vertex in decreasing weight and maintaining the top \( k \).

In [19] is proposed a strategy based on LSH (Locality-Sensitive Hashing), called BLAST, to collect statistical information directly from the data in a scalable way. First, the attributes are grouped according to their similarity, and then the blocking is performed by exploring the attributes partitioning. Thus, only records whose tokens belong to attributes on the same partition will be considered candidate pairs in blocking. BLAST measures an attribute’s information content using entropy [17], which identifies the most informative attributes and improves the edges’ weight when reblocking.

Before representing the records in a graph, RecWNP, RecCNP and BLAST, specifically, employ two steps before reblocking: Block Purging and Block Filtering. Block Purging discards large blocks, i.e., blocks that exceed a maximum number of records per block. Block Filtering aims to restructure the set of blocks by eliminating unnecessary records in the blocks, e.g., records that are contained in many blocks. Block Filtering uses a filtering rate \( r \), defined in the interval \([0; 1]\), as a parameter to eliminate such records. The survived set of restructured blocks are the meta-blocking input. The application of such pre-processing techniques, as well as those used in filtering techniques, can lead to better results, since they reduce the number of candidate pairs [14,19].

Blocking Process Based on Relevance of Terms (PBBRT) [2] removes blocks based on token entropies [17]. Tokens with high entropies are more relevant to matching, that is, when a token becomes more frequent, its amount of information decreases. Using this intuition, PBBRT removes blocks whose token entropy is below the average of all token entropy values, reducing the number of blocks. For reblocking, blocks obtained using tokens with low frequency (i.e., the token can be highly informative) may provide pair of records as strong matching candidates. This way, the edge that connects the vertices representing this pair of records can receive a greater weight so that the pruning scheme maintains the edge. PBBRT is a meta-blocking technique that has not yet been compared with other reblocking techniques.

5 Experimental Evaluation

In this section, we discuss the experimental results and analyses. We begin with the description of the datasets and metrics used to evaluate the results. Next, we detail the experimental setup. Finally, we discuss the outcomes, and comparatively analyze the performance of the techniques evaluated.
5.1 Datasets

We use seven semi-structured datasets, four real datasets (R1, R2, R3 and R4) and three synthetic datasets (S1, S2 and S3), which vary in size, domain, and characteristics. The datasets are publicly available \(^2\). Table 1 shows the characteristics of these datasets.

| Table 1. Characteristics about the datasets: number of records (|R|), total number of matching pairs (|D(R)|), total number of attribute-value pairs (|AV(R)|), average number of attribute-value pairs per records (|AVR(R)|) and number of comparisons performed by the brute force approach (|BF(R)|). |
|---|---|---|---|---|---|
| Real Datasets | Synthetic Datasets |
| | | | | | |
| R1 | R2 | R3 | R4 | S1 | S2 | S3 |
| | | | | | | |
| | | | | | | |
| | | | | | | |
| | | | | | | |
| | | | | | | |
| | | | | | | |
| | | | | | | |
| | | | | | | |
| | | | | | | |
| | | | | | | |
| | | | | | | |
| | | | | | | |
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- *Pairs Quality (PQ)* is similar to precision and measures the ratio of candidate pairs that correspond to real duplicates, \( PQ = \frac{|D(C)|}{|C|} \).

- *\( F_\beta \)-measure (F-measure)* is the harmonic mean of \( PQ \) and \( PC \), \( F_\beta = \frac{PQ \cdot PC}{(1 + \beta^2) \cdot \frac{PQ}{\beta^2} + \frac{PC}{\beta^2}} \). We may weigh \( PQ \) and \( PC \) in *F-measure*, giving us flexibility to use in different contexts. Two commonly used values for \( \beta \) are 2, which weighs \( PC \) twice as much as \( PQ \), and 0.5, which weighs \( PC \) with half as important as \( PQ \). If \( PQ \) and \( PC \) have the same weight for the final measure, use \( \beta = 1 \) [3]. *F-measure* takes values in the range \([0, 1]\).

The total number of candidate matching pairs \( |C| \) will be used as metric to measure the computational cost for duplicate detection, i.e., the amount of comparisons in the ER task. The objective is to maximize \( PC \) and \( PQ \) and, thus, minimizes \( |C| \) and maximize the number of detected duplicates \( |D(C)| \). However, high number of candidate pairs usually leads to detect more duplicates, increasing \( PC \), but reducing \( PQ \) [5]. Therefore, blocking and reblocking techniques are successful whether they achieve a good balance between \( PC \) and \( PQ \).

### 5.3 Experimental Setup

Our experimental evaluation aims to compare relevant techniques applied to reblocking. The authors of RecWNP [14], RecCNP [14], PBBRT [2], BLAST [19], PPJ [25] and PPJ+ [25] provided to us the source code, and for ADP [23], we obtained the source code by the authors of [11]. Meta-blocking techniques were implemented in Java 8 and filtering techniques in C++ [3].

We performed Token Blocking [13] for all evaluated techniques in the blocking stage. We chose Token Blocking because the high degree of redundancy produced prevents some errors in the records (e.g., typographical errors, missing fields and attributes inversions) may impact the blocking quality [1]. We represent each record by a set of its tokens.

For experimental analysis, we follow other works and compare the techniques by their *Effectiveness* and *Efficiency* [14,15]. Effectiveness refers to how many duplicates are detected, estimated by the \( PC \). Effective techniques must have their \( PC \) values at least equals to 0.95. Efficiency refers to the computational cost to detect duplicates - usually estimated by the number of candidate pairs \( |C| \) and by \( PQ \). More formally, the goal of an efficient technique is to maximize \( PQ \) having its \( PC \) value equals at least to 0.80 [14]. *\( F_\beta \)-measure* makes it possible to assess whether the techniques have a good balance between effectiveness \( (PC) \) and efficiency \( (PQ) \). To give greater weight to effectiveness, we define \( \beta = 2 \), and to assign greater weight to efficiency, we define \( \beta = 0.5 \) [3].

Thus, we split the reblocking techniques into techniques favorable to the effectiveness and efficiency of the ER:

---

3 All experimental results were obtained using an Intel Xeon (R) computer E5-2660 v2 2.20 GHz × 40 with 378 GB of RAM, running CentOS Linux 7.
– RecCNP and PBBRT are considered by their authors as good techniques for applications where efficiency is required, as it minimizes the number of candidate pairs generated in most cases.
– RecWNP is a good choice for applications that aim for effectiveness, as it maximizes the number of duplicates found.
– BLAST can adapt to both efficiency and effectiveness contexts, according to its authors.
– PPJ, PPJ+, and ADP adapt to efficiency and effectiveness contexts by varying their similarity thresholds.

The techniques that fit in both effectiveness and efficiency are differentiated by the input parameter used.

**Table 2.** The hyperparameter analysis for each reblocking technique (r to meta-blocking and t to filtering) in all datasets.

| Datasets | R1  | R2  | R3  | R4  | S1  | S2  | S3  |
|----------|-----|-----|-----|-----|-----|-----|-----|
| **Meta-blocking** |     |     |     |     |     |     |     |
| ETS      | RecWNP | r = 0.8 | r = 0.8 | r = 0.8 | r = 0.8 | r = 0.95 | r = 0.95 | r = 0.95 |
| BLAST    | r = 0.8 | r = 0.8 | r = 0.8 | r = 0.8 | r = 0.95 | r = 0.95 | r = 0.95 |
| ECY      | BLAST | r = 0.8 | r = 0.8 | r = 0.8 | r = 0.8 | r = 0.8 | r = 0.8 | r = 0.8 |
| RecCNP   | r = 0.8 | r = 0.8 | r = 0.8 | r = 0.8 | r = 0.8 | r = 0.8 | r = 0.8 |
| PBBRT    | – | – | – | – | – | – |
| **Filtering** |     |     |     |     |     |     |     |
| ETS      | PPJ  | t = 0.7 | t = 0.6 | t = 0.2 | t = 0.3 | t = 0.4 | t = 0.4 | t = 0.5 |
| PPJ+     | t = 0.6 | t = 0.2 | t = 0.1 | t = 0.3 | t = 0.3 | t = 0.3 | t = 0.3 |
| ADP      | t = 0.4 | t = 0.2 | t = 0.1 | t = 0.3 | t = 0.3 | t = 0.3 | t = 0.3 |
| ECY      | PPJ  | t = 0.8 | t = 0.7 | t = 0.3 | t = 0.7 | t = 0.5 | t = 0.6 | t = 0.6 |
| PPJ+     | t = 0.7 | t = 0.6 | t = 0.2 | t = 0.6 | t = 0.4 | t = 0.4 | t = 0.5 |
| ADP      | t = 0.6 | t = 0.4 | t = 0.1 | t = 0.5 | t = 0.5 | t = 0.5 | t = 0.5 |

Table 2 shows optimum hyperparameters configuration used by reblocking techniques for the EffecTivenesS (ETS) and EffiCiencY (ECY) in all datasets. RecWNP, RecCNP and BLAST filter out records specifying the r value, that is a filtering rate to eliminate such records. We varied the r value and, for r = 0.80, we obtained the satisfactory results in the real datasets for both effectiveness and efficiency techniques. In synthetic datasets, we found r = 0.95 for effectiveness techniques and r = 0.80 for efficiency techniques. For filtering techniques, we report the results by using cosine similarity function. We also experiment Jaccard coefficient but the results were similar. About the similarity threshold t, we range from 0.1 to 0.9 and report the best results. PBBRT infers its threshold values directly from the data, without the need for input parameters.

5.4 Performance of Techniques

We first examine the techniques that favor effectiveness and then the techniques for the ER task’s efficiency. In Tables 3 and 4, the up arrow (↑) indicates that
PC met the restriction and the down arrow (↓) indicates that it did not meet restriction. For the techniques that the constraint has been met, we consider the best value of the $F_\beta$ metric (in bold) to identify the best technique for each dataset. We use real datasets to perform a deeper analysis on each technique and the synthetic datasets with a focus on scalability analysis.

**Effectiveness.** Table 3 shows the experimental results of the effectiveness techniques (RecWNP, BLAST, PPJ, PPJ+, ADP) in the real datasets. Analyzing the results of the $F_\beta$ for techniques that meet the effectiveness constraint, it is possible to observe that RecWNP achieves better results than the others in two datasets (R2 and R4). On the other hand, RecWNP does not meet the restriction of effectiveness in R3. It can be explained because R3 is composed of more dirty data (records highly similar that are non-matching and pairs of records with little similarity refers to matching), which leads to a reduction in the value of PC. PPJ achieves the best $F_\beta$ in R3 with a drawback of large number of candidate pairs (i.e., 5× greater than RecWNP). In the end, BLAST has the best $F_\beta$ performance in R1. However, it shows an unstable effectiveness in the other datasets (i.e., it does not meet the PC effectiveness restriction).

### Table 3. The performance of effectiveness techniques applied to real datasets. The best results of the $F_\beta$ metric are highlighted.

|        | RecWNP | BLAST | PPJ  | PPJ+ | ADP  |
|--------|--------|-------|------|------|------|
| R1 PC  | 2.91 × 10⁴ | 9.33 × 10⁴ | 2.76 × 10⁴ | 1.57 × 10⁴ | 8.59 × 10⁴ |
| PQ     | 8.18 × 10⁻² | 2.34 × 10⁻¹ | 7.57 × 10⁻² | 1.34 × 10⁻¹ | 2.52 × 10⁻² |
| $F_\beta$ | 0.3065 | 0.5994 | 0.2871 | 0.4281 | 0.1140 |
| R2 PC  | 2.30 × 10⁶ | 1.22 × 10⁶ | 2.99 × 10⁶ | 6.28 × 10⁶ | 1.17 × 10⁸ |
| PQ     | 1.32 × 10⁻³ | 1.76 × 10⁻³ | 7.39 × 10⁻⁴ | 3.59 × 10⁻⁴ | 1.93 × 10⁻⁵ |
| $F_\beta$ | 0.0066 | 0.0087 | 0.0037 | 0.0018 | 0.0001 |
| R3 PC  | 1.90 × 10⁷ | 4.79 × 10⁶ | 9.82 × 10⁷ | 1.58 × 10⁸ | 9.10 × 10⁷ |
| PQ     | 1.88 × 10⁻³ | 3.86 × 10⁻² | 2.20 × 10⁻⁴ | 1.41 × 10⁻⁴ | 2.15 × 10⁻⁴ |
| $F_\beta$ | 0.0093 | 0.1621 | 0.0011 | 0.0007 | 0.0011 |
| R4 PC  | 7.55 × 10⁹ | 1.81 × 10⁹ | 1.37 × 10¹¹ | 9.63 × 10¹⁰ | 8.79 × 10⁹ |
| PQ     | 5.71 × 10⁻⁴ | 4.56 × 10⁻⁴ | 6.39 × 10⁻⁶ | 8.94 × 10⁻⁶ | 9.66 × 10⁻⁵ |
| $F_\beta$ | 0.0028 | 0.0023 | 0.00003 | 0.0004 | 0.0005 |
The $PC$ of the techniques, in general, present values above 95%. On the other hand, ADP and BLAST did not achieve good results for $PC$ in R3. It can be explained because R3 has more attribute-value pairs per record ($|AVR(R)|$) than other datasets. In BLAST, it impacts when similar attributes are grouped and in ADP when defining the prefix length value. In both cases, the number of candidate pairs is decreased, and consequently, duplicates pairs are missed, which leads to a decrease in the value of $PC$.

Qualitatively, we can analyze that, despite the good performance of the filtering techniques (i.e., PPJ and PPJ+) for some datasets, there are scenarios that limit the power of discarding candidate pairs. More homogeneous datasets (i.e., datasets whose records share many tokens and have many similar record pairs) result in a few pairs of records discarded. For example, Length Filtering loses its effectiveness when the records in a dataset have slight variation in size (e.g., the synthetic datasets), causing multiple pairs of records to be considered candidates, often not being matched. In other words, if the filters fail, many candidate pairs will be accepted at the end of the algorithm’s execution. It can be considered a weak point, explaining the low efficiency in the sets with long records and a lot of data (e.g., R3).

To analyze the techniques’ scalability, we performed experiments on three sets of synthetic data ranging the size. Figure 2(a) shows the results for the effectiveness techniques. We can see better scalability of the RecWNP meta-blocking technique regarding the filtering techniques (PPJ, PPJ+, and ADP). BLAST was not plotted on the chart because it does not meet the $PC$ restriction for effectiveness in all synthetic datasets.

![Fig. 2. Scalability in synthetic data for (a) effectiveness and (b) efficiency techniques.](image)

In short, meta-blocking techniques (e.g., RecWNP) achieves the best results in the datasets analyzed. RecWNP, in addition to being scalable for the large datasets, performs among the best in $F_\beta$ metrics. On the other hand, filtering techniques (e.g., PPJ and PPJ+) are competitive with meta-blocking in datasets with small dataset sizes, achieving a good trade-off between the number of candidate and matching pairs.
Table 4. The performance of efficiency techniques applied to real datasets. The best results of the $F_\beta$ metric are highlighted.

| Efficiency | RecCNP | BLAST | PBBRT | PPJ | PPJ+ | ADP |
|------------|--------|-------|-------|-----|------|-----|
| R1         |        |       |       |     |      |     |
| $|C|$        | 1.19 $\cdot 10^4$ | 9.33 $\cdot 10^3$ | 1.12 $\cdot 10^4$ | 8.93 $\cdot 10^3$ | 4.93 $\cdot 10^3$ | 1.06 $\cdot 10^4$ |
| PC         | 0.98 ↑ | 0.98 ↑ | 0.96 ↑ | 0.80 ↑ | 0.83 ↑ | 0.83 ↑ |
| PQ         | 1.81 $\cdot 10^{-1}$ | 2.34 $\cdot 10^{-1}$ | 1.91 $\cdot 10^{-1}$ | 1.99 $\cdot 10^{-1}$ | 3.74 $\cdot 10^{-1}$ | 1.73 $\cdot 10^{-1}$ |
| $|F_\beta|$ | 0.2163 | 0.2762 | 0.2280 | 0.2342 | 0.4197 | 0.2055 |
| R2         |        |       |       |     |      |     |
| $|C|$        | 1.18 $\cdot 10^5$ | 1.22 $\cdot 10^6$ | 8.32 $\cdot 10^4$ | 8.46 $\cdot 10^5$ | 3.34 $\cdot 10^5$ | 3.35 $\cdot 10^6$ |
| PC         | 0.84 ↑ | 0.93 ↑ | 0.85 ↑ | 0.88 ↑ | 0.81 ↑ | 0.80 ↑ |
| PQ         | 1.69 $\cdot 10^{-2}$ | 1.76 $\cdot 10^{-3}$ | 2.35 $\cdot 10^{-2}$ | 2.39 $\cdot 10^{-3}$ | 5.60 $\cdot 10^{-3}$ | 5.48 $\cdot 10^{-4}$ |
| $|F_\beta|$ | 0.0210 | 0.0022 | 0.0291 | 0.0030 | 0.0070 | 0.0007 |
| R3         |        |       |       |     |      |     |
| $|C|$        | 2.89 $\cdot 10^5$ | 4.79 $\cdot 10^5$ | 2.24 $\cdot 10^5$ | 4.76 $\cdot 10^7$ | 6.92 $\cdot 10^7$ | 9.10 $\cdot 10^7$ |
| PC         | 0.64 ↓ | 0.81 ↑ | 0.75 ↓ | 0.81 ↑ | 0.91 ↑ | 0.85 ↑ |
| PQ         | 5.55 $\cdot 10^{-2}$ | 3.86 $\cdot 10^{-2}$ | 7.60 $\cdot 10^{-2}$ | 3.90 $\cdot 10^{-4}$ | 3.00 $\cdot 10^{-4}$ | 2.15 $\cdot 10^{-4}$ |
| $|F_\beta|$ | 0.0680 | 0.0477 | 0.0926 | 0.0005 | 0.0004 | 0.0003 |
| R4         |        |       |       |     |      |     |
| $|C|$        | 8.06 $\cdot 10^6$ | 1.81 $\cdot 10^9$ | 4.73 $\cdot 10^6$ | 1.44 $\cdot 10^9$ | 2.23 $\cdot 10^9$ | 2.78 $\cdot 10^9$ |
| PC         | 0.89 ↑ | 0.93 ↑ | 0.94 ↑ | 0.82 ↑ | 0.83 ↑ | 0.84 ↑ |
| PQ         | 9.99 $\cdot 10^{-2}$ | 4.56 $\cdot 10^{-4}$ | 1.78 $\cdot 10^{-1}$ | 5.07 $\cdot 10^{-4}$ | 3.34 $\cdot 10^{-4}$ | 2.70 $\cdot 10^{-4}$ |
| $|F_\beta|$ | 0.1215 | 0.0006 | 0.2120 | 0.0006 | 0.0004 | 0.0003 |

Efficiency. Table 4 shows the experimental results of the efficiency techniques (RecCNP, BLAST, PBBRT, PPJ, PPJ+, ADP) in the real datasets. Considering the $F_\beta$ metric, PBBRT is the technique that stands out with the best performance in two datasets (R2 and R4), followed by RecWNP. The PBBRT shows a $F_\beta$ improvement compared to RecWNP in 38.6% and 74.5% in R2 and R4 datasets, respectively. PPJ+ has the best result in R1. It confirms the earlier conclusions about filtering techniques performing satisfactorily in datasets with a smaller amount of data and more homogeneous. The meta-blocking techniques RecWNP and PBBRT do not meet the restriction from PC to R3 ($PC \geq 0.8$). It can be explained because R3 is made up of dirtier data (as stated earlier). This can lead to the underweight of the corresponding record pairs, which causes the missing of matching pairs. BLAST achieves the best performance for R3. In this case, the BLAST attribute similarity analysis may have contributed to finding a more significant number of matching pairs. The Meta-blocking efficiency can be explained by the easy extraction of valuable information, directly from the data and the graph, about the relationship of the records to identify those with the most potential for correspondence. PBBRT obtains the best results among the analyzed techniques mainly because of the efficient strategy of choosing tokens to be used in the blocking and reblocking stage. Also, PBBRT does not require the user-defined parameter, which is a strong point concerning other techniques.
Figure 2(b) shows the scalability focus on efficiency techniques in synthetic datasets. PBBRT and RecCNP have the best scalability concerning the others when the datasets’ size increases. It is explained by using the efficient strategies used to improve the pruning process of candidate pairs. ADP increase in the number of candidate pairs is because adaptive prefix produce more candidate pairs when the data increases.

In short, meta-blocking techniques excel in the analysis of efficiency, with PBBRT obtaining the best performance in $F_\beta$, in addition to being scalable for the large datasets tested. The PPJ and PPJ+ filtering techniques are positioned competitively with meta-blocking techniques in the smaller datasets evaluated.

6 Conclusions

This paper presents a comparative analysis of reblocking stage involving meta-blocking and filtering techniques. Reblocking stage aims at reducing the number of comparisons of the ER task. Meta-blocking focuses on reducing the number of comparisons based on the blocks shared by the records. On the other hand, filtering techniques reduce the number of comparisons based on the records’ degree of similarity. These techniques were analyzed in the context of applications for the effectiveness and efficiency of ER in real and synthetic datasets. The results show that the filtering techniques are competitive with the meta-blocking techniques in smaller datasets, achieving good results. However, the filtering techniques did not adjust well to the large datasets evaluated. On the other hand, meta-blocking techniques maintained good performance in most of the evaluated datasets.

We believe that scalability remains an open challenge for the filtering approach techniques. Also, there is room for effectiveness and efficiency improvements in the meta-blocking techniques. For future work, we intend to explore reblocking in a real-time ER context, which aims to identify matching pairs in the shortest time.
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Abstract. Data integration is an important task in order to create comprehensive RDF knowledge bases. Many data sources are used to extend a given dataset or to correct errors. Since several data providers make their data publicly available only via Web APIs they also must be included in the integration process. However, APIs often come with limitations in terms of access frequencies and speed due to latencies and other constraints. On the other hand, APIs always provide access to the latest data. So far, integrating APIs has been mainly a manual task due to the heterogeneity of API responses. To tackle this problem we present in this paper the FiLiPo (Finding Linkage Points) system which automatically finds connections (i.e., linkage points) between data provided by APIs and local knowledge bases. FiLiPo is an open source sample-driven schema matching system that models API services as parameterized queries. Furthermore, our approach is able to find valid input values for APIs automatically (e.g. IDs) and can determine valid alignments between KBs and APIs. Our results on ten pairs of KBs and APIs show that FiLiPo performs well in terms of precision and recall and outperforms the current state-of-the-art system.
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1 Introduction

RDF knowledge bases (KBs) are used in many domains, e.g. bibliographic, medical, and biological data. Most knowledge bases face the problem that they are potentially incomplete, incorrect or outdated. Considering how much new data is generated daily it is highly desirable to integrate missing data provided by external sources. Thus, data integration approaches [3,7,8,11,13] are used to expand KBs and correct erroneous data. The usual process of data integration is to download data dumps and align the schemas of a local KB and these dumps. “Aligning” describes the process by which relations and classes from the local KB are mapped to relations and entities of external sources, thus creating a mapping between the local and the external data schemas. Afterwards, the integration process can be done and the data of the KB is expanded or updated.
However, data dumps are often updated only infrequently. Using live data through APIs instead of dumps \cite{7,8} allows access to more recent data. In addition, the number of potential data sources becomes much larger when using APIs since most data providers share their data not via dumps, but via APIs. According to Koutraki et al. \cite{8}, APIs seem to be a sweet-spot between making data openly accessible and protecting it. The problems of data integration, i.e. how two different schemas can be mapped, remain. In the worst case, the schema of an external source has a completely different structure than the local KB. Hence, data integration remained a manual task for most parts \cite{8}.

**Motivation.** Connecting KBs with data behind APIs can significantly improve existing intelligent applications. As a motivating example, we consider dblp\footnote{https://dblp.uni-trier.de/}, a bibliographic database of computer science publications. It accommodates different meta data about publications, e.g., titles, publisher names, and author names and can be represented as an RDF KB. Data from dblp is often used for reviewer, venue or paper recommendation, and extending dblp with information from APIs like CrossRef, or SciGraph, for example titles or abstracts, can improve these applications. Missing information about authors like ORCIDs (an ORCID is a code to uniquely identify scientific authors) can be supplemented by these APIs and help to disambiguate author profiles. Furthermore, such information is also useful for a user querying dblp for authors or publications, where missing information can be completed using external data sources. Therefore it is important that multiple APIs can be used and missing data can be integrated from many different sources. Additionally, the determined alignments can be used to identify erroneous data and correct it if necessary.

**Contributions.** We present FiLiPo (Finding Linkage Points)\footnote{Code available at https://github.com/dbis-trier-university/FiLiPo}, a system to automatically discover alignments between KBs and APIs, focusing on detecting property/path alignments. We omit aligning classes because classes and types (in terms of semantic classes, e.g. URLs) do not exist in typical API responses. FiLiPo is designed to work with single record response APIs, i.e. APIs that return only a single record as response and not a list of most similar search results, and works for datasets of arbitrary domains. In contrast to other systems \cite{13}, users of FiLiPo only require knowledge about a local KB (e.g. class names) but no prior knowledge about the APIs’ data structure. To the best of our knowledge, FiLiPo is the first aligning system that automatically detects what information from a KB has to be used as input of an API to retrieve responses. Thus end users do not have to determine the best input, significantly reducing manual effort. In contrast to other state-of-the-art systems \cite{8}, FiLiPo uses fifteen different string similarity metrics to find an alignment between the schema of a KB and that of an API. A single string similarity method is not suited to compare different kinds of data, for example both ORCIDs (requiring exact matches), ISBNs (with some variation) and abbreviated names. A user only needs to specify the number of requests sent to the API in order to keep the approach simple.
2 Problem Statement

This paper addresses five challenges when aligning local KBs with APIs. The first challenge is to determine which input values (e.g. DOI, etc.) have to be sent to the API to retrieve a valid response. A valid response is a response that contains information about the requested entity. In contrast, invalid responses contain information about similar entities (e.g. a list of most similar search results) or an error message. Note that the user has to specify the URL and the parameter of an API (e.g. www.example.com/api?q=). When a resource is requested that is unknown to the API, it can respond in several ways. The classic case is that it returns an HTTP status code (e.g. 404). The more complicated case is a JSON response that contains an error message or returns information on a “similar” resource (e.g., with a similar DOI). This cannot be easily distinguished from a “real” response which contains data about the requested resource.

An alignment between the schemata of an API and a KB are determined by collecting several responses from an API and comparing these information with the one stored in a KB. Semantically equal data values between API responses and KB entities are denoted as (sample) matches (e.g. the match of a DOI value). In order to determine such matches, the second challenge is that the same value may be represented slightly differently in the KB than in the API (e.g., names with and without abbreviated first names), hence the comparison needs to apply string similarity methods. The various existing similarity methods have different strengths and weaknesses. For example, Levenshtein distance is good for comparing the titles of a paper or movie, but performs poorly when comparing names of authors or actors because names are often abbreviated and first and last names may be in different order. Hence, a suitable similarity method needs to be determined automatically for each type of data.

A special case of this challenge is comparing identifiers, e.g. ISBNs. Identifiers need to be equal in order to yield as match. However, the ISBN of a book can be written in different forms (e.g. without hyphens) but should be considered equal. For this reason a simple check for equality is not sufficient, otherwise possible alignments are lost. Note that such identifiers (e.g. IBANs, tax numbers and others) also exist in other domains.

Finding a match between the information of KBs and APIs can be particularly problematic if APIs respond with records similar to the requested one. For example, a request for a book with title “Some example Title” may lead to an API response of a book with title “Some Title”. The information of the API and the KB may overlap, especially for values that appear in many entities (e.g. year). Thus, the fourth challenge is to check if APIs respond with the requested information. Koutraki et al. [8] state that if KBs and APIs share the same domain, it is likely that the data of their entities overlap. This means that if the information of the API and the KB overlaps sufficiently, the API has probably responded with the requested record.

The last challenge is that some data values are contained in an API response several times, e.g. year values. In this case, they may represent a different piece of information, e.g. some bibliographic APIs respond with data containing refer-
ences and citations of a paper, which often include author names and publication years. During the matching process, care must be taken as to which information is matched. Just because the values match, they do not form a valid match (e.g. matching a paper’s author names with the author names of the paper’s references). Hence the semantics and structure of the paths should be considered but API responses do not always have a clear or a directly resulting semantics.

3 Related Work

Web Data Alignment. Next to FiLiPo (which was already presented in a demonstration [17]), DORIS [8,9] is the only system that has dealt with the alignment of KBs and APIs so far. DORIS builds upon the schema of an existing KB and during the alignment process, it sends several requests to an API. Users only have to specify the input class for the API and a request limit. The input class specifies which form of entities the API responds to (e.g. publications). Then the label information of instances is used as input for APIs, which is often not the appropriate input for an API (e.g. some APIs expect DOIs, etc.). In contrast, FiLiPo is able to detect automatically appropriate input values.

A key assumption of DORIS is that it is more likely to find information about popular entities (e.g. famous actors) via API calls. From this follows the assumption that KBs contain more facts of well-known entities and hence it ranks entities by descending number of facts. These entities will then be used for the alignment. This approach has major drawbacks, e.g. the number of facts for a publication stored by a bibliographic KB is often determined by the meta data of that publication, not by its popularity (unless citations etc. are stored). To compare data values during the alignment DORIS uses equality (ignoring punctuation and case). This limitation becomes clear when examining, for example, author names. They are often abbreviated and DORIS’ matching approach will fail since it performs exact match on normalised names. In contrast, FiLiPo uses a set of similarity methods and picks randomly chosen entities of a KB.

Wrapper Inference. The problem of aligning KBs and APIs shares similarities with various other fields [3,8,14] like schema alignment, query discovery and wrapper inference approaches. Wrapper inference approaches [12,15] face similar problems as alignment systems from other fields. Senellart et al. [15] present an approach which uses domain knowledge (concept names and instance data) in order to identify the input of form fields. They assume that there are no specifically required fields in the form. However, this does not apply to the majority of APIs, since most have a mandatory parameter. Afterwards the structure of the data behind the form fields is aligned with concept names by exploiting the semantics of form fields and web tables (e.g. labels, table headers, etc.). Since paths in API responses do not always have a clear or any semantic at all, FiLiPo does not use path semantics. Derouiche et al. [12] also use domain knowledge to extract data from Web sources. Additionally, they use for every concept (e.g. date) a form of regular expression. Since users have to specify these expressions, this approach significantly raises the manual effort and the needed knowledge.
Schema/Ontology Alignment. Aligning data of KBs and APIs has similar problems as schema/ontology alignment. The major difference is that API responses often do not have explicit semantics or any semantics at all, and the data schema of the API is often not directly accessible to external parties. In addition, names of the paths are often ambiguous. Semantics in form of rules (as with RDF/OWL) does not exist in API responses. Also, responses usually do not provide information about classes/relations that can be used for the alignment process. When using APIs, only instance information is available and hence classical schema/ontology approaches are not suitable. Additionally, Madhavan et al. [10] state that KBs often contain multiple schemas to materialise similar concepts and hence build variations in entities and their relations. This makes schema-based matching inaccurate, which must therefore be supported by evidence in form of instances.

Instance-Based Alignment. Instance-based alignment systems use the information bound to instances in KBs in order to find shared relations and classes between two KBs. These approaches can be divided into instance-based class alignment approaches and instance-based relation alignment approaches. The main difference between class and relation alignment lies in the fact that relations have a domain and range. Even if relations share the same value, they can have different semantics (e.g. editor and author).

A lot of works [4, 6, 10, 13] focus on instance-based relation alignment between KBs. Most of them focus on finding 1:1 matches, e.g. matching publicationYear to year. The iMAP system [4] semi-automatically determines 1:1 matches, but also considers 1:n matches. iMAP consists of a set of search modules, called searchers. Each of the searchers handles specific types of attribute combinations (e.g. a text searcher). FiLiPo follows a similar approach. Instead of searchers, FiLiPo only distinguishes between the type of information (numeric, string, or is it a key). Then, in case of strings, a number of different similarity methods are considered, and the best method is automatically determined and used.

Similar to iMAP, MWeaver [13] also needs user assistance. MWeaver realises a sample-driven schema mapping approach which automatically constructs schema mappings from sample target instances given by the user. The idea of this system is to allow the user to implicitly specify mappings by providing sample data. However, this approach needs significant manual effort. The user must be familiar with the target schema in order to provide samples. In contrast to this approach, FiLiPo draws the sample data randomly from the KB and thus tries to cover a wide range of information.

SOFYA [6] is an instance-based on-the-fly approach for relation alignment between two KBs. The approach works with data samples from both KBs in order to identify matching relations. The core aspect of SOFYA is that the standard relation “sameAs” is used to find identical entities in two different KBs. However, this mechanism cannot be used for the alignment of KBs and APIs, because APIs do not contain standardised “sameAs” links.

The Cupid system [11] is used to discover an alignment between KBs based on the names of the schema elements, data types, constraints and structure. It
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combines a broad set of techniques of various categories (e.g. instance-based, schema alignment, etc.). The system uses a linguistic and structural approach in order to find a valid alignment. Furthermore, Cupid leverages a corpus of schemas and mappings to improve the robustness of the schema matching algorithms. Unfortunately, this approach cannot be used when aligning KBs and APIs, since often there is no formally defined schema for an API.

4 Preliminaries

Knowledge Bases. An RDF KB can be represented as graph with labelled nodes and edges. A KB consists of triples of the form \((s, p, o)\) which represent a fact in the KB. The subject (start node) \(s\) describes the entity the fact is about, e.g. a paper entity. An entity is represented by an URI, which is an identifier of a real-world entity such as a paper or an abstract concept (e.g. a conference). The predicate \(p\) describes the relation between the subject and the object, e.g. title. The object (target node) \(o\) describes an entity, e.g. an author, or is a literal, e.g. the title of a publication. A class in a KB is an entity that represents a group of entities. Entities assigned to a class are instances of that class. In Fig.1b, the entity PaperEntity is an instance of the class Publication.

Relations. Since this paper focuses on aligning relations, we introduce a formal definition for relation (paths). Given a KB \(K\), if \((s, r, o) \in K\), we say that \(s\) and \(o\) are in relation \(r\), or formally \(r(s, o)\); in other words, there is a path from \(s\) to \(o\) with label \(r\). Also, we write \(r_1 . r_2 . \ldots . r_n(s, o)\) to denote that there exists a path of relations \(r_1, r_2, \ldots, r_n\) in \(K\) from subject \(s\) to object \(o\) visiting every node only once. For example, in Fig.1b the relation \(year(PaperEntity, "2020")\) describes the path from the entity PaperEntity to the value "2020". In the following we will refer to \(r_1 . r_2 . \ldots . r_n(s, o)\) as relation-value path.

Identifier Relations. Some KBs contain globally standardised identifiers such as DOIs, IBANs (International Bank Account Numbers), tax numbers and others. Identifiers are only bound to a single entity and should be unique. Therefore, relations \(r\) that model identifier relations have the constraint that their inverse relations \((r^{-1})\) are “quasi-functions”, i.e., their inverse relations have a high functionality. Many works [5,8,16] have used the following definition for determining the functionality of relations:

\[
fun(r) := \frac{|\{x : \exists y : r(x, y)\}|}{|\{(x, y) : r(x, y)\}|}
\]

Since real world KBs are designed by humans identifier relations are often error-prone which is why some identifier values may appear more than once. Hence, we consider every relation \(r\) contained in \(K\) with \(fun(r^{-1}) \geq \theta_{id}\), where \(\theta_{id} \in [0, 1]\) is a threshold, as identifier relation. From now on we denote \(R_{id}^K\) as the set of all identifier relations (e.g., doi, isbn, etc.) contained in a KB \(K\). Note that we ignore identifier relations that are composed of several relations.
Web API. A Web service can provide one or multiple APIs to access data. APIs are called via parameterised URLs (see Fig. 1a). As shown in Fig. 1a the response of an API can be represented as an unordered and labelled tree. Inner nodes in the tree represent an object (similar to an entity in a KB) or an array, leaf nodes represent values. The path to a node represents a relation between an instance (similar to an entity in a KB) and another instance or value. To avoid confusion we will describe these relations in a response only as paths.

Path-Value-Pairs. In order to find valid alignments between KBs and APIs the information in the API responses has to be compared with the values of the corresponding entities in a KB. Since comparing objects and arrays from the API response with entities from the KB to determine alignments is not promising, only paths to leafs (literals) have to be considered. Given an API response res we will write $p_1.p_2.....p_n(o)$ to denote that there is a path $p_1, p_2, ..., p_n$ in res from the root of the response to the leaf o with these labels. For example, in Fig. 1a the path label("Some example Title") describes the path from the root of the API response to the leaf "Some example Title" via the path label.

Branching Points. A branching point in an API response indicates that there are several outgoing edges from one node, labelled by numeric index values 0 to n. These branching points represent arrays. In the example in Fig. 1a, the path authors.0.name("Tobias Zeimetz") contains a branching point. To indicate a branching point, we will use the symbol * instead of the numeric index in paths; in the example, we will write authors.*.name("Tobias Zeimetz"). Using the same logic, a relation in a KB that points to a set of entities is considered to be a branching point (e.g. creatorList in Fig. 1b). Additionally, we write $P*$ to indicate a path $P*p$ that has $P$ as prefix and $p$ as suffix, with a branching point separating the two parts.

5 Schema Matching and Mapping

FiLiPo operates in two phases. First (probing phase), FiLiPo sends various information (e.g. DOIs, titles, etc.) to an API to determine which information the
API responds to. Afterwards (aligning phase), the information returned is used to guess the API’s schema and to determine an alignment between the local and external data. The input of the aligning process is the URL of the API (see Fig. 1a) and the corresponding input classes in the KB. An input class is a class of entities that will be used to request the API. An extended version of this paper with a detailed description of the algorithm can be found at arXiv\textsuperscript{3}.

5.1 Probing Phase

The probing phase is used to find the set $R_{in}$ of relations of the input class that point to values which can be used to request the API successfully (e.g., a DOI relation). Note that we only consider APIs with one input parameter (API tokens and similar do not count as input parameter since they are constants), otherwise the runtime will increase extremely, because of the combination possibilities. To illustrate the probing with an example, we assume that the input class of the API whose result is shown in Fig. 1a is Publication. The illustrated fragment in Fig. 1b has five relations to describe the metadata of a publication but the API only responds to DOIs. First, all relations that are not connected to literals (e.g. type) are ignored. This is done because almost all APIs expect a literal as input value (e.g. DOI, title, etc.) and not classes encoded as URL entities. In addition, values that occur more than once in the KB (e.g. year numbers such as 2021, ambiguous titles such as “Editorial” and names) are not used as input values because more than one record can be returned and possibly a not matching one is returned. Afterwards $n_p$ initial requests are sent to the API for each remaining relation of the input class (i.e. title and doi). The created URL to request the API is a concatenation of the API URL specified by the user (see Fig. 1a and values for the corresponding input relations, e.g. for doi an example call URL is www.example.com/api?q=10.1145/3340531.3417438. The input values for each relation are picked uniformly at random from entities of the input class in the KB. This is done to prevent the entities from being very similar to each other and thus increase the probability of an response. For example, assuming that an API only responds to entities with a specific publisher, e.g. Springer. If entities are selected in any non-random way, e.g. according to the amount of facts, it is possible that no entities with publisher Springer are included, and the API cannot respond and no aligning can be done.

After requesting an API it can respond in several ways, i.e. with the HTTP status code 200 OK or with an HTTP error code. Relations $r \in R_{in}$ that lead to responses are considered as valid input relations. All other relations will no longer be considered as input relations and hence, unnecessary requests are prevented. Next, the alignment phase begins, considering only the set $R_{in}$ of relations that led to valid answers. The aligning phase itself is divided into two parts: (1) determining candidate alignments and (2) determining the final alignments.

\textsuperscript{3} Link to the extended paper version: https://arxiv.org/abs/2103.06253.
5.2 Aligning Phase: Candidate Alignment

This phase takes as input the set of valid input relations \( R_{in} \), a KB \( K \) and the corresponding identifier relations \( R^i_K \). For each input relation \( r_{in} \in R_{in} \), the algorithm sends \( n_r \) further requests to the API. For each request, it chooses a random entity \( e \) from the input class. It then calls the API with values \( v_{req} \) of the input relation \( r_{in} \) of \( e \) and stores the response in \( res \) (see Fig. 2, middle part; note that, for the sake of simplicity, not the full KB and API paths are shown in Fig. 2). Next, FiLiPo retrieves the set \( rec \) of all facts that \( K \) contains for \( e \) in form of relation-value paths \( r(e, l) \) (see Fig. 2, left side). Note that \( r \) can be a path of multiple relations, e.g. \( r_1.r_2...r_n(e, l) \). Like Koutraki et al. [8] we take only facts into account up to depth three, because all other facts usually do not make statements about the entity \( e \). To exclude the case that entities are connected in only one direction, inverse relations are also considered.

The next step is to find all relation matches \( \hat{R} \) between \( rec \) and \( res \) (see Fig. 2, right side). The set \( res \) encodes information from the response as path-value pairs of the form \( p(v) \) where \( p \) is the path in the response from the root to the value \( v \). Note that \( p \) can be a path of multiple components, e.g. \( p_1.p_1...p_n(v) \). All values \( l \) of \( rec \) must be compared with all values \( v \) of \( res \). Figure 2 presents an example for the title relation. The coloured lines represent comparisons between the values, red lines denote invalid matches and the green line represents a valid match. For each pair \( (r(e,l), p(v)) \), a suitable similarity method is determined. If \( l \) or \( v \) is an IRI, it is important that they are compared with \texttt{equals} as IRIs are identifiers and hence only the same if they are identical. The same holds for numerical values. In all other cases FiLiPo uses a set \( M_{sim} \) of fifteen different similarity methods\(^4\) with several variants since one string similarity method is not sufficient to compare several data types. The method \( m \in M_{sim} \) returning the largest similarity of \( l \) and \( v \) is considered (temporarily) to be a suitable method to compare both values and is stored for the later process.

We used the string similarity library developed by Baltes et al. [2] since it contains all major similarity methods, divided into three categories: equal, edit and set based. Since fuzzy methods are not appropriate for identifier relations and comparing them for equality would be too strict, identifier relations in \( R^i_K \) are therefore compared with a gradient boosting classifier working on Flair [1] embeddings. We use Flair embeddings since this framework is character-based.

\(^4\) All used similarity methods are listed in our manual at https://github.com/dbis-trier-university/FiLiPo/blob/master/README.md.
and therefore suits better for the comparison of identifier values. Once the best similarity method has been determined, and if it yields a similarity of at least $\theta_{str}$, the triple $(r, p, m)$ is created and added to the set of record matches $R$.

If enough matches are found, it is assumed that the input entity $e$ and the API response overlap in their information (the overlapping information is highlighted in Fig. 2 in blue) and that the API has responded with information about the requested entity. We compute the overlap by dividing the number of matches $|R|$ by the number of entries of the smallest record $rec$ or $res$. If the overlap is greater than a threshold $\theta_{rec}$, the overlap is considered sufficient and the matches $R$ will be added to $A_{r_{in}}$ (an example of overlapping values/paths is presented in blue in Fig. 2 and an example of $A_{r_{in}}$ is presented in Fig. 3). This set represents matches found for the input relation $r_{in}$. If not enough matches are found, it is assumed that the API has responded with information of a different entity; in this case, any matches found between the records must be ignored.

5.3 Aligning Phase: Final Alignment

Afterwards $A_{r_{in}}$ is used to determine the final alignment. For each relation in $A_{r_{in}}$ the best path match on the API side is searched (if existing). It is easy to match relations and paths without branching points, e.g. label or title in Fig. 2 (see (1)). However, for matches with a branching point path (see (2)), we need to decide if all entries of the corresponding array provide the same type of information or different types. In the first case, e.g. an array specifying the authors of a paper, we need to match all paths that are equal (index values omitted) of the API response with the same relation. This is the case in the example in Fig. 1a for the path $authors.*.name$. In the last case, where every entry of the array has a different type, each different index value at the branching point should be matched to one specific relation, possibly different relations for the different index values. In the example, $facets.0.value(\"2020\")$ always denotes the year of the publication, whereas $facets.1.value(\"Computer Science\")$ denotes the genre of the publication. Therefore, matching either the year or the genre relation of $K$ to $facets.*.value$ is incorrect and should be prevented.

In order to solve these problems, FiLiPo distinguishes two cases: fixed path matches (FPM) and branching point matches (BPM). First, for every relation $r$ for which at least one tuple $(r, p, m)$ exists in $A_{r_{in}}$ we determine the path $P^*$ (index values are replaced by the wild card symbol) that was matched most often in $A_{r_{in}}$, regardless of which similarity method $m$ was used.

Next it is determined if $(r, P^*) \in A_{r_{in}}$ is a BPM or FPM. Hence, it is checked if the path $P^*$ that was matched to $r$ in $A_{r_{in}}$ only had one index value at the branching point or multiple different ones (see $A_{r_{in}}$ in Fig. 3, blue highlighted lines). An example of a fixed path is $facets.0.value$ in the set $A_{r_{in}}$ in Fig. 3. To indicate the year, always the same path is used in the API response. The first entry of the array $facets$ always describes the year of a publication. If only one index value is found, it is considered as FPM. To ensure that it is a valid FPM, a confidence score for this match is determined. If a path was found only a few times, a match is not convincing. Hence, we calculate a confidence score
for the matching by dividing the number of valid matches for \( r \) by the number of responses. This confidence must be greater than the confidence threshold \( \theta_{rec} \).

We reuse \( \theta_{rec} \) based on the assumption that the overlapping of records is also reflected in the overlapping of relations. In the example in Fig. 3 (right side) it is shown that for facet.0.value and year 85 matches (using Equal) are found. Assuming that 100 requests are sent to the API and all are answered, this results in a confidence of \( \frac{85}{100} = 0.85 \). If the score is greater than or equal to \( \theta_{rec} \), it will yield as valid FPM and the relation-path match is added to the final alignment set. Note that another example for a FPM is the match of title and label.

Some relations and paths are dependent on the previous entity. For example, to match the name path for an author we have to include the whole author array of the API response because matching only one specific path (e.g. authors.0.name) excludes information of other authors. Hence, if more than one index value was found for \( P^* \) it is possible that \((r, P^*)\) is a BPM. A match of \( r \) and a branching point path \( P^* \) is considered valid if the following two conditions are satisfied: (1) if the relation \( r \) has led to a match often enough, i.e. the previously computed confidence value is \( \geq \theta_{rec} \), and (2) if the matched \((r, P^*)\) occurs frequently enough in all matches \( A_{r_{in}} \). If both conditions are met, the match \((r, P^*)\) is considered a BPM and added to the final alignment set.

For the sake of simplicity, one aspect has yet not been considered in detail. Some relations can potentially be matched with multiple paths in the API response. For example, the relation for the publication year could be incorrectly matched with the path to the publication years of the article’s references. As already indicated in the problem statement, just because the values match, it does not mean that it is a valid match. Hence the semantics of the paths should be considered but API responses do not always have a clear or a directly resulting semantics. To mitigate this, a reciprocal discount is used, i.e. the number \( n \) of matches found for a possibly incorrect path \( p \) and a relation \( r \) is discounted by the length difference of the paths to \( n/|(|len(r)| - |len(p)|)| \). Thus paths with the same length (and potentially same structure) as the KB are preferred. In this way, the structure of the data is taken into account, but there is no dependence on the paths having unambiguous and clear semantics. At the end the final alignment set contains all valid matches found for the input relation \( r_{in} \).
6 Evaluation

Many systems [4,13] in Sect. 3 work semi-automatically with user assistance and are mostly designed for data of the same format. Some of the systems exploit schema information, use semantics or “sameAs” relations to find alignments. However, schema information exists rarely on the API side and using semantics or relations is difficult since API responses do not always have clear semantics. Furthermore, “sameAs” predicates are a concept of RDF and not present in classical API responses. Thus, we only use DORIS as a baseline system.

Datasets. We evaluated DORIS and FiLiPo on three KBs, seven bibliographic and two movie APIs. One KB is an RDF version of dblp. The other KBs are Linked Movie DB and a self-created RDF version of IMDB. The used APIs are SciGraph, CrossRef, Elsevier, ArXiv, two APIs provided by Semantic Scholar (one with DOIs and one with ArXiv keys as input parameters) and the COCI API of Open Citations. All of these APIs respond with metadata about scientific articles. To align the movie KBs we used the APIs of the Open Movie Database (OMDB) and The Movie Database (TMDB). They respond with metadata about movies, e.g. movie director and movie genres.

As a gold standard, we manually determined the correct path alignments for each suitable combination of KB and API. Alignments were ignored that could not be determined based on the data, but for which a human may have been able to draw a connection. For example sameAs relations, in most cases, cannot be determined automatically since the URLs may differ completely.

FiLiPo Evaluation. In order to find a suitable configuration (sample size and similarity thresholds) that works for most APIs, we performed several experiments. FiLiPo works with two different thresholds: the string similarity $\theta_{str}$ and the record overlap $\theta_{rec}$. To identify a combination that provides good alignment results, we tested several combinations of values for both thresholds (steps of 0.1) and calculated precision, recall and F1 score. The found alignments had a very high precision for $\theta_{str}$ between 1.0 and 0.5; recall was significantly better at 0.5. This is mainly due to the fact that data which are slightly different (e.g. names) can still be matched. For large values of $\theta_{rec}$, many alignments are lost, because the data of a KB and an API overlap only slightly in the worst case. Here, a value of 0.1 to 0.2 was already sufficient to prevent erroneous matching. Hence, we used $\theta_{str} = 0.5$ and $\theta_{rec} = 0.1$ in the experiments. Regarding the sample size we determined that 25 probing and 75 additional requests (sample size of 100) is suitable for most APIs. However, since some KBs and APIs have little data in common, the sample size may need to be adjusted.

We assume that users have no in-depth knowledge of used APIs, but are familiar with the structure of the KB, and that users have domain knowledge and hence understand common data structures from the genre of the KB (e.g.

---

5 Provided by dblp: https://basilika.uni-trier.de/nextcloud/s/A92AbECHzmHiJRF.

6 http://www.cs.toronto.edu/~oktie/linkedmdb/linkedmdb-18-05-2009-dump.nt.

7 Code and gold standard can be found at https://zenodo.org/record/4778531.
Table 1. Probing Time (PT), Alignment Time (AT), (Average) Alignments (A), (Mean) Precision (P), (Mean) Recall (R), (Mean) F1 Score (F1)

| Data Sets           | FiLiPo Requests | FiLiPo | DORIS | DORIS |
|---------------------|-----------------|--------|-------|-------|
|                     | PT   | AT   | A    | P    | R    | F1   | A   | P    | R    | F1   |
| dblp ↔ CrossRef     | 25/75 | 18.0 | 4.0  | 18   | 0.97 | 0.78 | 0.91 | 9    | 0.89 | 0.36 | 0.51 |
| dblp ↔ SciGraph     | 25/75 | 14.5 | 2.5  | 18   | 0.96 | 0.78 | 0.86 | 11   | 1.00 | 0.38 | 0.55 |
| dblp ↔ S2 (DOI)     | 25/75 | 24.5 | 8.0  | 15   | 0.89 | 0.87 | 0.88 | 12   | 0.83 | 0.47 | 0.60 |
| dblp ↔ S2 (ArXiv)   | 25/75 | 24.5 | 9.0  | 7    | 1.00 | 0.88 | 0.94 | 8    | 0.83 | 0.33 | 0.47 |
| dblp ↔ COCI         | 25/75 | 23.0 | 19.0 | 16   | 1.00 | 0.78 | 0.88 | 9    | 1.00 | 0.33 | 0.50 |
| dblp ↔ Elsevier     | 25/375 | 17.5 | 5.5  | 13   | 0.92 | 0.92 | 0.92 | 6    | 0.83 | 0.47 | 0.60 |
| LMDB ↔ TMDB         | 25/75 | 4.5  | 2.0  | 6    | 0.94 | 1.00 | 0.97 | 7    | 0.57 | 0.80 | 0.67 |
| dblp ↔ ArXiv        | 25/75 | 11.5 | 3.5  | 8    | 0.83 | 0.86 | 0.85 | 5    | 1.00 | 0.43 | 0.60 |
| LMDB ↔ OMDB         | 25/75 | 36.5 | 3.5  | 14   | 0.93 | 0.95 | 0.94 | 11   | 0.55 | 0.56 | 0.55 |
| IMDB ↔ OMDB         | 25/75 | 4.0  | 14.5 | 9    | 0.73 | 0.66 | 0.69 | 9    | 1.00 | 0.90 | 0.95 |

bibliographic meta data). Additionally, users can make further settings (e.g., changing the sample size) to fine-tune FiLiPo. All APIs were executed with default settings, i.e. 25 probing with 75 additional requests (in total 100 requests) are made for every valid input relation. There are two exceptions: Since dblp contains relatively few publications by Elsevier, we set the number of additional requests to 375. For IMDB, we use a record overlap threshold of 0.3 since IMDB contains several relations with low functionality (e.g. `movieLanguage`) and hence incorrect matches would be tolerated. In contrast, DORIS excludes all relations with a low functionality from the alignment process. Hence, it prevents the result for erroneous matches but also loses some matches.

Since FiLiPo pulls random records from a KB and uses them to request an API, the alignments found may differ slightly between different runs. Hence, the evaluation was performed three times for each combination of KB and API. The average runtime was approx. 25 min. If input relations are known, as is the case with DORIS, then the system usually needs no longer than a few minutes because the probing phase can be skipped. The probing phase is expensive in runtime because an API is requested a significant number of times (see Table 1).

FiLiPo was able to identify all correct input relations for almost all APIs. The only exception is the combination of IMDB and OMDB: IMDB contains a relation (`alternativeVersion`) to specify an alternative version of a movie (e.g. a directors cut is an alternative version of a movie) which is a valid input for OMDB. Of four possible input relations, it was able to identify all (alternative) title relations (`title`, `label` and `alternativeTitle`) as input relation in all runs, but only determined in 60% of the runs the `alternativeVersion` as input. The reason for this is that especially the alternative version of lesser-known movies are unknown to OMDB. It can be summarised that in all cases a valid input was found but only in 9 of 10 cases all valid input relations were found.

For the evaluation we used the metrics precision, recall and F1 Score. FiLiPo was able to achieve a precision between 0.73 to 1.00 and a recall between 0.66
to 1.00. Values close to 1.0 are achieved mainly because there are only a few possible alignments. The F1 scores for FiLiPo are between 0.69 and 0.95.

**Baseline Evaluation.** We re-implemented DORIS for our evaluation. It uses label information of instances as its predefined input relation for APIs. Since this is not always the appropriate input parameter for an API (e.g. some APIs expect DOIs as input) we modified DORIS such that the input relation can be specified by the user. Compared to FiLiPo, DORIS has an advantage in the evaluation, since it does not have to determine valid input relations for the used APIs. In contrast to FiLiPo, these input relations must be specified by the user and hence the runtime is shorter and there is no risk of alignment with wrong input relations. DORIS uses two different confidence metrics to determine an alignment: the overlap and PCA confidence. We assessed that the PCA confidence delivers better results for the alignment and hence DORIS is able to match journal-related relations. Since most of the entities in dblp are conference papers, journal specific relations are lost when using the overlap confidence. The downside is that a path that was found only once in the responses only needs to match once to achieve a high confidence. In such cases it is risky to trust the match and hence a re-probing is performed which increases the runtime considerably, since entities that share the matched relation are subsequently searched and ranked. DORIS has been configured in order to send 100 requests to the APIs. The threshold for the PCA confidence has been set to 0.1 based on a calibration experiment similarly to FiLiPo testing several threshold values between 0.1 and 1.0 (in steps of 0.1). With threshold 0.1, no erroneous alignments were made; recall was significantly larger at 0.1 than with larger values.

FiLiPo outperforms DORIS in terms of precision in most cases and clearly in terms of recall and F1. This is mainly caused by the two disadvantages of DORIS discussed before: First, aligning with entities with most facts often misses rare features of entities (e.g. a specific publisher like Elsevier). As a result, it is not possible to determine an alignment for Elsevier’s API (see Table 1). However, in order to be able to evaluate the alignment process, we restricted DORIS in the case of Elsevier to only use journals published by Elsevier which resulted in an F1 score of 0.85. Second, using only one similarity method results in a relatively high precision, but is also too rigid to recognise slightly different data (e.g. abbreviations of author names), thus leading to low recall. Only with IMDB, DORIS was able to achieve better results, mainly because DORIS excludes all relations with a very low functionality from the alignment process. This is also the reason why DORIS was significantly worse in terms of recall in the other alignment tests. However, since OMDB responds with only a small amount of information, in which no information with a high functionality was included, this limitation does not have a negative effect but rather a positive one.
7 Conclusion

We presented FiLiPo, a system to automatically discover alignments between KBs and APIs. A user only needs knowledge about a KB but no prior knowledge about an APIs data schema. In contrast to the DORIS system, our system is additionally able to determine valid input relations for APIs which significantly reduces manual effort by the user. In all cases a valid input relation was found by FiLiPo but only in 9 of 10 cases all input relations were found. Our evaluation showed that FiLiPo outperformed DORIS and delivered better alignment results in all but one case. In contrast to DORIS, it determined an alignment in all cases.
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\textbf{Abstract.} Schema matching aims to identify the correspondences among attributes of database schemas. It is frequently considered as the most challenging and decisive stage existing in many contemporary web semantics and database systems. Low-quality algorithmic matchers fail to provide improvement while manually annotation consumes extensive human efforts. Further complications arise from data privacy in certain domains such as healthcare, where only schema-level matching should be used to prevent data leakage. For this problem, we propose SMAT, a new deep learning model based on state-of-the-art natural language processing techniques to obtain semantic mappings between source and target schemas using only the attribute name and description. SMAT avoids directly encoding domain knowledge about the source and target systems, which allows it to be more easily deployed across different sites. We also introduce a new benchmark dataset, OMAP, based on real-world schema-level mappings from the healthcare domain. Our extensive evaluation of various benchmark datasets demonstrates the potential of SMAT to help automate schema-level matching tasks.

\textbf{Keywords:} Schema-level matching · Natural language processing · Attention over attention

\section{Introduction}

The tremendous growth and availability of data can benefit a broad range of applications such as healthcare, energy, transportation, and smart buildings. Unfortunately, across many domains, data is collected using a wide variety of database systems with customized schemas developed for each company or purpose. The customized databases can hinder data exchange, data integration, and large-scale analytics. Schema matching aims to establish the correspondence between the fields of a source and target database schema – a decisive initial step in the standardization of different databases. Automation of the schema matching task has received steady attention in the database and AI communities over the years. It has also been adopted as a practical and principled tool.
to improve the modeling and implementation of data exchange and data integration [2,21,26]. Yet, this problem remains largely unsolved and still requires significant manual labor.

Given the importance of schema matching and the time-intensive nature of the task, it is crucial to develop new methods to help expedite the process. Several automated schema matching methods have been proposed, including constraint-based approaches [5,13,33] and linguistic-based approaches [18,20,23,38]. While the existing methods have achieved high performance in different domains, they suffer from several limitations. The constraint-based approaches analyze the element contents, which is not always guaranteed to be the same across the two schemas. Moreover, it assumes the data on both sides can be queried, which can violate privacy constraints. For the linguistic approaches, the relations are hand-coded between the two schemas or may not properly capture the similarity between the field descriptions. Numerous matching tools (matchers) can generate correspondences between pairs of schemas [6,13]. Yet they rely on heuristic techniques. Recently, a deep neural network (DNN)-based model, ADnEV, was proposed to utilize similarity from existing matchers and post-process the results to work across domains [35]. However, ADnEV is limited by the capability of existing matchers and may not generalize to all domains.

Given the rising importance of schema integration involving sensitive data, such as in healthcare, we focus on schema-level matching rather than instance-level or hybrid schema matching. This paper posits that the schema matching process (i.e., source schema elements to target schema elements and its attributes matching) can be viewed as inferring the relatedness (or similarity) between the source and target fields. We propose SMAT, a DNN-based model with attention that extends recent advances in natural language processing and sentiment analysis. SMAT captures the semantic correlation from the source schema attributes to the target schema attributes based on the name and descriptions. Moreover, our model can be used to automatically generate the matching between the source and target schemas without encoding domain knowledge. We also introduce a new publicly available dataset that annotates several source to target conversions in the healthcare domain. We perform extensive evaluations of SMAT on a variety of datasets.

2 Related Work

This section describes the existing works related to schema-level matching that only considers schema information and not instance data. For a detailed survey on schema matching, we refer the reader to [33]. Table 1 provides a brief comparison of some related works and our model along four categories (i.e., whether it is schema-level matching, what the match cardinality is, whether it captures rich text, and whether it utilizes deep-learning framework).

One line of schema matching work is the constraint-based approach. Most schemas contain constraints to define the attributes such as data types and value ranges, uniqueness, optionality, relationship types and cardinalities [33].
Table 1. Comparison between different approaches on various categories.

| Approach               | Schema-level | Cardinality | Rich text | Deep learning |
|------------------------|--------------|-------------|-----------|---------------|
| Constraint-based [3]    | No           | 1:n         | No        | No            |
| Linguistic content-based [23] | Yes         | n:1         | No        | No            |
| ADnEV [35]             | Yes          | n:1         | No        | Yes           |
| DITTO [26]             | No           | n:1         | Yes       | Yes           |
| SMAT                   | Yes          | n:1         | Yes       | Yes           |

Similarity can be measured by data types and domains, key characteristics (e.g., unique, primary, foreign), and relationship cardinality [1,14,28]. Recently, [3] proposes a hybrid of the constraint-based approach using key characteristics and the instance itself to create the meta-schema. Unfortunately, such approaches cannot readily handle the n:1 scenario that can be found in schema matching. For example, if the source schema contains “starttime” and “endtime” and the target schema contains “Duration”, the meta-schema mapping cannot generate and convert the two attributes into the single target.

An alternative method is the linguistic content-based approach, which utilizes names and text to explore semantically similar schema elements. There are two primary linguistic data mapping techniques: name matching and description matching. The idea behind these techniques is to calculate similarity based on either the name of the fields or the description of the fields, respectively. In name matching, the similarity of names can be defined and measured through equality of names, equality of synonyms, similarity of names based on common substrings and user-provided name matches. However, consulting a synonym lexicon has limitations since it is common to use abbreviations for attribute names (e.g., DOB for date of birth, SSN for Social Security number, etc.) and may not identify the relationships.

Description matching is based on the idea that schemas usually contain element and attribute names in natural language to express the intended semantics of schema elements. The process involves the identification of two semi-related data objects and the creation of mappings between them. In a recent work [23], the authors utilized the UMBC EBIQUITY-CORE technique [19] to obtain the similarity of the comments of schemas. Yet, it may not capture the similarity between the descriptions. For example, the similarity score between “the comment of the book” and “the review of the article” is 0.39 (1 is the same and 0 is dissimilar). Another work used word embeddings to link datasets [15]; however it only embeds the table name which may not yield sufficient information.

With the development of DL techniques, entity matching [4,26], ontology alignment [24], and instance-level schema-matching [25] can utilize rich textual information to provide better solutions. However, both entity matching and instance-level schema matching assume the data can be queried on both sides, which can violate data privacy constraints. For schema-level matching, [30] proposed a probabilistic graphical model and achieved a good score on precision and
recall. Recently, ADnEV was proposed to utilize a DL technique to post-process the matching results from other matchers and outperformed existing models. However, the quality of the matchers limits the potential of the model.

3 SMAT: A DNN Model

3.1 Problem Statement

Given two table descriptions $S_{TS}$ and $S_{TT}$, two attributes names $N_{F1}$ and $N_{F2}$, and their descriptions $S_{F1}$ and $S_{F2}$ from the source and target schema respectively, we construct two sets of sentences. The source sentence set $S_S = \{N_{F1}, S_{TS} + S_{F1}\} = \{w_1, w_2, ..., w_n\}$ consists of $n$ words, and the target sentence set $S_T = \{N_{F2}, S_{TT} + S_{F2}\} = \{w_1, w_2, ..., w_n'\}$ consists of $n'$ words. For the training data, there is an annotated label $L(S_S, S_T)$ where 0 denotes two fields are not related (i.e., not mapped to each other), and 1 denotes two sentences are related (i.e., corresponding attribute-to-attribute matching). Table 2 provides an example of the sentence pair. Thus the task objective is to classify the semantic relation of each sentence pair to reveal the attribute-to-attribute matching.

3.2 Overview

The task of determining the relatedness between two attributes descriptions can be viewed as inferring the similarity of two sentence pairs in NLP tasks. Since DNNs can be trained end-to-end without any prior knowledge (i.e., no need to implement feature engineering), they have been utilized for text similarity tasks. For sentiment classification, InferSent introduced an end-to-end DNN and achieved a higher performance than existing sentiment analysis models [8]. Yet there are two major limitations to adopting such models for the schema matching task. First, the element and attribute description may not contain sufficient information to distinguish it from others. Second, the descriptions may have abbreviations or words that have unknown word representations.

To address the above limitations, SMAT consists of 4 major modules (shown in Fig.1). First, the input embedding of the sentences utilizes a hybrid encoding to deal with large vocabularies for any input text. Second, bidirectional Long short term memory (BiLSTM) networks are used to capture the hidden semantics of the words in the description and the column name separately. Third, the attention over attention (AOA) mechanism [9] is adopted to model the correlation between the column name and its description to obtain a better sentence representation.

The final prediction layer uses the sentence representations to make an accurate classification. We also introduce data augmentation and controlled batch sample ratios (CBSR) to deal with the class imbalance problem that is present in schema matching tasks.
3.3 Input Embedding and BiLSTM

Existing word embedding models such as GloVe [32] are limited by vocabulary size or the frequency of word occurrences. As a result, rare words like ICD-9 result in unknown tokens. Byte-Pair Encoding (BPE) is a hybrid between character- and word-level representations which can deal with the large vocabularies common in natural language corpora [34]. Instead of full words, BPE learns sub-words units to tokenize any input text without introducing any “unknown” tokens.

Thus, SMAT uses BPE to tokenize the input text. Each word/sub-word $w_i$ in the sentence $S_1 = \{w_1, w_2, ..., w_n\}$ is then mapped to a high-dimensional vector $e_i$, using GloVe embeddings. While we use GloVe due to its popularity, any word embedding representation can be used.

To capture the contextual nature of the text, a BiLSTM network is utilized to capture the hidden semantics. Compared with the standard LSTM, BiLSTM can utilize both the past and the future information to yield better sentence representations. Thus, after the word embedding is obtained for each set of words (i.e., attribute name or attribute description), the embeddings are fed to a BiLSTM network.
The output of the BiLSTM is dealt with using two approaches. All the information in the sequence is captured using the max-pooling operator to compress the sequence into a single unified vector. However, one limitation of this representation is the inability to capture interactions between the attribute name and its description. The second approach uses an attention over attention (AOA) module to model this interaction. AOA was first proposed for the question answering task [9]. Since calculating the dot product and difference of two sentence representations fail to capture fine-grained relations on the word level, the AOA module introduces mutual attention to simultaneously capture the relationships between attribute name to description and description to attribute name.

Our AOA module captures the correlations between the attribute names and the text using two mechanisms. Let $h_c \in \mathbb{R}^{m \times 2h}$ denote the attribute name representation, where $m$ is the attribute name length (i.e., number of words in the attribute name) and $h$ is the hidden dimension. Let $h_s \in \mathbb{R}^{n \times 2h}$ denote the element-attribute description representation, where $n$ is the description length and $h$ is the hidden dimension. The module first calculates the pair-wise interaction matrix $I = h_s \cdot h_c^T$, where the value of each entry represents the correlation of each word pair between the description and attribute name. A column-wise softmax and row-wise softmax is applied to the interaction matrix $I$, to obtain the attribute name to description attention, $\alpha$, and description to attribute name attention, $\beta$, respectively. Thus for the $t^{th}$ attribute word and $k^{th}$ text description, the associated attentions are:

$$\alpha(t) = \text{softmax}(I(1,t), I(2,t), \ldots, I(m,t))$$

$$\beta(k) = \text{softmax}(I(k,1), I(k,2), \ldots, I(k,n))$$

Then, the attribute name-level attention $\bar{\beta}$ is calculated using a column-wise averaging of $\beta$. This attention indicates the important words in the attribute name. Finally, the sentence-level attention $\gamma \in \mathbb{R}^n$ can be obtained by a weighted sum of each individual attribute name to description attention $\alpha$. By considering the contribution of each word explicitly, the AOA module learns the important weights for each word in the sentence.

$$\alpha_{ij} = \frac{\exp(I_{ij})}{\sum_{i} \exp(I_{ij})}$$

$$\beta_{ij} = \frac{\exp(I_{ij})}{\sum_{j} \exp(I_{ij})}$$

$$\bar{\beta} = \frac{1}{n} \sum_{i} \beta_{ij}$$

$$\gamma = \alpha \cdot \bar{\beta}^T$$

The two sets of final description level attentions for the source and target, $\gamma_s$ and $\gamma_t$, are concatenated along with the difference between the two max-pooled attribute description representations. The new vector representation, $P$, is sent
### Table 2. An example entry from the OMAP dataset.

| CDM schema  | Source schema | CDM description (Des 1)                                                                 | Source description (Des 2)                                                                 | Label |
|-------------|---------------|----------------------------------------------------------------------------------------|------------------------------------------------------------------------------------------|-------|
| person-person_id | beneficiary summary-desynpuf_id | the person domain contains records that uniquely identify each patient in the source data who is time at-risk to have clinical observations recorded within the source systems.a unique identifier for each person | beneficiarysummary pertains to a synthetic medicare beneficiary. beneficiary code | 1     |

to the final classification layer which consists of several fully-connected layers and a softmax layer to predict whether or not two sentences are related.

### 3.5 Data Augmentation and Controlled Batch Sample Ratio

As attribute-to-attribute mapping generally results in a skewed distribution, SMAT uses data augmentation and controlled batch sample ratio (CBSR) to achieve better predictive performance. Data augmentation occurs on two levels. First is to generate new positive samples using synonyms for different words in the descriptors. For example, an augmented sample may replace the word “uniquely” with “unambiguously” and “identify” with “describe”. However, since the number of synonyms is limited, we utilize a second technique to improve the attribute name description. We use the part-of-speech (POS) tags for the descriptions and concatenate the identified nouns to enlarge the dataset safely.

Since SMAT uses batch SGD to learn the parameters, a batch can contain no positive samples and thus only properly learn the representation for negative samples. Thus, we controlled the ratio of positive samples in each batch size to ensure that our model learns from a few positive examples for each batch [12]. Note that since the positive samples are small, they are likely to be chosen repeatedly, while there is diversity in the negative samples.

### 4 OMAP: A New Benchmark Dataset

Since existing matching datasets only spans purchase orders, web forms, and bibliographic references, we created OMAP, a new benchmark schema-level matching dataset that annotates several source-to-target mappings in the healthcare domain. Healthcare data is collected worldwide using a wide variety of coding systems. To draw conclusions with statistical power and avoid systematic biases, a large number of samples should be analyzed across disparate data sources and patient populations. Such broad analyses requires data harmonization to a common data standard (e.g., the Observational Medical Outcomes Partnership (OMOP) Common Data Model (CDM) standard) to facilitate evidence gathering and informed decision making [31]. Since patient data cannot be queried due
Table 3. Summary statistics of each conversion captured in OMAP.

| Data source | # elements | # attributes | # Positive labels | # sentence pairs |
|-------------|------------|--------------|-------------------|-----------------|
| MIMIC       | 25         | 240          | 129               | 64080           |
| Synthea     | 12         | 111          | 105               | 29637           |
| CMS         | 5          | 96           | 196               | 25632           |

Table 4. Summary statistics of the additional benchmark datasets used.

| Data source         | # elements | # related | # pairs   | # Domains |
|---------------------|------------|-----------|-----------|-----------|
| Purchase order [11] | 50–400     | 659       | 63933     | 1         |
| OAEI\textsuperscript{a} | 80–100     | 9494      | 825021    | 1         |
| Web-forms [16]     | 10–30      | 5548      | 201769    | 18        |

\textsuperscript{a}The OAEI competitions can be found at http://oaei.ontologymatching.org/2011/benchmarks/

To privacy concerns, schema-level matching is of great importance. OMAP maps between three different healthcare databases and the OMOP CDM standard.

1. MIMIC-III [22]: A publicly available intensive care unit (ICU) relational database from the Beth Israel Deaconess Medical Center.
2. Synthea [37]: An open-source dataset that captures the medical history of over one million Massachusetts synthetic patients.
3. CMS DE-SynPUF [7]: A set of realistic claims data generated from 5% of Medicare beneficiaries in 2008.

For each dataset, the element table name with its descriptions and attribute column name with its descriptions are used to construct a sentence. The label is based on the final ETL design. If the table-column in the source schema was mapped to a table-column in the OMOP CDM the label is 1, otherwise it is 0. Table 2 provides one example from the OMAP dataset.

OMAP currently contains 121,689 matching pairs from three different datasets and is available publicly on Github\footnote{1 https://github.com/JZCS2018/SMAT.}. The summary statistics for each of the three conversions are captured in Table 3.

Note that the dataset does not contain any patient information, only attributes and their descriptions.

5 Experiments

We designed the experiments to answer three key questions: (1) How accurate is SMAT in automating the schema matching? (2) How sensitive is SMAT to the training size? (3) How important are the different components of SMAT?
5.1 Dataset
We use the OMAP dataset to evaluate our proposed model (see Table 3 and Sect. 4). We also used three popular schema matching benchmark datasets as shown in Table 4. Reference matches in these datasets were manually constructed by domain experts and considered as ground truth for our purposes. Experiments are performed per dataset consistent with existing schema matching papers [17,30,36]. For each dataset, 80% was used to train the initial prediction model, the 10% used to further tune the weights, and the remaining 10% used to evaluate the experiments.

5.2 Baseline Models
SMAT is evaluated against five baseline models. For data sensitivity purposes, we focused only on schema-level matching. The entity matching solutions that involve semantic relatedness technique are chosen to represent the existing schema matching or entity matching work.

- **ADnEV** [35]. A schema matching model that utilizes DNN to post-process results from state-of-the-art (SOTA) matchers in an iterative manner.
- **InferSent** [8]. A SOTA sentence embedding model that classifies the sentiment between two sentences. The last layer is modified to tackle a binary classification task. GloVe embeddings [32] are used for the input sentences.
- **DeepMatcher** [29]. An entity matching solution that customizes the Recurrent Neural Network (RNN) architecture to aggregate the attribute values then compares the aggregated representations of attribute values.
- **DITTO** [26]. A SOTA entity matching model that cast the problem as a sequence-pair classification and fine-tunes RoBERTa [27], a pre-trained Transformer-based language model.
- **BERT** [10]. Bidirectional Encoder Representations from Transformers (BERT) has achieved SOTA results in many natural language understanding tasks. We fine-tuned the pre-trained BERT-base-uncased model on our datasets.

5.3 Experimental Setup
We implemented SMAT and the baseline models in Python 3.6 using PyTorch. Our code is made publicly available on Github:\(^2\) Performances were measured on the Google Cloud Platform with Intel Xeon E5 v3 CPU @ 2.30 Ghz, and a Nvidia Tesla K80 with 12 GB Video Memory.

For experiments in this paper, the embedding dimension is 300. The number of hidden units of BiLSTM is 1024 for InferSent and 300 for SMAT. For the classification model, we apply a fully connected layer with one hidden layer of 512 hidden units. Stochastic gradient descent is chosen as the optimize algorithm with a batch size of 64. The learning rate and weight decay are 0.1 and 0.99 for \(^2\)https://github.com/JZCS2018/SMAT.
Table 5. Comparison of precision (P), recall (R), and F1 (F) on the datasets.

| Dataset     | ADnEV | InferSent | DeepMatcher | DITTO | BERT | SMAT |
|-------------|-------|-----------|-------------|-------|------|------|
| P           | R     | F         | P           | R     | F    | P    |
| MIMIC       | 0.08  | 0.16      | 9.8         | 76.9  | 17.4 | 0.04 |
| CMS         | 0.49  | 0.97      | 20.8        | 80.0  | 32.9 | 0.33 |
| Synthea     | 0.14  | 0.28      | 19.2        | 90.9  | 31.7 | 0.06 |
| Purchase order | 80  | 77       | 14.3         | 59.6  | 23.1 | 48.9 |
| OAEI        | 78    | 76       | 84.5         | 99.9  | 91.5 | 56.1 |
| Web-forms   | 81    | 69       | 68.4         | 99.8  | 81.2 | 48.2 |
| Average     | 34.3  | 49.9     | 32.5         | 33.6  | 78.2 | 43.3 |
|             | P     | R         | F            | P     | R    | F    |
| SMAT        | 11.5  | 84.6      | 20.2         |       |      |      |

InferSent and 0.001 and 0.99 for SMAT. For AdnEV, DeepMatcher, DITTO, and fine-tuning BERT model, Adam is chosen as the optimization algorithm with a learning rate of 0.001, 0.001, 3e–5, 2e–5, respectively, and the batch size as 64, 64, 64, and 32 respectively. These parameters were obtained from initial experiments on a subset of the training data as they provided the most robust performance across multiple runs.

6 Results

6.1 Predictive Performance

Evaluation of SMAT with Existing Baseline Models. Table 5 summarizes the results of the six models tested on the six datasets. We observe that the precision and recall varies depending on the dataset suggesting differences in the semantic content of their attribute names and descriptions. The results demonstrate that SMAT does not require additional hand-coding due to the overall strong performance. It achieves the best performance across all three metrics in 3 of the datasets (OAEI, MIMIC, CMS). It also yields the best F1 score for all but the Purchase Order dataset. Thus, our proposed model is fairly versatile.

ADnEV achieves a higher precision on Purchase Orders and Webforms and a better F1 score on Purchase Orders than others. Yet, SMAT outperforms the ADnEV model on OAEI and Web-forms in terms of F1 score by 12.4% and 16.1% respectively. Moreover, the results on the OMAP datasets illustrate the pitfall of ADnEV. Since ADnEV leverages other matchers, it is limited by the capability of the matchers. Thus, ADnEV may not be suitable for all domains. Furthermore, comparisons of the DNN-based models (InferSent, Fine-tuned BERT, and SMAT) and ADnEV in terms of F1 and recall also illustrate the power of end-to-end training without requiring additional feature engineering.

For the OMAP dataset, SMAT achieves a higher precision and recall score suggesting that the prediction capability of SMAT is better than the other models. However the precision across these four datasets are noticeably lower than those of Purchase Order, OAEI and Web-forms. This may be a result of the more complex textual information in the healthcare domain. Moreover, there are many abbreviations which can prevent the general model from achieving a higher score. This highlights the importance of benchmarking the models across various applications and supports the development of OMAP.
The results also capture the difference that arises from schema-level matching. Even though DITTO and DeepMatcher perform well in the entity matching task, they do not offer comparable performance across the different datasets. This may be due to the inconsistencies across the datasets present in the textual information. Moreover, InferSent seems to provide better F1 scores compared to the more complex transformer models outside of the Purchase Dataset. This suggests that the Bi-LSTM based sentence modeling approach shared by InferSent and SMAT may offer better predictive power compared to the more complex transformer-based models. In comparing InferSent and SMAT, the results suggest that SMAT’s attention mechanism and representation can help capture the elements and attributes in source schema and target schema differences better than the other models regardless of whether the textual information is rich (OMAP) or not (Purchase Order, OAEI and Web forms).

**Analysis on Web-form, A Cross-domain Schema Matching.** The Web-forms dataset contains 18 domains to represent the cross-domain matching task. Figure 2 analyzes the match quality per domain and compares the results between SMAT and ADnEV since ADnEV achieves the best precision. From the results, we observe that SMAT outperforms ADnEV across all the domains in terms of recall. Moreover, for the majority of the domains, SMAT offers better precision and F1 score over ADnEV. For example, the Webmail, Finance, and News domains are difficult for the ADnEV model. For example, existing matchers fail to identify the mappings *Measures the price performance of a stock in comparison to all other stocks (12 month Relative Strength) ↔ YTD total return* and *Mailbox ↔ @gmail.com (Email)*. However, SMAT can capture the semantic meaning of these pairs. The results also demonstrate that ADnEV performs better on the domain Forums and Hotels than SMAT. This is because SMAT excludes the number and type constraints in the element and attribute.
6.2 Training Size Sensitivity and Scalability

We assessed the robustness of SMAT to the size of the training data. We varied the amount of data used to fit SMAT and evaluate its impact on the test dataset performance. Figure 3 illustrates the results on the six different datasets in terms of F1 score and running time. From the results, we notice that SMAT achieves a decent F1 score with only about 20% training data (the lone exception is Purchase Orders) and can save 30% of the training time. We also notice that the running time per epoch is fairly linear suggesting that SMAT is scalable.

6.3 Ablation Study

To gain further insights of the various components in SMAT, we examined the effectiveness and contributions of the attribute name input, the AOA module, and the two different class imbalance approaches.

- **SMAT w/o AOA**: The AOA module is removed and instead the outputs of the attribute name BiLSTM and description BiLSTM are max-pooled together and concatenated with the difference of the two descriptions.
- **SMAT w/o column**: The attribute name is omitted and only the description is fed into the AOA module to calculate the mutual information with itself.
- **SMAT w/o DA**: The data augmentation with additional positive samples and concatenation of nouns to the column name is omitted.
- **SMAT w/o CBSR**: The batch size is randomly sampled without ensuring positive samples are present in each batch.

The results of the ablation study are shown in Table 6. It can be seen that the SMAT model outperforms the rest of four models on F1 and most precision. In particular, comparing the result with **SMAT w/o AOA** illustrates the importance of the AOA module. The module captures the interaction between the attribute description and the correlated attribute name better than max-pooling the outputs from BiLSTM. The same conclusion can also be drawn by comparing **SMAT w/o AOA** and **SMAT w/o column**, the precision of the former is lower.
Table 6. Results for ablation experiments on Precision (P), Recall (R), and F1 (F).

| Dataset     | SMAT | w/o AOA | w/o column | w/o DA | w/o CBSR |
|-------------|------|---------|------------|--------|----------|
|             | P    | R       | F          | P      | R        | F        | P      | R  | F  |
| MIMIC       | 11.5 | 84.6    | 20.2       | 10.3   | 84.6     | 18.3     | 10.2   | 84.6| 18.2| 10.7| 69.2 | 18.6 | 0     | 0     | 0    |
| CMS         | 33.9 | 95.0    | 50.0       | 23.5   | 80.0     | 36.3     | 25.4   | 80.0| 38.6| 25.8| 80.0 | 39.0 | 0.13  | 15.6  | 0.25 |
| Synthea     | 24.4 | 90.9    | 38.5       | 15.3   | 90.0     | 26.1     | 20.0   | 100 | 33.3| 36.4| 36.4 | 36.4 | 0     | 0     | 0    |
| Purchase order | 57.9 | 99.5    | 73.2       | 17.7   | 50.0     | 26.2     | 26.9   | 30.3| 28.5| 42.1| 98.2 | 58.9 | 10.7  | 38.2  | 16.7 |
| OAEI        | 87.8 | 99.9    | 93.5       | 83.0   | 99.9     | 90.7     | 83.8   | 99.9| 91.2| 85.9| 99.9 | 92.4 | 35.9  | 72.5  | 48.0 |
| Web-forms   | 79.1 | 99.3    | 88.1       | 75.7   | 96.7     | 84.9     | 76.4   | 93.5| 84.1| 70.0| 99.8 | 82.3 | 32.5  | 68.4  | 44.1 |

than the latter. Even without the attribute name feature and the associated data augmentation, the AOA module can still generate more useful features.

The ablation results also highlights two benefits of the model. First, the attribute name is important as there is a noticeable drop in precision across all the datasets when comparing SMAT w/o column with SMAT and SMAT w/o D/A. Second, the two techniques for dealing with class imbalance play a crucial role towards improving the predictive power of the model. The results of SMAT w/o DA and SMAT w/o CBSR shows that CBSR is more effective toward combating the skewed data than data augmentation method due to the higher precision values of the former model.

7 Conclusion

This paper proposes an automated schema-level matching model based on the semantic meaning of the descriptions. This is particularly beneficial for schema integration involving sensitive data, such as healthcare domain. The extensive experiments on a variety of datasets illustrate that SMAT serves as the SOTA solution for the schema-level matching task. This paper also introduces a new benchmark dataset, OMAP, that captures three different dataset conversions from the healthcare domain. As shown in the experiments, OMAP can help assess the generalizability of schema-level matching models.

Although the empirical results of SMAT are not yet high enough to be put into practice, this work illustrate the potential of automating schema matching. Future directions include collecting more data to improve the sentence embedding quality, exploring other DNN architectures to tackle the class imbalance problem, and incorporating instance-level features to obtain a robust hybrid schema-level and instance-level model.
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Abstract. Several approaches have been proposed to describe services in a rich and generic manner (such as WSDL, OWL-S, WSMO, and SAWSDL). However, current approaches remain inappropriate for cloud computing since: 1) they lack in a way or another semantic or business aspect, 2) they cannot fully cope with non-functional properties and cloud characteristics, 3) they are unable to cover all kinds of services (such as SaaS, PaaS, IaaS). Despite the existence of several attempts which have tried to extent existing studies, the problem remains open. In this paper, we propose Cloud-WSDL, a new description model aligned with WSDL language, the most popular language, to make it more suitable for describing cloud services. The idea is to enhance WSDL description with our ontological Generic Cloud Service Description called GCSD to cope with many aspects (technical, operational, business, semantic and contextual) to ensure a high interoperability between services belonging to multiple heterogeneous clouds, and to support all the kinds of cloud services (SaaS, PaaS, and IaaS).
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1 Introduction

Service description consists in defining an interface describing the operations carried out by the service and linking each operation to its realization. It ensures the communication between the consumer and the provider.

The service description should be defined in a readable and interpretable language for both humans and machines in order to enhance the service discovery and composition. Although commonly adopted, Web Services Description Language or WSDL cannot ensure this since it is syntactic oriented. Semantic
oriented service description is needed to ensure that, where the capabilities of each service are associated with semantic concepts to enhance both discovery and selection processes.

In this context, several semantic oriented approaches [1–8] have been proposed in the literature to offer a detailed service description and overcome WSDL limitations. However, the major limitations of these approaches are related to the fact that they don’t cover the semantic level, the non-functional properties and the contextual information.

In cloud computing, most of services are described as Web services using different languages such as WSDL, OWL-S, and WSMO. However, the existing languages are destined to the Web and not for cloud computing domain. That is why, several attempts [11–14] have emerged recently to provide a richer service description to support SaaS, PaaS, and IaaS services.

The proposed approaches to describe cloud services have, also, some limitations. They are intended to be used for specific tasks only (service description task, service discovery task, service composition task, etc.). Also, they do not cover all cloud concepts (pricing, legal, SLA, etc.). Besides, they focus on specifying some dedicated aspects (for example the technical aspect only) and they fail to cover all aspects (technical, operational, business, and semantic). For instance, WSDL covers only technical aspect and does not cover business and semantic ones.

Furthermore, service providers have used various techniques such as models [10, 21], taxonomy [22], languages [13, 23–25], ontologies [26–28], and template [29, 30] to describe their cloud services. The diversity of techniques leads to the vendor lock-in problem and thus the interoperability issue.

Several challenges are to be met when describing cloud services, mainly:

– How to represent the functional properties of cloud services?
– How to specify the non-functional properties of cloud services?
– How to specify the cloud characteristics?
– How to describe all cloud services (SaaS, PaaS, IaaS)?

In a previous work [9], we proposed a Generic Cloud Service Description (GCSD) and showed its expressive power and genericity. In essence, GCSD covers functional, non-functional, business, and contextual properties unlike existing alternatives. In this paper, we provide Cloud-WSDL, an extension of WSDL using GCSD.

Hence, Cloud-WSDL is a description devoted to cloud computing and derived from the famous language WSDL. It makes WSDL able to cover several aspects: technical (functional properties), operational (functional properties), business (non-functional properties) and semantic. Besides, Cloud-WSDL takes into account the contextual aspect to support the context adaptation.

The rest of this paper is structured as follows. In Sect. 2, we give an overview of WSDL and its extensions by citing several research works. Section 3 presents our new Cloud-WSDL metamodel based on WSDL and GCSD. In Sect. 4, we compare the proposed extension with the existing services descriptions (WSDL,
OWL-S, WSMO, etc.). Section 5 concludes this study and provides several perspectives.

2 Background and Related Work

In this section, we give an overview on WSDL and present the main alternatives for its extensions.

2.1 WSDL

WSDL language is a W3C standard that describes a service through an interface presenting a set of operations and their respective input and output parameters in the form of an XML document. The WSDL interface describes the functionality accomplished by the service (what the service does), but it does not describe how to accomplish this functionality (how the service does it). As shown in Fig. 1, the WSDL document contains 5 kinds of XML elements: <types>, <message>, <portType>, <binding> and <service>.

![Fig. 1. Metamodel of WSDL](image)

The information contained in WSDL essentially corresponds to the description of the functional profile of the service. With WSDL, the client can invoke the service by referring to the information in its WSDL file, providing information on its abstract description (available methods, input and output parameters, etc.) and
its concrete description (description of communication protocols, service access points, etc.). The main problem with WSDL is its limitation to characterize the semantics of the functionality accomplished by the service. To overcome the lack of semantics of WSDL, several approaches have been proposed to add a layer on top of WSDL supplementing the syntactic description by semantic precision. We detail the best known approaches and show their limitations.

2.2 Semantic Extensions

To overcome the semantic limitation of WSDL, several researchers have been provided in the literature.

On one hand, some of them adopted semantic annotations. These consist in enriching and completing the description of a service by establishing correspondences between elements of the WSDL description and concepts of a set of reference ontologies (OWL-S [19], WSMO [20], etc.). In [1], the authors have proposed WSDL-S. It consists in annotating the WSDL specification by ontological concepts. Its meta-model allows the addition of 3 elements: `<category>`, `<precondition>`, `<effect>` and 2 attributes `modelReference` and `schemaMapping`. In [2], the authors have proposed SAWSDL, which is also an extension of WSDL to cover the semantic aspect. The specification annotates a WSDL 2.0 document with the following attributes: `modelReference`, `liftingSchemaMapping`, and `loweringSchemaMapping`. In particular, it annotates the elements: `operations`, `input`, `output`, `type schemas`, and `interfaces`.

On the other hand, several studies have adopted OWL-S language. The authors of [3] have converted WSDL to OWL-S. They have proposed a service annotation framework. The idea is to annotate WSDL service descriptions with metadata from OWL-S ontology. The solution starts by aligning concepts of WSDL with OWL. It converts each of them to a common representation (called schema Graph). After the schema graphs are created, the matching algorithms are executed on the graphs to determine similarities. So, once the concepts of the schema graph are matched, the concept having the highest matching score is chosen. Likewise for the work presented in [15]. Other researchers aimed at proposing an automatic mapping of WSDL to OWL-S such as [7,8,18]. In [7], Paolucci et al. have proposed a tool called WSDL2OWL-S, which allows a transition between WSDL and OWL-S. In this attempt, all XSD complex types of WSDL are converted to generate concepts and properties for each type. In this approach, the conversion of XSD types to concepts is done without any relationships between these concepts. This manner of conversion leads to use a lot of concepts and missing semantic web meaning. Another interesting work is presented in [8] where a mapping tool called ASSAM (Automated Semantic Service Annotation with Machine Learning) is proposed. ASSAM helps to convert the WSDL file into OWL-S file. It suffers from some limitations: ASSAM cannot provide an organization for the used ontologies, which provides a great number of returned concepts. The list of concepts is found based on the text search and not on the meaning. Also, the concepts provided to users are not ranked by importance. Sagayara et al. [18] have worked on the automatic transformation of
complex type WSDL to OWL-S. They have proposed an WO framework which helps to extract the elements from WSDL document and place them, by using OWL-parser, in OWL-S. However, the proposed framework does not modify the concepts after their conversion.

2.3 Non-functional Properties Extensions

Other attempts to enrich WSDL files not only by considering the semantic level in the description of services but also by taking into account the non-functional aspect, like WS-Policy standard [4]. In [5], D’Ambrogio et al. have proposed an extension called P-WSDL (Performance-enabled WSDL) which enriches WSDL with several performance properties of Web services. They have followed MDA principle and proposed a metamodel transformation. El Bitar et al. [6] have proposed a semantic description model aligned with standards for the automatic discovery of Web services. They rely on WSDL 2.0 standard and WS-Policy. Also, the work of [16] has proposed an extension, called Q-WSDL, to describe QoS characteristics of a Web service. The authors have followed the principle of MDA for Q-WSDL according to a meta-model transformation. Chabeb et al. [17] have proposed YASA4WSDL (Yet Another Semantic Annotation for WSDL) which is an extension of SAWSDL that uses two types of ontologies: (i) Technical Ontology which contains concepts defining semantics of services, their QoS.; and, (ii) Domain Ontology which contains the concepts defining the semantics of the business domain. However, these approaches have addressed, most of the time, some non-functional properties namely response time, availability, cost and they dismiss the other ones (reputations, risk evaluation, actors, usage license, etc.) which help users to select the suitable service.

2.4 Discussion

As mentioned previously, various extensions of WSDL have been proposed. As depicted in Table 1, most of them have tried to enhance the description from the technical and operational aspects (functional properties) [1–3,5–8,15–18]. While, others have added the non-functional properties [4–6,16,17] and the semantic aspect [1–3,6–8,15,17,18]. However, all these approaches are still inappropriate to cloud computing domain. Indeed, they don’t cover cloud characteristics such as: delivery model (SaaS, PaaS, IaaS), deployment model (public, private, hybrid, and community), cloud provider, used resources (RAM size, CPU brand, virtual machine type, etc.), etc. Besides, they don’t take into account the contextual information.

Therefore, we aim to enhance WSDL in order to propose a new service description suitable for cloud computing and which is able to support technical, operational, business, semantic and contextual aspects.
Table 1. Comparison between studied approaches.

| Approaches | (1) | (2) | (3) | (4) | (5) |
|------------|-----|-----|-----|-----|-----|
| [1]        |✓   |✓   |     |     |     |
| [2]        |✓   |✓   |     |     |     |
| [3]        |✓   |✓   |     |     |     |
| [4]        |✓   |     |     |     |     |
| [5]        |✓   |✓   |     |     |     |
| [6]        |✓   |✓   |✓   |     |     |
| [7]        |✓   |     |     |     |     |
| [8]        |✓   |     |     |     |     |
| [15]       |✓   |     |     |     |     |
| [16]       |✓   |     |     |     |     |
| [17]       |✓   |✓   |✓   |     |     |
| [18]       |✓   |     |     |     |     |

(1) Functional properties / (2) Non-functional properties / (3) Cloud characteristics / (4) Semantic aspect / (5) Contextual information

3 Our Proposal: Cloud-WSDL Metamodel

In this section, we will present Cloud-WSDL, our extension for WSDL to cope with Cloud Service Description. We will start by giving an overview of GCSD, the core of Cloud-WSDL before detailing our proposal.

3.1 Overview of GCSD

We have proposed in a previous work [9] GCSD, a Generic Cloud Service Description, which is based on USDL language [10]. The proposed description has been designed in the form of an OWL ontology to cover the semantic aspect. Besides, it supports the technical, operational and business properties, which offer more expressiveness compared to WSDL, OWL-S and WSMO languages. Thus, this universal description resolves the interoperability problem.

We recall, in Fig. 2, the metamodel of GCSD in the form of UML class diagram. This metamodel shows the characteristics related to cloud computing such as delivery model, deployment model, etc., etc. Besides, it includes information about the context of service usage (time of service availability, service location, agents participating in the service lifecycle, resources used to create and consume the service, etc.). Furthermore, it covers multiple non-functional properties (PricePlan, reputation, risk, security, etc.).
3.2 Adopted Methodology

As mentioned previously, WSDL provides information on how to interact with a service in a functional and technical manner such as operations, inputs, outputs and default parameters. However, it cannot support the semantics nor describe the non-functional properties (service QoS). Besides, WSDL cannot allow the notation of goals, precondition and postcondition. To cope with these issues, we propose a new extension of WSDL that enriches it with the OWL cloud ontology. We rely on SAWSDL (Semantic Annotations for WSDL), which annotates a WSDL 2.0 document by using three attributes modelReference, liftingSchemaMapping and loweringSchemaMapping. modelReference allows to annotate interface, operation, fault elements of WSDL 2.0. The annotation is in the form: sawsdl:modelReference = “OntologyNameConcept”.

In this work, we follow two steps to enhance WSDL with GCSD: (i) Step 1: annotating the elements of WSDL by concepts of the cloud ontology GCSD when a matching exists between them; and, (ii) Step 2: adding new elements to WSDL with concepts and attributes of the cloud ontology.

Step 1: Annotating WSDL Document by GCSD

The idea, here, is to find and align the WSDL elements corresponding to the GCSD concepts according to Table 2. GCSD is in the form of an OWL ontology.
Table 2. Correspondences between WSDL and GCSD.

| WSDL                        | Cloud ontology (GCSD)       |
|-----------------------------|-----------------------------|
| Types                       | –                           |
| Operation                   | Function                    |
| Input of the operation      | InputParameter              |
| Output of the operation     | OutputParameter             |
| PortType/Interface          | FunctionalModule            |
| Binding                     | AccessProfile               |
| Service                     | Service                     |
| Port/Endpoint               | urlService                  |

Operation, Input, Output

In the cloud ontology, the functional aspect is represented by the concepts Function, InputParameter and OutputParameter, which are equivalent in WSDL to Operation, input, output elements. Therefore, we annotate:

- Operation element with Function concept (see Fig. 3, line 24),
- input element by InputParameter concept (see Fig. 3, line 25), and
- output element by OutputParameter concept (see Fig. 3, line 26).

Fig. 3. Annotation of WSDL document by the cloud ontology (GCSD).
Interface/PortType
The functionalities of a service are defined through a set of operations which are regrouped into an element named “Interface” or “PortType” without specifying the means (the protocol) for exchanging messages. That is why, we consider the concept FunctionalModule of the GCSD ontology equivalent to “Interface/PortType”. Thus, we annotate the element Interface/PortType by the concept FunctionalModule (see Fig. 3, line 23).

Binding
The concept Protocol covers information about technologies used in the communication with the service (transport protocols, messaging protocols, etc.), which is equivalent to Binding element of WSDL. So, we annotate the element Binding by the concept AccessProfile (see Fig. 3, line 32).

Step 2: Adding New Elements to WSDL Document
Figure 4 shows the metamodel of WSDL after extension where all the important concepts have been added: actors (blue color), contextual information (pink color), pricing information (green color), legal aspect (orange color), SLA (purple color), cloud-specific information (delivery models (red color), deployment models (red color), service evaluation (yellow color), etc.).
We can categorize the new WSDL metamodel, introduced in Fig. 4, into:

– **Functional properties**: Service, Definition, Import, Types, Operation, Input, Output, Precondition, Postcondition, Goal, Port, Binding, PortType, Fault, CompositeService, ServiceBundle, Resource.

– **Non-functional properties**:
  - DeploymentModel (Public, Private, Hybrid, Community),
  - DeliveryModel (SaaS, PaaS, IaaS),
  - PricePlan (PriceComponent, PriceLevel, ProportionalPriceLevel, AbsolutePriceLevel, PriceFence, PriceMetric),
  - ServiceLevelProfile (ServiceLevel, GuaranteedAction, GuaranteedState),
  - License (Requirement, Reward, Attribution, UsageRight, Restriction, TimeRestriction, ContentRestriction, SpatialRestiction),
  - ServiceEvaluation (Trust, Risk, Reputation),

– **Contextual properties**: Context, Agent, Resource, Location, Time, etc.

*Resource* is considered also as a functional property, because, in the case of an IaaS service, a user looks for a service which has storage size equal to “500 GB”, RAM equal to “4 GB” and CPU kind is “Intel Xeon”.

In the following, we explain each new added element.

**A. Functional Properties**
The goal, precondition and postcondition elements deemed essential for the service discovery. These three elements complete the description of each operation, while remaining compliant with the WSDL standard. Thus, we add to Operation element of WSDL some sub-elements “precondition”, “postcondition”, “Goal” and we annotate them by the concepts “PreCondition”, “PostCondition” and “UserGoal” from the cloud ontology (see Fig. 3 lines 27, 28 and 29 and Fig. 4).

**Precondition**
The concept *Precondition* indicates the conditions to be checked in order to execute the operation as expected.

**Postcondition**
The concept *Postcondition* allows users to define conditions on the expected results of the requested operation. Its value must be true after the execution of an operation of the service description.

**Goal**
*Goal* represents the consumer purpose which enhances the discovery process to find the appropriate service whenever two services have the same inputs and outputs.

**B. Non-functional Properties**
Since WSDL cannot describe the non-functional properties (price, evaluation, legal aspect, SLA, etc.), we added to WSDL metamodel information about consumption pricing, legal aspect, SLA, reputation, trust, risk, etc. The new information enhances the service discovery process, and thus, meets the user request easily. All these properties are explained in a detailed manner in our previous work [9].
**Pricing:** *PricePlan* includes one or more *PriceComponent* associated with different capabilities related to various pricing aspects. *PriceComponent* has monetary value specified via *PriceLevel* which can be fixed per measure (*AbsolutePriceLevel*) or proportional to a some base (*RelativePriceLevel*). *PriceLevel* has *PriceMetric* as a measurement on which pricing is defined. The dynamic variations of Pricing (such as rewards statutes of consumer, bundled deals, and other accepted negotiations with consumer) are supported through *PriceFence*.

**Service Evaluation:** *ServiceEvaluation* includes *Reputation*, *Trust* and *Risk*. *Reputation* helps to measure the reputation after service usage from the feedback of users. *Risk* helps to measure the risk produced by the service.

**Legal:** Each service should be licensed (*License*). The license includes *UsageRight* which is composed of *UsageType*. This latter puts a well-defined manner of how to use a service (such as the right to distribute). All these properties help users to easily select the suitable services.

**C. Contextual Information**
A service exists in a context (*Context*). For that, a connection between *Service* and *Context* should be established. However, the context includes services, agents, resources, location, and time.

*Resource* concept represents different real-world objects types such as application, system, tool used to perform a service. These resources may be, in cloud computing, storage, CPU, RAM, etc. *Location* covers both physical and virtual addresses (for example, a location of service availability or a valid area for a specific price). *Time* provides means to express (for example, a service availability or a period of prices validity, etc.). The precision of time of service usage or the service location helps to precise the research space of services. Thus, we can say that the contextual information enhances the result of the service discovery.

WSDL is poor from information about context. Therefore, we add these missing information to WSDL metamodel in a detailed manner as depicted in Fig. 4.

**4 Comparison Between Cloud-WSDL and Other Description Languages**

Based on the literature, we present in Table 3 a comparison between WSDL, OWL-S, WSMO and our proposed extension Cloud-WSDL according to some criteria (functional properties, non-functional properties, semantic aspect, cloud computing, contextual information, etc.).

We notice that Cloud-WSDL can handle in a better way cloud computing. Unlike the other existing descriptions languages (WSDL, OWL-S and WSMO), it takes into consideration several criteria: (i) functional and non-functional properties such as input, output, precondition, postcondition, effect, assumption, actor; (iii) cloud characteristics (deployment model, delivery model, SLA, license, etc.); (iii) semantic aspect; and, (iv) contextual aspect.
Table 3. Comparison between WSDL, OWL-s, WSMO and Cloud-WSDL.

| Criteria | WSDL       | OWL-S     | WSMO          | Cloud-WSDL |
|----------|------------|-----------|---------------|------------|
| (1)      | Operation  | AtomicProcess | Choreography | Function   |
|          | Input      | Input      | InputParameter |            |
|          | Output     | Output     | OutputParameter |            |
|          | Precondition | Precondition | Precondition |            |
|          | PostCondition | PostCondition | PostCondition |            |
|          | Result     | Effect     | Effect        |            |
|          | CompositeService | Orchestration | CompositeService |            |
|          | Fault      | Fault      |              |            |
| (2)      | Participant, Provider, Consumer, physicalAddress, email, phone, fax, WebURL | Owner, Creator | Provider, Creator, Owner, Consumer, Role, Agent, Person, Organization, PricePlan, ServiceLevelProfile, License, ServiceEvaluation |            |
| (3)      |            |            | Resource (OS, CPU, RAM, Storage), DeploymentModel (Public, Private, Hybrid, Community), DeliveryModel (SaaS, PaaS, IaaS) |            |
| (4)      |            |            | Context, Agent, Resource, Location, Time, etc. |            |
| (5)      | ✓          | ✓          | ✓             | ✓          |

(1) Functional properties / (2) Non-functional properties / (3) Cloud characteristics / (4) Contextual information / (5) Semantic aspect

5 Conclusion

WSDL is the popular language used to describe Web services. However, it covers only the functional properties of services and lacks semantic aspect. Also, it can’t cover the non-functional properties and the contextual information. Furthermore, WSDL isn’t dedicated to cloud computing not support its characteristics. To overcome these shortages, we enhance, in this paper, WSDL with our Generic Cloud Service Description (GCSD). The new extension supports functional and non-functional properties, contextual information, cloud characteristics and the semantic aspect. The proposed WSDL extension ensures a high interoperability and improves the result of service discovery. In our future work, we aim to propose a transformation rules based on our current work. Also, we aim to propose, based on our generic cloud services description, two new extensions by enhancing OWL-S and WSMO and make them appropriate for cloud computing domain.
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