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Abstract. We prove that for large \( n \), all but \( o(2^n) \) polynomials of the form \( P(z) = \sum_{k=0}^{n-1} \pm z^k \) have \( n/2+o(n) \) roots inside the unit disk. This solves a problem from Hayman’s 1967 book.

1. Introduction. A Littlewood polynomial is a polynomial with coefficients in \( \{-1, 1\} \). Let \( n \geq 2 \) be large and consider the random polynomial given by

\[
P(z) := \sum_{k=0}^{n-1} X_k z^k
\]

where the \( X_k \)'s are independent random variables with

\[
P(X_k = 1) = P(X_k = -1) = 1/2.
\]

So \( P \) is a polynomial chosen uniformly at random among all \( 2^n \) Littlewood polynomials of degree \( n - 1 \). It is well known that as the degree \( n \) tends to infinity, the roots of \( P \) tend to cluster uniformly around the unit circle; see [12] for the classical proof of this fact or [7] for finer results and additional references. Denote by

\[
\nu_n := \sum_{z: P(z) = 0} \delta_z
\]

the (random) counting measure of roots of \( P \) and by \( \mathbb{D} \) the unit disk in the plane.

The following problem was posed in Hayman’s classical problem book: If \( \varepsilon_k = \pm 1 \), is it true that, for large \( n \), all but \( o(2^n) \) polynomials of the form \( P(z) = \sum_{k=1}^{n} \varepsilon_k z^k \) have just \( n/2 + o(n) \) roots in \( \mathbb{D} \)?
anniversary edition \cite[Problem 4.15]{6}, it is stated that no progress on this problem has been reported. The same question was also asked in a paper by Borwein, Choi, Ferguson and Jankauskas \cite[3]{} which speculated the answer should be positive. Our main result is an affirmative answer to this question.

**Theorem 1.1.** We have
\[
\lim_{n \to \infty} \mathbb{P}(|\nu_n(D) - n/2| \geq n^{9/10}) = 0.
\]
In particular, \( \nu_n(D) / n \xrightarrow{p} 1/2 \) as \( n \to \infty \), where \( \xrightarrow{p} \) denotes convergence in probability.

The exponent \( 9/10 \) in Theorem \[1.1\] is not optimal and probably the correct order of the deviations is \( \sqrt{n} \), but the methods of this paper are insufficient to establish this. It may be that similar methods to those in \[5\] can give the first order term in \( \text{Var}(\nu_n(D)) \), but we did not pursue this direction.

The key step towards proving Theorem \[1.1\] is a concentration result for the logarithmic integral of \( P \). We state it as Lemma \[1.2\] and for this we introduce some notation. Throughout we denote by \( d\mu(x) := dx/(2\pi) \) the normalized measure on the interval \([-\pi, \pi]\). For \( \theta \in [-\pi, \pi] \) fixed and for all \( r > 0 \) we set
\[
\sigma(r)^2 := \mathbb{E}|P(re^{i\theta})|^2 = \sum_{k=0}^{n-1} r^{2k} = \frac{r^{2n} - 1}{r^2 - 1} \quad (\sigma(1)^2 = n)
\]
and \( \tilde{P}(re^{i\theta}) := P(re^{i\theta})/\sigma(r) \). Here and everywhere \( \mathbb{E} \) stands for the expectation with respect to the random coefficients of \( P \).

**Lemma 1.2.** Let \( \ell \in \{1, 2\} \). For all \( r \in [1 - n^{-11/10}, 1 + n^{-11/10}] \) we have, as \( n \to \infty \),
\[
\mathbb{E}\left[\left( \int_{-\pi}^{\pi} \log |\tilde{P}(re^{i\theta})| d\mu(\theta) \right)^\ell\right] = \left( -\frac{\gamma}{2} \right)^\ell + O\left( \frac{(\log n)^2}{\sqrt{n}} \right),
\]
where \( \gamma \approx 0.5772\ldots \) is Euler’s constant.

Recall that for a monic polynomial \( F(z) = \prod_{j=1}^{n} (z - \alpha_j) \) the Mahler measure of \( F \) is given by
\[
M(F) := \prod_{j=1}^{n} \max \{1, |\alpha_j|\}.
\]
Using Jensen’s formula and \[1.3\] it is evident that
\[
\log M(F) = \int_{-\pi}^{\pi} \log |F(e^{i\theta})| d\mu(\theta).
\]
With the above definition in mind, Lemma 1.2 (the case \( r = 1 \)) tells us that the Mahler measure of a random Littlewood polynomial \( P \) is typically close to its mean. The main technical difficulty in proving Lemma 1.2 is the singularity of the logarithm near zero. For instance, \( P(1) \) can vanish with positive probability if \( n \) is even, and hence \( |\mathbb{E} \log |P(1)|| = \infty \).

In [4, Theorem 1.2] Choi and Erdélyi prove that
\[
\lim_{n \to \infty} \mathbb{E} \log(M(\hat{P})/\sqrt{n}) = -\gamma/2
\]
where \( \hat{P} := \max \{|P|, n^{-1}\} \) and \( M(\hat{P}) \) is defined via the logarithmic integral in (1.4). See also the introduction in [4] for a basic survey on the Mahler measure of polynomials with integer coefficients. Our Lemma 1.2 (the case \( r = 1 \) and \( \ell = 1 \)) shows that the limit (1.5) remains true when we replace the truncated polynomial \( \hat{P} \) by \( P \). In fact, we can say even more, as Lemma 1.2 (the case \( r = 1 \)) together with Chebyshev’s inequality implies that
\[
M(P)/\sqrt{n} \to e^{-\gamma/2} \quad \text{as} \quad n \to \infty.
\]

In view of the above, we hope that Lemma 1.2 is of independent interest to some of the readers and will shed some light on the Mahler measure of random polynomials.

The paper is organized as follows. In Section 2 we show how the proof of Theorem 1.1 follows from Lemma 1.2. Then, in Section 3 we prove Lemma 1.2 with the aid of some technicalities that we prove in Sections 4 and 5.

**Notation.** Throughout we will denote by \( d\mu \) the normalized measure on \([-\pi, \pi]\) and by \( dm(z) \) the Lebesgue measure in the plane \( \mathbb{C} = \mathbb{R}^2 \). We write that \( f_n \lesssim g_n \) or \( f_n = \mathcal{O}(g_n) \) if there exist a constant \( C > 0 \) such that \( f_n \leq C \cdot g_n \) for \( n \) large enough. We write \( f_n = o(g_n) \) if \( f_n/g_n \xrightarrow{n \to \infty} 0 \), and write \( f_n \sim g_n \) if \( f_n/g_n \xrightarrow{n \to \infty} 1 \). Finally, we denote by \( \text{Id} \) the identity matrix (the dimension should be clear from the context).

**2. Proof of main result.** We will prove Theorem 1.1 by showing the corresponding upper and lower bounds. The main result will follow once we show that
\[
\lim_{n \to \infty} \mathbb{P}(\nu_n(\mathbb{D}) \geq n/2 + n^{9/10}) = 0
\]
and that
\[
\lim_{n \to \infty} \mathbb{P}(\nu_n(\mathbb{D}) \leq n/2 - n^{9/10}) = 0.
\]
As noted in the introduction, we will assume here that Lemma 1.2 holds and show how Theorem 1.1 follows from it. We will prove Lemma 1.2 in Section 3.
Recall that Jensen’s formula (see for instance [1, p. 207]) states that

\[
\int_0^r \frac{N_f(t)}{t} \, dt = \int_{-\pi}^{\pi} \log |f(re^{i\theta})| \, d\mu(\theta) - \log |f(0)|
\]

where \( f \) is an analytic function on \( \{|z| \leq r\} \) such that \( f(0) \neq 0 \) and

\[
N_f(t) := \#\{|z| \leq t : f(z) = 0\}.
\]

**Proof of Theorem 1.1.** We will first prove the upper bound (2.1). Let \( \tau = n^{-11/10} \). By Jensen’s formula (2.3) we have

\[
\nu_n(\mathbb{D}) \leq \frac{1}{\log(1 + \tau)} \int_1^{1+\tau} \frac{\nu_n(r\mathbb{D})}{r} \, dr
\]

\[
= \frac{1}{\log(1 + \tau)} \left( \int_{-\pi}^{\pi} \log |P((1 + \tau)e^{i\theta})| \, d\mu(\theta) - \int_{-\pi}^{\pi} \log |P(e^{i\theta})| \, d\mu(\theta) \right)
\]

\[
= \frac{\log \sigma(1 + \tau) - \log \sigma(1)}{\log(1 + \tau)}
\]

\[
+ \frac{1}{\log(1 + \tau)} \left( \int_{-\pi}^{\pi} \log |\tilde{P}((1 + \tau)e^{i\theta})| \, d\mu(\theta) - \int_{-\pi}^{\pi} \log |\tilde{P}(e^{i\theta})| \, d\mu(\theta) \right).
\]

We differentiate relation (1.2) and see that

\[
\frac{\partial}{\partial r} \log \sigma(r) = \frac{1}{2} \sum_{n=0}^{n-1} \frac{(2k)r^{2k-1}}{\sum_{k=0}^{n-1} r^{2k}},
\]

\[
\frac{\partial^2}{\partial r^2} \log \sigma(r) = \frac{1}{2} \sum_{k=0}^{n-1} \frac{2k(2k-1)r^{2k-2}}{\sum_{k=0}^{n-1} r^{2k}} - \frac{(\sum_{k=0}^{n-1} 2kr^{2k-1})^2}{(\sum_{k=0}^{n-1} r^{2k})^2}.
\]

This implies that \( \frac{\partial}{\partial r} \log \sigma(r) \big|_{r=1} = (n - 1)/2 \) and that

\[
\left| \frac{\partial^2}{\partial r^2} \log \sigma(r) \right| \leq \left| \frac{\sum_{k=0}^{n-1} k(2k-1)r^{2k-2}}{\sum_{k=0}^{n-1} r^{2k}} \right| + \left| \frac{(\sum_{k=0}^{n-1} 2kr^{2k-1})^2}{(\sum_{k=0}^{n-1} r^{2k})^2} \right|
\]

\[
\leq \frac{4n^3}{n/2} + \frac{n^4}{n^2/2} \leq 4n^2
\]

for all \( n \) large enough and for all \( r \in [1 - \tau, 1 + \tau] \). Plugging the above into a second order Taylor expansion, and using the fact that \( \log(1 + \tau) \sim \tau \) for \( \tau \) small, yields

\[
\left| \frac{\log \sigma(1 + \tau) - \log \sigma(1)}{\log(1 + \tau)} - \frac{n}{2} \right| \leq 2\tau n^2.
\]
We combine (2.4) and (2.5) to observe that, for large enough \( n \),
\[
\mathbb{P}(\nu_n(\mathbb{D}) \geq n/2 + n^{9/10}) \\
\leq \mathbb{P} \left( \int_{-\pi}^{\pi} \log |\tilde{P}((1 + \tau)e^{i\theta})| \, d\mu(\theta) - \int_{-\pi}^{\pi} \log |\tilde{P}(e^{i\theta})| \, d\mu(\theta) \geq \frac{\tau n^{9/10} + 2\tau^2 n^2}{3} \right) \\
= \mathbb{P} \left( \int_{-\pi}^{\pi} \log |\tilde{P}((1 + \tau)e^{i\theta})| \, d\mu(\theta) - \int_{-\pi}^{\pi} \log |\tilde{P}(e^{i\theta})| \, d\mu(\theta) \geq 3n^{-1/5} \right) \\
\leq \mathbb{P} \left( \left| \int_{-\pi}^{\pi} \log |\tilde{P}(e^{i\theta})| \, d\mu(\theta) + \frac{\gamma}{2} \right| \geq n^{-1/5} \right) \\
+ \mathbb{P} \left( \left| \int_{-\pi}^{\pi} \log |\tilde{P}((1 + \tau)e^{i\theta})| \, d\mu(\theta) + \frac{\gamma}{2} \right| \geq n^{-1/5} \right) \\
\lesssim n^{2/5 - 1/2} (\log n)^2 \quad n \to \infty \to 0
\]
where in the last inequality we applied Chebyshev together with Lemma 1.2.

We have thus proved the upper bound (2.1).

The lower bound (2.2) is obtained in a similar way, starting with the inequality
\[
\nu_n(\mathbb{D}) \geq \frac{1}{-\log(1 - \tau)} \int_{1-\tau}^{1} \nu_n(r \mathbb{D}) \, dr \\
= \frac{1}{-\log(1 - \tau)} \left( \int_{-\pi}^{\pi} \log |P(e^{i\theta})| \, d\mu(\theta) - \int_{-\pi}^{\pi} \log |(1 - \tau)e^{i\theta})| \, d\mu(\theta) \right)
\]
and arguing in the same way as above. Together, (2.1) and (2.2) give the assertion of Theorem 1.1.

**Remark.** There is an alternative way of showing that the lower bound (2.2) holds once we have proved the upper bound (2.1). An immediate corollary of a result by Konyagin and Schlag [8, Theorem 1.2] is that
\[
(2.6) \quad \lim_{n \to \infty} \mathbb{P}(\nu_n(\{|z| = 1\}) > 0) = 0.
\]

Let \( Q(z) := z^{n-1} Q(1/z) \) and observe that \( P(a) = 0 \) if and only if \( Q(1/a) = 0 \). Since the coefficients of \( P \) are i.i.d. random variables, \( P \) and \( Q \) have the same distribution and the lower bound (2.2) follows from (2.1) and (2.6).

**3. Concentration of the logarithmic integral.** In this section we prove Lemma 1.2. Throughout this section, \( r \in [1 - n^{-11/10}, 1 + n^{-11/10}] \) and all constants will be uniform in \( r \). We note that it is evident from (1.2) that \( \sigma(r)^2 = n + \mathcal{O}(n^{9/10}) \) for all \( r \in [1 - n^{-11/10}, 1 + n^{-11/10}] \).
As noted in the introduction, the main technical difficulty in proving Lemma 1.2 is the singularity of the logarithm near zero, which in turn causes problems when we want to apply the dominated convergence theorem. We deal with this problem through the following proposition.

**Proposition 3.1.** There exist a constant $C > 0$ such that for all $a \in (0, 1/3)$ and all $r \in [1 - n^{-11/10}, 1 + n^{-11/10}]$ we have

$$
\prod_{-\pi}^\pi \mathbb{P}(|P(re^{i\theta})| \leq a) \, d\mu(\theta) \leq C \left( \frac{1}{n^5} + n^{240} a \log(a^{-1}) \right).
$$

Proposition 3.1 is essentially borrowed from [7] and, for the reader’s convenience, we give its proof in Section 4.

**Remark.** It should be mentioned here that one could go through a different route to prove uniform integrability of the logarithmic integral. Actually, the much more general (and deeper) log-integrability result of Nazarov, Nishry and Sodin [11, Corollary 1.2] will be enough for our purpose. Still, we provide a proof that does not use [11] to keep this note as self-contained as possible.

For every fixed $\theta \in [-\pi, \pi]$ denote

$$
F_\theta^n(x) := \mathbb{P}(|\tilde{P}(re^{i\theta})|^2 \leq x), \quad F(x) := 1 - e^{-x}.
$$

Further, for different values of $\theta \neq \varphi \in [-\pi, \pi]$ we denote

$$
F_{\theta,\varphi}^n(x,y) := \mathbb{P}(|\tilde{P}(re^{i\theta})|^2 \leq x, |\tilde{P}(re^{i\varphi})|^2 \leq y).
$$

**Lemma 3.2.** There exists an absolute constant $C > 0$ such that:

1. For all $|\theta| \geq n^{-1/2}$ and all $x \in (0, \infty)$,

$$
|F_\theta^n(x) - F(x)| \leq C/\sqrt{n};
$$

2. For all $\theta, \varphi \notin \left[-n^{-1/2}, n^{-1/2}\right]$ such that $|\theta - \varphi| > n^{-1/2}$,

$$
|F_{\theta,\varphi}^n(x,y) - F(x)F(y)| \leq C/\sqrt{n}
$$

for all $x, y \in (0, \infty)$.

Lemma 3.2 is a simple consequence of a Central Limit Theorem for a sum of independent (but not identically distributed) random vectors, with the usual Berry–Esseen bound on the error. It is not particularly interesting, and we postpone the proof to Section 5.

**Proof of Lemma 1.2.** For concreteness and brevity we only prove the case $\ell = 2$ (the case $\ell = 1$ is simpler). Denote for the proof $p(\theta) := \tilde{P}(re^{i\theta})$, and consider the event

$$
A_\theta := \{|p(re^{i\theta})| \leq n^{-A}\}
for some large absolute constant $A \geq 1$ that we choose later. Since the function $\log x$ is locally integrable, we may apply Fubini and see that

$$
\mathbb{E}\left[ \left( \int_{-\pi}^{\pi} \log |\tilde{P}(re^{i\theta})| \, d\mu(\theta) \right)^2 \right] = \mathbb{E}\left[ \int_{[-\pi,\pi]^2} \log |p(\theta)| \log |p(\varphi)| \, d\mu(\theta) \, d\mu(\varphi) \right]
$$

$$
= \mathbb{E}\left[ \int_{[-\pi,\pi]^2} L(\theta, \varphi) 1_{A_\theta} 1_{A_\varphi} \, d\mu(\theta) \, d\mu(\varphi) \right]
$$

$$
+ 2\mathbb{E}\left[ \int_{[-\pi,\pi]^2} L(\theta, \varphi) 1_{A_\theta} 1_{A_\varphi} \, d\mu(\theta) \, d\mu(\varphi) \right]
$$

$$
+ \mathbb{E}\left[ \int_{[-\pi,\pi]^2} L(\theta, \varphi) 1_{A_\theta} 1_{A_\varphi} \, d\mu(\theta) \, d\mu(\varphi) \right] =: E_1 + 2E_2 + E_3
$$

where $L(\theta, \varphi) := \log |p(\theta)| \log |p(\varphi)|$. We first show that $E_2$ and $E_3$ are small, and then turn to proving that the main term coming from $E_1$ is as claimed.

Note that since $P(z) = \prod_{j=1}^{n} (z - \beta_j)$ has $n$ zeros with $|\beta_j| \in [1/2, 2]$ for all $j = 1, \ldots, n$, we have the simple bound

$$
(3.1) \quad \int_{-\pi}^{\pi} \left| \log |p(\theta)| \right|^4 \, d\mu(\theta) \lesssim \sum_{j_1, \ldots, j_4=1}^{n} \left( \int_{-\pi}^{\pi} \prod_{\ell=1}^{4} \left| \log |e^{i\theta} - \beta_j| \right| \, d\mu(\theta) \right) \lesssim n^4
$$

where the last inequality is true since there are $n^4$ terms in the sum, and all are uniformly bounded since $|\beta_j| \in [1/2, 2]$.

By applying Tonelli’s Theorem, the Cauchy–Schwarz inequality (twice) and (3.1) we get

$$
|E_3| \leq \int_{[-\pi,\pi]^2} \mathbb{E}\left[ \left| \log |p(\theta)| \right| |\log |p(\varphi)|| 1_{A_\theta} 1_{A_\varphi} \right] \, d\mu(\theta) \, d\mu(\varphi)
$$

$$
\leq \left( \int_{-\pi}^{\pi} \sqrt{\mathbb{E} \log^2 |p(\theta)| 1_{A_\theta}} \, d\mu(\theta) \right)^2 \leq \int_{-\pi}^{\pi} \sqrt{\mathbb{E} \log^4 |p(\theta)|} \mathbb{P}(A_\theta) \, d\mu(\theta)
$$

$$
\lesssim n^2 \times \left( \int_{-\pi}^{\pi} \mathbb{P}(A_\theta) \, d\mu(\theta) \right)^{1/2} \lesssim \frac{1}{\sqrt{n}}
$$

where the last inequality is Proposition 3.1 applied with $a = n^{-A}$ and $A$ large enough; $A \geq 250$ is good for our purpose.

Similarly to the above we can show that $|E_2| \lesssim n^{-1/2}$, so it remains to show that $E_1$ gives the main term.

Let $(\theta, \varphi)$ be coordinates in the square $[-\pi, \pi]^2$ and consider the subset

$$
D_n := \{ |\theta - \varphi| \leq n^{-1/2} \} \cup \{ |\theta| \leq n^{-1/2} \} \cup \{ |\varphi| \leq n^{-1/2} \} \subset [-\pi, \pi]^2.
$$
Since the Lebesgue measure of $D_n$ is small, we have

$$
\int \int \log |p(\theta)| \log |p(\varphi)| \mathbf{1}_{A_0^\theta} \mathbf{1}_{A_\varphi} \, d\mu(\theta) d\mu(\varphi) \lesssim_A (\log n)^2 m(D_n) \lesssim_A \frac{(\log n)^2}{\sqrt{n}}
$$

so the proof of the lemma will follow once we show that

$$
\mathbb{E}[\log |p(\theta)| \log |p(\varphi)| \mathbf{1}_{A_0^\theta} \mathbf{1}_{A_\varphi}] = \frac{\gamma^2}{4} + O\left(\frac{(\log n)^2}{\sqrt{n}}\right)
$$

(3.2) uniformly in $(\theta, \varphi) \in [-\pi, \pi]^2 \setminus D_n$. It is routine to check that

$$
\int_{-A}^{A} (\log x) \, dF(x) = \int_{0}^{\infty} (\log x) e^{-x} \, dx + O_A\left(\frac{\log n}{nA}\right) = -\gamma + O_A\left(\frac{\log n}{nA}\right).
$$

Furthermore, since $(\theta, \varphi) \notin D_n$ we may apply item (2) in Lemma 3.2 (for the case $\ell = 1$ we need to apply item (1)) and see that

$$
|\mathbb{E}[\log |p(\theta)|^2 \log |p(\varphi)|^2 \mathbf{1}_{A_0^\theta} \mathbf{1}_{A_\varphi}] - \gamma^2| 
$$

$$
\leq \int \int |\log x \log y| \, d(F_n^\theta F_n^\varphi(x, y) - F(x) F(y)) + O_A\left(\frac{\log n}{nA}\right)
$$

$$
\lesssim \int \int \frac{|F_n^\theta F_n^\varphi(x, y) - F(x) F(y)|}{xy} \, dx \, dy + O_A\left(\frac{\log n}{nA}\right) \lesssim_A (\log n)^2
$$

and hence we get (3.2). $\blacksquare$

4. Proof of Proposition 3.1 For this proof, we will make use of the classical Turán’s Lemma, quoted here for the convenience of the reader:

**Lemma 4.1** ([9 Section 5.3], [10 Section 1.1]). Let $T(x) := \sum_{k=0}^{h} c_k e^{im_k x}$ be a trigonometric polynomial with $c_k \in \mathbb{C}$ and $m_1 < \cdots < m_h \in \mathbb{Z}$. Then for any interval $E \subset [-\pi, \pi]$ we have

$$
\sup_{x \in [-\pi, \pi]} |T(x)| \leq \left(\frac{12}{\mu(E)}\right)^{h-1} \sup_{x \in E} |T(x)|.
$$

**Proof of Proposition 3.1** Our starting point is Esseen’s concentration inequality [13] Theorem 7.17. It states that

$$
P(|P(re^{i\theta})| \leq a) \leq P(|\text{Re } P(re^{i\theta})| \leq a) \lesssim a \int_{-a^{-1}}^{a^{-1}} |g(\lambda)| \, d\lambda
$$

where $g$ is the characteristic function of $\text{Re } P(re^{i\theta}) = \sum_{k=0}^{n-1} X_k r^k \cos(k\theta)$. Denote $\|x\|_{\mathbb{R}/\mathbb{Z}} := \min\{|x - m| : m \in \mathbb{Z}\}$. By using the inequalities $|\cos x| \leq \exp(-2\|x/\pi\|_{\mathbb{R}/\mathbb{Z}}^2)$ and $\cos(2x) \geq 1 - 2\pi^2\|x/\pi\|_{\mathbb{R}/\mathbb{Z}}^2$ valid for all $x \in \mathbb{R}$ we get
\[ |g(\lambda)| = \prod_{k=0}^{n-1} \cos(\lambda r^k \cos(k\theta)) \leq \exp\left(-2 \sum_{k=0}^{n-1} \|\lambda r^k \cos(k\theta)/\pi\|_2^2\right) \]
\[ \leq e^{-n/\pi^2} \exp\left(\frac{1}{\pi^2} \sum_{k=0}^{n-1} \cos(2\lambda r^k \cos(k\theta))\right). \]

Combining this with (4.1) we use Fubini and get
\[ \int_{-\pi}^{\pi} \mathbb{P}(|P(re^{i\theta})| \leq a) \, d\mu(\theta) \]
\[ \lesssim a \int_{-a^{-1}}^{a^{-1}} e^{-n/\pi^2} \int_{-\pi}^{\pi} \exp\left(\frac{1}{\pi^2} \sum_{k=0}^{n-1} \cos(2\lambda r^k \cos(k\theta))\right) \, d\mu(\theta) \, d\lambda. \]

Fix \( \lambda \in [-a^{-1}, a^{-1}] \) and denote
\[ A_1(\lambda, n) := \left\{ \theta \in [-\pi, \pi] : \sum_{k=0}^{n-1} \cos(2\lambda r^k \cos(k\theta)) < \frac{n}{2} \right\}, \]
\[ A_2(\lambda, n) := [-\pi, \pi] \setminus A_1(\lambda, n). \]

For all \( \theta \in A_1(\lambda, n) \) the inequality (4.2) gives an exponential bound in \( n \), so we are left to estimate the measure of \( A_2(\lambda, n) \) on the circle. Indeed, denote for the moment \( a_k(\theta) := 2r^k \cos(k\theta) \) and note that
\[ \int_{-\pi}^{\pi} \left| \sum_{k=0}^{n-1} \cos(\lambda a_k(\theta)) \right|^{10} \, d\mu(\theta) \leq \int_{-\pi}^{\pi} \left| \sum_{k=0}^{n-1} e^{i\lambda a_k(\theta)} + e^{-i\lambda a_k(\theta)} \right|^{10} \, d\mu(\theta) \]
\[ = \sum_{s_1, \ldots, s_{10} \in \{\pm 1\}} \sum_{k_1, \ldots, k_{10} = 0}^{n-1} \int e^{i\lambda \sum_{\ell=1}^{10} s_\ell a_{k_\ell}(\theta)} \, d\mu(\theta). \]

Fix a tuple \((k_1, \ldots, k_{10})\) in the above sum (4.3). For all \( \ell \in \{1, \ldots, 10\} \) let \( m_{\ell} := \#\{j \in \{1, \ldots, 10\} : k_j = k_\ell\} \). For all tuples \((k_1, \ldots, k_{10})\) for which all \( \{m_{\ell}\}_{\ell=1}^{10} \) are even, it may happen that \( \sum_{\ell=1}^{10} s_\ell a_{k_\ell}(\theta) \equiv 0 \) for all \( \theta \in [-\pi, \pi] \) and some particular choice of signs \( s_1, \ldots, s_{10} \). Still, there are at most \( O(n^5) \) such tuples of \( \{k_1, \ldots, k_{10}\} \) in (4.3). To deal with the rest of the sum, we have the following claim.

**Claim 4.2.** Let \( T(\theta) := \sum_{\ell=1}^{h} b_\ell e^{ik_\ell \theta} \) be a non-constant trigonometric polynomial with \( b_\ell \in [-1, -1/2] \cup [1/2, 1] \) and \( k_\ell \in \{-n, \ldots, n\} \) for all \( \ell = 1, \ldots, h \). Then, for all \( c > 0 \),
\[ \int_{-\pi}^{\pi} \left| e^{i\lambda T(\theta)} \right| \, d\mu(\theta) \lesssim_c \frac{1}{n^c} + \frac{n^{2h(c+2)}}{\lambda}. \]
Assuming Claim 4.2 for the moment, we plug it into (4.3) with
\[ T(\theta) := \sum_{\ell=1}^{10} s_\ell a_{k_\ell}(\theta) = \sum_{\ell=1}^{10} s_\ell r_{k_\ell}(e^{ik_\ell \theta} + e^{-ik_\ell \theta}) \]
and \( c = 5 \) to obtain
\[
\pi \left| \sum_{k=0}^{n-1} \cos(\lambda a_k(\theta)) \right|^{10} d\mu(\theta) \lesssim n^5 + n^{10} \times \left( \frac{1}{n^5} + \frac{n^{240}}{\lambda} \right) \lesssim n^5 + \frac{n^{250}}{\lambda}.
\]
By applying Markov’s inequality we get
\[
\mu(A_2(\lambda, n)) \lesssim \min \left\{ \frac{n^5 + n^{250}/\lambda}{n^{10}}, 1 \right\} = \min \left\{ \frac{1}{n^5} + \frac{n^{240}}{\lambda}, 1 \right\}.
\]
Plugging the above into (4.2) gives
\[
\int_{-\pi}^{\pi} \mathbb{P}(|P(re^{i\theta})| \leq a) d\mu(\theta) \lesssim e^{-n/2\pi^2} + a \int_{-a^{-1}}^{a^{-1}} \mu(A_2(\lambda, n)) d\lambda
\]
\[
\lesssim e^{-n/2\pi^2} + a + a \int_{1}^{a^{-1}} \mu(A_2(\lambda, n)) d\lambda
\]
\[
\lesssim e^{-n/2\pi^2} + a + \frac{1}{n^5} + n^{240} a \log(a^{-1}).
\]

**Proof of Claim 4.2.** Let \( \theta_1 < \cdots < \theta_L \in [-\pi, \pi] \) be all points on the unit circle which are solutions to the equation
\[
|T'(\theta_j)| = n^{-h(c+1)}, \quad j = 1, \ldots, L.
\]
Since \( T' \) is a trigonometric polynomial of degree at most \( n \), we have \( L \leq 2n \). We split the unit circle into \( L \) intervals given by
\[
I_j := [\theta_j, \theta_{j+1}] \quad \text{for } j = 1, \ldots, L - 1 \quad \text{and} \quad I_L := [-\pi, \pi] \setminus \bigcup_{j=1}^{L-1} I_j.
\]
We say that \( I_j \) is **good** if \( |T'(\theta)| \geq n^{-h(c+1)} \) for all \( \theta \in I_j \). We say that \( I_j \) is **bad** if it is not good. Denote by \( \mathcal{G} \) the collection of good intervals and by \( \mathcal{B} \) the collection of bad intervals. First, we claim that for each \( I \in \mathcal{B} \) we must have \( \mu(I) \leq n^{-(c+1)} \). Assume otherwise; then by our construction there exist an interval \( I \subset [-\pi, \pi] \) with
\[
\mu(I) > \frac{1}{n^{c+1}} \quad \text{and} \quad \sup_{\theta \in I} |T'(\theta)| \leq n^{-h(c+1)}.
\]
Turán’s Lemma (Lemma 4.1) yields
\[
\sup_{\theta \in [-\pi, \pi]} |T'(\theta)| \leq \left( \frac{12}{\mu(I)} \right)^{h-1} n^{-h(c+1)} \lesssim_h n^{(c+1)(h-1)} n^{-h(c+1)} = n^{1-c},
\]
which clearly contradicts the fact that $\int_{-\pi}^{\pi} |T'|^2 \, d\mu \geq 1/4$ as our polynomial $T$ is non-constant and $k_\ell$ are integers. Altogether we get

$$\mu \left( \bigcup_{I \in B} I \right) \leq \frac{2n}{n^{1+c}} \lesssim \frac{1}{n^c}.$$ 

To conclude the claim, it remains to integrate by parts on the good intervals and see that

$$\left| \int_{-\pi}^{\pi} e^{i\lambda T(\theta)} \, d\mu(\theta) \right| \leq \frac{1}{n^c} + \sum_{I \in G} \left| \int_I e^{i\lambda T(\theta)} \frac{T''(\theta)}{(T'(\theta))^2} \, d\mu(\theta) \right| \lesssim \frac{1}{n^c} + \frac{n^{h(c+1)}}{\lambda} + \sum_{I \in G} \left| \int_I e^{i\lambda T(\theta)} \frac{T''(\theta)}{(T'(\theta))^2} \, d\mu(\theta) \right| \lesssim \frac{1}{n^c} + \underbrace{n^{2h(c+2)}}_{\leq 1} \frac{1}{\lambda}$$

as claimed. \[\blacksquare\]

5. Proof of Lemma 3.2. Throughout this section we fix the parameters $r, \theta, \varphi$ as prescribed in the statement of Lemma 3.2. We will also re-use the notation $p(\theta) := \tilde{P}(re^{i\theta})$. As indicated in Section 3, the proof of Lemma 3.2 will follow from a version of Berry–Esseen inequality on the remainder term in the Central Limit Theorem, when considering a sum of independent (but not identically distributed) random vectors with uniformly bounded third moment; see [2, Corollary 17.2]. Hence, we only need to check that the covariance structure of

$$p(\theta) = \frac{1}{\sigma(r)} \left( \sum_{k=0}^{n-1} X_k r^k \cos(k\theta), \sum_{k=0}^{n-1} X_k r^k \sin(k\theta) \right) \in \mathbb{R}^2$$

and of

$$(p(\theta), p(\varphi)) = \frac{1}{\sigma(r)} \left( \sum_{k=0}^{n-1} X_k r^k \cos(k\theta), \sum_{k=0}^{n-1} X_k r^k \sin(k\theta), \sum_{k=0}^{n-1} X_k r^k \cos(k\varphi), \sum_{k=0}^{n-1} X_k r^k \sin(k\varphi) \right) \in \mathbb{R}^4$$

scale like $\frac{1}{2} \text{Id}$ in the respective dimension.

Denote

$$(5.1) \quad V(\theta) := \frac{1}{\sigma(r)^2} \sum_{k=0}^{n-1} r^{2k} \begin{bmatrix} \cos^2(k\theta) & \cos(k\theta) \sin(k\theta) \\ \cos(k\theta) \sin(k\theta) & \sin^2(k\theta) \end{bmatrix}$$
and

\[(5.2) \quad V(\theta, \varphi) := \frac{1}{\sigma(r)^2} \sum_{k=0}^{n-1} r^{2k} \]
\[
\begin{bmatrix}
\cos^2(k\theta) & \cos(k\theta) \sin(k\theta) & \cos(k\theta) \cos(k\varphi) & \cos(k\theta) \sin(k\varphi) \\
\cos(k\theta) \sin(k\theta) & \sin^2(k\theta) & \sin(k\theta) \cos(k\varphi) & \sin(k\theta) \sin(k\varphi) \\
\cos(k\varphi) \cos(k\theta) & \cos(k\varphi) \sin(k\theta) & \cos^2(k\varphi) & \cos(k\varphi) \sin(k\varphi) \\
\sin(k\varphi) \cos(k\theta) & \sin(k\varphi) \sin(k\theta) & \sin(k\varphi) \cos(k\varphi) & \sin^2(k\varphi)
\end{bmatrix}.
\]

Using (5.1), (5.2) and the trigonometric identities
\[
\cos(x) \cos(y) = \frac{\cos(x - y) + \cos(x + y)}{2},
\]
\[
\cos(x) \sin(y) = \frac{\sin(x + y) - \sin(x - y)}{2},
\]
\[
\sin(x) \sin(y) = \frac{\cos(x - y) - \cos(x + y)}{2},
\]
we will deduce Lemma 3.2 from [2, Corollary 17.2] combined with the following simple claim.

**Claim 5.1.** Let \(\eta \in [-\pi, \pi] \setminus [-n^{-1/2}, n^{-1/2}]\). Then
\[
\frac{1}{\sigma(r)^2} \left| \sum_{k=0}^{n-1} r^{2k} \sin(k\eta) \right| \lesssim \frac{1}{\sqrt{n}}, \quad \frac{1}{\sigma(r)^2} \left| \sum_{k=0}^{n-1} r^{2k} \cos(k\eta) \right| \lesssim \frac{1}{\sqrt{n}}
\]
uniformly in \(r \in [1 - n^{-11/10}, 1 + n^{-11/10}]\).

**Proof.** Recall from (1.2) that \(\sigma(r)^2 = n + \mathcal{O}(n^{9/10})\) uniformly in \(r\). Both sums are bounded by
\[
\frac{1}{\sigma(r)^2} \left| \sum_{k=0}^{n-1} r^{2k} e^{ik\eta} \right| \lesssim \frac{1}{\sigma(r)^2} \left| \frac{1 - r^{2n} e^{in\eta}}{1 - r^2 e^{i\eta}} \right|
\]
\[
\lesssim \frac{1}{n} \left| \frac{1 - e^{in\eta}}{1 - e^{i\eta}} + \frac{1 - r^{2n}}{1 - r^2} \right| \lesssim \frac{1}{n} \left| \frac{2 + n^{-1/10}}{|\eta| - n^{-11/10}} \right| \lesssim \frac{1}{\sqrt{n}}.
\]

**Proof of Lemma 3.2.** Again, we prove only item (2), and leave (the simpler) item (1) to the reader. By [2, Corollary 17.2], we have
\[
\sup_{x, y \geq 0} \left| F_n^{\theta, \varphi}(x, y) - G_n^{\theta, \varphi}(x, y) \right| \lesssim \frac{1}{\sqrt{n}},
\]
where \(G_n^{\theta, \varphi}\) is the CDF of a mean-zero Gaussian vector in \(\mathbb{R}^4\) with covariance structure \(V = V(\theta, \varphi)\) given by (5.2). And so, it remains to show that

\[(5.3) \quad \sup_{x, y \geq 0} \left| F(x) F(y) - G_n^{\theta, \varphi}(x, y) \right| \lesssim \frac{1}{\sqrt{n}}.
\]
For $\xi \in \mathbb{R}^4$ and $\Sigma$ a $4 \times 4$ positive-definite matrix we set

$$f_\Sigma(\xi) := \frac{1}{4\pi^2 \sqrt{\det(\Sigma)}} \exp\left(-\frac{1}{2} \xi^T \Sigma^{-1} \xi\right) \quad \text{and} \quad f(\xi) := f_{\frac{1}{2} \text{Id}}(\xi).$$

That is, $f_\Sigma$ is the density function (with respect to the Lebesgue measure $d\mu_4$ in $\mathbb{R}^4$) of a mean-zero Gaussian vector in $\mathbb{R}^4$ with covariance matrix $\Sigma$. By writing $\xi = (z, w)$ with $z, w \in \mathbb{R}^2$ we use Claim 5.1 to get

$$\sup_{x, y \geq 0} |F(x)F(y) - G_{n;\phi}^\theta(x, y)| \leq \int_{\mathbb{R}^4} |f(\xi) - f_V(\xi)| \, d\mu_4(\xi) \leq \left( \int_{|w| > n^{1/4}} \int_{|z| > n^{1/4}} \int_{|z| \leq n^{1/4}} \int_{w \leq n^{1/4}} \right) |f(\xi) - f_V(\xi)| \, d\mu_4(\xi) \lesssim e^{-\sqrt{n}} + \int_{|z| \leq n^{1/4}} e^{-|z|^2 - |w|^2} \times \left| 1 - \exp\left(-\frac{1}{2} (z, w)^T (V^{-1} - \text{Id}) (z, w)\right) \right| \, dm(z) \, dm(w) \lesssim e^{-\sqrt{n}} + \frac{1}{\sqrt{n}} \int_{\mathbb{R}^4} |\xi|^2 e^{-|\xi|^2} \, d\mu_4(\xi) \lesssim \frac{1}{\sqrt{n}},$$

which proves (5.3) and hence the lemma. \hfill \blacksquare
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