The Quantum Approximate Optimization Algorithm (QAOA) requires that circuit parameters are determined that allow one to sample from high-quality solutions to combinatorial optimization problems. Such parameters can be obtained using either costly outer-loop optimization procedures and repeated calls to a quantum computer or, alternatively, via analytical means. In this work we demonstrate that if one knows the probability density function describing how the objective function of a problem is distributed, that the calculation of the expectation of such a problem Hamiltonian under a Grover-driven, QAOA-prepared state can be performed independently of system size. Such calculations can help deliver insights into the performance of and predictability of angles in QAOA in the limit of large problem sizes, in particular, for the number partitioning problem.

I. INTRODUCTION

Variational Quantum algorithms aim to exploit the power of Noisy, Intermediate-Scale Quantum (NISQ) computers \cite{1} through the use of parameterised quantum circuits. The Quantum Approximate optimization Algorithm (QAOA) \cite{2} provides a universal \cite{3} \cite{4} ansatz state, efficiently preparable on a quantum computer, measurements from which might provide a useful heuristic method for the approximate solution of problems in combinatorial optimization. QAOA circuits utilizing standard single-qubit-$X$ drivers recover the asymptotic scaling of Grover’s algorithm \cite{5}. Furthermore, it has been shown in the same Grover-oracle problem context, that parameters in QAOA concentrate \cite{6}. That is, for increasing problem size, the variance in the optimal angles for QAOA circuits tend to concentrate at terminal values \cite{7}. When considering QAOA in its original incarnation of single-qubit-$X$ drivers and problem Hamiltonians encoding combinatorial optimization problems such as Max-Cut, Max-3-Lin-2, Max-$k$-SAT, numerical studies have provided evidence that parameters also tend to concentrate, and, as such, can be determined for classes of similar problems without access to a quantum processing unit using classically tractable tensor network approaches \cite{8}.

That optimal angles in QAOA concentrate, for certain classes of problem, is useful due to the exponential cost of using classical optimizers in the number of parameters over which they operate. Should QAOA provide a good heuristic method for a number of layers greater than $\approx 10$, it is likely that naive global classical optimization with repeated calls to the quantum computer to estimate and extremize the expectation value of the problem Hamiltonian is not the method used, due to the excessively large number of calls to the quantum computer required. Alternative methods to calculate optimal angles might use numerical methods on smaller or simplified problem sizes, as aforementioned, or use the averaged behavior of problems at limiting size. Using this second approach, Farhi et. al. demonstrated that for Sherrington Kirkpatrick type spin glasses and similar models, using single-qubit-$X$ drivers, one can average over model instances to find optimal angles in a calculation that is independent of the number of spins in a model \cite{9}. This provides a formula that has been numerically optimized to a depth of $p = 10$, a result later generalized \cite{10} to show that the same technique extends to problems involving clauses incorporating more than two variables, providing an expression numerically tractable up to a depth $p = 20$ with the specific hardware used. This work was later widened to the context of Max-Cut problems on varying random graph families \cite{11}, with Claes et. al. considering QAOA on infinite size mixed-spin $5K$ models \cite{12} and showing that the expected performance of QAOA also concentrates in this context at depth $1$.

This paper takes an alternative approach to finding angles in the large problem-size limit. By using a Grover-style driver that bestows maximal permutation symmetry to the expectation value of a problem Hamiltonian under the QAOA state produced, we simplify the calculation of optimal angles at large $n$. This procedure requires that the probability density function (pdf), or density of states of the problem to be solved is known. In particular, we provide a method to find optimal angles and their corresponding expectation values on a classical computer, such that high quality solutions can be sampled from a quantum computer without the need for outer-loop optimization of the on-device QAOA state. We find that this method can be applied to the Number Partitioning Problem (NPP) and other problems where the probability density function is known or can be approximated.

The Ansätze used in variational quantum algorithms, in general, must have problem specificity to avoid the...
fate of barren plateaus \cite{11, 14}. In QAOA, this problem
specifiﬁcity enters into the ansatz twice. Firstly, the prob-
lem Hamiltonian takes its eigenvalues directly from the
objective function of the problem to be solved. Secondly,
and more subtly, the driver Hamiltonian biases certain
transitions between computational basis states over oth-
ers. The use of Grover drivers removes the second of
these and allows one to quantify where the performance
in QAOA lies, between that of algorithms that use am-
plitude ampliﬁcation-like structure agnostic speedups to
solve problems, to those which derive performance from
classically exploitable problem structure with respect to
the single-qubit basis.

Other works have used Grover drivers in the context
of QAOA. It has been shown that combinatorial opti-
mization problems can be approximately solved using
Grover’s algorithm via the compilation of their objective
function to a threshold function. Grover’s algorithm is
asymptotically optimal for the Grover problem \cite{15, 16, 17},
with the performance of the threshold-based algorithm numeri-
cally observed to outperform the non-threshold version,
however, incurring additional compilation overhead \cite{10, 11, 12, 13}. Though one might not a priori know which threshold
for such a compiled version, knowledge of the pdf of
the problem, as used in this work would certainly be
sufﬁcient knowledge for the selection thereof.

While it is not expected that Grover driven QAOA
should provide superior performance to that of well
suited problem speciﬁc drivers, it is expected that Grover
driven QAOA will not suffer from the issue of exponen-
tially diminishing gradients, barren plateaus—the angles
can be obtained independently of problem size on a clas-
sical computer, provided the problem’s pdf is known—in
the case that the drivers are not well suited to the
problem. As such, Grover driven QAOA provides a point
of reference to the performance of a QAOA-type algorithm
in the very average case of driver-problem synergy.

II. THEORY

QAOA is performed via \( p \) applications of driver and
problem Hamiltonians applied for parameterised times
\( \vec{\beta}, \vec{\gamma} \). Applying such Hamiltonians to a state prepared in
an equal superposition of computational basis states, one
produces:

\[
|\vec{\beta}, \vec{\gamma}\rangle = \prod_{p'=1}^{p} e^{i\beta_{p'} \hat{H}_{D}} e^{i\gamma_{p'} \hat{H}_{P}} |+\rangle^\otimes n,
\]

(1)

which is the problem dependent QAOA ansatz state, de-
pending on \( 2p \) free parameters. One is then required to
ﬁnd angles such that when sampling from the computa-
tional basis measurement outcome distribution of the
ansatz state, one ﬁnds conﬁgurations corresponding to
small or large eigenvalues of \( \hat{H}_{P} \) depending on whether a
problem is one of maximization or minimization. To this
end, the expectation:

\[
E_{p}(\vec{\beta}, \vec{\gamma}) = \langle \hat{H}_{P} \rangle_{\vec{\beta}, \vec{\gamma}} = \langle \vec{\beta}, \vec{\gamma} | \hat{H}_{P} | \vec{\beta}, \vec{\gamma} \rangle,
\]

(2)

should be extremized with respect to the variational pa-
rameters. Measurements of the optimised ansatz state
then correspond to high quality solutions to a binary-
variabled combinatorial optimization problem specifying
\( \hat{H}_{P} \). A combinatorial optimization problem on \( n \) binary
variables has objective function \( C(z) \) with \( z \in \{0, 2^{n} - 1\} \)
from which the problem Hamiltonian is deﬁned as

\[
\hat{H}_{P} = \sum_{z} C(z) |z\rangle \langle z|\]

(3)

but more typically written in a Hadamard-transformed
clause representation as

\[
\hat{H}_{P} = \sum_{k=0}^{2^{n} - 1} g(k) Z^{k_{1}} Z^{k_{2}} ... Z^{k_{n}}
\]

(4)

where \( k_{i} \) is the \( i \)th bit of the binary representation of
\( k \). Typical problems for QAOA utilize low weight in-
teractions such that compilation to near term quantum
computers allows for state preparation within the coher-
ence time of a device. Such problems include Erdős Rényi
random Max-Cut problems \cite{19} in which one takes

\[
g(k) \sim \begin{cases} \text{Bernouli}(f) & \text{if weight}(k) = 2; \\ 0, & \text{otherwise.} \end{cases}
\]

(5)

for ﬁlling factor \( f \) and weight(k) denoting the bit-weight
of the label \( k \). SK models are deﬁned similarly with
weights being sampled from a Gaussian distribution
rather than the Bernoulli distribution of Max-Cut \cite{20}.
Also of interest are max-\( k \)-SAT type problems \cite{21}
in which terms up to weight \( k \) are present, taking integer
values. Number partitioning problems, considered in sec-
tion \cite{13}, consist of all-to-all coupled Mattis type Ising
spin glasses in which the weights of ZZ interactions take
the product of random variables associated with the two
constituent bits. The descriptions \( g(k) \) and \( C(z) \) are re-
lated via an \( n \)-dimensional binary-variable Fourier trans-
form, otherwise known as the Walsh-Hadamard trans-
form \cite{22}.

A. Properties of Grover Drivers

The driver Hamiltonian \( \hat{H}_{D} \) typically consists of single-
qubit \( X \) operations,

\[
\hat{H}_{D} = \sum_{i=1}^{n} X_{i}.
\]

(6)

Various works have investigated the use of drivers that
differ from this standard single-qubit driver. For exam-
ple, a version of QAOA which samples from a differ-

selection of higher order drivers for each layer has been shown to improve QAOA convergence [23, 24]. Drivers can be used to shift complexity from problem to driver Hamiltonian in the case of problems of hard and soft constraints [25].

In this work, an alternate driver—that which generates the Grover mixing operator—is used. The Grover driver can be written as a projector onto a Hadamard basis product state $|+\rangle^{\otimes n}$:

$$\hat{H}_G = |+\rangle^{\otimes n} \langle +|^{\otimes n} = \left[ \frac{1}{\sqrt{2^n}} \sum_{z=0}^{2^n-1} \hat{z} \right] \left[ \frac{1}{\sqrt{2^n}} \sum_{z=0}^{2^n-1} \langle z | \right].$$  

Importantly, this Hamiltonian is invariant under the relabelling of any pair of states, i.e. the under the permutation operator $\hat{P}$ with

$$\hat{P} = |1\rangle \langle 1| + |2\rangle \langle 2|$$  

and so it holds that

$$\hat{H}_G = \hat{U}_{j+k}\hat{H}_G\hat{U}_{j+k}$$  

for any permutation. Moreover, the initial state of QAOA bears the same property, as an eigenstate of any permutation operator one can write:

$$|+\rangle^{\otimes n} = \hat{U}_{j+k} |+\rangle^{\otimes n}.$$  

Of course, a problem Hamiltonian is, in general, not invariant under any permutation. However, alongside a Grover-QAOA state (defined as in equation (1) using variant under any permutation. However, alongside a problem Hamiltonian, $\hat{H}_D = H_G$) its expectation is, since permutation operators may commute through the driver to annihilate or act as the identity on the initial state. So, for any permutation of a problem Hamiltonian $\hat{H}_P$, given by $\hat{P}^\dagger \hat{H}_P \hat{P}$ where

$$\hat{P} = \hat{U}_{j_m+k_m}...\hat{U}_{j_2+k_2}\hat{U}_{j_1+k_1},$$  

is a sequence of permutations, the QAOA problem expectation produced by such a permuted problem Hamiltonian can be shown to be equivalent to that of the unpermuted Hamiltonian,

$$\langle \hat{P}^\dagger \hat{H}_P \hat{P} \rangle_{\tilde{\beta},\tilde{\gamma}} = \langle \hat{H}_P \rangle_{\tilde{\beta},\tilde{\gamma}},$$  

as shown in appendix A. The consequence of this symmetry is that any two problems which have the same distribution of energy levels will have identical expectation values under Grover driven QAOA states.

**B. Problem Objective Functions as Random Variables**

The only property of the problem Hamiltonian that therefore affects the expectation is its spectrum. The spectrum of a problem Hamiltonian can be seen as sampling from some random distribution with probability density function $f(c)$—describing the relative likelihood that the random variable $C$, modelling a problem objective function, takes real value $c$—analogous to the density of states function of solid state physics. Our key result is that as this pdf can be, in general, independent of the size of a problem, angles can be calculated directly from the pdf, rather than for any model instance with given size. By computing angles for the large-$n$ limit of Grover Driven QAOA, one can determine the asymptotic performance of the algorithm for large system sizes without suffering from unfavorable scaling in the number of qubits. The computed angles are for “typical” instances. However, as the problem size increases, the law of large numbers rapidly reduces the sample-to-sample fluctuations.

Consider a problem’s objective function that has been sorted from low to high, denoted by $C_{\text{sort}}(z)$, such that

$$C_{\text{sort}}(x) \geq C_{\text{sort}}(y) \quad \text{if} \quad x > y.$$  

To this quantity we can associate a quantile distribution function (qdf)

$$F^{-1}(p) = C_{\text{sort}}(z) \quad \text{for} \quad p = \frac{z}{N}$$  

denoting the value of $C$ at its $p$th quantile. The inverse of the quantile distribution function is the cumulative distribution function (cdf) $F(c)$ with an associated pdf $f(c)$ in the continuum limit of large $n$.

$$F(c) = P(C < c) = \sum_{c' = -\infty}^c P(C = c') \approx \int_{-\infty}^c f(c') \, dc'.$$  

The quantity on which the Grover driven QAOA expectation value depends is the Fourier transform of this pdf, known as the characteristic function $\Gamma$ which for a random variable $X$ is defined as the the expected value of $e^{i\gamma X}$ and so for the random variable $C$ modelling an ensemble of objective functions for a given problem:

$$\Gamma(\gamma) = \mathbb{E} \left[ e^{i\gamma C} \right].$$  

This quantity, associated with the random variable $C$ can be expressed in terms of the pdf $f(c)$, the cdf $F(c)$ and the qdf $F^{-1}(p)$ as:

$$\Gamma(\gamma) = \int_{-\infty}^\infty f(c) e^{i\gamma c} \, dc = \int_{-\infty}^\infty e^{i\gamma c} \, dF(c) = \int_0^1 e^{i\gamma F^{-1}(p)} \, dp$$  

and is related via a Wick rotation and scaling factor of the system size to the partition function of the model.

A finite-size, $n$-qubit problem considered for QAOA is modelled here as taking $2^n = N$ samples from the ensemble random variable $C$ and as such the approximation made in this work is that the mean exponentiated
objective function value can be replaced by the ensemble characteristic function $\Gamma$. That is, that

$$
\Gamma(\gamma) \approx \sum_z e^{i\gamma C(z)} \frac{1}{N} \tag{18}
$$

with equality in the infinite $N$ limit. Due to the exponential growth of $N$ with the number of qubits, such an approximation rapidly improves with increasing system sizes. As such, it suffices to replace the finite sum in equation [18] by the characteristic function of the continuous pdf—from which the problem is modelled to sample from—in calculations.

### III. DEPTH 1

In this section we wish to obtain an expression for the expectation value of the depth $p = 1$ Grover-QAOA problem Hamiltonian $E_1(\gamma, \beta)$ in which the problem is expressed only via a characteristic function $\Gamma$. We denote the mean value of a random variable $C$ as

$$
\bar{C} = \int_{-\infty}^{\infty} cf(c) \, dc \overset{n \to \infty}{=} \frac{1}{N} \sum_z C(z) = -i\Gamma'(0) \tag{19}
$$

which can in general be set to zero by adding a constant to the objective function. Such a shift corresponds only to a global phase of the effected problem Hamiltonian $e^{-iC\hat{H}}$. The expression derived, in full detail in appendix [E] consists of factors for which equation [18] can immediately be substituted, with, however, one instance of $C(z)$ as a multiplicative factor rather than in an exponent. To substitute this factor, one may differentiate under the sum/integral in the characteristic function as:

$$
\frac{1}{N} \sum_z C(z)e^{i\gamma C(z)} = -i \frac{d}{d\gamma} \sum_z C(z)e^{-i\gamma C(z)}
= -i \frac{d}{d\gamma} \Gamma(\gamma) \bigg|_{\gamma} = -i\Gamma'(\gamma). \tag{20}
$$

Substituting the characteristic function $\Gamma$ and its derivative above, one obtains the expression

$$
E_1(\gamma, \beta) = \bar{C}(1 + BB^*\Gamma\Gamma^*) + 2 \mathrm{Im}(B^*\Gamma^*\Gamma') \tag{21}
$$

in which the first term can be set to zero by zeroing the mean value of the problem.

### IV. DEPTH 2

The expectation value of the problem Hamiltonian for a $p = 2$ Grover-driven QAOA state depends on four parameters and can be expressed as:

$$
E_2(\gamma_1, \gamma_2, \beta_1, \beta_2) = \langle \gamma_1, \gamma_2, \beta_1, \beta_2 | \hat{H}_P | \gamma_1, \gamma_2, \beta_1, \beta_2 \rangle \tag{22}
$$

which, if one assumes that the mean of the distribution is zero, can be expanded in 10 terms seen in appendix [V] with the help of computer algebra [20]. Further simplification and substitution of the depth 1 expression yields:

$$
E_2(\gamma_1, \gamma_2, \beta_1, \beta_2) = E_1(\gamma_1, \beta_1) + E_1(\gamma_1 + \gamma_2, \beta_2) + |B(\beta_1)|^2 \Gamma(\gamma_1)|^2 E_1(\gamma_2, \beta_2)$$

$$
+ 2 \mathrm{Im}\{B(\beta_1)^* B(\beta_2)^* \Gamma(\gamma_1)^* \Gamma(\gamma_1 + \gamma_2)\}$$

$$
+ 2 \mathrm{Im}\{B(\beta_1) B(\beta_2) \Gamma(\gamma_1) \Gamma(\gamma_1 + \gamma_2)^*\} \tag{23}
$$

which can be numerically extremized on a classical computer to find optimal parameters given a characteristic function $\Gamma$.

### V. DEPTH $p$

For arbitrary depth $p$, we have the problem Hamiltonian expectation value of:

$$
E_p(\vec{\gamma}, \vec{\beta}) = \langle + | \prod_{j=-1}^{-p} \hat{U}_P(\gamma_j) \hat{U}_D(\beta_j) \hat{H}_P \prod_{i=1}^{p} \hat{U}_D(\beta_i) \hat{U}_P(\gamma_i) | + \rangle \tag{24}
$$

where we have introduced the convention that negative indices simply add a negative sign to the value, as:

$$
\gamma_{-i} = -\gamma_i, \beta_{-i} = -\beta_i. \tag{25}
$$

This can be expanded and expressed as a formula summing over $2^p$ terms expressed in factors of the characteristic function $\Gamma$ and the driver dependent function $B$. The full derivation and explanation of notation used for which can be found in appendix [F], with the expression for the arbitrary depth expected value of the problem Hamiltonian taking the form:

$$
E_p(\vec{\gamma}, \vec{\beta}) = 2 \mathrm{Im} \left\{ \sum_{k_{bra} < k_{ket} = 0}^{2^p-1} \prod_{k_{bra} = 0} P_{bra} \prod_{i \in P} \Gamma \left( \sum_{i \in P_{central}} \gamma_i \right) \Gamma' \left( \sum_{i \in P_{ket}} \gamma_i \right) \prod_{j \in P} B_j \right\}. \tag{26}
$$

### VI. PROBLEM DISTRIBUTIONS

To find suitable problems for this algorithm, one requires problems for which the probability density func-
Algorithms for finding states of extreme energy exist. The standard QAOA problems such as Max-Cut, $k$-SAT and SK models approximately follow binomial and Gaussian distributions, but the presence of frustration in these problems result in distributions that, to the knowledge of the authors, do not have simple analytical forms. The random cost model and number partitioning problem do not feature the same frustration, with the random variables by which they are defined enter into the problem via single-qubit terms, with the number partitioning problem made non-trivial via a global constraint enforcing positivity of the cost function. As such, the distributions for the latter problems are known.

A. The Random Cost Model

The Random Cost Model (RCM) is a toy model used as a testing ground for techniques in the study of disordered systems as is the simplest model exhibiting a phase transition [20]. The model is not a description of any physical system, nor does it describe a hard problem. However, it does provide an example for which our procedure generates an concise analytical expression at low depth. The RCM is defined as one in which each energy level or objective function value samples from a normal distribution, so

$$C \sim \text{Normal}(\mu = 0, \sigma^2 = 1), \quad f(c) = \frac{1}{\sqrt{2\pi}} e^{-\frac{c^2}{2}}. \quad (27)$$

When using the Grover driver, a problem with this pdf can also be obtained via $n$ independent spins with Hamiltonian

$$\sum_i g_i Z_i = \sum_z \sum_i (-1)^z g_i \langle z | \langle z |$$

in which each Pauli spin weight is set as $g_i \sim \text{Normal}(\mu = 0, \sigma^2 = 1/n)$ such that the resulting angles and energy expectations are independent of problem size. This Hamiltonian is, of course, structured and for another choice of driver could not be usefully modeled as a Gaussian pdf alone, the Grover driver, however, does not see this additional structure. This problem yields the desired pdf as a normalized Gaussian with which is associated a characteristic function via Fourier transform with

$$\Gamma(\gamma) = e^{-\frac{\gamma^2}{2}}. \quad (29)$$

When substituted into equation [21], this characteristic function produces a $p = 1$ Grover-QAOA problem expectation value of

$$E_1(\gamma, \beta) = 2\gamma e^{-\gamma^2} \sin(\beta) \quad (30)$$

for which minimization yields optimal angles of

$$\gamma = \frac{\sqrt{2}}{2}, \quad \beta = \frac{\pi}{2}. \quad (31)$$

FIG. 1. Angles for the optimized infinite-size RCM are seen for QAOA depths 1 to 8. As the depth $p$ increases, a similar pattern of optimal parameters for the limiting distribution of the random cost model emerges with the problem Hamiltonian angles monotonically increasing and the driver Hamiltonian angles monotonically decreasing. Such behavior invites comparison to adiabatic quantum computation, overlooking the non-zero start point of $\gamma$ and end point of $\beta$.

FIG. 2. The expectation value of the QAOA state for the random cost model at optimal angles exhibits an increasing solution quality at a decreasing rate.

Angles for higher depth QAOA states can be found in figure [1] and the associated expectation values in figure [2]. The best known angles are determined via numerical optimization with BFGS [27] on a wide range of start points, in which the consistent behavior of the angles with increasing depth implies that with increasing depth one tends towards a continuous terminal schedule.
B. The Number Partitioning Problem

The Number Partitioning Problem (NPP) is that of finding a partition \( z \in \{0...N - 1\} \) of a set of \( n \) positive real numbers \( \{x_0, ..., x_{n-1}\} \) indexed by the set \( \{0, ..., n-1\} \) into two subsets with indices \( \{i \mid z_i = 0\} \) and \( \{i \mid z_i = 1\} \) such that the sum of the numbers indexed by each subset is equal. NPP has applications ranging from task scheduling in multi-core processing to choosing equally matched teams from a selection of players. It is an example of a problem for which classical heuristics such as simulated annealing do not perform well, notably, due to the similarity of the problem to totally unstructured cost problems \[28\]. The problem has seen study in the context of adiabatic quantum computing \[29\] due to the similarity of the problem to totally unstructured cost problems \[28\]. The problem has been used in the context of adiabatic quantum computing \[29\] due to the similarity of the problem to totally unstructured cost problems \[28\].

One may define the decision version of the NPP as to satisfy the equality:

\[
\sum_{i \mid z_i = 0} x_i = \sum_{i \mid z_i = 1} x_i. \tag{32}
\]

Which, for an approximate minimization version of the problem, is characterized by an objective function:

\[
C(z) = \left| \sum_{i \mid z_i = 0} x_i - \sum_{i \mid z_i = 1} x_i \right| = \left| \sum_i (-1)^{z_i} x_i \right|. \tag{33}
\]

When considering this problem in the context of QAOA, or other quantum optimization contexts in which many-body interactions are nontrivial to implement, one can consider an equivalent minimization problem defined by the squared problem \( C^2(z) \). To express this as an Ising spin glass Hamiltonian, one can first consider the signed single qubit problem Hamiltonian:

\[
\sum_i x_i Z_i = \sum_i \left( \sum_z (-1)^{z_i} x_i \right) |z\rangle \langle z|. \tag{34}
\]

of which the square results in the problem Hamiltonian:

\[
\sum_i x_i Z_i \sum_j x_j Z_j = \sum_i x_i^2 I + 2 \sum_{i<j} x_i x_j Z_i Z_j = \sum_z \left( \sum_i (-1)^{z_i} x_i \right) |z\rangle \langle z| = \sum_{z,z'} \left( \sum_i (-1)^{z_i+z_i} x_i x_j \right) |z\rangle \langle z|
\]

\[
= \sum_z C^2(z) |z\rangle \langle z| \tag{35}
\]

which is a problem Hamiltonian encoding for the squared residue of the number partitioning problem, as:

\[
C^2(z) = \left| \sum_i (-1)^{z_i} x_i \right| \left| \sum_j (-1)^{z_j} x_j \right| = \sum_{i,j} (-1)^{z_i+z_j} x_i x_j. \tag{36}
\]

Consequently, the NPP Hamiltonian is a all-to-all coupled Mattis-Type Ising spin glass in which couplings consist of the products of random variables. Now we must determine the pdf \( f(c) \) and the associated partition function \( \Gamma \) for this problem. For convenience, we consider the numbers to be partitioned to be sampled from distributions such that the resulting cost function distribution has unit mean. As such the numbers \( x_i \) are allowed to take values between 0 and \( x_{max} = 1/\sqrt{3n} \) uniformly, i.e. \( x_i \sim U(0, x_{max}) \forall i \in [1...n] \). The probability density function for the individual variables is then defined as:

\[
f(c) = \frac{1}{x_{max}} (\Theta(c) - \Theta(c-x_{max})) \tag{37}
\]

where \( \Theta \) is the Heaviside step function. As such, the pdf for the distribution of residues defined as \( C_{SQ} \), prior to squaring the cost function, is distributed as:

\[
C_{SQ} \sim \sum_i (-1)^{z_i} x_i = \sum_i (-1)^{z_i} U(0, x_{max}) = \sum_i U(-x_{max}, x_{max}) \tag{38}
\]

where the factor \((-1)^{z_i}\) imparts a minus sign with probability \( \frac{1}{2} \) and results in a sum over uniform distributions over the symmetric interval \([-x_{max}, x_{max}]\). This sum of independent, identically distributed random variables, by the central limit theorem, approaches a Gaussian distribution in the large \( n \) limit. So, in the large \( n \) limit

\[
C_{SQ} \sim \text{Normal} \left( \sum_i E(U(-x_{max}, x_{max})), \sum_i \text{Var}(U(-x_{max}, x_{max})) \right) = \text{Normal} (\mu = 0, \sigma = 1). \tag{39}
\]
For the squared single-qubit cost function $C^2_{sq}(z) = C^2(z)$, one can use the standard result that the square of a Gaussian distributed random variable is the $\chi^2$ distribution with a single degree of freedom with pdf:

$$f(c) = \begin{cases} 
(2\pi e)^{-\frac{1}{2}} c^{-\frac{1}{2}}, & c > 0; \\
0, & \text{otherwise}. 
\end{cases}$$ (40)

The characteristic function of this pdf can readily be calculated as

$$\Gamma(\gamma) = \sqrt{\frac{1}{1 - 2i\gamma}}.$$ (41)

For $p = 1$, one can numerically optimize the expectation value $E_1(\gamma, \beta)$ to find minimizing angles of

$$\gamma^* = 0.241, \quad \beta^* = 5.162$$ (42)
to three decimal places. These angles can be seen in figure 3 in which the value of $\beta$ has been shifted by $2\pi$ for convenience. Such angles yield an expected value of $E_1(\gamma^*, \beta^*) = 0.557$. The expectation value of the problem Hamiltonian for this characteristic function can be minimized to obtain angles that are thought to be optimal the best known angles can be seen in figure 5. The associated qualities of the solutions attained by these angles seen in figure 6. To demonstrate that these angles are appropriate for finite-size instances of the number partitioning problem, we plot in figure 4 the average result when optimizing finite-size instances at increasing size for depth 1, 2 respectively. This demonstrates that with increasing problem size, the optimal angles for finite-size instances rapidly approaches those of the analytically derived, ensemble average optimal angles. Finally, figure 7 demonstrates the convergence of the landscape defined by the problem Hamiltonian expectation value of the QAOA state at a given point in the QAOA parameter space. As the number of qubits in the problem becomes larger, the QAOA solution quality landscape becomes indistinguishable to the analytically derived version.

VII. COMPILING THE GROVER DRIVER

Compilation of the Grover mixing oracle can be attained with or without ancillary qubits. Without ancillary qubits the operation can be performed using an $n - 1$-controlled-$Z$ rotation. Such a gate can be compiled to two $n$-qubit Toffoli gates alongside three two-qubit gates [30]. These Toffoli gates can in turn be compiled using a number of two-qubit gates and depth quadratic and linear, respectively, in the number of qubits [31] [32].

VIII. CONCLUSION

The power of QAOA as a heuristic for solving problems in combinatorial optimization is not yet certain and derives from some combination of Grover-like speedup alongside performance attributable to the synergy of problem and driver used. In this work we demonstrate a method to determine likely optimal QAOA angles in the case of a driver with average-case synergy, in which the problem structure cannot be exploited. For such problem-driver combinations, concentrations of optimal angles occur for increasing problem sizes and tend to a limit calculable via the pdf of the problem. It is expected that barren plateaus, limiting the ability of an optimizer to find good angles for QAOA, will affect problem driver combinations in which synergy is not present (for ex-
necessitates that one finds heuristics for which drivers, angles to use for a given problem instance. For which, performance of a driver in comparison to the Grover version is instructive as to whether a strategy exploits problem structure and to what degree. The strategy of optimizing QAOA angles for statistically defined ensembles of problems, rather than instances thereof, comes with the added advantage of smoother QAOA objective function landscapes with fewer local extrema, being the average over instance landscapes, as evidenced by figure 7.

This work originated from asking the question as to whether a single-qubit-X driver should be outperform the Grover driver as an ansatz for the infinite range models in the work of Farhi et. al [9]. While this work has not directly compared the performance of Grover QAOA on the SK model, a future direction could compare this, via application of methods applied to infinite-range SK models, to the number partitioning problem, or by finding or approximating an expression for the limiting-size pdf of an SK-type model. Future work could also investigate the performance of subspace-type drivers e.g. XY type in problems of hard and soft constraints of limiting size [25], in which the form of the drivers on the valid-solution subspace differs from that of Grover drivers or standard single-qubit mixers. Work could also determine the dependence of QAOA performance on the shape of the distribution of the unstructured random variable on which it acts, as has been considered in the context of non-adiabatic annealing [34]. Various works have provided analytical results for the use of Grover-type problems or mixing operators to solve search problems in the context of QAOA, quantum random walks and adiabatic quantum computing [6, 35–37], with this work demonstrating similar analytical procedures can be applied to find optimal angles for Grover driven QAOA with non-oracle problems. The work in this paper could also be applied to other contexts, such as that of quantum random walks, in which fully connected graphs have been previously been considered for numerical studies on finding ground states of spin glasses [38].
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Appendix A: Permutation Symmetry of Problem Hamiltonian Under Grover-QAOA State

The invariance of a QAOA problem Hamiltonian under permutation operator

$$\hat{P} = \hat{U}_{j_1+1} \cdots \hat{U}_{j_{n+1}}$$

(A1)

can be demonstrated using the identities

$$\hat{P} \hat{P}^\dagger = I, \quad e^{\hat{P}^\dagger \hat{O} \hat{P}} = \hat{P}^\dagger e^{\hat{O}} \hat{P},$$

(A2)

therefore:

$$\langle \hat{P}_\beta \hat{H}_P \hat{P}^\dagger \rangle_{\bar{\chi},\beta} = \langle + | \prod_{p=1}^{N} \left[ e^{i \gamma_{p} \hat{P}_\beta \hat{H}_P \hat{P}^\dagger} e^{i \beta_{p} \hat{H}_P} \right] \prod_{p'=1}^{N} \left[ e^{i \beta_{p'} \hat{H}_P} e^{i \gamma_{p'} \hat{P}_\beta \hat{H}_P \hat{P}} \right] | + \rangle$$

$$= \langle + | \prod_{p=1}^{N} \left[ \hat{P} e^{i \gamma_{p} \hat{P}_\beta \hat{H}_P \hat{P}^\dagger} \hat{P} e^{i \beta_{p} \hat{H}_P} \right] \prod_{p'=1}^{N} \left[ \hat{P} e^{i \beta_{p'} \hat{H}_P} \hat{P} e^{i \gamma_{p'} \hat{P}_\beta \hat{H}_P \hat{P}} \right] \hat{P} | + \rangle$$

$$= \langle + | \prod_{p=1}^{N} \left[ e^{i \gamma_{p} \hat{P}_\beta \hat{H}_P \hat{P}^\dagger} e^{i \beta_{p} \hat{H}_P} \hat{P} e^{i \gamma_{p} \hat{P}_\beta \hat{H}_P \hat{P}} \right] \prod_{p'=1}^{N} \left[ e^{i \beta_{p'} \hat{H}_P} \hat{P} e^{i \gamma_{p'} \hat{P}_\beta \hat{H}_P \hat{P}} \right] | \hat{P} \rangle + \rangle$$

$$= \langle \hat{H}_P \rangle_{\beta,\bar{\chi}}$$

(A3)

demonstrating that the expectation value is invariant under any permutation.

Appendix B: Calculation of Depth 1 Expectation Value

We can write down the unitaries for the problem Hamiltonian:

$$\hat{U}_P(\gamma) = \sum_z e^{i \gamma C(z)} |z\rangle \langle z|$$ (B1)

and driver Hamiltonian:

$$\hat{U}_D(\beta) = e^{i \beta} |+\rangle = \mathbb{I} + i \beta |+\rangle + \frac{(i \beta)^2}{2} |+\rangle + \cdots = \mathbb{I} + (e^{i \beta} - 1) |+\rangle + |+\rangle + |+\rangle$$ (B2)

with $B(\beta) = e^{i \beta} - 1$. For $p = 1$ the problem expectation can be written as:

$$\langle \hat{H}_P \rangle_{\gamma,\beta} = \langle + | \hat{U}_P^\dagger(\gamma) \hat{U}_D(\beta) \hat{U}_P(\gamma) | + \rangle$$

$$= \sum_{z_{-1}, z_0, z_1} e^{-i \gamma C(z-1)} z_{-1} \langle z_{-1} | [\mathbb{I} + B^* |+\rangle \langle +| ] C(z_0) z_0 \langle z_0 | [\mathbb{I} + B |+\rangle \langle +| ] e^{i \gamma C(z_1)} z_1 \langle z_1 |$$

(B3)

Which yields four terms as follows:

$$\tilde{C} + \frac{1}{N^2} BB^* \tilde{C} \sum_z e^{i \gamma C(z)} \sum_z e^{-i \gamma C(z)} + \frac{1}{N^2} B \sum_z e^{i \gamma C(z)} \sum_z C(z) e^{-i \gamma C(z)} + \frac{1}{N^2} B^* \sum_z e^{-i \gamma C(z)} \sum_z C(z) e^{i \gamma C(z)}$$

(B4)

One then can substitute the characteristic function of the ensemble to obtain an expression for the expectation value of the QAOA state, with

$$\frac{1}{N} \sum_z C(z) \rightarrow \tilde{C}, \quad \sum_z \frac{e^{i \gamma C(z)}}{N} \rightarrow \Gamma(\gamma)$$

(B5)
To express the term containing $C(z)$ not in the exponent, one may differentiate under the sum/integral as

$$\sum_z C(z)e^{i\gamma C(z)} = -i \frac{d}{d\gamma} \sum_z C(z)e^{-i\gamma C(z)} \rightarrow -i \frac{d}{d\gamma} \Gamma'(\gamma)\bigg|_\gamma = -i\Gamma'(\gamma).$$

(B6)

Resulting in the expression:

$$\langle \hat{H}_P \rangle_{\gamma, \beta} = \tilde{C}(1 + BB^*\Gamma^*) + 2\text{Im}(B^*\Gamma^*').$$

(B7)

Appendix C: Calculation of Depth 2 Expectation Value

The $p = 2$ expression can calculated similarly to the $p = 1$ expression, however, with more terms and thus requiring the use of a computer algebra package [26]. The result of expanding the expression for the expectation value, setting the mean $\tilde{C}$ to zero, and substituting the characteristic function and its derivative is the following expression of 10 terms:

$$E_2(\gamma, \bar{\beta}) = iB(\beta_1)B(\beta_2)\Gamma(\gamma_1)\Gamma(\gamma_2)B(\beta_1)^*\Gamma(\gamma_1)^*\Gamma(\gamma_2)^* - iB(\beta_1)\Gamma(\gamma_1)B(\beta_1)^*B(\beta_2)^*\Gamma(\gamma_1)^*\Gamma(\gamma_2)^*\Gamma(\gamma_2)$$

$$-iB(\beta_1)^*\Gamma(\gamma_1)^*\Gamma(\gamma_2)^*iB(\beta_1)\Gamma(\gamma_1)^*\Gamma(\gamma_2)^*iB(\beta_2)^*\Gamma(\gamma_1)^*\Gamma(\gamma_2)^*\Gamma(\gamma_1+\gamma_2)$$

$$-iB(\beta_1)\Gamma(\gamma_1)B(\beta_2)^*\Gamma(\gamma_2)^*iB(\beta_2)\Gamma(\gamma_1)^*\Gamma(\gamma_2)^*\Gamma(\gamma_1+\gamma_2)$$

$$+ iB(\beta_2)^*\Gamma(\gamma_1+\gamma_2)^*iB(\beta_2)\Gamma(\gamma_1)^*\Gamma(\gamma_2)^*\Gamma(\gamma_1+\gamma_2)^*.$$  

(C1)

This expression can be further simplified via the substitution of the $p = 1$ expectation resulting in the final expression in equation [23]

Appendix D: Calculation of Arbitrary Depth Expectation Value

Using the intuition from the $p = 1$ and $p = 2$ cases, we can write down the expression for any term in the arbitrary depth expectation value of the problem Hamiltonian. We can write the full expectation $E_p(\gamma, \bar{\beta})$ as:

$$\langle \gamma, \bar{\beta} \mid \hat{H}_P \mid \gamma, \bar{\beta} \rangle = \langle + \mid \prod_{j=-p}^{-1} \hat{U}_P(\gamma_j)i\hat{U}_D(\beta_j)i\hat{H}_P \prod_{i=1}^{p} \hat{U}_D(\beta_i)i\hat{U}_P(\gamma_i) \mid + \rangle$$  

(D1)

where we have introduced the convention that negative indices simply add a negative sign to the value, as:

$$\gamma_{-i} = -\gamma_i, \quad \beta_{-i} = -\beta_i.$$  

(D2)

The expectation value can be expanded, substituting the expressions for the driver and problem Hamiltonians as:

$$\sum_{\vec{z}} \langle + \mid \prod_{j=-1}^{p} \left[e^{i\gamma_j C(z_j)} \mid z_j \rangle \langle z_j \mid (I + B_j \mid + \rangle \langle + \mid \right] C(z_0) \mid z_0 \rangle \langle z_0 \mid \prod_{i=1}^{p} \left[(I + B_i \mid + \rangle \langle + \mid \right] e^{i\gamma_j C(z_i)} \mid z_i \rangle \langle z_i \mid \rangle + \rangle.$$  

(D3)

Where the sum over $2p+1$ indices $\vec{z} = (z_{-p}, ..., z_0, ..., z_p)$ runs over the set $\{0, N - 1\}$ for each index. Expanding the products in this expression will yield $2^{2p}$ terms that can be sorted in the number of occurrences of a $B$ variable in the bra or ket.

For the one term with zero $B$ incidences, one finds, for example:

$$\frac{1}{N} \sum_{\vec{z}} \sum_{j=-1}^{p} e^{i\gamma_j C(z_j)} C(z_0) e^{i\gamma_j C(z_i)} \langle z_{-1}|z_{-2}|...|z_{-p}\rangle \langle z_{-p}|z_0|z_p\rangle \langle z_p|...|z_2\rangle \langle z_2|z_1\rangle$$  

(D4)

in which the orthogonal bra-kets evaluate to zero leaving only one index yielding a non-zero term evaluating to the mean of the objective function $\tilde{C}$. For weight-1 terms one has $B$ in a position $l$

$$\sum_{\vec{z}} \langle + \mid \prod_{j=-1}^{p} \left[e^{-i\gamma C(z_j)} \mid z_j \rangle \langle z_j \mid \right] C(z) \mid z_0 \rangle \langle z_0 \mid \prod_{i=l}^{p} \left[| + \rangle \langle + | e^{-i\gamma C(z_i)} \mid z_i \rangle \langle z_i \mid | + \rangle B_l \prod_{i=1}^{l-1} \left[| + \rangle \langle + | e^{-i\gamma C(z_i)} \mid z_i \rangle \langle z_i \mid | + \rangle \right).$$  

(D5)
for which the orthogonal bra-kets can be evaluated as:

$$\frac{1}{N^2} \sum_{z} e^{i \sum_{j} \gamma_j C(z_j)} C(z_0) e^{i \sum_{i} \gamma_i C(z_i)} B_k \delta_{z_1, z_2 \ldots z_n = z_0} \delta_{\delta_{z_{p-z}} = \delta_{z_{k+1}} \ldots \delta_{z_2 \delta_{z_{k-1}} \ldots \delta_{z_1}} (D6)}$$

in which the sum is eliminated for all but two partitions giving:

$$\frac{1}{N^2} \sum_{z} e^{i \sum_{j} \gamma_j C(z_j)} C(z) e^{i \sum_{i} \gamma_i C(z_i)} \sum_{z} e^{i \sum_{i} \gamma_i C(z)} B_k (D7)$$

leaving two variables over which we sum and leaving the non-exponentiated $C(z)$ and therefore the differentiated characteristic function $\Gamma'$ in the factor corresponding to the partition containing the central variable $z_0$

$$-iB_k \Gamma\left( \sum_{i} \gamma_i + \sum_{i=k+1}^{p} \gamma_i \right) \Gamma \left( \sum_{i=1}^{k} \gamma_i \right) . (D8)$$

To expand the expression more generally, we can introduce indices $k_{bra} \in \{0 \ldots 2^p - 1\}$ and $k_{ket} \in \{0 \ldots 2^p - 1\}$ that are each $p$-bit numbers such that the presence of a 1 in the binary representation of the index implies a factor of $B_i |+\rangle \langle +|$ at the bit position in the bra or ket for the relevant term. The formula can be rewritten as

$$\sum_{k_{bra}, k_{ket}=0}^{2p-1} \sum_{\varepsilon} \sum_{j=-p}^{-1} \left[ e^{i \gamma_j C(z_j)} |z_j\rangle \langle z_j| (B_j |+\rangle \langle +|) \right] |k_{bra}\rangle C(z_0) |z_0\rangle \sum_{\varepsilon} \left[ (B_i |+\rangle \langle +|) \right] k_{ket} e^{i \gamma_i C(z_i)} |z_i\rangle \langle z_i| |+\rangle . (D9)$$

When the index $k_{ket/bra}$ is zero, this expression $B_i |+\rangle \langle +|$ is the identity and adjacent non-identical $z$ indices result in a Kronecker delta, with $|z_j| z_k = \delta_{z_j, z_k}$ collapsing a sum over one of the $z$ indices. As such, these terms are collected into a single sum. When a bit in the index $k_{ket/bra}$ is one, the projector $|+\rangle \langle +|$ annihilates with a basis state vector $|z_i|$ and simply produces a factor of $1/N$, with $|+\rangle = 1/\sqrt{N}$ $\forall z$, leaving the sums over $z$ intact.

To substitute the characteristic function, we note that unbroken chains of 0’s of length $n^*$ in the indices $k_{ket/bra}$ will result in factors of the form:

$$\sum_{z_1, z_2 \ldots z_n^*} e^{i \gamma_1 C(z_1)} |z_1\rangle \langle z_1| e^{i \gamma_2 C(z_2)} |z_2\rangle \langle z_2| \ldots e^{i \gamma_{n^*} C(z_{n^*})} |z_{n^*}\rangle \langle z_{n^*}|$$

$$= \sum_{z_{1, z_2 \ldots z_{n^*}}} \delta_{z_1, z_2} \delta_{z_2, z_3} \ldots \delta_{z_{n^*} - 1, z_{n^*}} e^{i \gamma_1 C(z_1)} e^{i \gamma_2 C(z_2)} \ldots e^{i \gamma_{n^*} C(z_{n^*})}$$

$$= \sum_{z} e^{i C(z) \sum_{i \in [1 \ldots n^*]} \gamma_i} = \Gamma \left( \sum_{i \in [1 \ldots n^*]} \gamma_i \right) . (D10)$$

To substitute the characteristic function for all incidences of the objective function $C(z)$, it is convenient to define a set of boundary indices between those that are grouped as above. We can define these as

$$S_{bra} = \{0\} + \{i | k_{bra} = 1\}, \quad S_{ket} = \{0\} + \{i | k_{ket} = 1\} \quad (D11)$$

defined by the locations of 1’s in the binary representation of $k_{bra}, k_{ket}$. The additional boundary at 0 represents the boundary imposed by the initial state of QAOA. In the partitions formed by these boundaries, we collect the indices contained in the $i$th partition of the bra/ket as $P_{bra}^i, P_{ket}^i$ with

$$P_{bra}^i = \{-j | j > k_{bra}, j \leq k_{bra}^{i+1}\}, \quad P_{ket}^i = \{j | j > k_{ket}, j \leq k_{ket}^{i+1}\} . (D12)$$

And collect these into a set of sets

$$P_{bra} = \{P_{bra}^i | i \in [0, \text{Weight}(k_{bra})]\}, \quad P_{ket} = \{P_{ket}^i | i \in [0, \text{Weight}(k_{ket})]\} . (D13)$$

Finally, one defines a central partition spanning the indices between the last occurrence 1 in the binary representation of $k_{bra}, k_{ket}$ and containing the non-exponentiated factor of the objective function

$$P_{central} = \{-j | j > \text{max} S_{bra}\} + \{j | j > \text{max} S_{ket}\} . (D14)$$
The expectation value after the substitution of the characteristic function and its derivative can then be expressed as:

\[
E_p(\vec{\gamma}, \vec{\beta}) = \sum_{k_{bra}, k_{ket}=0}^{2^p-1} -i \prod_{P \in P_{bra}} \Gamma \left( \sum_{i \in P} \gamma_i \right) \Gamma' \left( \sum_{i \in P_{central}} \gamma_i \right) \prod_{P \in P_{ket}} \Gamma \left( \sum_{i \in P} \gamma_i \right) \prod_{j|k_{bra}=1} B_j \prod_{j|k_{ket}=1} B_j \tag{D15}
\]

For which exchanging \( k_{bra}, k_{ket} \) conjugates the term, allowing the expression to be split into two parts, one in which \( k_{bra} = k_{ket} \) and one otherwise, so:

\[
E_p(\vec{\gamma}, \vec{\beta}) = \sum_{k=0}^{2^p-1} -i \prod_{P \in P_{bra}} \Gamma \left( \sum_{i \in P} \gamma_i \right) \Gamma' \left( \sum_{i \in P} \gamma_i \right)^* \prod_{j|k_i=1} B_j B_j^* \\
+ \sum_{k_{bra}<k_{ket}=0}^{2^p-1} -i \prod_{P \in P_{bra}} \Gamma \left( \sum_{i \in P} \gamma_i \right) \Gamma' \left( \sum_{i \in P_{central}} \gamma_i \right) \prod_{P \in P_{ket}} \Gamma \left( \sum_{i \in P} \gamma_i \right) \prod_{j|k_{bra}=1} B_j \prod_{j|k_{ket}=1} B_j + \text{Conjugate.} \tag{D16}
\]

If the problem mean is zeroed by global phase, \( \Gamma'(0) = 0 \) and the first sum disappears, leaving:

\[
E_p(\vec{\gamma}, \vec{\beta}) = 2 \text{Im} \left\{ \sum_{k_{bra}<k_{ket}=0}^{2^p-1} \prod_{P \in P_{bra}} \Gamma \left( \sum_{i \in P} \gamma_i \right) \Gamma' \left( \sum_{i \in P_{central}} \gamma_i \right) \prod_{P \in P_{ket}} \Gamma \left( \sum_{i \in P} \gamma_i \right) \prod_{j|k_{bra}=1} B_j \prod_{j|k_{ket}=1} B_j \right\}. \tag{D17}
\]

A python script to evaluate the Grover-QAOA objective function \( E_p(\vec{\gamma}, \vec{\beta}) \) for a given characteristic function is available upon request to the author.