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Enhancing Text Generation via Parse Tree Embedding
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Natural language generation (NLG) is a core component of machine translation, dialogue systems, speech recognition, summarization, and so forth. The existing text generation methods tend to be based on recurrent neural language models (NLMs), which generate sentences from encoding vector. However, most of these models lack explicit structured representation for text generation. In this work, we introduce a new generative model for NLG, called Tree-VAE. First it samples a sentence from the training corpus and then generates a new sentence based on the corresponding parse tree embedding vector. Tree-LSTM is used in collaboration with the Stanford Parser to retrieve sentence construction data, which is then used to train a conditional discretization autoencoder generator based on the embeddings of sentence patterns. The proposed model is extensively evaluated on three different datasets. The experimental results proved that the proposed model can generate substantially more diverse and coherent text than existing baseline methods.

1. Introduction

Text generation is an important foundation for many Natural Language Processing (NLP) tasks, including machine translation, summarization, and dialogue systems [1–7]. In these tasks, most of the models are based upon the sequence-to-sequence and recurrent neural network architectures, encoding the source text to a dense vector and decoding the vector to target text by maximizing the likelihood of ground-truth word given prior observed words [8, 9]. However, most of these methods lack explicit structural representation of text to generate semantically meaningful and diverse sentences [10].

Despite being widely applied, conventional text generative models tend to repeatedly generate text in the training dataset and lack the ability to create novel sentences. At the same time, naïve strategies to increase diversity have been shown to compromise grammaticality [11]. The major reason is that recurrent neural language models (NLMs) lack the inductive bias to faithfully represent the full diversity of complex utterances. Indeed, it is difficult for decoder to create novel and meaningful texts from scratch. The over-estimation of existing texts encourages the model to copy the original sentence, which makes the generated text tend to be repeated and worthless.

To address this issue, we suggest a new text generating paradigm, called Tree-VAE. Its purpose is to convert a variable-length text into a fixed-length vector. The input sequence is mapped to a fixed-sized vector, which will then be fed to a SoftMax layer for categorization or other tasks. The proposed model consists of a pretrained parse tree encoder that is responsible for generating embedding of text structure, a text encoder that encodes the source text to a dense vector representation, and a decoder that generates realistic sentences from arbitrary latent vector and corresponding parse tree embedding. In this paper, we consider that the text parse tree embedding is a structural condition for producing diversified text by the decoder. In training learning stage, text in the corpus will be parsed into syntactic tree by the Stanford dependency parser and then encoded into parse tree embedding vector with Tree-LSTM parse encoder [10, 12]. The parse tree encoder can assign similar vectors for texts with similar structures. Then, the parse tree embedding vector is fed into the decoder, which encourages the decoder to produce coherent and structurally similar text. The advantage is that the structure features of text from
the corpus provide a high-quality starting point: they are grammatical and naturally diverse. The decoder then generalizes the structure properties to novel sentences.

In parse tree encoder pretraining, given a sentence, we first parse it to syntactic tree and remove word content, only keeping part of speech for each node in the tree, followed by encoding the structure tree to a dense vector. To generate similar structural embedding vector for most structurally similar sentences, we build a standard hierarchical LSTM responsible for reconstructing the original structure tree [13]. Attention mechanism is used for this hierarchical LSTM network. We train the parse tree encoder and LSTM network by maximizing an approximation to the reconstructed log-likelihood. We employ parse tree encoder architecture like autoencoding, extending it to encode structure features of text. A good parse tree encoder extracts the rich information from the structure tree and increases quality of outputs for decoder.

Contrary to existing works which generate from scratch, the core of our model is a parse tree encoder composed of Stanford dependency parser and Tree-LSTM layers. This choice of architecture helps to gain more text structure information, which is crucial for generating high-quality text. The analysis of the experimental results shows that our parse tree encoder can effectively encode text structure and improve the performance of the decoder.

Our contributions are listed as follows:

(i) We propose a new model, called Tree-VAE, which generates diversified and grammatical text conditioned on text structure features.
(ii) We propose a novel parse tree encoder, which can extract the rich information from the structure tree and assign similar structural embedding vector for most structurally similar sentences.
(iii) The experimental results on text generation task show that our method can generate more coherent and informative text compared to existing methods.

2. Related Work

Currently, there are two major streams of approaches to text generation modeling: the variational autoencoder and generative adversarial networks [14–16].

GAN has been demonstrated to be effective in the computer vision domain but has not shown significant improvement in NLP community. The reason is that, in GANs, the text sequences are evaluated as the discrete tokens whose values are nondifferentiable, which makes it difficult to train. To tackle this problem, SeqGAN addressed this issue by the policy gradient inspired from the reinforcement learning [17, 18]. RankGAN learned model from the relative ranking information between the machine-written and the human-written sentences in an adversarial framework and relaxed the training of the discriminator to a learning-to-rank optimization problem [19]. Mali-GAN [20] modifies the original GAN objective and proposes a set of training techniques to reduce the potential variance [12].

Another problem for the adversarial sequence generation models is that the binary feedback from the discriminator is not sufficiently informative. Leak-GAN allowed the discriminative network to leak its own high-level extracted features to the generative network to further help the guidance [21]. The generator incorporates such informative signals into all generation steps through an additional MANAGER module, which takes the extracted features of current generated words and outputs a latent vector to guide the WORKER module for next word generation. DP-GAN assigned low reward for repeated text and high reward for novel text, encouraging the generator to produce diverse and informative text [22].

The variational autoencoder is a generative model based on classical autoencoder [14, 23–26]. There are some research that deal with text generation problem within the VAE framework. VAE was applied to neural variational document model, which combines a continuous stochastic document representation with a bag-of-words generative model and achieves good results on both tasks [27]. The sequence-to-sequence model was trained with VAE for neural machine translation [28]. An extension of the recurrent neural network language models was proposed, which is designed to explicitly capture such global features in a continuous latent variable and applies KL-term annealing and input dropout techniques to improve training of VAE models [29]. A hierarchical latent variable RNN architecture was applied to the task of dialogue response generation, which facilitates both the generation of meaningful, long, and diverse responses and maintaining dialogue state [30]. A generative autoencoding sentence compression (ASC) model was proposed, which introduced a latent language model to provide the variable length compact summary [27]. A new generative model of sentences was addressed, which first sampled a prototype sentence from the training corpus and then edited it into a new sentence and improved perplexity on language modeling and generated higher-quality outputs according to human evaluation [31].

3. Parse Tree Embedding VAE

The basic structure of our Tree-VAE contains two key modules: parse tree encoder module and VAE encoder-decoder module. A parse tree encoder is responsible for generating embedding vector of text structure. In VAE encoder-decoder module, a text encoder encodes the source text to a dense vector representation and a decoder generates realistic sentences from latent vector. The general architecture of Tree-VAE is shown in Figure 1. An encoder module is used to parse a tree and then train an encoder module based on the extracted structure information. The decoder can take a sentence as input and generate a text that contains multiple sentences of varying lengths and similar structures. The suggested technique necessitates that both modules have a basic degree of learning capacity.

3.1. Overview. The proposed approach contains two modules: a parse tree encoder module and a VAE encoder-decoder module. The parse tree encoder module first extracts
structural information content, and then the VAE encoder-decoder module is trained based on structural content. Given a sentence as input, the decoder can generate text, the film is very good. The cross-entropy loss is computed as

$$L_{\theta, \phi} = -\sum_{n=1}^{k} P_{D_{\phi}}(\frac{n_i}{n})$$

$$= -\sum_{n=1}^{k} P_{D_{\phi}}\left(\frac{n_i}{E_{\theta}(s)}\right)$$

3.2. Parse Tree Encoder Module. The parse tree encoder module $E_{\theta}$ is used for explicitly extracting the structural information and feeding it into the VAE encoder-decoder module. We use a single Tree-LSTM [12] to generate the structural information of a sentence.

Given a source input sequence $x = (x_1, x_2, \ldots, x_T)$ of $T$ words from $\Gamma$, the vocabulary of words, this module is responsible for producing a dense vector of structural content. Figure 2 provides the overview of Tree-LSTM [12].

Since model learning requires the module with initial learning ability, we propose a pretraining method to teach the parse tree encoder module to effectively generate embedding vector for text structure. LSTM, like every other network, can have many hidden units, and as it goes through each level, the relevant information is retained, while the irrelevant data is eliminated in each cell. The resource that is responsible for creating a dense vector of structural content describes the incoming and outgoing sequences. Because model learning necessitates a module with initial learning ability, it effectively generates embedded vector for language structures. A syntactic parse tree-based similarity measure was used instead of RST measure. In the beginning, RST was developed as part of a study of computer-based text generation at MIT.

We construct a standard hierarchical LSTM network $D_{\phi}$ responsible for reconstructing the original tree based embedding vector and discard the hierarchical LSTM network when pretraining ends [13]. The motivation comes from the fact that, in a well-trained module, most structurally similar sentences have similar structural embedding vectors. The details are described as follows.

Given an input text sequence $x$, a structural parse tree $s$ is produced as

$$s = \text{parser}(x).$$

The parser employed is the standard dependency parser [10]. The text structure embedding vector $h$ is computed as

$$h = E_{\theta}(s).$$

In the above equation, $E_{\theta}$ is Tree-LSTM [12] network for parse tree encoder module, and $s$ is text structure removed word content only keeping part of speech. We define $n = (n_1, n_2, \ldots, n_k)$ as the level order traversal result for tree $s$. $D_{\phi}$ is responsible for reconstructing sequence $n$ based on embedding vector $h$. The cross-entropy loss is computed as

$$L_{\theta, \phi} = -\sum_{n=1}^{k} P_{D_{\phi}}(\frac{n_i}{n})$$

$$= -\sum_{n=1}^{k} P_{D_{\phi}}\left(\frac{n_i}{E_{\theta}(s)}\right)$$

3.3. VAE Encoder-Decoder Module. The standard VAE is a latent variable generative model, which combines variational inference with deep learning. Given a source input sequence $x = (x_1, x_2, \ldots, x_T)$, the encoder $Q_{\psi}$ encodes input $x$ into latent variable $z$ with a posterior distribution $Q_{\psi}(z|x)$. Then the inputs are reconstructed by sampling $z$ from this posterior and passing them through a decoder $G_{\omega}$. In order to make sampling easy, the posterior distribution is usually parametrized by a Gaussian with its mean and variance predicted by the encoder. The posterior $Q_{\psi}(z|x)$ is regularized with its KL divergence [14] from a prior distribution $p(z)$. The loss is computed as

$$L_{\psi, \omega} = -E_{z \sim Q_{\psi}(z|x)}\left[\log P_{G_{\omega}}(x|z)\right]$$

$$+ KL\left(Q_{\psi}(z|x) || p(z)\right).$$

Figure 1: Illustration of Tree-VAE. The parse tree encoder module extracts structural information from text. The encoder-decoder is based on the VAE trained over the real text condition on parse tree embedding vector.
VAE has been viewed as a traditional autoencoder with some restrictions imposed on the internal representation space. In our work, the difference from that is that we train a VAE model conditioned on structure features $h$ (provided by the parse tree encoder $E_p$). For the input sequence $x$, we firstly use pretrained parse tree encoder $E_p$ to generate text structure embedding vector $h$ and then used encoder $Q_h$ encoding input $x$ into the latent variable $z$ and used decoder $G_w$ to reconstruct source text based on vector $h$ and vector $z$. The loss is calculated as

$$L_{\psi, \omega} = -E_z Q_{\omega}(\frac{z}{x, h})[\log P_{G_w}(xz, h)]$$

$$+ KL(Q_{\psi}(z|x, h)p(z)).$$

Encoder $Q_h$ is only used for training and discarded at the test time. In the test stage, we first sample a random prototype sentence $x$ from the training corpus and then use $E_p$ to generate text structure embedding vector $h$ and use to sample $z$ for clarity of meaning and grammatical correctness. To sample $z$ from this prior $p(z)$; we finally use $G_w(x|z, h)$ to output most structurally similar sentences. We implement $Q_h$ using two-layer LSTM network and implement $G_w$ using two-layer bidirectional LSTM network with attention. As a verb, “summarise” means to bring together the most important points of something; a summary is an example. It is called a conversational agent (CA) because it can converse with a human. A machine translation (MT) is a translation that is carried out automatically between languages. Machine translation has the advantage of being able to translate large amounts of text in a short amount of time. For those who order MT from us, it happens in a closed system via encrypted transmission. Expansion of VAE is vinyl acetate ethylene.

The details of the proposed Tree-VAE algorithm are shown in Algorithm 1. Overall, in the first stage, we train a text structure information encoder $E_p$ and a text structure information decoder $D_q$. For a given sentence $x$, we generate a parse tree $s$ by (1) and encode a parse tree $s$ to a dense vector embedding $h$ by Tree-LSTM. Then we optimize $E_p$ and $D_q$ based on the loss computed in (3). In the second stage, we train a condition text encoder $Q_h$ and a text decoder $G_w$ with VAE framework. For a given sentence $x$, we generate its structure embedding $h$ by Tree-LSTM. Then we use $Q_h$ to compute the final condition vector $z$. The decoder $G_w$ is responsible for generating text with final condition vector $z$. We optimize $Q_h$ and $G_w$ based on the loss computed in (4).

4. Experiment

We evaluate our method on several real-world natural language generation tasks, review generation, speech language generation, and image captions generation.

4.1. Datasets. Three real-world public datasets are used in our research. Speech recognition is made easier with the help of a new language model built on recurrent neural networks.

Yelp review corpus: This dataset is provided by Yelp (https://www.yelp.com/dataset). In our review generation experiment, the model accepts an input sentence and then generates an output sentence which likes input sentence. We randomly select 10000 sentences as the training set, select 2000 sentences as the validation set, and select 2000 sentences as the testing set, respectively.

Email corpus: This dataset (https://www.kaggle.com/wcukierski/enron-email-dataset) contains approximately 500K emails generated by employees of the Enron Corporation. Like Yelp, we process this dataset by extracting a sentence that removed the last word as the source text and the sentences that removed the first word as the target text. The processed dataset contains 170K, 80K, and 80K pairs for training, validation, and testing, respectively.

COCO image captions corpus: It is provided by the COCO dataset [32]. The captions are the narrative sentences written by human, and each sentence consists of at least 8 words and at most 20 words. There are 5 captions per image. In each annotation, we take the first sentence as the input text and the four following sentences as the target text. We randomly sample 1,800K, 500K, and 10K turns for training, validation,
4.2. Baselines. We compare our proposed method with the following baseline models:

**MLE:** A standard sequence-to-sequence neural language model. To be fair, the settings of all sequence-to-sequence models are the same as those of our decoder.

**SVAE:** The sentence variational autoencoder model [29].

**SeqGAN:** A Sequence GAN that applied generative adversarial network with the policy gradient method and Monte Carlo (MC) search to text generation [33].

**RankGAN:** A generative adversarial network for generating language descriptions. RankGAN trains the discriminator to learn and assign ranking scores, which helps to learn a better generator [19]. The complexity of JT-VAE is linear because it is a tree decomposition algorithm tailored for molecules, which has its roots in chemistry. Adhering to accepted standards of conduct or according to an accepted manner, model, or tradition.

4.3. Training Details. We set the hidden size to 256, embedding size to 128, and batch size to 64 for the parse tree encoder module and the VAE encoder-decoder module. We replace the nonfrequently used words (appeared less than 5 times) with the special character `<UNK>`.

We use Adagrad optimizer with the initial learning rate of 0.1 [34]. For review generation, we set the number of generated sentences to 5, and the maximum length of each generated sentence is 30 words. For captions generation, we set the maximum length of each generated sentence to 20 words. In the parse tree encoder pretraining, the number of epochs is set to 100. In the VAE encoder-decoder module training, the number of epochs is set to 300. "Pretraining" refers to training a model with a single task to help it develop parameters that can be used in other tasks. People are the source of inspiration for pretraining, that is, initializing the model parameters of new tasks using the model parameters of previously learned tasks.

4.4. Experimental Results

4.4.1. Automatic Evaluation. Following the evaluation protocol in [33], we calculate the BLEU score and estimate the similarity between the human-written text and the machine-generated text [35]. The key is to examine the similarity between the machine-generated findings and the human-provided references. The caption for this image is as follows: a popular artificial intelligence research area, generator is concerned with picture comprehension and a description of that image in a language. Syntactic and semantic knowledge of the language is required to construct well-formed sentences. Sequence-to-sequence models are a type of recurrent neural network architecture that we utilize (but are not limited to) to handle difficult language issues such as machine translation, question answering, chatbot creation, and text summarization (to name a few). Maximum Likelihood Estimation is a statistical technique that uses observed data to estimate the parameters of a probability distribution. Intuitive and flexible, the logic of maximum likelihood has become a standard method of statistical inference.

We use BLEU-2, BLEU-3, BLEU-4, and BLEU-5 to evaluate generation performance and use the whole test set as the references. “Tree-VAE (WA)” and “Tree-VAE
(WOA)” represent Tree-VAE with attention mechanism and Tree-VAE without attention mechanism, respectively. From the results, it is obvious that the proposed model substantially outperforms the existing models, as shown in Table 1.

4.4.2. Human Evaluation. We also conduct human study to evaluate the quality of the generated sentences. Each item contains 15 sentences written by different methods. The items are distributed to annotators who have no knowledge about which system the text is from. We require them to grade the generated text from 1 to 10 points considering relevance, diversity, and fluency. Table 2 shows the human evaluation scores. As we can see, when compared to language models, human-written phrases receive the best score. LSTMs is an RNN model that can learn the problem of long-term dependence. Repeated modules chains make up recurrent neural networks in their purest form. It is a low-dimensional space into which high-dimensional vectors can be translated. This makes it easier to learn from large inputs such as sparse vectors of words. Learning and reusing embeddings are possible. In information theory, cross-entropy is an entropy-based measure of the difference between two probability distributions. A loss function based on cross-entropy can be used in the optimization of classification models like logistic regression or artificial neural networks.

4.4.3. Analysis: Parse Tree Embedding. In this section, we provide detailed analysis to see the role of parse tree embedding. Object detection, segmentation, and captioning dataset COCO is a large-scale dataset for object detection, segmentation, and captioning. A bot is used for problems that do not require human intervention, such as those that do not require the use of both SeqGAN and RankGAN.

In Figure 3, we demonstrate the parse tree embedding distributions of some sampled sentences from true data. It can be seen that the parse embedding vector can reflect the structural similarity of text accurately. Embedding vector of sentences with similar structure is mapped to a 2-dimensional space with a closer distance. For example, as shown in the figure, “next the entire project goes on the balance sheet since we will be committed to building a road and stormwater system” and “the simpler way to bet on a potential rebound is with the shares of consumer and basic manufacturing companies near.” This white paper looks at how the memory types differ structurally and at performance analysis.

The two sentences, marked by circle, are sampled from the real data and the green point sentences near marked one are sampled from the most similar sentences with marked sentences (all real data are mapped to 2D space through the structure vector $h$ with $pca$). It is important to note that the near sentences in vector space have very similar syntax structures. “Adagrad” stands for “Adaptive Gradient Algorithm” and it is an algorithm for optimizing gradients. Updates are made in small increments. Because of this, it works well with sparse data (NLP or image recognition). As each parameter learns at a different rate, it improves performance when dealing with problems involving sparse gradients. BLEU is a way to compare a generated sentence to one that has already been written in the target language. Score of 1.0 is awarded to perfect matches, and 0 is awarded to those that do not match perfectly.

We also compare the cosine structural similarity between real data parse tree embedding vector and generated data parse tree embedding vector. As presented in Figure 4, we calculate the mean cosine distance between each generated sentence and real test dataset, which reflects the structural
We will incorporate these into the final audit report per our discussion. I will list all of the deals you have done and will send them to you.

Next the entire project goes on the balance sheet since we will be committed to building a road and stormwater system.

This white paper looks at how the memory types differ structurally and at performance analysis.

The simpler way to bet on a potential rebound is with the shares of consumer and basic manufacturing companies. I would like some of this info added to the second wallet cards your working on.

Figure 3: Structural similarity between sentences.

Figure 4: Cosine similarity between embedding vectors $h$ for true data and generated data of NLM and Tree-VAE.

Table 3: Examples generated by Tree-VAE and baselines on the e-mail corpus dataset.

**MLE:**

sentence1: The company in this month <UNK> its earnings for the past four years.
sentence2: You might want to check to add value and differentiate in areas other than price to <UNK> going to them also.
sentence3: Just another update on where we have spent enough time.

**SVAE:**

sentence1: Phil have been invited to attend he web seminar at the system
sentence2: Gonzalez will be added to your shopping <UNK> and made the decision back up together.
sentence3: I expect complete important it by the close of additional databases.

**SeqGAN:**

sentence1: Follow the instructions to choose a new password
sentence2: We trust you will enjoy <UNK> our advertised companies.
sentence3: It works for works on both internal and external company e-mail on how to book this new opportunity.

**RankGAN:**

sentence1: We currently have two possible offers coming builder due to your strong local.
sentence2: I will get them signed and send them forward to discussing these meetings.
sentence3: I am very interested for people to pay the bills as soon as.
rationality of the generated sentence. As we can see, the structure of sentences generated by Tree-VAE is more reasonable and the similarity with real data is much better than that of MLE. According to cross-entropy loss (or log loss), classification models that produce probabilities between zero and one perform poorly. As the projected probability differs from the labelled probability, the cross-entropy loss increases. It is just that as the predicted probability goes down, so too does the resulting log loss. Not all KL divergence is cross-entropy. For example, Kullback-Leibler divergence, or KL divergence, quantifies how much one distribution differs from another by measuring cross-entropy. KL divergence, in particular, measures a quantity very similar to cross-entropy.

Table 3 presents the examples generated by different models on the e-mail corpus dataset. We can find that these examples show that our model is able to generate more fluent and novel sentences. The results show that our model can learn language generator effectively in a large corpus. It can be found that our model generates text with more higher diversity.

5. Conclusion

In this paper, we propose a novel model, called Tree-VAE, to promote the quality of the generated text. The Tree-VAE model used the structural features of a sentence as a condition for text generation, encouraging the decoder to produce coherent and meaningful text. In this framework, we adopted Tree-LSTM and Stanford Parser to extract sentences structures information and then train a conditional variational autoencoder generator condition on sentences structures embeddings. We evaluated the Tree-VAE on three datasets and the experiments showed that the Tree-VAE achieved excellent performance on generating sentences. In the future, we plan to explore and extend our model in many other tasks, such as image synthesis and dialogue system.

Data Availability

The data used to support the findings of this study are available from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This work was supported by the National Natural Science Foundation of China (Grant no. 72171004) and the Humanity and Social Science Youth Foundation of Ministry of Education of China (Grant no. 21YJCZH186).

References

[1] N. Kalchbrenner and P. Blunsom, “Recurrent continuous translation models,” in Proceedings of the 2013 Conference on Empirical Methods in Natural Language Processing, pp. 1700–1709, Washington, DC, USA, October 2013.
[2] Y. Wu, M. Schuster, Z. Chen et al., Google's Neural Machine Translation System: Bridging the gap between Human and Machine Translation, 2016, https://arxiv.org/abs/1609.08144.
[3] M. T. Luong, H. Pham, and C. D. Manning, Effective Approaches to Attention-Based Neural Machine Translation, Association for Computational Linguistics, Lisbon, Portugal, 2015.
[4] U. Hahn and I. Mani, “The challenges of automatic summarization,” Computer, vol. 33, no. 11, pp. 29–36, 2000.
[5] K. Lopyrev, Generating News Headlines with Recurrent Neural Networks, https://arxiv.org/abs/1512.01712, 2015.
[6] L. Shang, Z. Lu, and H. Li, Neural Responding Machine for Short-Text Conversation, Association for Computational Linguistics, Beijing, China, 2015.
[7] R. Al-Rfou, M. Pickett, J. Snaider et al., Conversational Contextual Cues: The Case of Personalization and History for Response Ranking, https://arxiv.org/abs/1606.00372, 2016.
[8] K. Cho, B. Van Merriënboer, and C. Gulcehre, Learning Phrase Representations Using Rnn Encoder-Decoder for Statistical Machine Translation, Association for Computational Linguistics, Doha, Qatar, 2014.
[9] I. Sutskever, O. Vinyals, and Q. V. Le, “Sequence to sequence learning with neural networks,” Advances in Neural Information Processing Systems, vol. 27, pp. 3104–3112, 2014.
[10] D. Chen and C. Manning, “A fast and accurate dependency parser using neural networks,” in Proceedings of the 2014 Conference on Empirical Methods in Natural Language Processing (EMNLP), pp. 740–750, Doha, October 2014.
[11] L. Shao, S. Gouws, D. Britz, A. Goldie, B. Strope, and R. Kurzweil, Generating High-Quality and Informative Conversation Responses with Sequence-To-Sequence Models, https://arxiv.org/abs/1701.03185, 2017.
[12] K. S. Tai, R. Socher, and C. D. Manning, Improved Semantic Representations from Tree-Structured Long Short-Term Memory Networks, Association for Computational Linguistics, Beijing, China, 2015.
[13] J. Li, M. T. Luong, and D. Jurafsky, A Hierarchical Neural Autoencoder for Paragraphs and Documents, Association for Computational Linguistics, Beijing, China, 2015.
[14] D. P. Kingma and M. Welling, Auto-encoding Variational Bayes, 2013, https://arxiv.org/abs/1312.6114.
[15] D. P. Kingma, S. Mohamed, D. J. Rezende, and M. Welling, “Semi-supervised learning with deep generative models,” Advances in Neural Information Processing Systems, vol. 27, pp. 3581–3589, 2014.
[16] I. Goodfellow, J. Pouget-Abadie, M. Mirza et al., “Generative adversarial nets,” Advances in Neural Information Processing Systems, vol. 27, pp. 2672–2680, 2014.
[17] L. Yu, W. Zhang, J. Wang, and Y. Y. Seqgan, “Sequence generative adversarial nets with policy gradient,” Machine Learning, vol. 2, no. 3, 2016.

[18] R. S. Sutton, D. A. McAllester, S. P. Singh, and Y. Mansour, “Policy gradient methods for reinforcement learning with function approximation,” Advances in Neural Information Processing Systems, vol. 12, pp. 1057–1063, 2000.

[19] K. Lin, D. Li, X. He, Z. Zhang, and M. Sun, “Adversarial ranking for language generation,” Advances in Neural Information Processing Systems, vol. 30, pp. 3158–3168, 2017.

[20] T. Che, Y. Li, R. Zhang et al., Maximum-likelihood Augmented Discrete Generative Adversarial Networks, 2017, https://arxiv.org/abs/1702.07983.

[21] J. Guo, S. Lu, H. Cai, W. Zhang, Y. Yu, and J. Wang, Long Text Generation via Adversarial Training with Leaked Information, AAAI Press, Palo Alto, CA, USA, 2017.

[22] J. Xu, X. Sun, X. Ren, and J. Lin, Dpgan: Diversity-Promoting Generative Adversarial Network for Generating Informative and Diversified Text, 2018, https://arxiv.org/abs/1802.01345.

[23] D. J. Rezende and S. Mohamed, Variational Inference with Normalizing Flows, PMLR, Lille, France, 2015.

[24] B. A. Olshausen and D. J. Field, “Emergence of simple-cell receptive field properties by learning a sparse code for natural images,” Nature, vol. 381, no. 6583, pp. 607–609, 1996.

[25] H. Lee, A. Battle, R. Raina, and A. Y. Ng, “Efficient sparse coding algorithms,” Advances in Neural Information Processing Systems, vol. 19, pp. 801–808, 2007.

[26] P. Vincent, H. Larochelle, Y. Bengio, and P. Manzagol, “Extracting and composing robust features with denoising autoencoders,” in Proceedings of the 25th International Conference on Machine Learning, pp. 1096–1103, ACM, Helsinki, Finland, July 2008.

[27] Y. Miao and P. Blunsom, Language as a Latent Variable: Discrete Generative Models for Sentence Compression, Association for Computational Linguistics, Austin, TX, USA, 2016.

[28] B. Zhang, D. Xiong, J. Su, H. Duan, and M. Zhang, Variational Neural Machine Translation, Association for Computational Linguistics, Austin, TX, USA, 2016.

[29] S. R. Bowman, L. Vilnis, O. Vinyals, A. M. Dai, R. Jozefowicz, and S. Bengio, Generating Sentences from a Continuous Space, Association for Computational Linguistics, Berlin, Germany, 2015.

[30] I. V. Serban, A. Sordoni, R. Lowe et al., A Hierarchical Latent Variable Encoder-Decoder Model for Generating Dialogues, pp. 3295–3301, AAAI, California, CA, USA, 2017.

[31] K. Guu, T. B. Hashimoto, Y. Oren, and P. Liang, Generating Sentences by Editing Prototypes, MIT Press, Cambridge, MA, USA, 2017.

[32] T.-Y. Lin, M. Maire, S. Belongie et al., “Microsoft coco: common objects in context,” in Proceedings of the European Conference on Computer Vision, pp. 740–755, Switzerland, September 2014.

[33] L. Yu, W. Zhang, J. Wang, and Y. Yu, “Seqgan: sequence generative adversarial nets with policy gradient,” AAAI, vol. 31, pp. 2852–2858, 2017.

[34] J. Duchi, E. Hazan, and Y. Singer, “Adaptive subgradient methods for online learning and stochastic optimization,” Journal of Machine Learning Research, vol. 12, pp. 2121–2159, 2011.

[35] K. Papineni, S. Roukos, T. Ward, and W. Zhu, “Bleu: a method for automatic evaluation of machine translation,” in Proceedings of the 40th Annual Meeting on Association for Computational Linguistics, pp. 311–318, Philadelphia, July 2002.