Bacteria commonly live attached to surfaces in dense collectives containing billions of cells. While it is known that motility allows these groups to expand en masse into new territory, how bacteria collectively move across surfaces under such tightly packed conditions remains poorly understood. Here we combine experiments, cell tracking and individual-based modelling to study the pathogen *Pseudomonas aeruginosa* as it collectively migrates across surfaces using grappling-hook-like pili. We show that the fast-moving cells of a hyperpiliated mutant are overtaken and outcompeted by the slower-moving wild type at high cell densities. Using theory developed to study liquid crystals, we demonstrate that this effect is mediated by the physics of topological defects, points where cells with different orientations meet one another. Our analyses reveal that when defects with topological charge +1/2 collide with one another, the fast-moving mutant cells rotate to point vertically and become trapped. By moving more slowly, wild-type cells avoid this trapping mechanism and generate collective behaviour that results in faster migration. In this way, the physics of liquid crystals explains how slow bacteria can outcompete faster cells in the race for new territory.

Bacteria generate collective motility on surfaces through a variety of mechanisms. While flagellated swimming in three dimensions is perhaps the best understood form of bacterial locomotion, swimming cells must be concentrated by orders of magnitude for collective behaviours to emerge, which are typically disrupted within minutes by oxygen depletion. In contrast, groups of bacteria can spontaneously generate collective motility when pulling themselves across two-dimensional surfaces using twitching motility, which is instead driven by grappling-hook-like appendages called type IV pili. Here we study the relationship between individual and collective twitching motility within large groups of the opportunistic pathogen *Pseudomonas aeruginosa*. We focus on movement in subsurface colonies sandwiched between agar and a coverslip, where movement is driven by pili, not flagella, and where high-resolution time-lapse imaging can be used to follow individual cells as they collectively move along the glass surface. However, the phenomena we describe are not specific to this one assay. We also show that the key features are reproduced in classical bacterial colonies grown on the surface of agar.

Recent microfluidic experiments have shown that deleting the *pilH* gene, which encodes a response regulator in the two-component system that regulates twitching motility, causes cells to move faster than wild-type (WT) cells, probably because they express a larger number of pili. To confirm that this increase in speed also occurs in subsurface colonies, we developed a cell-tracking algorithm to record the movement of thousands of individual cells within a single field of view (Methods and Supplementary Video 2). This revealed that individual Δ*pilH* cells move approximately twice as fast as WT cells in both densely packed collectives (Fig. 1e and Extended Data Fig. 3a) and at lower cell densities (Extended Data Fig. 3b). However, this difference in individual cell speed did not translate to how quickly colonies spread across the surface. While the faster motility of Δ*pilH* cells allowed them to initially spread outwards faster than WT cells, their expansion rate plateaued after four hours. In contrast, the expansion rate of WT colonies steadily increased over a period of approximately six hours, eventually reaching a value four times greater than that of Δ*pilH* colonies and ten times greater than that of colonies of the non-piliated Δ*pilB* strain (Fig. 1f,g and Supplementary Video 3). An increase in individual motility, therefore, did not translate successfully to an increase in collective motility.

Previous work has shown that strains that dominate the nutrient-rich edge of colonies can obtain a substantial growth advantage. To investigate how this might affect the competitive ability of Δ*pilH* cells, we inoculated surficial colonies with equal proportions of Δ*pilH* and WT cells. This revealed that Δ*pilH* cells remained trapped in the nutrient-poor interior of the colony, while WT cells migrated outwards (Fig. 2a), allowing the latter to undergo approximately three more cell divisions over a 48h period (Fig. 2b). We next analysed the dynamics of this competition in greater detail using subsurface colonies and automated image analysis to simultaneously measure colony expansion rate, cell packing fraction and genotypic composition (Fig. 2c–g, Supplementary Fig. 1, Supplementary Video 4 and Supplementary Methods). Consistent with their initial rapid expansion in monoculture colonies, Δ*pilH* cells initially outnumbered WT cells at the expanding edge of the colony (hereafter ‘the front’). However, once the front transitioned from loosely packed groups of cells to a confluent monolayer (Fig. 2c,g), the colony expansion rate rapidly increased from 0.75 μm min⁻¹ to 5.0 μm min⁻¹ (Fig. 2d) while the proportion of Δ*pilH* cells at the front fell sharply, dropping from 82% at 200 min to 3% at 350 min (Fig. 2f).

What could be responsible for this rapid decline of Δ*pilH* despite its faster individual movement? Direct observation of the colony monolayer at the same time as the precipitous decline of...
Fast-moving ΔpilH cells suggested that ΔpilH cells lack the ability to move collectively and were more likely to become trapped in place than WT cells (Supplementary Video 5). To understand how the collective behaviours of the two strains differ, we turned to tools originally developed to study liquid crystals. Densely packed cells tend to align in the same direction\(^2\), and this nematic ordering produces collective movement on length scales substantially larger than that of a single cell\(^{20,21}\). Moreover, we observed that topological defects, an emergent feature of nematic systems, move about within the monolayer of cells (Supplementary Video 6 and Methods). The two types of defects, with a topological charge of +1/2 and −1/2, respectively (Fig. 3a–c), denoted here as ‘comets’ and ‘trefoils’, are generated and annihilated in pairs (Extended Data Fig. 4a,b), as predicted by theory\(^8,9\).

To investigate the physical properties of defects, we developed automated tools to combine single-cell-tracking data collected across hundreds of defects. This revealed that the movements of both WT cells (Fig. 3d) and ΔpilH cells (Extended Data Fig. 4c) around comets and trefoils closely match predictions from both an individual-based model of self-propelled rods (SPRs)\(^{15}\) and a continuum model of active nematics\(^{10}\), though ΔpilH flow fields are larger in scale than those of the WT. Theory predicts that comets migrate along their axis at a speed proportional to the activity of the nematic, a measure of the force exerted by each of the cells.
individuals that make up the system. In contrast, trefoils are predicted to move diffusively\textsuperscript{11}. Consistent with this, we observed that the root-mean-squared displacement (RMSD) of comets was larger in $\Delta$ pilH monolayers than in WT monolayers, while the RMSD of trefoils was similar in both genotypes (Fig. 3e,f). These observations indicate that both WT and $\Delta$ pilH monolayers behave as an active nematic, with the latter possessing greater activity.

Comets elastically repel one another in a nematic confined to two dimensions\textsuperscript{12}. However, previous theoretical predictions\textsuperscript{9,13} and experiments with liquid crystals\textsuperscript{11} have suggested that when the nematic is allowed to reorient out of the two-dimensional (2D) plane, two comets with topological charge $+1/2$ could merge together at a sufficiently small separation, forming a $+1$ defect and causing the cells within to ‘escape into the third dimension’ by standing up vertically. We hypothesized that this process could occur only if the merging comets generated sufficient force to overcome the repulsion between them, potentially explaining why only the higher activity $\Delta$ pilH cells become trapped in place. To test this possibility, we first extended our SPR model to three dimensions to allow rods to reorient out of the plane and simulated collisions between comets (Methods). Stable structures of upright rods (‘rosettes’) formed once the rods’ propulsive force, $F$, increased beyond a critical threshold, $F_c$, confirming our intuition (Fig. 4a, Extended Data Fig. 5, and Supplementary Notes). To test whether the increased force generated by $\Delta$ pilH cells is alone sufficient to preferentially trap them in rosettes, we next used our 3D SPR model to simulate the interaction of two different genotypes that each exert a different propulsive force (Fig. 4b,c). This showed that higher-force mutants, on average, move more slowly than the WT cells because a larger fraction of the higher-force mutants become stuck in rosettes where their movement is arrested.
We tested these theoretical predictions by inoculating subsurface colonies composed of a mixture of both Δ pilH and WT cells. In these colonies, we observed that Δ pilH cells spontaneously formed rosettes, whereas WT cells did not (Supplementary Video 5). Moreover, we were able to quantify the movement of topological defects when the fraction of Δ pilH cells in the front begins to sharply decrease (Fig. 2f). We observed comets approaching each other (Fig. 4d) before the monolayer of cells began to reorient out of plane, forming a rosette with a stable topological charge of +1 (Fig. 4e, Extended Data Fig. 7 and Supplementary Video 9) as predicted by our SPR model (Fig. 4a). Even though this colony was initiated with an equal fraction of WT and Δ pilH cells, confocal imaging revealed that the core of this rosette was nearly entirely composed of vertically oriented Δ pilH cells (Fig. 4f). Once initiated, rosettes in both experiments and simulations grew larger in size (Supplementary Videos 8 and 9). These dynamics are reminiscent of the ‘inverse domino’ cascade of cell verticalization seen at the centre of non-motile Vibrio cholerae bacterial colonies when they reach a critical size, which is instead driven by buckling induced by cell division.

The direct observation of rosettes in our experiments and their close correspondence with those observed in our models provides strong evidence that Δ pilH cells become trapped as a direct consequence of their higher activity. However, we also considered other possible pleiotropic effects of this mutation, such as an increase in doubling times and cell–cell adhesion. Extensive analyses rule these out as explanations of the sudden decline of the fraction of Δ pilH cells at the colony front (Supplementary Notes and Extended Data Figs. 8 and 9). We also considered whether a deficiency in chemotaxis might play a role in the slower expansion of Δ pilH cells. We could not directly confirm, however, whether chemotaxis plays any role in colony expansion in our assays because the only known

---

**Fig. 3 | Subsurface colonies exhibit patterns of collective motility consistent with a nematic system driven out of equilibrium.**

**a**, Two types of topological defects occur in 2D nematic systems: trefoils, which show three-fold rotational symmetry and have a topological charge of −1/2, and comets, which migrate along their single axis of symmetry and have a charge of +1/2 (see text). **b**, The locations and orientations of defects in the monolayer of a WT subsurface colony (left, Supplementary Video 6) were obtained by quantifying the local cell orientation (right). **c**, Magnified views of the red and blue boxes in **b** illustrate how defects occur at singularities in cell orientation. **d**, Simultaneous tracking of both defects and individual cells within a monolayer (Supplementary Videos 2 and 6) allows the mean cell flow around defects to be resolved. The structure of the flow closely resembles that predicted from an SPR simulation and an analytical model (Methods and Supplementary Methods). Red lines show streamlines and the background colours indicate flow speed. **e,f**, The RMSD measures how far defects move over a given lag time, plotted here on both a linear (e) and a logarithmic (f) scale. Triangles in f show the slopes predicted for ballistic (1:1) and diffusive (1:2) movement.

---

We tested these theoretical predictions by inoculating subsurface colonies composed of a mixture of both Δ pilH and WT cells. In these colonies, we observed that Δ pilH cells spontaneously formed rosettes, whereas WT cells did not (Supplementary Video 5). Moreover, we were able to quantify the movement of topological defects when the fraction of Δ pilH cells in the front begins to sharply decrease (Fig. 2f). We observed comets approaching each other (Fig. 4d) before the monolayer of cells began to reorient out of plane, forming a rosette with a stable topological charge of +1 (Fig. 4e, Extended Data Fig. 7 and Supplementary Video 9) as predicted by our SPR model (Fig. 4a). Even though this colony was initiated with an equal fraction of WT and Δ pilH cells, confocal imaging revealed that the core of this rosette was nearly entirely composed of vertically oriented Δ pilH cells (Fig. 4f). Once initiated, rosettes in both experiments and simulations grew larger in size (Supplementary Videos 8 and 9). These dynamics are reminiscent of the ‘inverse domino’ cascade of cell verticalization seen at the centre of non-motile Vibrio cholerae bacterial colonies when they reach a critical size, which is instead driven by buckling induced by cell division.

The direct observation of rosettes in our experiments and their close correspondence with those observed in our models provides strong evidence that Δ pilH cells become trapped as a direct consequence of their higher activity. However, we also considered other possible pleiotropic effects of this mutation, such as an increase in doubling times and cell–cell adhesion. Extensive analyses rule these out as explanations of the sudden decline of the fraction of Δ pilH cells at the colony front (Supplementary Notes and Extended Data Figs. 8 and 9). We also considered whether a deficiency in chemotaxis might play a role in the slower expansion of Δ pilH cells. We could not directly confirm, however, whether chemotaxis plays any role in colony expansion in our assays because the only known
mutant deficient in pili-based chemotaxis, ΔpilH\textsuperscript{14}, shows little, if any, motility under agar (probably because they produce relatively few pili\textsuperscript{17,18}; Supplementary Notes and Extended Data Fig. 1c). We decided that a more straightforward and definitive test of whether rosette formation was responsible for ΔpilH cells’ reduced capacity to spread was to co-culture colonies with progressively stiffer agar, which acts to increase the stabilizing torque that resists cell verticalization (Methods, equation (5)). Increasing the agar concentration of the overlying pad was observed to both dramatically suppress the formation of rosettes (Supplementary Video 7). Colour denotes the angle of rods relative to the surface, ϕ. b, SPR simulations initialized with randomly oriented rods, half of which are propelled by a fixed force of \( F_1 = F_2 = 1.5 \) (cyan, ‘WT’) and the other half by a variable force \( F_2 \) (yellow, ‘mutant’). The left axis shows the mean speed of the \( F_2 \) population at steady state normalized by that of the \( F_1 \) population. The right axis indicates the fraction of each population that is vertically oriented (defined as \( \phi > 85^\circ \)). Error bars indicate standard deviation of three different simulations, each with a different random initial configuration. c, A rosette from a \( F_1 = 1.5, F_2 = 3 \) simulation at steady state, where \( \phi_1 \) and \( \phi_2 \) denote the orientation of the two respective populations. d, Two comets approaching one another in a colony initiated with an equal number of WT and ΔpilH cells (Supplementary Video 9). e, Measurements of cell velocity within the same region as d during rosette development. Blue arrows and colourmap respectively show streamlines and divergence of the time-averaged flow field (Methods). Regions of negative divergence indicate zones of cell accumulation. f, Three-dimensional confocal image of the rosette that formed within the same region shown in d and e, taken 60 min after d (Methods). Vertical slices through the rosette are shown to the top and left, at locations indicated by triangles. Inset: a magnified view of the rosette (purple box in f) shows it is mostly composed of ΔpilH cells in a vertical orientation. Main panel shows maximal z-projection of both YFP and CFP channels, while insets show individual z slices.

Recently, two preliminary reports have shown that WT P. aeruginosa and Myxococcus xanthus cells can form multiple layers of horizontally aligned cells when moving collectively using pili-based motility\textsuperscript{26,27}. While we also observe that both WT and ΔpilH cells form these terrace-like structures at the very edge of our colonies (Extended Data Fig. 10c), their morphology and distribution is very different to the verticalized rosettes, which occur deeper within the colony and are dominated by the faster-moving ΔpilH cells. Nevertheless, these new studies contribute to our understanding of the diverse physical mechanisms that dictate the architecture of bacterial colonies and further illustrate how they can serve as model systems of active matter\textsuperscript{19,22,25,26–29}.

Our results show that the physics of active liquid crystals can exert a fundamental limit on the speed of motility within crowds of bacteria. Cells that exceed this critical threshold form high-velocity comets that are unstable to verticalization upon collision, causing fast-moving cells to become trapped within the interior of colonies where nutrients are scarce\textsuperscript{25}. However, bacteria that move more slowly as individuals are able to avoid this fate and collectively expand faster. In the race into new territory, the physical processes we describe therefore favour bacteria that exercise restraint by moving slowly and prudently.
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Methods

Bacterial strains and fluorescent labelling. The clean deletion mutants and the corresponding WT strains used in this study were labelled with either cyan fluorescent protein (CFP) or yellow fluorescent protein (YFP) using a Gmn mini-Tn7 vector, using a three-strain mating protocol. Briefly, P. aeruginosa colonies were grown overnight at 42 °C on an LB (Lennox, 20 g l⁻¹, Fisher Scientific) plate containing 1.5% (w/v) agar (Difco brand, BD). These were then mixed with both the mini-Tn7 donor Escherichia coli strain and an SM10 λpir E. coli helper strain on the surface of a fresh LB agar plate. The resulting mixed three-strain plate was incubated overnight at 30 °C. Cells were then resuspended in liquid LB and transformants selected on LB agar plates containing both gentamicin (30 mg l⁻¹) and kanamycin (25 mg l⁻¹). The resulting CFP- and YFP-labelled strains were then directly competed with unlabelled strains to confirm that the impact of the labelling process on growth rate and motility was negligible (Extended Data Fig. 8a).

Bacterial cell culture. We streaked –80 °C freezer stocks onto LB agar plates and incubated them overnight at 37 °C. Single colonies were picked and grown overnight in liquid LB at 37 °C under continuous shaking. The following day, overnight cultures were diluted 30-fold in fresh LB broth and returned to the overnight in liquid LB at 37 °C under continuous shaking. The following day, process on growth rate and motility was negligible (Extended Data Fig. 8a).

We prepared subsurface colonies using a protocol similar to Subsurface assays.

grey in the merged brightfield/YFP images (Fig. 2a).

While individual CFP- and YFP-labelled cells can easily be distinguished in the monolayer of subsurface colonies (Fig. 2g), surficial colonies are thicker, incubated overnight using the Zeiss zoom microscope, which allowed us to distinguish YFP- and CFP-expressing CFUs after 48 h of incubation. Whole surficial colonies were scraped, diluted, spread onto LB plates and incubated overnight. We again used the Zeiss stereo zoom microscope (‘Zeiss zoom’). Specifications of these instruments are provided in Supplementary Table 1.

Surficial colony competition assays. Surficial colonies were inoculated with a liquid culture containing an equal fraction of two different strains, as described above. We spotted 10 μl exponential phase culture onto a freshly poured 1.5% (w/v) LB agar plate and sealed the plate lids with Parafilm (Bemis) to prevent evaporation. The surficial colonies in which we evaluated the distribution and orientation of cells using scanning laser confocal microscopy (Extended Data Fig. 2b,c) were incubated at a temperature for 16 h, ensuring that the colony was still sufficiently thin that its entire thickness could be imaged. In contrast, the surficial colonies used to quantify the relative fitness of WT/ΔpilH cells and their macroscopic distribution (Fig. 2a,b) were incubated at room temperature for 48 h.

We calculated the average number of cell divisions of each strain over the 48 h of competition using the expression:

$$\text{Number of cell divisions} = \log_2 \left( \frac{\text{Number of cells of strain inoculated onto surface}}{\text{Number of cells of strain incubated in controls inoculated at time 0}} \right).$$

(1)

We measured the number of cells of each strain used to inoculate the surface by diluting the mixed liquid cultures used for inoculation and then spreading them onto LB plates. The resulting colonies were counted manually after incubation overnight using the Zeiss zoom microscope, which allowed us to distinguish YFP- and CFP-expressing colony forming units (CFUs).

A similar technique was used to estimate the number of cells of each strain in each colony after 48 h of incubation. Whole surficial colonies were scraped, resuspended in fresh media and vortexed. The resulting suspensions were then diluted, spread onto LB plates and incubated overnight. We again used the Zeiss zoom microscope to manually enumerate the number of CFUs expressing either YFP or CFP.

We imaged the colonies after 48 h of competition to visualize the distribution of the two different strains. P. aeruginosa natively produces secretion signals called siderophores that have excitation and emission spectra similar to CFP33,34. While individual CFP- and YFP-labelled cells can easily be distinguished in the monolayer of subsurface colonies (Fig. 2g), surficial colonies are thicker, incubated for longer and must be imaged with lower-resolution objectives (owing to the lack of a coverslip). These three factors made it difficult to distinguish CFP-labelled cells from the secretions in surficial colonies. To circumvent this problem, we imaged surficial colonies using a combination of brightfield and YFP fluorescence, such that regions with a larger fraction of CFP cells appeared darker grey in the merged brightfield/YFP images (Fig. 2a).

Subsurfac assays. We prepared subsurface colonies using a protocol similar to one previously described33. Briefly, a pad of LB agar was cut from a freshly poured plate and transferred to a glass slide. We used an agar concentration of 0.8% (w/v), unless otherwise specified (Extended Data Fig. 10). The pad was spotted with 1 μl of bacterial culture adjusted to an optical density of OD₆₀₀ = 0.05, which was then allowed to dry until fully evaporated. The pad was then carefully inverted and placed into a coverslip-bottomed Petri dish (175-μm coverslip thickness, MatTek), sandwiching the cells between agar and the glass coverslip. By fully enclosing the agar pads, these dishes prevented evaporation and agar shrinkage over the course of the experiment. We found it was essential to use freshly poured agar to ensure consistency between experiments. We note that the bacterial culture was spotted onto the side of the agar that was facing up when it was initially poured (that is, the side that was exposed to air rather than the side against the plastic Petri dish).

Experiments with cells that lack pil (ΔpilBΔpilF; Fig. 1f,g) and flagella (ΔflgCΔflgN): Extended Data Fig. 1a,b) indicate that the cells in our assays move saprophytically via pili-based motility. While cells can swim in agar at low concentrations2, we found that the lowest concentration of agar used in our experiments (0.8%) suppressed flagella-based motility. ΔflgC cells, which lack flagella, form subsurface colonies under 0.8% agar that actually expand at a faster rate than WT cells, verifying that the colony expansion observed in our assay is not driven by flagellar motility (Extended Data Fig. 1a,b). This finding is consistent with previous work that shows mutants lacking flagella exhibit more rapid twitching motility than WT cells50, probably because flagella tend to adhere to surfaces.

A detailed description of each type of assay performed in the subsurface environment is provided in Supplementary Methods.

Imaging rosette formation. Quantifying the movement of both defects and individual cells during the process of rosette formation (Fig. 4d-f, Extended Data Fig. 7 and Supplementary Video 9) was exceptionally challenging, as it required imaging the monolayer at high spatial resolution (×63 magnification, two frames per second) at precisely the time and place that rosettes begin to form. It was difficult to estimate a priori where rosette formation would occur and thus where to place the Zeiss inverted microscope's relatively small field of view to capture these events.

To maximize our chances of success, we inoculated multiple ΔpilH-YFP/ WT-CFP subsurface colonies with 10 μl of culture at a range of different optical densities (OD₆₀₀) in a six-well coverslip-bottomed plate (175-μm coverslip thickness, MatTek). We then imaged the monolayer of each colony in turn, starting from the colony initiated with the culture at the highest optical density. As rosettes form earlier in colonies inoculated at higher densities, this provided multiple opportunities to image the monolayer precisely at the moment that rosette formation begins.

Initially, we attempted to take time-lapse images of rosette formation using fluorescent confocal microscopy so we could use their YFP and CFP labels to continuously follow how the two strains were distributed. However, this bleached the cells and adversely affected their movement. Instead, we imaged the dynamics of rosette formation using brightfield microscopy for a period of 1 h (Supplementary Video 9). After rosettes had formed, we then immediately switched over to fluorescent confocal imaging, which allowed us to quantify the distribution and orientation of the two different strains within the same rosette (Fig. 4f). Both brightfield and confocal microscopy were performed on the Zeiss inverted microscope.

Liquid culture competition assay. To compare the growth rate of mutants (Extended Data Fig. 8b), we grew the different strains in liquid culture and estimated their fitness relative to a WT reference strain by counting CFUs. We mixed a CFP-labelled WT reference strain with YFP-labelled ΔpilH, ΔpilB and WT test strains in a 1:1 ratio. Liquid cultures were started at OD₆₀₀ = 0.02 and placed in a shaking incubator at 23 °C, the same temperature used in the subsurface colony experiments. We counted the number of YFP- and CFP-expressing CFUs after t = 0, 210 and 420 min of competition to calculate the relative fitness, w, of the YFP test strain compared with that of the CFP control:

$$w = \frac{\ln(C_{Y}(t)/C_{Y}(0))}{\ln(C_{C}(t)/C_{C}(0))}$$

(2)

where C₃(0) and C₅(0) are respectively the numbers of YFP and CFP cells measured at the beginning of the competition, and C₃(t) and C₅(t) are the numbers of YFP and CFP cells at time t.

Measurement of cell length in liquid cultures. To measure the lengths of cells in liquid culture (Extended Data Fig. 6a), we combined exponentially growing cultures of ΔpilH-YFP and WT–CFP at a 1:1 ratio. These were fixed with 3% paraformaldehyde and then diluted in phosphate buffered saline (Fisher Scientific) in 96-well plates with optical bottoms (Nunc brand, Thermo Scientific). We then imaged fixed plates to count total optical bottoms of the wells and imaged them in brightfield, YFP and CFP channels at ×63 magnification using the Zeiss inverted microscope. Cell lengths were then measured using our FAST software (see below).

Quantification of subsurface colonies. Our automated measurements of colony edge positions (Figs. 1g and 2d and Extended Data Figs. 1a,b and 9b), cell-packing fractions (Fig. 2e and Extended Data Fig. 10a) and strain composition (Fig. 2f and Extended Data Figs. 9c and 10b) were performed using custom MATLAB (Mathworks) scripts, which have been made publicly available as
The colEDGE package (see Code availability statement below). For a detailed description of the techniques used in this package, see the Supplementary Methods and Supplemental Fig. 1.

Single-cell tracking. We attempted to use existing software packages to track movement of individual cells within the monolayer of our subsurface colony experiments. As a single monolayer image can contain more than 10,000 cells, we found existing software packages (most of which are designed for tracking sparse objects at low density) were prohibitively slow and/or were incapable of correctly segmenting individual cells when they are tightly packed together. Obtaining an accurate segmentation under these densely packed conditions is particularly challenging because the boundaries that separate neighbouring cells tend to be both thin and very faint.

To overcome these problems, we developed a new MATLAB-based tracking platform named FAST (Feature-Assisted Tracker). In brief, FAST uses a standard tracking by detection framework15. First, individual cells are isolated from their neighbours using a sequence of segmentation routines. Next, we measure the ‘features’ of each cell within each frame (including cell position, orientation, morphology and fluorescence intensity). Finally, we use these features to follow individual cells between frames using an algorithm that automatically trains itself using unsupervised machine learning to optimize tracking based on the available feature information.

In the segmentation stage, we use brightfield images to identify individual cells in the monolayer. Our software uses a combination of automated ridge detection12, topographic watershed21 and intensity thresholding to generate black and white binary images of cells that are not connected to one another. Using this binary image as a mask, we then extract each cell’s features from the original brightfield image.

Tracking is achieved via a two-stage algorithm. In the first stage, a low-fidelity nearest-neighbour tracking algorithm is used to generate a set of putative links between objects in consecutive frames. The subset of links with the smallest corresponding frame–frame object displacements is then classified as ‘correct’, typically forming around half of the total putative links. This subset forms the training dataset. Statistical parameters are then extracted from this training dataset, allowing us to quantify how robust each feature is as a marker of object identity and thus quantify its utility in linking objects between sequential frames.

In the second stage of the tracking algorithm, these measurements are used to dynamically adjust the weighting of each feature such that unreliable features have a reduced weighting compared with more reliable features. Tracking is then repeated, using these reweighted features as inputs. This approach allowed us to obtain extremely large tracking datasets, for example, yielding a total of 161,769 cell trajectories for a single video of the WT monolayer.

We note that while FAST has primarily been developed for tracking of single cells in dense monolayers, its capabilities can also be leveraged to analyse other datasets. For example, FAST can also be used to track topological defects through time and space (see following section).

Detection and analysis of topological defects. Comets and trefoils occur at singularities in cell orientation. Our automated approach for locating these singularities is similar to that described in ref. 15. In the first stage, we used the Orientation plugin for Fiji to measure the local orientation of cells using the tensor method16. Experimental images of the monolayer were loaded into Fiji and directly analysed using Orientation15. For consistency, we also used the same defect analysis pipeline to analyse the output of our 2D SPR model: a time series of images was created by drawing rods as grey ellipses on a white background. These images were then processed using Orientation15 in the same way as for our experimental images. To facilitate direct comparison between our experiments and simulations, we set the size of the structure tensor window, which defines the spatial scale over which the orientation field is calculated, to a length equivalent to two cell/rod widths. This process yields the orientation of cells, \( \theta = -\pi/2, \pi/2 \) at each pixel in the input image (Fig. 3b).

The position, orientation and topological charge of defects was quantified using our custom package known as Defector (see Code availability statement below and Supplementary Methods). We next used FAST to track the movement of defects using these three quantities as ‘features’ (see above). To reduce noise, defects that were present for fewer than five timepoints were excluded from our analyses. This analysis yielded a total set of 1,344 trefoil trajectories and 1,382 comet trajectories. The RMSD of tracked trefoils and comets was calculated using:

\[
\text{RMSD} = \sqrt{\langle x(t) - t \rangle^2 + \langle y(t) - t \rangle^2 + \langle z(t) - t \rangle^2},
\]

where \( t \) is the lag time, \( x, y \) is the position of the defect, and \( \langle \cdot \rangle \) denotes an ensemble average across all times \( t \) and across all defect trajectories.

True to its name, pili-based ‘twitching’ motility is jerky and highly unsteady, owing to the stochastic retraction and detachment of individual pili17-19. Obtaining a reliable measure of cell movement around defects thus required averaging of data across a large number of defects and cell trajectories so that the stochastic component of each cell’s movement was averaged out.

To accomplish this, we first tracked the movement of defects and cells independently from one another. Next, we transformed the coordinate system of each cell trajectory so that its origin and orientation were measured relative to the centre and orientation of a nearby defect. This allowed us to combine cell trajectories collected from around a large number of different comet and trefoil defects. After the cell trajectories were aligned with one another in the same reference frame, we averaged the cell velocities in a 2D array of bins. The size of each bin was 3.2 \( \mu \text{m} \times 3.2 \mu \text{m} \). All velocity measurements were made with respect to the laboratory reference frame, not the reference frame of the defect.

We calculated the flow field around defects in the SPR model in the same way as for the experiments, though rod trajectories were obtained directly from the model output, rather than from our FAST tracking software. To facilitate direct comparison between the SPR model and experiments, we normalized the flow-field velocities around defects by dividing them by the average speed of all cells within the simulation or field of view, respectively.

Quantification of collective cell motility during rosette development. While our FAST software can track horizontally oriented cells in the monolayer of colonies, once cells had reoriented perpendicular to the surface it was exceedingly difficult to distinguish individual cells. Instead of single-cell tracking, we therefore characterized the collective movement of cells during rosette formation using a technique known as particle image velocimetry (PIV), which operates on a coarse-grained level and does not require the segmentation of individual cells.

PIV analysis was conducted on a 1-h-long time series of \( x \times 363 \) magnification images recorded during the process of rosette formation. Images were pre-processed using contrast normalization and manually stabilized to remove thermally induced drift in the x–y plane. The resulting images were analysed using PIVlab, an open-source MATLAB-based software22. We filtered our results using PIVlab's built-in tools to remove spurious data points. Specifically, velocity vectors that exceeded 0.6 \( \mu \text{m} \text{s}^{-1} \) were removed and replaced with velocities interpolated from neighbouring points, which helped to reduce the noise in the resulting measurements of instantaneous velocity were then averaged over the entire 1 h period (Fig. 4e and Extended Data Fig. 7a).

SPR simulations. Our individual-based SPR simulations are based on a previously described model15,16,23. In brief, cells are modelled as rigid rods, which repel each other through an interaction potential, \( U \). In addition, rods are self-propelled by a force, \( F \), acting along their axis. In the 2D SPR model used to generate Fig. 3d, the equations of motion that determine how the position \( r_i \) and orientation \( \theta_i \) of rod \( i \) changes over time are given by:

\[
f_i \frac{\partial \mathbf{r}_i}{\partial t} = -\frac{\mathbf{r}_i}{\mathbf{r}_i^2} + \mathbf{u}_i, \quad (4a)
\]

\[
f_i \frac{\partial \mathbf{u}_i}{\partial t} = -\frac{\mathbf{u}_i}{\mathbf{u}_i^2}, \quad (4b)
\]

where \( f_i \) is the translational friction tensor, \( \phi_i \) is the rotational friction constant and \( \mathbf{u}_i \) is the orientational unit vector (\( \mathbf{u}_i = (\cos(\theta_i), \sin(\theta_i)) \)).

During rosette formation, cells can reorient out of the plane. To model this process, we give the rods in our simulations an additional degree of freedom, by allowing them to change their polar angle \( \phi \) with respect to the 2D plane. The equation of motion for \( \phi \) is similar to that for the azimuthal angle \( \theta \), but must additionally take into account the elastic restoring force imposed by the overlying agar and extracellular polymeric secretions that act to keep cells oriented flat against the surface24,25. Taking these into account, we arrive at the third equation of motion:

\[
f_i \frac{\partial \mathbf{u}_i}{\partial t} = -\frac{\mathbf{u}_i}{\mathbf{u}_i^2} + \frac{k}{\mathbf{u}_i^2} \cos \phi_i \sin \phi_i, \quad (5)
\]

where \( k \) is the stiffness of the overlying substrate and \( l_i \) is the length of the rod. This additional governing equation is used in the simulations presented in Fig. 4a–c and Extended Data Figs. 5 and 6b–e. Further details about these simulations and a more detailed derivation of equation (5) can both be found in Supplementary Methods.

Reporting Summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.

Data availability. Source data for Figs. 1–4 and Extended Data Figs. 1, 3–6 and 8–10 are provided with the paper. In addition, the data that support the findings of this study can be accessed at https://doi.org/10.15131/shel.data.12735251.v1.

Code availability. The FAST cell-tracking package can be accessed at https://doi.org/10.5281/zenodo.3630641, with extensive documentation on its use and functionality available at https://mackdouglas.shof.sh/FAST_DokuWiki/dokuwiki. The Defector defect detection package is available at https://doi.org/10.5281/zenodo.3974873, while the colEDGE colony composition package can be accessed.
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Extended Data Fig. 1 | In the subsurface environment, colonies composed of cells lacking flagella expand faster than those of WT cells, while pili-based chemotaxis mutants display little, if any, motility. **a, b.** Measurements of the colony radius, $r_{\text{sub}}$, and colony expansion rate, $\frac{dr_{\text{sub}}}{dt}$, for the wild-type (WT, black, $n = 5$), a non-flagellated mutant (ΔflgK, cyan, $n = 3$) and a mutant previously shown to be incapable of performing pilus-based chemotaxis in microfluidic devices (ΔpilG, green, $n = 3$). Thick lines indicate the mean of $n$ different colonies. Comparison of ΔflgK and WT data indicate that flagella actually hinder colony expansion. We speculate this is because flagella actively stick to surfaces, increasing the cells’ resistance to movement. **c,** Single-cell speed distributions of WT ($n = 347$) and ΔpilG cells ($n = 483$) when mixed together at low cell density. The speed of solitary ΔpilG cells was significantly smaller than that of solitary WT cells ($p < 10^{-88}$, Mann-Whitney U test), demonstrating that the slow expansion of ΔpilG colonies is caused by a more general defect in their motility, rather than a lack of chemotaxis. ΔpilG cells express few pili, which likely impedes their ability to move in high friction environments like those found in agar-based subsurface assays.
Extended Data Fig. 2 | See next page for caption.
Extended Data Fig. 2 | Cells have similar orientations in both subsurface and surficial colonies. a, Surficial and subsurface colonies of YFP labelled WT cells were grown for 24 h at room temperature and then imaged using confocal microscopy (Methods). Both subsurficial (upper row) and surficial (lower row) colonies have a ‘monolayer’ of cells lying flat against the surface at their periphery, a ‘dense’ region where most cells are vertically standing up on end at their center, and a ‘transition’ region where some cells are standing up between the colony edge and center (Fig. 1b–d). We note that subsurface colony images shown here are the same as those presented in Fig. 1d, but are reproduced here to facilitate direct comparison. b, Volumetric projections of a confocal image of a surficial colony inoculated with equal fractions of WT-CFP and ∆pilH-YFP cells. In the upper projection, the three-dimensional image is tilted to show the upper air-exposed surface of the colony, while in the lower projection the image is tilted in the opposite direction to show the side of the colony facing the agar. As the thickness of surficial colonies increases over time, we imaged the colony 16 h after inoculation while it was still sufficiently thin to visualise its entire depth using confocal microscopy. Each edge of the imaged region is 170 µm long. A zoomed-in view of the region within the orange boxes (c) shows that nearly all of the vertically oriented cells protruding into the agar below are ∆pilH-YFP cells, while WT-CFP cells tend to remain horizontal along the air-exposed surface. Orthogonal views show cross sections through the colony at the locations marked by the red lines. These images demonstrate that ∆pilH tends to form structures in surficial colonies similar to those observed in subsurface colonies (Fig. 4f).
Extended Data Fig. 3 | ΔpilH cells move faster than WT cells. Cells in the monolayer of ΔpilH colonies move faster than those in WT colonies (Fig. 1e, reproduced in a). However, ΔpilH monolayers are also observed to have a smaller packing fraction than WT monolayers (a, inset). To test if the variation in cell density could confound our analyses, we also performed a separate experiment in which ΔpilH and WT cells were mixed together at low density. Separate fluorescent markers were used to distinguish strains (b, inset). This confirmed that ΔpilH cells move more quickly than WT cells when the two are at equal density (p < 10^{-15}, Mann-Whitney U test). All experiments shown were performed using the subsurface assay.
Extended Data Fig. 4 | Automated analysis of defects reveals differences between the collective motility of WT and Δ pilH monolayers. a, We used automated defect detection to count the number of comets/trefoils in monolayers of both genotypes and normalized these by the area of the field of view (Methods). Averaging over time, we found that WT monolayers contain 79% more defects than Δ pilH monolayers. Fluctuations in the numbers of comets and trefoils closely follow one another, as predicted by the Poincaré–Hopf theorem which requires that the total topological charge of the system must remain fixed. b, This relationship was quantified further by calculating the normalized cross-correlation between comet and trefoil density. The maximum cross-correlation occurs at a lag time of zero for both strains, indicating that comet/trefoil pairs are created and annihilated instantaneously. This matches predictions made by previous SPR simulations. c, Timeseries of Δ pilH and WT monolayers were processed to obtain measurements of the average flow of cells around comets and trefoils as for Fig. 3d. While the same characteristic flow structures were observed in both strains, we observed that the magnitude of the flow velocity was larger for the Δ pilH monolayer. This is consistent with Δ pilH monolayers having a larger activity than WT monolayers.
Extended Data Fig. 5 | Rods that propel themselves with larger forces are more likely to become vertically oriented, which disrupts collective movement. 

**a.** Measurements of the average rod speed as a function of time in three different simulations, each of which contains a uniform population of \( N = 1600 \) rods with an aspect ratio of \( a = 4 \) and a self-propulsive force, \( F \). Although rods with \( F = 1.5 \) collectively move faster than rods with \( F = 0.5 \), increasing the propulsive force to \( F = 3 \) causes collective speed to sharply decline over time. 

**b.** Snapshots of simulations shown in **a** at steady state. Rods are color-coded by their orientation with respect to the surface, \( \phi \), such that rods lying flat against the surface are shown in red, while those orthogonal to the surface are shown in blue. Rods with larger \( F \) are more likely to stand on end, disrupting their capacity to move. 

**c.** We then performed independent simulations for different values of \( F \) and plotted the average rod speed and proportion of rods oriented orthogonal to the surface at steady state (Methods). This shows that the mean speed of the collective peaks at intermediate \( F \), with larger values of \( F \) causing rods to become vertically oriented. We denote the force that generates the maximum mean rod speed as \( F_v \). Values of \( F \) for simulations shown in **a** and **b** are denoted by coloured arrows. Our results show that out of plane cell rotation places an upper limit on how much propulsive force can be exerted within collectives. Lines and error bars show the mean and standard deviation of three simulations with different (random) initial conditions.
Extended Data Fig. 6 | ΔpilH cells are longer than WT cells, which stabilizes them against verticalization but increases their representation in rosettes when mixed with a shorter genotype. a, Boxplots of lengths of WT (black) and ΔpilH (orange) cells mixed together in a high-density subsurface colony (‘Monolayer’, WT n = 223, ΔpilH n = 218), a low-density subsurface colony (‘Low-density’, WT n = 114, ΔpilH n = 84), and in liquid culture at exponential phase (‘Liquid’, WT n = 60, ΔpilH n = 34) (Methods). The ΔpilH cells were significantly longer than WT cells in all three environments (* = p < 10⁻³, ** = p < 10⁻¹, Mann-Whitney U test). Boxplots indicate the median (central white rings), interquartile range (box limits), 1.5x interquartile range (whiskers) and outliers (individual circles). b, Average rod speed at steady state in 3D SPR monolayer simulations for rods with different propulsive forces, F, and rod aspect ratio, a. All rods in a given simulation have identical parameters. c, Proportion of rods oriented vertically at the end of simulations shown in b. d, Steady-state velocity and verticalization measurements for simulations in which a ‘mutant’ population of rods that are propelled by a variable force F₂ and with a fixed aspect ratio a₂ = 5 interacts with a ‘wild-type’ population with F₁ = Fᵥ = 1.5 (fixed), a₁ = 4 (fixed). These simulations are similar to the ones shown in Fig. 4b, except the two populations of rods also have different aspect ratios. Error bars in b–d indicate the standard deviation of three separate simulations, each with a different random initial configuration. e, A rosette spontaneously generated in co-culture simulation with parameters F₁ = 1.5, a₁ = 4, F₂ = 5 and a₂ = 5 illustrates how the longer length of the mutant enhances its representation in rosettes (compare with Fig. 4c and see Supplementary Notes).
Extended Data Fig. 7 | Rosettes drive convergent flow in a mixed WT/Δ pilH subsurface colony and have a topological charge of +1. a, We used particle image velocimetry (PIV) to quantify collective cell movement in a monolayer of cells over a period of 60 min. The divergence and streamlines of the temporally averaged velocity field reveal that cells locally accumulate (indicated by negative divergence) at rosettes (purple stars). b, A timeseries of brightfield images during rosette formation illustrates this process (also shown in Fig. 4d–f and the first part of Supplementary Video 9), with increasing numbers of cells becoming verticalized and trapped within the boundary of the rosette core (white circles) over time. By calculating the director field of these images (Methods), we can calculate the topological charge $n$ around the core of the rosette (c, white circular arrows). At all timepoints, the charge of the rosette is equal to +1. In a, the region shown in the second part of Supplementary Video 9 is indicated with a white dashed box.
Extended Data Fig. 8 | Neither labelling cells with constitutively expressed fluorescent proteins nor the deletion of pilH or pilB has an appreciable impact on the intrinsic growth rate of cells. **a,** The leading edge of six different subsurface colonies inoculated with equal fractions of CFP labelled and unlabelled strains (left), YFP labelled and unlabelled strains (middle), and CFP labelled and YFP labelled strains (right) after 16 h of incubation at room temperature. WT and ΔpilH colonies are shown on the upper and lower rows respectively. In all six colonies, near equal proportions of each cell type are present at the colony’s leading edge indicating that expression of a fluorescent label has a negligible impact on each strain’s competitive ability. Unlabelled strains are imaged using brightfield and appear grey. **b,** Relative fitness of three YFP labelled test strains (WT, ΔpilH and ΔpilB) compared to a CFP labelled WT reference strain mixed together in liquid culture. The relative fitness of each test strain was not significantly different from 1 at either 3.5 or 7 h post-inoculation (p > 0.05, one sample t-test, n = 3, Methods). Error bars indicate standard deviation of 3 replicates.
Extended Data Fig. 9 | Differences in motility, rather than differences in cell-cell adhesion, drive changes in strain composition at the front of subsurface colonies. a, Images of the leading edge of a subsurface colony initialised with equal numbers of ΔpilB-YFP and WT-CFP cells at 150, 250, 350 and 450 minutes after the start of imaging, processed as shown in Supplementary Fig. 1i. During colony expansion (b) a small number of non-piliated ΔpilB cells were observed to be dragged along by motile WT cells. However, over time the number of ΔpilB cells near the edge of the colony gradually declined (c). These results are in stark contrast to those of equivalent Neisseria gonorrhoea colonies, where non-piliated cells are pushed to the colony edge due to decreased intercellular adhesion24. Thick lines in b and c indicate the mean of three separate colonies. We note that N. gonorrhoeae cells are spherical, a shape which is predicted to produce a jammed state in dense collectives15. In contrast, steric interactions between rod-shaped P. aeruginosa cells produce local nematic alignment, which permits collective motility and likely explains why motility is dominant over adhesion in this system.

d, ΔpilH cells are hyperpiliated, which has been shown to increase cell-cell adhesion in other systems24,25. We tested for the importance of this effect by measuring the mean speed of previously solitary ΔpilH cells as they came into contact with one another (orange line, n = 41) and the mean speed of ΔpilH cells already in contact as they moved apart (red, n = 47). If cells actively adhered to each other, we would expect them to slow down after contacting one another and increase their speed after moving away from one another (Supplementary Notes). We find that cell speed peaks at t = 0, which corresponds to the time point at which cells either make or break contact. However, in both cases we observed that there was no appreciable change in cell speed before or after either event, indicating that ΔpilH cells do not appreciably adhere to each other.
Extended Data Fig. 10 | Stiffer agar suppresses rosettes, increasing the fraction of \( \Delta \)pilH cells at the front of mixed WT/\( \Delta \)pilH colonies as they expand.

a, Subsurface colonies prepared with 0.8% (red), 1.2% (purple) and 1.6% (blue) agar were inoculated with equal fractions of WT-CFP and \( \Delta \)pilH-YFP cells. Cells in colonies prepared with 1.6% agar are predicted to experience an approximately four-fold larger stabilizing torque compared to those with 0.8% agar, which acts to resist the formation of vertically oriented rosettes (Supplementary Notes). Here, we plot the packing fraction, \( \rho \), at the front of colonies as they expand across the surface, aligning each by the radius at which the front becomes fully packed with cells, or confluent (\( r_c \)). This collapses data from all colonies onto a single curve and allows us to control for variation across replicates (Supplementary Notes). b, Measurements of the \( \Delta \)pilH to total cell fraction, \( f_H \), at the colony front shows that stiffer agar allows \( \Delta \)pilH cells to migrate greater distances. The inset shows \( f_H \) at \( r_{SUB} - r_C = 1200 \mu m \), the final position for which data is available for all replicates. We find that \( f_H \) is positively correlated with agar concentration at this position (\( p < 0.005, n = 9 \), Spearman’s rank correlation test), demonstrating that stiffer substrates allow \( \Delta \)pilH cells to migrate further when competed against WT cells.

c, The increased persistence of \( \Delta \)pilH cells can readily be observed in representative images of the front of 0.8% (top), 1.2% (middle) and 1.6% agar (bottom) colonies. Dashed lines indicate the corresponding positions in a and b. d, e, Images of the region behind the front at the confluency time \( t_C \) and \( t_C + 100 \) min in colonies prepared with 0.8% (d) and 1.6% (e) agar. With 0.8% agar, \( \Delta \)pilH cells form numerous discrete, tightly-packed rosettes. With 1.6% agar, \( \Delta \)pilH cells still form aggregations but remain horizontally oriented, allowing them to escape and form plume-like patterns. To improve clarity, only YFP-expressing \( \Delta \)pilH cells are shown in d and e. Thick lines in a, b show the mean of three separate colonies.
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