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Abstract

In this paper we define several notions of term expansion, used to define terms with less sharing, but with the same computational properties of terms typable in an intersection type system. Expansion relates terms typed by associative, commutative and idempotent intersections with terms typed in the Curry type system and the relevant type system, terms typed by non-idempotent intersections with terms typed in the affine and linear type systems and terms typed by non-idempotent and non-commutative intersections with terms typed in an ordered type system. Finally, we show how idempotent intersection is related with the contraction rule, commutative intersection with the exchange rule and associative intersection with the lack of structural rules in a type system.
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1 Introduction

In the Curry Type System \[12,13,23,22\] each assumption about the types of free variables may be used several times or not used at all. This can be achieved either by considering a set of type assumptions used in the type derivation, or a list of type assumptions and the existence of three structural rules in the type system: exchange, weakening and contraction. The exchange rule guarantees that the order in which we write variables in the basis is irrelevant. The second structural rule, weakening, indicates that we may safely add extra (unneeded) assumptions to the basis. The third structural rule, contraction, states that if a term is typed using two identical assumptions then it is also typed using a single assumption. This led to the definition of a substructural type system as type systems where the use of type assumptions is limited by the lack of one or more of the structural rules. Substructural type systems in general, have a precise relation (by the Curry-Howard correspondence) with substructural logics \[29\]. A substructural logic is a logic where also one or more of the structural rules do not hold. Examples of well-known substructural logics include linear logic \[21\] and relevant logic \[3\]. A survey of prescriptive substructural type systems
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(a la Church) and its use to the control of memory resources can be found in [32]. Here we will use a descriptive view (a la Curry) of substructural type systems. Being restrictions to the Curry Type System, substructural type systems type less terms than the Curry Type System.

In the opposite direction we have Intersection Type Systems [10,11,6]. They characterise exactly the set of strongly normalising terms and thus they type more terms than the Curry type system [12] or the type system of pure ML or core Haskell [14]. Applications in programming language theory cover a variety of diverse topics including the design of programming languages [30], program analysis [26], program synthesis [19], and extensions such as refinement and union types [20,16,15]. But the huge expressive power of intersection types comes with a price. Type theoretic problems such as type inference and inhabitation are undecidable in general [31,5].

In this paper we will address the following problem: to which extent can we approximate a term typed in the intersection type system by terms typable in a simpler type system, such as the Curry Type System or a substructural type system?

Let us look to the term \( T \equiv (\lambda x.xx)I \), where \( I \) is the identity function \( \lambda x.x \). This term has type \( \alpha \rightarrow \alpha \) which does not involve intersections, although it is not typable in the Curry Type System nor in any substructural type system, because it has a non-typable subterm. The problem is the sharing of variable \( x \) in \( xx \), where the two shared occurrences have non-unifiable types. Now notice that there is a term, \((\lambda x_1x_2.x_1x_2)\text{II}\) typable with the same type in the Curry Type System and several substructural type systems. This term uses less sharing than \((\lambda x.xx)I\) in the sense that each occurrence of a shared variable in \((\lambda x.xx)I\) corresponds to a distinct variable in \((\lambda x_1x_2.x_1x_2)\text{II}\).

The present work borrows some inspiration from previous works on linearization of the \(\lambda\)-calculus [24,17,1] and aims to contribute to this line of research providing a uniform simple framework for addressing linearization related problems. Picking up on work in [17] we here extend the notion of term expansion to the Curry Type System and four substructural type systems: relevant, affine, linear and ordered type systems. Under this uniform framework we show that one can define terms with less sharing, but with the same computational properties of terms typable in an intersection type system. We will then show how we can tune the degree of sharing by choosing different algebraic properties of the intersection operator.

The paper is organized as follows. Section 2 presents the type systems used in the paper and sets the ground for subsequent developments. Section 3 presents several definitions of term expansion tuned by different algebraic properties of intersection types. We first use a notion of expansion based on associative, commutative and idempotent intersection types and show how it relates intersection typed terms with terms typed in the Curry type system and the relevant type system. Then we use non-idempotent intersection types to expand terms into linear and affine terms. Finally we use non-idempotent and non-commutative intersections and show that expanded terms are typed in an ordered type system. We further show the correctness of all these notions of expansion in the sense that they are closed by reduction, meaning that the expansion of the normal form of a term \( M \) is the normal form of the expansion of \( M \). A compilation of results for different algebraic properties of intersection types can be found in the conclusions.

## 2 Type Systems

The type systems used here are defined for the the \(\lambda\)-calculus. We will first recall the Curry Type System [12,13] using a logic with explicit structural rules and lists of assumptions instead of the usual presentation without structural rules but using sets of assumptions. From now on, in the rest of the paper, terms of the \(\lambda\)-calculus are considered module \(\alpha\)-equivalence and we assume that in a term \( M \) no variable is bound more than once and no variable occurs both free and bound in \( M \). An infinite sequence of type-variables is assumed to be given. Simple types are expressions defined thus: (1) each type-variable is a simple type; (2) if \( \sigma \) and \( \tau \) are simple types then \( (\tau \rightarrow \sigma) \) is a simple type. Type-variables are denoted by \( \alpha, \beta \) and arbitrary types are denoted by \( \tau, \sigma \). In both cases we may use or not number subscripts. Parentheses will often be omitted from types, assuming that the arrow is right associative. A finite list of pairs of the form \( x: \tau \) (here called assumptions), where \( x \) is a type variable and \( \tau \) is a simple type, is consistent if and only if the term variables are all distinct. A basis is a consistent finite list of pairs of the form \( x: \tau \), where \( x \) is a term variable and \( \tau \) is a simple type. The \( \cdot \) operator appends a pair to the end of the list. The list \( (\Gamma_1, \Gamma_2) \) is the list that results from appending \( \Gamma_2 \) onto the end of \( \Gamma_1 \). We will use the notation \( M: \sigma \) meaning that term \( M \) has type \( \sigma \) and \( \Gamma \vdash M: \sigma \) to denote that \( M: \sigma \) holds assuming the type
The Curry Type System is defined by the following rules:

**Axiom and Structural Rules:**

\[
\begin{align*}
\text{Axiom} & : \quad x : \tau \vdash x : \tau \quad (\text{ax}) \\
\text{Structural Rules} & : \\
\Gamma_1, x : \tau_1, y : \tau_2, \Gamma_2 \vdash M : \sigma & \quad \Rightarrow \quad \Gamma_1, y : \tau_2, x : \tau_1, \Gamma_2 \vdash M : \sigma \quad (\text{ex}) \\
\Gamma_1, \Gamma_2 \vdash M : \sigma & \quad \Rightarrow \quad \Gamma_1, x : \tau, \Gamma_2 \vdash x/x_1, x/x_2 M : \sigma \quad (\text{ctr})
\end{align*}
\]

**Logical Rules:**

\[
\begin{align*}
\Gamma, x : \tau_1, M : \tau_2 \vdash & \quad \Rightarrow \quad \Gamma \vdash \lambda x. M : \tau_1 \rightarrow \tau_2 \\
\Gamma_1 \vdash M : \tau & \quad \Rightarrow \quad \Gamma_2 \vdash N : \tau \quad \Rightarrow \quad \Gamma_1, \Gamma_2 \vdash MN : \tau \quad (\rightarrow e)
\end{align*}
\]

Let us describe informally the role of the structural rules. The exchange rule \((\text{ex})\) guarantees that the order in which we write variables in the basis is irrelevant. Weakening \((\text{weak})\), indicates that we may safely add extra (unneeded) assumptions to the basis. Contraction \((\text{ctr})\), states that if a term is typed using two identical assumptions then it is also typed using a single assumption.

The lack of one or more of the structural rules led to the definition of substructural type systems. There are four main substructural systems based in their logical counterparts: the Relevant Type System has only two structural rules (Exchange and Contraction). In this system assumptions are used at least once; the Affine Type System has also two structural rules (Exchange and Weakening). In this system assumptions are used at most once; the Linear Type System has only the Exchange structural rule. In this system assumptions are used exactly once and finally, the Ordered Type System does not have any of the structural rules. In this system assumptions are used exactly once and in the order in which they are introduced in the type derivation.

### 2.1 Relevant Types

In the Relevant Type System every assumption in the basis is used to type a term. This is guaranteed by not using the Weakening type rule. Thus the Relevant Type System corresponds to the Curry type system without the Weakening rule.

This substructural type system is related to the \(\lambda I\)-calculus, a restriction to the \(\lambda\)-calculus where in every term \(M\), for each subterm of form \(\lambda x. N\) in \(M\), \(x\) occurs free in \(N\) at least once (in fact the \(\lambda I\)-terms were the terms that were originally studied by Church in \([9]\]).

**Lemma 2.1** If \(\Gamma \vdash M : \tau\) is a type derivation on the Relevant Type System the set of term variables in \(\Gamma\) is the set of free variables of \(M\)

**Theorem 2.1** If a term \(M\) is typed in the Relevant Type System, then \(M\) is a \(\lambda I\)-term.

### 2.2 Affine Types

In the Affine Type System there is no Contraction rule. This guarantees that arguments in applications are used at most once. Thus the Affine Type System corresponds to the Curry type system without the Contraction rule. The following subset of \(\lambda\)-terms is related to the set of terms typed in the Affine Type System.

**Definition 2.2** [Affine \(\lambda\)-terms] An affine \(\lambda\)-term is a \(\lambda\)-term \(M\) such that:

(i) for each subterm of \(\lambda x. N\) of \(M\), \(x\) occurs free in \(N\) at most once;

(ii) each free variable of \(M\) has just one occurrence free in \(M\).
Example 2.3 As simple examples of affine terms consider the terms $\lambda x.x$ and $\lambda x.y$. Simple examples of $\lambda$-terms which are not affine include $\lambda xyz.xz(yz)$ and $\lambda fx.f(x)$.

The following theorems show that the set of terms typed in the Affine Type System is exactly the set of affine terms.

Lemma 2.2 If $\Gamma \vdash M : \tau$ is a typing derivation in the Affine Type System then the set of free variables of $M$ is included in the set of term variables in $\Gamma$.

Theorem 2.4 A term $M$ is typed in the Affine Type System, if and only if $M$ is an Affine $\lambda$-term.

2.3 Linear Types

The linear type system corresponds to the implicational fragment of linear logic [21] confined with implication as its single connective. In the linear type system each assumption must be used exactly once. This means that if $\Gamma \vdash M : \tau$ is a valid typing in a linear type system, then each term variable in $\Gamma$ occurs free exactly once in $M$. The linear type system does not have the Contraction rule, to guarantee that assumptions are used at most once, and the Weakening rule, meaning that assumptions are used exactly once. We will follow the standard linear logic notation for functional linear types, written $\tau_1 \odot \tau_2$.

As expected, the set of terms typed in the Linear Type System is exactly the set of linear terms.

Definition 2.5 [Linear $\lambda$-terms] A linear $\lambda$-term is a $\lambda$-term $M$ such that:

(i) for each subterm of $\lambda x.N$ of $M$, $x$ occurs free in $N$ exactly once;

(ii) each free variable of $M$ has just one occurrence free in $M$.

Note that contracting a $\beta$-redex of a linear term strictly reduces the length of the term, thus linear terms have the interesting property that $\beta$-reductions starting at a linear term $M$ cannot have more contractions than the length of $M$. As a trivial consequence every linear $\lambda$-term has a normal form.

Lemma 2.3 If $\Gamma \vdash M : \tau$ is a typing derivation in the Linear Type System then the set of free variables of $M$ is equal to the set of term variables in $\Gamma$.

Theorem 2.6 A term $M$ is typed in the Linear Type System, if and only if $M$ is a linear $\lambda$-term.

2.4 Ordered Types

Many computational concepts are order sensitive (consider, for example, managing memory allocated on a stack). Ordered Type Systems provide a foundation for order sensitive computational problems. The central idea is that by avoiding the exchange rule, we are able to guarantee that program evaluation follows a pre-determined order. Ordered type systems are inspired by Lambek ordered logic [25] which has several applications to natural language processing. Ordered logic was further developed by Polakow and Pfenning [28].

The Ordered Type System has no contraction, thus it is linear, no weakening, thus it is also a relevant system, and no exchange, thus the order of use of assumptions matter.

Definition 2.7 Let $\alpha$ range over an infinite set of type variables:

$$\text{(ordered-types)} \quad \tau ::= \alpha \mid \tau_1 \odot_l \tau_2 \mid \tau_1 \odot_r \tau_2$$

The definition of the Ordered Type System follows:

Axiom:

$$x : \tau \vdash_o x : \tau \quad \text{(ax)}$$

Logical Rules:

$$\frac{x : \tau_1, \Gamma \vdash_o M : \tau_2}{\Gamma \vdash_o \lambda x.M : \tau_1 \odot_l \tau_2} \quad (\rightarrow_1) \quad \frac{\Gamma, x : \tau_1 \vdash_o M : \tau_2}{\Gamma \vdash_o \lambda x.M : \tau_1 \odot_r \tau_2} \quad (\rightarrow_1)$$
\[
\frac{\Gamma_2 \vdash_o N : \tau \quad \Gamma_1 \vdash_o M : \tau \to \sigma \quad \sigma}{\Gamma_2, \Gamma_1 \vdash_o MN : \sigma} \quad (\to e_l) \\
\frac{\Gamma_1 \vdash_o M : \tau \to \sigma, \quad \Gamma_2 \vdash_o N : \tau}{\Gamma_1, \Gamma_2 \vdash_o MN : \sigma} \quad (\to e_r)
\]

Note that the different arrow types guide type derivations to guarantee that the order of assumptions is used consistently during typing. For example:

**Example 2.8** Consider the term \((\lambda x.xz)z\). The two different typings are valid:

(i) \(z_1 : \alpha \to \beta, z_2 : \alpha \vdash_o (\lambda x.xz)z_1 : \beta\)

(ii) \(z_2 : \alpha, z_1 : \alpha \to \beta \vdash_o (\lambda x.xz)z_1 : \beta\)

Note that if we change the order of the assumptions the typings are no longer valid, i.e.

(i) \(z_2 : \alpha, z_1 : \alpha \to \beta \not\vdash_o (\lambda x.xz)z_1 : \beta\)

(ii) \(z_1 : \alpha \to \beta, z_2 : \alpha \not\vdash_o (\lambda x.xz)z_1 : \beta\).

### 2.5 Intersection Types

Intersection types originate in the works of Barendregt, Coppo and Dezani [10,4] and give us a characterization of the strongly normalizable terms. Consider the following example: in Intersection Type Systems \(\lambda x.xx\) has type \((\alpha \cap \alpha \to \beta) \to \beta\). Note that the two (non-unifiable) types of the variable \(x\) belong to the domain type of the abstraction linked by the intersection operator. A more interesting example is the term \(T = (\lambda x.xx)I\), where \(I\) is the identity function \(\lambda x.x\). This term has type \(\alpha \to \alpha\) which does not involve intersections, although it is not typable in the Curry Type System, because it has a non-typable subterm. Here we define an intersection type system where every type declared in the environment is used in the type derivation, a property which is going to be crucial in subsequent results.

**Definition 2.9** Let \(\alpha\) range over an infinite set of type variables:

\[
(\cap\text{-types}) \quad \sigma ::= \alpha | \sigma_1 \cap \cdots \cap \sigma_n \to \sigma
\]

The original Coppo-Dezani intersection type system [10] considers intersection \(\cap\) as an associative, commutative and idempotent operator. There are other works which consider non-idempotent intersections [24,17,7]. To avoid ambiguities of notation we will use ACI-intersection to denote associative, commutative and idempotent intersections, AC-intersection to denote non-idempotent intersections and A-intersection to denote non-idempotent and non-commutative intersections. If we write only intersection we mean ACI-intersection.

**Definition 2.10** A type environment is a finite set of pairs of the form \(x : \tau_1 \cap \cdots \cap \tau_n\), where \(x\) is a term variable, \(\tau_1 \ldots \tau_n\) are types, and the term variables are all distinct.

**Definition 2.11** Let \(\Gamma_1\) and \(\Gamma_2\) be two type environments. Then \(\Gamma_1 \cap \Gamma_2\) is the new environment given by \(x : \sigma \in \Gamma_1 \cap \Gamma_2\) if and only if \(\sigma\) is defined thus:

\[
\sigma = \begin{cases} 
\sigma_1 \cap \sigma_2 & \text{if } x : \sigma_1 \in \Gamma_1 \text{ and } x : \sigma_2 \in \Gamma_2 \\
\sigma_1 & \text{if } x : \sigma_1 \in \Gamma_1 \text{ and } \neg \exists \sigma : x : \sigma \in \Gamma_2 \\
\sigma_2 & \text{if } x : \sigma_2 \in \Gamma_2 \text{ and } \neg \exists \sigma : x : \sigma \in \Gamma_1 
\end{cases}
\]

The intersection type system used here is defined thus:

\[
\{x : \tau\} \vdash \tau (ax)
\]

\[
\frac{\Gamma \cup \{x : \tau_1 \cap \cdots \cap \tau_n\} \vdash \tau \quad \Gamma \vdash_M : \sigma}{\Gamma \vdash \lambda x.M : \tau \cap \cdots \cap \tau_n \to \sigma} \quad (\to i) \\
\frac{\Gamma \vdash_M : \sigma, x \notin \text{fv}(M)}{\Gamma \vdash \lambda x.M : \tau \to \sigma \quad (\to i_i) \\
\frac{\Gamma_0 \vdash \tau \cap \cdots \cap \tau_m \to \sigma, \quad (\Gamma_i \vdash \tau_i)_{i=1..m}}{\Gamma_0 \cap \Gamma_1 \cap \cdots \cap \Gamma_m \vdash \tau \sigma} \quad (\to e)
\]
The two different \( \rightarrow \mathbf{1} \) rules are necessary because in this system if there is a derivation of \( \Gamma \vdash M : \sigma \) and \( x \) does not occur free in \( M \), then there is not a type declaration for \( x \) in \( \Gamma \). The set of types for a given term \( M \) in this system is strictly included in the set of types for \( M \) in the original intersection type system of Coppo and Dezani [10]. For example the type \((\alpha_1 \cap \alpha_2) \rightarrow \alpha_1\) types \(\lambda x.M\) in the Coppo-Dezani type system but not in the system used in this paper. The reason for this is that types in intersections for free variables can only be introduced with the \( \rightarrow \mathbf{e} \) rule and thus each element of the intersection corresponds to a type that is actually used in the type derivation. However the set of terms typable in both systems is the same and corresponds to the strongly normalizable terms.

**Theorem 2.12** A \( \lambda \)-term \( M \) is strongly normalizable (i.e. with no infinite reduction sequences starting from \( M \)) if and only if \( M \) is typable in the intersection type system presented.

### 3 Term Expansion

In the following sections we will present the notion of **term expansion**, which generalises expansion as used in [17] to linearize the strongly normalizable terms. Under this notion we show that one can define terms with less sharing, but with the same computational properties of terms typable in an intersection type system.

Expansion consists of replacing occurrences of variable in a term, typed with different types, by a new variable typed with the corresponding types. This operation may involve other transformations in the term. For example if \( x \) is expanded \( k \) times in \((\lambda x.M)N\) then \( N \) has to be copied \( k \) times. However if the expansion is inside \( N \) then \( M \) may be changed, because possible arguments of \( x \) may have to be copied.

To define the expansion we face one key problem: the expansion of \( MN \) is a term of the form \( M_0N_1 \ldots N_k \) where \( M_0 \) is the expansion of \( M \) and \( N_1 \ldots N_k \) are expansions of \( N \). The problem here is to find the right \( k \). It is easy to determinate the number of new arguments when \( M \) is of the form \( \lambda x.M' \) (just check how many fresh variables replace \( x \)), but if \( M \) is itself an application this information depends on expansions made inside \( M \). The best way to propagate this information is by using types. As we need to explicitly count the number of types of each function argument we use intersection types. If \( M \) has type \( \tau_1 \cap \ldots \cap \tau_k \rightarrow \sigma \) in the intersection type system we know that \( MN \) will be expanded to a term of the form \( M_0N_1 \ldots N_k \).

We will show that expansion relates terms typed by ACI-intersections with terms typed in the Curry Type System and the Relevant Type System, terms typed by AC-intersections with terms typed in the Affine and Linear Type Systems and terms typed by A-intersection types with terms typed in the Ordered Type System. This highlights a clear relation between algebraic properties of intersection types and the substructural rules: idempotent intersection is related with the contraction rule and commutative intersection with the exchange rule.

#### 3.1 From Intersection Types to Simple Types: ACI-Expansion

In a previous work [17] we related terms typed by non-idempotent intersections with the affine \( \lambda \)-calculus. In this section we extend the results of [17] to relate terms typed by idempotent intersections with the Curry and the Relevant type systems. We will define the new notion of **ACI-expansion** of a \( \lambda \)-term. Let us first formalize the expansion of free variables:

**Definition 3.1** A **variable expansion** is an expression of the form

\[
x : S
\]

where \( x \) is a variable and \( S \) is a set of pairs of the form \( y : \tau \) where \( y \) is a variable and \( \tau \) an intersection type. \((x : S \) should be read informally as “\( x \) expands to the variables in \( S \).”

**Definition 3.2** An **expansion context** \( A \) is any finite set of variable expansions

\[
A = \{x_1 : S_1, \ldots, x_n : S_n\}
\]

where the variables \( \{x_1 \ldots x_n\} \) are all different and the \( S_i \) are disjoint.


We now define an operation which appends two expansion contexts.

**Definition 3.3** Let $A_1$ and $A_2$ be two expansion contexts. Then $A_1 \uplus A_2$ is a new context such that $x : S \in A_1 \uplus A_2$ if and only if

$$S = \begin{cases} S_1 \cup S_2 & \text{if } x : S_1 \in A_1 \text{ and } x : S_2 \in A_2 \\ S_1 & \text{if } x : S_1 \in A_1 \text{ and } \exists S.x : S \in A_2 \\ S_2 & \text{if } x : S_2 \in A_2 \text{ and } \exists S.x : S \in A_1 \end{cases}$$

From now on when we write $A \uplus \{x : S\}$ we assume that $x$ does not occur in $A$. We are now able to formalize the notion of term expansion.

**Definition 3.4** Given a pair $M : \sigma$, where $M$ is a term and $\sigma$ an ACI-intersection type, a term $N$ and an expansion context $A$ we define a relation $E_I(M : \sigma) \lhd (N, A)$ called ACI-expansion. If $A$ is empty we shall write just $E_I(M : \sigma) \lhd N$. Expansion is defined by:

$$E_I(x : \tau) \lhd (y, \{x : \{y : \tau\}\})$$
if $x \neq y$

$$E_I(\lambda x.M : \tau_1 \cap \ldots \cap \tau_n \rightarrow \sigma) \lhd (\lambda x_1 \ldots x_n.M^*, A)$$
if $x$ occurs in $M$ and
$$E_I(M : \sigma) \lhd (M^*, A \cup \{x : \{x_1 : \tau_1, \ldots, x_n : \tau_n\}\})$$

$$E_I(\lambda x.M : \tau \rightarrow \sigma) \lhd (\lambda y.M^*, A)$$
if $x$ does not occur in $M$, $y$ is a fresh variable and
$$E_I(M : \sigma) \lhd (M^*, A)$$

$$E_I(MN : \sigma) \lhd (M_0N_1 \ldots N_k, A_0 \uplus A_1 \uplus \ldots \uplus A_n)$$
if for some $k > 0$ and $\tau_1, \ldots, \tau_k$, $E_I(M : \tau_1 \cap \ldots \cap \tau_k \rightarrow \sigma) \lhd (M_0, A_0)$ and
$$E_I(N : \tau_i) \lhd (N_i, A_i), (1 \leq i \leq k)$$

From now on if $E_I(M : \sigma) \lhd (N, A)$ we will refer to $N$ as an expanded version of $M$. We will now present an illustrating example.

**Example 3.5** Let $I \equiv \lambda x.x$ and $M \equiv \lambda x.x x$. Let us show step by step how to calculate an expansion of $(MI : \alpha \rightarrow \alpha)$:

$$E_I(x : (\alpha \rightarrow \alpha) \rightarrow (\alpha \rightarrow \alpha)) \lhd (x_1, \{x : \{x_1 : (\alpha \rightarrow \alpha) \rightarrow (\alpha \rightarrow \alpha)\}\})$$
and
$$E_I(x : \alpha \rightarrow \alpha) \lhd (x_2, \{x : \{x_2 : \alpha \rightarrow \alpha\}\})$$
thus
$$E_I(xx : \alpha \rightarrow \alpha) \lhd (x_1x_2, \{x : \{x_1 : (\alpha \rightarrow \alpha) \rightarrow (\alpha \rightarrow \alpha), x_2 : \alpha \rightarrow \alpha\}\})$$
and
$$E_I(\lambda x.xx : ((\alpha \rightarrow \alpha) \rightarrow (\alpha \rightarrow \alpha)) \cap (\alpha \rightarrow \alpha) \rightarrow \alpha) \lhd \lambda x_1x_2x_3x_4$$
It easy to show that
\[ \mathcal{E}_l(I : \alpha \to \alpha) \triangleleft I \]
and
\[ \mathcal{E}_l(I : (\alpha \to \alpha) \to (\alpha \to \alpha)) \triangleleft I \]
thus
\[ \mathcal{E}_l((\lambda x.xx)I) : \alpha \to \alpha) \triangleleft (\lambda x_2.x_1x_2)II \]
Note that if
\[ \mathcal{E}_l(xx : \alpha \to \alpha) \triangleleft (x_1x_2, \{x : \{x : (\alpha \to \alpha) \to (\alpha \to \alpha), x_2 : \alpha \to \alpha\}\}) \]
it is also true that
\[ \mathcal{E}_l(xx : \alpha \to \alpha) \triangleleft (x_1x_2, \{x : \{x_2 : \alpha \to \alpha, x_1 : (\alpha \to \alpha) \to (\alpha \to \alpha)\}\}) \]
because \( \{x_1 : (\alpha \to \alpha) \to (\alpha \to \alpha), x_2 : \alpha \to \alpha\} \) is a set and thus there is not a fixed order among its elements. Thus we also have
\[ \mathcal{E}_l(\lambda x.xx : ((\alpha \to \alpha) \cap ((\alpha \to \alpha) \to (\alpha \to \alpha))) \to \alpha \to \alpha) \triangleleft \lambda x_2x_1x_2 \]
and consequently
\[ \mathcal{E}_l((\lambda x.xx)I) : \alpha \to \alpha) \triangleleft (\lambda x_2x_1x_2)II \]

Note that the result of ACI-expansion is a term typable in the Curry Type System, not necessarily linear. For example one expansion of \( \lambda f.x.f(x) \) using type \( (\alpha \to \alpha) \to \alpha \to \alpha \) is the term \( \lambda f_1.x_1.f_1(x_1) \).

We now show that terms that we can expand are exactly the terms typable in an Intersection Type System i.e. the strongly normalizable terms. Let us first define two functions which transform expansion contexts in type environments and vice versa.

**Definition 3.6** Let \( \Gamma \) be a type environment and \( \{x_1, \ldots , x_n\} \) be fresh term variables. \( e(\Gamma) \) is the expansion context defined thus:

\[ e(\Gamma) = \{x : \{x_1 : \tau_1, \ldots , x_n : \tau_n\} | x : \tau_1 \cap \ldots \cap \tau_n \in \Gamma\} \]

**Definition 3.7** Let \( A \) be an expansion context. \( l(A) \) is the type environment defined thus:

\[ l(A) = \{x : \tau_1 \cap \ldots \cap \tau_n | x : \{x_1 : \tau_1, \ldots , x_n : \tau_n\} \in A\} \]

**Lemma 3.1** Let \( \Gamma_1 \) and \( \Gamma_2 \) be type environments. Then

\[ e(\Gamma_1) \uplus e(\Gamma_2) = e(\Gamma_1 \land \Gamma_2) \]

**Lemma 3.2** Let \( A_1 \) and \( A_2 \) be two expansion contexts. Then

\[ l(A_1) \land l(A_2) = l(A_1 \uplus A_2) \]

We will now proceed with some auxiliary lemmas before presenting the main theorem.

**Lemma 3.3** Let \( \mathcal{E}_l(M : \sigma) \triangleleft (N, A \uplus \{x : \{x_1 : \tau_1, \ldots , x_k : \tau_k\}\}) \). Then the number of free occurrences of \( x \) in \( M \) is greater or equal to \( k \).

**Theorem 3.8** Let \( M \) be a \( \lambda \)-term such that there is an environment \( \Gamma \) and an intersection type \( \sigma \) such that \( \Gamma \vdash M : \sigma \). Then there is a term \( N \) such that \( \mathcal{E}_l(M : \sigma) \triangleleft (N, e(\Gamma)) \).

**Lemma 3.4** Let \( M \) be a \( \lambda \)-term such that there is an expansion context \( A \), an intersection type \( \sigma \), and a term \( N \) such that \( \mathcal{E}_l(M : \sigma) \triangleleft (N, A) \). Then \( l(A) \triangleright \triangleleft M : \sigma \).

**Theorem 3.9** Let \( M \) be a \( \lambda \)-term. Then \( M \) is strongly normalizable if and only if there are a term \( N \), an expansion context \( A \) and a type \( \sigma \) such that \( \mathcal{E}_l(M : \sigma) \triangleleft (N, A) \).
3.1.1 ACI-Expansion and the Curry Type System

In [8] a translation from intersection types to simple types was given and used to show that derivations in an intersection type system with idempotent intersections can be transformed into terms typed in the Curry type system. Here we show that our definition of ACI-expansion also preserves this translation. In fact, let \( T \) be the translation from intersection types to simple types defined in [8]. Then, if \( M \) is typable in the intersection type system with type \( \sigma \), and \( \mathcal{E}_I(M : \sigma) \triangleleft (N, A) \) then \( N \) is typable in the Curry type system with type \( T(\sigma) \).

**Definition 3.10** \( T \) is a translation from intersection types to simple types defined by:

(i) \( T(\alpha) = \alpha \), if \( \alpha \) is a type variable;

(ii) \( T((\tau_1 \cap \ldots \cap \tau_n) \rightarrow \sigma) = T(\tau_1) \rightarrow \ldots \rightarrow T(\tau_n) \rightarrow T(\sigma) \).

\( T \) will be used later in the paper also for similar functions applied to linear and ordered types. Their use is clear in each context. The previous definition can be extended to expansion contexts:

**Definition 3.11** Let \( T_e \) be a translation from expansion contexts to bases defined thus:

(i) \( T_e(\emptyset) = \emptyset \);

(ii) \( T_e(A \cup \{x : \{x_1 : \tau_1, \ldots, x_n : \tau_n\}\}) = T_e(A) \cup \{x_1 : T(\tau_1), \ldots, x_n : T(\tau_n)\} \).

**Theorem 3.12** Let \( \mathcal{E}_I(M : \sigma) \triangleleft (N, A) \). Then \( T_e(A) \vdash_C N : T(\sigma) \), where \( \vdash_C \) stands for type derivation in the Curry type system.

**Theorem 3.13** Let \( M \) be a \( \lambda \)-term such that \( \Gamma \vdash M : \sigma \) in the intersection type system. Then there is a basis \( \Gamma_C \) and a term \( N \) such that \( \Gamma_C \vdash_C N : T(\sigma) \), where \( \vdash_C \) stands for type derivation in the Curry type system.

This theorem has, as a corollary, that if a term \( M \) is typable in the intersection type system with a simple type, then there is an expanded term with the same type derivable in the Curry type system. Just notice that \( T(\sigma) = \sigma \) when \( \sigma \) is a simple type.

3.1.2 Weak Head Reduction

In this section we show that ACI-expansion is preserved by a notion of reduction which is used in the implementation of functional programming languages: weak head reduction. This guarantees that the weak head normal form of a term \( M \) has an expanded version which is a weak head normal form of an expanded version of \( M \).

We first present one lemma which is going to be used in the study of the preservation of expansion by reduction.

**Lemma 3.5** Let \( \mathcal{E}_I(M : \sigma) \triangleleft (M_0, A_0 \triangleright \{x : \{x_1 : \tau_1, \ldots, x_k : \tau_k\}\}) \) and \( \mathcal{E}_I(N : \tau_i) \triangleleft (N_i, A_i) \) for \( i \in \{1, \ldots, k\} \). Then \( \mathcal{E}_I(M[N/x] : \sigma) \triangleleft (M_0[N_1/x_1, \ldots, N_k/x_k], A_0 \triangleright \ldots \triangleright A_k) \).

Functional language compilers [27] consider only weak-head reduction and stop evaluation when a weak-head normal form (a constant or a \( \lambda \)-abstraction) is reached. Weak-head normal forms are sufficient because printable results only belong to basic domains. The following definition of *weak head reduction* appears in [18]:

**Definition 3.14** Weak head reduction \( \rightarrow_w \) is defined by:

\[
(\lambda x. M) N \rightarrow_w M[N/x]
\]

and

\[
M \rightarrow M'
\]

\[
MN \rightarrow_w M'N
\]

We denote by \( \rightarrow \) the reflexive and transitive closure of \( \rightarrow_w \). Closed weak head normal forms are abstractions \( \lambda x. M \).
We first define an inclusion relation between expansion contexts as follows:

**Definition 3.15** Let $A_1$ and $A_2$ be two expansion contexts. $A_1 \sqsubseteq A_2$ if and only if:

$$x : S_1 \in A_1 \Rightarrow x : S_2 \in A_2 \text{ and } S_1 \subseteq S_2$$

We will now show that ACI-Expansion preserves weak head reduction in the sense that the following diagram commutes:

\[
\begin{array}{c}
M_1 \xrightarrow{w} M_2 \\
\varepsilon_1 \downarrow \quad \downarrow \varepsilon_1 \\
N_1 \xrightarrow{w} N_2
\end{array}
\]

For this we need some auxiliary lemmas.

**Lemma 3.6** Let $(\lambda x.M)N$ be a redex in the $\lambda$-calculus. Let $\varepsilon_1((\lambda x.M)N : \sigma) \lhd (N_1, A_1)$ Then there is a term $N_2$ such that $\varepsilon_1(M[N/x] : \sigma) \lhd (N_2, A_2) , A_2 \subseteq A_1$ and $N_1 \xrightarrow{\beta} N_2$.

**Theorem 3.16** Let $\varepsilon_1(M_1 : \sigma) \lhd (N_1, A_1)$ and $M_1 \xrightarrow{w} M_2$. Then there is a term $N_2$ such that $\varepsilon_1(M_2 : \sigma) \lhd (N_2, A_2)$, $N_1 \xrightarrow{w} N_2$ and $A_2 \subseteq A_1$.

**Definition 3.17** Let $t$ and $u$ be $w$-reductions starting, respectively, by $M_0$ and $N_0$:

$$t : M_0 \xrightarrow{w} M_1 \xrightarrow{w} M_2 \xrightarrow{w} \cdots$$

$$u : N_0 \xrightarrow{w} N_1 \xrightarrow{w} N_2 \xrightarrow{w} \cdots$$

We say that $u$ is an *expansion* of $t$ if there are expansion contexts $A_0, \ldots, A_k$ and a type $\sigma$ such that:

(i) $A_0 \sqsubseteq A_1 \sqsubseteq A_2 \cdots$.

(ii) $\varepsilon_1(M_i : \sigma) \lhd (N_i, A_i)$ for $i \geq 0$.

The following corollary of theorem 3.16 makes explicit the simple fact that every finite $w$-reduction can be expanded. It holds trivially by successive applications of theorem 3.16 to every $w$-reduction step in $t$.

**Corollary 3.18 (of Theorem 3.16)** Every finite $w$-reduction $t$, can be expanded to another $w$-reduction (not necessarily unique).

We saw that expansion is preserved by weak head reduction. This does not happen with $\beta$-reduction. In fact we may have $M_1 \xrightarrow{\beta} M_2$, $\varepsilon_1(M_1 : \sigma) \lhd (N_1, A_1)$ and there is not a type $\tau$ such that $\varepsilon_1(M_2 : \tau) \lhd (N_2, A_2)$ and $N_1 \xrightarrow{\beta} N_2$. Note that there is an expanded version, $P$, of $M_2$ (because $M_1$ is strongly normalizable thus $M_2$ is also strongly normalizable and thus, by theorem 3.9, it has an expanded version). The point here is that $N_1 \not\xrightarrow{\beta} P$ for no expanded version $P$ of $M_2$. To see this let $M_1 \equiv \lambda x. (\lambda y.z)xx$ and $M_2 \equiv \lambda x.zz$.

We have:

$$\lambda x. (\lambda y.z)xx \xrightarrow{\beta} \lambda x.zz$$

$$\varepsilon(\lambda x. (\lambda y.z)xx : \alpha_1 \cap \alpha_2 \rightarrow \beta) \lhd (\lambda x_1 x_2. (\lambda y_1.z_1) x_1 x_2, \{z : \{z_1 : \alpha_2 \rightarrow \beta\}\})$$

and

$$\lambda x_1 x_2. (\lambda y_1.z_1) x_1 x_2 \xrightarrow{\beta} \lambda x_1 x_2. z_1 x_2$$

Now note that, as $x$ occurs in $zx$ once, it follows from lemma 3.3 that any expansion of $\lambda x.zz$ is of the form $\lambda x_1.M$ where $M$ is one expansion of $zx$. Thus $\lambda x_1 x_2. z_1 x_2$ cannot be an expansion of $\lambda x.zz$ for any type. If preservation of expansion by $\beta$-reduction is not viewed as a goal by itself, then the lack of this property is not a problem, because it holds for a notion of reduction which is used for functional programming languages.
3.1.3 ACI-Expansion and the Relevant Type System
Here we will study ACI-expansion applied only to \( \lambda I \)-terms. Note that it is the same relation, \( \mathcal{E}_I \), defined in the previous section, but we now restrict its domain to the set of \( \lambda I \)-terms. Thus the same symbol \( \mathcal{E}_I \) will be used, overloaded, in this section to evoke this analogy.

We recall that the \( \lambda I \)-calculus is a restriction of the \( \lambda \)-calculus where in terms of the form \( \lambda x.M \), \( x \) occurs free in \( M \).

We now show that terms in the range of \( \mathcal{E}_I \) when its domain is the \( \lambda I \)-calculus are typed in the Relevant Type System.

**Theorem 3.19** Let \( M \) be a \( \lambda I \)-term such that \( \mathcal{E}_I(M : \sigma) \triangleleft (N, A) \). Then \( \Gamma \vdash R N : T(\sigma) \), where \( \vdash R \) stands for type derivation in the Relevant Type System.

**Theorem 3.20** Let \( M \) be a \( \lambda I \)-term such that \( \Gamma \vdash M : \sigma \) in the intersection type system. Then there is a basis \( \Gamma_R \) and a term \( N \) such that \( \Gamma_R \vdash_R N : T(\sigma) \), where \( \vdash_R \) stands for type derivation in the Relevant Type System.

This theorem has, as a corollary, that if a \( \lambda I \)-term \( M \) is typable in the intersection type system with a simple type, then there is an expanded term with the same type derivable in the Relevant Type System. Just notice that \( T(\sigma) = \sigma \) when \( \sigma \) is a Curry type.

3.1.4 Reduction
We now show that \( \beta \)-reduction is preserved by ACI-expansion for the \( \lambda I \)-calculus, where erasing is not allowed. This means that for the \( \lambda I \)-calculus the following diagram commutes:

\[
\begin{array}{ccc}
M_1 & \xrightarrow{\beta} & M_2 \\
\downarrow{\mathcal{E}_I} & & \downarrow{\mathcal{E}_I} \\
N_1 & \xrightarrow{\beta} & N_2
\end{array}
\]

**Lemma 3.7** Let \( (\lambda x.M)N \) be a redex in the \( \lambda I \)-calculus. Let \( \mathcal{E}_I((\lambda x.M)N : \sigma) \triangleleft (N_1, A) \). Then there is a term \( N_2 \) such that \( \mathcal{E}_I(M[N/x] : \sigma) \triangleleft (N_2, A) \) and \( N_1 \xrightarrow{\beta} N_2 \).

**Theorem 3.21** Let \( M_1 \) and \( M_2 \) be two terms in the \( \lambda I \)-calculus. Let \( \mathcal{E}_I(M_1 : \sigma) \triangleleft (N_1, A) \) and \( M_1 \xrightarrow{\beta} M_2 \). Then there is a term \( N_2 \) such that \( \mathcal{E}(M_2 : \sigma) \triangleleft (N_2, A) \) and \( N_1 \xrightarrow{\beta} N_2 \).

3.2 From Intersection Types to Linear Types: AC-Expansion
AC-Expansion was defined in [17] to linearize the strongly normalizable terms. AC-expansion relies on the use of non idempotent intersection types, which give us a one-to-one relation between the number of types in an intersection and the number of occurrences of a formal parameter \( x \) in a function \( \lambda x.M \). This means that expanded terms will be affine or linear terms (depending on the range of expansion). Thus the definition of AC-Expansion (which can be found in [17]) is similar to ACI-Expansion, using non idempotent intersections and the following different expansion rule for variables:

\[
\mathcal{E}_C(x : \tau) \triangleleft (y, \{x : \{y : \tau\}\})
\]

if \( x \) is a variable and \( y \) is a fresh variable

Proofs of theorems in this section can be found in [17].

**Example 3.22** Let \( I \equiv \lambda x.x \) and \( M \equiv (\lambda f.f(\lambda x.xx)(fI))I \) Then

\[
\mathcal{E}_C(M : \alpha \rightarrow \alpha) \triangleleft (\lambda f_1 f_2 f_3.f_1(\lambda x_1 x_2.x_1 x_2)(f_2 I)(f_3 I))III
\]

Notice in this example the use of type information to control the number of expansions. In

\[
(\lambda f.f(\lambda x.xx)(fI))I
\]
the fact that \( f \) is going to be the identity function gives \( f \) three different types, one for the identity function applied to \( \lambda x.xx \), and two more types, one for each type in the intersection in the argument type of \( f(\lambda x.xx) \). These three types give rise to the three new expansion variables \( f_1, f_2 \) and \( f_3 \). The intersection of two types in the argument type of \( f(\lambda x.xx) \) gives rise to the two new terms \( (f_2I) \) and \( (f_3I) \).

From now on, to stress that expanded versions are affine or linear, when we have \( E_C(M : \sigma) \triangleleft (N, A) \) we will refer to \( N \) as one linear version of \( M \).

### 3.2.1 AC-Expansion and the Affine Type System

**Definition 3.23** \( T \) is a translation from intersection types to linear types defined by:

(i) \( T(\alpha) = \alpha \), if \( \alpha \) is a type variable;

(ii) \( T((\tau_1 \cap \ldots \cap \tau_n) \rightarrow \sigma) = T(\tau_1) \circ \ldots \circ T(\tau_n) \circ T(\sigma) \).

**Theorem 3.24** Let \( E_C(M : \sigma) \triangleleft (N, A) \). Then \( E_C(A) \vdash_A N : T(\sigma) \), where \( \vdash_A \) stands for type derivation in the Affine Type System.

**Theorem 3.25** Let \( M \) be a \( \lambda \)-term such that \( \Gamma \vdash M : \sigma \) in the intersection type system. Then there is a basis \( \Gamma_A \) and a term \( N \) such that \( \Gamma_A \vdash_A N : T(\sigma) \), where \( \vdash_A \) stands for type derivation in the Affine Type System.

### 3.2.2 Weak-Head Reduction

AC-expansion is also preserved by weak head reduction. This guarantees that the weak head normal form of a term \( M \) has an expanded version which is a weak head normal form of an expanded version of \( M \).

We first present one lemma which is going to be used in the study of the preservation of expansion by reduction.

**Lemma 3.8** Let \( E_C(M : \sigma) \triangleleft (M_0, A_0 \uplus \{ x : \{ x_1 : \tau_1, \ldots, x_k : \tau_k \} \}) \) and \( E_C(N : \tau_i) \triangleleft (N_i, A_i) \) for \( i \in \{1, \ldots, k\} \). Then

\[
E_C(M[N/x] : \sigma) \triangleleft (M_0[N_1/x_1, \ldots, N_k/x_k], A_0 \uplus \ldots \uplus A_k)
\]

AC-Expansion preserves weak head reduction, thus the following diagram commutes:

\[
\begin{array}{c}
M_1 \\
\downarrow E_C \\
N_1 \\
\downarrow w \\
N_2 \\
\downarrow E_C \\
M_2
\end{array}
\]

**Theorem 3.26** Let \( E_C(M_1 : \sigma) \triangleleft (N_1, A_1) \) and \( M_1 \rightarrow^w M_2 \). Then there is an affine term \( N_2 \) such that \( E_C(M_2 : \sigma) \triangleleft (N_2, A_2) \), \( N_1 \rightarrow^w N_2 \) and \( A_2 \subseteq A_1 \).

We saw that AC-expansion was preserved by weak head reduction. The same example used to prove that \( \beta \)-reduction is not preserved by AC-expansion holds to show the same property for AC-expansion. In fact we may have \( M_1 \rightarrow^\beta M_2, E_C(M_1 : \sigma) \triangleleft (N_1, A_1) \) and there is not a type \( \tau \) such that \( E_C(M_2 : \tau) \triangleleft (N_2, A_2) \) and \( N_1 \rightarrow^\beta N_2 \). Let \( M_1 \equiv \lambda x.(\lambda y.z)xx \) and \( M_2 \equiv \lambda x.zx \). We have:

\[
\lambda x.(\lambda y.z)xx \rightarrow^\beta \lambda x.zx
\]

\[
E_C(\lambda x.(\lambda y.z)xx : \alpha_1 \cap \alpha_2 \rightarrow \beta) \triangleleft (\lambda x_1 x_2.(\lambda y_1.z_1)x_1 x_2, \{ z : \{ z_1 : \alpha_2 \rightarrow \beta \} \})
\]

and

\[
\lambda x_1 x_2.(\lambda y_1.z_1)x_1 x_2 \rightarrow^\beta \lambda x_1 x_2.z_1 x_2
\]

Now note that, as \( x \) occurs in \( zx \) once, \( \lambda x_1 x_2.z_1 x_2 \) cannot be an expansion of \( \lambda x.zx \) for any type.
3.2.3 AC-Expansion and the Linear Type System

Here we will study AC-expansion applied only to \( \lambda I \) terms. Note that it is the same relation, \( E_C \), defined in the previous section, but we now restrict its domain to the set of \( \lambda I \)-terms. Thus the same symbol \( E_C \) will be used overloaded.

We show that terms in the range of \( E_C \) when its domain is the \( \lambda I \)-calculus are typed in the Linear Type System.

**Theorem 3.27** Let \( M \) be a \( \lambda I \)-term such that \( E_C(M : \sigma) \triangleleft (N, A) \). Then \( \mathcal{T}_e(A) \vdash_L N : T(\sigma) \), where \( \vdash_L \) stands for type derivation in the Linear Type System.

**Theorem 3.28** Let \( M \) be a \( \lambda I \)-term such that \( \Gamma \vdash M : \sigma \) in the intersection type system. Then there is a basis \( \Gamma_L \) and a term \( N \) such that \( \Gamma_L \vdash_L N : T(\sigma) \), where \( \vdash_L \) stands for type derivation in the Linear Type System.

3.2.4 Reduction

We show that \( \beta \)-reduction is preserved by AC-expansion for the \( \lambda I \)-calculus, where erasing is not allowed. This means that for the \( \lambda I \)-calculus the following diagram commutes:

\[
\begin{align*}
M_1 & \beta \rightarrow M_2 \\
\varepsilon_C & \downarrow \\
N_1 & \beta \rightarrow N_2
\end{align*}
\]

**Lemma 3.9** Let \((\lambda x.M)N\) be a redex in the \( \lambda I \)-calculus. Let \( E_C((\lambda x.M)N : \sigma) \triangleleft (N_1, A) \) Then there is a linear term \( N_2 \) such that \( E_C(M[N/x] : \sigma) \triangleleft (N_2, A) \) and \( N_1 \beta \rightarrow N_2 \).

**Theorem 3.29** Let \( M_1 \) and \( M_2 \) be two terms in the \( \lambda I \)-calculus. Let \( E_C(M_1 : \sigma) \triangleleft (N_1, A) \) and \( M_1 \beta \rightarrow M_2 \). Then there is a term \( N_2 \) such that \( E_C(M_2 : \sigma) \triangleleft (N_2, A) \) and \( N_1 \beta \rightarrow N_2 \).

3.3 From Intersection Types to Ordered Types: Ordered Expansion

Here we define the new notion of ordered expansion which relates terms typable by non-idempotent and non-commutative intersections with terms typable in the ordered type system. As order now matters, expansion contexts will be defined as lists.

**Definition 3.30** \( T \) is a translation from intersection types to ordered types defined by:

(i) \( T(\alpha) = \alpha \), if \( \alpha \) is a type variable;

(ii) \( T((\tau_1 \cap \cdots \cap \tau_n) \rightarrow \sigma) = T(\tau_1) - \circ_r \cdots - \circ_r T(\tau_n) - \circ_r T(\sigma) \).

**Definition 3.31** A variable expansion is an expression of the form \( x : S \) where \( x \) is a variable and \( S \) is a list of pairs of the form \( y : \tau \) where \( y \) is a variable and \( \tau \) an intersection type. (\( x : S \) should be read informally as “\( x \) expands to the variables in \( S \)”).

**Definition 3.32** An expansion context \( A \) is a finite list of variable expansions, \( A = [x_1 : S_1, \ldots, x_n : S_n] \), where the variables \( \{x_1, \ldots, x_n\} \) are all different and the \( S_i \) have no elements in common.

We now define an operation which appends two expansion contexts.

**Definition 3.33** Let \( A_1 \) and \( A_2 \) be two expansion contexts. Then \( A_1 + A_2 \) is a new expansion context defined inductively as:

\[
A_1 + A_2 = \begin{cases} 
A_1 & \text{if } A_2 = [] \\
(A_1', x : S_1, S_2, A_1'') + A_2' & \text{if } A_1 = A_1', x : S_1, A_1'' \text{ and } A_2 = x : S_2, A_2' \\
(A_1, x : S_2) + A_2' & \text{otherwise}
\end{cases}
\]
From now on when we write $A + [x : S]$ we assume that $x$ does not occur in $A$. We are now able to formalize the notion of ordered expansion:

**Definition 3.34 [Ordered Expansion]** The **ordered expansion** relation $\varepsilon_o(M : \sigma) \triangleleft (N^T, A)$ for $M, N$ (pure) $\lambda$-terms, $\sigma$ an intersection type and $A$ an expansion context is inductively defined by:

$$
\varepsilon_o(x : \sigma) \triangleleft (y^{T(\sigma)}, [x : [y : T(\sigma)]]), y \text{ fresh}
$$

$$
\varepsilon_o(\lambda x. M : \sigma_1 \cap \cdots \cap \sigma_n \rightarrow \sigma) \triangleleft ((\lambda y_1 \ldots y_n. M_0^{T(\sigma_1) \cap \cdots \cap T(\sigma_n) = T(\sigma)} : \sigma), A),
$$
if $x \notin \text{fv}(M)$ and $M = M_0^{T(\sigma)}$.

$$
\varepsilon_o(\lambda x. M : \sigma_1 \cap \cdots \cap \sigma_n \rightarrow \sigma) \triangleleft ((\lambda x_1 \ldots x_n. M_0^{T(\sigma_1) \cap \cdots \cap T(\sigma_n) = T(\sigma)} : \sigma), A),
$$
if $x \notin \text{fv}(M)$ and $M = M_0^{T(\sigma)}$.

$$
\varepsilon_o(MN : \sigma) \triangleleft ((M_0 N_1 \ldots N_m)^{T(\sigma)} : \sigma), A_0 + A_1 + \cdots + A_m)
$$
if for some $m > 0$ and $\sigma_1, \ldots, \sigma_m$.

$$
\varepsilon_o(M : \sigma_1 \cap \cdots \cap \sigma_m \rightarrow \sigma) \triangleleft (M_0^{T(\sigma_1) \cap \cdots \cap T(\sigma_m) = T(\sigma)} : \sigma), A_0)
$$
and $\left(\varepsilon_o(N : \sigma_i) \triangleleft (N_1^{T(\sigma_i)} : \sigma_i)\right)_{i=1\ldots m}$.

$$
\varepsilon_o(MN : \sigma) \triangleleft ((M_0 N_1 \ldots N_m)^{T(\sigma)} : \sigma), A_1 + A_0)
$$
if for some $m > 0$ and $\sigma_1, \ldots, \sigma_m$.

$$
\varepsilon_o(M : \sigma_1 \cap \cdots \cap \sigma_m \rightarrow \sigma) \triangleleft (M_0^{T(\sigma_1) \cap \cdots \cap T(\sigma_m) = T(\sigma)} : \sigma), A_0)
$$
and $\left(\varepsilon_o(N : \sigma_i) \triangleleft (N_1^{T(\sigma_i)} : \sigma_i)\right)_{i=1\ldots m}$.

### 3.3.1 Ordered Expansion and Ordered Types

**Definition 3.35** Let $T_e$ be a translation from expansion contexts to bases defined thus:

(i) $T_e(\epsilon) = \epsilon$;

(ii) $T_e(A + [x : [x_1 : \tau_1, \ldots, x_n : \tau_n]]) = T_e(A), x_1 : \tau_1, \ldots, x_n : \tau_n$.

**Theorem 3.36** Let $M$ be a $\lambda I$-term. If $\varepsilon_o(M : \sigma) \triangleleft (N^T, A)$, then $T_e(A) \vdash_o N : T(\sigma)$.

We will now present an example illustrating definition 3.34 and theorem 3.36.

**Example 3.37** Let $M \equiv (\lambda x. xz)z$. The ordered expansion of $M$ is calculated step by step as:

$$
\varepsilon_o((\lambda x. xz)z : \beta) = (((\lambda x. xz)z : \beta), [z : [z_2 : \alpha \rightarrow \beta, z_1 : \alpha]])
$$

$$
\varepsilon_o(\lambda x. xz : (\alpha \rightarrow \beta) \rightarrow \beta) = ((\lambda x. xz : (\alpha \rightarrow \beta) \rightarrow \beta), [z : [z_1 : \alpha]])
$$

$$
\varepsilon_o(xz : \beta) = ((xz : \beta), [x : [x_1 : \alpha \rightarrow \beta], z : [z_1 : \beta]])
$$

$$
\varepsilon_o(x : \alpha \rightarrow \beta) = (x : \alpha \rightarrow \beta, [x : \alpha \rightarrow \beta])
$$

$$
\varepsilon_o(z : \beta) = (z : \beta, [z : [z_1 : \beta]])
$$

$$
\varepsilon_o(z : \alpha \rightarrow \beta) = (z : \alpha \rightarrow \beta, [z : [z_2 : \alpha \rightarrow \beta]])
$$

Theorem 3.36 guarantees that the expanded version of $M$ is typable in the ordered type system (in this
case with the same type). The type derivation follows:

\[
\begin{align*}
\alpha & \vdash \beta \\
\alpha & \vdash \beta, z_1 : \alpha \\
\alpha & \vdash \beta, z_2 : \alpha \\
\alpha & \vdash \beta
\end{align*}
\]

3.4 Reduction

As it happens with ACI-expansion and AC-expansion, ordered expansion is also preserved by \(\beta\)-reduction for \(\lambda I\)-terms.

**Lemma 3.10** Let \(\mathcal{E}_0(M, \sigma) \triangleleft (N, A_1 + [x : [x_1 : \tau_1, \ldots, x_n : \tau_n]] + A_2)\), then there exist \(n\) occurrences of \(x\) in \(M\).

**Lemma 3.11** Let \(\mathcal{E}_0(M, \sigma) \triangleleft (M_0^{T(\tau)}, A_0 + [x : [x_1 : T(\tau_1), \ldots, x_n : T(\tau_n)]]) + A_{n+1}\) and

\[
\left(\mathcal{E}_0(N, \tau_i) \triangleleft (N_i^{T(\tau_i)}, A_i)\right)_{i=1\ldots n}
\]

then \(\mathcal{E}_0(M[N/x], \sigma) \triangleleft ((M_0[N_1/x_1, \ldots, N_n/x_n])^{T(\sigma)}, A_0 +_{i=1\ldots n} A_i + A_{n+1})\).

**Lemma 3.12** Let \((\lambda x.M)N\) be a redex in the \(\lambda I\)-calculus. Let \(\mathcal{E}_0((\lambda x.M)N : \sigma) \triangleleft (N_1^{T_1}, A)\). Then there is a linear term \(N_2\) and a type \(\tau_2\) such that \(\mathcal{E}_0(M[N/x] : \sigma) \triangleleft (N_2^{T_2}, A)\) and \(N_1 \sim_{\beta} N_2\).

**Theorem 3.38** Let \(M_1\) and \(M_2\) be two terms in the \(\lambda I\)-calculus. Let \(\mathcal{E}_0(M_1 : \sigma) \triangleleft (N_1^{T_1}, A)\) and \(M_1 \sim_{\beta} M_2\). Then there is a term \(N_2\) and a type \(\tau_2\) such that \(\mathcal{E}_0(M_2 : \sigma) \triangleleft (N_2^{T_2}, A)\) and \(N_1 \sim_{\beta} N_2\).

4 Conclusions

In this paper we show that there is a strong, and somehow unexpected, relation between intersection types and the substructural type systems: idempotent intersection is related with Curry and Relevant types, commutative intersection with Linear and Affine types and associative intersection with Ordered types. This highlights a clear relation between algebraic properties of intersection types and the substructural rules: idempotent intersection is related with the contraction rule and commutative intersection with the exchange rule. The following table relates the algebraic properties of the intersection operator used in expansion with the different type systems obtained.

| \(\cap\) | Target language | Preserves reductions |
|-------|-----------------|----------------------|
| ACI   | Simple Types    | Weak Head Reduction  |
| ACI   | Relevant Types  | \(\beta\)-reduction  |
| AC    | Affine Types    | Weak Head Reduction  |
| AC    | Linear Types    | \(\beta\)-reduction  |
| A     | Ordered Types   | \(\beta\)-reduction  |
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A Proofs

Lemma 2.1 If $\Gamma \vdash M : \tau$ is a type derivation on the Relevant Type System the set of term variables in $\Gamma$ is the set of free variables of $M$

Proof. By induction on the length of the type derivation.

Theorem 2.1 If a term $M$ is typed in the Relevant Type System, then $M$ is a $\lambda$I-term.

Proof. By induction on the length of the type derivation and using Lemma 2.1

Lemma 2.2 If $\Gamma \vdash M : \tau$ is a typing derivation in the Affine Type System then the set of free variables of $M$ is included in the set of term variables in $\Gamma$.

Proof. Straightforward induction on the length of the typing derivation.

Theorem 2.4 A term $M$ is typed in the Affine Type System, if and only if $M$ is an Affine $\lambda$-term.

Proof. The proof follows by induction on the length of the typing derivation (case $\Rightarrow$) and on structural induction on the term $M$ (case $\Leftarrow$).

Lemma 2.3 If $\Gamma \vdash M : \tau$ is a typing derivation in the Linear Type System then the set of free variables of $M$ is equal to the set of term variables in $\Gamma$.

Proof. Straightforward induction on the length of the typing derivation.

Theorem 2.6 A term $M$ is typed in the Linear Type System, if and only if $M$ is a linear $\lambda$-term.

Proof. The proof follows by induction on the length of the typing derivation (case $\Rightarrow$) and on structural induction on the term $M$ (case $\Leftarrow$).

Theorem 2.12 A $\lambda$-term $M$ is strongly normalizable (i.e. with no infinite reduction sequences starting from $M$) if and only if $M$ is typable in the intersection type system presented.

Proof. The if part is proved by transforming a derivation in our type system in a derivation in the Coppo-Dezani type system (which types all strongly normalizable terms). This can be done by induction in the length of the derivation tree. The only-if part is similar to the proof of the same property for the Coppo-Dezani type system presented in [2]. The technique used is to show that if a term $M[N/x]$ is typable in an intersection type system with type $\tau$ then the redex $(\lambda x.M)N$ is also typable with the same type. The result follows by lifting this property to arbitrary terms using induction on the size of the term and on the maximal length of derivations starting in the term.

Lemma 3.3 Let $\mathcal{E}_I(M : \sigma) \triangleright (N, A \uplus \{x : \{x_1 : \tau_1, \ldots, x_k : \tau_k\}\})$. Then the number of free occurrences of $x$ in $M$ is greater or equal to $k$.

Proof. By structural induction on $M$.

Lemma 3.1 Let $\Gamma_1$ and $\Gamma_2$ be type environments. Then

$$e(\Gamma_1) \uplus e(\Gamma_2) = e(\Gamma_1 \land \Gamma_2)$$

Proof. By the definitions of $\land$ and $\uplus$.

Lemma 3.2 Let $A_1$ and $A_2$ be two expansion contexts. Then

$$l(A_1) \land l(A_2) = l(A_1 \uplus A_2)$$

Proof. By the definitions of $\land$ and $\uplus$.

Theorem 3.9 Let $M$ be a $\lambda$-term. Then $M$ is strongly normalizable if and only if there are a term $N$, an expansion context $A$ and a type $\sigma$ such that $\mathcal{E}_I(M : \sigma) \triangleright (N, A)$.
Proof. By theorem 2.12 the strongly normalizable terms are the terms typable in the intersection type system presented. The result follows by theorem 3.8 and lemma 3.4.

Theorem 3.13 Let $M$ be a $\lambda$-term such that $\Gamma \vdash M : \sigma$ in the intersection type system. Then there is a basis $\Gamma_C$ and a term $N$ such that $\Gamma_C \vdash_C N : T(\sigma)$, where $\vdash_C$ stands for type derivation in the Curry type system.

Proof. By theorem 2.12 the strongly normalizable terms are the terms typable in the intersection type system presented. The result follows by lemmas ?? and 3.4.

Theorem 3.19 Let $M$ be a $\lambda I$-term such that $E_I(M : \sigma) \triangleleft (N, A)$. Then $T_e(A) \vdash_R N : T(\sigma)$, where $\vdash_R$ stands for type derivation in the Relevant Type System.

Proof. Similar to the proof of theorem 3.12 considering that it applies to every case except to applications of the Weakening rule.

Theorem 3.20 Let $M$ be a $\lambda I$-term such that $\Gamma \vdash M : \sigma$ in the intersection type system. Then there is a basis $\Gamma_R$ and a term $N$ such that $\Gamma_R \vdash_R N : T(\sigma)$, where $\vdash_R$ stands for type derivation in the Relevant Type System.

Proof. By lemma 3.8, $\Gamma \vdash M : \sigma \Rightarrow E_I(M : \sigma) \triangleleft (N, e(A))$. The result follows by theorem 3.19.

Lemma 3.9 Let $(\lambda x.M)N$ be a redex in the $\lambda I$-calculus. Let $E_C((\lambda x.M)N : \sigma) \triangleleft (N_1, A)$ Then there is a linear term $N_2$ such that $E_C(M[N/x] : \sigma) \triangleleft (N_2, A)$ and $N_1 \beta \rightarrow N_2$.

Proof. The proof is identical to the case in the proof of lemma 3.6 where $x$ occurs free in $M$.

Theorem 3.27 Let $M$ be a $\lambda I$-term such that $E_C(M : \sigma) \triangleleft (N, A)$. Then $T_e(A) \vdash_L N : T(\sigma)$, where $\vdash_L$ stands for type derivation in the Linear Type System.

Proof. Similar to the proof of theorem 3.24 considering that it applies to every case except to applications of the Weakening rule.

Theorem 3.28 Let $M$ be a $\lambda I$-term such that $\Gamma \vdash M : \sigma$ in the intersection type system. Then there is a basis $\Gamma_L$ and a term $N$ such that $\Gamma_L \vdash_L N : T(\sigma)$, where $\vdash_L$ stands for type derivation in the Linear Type System.

Proof. Note that $\Gamma \vdash M : \sigma \Rightarrow E_C(M : \sigma) \triangleleft (N, e(A))$. The result follows by theorem 3.27.

Lemma 3.9 Let $(\lambda x.M)N$ be a redex in the $\lambda I$-calculus. Let $E_C((\lambda x.M)N : \sigma) \triangleleft (N_1, A)$ Then there is a linear term $N_2$ such that $E_C(M[N/x] : \sigma) \triangleleft (N_2, A)$ and $N_1 \beta \rightarrow N_2$.

Proof. The proof is identical to the case in the proof of lemma 3.6 where $x$ occurs free in $M$.

Theorem 3.29 Let $M_1$ and $M_2$ be two terms in the $\lambda I$-calculus. Let $E_C(M_1 : \sigma) \triangleleft (N_1, A)$ and $M_1 \beta \rightarrow M_2$. Then there is a term $N_2$ such that $E_C(M_2 : \sigma) \triangleleft (N_2, A)$ and $N_1 \beta \rightarrow N_2$.

Proof. Similar to the proof of theorem 3.21 for ACI-reduction.

Theorem 3.8 Let $M$ be a $\lambda$-term such that there is an environment $\Gamma$ and an intersection type $\sigma$ such that $\Gamma \vdash M : \sigma$. Then there is a term $N$ such that $E_I(M : \sigma) \triangleleft (N, e(\Gamma))$.

Proof. By structural induction on $M$.

(i) Base case: $M$ is a term-variable $x$. $\{x : \tau\} \vdash x : \tau$. Then $E_I(x : \tau) \triangleleft (y, \{x : \{y : \tau\}\})$ where $y$ is a fresh variable. The result follows noticing that $\{x : \{y : \tau\}\} = e(\{x : \tau\})$.

(ii) Induction step:
(a) $M$ is of the form $\lambda x. N$ and $x$ occurs in $N$. In this case $\Gamma \cup \{x : \tau_1 \cap \ldots \cap \tau_n\} \vdash N : \sigma$. By the induction hypothesis,

$$E_I(N : \sigma) \triangleleft (N', e(\Gamma) \cup \{x : \{x_1 : \tau_1, \ldots, x_n : \tau_n\}\})$$

Thus by the definition of expansion

$$E_I(\lambda x. N : \tau_1 \cap \ldots \cap \tau_n \to \sigma) \triangleleft (\lambda x_1 \ldots x_n. N', e(\Gamma))$$

(b) $M$ is of the form $\lambda x. N$ and $x$ does not occur in $N$. In this case $\Gamma \vdash N : \sigma$. By the induction hypothesis,

$$E_I(N : \sigma) \triangleleft (N', e(\Gamma))$$

and by the definition of expansion

$$E_I(\lambda x. N : \tau \to \sigma) \triangleleft (\lambda y. N', e(\Gamma))$$

(c) $M$ is of the form $M_1M_2$. In this case we have

$$\Gamma_0 \land \Gamma_1 \land \ldots \land \Gamma_n \vdash M_1M_2 : \sigma$$

Thus

$$\Gamma_0 \vdash M_1 : \tau_1 \cap \ldots \cap \tau_n \to \sigma$$
$$\Gamma_i \vdash M_2 : \tau_i (1 \leq i \leq n)$$

By the induction hypothesis:

$$E_I(M_1 : \tau_1 \cap \ldots \cap \tau_n \to \sigma) \triangleleft (M_0, e(\Gamma_0))$$
$$E_I(M_2 : \tau_i) \triangleleft (N_i, e(\Gamma_i)), (1 \leq i \leq n)$$

Thus, by the definition of expansion,

$$E_I(M_1M_2 : \sigma) \triangleleft (M_0N_1 \ldots N_n, e(\Gamma_0) \cup \ldots \cup e(\Gamma_n))$$

and finally by lemma 3.1

$$E_I(M_1M_2 : \sigma) \triangleleft (M_0N_1 \ldots N_n, e(\Gamma_0 \land \ldots \land \Gamma_n))$$

\[\square\]

**Lemma 3.4** Let $M$ be a $\lambda$-term such that there is an expansion context $A$, an intersection type $\sigma$, and a term $N$ such that $E_I(M : \sigma) \triangleleft (N, A)$. Then $l(A) \vdash \neg M : \sigma$.

**Proof.** By structural induction on $M$.

(i) Base case: $M$ is a term variable $x$. In this case $E_I(x : \tau) \triangleleft (y, \{x : \{y : \tau\}\})$. We have $l(\{x : \{y : \tau\}\}) = \{x : \tau\}$. Finally $\{x : \tau\} \vdash x : \tau$.

(ii) Induction step:

(a) $M$ is of the form $\lambda x. N$, and $x$ occurs in $N$.

$$E_I(\lambda x. N : (\tau_1 \cap \ldots \cap \tau_n \to \sigma)) \triangleleft (\lambda x_1 \ldots x_n. N', A)$$

where

$$E_I(N : \sigma) \triangleleft (N', A \cup \{x : \{x_1 : \tau_1, \ldots, x_n : \tau_n\}\})$$

By the induction hypothesis

$$l(A) \cup \{x : \tau_1 \cap \ldots \cap \tau_n\} \vdash N : \sigma$$

Thus

$$l(A) \vdash \lambda x. N : \tau_1 \cap \ldots \cap \tau_n \to \sigma$$
(b) $M$ is of the form $\lambda x.N$ and $x$ does not occur in $N$.

$E_I(\lambda x.N : \tau \rightarrow \sigma) \prec (\lambda y.N', A)$

where

$E_I(N : \sigma) \prec (N', A)$

By the induction hypothesis

$l(A) \vdash N : \sigma$

Thus

$l(A) \vdash \lambda x.N : \tau \rightarrow \sigma$

(c) $M$ is of the form $M_1M_2$. In this case we have:

$E_I((M_1M_2) : \sigma) \prec (M_0N_1 \ldots N_k, A_0 \sqcup \ldots \sqcup A_k)$

and

$E_I(M_1 : \tau_1 \cap \ldots \cap \tau_n \rightarrow \sigma) \prec (M_0, A_0)$

$E_I(M_2 : \tau_i) \prec (N_i, A_i)(1 \leq i \leq n)$

By the induction hypothesis

$l(A_0) \vdash M_1 : \tau_1 \cap \ldots \cap \tau_n \rightarrow \sigma$

$l(A_i) \vdash M_2 : \tau_i(1 \leq i \leq n)$

Thus

$l(A_0) \land \ldots \land l(A_n) \vdash M_1M_2 : \sigma$

Finally, by lemma 3.2,

$l(A_0 \sqcup \ldots \sqcup A_n) \vdash M_1M_2 : \sigma$

$\square$

**Theorem 3.12** Let $E_I(M : \sigma) \prec (N, A)$. Then $T_e(A) \vdash_C N : T(\sigma)$, where $\vdash_C$ stands for type derivation in the Curry type system.

**Proof.** By structural induction on $M$.

(i) Base case. $M$ is a term variable $x$. In this case $E_I(x : \tau) \prec (y, \{x : y : \tau\})$. $T_e(\{x : y : \tau\}) = \{y : T(\tau)\}$. The result follows by the VAR rule for the Curry type system.

(ii) Induction step:

(a) $M$ is of the form $\lambda x.N$. Suppose that $x$ occurs free in $M$. Then

$E_I(\lambda x.N : \tau_1 \cap \ldots \cap \tau_n \rightarrow \sigma) \prec (\lambda x_1 \ldots x_n.N^*, A)$

and thus

$E_I(N : \sigma) \prec (N^*, A \cup \{x : \{x_1 : \tau_1 \ldots x_n : \tau_n\}\})$

By the induction hypothesis and the definition of $T_e$:

$T_e(A) \cup \{x_1 : T(\tau_1), \ldots, x_n : T(\tau_n)\} \vdash_C N^* : T(\sigma)$

Thus, by successive applications of the ABS-I rule:

$T_e(A) \vdash_C \lambda x_1 \ldots x_n.N^* : T(\tau_1) \rightarrow \ldots \rightarrow T(\tau_n) \rightarrow T(\sigma)$

The result follows by the definition of $T$. The case where $x$ does not occur in $N$ is similar, with an extra application of the Weakening rule, thus we will omit it.

(b) $M$ is of the form $M_1M_2$. In this case:

$E_I(M_1 : \tau_1 \cap \ldots \cap \tau_n \rightarrow \sigma) \prec (M_0, A_0)$

$E_I(M_2 : \tau_i) \prec (N_i, A_i)(1 \leq i \leq n)$

By the induction hypothesis

$T_e(A_0) \vdash_C M_0 : T(\tau_1) \rightarrow \ldots \rightarrow T(\tau_n) \rightarrow T(\sigma)$
\[T_e(A_i) \vdash C N_i : \mathcal{T}(\tau_i), \text{ for } (1 \leq i \leq n).\]

Notice that the variables in \(A_0, \ldots, A_n\) are all distinct, because expansion contexts are generated with expansions of occurrences of free variables such that if a variable occurs in different expansions contexts it must occur with the same type, otherwise it was not possible to define the resulting expansion context \(A_0 \uplus A_1 \uplus \ldots \uplus A_n\). Thus the same happens for \(T_e(A_0), \ldots, T_e(A_n)\). This guarantees that in \(T_e(A_0) \cup \ldots \cup T_e(A_n)\) all variables are distinct. Thus

\[T_e(A_0) \cup \ldots \cup T_e(A_n) \vdash_C M_0 N_1 \ldots N_n : \mathcal{T}(\sigma)\]

**Lemma 3.5** Let \(E_I(M : \sigma) \triangleleft (M_0, A_0 \cup \{x : \{x_1 : \tau_1, \ldots, x_k : \tau_k\}\})\) and \(E_I(N : \tau_i) \triangleleft (N_i, A_i)\) for \(i \in \{1, \ldots, k\}\). Then \(E_I(M[N/x] : \sigma) \triangleleft (M_0[N_1/x_1, \ldots, N_k/x_k], A_0 \uplus \ldots \uplus A_k)\)

**Proof.** The proof will follow by structural induction on \(M\). Notice that, by lemma 3.3, \(x\) occurs free in \(M\).

(i) Base case: \(M \equiv x\). In this case:

\[E_I(x : \sigma) \triangleleft (y, \{x : \{y : \sigma\}\})\]

thus

\[E_I(x[N/x] : \sigma) \triangleleft (y[N_1/y], A_1)\]

where

\[E_I(N : \sigma) \triangleleft (N_1, A_1)\]

(ii) Induction step:

(a) \(M \equiv \lambda y. M_0\). Assume that \(y\) occurs free in \(M_0\). The other case is simpler. In this case:

\[E_I(\lambda y. M_0 : \delta_1 \cap \ldots \cap \delta_n \rightarrow \sigma_1) \triangleleft (\lambda y_1 \ldots y_n. M_0^*, A_0 \cup \{x : \{x_1 : \tau_1, \ldots, x_k : \tau_k\}\})\]

by the definition of expansion we have

\[E_I(M_0 : \sigma_1) \triangleleft (M_0^*, A_0 \cup \{x : \{x_1 : \tau_1, \ldots, x_k : \tau_k\}\} \cup \{y : \{y_1 : \delta_1, \ldots, y_n : \delta_n\}\}\]

and

\[E_I(N : \tau_i) \triangleleft (N_i, A_i), i \in \{1 \ldots k\}\]

By the induction hypothesis it follows:

\[E_I(M_0[N/x] : \sigma_1) \triangleleft (M_0^*[N_1/x_1, \ldots, N_k/x_k], A_0 \uplus \ldots \uplus A_k \uplus \{y : \{y_1 : \delta_1, \ldots, y_n : \delta_n\}\}\]

thus

\[E_I(\lambda y. M_0)[N/x] : \delta_1 \cap \ldots \cap \delta_n \rightarrow \sigma_1) \triangleleft (\lambda y_1 \ldots y_n. M_0^*[N_1/x_1, \ldots, N_k/x_k], A_0 \uplus \ldots \uplus A_k)\]

(b) \(M \equiv M_1 M_2\).

\[E_I(M_1 M_2 : \sigma) \triangleleft (P_0 P_1 \ldots P_n, B_0 \uplus B_1 \uplus \ldots \uplus B_n \uplus \{x : \{x_1 : \tau_1, \ldots, x_k : \tau_k\}\}\]

and

\[E_I(N : \tau_i) \triangleleft (N_i, A_i), i \in \{1 \ldots k\}\]

Let \(X = \{x : \{x_1 : \tau_1, \ldots, x_k : \tau_k\}\} = X_0 \uplus \ldots \uplus X_n\) where \(X_i = \{x : \{x^i_1 : \tau^i_1, \ldots, x^i_k : \tau^i_k\}\}\) and \(\{x^i_1, \ldots, x^i_k\}\) is the subset of \(\{x_1, \ldots, x_k\}\) whose elements occur in \(P_i\) for \(i \in \{0, \ldots, n\}\). Now we have

\[E_I(M_1 : \delta_1 \cap \ldots \cap \delta_n \rightarrow \sigma) \triangleleft (P_0, B_0 \uplus X_0)\]

and

\[E_I(M_2 : \delta_i) \triangleleft (P_i, B_i \uplus X_i), i \in \{1, \ldots, n\}\]
Let $T = \{N_1, \ldots, N_k\} = T_0 \cup \ldots \cup T_n$ where $T_i = \{N^i_1, \ldots, N^i_k\}$ is the subset of $T$ whose elements occur in $P_i[N_1/x_1, \ldots, N_k/x_k]$ and such that $E_i(N : \tau_j) \triangleleft (N^i_j, A_j)$ for $i \in \{1, \ldots, n\}$ and $j \in \{1, \ldots, k_i\}$. By the induction hypothesis we have:

$$E_i(M_1[N/x] : \delta_1 \cap \ldots \cap \delta_n \rightarrow \delta) \triangleleft (P_0[x^0_1/N^0_1, \ldots, x^0_k/N^0_k], B_0)$$

and

$$E_i(M_2[N/x] : \delta_i) \triangleleft (P_i[x^i_1/N^i_1, \ldots, x^i_k/N^i_k], B_i), i \in \{1, \ldots, n\})$$

Thus

$$E_i((M_1M_2)[N/x] : \sigma) \triangleleft ((P_0P_1 \ldots P_n)[x_1/N_1, \ldots, x_k/N_k], B_0 \uplus B_1 \uplus \ldots \uplus B_n)$$

\[\square\]

**Lemma 3.6** Let $(\lambda x.M)N$ be a redex in the $\lambda$-calculus. Let $E_i((\lambda x.M)N : \sigma) \triangleleft (N_1, A_1)$ Then there is a term $N_2$ such that $E_i(M[N/x] : \sigma) \triangleleft (N_2, A_2)$, $A_2 \sqsubseteq A_1$ and $N_1 \rightarrow^\beta N_2$.

**Proof.** We will consider two cases:

(i) $x \in FV(M)$. By the definition of expansion:

$$E_i((\lambda x.M)N : \sigma) \triangleleft ((\lambda x_1 \ldots x_k.M_0)N_1 \ldots N_k, A_0 \uplus \ldots \uplus A_k)$$

where

$$E_i((\lambda x.M) : \tau_1 \cap \ldots \cap \tau_k \rightarrow \sigma) \triangleleft (\lambda x_1 \ldots x_k.M_0, A_0)$$

and

$$E_i(N : \tau_i) \triangleleft (N_i, A_i)$$

Then we have

$$E_i(M : \sigma) \triangleleft (M_0, A_0 \uplus \{x : \{x_1 : \tau_1 \ldots x_k : \tau_k\}\})$$

By lemma 3.8 we have:

$$E_i(M[N/x] : \sigma) \triangleleft (M_0[N_1/x_1, \ldots, N_k/x_k], A_0 \uplus \ldots \uplus A_k)$$

(ii) $x \notin FV(M)$. In this case

$$E_i((\lambda x.M)N : \sigma) \triangleleft ((\lambda y.M_0)N_0, A_0 \uplus A_1)$$

where

$$E_i(\lambda x.M : \tau \rightarrow \sigma) \triangleleft (\lambda y.M_0, A_0)$$

and

$$E_i(N : \tau) \triangleleft (N_0, A_1)$$

Thus

$$E_i(M : \sigma) \triangleleft (M_0, A_0)$$

and

$$E_i(M[N/x] : \sigma) = E(M : \sigma) \triangleleft (M_0, A_0)$$

Note that $A_0 \sqsubseteq A_0 \uplus A_1$.

\[\square\]

To show that expansion is preserved by weak head reduction we need the concept of context as a term containing one hole $[\ ]$.

**Definition A.1** Contexts $C[\ ]$ are described by

(i) $[\ ]$ is a context;

(ii) If $C[\ ]$ is a context and $M$ a $\lambda$-term, then $C[\ ]M$, $MC[\ ]$ and $\lambda x.C[\ ]$ are contexts.
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If $M$ is a $\lambda$-term and $C[\ ]$ a context then $C[M]$ is the result of replacing the hole in $C[\ ]$ with $M$. Note that this operation is different from that of substitution because no renaming of bound variables is allowed.

**Theorem 3.16** Let $\mathcal{E}_I(M_1 : \sigma) \triangleright (N_1, A_1)$ and $M_1 \rightarrow M_2$. Then there is a term $N_2$ such that $\mathcal{E}_I(M_2 : \sigma) \triangleright (N_2, A_2)$, $N_1 \rightarrow^w N_2$ and $A_2 \sqsubseteq A_1$.

**Proof.** We will consider two cases:

(i) $x \in FV(M)$. By the definition of expansion:

$$\mathcal{E}_I((\lambda x.M)N : \sigma) \triangleright ((\lambda x_1 \ldots x_k.M_0)N_1 \ldots N_k, A_0 \uplus \ldots \uplus A_k)$$

where

$$\mathcal{E}_I((\lambda x.M) : \tau_1 \cap \ldots \cap \tau_k \rightarrow \sigma) \triangleright (\lambda x_1 \ldots x_k.M_0, A_0)$$

and

$$\mathcal{E}_I(\lambda x.M : \tau_i) \triangleright (N_i, A_i)$$

Then we have

$$\mathcal{E}_I(M : \sigma) \triangleright (M_0, A_0 \uplus \{x : \{x_1 : \tau_1 \ldots x_k : \tau_k\}\})$$

By lemma 3.8 we have:

$$\mathcal{E}_I(M[N/x] : \sigma) \triangleright (M_0[N_1/x_1, \ldots, N_k/x_k], A_0 \uplus \ldots \uplus A_k)$$

(ii) $x \notin FV(M)$. In this case

$$\mathcal{E}_I((\lambda x.M)N : \sigma) \triangleright ((\lambda y.M_0)N_0, A_0 \uplus A_1)$$

where

$$\mathcal{E}_I(\lambda x.M : \tau \rightarrow \sigma) \triangleright (\lambda y.M_0, A_0)$$

and

$$\mathcal{E}_I(N : \tau) \triangleright (N_0, A_1)$$

Thus

$$\mathcal{E}_I(M : \sigma) \triangleright (M_0, A_0)$$

and

$$\mathcal{E}_I(M[N/x] : \sigma) = \mathcal{E}(M : \sigma) \triangleright (M_0, A_0)$$

Note that $A_0 \sqsubseteq A_0 \uplus A_1$.

\[\Box\]

**Theorem 3.21** Let $M_1$ and $M_2$ be two terms in the $\lambda$I-calculus. Let $\mathcal{E}_I(M_1 : \sigma) \triangleright (N_1, A)$ and $M_1 \rightarrow M_2$. Then there is a term $N_2$ such that $\mathcal{E}(M_2 : \sigma) \triangleright (N_2, A)$ and $N_1 \rightarrow^\beta N_2$.

**Proof.** We will use structural induction on the context $C$ such that $M_1 \xrightarrow[^R^\beta] C M_2$ and $M_1 \equiv C[R]$.

(i) Base case: $M_1$ is the $\beta$-redex $R$. The proof follows from Lemma 3.9.

(ii) Induction step:

(a) $M_1 = \lambda x.C[R]$. In this case:

$$\mathcal{E}_I(\lambda x.C[R] : \delta_1 \cap \ldots \cap \delta_k \rightarrow \delta) \triangleright (\lambda x_1 \ldots x_k.M^*, A)$$

$x$ occurs free in $\lambda x.C[R]$, thus

$$\mathcal{E}_I(C[R] : \delta) \triangleright (M^*, A \uplus \{x_1 : \delta_1, \ldots, x_k : \delta_k\})$$. 

By the induction hypothesis there is a term $N_2$ such that

$$C[R] \rightarrow^\beta P$$

and

$$E_I(P : \delta) \vdash (N_2, A \uplus \{x : \{x_1 : \delta_1, \ldots, x_k : \delta_k\}\})$$

and

$$M^* \rightarrow^\beta N_2$$

Thus

$$\lambda x. C[R] \rightarrow^\beta \lambda x. P$$

$$E_I(\lambda x. P : \delta_1 \cap \ldots \cap \delta_k \rightarrow \delta) \vdash (\lambda x_1 \ldots x_k. N_2, A)$$

and

$$\lambda x_1 \ldots x_k. M^* \rightarrow^\beta \lambda x_1 \ldots x_k. N_2$$

(b) $M_1 \equiv C[R]W$. In this case

$$E_I(C[R]W : \sigma) \vdash (P_0 P_1 \ldots P_k, A_0 \uplus A_1 \uplus \ldots \uplus A_k)$$

Thus

$$E_I(C[R] : \tau_1 \cap \ldots \cap \tau_n \rightarrow \sigma) \vdash (P_0, A_0)$$

and

$$E_I(W : \tau_i) \vdash (P_i, A_i)$$

By the induction hypothesis there is a term $P_0^* \equiv C[R]$ such that

$$C[R] \rightarrow^\beta P$$

$$E(P : \tau_1 \cap \ldots \cap \tau_n \rightarrow \sigma) \vdash (P_0^*, A_0)$$

and

$$P_0 \rightarrow^\beta P_0^*$$

Thus

$$E_I(PW : \sigma) \vdash (P_0^* P_1 \ldots P_k, A_0 \uplus \ldots \uplus A_k)$$

and

$$P_0 P_1 \ldots P_k \rightarrow^\beta P_0^* P_1 \ldots P_k$$

(c) Suppose that $M_1 C[R] \rightarrow^\beta M_1 N_2$. Thus

$$E_I(M_1 C[R]) \vdash (P_0 P_1 \ldots P_k, A_0 \uplus \ldots \uplus A_k)$$

Thus

$$E_I(M_1 : \tau_1 \cap \ldots \cap \tau_k \rightarrow \sigma) \vdash (P_0, A_0)$$

and

$$E_I(C[R] : \tau_i) \vdash (P_i, A_i), i \in \{1, \ldots, k\}$$

By the induction hypothesis for $i \in \{1, \ldots, k\}$ there are terms $P_i^*$ such that

$$E_I(N_2 : \tau_i) \vdash (P_i^*, A_i)$$

and

$$P_i \rightarrow^\beta P_i^*$$
Theorem 3.36 Let $M$ be a $\lambda_I$-term. If $\mathcal{E}_o(M : \sigma) \triangleq (N^{T(\sigma)}, A)$, then $\mathcal{T}_e(A) \vdash_o N : T(\sigma)$.

Proof. By induction on $M$.

• $\mathcal{E}_o(x : \sigma) \triangleq (y^{T(\sigma)}, [x : [y : T(\sigma)])$ and $\mathcal{T}_e([x : [y : T(\sigma)]) = y : T(\sigma)$ and trivially we have $y : T(\sigma) \vdash_o y : T(\sigma)$.

• $\mathcal{E}_o(\lambda x.M : \sigma_1 \cap \cdots \cap \sigma_n \circ \sigma) \triangleq (\lambda x \cdots x, M_0^{T(\sigma)} \circ \cdots \circ T(\sigma(n)) \circ \sigma, A)$, follows from $\mathcal{E}_o(M : \sigma) \triangleq (M_0^{T(\sigma)}, A + [x_1 : T(\tau_1), \ldots, x_n : T(\tau_n)])$. By the i.h.

Thus

$$\mathcal{E}_e(M_1 N_2) \triangleq (P_0 P_1^* \ldots P_k^*, A_0 \cup \ldots \cup A_k)$$

and

$$P_0 P_1 \ldots P_k \rightarrow \beta \quad P_0 P_1^* \ldots P_k^* \triangleright$$

\[ \square \]

Lemma 3.10 Let $\mathcal{E}_o(M, \sigma) \triangleq (N, A_1 + [x : [x_1 : \tau_1, \ldots, x_n : \tau_n]] + A_2)$, then there exist $n$ occurrences of $x$ in $M$.
Lemma 3.11 Let $\varepsilon_0(M, \sigma) \triangleq (M_0^{T(\sigma)}, A_0 + [x : [x_1 : T(\tau_1), \ldots, x_n : T(\tau_n)]] + A_{n+1})$ and

$$\left( \varepsilon_0(N, \pi_1) \triangleq (N_1^{T(\pi_1)}, A_1) \right)_{i=1 \ldots n}$$

then $\varepsilon_0(M[N/x], \sigma) \triangleq ((M_0[N_1/x_1, \ldots, N_n/x_n])^{T(\sigma)}, A_0 + i = 1 \ldots n A_i + A_{n+1})$.

Proof. By induction on $M$.

• $M = x$: $\varepsilon_0(M, \sigma) \triangleq (y^{T(\sigma)}, [x : [y : T(\sigma)]])$ with $y$ fresh and $\varepsilon_0(N, \sigma) \triangleq (N_1^{T(\sigma)}, A_1)$. Then $\varepsilon_0(x[N/x], \sigma) = \varepsilon_0(N, \sigma) = (N_1^{T(\sigma)}, A_1) = (y[N_1/y, A_1])$. Note that in this case $A_0 = A_{n+1} = \emptyset$.

• $M = \lambda y.M'$, we have two cases:

  (i) $\varepsilon_0(\lambda y.M' : \sigma_1 \cap \cdots \cap \sigma_k \to \sigma) \triangleq (\lambda y_1 \ldots y_k.M_0^{T(\sigma_1)\circ \cdots \circ T(\sigma_k)\circ T(\sigma)}, A_0 + [x : [x_1 : T(\tau_1), \ldots, x_n : T(\tau_n)] + A_{n+1} + [y : [y_1 : T(\sigma_1), \ldots, y_k : T(\sigma_k)]]]$.

  By the i.h., $\varepsilon_0(M'[N/x], \sigma) \triangleq (M_0[N_1/x_1, \ldots, N_n/x_n])^{T(\sigma)}, A_0 + i = 1 \ldots n A_i + A_{n+1} + [x : [y_1 : T(\sigma_1), \ldots, y_k : T(\sigma_k)]]$, from which follows $\varepsilon_0((y.M')^T(\sigma), \sigma_1 \cap \cdots \cap \sigma_k \to \sigma) \triangleq ((\lambda y_1 \ldots y_k.M_0[N_1/x_1, \ldots, N_n/x_n])^{T(\sigma_1)\circ \cdots \circ T(\sigma_k)\circ T(\sigma)}, A_0 + i = 1 \ldots n A_i + A_{n+1})$.

  (ii) $\varepsilon_0(\lambda y.M' : \sigma_1 \cap \cdots \cap \sigma_k \to \sigma) \triangleq (\lambda y_1 \ldots y_k.M_0^{T(\sigma_1)\circ \cdots \circ T(\sigma_k)\circ T(\sigma)}, A_0 + [x : [x_1 : T(\tau_1), \ldots, x_n : T(\tau_n)] + A_{n+1}]$.

  By the i.h., $\varepsilon_0(M'[N/x], \sigma) \triangleq (M_0[N_1/x_1, \ldots, N_n/x_n])^{T(\sigma)}, [y : [y_1 : T(\sigma_1), \ldots, y_k : T(\sigma_k)]] + A_{n+1} + [x : [y_1 : T(\sigma_1), \ldots, y_k : T(\sigma_k)]]$, from which follows $\varepsilon_0((\lambda y.M')^T(\sigma), \sigma_1 \cap \cdots \cap \sigma_k \to \sigma) \triangleq ((\lambda y_1 \ldots y_k.M_0[N_1/x_1, \ldots, N_n/x_n])^{T(\sigma_1)\circ \cdots \circ T(\sigma_k)\circ T(\sigma)}, A_0 + i = 1 \ldots n A_i + A_{n+1})$.

• $M = PQ$, we have two cases:

  (i) $\varepsilon_0(PQ : \sigma) \triangleq ((P_0Q_1 \ldots Q_m)^T(\sigma), A_0 + [x : [x_1 : T(\tau_1), \ldots, x_n : T(\tau_n)] + A_{n+1}]$, if for some $m > 0$ and

  $\sigma_1, \ldots, \sigma_m \varepsilon_0(P : \sigma_1 \cap \cdots \cap \sigma_m \to \sigma) \triangleq (P_0^{T(\sigma_1)\circ \cdots \circ T(\sigma_m)\circ T(\sigma)}, B_0)$ and

  $\varepsilon_0(N : \sigma_1) \triangleq (N_1^{T(\sigma_1)}, B_1) \quad j = 1 \ldots m$,

  where $A_0 + [x : [x_1 : T(\tau_1), \ldots, x_n : T(\tau_n)] + A_{n+1} = B_0 + B_1 + \cdots B_m$. Let $\{x_1, \ldots, x_n\} = \{x_{i_0}, x_{i_1}, \ldots, x_{i_{m-1}}, x_{i_m}\}$, $B_0 = B_0' + [x : [x_{i_0} : T(\tau_{i_0}), \ldots, x_{i_m} : T(\tau_{i_m})]] + A''_0$, $B_j = A''_0 + [x : [x_{i_j} : T(\tau_{i_j}), \ldots, x_{i_{j+1}} : T(\tau_{i_{j+1}})] + B''_j$ for $j = 1 \ldots m$, $A_0 = A'_0$, $A_{n+1} = A''_0 + j = 1 \ldots m (B'_j + B''_j)$

  and $A_{1-n} = A''_0 + k = 1 \ldots B''_j$. By the i.h.,

  $\varepsilon_0(P[N/x] : \sigma_1 \cap \cdots \cap \sigma_m \to \sigma) \triangleq ((P_0[N_1/x_{i_0}, \ldots, N_{i_m}/x_{i_m}])^{T(\sigma_1)\circ \cdots \circ T(\sigma_m)\circ T(\sigma)}, A'_0 + A_{n+1} + A''_0 + j = 1 \ldots m (B'_j + B''_j)$

and, for $j = 1 \ldots m$,

$\varepsilon_0(Q[N/x] : \sigma_j) \triangleq ((Q_j[N_1/x_{i_1}, \ldots, N_{i_j}/x_{i_j}])^{T(\sigma_j)}, B'_j + A_{j+1} + \cdots A_{i_j} + B''_j)$

from which follows:

$\varepsilon_0(PQ[N/x] : \sigma) \triangleq ((P_0Q_1 \ldots Q_m[N_0/x_{i_0}, \ldots, N_{i_j}/x_{i_j}])^{T(\sigma)}, A'_0 + A_{n+1} + \cdots + A''_0 + A''_0 + j = 1 \ldots m (B'_j + A_{j+1} + \cdots + A_{i_j} + B''_j)$

where $A'_0 + A_{n+1} + A''_0 + j = 1 \ldots m (B'_j + A_{j+1} + \cdots + A_{i_j} + B''_j) = A_0 + A_{n+1} \ldots A''_0 + j = 1 \ldots m (B'_j + A'_{j+1} + \cdots A_{i_j} + B''_j)$ given that

$A'_0 = A_0$, $A_{n+1} = A''_0 + j = 1 \ldots m (B'_j + A'_{j+1} + \cdots A_{i_j} + B''_j)$,

$A''_0 = \emptyset$, $A_{n+1} = \emptyset$ and $A''_0 = \emptyset$ and $A_{n+1} = \emptyset$.

(ii) $\varepsilon_0(PQ : \sigma) \triangleq ((P_0Q_1 \ldots Q_m)^T(\sigma), A_0 + [x : [x_1 : T(\tau_1), \ldots, x_n : T(\tau_n)] + A_{n+1}]$.

By the i.h., $\varepsilon_0(P : \sigma_1 \cap \cdots \cap \sigma_m \to \sigma) \triangleq (P_0^{T(\sigma_1)\circ \cdots \circ T(\sigma_m)\circ T(\sigma)}, B_0)$ and

$\varepsilon_0(N : \sigma_1) \triangleq (N_1^{T(\sigma_1)}, B_1) \quad j = 1 \ldots m$,

where $A_0 + [x : [x_1 : T(\tau_1), \ldots, x_n : T(\tau_n)] + A_{n+1} = B_0 + B_1 + B_2$. Let $\{x_1, \ldots, x_n\} = \{x_{m1}, \ldots, x_{mm}, x_{i_0}, x_{i_1}, \ldots, x_{i_{m-1}}\}$, $B_0 = A''_0 + [x : [x_{i_0} : T(\tau_{i_0}), \ldots, x_{i_{m-1}} : T(\tau_{i_{m-1}})] + A''_0$, $B_j = A''_0 + [x : [x_{i_j} : T(\tau_{i_j}), \ldots, x_{i_j} : T(\tau_{i_j})] + A''_0$, $B_j = A''_0 + [x : [x_{i_j} : T(\tau_{i_j}), \ldots, x_{i_j} : T(\tau_{i_j})] + A''_0$, $B_j = A''_0 + [x : [x_{i_j} : T(\tau_{i_j}), \ldots, x_{i_j} : T(\tau_{i_j})] + A''_0$
Lemma 3.12 Let \((\lambda x. M)N\) be a redex in the \(\Lambda I\)-calculus. Let \(\varepsilon_0((\lambda x. M)N : \sigma) \triangleq (N_1^\gamma, A)\). Then there is a linear term \(N_2\) and a type \(\tau_2\) such that \(\varepsilon_0(M[N/x] : \sigma) \triangleq (N_2^\gamma, A)\) and \(N_1 \nrightarrow N_2\).

Proof. We consider two cases:

(i) \(\varepsilon_0((\lambda x. M)N : \sigma) \triangleq ((\lambda x_1 \ldots x_n. M^\ast)N_1 \ldots N_n, i = 0 \ldots n, A_i)\) follows from \(\varepsilon_0(M, \sigma) \triangleq (M^\ast, A_0 + [x : [x_1 : T(\tau_1), \ldots, x_n : T(\tau_n)]])\) and \(\varepsilon_0(N_i, \tau_i) \triangleq (N_i, A_i)\) for some \(\tau_1, \ldots, \tau_n\) for \(i = 0 \ldots n\). Then, from Lemma 3.11, it follows \(\varepsilon_0(M[N/x] : \sigma) \triangleq (M^\ast[N_1/x_1, \ldots, N_n/x_n], i = 0 \ldots n, A_i)\) and \((\lambda x_1 \ldots x_n. M^\ast)N_1 \ldots N_n \nrightarrow M^\ast[N_1/x_1, \ldots, N_n/x_n]\).

(ii) \(\varepsilon_0((\lambda x. M)N : \sigma) \triangleq ((\lambda x_1 \ldots x_n. M^\ast)N_1 \ldots N_n, A_n + \cdots + A_1 + A_0)\) follows from \(\varepsilon_0(M, \sigma) \triangleq (M^\ast, [x : [x_n : T(\tau_n), \ldots, x_1 : T(\tau_1)]])\) and \(\varepsilon_0(N_i, \tau_i) \triangleq (N_i, A_i)\) for some \(\tau_1, \ldots, \tau_n\) for \(i = 0 \ldots n\). Then, from Lemma 3.11, it follows \(\varepsilon_0(M[N/x] : \sigma) \triangleq (M^\ast[N_1/x_1, \ldots, N_n/x_n], A_n + \cdots + A_1 + A_0)\) and \((\lambda x_1 \ldots x_n. M^\ast)N_1 \ldots N_n \nrightarrow M^\ast[N_1/x_1, \ldots, N_n/x_n] \equiv M^\ast[N_1/x_1, \ldots, N_n/x_n]\)

Theorem 3.38 Let \(M_1\) and \(M_2\) be two terms in the \(\Lambda I\)-calculus. Let \(\varepsilon_0(M_1 : \sigma) \triangleq (N_1^\gamma, A)\) and \(M_1 \nrightarrow M_2\). Then there is a term \(N_2\) and a type \(\tau_2\) such that \(\varepsilon_0(M_2 : \sigma) \triangleq (N_2^\gamma, A)\) and \(N_1 \nrightarrow N_2\).

Proof. We will use structural induction on the context \(C[R]\) such that \(M_1 \nrightarrow M_2\).

(i) Base case: \(M_1\) is the \(\beta\)-redex \(R\). The proof follows from Lemma 3.12.

(ii) Induction step:

(a) \(M_1 \equiv \lambda x. C[R] \nrightarrow_{\beta} \lambda x. P \equiv M_2\) with \(C[R] \nrightarrow_{\beta} P\). We have two cases:

\[\varepsilon_0(\lambda x. C[R] : \sigma_1 \cap \ldots \cap \sigma_k \rightarrow \sigma) \triangleq ((\lambda x_1 \ldots x_n. M^\ast)T(\sigma_1) \vdash \cdots \vdash T(\sigma_n) \vdash \sigma, A),\]

which follows from \(\varepsilon_0(C[R] : \sigma) \triangleq (M^\ast, A + [x : [x_1 : T(\sigma_1), \ldots, x_n : T(\sigma_n)]])\). By the \(i.h.\), there is a term \(N\) such that \(\varepsilon_0(P : \sigma) \triangleq (N^\gamma, A + [x : [x_1 : T(\sigma_1), \ldots, x_n : T(\sigma_n)]] \nrightarrow_{\beta} N)\). From which follows \(\varepsilon_0(\lambda x. P : \sigma_1 \cap \ldots \cap \sigma_n \rightarrow \sigma) \triangleq ((\lambda x_1 \ldots x_n. N)T(\sigma_1) \vdash \cdots \vdash T(\sigma_n) \vdash \sigma, A)\) and \(\lambda x_1 \ldots x_n. M^\ast \nrightarrow_{\beta} \lambda x_1 \ldots x_n. N\), as expected.
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\[ \varepsilon_0(\lambda x. C[R] : \sigma_1 \cap \ldots \cap \sigma_k \rightarrow \sigma) \triangleq (\lambda x_1 \ldots x_n. M^* \vec{T}(\sigma_1) \ldots \vec{T}(\sigma_n) \rightarrow \sigma, A), \] 

which follows from 
\[ \varepsilon_0(C[R] : \sigma) \triangleq (M^* \vec{T}(\sigma), [x : [x_n : \vec{T}(\sigma_n), \ldots x_1 : \vec{T}(\sigma_1)] + A). \]

By the i.h., there is a term \( N \) such that \( \varepsilon_0(P : \sigma) \triangleq (N^T(\sigma), [x : [x_n : \vec{T}(\sigma_n), \ldots x_1 : \vec{T}(\sigma_1)] + A) \) \( M^* \beta \rightarrow N. \) From which follows \( \varepsilon_0(\lambda x.P : \sigma_1 \cap \ldots \cap \sigma_k \rightarrow \sigma) \triangleq ((\lambda x_1 \ldots x_n.N)^T(\sigma_1) \ldots \vec{T}(\sigma_n) \rightarrow \sigma, A) \) and \( \lambda x_1 \ldots x_n.M^* \beta \rightarrow \lambda x_1 \ldots x_n.N, \) as expected.

(b) \( M_1 \equiv C[R]W \rightarrow \beta PW \equiv M_2 \) with \( C[R] \rightarrow \beta P. \) We have two cases:

\[ \varepsilon_0(C[R]W : \sigma) \triangleq (P_0P_1 \ldots P_n, \sigma + i=0 \ldots A_i), \] 

which follows from \( \varepsilon_0(C[R] : \sigma_1 \cap \ldots \cap \sigma_n \rightarrow \sigma) \triangleq (P_0^T(\sigma_1) \ldots \vec{T}(\sigma_n) \rightarrow \sigma, A_0) \) and \( \varepsilon_0(W : \sigma_i) \triangleq (P_i, A_i) \) for some \( \sigma_1, \ldots, \sigma_n \) for \( i = 1 \ldots n. \) By the i.h. there is a term \( N \) such that \( \varepsilon_0(P : \sigma_1 \cap \ldots \sigma_n \rightarrow \sigma) \triangleq (N^T(\sigma_1) \ldots \vec{T}(\sigma_n) \rightarrow \sigma, A_0) \) and \( P_0 \beta \rightarrow N, \) from which follows \( \varepsilon_0(PW : \sigma) \triangleq (NP_1 \ldots P_n, \sigma + i=0 \ldots A_i) \) and \( P_0P_1 \ldots P_n \beta \rightarrow NP_1 \ldots P_n, \) as expected.

\[ \varepsilon_0(C[R]W : \sigma) \triangleq (P_0P_1 \ldots P_n, A_n + \ldots + A_1 + A_0, \] 

which follows from \( \varepsilon_0(C[R] : \sigma_1 \cap \ldots \sigma_n \rightarrow \sigma) \triangleq (P_0^T(\sigma_1) \ldots \vec{T}(\sigma_n) \rightarrow \sigma, A_0) \) and \( \varepsilon_0(W : \sigma_i) \triangleq (P_i, A_i) \) for some \( \sigma_1, \ldots, \sigma_n \) for \( i = 1 \ldots n. \) By the i.h. there is a term \( N \) such that \( \varepsilon_0(P : \sigma_1 \cap \ldots \sigma_n \rightarrow \sigma) \triangleq (N^T(\sigma_1) \ldots \vec{T}(\sigma_n) \rightarrow \sigma, A_0) \) and \( P_0 \beta \rightarrow N, \) from which follows \( \varepsilon_0(PW : \sigma) \triangleq (NP_1 \ldots P_n, A_n + \ldots + A_1 + A_0) \) and \( P_0P_1 \ldots P_n \beta \rightarrow NP_1 \ldots P_n, \) as expected.

(c) \( M_1 \equiv WC[R] \rightarrow \beta WP \equiv M_2 \) with \( C[R] \rightarrow \beta P. \) We have two cases:

\[ \varepsilon_0(WC[R] : \sigma) \triangleq (P_0P_1 \ldots P_n, i=0 \ldots A_i), \] 

which follows from \( \varepsilon_0(P : \sigma_1 \cap \ldots \sigma_n \rightarrow \sigma) \triangleq (P_0^T(\sigma_1) \ldots \vec{T}(\sigma_n) \rightarrow \sigma, A_0) \) and \( \varepsilon_0(C[R] : \sigma_i) \triangleq (P_i, A_i) \) for some \( \sigma_1, \ldots, \sigma_n \) for \( i = 1 \ldots n. \) By the i.h. there are terms \( N_1 \ldots N_n \) such that \( \varepsilon_0(P_i : \sigma_i) \triangleq (N_i^T(\sigma_i), A_i) \) and \( P_i \beta \rightarrow N_i, \) for \( i = 1 \ldots n. \) Therefore \( \varepsilon_0(WP : \sigma) \triangleq (P_0N_1 \ldots N_n, i=0 \ldots A_i) \) and \( P_0P_1 \ldots P_n \beta \rightarrow P_0N_1 \ldots N_n, \) as expected.

\[ \varepsilon_0(WC[R] : \sigma) \triangleq (P_0P_1 \ldots P_n, A_n + \ldots + A_1 + A_0, \] 

which follows from \( \varepsilon_0(P : \sigma_1 \cap \ldots \sigma_n \rightarrow \sigma) \triangleq (P_0^T(\sigma_1) \ldots \vec{T}(\sigma_n) \rightarrow \sigma, A_0) \) and \( \varepsilon_0(C[R] : \sigma_i) \triangleq (P_i, A_i) \) for some \( \sigma_1, \ldots, \sigma_n \) for \( i = 1 \ldots n. \) By the i.h. there are terms \( N_1 \ldots N_n \) such that \( \varepsilon_0(P_i : \sigma_i) \triangleq (N_i^T(\sigma_i), A_i) \) and \( P_i \beta \rightarrow N_i, \) for \( i = 1 \ldots n. \) Therefore \( \varepsilon_0(WP : \sigma) \triangleq (P_0N_1 \ldots N_n, A_n + \ldots + A_1 + A_0) \) and \( P_0P_1 \ldots P_n \beta \rightarrow P_0N_1 \ldots N_n, \) as expected.

\[ \square \]