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Abstract

We analyze the inverse problem of Density Functional Theory using a regularized variational method. First, we show that given $k$ and a target density $\rho$, there exist potentials having $k$th bound mixed states which densities are arbitrarily close to $\rho$. The state can be chosen pure in dimension $d = 1$ and without interactions, and we provide numerical and theoretical evidence consistently leading us to conjecture that the same pure representability result holds for $d = 2$, but that the set of pure-state $v$-representable densities is not dense for $d = 3$. Finally, we present an inversion algorithm taking into account degeneracies, removing the generic blocking behavior of standard ones.

1. Introduction

In 1965, Kohn and Sham postulated the existence of effective one-body potentials which would replace the electronic interaction while keeping the same ground state density, and stated their relations to the exchange-correlation functionals [32]. Physical quantities of this new effective non-interacting system provide approximations of the exact ones. This led to the development of very successful techniques enabling to predict properties of microscopic systems in quantum chemistry and physics. The existence of such a potential producing a prescribed ground state density $\rho$ is called the $v$-representability problem, and its search is the inverse problem of Density Functional Theory. There are few works addressing the mathematical aspects of this problem, although several numerical studies were carried out. In [41], Lieb proved that any density can be approximately represented by a ground mixed state in some external potential $v$, and introduced a dual variational method enabling to find the Kohn–Sham potential. The ground state $v$-representability problem was studied by variational methods in the cases of classical DFT at positive temperature [11] and for quantum lattices [12].
In this paper, we address the problem of \( v \)-representability in the quantum case at zero temperature, with ground or excited states, in pure and mixed settings, both theoretically and numerically.

In the first part, we present a mathematical investigation. As shown by Lieb \[41\], the exact inverse potential of a density \( \rho \geq 0 \) maximizes the functional \( v \mapsto E^{(0)}(v) - \int_{\mathbb{R}^d} v \rho \) in \((L^p + L^\infty)(\mathbb{R}^d, \mathbb{R})\), where \( E^{(0)}(v) \) is the \( N \)-particle ground state energy and \( p \) is defined in (1). Nevertheless, this functional is not locally coercive in this space as we will see in Section 3.2.3. To circumvent this ill-posedness, we regularize the problem by discretizing the space of potentials. More precisely, we restrict our attention to potentials of the form \( \sum_i v_i \alpha_i \) where the \( \alpha_i \) are fixed weight functions and \( v_i \in \mathbb{R} \) are real parameters. The discretization amounts to integrating the problematic short-distance degrees of freedom, and implements an ultra-violet cut-off. Our approach enables to show that for any \( k \in \mathbb{N} := \{0, 1, \ldots\} \), the regularizations of the functionals \( v \mapsto E^{(k)}(v) - \int_{\mathbb{R}^d} v \rho \) are coercive, where \( E^{(k)}(v) \) denotes the \( k \)th bound state energy, and this implies the approximate representability of densities by \( k \)th mixed bound states, with arbitrary precision. For \((d, w) = (1, 0)\), where \( w \) is the two-body interaction potential, we show that we can take a pure state. Correspondingly, we define pseudo-discrete regularized Levy–Lieb and Lieb functionals by relaxing the condition \( \rho \Psi = \rho \) to \( \int_{\mathbb{R}^d} \rho \Psi \alpha_i = \int_{\mathbb{R}^d} \rho \alpha_i \) for any \( i \), a similar approach was applied to optimal transport in \[2, 14\], where the numerical efficiency seems promising.

Computing inverse potentials is used in the Optimal Effective Potential method to develop exchange-correlation functionals which perform better than standard functionals in some configurations \[15, \text{Chapter 6}\]. Numerically, this problem received significant attention for \( k = 0 \), in \[1, 5, 24, 29, 30, 33, 46, 47, 51, 53, 54\] using the dual formulation, in \[29\] using the PDE-constrained optimization, and in \[48\] using derivatives of the Moreau-Yosida regularized Levy–Lieb functional, where degeneracy is discussed in \[49\]. However, degeneracy issues are also critical in the dual approach, except when \((d, k) = (1, 0)\), and they were not taken into account in the literature to the best of our knowledge. Indeed, the standard algorithm breaks down when eigenvalues cross or when the inverse potential is degenerate. Hence in the second part, we present an algorithm which converges to a potential having a \( k \)th bound mixed state with the target density. With \( w = 0 \), numerical results indicate that for \( d = 2 \), densities are \( v \)-representable by \( k \)th bound pure states, whereas this depends on the target density for \( d = 3 \). We also numerically remark that degeneracies are generic for inverse potentials, and as in the SCF procedure \[9\] that perturbation of target densities does not lift degeneracies. Finally, we confirm the study \[22\], which indicates that for excited states, many potentials lead to the same density.

### 2. Properties of the Dual Problem

#### 2.1. Definitions

Let \( d \in \mathbb{N} \setminus \{0\} \) and in all the document, \( \Omega \subset \mathbb{R}^d \) denotes a (bounded or unbounded) connected open set with Lipschitz boundary, representing the space in
which our quantum system lives. We do not consider spin degrees of freedom but our results can be extended in this way without complications. We define

\[ p = 1 \text{ if } d = 1, \quad p > 1 \text{ if } d = 2, \quad p = d/2 \text{ if } d \geq 3. \]  

(1)

In all this work, we consider an even non-negative interaction potential \( w \in (L^p + L^\infty)(\mathbb{R}^d, \mathbb{R}_+), \) where we recall that \((L^p + L^\infty)(\Omega)\) is the Banach space of functions \( f = f_p + f_\infty, \) where \( f_p \in L^p(\Omega) \) and \( f_\infty \in L^\infty(\Omega), \) endowed with the norm

\[ \| f \|_{L^p + L^\infty(\Omega)} = \inf_{f_p \in L^p(\Omega), f_\infty \in L^\infty(\Omega)} \| f_p \|_{L^p(\Omega)} + \| f_\infty \|_{L^\infty(\Omega)}. \]

We take external electric potentials \( v \in (L^p + L^\infty)(\Omega, \mathbb{R}), \) and consider the self-adjoint \( N \)-particle Schrödinger operator

\[ H_N(v) := \sum_{i=1}^N -\Delta_i + \sum_{1 \leq i < j \leq N} w(x_i - x_j) + \sum_{i=1}^N v(x_i), \]

(2)

acting on the antisymmetric \( N \)-particle space \( L^2_\text{a}(\Omega^N) := \wedge^N L^2(\Omega) \) with homogeneous Dirichlet boundary conditions. The one-body density of a state \( \Psi \in L^2_\text{a}(\Omega^N) \) is defined as

\[ \rho_{\Psi}(x) := N \int_{\Omega^{N-1}} |\Psi|^2 (x, x_2, \ldots, x_N) dx_2 \cdots dx_N. \]

For vector subspaces \( A \subset L^2_\text{a}(\Omega^N), \) we define the sets of mixed states

\[ S^N_{\text{mix}}(A, \Omega) := \mathcal{G}_1(L^2_\text{a}(\Omega^N)) \cap \left\{ \Gamma = \Gamma^* \geq 0, \text{Tr}(-\Delta) \Gamma < +\infty, \Gamma|_{A^+} = 0 \right\}, \]

where \( \mathcal{G}_1(B) \) is the space of trace-class operators on the vector space \( B, \) and when \( \Omega \neq \mathbb{R}^d, \) \( \text{Tr}(-\Delta) \Gamma := \text{Tr}(-\Delta_D)^{1/2} \Gamma(-\Delta_D)^{1/2}, \) where \( -\Delta_D = -\Delta \) is the Dirichlet Laplacian. We will also use \( S^N_{\text{mix}}(\Omega) := S^N_{\text{mix}}(L^2_\text{a}(\Omega^N), \Omega). \) The one-body density of such a mixed state \( \Gamma \) is

\[ \rho_{\Gamma}(x) := N \int_{\Omega^{N-1}} \Gamma(x, x_2, \ldots, x_N; x, x_2, \ldots, x_N) dx_2 \cdots dx_N, \]

where \( \Gamma(x_1, \ldots, x_N; y_1, \ldots, y_N) \) is the integral kernel of the operator \( \Gamma. \)

Let us denote by \( E_\nu(\Psi) := \langle \Psi, H_N(v) \Psi \rangle \) the energy functional for pure states, and by \( E_\nu(\Gamma) := \text{Tr} H_N(v) \Gamma \) the one for mixed states. We recall [43, Section 12.1] that the ground \( (k = 0) \) and excited \((k \geq 1)\) energies are

\[ E^{(k)}(v) = \sup_{A \subset L^2_\text{a}(\Omega^N)} \inf_{\dim A = k} \langle \Psi, H_N(v) \Psi \rangle = \inf_{\dim A = k} \text{max} \sup_{\Psi \in S^N_{\text{mix}}(A^+, \Omega)} \text{Tr} H_N(v) \Gamma, \]  

\[ = \sup_{A \subset L^2_\text{a}(\Omega^N)} \inf_{\dim A = k} \text{Tr} H_N(v) \Gamma = \inf_{\dim A = k+1} \text{max} \text{Tr} H_N(v) \Gamma, \]  

(3)
where $H_a^1(\Omega^N) := L_2^2(\Omega^N) \cap H_0^1(\Omega^N)$. We also define the open set of potentials able to bind $N$ particles in a ground $(k = 0)$ or a $k$th excited state

$$\mathcal{V}_{N, \delta}^{(k)} := \left\{ v \in (L^p + L^\infty)(\Omega) \mid E^{(k)}(v) < \inf \sigma_{ess}(H_N(v)) \right\},$$

see [21] for more properties on it. If $v \in \mathcal{V}_{N, \delta}^{(k)}$ and $\Gamma$ is an optimizer of (3), we say that it is a $k$th bound mixed state, and then it is supported on the $k$th eigenspace, that is $\text{Ran} \ \Gamma \subset \text{Ker} \left( H_N(v) - E^{(k)}(v) \right)$.

2.2. The primal problem

For $\rho \geq 0$ with $\int_{\Omega} \rho = N$ and $\sqrt{\rho} \in H^1(\Omega)$, the exact ground and excited Levy–Lieb (or pure) and Lieb (or mixed) functionals [36,40–42], are

$$F^{(k)}(\rho) := \sup_{A \subset H^1_0(\Omega^N)} \inf_{\psi \in A^\perp} \langle \psi, \ H_N(0) \ \psi \rangle,$$

$$F_{\text{mix}}^{(k)}(\rho) := \sup_{A \subset H^1_0(\Omega^N)} \inf_{\rho^p = \rho} \text{Tr} \ H_N(0) \ \Gamma.$$ (4)

For any $k$, $F_{\text{mix}}^{(k)}$ is convex and lower semi-continuous [42] on $L^1 \cap L^{p'}(\Omega)$, where $p' := p/(p - 1) \in \mathbb{R} \cup \{+\infty\}$. Moreover, we have $F_{\text{mix}}^{(k)} \leq F^{(k)}$, $F_{\text{mix}}^{(k)} \leq F_{\text{mix}}^{(k+1)}$ and $F^{(k)} \leq F^{(k+1)}$. We know that in the ground state case $k = 0$, they are finite and have optimizers [41], and that they enable to compute the ground state energy in the sense that

$$E^{(0)}(v) = \inf_{\rho \in L^1(\Omega, \mathbb{R}_+)} \left( F^{(0)}(\rho) + \int_{\Omega} v \rho \right) = \inf_{\rho \in L^1(\Omega, \mathbb{R}_+)} \left( F_{\text{mix}}^{(0)}(\rho) + \int_{\Omega} v \rho \right).$$

As noted by Lieb in [42], for $k \geq 1$ we cannot recover $E^{(k)}(v)$ by minimizing $\rho \mapsto F^{(k)}(\rho) + \int_{\Omega} v \rho$ or $F_{\text{mix}}^{(k)}(\rho) + \int_{\Omega} v \rho$, or even any such functional of $\rho$, because this would lead to a convex functional of $v$ while $E^{(k)}$ is not so.

2.3. The dual problem

Take $\rho \in L^1(\Omega, \mathbb{R}_+)$ such that $\sqrt{\rho} \in H^1(\Omega)$ and $\int_{\Omega} \rho = N$, and take $k \in \mathbb{N}$. For $v \in (L^p + L^\infty)(\Omega)$ where $p$ is as in (1), the dual functional is

$$G_{\rho}^{(k)}(v) := E^{(k)}(v) - \int_{\Omega} v \rho,$$

as showed in [42]. To prepare the approximate representability of ground and excited densities by potentials, we want to explore the maximization of $G_{\rho}^{(k)}$. 
2.4. Solution of the local dual problem

The potential-to-energy map $v \mapsto E_{\lambda}^{(k)}(v)$ is neither Fréchet nor Gâteaux differentiable, but it is Dini differentiable, as presented in [21, Theorem 1.6] and (29). Let us denote by $+\delta_{v} G_{\rho}^{(k)}(u)$ the Dini differential in the direction $u$, which is the right derivative of $\lambda \mapsto G_{\rho}^{(k)}(v + \lambda u)$ at $\lambda = 0$. The local first order problem is to find the optimal direction(s) in which the functional $G_{\rho}^{(k)}$ increases the most, that is solving

$$
\sup_{u \in (L^p+L^{\infty})(\Omega, \mathbb{R}) \atop |u|_{L^p+L^{\infty}} = 1} +\delta_{v} G_{\rho}^{(k)}(u).
$$

For our analysis, we will see in the proof of Theorem 2.2 that it will be sufficient to find the maximizing direction $u \in L^p$ of the problem

$$
\sup_{u \in L^p(\Omega, \mathbb{R}) \atop |u|_{L^p} = 1} +\delta_{v} G_{\rho}^{(k)}(u).
$$

We now show that this linearized problem can be “solved”, that is transformed into a simple low-dimensional problem. For a finite dimensional real vector space $Q_{\mathbb{R}} \subset L^2_{\mathbb{R}}(\Omega^N, \mathbb{R})$ formed by real-valued wavefunctions, real mixed states with range in $Q_{\mathbb{R}}$ will be identified with symmetric matrices in $S(Q_{\mathbb{R}}) := \left\{ \Gamma \in \mathbb{R}^{\dim Q_{\mathbb{R}} \times \dim Q_{\mathbb{R}}} | \Gamma = \Gamma^T \right\}$.

For $k \in \mathbb{N}$ and potentials $v \in \mathcal{V}^{(k)}_{N,\partial}$, we define the integers $m_k^v, M_k^v \in \mathbb{N}$ by

$$
E^{(m_k^v-1)}(v) < E^{(m_k^v)}(v) = \cdots = E^{(k)}(v) = \cdots = E^{(M_k^v)}(v) < E^{(M_k^v+1)}(v), \quad (5)
$$

with $E^{(-1)}(v) := -\infty$ by convention. We denote by $\text{Ker}_R(H_N(v) - E^{(k)}(v))$ the real vector space of real $k$th bound eigenfunctions.

**Proposition 2.1.** (The local problem) Take $\Omega$ an open connected domain with Lipschitz boundary. Let $p$ be as in (1), take $w \in (L^p+L^{\infty})(\mathbb{R}^d)$, $w \geq 0$, $\rho \in L^1(\Omega)$ such that $\sqrt{\rho} \in H^1(\Omega)$ and $\int_{\Omega} \rho = N$. Take $s \geq p$ with $s > 1$, and take $v \in \mathcal{V}^{(k)}_{N,\partial}$.

Then $\rho \in L^{s-1}(\Omega)$ and we have

$$
\sup_{u \in L^s(\Omega, \mathbb{R}) \atop |u|_{L^s} = 1} +\delta_{v} G_{\rho}^{(k)}(u) = \max_{Q \subset \text{Ker}_R(H_N(v) - E^{(k)}(v))} \min_{\Gamma \in S(Q) \atop \dim Q = M_k^v - k + 1} \frac{\|\rho \Gamma - \rho\|_{L^{s-1}(\Omega)}}{\Gamma \geq 0, \text{Tr} \Gamma = 1}, \quad (6)
$$

and the supremum is attained by

$$
u^* = \left( \frac{\rho \Gamma^* - \rho}{\|\rho \Gamma^* - \rho\|_{L^{s-1}(\Omega)}} \right)^{\frac{1}{s-1}} \text{sgn}(\rho \Gamma^* - \rho), \quad (7)$$

where $\Gamma^*$ is an optimizer of the right hand side of (6).
A proof is provided in Section 6.1, also, see (28) for a presentation of the Sobolev injections at stake for $\rho$. In particular, when \( \text{Ker} \left( H_N(v) - E^{(k)}(v) \right) \) is non-degenerate, we call $\Psi^{(k)}(v)$ the $k$th eigenfunction of $H_N(v)$ (unique up to a change of phasis), and in this case $G^{(k)}_{\rho}$ is Fréchet differentiable at $v$ and the problem

$$
\sup_{u \in L^1(\Omega, \mathbb{R}), \|u\|_{L^1} = 1} d_v G^{(k)}_{\rho}(u) = \|\rho \Psi^{(k)}(v) - \rho\|_{L^{\frac{2}{2-k}}(\Omega)}
$$

is solved in the unique direction (7), where $\rho^{\star\star} = \rho \Psi^{(k)}(v)$.

### 2.5. Optimality in the dual problem

Next, we analyze the optimality conditions. For our problem of searching a potential producing a prescribed density, the following result shows that we have to search among the maximizers of $G^{(k)}_{\rho}$.

**Theorem 2.2.** (Optimality in the dual problem) Take $\Omega$ an open connected domain with Lipschitz boundary. Take $w \geq 0$, take a density $\rho \in L^1(\Omega)$, $\rho \geq 0$, $f_\Omega \rho = N$, $\sqrt{\rho} \in H^1(\Omega)$, and consider a binding $v \in \mathcal{V}^{(k)}_{N, \partial}$.

1. The following assertions are equivalent
   a) there is a $k$th bound mixed state $\Gamma$ of $v$ such that $\rho_\Gamma = \rho$
   b) $v$ is a local maximizer of $G^{(k)}_{\rho}$
   c) $v$ is a global maximizer of $G^{(k)}_{\rho}$

2. If $v$ maximizes $G^{(k)}_{\rho}$, then it maximizes $G^{(\ell)}_{\rho}$ for all $\ell \in \{m^v_k, \ldots, k\}$. Moreover, if $k \geq (M^v_k + m^v_k)/2$, then $\rho_\Psi = \rho$ for any normalized $\Psi \in \text{Ker} \left( H_N(v) - E^{(k)} \right)$.

3. If $v$ is a local minimizer, then $k > (M^v_k + m^v_k)/2$.

4. For $d = 1$ and $w = 0$, if $v$ maximizes $G^{(k)}_{\rho}$, then there exists a pure state $\Psi \in \text{Ker} \left( H_N(v) - E^{(k)}(v) \right)$ such that $\rho_\Psi = \rho$.

A proof is provided in Section 6.1. In iii), we take $E^{(\ell)}(v) := -\infty$ for $\ell \leq -1$ by convention. When $k = 0$ and $p > \max(2d/3, 2)$, the maximizer is unique by the Hohenberg–Kohn theorem, and the equivalences do not need to assume $v \in \mathcal{V}^{(0)}_{N, \partial}$. Since pure states are mixed states, when we search pure states of $v$ representing $\rho$, we also need to maximize $G^{(k)}_{\rho}$. Once the set $\mathcal{V}^{(0)}_{N, \partial}$ of maximizers is found, one can finally compute

$$
\inf_{v \in \mathcal{V}^{(0)}_{N, \partial}} \min_{\Psi \in \text{Ker} \left( H_N(v) - E^{(k)}(v) \right)} \frac{\|\rho_\Psi - \rho\|_{L^{\frac{2}{2-k}}(\Omega)}}{\int_{\Omega_N} |\Psi|^2}
$$

which vanishes if and only if $\rho$ is pure-state representable.

Moreover, we conjecture that $G^{(k)}_{\rho}$ has no local minimum and that for maximizing $v$‘s, $k = m^v_k$, although we were not able to prove this result.
In case where \( w = 0 \) and \( k = 0 \), the maximizing potential \( v =: v_{ks}(\rho) \) is called the (mixed) Kohn–Sham potential [32] for \( \rho \). We use the term “Kohn–Sham potential” for any \( k \in \mathbb{N} \). When \( d = 3, k = 0 \) and \( \rho \) is a ground state density of \( H_N(u) \) for the Coulomb interaction \( w = |.|^{-1} \), then \( v_{ks}(\rho) - u - \rho \ast |.|^{-1} \) is called the exchange-correlation potential in the physics and quantum chemistry literature.

2.6. Lower bound

We remark that for \( w \geq 0 \), we have
\[
- \int_{\Omega} v_+ \rho - L_{1,d} \int_{\Omega} |v_-|^{1+\frac{d}{2}} \leq G^{(k)}_{\rho}(v),
\]
where \( L_{1,d} \) is the Lieb-Thirring constant [44]. This comes from the fact that \( E^{(k)}(v) \geq E^{(k)}_{w=0}(v) \), then writing \( E^{(k)}_{w=0}(v) \) as a sum on negative eigenvalues and finally using the Lieb-Thirring inequality.

2.7. Ill-posedness of the dual problem

Let us search for a maximizing potential of \( G^{(0)}_{\rho} \). We consider a maximizing sequence \( v_n \). If we are able to prove that \( v_n \) converges weakly to some \( v \in (L^p + L^\infty)(\Omega) \), then \( v \) would be a maximizer by weak upper semi-continuity of \( G^{(0)}_{\rho} \). But we are not even able to prove that \( v_n \) weakly converges locally.

Moreover we now show that \( G^{(k)}_{\rho} \) is ill-posed in the sense that it is not locally coercive in \( L^p(\mathbb{R}^d) \) spaces, where we take \( \Omega = \mathbb{R}^d \). Take \( \rho \in L^1(\mathbb{R}^d, \mathbb{R}_+) \) having mass \( \int_{\mathbb{R}^d} \rho = N \) be a target density which we want to represent by a potential. First of all, as a consequence of [41, Theorem 3.8] and of \( G^{(0)}_{\rho} \leq G^{(k)}_{\rho} \), one needs to assume that \( \sqrt{\rho} \in H^1(\mathbb{R}^d) \), otherwise \( G^{(k)}_{\rho} \) is not bounded from above.

Now take \( \alpha \geq 0 \), \( p > 1 \), \( \rho \) continuous at the origin, and a potential \( v \in (L^1 \cap L^p)(\mathbb{R}^d, \mathbb{R}) \) with compact support. Consider the sequence \( v_n(x) := n^\alpha \upsilon(nx) \), then
\[
\|v_n\|_{L^p(\mathbb{R}^d)} = n^{\frac{d-\alpha}{p}} \|v\|_{L^p(\mathbb{R}^d)} \quad \text{and} \quad n^{d-\alpha} \int_{\mathbb{R}^d} v_n \rho \to \rho(0) \int_{\mathbb{R}^d} v. \]
We take \( \alpha > d/p \) so that \( \|v_n\|_{L^p(\mathbb{R}^d)} \to +\infty \), recall that we also need \( v \in (L^d + L^\infty)(\mathbb{R}^d, \mathbb{R}) \) where \( q \) is as in (1). We then provide two kinds of counterexamples, the first one is when \( v \geq 0 \), and the second one when \( v \leq 0 \).

When \( v \geq 0 \), \( E^{(k)}(v_n) = 0 \) hence \( G^{(k)}_{\rho}(v_n) = -\int_{\mathbb{R}^d} v_n \rho \), we want \( \alpha \geq d \) so that \( G^{(k)}_{\rho}(v_n) \) remains bounded, hence we take \( \alpha = d \) and \( p > 1 \).

When \( v \leq 0 \), (9) becomes \( G^{(k)}_{\rho}(v_n) \geq -L_{1,d} n^{\frac{d}{2}+\frac{1}{2}} \int_{\mathbb{R}^d} |v|^{1+\frac{d}{2}} \) and we choose \( \alpha = d/ \left( 1 + \frac{d}{2} \right) \) and \( p > 1 + \frac{d}{2} \) so that \( G^{(k)}_{\rho}(v_n) \) remains bounded.

3. Regularization

We saw in Theorem 2.2 that to \( v \)-represent a density \( \rho \) with pure or mixed states, we need to maximize \( G^{(k)}_{\rho} \), but we also saw that this problem is ill-posed in \( L^p \) spaces hence we regularize it in this section, which will make it coercive.
3.1. Pseudo-discrete regularizations of Levy–Lieb and Lieb functionals

We now relax the density constraint. Let us consider a subset $I \subset \mathbb{N}$ and a set $\alpha = (\alpha_i)_{i \in I}$ of weight functions forming a partition of unity for $\Omega$, that is $\sum_{i \in I} \alpha_i = 1_\Omega$, where $\alpha_i \in L^\infty(\Omega, \mathbb{R}^+)$. For $r \in \ell^1(I, \mathbb{R}^+) \cap \{ \sum_{i \in I} r_i = N \}$, we introduce the regularized Levy–Lieb and Lieb functionals

$$ F^{\alpha, (k)}(r) := \sup_{A \subset H^1(\Omega)^N} \inf_{\dim_{C} A = k} \int_{\Omega} \alpha_i \rho = r_i \forall i \in I \langle \Psi, H_N(0) \Psi \rangle, $$

$$ F^{\alpha, \text{mix}, (k)}(r) := \sup_{A \subset H^1(\Omega)^N} \inf_{\dim_{C} A = k} \int_{\Omega} \alpha_i \rho = r_i \forall i \in I \langle \Gamma, H_N(0) \Gamma \rangle, $$

and we define them to be $+\infty$ when for any $A \subset H^1(\Omega)^N$ such that $\dim A = k$, the minimizing sets are empty. We know that $F^{\alpha, (0)}$ is convex [41]. Consider now the assumption

$$ \lim_{R \to +\infty} \sum_{i \in I} r_i = 0. \tag{10} $$

**Theorem 3.1.** (Existence of minimizers in the ground states case) Take $\Omega$ an open connected domain with Lipschitz boundary. Take $w \geq 0$ and $r \in \ell^1(I, \mathbb{R}^+)$ such that $\sum_{i \in I} r_i = N$, and $\alpha = (\alpha_i)_{i \in I}$ a partition of unity for $\Omega$. Under the tightness condition (10), $F^{\alpha, (0)}(r)$ and $F^{\alpha, \text{mix}, (0)}(r)$ have at least one minimizer when they are finite.

A proof is provided in Section 6.2. For a given $\rho \in L^1(\Omega, \mathbb{R}^+)$, we define

$$ r_{\rho} := \left( \int_{\Omega} \alpha_i \rho \right)_{i \in I} \in \ell^1(I, \mathbb{R}^+). $$

This sequence contains the partial information on the density $\rho$ which we are going to retain. Since the optimizing set in the definition of $F^{(k)}(\rho)$ is included in the one of $F^{\alpha, (k)}(r_{\rho})$, for any $\rho \geq 0$ with $\sqrt{\rho} \in H^1(\Omega)$ and $\alpha$ as defined above we have

$$ F^{\alpha, (k)}(r_{\rho}) \leq F^{(k)}(\rho) \quad \text{and} \quad F^{\alpha, \text{mix}, (k)}(r_{\rho}) \leq F^{\text{mix}, (k)}(\rho). $$

In particular, $F^{\alpha, (0)}(r_{\rho})$ and $F^{\alpha, \text{mix}, (0)}(r_{\rho})$ are finite.

For $k = 0$, our approximate Levy–Lieb and Lieb functionals converge to the exact ones when the integrated weights tend to carry all the information on the density.

**Theorem 3.2.** (Convergence to the exact model) Take $\Omega \subset \mathbb{R}^d$ an open connected domain with Lipschitz boundary. Take $w \in (L^p + L^\infty)(\mathbb{R}^d)$, $w \geq 0$, with $p$ as in (1). Consider a density $\rho \in L^1(\Omega, \mathbb{R}^+)$ such that $\sqrt{\rho} \in H^1_0(\Omega)$ and $\int_{\Omega} \rho = N$. We
assume that \( \alpha^n = (\alpha^n_i)_{i \in I_n} \), where \( \alpha^n_i \in L^\infty(\Omega) \), is a sequence of weights forming a partition of unity for \( \Omega \), and such that for any \( f \in C^\infty_c(\Omega) \), we have

\[
inf_{g_n \in \text{Span}(\alpha^n_i)_{i \in I_n}} \| f - g_n \|_{(L^p + L^\infty)(\Omega)} \to 0
\]

when \( n \to +\infty \). We also assume that

\[
\sup_{R \to +\infty} \sum_{i \in I} \int_{\Omega} \rho \alpha^n_i = 0.
\]

Then

\[
\lim_{n \to +\infty} F^{\alpha^n, (0)}(\rho) = F^{(0)}(\rho), \quad \lim_{n \to +\infty} F^{\alpha^n, (0)}_{\text{mix}}(\rho) = F^{(0)}_{\text{mix}}(\rho).
\]

Let \( \Psi_n \) be a sequence of approximate minimizers for \( F^{\alpha^n, (0)}(\rho) \), that is, such that \( \mathcal{E}_0(\Psi_n) \leq F^{\alpha^n, (0)}(\rho) + \varepsilon_n \) where \( \varepsilon_n \to 0 \) when \( n \to +\infty \) and \( \int_{\Omega} \alpha_i \rho \Psi_n = \int_{\Omega} \alpha_i \rho \) for any \( i \in I \). Then \( \Psi_n \to \Psi_{\text{exact}} \) strongly in \( H^1(\Omega^N) \) up to a subsequence, where \( \Psi_{\text{exact}} \) is a minimizer for \( F^{(0)}(\rho) \). If \( \Gamma_n \) is a sequence of approximate minimizers for \( F^{\alpha^n, (0)}_{\text{mix}}(\rho) \), then \( \Gamma_n \to \Gamma_{\text{exact}} \) strongly in the kinetic energy space \( \mathcal{S}_{1,1} \) up to a subsequence, where \( \Gamma_{\text{exact}} \) is a minimizer for \( F_{\text{mix}}(\rho) \).

A proof is provided in Section 6.2. The space \( \mathcal{S}_{1,1} \) is the set of operators \( A \) of \( L_a^2(\Omega^N) \) endowed with the norm \( \| A \|_{\mathcal{S}_{1,1}} = \text{Tr} \left( (\Delta_D + 1)^{1/2} A (\Delta_D + 1)^{1/2} \right) \).

Our assumption (12) is used to control the decay at infinity. If all the \( \alpha^n_i \) have a compact support of diameter bounded by \( \delta \) independent of \( i \) and \( n \), then

\[
\sum_{i \in I} \int_{\Omega \cap \{|x| \geq R - \delta\}} \rho \alpha^n_i \to 0 \quad \text{as} \quad R \to +\infty
\]

and (12) is satisfied. In [2, (3.3.4)], the authors use an inequality condition, simpler than (12).

If \( \alpha^n_i = \mathbb{1}_{\Omega^n_i} \) is a sequence of partitions of \( \Omega = \bigcup_{i \in \mathbb{N}} \Omega^n_i \) where \( \Omega^n_i \) are convex, and \( \sup_{i \in \mathbb{N}} \text{diam } \Omega^n_i \to 0 \) when \( n \to +\infty \), then the assumption (11) is verified by Lemma 6.3 below. Assumption (12) is verified as well. Again by Lemma 6.3, if we further assume that \( \rho \) is Lipschitz continuous, we have an explicit bound on the convergence of densities

\[
\| \rho - \rho \Psi_n \|_{(L^q + L^q)(\Omega)} \leq c_d \left( \left\| \sqrt{\rho} \right\|_{H^1(\Omega)}^2 + \sup_{i \in \mathbb{N}} \left\| \sqrt{\rho \Psi_n} \right\|_{H^1(\Omega)}^2 \right) \sup_{i \in \mathbb{N}} \text{diam } \Omega^n_i,
\]

where \( c_d \) only depends on \( d \), and \( q \) is as in (30). Note that \( \left\| \sqrt{\rho \Psi} \right\|_{H^1(\Omega)} \) and \( \left\| \sqrt{\rho \Psi_n} \right\|_{H^1(\Omega)} \) are controlled by \( F(\rho) \) due to the Hoffmann-Oostenhof inequality.

A typical choice for the \( \alpha^n_i \) is given by the partition of unity finite element method [3,45].
3.2. Regularization of the dual problem

Correspondingly to the previous part, we change the exact model by discretizing the space of potentials. We consider a sequence of weights \( \alpha = (\alpha_i)_{i \in I} \) and take \( r \in \ell^1(I, \mathbb{R}_+) \). The dual problem is the maximization of

\[
G^{(k)}_{r, \alpha}(v) := G^{(k)}_{\rho} \left( \sum_{i \in I} v_i \alpha_i \right) = E^{(k)} \left( \sum_{i \in I} v_i \alpha_i \right) - \sum_{i \in I} v_i r_i,
\]

over the space \( \ell^\infty(I, \mathbb{R}) \) of potential coefficients \( v = (v_i)_{i \in I} \). We have

\[
E^{(0)} \left( \sum_{i \in I} v_i \alpha_i \right) = \inf_{r \in \ell^1(I, \mathbb{R}_+)} \left( F^{\alpha, (0)}_{\text{mix}}(r) + \sum_{i \in I} v_i r_i \right),
\]

\[
\sup_{v \in \ell^\infty(I, \mathbb{R})} G^{(k)}_{r, \alpha}(v) = F^{\alpha, (k)}_{\text{mix}}(r),
\]

as in the exact models, and by the same proofs. Again by the same proof as for the lower semi-continuity of the exact Lieb functional [41, Theorem 3.6], \( G^{(0)}_{r, \alpha} \) is weakly upper semi-continuous in the \( \ell^\infty(I, \mathbb{R}) \) topology. Moreover, if \( H_N \left( \sum_{i \in I} v_i \alpha_i \right) \) has a kth bound state \( \Psi_v \), then

\[
G^{(k)}_{r, \alpha}(v) = E_0 \left( \Psi_v \right) + \sum_{i \in I} v_i \left( -r_i + \int_\Omega \rho \Psi_{v, \alpha_i} \right).
\]

3.2.1. Gauge invariance

The gauge we are dealing with is the choice of a reference for energies, corresponding to the transformation \( V \rightarrow V + c \) for a constant \( c \in \mathbb{R} \). The exact dual functional \( V \mapsto E^{(k)}(V) - \int_\Omega V \rho \) is gauge invariant, and since we want our approximate functional to be so as well, we are naturally led to take

\[
\sum_{i \in I} \alpha_i = 1 \text{ on } \Omega, \quad \sum_{i \in I} r_i = N. \quad (13)
\]

The last condition is of course fulfilled for \( r = r_\rho \), which is the interesting situation.

Remark 3.3. Let us explain why the previous conditions (13) are necessary to ensure gauge invariance. Let \( v \in \ell^\infty(I, \mathbb{R}) \) be such that \( H_N \left( \sum_{i \in I} v_i \alpha_i \right) \) has a kth bound state, which we denote by \( \Psi_v \). Take \( c \in \mathbb{R} \), we have

\[
E^{(k)} \left( \sum_{i \in I} (v_i + c) \alpha_i \right) \leq E^{(k)}_{\Sigma_i (v_i + c) \alpha_i} \left( \Psi_v \right)
\]

\[
= E^{(k)} \left( \sum_{i \in I} v_i \alpha_i \right) + c \int_\Omega \sum_{i \in I} \alpha_i \rho \Psi_v,
\]

and hence

\[
G^{(k)}_{r, \alpha}(v + c) \leq G^{(k)}_{r, \alpha}(v) + c \left( -\sum_{i \in I} r_i + \int_\Omega \rho \Psi_v \sum_{i \in I} \alpha_i \right).
\]
To have a gauge invariant theory, we want to have
\[
\int_{\Omega} \left( N^{-1} \sum_{i \in I} r_i - \sum_{i \in I} \alpha_i \right) \rho_{\Psi_v} = 0,
\]
otherwise \( G^{(k)}_{r,\alpha}(v + c) \to -\infty \) for \( c \to +\infty \) or \( c \to -\infty \). This requirement should not depend on \( v \), hence we need \( \sum_{i \in I} r_i = N \sum_{i \in I} \alpha_i \) a.e on \( \Omega \). We are thus naturally led to assume (13).

### 3.2.2. Uniqueness
A Hohenberg–Kohn theorem adapted to our situation shows that the multivalued map \( v \mapsto r \rho_{\Psi_v} \), where \( \Psi_v \) is a ground state of \( H_N \left( \sum v_i \alpha_i \right) \), is essentially injective. Hence if \( G^{(0)}_{r,\alpha} \) has a maximum, it is unique.

**Theorem 3.4.** (Hohenberg–Kohn) Let \( \Omega \subset \mathbb{R}^d \) be an open and connected set with Lipschitz boundary, and consider homogeneous Dirichlet boundary conditions. Let \( p > \max(2d/3, 2) \), and take an interaction \( w \in (L^p + L^\infty)(\mathbb{R}^d, \mathbb{R}) \). Let \( v, u \in \ell^\infty(I, \mathbb{R}) \) and \( \alpha = (\alpha_i)_{i \in I} \) where \( \alpha_i \in L^\infty(\Omega, \mathbb{R}_+) \), be such that \( H_N \left( \sum_{i \in I} v_i \alpha_i \right) \) and \( H_N \left( \sum_{i \in I} u_i \alpha_i \right) \) have at least one ground state each, which we respectively denote by \( \Psi_v \) and \( \Psi_u \). If \( \int_{\Omega} \alpha_i \rho_{\Psi_v} = \int_{\Omega} \alpha_i \rho_{\Psi_u} \) for any \( i \in I \), then \( v = u + c \) for some constant \( c \in \mathbb{R} \).

The proof follows from the standard Hohenberg–Kohn theorem [19,28] in the form of [20, Theorem 2.1].

### 3.2.3. Coercivity
The main goal of this section is to recover coercivity for the discretized dual problem, in order to make it well-posed.

If there is some \( i \in I \) such that \( r_i = 0 \), denoting by \( e_i \) the \( i \)th degree of freedom of the potentials, when \( c \to +\infty \) we expect that \( G^{(k)}_{r,\alpha}(v + ce_i) \to E_D^{(k)} \left( \sum_{j \neq i} v_j \alpha_j \right) \), where \( E_D^{(k)} \left( \sum_{j \neq i} v_j \alpha_j \right) \) is finite and is the \( k \)th bound state energy of the system living in \( \Omega \setminus \text{supp} \alpha_i \) with Dirichlet boundary conditions. This shows that

\[ r_i > 0 \quad \forall i \in I \]

is a necessary condition for \( G^{(k)}_{r,\alpha} \) to be coercive.

We define
\[
c_{\Omega} := -\frac{E^{(k)}(0)}{N} \leq 0,
\]
where \( E^{(k)}(0) \) is the \( k \)th energy level of \( N \) interacting particles without external potential. It satisfies \( E^{(k)}(c_{\Omega} I_{\Omega}) = 0 \) and it is non-positive because \( w \geq 0 \). It vanishes when \( \Omega = \mathbb{R}^d \) for instance. We can choose the gauge we want, so we will take potentials \( v \) such that \( E^{(k)} \left( \sum_{i \in I} v_i \alpha_i \right) = 0 \) for convenience. Our variational space of potentials can thus be
\[
\left\{ v \in \ell^1(I, \mathbb{R}) \mid E^{(k)} \left( \sum_{i \in I} v_i \alpha_i \right) = 0 \right\},
\]
where \( \|v\|_{\ell^1} := \sum_{i \in I} |v_i| r_i \).

Now we can state our main result for the discretized model.
Theorem 3.5. (Well-posedness of the dual problem) Take $\Omega \subset \mathbb{R}^d$ an open connected domain with Lipschitz boundary. Take a non-negative interaction $w \in (L^p + L^\infty)(\mathbb{R}^d, \mathbb{R}_+)$ where $p$ is as in (1).

- (Coercivity) Let $\alpha$ be a partition of unity of $\Omega$, with $\alpha_i \in L^\infty(\Omega, \mathbb{R}_+)$, such that we have $R > 0$ for which

$$(\text{supp } \alpha_i) \setminus \bigcup_{j \neq i} \text{supp } \alpha_j$$

contains a ball of radius $R$, uniformly in $i \in I$. Let $r \in \ell^1(I, \mathbb{R}_+)$ be such that $\sum_{i \in I} r_i = N$ and $r_i > 0$ for all $i \in I$. For any $v \in \ell^1_r(I, \mathbb{R})$ such that $E^{(k)}(\sum_{i \in I} v_i \alpha_i) = 0$, we have

$$G^{(k)}_{r, \alpha}(v) \leq - \min \left( 1, \frac{\sum_{i \in I, \alpha_i \geq c_\Omega} r_i}{\sum_{i \in I, \alpha_i < c_\Omega} r_i} \right) \|v\|_{\ell^1_r} + c_R, \tag{15}$$

where $c_R$ depends neither on $v$ nor on $r$, and $c_\Omega$ is defined in (14). In particular when $I$ is finite, $G^{(k)}_{r, \alpha}$ is coercive in $\ell^1_r(I, \mathbb{R}) = \mathbb{R}^{\mid I \mid}$ hence it has at least one maximizer $v \in \ell^1_r(I, \mathbb{R})$, unique if $k = 0$ and $p > \max(2d/3)$.

- (Existence of an optimizer) Make the previous assumptions, and moreover assume that $I$ is finite and $\Omega$ bounded, $v$ being the maximizing potential. There is an $N$-particle $k$th bound mixed state $\Gamma_v \in S^N_{\text{mix}}(\Omega)$ of $H_N \left( \sum_{i \in I} v_i \alpha_i \right)$ such that $\int_\Omega \rho_v, \alpha_i = r_i$ for all $i \in I$, and such that $G^{(k)}_{r, \alpha}(v) = \mathcal{E}_0(\Gamma_v) = F^{\alpha, (k)}_{\text{mix}}(r)$.

We provide a proof in Section 6.3. In (15), we use the convention that $\min \left( 1, \frac{\sum_{i \in I, \alpha_i \geq c_\Omega} r_i}{\sum_{i \in I, \alpha_i < c_\Omega} r_i} \right) = 1$ when $v \geq c_\Omega$. Here are some remarks.

(i) By Theorem 2.2, if

$$\dim \text{Ker} \left( H_N \left( \sum_{i \in I} v_i \alpha_i \right) - E^{(k)} \left( \sum_{i \in I} v_i \alpha_i \right) \right) \in \{1, 2\},$$

then $\Gamma_v$ can be chosen to be pure, and $\mathcal{E}_0(\Gamma_v) = F^{\alpha, (0)}_{\text{mix}}(r) = F^{\alpha, (0)}_{\text{mix}}(r)$.

(ii) The weight functions $\alpha_i$ can have overlapping supports, but our assumption essentially says that the inside part is not too small. In the case $I$ infinite, it is not clear whether the bound (15) implies that $G^{(k)}_{r, \alpha}$ is coercive. However, when $I$ is finite, we have $\sum_{i \in I, \alpha_i < c_\Omega} r_i \leq N$ and $\sum_{i \in I, \alpha_i \geq c_\Omega} r_i \geq \min r$ so (15) yields

$$G^{(k)}_{r, \alpha}(v) \leq - \frac{\min r}{N} \|v\|_{\ell^1_r} + c$$

for any $v \in \ell^1_r(I, \mathbb{R}) = \ell^1(I, \mathbb{R})$, where $c = c_\Omega \min r/N + c_R$ is independent of $v$, and $\min r > 0$ thus $G^{(k)}_{r, \alpha}$ is coercive in the $\ell^1_r$ norm.

(iii) Our bound (15) does not pass to the continuous model because then $R \to 0$ and $c_R \to +\infty$. 


(iv) The pair \((v, \Gamma_v)\) is a saddle point of the Lagrangian
\[
\mathcal{L}(v, \Gamma) = \mathcal{E}_0(\Gamma) + \sum_{i \in I} v_i \left( -r_i + \int_{\Omega} \rho \alpha_i \right)
\]
and \(v\) is a Lagrange multiplier.

(v) We recall that the exact existence was proved for the quantum theory on a \(\mathbb{Z}^d\) lattice [12], and in the classical case at positive temperature [11].

(vi) Since the sum of coercive functionals is also coercive, the similarly regularized dual functional of ensemble DFT [10, 25], which is a weighted sum of \(G_r, \alpha^{(k)}\) over \(k\), is coercive for any weights, and a \(v\)-representability result for ensemble DFT similar to Theorem 3.6 holds.

3.3. Building Kohn–Sham potentials

The problem of \(v\)-representability is, given a density \(\rho \in L^1(\Omega, \mathbb{R}_+), \int_{\Omega} \rho = N, \sqrt{\rho} \in H^1,\) and \(|\{\rho = 0\} \cap \Omega| = 0\), to find a potential \(v\) having a \(k\)th bound state \(\Psi_v\) satisfying \(\rho/\Psi_v = \rho\). We will call it the inverse potential. When \(v = 0\) and \(k = 0\), it is called the Kohn–Sham potential [32].

3.3.1. The mixed states case

In the mixed states setting (at zero temperature) and using the Bishop-Phelps theorem, Lieb showed in [41, Theorem 3.10, Theorem 3.11, Theorem 3.14], that any such \(\rho\) can be approached to any precision in \(L^1 \cap L^{d/(d-2)}\) by a \(v\)-representable ground mixed state density. We can state a similar result for any \(k\) using our variational approach.

Corollary 3.6. (Constructive approximate \(v\)-representability in the mixed states setting) Let \(\Omega \subset \mathbb{R}^d\) be a connected open set with Lipschitz boundary. Let \(\rho \in L^1(\Omega, \mathbb{R}_+), \int_{\Omega} \rho = N, \sqrt{\rho} \in H^1,\) and \(|\{\rho = 0\} \cap \Omega| = 0\), and \(k \in \mathbb{N}\). There exists a sequence \(v_n \in L^\infty(\Omega, \mathbb{R})\) with compact support such that \(H_N(v_n)\) has a mixed \(k\)th bound state \(\Gamma_{v_n}\) with \(\mathcal{E}_0(\Gamma_{v_n}) \leq F_{\text{mix}}^{(k)}(\rho)\) and \(\rho_{\Gamma_{v_n}} \rightarrow \rho\) strongly in \((L^1 \cap L^q)(\Omega)\), where \(q\) is as in (30).

If moreover \(k = 0\), \(\Gamma_{v_n} \rightarrow \Gamma_{\infty}\) strongly in \(\mathcal{S}_{1,1}\) up to a subsequence, where \(\Gamma_{\infty}\) is a minimizer of \(F_{\text{mix}}^{(0)}(\rho)\). Furthermore, \(\sqrt{\rho_{\Gamma_{v_n}}} \rightarrow \sqrt{\rho}\) strongly in \(H^1(\Omega)\), and \(\mathcal{E}_0(\Gamma_{v_n}) \rightarrow F_{\text{mix}}^{(0)}(\rho)\).

We provide a proof in Section 6.4. Although the existence part of Theorem 3.5 holds only for bounded open sets \(\Omega\), Corollary 3.6 holds even when \(\Omega\) is unbounded. The proof uses Theorem 3.5 on a sequence of growing bounded sets \(\Omega_n\) with well-chosen weight functions \(\alpha_i^n\). We conjecture that if there exists a potential which exactly produces \(\rho\), this sequence \(v_n\) converges to this exact inverse potential, in a suitable sense.

However, any \(\rho \geq 0\) such that \(\sqrt{\rho} \in H^1(\Omega)\) and \(\int_{\Omega} \rho = N\) is not necessarily exactly \(v\)-representable. For instance if \(\rho\) decreases more than exponentially, then the Kohn–Sham sequence \(v_n\) would not converge in an \(L^q(\Omega)\) space where...
\( s \in [1, +\infty] \), it would become very large as \(|x| \to +\infty\). It will nevertheless probably converge locally.

A consequence of Corollary 3.6 and Theorem 2.2 (iv) is the density of non-interacting pure \( v \)-representable densities.

**Corollary 3.7.** Take \( d = 1 \) and \( w = 0 \). The set

\[
\left\{ \rho \psi \mid v \in \mathcal{V}^{(k)}_{N,\partial}, \Psi_v \in \text{Ker} \left( H_N(v) - E^{(k)}(v) \right), \int_{\Omega^N} |\Psi_v|^2 = 1 \right\}
\]

is dense in the set of densities \( \{ \rho \in L^1(\Omega, \mathbb{R}^+) \mid \int_{\Omega} \rho = N \} \), equipped with the \( L^1 \) distance.

### 3.3.2. The pure states case

The inequality \( F_{\text{mix}}^{(k)}(\rho) < F^{(k)}(\rho) \) implies that \( \rho \) is not \( v \)-representable with pure \( k \)-th bound states. To continue, we make a conjecture.

**Conjecture 3.8.** (Continuity of the Levy–Lieb and Lieb functionals) Take an open connected domain \( \Omega \subset \mathbb{R}^d \) with Lipschitz boundary. Take densities \( \rho, \rho_n \in L^1(\Omega, \mathbb{R}^+) \) such that \( \sqrt{\rho}, \sqrt{\rho_n} \in H^1(\Omega) \). If \( \sqrt{\rho_n} \to \sqrt{\rho} \) in \( H^1(\Omega) \), then \( F^{(0)}(\rho_n) \to F^{(0)}(\rho) \) and \( F_{\text{mix}}^{(0)}(\rho_n) \to F_{\text{mix}}^{(0)}(\rho) \).

Conjecture 3.8 would imply that the set of pure-state \( v \)-representable ground densities is not dense in \( L^1(\Omega, \mathbb{R}^+) \) when \( d \geq 3 \). Indeed, consider a density \( \rho \) such that \( F_{\text{mix}}^{(k)}(\rho) < F^{(k)}(\rho) \), the existence of such densities is presented in [41, Theorem 3.4 (ii)] for \( d = 3 \) but similar examples hold for any \( d \geq 3 \). Then by Conjecture 3.8 there exists \( R > 0 \) such that \( F_{\text{mix}}^{(0)}(\chi) < F^{(0)}(\chi) \) for any positive \( \sqrt{\chi} \in B_R(\sqrt{\rho}) \), where we considered the ball \( B_R(\sqrt{\rho}) \subset H^1(\Omega, \mathbb{R}) \). Hence \( B_R(\sqrt{\rho}) \) is an open (in the set of non-negative square functions) set of densities which are not pure-state \( v \)-representable.

However, with a different method which is not variational, it might still be possible to represent those densities, with excited states. As presented in [18] for instance, the inverse potential can be seen as a Lagrange multiplier corresponding to the Euler–Lagrange equation of the Levy–Lieb functional. We give here a result for the discretized problem which only works for \( N = 1 \).

**Theorem 3.9.** (Pure excited \( v \)-representability, \( N=1 \)) Take \( N = 1 \), let \( \Omega \subset \mathbb{R}^d \) be a connected bounded open domain with Lipschitz boundary, consider a finite partition of unity \( (\alpha_i)_{i \in I} \) for \( \Omega \), and \( r \in \ell^1(I, \mathbb{R}^+) \), \( \sum_{i \in I} r_i = 1 \) and such that \( r_i > 0 \) for any \( i \in I \). There exist \( v \in \ell^\infty(I, \mathbb{R}) \) and a pure one-particle ground or excited state \( \Psi_v \in H^1_\Delta(\Omega) \) of \( -\Delta + \sum_{i \in I} v_i \alpha_i \) such that for all \( i \in I \), \( \int_{\Omega} \rho_{\Psi} \alpha_i = r_i \).

A proof is provided in Section 6.4. Applying the last result for an increasing sequence of \( \alpha \)'s \( (\alpha_n \subset \alpha_{n+1}) \), we get the corresponding approximate representability, as we obtained Corollary 3.6. For \( N = 1 \) the limit potential must be Bohm’s potential \( \Delta \sqrt{\rho}/\sqrt{\rho} \) and the state must be the ground state. We conjecture that Theorem 3.9 holds for any \( N \), a sufficient condition being that minimizers \( \Psi \) of our approximate Levy–Lieb functionals are such that \( ||\Psi = 0|| = 0 \).
Conjecture 3.10. Any minimizer $\Psi$ of $F^{\alpha,(0)}(r)$ satisfies
\[ \left| \left\{ X \in \Omega^N \mid \Psi(X) = 0 \right\} \right| = 0. \]

This conjecture is related to a unique continuation property. In the Hohenberg–Kohn theorem, one considers minimizers of the energy $E_v$, satisfying Schrödinger’s equation, and this implies $|\{|\Psi = 0\}| = 0$ by unique continuation [20]. Here, this is a converse property in the sense that we consider minimizers of $F^{\alpha,(0)}(r)$, and the property $|\{|\Psi = 0\}| = 0$ of minimizers, that we want to show, would imply that they satisfy Schrödinger’s equation (see the proof of Theorem 3.9).

4. The Dual Problem when $w = 0$

In this section, we provide properties on the dual problem in the Kohn–Sham non-interacting case. The decomposition of the eigenfunctions into Slater determinants will enable to get more information on the local problem and on the Euler-Lagrange optimality conditions.

4.1. Definitions

We first state some definitions.

• We consider the exact continuous model (2) with potentials in $L^p + L^\infty$ and $p$ as in (1). We saw in Section 2 that the discrete version of $G^{(k)}$ is coercive. We denote by
\[ D^{(k)}(v) := \ker \Re \left( H_N(v) - E^{(k)}(v) \right) \]  
the real vector eigenspace of the $N$-body operator $H_N(v)$, associated to $E^{(k)}(v)$. We recall that the eigenvalues are counted with their multiplicities.

• Let $R_{\text{max}}$ be the set of densities such that $G^{(0)}_\rho$ has a maximizer. We can define the degeneracy of a density
\[ \deg : R_{\text{max}} \longrightarrow \mathbb{N} \setminus \{0\} \quad \rho \longmapsto \dim \Re \ker \left( H_N(v_\rho) - E^{(0)}(v_\rho) \right), \]
where $v_\rho$ is the unique maximizer of $G^{(0)}_\rho$. This map is expected to have a rich structure.

• In the case of $w = 0$, that is when the model is an effective one-body one, we distinguish two types of degeneracies in the $N$-body problem. Let us denote by $(E_i)_i$ and $(\varphi_i)_i$ the real eigenvalues and a corresponding orthonormal family of eigenfunctions of $-\Delta + v$, where $i \mapsto E_i$ is non-decreasing. The eigenfunctions of the many-body problem $\sum_{j=1}^N (-\Delta_j + v(x_j))$ are the antisymmetrized tensor products $\wedge_{i \in I} \varphi_i$, where $|I| = N$, having energies $\sum_{i \in I} E_i$, hence
\[ D^{(k)}_N(v) = \text{Span}_\Re \left\{ \wedge_{i \in I} \varphi_i \mid I \in \mathcal{I}_{\text{tot}} \right\} \]
where $\mathcal{I}_{\text{tot}}$ is a set of $N$-tuples, and $(\wedge_{i \in I} \phi_i)_{I \in \mathcal{I}_{\text{tot}}}$ is an orthonormal basis of $D_N^{(k)}(v)$. We say that the $N$-body degeneracy has a coincidental degeneracy when several sums of energy levels “accidentally” superpose while at least one energy level is different, that is when there are $I, J \subset \mathcal{I}_{\text{tot}}$ such that $\sum_{i \in I} E_i = \sum_{i \in J} E_i$ and there is $m \in \{1, \ldots, N\}$ such that the $m$th (order by energy) elements of $I$ and $J$, denoted by $I_m$ and $J_m$ verify $E_{I_m} \neq E_{J_m}$. We illustrate it on the left panel of Fig. 1. When there exists $j \in \mathcal{I}_{\text{tot}} \setminus I$ such that $E_j = E_i$, there is a one-body level which is partially occupied, the $N$-body degeneracy comes from a one-body degeneracy, and we say that the $N$-body degeneracy is essentially one-body, as illustrated in the middle panel of Fig. 1. We remark that coincidental and essentially one-body degeneracies can coexist, as exemplified on the right panel of Fig. 1.

- Given a discrete set $S = \{s_i\}_{i \in \mathbb{N}} \subset \mathbb{R}$ bounded below and such that $s_i \leq s_j$ for $i < j$, we define, for each $j \in \mathbb{N}$,

$$\mu_j(S) := s_j. \quad (18)$$

For an $n \times n$ diagonalizable matrix $M$ having real eigenvalues, we define $\mu_j(M) := \mu_j(D_M)$ where $D_M$ is the set of eigenvalues.

- Consider that $\ket{\Psi_I}_{I \in \mathcal{I}_{\text{tot}}}$ is a basis of $D_N^{(k)}(v)$, where $\Psi_I = \wedge_{i \in I} \phi_i$, $\phi_i$ being orthonormal orbitals of $-\Delta + v$ as defined before. Let us define the “inner” orbitals $I_{\text{in}} := \{i \in \mathbb{N} \mid \forall I \in \mathcal{I}_{\text{tot}}, i \in I\}$, which are present in all the many-body functions of $D_N^{(k)}(v)$, they necessarily fill their energy levels. We define the “inner” density

$$\rho_{\text{in}} := \sum_{i \in I_{\text{in}}} \sum_{I \in \mathcal{I}_{\text{tot}}} \phi_i^2.$$
where \( \delta_A = 1 \) if and only if the condition \( A \) is satisfied. For instance when the only degeneracy is essentially one-body, and comes from a one-body level \( \text{Span}(\varphi_{\ell+i})_{1 \leq i \leq D} \) with degeneracy \( D \), filled with one particle, then \( \mathcal{M}_{\varphi} = (\varphi_{\ell+1} \ldots \varphi_{\ell+D})^T \otimes (\varphi_{\ell+1} \ldots \varphi_{\ell+D}) \). In the same situation but when \( D = 3 \) and when there are two particles in the one-body-level,

\[
\mathcal{M}_{\varphi} = \begin{pmatrix}
\phi_1^2 + \phi_2^2 & \phi_2 \phi_3 & \phi_1 \phi_3 \\
\phi_2 \phi_3 & \phi_1^2 + \phi_3^2 & \phi_1 \phi_2 \\
\phi_1 \phi_3 & \phi_1 \phi_2 & \phi_2^2 + \phi_3^2
\end{pmatrix},
\]

where \( \phi_i := \varphi_{\ell+i} \).

### 4.2. Local problem

By the next lemma, we can say that coincidental degeneracies “do not correlate” the many-body eigenstates in our problem.

**Lemma 4.1.** (Local problem when \( w = 0 \)) Take a density \( \rho \in L^1(\Omega), \rho \geq 0, \int_\Omega \rho = N, \sqrt{\rho} \in H^1(\Omega) \), consider a binding \( v \in \mathcal{V}_{N,\partial}^{(k)} \), and take \( w = 0 \).

i) We have

\[
+\delta_v G^{(k)}_{\rho}(u) = \mu_{k-m^v_k} \left( \int_\Omega u((\rho_{\text{in}} - \rho) \mathbb{I} + \mathcal{M}_{\varphi}) \right)
\]

ii) The matrix \( \mathcal{M}_{\varphi} = \mathcal{M}_1 \oplus \cdots \oplus \mathcal{M}_T \) is block diagonal, where the blocks correspond to the different essentially one-body degeneracies.

iii) In the case of only coincidental degeneracies, with \( \Psi_1, \ldots, \Psi_{\dim D_N^{(k)}(v)} \) being an orthonormal basis of \( \text{Ker} \left( H_N(v) - E^{(k)}(v) \right) \) composed of Slater determinants, then

\[
+\delta_v G^{(k)}_{\rho}(u) = \mu_{k-m^v_k} \left( \int_\Omega u(\rho_{\Psi_i} - \rho) \right) 1 \leq i \leq \dim D_N^{(k)}(v).
\]

We provide a proof in Section 6.5. We recall that \( \mu \) is defined in (18). The block-diagonalization shows that the degeneracies which complexify the problem are the essentially one-body degeneracies, not the coincidental ones. In \( iii \), the normalized direction \( u^* \) maximizing \( +\delta_v G^{(k)}_{\rho}(u) \) over the unit ball of \( L^p(\Omega) \) is

\[
\frac{\rho_{\Psi_i} - \rho}{\|\rho_{\Psi_i} - \rho\|_{L^\frac{p}{p-1}(\Omega)}} \cdot \frac{1}{p-1} \text{ sgn}(\rho_{\Psi_i} - \rho), \text{ for the corresponding } i.
\]

### 4.3. Optimality

**Proposition 4.2.** (Euler–Lagrange inequations when \( w = 0 \))

Take a density \( \rho \in L^1(\Omega), \rho \geq 0, \int_\Omega \rho = N, \sqrt{\rho} \in H^1(\Omega) \), consider a binding \( v \in \mathcal{V}_{N,\partial}^{(k)} \), take \( w = 0 \), and assume that \( v \) maximizes \( G^{(k)}_{\rho} \).
i) We have, a.e in $\Omega$,
\[
\rho_{\text{in}} + \mu_{k-m_k^v} (\mathcal{M}_\psi) \leq \rho \leq \rho_{\text{in}} + \mu_{M_k^v-k} (\mathcal{M}_\psi).
\] (20)

ii) If there is only one “outer” particle, that is $N = 1 + \int_\Omega \rho_{\text{in}}$, then $k = m_k^v$ and
\[
\rho_{\text{in}} \leq \rho \leq \rho_{\text{in}} + \sum_{i \in G} \varphi_i^2,
\]
where $G$ is such that $(\varphi_i)_{i \in G}$ is a basis of the one-body degenerate level $\text{Ker}_{\mathbb{R}}(\Delta + v - E_i)$ producing the degeneracy of the $N$-body level.

iii) If $\text{Ker} (H_N(v) - E^{(k)}(v))$ has only coincidental degeneracies, then it has a $k$th bound pure Slater state $\Psi = \land_{i \in I} \varphi_i$ such that $\rho_{\Psi} = \rho$.

We provide a proof in Section 6.5. We remark that the larger $k - m_k^v \geq 0$, the more constraining are the Euler–Lagrange inequalities.

In particular, when $k = 0$, there are only essentially one-body degeneracies and i) becomes
\[
\rho_{\text{in}} + \min \sigma (\mathcal{M}_\psi) \leq \rho \leq \rho_{\text{in}} + \max \sigma (\mathcal{M}_\psi).
\]

Finally, we numerically find that when all the different partially filled one-body levels have dimensions 2, then there is a pure $k$th bound state representing $\rho$ at optimality. We believe that the sets of mixed states densities and pure densities are equal in such configuration.

5. Numerical Simulations

In this section, we implement the dual problem and compute inverse potentials. The algorithm is presented for $w = 0$, but its extension to any $w$ can be easily adapted from this presentation.

5.1. Definition of the problem

We do not use the framework of the discretized space of potentials introduced previously. It was developed to regularize the dual problem and show approximate $v$-representability of densities, but it is not useful for simulations since the expensive step is the computation of eigenstates, and it is faster to treat the problem with the full potential space directly. Instead we use a finite plane waves basis, which corresponds to the Fourier dual of the model studied in [12], and hence periodic boundary conditions. Our spatial length will be denoted by $L > 0$, which will be equal to 1 or 5 in our applications. We implemented the algorithm in Julia [4], using the LOBPCG algorithm extract from DFTK [27]. We consider
\[
H_{N=0}^w(v) := \sum_{i=1}^N (-\Delta_i + v(x_i)).
\]
We use the same notations as in the continuous case, but they have to be taken in their discrete versions. The plane waves basis
\[ e_k(x) = \frac{e^{i2\pi k \cdot x}}{L^d}, \]
where \( x \in [0, L]^d \) and \( \{-K, \ldots, K\}^d \subset \mathbb{Z}^d \) where \( K \in \mathbb{N} \) is a cutoff, which can be taken to be 25 for our figures because we took regular densities \( \rho \). Given some density \( \rho \) belonging to the set
\[ \left\{ \rho \in L^1(\Omega) \mid \rho \geq 0, \int \rho = N \right\}, \tag{21} \]
and called the target density, our goal is to find a potential \( v \) such that \( H_{N=0}^w(v) \) has at least one \( k \)th bound state and such that there exists a mixed state \( \Gamma_{v,k} \) with range on \( \text{Ker}_\mathbb{R} \left( H_{N=0}^w(v) - E^{(k)}(v) \right) \) such that
\[ \rho_{\Gamma_{v,k}} = \rho. \]

At the discrete level, the existence is justified by \cite{12} for \( k = 0 \), and at the continuous level by our previous results for \( k \geq 1 \). We recall that for \( k = 0 \) the searched potential is unique by the Hohenberg–Kohn theorem \cite{12,28}. We would also like to know whether the set of \( v \)-representable pure state densities
\[ \left\{ \rho_{\Psi_{v,k}} \mid v \in (L^p + L^{\infty})(\Omega), \Psi_{v,k} \in \text{Ker} \left( H_{N=0}^w(v) - E^{(k)}(v) \right), \int_{\Omega} |\Psi_{v,k}|^2 = 1 \right\} \tag{22} \]
is dense in the set of densities \eqref{21}. We previously saw in Corollary 3.7 that it is dense when \( d = 1 \), but we conjectured that it is not so when \( d = 3 \) (Conjecture 3.8).

More explicitly, since \( w = 0 \), we are led to study the one-body operator \( -\Delta + v \).
Following the notations defined in Section 4.1, its eigenvectors are denoted by \( \varphi_i \) and the energies by \( E_i = \int_\Omega |\nabla \varphi_i|^2 + \int_\Omega v |\varphi_i|^2 \). The \( N \)-body \( k \)th bound states \( \Psi_I = \bigwedge_{i \in I} \varphi_i \) of \( H_{N=0}^w(v) \) are labeled by \( I \in \mathcal{I}_{\text{tot}} \), the corresponding density is \( \rho_{\Psi_I} = \sum_{i \in I} |\varphi_i|^2 \) and the energy is \( E^{(k)}(v) = \sum_{i \in I} E_i \).

\[ 5.2. \text{Algorithm} \]

As we can see with Theorems 2.2 and 3.5, we need to maximize \( G_{\rho}^{(k)} \), which is a well-posed problem. Indeed, since in our simulations the system lives in a bounded set and since the space is discretized, \( G_{\rho}^{(k)} \) is coercive. Once we found its maximizers, knowing whether there exists a pure state density equal to \( \rho \) boils down to computing \eqref{8}.

We apply a gradient ascent algorithm on \( G_{\rho}^{(k)} \) to maximize this function.
5.2.1. Starting point  When $N$ is small, that is $N \lesssim 3$, we start from Bohm’s potential

$$v_{\text{Bohm}} := \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}},$$

which produces exactly $\rho$ when $N = 1$ and $k = 0$. When $N$ is large, that is $N \gtrsim 4$, we start from Thomas-Fermi’s potential

$$v_{\text{TF}} := -c_{\text{TF}} \rho^\frac{3}{2}, \quad c_{\text{TF}} := 4\pi^2 \left( \frac{d}{|Sd-1|} \right)^2,$$

(23)

which produces exactly $\rho$ when $N$ is large [17]. The arbitrary threshold 4 will be justified in Section 5.5.

5.2.2. Ascent direction  We start by computing the first $A$ eigenfunctions $(\varphi_i)_{1 \leq i \leq A}$ of $-\Delta + v$, where $A \geq N + k$. The exact minimal needed value of $A$ can be larger than $N + k$ in case of degeneracies. Then we compute all the energy configurations $\sum_{i \in I} E_i$ for $I \subset \{1, \ldots, A\}$ such that $|I| = N$, and we store those energies in the non-decreasing order. This gives us the $N$-body spectrum of $H_N(v)$, $E^{(k)}(v)$ being the $(k + 1)$th number of this list, and we deduce $\text{Ker}_{\mathbb{R}}(H_N^{w=0}(v) - E^{(k)})$ by taking the configurations having energies close to $E^{(k)}(v)$ as will be detailed later.

A direction of steepest ascent is given by (6) and (7), where we will take $p = 2$ for simplicity, but it would be interesting to study the dependence of convergence with respect to this exponent. However, also for simplicity, we will not take a steepest ascent direction, but one solving

$$\sup_{u \in L^2(\Omega, \mathbb{R})} \|u\|_{L^2(\Omega)} = \min_{\Gamma \in \mathcal{S}(D^{(0)}_N(v))} \|\rho \Gamma - \rho\|_{L^2(\Omega)}.$$

(24)

The supremum is attained by

$$u^* = \frac{\rho \Gamma^* - \rho}{\|\rho \Gamma^* - \rho\|_{L^2(\Omega)}},$$

where $\Gamma^*$ is an optimizer of the right hand side of (24). This is justified because $+\delta_v G^{(m^v_k)} \leq +\delta_v G^{(k)}$ so in this direction $u^*$, we still have

$$0 \leq +\delta_v G^{(k)}(u^*).$$

This scheme should lead to a maximum because local maximas of $G^{(k)}$ are global by Theorem 2.2. Moreover, we experimentally remark that by using the direction given by (24) or the steepest ascent direction given by (6), having $k \neq m^v_k$ is very rare, and for almost converged potentials, we always have $k = m^v_k$. In some situations, the min/max problem (6) is not necessarily light to compute, it complexifies the implementation, only marginally accelerates the convergence, and is not convenient for implementing temperature, further justifying the use of the direction (24).
In case of degeneracies, which happens “most of the time”, if we choose a direction \( u = (\rho_{\Gamma} - \rho) / \| \rho_{\Gamma} - \rho \|_{L^2(\Omega)} \) where \( \Gamma \) is a randomly chosen mixed state of \( \text{Ker}_{S} (H_{\nu=0}^k(v) - E^k(v)) \), the algorithm starts to diverge. Hence optimizing over directions is necessary, except when \((d, k) = (1, 0)\) because of the non-degeneracy theorem.

### 5.2.3. Temperature

In order to smooth out the behavior of the algorithm and improve its convergence, we introduce a “temperature” effect. We define the set of \( N \)-body Slater functions of \( v \) built on eigenfunctions 

\[
\mathcal{F}(v) := \left\{ \bigwedge_{i \in I} \phi_i \mid |I| = N, I \subset \mathbb{N} \setminus \{0\} \right\}
\]

and consider the problem

\[
P(v) := \min_{\Gamma \in \mathcal{S}(\mathcal{F}(v))} e^{\frac{1}{2} \left( \frac{E_{\nu}(\Gamma) - E^k(v)}{T} \right)^2} \mathbb{I}_{|E_{\nu}(\Gamma) - E^k(v)| \leq \mathcal{T}} \int_{\Omega} (\rho_{\Gamma} - \rho)^2, \tag{25}
\]

where \( T \) and \( \mathcal{T} \) are fictitious temperatures. This problem (25) is solved by an optimal damping algorithm (ODA) [6–8]. We define \( \rho_n := \rho_{\Gamma^*} \) where \( \Gamma^* \) is a minimizer of \( \mathcal{P}(v_n) \) and \( n \) is the \( n \)th iteration step. In Appendix 3, we provide the computations needed in the implementation of this part of the algorithm.

First, the cut-off \( \mathbb{I}_{|E_{\nu}(\Gamma) - E^k(v)| \leq \mathcal{T}} \) considerably lowers the dimension of the optimization set \( \mathcal{F}(v) \), dropping configurations having energies too far from the relevant one. Then, the smoothing factor \( e^{-\frac{1}{2} \left( \frac{E_{\nu}(\Gamma) - E^k(v)}{T} \right)^2} \) enables to take into account many-body states which do not exactly have energy \( E^k(v) \) but are close, addressing degeneracies in a continuous way. The absence of this last factor raises divergence issues.

Let \( T_n, T_n \) be the temperatures at step \( n \). We take

\[
T_0 = \frac{E_{N+k}^{v_0} - E_0^{v_0}}{B(N + k)}
\]

where \( E_i^{v_0} \) is the \( i \)th eigenenergy of the one-body operator \( -\Delta + v_0 \) and \( B \) is a parameter. We take \( T_n = T_n / D \) for any \( n \in \mathbb{N} \), with \( D \) being a parameter, and progressively decrease them by choosing \( T_n = \alpha^{[n/M]} T_0 \), where \( \alpha < 1 \), which we call the cooling factor, and \( M \) \( \geq 1 \). We remarked that cooling “by steps” with the factor \( \alpha^{[n/M]} \), rather than with \( \alpha^n/M \), improves the convergence. In practice, we find that \( D = B = 10, M = 5 \) and \( \alpha = 3/4 \) are good trade-offs.

### 5.2.4. Line search optimization in the direction found

The previous procedure provided us an ascent direction, we now want to optimize the step in this direction. We define

\[
v(\lambda) := v_n + \lambda \frac{\rho_n - \rho}{\| \rho_n - \rho \|_{L^2(\Omega)}},
\]

and take parameters \( \mu > 1 \) and \( v_0 > 0 \). If \( \mathcal{P}(v(v_n)) \geq \mathcal{P}(v(0)) \), then we compute \( \mathcal{P}(v(\mu^j v_n)) \) for increasing values of \( j \in \mathbb{N} \setminus \{0\} \) until \( \mathcal{P}(v(\mu^{j+1} v_n)) \)
\( \leq \mathcal{P}(v(\mu^j v_n)) \), the last value of \( j \) being denoted by \( j_n^* \). If \( \mathcal{P}(v(v_n)) \leq \mathcal{P}(v(0)) \), then we compute \( \mathcal{P}(v(\mu^{-j} v_n)) \) for \( j \in \mathbb{N} \setminus \{0\} \) until \( \mathcal{P} \left( v(\mu^{-(j+1)} v_n) \right) \leq \mathcal{P}(v(\mu^{-j} v_n)) \), this defines \( j_n^* \) in this other case. Finally, the new potential will be

\[ v_{n+1} := v(\mu^{j_n^*} v_n). \]

We “learn” the step size in the sense that \( v_{n+1} = \mu^{j_n^*} v_n \) if \( \|\rho_{n+1} - \rho\|_{L^2(\Omega)} / N \leq 10^{-3} \), and \( v_{n+1} = v_0 \) otherwise.

5.2.5. Convergence criterion We consider that the algorithm converged when \( \sqrt{\mathcal{P}(v_n)} / N \leq \varepsilon \) and \( \alpha^{[n/M]} \leq \delta \), where we take \( \varepsilon = 10^{-5} \) and \( \delta = 10^{-2} \). This ensures that we found \( v \) and a mixed state \( \Gamma \) supported on the \( \ell \)th bound states \( \Psi_\ell \) such that

\[ \frac{\|\rho - \rho\|_{L^2(\Omega)}}{N} \leq \varepsilon, \quad B(N + k) \frac{|E_v(\Psi_\ell) - E^{(k)}(v)|}{E_{N+k}^{v_0} - E_{N}^{v_0}} \leq \delta. \]

5.2.6. Pure states representability Once we found an approximate maximizing potential \( v_n \) of \( G^{(k)}_\rho \), if we want to know whether it produces a pure state density \( \rho \), we compute

\[ \min_{\Psi \in \text{Span}_C \mathcal{F}(v_n)} \int_{\Omega N} |\Psi|^2 = 1 \left| E_{v}(\Psi) - E^{(k)}(v_n) \right| \leq T_n \int_{\Omega} (\rho \Psi - \rho)^2. \quad (26) \]

The above problem is computed using a particle swarm optimization algorithm implemented in the library Manopt.jl. The base manifold is a complex \( \text{dim} \mathcal{D}_N^{(k)}(v) - 1 \)-dimensional Grassman manifold representing the optimizing set of pure states.

5.2.7. Remarks

- The global constant in potentials has no importance during the scheme, we only fix it in the graphs for readability purposes.
- In the case where the \( k \)th level of \( H_N^{\omega=0}(v_n) \) is non-degenerate, one can use a Newton or quasi-Newton algorithm such as BFGS to accelerate the convergence. With our notation and considering that the spectrum is purely discrete, for two directions \( u, h \in (L^p + L^\infty(\Omega)) \),

\[ d^2 G^{(k)}_\rho(u, h) = \langle u, d_v G^{(k)}_\rho(v) h \rangle = 2 \sum_{J \subseteq \mathbb{N}, \sum_j = N} \left( E^{(k)}(v) - \sum_{\ell \in J} E_\ell \right) \langle \phi_i, u \phi_j \rangle \langle \phi_i, h \phi_j \rangle, \]

where \( v \mapsto \rho^{(k)}(v) \) is the map from potentials to eigenstate densities, and where \( I_k \) is the configuration corresponding to \( \text{Ker}_\mathbb{R} \left( H_N^{\omega=0}(v) - E^{(k)}(v) \right) = \mathbb{R} \langle \wedge_{i \in I_k} \phi_i \rangle \). In a finite basis \( (u_i)_i \), the Hessian \( v G^{(k)}_\rho = (d^2 G^{(k)}_\rho(u_i, u_j))_{ij} \) is non-degenerate when \( k = 0 \). In case of degeneracies, see [52] for a full treatment, see also [50].
• The library DFTK is configured for periodic boundary conditions, but we only consider densities which are very close to zero close to the boundaries, this implies potentials which are very large at the boundaries, and we recover a situation equivalent to a setting with Dirichlet boundary conditions.

• As expected, for \( N = 1 \) and \( k = 0 \), the potential \( v_0 = \Delta \sqrt{\rho} / \sqrt{\rho} \) has a density very close to the target density \( \rho \). For any \( d, N, k \), the algorithm converges significantly faster when we start from \( v_0 = \Delta \sqrt{\rho} / \sqrt{\rho} \) compared to \( v_0 = 0 \).

5.3. Convergence results

The convergence is theoretically justified by Theorem 3.5, and confirmed in our simulations. Up to slight adaptations of the parameters \( \alpha, D, B, \) and \( M \), the algorithm always converges both at the levels of densities and of potentials, as expected, for any \( d \in \{1, 2, 3\} \) and any \( \rho, N, k \). Moreover, the larger \( N \), the faster the convergence. We obtain arbitrary precision on (26), and observe numerically that it decreases as \( 1/n \). We give a first qualitative illustration on Fig. 2, for \( k = 0 \), related to the LDA which locally approximates densities by uniform electron gas partitions [23, 38, 39].

As an illustration for \( d = 3 \), we give on Fig. 3 a representation of \( \rho, v_n \) and \( \log_{10} |\rho_n - \rho| \) where \( N = 4, k = 1 \) and where \( \rho \) is a sum of three Gaussians.

5.3.1. Uniqueness

On Fig. 4, we represent inverse potentials in the case \( d = 1, N = 3 \), for the same density, varying \( k \) and varying \( v_0 = \Delta \sqrt{\rho} / \sqrt{\rho} + u_i \), where \((u_i)_{1 \leq i \leq 3}\) is the same sequence for \( k \in \{0, 1, 5\} \), but the \( u_i \)'s are pairwise different. This confirms previous numerical studies [22] showing that uniqueness of potentials does not hold for \( k \geq 1 \), in which the authors used the kernel of \( d_v(u \mapsto \rho_{\Psi^{(k)}(u)}) \) to find such examples, where \( \Psi^{(k)}(u) \) is the non-degenerate \( k \)th eigenstate of a potential \( u \). There must be an infinite number of inverse potentials, differing by “oscillations”.

5.3.2. Reconstruction of potentials

We choose an initial potential \( v \), compute \( \rho_{\Gamma_v} \) for some \( \Gamma_v \in S(D_N^{(k)}(v)) \) with \( \Gamma_v \geq 0, \text{Tr} \Gamma_v = 1 \), and launch the algorithm on \( \rho_{\Gamma_v} \). For \( k = 0 \), by the Hohenberg–Kohn theorem, \( v_n \) should converge to \( v \), this is what we call the reconstruction of potentials.

We show in Fig. 5 an example of what one can obtain for \( d = 1 \), in the ground state setting \( k = 0 \) and for the third excited state \( k = 3 \), with the same target potential. On the left on Fig. 5, we see that the potential is well reconstructed.

In the case \( d = 2 \) and on Fig. 6 we show an example of reconstruction of a potential, where \( N = 5 \) and \( k = 0 \).

On the graphs, the converged density \( \rho_n \) is indistinguishable from the target \( \rho \) for \( d \in \{1, 2, 3\} \). Also, \( v_n \) is indistinguishable from \( v \) for \( k = 0 \) in the regions where \( \rho(x)/(\max \rho) \geq 10^{-3} \), and \( v_n \) is never close to \( v \) when \( k \geq 1 \). Hence we do not plot \( \rho_n \) and \( v_n \) anymore. We can obtain arbitrary precision on \( |v_n - v| \) in the regions where \( \rho \) is not “small”, and as expected, we see that the precision on potentials is much lower than the precision on densities, which is linked to the local weak-strong continuity of the map \( v \mapsto \rho \) proved in [21].
Fig. 2. Target densities and their Kohn–Sham potentials for $k = 0$. On the first line, $d = 1$ and $N = 3$, densities (blue) and inverse potentials (red) are in different units. On the second line, $d = 2$, $N = 2$, the target density is on the left and its inverse potential on the right (color figure online).
Fig. 3. We take $d = 3$, $N = 4$, $k = 1$. $\rho$ is a sum of three Gaussians, and the convergence criterion was reached for $n = 50$. We plot $\rho$ on the upper panel and $f_0$ on the left lower panel.
Fig. 4. Simulations for $d = 1$, $N = 3$, and $k = 0$ on the left, $k = 1$ in the middle and $k = 5$ on the right. Densities are in blue and inverse potentials are in other colors, their differences come from different initial potentials $v_0$. Potentials are in the same units, but not densities (color figure online)
Fig. 5. Plot for $d = 1$, $N = 5$, in the ground state setting $k = 0$ on the left and in the third excited state $k = 3$ on the right. We start from the same target potential $v$ and launch the algorithm on the same $\rho = \rho \Psi$ for some normalized $\Psi \in \text{Ker} (H_N^{(0)}(v) - E^{(k)}(v))$, with $n \simeq 1200$. On the first line, densities and potentials are in different units, and on the second line, we plot $\log_{10} |\sqrt{\rho_n} - \sqrt{\rho}|$ (blue) and $\log_{10} |v_n - v|$ (red) in the same units. We also remark that pure and mixed states densities coincide, consistently with the theory (color figure online).
Fig. 6. We initially choose $d = 2$, $N = 5$, $k = 0$, and the confining and non-degenerate potential $v$ plotted on the the top left panel. We compute its density $\rho(v)$, displayed on the top right, and launch the algorithm on it. We display $\log_{10} |v_n - v|$ on the bottom left and $\log_{10} |\sqrt{\rho_n} - \sqrt{\rho(v)}|$ on the bottom right, in their natural units. The length of the squares is 4 in in space units.
Moreover, when \(k = 0\), convergence is much easier, and faster, because \(G_\rho^{(0)}\) is concave.

5.4. Pure states, degeneracies and Levy–Lieb

We saw that our algorithm converges to some potential having a \(k\)th bound mixed state representing \(\rho\). Now we address the problem of finding a pure \(k\)th bound state representing \(\rho\). The situation is very different as we choose \(d \in \{1, 2\}\) or \(d = 3\).

5.4.1. \(d = 1\) For one-dimensional systems, Theorem 2.2 (iv) justifies the existence of pure states representing \(\rho\).

5.4.2. \(d = 2\) For two-dimensional systems, there is no non-degenerate theorem, and for instance the harmonic oscillator has arbitrary large degeneracy as we increase the energy level we consider. However as for \(d = 1\), we numerically remark that (25) equals (26) for any potential, and we always obtain pure-state representability, for any \(k\).

We do not have a theoretical proof of this fact, contrarily to \(d = 1\). But roughly speaking, we think that this is due to the fact that the only relevant degeneracies for our problem come from the spherical Laplacian. For \(d = 2\), this operator is defined on the one-dimensional circle \(S^1\) and has only two-fold degeneracies, but the set of mixed states on a real vector space of dimension 2 is equal to the set of pure states on this same vector space, as showed in Theorem 2.2 (iii). Then, for instance degeneracies arising in the harmonic oscillator at the one-body level should be unessential degeneracies for our problem.

5.4.3. \(d = 3\) In the proof of [41, Theorem 3.4], Lieb identified a class of densities \(\rho\) such that \(F_\text{mix}^{(0)}(\rho) < F^{(0)}(\rho)\), using radial symmetry and degeneracies of spherical orbitals in dimension 3. Since we believe that those functionals are continuous (see Conjecture 3.8), this indicates that some densities are not (approximately) pure-state representable. Numerically, we verify it on Lieb’s example, for \(\rho(x) = (2\pi \sigma)^{-3/2} e^{-|x|^2/(2\sigma^2)}, \sigma = 1/10, k = 0, N = 2, \)

\[
\min_{\Psi \in \text{Span}_C \mathcal{F}(v_n)} \int_{\Omega^N} |\mathcal{E}_{v_n}(\Psi) - E^{(k)}(v_n)| \leq T_n \|\rho \Psi - \rho\|_{L^2(\Omega)} \gtrsim 10^{-1.5},
\]

for any \(n \in \mathbb{N}\), while the distance with mixed states (25) is arbitrarily small as \(n \to +\infty\), confirming that the algorithm converges. Since the potential to which we converge is unique, we conclude that there is no pure ground state representing this \(\rho\).

Of course, we can also find infinitely many densities which are \(v\)-representable with pure states, but a general necessary and sufficient condition for a density to be \(v\)-representable with pure states seems out of reach. See [16] for a discussion on this problem and for necessary conditions.
For \( k \geq 1 \) and \( d = 3 \), we did not solve the complete problem of pure-state representability (8), because we would have to test all maximizers, this set of maximizer must be very large and finding it should not be easy. We however think that the conclusion would be the same as for \( k = 0 \).

5.5. Convergence to the Thomas–Fermi potential

Let us take \( k \in \mathbb{N} \), some density \( \rho \geq 0 \) such that \( \sqrt{\rho} \in H^1(\Omega) \) and \( \int_{\Omega} \rho = 1 \), and let us denote by \( V^{(k)}_N \) the inverse potential of \( N\rho \), which is an \( N \)-particle density. When \( N \to +\infty \), we expect it to converge to the Thomas-Fermi potential, that is

\[
\frac{V^{(k)}_N}{N^\frac{2}{d}} \to -c_{\text{TF}} \rho^2
\]

where \( c_{\text{TF}} \) is defined in (23). A version of this last statement via the direct problem can be found in [17, Theorem 1.2]. On Fig. 7 we present the rescaled inverse potentials \( V_N/(10N^\frac{2}{d}) \), for \( k = 0 \), and we remark that they converge very quickly to the Thomas-Fermi potential. Indeed, they are already very close for \( N = 15 \), and become indistinguishable for \( N \geq 20 \). We numerically confirm that the convergence (27) holds for any \( k \).

5.6. Kato cusp

An important application in quantum chemistry is for molecules, which one-body eigenstate densities have cusps [31], that is singularities produced by atomic potentials. In Fig. 8, we give an application with a cusp on density of the form \( \alpha \exp\left(-\beta \left|x - \frac{L}{2}\right|\right) \), and we plot the inverse potential and the error on densities. It is well-known that for such singularities, the inverse potential becomes singular.

5.7. Conclusions

- To obtain a mixed Kohn–Sham potential, one can maximize \( G^{(k)}_\rho \), in all situations. The algorithm presented here is simple and always converges.
- For \( k \geq 1 \), starting from a different potential or changing some parameters of the algorithm leads to very different inverse potentials, emphasizing that many potentials lead to the same density.
- For \( d \in \{1, 2\} \), inverse potentials with pure states exist, hence this suggests that \( F^{(k)}_{\text{mix}}(\rho) = F^{(k)}(\rho) \) and that the set of \( \nu \)-representable densities with pure states (22) is dense in the space of densities.

Based on the nature of the degeneracy (essentially one-body, coming from the spherical Laplace operator, ...), and on its number, for \( d = 3 \) and \( k = 0 \), some densities do not have \( k \)th pure states representing them and this indicates that (22) is not dense in the set of densities. However, Section 3.3.2, suggests that given \( \rho \), there exists \( k \) such that \( \rho \) is approximately a \( k \)th bound pure state density.
Fig. 7. For $k = 0$, density $\rho$ in blue, inverse potentials $V_N/N^{\frac{2}{3}}$ for several values of $N$, and the Thomas-Fermi potential for one particle $-c_{TF}\rho^{\frac{2}{3}}$ in black, to which the inverse potentials converge when $N$ becomes large.
Fig. 8. For $k = 0$, $N = 3$, density $\rho$ in blue of the form $\alpha \exp \left( -\beta \left| x - \frac{L}{2} \right| \right)$ where $\alpha, \beta > 0$, having a cusp at $x = L/2$, and its inverse potential in red. On the right, we represent the error $\log_{10} \left| \sqrt{\rho_n} - \sqrt{\rho} \right|$ (color figure online)
Degeneracies have to be taken into account in the algorithm, not only when the inverse potential is non-degenerate, but all along the procedure, because intermediate degenerate potentials can block the algorithm, corresponding to eigenvalues crossings. The only case where we do not need to take them into account is when \((d, k) = (1, 0)\), because then the \(N\)-body ground level is non-degenerate by the non-degeneracy theorem (Proposition 6.2). Using our algorithm, we launched simulations on hundreds of densities, chosen to be sums of gaussians with random parameters, and were surprised by the fact that for \(d \in \{1, 2, 3\}\), “most of the time”, the inverse potential is degenerate, in the sense that it gives rise to degenerate eigenvalues at the \(k\)th level. Perturbation of potentials generically lifts degeneracies, but at the level of this inverse problem, perturbation of a density does not lift degeneracies. Hence, the fact that “generically” inverse potentials are degenerate can seem counterintuitive. In the SCF procedure, perturbation does not lift degeneracies either, as shown in [9]. Finally, we remark that we always have \(k = m^v_n\) for \(v_n\) close to optimality.

6. Proofs

First of all, we recall the Sobolev injections expressed for our densities. If \(\Omega \subset \mathbb{R}^d\) has uniformly Lipschitz boundary, then for any \(\rho \geq 0\), \(\sqrt{\rho} \in H^1(\Omega)\),

\[
\|\rho\|_{L^\infty(\Omega)} \leq c_{\Omega} \|\sqrt{\rho}\|_{H^1(\Omega)}^2 \text{ if } d = 1,
\]

\[
\|\rho\|_{L^s(\Omega)} \leq c_{\Omega, s} \|\sqrt{\rho}\|_{H^1(\Omega)}^2 \text{ for any } s \in [1, +\infty) \text{ if } d \in \{1, 2\},
\]

\[
\|\rho\|_{L^{\frac{d}{d-2}}(\Omega)} \leq c_{\Omega, d} \|\sqrt{\rho}\|_{H^1(\Omega)}^2 \text{ if } d \geq 3,
\]

where \(c_{\Omega}, c_{\Omega, s}\) and \(c_{\Omega, d}\) do not depend on \(\rho\). See [35, Corollary 11.9, Exercise 11.26, Exercise 11.37, Theorem 12.15] for instance. If \(d = 1\), we also have that

\[
\left|\sqrt{\rho}(x) - \sqrt{\rho}(y)\right| \leq c_{\Omega} \sqrt{|x - y|},
\]

for any \(x, y \in \Omega\), and if \(\Omega\) is unbounded, \(\rho(x) \to 0\) when \(|x| \to +\infty\). To get the second inequality for \(d = 1\), we used that \(\|\sqrt{\rho}\|_{H^\frac{1}{2}(\Omega)} \leq \|\sqrt{\rho}\|_{H^1(\Omega)}\).

6.1. Proofs of Proposition 2.1 and Theorem 2.2

We start by presenting a remark. Let \(Q\) be a real vector space of real wavefunctions, then for \(\Gamma \in S^{N}_{mix}(Q, \Omega)\), we have

\[
\rho \Gamma = \rho \operatorname{Re} \Gamma.
\]

Indeed, self-adjointness \(\Gamma = \Gamma^*\) implies \(\Gamma(x_1, \ldots, x_N; x_1, \ldots, x_N) \in \mathbb{R}\). In case \(\dim Q\) is finite, take an orthonormal frame \((\Psi_i)_{i \in I}\) of real wavefunctions of \(Q\), write the hermitian matrix \(\operatorname{mat} Q \Gamma =: (\Gamma_{ij})_{1 \leq i, j \leq n}\), then \(\Gamma_{ii} \in \mathbb{R}\) and we have

\[
\rho \Gamma = \sum_{i=1}^n \Gamma_{ii} \rho \Psi_i + 2N \sum_{1 \leq i < j \leq n} (\operatorname{Re} \Gamma_{ij}) \int_{\Omega^{N-1}} (\Psi_i \Psi_j)(x, x_2, \ldots) dx_2 \cdots dx_N.
\]
**Proof of Proposition 2.1.** First, for \( d \geq 3, s \geq d/2 \) hence \( s/(s-1) \leq d/(d-2) \) and since \( \rho \in L^{\frac{d}{d-2}}(\Omega) \) by (28) and \( \rho \in L^1(\Omega) \), then \( \rho \in L^{\frac{s}{s-1}}(\Omega) \). For \( d \in \{1, 2\} \), \( s/(s-1) \geq 1 \) and we also have that \( \rho \in L^{s/(s-1)}(\Omega) \) by (28). As explained in [21, Theorem 1.6], we have

\[
\inf_{s} \frac{\delta_{s} G_{\rho}^{(k)}(u)}{\delta_{s}} = \min_{Q \subseteq D^{(k)}_{N}(v)} \max_{\Psi \in \text{Span}_{C} Q} \int_{\Omega} (\rho_{\Psi} - \rho) u \quad \text{dim } Q = k - m^{+} + 1
\]

\[
= \max_{Q \subseteq D^{(k)}_{N}(v)} \min_{\Psi \in \text{Span}_{C} Q} \int_{\Omega} (\rho_{\Psi} - \rho) u, \quad \text{dim } Q = M^+_k - k
\]

where \( D^{(k)}_{N}(v) \) is defined in (17) and \( \text{Span}_{C} Q \) is the complex vector space built on the real vector space \( Q \). We will need the following classical lemma.

**Lemma 6.1.** For any real linear subspaces \( A \) and \( B \) of \( H^{1}_{d}(\Omega^{N}, \mathbb{R}) \), where \( B \) is finite dimensional, and any potential \( v \in (L^{p} + L^{\infty})(\Omega, \mathbb{R}) \), we have

\[
\inf_{\Gamma \in S(A)} E_{v}(\Gamma) = \inf_{\Psi \in \text{Span}_{C} A} \max_{\Gamma \in S(B)} E_{v}(\Psi), \quad \max_{\Gamma \in S(B)} E_{v}(\Gamma) = \max_{\Psi \in \text{Span}_{C} B} \inf_{\Gamma \in S(N)} E_{v}(\Psi) \quad \int_{\Omega} = 1
\]

We use the notation \( S(A) \) in case of infinite-dimensional vectors spaces \( A \), by the natural extension of the definition in finite dimension. The statement of Lemma 6.1 can be seen by taking a real mixed state \( \Gamma \in S_{\text{mix}}^{N}(A, \Omega) \), decomposing it into \( \Gamma = \sum_{i=1}^{+\infty} \lambda_{i} |\Psi_{i}\rangle \langle \Psi_{i}| \) where \( \Psi_{i} \in A \) is an orthonormal basis of real wavefunctions of \( A \), \( \lambda_{i} \in \mathbb{R}+ \) and \( \sum_{i=1}^{+\infty} \lambda_{i} = 1 \). We evaluate \( E_{v}(\Gamma) = \sum_{i=1}^{+\infty} \lambda_{i} E_{v}(\Psi_{i}) \geq \inf_{\Psi \in A} \int_{\Omega} = 1 \). \( E_{v}(\Psi) \). This is similar for the max.

Now we use the theorem of existence of saddle points [55, Theorem 49.A p459] for the Lagrangian \( L(\Gamma, u) := \int_{\Omega} u (\rho_{\Gamma} - \rho) \), affine in its variables, to commute

\[
\sup_{u \in L^{1}(\Omega, \mathbb{R})} \min_{\Gamma \in S(A)} \int_{\Omega} u (\rho_{\Gamma} - \rho) = \min_{\Gamma \in S(A)} \sup_{u \in L^{1}(\Omega, \mathbb{R})} \int_{\Omega} u (\rho_{\Gamma} - \rho), \quad |u|_{L^{1}} \leq 1
\]

where \( A \) is any finite-dimensional real vector space. But since the two suprema are positive, this also holds when we optimize over

\[
\{ u \in L^{1}(\Omega, \mathbb{R}), \| u \|_{L^{1}(\Omega)} = 1 \}
\]

We define \( s' := s/(s-1) \). Next, for \( f \in L^{s'}(\Omega) \),

\[
\sup_{g \in L^{s'}(\Omega, \mathbb{R}), \| g \|_{L^{s'}}(\Omega) = 1} \int_{\Omega} fg = \| f \|_{L^{s'}(\Omega)}
\]
Indeed, considering the Lagrangian $L(g, \lambda) = \int_{\Omega} f g - \lambda (\int_{\Omega} g^s - 1)$, and searching for its extremizer, we obtain $f = \lambda s \left| g^{s-1} \right| \text{sgn } g$. The condition $\|g\|_{L^s(\Omega)} = 1$ yields $\lambda s = \|f\|_{L'^s(\Omega)}$, and the extremizer is

$$g = \left| \frac{f}{\|f\|_{L'^s(\Omega)}} \right|^{s-1} \text{sgn } f.$$ 

Hence for any $0 \leq \Gamma \in S(A)$ such that $\text{Tr } \Gamma = 1$,

$$\sup_{u \in L^s(\Omega, \mathbb{R})} \int_{\Omega} u (\rho \Gamma - \rho) = \|\rho \Gamma - \rho\|_{L'^s(\Omega)}$$

is attained by (7).

Using all the previous steps, we deduce that

$$\sup_{u \in L^s(\Omega, \mathbb{R})} \| \delta_v G^{(k)} (u) \|_{L^s} = \sup_{u \in L^s(\Omega, \mathbb{R})} \max_{Q \subset D^{(k)}(v)} \dim Q = k - m_k \min_{\Psi \in \text{Span}_c(Q^+ \cap D^{(k)}(v))} \left\| \int_{\Omega} u (\rho \Psi - \rho) \right\|_{\Omega}$$

$$= \sup_{u \in L^s(\Omega, \mathbb{R})} \max_{Q \subset D^{(k)}(v)} \min_{\Gamma \in S(Q^+ \cap D^{(k)}(v))} \sup_{u \in L^s(\Omega, \mathbb{R})} \left\| \int_{\Omega} u (\rho \Gamma - \rho) \right\|_{\Omega}$$

$$= \max_{Q \subset D^{(k)}(v)} \sup_{u \in L^s(\Omega, \mathbb{R})} \min_{\Gamma \in S(Q^+ \cap D^{(k)}(v))} \left\| \rho \Gamma - \rho \right\|_{L'^s(\Omega)}$$

where $Q$ are real vector spaces. □

**Proof of Theorem 2.2.** □ i) a) $\implies$ c) The state $\Gamma$ is a $k$th mixed bound state of $v$ and has density $\rho \Gamma = \rho$, hence in the energy we can restrict the optimization search to states having density $\rho$,

$$\mathcal{E}_v (\Gamma) = E^{(k)} (v) = \sup_{A \subset H^1_0 (\Omega^N)} \inf_{\Lambda \in S^N_{\text{mix}} (A^+, \Omega)} \mathcal{E}_v (\Lambda)$$

$$= \sup_{A \subset H^1_0 (\Omega^N)} \inf_{\Lambda \in S^N_{\text{mix}} (A^+, \Omega)} \mathcal{E}_v (\Lambda)$$
\[ F_{\text{mix}}^{(k)}(\rho) + \int_{\Omega} v \rho \]

\[ = \sup_{u \in (L^p + L^\infty)(\Omega, \mathbb{R})} \left( G^{(k)}_\rho(u) + \int_{\Omega} v \rho \right). \]

On the other hand, \( G^{(k)}_\rho(v) = E_v \left( \Gamma \right) - \int_{\Omega} v \rho, \) thus \( v \) maximizes \( G^{(k)}_\rho. \)

\[ b) \implies a) \] Since \( v \) is a local maximizer and \( \nu^{(k)}_{N, \beta} \) is open, then for \( u \) close enough to \( v, \) we have \( G^{(k)}_\rho(u) \leq G^{(k)}_\rho(v) \) and \( u \in \nu^{(k)}_{N, \beta}, \) thus

\[ \sup_{u \in (L^p + L^\infty)(\Omega, \mathbb{R})} \left( \frac{+\delta_v G^{(k)}_\rho(u)}{\|u\|_{L^p + L^\infty} = 1} \right) \leq 0. \]

Now we know that if \( u \in L^p(\Omega, \mathbb{R}), \) then \( \|u\|_{L^p + L^\infty} = \|u\|_{L^p}, \) hence

\[ \{u \in L^p(\Omega, \mathbb{R}), \|u\|_{L^p} = 1\} \subset \{u \in (L^p + L^\infty)(\Omega, \mathbb{R}), \|u\|_{L^p + L^\infty} = 1\}, \]

so

\[ \sup_{u \in (L^p(\Omega, \mathbb{R})} \frac{+\delta_v G^{(k)}_\rho(u)}{\|u\|_{L^p} = 1} \leq \sup_{u \in (L^p + L^\infty)(\Omega, \mathbb{R})} \frac{+\delta_v G^{(k)}_\rho(u)}{\|u\|_{L^p + L^\infty} = 1} \leq 0 \]

and we conclude by (6) that for any \( Q \subset \text{Ker}_{\mathbb{R}} \left( H_N(v) - E^{(k)}(v) \right), \) with \( \text{dim } Q = M_k^v - k + 1, \) there exists a \( 0 \leq \Gamma = \Gamma^* \in S(Q) \) such that \( \text{Tr } \Gamma = 1 \) and \( \rho \Gamma = \rho. \)

**Remark when \( k = 0.\)** Let \( v \) be an optimizer of \( G^{(0)}_\rho. \) We know that there exists a mixed state \( \Gamma \) such that \( \rho \Gamma = \rho \) and \( \text{Tr } H_N(0) \Gamma = G^{(0)}_\rho(v) \) by [41, Corollary 4.5]. This implies that \( \text{Tr } H_N(v) \Gamma = E^{(0)}(v). \) By diagonalizing \( \Gamma \) similarly as in the proof of Theorem 3.5, we can show that it is a ground mixed state for \( v. \)

**bullet ii)** We also know that \( +\delta_v G^{(m)}_\rho \leq +\delta_v G^{(n)}_\rho \) for any \( m, n \in \{m_k^v, \ldots, M_k^v\} \) such that \( m \leq n. \) Hence for \( \ell \in \{m_k^v, \ldots, k\}, \)

\[ \sup_{u \in (L^p + L^\infty)(\Omega, \mathbb{R})} \frac{+\delta_v G^{(\ell)}_\rho(u)}{\|u\|_{L^p + L^\infty} = 1} \leq \sup_{u \in (L^p + L^\infty)(\Omega, \mathbb{R})} \frac{+\delta_v G^{(k)}_\rho(u)}{\|u\|_{L^p + L^\infty} = 1} = 0 \]

and \( v \) is a local maximizer of \( G^{(\ell)}_\rho. \)

We can see from (29) that

\[ +\delta_v G^{(k)}_\rho(-u) = -\delta_v G^{(M_k^v + m_k^v - k)}_\rho(u) \]

for any direction \( u \in (L^p + L^\infty)(\Omega, \mathbb{R}). \) Thus

\[ -\delta_v G^{(k)}_\rho(-u) = +\delta_v G^{(M_k^v + m_k^v - k)}_\rho(u) \leq +\delta_v G^{(k)}_\rho(u) \leq 0, \]

where we used that \( M_k^v + m_k^v - k \leq k \) and that \( v \) is a local maximizer. We deduce that for any direction \( u, +\delta_v G^{(k)}_\rho(u) \geq 0, \) so \( +\delta_v G^{(k)}_\rho = d_v G^{(k)}_\rho = 0. \) This yields \( (d_v E^{(k)})u = \int_{\Omega} u \rho \) and we can conclude.
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If \( v \) is a local minimizer and \( k \geq (m_v^k + M_v^k)/2 \), by a similar reasoning we have \( d_v c_{\Gamma}^{(k)} = 0 \), and by (6) there is a \( k \)-th bound mixed state of \( v \) such that \( \rho_\Gamma = \rho \). As we saw in \( i \), this implies that \( v \) is a global maximizer, but it cannot be a local minimizer at the same time.

- \( iii \) Take real orthonormal vectors \( \varphi, \phi \) we write \( \rho_{\Gamma} = (ac \quad cb) \in \mathbb{R}^{2 \times 2} \) in this basis. The condition \( \Gamma \geq 0 \) is equivalent to \( a \geq 0, b \geq 0, ab \geq c^2 \), and \( \text{Tr} \Gamma = a + b = 1 \). Then

\[
\rho_\Gamma = a \rho_\varphi + b \rho_\phi + 2Nc \int_{\Omega} \varphi \phi.
\]

In the case of pure states, we have \( \psi = \alpha \varphi + \beta \phi \), with \( |\alpha|^2 + |\beta|^2 = 1 \) so we can take the parametrization \( \alpha = (\cos t) e^{i \eta}, \beta = (\sin t) e^{i (\eta + \theta)} \), and

\[
\rho_\psi = (\cos t)^2 \rho_\varphi + (\sin t)^2 \rho_\phi + 2(\cos t)(\sin t)(\cos \theta) \int_{\Omega} \varphi \phi.
\]

Since

\[
\left\{ (\cos t)^2, (\sin t)^2, \cos t \sin t \cos \theta \right\} \left| t, \theta \in [0, 2\pi] \right.
\]

\[
= \left\{ (a, b, c) \mid a, b, c \in \mathbb{R}, c^2 \leq ab, a + b = 1 \right\},
\]

the two spanned spaces of density are equal

\[
\left\{ \rho_\psi \mid \psi \in \text{Span}_C (\varphi, \phi), \int_\Omega |\psi|^2 = 1 \right\}
\]

\[
= \left\{ \rho_\Gamma \mid \Gamma \in \mathcal{S} (\text{Span}_\mathbb{R} (\varphi, \phi)), \Gamma \geq 0, \text{Tr} \Gamma = 1 \right\}.
\]

Since we know that \( v \) has a \( k \)-th bound mixed state representing \( \rho \), it also has a pure one.

- \( iv \) We will use a well-known result specific to the dimension one.

**Proposition 6.2.** (Non-degeneracy theorem) For \( d = 1 \) and any potential \( v \in (L^1 + L^\infty)(\mathbb{R}, \mathbb{R}) \), every eigenstate of \( -\Delta + v \) is non-degenerate.

We recall its proof for the convenience of the reader.

**Proof.** Let \( \psi, \varphi \in H^1(\mathbb{R}, \mathbb{R}) \) be normalized to 1 and such that \( (-d^2/dx^2 + v - E)\phi = 0 \) for \( \phi \in \{ \psi, \varphi \} \), with \( E \in \mathbb{R} \). Multiplying the first equation by \( \varphi \), the second by \( \psi \) and substracting, we get \( 0 = \psi \varphi'' - \varphi \psi'' = (\psi \varphi' - \varphi \psi')' \). Hence \( \psi \varphi' - \varphi \psi' = c \) for some constant \( c \in \mathbb{R} \), but since \( \psi, \varphi \in L^2 \), then \( c = 0 \). We have thus \( \psi'/\psi = \varphi'/\varphi \) on \( \{ x \in \mathbb{R} \mid \psi \neq 0, \varphi \neq 0 \} \), which has full measure by unique continuation [20]. Finally \( \psi = a \varphi \) with \( a = \pm 1 \). \( \Box \)

This result shows that the eigenspaces of \( H_N(v) \) with \( w = 0 \) can only have coincidental degeneracies, and we apply Proposition 4.2 \( iii \). \( \Box \)
6.2. Proofs of Theorems 3.1 and 3.2

We start by proving the existence of minimizers.

**Proof of Theorem 3.1.** We use a tightness argument similar to the one in [41]. Let us denote by $\Psi_n$ a minimizing sequence for $F^{\alpha,(0)}(r)$. Since $w \geq 0$, then

$$\int \Omega |\nabla \sqrt{\rho \Psi_n}|^2 \leq \int \Omega |\nabla \Psi_n|^2 \leq \mathcal{E}_0(\Psi_n) \rightarrow F^{\alpha,(0)}(r),$$

by the Hoffman-Ostenhof inequality. Then, $\Psi_n$ is bounded in $H^1(\Omega^N)$ and by the theorem of Banach-Alaoglu, there exists $\Psi_\infty \in H^1_0(\Omega)$ such that $\Psi_n \rightharpoonup \Psi_\infty$ in $H^1(\Omega^N)$, and $\sqrt{\rho \Psi_n} \rightharpoonup \sqrt{\rho_\infty}$ in $H^1(\Omega)$ by [41, Theorem 1.3]. At this step, $\rho_\infty$ and $\Psi_\infty$ are not related. By summing all the constraints on the density and using that $\mathbb{I}_\Omega \sum_{i \in I} \alpha_i = \mathbb{I}_\Omega$, we have $\int_\Omega \rho \Psi_n = N$. We estimate that

$$\int_{B_R^c \cap \Omega} \rho \Psi_n \leq \int_\Omega \rho \Psi_n \sum_{\text{supp} \alpha_i \cap B_R^c \neq \emptyset} \alpha_i = \sum_{\text{supp} \alpha_i \cap B_R^c \neq \emptyset} \sum_{r_i},$$

and using the assumption (10) yields $\sup_n \int_{B_R^c \cap \Omega} \rho \Psi_n \rightarrow 0$ when $R \rightarrow +\infty$. This implies that $\sqrt{\rho \Psi_n}$ converges strongly in $L^2(\Omega)$, up to extraction of a subsequence. The tightness of $\rho \Psi_n$ also implies that $\Psi_n \rightharpoonup \Psi_\infty$ strongly in $L^2(\Omega^N)$, that the limit of $\rho \Psi_n$ is $\rho \Psi_\infty$, and eventually that $\int_\Omega \rho \Psi_n \alpha_i = r_i$. By lower semi-continuity of the energy functional since $w \geq 0$, $\mathcal{E}_0(\Psi_\infty) \leq F^{\alpha,(0)}(r)$, hence $\Psi_\infty$ is a minimizer. By equivalence of the quadratic form $\mathcal{E}_0$ with the one of $H^1(\Omega^N)$, $\Psi_n \rightarrow \Psi_\infty$ strongly in $H^1(\Omega^N)$.

In the mixed state case, let us denote by $\Gamma_n$ a minimizing sequence. We use the compactness of the Fock space of particle number less than $N$, $S^{N}_{\text{mix}}(F^{\leq N})$ for the geometric convergence [37, Lemma 2.2], we thus have $\Gamma_n \rightharpoonup \Gamma_\infty$ for some $\Gamma_\infty \in S^{N}_{\text{mix}}(F^{\leq N})$. As before, the tightness of $\rho \Gamma_n$ implies $\Gamma_n \rightarrow \Gamma_\infty$ strongly in trace-class by [37, Lemma 2.3], hence $\Gamma_\infty$ is an $N$-particle density matrix. $\square$

One does not need the weight functions $\alpha_i$ to have the diameters of their supports converging to zero to get that our regularized functionals converge to the exact one. Nevertheless, when this is the case, we can deduce bounds on the rate of convergence of the densities of minimizers to the target density. More precisely, the next result quantifies the distance between two densities satisfying $\int_\Omega \rho \alpha_i = \int_\Omega \chi \alpha_i$ for all $i \in I$. We consider exponents $q \in [1, 2]$ if $d = 1$, $q \in [1, 2]$ if $d = 2$ and $q = d/(d - 1)$ if $d \geq 3$. (30)

**Lemma 6.3.** (Bounds on approximate densities) Let $\Omega \subset \mathbb{R}^d$ be a connected open set with Lipschitz boundary, let $q$ be as in (30). Take $\alpha_i = \beta_i^k$ where $k_i \in \mathbb{R}_+$ and $\beta_i$ are non-negative concave functions on $\text{supp} \alpha_i$, with $\sup_{i \in \mathbb{N}} \text{diam} \text{ supp} \alpha_i < +\infty$, $\mathbb{I}_\Omega \sum_{i = 1}^{+\infty} \alpha_i = \mathbb{I}_\Omega$. Let $\rho, \chi \in L^1(\Omega, \mathbb{R}^+)$ such that $\sqrt{\rho}, \sqrt{\chi} \in H^1_0(\Omega)$ and such that $\rho$ and $\chi$ are Lipschitz continuous. If $\int_\Omega \rho \alpha_i = \int_\Omega \chi \alpha_i$ for any $i \in I$, then

$$\|\rho - \chi\|_{L^q(\Omega)} \leq c_d \Omega \left( \|\sqrt{\rho}\|_{H^1(\Omega)}^2 + \|\sqrt{\chi}\|_{H^1(\Omega)}^2 \right) \sup_{i \in \mathbb{N}} \text{diam} \text{ supp} \alpha_i,$$

where $c_d$ only depends on $d$ and $\Omega$. 

Proof of Lemma 6.3. Take $s \geq 1$. We use the weighted Poincaré-Wirtinger inequality from [13, Theorem 1.1] with $c_{f,i} := (\int_{\Omega} \alpha_i)^{-1} \int_{\Omega} f \alpha_i$. We obtain
\[
\int_{\Omega} |f - c_{f,i}|^s \alpha_i \leq c_s (\text{diam supp } \alpha_i)^s \int_{\Omega} |\nabla f|^s \alpha_i,
\]
for $f \in \{\rho, \chi\}$, and it is to apply this inequality that we need the assumption on Lipschitz continuity. Thus, since $c_{\rho,i} = c_{\chi,i}$ by assumption,
\[
\int_{\Omega} |\rho - \chi|^s \alpha_i = \int_{\Omega} |\rho - c_{\rho,i} - (\chi - c_{\rho,i})|^s \alpha_i \\
\leq c_s \left( \int_{\Omega} |\rho - c_{\rho,i}|^s \alpha_i + \int_{\Omega} |\chi - c_{\rho,i}|^s \alpha_i \right) \\
\leq c_s \left( \sup_{i \in \mathbb{N}} \text{diam supp } \alpha_i \right) s \int_{\Omega} (|\nabla \rho|^s + |\nabla \chi|^s) \alpha_i.
\]
Summing over $i$ and raising to the power $1/s$ yields
\[
\|\rho - \chi\|_{L^s(\Omega)} \leq c_s \left( \sup_{i \in \mathbb{N}} \text{diam supp } \alpha_i \right) \left( \|\nabla \rho\|_{L^s(\Omega)} + \|\nabla \chi\|_{L^s(\Omega)} \right).
\] (31)
We now decompose $\nabla f = 2\sqrt{f} \nabla \sqrt{f}$. For $d \geq 2$ we take $s = q$, and by the Sobolev injections (28), we have
\[
\|\nabla f\|_{L^q(\Omega)} \leq 2 \left\| \nabla \sqrt{f} \right\|_{L^2(\Omega)} \left\| \sqrt{f} \right\|_{L^{2q}(\Omega)} \leq c \left\| \sqrt{f} \right\|_{H^1(\Omega)}^2.
\]
For $d = 1$ we take $s = 2$ and use
\[
\|\nabla f\|_{L^2(\Omega)} \leq 2 \left\| f \right\|_{L^2(\Omega)} \left\| \nabla \sqrt{f} \right\|_{L^2(\Omega)} \leq c \left\| \sqrt{f} \right\|_{H^1(\Omega)}^2.
\]
Applying (31) concludes the proof. \qed

We prove now the convergence of our regularized functionals to the exact ones.

Proof of Theorem 3.2. Let us denote by $\Psi_n$ a sequence of approximate minimizers for $F_{\alpha_n,(0)}(\rho)$. Since $w \geq 0$, then
\[
\int_{\Omega} |\nabla \sqrt{\rho \Psi_n}|^2 \leq \int_{\Omega^N} |\nabla \Psi_n|^2 \leq \varepsilon_0(\Psi_n) \leq F_{\alpha_n,(0)}(\rho) + \varepsilon_n \leq F^{(0)}(\rho) + \varepsilon_n,
\]
where $\varepsilon_n \to 0$. Hence $(\Psi_n)_{n \in \mathbb{N}}$ is bounded in $H^1(\Omega^N)$ and there exists $\Psi_\infty \in \bigwedge^N H^1(\Omega)$ such that $\Psi_n \rightharpoonup \Psi_\infty$ weakly in $H^1(\Omega^N)$. By summing all the constraints on the density and using that $1_\Omega \sum_{i \in I} \alpha_i = 1_\Omega$, we have $\int_{\Omega} \rho \Psi_n = N$. We estimate
\[
\int_{B^c \cap \Omega} \rho \Psi_n \leq \int_{\Omega} \rho \Psi_n \sum_{\text{supp } \alpha_i \cap B^c \neq \emptyset} \alpha_i^n = \int_{\Omega} \rho \sum_{\text{supp } \alpha_i \cap B^c \neq \emptyset} \alpha_i^n,
\]
where $\varepsilon_n \to 0$. Hence $(\Psi_n)_{n \in \mathbb{N}}$ is bounded in $H^1(\Omega^N)$ and there exists $\Psi_\infty \in \bigwedge^N H^1(\Omega)$ such that $\Psi_n \rightharpoonup \Psi_\infty$ weakly in $H^1(\Omega^N)$. By summing all the constraints on the density and using that $1_\Omega \sum_{i \in I} \alpha_i = 1_\Omega$, we have $\int_{\Omega} \rho \Psi_n = N$. We estimate
and using the assumption (12) yields \( \sup_n \int_{B_r \cap \Omega} \rho \psi_n \to 0 \) when \( r \to +\infty \). This implies that \( \sqrt{\rho \psi_n} \) converges strongly in \( L^2(\Omega) \) and weakly in \( H^1(\Omega) \), up to extraction of a subsequence. The tightness of \( \rho \psi_n \) also implies that \( \psi_n \to \psi_{\infty} \) strongly in \( L^2(\Omega^N) \) and that the limit of \( \rho \psi_n \) is \( \rho \psi_{\infty} \).

Let \( f \in C_0^\infty(\Omega) \), by assumption (11), there exists a sequence of functions \( f_n \in \text{Span} \{ \alpha_i', i \in I_n \} \) such that \( \| f - f_n \|_{L^p + L^\infty(\Omega)} \to 0 \) when \( n \to +\infty \). We also have \( \int_\Omega f_n \rho \psi_n = \int_\Omega f_n \rho \) because \( f_n \in \text{Span} \{ \alpha_i', i \in I_n \} \). By using

\[
\left| \int_\Omega f(\rho \psi_n - \rho) \right| = \left| \int_\Omega (f - f_n)(\rho \psi_n - \rho) \right| 
\leq c_d, \left( \| \sqrt{\rho} \|_{H^1(\Omega)}^2 + \sup_{n \in \mathbb{N}} \| \sqrt{\rho \psi_n} \|_{H^1(\Omega)}^2 \right) \times \| f - f_n \|_{L^p + L^\infty(\Omega)},
\]

we deduce that \( \int_\Omega f \rho \psi_n \to \int_\Omega f \rho \). This is a convergence of \( \rho \psi_n \) to \( \rho \) in the sense of distributions and by uniqueness of the limit, we have then \( \rho = \rho \psi_{\infty} \).

We deduce that \( \psi_{\infty} \) belongs to the minimizing set of \( F^{(0)}(\rho) \), consequently \( F^{(0)}(\rho) \leq \mathcal{E}_0(\psi_{\infty}) \). By also using lower semi-continuity of the energy functional since \( w \geq 0 \), we have

\[
F^{(0)}(\rho) \leq \mathcal{E}_0(\psi_{\infty}) \leq \lim \inf \mathcal{E}_0(\psi_n) \leq F^{(0)}(\rho).
\]

We have thus equality and we conclude that \( \psi_{\infty} \) is a minimizer of \( F(\rho) \). Let us consider the quadratic form \( q(\Psi) := \langle \Psi, H_N(0)\Psi \rangle \). The convergence on the Levy–Lieb functionals \( F^{\alpha_n,0}(r_\rho) \to F^{(0)}(\rho) \) gives \( q(\psi_n) \to q(\psi_{\infty}) \), and since \( w \geq 0 \) is \((\Delta)\)-bounded as a quadratic form, the associated norm of \( q \) is equivalent to the \( H^1(\Omega) \) norm, and hence \( \psi_n \to \psi_{\infty} \) in \( H^1(\Omega) \).

In the mixed states case, we follow a similar adaptation as for proving Theorem 3.1. As in the pure states case, the norm of \( \mathcal{E}_0 \) is equivalent to the norm of \( \mathcal{S}_{1,1} \), hence \( \Gamma_n \to \Gamma_{\infty} \) strongly in \( \mathcal{S}_{1,1} \). \[ \square \]

6.3. The dual problem: proof of Theorem 3.5

In this section, we prove Theorem 3.5 on the coercivity of the dual functional \( G_{r,\alpha}^{(k)} \). In the proofs we will use the notation

\[
E^{(k)}_{\text{dis}}(v) := E^{(k)} \left( \sum_{i \in I} v_i \alpha_i \right), \quad V(v) := \sum_{i \in I} v_i \alpha_i.
\]

We recall that \( c_\Omega := -E^{(k)}(0)/N \) is the constant such that the energy \( E^{(k)}(c_\Omega) = 0 \) vanishes. We present a fact about the sign of the potential.

**Lemma 6.4.** Let \( v \in \ell^\infty(I, \mathbb{R}) \) be such that \( E^{(0)}_{\text{dis}}(v) = 0 \) and \( v \neq c_\Omega \). If \( H_N(V(v)) \) has a ground state, then there exists \( i \in I \) such that \( v_i < c_\Omega \). If \( \Omega \) is bounded, there exist \( i, j \in I \) such that \( v_i < c_\Omega < v_j \).
Proof of Lemma 6.4. \( \bullet \) Let \( \Psi \) be a ground state of \( H_N(V(v)) \). We have

\[
0 = E^{(0)}_{\text{dis}}(v) = \mathcal{E}_{V(v)}(\Psi) = \mathcal{E}_c(\Psi) + \int_{\Omega} (V(v) - c_{\Omega}) \rho_{\Psi}
\]

\[
\geq E^{(0)}(c_{\Omega}) + \int_{\Omega} (V(v) - c_{\Omega}) \rho_{\Psi} = \sum_{i \in I} (v_i - c_{\Omega}) \int_{\Omega} \rho_{\Psi} \alpha_i.
\]

We used that \( \sum_{i \in I} |v_i| \alpha_i \leq \sup_{i \in I} |v_i| \) and dominated convergence to commute sum and integral. Thus

\[
\sum_{v_i > c_{\Omega}} |v_i - c_{\Omega}| \int_{\Omega} \rho_{\Psi} \alpha_i \leq \sum_{v_i < c_{\Omega}} |v_i - c_{\Omega}| \int_{\Omega} \rho_{\Psi} \alpha_i. \tag{32}
\]

If \( v \geq c_{\Omega} \), then the right hand side of (32) vanishes and \( v = c_{\Omega} \) because \( \left\{ \rho_{\Psi} = 0 \right\} \)

\( = 0 \) and therefore \( \int_{\Omega} \rho_{\Psi} \alpha_i > 0 \) by unique continuation [20, Remark 1.6]. Thus there is \( i \in I \) such that \( v_i < c_{\Omega} \).

\( \bullet \) If \( \Omega \) is bounded, then \( E^{(0)}(0) \) has a minimizer \( \Psi \) and

\[
0 = E^{(0)}_{\text{dis}}(v) \leq \mathcal{E}_{V(v)}(\Psi) = \sum_{i \in I} (v_i - c_{\Omega}) \int_{\Omega} \rho_{\Psi} \alpha_i,
\]

then we obtain the inequality opposite to (32),

\[
\sum_{v_i < c_{\Omega}} |v_i - c_{\Omega}| \int_{\Omega} \rho_{\Psi} \alpha_i \leq \sum_{v_i > c_{\Omega}} |v_i - c_{\Omega}| \int_{\Omega} \rho_{\Psi} \alpha_i, \tag{33}
\]

for this particular state. If \( v \leq c_{\Omega} \), then the right hand side of (33) vanishes, but this is not possible since the left hand side has to be strictly positive, hence there is \( \ell \in I \) such that \( v_\ell > c_{\Omega} \).

The map \( u \mapsto E^{(0)}_{\text{dis}}(u) \) is strictly increasing by [21, Corollary 1.5]. By taking a potential \( v \in \ell^\infty(\Omega, \mathbb{R}) \) such that \( E^{(0)}_{\text{dis}}(v) = 0 \) and \( v_\ell > c_{\Omega} \) for some \( \ell \in I \), if we suppose that \( v \geq c_{\Omega} \), then \( 0 = E^{(0)}_{\text{dis}}(c_{\Omega}) < E^{(0)}_{\text{dis}}(v) \), which is a contradiction. We conclude that there is also \( j \in I \) such that \( v_j < c_{\Omega} \). \( \square \)

We are now ready to prove the coercivity inequality of the regularized dual functional.

Proof of Theorem 3.5. \( \bullet \) We first prove (15). We assumed that there are points \( y_i \in \mathbb{R}^d \) such that for any \( i \in I \),

\[
B_R(y_i) \subset (\text{supp } \alpha_i) \setminus \bigcup_{j \in I, j \neq i} (\text{supp } \alpha_j).
\]

We write \( X = (x_1, \ldots, x_N) \) and \( Y_i := (y_i, \ldots, y_i) \). Take normalized \( \Phi_0, \ldots, \Phi_k \in \wedge^N H_0^1(B_R) \) with disjoint supports. Take some non-empty \( Q \subset I \) and for \( j \in \{0, \ldots, k\} \), form

\[
\Psi_{j,Q}(X) := \frac{1}{\sqrt{\sum_{i \in Q} r_i}} \sum_{i \in Q} \sqrt{r_i} \Phi_j(X - Y_i).
\]
This satisfies \( \int_{\Omega_N} |\Psi_{j,Q}|^2 = 1 \), \( T(\Psi_{j,Q}) = T(\Phi_j) \), \( W(\Psi_{j,Q}) = W(\Phi_j) \) and

\[
\rho_{\Psi_{j,Q}}(x) = \left( \sum_{i \in Q} r_i \right)^{-1} \sum_{i \in Q} r_i \rho_{\Phi_j}(x - y_i).
\]

We use the expression

\[
E^{(k)}(V) = \inf_{\dim A = k+1} \max_{\Psi \in A} \frac{\mathcal{E}_V(\Psi)}{\int_{\Omega_N} |\Psi|^2 = 1}
\]

and choose the frame \( A := (\Psi_0, Q, \ldots, \Psi_k, Q) \) so that

\[
G^{(k)}_{r,\alpha} (v) \leq - \sum_{i \in I} v_i r_i + \max_{\lambda_j \in \mathbb{C}} \mathcal{E}_V(v + \sum_{j=0}^k \lambda_j \Psi_{j,Q}) \cdot
\]

For any \( i \in I \), the only non-vanishing element of \( \alpha \) in \( B_R(y_i) \) is \( \alpha_i \), so \( \alpha_i = 1 \) on \( B_R(y_i) \) and

\[
\int_{\Omega} \alpha_i \rho_{\Psi_{j,Q}} = \frac{N r_i \delta_i \in Q}{\sum_{\ell \in Q} r_{\ell}}, \quad \int_{\Omega} V(v) \rho_{\sum_{j=0}^k \lambda_j \Psi_{j,Q}} = k \int_{\Omega} V(v) \rho_{\Psi_{j,Q}} = \frac{N \sum_{i \in Q} v_i r_i}{\sum_{\ell \in Q} r_{\ell}}.
\]

We see that the external potential energy of the trial state does not depend on the \( \lambda_j \)’s. Defining

\[
c_R := \max_{\lambda_j \in \mathbb{C}} \mathcal{E}_0 \left( \sum_{j=0}^k \lambda_j \Psi_{j,Q} \right),
\]

we deduce that

\[
G^{(k)}_{r,\alpha} (v) \leq c_R + \frac{N}{\sum_{i \in Q} r_i} \sum_{i \in I} v_i r_i - \sum_{i \in I} v_i r_i = c_R + \frac{\sum_{i \in I \setminus Q} r_i}{\sum_{i \in Q} r_i} \sum_{i \in Q} v_i r_i - \sum_{i \in I \setminus Q} v_i r_i. \quad (34)
\]

Since \( G \) is gauge invariant, for any \( \mu \in \mathbb{R} \) and any non-empty \( Q \subset I \), we have

\[
G^{(k)}_{r,\alpha} (v - \mu) \leq c_R + \frac{\sum_{i \in I \setminus Q} r_i}{\sum_{i \in Q} r_i} \sum_{i \in Q} (v_i - \mu) r_i - \sum_{i \in I \setminus Q} (v_i - \mu) r_i. \quad (35)
\]
We define the two sets \( I_v^\pm := \{ i \in I \mid \pm v_i > c_\Omega \} \). In the case \( I_v^- \neq \emptyset \), we take \( Q = I_v^- \) and \( \mu = c_\Omega \) yielding

\[
G_{r,\alpha}^{(k)}(v) - c_R \leq \frac{\sum_{v_i \geq c_\Omega} r_i}{\sum_{v_i < c_\Omega} r_i} \sum_{v_i < c_\Omega} (v_i - c_\Omega) r_i - \sum_{v_i \geq c_\Omega} (v_i - c_\Omega) r_i
\]

\[
\leq \min \left( 1, \frac{\sum_{v_i \geq c_\Omega} r_i}{\sum_{v_i < c_\Omega} r_i} \right) \left( \sum_{v_i < c_\Omega} (v_i - c_\Omega) r_i - \sum_{v_i \geq c_\Omega} (v_i - c_\Omega) r_i \right)
\]

\[
\leq - \frac{\sum_{v_i \geq c_\Omega} r_i}{N} \| v - c_\Omega \|_{\ell_1}.
\]

(36)

In the case \( v = c_\Omega \), we have \( G_{r,\alpha}^{(k)}(v) = -c_\Omega N = E^{(k)}(0) \leq c_R \) by using the same trial state as before, hence the bound also holds.

If \( v \geq c_\Omega \), then \( \inf v = c_\Omega \), because otherwise \( \inf v > c_\Omega \) and

\[
0 = E^{(k)}_{\text{dis}}(v) \geq E^{(k)}_{\text{dis}}(v) > E^{(k)}_{\text{dis}}(c_\Omega) = 0.
\]

We take a sequence \((v_\varphi(n))_{n \in \mathbb{N}}\) where \( \varphi(n) \in I \) is such that \( v_\varphi(n) \to c_\Omega \) when \( n \to +\infty \). If \( I \) is finite, then there is \( \ell \in I \) such that \( v_\ell = 0 \) and we take \( \varphi(n) = \ell \) for any \( n \in \mathbb{N} \). We choose \( Q = \{ \varphi(n) \} \) with only one element, and (34) yields

\[
G_{r,\alpha}^{(k)}(v) \leq c_R + N v_\varphi(n) - \sum_{i \in I} v_i r_i.
\]

By gauge invariance, we also have

\[
G_{r,\alpha}^{(k)}(v) = G_{r,\alpha}^{(k)}(v - c_\Omega) \leq - \| v - c_\Omega \|_{\ell_1} + N \left( v_\varphi(n) - c_\Omega \right) + c_R,
\]

where we used \( v \geq c_\Omega \). Taking the limit \( n \to +\infty \) yields

\[
G_{r,\alpha}^{(k)}(v) \leq - \| v - c_\Omega \|_{\ell_1} + c_R.
\]

In case \( k = 0 \) and \( I \) is infinite, we can still prove that there is a maximizer. Let \( v^n \) be a maximizing sequence. By coercivity, \( \sum_{i \in I} \| v_i^n \| r_i \) is bounded hence \( \| v_i^n \| \leq c/r_i \) uniformly in \( i, n \). There exists \( (v_i^\infty)_{i \in I} \in \ell^\infty(I, \mathbb{R}) \) such that \( v_i^n \to v_i^\infty \) for all \( i \in I \), up to a subsequence and finally \( v^\infty \in \ell^1_r(I, \mathbb{R}) \) by Fatou’s lemma. We conclude by using weak upper semi-continuity of \( G_{r,\alpha}^{(0)} \). For \( k \geq 1 \), \( G_{r,\alpha}^{(k)} \) is not upper semi-continuous or concave but when \( I \) is finite, since it is coercive and lives in a finite-dimensional space, it has a maximum.

- Now assume that \( \Omega \) is bounded, so that every potential is binding, moreover \( I \) is necessarily finite. We first give the beginning of a proof which would not use Theorem 2.2 to see why it only works for \( k = 0 \).

We would first need that \( F_{\text{mix}}^{(k)}(r) \) has an optimizer \((\Gamma_r, A_r)\), this was proved by Lieb [41] for \( k = 0 \) and we are not able to prove it for \( k \geq 1 \). Since \( \int_{\Omega} \rho_r a_i = r_i \), then

\[
\mathcal{E}_{V(\psi^\infty)}(\Gamma_r) = \text{Tr} \; H_N(0) \Gamma_r + \sum_{i \in I} v_i^\infty r_i = G_{r,\alpha}^{(k)}(v^\infty) + \sum_{i \in I} v_i^\infty r_i = E^{(k)}_{\text{dis}}(v^\infty).
\]
We diagonalize $\Gamma_r =: \sum_{\ell \in \mathbb{N}} \lambda_{\ell} |\varphi_{\ell}\rangle \langle \varphi_{\ell}|$, where $\sum_{\ell \in \mathbb{N}} \lambda_{\ell} = 1$ and $\varphi_{\ell} \in A_r^\perp$. By linearity of the energy functional, we have

$$\sum_{\ell \in \mathbb{N}} \lambda_{\ell} E_{V(v^\infty)}(\varphi_{\ell}) = E_{\text{dis}}^{(k)}(v^\infty).$$

We need again $k = 0$, because then $E_{V(v^\infty)}(\varphi_{\ell}) \geq E_{\text{dis}}^{(0)}(v^\infty)$ and thus we have $E_{V(v^\infty)}(\varphi_{\ell}) = E_{\text{dis}}^{(0)}(v^\infty)$ for any $\ell \in \mathbb{N}$, and finally

$$\varphi_{\ell} \in \text{Ker}\left(H_N (V(v^\infty)) - E_{\text{dis}}^{(0)}(v^\infty)\right).$$

Nevertheless, by an adaptation of Theorem 2.2 to the discretized case, we know that since $v$ maximizes $G_{r,\alpha}^{(k)}$, then it has a $k$th bound mixed state $\Gamma_r$ with density $\rho_{\Gamma} =: \sum_{\ell \in \mathbb{N}} \lambda_{\ell} \varphi_{\ell} \langle \varphi_{\ell}|$, where $\sum_{\ell \in \mathbb{N}} \lambda_{\ell} = 1$ and $\varphi_{\ell} \in A_r^\perp$. By linearity of the energy functional, we have

$$\sum_{\ell \in \mathbb{N}} \lambda_{\ell} E_{V(v^\infty)}(\varphi_{\ell}) = E_{\text{dis}}^{(k)}(v^\infty).$$

We need again $k = 0$, because then $E_{V(v^\infty)}(\varphi_{\ell}) \geq E_{\text{dis}}^{(0)}(v^\infty)$ and thus we have $E_{V(v^\infty)}(\varphi_{\ell}) = E_{\text{dis}}^{(0)}(v^\infty)$ for any $\ell \in \mathbb{N}$, and finally

$$\varphi_{\ell} \in \text{Ker}\left(H_N (V(v^\infty)) - E_{\text{dis}}^{(0)}(v^\infty)\right).$$

Remark 6.5. When $\Omega = \mathbb{R}^d$, the situation is different. Assume also $E_{\text{dis}}^{(k)}(v) = 0$. We apply (35) with $Q = \{v_i < \varepsilon\}$ for some $\varepsilon > 0$, which is not empty since $\inf v = 0$. This yields

$$G_{r,\alpha}^{(k)}(v) - c_R \leq - \min \left(1, \frac{\sum_{v_i \geq \varepsilon} r_i}{\sum_{v_i < \varepsilon} r_i}\right) \| v - \varepsilon \|_{\ell_1}^{r,\alpha}$$

and we conclude by letting $\varepsilon \to 0$,

$$G_{r,\alpha}^{(k)}(v) - c_R \leq - \min \left(1, \frac{\sum_{v_i > 0} r_i}{\sum_{v_i \leq 0} r_i}\right) \| v \|_{\ell_1}^{r,\alpha} \leq - \min \left(1, \frac{\sum_{v_i > 0} r_i}{N}\right) \| v \|_{\ell_1}^{r,\alpha}.$$

The problem is that we are not able to find a strictly positive lower bound for $\sum_{v_i > 0} r_i$, which would provide coercivity.

Remark 6.6. A natural norm on potentials is the gauge invariant quotient norm

$$\| v \|_{\ell_1/r} = \inf_{\mu \in \mathbb{R}} \| v - \mu \|_{\ell_1},$$

where $v \sim u$ when $v - u$ is constant. If in (35) we take $Q = \{i \in I \mid v_i = \inf v\}$, $\mu = \inf v$ we obtain

$$G_{r,\alpha}^{(k)}(v) - c_R \leq - \sum_{v_i > \inf v} (v_i - \inf v) r_i = - \| v - \inf v \|_{\ell_1}^{r,\alpha} \leq - \| v \|_{\ell_1/r,\sim}.$$

Hence $G_{r,\alpha}^{(k)}$ is coercive in the $\ell_1/r,\sim$ norm, but this is not a convenient norm because by definition we do not control the constant.

6.4. Building Kohn–Sham potentials: proofs of Corollary 3.6 and Theorem 3.9

In this section, we show how Theorem 3.5 yields approximate $v$-representability when $\Omega$ is unbounded.
6.4.1. The mixed states case

Proof of Corollary 3.6. Consider copies of the cube $C_n^i := [-1/n, 1/n]^d$, centered on the grid points of $(\mathbb{Z}/n)^d$. Take $\Omega_n$ to be the union of all those cubes $(C_n^i)_{i \in I_n}$ which are included in $\Omega \cap B_n$, where $B_n$ is the ball of radius $n$. They form an increasing sequence $\Omega_n \subset \Omega_{n+1}$. We choose $\alpha_n^i := \mathbb{1}_{C_n^i}$. We apply Theorem 3.5 to $r(n) := c_n r^1 \mathbb{1}_{\Omega_n}$ with $c_n := N/\int_{\Omega_n} \rho$. The condition $||\rho = 0|| = 0$ ensures that $r_i(n) > 0$ for any $i \in I_n$, $n \in \mathbb{N}$. We denote by $v_n \in \mathcal{C}^\infty(I, \mathbb{R})$ the maximizer of $G_{r(n), \alpha_n}$, we have $\int_{\Omega_n} \rho_i \alpha_n^i = c_n \int_{\Omega_n} \rho \alpha_n^i$ and we apply Theorem 3.2 for each $n$.

Each $\Gamma_n$ lives in $\mathcal{S}^N_{\text{mix}}(\Omega_n)$ and each $H_N(\sum_i v_n^i \alpha_n^i)$ is an operator of $L^2_a(\Omega_n^N)$, but by “digging pits” close to where the density is localized, we can create a potential $V_n = -\lambda_n \mathbb{1}_{\Omega_n} + \sum_i v_n^i \alpha_n^i$ with $\lambda_n$ large enough so that we keep the same properties for systems living in an unbounded domain $\Omega$.

For $k = 0$, we take $\Gamma_n$ a minimizer of $F_{\alpha_n, (0)}(r(n))$ and apply Theorem 3.2. □

6.4.2. The pure states case

Proof of Theorem 3.9. We assume $N \geq 1$ and only restrict to $N = 1$ at the end of the argument. We define the map

$$\kappa : H^1_a(\Omega_N) \cap \{ \int_{\Omega_N} |\Psi|^2 = 1 \} \longrightarrow (\mathbb{R}_+)^{|I|}$$

$$\Psi \longmapsto (\int_{\Omega} \rho_i \alpha_i)_{i \in I}.$$ 

It is $C^\infty$ and since $I$ is finite, $\text{Ran } d_\Psi \kappa$ is closed for any $\Psi \in L^2_a(\Omega_N)$ because the image lives in a finite-dimensional space. Now $d_\Psi G$ has closed range for any $\Psi \in \bigwedge^N H^1(\Omega)$ because its target space is finite-dimensional. We compute, for any $\varphi \in H^1_a(\Omega_N)$ and any $v \in \mathbb{R}^{|I|}$,

$$\sum_{i \in I} v_i ((d_\Psi \kappa) \varphi)_i$$

$$= 2N \sum_{i \in I} v_i \int_{\Omega^N} \langle \Psi \varphi(x_1, \ldots, x_N) \alpha_i(x_1) dx_1 \cdots dx_N$$

$$= 2 \int_{\Omega^N} \sum_{j=1}^N \left( \sum_{i \in I} v_i \alpha_i \right) (x_j)(\Psi \varphi(x_1, \ldots, x_N) dx_1 \cdots dx_N$$

$$= 2 \langle \varphi, (\sum_{i} V(v)) \Psi \rangle$$

Furthermore, $h : \Psi \longmapsto \langle \Psi, H_N(0) \Psi \rangle$ is $C^\infty$ with differential

$$(d_\Psi h) \varphi = 2 \langle \varphi, H_N(0) \Psi \rangle.$$ 

Let $\Psi \in H^1_a(\Omega_N)$ with unit norm be a minimizer of $F_{\alpha, (0)}(r)$, then $\int_{\Omega} \rho_i \alpha_i = r_i$ for any $i \in I$. We apply [55, Prop 43.19 p291], ensuring the existence of Lagrange multipliers $(v_i)_{i \in I} \in (\ell^1(I, \mathbb{R}))^* = \ell^\infty(I, \mathbb{R})$ such that $H_N(V(v)) \Psi = 0$ weakly, or such that $(\sum_{i} V(v)) \Psi = 0$ weakly and $v \neq 0$.

We prove by contradiction that the second case is impossible, so let us assume that $(\sum_{i} V(v)) \Psi = 0$. This is where we need $N = 1$, which implies
\[ V(v)\Psi = 0 \] and \( 0 = v_i \int_{\Omega} \rho \Psi \alpha_i = v_i r_i, \] but since \( r_i > 0, \) we conclude that \( v_i = 0, \) which is a contradiction. If Conjecture 3.10 holds, then \( (\sum_i V(v)_i)\Psi = 0 \) implies \( (\sum_i V(v)_i) = 0 \) a.e and \( v = 0, \) and this avoids the second case for all \( N. \)

We hence know that

\[ H_N(V(v))\Psi = 0 \quad (37) \]

with \( V(v) \in L^p(\Omega), \) \( p \) as in (1), so \( \Psi \) is in the domain of \( H_N(V(v)) \) and consequently is an eigenvalue. Since \( \Omega \) is bounded, \( \Psi \) is in the discrete spectrum. \( \Box \)

We remark that Conjecture 3.10 also implies that for any \( r \in \ell^1(I, \mathbb{R}_+), \kappa^{-1}(r) \) is a manifold, because \( d\Psi \kappa \) is then surjective and one can apply the preimage theorem [56, Theorem 73.C p556]. Since \( d\Psi \kappa \) is closed, this mathematical framework can be applied to define the so-called adiabatic connection of DFT, because one can apply the implicit functions theorem and let \( w \) decrease while the inverse potential \( v \) increases, keeping the density fixed.

6.5. Proofs of Section 4: Lemma 4.1 and Proposition 4.2

Proof of Lemma 4.1. i) We define \( D_N := \dim \ker_{\mathbb{R}} (H_N(v) - E^{(k)}(v)) \). We choose a basis \((\Psi_I)_{I \in \mathcal{I}_{nn}} \) of \( \ker_{\mathbb{R}} (H_N(v) - E^{(k)}(v)) \) composed of antisymmetric products of one-body real orbitals. We compute

\[
\int_{\Omega^{N-1}} (\Psi_I \Psi_J) (x, x_2, \ldots, x_N) dx_2 \cdots dx_N \Rightarrow \delta_{I,J} N^{-1} \left( \sum_{i \in I} \varphi_i(x)^2 \right) + \delta_{I \cup J = [i,j]} N^{-1} \varphi_i(x) \varphi_j(x).
\]

The second term does not vanish if there is exactly one of the degenerate one-body energy levels of \( I \) and \( J \) differing by exactly one particle, the other particles of the outer levels should have the same distribution. Indeed, as illustrated in Fig. 9, if the difference belongs to two different levels (left), the energies are different so those terms actually do not appear, and if the energies are equal but differences belong to two different levels, then there are more than one difference. We deduce that

\[
\begin{align*}
\begin{array}{cccc}
+ & - & + & + \\
+ & + & + & + \\
+ & - & - & + \\
+ & + & + & + \\
\end{array} & \begin{array}{cccc}
+ & - & + & + \\
+ & + & + & + \\
+ & - & - & + \\
+ & + & + & + \\
\end{array} & \begin{array}{cccc}
+ & - & + & + \\
+ & + & + & + \\
+ & - & - & + \\
+ & + & + & + \\
\end{array}
\end{align*}
\]

Fig. 9. Vanishing crossing terms between two configurations.
\[
\int_{\Omega} \Psi_I (x) \Psi_J (x) \, dx \, dx_2 \cdots dx_N
\]
\[
= \delta_{I,J} N^{-1} \left( \sum_{i \in I} \varphi_i (x)^2 \right) + N^{-1} \delta_{I,J} \sum_{i,j \in I \cup J} \varphi_i (x) \varphi_j (x). \tag{38}
\]

Finally we can rewrite
\[
\delta_v E^{(k)} (u) = \mu_{k-m_k^v} \left( P \left( \sum_i u_i \right) P \right),
\]
where \( P \) is the projector onto \( \text{Ker}_\mathbb{R} (H_N (v) - E^{(k)} (v)) \). Using (38), the matrix elements of \( P \left( \sum_i u_i \right) P \) are
\[
\langle \Psi_I, \left( \sum_i u_i \right) \Psi_J \rangle = \int_{\Omega} (\delta_{I,J} \rho_{\text{in}} + M_{\varphi, IJ}) u.
\]

Defining the elementwise action of the integral on matrices \( (\int_{\Omega} u M_\varphi)_{IJ} := \int_{\Omega} u M_{\varphi, IJ} \), we have
\[
\delta_v G_{\rho} (u) = \int_{\Omega} (\rho_{\text{in}} - \rho) u + \mu_{k-m_k^v} \left( \int_{\Omega} u M_\varphi \right).
\]

\[i)\] As we see in (38) and Fig. 9, \( \int_{\Omega} \Psi_I \Psi_J = 0 \) when \( I \) and \( J \) have more than one particle difference.

\[iii)\] In this case, \( M_\varphi \) is diagonal by \( i) \). □

**Proof of Proposition 4.2.** \[i)\] The optimality condition \( \sup_{u \in (L^p + L^\infty) (\Omega, \mathbb{R})} \delta_v G_{\rho}^{(k)} (u) \leq 0 \) is equivalent to
\[
\mu_{k-m_k^v} \left( \int_{\Omega} u M_\varphi \right) \leq \int_{\Omega} (\rho - \rho_{\text{in}}) u \leq \mu_{M_{\varphi}^v - k} \left( \int_{\Omega} u M_\varphi \right), \tag{39}
\]
for all \( u \in (L^p + L^\infty) (\Omega, \mathbb{R}) \). These are the Euler–Lagrange inequalities, replacing equalities because of the degeneracies. Applying this condition (39) to the sequences \( u_n := n^d \mathbb{1}_B (x) \) and \( -u_n \), and taking \( n \to +\infty \), we obtain (20). However, (20) does not imply (39). More generally, for a function-valued real symmetric matrix \( S \), and for \( k, K \in \mathbb{N}, \mu_k (S (x)) \leq 0 \leq \mu_K (S (x)) \) a.e. is local and it does not imply \( \mu_k \left( \int_{\Omega} u S \right) \leq 0 \leq \mu_K \left( \int_{\Omega} u S \right) \) for all \( u \), which is global. A counterexample is the \( D \times D \) diagonal matrix \( S_{ii} = -1 \) if \( x \in (i-1)/D \) and \( S_{ii} = 1 \) otherwise, indeed with \( u = 1 \) we obtain \( \min \sigma \left( \int_{\Omega} u S \right) = (D-2)/D > 0 \).

\[ii)\] We define \( N_{\text{in}} := \int_{\Omega} \rho_{\text{in}} \) the number of “inner” particles, and \( N_{\text{out}} := N - N_{\text{in}} \) the number of outer particles. If \( N_{\text{out}} = 1 \), we are in the situation where the only degeneracy comes from a one-body degeneracy at the one-body eigenspace \( \text{Span} (\phi_i)_{1 \leq i \leq D_N} \). At almost every \( x \in \mathbb{R}^d \), \( M_\varphi = (\phi_1 \ldots \phi_D_{N})^\top (\phi_1 \ldots \phi_{D_{N}}) \), all the eigenvalue are 0 except one, which is \( \sum_{i=1}^{D_N} \phi_i^2 \). Indeed, the columns are proportional hence the rank is one, and the last eigenvalue is equal to the trace. Applying (20) and integrating yields
\[
N_{\text{out}} \leq \int_{\Omega} \mu_{\mu_{k}^v} \left( M_\varphi \right) = \left\{ \int_{\Omega} \sum_{i=1}^{D_N} \phi_i^2 \right\} = D_N \text{ if } k = m_k^v \text{ otherwise.}
\]

We deduce that \( m_k^v = k \).

\[iii)\] We apply Lemma 4.1 \( iii) \). □
Appendix 1: Two Remarks on Density Functionals for Excited States

In this appendix, we make two remarks on excited states functionals. Among other works, the problem was tackled by Lieb in [42]. We take $\Omega = \mathbb{R}^d$ for simplicity. First, we notice that the inner problem in the Levy–Lieb functional (4) is finite and has an optimizer.

Lemma 6.7. Take $k \in \mathbb{N}$ with $k \geq 1$, $A \subset L^2_a(\mathbb{R}^dN)$, dim$_c A = k$ and $\rho \in L^1(\mathbb{R}^d, \mathbb{R}^+)$ such that $\int_{\mathbb{R}^d} \rho = N$ and $\sqrt{\rho} \in H^1(\mathbb{R}^d)$. There exists $\Psi \in H^1_a(\mathbb{R}^dN, \mathbb{C})$ such that $\Psi \perp A$ and $\rho/\Psi = \rho$, and the infimum

$$\inf_{\Psi \in A^\perp} \langle \Psi, H_N(0)\Psi \rangle$$

is finite and attained.

Proof. We take a frame Span $(\varphi_1, \ldots, \varphi_k) = A$, and then we consider the Harriman-Lieb [26,41] orbitals $\varphi_1, \ldots, \varphi_N \in H^1(\mathbb{R}^d, \mathbb{C})$, which are such that $\rho_N^{\varphi_j} = \varphi_j$. We then use the orthonormalization procedure [34, Corollary 1.3] with the functions $\varphi_1, \ldots, \varphi_k, \varphi_1, \ldots, \varphi_N$ so that there exists functions $g_1, \ldots, g_k, f_1, \ldots, f_N \in C^\infty_c(\mathbb{R}, \mathbb{R})$ such that $\varphi_1 e^{i f_1(x_1)}, \ldots, \varphi_k e^{i f_k(x_1)}$ is an orthonormal family. Eventually, by defining $\Psi := \wedge_{j=1}^N \varphi_j e^{i f_j(x_1)} \in H^1(\mathbb{R}^dN, \mathbb{C})$, we have $\rho/\Psi = \rho$ and $\Psi \in A$. We conclude that the set $\left\{ \Psi \in H^1(\mathbb{R}^dN, \mathbb{C}) \cap A^\perp \mid \rho/\Psi = \rho \right\}$ is not empty.

The minimum is attained by an adaptation of the proof of the case $k = 0$ which is [41, Theorem 3.3]. $\square$

Then, we present a remark about the other possibility of defining the Levy–Lieb functional for excited states, which is

$$\tilde{F}(k)(\rho) := \inf_{A \subset H^1_a(\mathbb{R}^dN)} \max_{\dim_c A = k+1} \langle \Psi, H_N(0)\Psi \rangle.$$

The advantage of this one is that we can directly prove that $\tilde{F}(k)(\rho)$ is finite. However, we now show why it seems to be not of much use. The first Levy–Lieb functional provides an upper bound to the energy

$$E^{(k)}(v) \leq \inf_{\rho \geq 0, \int_{\mathbb{R}^d} \rho = N, \sqrt{\rho} \in H^1(\mathbb{R}^d)} \left( \tilde{F}(k)(\rho) + \int_{\mathbb{R}^d} v\rho \right).$$

However, there are potentials $v \in L^p + L^\infty$ such that

$$E^{(k)}(v) < \sup_{\rho \geq 0, \int_{\mathbb{R}^d} \rho = N, \sqrt{\rho} \in H^1(\mathbb{R}^d)} \left( \tilde{F}(k)(\rho) + \int_{\mathbb{R}^d} v\rho \right).$$
and hence \( \tilde{F}^{(k)}(\rho) \) does not provide a lower bound to the energy. Indeed, otherwise we would have
\[
\tilde{F}^{(k)}(\rho) \leq E^{(k)}(v) - \int_{\mathbb{R}^d} v \rho
\]
for all \( v \in (L^p + L^\infty)(\mathbb{R}^d, \mathbb{R}) \) and all \( \rho \geq 0 \) such that \( \int_{\mathbb{R}^d} \rho = N, \sqrt{\rho} \in H^1(\mathbb{R}^d) \), hence
\[
\tilde{F}^{(k)}(\rho) \leq \inf_{v \in (L^p + L^\infty)(\mathbb{R}^d, \mathbb{R})} \left( E^{(k)}(v) - \int_{\mathbb{R}^d} v \rho \right).
\]
We assumed that \( \int_{B_r} \rho > 0 \) without loss of generality. With \( v_n = n \mathbb{1}_{B_r} \), for instance, then \( E^{(k)}(v_n) - \int_{\mathbb{R}^d} v_n \rho \sim -n \int_{B_r} \rho \to -\infty \) when \( n \to +\infty \), and this would imply that \( \tilde{F}^{(k)}(\rho) = -\infty \) for all \( \rho \).

**Appendix 2: Maximizing \( +\delta_v G^{(k)}_{\rho}(u) \) in the Two-fold Degenerate Case**

Here we show that in the case \( \dim \ker (H_N(v) - E^{(k)}(v)) = 2 = p = q \), we can reduce the 3-dimensional optimization problem (6) of maximizing \( +\delta_v G^{(k)}_{\rho}(u) \) to a 1-dimensional problem. The interaction \( \omega \) is general. This would enable to further accelerate the ODA algorithm.

Take \( \Psi \) and \( \Phi \) real such that they form a real orthonormal basis of the degenerate level \( \ker (H_N(v) - E^{(k)}(v)) \), we have \( M^v_k = m^v_k + 1 \) and let us define \( \varepsilon := 1 \) if \( k = m^v_k \) and \( \varepsilon := -1 \) if \( k = M^v_k \). Then
\[
+\delta_v G^{(m^v_k)}_{\rho}(u) = \min_{a, b \in \mathbb{C}} \int_{|a|^2 + |b|^2 = 1} u \left( \rho a \Psi + b \Phi - \rho \right) \quad (40)
\]
and \( +\delta_v G^{(M^v_k)}_{\rho}(u) \) has the same formula but with a maximization. With the parametrization \( a = (\cos \alpha) e^{i\eta}, b = (\sin \alpha) e^{i(\eta + \beta)} \), we have
\[
\rho (\cos \alpha) \Psi + e^{i\beta} (\sin \alpha) \Phi = (\cos \alpha)^2 \rho \Psi + (\sin \alpha)^2 \rho \Phi + 2 \sin \alpha \cos \alpha \cos \beta \rho \Psi, \Phi
\]
\[
= \rho \Psi + \rho \Phi + \frac{\rho \Psi - \rho \Phi}{2} \cos 2\alpha + \sin 2\alpha \cos \beta \rho \Psi, \Phi
\]
and
\[
\int_{\Omega} u \rho (\cos \alpha) \Psi + e^{i\beta} (\sin \alpha) \Phi = \int_{\Omega} u \frac{\rho \Psi + \rho \Phi}{2} + A \cos 2\alpha + B \sin 2\alpha \cos \beta
\]
where
\[
A_u := \frac{1}{2} \int_{\Omega} u (\rho \Psi - \rho \Phi), \quad B_u := \langle \Psi, (\sum_i u_i) \Phi \rangle = \int_{\Omega} u \rho \Psi, \Phi.
\]
This yields

\[ + \delta_v G^{(m^v)}_\rho (u) = \int_\Omega u \left( \frac{\rho \psi + \rho \phi}{2} - \rho \right) + \min_{\alpha, \beta \in [0, 2\pi]} \left( A_u \cos 2\alpha + B_u \cos \beta \sin 2\alpha \right). \]

Optimizing over \( \alpha \) yields the optimal value \( 2\alpha_u \in \pi \mathbb{N} + \arctan (B_u \cos \beta) / A_u \) and using the classical formulas for \( \cos \) \( \arctan \) and \( \sin \) \( \arctan \), we get

\[ A_u \cos 2\alpha_u + B_u \cos \beta \sin 2\alpha_u = \pm \sqrt{A_u^2 + (\cos \beta) B_u^2}. \]

Finally optimizing over \( \beta \) gives \( \beta_u = 0 \), so

\[ + \delta_v G^{(k)}_\rho (u) = \int_\Omega \left( \frac{\rho \psi + \rho \phi}{2} - \rho \right) u - \varepsilon \sqrt{A_u^2 + B_u^2}, \tag{41} \]

and for \( B \neq 0 \),

\[ \cos 2\alpha_u = -\frac{\varepsilon A_u}{\sqrt{A_u^2 + B_u^2}}, \quad \sin 2\alpha_u = -\frac{\varepsilon B_u}{\sqrt{A_u^2 + B_u^2}}. \]

In order to compute the supremum over directions \( u \), we consider the Lagrangian

\[ L(u, \lambda) := + \delta_v G^{(k)}_\rho (u) - \lambda \left( \int_\Omega u^2 - 1 \right), \]

which is \( C^\infty \) when \( u \) is not a constant, and the Euler–Lagrange equation is

\[ 2\lambda u^* = \frac{\rho \psi + \rho \phi}{2} - \rho - \varepsilon \left( \rho \psi - \rho \phi \right) A_{u^*} + 2 B_{u^*} \rho \psi, \phi \]

\[ = \frac{\rho \psi + \rho \phi}{2} - \rho + (\cos 2\alpha_{u^*}) \frac{\rho \psi - \rho \phi}{2} + (\sin 2\alpha_{u^*}) \rho \psi, \phi, \]

hence the optimal direction belongs to the directions

\[ u_\theta := c_\theta \left( \frac{\rho \psi + \rho \phi}{2} - \rho + (\cos 2\theta) \frac{\rho \psi - \rho \phi}{2} + (\sin 2\theta) \rho \psi, \phi \right), \]

where \( \theta \in [0, 2\pi] \). The prefactor \( c_\theta \geq 0 \) is chased such that \( \int_\Omega u^2 = 1 \). We could then reintroduce this expression back into (41) and reoptimize over \( \theta \) to find an equation that \( \theta \) has to verify, to maximize \( + \delta_v G^{(k)}_\rho (u_\theta) \), but this relation is quite involved. Denoting by \( \theta^* \) the optimizing angle, which is the same for \( k = m^v_k \) and \( k = M^v_k \), we reduced the problem to a circle search

\[ \sup_{u \in L^2(\Omega, \mathbb{R}) \atop \|u\|_{L^2} = 1} + \delta_v G^{(k)}_\rho (u) = \max_{\theta \in [0, 2\pi]} + \delta_v G^{(k)}_\rho (u_\theta) = + \delta_v G^{(k)}_\rho (u_{\theta^*}) \]

\[ = \int_\Omega \left( \frac{\rho \psi + \rho \phi}{2} - \rho \right) u_{\theta^*} - \varepsilon \sqrt{A_{u_{\theta^*}}^2 + B_{u_{\theta^*}}^2}. \]
Appendix 3: Computations for the Implementation

Here we provide complementary computations for the description of the algorithm of Section 5.

6.6. Optimal direction over mixed states

We now provide the details of the computations linked to the problem (25). We express the cost function in terms of the parameters \( \Gamma_{IJ} \) and provide its gradient, needed in the implementation of ODA.

Once again we take the notations of Section 4.1, where we approximate \( \text{Ker} (H_N(v) - E^{(k)}(v)) \) by \( \{ \Psi \in H^1_\Omega(N, \mathbb{C}) \mid \left| \mathcal{E}_V(\Psi) - E^{(k)}(v) \right| \leq t \} \), having dimension \(|\mathcal{I}_{\text{tot}}| = |\mathcal{I}_{\text{out}}|\), and we define \( Q_{\text{out}} := \text{Span}_\mathbb{R} (\wedge_{i \in I} \Psi_I)_{I \in \mathcal{I}_{\text{out}}} \). Mixed states are decomposed into \( \Gamma = \sum_{I, J \in \mathcal{I}_{\text{tot}}} \Gamma_{IJ} \Psi_I \Psi_J \), where \( (\Gamma_{IJ})_{IJ} \) is a real positive matrix with unit trace, and

\[
\rho_{\text{out}} := N_{\text{out}} \int_{\Omega_{\text{out}}^{-1}} \Psi_I \Psi_J. \]

The problem (25) can be reformulated by

\[
P(v) = \min_{\Gamma \in \mathcal{S}(Q_{\text{out}})} e_{\text{in}} + \sum_{I, J \in \mathcal{I}_{\text{out}}} \Gamma_{IJ} e_{V, IJ},
\]

where \( e_{\text{in}} := \sum_{i \in I_{\text{in}}} E_i \).

For any function \( g : \mathcal{M} \to \mathbb{R} \), where \( \mathcal{M} \) is a smooth manifold modeled on a Hilbert space \( \mathcal{H} \) with scalar product \( \langle \cdot, \cdot \rangle \), we recall that we can define the gradient \( \nabla_x g \in T_x \mathcal{M} \simeq \mathcal{H} \) by Riesz’ theorem, via \( (d_x g)^a = \langle \nabla x g, a \rangle \).

The energy of a mixed state is

\[
\mathcal{E}_V(\Gamma) = \sum_{I, J \in \mathcal{I}_{\text{tot}}} \Gamma_{IJ} \langle \Psi_I, \sum_{i=1}^N (-\Delta_i + v(x_i)) \Psi_I \rangle = e_{\text{in}} + \sum_{I, J \in \mathcal{I}_{\text{out}}} \Gamma_{IJ} e_{V, IJ},
\]

where for \( I, J \in \mathcal{I}_{\text{out}}, \)

\[
e_{V, IJ} := \left\langle \Psi_J, \sum_{i=1}^{N_{\text{out}}} (-\Delta_i + v(x_i)) \Psi_I \right\rangle = \delta_{IJ} \sum_{i \in I} E_i + \delta_{IJ \cup \{i, j\}} \int_{\Omega} \varphi_j (\Delta + v) \varphi_i
\]

Hence \( (\nabla_{\Gamma} \mathcal{E}_V)_{IJ} = e_{V, IJ} \) which does not depend on \( \Gamma \). The function we optimize is
\[ f(\Gamma) = e^{\frac{(\epsilon_{in} - E^{(k)}(v) + \sum_{K,L \in I_{\text{out}}} \Gamma_{KL} e_{KL}^v)^2}{2T^2}} \times \left( \int_{\Omega} (\rho_{in} - \rho)^2 + 2 \sum_{I,J \in I_{\text{out}}} \Gamma_{IJ} \int_{\Omega} (\rho_{in} - \rho) \rho_{KL} \right. \]
\[ \left. + \sum_{I,J \in I_{\text{out}}} \Gamma_{IJ} \Gamma_{KL} \int_{\Omega} \rho_{IJ} \rho_{KL} \right) \]
and has gradient
\[ (\nabla_{\Gamma} f)_{IJ} = e^{\frac{(\epsilon_{in} - E^{(k)}(v) + \sum_{K,L \in I_{\text{out}}} \Gamma_{KL} e_{KL}^v)^2}{2T^2}} \times \left( 2 \int_{\Omega} (\rho_{in} - \rho) \rho_{IJ}^{\text{out}} + 2 \sum_{K,L \in I_{\text{out}}} \Gamma_{KL} \int_{\Omega} \rho_{IJ}^{\text{out}} \rho_{KL}^{\text{out}} \right. \]
\[ \left. + T^{-2} \epsilon_{IJ}^{v}((\epsilon_{in} - E^{(k)}(v) + \sum_{K,L \in I_{\text{out}}} \Gamma_{KL} e_{KL}^v) \times \left( \int_{\Omega} (\rho_{in} - \rho)^2 + 2 \sum_{K,L \in I_{\text{out}}} \Gamma_{KL} \int_{\Omega} (\rho_{in} - \rho) \rho_{KL}^{\text{out}} \right. \right. \]
\[ \left. \left. + \sum_{K,L \in I_{\text{out}}} \Gamma_{KL} \Gamma_{XY} \int_{\Omega} \rho_{KL} \rho_{XY} \right) \right) \]

Hence, to launch the ODA, one has to compute
\[ e_{in} - E^{(k)}(v), \int_{\Omega} (\rho_{in} - \rho)^2, \int_{\Omega} (\rho_{in} - \rho) \rho_{KL}^{\text{out}}, e_{KL}^v, \int_{\Omega} \rho_{KL} \rho_{XY}^{\text{out}}. \]

6.7. Optimization over pure states

We take the notations of Section 4.1, and here give an extra computation concerning (26). The familly \((\wedge_{i \in I_{\text{in}}} \phi_i \wedge \Psi_I)_{I \in I_{\text{out}}}\) is a basis of \(\text{Ker}_{\mathbb{R}} \{H_N(v) - E^{(k)}(v)\}\). We can represent the eigenfunctions of the \(k\)th \(N\)-body level by complex columns vectors \(C\),
\[ \Psi = \sum_{I \in I_{\text{out}}} C_I \Psi_I = \wedge_{j \in I_{\text{in}}} \phi^{j} \sum_{I \in I_{\text{out}}} C_I \wedge \phi^{i}. \]

The coefficients verify \(\sum_{I \in I_{\text{out}}} |C_I|^2 = 1\) and the set of such \(C\)'s forms a Grassmann manifold. Then the density is
\[ \rho_{\Psi} = \rho_{in} + \sum_{I \in I_{\text{out}}} |C_I|^2 \sum_{i \in I} \phi^i + 2 \sum_{I,J \in I_{\text{out}}} \Re \{C_I C_J\} \phi^i \phi^j, \]
and is invariant under \(U(|I_{\text{out}}|)\) transformations of \(C\).
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