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Abstract
Pathogen distribution models that predict spatial variation in disease occurrence require data from a large number of geographic locations to generate disease risk maps. Traditionally, this process has used data from public health reporting systems; however, using online reports of new infections could speed up the process dramatically. Data from both public health systems and online sources must be validated before they can be used, but no mechanisms exist to validate data from online media reports. We have developed a supervised learning process to validate geolocated disease outbreak data in a timely manner. The process uses three input features, the data source and two metrics derived from the location of each disease occurrence. The location of disease occurrence provides information on the probability of disease occurrence at that location based on environmental and socioeconomic factors and the distance within or outside the current known disease extent. The process also uses validation scores, generated by disease experts who review a subset of the data, to build a training data set. The aim of the supervised learning process is to generate validation scores that can be used as weights going into the pathogen distribution model. After analyzing the three input features and testing the performance of alternative processes, we selected a cascade of ensembles comprising logistic regressors. Parameter values for the training data subset size, number of predictors, and number of layers in the cascade were tested before the process was deployed. The final configuration was tested using data for two contrasting diseases (dengue and cholera), and 66%–79% of data points were assigned a validation score. The remaining data points are scored by the experts, and the results inform the training data set for the next set of predictors, as well as going to the pathogen distribution model. The new supervised learning process has been implemented within our live site and is being used to validate the data that our system uses to produce updated predictive disease maps on a weekly basis.
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to reduce the time taken to generate predictive disease maps from 3 years to 3 weeks. This is achieved by using novel online data sources that report disease outbreaks (one or more new infections occurring at a specific location) within days of occurrence. Approaches to capturing this data have been exemplified by HealthMap\(^5\) that presents disease outbreaks as points on a global map through their website.

Traditional surveillance data require extensive checks and validation. This is even more important for rapidly produced data from online sources, but the process is potentially time-consuming. Our solution is to use machine learning techniques to validate data, specifically for use in pathogen distribution models, within a short time frame.

Our mapping system validates incoming data using a supervised learning process that targets those data with the largest potential impact on the disease risk map and supports our primary aim of tracking disease spread. Specifically, the process was designed to target disease reports located outside the current disease extent in areas predicted to be suitable for the disease, or located within the current extent, but in areas with a low predicted suitability. The first class of data may represent spread of the disease to new areas and the second may represent a change in the niche occupied; both will have a high impact on disease maps compared to occurrences in locations where the disease is already known to occur. Alternatively, these data may reflect inaccuracies in our current predictions or they may be invalid reports.

Each component of the system has been deployed in our live site, and this article describes the rationale, design, and testing of the machine learning process built to validate disease reports.

Methods and Implementation

Data coming into the system

Data are primarily obtained from a web service provided by HealthMap\(^5\)\(^6\). HealthMap scans news media (e.g., Google News), expert-curated accounts (e.g., ProMED Mail), and other official web alerts, using text processing algorithms to classify reports by location and disease. Our system then links the data provided by HealthMap to point locations (<5 km\(^2\)) or polygons (>5 km\(^2\)). Our system has the flexibility to receive data from other sources, but the primary provider is HealthMap.

Input features available for the learning task

For each new disease occurrence, we know (1) the source feed of the report (e.g., Google News and ProMED Mail) and the location of the outbreak, which give us (2) the predicted probability of disease occurrence at that location as estimated by the pathogen distribution model, and (3) the distance from the current disease extent (positive values outside the extent boundary and negative values within). The three properties selected (probability of disease occurrence, distance from extent, and source feed) represent the input features to the learning task (Fig. 1).

Briefly, the pathogen distribution model uses environmental data (temperature, land cover types, etc.) and socioeconomic data (population density, accessibility, poverty, etc.), at disease report locations, plus data on absence and reporting bias, to define the relationship between the suite of potential covariates and the probability of disease occurrence.\(^7\) The model then extrapolates to areas without disease data and estimates the probability of one or more new infections occurring at each location.

Generating a labeled training data set

For each new data point, we need to generate a metric representing its validity (used as a weighting in the pathogen distribution model). The inferred learning process generates this value using a training data set that has been labeled by disease experts. We asked eight experts to review each data point in the initial training data sets and respond “Invalid,” “Uncertain,” or “Valid” corresponding to the values 0, 0.5, or 1.0, respectively. We took the average of the values generated across the experts to obtain a measure between 0 and 1, which acts as the label or dependent variable in the supervised learning task and is termed the “expert-derived validation score.” In the live system, external experts are given the same options plus the choice of “Don’t know,” which is not linked to a value.

We used data for two contrasting diseases to design and test the process. Dengue fever is caused by a virus transmitted between humans by mosquitoes within the tropics. Cholera is a food-, fecal-, and waterborne bacterial disease with a global distribution. The two training data sets comprised 400 occurrences of dengue fever and 1036 occurrences of cholera, which were reviewed by disease experts, giving each data point an “expert-derived validation score.” The dengue data set was used for the initial analysis of the data distribution and to investigate and refine the optimal parameters of the devised machine learning process. Both data sets were used to test the final configuration.
Designing a machine learning process based on the training data set

The spread of the training data set for dengue (Fig. 2) did not display an immediately obvious trend. We needed a method that could discover trends within subspaces of the full data range (e.g., the points within the extent may exhibit a different pattern to those outside the extent), yet be flexible to detecting these subspaces from the data, rather than having to manually discern or define them per disease. Therefore, we devised a multistage “cascade,” where the first predictor model \( P_i \) is trained on all available data, then the uncertain points in that set (for which a trusted prediction could not be made by that model) become the training set for the model in the next “layer” of the cascade \( P_{i+1} \), and so on, until some stopping criteria are met (such as no data remain or a maximum number of layers \( L \) is reached). These models are configured identically using the same features in the data sets and the same number of logistic regression models. The only difference being the subset of data they are trained on.

To determine which points fall through to the next layer, we must quantify uncertainty in the prediction from the layer as well as the predicted value itself. This is achieved using an ensemble of predictors. A layer comprises \( m \) predictors, \( P_{ij} \) for \( j = 1 \cdot m \). Each predictor, \( P_{ij} \), is trained on a different randomly selected subset (\( p\% \)) of the training data for that specific layer. The overall prediction for the layer \( (y'_i) \) is taken as the mean of the \( m \) values, if the extrinsic uncertainty, namely the coefficient of variation (CV) of the \( m \) values, is below some threshold, \( c \).

During the prediction step, every new data point continues through the layers until a reliable prediction for that point is made, otherwise it will be reviewed by the experts and then added to the training data set.

Parameterizing the machine learning process

We randomly split the available data for dengue into 90% training data and 10% testing data. This division was selected to reflect the target split for the deployed system, that is, the proportion of points we could reasonably

---

**FIG. 1.** The input features linked to the dengue data set. The map in (A) shows the disease extent for dengue. The map in (B) shows the probability of occurrence for each data point; data extracted from ProMed reports are represented by a diamond, data extracted from Google News reports are represented by a circle, and data extracted from other feeds are represented by a triangle.
ask experts to manually validate. We varied the parameters of the ensemble cascade structure and investigated the effect to select the optimum values that would maximize accuracy of prediction while ensuring a manageable proportion of data points go for expert review.

To select the predictor type, we used an initial set of parameters \( m = 5 \) predictors in each layer, trained on \( p = 50\% \) of the data in the layer, with a CV threshold of 0.05, and stopping condition that the number of layers \( L \) does not exceed 40. Three variants of the ensemble cascade structure were constructed with 90\% of the available data set: one where all units in the layers are Support Vector Machines (SVM)\(^{13}\) (using the radial basis function [RBF] kernel and regularization parameter \( C = 1e2 \)); one with k-nearest neighbor (k-NN with \( k = 3 \) and a uniform weights function) regressors; and one with logistic regression models.\(^{14}\) In each case, we compared the mean absolute error between overall predicted value, \( y' \), and actual expert-derived score, \( y \), for the 10\% test set, as well as identifying the number of occurrences in the test data set resulting in no prediction.

Other kernel functions and parameters were tested, but did not improve the results for error or goodness of fit. Briefly, we varied the regularization parameter \( C \) and reviewed the effect on the error and the goodness of fit of the model. Using a linear kernel and using a two-degree polynomial kernel resulted in similar performance as the RBF kernel, and a sigmoidal kernel function performed the worst. There was no improvement for varying \( C \), and the test root mean square error (RMSE) was never <0.43.

To test how the subset size (\( p\% \) used by each unit in each layer) affects the predictions, we trained one ensemble layer with varying proportions of the 90\% training set. Then, for all the points in the 10\% test set, we calculated the mean CV \( \frac{\sum_{j=1}^{m} \text{abs}(y - y_{ij})}{m} \) of the \( m = 5 \) predicted values and the mean error between the true label from experts and each of the 5 values. Since the proportion is a random subset each time, we repeated this process 10 times and viewed the distribution and the averages of these metrics over the 10 iterations.

Similarly, now holding \( p \) at 40\%, we varied the number of predictors in one layer, \( m \) from 1 to 20, and examined how the CV of the \( m \) values and the mean error to the predictions changed.

Testing the machine learning process
The data sets for dengue and cholera were split and used to train the final configuration of the ensemble cascade 128 times each, using the parameters determined during the steps mentioned earlier, to test its performance, giving an unbiased estimate of generalization error.

Testing the system using the dengue data, we used a training set of 200 occurrences (set \( A = \{(x, y)\} \)) to train the predictor for this disease and a test set of 200 data points (set \( B = \{(x, y, y')\} \)). All occurrences were validated by experts and assigned a true validation score, \( y \). We can compare this value against the prediction \( y' \) obtained for each occurrence in \( B \). This was repeated using cholera data with 641 occurrences (set \( C \)) used to train the predictor and a test set of 365 data points (set \( D \)).

Results
Selecting a predictor type
The ensemble cascade generated for logistic regression models showed the greatest accuracy (test error was
increasing the number of predictors in a layer, plateaus in the region 0.03–0.06. We found that in-the average error settles around 0.1 and average CV of predictions to increase enough that the CV threshold, \( m \), must also be increased, otherwise the number of layers in the resulting cascade structure increases dramatically. Therefore, the number of predictors in the layer should be set at a low value (5 or 6) to avoid increasing complexity without losing accuracy.

Heatmaps generated by a grid search, in which both parameters are varied independently, are shown in Figure 3.

To summarize, the most suitable configuration of the ensemble cascade was assessed to be \( m = 6 \) logistic regression models in each layer, each trained on a random \( p = 40\% \) of the data in that layer, with a maximum of \( L = 5 \) layers (Fig. 4). The threshold on CV between the six predictions, to determine whether the values are sufficiently close to be accepted, was chosen as \( c = 0.05 \).

Machine learning process performance

On average, over the 128 iterations of ensemble cascade construction during the testing phase, 66% of occurrences in the dengue test set (Set B) were assigned a predicted score. The majority of data points that did not receive a predicted score, and would therefore be referred to the experts, were those located outside the disease extent (Fig. 5). The average test RMSE was 0.242. For cholera, on average 79% of occurrences in the test set (Set D) were assigned a predicted score during the testing phase, and the average test RMSE was 0.285.

The RMSE statistic reports how closely the fitted model is to the data points, in the same units or scale as the prediction, while amplifying and penalizing large errors. For context, a reasonably accurate predictor, whose random error is distributed uniformly between \(-0.1\) and \(0\), results in an observed average RMSE of 0.057 over 100 iterations, and for a naive “bad” predictor where the prediction is any randomly generated value between \(0\) and \(1\) (again uniformly distributed), the average RMSE was 0.501. If the prediction is always 0.5, average RMSE was 0.411.

Deployment of the machine learning process

The results described earlier determined the supervised learning process that was deployed. The interface that allows external experts to validate new data points was also deployed (www.abraid.ox.ac.uk/datavalidation) to ensure that the training data set is kept up-to-date. A subset of incoming data points is always sent to the experts, in addition to the data points that were not assigned a reliable score by the predictors. Each time new data come into the system, the expert validation scores from the preceding 12 months are used to generate a new training data set.

Discussion

We have implemented a process that is flexible to different diseases, automatically adjusts with the data over
time, and is able to filter questionable occurrences for manual review appropriately. The process deployed will be reevaluated as new diseases are incorporated, including leishmaniasis, Crimean Congo hemorrhagic fever, chikungunya, and melioidosis. Potential avenues to improve performance include strategies to address geographic sampling bias\textsuperscript{17} in the outbreak data, either by resampling the data in a bid to equalize the proportion of two classes or by adjusting the learning algorithm to handle the disproportion.\textsuperscript{18}

This work has combined well-studied methods from different disciplines into a novel and fully automated end-to-end disease modeling system. Gammerman\textsuperscript{19} describes the ensemble approach we have used as a “conformal predictor” in that our “hedged” predictions from each layer of the cascade “include a quantitative measure of their own accuracy and reliability.” A similar case of a screening system in medicine has been devised to declare a patient disease free, if confident, or refer the test results to a human doctor.\textsuperscript{20}

The primary aim of our mapping system is to track the spread of diseases to new areas, and the current supervised learning approach supports this aim. It focuses on data points that have the highest potential impact on the risk map because these data fall outside the current extent and/or in areas currently predicted to be unsuitable. A secondary aim is to track the shrinking distribution of diseases that is being eliminated, such as polio.

**FIG. 3.** The four heatmaps show (A) the root mean square error (RMSE), (B) the coefficient of determination ($R^2$), (C) the number of points without prediction, and (D) the number of layers in the resulting cascade, when the number of predictors in each layer ($m$) and the data subset size ($p$) are varied. Our requirements for the combination of $m$ and $p$ were a low test RMSE, high $R^2$, with reasonable number of points without prediction that go to the experts, and fewer layers.
that is disappearing from areas where it was previously found. In this context, the ability to distinguish invalid data points that fall within areas where the disease was previously known to occur becomes important. The current system does not have access to information that distinguishes these data points.

The next stage of this work requires new input data derived from the content of the original online report and will use natural language processes to identify reports of disease absence or elimination rather than presence.

Many groups have used data captured from the Internet, including social media, to analyze temporal trends in diseases such as influenza, characterized by large spikes of incidence, to detect outbreaks more quickly than traditional surveillance.21,22 Rather than using Internet data to predict outbreaks, we are using these data to model the baseline geospatial variation in global disease risk and we believe we are the first group to do so.

Conclusion
This novel use of a supervised learning process is now operational and is, to our knowledge, the first time that data from online news media have been processed using supervised learning techniques for use in an epidemiological model. This is an open source and open access project; the source code is available at https://github.com/SEEG-Oxford/ABRAID-MP and the validated disease outbreak data and resulting spatial risk data are available from our website (www.abraid.ox.ac.uk).
Acknowledgments
This work was funded by The Bill & Melinda Gates Foundation, grant no. OPP1093011, and The Wellcome Trust, grant no. 095066.

Author Disclosure Statement
No competing financial interests exist.

References
1. Bhatt S, Gething PW, Brady OJ, et al. The global distribution and burden of dengue. Nature. 2013;496:504–507.
2. Pigott DM, Atun R, Moyes CL, et al. Funding for malaria control 2006–2010: a comprehensive global assessment. Malar J. 2012;11:246.
3. Pigott DM, Golding N, Mylne A, et al. Mapping the zoonotic niche of Ebola virus disease in Africa. eLife. 2014;3:e04395.
4. Moyes CL, Temperley WH, Henry AJ, et al. Providing open access data online to advance malaria research and control. Malar J. 2013;12:161.
5. Freifeld CC, Mandl KD, Ras BY, et al. HealthMap: global infectious disease monitoring through automated classification and visualization of internet media reports. J Am Med Inform Assoc. 2008;15:150–157.
6. HealthMap Disease Outbreak Data Resource. 2015. Available online at www.healthmap.org (last accessed August 13, 2015).
7. Elith J, Leathwick JR, Hastie T. A working guide to boosted regression trees. J Anim Ecol. 2008;77:802–813.
8. Gama J, Brazdil P. Cascade generalization. Mach Learn. 2000;41:315–343.
9. Breiman L. Stacked regressions. Mach Learn. 1996;24:49–64.
10. Chandra A, Yao X. Evolving hybrid ensembles of learning machines for better generalisation. Neurocomputing. 2006;69:686–700.
11. Ko AH-R, Sabourin R, de Souza Britto A. Combining diversity and classification accuracy for ensemble selection in random subspaces. In: IEEE International Joint Conference on Neural Networks (IJCNN), Vols. 1–10. Vancouver, Canada: IJCNN, 2006, pp. 2144–2151.
12. Reich Y, Barai SV. Evaluating machine learning models for engineering problems. Artif Intell Eng. 1999;13:257–272.
13. Burgies CJC. A tutorial on support vector machines for pattern recognition. Data Min Knowl Disc. 1998;2:121–167.
14. Dreiseitl S, Ohno-Machado L. Logistic regression and artificial neural network classification models: a methodology review. J Biomed Inform. 2002;35:352–359.
15. Chorowski J, Wang J, Zurada JM. Review and performance comparison of SVM- and ELM-based classifiers. Neurocomputing. 2014;128:507–516.
16. Chai T, Draxler RR. Root mean square error (RMSE) or mean absolute error (MAE)?—arguments against avoiding RMSE in the literature. Geosci Model Dev. 2014;7:1247–1250.
17. He H, Garcia EA. Learning from imbalanced data. IEEE Trans Knowl Data Eng. 2009;21:1263–1284.
18. Cohen G, Hilario M, Sax H, et al. Learning from imbalanced data in surveillance of nosocomial infection. Artif Intell Med. 2006;37:7–18.
19. Gammerman A, Vovk V. Hedging predictions in machine learning—the second computer journal lecture. Comput J. 2007;50:151–163.
20. Gammerman A, Vovk V. Rejoinder—hedging predictions in machine learning. Comput J. 2007;50:173–177.
21. Althouse B, Scarpino S, Meyers L, et al. Enhancing disease surveillance with novel data streams: challenges and opportunities. EPJ Data Sci. 2015;4:17.
22. Althouse BM, Ng YY, Cummings DAT. Prediction of dengue incidence using search query surveillance. PLoS Negl Trop Dis. 2011;5:e1258.

Abbreviations Used
CV = coefficient of variation
k-NN = k-nearest neighbour
RBF = radial basis function
RMSE = root mean square error
SVM = support vector machines