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Abstract

Deep learning (DL) workflows demand an ever-increasing budget of compute and energy in order to achieve outsized gains. Neural architecture searches, hyperparameter sweeps, and rapid prototyping consume immense resources that can prevent resource-constrained researchers from experimenting with large models and carry considerable environmental impact. As such, it becomes essential to understand how different deep neural networks (DNNs) and training leverage increasing compute and energy resources—especially specialized computationally-intensive models across different domains and applications.

In this paper, we conduct over 3,400 experiments training an array of deep networks representing various domains/tasks—natural language processing, computer vision, and chemistry—on up to 424 graphics processing units (GPUs). During training, our experiments systematically vary compute resource characteristics and energy-saving mechanisms such as power utilization and GPU clock rate limits to capture and illustrate the different trade-offs and scaling behaviors each representative model exhibits under various resource and energy-constrained regimes. We fit power law models that describe how training time scales with available compute resources and energy constraints. We anticipate that these findings will help inform and guide high-performance computing providers in optimizing resource utilization, by selectively reducing energy consumption for different deep learning tasks/workflows with minimal impact on training.

1 Introduction

As deep learning (DL) workflows become more prevalent in the sciences, neural architecture search and hyperparameter sweeps consume an increasingly enormous amount of compute and power resources at high-performance computing (HPC) centers and cloud providers. While the cost per training step has decreased for deep neural networks (DNNs) due to optimized hardware and backend optimizations, overall costs have increased and training large models can reach into the millions of dollars. Traditionally, HPC centers limit GPU usage to prevent users from misusing systems, while cloud providers eagerly allow users to provision as many resources as they can afford. Rarely do scientific DL practitioners examine their resource needs; most workflows are either run on a single GPU due to the lack of engineering infrastructure needed to scale, or are run on the maximum number of available GPUs. Efficient training and scaling strategies may be even more important than architecture details in some domains. To complicate matters, given the fundamentally different nature of their respective tasks, in order to better allocate limited compute resources, various domains (e.g., NLP, vision) each have their own preferred model architectures and optimization strategies, likely resulting in what is very different scaling behavior across different models/tasks. To better allocate limited compute resources, HPC centers and users need a simple way to estimate the scaling behavior of their models and identify the best, most scalable model implementation for their application and the optimal amount of compute to provision.
Figure 1: Benchmarking experiments training DNNs on more than 400 GPUs with controlled power consumption reveal optimal settings for efficient distributed DL. Over 3,400 distributed training experiments show that transformer-based models and graph neural networks with directional message passing exhibit superior utilization of increased computational resources, while restricting GPU power consumption to 200 W reduces total energy consumption without slowing down training. All models see diminishing returns from distributed training at high GPU counts due to communication bottlenecks.

The complexity of DNNs and the variety of numerical libraries and hardware accelerators available make predicting the execution time of training a model challenging. Previous efforts estimated training times with linear models depending on the number of floating point operations per epoch [30], while others have leveraged DNNs themselves to learn the non-linear relationship [19] between network architecture, the data manifold, computational infrastructure, and execution time. More recent work to predict the execution time of fine-tuning DNNs uses a linearized approximation of the dynamics of a DNN during fine-tuning [17], following the Neural Tangent Kernel (NTK) approach [17]. These methods may yield impressive accuracy in training time estimation, at least in terms of number of training steps required, but they are cumbersome and impractical for daily usage in an HPC center. More relevantly, these approaches do not account for energy consumption, which is difficult to estimate for general network configurations [14][45], or variation in GPU utilization. Scientists with limited HPC experience and rapidly changing DL workflows need guidance from large-scale, distributed DL training experiments to optimize resource allocation for efficient, scalable deep learning.

In this paper, we train six different, representative DL models (Table I) with applications across computer vision (CV), natural language processing (NLP), and geometric deep learning (GDL) and investigate their scaling behavior across hundreds of GPUs. We monitor GPU utilization and energy consumption during distributed training and identify optimal settings for efficient training and opportunities for improved scaling and hardware utilization. Our main goal is not to generate precise predictions of execution time, but instead to study the impacts of and the relationship between model architecture and compute utilization on distributed training time. By comparing model architectures via their scaling exponents, we can estimate training times for variations on common architectures such as convolutional neural networks (CNNs), transformer-based language models, and graph neural networks (GNNs). This will help scientific DL practitioners in developing methods to better profile different model architectures and determine the most time and energy-efficient workflow for their own hardware configurations.

To the best of our knowledge, current literature on scaling experiments for DL has not focused on the effects of energy-consumption strategies such as power limiting the hardware or changing clock frequencies of the GPU to limit performance. We hope that these findings will also help enable predictions of model-scaling behavior on performance-limited hardware to potentially anticipate the energy needs for different classes of DNNs in future work.

2 Methods and Experimental Setup

Environment All experiments described in this paper were conducted on an operational, petascale supercomputing system. The cluster consists of 448 compute nodes with dual Intel Xeon Gold 6248 CPUs with 384 GB of RAM and two NVIDIA Volta V100 GPUs with 32 GB of memory per node. A graphical summary of the experiments and insights presented in this paper is shown.
All models were trained using GPUs.

**Model Selection** Our choices of benchmarks and models were informed by our operational experiences from the workloads and usage patterns characteristic of the system—we chose DNN models and training tasks that are representative of common user workloads, but also models that tend to be frequent workhorses for research, testing, and experiments in the broader research community. We also sought to capture a diverse range of “classic” and state-of-the-art DL architectures that are widely used across different domains. Our intent in this work is not to propose a new benchmark or evaluate the relative merit of one benchmark against another. Rather, our goal is to investigate and illustrate the scaling behavior of representative model architectures, based on computational workloads on an operational supercomputing system, and develop simple descriptions of training execution time. The specific models in our experiments are listed in Table 1 and can be grouped into three domains or categories characterized by the commonality of their tasks, similarity of model architectures, or both.

| Domain/Model Class     | Model   | Reference |
|------------------------|---------|-----------|
| Computer Vision (CV)   | VGG16   | [40]      |
|                        | Inceptionv3 | [42]      |
|                        | ResNet50 | [15]      |
| Language (NLP)         | BERT    | [10]      |
| Geometric              | DimeNet | [23]      |
|                        | SchNet  | [36]      |

**Experimental Design and Metrics** Throughout our experiments, for each model in Table 1 we collect time-series data on their GPU memory utilization and streaming multiprocessor (SM) utilization, training speed, and total energy consumption/expenditure throughout each of their training runs under different GPU power caps (100 W, 200 W, and 250 W), GPU clock rates (135 MHz, 735 MHz, and 1380 MHz), and number of GPUs (2, 4, 8, 16, 32, 64, etc.) aggregated on a per-epoch level. When a power or clock rate cap is applied, it is applied uniformly and simultaneously to all GPUs used in training. Model training was performed on NVIDIA Tesla V100 GPUs and GPU utilization; power consumption etc., were monitored using the nvidia-smi tool. Training speed or training time is calculated as wall-clock time per epoch, measured in seconds, and power/energy consumption (or training energy) measured in joules, which is calculated by multiplying wall-clock time spent in training by the power consumption measured in watts.

We detail the specific training settings and configurations for each model by domain/model class in the sub-sections below. We note that while different training techniques and optimized hyperparameter selections can both shorten training time and improve model performance, our goal is neither to achieve the best possible performance on benchmarks nor to train until we achieve a pre-specified level of performance. Given the diverse array of DL models we train and their representative domains, their evaluative criteria vary as well, measuring fundamentally different model qualities on non-equivalent scales. For instance, while top-k accuracy and Intersection over Union (IoU) are used for image classification and object detection respectively, perplexity and bits-per-character (BPC) are used to gauge model performance in NLP tasks; as such, we leave these as potential avenues for future work.

Instead, the training settings for our different representative models are motivated by our aim to: (1) collect sufficiently large amounts of utilization and energy data from each domain/model class during training for meaningful, wide-coverage analysis, as well as to (2) document and illustrate trends and trade-offs between training time, compute resources, and energy constraints reflective of an average user training scenario where users may lack the knowledge, ability, or resources to specify the best training settings for reaching a desired level of performance as quickly as possible, or where users are running exploratory experiments and exercises. Examples of these types of situations include transfer-learning experiments, evaluation of new dataset benchmarks, rapid prototyping and evaluation of new model architectures, situations where researchers collaborate/experiment with models across various domains, and more.

All of our training datasets and model implementations are publicly available. Similarly, our DL workload data from these experiments will be made publicly available for the broader research community.

### 2.1 Geometric Deep Learning (GDL)

Unlike traditional learning where the focus is on tabular, sequential, or image data, GDL focuses on models that specifically operate on non-Euclidean structures such as graphs and manifolds \[6,7\]. As an example, GNNs are widely used in chemistry and materials science \[20\] where condensed phases of matter are represented as graphs of atoms (nodes) and chemical bonds (edges).

For simplicity and consistency, we used two open-sourced, state-of-the-art GNN architectures available in
PyTorch Geometric for molecular machine learning applications [12]: DimeNet (2.1M parameters) [23] and SchNet (455K parameters) [36]. The DimeNet and SchNet model hyperparameters are taken as default from PyTorch Geometric. DimeNet uses an embedding dimension of 128, 6 interaction blocks, 7 spherical harmonics, and 6 radial basis functions. SchNet uses an embedding dimension of 128, 128 convolutional filters, 6 interaction blocks, and 50 gaussians. All GNNs were trained using the Distributed Data Parallel (DDP) accelerator [25] and PyTorch Lightning [11] for multi-GPU training using the LitMatter framework [13]. For our data, we use the QM9 dataset for small molecules [32] during training. We train our GNNs for 200 epochs with a fixed batch size of 128 per GPU across all power capping and clock speed settings/experiments. For SchNet, we train for 1,000 epochs at only the maximum power and clock speed setting in order to collect sufficient utilization data for analysis on those settings. Both DimeNet and SchNet were trained using a learning rate of $10^{-3}$ with Adam [21].

### 2.2 Natural Language Processing (NLP)

Language modeling is a set of approaches for obtaining distributions over sequences of words and is an important first step towards many common NLP tasks. Models are typically “pre-trained” using self-supervised learning methods for predicting word sequences before applying them to supervised tasks such as entailment or question answering. While much attention is given to the most accurate language models, they can require considerably long training times and significant energy usage [3][39].

For our language model representative, we trained Google’s Bidirectional Encoder Representations from Transformers (BERT) language model [10] with masked language modeling, which involves predicting randomly chosen word tokens that are obscured from a large training set of text. We use a popular PyTorch implementation [1] for masked language modeling from Hugging Face and the WikiText-103 dataset for training [26]. BERT-Base language models (110M parameters) were trained on a range of GPUs for 4, 6, 10, 15, 25, or 40 epochs, depending on the number of GPUs to collect adequate time series data on GPU utilization for each experiment. A per-GPU batch size of 8 was used for all BERT experiments. BERT was trained with the AdamW optimizer and a learning rate of $5 \times 10^{-5}$. This implementation uses PyTorch’s DistributedDataParallel modules with Message Passing Interface (MPI) facilitating inter-node communication. Due to the large size of BERT-Base, the computational cost of training, and the importance of
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**Figure 2:** All models show reduced memory utilization with increasing number of GPUs, and GNNs show reduced streaming multiprocessor (SM) utilization. Joint GPU memory and SM utilization characteristics for NLP, GNN, and vision models during training, changes when scaling with different number of GPUs (2 GPUs vs. 128 GPUs).

BERT within the NLP domain, we consider BERT as a representative transformer-based language model.

### 2.3 Computer Vision

In much work on image recognition and vision-related tasks, convolutional kernels have been key to early successes, given the domain of data (i.e., images) that lends naturally to convolutional priors. These DL models for computer vision and image classification continue to be widely used, either in classification tasks or as backbone networks in applications such as object detection, semantic segmentation, and many more. In this paper, we use open source implementations of popular models for image classification: VGG16 (138M parameters) [40], ResNet50 (25M parameters) [15], and Inceptionv3 (23M parameters) [42], available from [1]. All three models were trained with a data-parallel training approach leveraging the Horovod framework [38]. The training data used was the ImageNet [9] dataset, converted into TFRecord format using utilities provided by the benchmark implementation described above. Models were trained in mixed-precision format for 10 epochs, over a range of GPUs distributed across multiple nodes, with a per-GPU batch size of 256, an initial learning rate of $10^{-5}$, and stochastic gradient descent as the optimizer. For all models, the number of epochs was chosen to ensure that adequate utilization data could be collected for each experiment in the low-GPU and high-GPU limits.

### 3 Experimental Results and Findings

Below, we first describe and discuss some initial findings from our distributed training experiments for each model and its representative domain/model class.

When scaling up the number of GPUs, changes in
GPU-utilization are heavily architecture-dependent, even within domains/model classes; however, all models show reduced memory utilization during training. Naturally, different models are likely to exhibit different GPU utilization profiles and these differences are likely to become more pronounced as differences in network architecture, and therefore computational pathways, become more pronounced. In Figure 2 we show the joint GPU memory and SM utilization characteristics for the models described in Table 1 at two representative scales of distributed training (on 2 GPUs versus 128 GPUs). Geometric models are shown in blue, BERT is shown in red, and vision models are shown in teal, where memory and SM utilization are averaged over all GPU workers.

Although GPU utilization varies both across and within model classes/domains, we note some common behaviors and trends when we scale up training. When the models are trained on 2 GPUs in parallel on a single node, nearly all models tend to have high SM (>60%) and memory utilization (>30%). As training is scaled up to 128 GPUs across 64 nodes, all models shift to lower memory utilization; however, we see that the GNNs also see lower SM utilization alongside memory utilization. The decrease in memory utilization observed across models with an increasing number of GPUs is in line with our expectation that batch size scaling is still important for efficient distributed training [15]. Something to note is that while BERT sees about a two-fold reduction in memory utilization (from about 40% to 20%) as we scale up training from 2 to 128 GPUs, SM utilization barely changes (and slightly increases).

Interestingly, the GNNs exhibit two extremes of GPU utilization: though SchNet has the lowest memory and SM utilization rates, DimeNet, in contrast, has the highest memory utilization and nearly matches the SM utilization rates of BERT and VGG16—both heavily overparameterized networks in their own respective domains. These observations suggest careful consideration and selection of GNN models when seeking to maximize benefits from scaling training across multiple GPUs, with all else equal.

Though inefficiencies from distributed training become more pronounced with more GPUs due to higher communication overhead, they do so at different paces depending on the model; moreover, the variation in GPU utilization rates during training increases with more GPUs. Figure 3 shows the SM and memory utilization of three models as we scale up the number of GPUs used in distributed training from 2 to 128. The models shown tend to have high SM utilization (>75%) but relatively lower memory utilization. As the number of GPUs increases, the memory utilization for all models decreases due to the increased communication overhead across GPU workers; this bottleneck results in the memory controller having more idle time as it waits for the reduce step to complete.

As such, we find that while memory utilization rates do decrease with an increased number of GPUs, the models do so at noticeably different rates (see right pane of Figure 3). While ResNet50 exhibits a continuous, gradual pace of decline in memory utilization rates, starting from about 50% memory utilization as we scale up the number of GPUs, BERT sees a more significant decline in memory utilization even when scaling up from 2 GPUs to 4 GPUs before exhibiting slower declines until another more pronounced decline when scaling up from 64 to 128 GPUs. In contrast, DimeNet shows more varied, less monotonic behavior: rather than a continued decline in memory utilization rates with increased GPU counts, we see only continuous decrease in DimeNet’s memory utilization beyond 16 GPUs. Even so, DimeNet shows the highest rate of memory utilization across all GPU counts, achieving memory utilization at least as high as, if not
higher than, ResNet50, the model with the next highest but better behaved memory utilization rates across GPU counts. In terms of utilization trends that seem invariant to the number of GPUs, we note that although BERT has the lowest rate of memory utilization across all GPU counts, it has a near constant SM utilization at almost 100% across all GPU counts.

Since each training job has different phases during the processing of a mini-batch (e.g., forward propagation, backward propagation, aggregation), GPU utilization will naturally vary throughout these different phases of a single training run. To characterize this variation within or during the training process of each model, we calculate the coefficient of variation (CV) for GPU memory and SM utilization—defined as \( CV = \sigma / \mu \) where the standard deviation of the utilization data (\( \sigma \)) is normalized by its mean (\( \mu \)) utilization—for each model’s training lifetime as we scale up the number of GPUs. As we see in Figure 4, for all models, the variation in memory utilization as measured by CV increases with additional GPUs. We note that despite BERT’s SM utilization rate itself being largely invariant to the number of GPUs used in training (left pane of Figure 3), the variation in its SM utilization rate during training is significantly higher with a \( CV = 100\% \) when scaled to beyond 32 GPUs (right pane of Fig. 4). Overall, we see an increase in variation, as measured via CV, in both memory and SM utilization rates during training as the number of GPUs increases. Similar GPU utilization variance trends are seen with 200 W (Appendix A Figure 15) and 100 W (Appendix A Figure 16) power caps.

**Trade-offs between total energy consumed during training and distributed training speed are model-dependent.** The goal of distributed training is to train a model faster; however, more GPUs increase energy consumption, which is particularly concerning given the implications for its carbon footprint. Training on 128 V100 GPUs emits 22 kg of carbon dioxide an hour [24].

Figure 5 shows the total energy consumption and training speed increase with increasing number of GPUs. Total training energy and training speed are normalized by their counterparts under 2-GPU training.

![Figure 5: Total energy consumption and training speed increase with increasing number of GPUs. Total training energy and training speed are normalized by their counterparts under 2-GPU training.](image)

Figure 5: Total energy consumption and training speed increase with increasing number of GPUs. Total training energy and training speed are normalized by their counterparts under 2-GPU training.

At optimal power capping settings, training speed suffers minimal impact but energy savings can be significant. The V100 GPUs offer a wide range of power capping capabilities. In Figure 6, we show the effects of power capping all GPUs at different levels (200 W and 100 W, the non-capped maximum power is 250 W). Training speed and energy in Figure 6 are normalized by their non-capped (i.e., 250 W) counterparts.

With capped power settings, slower training speeds are expected due to a lower resulting clock frequency. However, as total energy consumption depends on both the power and the total training time spent, our experiments aim to tease out the net effects on training time and identify potential opportunities for non-disruptive energy savings. In Figure 6, we see that total energy consumption from each model’s training is indeed reduced under power capping relative to the non-capped 250 W setting. We find an optimal power cap of 200 W where training speed degradation is negligible, but the energy sav-
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2We note that the authors of DimeNet have released DimeNet++, which is an optimized architecture with faster training that may alleviate some scaling issues. However, DimeNet++ is not yet available in PyTorch Geometric and so was not considered in this study.
ings are significant—at least 10% across all three models, offering an optimal trade-off between training speed and energy savings for all models considered here. Capping the power further to 100 W results in further energy savings but training slows significantly, offering a less desirable energy-training tradeoff. Our experiments also reveal that by scaling up training with more GPUs in a distributed training context, the slowdown due to power capping becomes less significant (Appendix \[ \text{Figure 17} \]), which may be the result of larger-scale training under-utilizing each GPU compared to smaller scale training.

Overall, we find that power limiting the GPUs offers an effective way of limiting energy consumption across a variety of deep learning models with minimal adverse impact on the time spent training. This effect was consistent across all models tested in this paper. Again, we note that our work does not examine the effect of this approach on test-set performance given a time and energy budget but this is the focus of ongoing and future work. From the operational aspects of a supercomputing center, our findings suggest a simple strategy for reducing energy consumption in a datacenter with minimal impact on computational burden. However, the availability of a mathematical model that can describe, and potentially predict, these effects in order to act as a guide for anticipatory scaling strategies would be an important tool in helping researchers and practitioners alike in understanding these trade-offs. In the next section, we provide a preliminary effort to do so—we present a simple, descriptive model that expresses a statistically significant relationship underlying these trade-offs when scaling up distributed training across a different number of GPUs.

4 Fitting Scaling Relationships

Motivation In this section, we fit and derive statistically significant, robust power laws that describe how distributed training time scales with the number of GPUs utilized in training using the data collected from our training experiments in Section 3. The workflow is presented diagrammatically in Figure 7; we note that this framework is easily extendable to experiments with other models beyond those in our paper.

The purpose of our model is to describe relationships that exist in these training time and energy consumption trade-offs, not to precisely predict job execution time nor predict training completion times.

Model Fitting and Specification To test and assess our hypothesized power-law relationship between the number of GPUs and training time across our experiments, we fit an empirical model that models training time as a function of several explanatory variables via a power-law functional form. More specifically, with \( t \) as training time per epoch, \( m \) representing the model architecture, \( p \) the maximum allowable amount of power drawn from the GPU(s), \( c \) the maximum allowable GPU clock rate, \( N \) as the number of GPU(s) utilized, and \( \varepsilon \) as an all-inclusive term accounting for all other training and data-dependent characteristics (e.g., hyperparameter and other training settings), our model follows the form:

\[
t 
\approx f(m, p, c, N, \varepsilon) = \alpha(\cdot) N^{-\beta(\cdot)}
\]

where \( \alpha(\cdot) \) and \( \beta(\cdot) \) are a multiplicative and exponential factor, respectively, that govern the strength of the scaling relationship between \( t \) and \( N \). In particular, we focus on \( \beta \), which we refer to as the characteristic scaling exponent, as it describes the strength or degree to which training time scales with the number of GPUs. In other words, on a log-log scale, \( \alpha \) is an additive component independent of \( N \), while \( \beta \) is the slope or the multiplicative component of the effect of \( N \) on \( t \)—our main object of interest. As such, when in log-log scale, changes in \( \alpha \) will induce parallel shifts in the curve representing the relationship between training time and GPU count (i.e., across all GPU counts) and changes in \( \beta \) will affect the curvature/slope of said curve (i.e., rate of change

Figure 7: Workflow for determining scaling relationships that describe training time dependence on number of GPUs and GPU characteristics. Empirical scaling laws, if present and sufficiently robust/extrapolative, can help inform anticipatory scaling strategies and energy-performance trade-offs for managing and monitoring distributed training.
between train time and GPU count). Note \( \alpha \) and \( \beta \) can also be functions of some of the explanatory variables described. By varying \( p \) and \( c \) in our experiments, we can simulate and study the effects of strategies that implicitly vary \( \alpha \) and \( \beta \) that accelerate (or decelerate) training time per epoch. The training time per epoch data versus number of GPUs is then fit to a power law (Equation 1), which describes the training time over several orders of magnitude of compute.

Given our primary focus on the scaling relationship and trade-offs between training time and number of GPUs across different power and clock settings, we make \( N \) and \( \beta \) the focal points of our functional power-law form. We re-emphasize that our aim is an intentionally simplified model that focuses on the scaling relationships across different DL models and their respective domains/model classes, and leave other extensions for future work.

To fit the models, we run log-log regressions by taking the natural log of both sides of Equation 1 and estimating the parameters via least squares, using training time per epoch as our response variable given our explanatory variable (\( N \), number of GPUs). Scikit-learn [29] was used to perform the model fitting and statsmodels [37] was used for the statistical analyses. We fit said model for each neural network architecture in each domain/model class across each power cap and clock rate setting we performed from our experiments. To measure the goodness of fit, we calculate the coefficient of determination, \( R^2 \).

The simplified expression in Equation 1 allows us to narrow our focus but, as such, it does not explicitly capture important variation in hyper-parameters like batch size and model size which may affect training time scaling. We also attempted log-normal fits and confirmed that the power law specification better describes the relationships in the data, but more data and maximum likelihood fitting may lead to different parameter estimates [8]. We catalog the scaling relations for each of our representative models and detail our findings and results per model class/domain below. Overall, the high \( R^2 \), the large absolute magnitude of our estimated scaling exponents \( \beta \), and the statistical significance of \( \beta \) from our fitted log-log regressions lend confidence to the notion that we are capturing real, meaningful scaling phenomena rather than statistical noise.

4.1 Geometric Deep Learning

Significant architectural differences can change scaling, even within classes of network topologies. To illustrate the sensitivity of compute scaling to model topology, even within domains/model classes, we show the scaling behavior for our two GNN architectures in Figure 8. DimeNet [23] and SchNet [36]. Both operate on molecular graph data and are trained on the Quantum Machine 9 (QM9) dataset [32] but DimeNet is a GNN that incorporates rotationally equivariant directional message passing, while SchNet uses continuous-filter convolutions—results are shown in Table 2. Both models exhibit power law scaling up to 416 GPUs with an \( R^2 \geq 0.90 \). DimeNet’s scaling exponent is \( 0.82 \pm 0.03 \) and SchNet’s scaling exponent \( 0.42 \pm 0.05 \). The 0.40 difference in the scaling exponents and the low standard error indicate that the difference in scaling between the models is significant. From the diagram in Figure 8 and results in Table 2, we clearly see that DimeNet, with additional parameters and rotational equivariance, exhibits a much greater speedup (60×) per epoch as we scale up the number of GPUs.

Power and clock speed caps do not significantly impact scaling exponents. We vary clock speed \( c \) between three setting caps (135, 735, and 1380 MHz) to simulate different levels of GPU utilization for DimeNet (Figure 9) and SchNet, trained on up to 256 GPUs. We find that limiting the clock rate has a small effect on the scaling exponent \( \beta \) for DimeNet (Table 3), with higher values of \( c \) resulting in smaller values of \( \beta \). As expected, decreasing \( c \) increases the multiplicative constant \( \alpha \), reflecting slower training times for reduced GPU utilization. Therefore, reducing the clock rate shifts the training time scaling curve down (\( \alpha \)), but does not alter the slope of the curve (\( \beta \)), demonstrating that the effects of changing/capping clock rates do not depend on the number of GPUs. Due to communication bottlenecks, training times for SchNet clearly deviate from power law scaling beyond 64 GPUs for all measured clock rates. Under 64 GPUs, the same behavior as seen for DimeNet is observed, with clock rate having a minimal impact on training time scaling.
Table 2: Log-log models regressing training time per epoch of each model against number of GPUs at 250 W power and 1380 MHz clock rate (i.e., without any power/clock caps). $\beta_{\text{GPU}}$ indicates the scaling exponent and each column corresponds to a log-log regression fit of a model’s training time per epoch for each number of GPUs used across its training.

| Model          | Geometric Deep Learning | Natural Language Processing | Computer Vision |
|----------------|-------------------------|-----------------------------|-----------------|
| $\beta_{\text{GPU}}$ | DimeNet | SchNet | BERT | ResNet50 | VGG16 | InceptionV3 |
| 0.82          | 0.42                   | 0.87                        | 0.52            | 0.64   | 0.44   |
| Goodness-of-fit $R^2$ | 0.99         | 0.90                        | 0.97            | 0.95   | 0.98   | 0.93   |

Scaling training up to 256 GPUs at various power caps (100, 200, and 250 W) are shown for DimeNet in Figure 10. For DimeNet the power cap has a minimal impact on the scaling exponent $\beta$ (Table 4), and training times are nearly identical for 200 and 250 W. An increase in training times is seen at 100 W, reflecting under-utilization of GPUs and a larger $\alpha$ parameter. SchNet demonstrates near-invariance to different levels of power capping, due to communication bottlenecks and consistent under-utilization of GPU resources. We note that although power cap and GPU clock rate induce similar effects, we systematically investigate varying both mechanisms for completeness in order to determine optimal settings for energy savings.

Table 3: DimeNet log-log regressions of training time per epoch on number of GPUs under different clock speed limits but max power (250 W).

| Clock speed (MHz) | $\beta_{\text{GPU}}$ | Goodness-of-fit $R^2$ |
|------------------|----------------------|-----------------------|
| 135              | 0.97                 | 1.0                   |
| 735              | 0.90                 | 0.99                  |
| 1380             | 0.82                 | 0.99                  |

4.2 Natural Language Processing

Transformer-based models show optimal compute scaling. We investigated the impact of GPU power utilization on compute scaling when training a BERT language model with 110M parameters (BERT-Base) on the WikiText-103 dataset. Figure 11 shows the compute scaling of BERT training at three different val-
Table 4: DimeNet log-log regressions of training time per epoch on number of GPUs under different power caps but max clock speed (1380 MHz).

| Power (W) | $\beta_{\#\text{GPUs}}$ | Goodness-of-fit $R^2$ |
|-----------|-----------------|-----------------|
| 100       | 0.93            | 0.99            |
| 200       | 0.84            | 0.99            |
| 250       | 0.82            | 0.99            |

Values of $p$ using between 2 and 424 GPUs, where $p \in \{100W, 200W, 250W\}$. At any value of $p$, all GPUs are capped at $p$ as the maximum power setting and similarly for clock rate limits $c$. These power caps simulate lower-power hardware and models that are unable to fully utilize the maximum power of a GPU, and also have implications for the energy efficiency of model training.

From the scaling exponents in Table 5 we show that the power cap has a minimal impact on compute scaling, over a wide range of $p$ values, just as observed for the graph neural networks. Instead, $p$ is more impactful on $\alpha$, influencing shifts in train time per epoch in a way that is invariant to, or across all, GPU counts. Interestingly, allowing more power consumption (i.e., increasing $p$) does not always translate into shorter training time; for BERT, restricting the power usage to 200 W (50 W below the maximum possible power usage) leads to optimal training times below 424 GPUs. We observed training time speedups of up to $76 \times$ through multi-GPU training.

Table 5: BERT log-log regressions of training time per epoch on number of GPUs under different power caps.

| Power cap (W) | $\beta_{\#\text{GPUs}}$ | Goodness-of-fit $R^2$ |
|---------------|-----------------|-----------------|
| 100           | 0.91            | 0.99            |
| 200           | 0.86            | 0.99            |
| 250           | 0.87            | 0.99            |

4.3 Computer Vision

Convolutional neural networks exhibit similar compute scaling behavior. The compute scaling results in Figure 12 show the minimal differences between CNN models, despite the differences in implementations, size, and architectural details. Across these different architectures, the maximum difference in scaling exponent is 0.20. VGG16 shows the best scaling with increasing compute, although each architecture demonstrates an overall training time speedup of $5 \times$ to $6 \times$ through multi-GPU training.

Table 6: ResNet50 log-log regressions of training time per epoch on number of GPUs under different power caps.

| Power cap (W) | $\beta_{\#\text{GPUs}}$ | Goodness-of-fit $R^2$ |
|---------------|-----------------|-----------------|
| 100           | 0.83            | 1.0             |
| 200           | 0.83            | 0.99            |
| 250           | 0.84            | 0.99            |

The same shift observed for GNN and BERT models in $\alpha$, while $\beta$ values remain stable, is seen for CNN architectures when changing the clock speed limit from 135 MHz to 1380 MHz and changing the power cap from 100 to 250 W (Table 6). Representative plots for clock speed and power capping experiments are shown for ResNet50 in Figures 13 and 14.

5 Discussion

We conducted and reported results from over 3,400 experiments training six different, representative DNN architectures (DimeNet, SchNet, BERT, VGG16, Inception3, and ResNet50) on up to 424 GPUs, monitoring and analyzing GPU utilization and energy usage under a variety of GPU power and clock rate settings. We then use our experimental data to derive simple power-law scaling relations that describe how training time per
Number of GPUs

Time (s) / epoch

Inception3  Resnet50  VGG16

Figure 12: ResNet50 demonstrates superior training time scaling below 100 GPUs, but VGG16 has better scaling performance beyond 100 GPUs. Training time scaling for vision.

Number of GPUs

Time / epoch

135 MHz  735 MHz  1380 MHz

Figure 13: Reducing the GPU clock rate increases the offset (non-distributed training time), but does not affect the slope of distributed training time scaling. Training time scaling for ResNet50 at different GPU clock rates.

Number of GPUs

Time / epoch

100 W  200 W  250 W

Figure 14: Reducing the GPU power below 200 W increases the offset (non-distributed training time), but does not affect the slope of distributed training time scaling. Training time scaling for ResNet50 at different GPU power caps.

epoch changes as a function of compute resource availability (i.e., number of GPUs) and different settings in power consumption and clock rates.

A general conclusion for all deep networks considered is that reducing the GPU power cap leads to significant energy savings with minimal adverse impacts on training speed/time. Our experiments show that 200 W is an optimal power cap for geometric, language, and vision models that decreases total energy consumption, on average, by at least 10% with a negligible decrease in training speed (i.e., negligible increase in training time per epoch). The results of this work are being used in an operational, peta-scale supercomputing system to optimally allocate compute resources to minimize training time for DL models, maximize utilization of compute, and decrease energy usage.

We also find that all models under-utilize GPU memory and display significant variation in memory utilization during distributed training, which may be indicative of an opportunity for software and model architecture optimizations to fully utilize modern hardware when scaling up GPUs for training.

Finally, our empirical model, fit on our experimental data, shows that training time scaling can be well-described by power laws which are robust to training time behavior up to hundreds of GPUs across many of our representative deep networks. We show that our empirical power-law model can serve as a preliminary diagnostic tool to simulate and evaluate how different energy-efficient mechanisms affect these scaling behaviors, which we hope can be improved upon in future work; for instance, through this framework, we demonstrate that reducing the GPU clock rate and power consumption has a negligible influence on the scaling of distributed training, but has a significant impact on the overall training time execution. Lastly, our framework offers a way to quantitatively capture and compare scaling behaviors of how well different networks leverage increasing resources via their respective scaling exponents.

We anticipate that our findings will inform HPC centers, cloud providers, researchers, and future work looking to develop tools to optimize resource allocation with energy-savings in mind. For example, HPC centers may increase compute allocation to users who incorporate the energy saving settings and scalable network architectures described in this work into their workflows. Our future work will investigate the full carbon footprint of these workloads in further detail, along with the impacts of optimized scaling on neural network performance (i.e., training to a desired level of performance). Given the intensive compute resources required to conduct such scaling studies, we intend to make all experimental data from this study publicly available, as part of the MIT Supercloud Datacenter Challenge [35] via this https URL.

Acknowledgment

The authors acknowledge the MIT SuperCloud [33] and Lincoln Laboratory Supercomputing Center for providing HPC and consultation resources that have contributed to the research results reported within this pa-
per. The authors acknowledge the MIT SuperCloud team: William Arcand, David Bestor, William Bergeron, Chansup Byun, Matthew Hubbell, Michael Houle, Mike Jones, Jeremy Kepner, Anna Klein, Peter Michaleas, Lauren Milechin, Julie Mullen, Andrew Prout, Albert Reuther, Antonio Rosa, and Charles Yee. The authors also wish to acknowledge the following individuals for their contributions and support: Bob Bond, Allan Vanterpool, Tucker Hamilton, Jeff Gottschalk, Tim Kraska, Mike Kanaan, Charles Leiserson, Dave Martinez, John Radovan, Steve Rejto, Daniela Rus, Marc Zissman.

Availability

The dataset from all deep learning workloads presented in this paper is publicly available via the web at [this URL](https://github.com/PyTorchLightning/pytorch-lightning)

References

[1] Tensorflow, 2020.

[2] ADOFF, R., RAMA, S., REAGEN, B., WEI, G.-Y., AND BROOKS, D. Fathom: reference workloads for modern deep learning methods. In 2016 IEEE International Workshop on Workload Characterization (IISWC) (2016), pp. 1–10.

[3] AHMED, N., AND WAIHED, M. The de-democratization of ai: Deep learning and the compute divide in artificial intelligence research, 2020.

[4] BELLIO, I., FEDES, W., DU, X., CUBUK, E. D., SRINIVAS, A., LIN, T.-Y., SIBLES, J., AND ZOPHI, B. Revisiting resnets: Improved training and scaling strategies, 2021.

[5] BENDER, E. M., GEHRU, T., MCCMILLAN-MAJOR, A., AND SHMITCHELL, S. On the dangers of stochastic parrots: Can language models be too big? In Proceedings of the 2021 ACM Conference on Fairness, Accountability, and Transparency (New York, NY, USA, 2021), FAccT ’21, Association for Computing Machinery, p. 610–623.

[6] BRONSTEIN, M. M., BRUNA, J., COHEN, T., AND VEILICKOVIC, P. Geometric deep learning: Grids, groups, graphs, geodesics, and gauges, 2021.

[7] BRONSTEIN, M. M., BRUNA, J., LECUN, Y., SZLAM, A., AND VANDERGHEYNST, P. Geometric deep learning: Going beyond euclidean data. *IEEE Signal Processing Magazine* 34, 4 (2017), 18–42.

[8] CLAUSET, A., SHALIZI, C. R., AND NEWMAN, M. E. J. Power-law distributions in empirical data. *SIAM Review* 51, 4 (2009), 661–703.

[9] DENG, J., DONG, W., SOCHER, R., LI, L.-J., LI, K., AND FEI-Fei, L. ImageNet: A Large-Scale Hierarchical Image Database. In CVPR09 (2009).

[10] DEVLIN, J., CHANG, M.-W., LEE, K., AND TOUTANOVA, K. BERT: Pre-training of deep bidirectional transformers for language understanding. In *Proceedings of the 2019 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies* (2019), pp. 4171–4186.

[11] FALCON ET AL., W. Pytorch lightning. *GitHub Note: https://github.com/PyTorchLightning/pytorch-lightning* (3 2019).

[12] FEY, M., AND LENSES, J. E. Fast graph representation learning with PyTorch Geometric. In *ICLR Workshop on Representation Learning on Graphs and Manifolds* (2019).

[13] FREY, N. C., SAMS, S., McDONALD, J., LI, L., COLEY, C. W., AND GADEPALLI, V. Scalable geometric deep learning on molecular graphs. In *NeurIPS 2021 AI for Science Workshop* (2021).

[14] GARCIA-MARTIN, E., RODRIGUEZ, C. F., RILEY, G., AND GRAHN, H. Estimation of energy consumption in machine learning. *Journal of Parallel and Distributed Computing* 134 (2019), 75–88.

[15] HE, K., ZHANG, X., REN, S., AND SUN, J. Deep residual learning for image recognition. In *Proceedings of the IEEE conference on computer vision and pattern recognition* (2016).

[16] HU, Z., XIAO, J., TIAN, Z., ZHANG, X., ZHU, H., YAO, C., SUN, N., AND TANG, G. A variable batch size strategy for large scale distributed dnn training. In *2019 IEEE Int Conf on Parallel Distributed Processing with Applications, Big Data Cloud Computing, Sustainable Computing Communications, Social Computing Networking (ISPA/BDCloud/SocialCom/SustainCom)* (2019), pp. 476–485.

[17] JACOT, A., GABRIEL, F., AND HONGLE, C. Neural tangent kernel: Convergence and generalization in neural networks. *CoRR abs/1806.07572* (2018).

[18] JEON, M., VENKATARAMAN, S., PHANISHAYEE, A., QIAN, J., XIAO, W., AND YANG, F. Analysis of large-scale multi-tenant GPU clusters for DNN training workloads. In *2019 USENIX Annual Technical Conference (USENIX ATC 19)* (Renton, WA, July 2019), USENIX Association, pp. 947–960.

[19] JUSTUS, D., BRENNAN, J., BONNER, S., AND MCGOUGH, A. S. Predicting the computational cost of deep learning models. *CoRR abs/1811.11880* (2018).

[20] KARMES, S., MCCLOSKEY, K., BERNDL, M., PANDE, V., AND RILEY, P. Molecular graph convolutions: Moving beyond fingerprints. *Journal of Computer-Aided Molecular Design* 30, 8 (Aug 2016), 595–608.

[21] KINGMA, D. P., AND BA, J. Adam: A method for stochastic optimization, 2017.

[22] KLICPERA, J., GIRI, S., MARGRAF, J. T., AND GÜNNEMANN, S. Fast and uncertainty-aware directional message passing for non-equilibrium molecules, 2020.

[23] KLICPERA, J., GROSS, J., AND GÜNNEMANN, S. Directional message passing for molecular graphs, 2020.

[24] LACOSTE, A., LUCCHIONI, A., SCHMIDT, V., AND DANDRES, T. Quantifying the carbon emissions of machine learning. *arXiv preprint arXiv:1910.09700* (2019).

[25] LI, S., ZHAO, Y., VARMA, R., SALPEKAR, O., NOORDHUIS, P., LI, T., PASZKE, A., SMITH, J., VAUGHAN, B., DAMANIA, P., AND CHINTALA, S. Pytorch distributed: Experiences on accelerating data parallel training, 2020.

[26] MERTY, S., YANG, C., BRANDРJ, J., AND SOCHER, R. Pointer sentinel mixture models, 2016.

[27] PATHEL, T., WAGENHÄUSER, A., EIBEL, C., HÖNG, T., ZEISER, T., AND TIWARI, D. What does power consumption behavior of hpc jobs reveal? : Demystifying, quantifying, and predicting power consumption characteristics. In *2020 IEEE International Parallel and Distributed Processing Symposium (IPDPS)* (2020), pp. 799–809.

[28] PATELLON, D., GONZALEZ, J., LE, Q., LIANG, C., MUNGUIA, L.-M., ROTHCHILD, D., SO, D., TEXTER, M., AND DEAN, J. Carbon emissions and large neural network training, 2021.
[29] Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O., Blondel, M., Prettenhofer, P., Weiss, R., Dubourg, V., et al. Scikit-learn: Machine learning in Python. *The Journal of Machine Learning Research* 12 (2011), 2825–2830.

[30] Qi, H., Sparks, E. R., and Talwalkar, A. Paleo: A performance model for deep neural networks. In *5th International Conference on Learning Representations, ICLR 2017, Toulon, France, April 24–26, 2017, Conference Track Proceedings* (2017), OpenReview.net.

[31] Radosavljevic, I., Kosaraju, R. P., Girshick, R., He, K., and Dollár, P. Designing network design spaces, 2020.

[32] Ramakrishnan, R., Dral, P. O., Rupp, M., and von Lilienfeld, O. A. Quantum chemistry structures and properties of 134 kilo molecules. *Scientific Data* 1 (2014).

[33] Reuther, A., Kepner, J., Byun, C., Samsi, S., Arcand, W., Bestor, D., Bergeron, G., Gadeppally, V., Houle, M., Hubbell, M., Jones, M., Klein, A., Milechin, L., Mullen, J., Prout, A., Rosa, A., Yee, C., and Michaleas, P. Interactive supercomputing on 40,000 cores for machine learning and data analysis. In *2018 IEEE High Performance Extreme Computing Conference (HPEC)* (2018), IEEE, pp. 1–6.

[34] Reuther, A., Michaleas, P., Jones, M., Gadeppally, V., Samsi, S., and Kepner, J. Survey of machine learning accelerators. In *2020 IEEE High Performance Extreme Computing Conference (HPEC)* (2020), pp. 1–12.

[35] Samsi, S., Weiss, M. L., Bestor, D., Li, B., Jones, M., Reuther, A., Edelman, D., Arcand, W., Byun, C., Holodnack, J., Hubbell, M., Kepner, J., Klein, A., McDonald, J., Michaleas, A., Michaleas, P., Milechin, L., Mullen, J., Yee, C., Price, B., Prout, A., Rosa, A., Vanterpool, A., McEvoy, L., Cheng, A., Tiwari, D., and Gadeppally, V. The mit supercloud dataset, 2021.

[36] Schütt, K. T., Kindermans, P.-J., Sauceda, H. E., Chmiela, S., Tkatchenko, A., and Müller, K.-R. SchNet: A continuous-filter convolutional neural network for modeling quantum interactions, 2017.

[37] Seabold, S., and Perktold, J. statsmodels: Econometric and statistical modeling with python. In *9th Python in Science Conference* (2010).

[38] Sergeev, A., and Balso, M. D. Horovod: fast and easy distributed deep learning in tensorflow. *CoRR* (2018).

[39] Sharir, O., Peleg, B., and Shoham, Y. The cost of training nlp models: A concise overview, 2020.

[40] Simonyan, K., and Zisserman, A. Very deep convolutional networks for large-scale image recognition. *CoRR abs/1409.1556* (2014).

[41] Strubell, E., Ganesh, A., and McCallum, A. Energy and policy considerations for modern deep learning research. *Proceedings of the AAAI Conference on Artificial Intelligence* 34, 09 (Apr. 2020), 13693–13696.

[42] Szegedy, C., Vanhoucke, V., Ioffe, S., Shlens, J., and Wojna, Z. Rethinking the inception architecture for computer vision. In *2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR)* (2016), pp. 2818–2826.

[43] Tan, M., and Le, Q. V. EfficientNet: Rethinking model scaling for convolutional neural networks, 2020.

[44] Thompson, N. C., Greenewald, K., Lee, K., and Manso, G. F. The computational limits of deep learning, 2020.

[45] Yang, T.-J., Chen, Y.-H., Emer, J., and Sze, V. A method to estimate the energy consumption of deep neural networks. In *2017 51st asilomar conference on signals, systems, and computers* (2017), IEEE, pp. 1916–1920.

[46] Yin, J., Gahlot, S., Lakanit, N., Maheshwari, K., Morrison, J., Dash, S., and Shankar, M. Strategies to deploy and scale deep learning on the summit supercomputer. In *2019 IEEE/ACM Third Workshop on Deep Learning on Supercomputers (DLS)* (2019), pp. 84–94.

[47] Zancato, L., Achille, A., Ravichandran, A., Bhotika, R., and Soatto, S. Predicting training time without training. *CoRR abs/2008.12478* (2020).

[48] Zoph, B., and Le, Q. V. Neural architecture search with reinforcement learning, 2017.
Appendix A  Supplementary Figures

Due to computational resource constraints, GPU utilization and energy consumption data at 200 and 100 W power caps are shown below only for BERT and ResNet50.

Figure 15: Variation in GPU utilization during training increases with an increasing number of GPUs at a 200 W power cap.

Figure 16: Variation in GPU utilization during training increases with an increasing number of GPUs at a 100 W power cap.

Figure 17: The effects of power capping to 200 W (reduced energy consumption without impacting training speed) persist with distributed training at 128 GPUs. Training speed and total training energy on different GPU power capping settings when trained with 128 GPUs. Values are normalized to training speed and energy without power capping (250 W).