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Abstract. Let \( N_g \) be the moduli space of stable holomorphic vector bundles of rank 2 and fixed determinant of odd degree over a smooth complex projective curve of genus \( g \). This paper proves various properties of the rational cohomology ring \( H^*(N_g) \). It is shown that the first relation in genus \( g \) between the standard generators satisfies a recurrence relation in \( g \) and that the invariant subring for the mapping class group is a complete intersection ring. (These two results have been obtained independently by Zagier, Baranovsky and Siebert & Tian.) A Gröbner basis is found for the ideal of invariant relations. A structural formula for \( H^*(N_g) \) (originally conjectured by Mumford) is verified and a natural monomial basis is given.
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1. Introduction

Let \( C \) be a smooth complex projective curve of genus \( g \geq 2 \) and \( L_0 \) a line bundle of odd degree on \( C \). Let \( N_C \) be the moduli space of stable holomorphic vector bundles of rank 2 and determinant \( L_0 \) over \( C \). It is a smooth projective variety of complex dimension \( 3g - 3 \), independent (up to non-canonical isomorphism) of the choice of \( L_0 \). The celebrated theorem of Narasimhan & Seshadri [NS] tells us that the underlying real manifold depends only on the fundamental group of \( C \), i.e. on \( g \), and we denote this real manifold by \( N_g \).

This paper is concerned with the structure of the rational cohomology ring \( H^*(N_g) \), a subject which was first studied some 30 years ago and which has received a considerable amount of recent interest. (Note: all cohomology in this paper has \( \mathbb{Q} \) coefficients, unless otherwise stated.) As proved by the second author [Ne2], this ring is generated by certain ‘characteristic classes’ \( \alpha, \beta, \psi_1, \ldots, \psi_{2g} \). It carries a natural action of the mapping class group of \( C \), which factors through the action of \( Sp(2g;\mathbb{Z}) \)—or more naturally \( Sp(H^1(C;\mathbb{Z})) \)—which fixes \( \alpha \) and \( \beta \), and for which \( \{\psi_1, \ldots, \psi_{2g}\} \) is a basis for the fundamental representation. The invariant subring \( H^*_I(N_g) \) is generated by \( \alpha, \beta \) and \( \gamma \), the invariant quadratic combination of the \( \psi_i \)'s. (For the purposes of this paper, one may actually define \( H^*_I(N_g) \) to be the subring generated by \( \alpha, \beta \) and \( \gamma \), with \( \gamma \) defined by the formula in §2.)

Mumford conjectured a complete system of relations, which was confirmed by Kirwan [Ki]. A different method of determining relations was given by Thaddeus [Th] who derived an explicit formula for the intersection pairings. Thaddeus’s work made it clear that the structure of the whole ring \( H^*(N_g) \) depends essentially only on that of the invariant subrings \( H^*_I(N_{g'}) \) for \( g' \leq g \). In fact, Mumford had also given a conjectural formulation of
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this property (see (2.7) below) at the time he conjectured the relations, but this had not passed into general circulation. We will verify this conjecture (in Proposition 2.5) using an argument closely based on [Th].

Our main result (Theorem 3.1) is that $H^*_I(N_g)$ is a complete intersection ring determined by three successive relations $\zeta_g$, $\zeta_{g+1}$, $\zeta_{g+2}$ occurring in the sequence generated recursively by

$$\zeta_0 = 1 \quad \zeta_{n+1} = \alpha \zeta_n + n^2 \beta \zeta_{n-1} + 2n(n-1)\gamma \zeta_{n-2}.$$ 

This result was first discovered in 1991 by Zagier [Za] and subsequently independently rediscovered by Baranovsky [Ba], Siebert & Tian [ST] and the current authors. The proof we give here differs from the others mentioned, particularly in the crucial step of showing that $\zeta_g$ is a relation. We use the ‘original’ method that was used to determine relations in low genus ([Ra], [Ne2] §5) and also to give partial information in higher genus ([Ne3]). The surprising new observation is that the partial information so obtained is in fact sufficient to show that the first relation in genus $g$ is precisely $\zeta_g$. One may subsequently determine a complete set of relations for the invariant subring, by exploiting the fact that $\alpha$, $\beta$ and $\gamma$ are ‘universal’, i.e. under any of the $g$ natural topological embeddings $N_{g-1} \hookrightarrow N_g$ they pull back to the same classes on the lower genus moduli space. Thus, in particular, any relation between them in genus $g$ is also a relation in lower genus.

In the process of proving the main result we will (see Proposition 3.3) identify a Gröbner basis for the ideal of relations satisfied by $\alpha$, $\beta$, $\gamma$ and hence a monomial basis for $H^*_I(N_g)$. This then enables us to extend a result from [Ne1] and [Ne2] (recalled in Proposition 2.1) to show that $H^*(N_g)$ has the monomial basis

$$\alpha^i \beta^j \psi_{i_1} \ldots \psi_{i_k} \quad i + k < g, \quad j + k < g, \quad i_1 < \cdots < i_k.$$ 

This provides a natural explanation for the multiplicities of the $Sp(2g,\mathbb{Z})$-representations $\Lambda^k H^3$ in $H^*(N_g)$, which were computed by Nelson [N].

The paper is laid out as follows. In Section 2, we recall various known and essentially known results, presented in the form needed later. In Section 3, we describe the main new results, in particular the recursively generated sequence $(\zeta_g)$ and the Gröbner basis. Sections 4 & 5 contain the proofs.
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2. Preliminary results.

In this section, we bring together various results which are relevant to this paper. In some cases, the formulation of these results may not be so familiar.

The Betti numbers of \( N_g \) were calculated in [Ne1] and may be efficiently presented as the coefficients of the Poincaré polynomial ([Ha], Satz 3.3)

\[
P(N_g; t) = \frac{(1 + t^3)^{2g} - t^{2g}(1 + t)^{2g}}{(1 - t^2)(1 - t^4)}. \tag{2.1}
\]

This may easily be interpreted as the difference of two expressions, the first of which enumerates the free ring on a set of generators of \( H^*(N_g) \) and the second of which enumerates the ideal of relations.

A suitable set of generators was calculated in [Ne2]. It consists of classes \( \alpha \in H^2, \beta \in H^4 \) and a basis \( \psi_1, \ldots, \psi_{2g} \) for \( H^3 \). These may be defined by splitting the second Chern class of the universal endomorphism bundle on \( N_C \times C \) into its Künneth components as follows

\[
c_2(\text{End } U) = 2\alpha f + 4\psi - \beta \quad \psi = \sum_{i=1}^{2g} \psi_i e_i, \tag{2.2}
\]

where \( f \) is the positive generator of \( H^2(C; \mathbb{Z}) \), and \( e_1, \ldots, e_{2g} \) is a symplectic basis of \( H^1(C; \mathbb{Z}) \) with \( e_i e_{i+g} = -f \) for \( 1 \leq i \leq g \). Note that, because odd degree classes in cohomology anti-commute, the ‘free ring on the generators’ means the ring \( \Lambda^*H^3 \otimes \mathbb{Q}[\alpha, \beta] \), whose Poincaré polynomial is

\[
\frac{(1 + t^3)^{2g}}{(1 - t^2)(1 - t^4)}.
\]

The additional basic invariant class \( \gamma \) is given by

\[
\gamma = \int_C \psi^2 = 2 \sum_{i=1}^{g} \psi_i \psi_{i+g}.
\]

Now, results from [Ne1] and [Ne2] suffice to identify a monomial basis for \( H^*(N_g) \).

**Proposition 2.1.** If \( n \leq 3g - 1 \), then the monomials

\[
\alpha^i \beta^j \psi_{i_1} \cdots \psi_{i_k} \quad 2i + 4j + 3k = n, \quad i + k < g, \quad i_1 < \cdots < i_k \tag{2.3}
\]

form a basis of \( H^n(N_g) \).

**Proof.** The fact that these monomials are independent follows from Propositions 2.6 & 3.4 of [Ne2], together with Lemma 4 of [Ne1] which says that multiplication by \( \beta \) is injective on \( H^{n-4}(N_g) \) for \( n \leq 3g - 1 \). Since the number of such monomials is equal to the \( n \)th Betti number ([Ne1] Theorem 2) the result follows. \( \square \)
Remark 2.2. One may extend the monomial basis (2.3) to one for the whole cohomology ring by exploiting the fact that $\alpha$ is ample, and hence the Hard Lefschetz Theorem implies that, for $n \leq 3g - 3$, multiplication by $\alpha^{3g-3-n}$ provides an isomorphism $H^n(N_g) \cong H^{6g-6-n}(N_g)$. However, in Proposition 3.3(iii) below, we will find a more natural extension.

Remark 2.3. Proposition 2.1 leads one to express the Poincaré polynomial of $N_g$ as

$$
\sum_{k=0}^{g-1} \binom{2g}{k} t^{3k} \frac{(1 - t^{2g-2k})(1 - t^{4g-4k})}{(1 - t^2)(1 - t^4)},
$$

(2.4)

because the coefficient of $t^n$ counts the monomials in (2.3) for $n \leq 3g - 3$ (when the term $(1 - t^{4g-4k})$ is irrelevant), while the whole expression is compatible with Poincaré duality. Now, (2.4) can be equated with (2.1), or equivalently

$$
\sum_{k=0}^{2g} \binom{2g}{k} t^{3k} - t^{2g+k} \frac{t^{2g+k}}{(1 - t^2)(1 - t^4)},
$$

(2.5)

using only the fact that $\binom{2g}{k} = \binom{2g}{2g-k}$. This observation is important because it also applies to the calculation of the Poincaré polynomial for the algebraic cohomology in [BKN].

A suitable set of relations in $\Lambda^* H^3 \otimes \mathbb{Q}[\alpha, \beta]$ was proposed by Mumford and the fact that it is a complete set was proved by Kirwan [Ki]. Briefly, these relations are obtained from a natural rank $2g - 1$ vector bundle $F$ over $N_C \times J$, where $J$ is the Jacobian of $C$. The Chern classes of $F$ may be expressed in terms of $\alpha, \beta, \psi_1, \ldots, \psi_{2g}$ and the cohomology classes of $J$. Hence, for each class $\omega \in H^*(J)$, one may formally evaluate

$$
\int_J c_r(F) \omega
$$

to obtain polynomials in $\alpha, \beta, \psi_1, \ldots, \psi_{2g}$. When $r \geq 2g$, these must be relations, because $c_r(F) = 0$. These are the Mumford relations.

Remark 2.4. Observe that the relation ideal must have Poincaré polynomial

$$
\frac{t^{2g}(1 + t)^{2g}}{(1 - t^2)(1 - t^4)}
$$

and that $(1 + t)^{2g} = P(J; t)$. These facts strongly suggest that the ideal is freely generated as a $\mathbb{Q}[\alpha, \beta]$-module by the Mumford relations coming just from $c_{2g}(F)$.

Mumford actually made an additional (but less well publicised) conjecture about the relations, based on Bayer’s computer calculations for $g \leq 5$. For $g \geq 2$ let

$$
I_g \subset \mathbb{Q}[\alpha, \beta, \gamma]
$$
be the ideal of relations holding in $H^*_g(N_g)$, and in addition let $I_0 = (1)$ and $I_1 = (\alpha, \beta, \gamma)$. The ‘universality’ of $\alpha, \beta, \gamma$ (c.f. §1) implies that $I_{g+1} \subseteq I_g$ for all $g$. For $0 \leq k \leq g$, recall that the primitive component of $\Lambda^k H^3$ is defined by

$$
\Lambda^k_0 H^3 = \ker(\gamma^{g-k+1} : \Lambda^k H^3 \to \Lambda^{2g-k+2} H^3).
$$

(Note: $\gamma^{g-k+1}$ is acting by multiplication in the exterior algebra $\Lambda^* H^3$, not in $H^*(N_g)$.) This gives rise to the primitive decomposition of the exterior algebra

$$
\Lambda^* H^3 \cong \bigoplus_{k=0}^g \Lambda^k_0 H^3 \otimes \mathbb{Q}[\gamma]/(\gamma^{g-k+1}).
$$

Mumford conjectured that a similar decomposition holds for the cohomology ring, in that there is an isomorphism

$$
H^*(N_g) \cong \bigoplus_{k=0}^g \Lambda^k_0 H^3(N_g) \otimes \mathbb{Q}[\alpha, \beta, \gamma]/I_{g-k}.
$$

Note that the general form of the expression is to be expected from the way the Mumford relations are generated; it is the fact that the annihilator of $\Lambda^k_0 H^3(N_g)$ depends only on $g - k$ that gives this second conjecture its extra precision. The basic properties of the intersection pairings, proved in [Th], can be used to verify the conjecture.

**Proposition 2.5.** Let

$$
\nu : \bigoplus_{k=0}^g \Lambda^k_0 H^3(N_g) \otimes \mathbb{Q}[\alpha, \beta, \gamma] \to H^*(N_g)
$$

be the obvious map. Then

$$
\ker \nu = \bigoplus_{k=0}^g \Lambda^k_0 H^3(N_g) \otimes I_{g-k}
$$

**Proof.** There is a coarser decomposition than the primitive decomposition, namely that when $k$ is even

$$
\Lambda^k H^3 = \ker(\gamma^{g-k} + \langle \gamma^{k/2} \rangle).
$$

One may render [Th] Proposition 24, et seq. as follows: if $p \in \mathbb{Q}[\alpha, \beta, \gamma]$ and $q \in \Lambda^k H^3$, and either $k$ is odd or $q \in \ker(\gamma^{g-k}/2)$, then

$$
\int_{N_g} pq = 0.
$$

Now observe that if $q \in \Lambda^k_0 H^3$ and $q' \in \Lambda^{k'}_0 H^3$, with $k + k'$ even and $k \neq k'$, then $qq' \in \ker(\gamma^{g-k-k'})$. Further observe that the pairing

$$
\Lambda^k_0 H^3 \otimes \Lambda^k_0 H^3 \to \Lambda^{2g} H^3 : (q, q') \mapsto qq' \gamma^{g-k}
$$
is non-degenerate. Hence we may, for $0 \leq k \leq g$, choose a basis $\{q_{ki} \mid 1 \leq i \leq \dim \Lambda^k_0 H^3\}$ for $\Lambda^k_0 H^3$, and also a dual basis $\{q^\vee_{ki}\}$ with respect to this pairing.

Consider a general element

$$r = \sum_{l,j} q_{lj} p_{lj} \in \bigoplus_{k=0}^g \Lambda^k_0 H^3 \otimes \mathbb{Q}[\alpha, \beta, \gamma]$$

where $p_{lj} \in \mathbb{Q}[\alpha, \beta, \gamma]$. Then the above observations, together with [Th] Proposition 26, show that, for $p' \in \mathbb{Q}[\alpha, \beta, \gamma]$,

$$\int_{N_g} r q^\vee_{ki} p' = \int_{N_g} p_{ki} p' q^\vee_{ki} q_{ki} \propto \int_{N_g} p_{ki} p' \gamma^k \propto \int_{N_{g-k}} p_{ki} p'.$$

This evaluation is zero for all $p'$ if and only if $p_{ki} \in I_{g-k}$. Hence $r \in \ker \nu$ if and only if $p_{ki} \in I_{g-k}$ for all $k$ and $i$. \(\Box\)

From this result we may calculate the Poincaré polynomial $P_I(N_g; t)$ of $H^*_I(N_g)$. From (2.7) and (2.4) we have

$$\sum_{k=0}^{g-1} \left( \binom{2g}{k} - \binom{2g}{k-2} \right) t^{3k} P_I(N_{g-k}; t) = \sum_{k=0}^{g-1} \binom{2g}{k} t^{3k} \frac{(1 - t^{2g-2k})(1 - t^{4g-4k})}{(1 - t^2)(1 - t^4)}$$

from which we obtain by induction

$$P_I(N_g; t) - t^6 P_I(N_{g-2}; t) = \frac{(1 - t^{2g})(1 - t^{4g})}{(1 - t^2)(1 - t^4)}$$

and hence

$$P_I(N_g; t) = \sum_{p=0}^{\left[\frac{g}{2}\right]} \frac{(1 - t^{2g-4p})(1 - t^{4g-8p})}{(1 - t^2)(1 - t^4)} t^{6p}$$

$$= \frac{(1 - t^{2g})(1 - t^{2g+2})(1 - t^{2g+4})}{(1 - t^2)(1 - t^4)(1 - t^6)}$$  \(2.8\)

This formula was the starting point for this paper, when it appeared in the course of the proof that $H^*_I(N_g)$ is the algebraic cohomology ring for a general curve $C$ (see [BKN]).
3. Main results.

The fact that (2.8) is the Poincaré polynomial of $H^*_I(N_g)$ strongly suggests that this ring is a complete intersection, i.e. that $I_g$ is generated by three relations in degrees $2g$, $2g + 2$ and $2g + 4$. In this section, we present the results which show that this is indeed the case and also describe a Gröbner basis for $I_g$. The proofs appear in the following two sections.

Consider the sequence of homogeneous polynomials in $\mathbb{Z}[\alpha, \beta, \gamma]$ defined recursively by

$$\zeta_{n+1} = \alpha \zeta_n + n^2 \beta \zeta_{n-1} + 2n(n-1)\gamma \zeta_{n-2}$$

starting with $\zeta_0 = 1$. Observe that one conveniently does not need to specify the values of $\zeta_{-1}$ and $\zeta_{-2}$.

One may partially solve this recurrence formula to write

$$\zeta_g = \sum_{s,t,u \geq 0} \lambda_{t,u} \binom{g}{s} \alpha^s \beta^t (2\gamma + \alpha \beta)^u$$

where the constants $\lambda_{t,u}$ are independent of $g$ and are in turn defined recursively by

$$\lambda_{t,u} = (d-1)^2\lambda_{t-1,u} + (d-1)(d-2)\lambda_{t,u-1},$$

where $d = 2t + 3u$, starting with $\lambda_{0,0} = 1$ and $\lambda_{t,u} = 0$ if $t < 0$ or $u < 0$. The first few values are

$$\lambda_{1,0} = 1 \quad \lambda_{0,1} = 2 \quad \lambda_{2,0} = 9 \quad \lambda_{1,1} = 44 \quad \lambda_{0,2} = 40 \quad \lambda_{3,0} = 225$$

One may also observe that (3.2) agrees with the formula for the relations modulo $\beta$ given in [Ne3].

The main theorem, proved in [Za], [Ba], [ST] and here, is

**Theorem 3.1.** Let $I_g \subset \mathbb{Q}[\alpha, \beta, \gamma]$ and $\zeta_g$ be as defined above ($I_g$ in §2).

i) $\zeta_g \in I_g$ for all $g$,

ii) $I_g = (\zeta_g, \zeta_{g+1}, \zeta_{g+2})$.

Of these, the first part requires the main geometric input and has the widest variety of proofs. In [Za], it is proved by showing that $\zeta_n$ is a Mumford relation for $n \geq g$, while in [Ba] and [ST] it follows from the fact that $\zeta_n/n!$ is the $n$th Chern class of a rank $g - 1$ bundle. In this paper we take a rather different approach. We will show that the ‘first relation in genus $g$’ (known to be in degree $2g$) agrees with $\zeta_g$ for small $g$ and also satisfies the recurrence formula (3.1), hence it is $\zeta_g$ for all $g$.

Note that the first part immediately implies that $\zeta_n \in I_g$ for all $n \geq g$. The second part requires some algebraic computation and a counting argument. We do this by finding an explicit Gröbner basis for the ideal $(\zeta_g, \zeta_{g+1}, \zeta_{g+2})$ and using (2.8). The determination of this basis rests on the following explicit calculation.
Lemma 3.2. Letting \( \hat{\zeta}_n = \zeta_n / n! \), the following definitions are equivalent

\[
\hat{\zeta}_{g,n} = \sum_{i=0}^{\infty} \frac{1}{i!} \binom{g-i}{n-i} (2\gamma)^i \beta^{n-i} \hat{\zeta}_{g-n-i} \quad (3.4a)
\]

\[
(-1)^n \hat{\zeta}_{g,n} = \sum_{i=0}^{\infty} (-1)^i \binom{g-n}{i} \hat{\zeta}_{n-i} \hat{\zeta}_{g+i} \quad (3.4b)
\]

where we use the (non-standard) notation \( \binom{k}{i} = \binom{k+i}{i} + \binom{k+i-1}{i-1} \) and the convention that \( \hat{\zeta}_n = 0 \) for \( n < 0 \).

When \( g \) is odd, we also let

\[
\hat{\zeta}_{g,\frac{g}{2}} = 6\gamma \hat{\zeta}_{g,\frac{g-3}{2}} - \frac{g-1}{4} \alpha^2 \hat{\zeta}_{g,\frac{g-1}{2}} \quad (3.5)
\]

which is chosen to have leading monomial \( \gamma^{\frac{g+1}{2}} \). We may then prove the following.

Proposition 3.3.

i) \( \hat{\zeta}_{0,\cdot}, \ldots, \hat{\zeta}_{g,g} \), together with \( \hat{\zeta}_{g,\frac{g}{2}} \) when \( g \) is odd, is a Gröbner basis for \( I_g \).

ii) \( H^*_1(N_g) \) has a monomial basis consisting of

\[
\alpha^i \beta^j \gamma^p \quad i + 2p < g, \quad j + 2p < g. \quad (3.6)
\]

iii) \( H^*(N_g) \) has a monomial basis consisting of

\[
\alpha^i \beta^j \psi_{i_1} \ldots \psi_{i_k} \quad i + k < g, \quad j + k < g, \quad i_1 < \cdots < i_k. \quad (3.7)
\]

Notice that \( \hat{\zeta}_{g,g} = \beta^g \). The fact that this is a relation was conjectured in [Ne2] and proved in [Ki] and [Th]. Note also that the monomials in (3.7) are naturally counted by (2.4).
4. Proof of Theorem 3.1(i).

Note first that the cases \( g = 0, 1 \) follow by direct computation, so we may suppose that \( g \geq 2 \).

By Proposition 2.1 (see also [Ne2] §5), the first relation in \( \Lambda^* H^3(N_g) \otimes \mathbb{Q}[\alpha, \beta] \) is in degree \( 2g \) and is unique up to scalar multiplication. In addition, the coefficient of \( \alpha^g \) is non-zero, so we normalise the relation by choosing this coefficient to be 1, and we denote this normalised relation by \( r_g \). By Proposition 2.5, the uniqueness implies that \( r_g \in \mathbb{Q}[\alpha, \beta, \gamma] \) and so we may write it

\[
r_g = \sum_{s, t, u \geq 0 \atop s + 2t + 3u = g} \mu_{t,u} \alpha^s \beta^t (2\gamma + \alpha\beta)^u
\]

where \( \mu_{t,u} \) depends on \( g \) as well as \( (t, u) \).

The ‘original’ method for obtaining partial information about the relations was to restrict to the base of a special family of bundles whose cohomology was known. This was how Ramanan [Ra] found the complete set of relations in genus 3, and we shall use the same family here. More precisely, we obtain the following information about \( r_g \), which turns out to be sufficient to prove that \( r_g = \zeta_g \).

**Proposition 4.1.** For all \( d \geq 0 \),

\[
\sum_{t, u \geq 0 \atop 2t + 3u = d} \mu_{t,u} = \binom{g}{d} \sum_{j=0}^{d} \frac{(-1)^j d!}{j!}
\]

We shall prove this formula at the end of the section. In fact, we will need only the first 5 non-trivial cases, namely

\[
\begin{align*}
\mu_{1,0} &= \binom{g}{2} \\
\mu_{0,1} &= 2 \binom{g}{3} \\
\mu_{2,0} &= 9 \binom{g}{4} \\
\mu_{1,1} &= 44 \binom{g}{5} \\
\mu_{0,2} + \mu_{3,0} &= 265 \binom{g}{6}
\end{align*}
\]

To see that this is sufficient, first observe that for \( g \leq 5 \) all the coefficients are determined and agree with those of \( \zeta_g \) as given by (3.2). Hence \( r_g = \zeta_g \) for \( g \leq 5 \).

For \( g \geq 5 \), suppose we know that \( r_m = \zeta_m \) for \( m \leq g \), and hence that \( \zeta_m \in I_n \) for \( n \leq m \leq g \). Now \( r_{g+1} \in I_{g+1} \subset I_{g-2} \). However, Corollary 2.6 shows that there are at most 6 independent relations in \( I_{g-2} \) of degree \( 2g + 2 \) and we already know the 6 relations

\[
\alpha \zeta_g, \quad \alpha^2 \zeta_{g-1}, \quad \alpha^3 \zeta_{g-2}, \quad (2\gamma + \alpha\beta)\zeta_{g-2}, \quad \beta \zeta_{g-1}, \quad \alpha\beta \zeta_{g-2}.
\]

The following matrix calculates the \((0,0)\), \((0,1)\), \((1,0)\), \((2,0)\) and \((1,1)\) coefficients and the sum of the \((0,2)\) and \((3,0)\) coefficients of a linear combination of the above 6 relations. (Note: the “\((t, u)\) coefficient” means the coefficient of \( \alpha^s \beta^t (2\gamma + \alpha\beta)^u \), with \( s + 2t + 3u = g + 1 \).)
\[\begin{pmatrix}
1 & 1 & 1 & 0 & 0 & 0 \\
2\left(\frac{g}{3}\right) & 2\left(\frac{g-1}{3}\right) & 2\left(\frac{g-2}{3}\right) & 1 & 0 & 0 \\
9\left(\frac{g}{4}\right) & 9\left(\frac{g-1}{4}\right) & 9\left(\frac{g-2}{4}\right) & 0 & \left(\frac{g-1}{2}\right) & \left(\frac{g-2}{2}\right) \\
44\left(\frac{g}{5}\right) & 44\left(\frac{g-1}{5}\right) & 44\left(\frac{g-2}{5}\right) & 2\left(\frac{g-1}{3}\right) & 2\left(\frac{g-2}{3}\right) \\
265\left(\frac{g}{6}\right) & 265\left(\frac{g-1}{6}\right) & 265\left(\frac{g-2}{6}\right) & 9\left(\frac{g-1}{4}\right) & 9\left(\frac{g-2}{4}\right)
\end{pmatrix}\]

This matrix has determinant \(12(g - 1)(g - 2)^3(g - 3)^2(g - 4)\) which shows firstly that the 6 relations in (4.1) are independent and hence span all the relations in degree 2g + 2, and secondly that any relation in this degree is determined by the knowledge of these coefficients. We may use Proposition 4.1 to check that these coefficients in \(r_{g+1}\) agree with those of \(\zeta_{g+1}\) as given by (3.1), and hence that \(r_{g+1} = \zeta_{g+1}\).

Therefore, to complete the proof of Theorem 3.1(i), we need the following.

**Proof of Proposition 4.1.**

The proof goes by constructing an explicit family of bundles parametrised by a projective bundle associated to a rank \(g\) Picard bundle over the Jacobian \(J\) and observing that the pull-back of \(r_g\) must be a multiple of the canonical relation (in degree 2g) in the cohomology ring of the projective bundle. We recall the construction of this family in [Ra].

For this construction it is convenient to choose \(L_0\) to have degree 1 and let \(\mathcal{L}\) be the universal bundle on \(J \times C\), normalised by the requirement that \(c_1(\mathcal{L}) \in H^1(J) \otimes H^1(C)\). Then, because the degree of \(M = \mathcal{L}^2 \otimes L_0^{-1}\) is negative along the fibres of \(\pi : J \times C \to J\), we see that \(R^1\pi_*M\) is locally free of rank \(g\) (by Riemann-Roch). Let \(P \to J\) be the associated projective bundle and observe that there is a universal extension

\[0 \to \mathcal{L} \to E \to \mathcal{O}_P(-1) \otimes \mathcal{L}^{-1} \otimes L_0 \to 0\]

(4.2)

over \(P \times C\) (where the obvious pull-backs have been omitted and \(\mathcal{O}_P(-1)\) is dual to the relative hyperplane bundle). The restriction of \(E\) to \(\{p\} \times C\) never splits and hence is always a stable bundle of rank 2 and determinant \(L_0\). Hence, there is a morphism \(\phi : P \to \mathcal{N}_C\) such that \(E\) is the pullback of the universal bundle \(\mathcal{U}\) on \(\mathcal{N}_C \times C\). From (4.2) we may calculate the Chern classes of \(E\) to be (again omitting pull-backs)

\[c_1(E) = f - h \quad c_2(E) = -hc_1(\mathcal{L}) - c_1(\mathcal{L})^2\]

where \(h\) is the class of \(\mathcal{O}_P(1)\) and, as before, \(f\) is the fundamental class of \(C\). In addition, note that \(c_1(\mathcal{L})^2 = -2\theta f\), where \(\theta\) is the class of the theta divisor on \(J\). Hence

\[c_2(\text{End } E) = 4c_2(E) - c_1(E)^2 = 2(h + 4\theta)f - 4hc_1(\mathcal{L}) - h^2\]
and so, comparing this with (2.2), we see that

\[ \phi^*(\alpha) = h + 4\theta \quad \phi^*(\beta) = h^2 \quad \phi^*(2\gamma + \alpha \beta) = h^3 \]

and thus, writing \( \bar{\alpha} \) for \( \phi^*(\alpha) \), we have

\[ \phi^*(r_g) = \sum_{s, t, u \geq 0 \atop s + 2t + 3u = g} \mu_{t, u} \bar{\alpha}^s h^{2t+3u}. \]

On the other hand (c.f [Ra] Lemma 5.4), the canonical relation in the cohomology ring of \( P \) (and only relation in degree \( 2g \) involving just \( h \) and \( \bar{\alpha} \)) is

\[ \sum_{i=0}^{g} \frac{(\bar{\alpha} - h)^i}{i!} h^{g-i} \]  \hspace{1cm} (4.3)

because the \( i \)th Chern class of \( R^1\pi_* M \) is \((4\theta)^i/i!\). Comparing coefficients of \( \bar{\alpha}^g \), we see that (4.3) must be equal to \( \phi^*(r_g)/g! \). Hence, comparing coefficients of \( \bar{\alpha}^{g-d} h^d \) we obtain

\[ \sum_{t, u \geq 0 \atop 2t + 3u = d} \mu_{t, u} = g! \sum_{j=0}^{d} \frac{(-1)^j}{(g - d + j)! \binom{g-d+j}{j}} \]

This is easily rearranged to give the formula of the proposition. \( \square \)
5. Remaining proofs.

Proof of Lemma 3.2. We prove the equivalence of formulae (3.4a) and (3.4b) by showing that both satisfy the recurrence formula

\[ n\hat{\zeta}_{g,n} = g\beta \hat{\zeta}_{g-1,n-1} + 2\gamma \hat{\zeta}_{g-2,n-1} \]  

(5.1)

starting with \( \hat{\zeta}_{g,0} = \hat{\zeta}_g \), which is immediate for both formulae. For (3.4a), the recurrence follows easily, using the identity

\[ n\binom{g-i}{n-i} = g\binom{g-1-i}{n-1-i} + i\binom{g-1-i}{n-i} \]

For (3.4b), observe first that the sequence \( \hat{\zeta}_m \) satisfies the recurrence formula

\[ (m + 1)\hat{\zeta}_{m+1} = \alpha \hat{\zeta}_m + m\beta \hat{\zeta}_{m-1} + 2\gamma \hat{\zeta}_{m-2}. \]

Using this to write \( \alpha \hat{\zeta}_n \hat{\zeta}_m \) in two ways, we obtain

\[ (m + 1)\hat{\zeta}_n \hat{\zeta}_{m+1} - (n + 1)\hat{\zeta}_n \hat{\zeta}_{m+1} = \beta (m \hat{\zeta}_n \hat{\zeta}_{m-1} - n \hat{\zeta}_{n-1} \hat{\zeta}_m) + 2\gamma (\hat{\zeta}_n \hat{\zeta}_{m-2} - \hat{\zeta}_{n-2} \hat{\zeta}_m) \]

In addition, we use the identities

\[ n\binom{g-n}{i} = (n-i)\binom{g-n+i}{i} + (g+i)\binom{g-n+i-1}{i-1} \]

\[ g\binom{g-n}{i} = (g+i)\binom{g-n+i}{i} + (n-i)\binom{g-n+i-1}{i-1} \]

\[ \binom{g-n-1}{i} = \binom{g-n+i}{i} - \binom{g-n+i-2}{i-2} \]

to write

\[ -n \sum_{i=0}^{\infty} (-1)^i \binom{g-n}{i} \hat{\zeta}_{n-i} \hat{\zeta}_{g+i} \]

\[ = \sum_{i=0}^{\infty} (-1)^i \binom{g-n+i}{i} ((g+i+1)\hat{\zeta}_{n-i-1} \hat{\zeta}_{g+i+1} - (n-i)\hat{\zeta}_{n-i} \hat{\zeta}_{g+i}) \]

\[ = \beta \sum_{i=0}^{\infty} (-1)^i \binom{g-n+i}{i} ((g+i)\hat{\zeta}_{n-i-1} \hat{\zeta}_{g+i-1} - (n-i-1)\hat{\zeta}_{n-i} \hat{\zeta}_{g+i}) \]

\[ + 2\gamma \sum_{i=0}^{\infty} (-1)^i \binom{g-n+i}{i} (\hat{\zeta}_{n-i-1} \hat{\zeta}_{g+i-2} - \hat{\zeta}_{n-i-3} \hat{\zeta}_{g+i}) \]

\[ = g\beta \sum_{i=0}^{\infty} (-1)^i \binom{g-n}{i} \hat{\zeta}_{n-1-i} \hat{\zeta}_{g-1+i} + 2\gamma \sum_{i=0}^{\infty} (-1)^i \binom{g-n-1}{i} \hat{\zeta}_{n-1-i} \hat{\zeta}_{g-2+i} \]

which is the required recurrence formula. □
Proof of Theorem 3.1(ii). It is clear from (3.4b) that \( \hat{\zeta}_{g,n} \in (\zeta_g, \zeta_{g+1}, \zeta_{g+2}) \) for all \( n \), while both equations show that \( \hat{\zeta}_{g,n} = 0 \) for \( n > g \). From (3.4a) one may read off the leading monomials of \( \hat{\zeta}_{g,n} \), using the reverse lexicographic ordering with the variables ordered \( \alpha, \gamma, \beta \). They are

\[
\begin{align*}
\alpha^{g-2n} \gamma^n & \quad \text{for } 0 \leq n \leq \frac{g}{2} \\
\gamma^{g-n} \beta^{2n-g} & \quad \text{for } \frac{g}{2} \leq n \leq g
\end{align*}
\]

When \( g \) is odd there is no leading monomial which is just a power of \( \gamma \), so we are required to also consider \( \hat{\zeta}_{g,\frac{g}{2}} \), as defined in (3.5), which has leading monomial \( \gamma^{\frac{g+1}{2}} \).

From this it immediately follows that the monomials listed in (3.6) span the graded ring

\[
\mathcal{R}_g^* = \mathbb{Q}[\alpha, \beta, \gamma]/(\zeta_g, \zeta_{g+1}, \zeta_{g+2}).
\]

Hence, an upper bound on the Poincaré polynomial of \( \mathcal{R}_g^* \) is

\[
\sum_{p=0}^{[\frac{g}{2}]} \frac{(1 - t^{2g-2p})(1 - t^{4g-4p}) t^{6p}}{(1 - t^2)(1 - t^4)}
\]

But (see (2.8)) this is also the Poincaré polynomial of \( H_I^*(N_g) \), which is a quotient of \( \mathcal{R}_g^* \). Hence we see that \( \mathcal{R}_g^* = H_I^*(N_g) \), which proves Theorem 3.1(ii).

Proof of Proposition 3.3. Part (ii) follows from the fact that the spanning monomials in (3.6) are of the correct number and hence a basis, which implies part (i), that the set of relations for which these are complementary monomials is actually a Gröbner basis. Part (iii) follows from part (ii) and the ‘structural formula’ (2.7).
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