Solving Image Processing Critical Problems Using Machine Learning
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Abstract The history of vision can go back around 543 BC. From fossil studies, researchers found out that no. of animal species floats out and soon develops the first animal with eyes. As evolution in bigger species around fifty percent of neurons in our body are involved in the visual processing. Vision allows human to perceive, comprehend, and understand surrounding them while computer vision aims to duplicate the impact of human vision electronically in the form of images. The history of making artificial vision starts around 1545, Gemma Frisius, and Encylopedie in eighteenth century. The foundation period of the concept lies from 1943 to 1956, during this period research is centered towards understanding the concept of machine learning intelligence, artificial neural system, and automata theory computation. The first work in the field of Artificial intelligence in computer vision and image processing was done in MIT called “Summer Vision Project”. The rise of artificial intelligence starts and it is used widely in every field of technology. As the technology advances machine learning is used in almost every field. This book chapter provides you some details how the machine learning is used in image processing and to solve the current problem and challenge in computer vision like: Denoising, Image compression, Image color enhancement, segmentation, etc. Machine learning algorithm like Neural Network, Support Vector Machine, Genetic Algorithm, Convolutional Neural Network, etc. were discussed in the book chapter.
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1 Introduction of Machine Learning

Machine Learning is one of the powerful and influential technology in today’s world. In 1959 Arthur Samuel an American computer scientist coined this term with the statement that “It gives computer the ability to learn without being explicitly programmed”. Artificial Intelligence and Machine Learning researches the assessment, examination and advancement of calculations that can gain up from and make prediction on given data sets. Machine learning is an interdisciplinary field that utilizes algorithmic mathematical, procedures, and a use of artificial intelligence which enable computer systems and other electronic devices to learn and get it. Machine learning investigates the examination and development of calculations that can gain from and make prediction on given data sets. Among the diverse kinds of Machine Learning methods, an urgent refinement is drawn among is supervised and unsupervised learning [1]. In Supervised machine learning the computer program is “prepared” on a pre-characterized set of “preparing models”, which at that point encourage its capacity to achieve an exact end when given new information while in unsupervised machine learning the program is given a pack of information and must discover examples and connections in that. Machine learning is divided into different classes as follows.

Classification of machine learning as follows:
1. Supervised Learning
2. Unsupervised Learning
3. Semi-supervised Learning
4. Reinforcement Learning

1. Supervised Learning: It is also called as the inductive or predictive learning model. In the supervised learning, the prediction of the future outcome is based on the historical labeled data. The machine learning models are trained on the basis of labeled data for the outcome which consists of the input parameter and we know the expected outcome form the given data set. The model can then be used to predict the samples with unknown labels by calculating the features for that sample, similar used for training the model [2]. One of the issues with the usage of these models to the data is their selection. A solution to this problem is Meta-Learning which selects the attributes from the feature set and look for correlations between those attributes and performance of algorithms [3]. For example, Classification of persons whether the person is male of female based on the given data set, machine learning algorithm will learn based on the features and some patterns in the data and classify based on the training data. Supervised learning algorithm classified into two types of category, classification, and regression algorithm.
(a) **Classification Algorithms**: This type of algorithm classifies the data into some classes of some labels within the dataset. For the classification, we have algorithm like K-nearest Neighbor (KNN) [4, 5].

(b) **Regression Algorithm**: Algorithm like Linear regression and Logistic regression determines the mathematical relationship between the different data points within the dataset [6]. These algorithms are used in the predicting the output dependency and two or more variables. Regression algorithm can be classified into the linear regression and logistic regression. Logistic regression includes Support Vector Machine (SVM) [7], Random Forests, and decision tree algorithm [8].

2. **Unsupervised Algorithm**: Unsupervised algorithm is known as the descriptive models where the output is unknown and we don’t have any idea that what the algorithm will spit out from the input data. The input data for the training is unlabeled for unsupervised machine learning. The algorithms belonging to this category are used to cluster the data based on the similarity between the data points. However, these algorithms differ in their functionality for data clustering. For example, K-means clustering, the data is clustered into the different group based on some properties between the different input variables [9, 10].

(a) **K-means Clustering**: In the k-means clustering, the collected data is grouped together in a similar cluster based on their similar properties in the data points. It is a combination of two words k and means, K refers to no. of cluster of centroids’ in the group and means refers centroid centre point with respect to that centroid or cluster formed with in the given data set [11]. The commonly used data clustering method is k-means clustering where k is the number of clusters to which data is divided [12–14]. Deciding the number of clusters is tricky and data-dependent, and is often decided by elbow method, which works on heuristics.

3. **Reinforcement Learning**: It is a new type of learning technique where the algorithm learns and behaves based on the previous action within a problem. for every decision algorithm will work on the score whether it is positive of negative based on that machine will took the decision that what to do next. This type of learning uses the concept of agent-environment. The agent takes the input and current state of the environment for changing the state by an action. The-changed state is further shared using reinforced signal. The action selected by the agent is based on the score whose value should be as large as possible. Reinforcement model works on trial and error and hence follows heuristics For the algorithm to take decision is depend upon the process called as the Markov Decision Process [15]. In recent year’s reinforcement learning algorithm works in so many areas, e.g., in 2016 AlphaGo game use the reinforcement learning for and beat the world champion [16].

4. **Semi-supervised learning**: Is a technique that uses the small amount of labeled data for the training purpose within the large amount of unlabeled data sets. By using the labeled data will allow the algorithm to reduce the pattern and helps in
the identifying the relationships with in your target and the information which your dataset contains already has [17], e.g., if you have a dataset of records where the thousands of record are known and rest of the data is unknowns then the semi-supervised learning model will automatically classify that based on the behavior on the previous learn model and the algorithm will build the quick model on the basis of labeled data and applies it on the unlabeled data set in case of credit card fraud detection of bank loan approval task in the banking system, web page classification on the web, speech recognition and some in bioinformatics for genetic sequencing [18] (Fig. 1).

2 Image Processing Challenges

Image is a multidimensional signal, which requires certain operations for the extraction of useful information. Information extraction from the various image modalities are not straightforward and have certain issues or challenges associated with it. To list few, noise associated with the images, large amount of data for transferring images from one place to other digitally. Few image processing challenges in the computer vision and machine learning are as follows: Image compression, enhancement, Recognition, and visualization [19]. With the help of using machine learning lot of work is going to development of appropriate solutions using image processing algorithms. Here are some of the image processing challenges in which the machine learning work is going on are as follows:
2.1 Image Compression

Modern information and communication technologies include transferring images from one place to another e.g., television signal digitization. Image compression enables the sending and receiving of image frames using the available bandwidth [19]. Compression deals with reducing the size of images in order to make them transferrable at a faster rate, depending on the application. Compressing an image is tricky and requires good precision so that compressed and decompressed image should represent the same information. Designing a compression algorithm is a two-step process consisting of encoding the information while compressing and decoding while decompressing.

2.2 Image Enhancement

Image enhancement is a technique of enhancing the quality of image. Every image acquisition system has a noise content associated with it. The noise makes it hard to acquire a clean image. Image with higher noise content makes it difficult to extract plateful information. Hence, image denoising is one of the predominant challenges in image processing and requires high level of expertise to deal with it. Machine learning algorithm enhances the quality of images, below there is discussion of some of the algorithm used for the image enhancements.

2.3 Image Recognition

Image recognition deals with the identification and classification of objects in the image. This is a hard problem for the computer systems to process as these systems recognize images by just their pixel intensity values. A typical image recognition system tries to identify the pattern by looking into the texture color shapes of the objects in an image and classify the objects. Building a generic image recognition system is difficult to identify large number of objects. Moreover, it is easy to figure out patterns if the objects are similar but relatively harder for alike objects with different color, texture, or shapes. Artificial intelligence algorithm finds out the patterns within the image and classify accordingly.

2.4 Visualization

It is one of the subdomains of Computer Graphics and deals with generation of models and objects. The challenging part of the visualization is to model the dynamic objects.
Dynamic objects are the objects that changes as a function of time like moving hairs, curtains, trees, etc. Secondly, the generated models should be genuine which is computationally expensive and requires high computational configuration.

3 Image Processing Task, Noise Removing/Denoising of Images

Before understanding the technique of denoising of image, we have an idea about the noise and what are its cause and how it effect in the digital images. Let us understand the concept of noise. In the digital image processing noise is a topic, which makes lot of confusion in the students, research scholars or any other person who is hearing this term noise. Just in case of sound noise, refer to the audible distortion, in case of image it is visual distortion in the image. For example: if you took photograph with a closed cap on the lens, the resulting photo isn’t black totally it is approximate to black there must be some hinge, random brightness or some kind of distorted pixels in the image. In digital sensor noise cause by the sensors when attempting to capture tiny white light. In the real word scenario our camera is trying to focus on capturing the dark matter on the image as a result the electrical signal windup and as a fleck or noise [20]. Machine Learning algorithms are capable of removing the noise with in the image and helps in the denoising in the images. There are different type of noise found in the image while capturing the image and this can be removed with the help of using machine learning.

3.1 Types of Noise in Digital Image

In every image, there is always some kind of noise due to physical properties of noise, so technically we can say that every image contains some kind of noise.

- **Fixed Pattern Noise**: This sort of noise incorporates what is called as “hot pixels,” which are characterized as such when a pixel’s intensity far outperforms suppresses that of random noise arbitrary variances/fluctuations. Fixed pattern noise generally appears for the most part and shows up in long exposures and is exacerbated by higher temperatures. Fixed example clamor is special in that it will show nearly a similar circulation of hot pixels whenever taken under similar conditions (temperature, length of exposure, ISO speed). The fixed pattern noise is more offensive and is easier to remove from the captured image due to its repetitive nature. Camera internal electronic circuits has to just reveal the repetitive pattern of noise and just applying some algorithm subtract this noise reveal out the true color image [21].
- **Random Noise**: Random noise is also called shot noise/photon noise, which is categorized by intensity and color fluctuations above and below the actual
image intensity. The light composed of photons, which are discrete, random in nature. There will consistently be some random, irregular noise at any exposure introduction length and it is most impacted by ISO speed in camera. The random pattern noise commotion changes regardless of whether the exposure camera settings are similar or identical. The light emits and reflects everything you see the image. However, this thing is not fixed every time there is always graininess in the image. E.g. a very dim light bulb may emit on an average of 500 photons of light per second, but every time individual second will be a bit different—486 photons, 528 photons, 466 photons, 481 photons, 560 photons, and so on. On the off chance that, if you are taking a one-second long image of this light, you won’t get the very same outcome each time. This is what photographers call “shot noise/random noise/photon noise” in an image. Random noise is less pragmatic than the fixed pattern noise in the latest imaging devices, but a slight amount of noise could create more errors than the fixed pattern noise and difficult to remove [22].

• **Bending Noise:** This type of noise is also called as the digital noise and it is depended on the digital image device, internal electronics of cameras in which image is being captured. This noise is also visible in the high ISO speed and shadows in an image, when an image is extremely brightened or white balance on an image depending upon the camera model [23].

**Different type of noise reduction model in image processing are**

Unwanted of unnecessary information within an image like as blurred objects, corners, unseen lines, edges, artifacts, disturbed background sense contribute the noise. This noise is produced form the CCD (Charged Coupled Device), CMOS (Complementary Metal Oxide Semi-Conductor) sensors with in the digital image devices. To reduce this redundant noise, prior dectection and learning of model needs to be develop. In some cases mathematical function like Modulation transfer function (MTF), point spreading function (PSF) are used for quantitative and qualitative analysis of mode of noise model [23].

**4 Color Enhancement**

For visual perception of human being color image provide the more and accurate information as compare to the grayscale images. Color enhancement is the key issue in the high-quality pictures and some other HDTV cameras. The quality of images is easily affected by the light and weather condition which leads to suffer from the loss of information. The are some color enhancement technique such as gamma correction technique, histogram equalization, contrast stretching, Contrast-limited adaptive histogram equalization which are older one and give the mean performance in the Root Mean Square deviation (RMSE), Peak signal to noise ratio (PSNR) and mean absolute error. The newly developed algorithms are used with the machine
learning model give us the better accuracy for the color enhancement. These are the algorithm such as Retinex, Homomorphic and Wavelet Multiscale technique are popular for the image enhancement [24].

With the help of machine learning color enhancement is done in various domains like underwater animal detection and classification [25], Iris Recognition [26], Smart laser surgery [27], Brain image enhancement [28, 29], Ultrasound image enhancement [30] etc.

Colored image provides and hold a vast amount of information regarding object in image. It is difficult for the human eye to recognize and analyze each and every little potion of image such as color intensity and texture with in an image [31]. In colored images we need an algorithm which segments out all the parts with in an image and gives us the better results especially in case of the satellite image because they contain lot of noise with it and it is a trivial task of computer. Color enhancement is more difficult in case of color image rather than the gray scale image due to the following reasons.

1. In case of color we need to consider vector instead of scalar image due to presence of color.
2. Complexity of image is also a problem in case of color image.

Color or contrast enhancement is another technique in which the intensity of pixel is changes to maximize or enhance the density of pixel with in image. The term “contrast” used for the separation of the dark and bright areas within an image. Due to contrast enhancement we are able to remove the dark areas from the image and we are able understand the content within an image [32]:

\[ s = (r - c) \left( \frac{b - a}{d - c} \right) + a \]

Mathematical equation: \(a\) and \(b\) are the upper limits for the 8-bit gray scale picture, \(c\) and \(d\) are lower and upper value of histogram.

Image Enhancement Techniques: This provide the information for human to understand the image by interpretation and perception of viewer against image via providing better input for automated image processing techniques. Image enhancement also classified into the two type of category:

- **Spatial and Frequency Domain:** In the special domain we directly deal with the image pixels. People do the manipulation with the pixels with for the enhancement in the image. And in case of the frequency domain we change the frequency of pixels and change the image into the frequency. So, this states that we have need to apply the Fourier transform within the image computed first and after that we have to apply the inverse Fourier transform in order the get the resultant image [33].

- **Histogram Equalization:** is a technique which normalize the contrast with in the image by using the histogram equalization. It is based on the idea of near-uniform
probability distribution function. It redistributes the probability distribution function within an image. For example, if in an image there are peaks and valley, after applying the histogram it will normalize the peaks and valleys will be shifted to normal curve. This results in improving the image contrast. There are types of the Histogram equalization namely Global Histogram Equalization (GHE), Adaptive Histogram Equalization (AHE), Block based Histogram Equalization (BHE) [34, 35]. In GHE each pixel with in an image assigned a new value based on the cumulative distribution function. To perform Global Histogram Equalization (GHE), the first original histogram of the grayscale picture should be adjusted or equalized. The aggregate/cumulative histogram from the input picture should be evened or equalized out to 255 by making a new force an incentive by applying [34].

\[ s = T(r) = \int p_r(w)dw \]

\( Pr(r) \) is probability distribution function, \( r \) = gray level of input image

\[ p_s(s) = \begin{cases} 
1 & \text{for } 0 \leq s \leq 1 \\
0 & \text{otherwise} 
\end{cases} \]

\[ S_k = T(r_k) = \sum_{j=0}^{K} \frac{n_j}{N^2} = \sum_{j=0}^{k} P_s(r_j), \quad 0 \leq r_k \leq 1, k = 0, 1, \ldots, L - 1 \]

\( n_j \) = count of jth pixel, \( N \) is the no of pixels in horizontal and vertical direction in an image.

- **Homomorphic Filter**: Homomorphic filter work in the principle of normalization of brightness and increase the contrast across the image. This will help the user to see the dark area within the image. For the removal of multiplicative noise, Illumination and reflectance we use the homomorphic filter. Since illumination and reflectance are combined multiplicatively, the components that are made added substance by taking the logarithm of the picture intensity, so that therein frequency domain linearity is formed. Illumination or brightening varieties can be thought of as a multiplicative noise and can be decreased by separating in the log domain area.

- **Retinex**: In 1964 this theory was first proposed by Edwin Land. Multi-Scale Retinex (MSR) and Multi-Scale Retinex with modified color restoration are the other technique in the Retinex [36].

\[ L = R/E \]

\( L \) is the incident of light, \( R \) is the object reflection, \( E \) is the reflected light.
There is another technique called the single-scale Retinex method proposed by the Jobson, in which estimate the illumination by using the low pass filter for an input color image.

**Wavelet Multi-scale Transform:** In recent year, wavelet transform becomes a famous tool for the image processing. Wavelet transform (WT) is a powerful mathematical tool for the processing of images of multiple resolutions. It provides a septal and frequency characteristic with in an image. WT transform for an image the high-frequency part stores the original image details and the low frequency or imaginary part is stored with in the low-frequency part in an image [37]. The imaginary and low frequency part determine the dynamic image with in the image, but in case of the low frequency of the annotation there is the loss of information, so that why some of the information is stored in the high-frequency domain that is why the image reconstructed by the Inverse Wavelet Transform has the more details and widely used for the image processing [37, 38].

\[
\psi(t) = 2 \sin c(2t) - \sin c(t) = \frac{\sin(2\pi t) - \sin(\pi t)}{\pi t}
\]

Equation for continuous wavelet transform

\[
\psi_{m,n}(t) = \frac{1}{\sqrt{a^m}} \psi\left(\frac{t - nb}{a^m}\right)
\]

Discrete wavelet Transform equation

5 Sharpening of Images in Machine Learning

Image sharpening belongs to the category of spatial filtering in the image processing deals with the enhancement of detailed information within the images [39]. Sharpening of the images increases the brightness within the image. This could be done via using the high pass filter within the image. On the spatial regions there is small image features and image features correspond to the detailed information about high-frequency components of an image. Image sharpening is dependent on the two factors which are resolution and acutance. The resolution of the image deals with the no of pixel within the image more the pixel in the image more will celerity or sharpness within the image so this doesn’t concern with the subjective nature of image. Acutance is little bit more complicated to understand and is linked with the subjective measure of image dealing with the edge with in the image. Edge on the image has more contrast appear more accurately in the image and human visual system. So, to increase the acutance within the image there is only one way to increase the acutance within the image at the edge contrast [40, 41].
Technique developed by Google like RAISER: Rapid and Accurate Image Super-Resolution “use machine learning to produce high quality of images from low resolution of images from 10 to 100 times faster than the currently available methods”. SISR (Single Image Super Resolution) is the technique which converts the low-resolution images into the high resolution [42]. This method is based in the upscaling the image in the linear interpolator including the nearest neighbor in the image [43, 44] (Figs. 2, 3 and 4).

**Binary reconstruction of gray scale and nonlinear processing images:**
Grayscale images contain only black and with color. It permits the removal of small regions that are disjoint forms the larger objects without distorting the small features within the large objects. Neural networks have been proposed and a variety of works in binary reconstruction of grayscale images [45, 46]. This technique is mainly used in X-ray images and MRI images and helps in the detection of cancer. The interpretation of these gray scale images is difficult task and depends on the expertise and experienced radiologist. Thus, extracted features were classified with the help of Artificial Neural Network. In medical imaging diagnostic the detection of presence
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**Fig. 2** Basic learning with global filters, low resolution to high resolution. a learning stage, b upscaling stage

\[
\begin{pmatrix}
-1/9 & -1/9 & -1/9 \\
-1/9 & 1 & -1/9 \\
-1/9 & -1/9 & -1/9
\end{pmatrix}
\]

**Fig. 3** Array of kernel in high pass filter for sharpening of image
of metal within the body which makes it important to diagnose of detect the metal object with in the body with the help of x-ray image or MRI CT images [47]. The CT images are classified into two categories one is high density metal and low-density tissues with in the human body. Within the sight of a metal object, linear attenuation coefficient at the limit of the metal changes out of suddenly, and the identification of the metal boundary is identical to transfer a signal with sharp edge. Not quite the same as regular CT recreation, where the center focuses is to infer the density appropriation inside the field of view and is frequently tested by the missing of solid projection signals behind the metal objects in body, here we estimate a paired binary picture. Mathematically, recreation of such a picture is considerably more manageable on the grounds that there is no missing information issue here. That is, the projection information close by is adequate for us to characterize the metal boundary within the patient [48, 49] (Figs. 5 and 6).

**Fig. 4** Sharpening of MRI (Magnetic resonance image) images. a MRI image of knee, b knee MRI with sharpened filter sharpened knee MRI [44]

**Fig. 5** Binary image reconstruction
Advantages

- Easy to acquire: straightforward computerized digital cameras can be utilized along with basic frame stores, or minimal low-cost scanners or thresholding might be applied to gray level pictures or images.
- Low storage: close to 1 bit/pixel, frequently this can be diminished as such pictures are entirely amiable to compression in the image (for example run-length coding).
- Simple handling and processing: the calculations by the algorithm are by and large a lot more straightforward than those applied to gray level pictures/images obtained through cameras.

Disadvantages

- Limited application: as the representation is just an outline silhouette, application is restricted to undertakings where inside detail isn’t required as a distinctive characteristic.
- Does not stretch out to 3D: The 3D idea of items can once in a while be represented to by outlines silhouettes (What could be compared to binary processing preparing utilizes voxels, spatial inhabitance occupancy of little small cubes in 3D space).
- Specialized lighting is required for outlines: it is hard to get solid, reliable binary image without limiting, restricting the environment. The simplest example among is model is an overhead projector or light box.
6 Segmentation and Edge Detection Using Neural Network

The development of technology in our society we can expect that the image sensing device detects the things around you. Image segmentation is an important step for any image processing and computer vision algorithm. Analyzing and extracting and object form and image is an important for building intelligent machines for our surroundings. Segmentation will help in the retrieval of images form a large-scale database for content-based image retrieval system software. In a region, a group of connected pixels are there with similar properties. Edge detection is segmentation by finding similar pixels on their boundary. This can be termed as the binary image classification at pixel level. To solve this problem use of fixed and adaptive and feature selection in concurrence with the use of Support vector machine [49]. In this case the first work was done by David Marr in 1970 and then first successfull work done in the David Lowe in 1987 [49]. There was improvement in the Algorithm by Shi and Malik, 1997.

The image segmentation is the process of partitioning the image into different segments. This is done through the different patterns based on the pixel’s similarity within the image. Segmentation is the way toward recognizing, distinguishing objects in the dataset from their environmental surroundings factors in order to encourage the creation of geometric models. For instance, in clinical biomedical imaging it is regularly important to measure the shape, surface area, or volume of tissues in the body. Once the dataset is segmented, those quantities are easily measured. The image segmentation is needed to identify the content within the image. Image segmentation is used to classify the data within the image. Image segmentation is used in almost every field ranging from the automated driving, medical cancer diagnosis, Handwritten digit recognition, underwater object classification/detection, food industries, etc. It has a vital role and more important among other problems in image processing. Due to introduction of machine learning algorithm computer researchers developed new algorithm to automated segmentation and edge detection within the image. Algorithm like neural network and other clustering algorithm will classify the segmented part within the image. Hence there lot of work is needed to be done for image segmentation and edge detection.

The objective of the edge detection is to find the pixels in the picture that relate to the edges of the object found in the picture captured through the cameras. This is normally finished with a first and second derivative estimation following by a test which denotes the pixel as either having a belong to the place with which an edge is there or not. The outcome is a binary image which contains just the recognized or detected object edge pixels. Edge detection is the fundamental tool for the image segmentation. There are several tools and software that are used for the image segmentation and for the edge detection also. For the image segmentation, every method is not appropriate so there are several techniques which are used for the image segmentation are as follows [50].

- Region-based Segmentation
- Edge-based Segmentation
• Threshold
• Feature-based Clustering

• **Region-Based Segmentation:** It is based on the process that the group of the pixels are based on the similar properties. Partition of the image takes place based on similar region. Region in an image may be consist of the object or some entity within the image. This type of classification is suitable for the noisy image where the border with the object are difficult to detect or border are blur. Fair level of accuracy is achieved in the care of region-based segmentation [51].

• **Edge-Based Segmentation:** Segmentation within the image based on the discontinuous similar intensity values in an image. Edge detection can be found where there are abrupt changes within the brightness and the intensity in the pixel and a problem in the primary value in the image analysis. Hence by detection the edge with in the image we do the image segmentation. Edge-based Segmentation is further classified into sub-category: Filtering and Enhancement, Detection of edge points, and edge localization [51].

• **Filtering and Enhancement:** So as to encourage the identification of edges, it is fundamental to repress as much noise as could reasonably possible be expected and decide changes in power in the area of a point, without destroying the true edges.

• **Detection of Edge Points:** Figure out which edge pixels ought to be disposed as of noise and which ought to be retained (as a rule, thresholding gives the criterion used for the identification or detection).

• **Edge Localization:** Not all of the points in an image are edges for a particular application. Edge localization determines the exact location of an edge. Edge thinning and linking are usually required in this step.

• **Threshold:** Thresholding is simple and powerful tool for image segmentation. This is beneficial where the light object in the shady background. It will convert the multi-level image into the grayscale image. The separation of the object forms the background is done by selecting the values threshold value of $T$. Local thresholding and Global thresholding. When the $T$ is not constant it is called as the local thresholding and when $T$ is constant global thresholding.

• **Feature-based Clustering:** Clustering the process of grouping the individual together who have similar properties and dissimilar properties into another cluster [51]. Good quality clustering produces high intracluster and low inter clustering properties. Issues arise in the feature-based clustering while dealing with the image are as follows:
  
  − How to represent the image.
  − How to organize the data from the image.
  − How to classify the image into a certain cluster (Table 1)

Clustering is further classified into the Fuzzy C-means clustering and K-means clustering. K-means is the fast, robust, and simple unsupervised learning method for the clustering. Fuzzy clustering allows the object which form different cluster with membership. It is an effective method for the pattern recognition.
### Table 1  Comparison between the different algorithms used for the segmenting and edge detection

| Parameter                          | Threshold-based method | Region-based method | Edge-based segmentation | Cluster-based method | Fuzzy C-means method |
|------------------------------------|------------------------|---------------------|-------------------------|----------------------|----------------------|
| Spatial information                | Ignored                | Considered          | Ignored                 | Considered           | Considered           |
| Region continuity                  | Fast                   | Good                | Reasonable              | Reasonable           | Good                 |
| Speed                              | Reasonable             | Slow                | Moderate                | Fast                 | Moderate             |
| Computation complexity             | Less                   | Rapid               | Moderate                | Rapid                | Moderate             |
| Automaticity                       | Semiauto               | Semiauto            | Inactive                | Automatic            | Automatic            |
| Noise resistance                   | Less                   | Less                | Less                    | Moderate             | Moderate             |
| Multiple object detection          | Poor                   | Fair                | Poor                    | Fast                 | Fair                 |
| Accuracy                           | Moderate               | Fine                | Moderate                | Moderate             | Moderate             |

**Automatic Edge Detection Using Deep Learning:**

Edge detection, identification is an image processing method used to find and distinguish the sharp discontinuities within a picture captured from the camera. Edge detection is as often as possible the initial phase in recouping data of information from pictures. One of the oldest classical examining studies in computer vision is image processing in which further most of research work is done in edge detection or identification. There are many edge detection operations available, which recognize vertical, level, horizontal, corner, and step edges in an image. The quality, nature of edges identified by these operators is profoundly subject to noise, clamor, lighting conditions, objects of similar intensities and the density and the thickness of edges in the scene [52]. There are two alternatives which are used for the detection of edges in the image as follows.

1. Classification of all the pixels that satisfy the criteria of homogeneous.
2. Detection of all the pixels that are on the border in different homogeneous areas (Fig. 7).

Instead of using the classical edge detection method neural network or deep convolutional neural network are used more widely for the classification of this purpose (Fig. 8).

\[
L = \frac{1}{N_p} \sum_{i=1}^{N_p} - \log \left( \frac{e^{f_{i,j}}}{\sum_j e^{f_{i,j}}} \right) + \lambda \sum_{j,k} W_{jk}^2
\]

Mathematical equation for the Edge Detection
Cardiovascular edge detection using the neural networks to perform the flow of blood flow simulation. In this method is used to identify the blood vessels in the entire region of image for image segmentation. This method used a fully connected convolutional neural network for classification of image segmentation of cardiovascular disease within the lung nodules [53, 54] (Fig. 9).

$$L = \frac{1}{N_p} \sum_{i=1}^{N_p} - \log \left( \frac{e^{f_{i,j}}}{\sum_j e^{f_{i,j}}} \right) + \lambda \sum_{j,k} W_{jk}^2$$

Mathematical equation for the loss functions in the deep neural network.
Brain tumor classification with the help of deep learning is possible. Convolutional neural network is used for the training the model on the brain tumor data set, testing is performed on the unlabeled data set and the accuracy is measured. Automated segmentation and detection is also possible with the help of these Deep learning based algorithms [56].

7 Image Compression

Image compression is the method of minimizing the size of the image by minimizing the sizes in bytes of graphics file with reducing the quality of the image. This will create more space and allow storing more images in an available memory size. Today on the internet ninety percent of the data is in the form of image and videos. Thus, most of the companies will use the data compression technique in order to run out of space. Machine Learning algorithms like support vector machine combines with the DCT discrete cosine transform achieve the level as compared to the RBF and multilayer preceptor [54, 57]. DCT is based on the JPEG compression algorithm one of the most widely used image compression algorithms. In the resulting value of the matrix it divides the whole image into pixel of squares and apply a discrete cosine function [57].

\[
F(u, v) = \left(\frac{2}{N}\right)^{\frac{1}{2}} \left(\frac{2}{M}\right)^{\frac{1}{2}} \sum_{i=0}^{N-1} \sum_{j=0}^{M-1} (\Lambda(i) \Lambda(j) \cos \left[ \frac{\pi u}{2N} (2i + 1) \right] \cos \left[ \frac{\pi v}{2M} (2j + 1) \right])
\]

Mathematical representation of Fourier transforms for discrete solution.
Image compression with the help of machine learning:

1. **Neural Network**
2. **Genetic Algorithm**

- **Neural Network**: NN generates the rules to adjust and compute the complexity of image compression. They are generally composed of an input layer, hidden neurons, and an output layer. There may be one or more layer of hidden neurons. The hidden layer networks are logic functions that, based on input from one or more neurons in preceding layers will output information to one or more neurons in subsequent layers [58, 59]. Each of the connections between the neurons is designed to weight the input into the next neuron, hence if, for example, neuron A on input layer, outputs the value 2.46 to neuron B on hidden layer, there may be a weight, or bias, between both that doubles up the value, and consequently neuron B receives 4.92 as an input. In this case, the weight for the connection (synapses) was 2, doubling up the value, but this weight can be modified by giving a network training data. If a Neural Network is provided with a sufficiently large training data set, eventually the value of the weights in the synapses will be such that the results obtained from a neural network computation will be close to the expected results. While applying neural network method in image we can reconstruct and compress the image from the following provided image data set on which machine learning model is trained [60]. Fast data transmission in industrial scale on IoT devices is possible due to machine learning algorithm for the image compression [61]. In medical science for the detection of diabetic retinopathy is possible because of the image compression and machine learning image processing plays a vital role in the development of better treatment for diabetic patients [62].

- **Genetic Algorithm**: Genetic algorithms (GA’s) are based on the processes of evolution and natural selection. They are a subset of evolutionary algorithms. Genetic algorithms take an iterative approach to problem-solving, generally following these steps [63, 64].

  - **Initialization**: A population of algorithms is generated (randomly or semirandomly) to solve a particular problem.
    
    E.g. \( x = a + b, x = 2b - 3c, \) and \( x = a + b - c \) for deriving the quadratic equation.

  - **Selection**: The algorithms to be combined are selected, based on the proceeding of fitness if it is not the first iteration.

  - **Crossover**: Parent algorithms are combined to produce new children algorithms, the operation used to combine them is a factor to be determined by the supervisor, and may have a significant effect on the computational efficiency of the process.
    
    E.g. \( x = 2b - 3c, \) and \( x = a + b - c \) are added to produce \( 2x = a + 3b - 4c \)

  - **Mutation**: A random number or factor is added to the algorithm, mimicking the process of mutation in nature. For our example, this could be \( 2x = a + 3b - 4c + 8 \). This will generate new, potentially unique, algorithms for solving the particular problem.
– **Proceeding of Fitness:** The generated algorithms are tested against a training set, determining the fitness of the solutions. The solutions that are inaccurate above a certain threshold are dropped, and the rest are iterated through the process again, going to step 2: selection. This process is repeated until a maximum number of iterations are taken or the solution is close enough to the training set.

**Combining the machine learning algorithm and compression algorithm:**
- GA and DCT
- Neural Network and DCT

**Genetic Algorithm and Discrete Cosine Transform**

Genetic Algorithm is one of the most common used optimization algorithms; so in image compression, this could be used for the optimizing the fractional compression and DCT (Discrete Cosine Transform). In DCT for optimal compression genetic algorithm could be a better solution for the optimization to improve the quantization with in the image. GA also applied in the fractional image compression. In fractal compression are searching the domain blocks and transforming the domain block to match the range blocks, it is these processes that are optimized by the genetic algorithm from Mtira and Morthy (1998) [64].

**Neural Network and DCT**

Neural networks have been used to improve image compression extensively. Both as standalone methods as well as combined with other techniques, traditional or more novel approaches.

**Setiono and Lu** used a standalone neural network in order to compress images, using the image as input data for the network, and the reconstructed (compressed) image as the output. The images used where black and white, and the compression ratio achieved was about 10, producing good quality, albeit noticeably lossy, images. Figure shows Lena, uncompressed on the left, and compressed with the neural network on the right. The loss of information is particularly noticeable around the hair and the band on the hat, due to this being high-frequency areas [64].

**Parodi and Passaggio** approached the compression problem by combining DCT and Neural Networks. The approach they take to first divide the image into low and high activity area blocks, which will be compressed at different ratios and by different neural networks. The high and low activity areas are classified as such by using DCT’s; high activity areas are those with higher coefficients within the DCT transform, indicating that they contain a wider range of frequencies. Each of this image is posteriorly provided to the corresponding neural network, either high or low capacity, with a number of input neurons proportional to the size of the block to be processed. The images are then compressed by the neural network, which uses the original block as a target for the learning process. The results obtained indicate a significant improvement in image quality over standard neural network compression.
of images, without compromising compression ratio, they achieve higher PSNR and lower MSE.

8 Facial Expression Analysis

In recent years there is growing interest in emotional intelligence in the human-computer interaction. For the facial expressional analysis there is need for the computer to interact naturally with the user via speech, body gestures to display emotions. One of the important way humans display emotions is through facial expressions via vocal, visual and other physiological means like Neutral, anger, disgust, fear, joy, sadness, surprise. Support vector machine and neural network can classify the facial expression with a speed and accuracy. Data set Cohn and Kanade’s DFAT-504 have images of 100 of university students age ranging from 18 to 30 years [65] (Fig. 10).

- **Face Finding**—FaceReader finds a precise position of the face via utilizing the well-known Viola-Jones calculation.
- **Modeling**—A precise 3D modeling demonstrating of the face is made, which depicts more than 500 key points with in the face
- **Classification**—A neural network system utilizes more than 10,000 pictures to arrange the basic emotional expressions, passionate articulations, and various properties of facial expression
- **Deep face classification**—This procedure permits FaceReader software to straightforwardly order the face from picture pixels utilizing an artificial neural network system to perceive patterns with in the image. This permits the product to break down the face regardless of whether a part of it is covered up with (Fig. 11).

Fig. 10 The pi chart indicates the emotions of human facial expression analysis software works by following these consecutive steps
Deep learning algorithm for the face expression analysis:

- Multiclass Support Vector Machines (SVM)
- Convolutional Neural Networks (CNN)
- Recurrent Neural Networks (RNN)
- Convolutional Long Short-Term Memory (ConvLSTM)

- **Multiclass Support Vector Machines (SVM):** Are supervised machine learning algorithms that investigate, analyze, group information, and classify the data, and they perform well while predicting, classifying human facial expressions. In any case, they possibly do so when the pictures are made in a controlled lab setting with steady head postures, brightening and a constant illumination [66].

- **Support Vector Machine:** SVMs perform less well when characterizing pictures are captured “in the wild,” or in unconstrained, unspontaneous, uncontrolled settings. Along these lines, the most recent training machine leering or deep learning architecture being explored are altogether profound as deep neural network systems which perform better under those other available architectures. Convolutional Neural Networks (CNN) are right now considered the go-to neural systems for picture characterization, since they get on designs small patterns of a picture, for example: curve of an eyebrow or lips style, nose style etc.

\[
f(x_i, W, b) = Wx_i + b
\]

Mathematical equation for the SVM classification

where \(x_i\) = image pixel data, \(W = C \times K\) weight matrix, \(b = \) biased term.

- **Convolutional Neural Network:** CNNs apply kernels, which are matrices smaller than the image, to chunks of the input image [67]. By applying kernels to inputs, new initiation lattices, at times referred to as feature maps, are created and gone as a contribution, pass the input to the next layer of the network. Along these
lines, CNNs process increasingly granular elements inside a picture and make a better via classification between the two similar at recognizing two comparable emotion classification. VGG16 is the state-of-the-art architecture for the CNN network with 16 fully connected layers, with 3*3 convolutional and 2*2 pooling layers [68, 69] (Fig. 12).

- **ResNet50**: It is one the most popular CNN architecture for the face recognition. It has the additional mapping capacity as compare to the VGG16 networks [71] (Fig. 13).

- **Recurrent Neural Networks (RNN)**: Utilize dynamic transient behavior while the classification of an image. This implies when an RNN forms an input information model, it doesn’t simply take a data at the information from that example model. It additionally takes a data from past sources or layer with in the training

Fig. 12  CNN architecture for facial expression analysis [70]

Fig. 13  ResNet block diagram with additional mapping identity
model from the images, which are utilized to give further output. In FER, the setting could be past picture frame of a video clip [72].

• The thought of this methodology approach is to catch and capture the transition between facial patterns example after some time, permitting these progressions to turn into extra additional information data points which focuses and support the characterization. For instance, it is conceiving possible to catch the changes in the edges of the lips as an articulation expression goes from natural to happy, cheerful by smiling, rather than the simply the edges of a smile from an individual image frame (Fig. 14; Table 2).

9 Different Machine Learning Algorithm for Image Processing

• Edge detection algorithm
• Pattern detection algorithm
• Expression analysis algorithm
• **Edge Detection Algorithm**

The point at which the image brightness changes sharply and organized into the lines or curves are termed as the edges. Edge detection is the fundamental tool in the image processing especially in the computer vision and particularly playing the role in the feature extraction. Feature detector such as Scale Invariant Feature Transform SIFT (DoG), Harris, and SUSAN are one of the good methods which yield high quality of features but due to too much computationally intensive nature for the use in real-time application of any complexity [74]. Canny edge detector is an edge detection technique which uses a multi-stage algorithm which is developed by the John F. Canny in 1986 to detect a wide range of edges in an image. Machine learning can be used to derive a feature detector which can process the PAL video less than seven percent of processing time. ML can compare with Harris detector (120%) and SIFT (300%) faster at full frame rate [75, 76] (Fig. 15).

**Working of SIFT algorithm**: SIFT algorithm is widely used and can be divided into the following parts as follows [77]:

1. Constructing a scale space This is the underlying initial arrangement. You can create internal representation of the original image to make sure that there is scale invariance. This is finished by creating a “scale-space”.
2. LoG Approximation: The Laplacian of Gaussian is incredible for finding intriguing interesting points (or key points) in a picture image. Be that as it may, it’s computationally expensive. In this way, we cheat and surmised approximate it using the representation created earlier.
3. Finding key points with the super-fast estimate approximation, we currently attempt to discover out the key points. These are maxima and minima in the Difference of Gaussian picture we have to figure out.
4. Get rid of bad key points at Edges, light illumination and contrast and low complexity areas are bad key point. Eliminating these points make an algorithm efficient, productive, and strong and robust toward the feature learning. A method like the Harris Corner Detector is used here for the edge and curve detection in objects.

5. Assigning a direction to the key focuses a direction is determined for each key point. Any further computations are done comparative with this direction. This adequately cancel out the impact of direction, making it turn invariant.

6. Generate SIFT includes Finally, with scale and rotation invariance set up, one more representation is produced. These sides particularly distinguish features of the objects in an image. The algorithm will be implemented in the Open Cv.

- **Pattern Detection Algorithm**

  Repetitive sequence within the image called pattern. Pattern in the images can be either seen physically or can be found with the help of mathematics by applying some technique. In case or colored image, there should be more than one pattern in the image. Pattern detection is the process of classification of image data based on the supervised learning or statically information extracts out form the unla- beled image data. Pattern reorganization has done some great work in the speech recognition, Speaker identification, multimedia document recognition (MDR), and medical image analysis and could be used in the biometric identification and Fraud detection also. It could be done via supervised learning (Classification, Regression), Clustering, ANN, and reinforcement learning. In the literature, so many algorithms are available for the classification like support vector machine for multi-class pattern recognition, ANN, CNN, etc (Fig. 16).

![Fig. 16 Pattern detection in medical image analysis](image-url)
• **Expression Analysis Algorithm**

Face expression technology could be used in the variety of applications such as access control and surveillance and identity authentication. Human being uses the facial expression to interact with the socially. Since the rise of artificial intelligence proceeded with research interests for empowering computer system frameworks to perceive the expressions and to utilize the emotive data inserted in them in human–machine interfaces. Research activity in face recognition have been increased in the past couple of years. SVM is recently proposed and widely used algorithm for the facial expression analysis. The Support Vector Machine (SVM) classification trains, identifies the different displacement patterns features form unknown sample images and based on the learning experiences it classifies the different facial expressions like anger, fear, joy, sorrow provided during the training period (Fig. 17; Table 3).

**RAISAR Sharp Image with Machine Learning:**

Technique developed by the Google team that incorporates the machine learning in order to produce the high-resolution images from the low scale image. Its 10–100 times better than the currently available algorithm and can be run on the mobile devices [78] (Fig. 18).

![Facial expression analysis pipeline using support vector machine SVM](image)

**Table 3** Showing the classification accuracy of different emotions and total accuracy of 87.9%

| S. No. | Emotions | Anger (%) | Disgust (%) | Fear (%) | Joy (%) | Sorrow (%) | Surprise (%) | Overall (%) |
|--------|----------|-----------|-------------|----------|---------|------------|--------------|-------------|
| 1      | Anger    | –         | 72.5        | 61.8     | 97.1    | 93.8       | 97.1         | 84.1        |
| 2      | Disgust  | 72.5      | –           | 63.2     | 94.9    | 88.9       | 100.0        | 83.9        |
| 3      | Fear     | 61.8      | 63.2        | –        | 90.9    | 66.7       | 100.0        | 76.9        |
| 4      | Joy      | 97.1      | 94.9        | 90.9     | –       | 96.8       | 97.1         | 95.3        |
| 5      | Sorrow   | 93.8      | 88.9        | 66.7     | 96.8    | –          | 100.0        | 89.4        |
| 6      | Surprise | 97.1      | 100.0       | 100.0    | 100.0   | –          | –            | 98.8        |
Fig. 18  a Image showing pre-learned filters from LR to HR. b Figure showing LR to HR with weighted average

Upsampling:

Is the process of producing an image of larger size with significantly more pixel and higher image quality from low quality of images. The term up sampling is associated with the process of resampling in Digital image signal processing (Fig. 19).

Fig. 19  Upsampling and interpolation of image signal in image
1. Algorithms: Hashing Based Learning and Upscaling

(i) Algorithm: RAISER Hashing Based Learning

**INPUTS:**
1: \( s \) – Upscaling factor
2: \( \{X_i\}_{i=1}^L \) - The ground truth HR images (Optionally sharpened/enhanced).
3: \( \{Z_i\}_{i=1}^L \) - The LR (optionally compressed) versions of \( \{X_i\}_{i=1}^L \).

**OUTPUT**
1: \( \mathcal{H}_t : (j) \mapsto h_{j,t} \) – Hash table that maps each key.

\( j = (\theta, \lambda_1, \mu) \) to the corresponding \( d^2 \) -dimensional filter \( h_{j,t} \), where \( 1 \leq t \leq s^2 \) is the pixel/patch type.

Process

\( Q_{j,t} \leftarrow 0 \), \( V_{j,t} \leftarrow 0 \) for all the hash-table keys denoted by \( j \) and pixel-type \( t \)

for \( i = 1 \) to \( L \)

compute \( y_i \), an initial interpolated version of \( z_i \)

Initialize \( A_{j,t} \) and \( b_{j,t} \) to be empty matrices for all the possible hash-tables

Denoted by \( j \) and pixel type \( t \)

foreachpixel \( k \) in \( y_i \)

Denote by \( j = (\theta_k, \lambda_1^k, \mu_k) \) the hash-table key of the pixel \( k \)

Denoted by \( p_k \in \mathbb{R}^{d^2} \) the patch extracted from \( y_i \) centred at \( k \)

Denoted by \( x_i(k) \) ground truth of the pixel of \( x_i \) located at \( k \)

Denoted by \( t \) the type of the pixel \( k \)

\( A_{j,t} \leftarrow [A_{j,t} : p_k^T] \), i.e., concatenate

\( p_k^T \) to the end of \( A_{j,t} \)

\( b_{j,t} \leftarrow [b_{j,t} : x_i(k)] \), i.e., concatenate

\( x_i(k) \) to the end of \( b_{j,t} \)

end

for eachkey \( j \), and pixel \( t \) do

\( Q_{j,t} \leftarrow Q_{j,t} + A_{j,t}^T t A_{j,t} \)

\( V_{j,t} \leftarrow V_{j,t} + A_{j,t}^T t b_{j,t} \)

end

end
(ii) Algorithm: RAISER Hashing Based Upscaling

**INPUTS**
1. $s$ – Upscaling factor.
2. $z$ – LRimage
3. $H_{t}: (j) \mapsto h_{j,t}$ – Hash-table that maps each key $j = (\theta, \lambda, \mu)$ to the corresponding $d^2$-dimensional filter $h_{j,t}$ where $1 \leq t \leq s^2$ is the pixel/patch type.

**OUTPUT**
1. $\hat{X}$ – HRestimate of $z$

**PROCESS**
Compute $y$, an initial interpolated version of $z$

```plaintext
foreach pixel $k$ in $y$
    Denote by $j = (\theta_k, \lambda_k^t, \mu_k)$ the hash-table key of the pixel $k$
    Denote by $p_k \in \mathbb{R}^{d^2}$ the patch extracted from $y$ centred at $k$
    Denote by $t$ the type of the pixel $k$
    $h_{j,t} \leftarrow H_{t}(j)$
    $\hat{X}(k) \leftarrow p_k^t h_t$
End
$\hat{X} \leftarrow $ CT-Blending $\hat{X}, y$
```

2. Algorithm: SUR-Net: Predicting the Satisfied User Ratio Curve for Image Compression with Deep Learning [79]

Let $I_1[0], I_2[0], ..., I_K[0]$ be a large training set of $K$ pristine reference images. For each pristine image $I_k[0], k \in \{1, ..., K\}$, we associate the $N$ distorted images $I_k[n], n = 1, ..., N$ corresponding to the distortion levels $n = 1, ..., N$.

Let $SUR_k$ denote the SUR function of image $I_k[0]$.

**Regression model**: $f \theta$ parameterized by $\theta$ such that: $f \theta(I_k[0], I_k[n]) \approx SUR_k(n), k = 1, ..., K, n = 1, ..., N$.

Then we calculate $\Delta f_{\text{min}}, \Delta f_{\text{max}},$ and $\Delta f_{\text{avg}}$, between the distorted images $I_k[n]$ and the pristine image $I_k[0]$, e.g., $\Delta f_{\text{min}} = f_{\text{min}}(I_k[n]) - f_{\text{min}}(I_k[0])$.

**Given the training data**: $\{(I_k[0], I_k[n], SUR_k(n))| k = 1, ..., K, n = 1, ..., N\}$,

**Mean Absolute Error (MAE) loss function**:

$$L = \frac{1}{KN} \sum_{k=1}^{K} \sum_{n=1}^{N} |f \theta(I_k[0], I_k[n]) - SUR_k(n)|$$
Prediction of SUR curve deep learning:  
$I[0]$, together with its distorted versions $I[1], \ldots, I[n]$, a sequence of predicted satisfied user ratios $\text{SUR}(1), \ldots, \text{SUR}(N)$ is obtained from the network. Assuming that the JND is normally distributed, we estimate the mean $\mu$ and variance $\sigma^2$ by least squares fitting:

$$(\hat{\mu}, \hat{\sigma}^2) = \arg\min_{\mu, \sigma^2} \sum_{n=1}^{N} \left| \Phi(n|\mu, \sigma^2) - \text{SUR}(n) \right|^2$$

3. **Algorithm: AROC-DPNet Lightweight Convolutional Neural Network and Deep Clustering for Hyperspectral Image Semi-supervised Classification with Limited Training Samples** [80]

**Input:** Small number of available labeled training samples $\{X^L, y^{(m)}\}$, $y^{(m)} \in \{1, 2\ldots M\}$, abundant unlabeled samples $X^U$ and test samples $X^T$. The number of max-iteration is $N$.

**Output:** The labels of $X^T$.

1. Pre-train 3D-DPNet with dual loss by Eqs. (1) and (2) on $\{X^L, y^{(m)}\}$.
2. Obtain deep features $F^L$ and $F^U$ for training samples ($X^L$ and $X^U$) and the primary labels $p^{(m)}$ of $X^U$, $y^{(m)} \in \{1, 2\ldots M\}$ through 3D-DPNet classification.
3. Project all training samples ($X^L$ and $X^U$) to the new deep feature space and implement AROC algorithm by Eq. (5) on $\{F^L, p^{(m)}\}$ and $\{F^U, p^{(m)}\}$, to obtain cluster labels $\{X^U, c^{(m)}\}$, $c^{(m)} \in \{1, 2\ldots M\}$.
4. Comparison of $\{X^U, c^{(m)}\}$ and $\{X^U, p^{(m)}\}$, and those with matched labels are considered to have high confidence and their corresponding pseudo labels $\{X^{Ci}, s^{(m)}\}$, $X^{Ci} \subset X^U$ are determined.
5. Fine-tune the pre-trained 3D-DPNet using $\{X^{Ci}, s^{(m)}\}$ and $\{X^L, y^{(m)}\}$.
6. Repeat 2 to 5, until $i = N$.
7. The labels of $X^T$ were obtained using the parameters of the last iterations of 3D-DPNet. Output the labels of $X^T$.

**10 Conclusion and Discussion**

- As the human species evolved human learned the things via sensing organs and learns, understand the daily or new activities day by day. As the evolution in the technology human tries to mimic the human brain behavior on computers with the help of some programmed algorithm. Machine learning is such a field which when combines with the computer vision solve most of the today’s problem. Here, in this book chapter, we have discussed and tries for find out some of the problem of computer vision with the use of ML algorithms. We have discussed how image compression, image enhancement and noise removal technique, automated segmentation like problem will be solved with the help of machine learning.
• Broadly Machine learning is composed of Supervised, Unsupervised, and semi-supervised ML. Algorithms like KNN, k-means falls into this category, there will be further improvement day by day in these algorithm as we have a lot of data for the training our model on different datasets.

• Image compression is one of the important areas of research now these days as we have better quality of cameras which are capable of capturing the high-resolution images. Thus, transferring and storing these images on the storage system, transfer the data from one place to another require a development of new algorithms thus Machine learning helps a lot and we can develop a new image compression algorithm.

• Image processing use machine learning a lot. Automated image segmentation to edge detection, color enhancement, and visualization is possible due to machine learning. In Medical Science image processing use a lot in X-RAY, MRI, and CT scans also. Image Recognition, visualization is also one more task in image processing, thus visualization of underwater object, human body organs detection, cancer/lesion detection, and recognition is popular field of computer vision and use machine learning algorithms a lot. Denoising of images is done through the machine learning. Now we have such an algorithm which can do the automated de-noising of noise from the noisy image.

• Due to machine learning algorithm like Neural network, genetic algorithm is trained on the medical image data thus it is become possible to diagnose the patient automatically. As a result, more accurate and precise diagnosis and treatment are possible in the hospitals. The increase in the data and computing power makes the automated diagnosis more easily and prediction algorithms help a doctor in diagnosis.

• Images captures form the satellite, mobile phone, or digital cameras are large in size, due to ML algorithm it is able to compress the size of image automatically without any loss of information is possible. Applying ML algorithm in image processing enhances the colors of the image.

• Facial expression analysis is done with the help of Deep learning classification. On the web there are facial expression datasets are available and via using these data set we can train our models or we can develop a new algorithm also. Facial expression algorithms read our facial feature based on these they predict the emotion or mood of human body.

• Thus, in this book chapter author has tried to provide the new advancement in the field of computer vision and artificial intelligence/machine learning. As the technology is advancing day by day there is explosion in the data also and we need some algorithms to compress, classify, label this huge amount of data having knowledge and a skill of machine learning and image processing one can gain develop new algorithm also for the better understanding of content between the images or videos.
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