This paper defines a process of predictive approach to evaluate the maintainability of a Commercial Off-the-Shelf (COTS)-based system (CBS) by analyzing the complexity of the deployment of the system. The approach integrates architectural dependencies and the system’s concept of operations to derive a network-based representation of the software system. A greater understanding of the deployment complexity is gained by using a Design Structure Matrix (DSM) to determine the number of architectural dependencies on a COTS product, or in-degree, for each COTS product in the system. The arithmetic mean of the in-degree for all nodes in the system is then compared with the perceived effort to maintain the system. The resultant measure – the in-degree mean – is useful in evaluating the maintainability of the operational system while the system is being designed and throughout its lifetime. Architects can use the approach to assist in COTS product selection and to make product trades to optimize the maintainability of the system. Integrators can use the approach to optimize product deployment and to determine the upgrade strategy for deployment. Finally, maintenance engineers can use the approach to estimate the effort required to maintain the system and to identify areas in which extensive product expertise is required. Because the approach requires only basic information about the system, it can be applied early in the design process and used until the system is decommissioned.
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1 Introduction

This paper describes a process to evaluate the maintainability of Commercial Off-the-Shelf (COTS) based systems (CBS) during the design and operational phases of a software development project. The approach integrates complexity theory, graph theory, Design Structure Matrix (DSM) theory, network theory, and systems engineering to derive a single predictive measure of the maintainability of a CBS, the in-degree mean. The approach enables all disciplines involved in the development of a CBS to work from a single maintainability metric to deliver a cost-effective solution.

Little evidence exists to suggest that current prediction techniques for software maintainability are effective [1,2] for CBS. The effort associated with maintaining CBS is not generally part of the development and costing models that are popular today; therefore, the effort to deploy and integrate these products is rarely bid or scheduled appropriately. Instead, most existing models are focused around the effort for software engineers to maintain glue-code or custom code, i.e., the non-commercially derived components of a CBS. Even when costing and scheduling models account for COTS integration, they are generally focused on the front-end of the development cycle where the effort is expended on fulfilling mission-specific requirements. Therefore, a useful measure of maintainability is required for CBS that encompasses effort in all phases of development.

While this problem may seem trivial, particularly in the modern design paradigm where a single machine instance is used for a single COTS product, the complexities driven by the dependencies between COTS products increase costs in the system development and deployment timeframes and eventually in the maintenance timeframe. The costs in the maintenance phase of the system are often the most significant since the engineers who are most knowledgeable about the dependencies and interactions of the products are no longer available because they have moved on to other development efforts or because the maintenance team is a completely separate team without reach-back to the development team. Additionally, a traditional divide exists between the operations and development engineers, and the relationship is often antagonistic [3]; therefore, a cultural opportunity also exists to enable the two groups to work more closely and, together, develop a more cost-effective solution. For example, the recently popular DevOps, or Development Operations, system delivery paradigm attempts to accomplish this pairing with software engineers developing and delivering custom software solutions in a rapid-fire series of small incremental deliveries [4].

Existing measures of the maintainability of CBS are focused on the number of COTS products that are part of a system [5,6]. However, as with biological systems, it is not only the number of components that create complexity, but instead the interactions between the components [7,8]. The measure of maintainability described herein is a metric that is based on the interactions of the components.

In this work, the in-degree mean model - a measure of the effort required to maintain the COTS installation - is described as well as the steps necessary to create a network-based model of the CBS. The model is compared to the perceived effort required to maintain 13 operational CBS. The advantages of the approach are discussed along with who can benefit from the information derived from the model. The paper includes conclusions along with a discussion of future work.

2 Current Approaches for Measuring System Maintainability

Multiple models exist to determine the costs associated with developing systems utilizing COTS components in combination with custom development. The BASIS technique, the COCOTS Model, the COTS Lifespan Model (COTS-LIMO), and the Maintenance Delta are four examples. Three of these models primarily focus on the front-end of the development lifecycle or are focused on cost measurement alone.

This section provides background on the definition of a COTS product. The development phases of a COTS-based software system are defined in order to indicate the applicable program lifecycle phase where each of the available models is used. Following these level-setting sections, current modeling processes are
explored to understand the state-of-the-art in estimating effort associated with developing, deploying and maintaining CBS.

2.1 Commercial Off-the-Shelf Components

COTS, as defined in the Constructive COTS (COCOTS) model, is a component that has the following attributes [6].

- The component is sold, leased, or licensed for a fee that includes fixes for defects.
- The source code for the component is unavailable to the end user.
- The component evolves over time through periodic releases of the product (upgrades) containing fixes and new or enhanced functionality, and
- Any given version of a COTS component will eventually reach obsolescence after which it will no longer be supported by the vendor.

COTS-intensive systems depend on many different COTS applications to provide the business functionality of the overall system. No single COTS product fulfills a significant amount of the requirements [6]. Instead, many products are integrated together to fulfill the business requirements of the system. The CBS design approach relies on glue code or custom code to ensure that COTS products communicate with each other utilizing their documented interfaces. CBS typically deliver functionality more reliably and quickly than custom software development approaches [9,10,11].

In CBS, the developer relinquishes control of the release cycle of the COTS product [12]. A third party controls when bug fixes and new functionality are introduced into the product. The third party's timelines are rarely coordinated with the users of the COTS product. So, users either accept the functionality as is or find other ways to fulfill the business logic that are not provided with the COTS products that are part of the system. Usually this entails creating custom code to provide missing functionality or to work around a bug in the COTS product. Sometimes, to work around a bug in a COTS product, it is necessary to change the way the system is used until a bug fix is released by the vendor. Similarly, a new version of a COTS product may change the functionality of an interface while introducing a fix to a bug (related to the interface or not). The developer may need the bug fix, but the change in an interface may cause rework in the custom code around the COTS product. Since the CBS developer does not control what is in the release from the COTS vendor and what is not, the COTS vendor has the potential to cause rework simply by the way a new release is bundled.

For CBS, the developer can no longer fully coordinate every aspect of the system delivery [13,14] and may have to deal with dependencies that complicate the system deployment without adding value to the system's functionality. These problems are amplified when products from multiple COTS vendors are deployed in the system and incompatibilities between the architectural requirements of the vendors cause conflicts in the deployment of the system [15]. For example, if one product requires Java version 1.5 and another requires Java 1.6 to operate correctly then the overall system must have two different versions of Java installed for both of these products to function correctly. Having two versions of a product in the same system results in complexity around configuration management, deployment and integration of the entire CBS.

In today's large government system architectures, it is typical to have more than 50 COTS products [16,6] and not unusual to have more than 100 COTS products in the final CBS architecture. The architectural dependencies between these products, that is, dependencies on specific product versions, libraries or common variables, complicate the initial deployment, the integration and the on-going maintenance of the system once the system transitions into operations. Often, because of the COTS delivery cycle, the use of COTS products increases the rate of change in a system versus a custom-developed solution [17]. COTS products also increase the risk of change in a production system and contribute to complexity in replacement or upgrade attempts with a resulting failure percentage as high as 70% [18]. The complications associated with the rate of change increase the costs associated with maintaining the CBS, have the potential to strain
the schedule and costs associated with integrating and maintaining the CBS, and have the potential to cause a complete project failure if not accurately estimated and understood.

The problem of maintaining the COTS deployment is not one that is relegated to the O&M phase of the system lifecycle. A typical COTS vendor releases a new version of its product every eight to nine months, and only supports the last three releases of the product [19]. This means that a COTS product may only be supported for 27 months once it is configured into the system unless steps are taken to install an updated version of the product. Changes associated with the product update cycle are in addition to changes introduced by vendor’s patch releases that fix bugs. Patch releases only increase the number of changes in the configuration. Today’s large system development cycles are often multiple years long with many large systems taking longer than five years to develop [6]. The comparatively brief update cycle of individual COTS products suggests that many products will require updates before the system leaves the development phase of the system lifecycle. And, more importantly, because of this rapid update cycle, a plan to upgrade COTS components in the architecture must be part of a sustainable O&M plan. The vendor upgrade cycle and the need to keep the delivered system in a supported configuration with each individual vendor makes it necessary to consider and understand the architectural interactions of COTS products in the earliest phases of the system design to ensure that the system is maintainable for its planned lifecycle. Additionally, interoperability issues have the potential to paralyze the development of the project if they are not understood and incorporated into the applications requirements [20], so it is helpful to understand these complexities introduced by COTS dependencies early in the project and track them through the project’s entire lifecycle.

2.2 Software Development Lifecycle

Several of the existing maintainability metrics for CBS are based on complex measurements of COTS interfaces. Others are based on subjective analysis of the COTS product and how easy it is to use in a development environment. These measures are appropriate for the front-end of the product development lifecycle where software developers are designing and interacting with the products. However, because the maintenance phase of a project is significantly more expensive than the development phase [21], measurements are needed that account for maintainability in the planning, installation, and operations and maintenance phases. Figure 1 highlights the areas of a typical development cycle where maintainability efforts have the most impact on effort for CBS.

2.3 Measuring the Cost of COTS System Developments

2.3.1 The BASIS Technique [22]

The Base Application Software Integration System (BASIS) technique is an integration approach that assists in selecting COTS products and defining the order in which COTS applications should be incorporated into
the delivered system [22]. The technique is used in the first stage of project development - the planning stage - to determine which COTS products introduce the most risk into the system design. Once these products are identified, they are integrated into the system starting with the most complex and progressing to the least complex. An iterative integration process is proposed in the technique implying a spiral development process. The BASIS technique is a small part of the Phase-Integrated COTS (PIC) approach for the entire software development lifecycle. The model considers COTS a portion of the custom software development cycle.

The BASIS technique is used at the start of the design process and is used to select the best COTS candidates to fulfill the requirements of a project. There are three basic evaluation steps to the BASIS approach [22] – (1) how each COTS product fulfills system requirements, (2) the provider’s viability and (3) the complexity of the product’s external interfaces for integrating with the custom code. The BASIS technique requires extensive knowledge of the COTS products being evaluated. While there is an effort in the technique to account for the order in which COTS products should be integrated into a system, the focus of effort is to minimize the development risk of the project. Specifically, the BASIS technique minimizes the risk associated with developing and integrating custom code and estimating the effort associated with custom code development instead of the effort to maintain the overall COTS installation for the CBS.

The BASIS technique differs from the in-degree mean method proposed herein in that the in-degree mean requires less intimate knowledge of the interfaces associated with each COTS product. Further, the in-degree mean enables the architect to consider the maintenance phase of the program during the design process instead of simply choosing products that are favorable in the development phase. Instead of requiring knowledge of each external interface, the in-degree mean method requires only the installation requirements and the architectural requirements.

2.3.2 COCOTS Cost Model [3]

The Constructive COTS Integration cost model (COCOTS) is a cost estimating tool that recognizes that COTS integration has become a significant portion of modern computing systems. The model attempts to account for the integration of COTS components in the cost estimation of the system design.

COCOTS accounts for four initial integration costs associated with the effort to perform (1) assessment - candidate COTS component assessment, (2) tailoring – work required to configure and integrate the COTS component into the system under development, (3) glue code - the development and testing of any custom integration code needed to plug a COTS component into a larger system, and (4) volatility – the increased system level programming and testing due to volatility in incorporating COTS components. The model accounts for testing in each of the phases. By design, it is focused on the front-end of the development process. The COCOTS model, and its extensions, is used as a software-costing tool; therefore, it is primarily used in the system design and development phases of a program. However, the COCOTS model is being expanded to include maintenance costs in the future [9].

In the assessment process, the COCOTS model defines rating criteria for determining the integration complexity of each COTS product. The rating is subjective and gives a point rating for the complexity associated with a product in each of the following areas: parameter specification, script writing, I/O Report Layout, GUI screen specification, Security / Access protocol initialization and setup, and availability of COTS tailoring tools. The complexity scores for each of the COTS products in a system are combined to determine an overall complexity rating for a project. The model requires an engineer to be familiar with the development interfaces of the COTS product. The knowledge associated with the development interfaces is often gained through years of experience with the product.

The COCOTS model is different from the in-degree mean process because it is estimating the effort associated with development instead of the costs associated with the deployment, integration and maintenance of COTS products. The complexity ratings and integration approaches associated with the in-degree mean assist the costing of the integration effort in a similar way as the COCOTS model assists the development team in determining costs and schedules. The two models are focused on different ends of the program lifecycle as shown in Figure 1. As with the BASIS technique, the COCOTS model requires knowledge
of the development interfaces of each COTS product whereas the in-degree mean process only requires information from the COTS installation manuals and the system CONOPS.

### 2.3.3 COTS-LIMO [1]

There is a widespread belief in the COTS integration community that the number of COTS components in a CBS has a strong impact on the maintainability of a system. Each COTS product in the system requires unique knowledge to support the integration and maintenance effort. Additional costs are associated with tracking COTS product upgrade roadmaps and licensing costs as well as the support effort required to interface with the vendor to report bugs as they are identified in the CBS. And, the independent release schedule of each COTS product in the system creates a maintenance tail to simply track the compatibility between COTS product versions.

Because of the additional costs associated with CBS, the COTS Lifespan Model (COTS-LIMO) model attempts to identify a break-even point where maintenance costs increase disproportionally to the number of COTS products in a system. According to the model, the break-even point exists regardless of the efficiencies gained. This point is called the maintenance equilibrium. The COTS-LIMO model presumes that it is possible to determine the number of components that exceed this maintenance equilibrium. The COTS-LIMO model acknowledges that the costs associated with maintaining a single COTS component decrease over time as the maintenance staff becomes more familiar with the product. But, even with these efficiencies, the complexity of maintaining multiple COTS products in a single system reaches a point where the costs associated with tracking and maintaining the COTS components exceed those efficiencies gained [5,23] by using COTS products instead of custom-developed components.

The COTS-LIMO is intuitive. As more products are added to a CBS, the maintainer of the system reasonably expects that effort to maintain the system will increase. However, the COTS-LIMO model has one significant drawback; namely, that no process or method currently exists to determine the appropriate number of COTS components that exceeds the maintenance equilibrium for a given CBS design. The model falls short in practical application because it is not possible to determine when there are too many COTS products in a CBS. So, it is not possible to make architectural decisions about whether to fulfill a system requirement with a COTS product or custom development.

### 2.3.4 Maintenance Delta [24]

The theory of the Maintenance Delta asserts that the Power-Law distribution is a standard for the number of architectural interactions in a system and, therefore, represents an ideal on which the maintainability of real-world systems can be measured.

In network theory, scale-free networks hold a unique position in that they have been found to describe many large networks. This holds true for both naturally occurring networks (cellular metabolism) and for man-made networks (learning networks, the Internet, etc.) [25,26]. The scale-free network is a network where the degree distribution of the nodes follows the power-law distribution [27] – a probability distribution, \( p_k \), of degree \( k \) with the form

\[
p_k = Ck^{-\alpha}
\]

for integer values of \( k \) where \( k_{\text{min}} > 0 \), where \( C \) is a normalization constant, and \( \alpha \) is a constant parameter of the distribution known as the exponent or scaling parameter. \( \alpha \) typically lies in the range \( 2 < \alpha < 3 \) [28]. The number of nodes in each dependency group differs with the size of the network; therefore, the scale-free model is intended to accommodate networks of various sizes.

The maintenance delta is the numerical difference between the distribution of a CBS and a power-law distribution of similar size. A CBS with a distribution that is below, or less than the power law distribution, would have a negative maintenance delta indicating that the level of effort to maintain the system is less than normal. A CBS with a distribution that lies above, or has more interactions than a similarly sized
scale-free network, has a positive maintenance delta and, thus, requires more effort than normal to maintain the COTS installation.

The maintenance delta is intended to be a comparative measure of the maintainability of two systems. By deriving the maintenance deltas of the two competing architectures and comparing the results, it is possible to make design decisions based on the maintainability of the overall solution. The maintenance delta and the in-degree mean process both explore maintainability for the O&M phase of the CBS development lifecycle.

3 Maintainability and Complexity of CBS

Like software maintainability, COTS maintainability is based on complexity; therefore, maintainability should be accounted for by the interactions between the components. A process for measuring the maintainability that combines the unique qualities of a COTS-based system along with the interactions between those products is needed for CBS to appropriately measure their maintainability. The concept of maintainability is focused on the operations and maintenance phase of the program and focused on the maintainers of the system, not the consumer of the system’s functionality. The focus on the O&M phase is distinctly different than software models where most effort is focused on the development phase of the program (see Figure 1). Similarly, other software models focus on the effort for software engineers to maintain the custom code, including glue ware, of the system instead of the effort required to maintain the components for which there is little visibility into the internal structures of the software and little influence on the delivery roadmap [29,16]. For these reasons, a CBS maintainability measure should focus on the interactions between the components and the effort associated with changing the components and the effort required by maintenance engineers to upgrade and maintain these components.

The in-degree mean model presented herein complements the existing models by filling a gap in the available models. By covering the aspects of system deployment, the integration effort associated with that deployment, and the maintenance effort in the Operational and Maintenance (O&M) phases, the model adds a more detailed investigation of an area of the CBS lifecycle that has been overlooked in other models.

3.1 Process of System Maintainability

The maintainability of CBS is defined by how much effort is expended in the various phases of the program; however, as the O&M phase is typically the longest in the program lifecycle, the effort associated with this phase has the highest impact on the maintainability of the system. Maintainable systems minimize the effort required to achieve five maintenance activities associated with COTS-based systems [14]

1. Product reconfiguration
2. Testing and debugging
3. System monitoring
4. Enhancing user-level functionality
5. Configuration management

Table 1 shows these five maintenance activities along with a description of common general activities that comprise each category. Product reconfiguration is the replacement of given product with an upgrade to the same product or replacement with another product that performs a capable functionality. The other attributes of the systems that require effort – testing and debugging; system monitoring; enhancing user level functionality; and configuration management - are somewhat self-explanatory. Other factors influence the cost of maintaining COTS-intensive systems [6]. However, each of the influencing factors can be categorized into one of the five identified maintenance activities.

Extensive research has been done on complexity and on measuring complexity of software development [30,31,32,33,34]. Much of this research, particularly around component based software development, is
pertinent to this work. With component-based software development, the interaction between components becomes the focus for creating maintainable solutions instead of the internal workings of each individual component [35]. However, this present study aims to be complimentary to these models for custom software development and cover an area of maintenance that is not typically included – that associated with maintaining the COTS products.

3.2 Complexity

3.2.1 Identifying Dependencies

In a large system, the individual products combine to deliver the system’s defined functionality; however, to deliver the functionality, the components must be integrated into a single system. Each COTS product requires additional components and characteristics to function as desired in the system. These requirements are defined as COTS dependency attributes [36] and include such items as the need for a specific version of another COTS product or the definition of an environment variable in the system where the product is installed. Behavioral dependencies - the interaction between the two components that may only be certified for specific versions of the two products [14] - are included in COTS dependency attributes.

Architectural mismatch is another similar area of study that has received much attention in the literature [37]. As with the COTS integration effort [38,12,15], the architectural mismatch research has focused on the front-end development of programs. This research has generally focused on the interfaces between

| Maintenance Activity | Description | Implication of COTS usage |
|----------------------|-------------|----------------------------|
| **Product Reconfiguration** | Updating COTS products with new versions | Update schedule determined by COTS vendors |
| | Replacing products with competitors offerings | Updates uncoordinated between vendors |
| | Adding / deleting products as requirements evolve | Features, bug-fixes and adaptations driven by market force of COTS products rather than system requirements |
| **Testing and Debugging** | Identifying causes of failure | COTS products are black-box: no access to source code |
| | Running tests | Documentation often incorrect or incomplete |
| | Monitoring system performance and resource utilization | Done in collaboration with COTS support organizations |
| | Logging system behavior and activity | COTS suppliers do not accept responsibility for problems without proof (and maybe not even then) |
| **System Monitoring** | Logging system behavior | Lack of visibility into behavior of individual COTS products |
| | Analyzing logs for failure, performance problems, etc. | |
| **Enhancing User-Level Functionality** | Modifying functionality as requirements evolve | No / limited access to source code of systems |
| | | Dependent on tailoring facilities provided with COTS product |
| | | Glue code and wrappers are major means of tailoring |
| **Configuration Management** | Tracking available versions of COTS products | Versioning controlled by the COTS distributor |
| | Tracking change history of products | Licensing and support agreements must be managed |
| | Recording set of compatibilities and incompatibilities between sets of products | Management of COTS configurations |
| | Tracking current configuration of products at each deployed site | Compatible versions of COTS products must be determined |
| | Tracking change history of products of each deployed site | |
| | Managing license and service agreements for each product | |
COTS products, the interfaces that are used by software developers to interact with the COTS products, and the software architecture in which the components are functioning. A fourth area, assumptions about the construction process, is closely linked to dependency attributes in that it recognizes that software components (including COTS components) have underlying assumptions about the order in which the system is built or about previously existing capabilities that must be in place for the components to function correctly. However, as the proliferation of COTS products increases in computing architectures, the architectural mismatches caused by requirements from disparate COTS products is an area that has not been covered by previous research.

Architectural dependencies and dependency attributes are traditionally acknowledged as creating interactions in a CBS. But, architects also create interactions in the CBS by choosing which products fulfill specific requirements and by defining the system’s concept of operations (CONOPS). These two types of interactions contribute to complexity in testing and debugging the system by creating additional interactions within the system [39]. For instance, if a single product is chosen to fulfill five different functional requirements in the system, changing that product requires more functional testing than if the product only fulfilled a single functional requirement.

The concept of operations creates interactions by introducing interactions between components that are not necessarily intended by the vendor [24]. One COTS product may not require another to install and operate, but the two may be required to interact and provide the required functionality of the system. This interaction is not covered by the architectural or behavioral dependencies and is, therefore, missing from the current models that are in use. Combined, architectural dependencies, COTS dependency attributes, architectural mismatch, and the system’s concept of operations create a more complete view of the architectural interactions in the CBS.

Architectural interactions themselves create complexity in the CBS that must be managed. And, because each COTS product vendor follows its own independent development and upgrade schedule, the innate complexity in a CBS is worsened by the need to upgrade individual components on their own individual time scales to remain in a supported configuration. The time-dependent combinatorial complexity created by multiple independent upgrade paths must be eliminated from the system in order for the maintenance lifecycle of the system to be successful and avoid degenerating into a chaotic state [40]. This emergent behavior is one of the aspects of a complex system [8,40,41] and must be anticipated and understood in the design phase of the CBS in order to achieve the appropriate maintenance equilibrium of the system in the deployment and maintenance phases. Without appropriate sustainment, the system has the potential to devolve into disorder [42]
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3.3.2 Mapping Dependencies

The Design Structure Matrix (DSM) has been in use for decades to show dependencies between tasks in design and manufacturing of large engineering systems [43]. The DSM has proven to be a valuable tool in understanding and managing complexity in sophisticated design projects in the automotive and other industries. Recently, the DSM has been used to create the foundation of a network to study the task interactions in a product development process [44] and modularity in software development [45]. Based on this work, it is straightforward to leverage the DSM tool to map the architectural interactions and assist in managing the complexity associated with maintaining a CBS.

Figure 2 shows an example DSM. The numbers along the top and side of the DSM represent COTS products in the system – a total of 13 in this case. Each product is listed in the same order on both sides of the DSM resulting a square matrix. A mark in the square where two products intersect indicates a dependency that the COTS product in the row has on the COTS product designated in the column. For example, in Figure 2 product 1 is dependent on itself and product 12. Similarly, product 3 is dependent on products 1, 4, 5, 6, 7, 8, 9, 10 and itself. Product 2 is unusual in this DSM because the only dependency it has is on itself. This relationship is directed. It may or may not be true that the product in the column has a dependency on the product in the row. For this reason, the DSM is not symmetrical once it is fully populated. Each product has a dependence on itself; therefore, the diagonal is fully populated in the DSM. Looking at Figure 2, the row for COTS product [1] shows the dependency that the product has on itself in column [1] and another dependency on the COTS product in column [12].

In CBS, DSMs assist in scheduling decisions and identify architectural dependencies. They also provide a visual representation of the system. It is sometimes convenient to transform the DSM into a network or graph where the system can be analyzed using graph theory [45]. When the DSM is converted to a
network, each connection other than the link the COTS product has to itself is a link to another node in the network.

Graph theory is used frequently in computer science and system design to represent software and architectural designs, computer networks, and even the Internet [46,47]. Graph theory is a useful mechanism to study networks as it offers a common language to label and represent the network as well as mathematical notions and operations with which network properties can be quantified and measured. The graph, or network, consists of nodes and connections between the nodes. Degree, degree sequence, and degree distribution are three of the common graph theory attributes that give information about the network [48]. Because directed graphs give information about the relationships between two nodes that is not available in undirected graphs, directed graphs present a more accurate representation of the structure of the network [49,50]. In a directed graph, \textit{in-degree} refers to the links coming into a node, and \textit{out-degree} refers to the number of links coming out of a node. In the DSM for CBS, the in-degree refers to the dependencies that other COTS components have on a node. Out-degree refers to the dependencies that a node has on other COTS components.

### 3.3.3 Measuring Complexity and Maintenance Effort

Looking at Figure 2 again, the in-degree for each COTS product in the system is obtained by simply summing the number of entries in each of column where each column represents a single COTS product. The in-degree is the number of products that depend on the COTS product identified by the column in the DSM. Therefore, some products have an in-degree of 1 because no other products depend on that product to provide functionality in the system. Conversely, each product depends on an operating system, so the operating system column has multiple in-degree dependencies. Figure 2 identifies the in-degree for each COTS product, computed and shown at the bottom of each column.

![Figure 2: DSM showing interactions between COTS products and the in-degree for each product.](image-url)
The arithmetic mean of the in-degree of the nodes, or average in-degree, is a characteristic of the network. The average, shown in (2), defines the in-degree mean. The mean (average) in-degree, $c$, in a directed graph is

$$c = \frac{1}{n} \sum_{i=1}^{n} k_i \tag{2}$$

where the in-degree of node $i$ is denoted by $k_i$ and $n$ is the number of nodes in the network [51]. The arithmetic average is straightforward to calculate and it incorporates the contribution from every node in the network; however, strong outliers may heavily influence the average [52]. Components with many connections require significant effort to test and maintain compatibility with all of the other products with which they interact. Also, in dynamic networks where nodes are continuously being added (e.g., the Internet), the average degree of the network appears to be increasing [53]. In the case of CBS, the architecture of the system is static, so the average degree is constant for each network under evaluation.

## 4 Measuring Complexity and Maintainability

The in-degree mean model is proposed as a predictive measure of the effort required to maintain a CBS through the O&M phase of the CBS development cycle. To empirically assess the model, data for CBS were gathered from multiple sources [54].

### 4.1 Sample Population

The population of systems available for assessment with the model included CBS from one large company (> 10,000 employees), two medium sized companies (> 100 employees and < 10,000 employees) and one small company (< 100 employees). Projects selected for this study were not required to satisfy criteria other than their sponsor’s willingness to participate. Therefore, nothing was known up-front about the number of COTS products in each system or the effort required to maintain each system. Using multiple data sources strengthens the study by eliminating engineering design bias introduced by standardization in an organization [55]. A request for participation was sent to program managers and leaders from each of these organizations. During introductory conversations, each organization provided an approximate number of systems on which they would provide information. 53 responses were expected; however, only 17 responses were received.

While 17 represents a significant reduction from the expected 53 systems, each organization experienced unique challenges in providing the details of the systems they had architected and delivered. Some sources were concerned about program security and releasing company-sensitive information and were unable to provide the requested information. Others suffered from staff shortages and were not able to provide the information because of timeline constraints from other deadlines. One company outsourced the entire Information Technology (IT) department and did not retain the expertise required to provide the information about their systems.

From the 17 responses, three were eliminated during the evaluation period because the systems were cancelled before entering the O&M phase of the program or because the supporting personnel were not available to participate in the questionnaire. One system was eliminated because two different contractors developed and maintained the system. This system is different because in all the other systems in the response set, the same contractor developed and maintained the CBS. Instead of introducing another independent variable associated with the separation of the development and maintenance contracts, the system was excluded. An item was added to the future work (Section 7.4) relative to adapting the model to address cases where the developer and maintainer of the CBS are different.

After these exclusions, the model was tested with a sample size of 13 systems. All of the evaluated systems except one were in the operational stage of the lifecycle. The one remaining system was being decommissioned; therefore, it had already been through its operational lifecycle. The final sample set
ranged from ten to 59 COTS products (see Figure 3) representing systems from small to large numbers of COTS products [6].

The sample size is larger or similarly sized to other published studies related to CBS maintainability. For instance, in IEEE, only four published empirical studies were identified, these having two [56], five [16], eight [48] and thirteen [13] systems surveyed.

The following sections explain how the dependencies for the 13 systems in this study were derived (a measure of complexity) and how effort to maintain these systems was evaluated (a measure of maintainability).

4.2 Identify Complexity in CBS

To establish architectural interactions in the subject CBS, a request was sent to system architects and program engineers asking for a list of COTS components in the system for which they were responsible. A follow-up interview to understand the CONOPS associated with the system and to identify any additional dependencies was also requested as part of the initial contact with the system subject matter expert (SME). This part of the process was challenging for some of the programs because of concerns with revealing sensitive program information or because knowledgeable personnel were no longer available. This suggests that for operational programs, the information required to create the in-degree mean model may be difficult to obtain. However, for systems under development, knowledgeable personnel should be readily available for determining the information required for the model.

For most of the projects, the follow-on interview lasted less than one hour. Architectural data flows were helpful in ensuring that all dependencies were identified and to refresh the program SME on project functionality that was used less frequently.

4.2.1 Dependencies in Existing Documentation

After receiving the COTS list from the program representative, COTS installation dependencies were identified by reading the vendor documentation for each of the products in the CBS. Many installation and configuration dependencies are recognized in literature [57,14] and are straightforward to define. With this process, the mapping of installation and configuration dependencies relied on the accuracy of vendor documentation to ensure that it was complete and up-to-date.

The availability and quality of vendor documentation varied significantly as there is no standardization in
### Installation Requirements

The following table outlines installation requirements for Hummingbird connectivity products:

| Product          | Operating System                      | Disk Space | Other Requirements                                                                 |
|------------------|---------------------------------------|------------|-------------------------------------------------------------------------------------|
| Exceed           | Windows 95 Windows Me Windows NT      | 78MB       | Winsock compliant TCP/IP                                                             |
| Exceed XDK       | Windows 98 Windows Me Windows NT (service pack 4 or later) | 219 MB     | Winsock compliant TCP/IP Microsoft Visual C/C++ (MSVC) 4.2 or later, for X Client development |
| Exceed 3D        | Windows 2000                          | 6 MB       | Exceed – to Open GLX Exceed XDK – to display Open GLX Microsoft Visual C/C++ (MSVC) 4.2 or later, for X client development |
| Exceed PowerSuite|                                       | 96         | Winsock compliant TCP/IP An assigned IP address and the ability to communicate with other computers on the network (Windows NT) A HOSTS file if a domain server is not available |

### Third Party Software

Certain third party software must be installed to run some Hummingbird products. The Sun Java Runtime Environment (JRE) is required to run Java programs.

For example, you must install JRE before installing the following product sub-features:
- Systems Administration—Jconfig (client)
- Systems Administration—Jconfig Daemon
- Exceed (Tools)—Xdis

Hummingbird Master Setup lets you install third party add-on(s) such as:
- Adobe Acrobat Reader
- Sun Java 2 Runtime Environment
- Microsoft SNA Server (for Windows NT/2000)
- IntranetWare for SAA Client

**Figure 4:** Example installation prerequisites for Hummingbird Exceed (COTS product) [47].
DSM at the intersection of the row for Exceed and the column for the operation system. The same process is used to document the dependency on TCP/IP and Microsoft C/C++ (from the fourth column in the embedded table in Figure 4) in the DSM. Additional third party dependencies are noted depending on how the product is to be used in the system.

The “Third Party Software” portion of Figure 4 indicates another dependency on the Java Runtime Environment (JRE). This dependency is written out instead of included in the embedded table; however, the dependency must still be captured in the DSM. It is important to recognize that vendors document installation dependencies in multiple ways even within a single vendor’s documentation.

For the CBS in the dataset, determining the dependencies took about one hour per product. The vendor documentation that lists the installation dependencies must be located. The Internet is a valuable resource for these documents as most vendors make their documents publically available. Once the appropriate manual is located, the installation dependencies are relatively easy to find in the manual. They are generally called out in the Table of Contents or found with keyword searches. Most vendors make installation dependencies clear even when the product installation is dependent upon another company’s product. For instance, many products are dependent on a database for storing information. In these cases, the vendor is clear on which vendor’s databases are supported along with the required versions of those databases.

Many products are commonly used across projects. For instance, Internet Explorer and the Oracle database are typical components in many systems. The commonality of these components accelerated some of the investigation of dependencies but only when the same versions of the components were used between systems. When different versions were used, it was not possible to leverage previous work because of the potential mismatch of the versions of dependencies.

4.2.2 Dependencies from the CONOPS

In addition to dependencies introduced by the COTS products themselves, CBS also include dependencies derived from the system CONOPS. Combined, these are called architectural interactions. The dependencies from system CONOPS were derived during an interview with the system architect or other SME who was knowledgeable of the overall design principles and concepts of the system. During the interview, the architect identified dependencies that were introduced by the system data flows or system design. Such dependencies are sometimes related to the way application workflow states are preserved or to concepts related to application fault tolerance and failure recovery. Similarly, in many systems, the database is used to preserve processing state information for web applications. It is possible that no vendor’s installation guide recognizes this dependency; however, for the system to function as the architect has designed, the dependency between the products must be recognized and maintained throughout the lifecycle of the system. In the DSM, these dependencies are noted with a mark on the web application row in the column for the database. Dependencies derived from the CONOPS are unique to the design of the CBS; therefore, they can only be determined by the architect and will not be documented in the vendor requirements for each individual product.

The process of documenting dependencies between COTS products (whether installation or CONOPS) continued until all of the known dependencies were identified with a mark in the DSM. The diagonal of DSM is always marked as the dependency that each product has on itself. Once complete, the DSM documents all of the architectural interactions of the CBS and becomes the basis of the model for determining the maintainability of the CBS.

Because there is some ambiguity in the dependencies that are known at the beginning of a project, the DSM is a living model of the system. As new dependencies are introduced or knowledge of the existing dependencies matures, the DSM is updated to increase the fidelity of the model.

4.3 Real-World Assessment of Effort – the Survey Questionnaire

In order to validate the accuracy of the in-degree model of maintainability is it necessary to compare the measure against the effort required to maintain actual deployed systems. Ideally, the effort associated with
integrating and maintaining the COTS products in a system would be captured by some direct means such as charge numbers, billing information, etc.; however, in surveying commercial companies, academia, and government organizations, none of the organizations kept billing metrics at the granularity needed to isolate the maintenance effort associated with only the COTS solution. Therefore, a survey of system architects was determined to be the best means to determine the perceived effort required to maintain each COTS based system. While not as accurate as direct measurement based on billing information, perceived effort gives a notional measure of the effort to maintain a CBS.

The construction, execution, and evaluation of the survey questionnaire was accomplished through several steps.

4.3.1 Constructing the Questionnaire

1. Closed ended questions
2. Clear items
3. Only single questions (no double-barreled questions)
4. Only relevant questions
5. No negative questions
6. Non-biased items and terms
7. Short answers (when possible)

All survey items were created to evaluate the perceived effort associated with maintaining the COTS components of a CBS as defined in previous research [14]. As there are five major areas that contribute to the effort – Product Reconfiguration; Testing and Debugging; System Monitoring; Enhancing User-Level Functionality; and Configuration Management - the questionnaire was organized with five major question groups corresponding to each area of effort. Within each major question group, a single survey item addressed each of the individual maintenance activities. Combined, these items comprise a measure of the perceived effort associated with each major category. A sample section of the survey questionnaire is shown in below.

Your role on the project: (e.g., architect, COTS manager, etc.)
Current phase of project: (e.g., development, production, integration, etc)
How long has the project been in this phase? (years or months)

Estimate the effort associated with activity as it relates to the COTS (Commercial Off-the-Shelf Products) in the architecture. If the program or project has not experienced the described type of COTS product change, please mark N/A instead of estimating the effort.

Product Reconfiguration

1. Updating COTS products with new versions. i.e., updating Oracle 10.1 to 11.0, or Internet Explorer from version 7 to 8.
   Effort (from 1-10, or N/A)

2. Replacing a COTS product with a competitor’s offering. i.e., replacing DB2 with Oracle.
   Effort (from 1-10, or N/A)

3. Adding or removing COTS products from the architecture as requirements evolve.
   Effort (from 1-10, or N/A)

Testing and Debugging
1. Identifying causes of failure in the system. i.e., isolating the fault to a COTS product and logging the case with the vendor.  
   Effort (from 1-10, or N/A)

2. Running tests to validate requirements and verify changes in configurations. i.e., effort associated with testing requirements fulfilled by COTS products.  
   Effort (from 1-10, or N/A)

3. Monitoring system performance and resource utilization of COTS products. i.e., validating system performance requirements and resource utilization of COTS products.  
   Effort (from 1-10, or N/A)

4. Analyzing logs associated with COTS products to determine system behavior and activity. i.e., utilizing COTS logs to debug or determine system functionality.  
   Effort (from 1-10, or N/A)

**System Monitoring**

1. Logging system behavior. i.e., the effort associated with finding logs associated with COTS products.  
   Effort (from 1-10, or N/A)

2. Analyzing logs for failures, performance problems, etc. i.e., the effort associated with determining information about a particular COTS product’s failure and performance based on the logging provided by the vendor.  
   Effort (from 1-10, or N/A)

**Enhancing User-Level Functionality**

1. Changing system functionality as requirements evolve utilizing the current COTS in the system. i.e., delivering additional or different system requirements with the COTS products that are already part of the system.  
   Effort (from 1-10, or N/A)

**Configuration Management**

1. Effort associated with tracking the available versions of COTS products. i.e., effort associated with determining when newer versions of a COTS product are released.  
   Effort (from 1-10, or N/A)

2. Tracking the change history of COTS products. i.e., tracking the versions placed into the system including reasons driving the change.  
   Effort (from 1-10, or N/A)

3. Recording set of compatibilities and incompatibilities between sets of products. i.e., determine compatibility between a new version of a COTS product and the existing versions of the other products in the system. e.g., determining the (in)compatibilities of all the COTS products in a system with a new version of the operating system.  
   Effort (from 1-10, or N/A)

4. Tracking current configuration of products at each deployed site. (assumes that multiple instantiations of the system exist and that it is possible to have different configurations at each location).  
   Effort (from 1-10, or N/A)

5. Tracking change history of products at each deployed site. (as with #4 above, assumes that there are multiple instantiations of the system and that each system can be updated / changed independently).  
   Effort (from 1-10, or N/A)
6. Managing license and service agreements for each product. i.e., tracking the licensing and service agreements with each of the products in the project configuration. (assumes that at least one COTS product in the configuration requires a license and/or service agreement.)
Effort - (from 1-10, or N/A)

Additional Notes / Thoughts: (Please indicate the question the note pertains to.)

The survey items were scored using a single numerical rating of the effort in each category (a Likert scale [60,61]). Short answers enabled quicker analysis of the data from the questionnaire and allowed the respondent to easily rate the system while maintaining the integrity of the measure. An ordinal scale (where 1 represented minimal effort and 10 represented maximum effort) was used to compare the perceived effort of maintaining the evaluated system. Each item allowed the respondent to answer with a “not applicable” (or N/A) response in the event that the system under evaluation did not experience any effort associated with a maintenance activity. The “N/A” response allows each of the items in the questionnaire to be exhaustive – enabling all known answers to the question [62]. The “N/A” response is particularly relevant in systems that only have a single instantiation or where the maintainers of the system have not encountered error conditions where COTS vendor support is required.

The face validity of the survey items was based on previous research identifying all of the areas in a CBS that contribute to the effort in maintaining the system [14] and by having three SMEs analyze the survey instrument [63] to ensure all areas of effort associated with maintaining the COTS components were captured. The questionnaire was initially issued to a small sample of respondents to improve upon its clarity and readability. After two revisions, the third and final version was submitted to all of the
Table 2: Summary of results.

| Systems ↓ | Perceived Effort (from questionnaire) | Normalized Perceived Effort \( \frac{(\text{Perceived Effort} - 5)}{10} \) | In-Degree Mean (from DSM) |
|-----------|--------------------------------------|---------------------------------|--------------------------|
| System A  | 4.10                                 | -0.09                           | 2.68                     |
| System B  | 7.53                                 | 0.25                            | 4.65                     |
| System F  | 5.40                                 | 0.04                            | 3.39                     |
| System G  | 2.75                                 | -0.23                           | 2.69                     |
| System H  | 4.05                                 | -0.10                           | 2.45                     |
| System K  | 4.75                                 | -0.03                           | 2.29                     |
| System L  | 5.67                                 | 0.07                            | 3.04                     |
| System M1 | 1.67                                 | -0.33                           | 2.76                     |
| System M2 | 1.42                                 | -0.36                           | 2.30                     |
| System M3 | 2.29                                 | -0.27                           | 2.80                     |
| System T1 | 4.75                                 | -0.03                           | 3.30                     |
| System T2 | 4.65                                 | -0.04                           | 2.64                     |
| System T3 | 5.50                                 | 0.05                            | 3.17                     |

respondents.

4.3.2 Human Subjects

To help ensure that the respondents had sufficient experience in the field to make an accurate assessment of the effort to maintain the CBS, only senior engineering leaders participated in the survey. This minimized the chance of a respondent having a limited experience on which to evaluate the system under test. Each of the engineers or sustainment personnel completing the questionnaire had over 15 years of experience in the field with five of the 13 having more than 25 years of experience.

4.3.3 Evaluation (scoring) of the Survey

The result from each response in the survey was treated as an ordinal value. While a rating of 7 means more effort was exerted in maintaining the system as compared to a rating of 6, it is not valid to attempt to distinguish gradients between the two scores [64].

4.3.4 Maintainability Index

The overall maintainability index of each system was obtained by averaging the scores from the five maintenance activities known to comprise effort to maintaining CBS (see Figure 5). When computing the maintainability index, all items were weighted equally [7]; therefore, the overall rating of the perceived effort associated with each maintenance activity was obtained by averaging the responses in that activity’s area.

The computation of perceived effort associated with system maintenance activities had to accommodate the “not applicable” (N/A) response. The approach to dealing with missing data is not standardized and is unique to every situation [59]. In this study, the maintainability index for the system where one area of effort was not pertinent was computed as if the question did not appear in the survey. Essentially, the number of survey items for the specific maintenance activity was decremented and the item simply was not scored in the average. While this has the side effect of increasing the significance of the effort of those items in the maintenance activity that do contribute to the effort in maintaining the CBS, it is the most straightforward way of accommodating those systems that do not have every aspect of maintenance involved in their sustainment. The option of substituting a nominal value (e.g., 5 since a rating of 5 represents typical effort) for the question with the “N/A” response was considered; however, this artificially changes the effort estimation by adding a contribution for an activity that is not part of the system. Alternately,
dropping the item for all of the systems under evaluation was considered; however, because the sources of effort in maintaining systems is already established in literature and many of the systems under evaluation reported effort associated with every aspect of maintainability, it did not seem reasonable to exclude effort associated with these activities for those systems for which effort was expended.

5 Results

The results from the survey questionnaire (a measure of perceived effort) and the in-degree mean computation (a measure of CBS complexity) are summarized in Table 2. The perceived effort (maintainability index) score has been normalized to transition normal effort to 0 on the scale; therefore, negative effort represents effort that is less than normal to maintain a system, and positive effort indicates a system that requires more effort to maintain than normal.

The model for the in-degree mean asserts that the mean of the in-degree of the nodes in a CBS predicts the effort required to maintain the CBS in the operational phase of the system. To better visualize this relationship, it is helpful to plot the computed in-degree mean from each CBS as it relates to the perceived effort derived from the survey for the same system (Figure 6). The regression model in Figure 6 suggests a statistically-significant relationship exists between the two measures of effort to maintain the CBS. The p-value for the relationship is 0.0066, within the significance level of 0.05, and the coefficient of determination (R^2) value is 50.36%.

Notwithstanding evidence that a predictive relationship exists, it can be observed that the 95% confidence interval bands become wider as the in-degree mean increases, and the 95% predictive interval bands are quite wide. This bandwidth relates to the size of the dataset, the fact that the dataset contains few systems having high in-degree mean values, and that measurements of perceived effort are noisy. As

Figure 6: Plot demonstrating a relationship between the perceived effort and the in-degree mean.
has been noted, empirical studies of this type are rare and face many challenges. The promised dataset for this study which began as 53 systems yielded only 17 systems, 13 of which were useable. Even so, the dataset for this study is larger than or similar in size to datasets from other published empirical studies. The same can be said for the number of systems with high in-degree mean values – such systems were not well represented and only one made it to the final dataset. While this particular system does influence the empirical model, the data reveal no evidence to suggest the measured parameters for this one system are anything other than valid.

To further explore the strength of the relationship, Kendall’s tau coefficient was calculated to assess the association based on ordinal ranking of the data. Kendall’s tau is less sensitive to the magnitude of outlying values and has more robust statistical properties. In this study, Kendall’s tau was calculated as 0.374, with a p-value of 0.087 for the null hypothesis test, H0: \( \tau = 0 \). The p-value is marginally significant, but if we accept this, Kendall’s tau suggests a relationship exists between the in-degree mean and perceived maintenance effort, albeit a weak one. Collectively and within the limitations of the dataset, both the regression analysis and Kendall’s tau suggest the in-degree mean can be used as an indicator (weak predictor) of the effort required to maintain a CBS in the operational phase of the system.

Descriptively, Figure 6 further shows that the effort required to maintain a CBS crosses from less-than-typical to more-than-typical effort in between 3.0 and 3.5 for the in-degree mean of the system. Systems with in-degree means lower than 3.0 have lower than average maintainability scores indicating that they require less perceived effort to maintain than those systems with a high in-degree mean. Conversely, those CBS with in-degree means above 3.5 exhibited more perceived effort to maintain. While this is a relative measure, it is an indicator early in the design phase that an architect should consider other COTS products or different COTS product arrangements to design a system that is easier to maintain in the O&M phase of the program and reduce the overall lifecycle cost of the system.

6 Analysis and Discussion

From the results, it is possible to derive observations about the relationship of the perceived effort to maintain the CBS and the architectural interactions of the systems. Further insight can be gained by evaluating the in-degree model relative to the existing COTS maintainability approaches.

6.1 BASIS Technique

The BASIS technique is a three-step process to assist in COTS selection. The third step is most like the in-degree mean process; however, the BASIS technique requires significant knowledge of the COTS component’s external interfaces and how those interfaces interact with glue code. The BASIS technique is not focused on the O&M phase of the program nor the effort associated with maintaining the COTS installation base. Instead, it is focused on choosing the COTS products to meet the system requirements and minimize development costs.

The in-degree mean process and the BASIS technique are complementary and, together, can be used to develop a CBS that meets the system requirements and delivers a maintainable system. The BASIS technique can be used to select the COTS components that most accurately meet the system requirements, and the in-degree mean process can assist in choosing between multiple COTS components that meet the requirements but require different levels of effort in the maintenance phase. The two approaches do not significantly overlap.

6.2 COCOTS Cost Model

The COCOTS Cost Model is used primarily as a software-costing tool; therefore, there is no significant overlap with the in-degree mean model. COCOTS is focused on the effort to interface custom software with the external interfaces of the COTS products including the glue code that is often used to link multiple COTS products together. While the model is planned to extend into the maintenance phase, the work is
not yet complete; therefore, the in-degree process adds to the areas currently covered by the COCOTS Cost Model.

6.3 COTS-LIMO

The COTS-LIMO model attempts to identify a break-even point where maintenance costs increase disproportionately to the number of COTS products in the system. The theory is that there is some number of COTS components beyond which the system is simply unmaintainable because the effort associated with that number of COTS products is too great. This study tested the COTS-LIMO on the CBS dataset.

Figure 7 shows the comparison of the perceived effort (normalized) to the system size (number of COTS products). The plot suggests the expected form of relationship between the number of COTS and the perceived effort to maintain the CBS, which aligns with intuitions about COTS maintainability. But this relationship is not statistically significant (p-value = .1590) nor is the level of explained variability high ($R^2 = 17.19\%$).

From the empirical data, it may be inferred that the number of COTS in a CBS is only a portion of the story. The data show that the number of interactions between the COTS components has a stronger influence on the effort to maintain the CBS than just the number of COTS in the system.

6.4 Maintenance Delta

The theory of the Maintenance Delta asserts that there is a relationship between the Power-law and the number of architectural interactions in a CBS. Specifically, the theory states that the difference in the Cumulative Distribution Function (CDF) for the system and the CDF of a Power-Law distribution indicates the maintainability of the system [6]. For each of the systems under evaluation, the Kolmogorov-Smirnov
goodness-of-fit test [65] demonstrated that the system does not follow a power-law distribution. The $\alpha$ from equation (1) associated with each system is less than 2, and typical power-law distributions have $2 \leq \alpha \leq 3$ [28]. So, the systems in the current sample set do not follow a power-law distribution. It is possible that the sizes of the CBS under evaluation are simply too small to demonstrate power-law characteristics. However, for systems with a single operating system, the hub of the node (the operating system) is connected to every other node. This one node in a small system does not allow the system to follow the power-law curve: it causes $\alpha$ to be less than 2 and beyond the typical range of the power-law interval.

6.5 Discussion

The results support certain observations. First, there are some products that have almost as many dependencies as the operating system: Java is one of these products. Because of the high number of dependencies, the operating system and those products with almost as many dependencies as the operating system must be treated with special care when planning maintenance. For instance, careful planning must occur when upgrading products with many dependencies simply because of the testing that is required ensuring that all architectural interactions are satisfied. It has been the lead author’s experience that Java is treated as a product that can be updated with little planning or coordination. The data suggest that the number of architectural interactions involved with Java and similar products requires that either they be upgraded only when complete system testing can be performed or that mitigation strategies be implemented to reduce the number of architectural interactions with these individual products during the design phase to make the CBS maintenance activities require less effort.

Second, the data suggest that system architects rarely have a comprehensive list of COTS products that comprise the system; therefore, the understanding of the architectural interactions in the system is incomplete. For example, in the data section for System T3, the architect only listed seven COTS products in the response to the request for a list of COTS products that comprise the system. But, as all of the architectural interactions were mapped, an additional five COTS products were discovered in the underlying dependencies. System T3 was not unusual in this finding. Every other system had at least two additional underlying COTS products that were not identified in the original request. Without a complete understanding of the COTS products in the system, it is more difficult to maintain the system. Additionally, without understanding the way the COTS products interact with each other, maintenance activities associated with the COTS products may have unintended consequences which may result in system outages or additional effort to properly manage changes to the system. The data also suggest that personnel with the knowledge required to apply the knowledge are often not available in the later phases of the development lifecycle.

Third, basing the CBS on a single operating system generally reduces the overall maintenance effort. Systems A, F, K, M1, M2, M3, T2 and T3 are all based on a single operating system, and the average perceived effort for these systems is 3.7. The systems with more than one operating system, including a hypervisor as an operating system, have an average in-degree mean of 5.0. While this observation is intuitive, even CBS based on a single operating system can exhibit high levels of perceived maintenance effort. Systems F and T3 score high on both the in-degree mean and the average perceived effort even though they are based on a single operating system. So, the selection of COTS products and the CONOPS of the system still must be considered even when utilizing a single operating system.

7 Conclusions

7.1 Conclusions

The in-degree mean process offers a straightforward way for architects, integrators and maintainers to determine the maintainability of a COTS deployment based on information available early in the development phase of a CBS. The model is intuitive as maintainers of the system expect that the more interactions between COTS products, the more effort changing those products will require. The maintainability of the
COTS deployment in a CBS is an area that has received little attention, so the approach offers a way to understand the complexity of the deployment through design structure matrices and network analysis. The combination of these well-known tools provides a framework to compute the in-degree mean, a measure of maintenance effort for a CBS. The in-degree mean can be used to compare deployments for competing architectures or simply as a measure of the maintainability of the CBS architecture.

The perceived effort associated with maintaining 13 systems was compared to the in-degree mean of the CBS derived from the architectural interactions of the systems. The comparison yielded a practical, intuitive and statistically-significant result indicating that the in-degree mean does correlate to the effort to maintain the systems.

The measure is useful in the beginning of the design phase to determine the maintainability of the COTS installation. The artifacts derived from the model are useful throughout the CBS lifecycle to assist in maintenance activities and to determine the level of effort required to maintain the COTS product installation base. As the system matures, the architectural dependencies of the COTS installation can be updated to increase the fidelity of the model.

### 7.2 Contributions

This work makes two separate contributions to the body of knowledge around CBS – the in-degree mean model and a clearer definition of design attributes that contribute to complexity in the COTS installation of a CBS. The in-degree mean model builds on existing models and gives additional insight into the maintainability of a CBS in the O&M phase of a project. No other CBS metrics or models currently consider this phase of the lifecycle when assessing effort associated with the development of a CBS, and the most developed models are only focused on the effort to maintain the custom code that is written to be delivered along with CBS instead of the effort to maintain the COTS-based installation. Because the O&M phase of a project is the longest and most expensive portion of the system’s lifecycle, considering the maintainability of the CBS during this phase can help lower the overall lifecycle cost of the system. Additionally, the in-degree mean model enables architects to create systems that require less effort to maintain which should increase the success rate of the development and deployment of CBS.

Second, the work adds the system CONOPS to the list of design attributes that add complexity to the COTS installation. Previous research identified dependencies that COTS products create themselves through their installation requirements; however, system architects create additional dependencies in the COTS installation in the way data flows are designed in the system and the way information is stored in the CBS. Including the system CONOPS in the design characteristics that add to complexity creates a more complete understanding of the dependencies between COTS products and enables the system architect, integrators and maintainers to make more informed decisions on the maintenance activities associated with the CBS.

### 7.3 Practical Implications and Application

The in-degree mean is a straightforward calculation that gives the architect, system integrator and system maintainer knowledge of the dependencies between the COTS products in a CBS. With this information, many decisions can be made related to the design and maintenance of the CBS.

The in-degree model is also applicable to Free and Open Source Software (FOSS), Government Off-the-Shelf Software (GOTS) and Research Off-the-Shelf (ROTS) Software. The only difference between these software products and COTS is the method of procurement. The other attributes of COTS software are the same and the dependencies between these types of software products and COTS are identical. For this research, FOSS and COTS were treated identically and combined as a single product type. As an example, Figure 4 shows Java, a FOSS product, included with other software dependencies. Including FOSS and other types of software products is important as they are increasingly used to build modern CBS.

System architects can use the in-degree model to determine if the COTS installation for the project can be maintained within a typical range of effort. Because the model only requires the system CONOPS and
the installation manuals of the COTS products, the architect can compute the in-degree mean early in the
design phase and make COTS product decisions or CONOPS changes to decrease the effort to maintain
the system. In a system proposal, the architect can use the model to predict the level of effort required
to maintain the overall system design in the maintenance phase with a view to lowering project bid metrics.
Or, the architect can use the in-degree mean to demonstrate to a customer that one design is more robust
than another design assuming information about both systems is available.

System integrators can use the artifacts derived during the creation of the in-degree model to focus effort
on the COTS products that create the most complexity in the design. The DSM is a tool with decades of
research demonstrating its applicability in managing system complexity [56,66]. Because all architectural
interactions are mapped into a DSM in the creation of the in-degree model, the system integrators can
use the DSM to determine which products have the most dependencies and then employ SMEs on those
products to reduce the risk to the COTS installation.

Having a better understanding of the maintainability of the CBS allows the system maintainer to
fine-tune project bids associated with effort to maintain the system. A low in-degree mean indicates that a
system maintainer can lower the effort in a bid to maintain the system. Similarly, a high in-degree mean
indicates that the system maintainer should bid a high level of effort to maintain the system. Higher
fidelity bidding models decrease the financial risk to the system maintainer and assist in determining the
appropriate level of support for the O&M phase of the project.

7.4 Limitations / Topics for Further Study

The systems in this study ranged from ten to 59 COTS products and were gathered from three separate
and unrelated sources. While the sizes in the sample set are typical, larger systems exist. For example,
two additional systems with more than 150 COTS products were excluded from the analysis because no
one with current knowledge of the system was available to assist with understanding the architecture
and assessing maintenance effort. Future work should include these “super systems” to determine if the
in-degree mean applies to the very large systems.

The current approach combines multiple systems with various lengths of time in the operational phase
of the program– some over 13 years. It seems reasonable that these systems have been updated over their
lifecycle to lower the effort associated with maintaining the system. If one area of the system required
significant effort to maintain early in the project’s operational phase, changes could have been made to
decrease the effort and create a more maintainable system later in the operational phase. The current
survey approach does not account for these changes; therefore, the length of time a system has been in the
operational state may influence the perceived effort to maintain the system.

Management of the deployments of a single version of a CBS to multiple locations will contribute to
the overall effort to maintain the system. The research method identifies the activities associated with the
deployment to multiple sites as a factor that contributes to perceived effort; however, many of the systems
in the dataset did not feature multiple deployments. Future work should more thoroughly consider the
effort associated with deploying to multiple locations.

The current model is focused only on the complexity associated with the COTS installation in the
system. A CBS has the potential to have other dependencies including those on hardware components,
custom code components and other external interfaces. Future work should expand to include other
potential dependencies and the impact of those dependencies on the effort required to maintain the system.

The measurement of maintenance effort for CBS is an area that also warrants further study. For
example, future research could consider direct tracking of labor hours associated with maintaining the
COTS portion of a system. Identifying the actual COTS maintenance effort would eliminate the subjectivity
introduced by surveying an expert on each individual system. Alternatively, if perceived effort is retained
as a measure of CBS maintainability, the survey questionnaire could be expanded, the scoring approach to
“N/A” responses could be refined, and the weighting factors used to establish the maintainability index
could be evaluated.

Finally, the current sample set only included systems that were maintained by the same organization
that developed the system. One system in the original request was maintained by an organization that did not develop the system, and because of this unique characteristic, it was excluded from the evaluated sample set. Many contracting offices are moving to a model where one company develops a system and hands the complete system to another organization to maintain and enhance. Therefore, future work should include investigations into the applicability of the model in this unique maintenance paradigm.
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