Breitenlohner-Freedman bound on hyperbolic tilings
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We establish how the Breitenlohner-Freedman (BF) bound is realized on tilings of two-dimensional Euclidean Anti-de Sitter space. For the continuum, the BF bound states that on Anti-de Sitter spaces, fluctuation modes remain stable for small negative mass-squared $m^2$. This follows from a real and positive total energy of the gravitational system. For finite cutoff $\epsilon$, we solve the Klein-Gordon equation numerically on regular hyperbolic tilings. When $\epsilon \rightarrow 0$, we find that the continuum BF bound is approached in a manner independent of the tiling. We confirm these results via simulations of a hyperbolic electric circuit. Moreover, we propose a novel circuit including active elements that allows to further scan values of $m^2$ above the BF bound.

Introduction: The AdS/CFT correspondence [1–3], also known as holography, maps gravitational theories in $(d+1)$-dimensional hyperbolic Anti-de Sitter (AdS) spacetimes to strongly coupled conformal field theories (CFTs) without gravity in $d$ dimensions, defined on the AdS boundary. The AdS/CFT duality provides a precise map between CFT operators and AdS gravity fields, which is of great significance both for fundamental aspects of quantum gravity [4] and for applications to strongly correlated condensed matter systems [5].

Motivated by the goal to provide a new example of holographic duality, as well as possible realizations in tabletop experiments, in this Letter we report novel insights in this direction for discretized systems. A prime candidate is a scalar field defined on discretizations of AdS space via regular hyperbolic tilings (see Fig. 1) [6, 7], which have been recently investigated using methods from lattice gauge theory in [8–11]. These works consider discretization schemes for the scalar action, the Laplace operator, and lattice bulk propagators, finding good agreement of the scaling behavior of correlation functions with analytic continuum results.

The physics of hyperbolic tilings has recently been studied in the context of condensed matter physics [12], circuit quantum electrodynamics [13–15], and topologic circuits [16–18]. These works focus on the spectrum of tight-binding Hamiltonians on hyperbolic lattices and their realization based on coupled waveguide resonators [12, 14, 15] or classical non-dissipative linear electric circuits (topologic circuits). Time-resolved measurements of wave propagation in hyperbolic space have been achieved in such architectures [17].

It remains an open question, though, how to establish a duality in the sense of a map between bulk and boundary theories for hyperbolic tessellations. Steps in this direction were taken in [19, 20] using modular discretizations and in [21] via tensor networks on hyperbolic lattices. In this work we focus on hyperbolic tilings as a discretization scheme instead. Starting point is one of the key results of the continuum AdS/CFT correspondence, namely the relation between the mass $m$ of a scalar field in the bulk and the scaling dimension $\Delta$ of its dual operator on the boundary, $\Delta(\Delta - d) = m^2\ell^2$, with $\ell$ being the AdS radius and $d$ the boundary spacetime dimension [2]. This is determined by the asymptotic boundary behavior of the solutions of the Klein-Gordon equation in AdS space. Conformally transforming AdS space into flat space, the scalar field experiences a shift of its mass-squared to $m^2\ell^2 + d^2/4$. Thus, there is a stable potential minimum for the field if $m^2\ell^2 > -d^2/4$, i.e. even for small negative mass-squared. This is the Breitenlohner-Freedman (BF) bound [22, 23] [24].

In this Letter, we determine how the BF bound is realized in discrete holographic setups and how it manifests itself on finite-sized architectures accessible through simulation and experiment. We establish the BF bound for hyperbolic tessellations by first analyzing the properties of the continuum analytical solutions in the presence of a finite cutoff. This cutoff can be chosen arbitrarily and is required because only finite tilings, which do not cover the entirety of hyperbolic space, can be experimentally and numerically realized. In particular, this cutoff is independent of the Schl"afli parameter $\{p,q\}$ characterizing a regular hyperbolic tiling with $q$ regular $p$-gons meeting at each vertex. Defining a scalar field on the vertices, we numerically solve the associated equations of motion on several tilings, finding excellent agreement with results from continuum holography. We find that the stability bound of a scalar field defined on large enough $\{p,q\}$ hyperbolic tilings coincides with the continuum BF bound, independently of $p$ and $q$. Our analysis extends previous investigations [13, 15, 17]...
of the eigenvalue problem of the discrete Laplacian on these tilings. In particular, we use insights from holography, such as the presence of non-normalizable modes, to provide solutions for masses-squared above the BF bound, thus beyond the standard spectrum of the Laplacian. Moreover, we propose a novel electric circuit, in the spirit of topoelectric circuits [25, 26], to access these new mass-squared values in experiment.

**Equations of Motion on $\text{EAdS}_2$:** In order to investigate the physics of the BF bound for hyperbolic tilings, we consider one of the simplest continuum systems admitting a holographic duality, a free massive scalar field Euclidean $\text{AdS}_2$ ($\text{EAdS}_2$), with the induced metric

$$ds^2 = g_{\mu\nu} dx^\mu dx^\nu = \frac{\ell^2}{\cos^2(\theta)} (d\theta^2 + \sin^2(\theta) d\phi^2).$$

(1)

Here, $\ell$ is the curvature radius of $\text{EAdS}_2$, and $\theta \in [0, \frac{\pi}{2})$, $\phi \in [0, 2\pi)$. The asymptotic boundary of $\text{EAdS}_2$ is at $\theta = \frac{\pi}{2}$, corresponding to an infinite geodesic distance from the origin $\theta = 0$. The scalar field action

$$S = \frac{1}{2} \int d^2x \sqrt{g} \left( \partial^\mu \Phi \partial_\mu \Phi + m^2 \Phi^2 \right)$$

(2)

yields as equation of motion the Klein-Gordon equation [27]

$$0 = \frac{1}{\sqrt{g}} \left( \sqrt{g} g^{\mu\nu} \partial_\mu \Phi - m^2 \Phi \right) \equiv (\Box - m^2) \Phi$$

(3)

$$= \frac{1}{\ell^2} \cos \theta \cot \theta \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial \Phi}{\partial \theta} \right) - m^2 \Phi(\theta),$$

(4)

with $\Box$ the Laplace-Beltrami operator on $\text{EAdS}_2$. The second equality in (4) holds for a purely $\theta$-dependent field configuration $\Phi(\theta)$ with no angular dependence. Eq. (4) admits analytic solutions in terms of hypergeometric functions (S.2) in the Supplementary Material [28], parametrized by two integration constants, which can be related by the regularity boundary condition $\Phi'(0) = 0$. Asymptotically near the boundary at $\theta = \pi/2$, the two fundamental solutions behave as

$$\Phi(\theta) \approx A (\cos \theta)^{-\Delta} + B (\cos \theta)^{\Delta},$$

(5)

where $\Delta = \frac{1}{2} + \frac{1}{4} + m^2 \epsilon^2$ is the scaling dimension of the boundary operator $O$ holographically dual to $\Phi$. In AdS/CFT, the terms in (5) are denoted as non-normalizable and normalizable modes, respectively. Imposing suitable boundary conditions at $\theta = \frac{\pi}{2}$ [29], the coefficient $B$ of the normalizable mode is identified with the vacuum expectation value of the dual operator $O$, while the coefficient $A$ of the non-normalizable mode determines its source $J$. In spatial dimension $d = 1$ and for masses of the scalar field

$$m^2 \epsilon^2 < -\frac{1}{4},$$

(6)

the scaling dimension $\Delta$ of the dual operator becomes complex. In the CFT, this indicates a breakdown of unitarity. In the AdS bulk, it implies that the energy of the scalar field,

$$E = \int d\theta \cos(\theta)^{2\Delta} \left( (\partial_\theta \Phi)^2 + \Delta^2 \Phi^2 \right),$$

(7)

ceases to be a real and positive quantity [28]. Here, we have used the ansatz $\Phi(\theta) = (\cos \theta)^{\Delta} \tilde{\Phi}(\theta)$ [22, 23, 30]. After quantization, this denotes an instability of the system towards a new, true ground state [31]. The reality condition on $\Delta$ implies $m^2 \epsilon^2 \geq -\frac{1}{4}$. This is the Breitenlohner-Freedman stability bound [22, 23] and is a key element of AdS/CFT.

We now analyze the implications of a finite cutoff for the analytical solutions. Regularity at the origin is imposed through von Neumann boundary conditions at $\theta = 0$. Introducing a finite radial cutoff $\epsilon \ll 1$, such that Dirichlet boundary conditions are imposed at $\theta_c = \frac{\pi}{2} - \epsilon$ via $\Phi(\theta_c) = 1$, leads to a rescaling of the solutions. We solve Eq. (4) subject to these boundary conditions and find that, above the BF bound, solutions have no zeroes in the regime $\theta \in [0, \frac{\pi}{2})$. Below the BF bound, however, solutions develop an infinite set of zeroes [28].

At specific values of the mass-squared $m^2 \epsilon^2$ and cutoff $\epsilon$, we observe a singular behavior of the solutions, characterized by discontinuous jumps of the field amplitude, as presented in Fig. 2. These only appear below the BF bound and are a result of the cutoff coinciding with a zero of the solution associated to the given value of $m^2 \epsilon^2$, thus making the rescaling factor diverge. We denote these pairs $(m^2 \epsilon^2, \epsilon)$ as Umklapp points. The position of the first Umklapp point below $m^2 \epsilon^2 = -\frac{1}{4}$, corresponding to the zero which is furthest into the bulk, can be used as an indicator for the unstable regime. More precisely, when the cutoff is removed, the value of the mass-squared for which this zero first appears corresponds to the BF stability bound. The analytical derivation of the solutions to the KG equation (4) at a finite cutoff $\epsilon$ provided in [28] allows for an exact tracking of this first Umklapp point for different cutoffs. This provides a reference behavior, shown in black in Fig. 3, to which we compare our numerical findings.

**Regular hyperbolic tilings of $D^2$:** $\text{EAdS}_2$ is isomorphic to the Poincaré disk model of hyperbolic space $D^2$, which can
be naturally discretized by regular hyperbolic tilings [6, 7].
These preserve a large subgroup, known as a Fuchsian group of the first kind, of the isometry group PSL(2, R) of EAdS_2 [32], making them promising candidates for setting up a discrete holographic duality. Hyperbolic tilings are characterized by their Schläfli symbol \{p, q\}, with \((p - 2)(q - 2) > 4\), denoting a tiling with \(q\) regular \(p\)-gons meeting at each vertex. The \{7, 3\} hyperbolic tiling and its dual \{3, 7\} tiling are shown in Fig. 1 as an example. Since hyperbolic space introduces a length scale through its radius of curvature \(\ell\), the edge lengths of hyperbolic polygons are fixed quantities, depending only on the Schläfli parameters \(p\) and \(q\) [33]. Their geodesic length \(\theta^{(p,q)}\) in units of \(\ell\) can be computed via the Poincaré metric (1) and can be interpreted as a fixed lattice spacing that cannot be tuned. We compute \(\theta^{(p,q)}\) for several \(p\) and \(q\) in [28]. In general, this makes a continuum limit of \{p, q\} tilings in the usual way impossible. Nevertheless, we provide evidence that regular hyperbolic tilings indeed preserve some properties of the continuum scalar field theory, indicating that they are a good approximation of continuum EAdS_2.

While the entire EAdS_2 space can be filled with an infinite \{p, q\} tiling, numerical simulations and experimental setups can only be finite-sized. The truncation of the tiling to a finite number of layers is equivalent to the introduction of a finite cutoff as mentioned earlier. Given the jagged structure of the tiling’s boundary at any finite layer, an effective uniform radial cutoff needs to be drawn. This allows a direct comparison of the Umklapp points observed in numerical simulations on the truncated tilings with the analytical solutions derived in [28].

**Numerical Methods:** The central ingredient for our numerical analysis of the Klein-Gordon equation on \{p, q\} hyperbolic tilings is a suitable discretization, denoted by \(\square\), of the Laplace-Beltrami operator. Its action on a scalar function \(\Phi(\theta, \phi)\), represented on the tiling by discrete values \(\Phi_j = \Phi(\theta_j)\), can be written as

\[
(\square \Phi)_j = \sum_{k|j} w_{jk} e^{-2}(\Phi_k - \Phi_j),
\]

where \(k|j\) denotes the summation over the \(q\) neighboring sites \(k\) of site \(j\). In order to determine the weight factors \(w_{jk}\), we implement the following method devised from the established approximation of lattice operators by finite difference quotients. Given that all cells in a hyperbolic tiling are isometric, it is clear that all weights in the stencil have to be equal, i.e. \(w_{jk} \equiv w\) (cf. right panel of Fig. 1), which allows us to write the lattice operator formally as a matrix

\[
\square - m^2 \equiv w e^{-2}(A - G) + M,
\]

acting on a vector of function values \(\Phi = (\Phi_0, \Phi_1, \ldots)\). Here, \(A\) and \(G\) denote the adjacency and degree matrix of the tiling graph and \(M = \text{diag}(-m^2)\). In order to calculate the weight \(w\), recall the approximation of a 1D second derivative by finite differences \(\partial_x^2 \chi(x) = \chi(x - h) - 2\chi(x) + \chi(x + h))\). First, we determine a test function \(\chi(x)\) such that \(\partial_x^2 \chi(x) = 1\), in this case \(\chi(x) = \frac{1}{2}x^2\). Applying the discretized derivative to this function yields \(\partial_x^2 \chi(x) = h^2w\), hence \(w = h^{-2}\). Note that unlike this case of a Cartesian hypercubic lattice, the hyperbolic lattice spacing \(h\) is fixed, as discussed above.

We now apply this procedure to the stencil on the hyperbolic lattice. First, we determine a radially symmetric test function \(\chi(\theta)\) such that

\[
\square \chi(\theta) = \frac{1}{\ell^2} \left( \cos^2 \theta \cot \theta \partial_\theta + \cos^2 \theta \partial_\theta^2 \right) \chi(\theta) = 1.
\]

A possible solution is

\[
\chi(\theta) = \ell^2 \ln\left(1 + \frac{1}{\cos \theta}\right).
\]

Applying \(\square\) to this function on the central site of the tiling (cf. right panel of Fig. 1) yields

\[
\square \chi(0) = p w (\chi(\theta^{(p,q)}) - \chi(0)) = 1.
\]

Solving for \(w\), the weight factors can be obtained for every \{\(p, q\)\} and are listed in [28].

**Numerical Results:** Given the lattice Laplacian, the continuum Klein-Gordon equation on a constant time slice can be expressed on the finite hyperbolic tiling as

\[
\square \Phi - m^2 \Phi = 0 \quad \text{for} \quad \theta < \theta_c,
\]

\[
\Phi(\theta) = \Phi_c \quad \text{for} \quad \theta = \theta_c
\]

where the boundary condition is implemented by assigning constant values to sites outside the radial cutoff \(\theta_c\).

Solving the discretized boundary value problem (13) requires iterative matrix methods [34, 35] already for medium
Fuchsian symmetry is broken, the universality of the results of Fig. 3 indicate that even for finite cutoff, where the system sizes. It has to be taken into account that for negative $m^2$ exceeding a certain threshold, most standard solvers tend to be unstable due to the lattice operator $\Box - m^2$ becoming indefinite in this parameter regime [36]. A class of algorithms which can handle indefinite, sparse linear systems are so-called Krylov subspace methods [37]. In particular, we use both the GMRES (generalized minimum residual) [38] and BiCGSTAB (biconjugate gradient stabilized) [39] methods to solve Eq. (13) and extract the positions of the Umklapp points. Results from both algorithms are fully compatible and presented in Fig. 3 for various hyperbolic tilings [40] and values of the cutoff. We find that all curves nicely converge towards $m^2 \epsilon^2 = -1/4$ for $\epsilon \to 0$, thus yielding the correct infinite volume limit and marking the main result of this Letter.

We expect that the universal behavior for all $p$ and $q$ displayed in Fig. 3 originates from a group-theoretic argument as follows. For Fuchsian groups of the first kind, which describe the isometries of $\{p,q\}$ tilings, it is known that the boundary limit set is the circle $S^1$ [21?]. For infinite tilings, this implies conformal invariance of the boundary theory. The BF bound is the mass-squared threshold at which the scaling dimension $\Delta$ of the CFT operator dual to the bulk scalar field becomes complex, as can be seen from the definition of $\Delta$ below (5). Thus, the asymptotic value of the first Umklapp point must be the same for all $p$ and $q$ as $\epsilon \to 0$. In addition, our numerical results of Fig. 3 indicate that even for finite cutoff, where the Fuchsian symmetry is broken, the universality of the $\epsilon \to 0$ behavior is preserved for all $p$ and $q$.

**Hyperbolic Electric Circuits:** We further propose an experimental realization of the BF bound in a suitable electric circuit. We are motivated by topolectric circuits [16], which are a platform based on circuits of capacitors and inductors which are engineered to realize a plethora of models exhibiting topological states of matter [25, 26, 41]. Specifically, let us consider a circuit on a hyperbolic tiling as shown in Fig. 4. On the vertices of the tiling we attach grounded capacitors $C$ and connect them via identical inductors $L$ along the polygon edges. Note that our construction differs from that in [17] in that we exchange capacitors and inductors. This is necessary because only then the site voltage $U_j$ represents the scalar field $\phi_j$. In this network, the voltage $U_j$ at site $j$ is related to the capacitor current by $I_j = CU_j$ while the voltage differences between neighboring sites $k$ of $j$ are related to the induced current by $(U_k - U_j) = L\dot{I}_{jk}$. According to Kirchhoff’s laws, the time-evolution of the voltage at site $j$ is given by

$$\dot{U}_j = \frac{1}{LC} \sum_{lk} (U_k - U_j),$$

where in our case, the weights are constant $w_{jk} = w^{(p,q)}$ as discussed above. The oscillatory eigenmodes $\dot{U}_j(t) = u_j e^{i\omega t}$ are determined by the system of equations

$$-\omega^2 U_j = \frac{1}{LC} \sum_{lk} (U_k - U_j) = \frac{w^{(p,q)}}{LC} U_j.$$  \hspace{1cm}(15)

By identifying

$$-m^2 \epsilon^2 = \omega^2 \frac{LC}{w^{(p,q)}},$$

the electric circuit provides a realization of the discretized Klein-Gordon equation for $m^2 \epsilon^2 < 0$ [42].

The first Umklapp point corresponds to the lowest eigenfrequency of the circuit, which represents the finite gap in the negative-definite eigenvalue spectrum of the hyperbolic Laplacian [15]. Since the circuits described above contain only passive elements, they can only realize the regime of negative mass-squared. This is however precisely the regime where according to (7), solutions to (4) are unstable within the AdS/CFT correspondence. For electric circuits to access the regime of $m^2$ above the BF bound, thus realizing non-normalizable solutions (5) essential for holography, the implementation of active electrical elements is required. Such elements were introduced in [? ] in the context of topolectric circuits. We propose to use negative impedance converters to achieve negative values of $L$ or $C$ on the r.h.s. of (16).

In order to systematically locate the eigenmodes of the passive circuit, we apply a driving alternating current at the central node and integrate the system of Eqs. (15) over time using an explicit fourth-order Runge-Kutta method. Details of our numerical analysis are presented in [28]. Once the fundamental mode of the system is found, the corresponding negative mass-squared can be extracted according to Eq. (16). These resonances (eigenfrequencies of the circuit) are a physical manifestation of the Umklapp points introduced above. Performing this analysis for several different hyperbolic tilings [40] and finite cutoff radii, we are able to locate the positions of the lowest eigenfrequency. Similarly to our analysis of the Umklapp points, we are able to find the instability threshold on the tiling by tracking the position of the first resonance frequency of the circuit as the cutoff is removed. Again, we find an excellent agreement with the continuum prediction, as shown in the inset of Fig. 3. Our analysis thus shows how the BF bound can be experimentally realized on hyperbolic electric circuits.
Conclusions: For the first time, we have identified the implications of the Breitenlohner-Freedman bound for discrete regular tilings of hyperbolic space. Notably, we find universal behavior of the instabilities for all \( \{p, q\} \) discretizations, even for finite cutoff. In particular, we find excellent agreement between the positions of the Umklapp points as obtained via numerical simulations of the scalar field on several different \( \{p, q\} \) tilings with the analytical solutions of the Klein-Gordon equation on EAdS\(_2\). Moreover, for a specific hyperbolic electric circuit we show how the resonance frequencies are a manifestation of the Umklapp points. Simulations of the circuit dynamics also show excellent agreement with the analytical data by yielding the same dependence of the resonances on the cutoff size. Both these results confirm the universal behavior. Furthermore, we suggest how to adapt the electrical circuits in order to realize mass-squared values above the BF bound. Such circuit realizations will make regular hyperbolic tilings excellent candidates for bringing aspects of AdS/CFT to the laboratory.

The EAdS\(_2\) manifold considered here describes a constant timeslice of the larger AdS\(_{2+1}\) spacetime. It would be interesting to generalize our analysis to a Lorentzian setting involving time, for instance by adding a temporal leg to the vertices of the tilings and equipping them with radius-dependent weights (see also [11] for a first attempt in this direction). In practice, this can be implemented by locally modifying \( L \) and \( C \) on the hyperbolic electric circuit. We leave this for future work.
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SUPPLEMENTARY MATERIAL

Analytic Solutions on EAdS\(_2\)

We provide the full analytical derivation of the solutions to the Klein-Gordon equation in EAdS\(_2\). In the coordinates given in Eq. (1) of the main text, the Klein-Gordon equation in Eq. (4) can be written as

\[
\cos(\theta)^2 \partial_\theta^2 \Phi(\theta) + \cos(\theta)^2 \cot(\theta) \partial_\theta \Phi(\theta) - m^2 \ell^2 \Phi(\theta) = 0. \tag{S.17}
\]

This differential equation has two fundamental solutions in terms of hypergeometric functions [43], whose linear combination gives the general solution

\[
\Phi(\theta) = (-1)^{1/2} \frac{1}{2} \sqrt{1 + 4m^2 \ell^2} \cos(\theta) \frac{1}{2} \sqrt{1 + 4m^2 \ell^2} \times \left( \bar{A} \cdot 2 F_1[a_1, b_1, c_1; \cos(\theta)^2] + \bar{B} (i \cos(\theta)) \sqrt{1 + 4m^2 \ell^2} \cdot 2 F_1[a_2, b_2, c_2; \cos(\theta)^2] \right), \tag{S.18}
\]

with the coefficients

\[
a_1 = \frac{1}{4} \left( 1 - \sqrt{1 + 4m^2 \ell^2} \right), \\
b_1 = \frac{1}{4} \left( 3 - \sqrt{1 + 4m^2 \ell^2} \right), \\
c_1 = \frac{1}{2} \left( 2 - \sqrt{1 + 4m^2 \ell^2} \right), \\
a_2 = \frac{1}{4} \left( 1 + \sqrt{1 + 4m^2 \ell^2} \right), \\
b_2 = \frac{1}{4} \left( 3 + \sqrt{1 + 4m^2 \ell^2} \right), \\
c_2 = \frac{1}{2} \left( 2 + \sqrt{1 + 4m^2 \ell^2} \right). \tag{S.19}
\]
\( \tilde{A} \) and \( \tilde{B} \) are integration constants. Neglecting for the moment constant prefactors we can already extract the asymptotic behavior of the solutions (S.18) towards the boundary \( \theta \to \frac{\pi}{2} \), \( \cos(\theta)^2 \to 0 \). For this, recall that the hypergeometric functions are regular around the origin \( z = 0 \), with their series expansion given by [43]

\[
2\mathbf{F}_1[a, b, c; z] = 1 + \frac{abz}{c} + \frac{a(a+1)b(b+1)z^2}{2c(c+1)} + \mathcal{O}(z^3) .
\]

(S.20)

Thus, the solutions (S.18) have the asymptotic boundary behavior

\[
\Phi(\theta) \approx 2 + A \cos(\theta)^{1-\Delta} (1 + \mathcal{O}(\theta^2)) + B \cos(\theta)^\Delta (1 + \mathcal{O}(\theta^2))
\]

(S.21)

with \( \Delta = \frac{1}{2} + \frac{1}{2} \sqrt{1 + 4m^2c^2} \) and where the coefficients \( A, B \) include possible constant prefactors.

The solutions (S.18) diverge at the origin \( \theta \to 0 \) due to individual logarithmic divergences of the hypergeometric functions at that singular point. Thus, to guarantee regularity of the solutions at the origin, i.e. \( \partial_\theta \Phi(\theta)|_{\theta=0} = 0 \), we need to specify a relation between the integration constants \( \tilde{A} \) and \( \tilde{B} \) such that the logarithmic divergences cancel each other. A straightforward computation at \( \theta = 0 \) yields

\[
\tilde{A} = -(i)^V \frac{1 + \sqrt{4m^2c^2} 2\mathbf{F}_1[a_2, b_2, c_2; 1]}{2\mathbf{F}_1[a_1, b_1, c_1; 1]} \tilde{B} .
\]

(S.22)

This relation can be further simplified by exploiting the properties of hypergeometric functions with unity argument [43]

\[
2\mathbf{F}_1[a, b, c; 1] = \left\{ \begin{array}{l}
\frac{\Gamma(c)\Gamma(c-a-b)}{\Gamma(c)\Gamma(c-b)} ; \Re(c-a-b) > 0 , \\
\lim_{z \to 1^-} 2\mathbf{F}_1[a, c; z] = \frac{\Gamma(a+b)}{\Gamma(a)\Gamma(b)} ; c = a + b ,
\end{array} \right.
\]

(S.23)

where \( \Gamma \) denotes the Euler-Gamma function. The coefficients (S.19) obey \( c_i = a_i + b_i \) for \( i = 1, 2 \) and we can thus simplify (S.22) to find

\[
\tilde{A} = -(i)^V \frac{1 + \sqrt{4m^2c^2} \Gamma(a_2 + b_2)\Gamma(a_1)\Gamma(b_1)}{\Gamma(a_1 + b_1)\Gamma(a_2)\Gamma(b_2)} \tilde{B} .
\]

(S.24)

Finally, we wish to impose Dirichlet boundary conditions at a finite radial cutoff \( \theta = \theta_c = \frac{\pi}{2} - \epsilon \), such that the field value equals unity, i.e. \( \Phi(\theta_c) = 1 \). This fixes the remaining integration constant to be

\[
\tilde{B} = \frac{(-1)^b \Gamma(c_1) \Gamma(c_2) 2 \sqrt{4m^2c^2 + 1} \cos(\theta_c)}{\sqrt{\pi} \left( \Gamma(4a_1) \Gamma(c_1) (8i)^{\sqrt{4m^2c^2 + 1}} 2\hat{F}_1[a_1, b_1, c_1; \cos^2(\theta_c)] - \Gamma(4a_2) \Gamma(c_1) (i \cos(\theta_c))(\sqrt{4m^2c^2 + 1}) 2\hat{F}_1[a_2, b_2, c_2; \cos^2(\theta_c)] \right)} ,
\]

(S.25)

with the regularized hypergeometric function \( \hat{F}_1[a, b, c; z] = \frac{\mathbf{F}_1[a, b, c; z]}{\Gamma(c)} \). The solutions are thus fully determined as functions of the mass \( m^2 \) and the radial cutoff \( \theta_c = \frac{\pi}{2} - \epsilon \).

**Positivity of the Energy Functional**

In this section we show how solutions to the Klein-Gordon equation for masses below the BF bound are unstable. This instability is characterized by what was denoted as positivity of the energy in the original work of Breitenlohner and Freedman [22, 23]. In their context, positivity requires the energy to be a positive real number. If the energy is negative or develops a non-vanishing imaginary part, the system is considered to be unstable. The arguments in this section have been provided partly in the original papers by Breitenlohner and Freedman [22, 23], as well as in an extended analysis given in [30]. These works considered the Lorentzian version of AdS\( _d \) spacetime in higher dimensions, but the logical arguments are insensitive to a Wick rotation and the choice of \( d = 2 \).

The scalar action

\[
S = \frac{1}{2} \int d^2x \sqrt{g} \left( \partial^\mu \Phi \partial_\mu \Phi + m^2 \Phi^2 \right) .
\]

(S.26)
with \( \mu, \nu = \{ \theta, \phi \} \) in the coordinates of Eq. (1) of the main text. We can associate a corresponding stress-energy tensor \( T_{\mu\nu} \) through the variation

\[
T_{\mu\nu} \equiv \frac{2}{\sqrt{g}} \frac{\delta S}{\delta g^{\mu\nu}}.
\]  

(S.27)

For our scalar field, we obtain explicitly

\[
T_{\mu\nu} = \partial_\mu \Phi \partial_\nu \Phi + \frac{1}{2} \delta_{\mu\nu} \left( g^{\rho\sigma} \partial_\rho \Phi \partial_\sigma \Phi + m^2 \Phi^2 \right).
\]  

(S.28)

The energy functional of the full system decomposes into a contribution from gravity and a contribution from the scalar field. The positivity of the gravity contribution was proven in [44]. The contribution from the scalar field is given by the energy functional

\[
E(T_{\mu\nu}) = \int_0^\pi d\theta T_{\phi\phi},
\]  

(S.29)

where the integrand denotes the “temporal” component of the stress energy tensor. In Euclidean signature, this corresponds to the angular coordinate \( \phi \) present in Eq. (1) of the main text. Inserting our stress-energy tensor (S.28), we obtain

\[
E(T_{\mu\nu}) = \int_0^\pi d\theta \left( \frac{3}{2} (\partial_\theta \Phi)^2 + \frac{1}{2} (\partial_\phi \Phi)^2 + \frac{1}{2} m^2 \ell^2 \Phi^2 \right). \]  

(S.30)

This expression might seem manifestly positive, but the potential term can contribute negatively for negative mass-squared. Since we are interested radially symmetric solutions, we can neglect the first term. This is not a restriction, since this term by itself is indeed manifestly real and positive. We will thus not write it explicitly in the following. In order to re-write the radial derivative and the potential terms in manifestly real and positive form, we use the ansatz \( \Phi(\theta) = \cos(\theta)^\Delta \tilde\Phi \), where the exponent is \textit{a priori} not specified but we denoted it with a suggestive notation in view of the scaling dimension. Plugging in this ansatz into (S.30) and integrating by parts, we find

\[
E(T_{\mu\nu}) = \int_0^\pi d\theta \cos(\theta)^{2\Delta} \left( (\partial_\theta \Phi)^2 + \left( \Delta + \frac{1-2\Delta}{\cos(\theta)^2} + \Delta^2 + m^2 \ell^2 \right) \Phi^2 \right) - \frac{2}{\cos(\theta)^2} \sin(\theta) \Phi^2 \int_0^\pi d\theta.
\]  

(S.31)

The vanishing of the boundary term for normalizable modes was proven in [22, 23] and for non-normalizable modes in [30]. It thus remains to guarantee the reality and positivity of the integrand. By choosing the coefficient in our ansatz to obey \( \Delta = \frac{1}{2} + \sqrt{\frac{1}{4} - m^2 \ell^2} \), we can write

\[
E(T_{\mu\nu}) = \int_0^\pi d\theta \cos(\theta)^{2\Delta} \left( (\partial_\theta \Phi)^2 + \Delta^2 \Phi^2 \right).
\]  

(S.32)

This expression is manifestly real and indeed positive as long as \( \Delta \) is real, which in turn requires \( m^2 \ell^2 \geq -\frac{1}{4} \). This is precisely the BF bound. For visualization purposes, the behavior of the solutions above and below the BF bound is shown in Fig. 5. We observe a drastic change of the solutions when the mass-squared goes below the stability threshold.

\[ \text{Hyperbolic Electric Circuits} \]

Here we describe in detail our numerical simulations regarding a possible experimental realization of the Breitenlohner-Freedman bound, using an electric circuit network. The primary goal is to locate the fundamental oscillatory eigenmode of the circuit. The corresponding resonance frequency directly corresponds to the position of the stability bound via Equation (15) in the main text. Specifically, we implement the setup shown in Fig. 4 in the main text numerically. The equations governing the dynamics of the currents along the links and voltages on the nodes are given by

\[
LI_{jk} = u^{[p,q]}(U_k - U_j), \quad \text{C}U_j = I_j,
\]  

(S.33)

where the dot denotes a temporal derivative. This represents a system of \( 2N \) coupled first-order differential equations, where \( N \) is the number of nodes in the tiling and \( j, k \) are vertex indices. The system is to be solved for the time-dependent voltages \( U_j(t) \),
Figure 5. Comparison of solutions to the Klein-Gordon equation for values of the mass-squared above and below the BF bound $m^2\ell^2 = -1/4$. The solutions have been rescaled for clarity. The solutions above the BF bound for $m^2\ell^2 = -1/10$ and $m^2\ell^2 = -1/5$ do not exhibit any zeroes, while the solutions below the BF bound $m^2 < -1/4$ do. For positive values of the mass-squared, the solutions contain non-normalizable modes that diverge at the boundary $\theta \to \pi/2$ (blue curve).

In our simulations, we set $L = C = 1$. The weights $w^{(p,q)}$ are given in Table I for a selection of $(p,q)$ pairs. Note that in our actual technical realization, these weights are introduced as the relative strength of the inductances as compared to the capacitances.

In order to integrate Equations (S.33) over time, we use an explicit fourth-order Runge-Kutta (RK4) method [45, 46]. Radial Dirichlet boundary conditions are realized by first truncating the hyperbolic lattice at a fixed radius $\theta_c < \pi/2$. Then, only those nodes inside the cutoff radius are iterated according to the dynamic rules (S.33). Sites which are positioned outside of the cutoff are considered ghost nodes. They are grounded without an additional capacitor and hence effectively not updated during the simulation. Consequently, their voltages remain zero, i.e. $U_j(t) = 0$ for $\theta(x_j) > \theta_c$. We prepare the system in a state where all voltages are set to zero initially and apply a driving alternating voltage at the central site of the tiling, $U(x_0, t) \equiv U_0(t) \propto \sin(\omega_0 t)$. Note that in order to resolve the temporal dynamics of the circuit accurately, the time increment of the integrator is chosen significantly smaller than the typical time scale of the system, i.e. $\Delta t \ll \omega^{-1}$.

Due to the external driving force in the center of the tiling, an oscillation of the voltage throughout the entire lattice is initiated.

| $(p,q)$ | $w^{(p,q)}$ | $\theta^{(p,q)}$ |
|--------|-------------|----------------|
| [3,7]  | 4.213387    | 0.5382155      |
| [4,5]  | 0.928414    | 0.9045569      |
| [4,6]  | 0.616576    | 1.0471976      |
| [5,4]  | 0.541067    | 1.0147126      |
| [6,4]  | 0.240449    | 1.2309594      |
| [7,3]  | 0.503616    | 0.9224420      |
| [8,3]  | 0.233732    | 1.1437177      |

Table I. Weights and edge lengths for the tilings used in this paper.
Figure 6. Normalized total energy $E_{\text{tot}}$ of the circuit as defined in (S.34), as a function of the driving frequency, measured after the shut down of the drive.

Figure 7. Driving voltage (blue) and oscillation of anode in the 4th layer (orange) over time (measured in units of Runge Kutta iteration steps). The driving frequency is set precisely at the fundamental resonance of the system in the left panel and away from any resonance in the right panel. The lower parts of both panels show the corresponding total energy.

In order to locate the lowest eigenfrequency of the system, we gradually increase $\omega_d$ and detect the points $\omega_{c,0} < \omega_{c,1} < \ldots$ where the system resonates. Most conveniently these frequencies are found by monitoring the total energy, given as

$$E_{\text{tot}} = \frac{1}{2} C \sum_j U_j^2 + \frac{1}{2} L \sum_{kl} I_{jk}^2.$$  

(S.34)

Let us stress that this energy is a physically different quantity than the gravitational energy defined in (S.30). The latter is the energy of the gravitational system with respect to the Euclidean time at the boundary of EAdS$_2$, while the former is the energy of the electrical circuit obtained from Kirchhoff’s laws and defined with respect to an auxiliary time parameter. While the energy in (S.30) is the quantity responsible for the BF bound, the circuit energy in (S.34) is used in the simulations to monitor the response of the voltage with respect to the driving force and thus find the resonant frequencies. The quantity defined in (S.34) is expected to exhibit a pronounced peak whenever a resonance frequency is hit. In Fig. 6 we plot the energy against the frequency of the driving force. Indeed, we observe a number of strong peaks associated to the resonance modes of the circuit. All the results shown in the figures are for the exemplary case of a $\{7,3\}$ hyperbolic tiling.

In order to verify that these are in fact the eigenmodes of the system, we shut down the driving force once the system has reached a state of steady oscillation. For reasons of numerical stability, this is done smoothly over the period of a few oscillations. If the eigenmode is met, we expect an unchanged steady oscillation of the system, even without the external drive, which is indeed confirmed in our simulations. Examples are shown in Fig. 7. During this phase of a “free” oscillation, the total energy of the system must be conserved since our circuit is assumed to be “ideal” and hence dissipation free. From the technical perspective
Fig. 8. Examples of frequency response spectra of a driven oscillation with radial cutoff $\theta_1 \approx 1.5644098$ for three different driving frequencies. In the upper panel $\omega_d = \omega_{r,0} \approx 0.653589$, in the lower panel $\omega_d = \omega_{r,1} \approx 1.002416$ and in the middle panel $\omega_d = 0.8$.

...conservation of energy represents an important validation for numerical stability. As can be seen in Fig. 7, obtained through the RK4 method with an error of only $\mathcal{O}((\Delta t)^4)$, the energy indeed stays approximately constant during the further evolution of the system. Finally, as a second verification, we compute the Fourier spectra of the free oscillation, as shown in Fig. 8. For the fundamental mode $\omega = \omega_{c,0}$ (upper panel in the figure) we find only one sharp peak in an otherwise empty spectrum, as expected.

Once we have located and confirmed the fundamental eigenmode, we continue to precisely pinpoint the corresponding frequency $\omega_{c,0}$ by fitting a Lorentzian profile to the peak in the energy-frequency diagram in Fig. 6 and read off the maximum. This frequency can then be translated into the corresponding Klein Gordon mass squared as described in Equation (15) in the main text.
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