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The coefficients of an algebraic plane curve passing through a given set of points Poisson commute with respect to each pair of coordinates corresponding to the given points. This fact has been observed in \[3, 4\] in the context of separation of variables for non-linear integrable systems. It is a particular case of this statement that the coefficients of the Lagrange interpolation polynomial commute with respect to Poisson brackets of the similar type on interpolation data. This fact has been given with an independent proof in \[10\] where the corresponding integrable system had emerged as a reduction of a rank 2 hyperelliptic Hitchin system (see also \[9\]).

The aim of the present note is to draw attention to the above, and other integrable systems of pure algebraic origin, not necessary related to curves, and derive them in the general set-up of separation of variables. The method we use shows that separation of variables is applicable for generating the integrable systems while conventionally it starts from given ones.

We consider a system of equations

\[(1) \quad F_i(H_1, \ldots, H_n, a_i, b_i) = 0, \quad i = 1, \ldots, n\]

where \(F_i\) are given smooth functions, \(H_j = H_j(a_1, \ldots, a_n, b_1, \ldots, b_n)\) are unknown smooth functions \((i, j = 1, \ldots, n)\) in complex (resp., real) variables. It is important that for any \(i = 1, \ldots, n\) the function \(F_i\) explicitly depends on only one pair of variables \(a_i, b_i\) (however it may depend on the remainder of variables via \(H_1, \ldots, H_n\)).

An important particular case is given by linear systems. Let \(f(x, y) = (f_{ij}(x, y))_{i=0,1; \ldots, n, j=0,1; \ldots, n}\) be a differentiable matrix-valued function of two real or complex variables. Consider the following system of linear equations with unknowns \(H_1, \ldots, H_n:\)

\[(2) \quad \sum_{j=1}^{n} f_{ij}(a_i, b_i)H_j = f_{i0}(a_i, b_i), \quad i = 1, \ldots, n\]

defined in the domain in \(\mathbb{C}^{2n}\) where the matrix of the system with eliminated \(k\)-th equation has rank \(n - 1\) for all or some of \(k : 1 \leq k \leq n\).
$k \leq n$. We think of the following basic examples with relation to the system (2).

Example 1. Given $n$ pairs $(a_i, b_i)$ of real (complex) numbers ($i = 1, \ldots, n$), the problem of finding the degree $n - 1$ polynomial taking the value $b_i$ at the point $a_i$ for all $i = 1, \ldots, n$ descends to the system of type (2) with $f_{ij}(x, y) = x^{j-1}$ for $j \neq 0$, $f_{i0}(x, y) = y$ for all $i = 1, \ldots, n$ (it can be also directly written in the form of Lagrange interpolation polynomial). It follows from Proposition 2 below that we may don’t restrict ourselves with just a polynomial of degree $n - 1$ given by $n$ pairs of numbers. We may consider polynomials of an arbitrary degree with only $n$ nonzero coefficients, and Laurent polynomials.

Example 2. Consider a plane algebraic curve and write its equation in the form $\sum_{j=1}^{d} H_j x^{p_j} y^{q_j} = f_0(x, y)$. We regard the coefficients on the right hand side of the equation as given, and the coefficients on the left hand side as subjected to finding from the requirement that the curve passes through $d$ points $(a_1, b_1), \ldots, (a_d, b_d)$. This leads to the system of equations of type (2) with $f_{ij}(x, y) = x^{p_j} y^{q_j}$, $f_{i0}(x, y) = f_0(x, y)$ (with $f_{ij}$ independent of $i$). For example take the Weierstraß model of an affine curve [8]. It is given by a pair of coprime natural numbers $(n, s)$ by means of the equation

$$y^n = x^s + \sum_{q>0} \lambda_q \sum_{\substack{ns-ni-sj=q \atop i,j \geq 0}} x^i y^j.$$  

Let $d$ be the number of different values of $q$ such that $q = ns-ni-sj > 0$, $i, j \geq 0$. Given $d$ points $(a_k, b_k) \in \mathbb{C}^2$, $k = 1, \ldots, d$ define the coefficients $\lambda_q$ from the requirement that our curve passes through all the points $(a_k, b_k)$. It descends to the system of the type (2) where $f_{ij}$ do depend on $i$ (in contrary to previous examples).

Example 3. Consider a polynomial given by its values at certain points, and by the values of its derivatives of arbitrary orders at the other, mutually different, points, so that there is a balance between unknown coefficients and given pairs of the type point–value. It is a kind of the Hermit interpolation polynomial, in the classical one the values of the polynomial itself and its derivatives are given at the same points. It is easy to see that in this case we obtain a system of the type (2) where $f_{ij}$ do depend on $i$ (in contrary to previous examples).
We consider a Poisson bracket of the form
\[ \{ f, g \} = \sum_{j=1}^{n} p_j \left( \frac{\partial f}{\partial a_j} \frac{\partial g}{\partial b_j} - \frac{\partial g}{\partial a_j} \frac{\partial f}{\partial b_j} \right) \]
where \( p_j = p_j(a_j, b_j) \) are smooth functions in only one pair of variables (to satisfy the Jacobi identity). For \( p_j \equiv 1 \) for all \( j = 1, \ldots, n \) we obtain the \textit{canonical Poisson bracket}. In the case \( p_j \equiv 0, j \neq k \) we obtain a bracket corresponding to the pair \((a_k, b_k)\) of coordinates (in \( \mathbb{C}^2 \) \( p_j \) is the same for all \( j \) though it is of no importance for the proof given there).

Proposition 1. The components \( H_1, \ldots, H_n \) of the solution to (2) considered as functions in \( a_1, \ldots, a_n, b_1, \ldots, b_n \) defined in the domain in \( \mathbb{C}^{2n} \) where \( \text{rank} \left( \frac{\partial (F_1, \ldots, F_{k-1}, F_{k+1}, \ldots, F_n)}{\partial (H_1, \ldots, H_{k-1}, H_{k+1}, \ldots, H_n)} \right) = n - 1 \) for a \( k : 1 \leq k \leq n \) satisfy the following relations:
1° if the vector \((\frac{\partial H_1}{\partial b_k}, \ldots, \frac{\partial H_n}{\partial b_k})\) is not identically equal to 0 then
\[ \frac{\partial H_j}{\partial a_k} = M_{kj} \frac{\partial H_j}{\partial b_k}, \; j = 1, \ldots, n; \]
2° for a \( j_k \) such that \( \text{det} \left( \frac{\partial (F_1, \ldots, F_{k-1}, F_{k+1}, \ldots, F_n)}{\partial (H_1, \ldots, H_{j_k-1}, H_{j_k+1}, \ldots, H_n)} \right) \neq 0 \)
\[ \frac{\partial H_j}{\partial a_k} = A_{jkj_k} \frac{\partial H_{j_k}}{\partial a_k}, \; \frac{\partial H_j}{\partial b_k} = A_{jkj_k} \frac{\partial H_{j_k}}{\partial b_k}, \; j = 1, \ldots, n \]
where \( M_k \) and \( A_{jkj_k} \) are functions in \( a_1, \ldots, a_n, b_1, \ldots, b_n \).

Proof. Since for \( i \neq k \) the \( i \)th equation in (1) does not explicitly depend on \( a_k, b_k \), by differentiation of those equations first in \( a_k \), and then in \( b_k \) we obtain two identical systems of linear equations on the partial derivatives of \( H_1, \ldots, H_n \):
\[ \sum_{j=1}^{n} \frac{\partial F_i}{\partial H_j} \frac{\partial H_j}{\partial a_k} = 0, \; i = 1, \ldots, n, \; i \neq k \]
and
\[ \sum_{j=1}^{n} \frac{\partial F_i}{\partial H_j} \frac{\partial H_j}{\partial b_k} = 0, \; i = 1, \ldots, n, \; i \neq k \]
By the assumption on the ranks we observe first that the vectors \((\frac{\partial H_1}{\partial a_k}, \ldots, \frac{\partial H_n}{\partial a_k})\) and \((\frac{\partial H_1}{\partial b_k}, \ldots, \frac{\partial H_n}{\partial b_k})\) are linearly dependent which gives the statement 1°, and second that both systems can be resolved with respect to \( n - 1 \) unknowns corresponding to the nonzero determinant in 2°. This way we obtain the relations (4) with the same function \( A_{jkj_k} \) in both relations for every \( j \neq j_k \) (by the similarity of the systems).
We set \( A_{j_kk_j} \equiv 1. \)\( \square \)
Proposition 2. $H_1, \ldots, H_n$ commute with respect to any Poisson bracket of the above form on $\mathbb{C}^{2n}$ where $p_k = 0$ if $k$ does not satisfy the assumption of Proposition [7]. In particular, they commute with respect to the brackets corresponding to every pair of coordinates $(a_k, b_k)$ for $k$ satisfying the assumption.

Proof. It is obviously sufficient to prove the statement for $p_k \equiv 1$, $p_j \equiv 0$ ($j \neq k$) where $1 \leq k \leq n$ is arbitrary.

By Proposition 1(1°) we have
\[
\frac{\partial H_i}{\partial a_k} \frac{\partial H_j}{\partial b_k} = M_k \frac{\partial H_i}{\partial b_k} \frac{\partial H_j}{\partial b_k},
\]
and by Proposition 1(2°) we have
\[
\frac{\partial H_i}{\partial a_k} \frac{\partial H_j}{\partial b_k} = A_{ik} A_{jk} \frac{\partial H_j}{\partial a_k} \frac{\partial H_j}{\partial b_k}.
\]
Both expressions on the right hand sides of those relations are symmetric in $i, j$, hence
\[
\frac{\partial H_i}{\partial a_k} \frac{\partial H_j}{\partial b_k} = \frac{\partial H_i}{\partial a_k} \frac{\partial H_j}{\partial b_k} = 0.
\]

Coming to the map $\mathbb{C}^{2n} \to \mathbb{C}^n$ (resp., $\mathbb{R}^{2n} \to \mathbb{R}^n$) given by $(a, b) \to (H_1(a, b), \ldots, H_n(a, b))$ (where $a = (a_1, \ldots, a_n)$, $b = (b_1, \ldots, b_n)$), the pre-image of a point is given by Cartesian product of $n$ curves, each one given by the equation $F_i(H_1, \ldots, H_n, a_i, b_i) = 0$ ($i = 1, \ldots, n$) where $(H_1, \ldots, H_n)$ are regarded as constants. The corresponding angle-type coordinates are constructed in [1] in the general set-up, and in [5] for the systems related to curves.

For a linear system of type (2) with polynomial or analytical rank $n$ matrix $f(x, y)$, or for a system over the ring of germs of smooth functions, our Proposition 2 follows from the results of [6]. Under assumption that the function $f_{ij}$ is the same for all $i$ (for any $j$) the Proposition 2 follows also from [3, 4]. The Lagrange interpolation polynomial had been used in course of integrating certain classical non-linear systems [3, 4], however without any explicit mentioning that its coefficients form an integrable system themselves. Similar ideas occur in [7] (see also references there). To the best of our knowledge the Hermit interpolation polynomial has been never mentioned with this relation. As well, [4] is the only work we know where separation of variables is used for generating integrable systems. The present note develops this idea.

The author is grateful to O.Babelon, B.Dubrovin, S.Gusein-Zade, A.Khovanski, I.Krichever, S.Lando, A.Orlov, V.Rubtsov, D.Talalaev, V.Vasiliev for discussion.
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