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Abstract: Trajectory modelling techniques have been developed to determine subgroups within a given population and are increasingly used to better understand intra- and inter-individual variability in health outcome patterns over time. The objectives of this narrative review are to explore various trajectory modelling approaches useful to epidemiological research and give an overview of their applications and differences. Guidance for reporting on the results of trajectory modelling is also covered. Trajectory modelling techniques reviewed include latent class modelling approaches, ie, growth mixture modelling (GMM), group-based trajectory modelling (GBTM), latent class analysis (LCA), and latent transition analysis (LTA). A parallel is drawn to other individual-centered statistical approaches such as cluster analysis (CA) and sequence analysis (SA). Depending on the research question and type of data, a number of approaches can be used for trajectory modelling of health outcomes measured in longitudinal studies. However, the various terms to designate latent class modelling approaches (GMM, GBTM, LTA, LCA) are used inconsistently and often interchangeably in the available scientific literature. Improved consistency in the terminology and reporting guidelines have the potential to increase researchers’ efficiency when it comes to choosing the most appropriate technique that best suits their research questions.
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Introduction

In many studies, measured health outcomes are averaged out and their evolution across the entire study sample or pre-specified observed subgroups is analyzed. However, in most cases, unknown or unexpected subgroups of individuals share similar patterns of clinical symptoms, behaviours, or healthcare utilization. Thus, describing populations of individuals using averaged estimates amounts to oversimplifying the complex intra- and inter-individual variability of the real-life clinical context. Trajectory modelling approaches have been developed to address this challenge. Individuals can be assigned to homogeneous subgroups (distinct trajectories) that are interpreted as representing similarities on given outcomes.

Why Modelling Trajectories?

In the case of longitudinal data, a trajectory describes the evolution of a quantity, behaviour, biomarker, or some other repeated measure of interest over time. To understand the usefulness of trajectory modelling, it is important to define individual-centered...
statistical approaches. Such approaches focus on the relationships among individuals; their purpose is to classify individuals into distinct subgroups or classes based on personal response patterns.\(^1\)\(^6\) Classification is done so that individuals within a given subgroup share greater similarities than individuals from separate subgroups.\(^1\) That said, identifying different subgroups in a given population can be useful in many ways. In fact, grouping individuals according to their similarities and assigning subgroup labels represents a useful option for organizing large datasets and thereby improve efficiency and understanding.\(^7\)\(^8\) Researchers can look for subgroups to inform prevention and clinical practice.\(^7\)\(^9\) For example, patients may be regrouped according to various trajectories of symptom severity (e.g., pain intensity scores over time).\(^10\)\(^12\) Once subgroups are identified, trajectory membership can be used as a dependent variable to identify predictors of health trajectories or independent variable to explore their impact on future health outcomes, for example. As shown in Figure 1, trajectory modelling, as compared to measures based on sample means, allows the researcher to better characterize and understand intra- and inter-individual variability and patterns of health outcomes over time. It is useful in exploring heterogeneity of health profiles, to identify vulnerable populations who require better healthcare, and to identify trajectories leading to the best health outcomes. Such approaches can provide scientific evidence to optimize personalized healthcare focused on the needs of specific subpopulations. However, their use is relatively new in the field of epidemiology.\(^13\)

To date, few non-technical comparative methodological papers describing trajectory modelling have been published.\(^9\)\(^14\) And navigating the literature presents various challenges for non-statisticians. The objective of this review is to provide an overview of the various trajectory modelling techniques and to discuss their applications and differences in order to enable health researchers to choose the technique that best suits their research questions. More specifically, four types of latent class modelling approaches are reviewed: one parametric approach (growth mixture modelling [GMM]), and three semi-parametric approaches (group-based trajectory modelling [GBTM], latent class analysis

---

**Figure 1** Pain intensity modelling methods: population average models (top) and trajectory modelling approaches (bottom).
[LCA], and latent transition analysis [LTA]). The present paper goes beyond previously published reviews, 9,14,15 by comparing those trajectory modelling techniques to other individual-centered statistical approaches such as cluster analysis (nonparametric approach) and sequence analysis (nonparametric approach). This review is written for readers who are not familiar with advanced statistical theory. For each statistical approach reviewed in this paper, we present the basic concepts, the type of data handled, the various steps involved in performing the analysis, the available statistical packages and a real-world example. How best to report the results of trajectory modelling is also covered, followed by a summary of the key points arising from this review.

Trajectory Modelling Techniques

Existing methods and algorithms to examine trajectory patterns or sample subgroups can be categorized into three broad types of approaches: nonparametric, parametric, and semi-parametric. 15–17 Nonparametric approaches make no assumptions about how the data are distributed. Accordingly, the assignment of an individual to a subgroup is based on a dissimilarity measure. In contrast, parametric and semi-parametric approaches assume that data are generated from a finite mixture of distributions. The assignment of an individual to a subgroup is therefore based on conditional probability of that subgroup membership. 18

Latent Class Modelling Approaches

The use of latent variables to model a quantity that is not observed stems from the field of psychology 19–21 and social sciences (developmental trajectories). 22 Their use is much more recent in the field of epidemiology. 13 In pain research, for example, they are increasingly used to model pain severity (e.g., intensity scores, interference scores). 10–12,23–30

Latent class modelling are statistical models which include random variables that cannot be directly observed. 16,31 Individuals are assigned to latent trajectory subgroups on the basis of their observed symptoms or behaviours. 32 Each subgroup is composed of individuals with relatively similar observations/scores on observed behaviours. 33 Latent class modelling approaches can be applied to variables measured in longitudinal or cross-sectional studies. 15,34 They are highly flexible, allowing for a variety of complexities including partially missing data, discretely scaled repeated measures, or time-varying covariates. 8 In latent class modelling approaches for longitudinal data, at least three measurement time points are required for proper estimation, and four or five measurement time points are preferable in order to estimate more complex models involving trajectories following cubic or quadratic trends. 15,16,22 Rather than evaluating individual time points or change between adjacent time points, longitudinal latent class modelling approaches identify subgroups of subjects who have a similar outcome pattern over the study period as a whole. 3,22

Four latent class approaches are identified in literature. Three are suitable for longitudinal data: growth mixture modeling (GMM), 15 group-based trajectory models (GBTM), 22 and latent transition analysis (LTA) 15 while one, latent class analysis (LCA), is suitable for cross-sectional data. 34,36 It is common for authors to use inappropriate terms to designate the approach they have used. Thus, non-statistician researchers who would like to use these models in their own research face the difficult task of choosing a suitable approach. In order to shed some light on this issue, an overview of the different latent class approaches and concrete examples of studies reporting the use of these statistical approaches are presented in Table 1. Each approach is detailed below.

Growth Mixture Modelling (GMM) Presentation

GMM is a finite mixture model. It assumes that in any given population, there exists a finite number of unobserved subpopulations or classes (latent classes) with similar behaviours or experiences. This stands in contrast to classic statistical models which assume that all individuals come from the same population with common population parameters. 13,7 GMM is a parametric model for longitudinal data. 32 It estimates an average growth curve for each class and allows for variations between individuals of the same class. 38–40 This heterogeneity within classes is captured by introducing random effects in the model through which variances of the growth parameters can be estimated (intercepts and slopes). 3,41–44 Random effects are thus used to represent the gap between individuals’ latent growth parameters and the population’s mean growth parameter. 45 For example, in the case of three pain intensity trajectory subgroups (no improvement, gradual improvement, rapid improvement), GMM allows that, in each of these subgroups, any individual can have more intense pain than any other individual of the same subgroup. For each trajectory, GMM estimates an intercept, a slope, as well as a growth parameter variance. Such parameters are estimated by maximizing the log-likelihood function. 37,41 For each
Table 1 Overview of the Trajectory Modelling Techniques

| Latent Class modelling approaches                  | Cluster Analysis | Sequence Analysis |
|----------------------------------------------------|------------------|------------------|
| **GMM**                                            | **GBTM**         | **LTA**          | **LCA** |                |
| Statistical technique                              |                  |                  |         | Nonparametric approach |
| Parametric finite mixture model;                   |                  |                  |         | Nonparametric approach |
| Allows heterogeneity within subgroups              |                  |                  |         |                  |
| Semi-parametric finite mixture model; Do not allow heterogeneity within subgroups |                  |                  |         |                  |
| Semi-parametric finite mixture model               |                  |                  |         |                  |
| Semi-parametric finite mixture model               |                  |                  |         |                  |
| **Rationale of use**                               |                  |                  |         |                  |
| Statistical modelling of repeated measures of a given variable |                  |                  |         |                  |
| Modelling of a variable at one point in time       |                  |                  |         |                  |
| Modelling of sequences of states or events that unfold over a period of time |                  |                  |         |                  |
| **Possibility to include covariates**              | yes              | Yes              | yes     | yes              |
| Study design                                       | Longitudinal     | Longitudinal     | Longitudinal | Cross-sectional |
| Longitudinal                                       | Cross-sectional  |                  | Longitudinal |                  |
| **Type of variables**                              | Continuous; Categorical (nominal or ordinal) | Continuous; Categorical (nominal or ordinal) | Categorical (nominal or ordinal) | Continuous; Categorical (nominal or ordinal); Mixed |
| Normal; Binary; Censored; normal; Poisson; Zero-inflated Poisson | Binary; Censored normal; Poisson | Binary; Multinomial | Binary; Multinomial | N/A |
| Type of distributions                              |                  |                  |         |                  |
| **Methodological choices to be made**              | Class-membership probability thresholds |                  |         | Algorithm to be used |
| Number of classes/trajectories in the study population/Indicators: Bayesian Information Criterion (BIC), Clinical judgment, Parsimony |                  |                  |         | States to be prioritized when multiple states occur simultaneously |
| Minimum acceptable % of patients in each class     |                  |                  |         |                  |
| Available statistical software programs            | lccm R-package; Mplus | SAS Proc traj; CrimCV R-package; Mplus; traj Stata-plugin | SAS Proc lta; poLCA and depmixs4 R-package, Mplus | SAS Proc lta; poLCA and depmixs4R-package; Mplus, Others |
| Examples of applications (variables)               |                  |                  |         |                  |
| Clinical symptoms (eg, pain intensity or interference); Developmental trajectories; Acculturative changes; Perceived racial discrimination; Self-Esteem; Behaviours |                  |                  |         |                  |
| Alcohol use; Sexual behaviours; Racial identity; Adolescents' beliefs about parental authority |                  |                  |         |                  |
| Behaviours (eg, alcohol, substances, sexual, behavioural obesity risk factors) |                  |                  |         |                  |
| Healthcare visits                                  |                  |                  |         |                  |

(Continued)
individual, the probability of belonging to each class (posterior group probability) is estimated\(^1,2,41\) based on observed data.\(^3\) Individuals are then assigned to subgroups based on their higher posterior group probability.\(^1,3\) In GMM, the contribution of covariates (that vary or not over time) can also be modelled.\(^12,46\) Indeed, the probability of belonging to a class may vary depending on covariates, and covariates can influence model coefficients.\(^15,16,32,40,41\) Once trajectory membership has been established, it can be used as a dependent or independent variable to explore predictors of health trajectories and their contribution to future health outcomes.\(^8,13,28,47,48\)

### Type of Data Handled

The GMM is a model for longitudinal data that has been developed for the study of continuous data.\(^2,41\) However, it was adapted to handle other types of data such as count data (with or without inflation at zero) and categorical data.\(^1,3,37\) For information about sample size calculations specific to GMM, see Muthén and Muthén (2002).\(^49\)

### Process

GMM can be implemented using iterative procedures and its implementation requires a priori decisions based on knowledge of the field of research, as well as statistical inference.\(^1,2,37\) To better guide implementation, Ram and Grimm (2009)\(^2\) have suggested four steps for conducting a GMM analysis:

**Step 1: Definition of the Problem and Specification of the Number of Trajectory Subgroups**
First, the link between the research area and the method is formalized. Second, an appropriate analysis plan is developed. The expected number of latent classes and the shape of the curve for each class are hypothesized based on the researcher’s knowledge of the field and a descriptive analysis of the raw data. For example, we can expect that patients undergoing surgery will follow various trajectories of postoperative pain intensity (mild versus moderate versus severe pain, followed by an improvement or persistence of pain).

**Step 2: Model Specification**
During this step, a set of models can be specified and estimated. Researchers may make decisions about growth parameters (intercept, slope variance, and covariance) and the addition of covariates. Substantive theory and previous research should be used to guide these decisions, as much as possible. For instance, if researchers expect three latent classes, they can begin to fit models with two, three and four classes. During these steps, researchers should decide if the shape of each trajectory over time should be linear, quadratic or cubic (intercept and slope parameters). They should also decide if growth factor variances should be specific to each class, if within-class growth factor covariances should be different from zero, and if outcome residual variances should be invariant with respect to class.\(^50\) Frankfurth et al (2016)\(^46\) emphasize the importance of properly specifying the model in order to avoid interpretation-based pitfalls. In addition, proper model specification makes the interpretation of GMM results less complex.

**Step 3: Model Estimation**
GMM can be estimated by maximum likelihood or by Bayesian methods. In this step, researchers should select one of these two estimation methods.

**Step 4: Model Selection and Interpretation**
The objective of this step is to determine which of the models tested provides the best or most reasonable
representation of the observed data. The goodness of fit of the various models should be compared using the Lo- Mendell-Rubin adjusted likelihood ratio test (LMR-LRT, p<0.05 indicates better fit) for nested models (k+1 versus k classes models), and/or the parametric bootstrapped li- kelihood ratio test (p<0.05 indicates better fit), and/or the Bayesian Information Criteria (BIC) (best models have smaller BIC).45 Researchers should also take into account convergence, the ability of the model to provide well separated classes (entropy near 1.0), the proportion of the sample in each trajectory (more than 5% is recommended), average posterior probabilities (near 1.0), parsimony and the usefulness of the observed latent classes in practice.1,37

Available Packages
GMM can be implemented using Mplus software1,2,15,37,41 and R through the lcmm package.51,52 To our knowledge, GMM packages are not available in commercially-available statistical software such as SPSS, SAS, and others.

Advantages and Limitations
As with all other latent class modelling approaches, GMM is useful for accommodating certain technical aspects such as handling missing data, allowing for correlated residuals, and treating residuals in regressions and random effects in mixed effects models as latent variables.3,53 Unlike other latent class modelling approaches, GMM estimates a mean growth curve for each class and captures individual variation around these growth curves by the estimation of growth factor variances for each class.1,37 Additionally, because GMM estimates many more parameters than other latent class modelling approaches, the interpretation of results can be complex,46 making this approach inaccessible to many health researchers.

Real-World Example of GMM
As a concrete example, Pagé et al (2019)34 used such an analytic approach to examine post-operative depression and anxiety trajectories in cardiac surgery patients. Using the Hospital Anxiety and Depression Scale (HADS) scores measured before surgery, at 7 days, and at 3, 6, 12 and 24 months after surgery, a 3-class trajectory solution that included peri-operative covariates was adopted for both anxiety and depression. Trajectory modelling was based on specific selection criteria such as the lowest AIC and BIC, more than 5% of patients in the smallest trajectory subgroup and theoretical soundness. Trajectory memberships were then used as categorical variables in Generalized Estimating Equations (GEE) aiming to examine demographic and clinical characteristics associated with such trajectories. The study led to the discovery of a homogeneous subgroup of patients with unremitted ele- vated anxiety which predicted the presence of persistent post-surgical pain up to 2 years following the surgery.

Group-Based Trajectory Modelling (GBTM)

Presentation
Like GMM, GBTM—also known as Latent Class Growth Analysis (LCGA)—is a finite mixture model. It is, however, a semi-parametric model for longitudinal data.22 It postulates a discrete distribution of the population and thus makes it possible to distinguish, in the population, sub- groups/classes of homogeneous individuals (having a similar trajectory). While GMM estimates the within-class variance,1,46 GBTM assumes that there is no variation between individuals in the same class (no within-class variance on the growth factors).3,9,22 Indeed, GBTM is a simplified version of GMM. For example, in the case of the aforementioned three pain intensity trajectory subgroups (no improvement, gradual improvement, rapid improvement), GBTM assumes that in each class, individu- als have the same pain intensity evolution. The propor- tion of the population belonging to each of these subgroups is then estimated. The model also determines, for each individual, the probability of belonging to one subgroup or another (posterior group probability).22 As in GMM, individuals are assigned to a subgroup based on their highest posterior group probability. Parameters are estimated by maximizing likelihood.22,55–57 Covariates (that vary or not over time) can also be included in the model.8

Type of Data Handled
GBTM is a longitudinal data model that was developed for the study of three types of variables: continuous data (particularly psychometric scale data), count data, and categorical data.8,56 As previously highlighted, it is simpler than GMM. For information about sample size calcula- tions specific to GBTM, see Muthén and Muthén (2002).49

Process
Like GMM, the GBTM fitting procedure is iterative and requires prior decisions based on knowledge of the
research field. However, it requires fewer decisions (model specifications) by researchers. Arrandale et al (2006) suggested four steps for conducting GBTM (similar to GMM steps), which can be summed up as follows:

**Step 1: Definition of the Problem and Specification of the Number of Trajectory Subgroups**

Same as previously described for GMM.

**Step 2: Model Specification**

It is suggested to first test a one-group model, then gradually adjust the maximum logical number of subgroups. This maximum logical number of subgroups should be greater than the expected number of subgroups. Andruff et al (2009) suggest that, for datasets with three time points, only a single quadratic shape trajectory model should be tested. If the quadratic component of this model is not significant, the model for a linear trajectory is to be run to determine the BIC value of this model. If the quadratic component of the model for a trajectory is significant, the analysis of the quadratic model for two trajectories is performed. Following these analyses, the BIC value of the appropriate model with two trajectories will be compared with the BIC value of the appropriate model with one trajectory. This process is repeated with an increasing number of trajectories until the best fit model is obtained, determined by comparing the BIC values.

Ideally, a combination of knowledge from the field of research and statistical considerations should be used to make a decision about the shape of the trajectory of each subgroup. For example, when modelling the number of healthcare contacts over time, one assumes that patients who have had no contact with the healthcare system throughout the study will belong to a trajectory with 0 order shape (horizontal straight line).

**Step 3: Model Estimation**

Same as previously described for GMM.

**Step 4: Model Selection and Interpretation**

Model selection should take into account field knowledge to ensure the usefulness of what is found in practice. It should also consider the following: 1) preference for a useful and parsimonious model that fits the data well; 2) close correspondence between the estimated probability of each subgroup and the proportion of individuals classified in such subgroup according to the rule of attribution of the maximum probability of belonging; 3) average posterior probabilities of subgroup membership greater than or equal to 0.7 for each subgroup; 4) sufficient number of individuals in each subgroup (more than 5%); 5) reasonably narrow confidence intervals; and 6) difference of BICs between two models with different numbers of trajectory subgroups (ΔBIC). A set of guidelines are recommended for interpreting ΔBIC.

**Available Packages**

The GBTM approach is available in SAS software through the Proc Traj procedure. It can also be done with Mplus, R through the crimCV package and the lemm package and Stata using the traj plugin. GBTM is not available in SPSS or Excel.

**Advantages and Limitations**

GBTM is a simpler specification of the GMM, and both have the same advantages regarding handling missing data and allowing for correlated residuals. GBTM supposes that all individuals in a trajectory class have the same behaviour, whereas GMM allows for within-class variation. This means that, when GBTM is used, researchers can discuss differences between subgroups, but not differences within subgroups. Unlike GMM, GBTM estimates fewer parameters and can thus run faster with fewer errors. Consequently, the results may be easier to interpret because the model is less complex. For these reasons, GBTM is often the more practical choice for researchers.

**Real-World Example of GBTM**

Flint et al (2017) used a GBTM approach to identify health status trajectories in outpatients with heart failure who participated in a patient-centered disease management intervention randomized controlled trial. Using the Kansas City Cardiomyopathy Questionnaire (KCCQ) measured at baseline, 3, 6 and 12 months, three health status trajectories that included some covariates were identified according to: 1) various statistical indicators (lower BIC and AIC, a significant LMR-LRT and trajectory size more than 5% of the sample), 2) theoretical meaningfulness and conceptual interpretability of the class structure. Trajectory memberships were then used as categorical variable in multinomial logistic regression model to identified predictors of trajectory membership. The study showed that worse depression, symptom burden, and sense of peace were associated with membership in the poor health status trajectory subgroup. Much of the time over one year, the temporal variation of patients’ health status was modest.
Latent Transition Analysis (LTA) Presentation

LTA is used to analyze changes in multiple categorical variables over time (e.g., yes/no, mild/moderate/severe), changes in 2x2, or any contingency tables over time. LTA is a semi-parametric finite mixture model for longitudinal data and uses observed data from a set of categorical variables to define a latent variable for each time point. The model assumes that individuals can change their class membership over time. For example, in the case of three pain intensity subgroups (mild/moderate/severe), LTA allows for individuals to switch from the severe subgroup at one time point to the mild or moderate subgroup at the next time point, and so on. Thus, the primary objective of this approach is to study the probability of transition of an individual from one class at one time point to another class at the next time point. In this model, change is quantified in a matrix of transition probabilities between two consecutive time points. The model estimates the following parameters: 1) the latent status membership probabilities at Time 1; 2) the proportion of the population in each latent class at each time point (latent status has been defined as a subgroup/class in which individuals’ memberships can change over time); 3) the conditional probabilities of making a transition from one latent status to another over time (e.g., probability of being in latent status L2 at Time t given a latent status L1 at Time t-1); and 4) the item-response probabilities conditional on latent status membership (analogous to posterior group probabilities). At any given time point, a posterior group probability can be predicted. Hence, individuals can be assigned to a latent class/status at Time 1 using the latent status membership probabilities at Time 1, and at a given time point using the posterior group probabilities. Parameters are estimated by maximizing the likelihood function or by the Bayesian method. Like GMM and GBTM, covariates can be added to LTA models. However, LTA requires that the number of classes be chosen before adding covariates principally to avoid a potential change in class number with and without covariates.

Type of Data Handled

LTA has been developed to study a set of categorical variables (nominal or ordinal) measured over time. Furthermore, since the structure of the dataset can lead to large and complex contingency tables when variables have too many categories, it is recommended that they be recoded into as few categories as possible. That said, no specific threshold for the number of categories is specified. It is also preferable to use LTA when the number of time points is no larger than 6. For information about sample size calculations specific to LTA, see Park and Yu (2018) and Wurpts (2012).

Process

As with GMM and GBTM, implementation of LTA is iterative and requires a priori decisions based on knowledge of the field of research and statistical considerations. The LTA also requires several steps for its implementation.

Step 1: Definition of the Problem and Specification of the Number of Trajectory Subgroups

The choice of the number of latent classes is based on the result of a hypothesis test, as well as on the theoretical and specific considerations in the field of research.

Step 2: Model Specification

During this step, researchers make a decision about the time invariance of item-response probabilities, the measurement invariance for transition probabilities (in order to achieve model identification and to facilitate the interpretation of classes prevalence), and the addition of covariates.

Step 3: Model Estimation

During this step, the estimation method should be chosen before fitting the models. LTA models can be estimated by maximum likelihood using the expectation maximization algorithm. They can also be estimated with Bayesian methods using Markov chain Monte Carlo algorithms.

Step 4: Model Selection and Interpretation

In the LTA, the AIC and BIC are used to select the best model, favoring the one for which these two values are smaller in absolute value.

Available Packages

LTA is available in SAS through the Proc LTA, Mplus, and R through the poLCA and depmixs4 package.

Advantages and Limitations

LTA can be very useful to model a change over time and to investigate predictors of this change. This model can
also be helpful for comparing different subgroups to test for treatment effects and for evaluating the contribution of different measures for each latent status. However, an important limitation is that LTA requires large sample sizes because of numerous parameters to estimate (eg, transition probability matrix). Indeed, each possible transition may be considered as a separate contingency table. This table often contains a large number of possible response patterns. In fact, many of the cells that have been sampled may be empty. However, the larger the sample size, the lesser the likelihood of sparsity within the contingency table cells. Additionally, when the number of time points becomes high (eg, > 6), LTA becomes more complex because of the numerous parameters to estimate. It should be noted that LTA bears some similarities to Hidden Markov models (HMM). For a more in-depth understanding of such resemblances, see Hickendorff et al (2018), Kaplan (2008), and Sotres et al (2013).

Real-World Example of LTA
Pat-Horenczyk et al (2016) used a LTA approach to assess stability and transitions in post-treatment adaptation profiles of breast-cancer patients. Using a set of indicators of distress and coping strategies measured at baseline, 6, 12 and 24 months postcancer treatment and based on several goodness of fit indicators (lower BIC and AIC, G-square statistic) and interpretability of classes, four post-treatment adaptation profiles were found: distressed, resistant, constructive growth, and struggling growth. A conclusion was that a majority of transitions between adaptation profiles occurred between 6 and 12 months after treatment. Their work was reported as a contribution to the theoretical understanding of the relationship between growth, distress, and coping.

Latent Class Analysis (LCA) Presentation
LCA postulates that there are underlying unobserved categorical variables that divide a population into mutually exclusive and collectively exhaustive latent classes. Each latent class represents a subgroup of individuals characterized by a type of response to a set of variables. LCA is a semi-parametric model for categorical cross-sectional data (ie, a non-longitudinal version of LTA). In fact, in LTA, LCA is used at each time point to determine classes. Hence, like in LTA, the parameters are estimated in LCA by maximizing likelihood or by Bayesian method. The contribution of covariates can also be modelled in each class. Thus, the probability of belonging to a class depends on the values or levels of the covariates.

Type of Data Handled
LCA has been developed for the study of a set of categorical variables measured in a cross-sectional way. As with LTA, when variables have too many categories, it is better to recode them into as few categories as possible. For information about sample size calculations specific to LCA, see Park and Yu (2018) and Wurpts (2012).

Process
Steps to perform LCA are the same as its longitudinal version LTA, except for decisions made in model specification regarding the longitudinal aspect in LTA, such as parameter time invariance.

Available Packages
LCA is available in SAS through the Proc LCA. It can also be done in Mplus, R through the poLCA package, and depmixs4 package, and in several other softwares less cited in literature.

Advantages and Limitations
LCA is a powerful tool for analyzing the structure of relationships among categorical variables. It enables researchers to explore and interpret complex contingency tables. It also provides a method for testing hypotheses regarding the latent structure among categorical variables. However, it is only applicable to cross-sectional nominal or ordinal data. LCA is more suitable as an exploratory approach. As it analyzes cross-sectional data, LCA cannot really be considered a “trajectory” modelling technique, but the comparison with other latent class approaches was important in the context of the present review.

Real-World Example of LCA
Huh et al (2011) used a LCA approach to identify distinct subtypes of children with respect to eating, physical activity, and weight perceptions. Using such a set of cross-sectional indicators representing theoretically/clinically relevant dimensions of obesity risk, a 5-class model that included demographic covariates was obtained. Lower BIC and AIC, a significant LMR-LRT, and content and distinctiveness of each class were used. Associations between latent class membership and various variables
such as weight, weight perception and sociodemographic characteristics were then assessed. The study showed that children’s weight, ethnicity, sex, and socioeconomic status were associated with latent class membership. In conclusion, the authors suggested that such subtypes of pediatric obesity-related factors were relevant to the design and implementation of obesity intervention programs.

**Further Remarks Regarding Latent Class Modelling Approaches**

(a) Regarding the use of previous research and theory to guide the number of classes to be modelled, it may be impossible (absence of previous research) or may not be valid in the population under study. In this case, researchers should start modelling iteratively a one class model, then two classes, three classes, etc. (including modelling the number of trajectories they believe to be the right one). Models’ goodness of fit can then be compared.

(b) As underlined, latent class models are flexible and can handle missing data when they are missing at random (MAR). When missing data are not missing at random (NMAR), authors have even proposed extensions to growth models (like GMM, GBTM and LTA) to take into account this type of missing data.

(c) In addition to the goodness of fit indicators presented earlier, entropy can also be used to evaluate the ability of the model to provide well separated subgroups when using latent class modelling approaches. In fact, if the goal of the analysis is to classify study participants, which is usually the case with latent class modelling, then it is necessary to report on the performance of this classification. Entropy summarizes the degree to which the latent classes are distinguishable and the precision with which individuals can be assigned to classes. It is a function of the individual estimated posterior probabilities and ranges from 0 to 1 with higher values indicating better class separation. However, there are no cut-off criteria for interpretation. In addition, the entropy can be overestimated in the case of the addition of covariates to the latent class model (one-step-model), which inflates confidence in the classification.

(d) It is important to know that for GMM, GBTM, LCA and LTA, the underlying trajectories are not observed and will never be known. Hence, when reporting and interpreting results, they should not be described as such. In addition, derived trajectories should only be interpreted in the context of the population they were studied in and they might not be valid in different populations.

(e) Once trajectories (classes/subgroups) are determined, there are different methods to associate these trajectories with precursors or later outcomes. It should be noticed that methods used to assess such associations can produce very different results.

(f) Latent class modelling approaches are useful to answer many types of research question. However, researchers should be aware it is always possible that the best model is a one-class model, that the results of goodness of fit of the modelling are poor, or that the results are not interpretable. In these cases, researchers can use common modelling approaches such as regression models or nonparametric modelling approaches such as those covered in the next sections.

**Other Modelling Approaches**

**Cluster Analysis**

In some situations, latent class modelling approaches are not suitable due to the nature of the data. In these instances cluster analysis can be used as a nonparametric alternative to the LCA approach (eg, when assumptions are not met or if variables of interest are not categorical).

**Presentation**

In the field of data mining, the term “cluster” refers to a subgroup of objects that are similar. Cluster analysis is a fully nonparametric approach for cross-sectional data, aiming to classify similar objects or individuals into discrete classes, the objective being to determine the number and the composition of classes. The similarity between individuals is measured using a distance measure. The objective of this approach is to maximize intra-group similarity while minimizing inter-group similarity.

In cluster analysis, various methods can be used to classify data: 1) Partitioning method: Builds several partitions then evaluates them according to certain criteria (eg, k-means, k-medoids). The number of clusters (k) must
be determined in advance; 2) Hierarchical methods: Creates a hierarchical decomposition of objects according to certain criteria. This approach uses the distance matrix as a grouping criterion. The cluster number (k) does not need to be predefined; a stop condition must, however, be specified (eg, the number of common neighbours of two clusters); 3) Density-based methods: These are based on notions of connectivity and density. Clusters are seen as dense regions separated by regions that are less dense; 4) Grid methods: These are based on a multi-level structure of granularity. Each of these methods uses a distance measure that should be chosen depending on the type of data.\(^\text{100,102}\) Classical measures of distance include Euclidean distance, Manhattan distance, and correlation-based distances (Pearson correlation distance, Eisen cosine correlation distance, Spearman correlation distance, and Kendall correlation distance).

In cluster analysis, each individual or object belongs to a single cluster, and the complete set of clusters contains all individuals.\(^\text{7}\) Cluster analysis is frequently used in epidemiology and public health,\(^\text{103–106}\) as well as in psychology and social sciences.\(^\text{107–109}\)

**Type of Data Handled**
Cluster analysis can support cross-sectional data of various types, namely continuous data, categorical data (ordinal or nominal), and mixed data.\(^\text{7,98,101}\) Amatya et al (2013) provide information about sample size calculation.\(^\text{110}\)

**Process**
The steps for building clusters depend on the chosen method and distance measure.\(^\text{7,98,101,111}\) However, three main steps stand out in literature:

**Step 1: Data Exploration**
Given that the choice of distance measure depends on the type of data used, an exploratory analysis of the database is necessary to get an idea of the data type and distribution. In some cases and depending on what is sought, the data can be transformed (eg, a continuous variable may be recoded into a binary variable).

**Step 2: Method and Distance Measure Selection**
Once the nature of the data is known, the distance measure and the cluster analysis method can be chosen. However, different methods can produce very different results using the same set of variables. Cluster analysis methods are highly dependent on the distance measure chosen. The definitions of distance vary depending on the nature of the variables (continuous, categorical, or mixed data). Sivarathri and Govardhan\(^\text{98}\) summarized the various distance measures according to the type of data used. In addition, Everitt et al\(^\text{7}\) suggest distance measures be used in specific cases as follows: 1) Continuous data: Minkowski distance; 2) Binary data (categorical data with two categories): based on the contingency tables, simple matching coefficient if the objects are symmetrical, or Jaccard coefficient if the objects are asymmetrical; 3) Categorical data (>2 categories): simple matching coefficient according to the total number of variables and the number of matches, or create a binary variable for each modality and use the approach for binary data; 4) Mixed data: Combination of two or more of the aforementioned distance measures. The quality of the classification will depend on the chosen distance measure and method.\(^\text{7,74,98,101}\)

**Step 3: Method Implementation and Result Interpretation**
Cluster analysis is conducted according to the specifics of the selected method and distance measure. The distance measure is used to find the degree of similarity between two objects and to decide which grouping to perform. The results of the distance measurement between two objects range between 0 and 1, where “0” means that the objects are dissimilar, and “1” means that they are completely similar.

**Available Packages**
Cluster analysis can be conducted in several common software packages such as the SAS proc cluster, a combination of packages under R, cluster and clustermat commands under Stata, cluster syntax under SPSS, and many other applications or softwares rarely cited in literature.\(^\text{7,98,101,111}\)

**Advantages and Limitations**
Cluster analysis is useful in the exploration of cross-sectional multivariate data. By organizing such data into subgroups or clusters, this approach may help researchers discover the characteristics of potential structures or patterns.\(^\text{7}\) However, cluster analysis does not provide a detailed perspective on individual differences within subgroups. In contrast, latent class modeling is more flexible than cluster analysis for identifying heterogeneous subgroup populations.\(^\text{1,16}\) Like LCA, cluster analysis
analyzes cross-sectional data and cannot really be considered a “trajectory” modelling technique.

Real-World Example of Cluster Analysis
In order to study common mechanisms and underlying genetic factors responsible for spontaneous preterm birth, Esplin et al (2015)104 used a hierarchical cluster analysis to identify homogeneous phenotypic profiles. Using cross-sectional clinical and demographic variables, binary indicators for each phenotype, weighted score for each phenotype category, and a dissimilarity matrix, a 5-clusters solution was found. According to the hypothesis that cluster analysis using subcategories within phenotypes might identify subsets of women with a similar genetic risk for spontaneous preterm birth. One of the phenotypic clusters was then selected for candidate gene association.

Sequence Analysis
When researchers are interested in grouping individuals showing similar sequences of events over time, sequence analysis is of great relevance. For example, in the field of health service research an individual’s care trajectory could be conceptualized as a pattern of healthcare events, considering variables related to the patient, illness condition, care providers, care settings, treatments, and time.112

Presentation
Sequence analysis, is a fully nonparametric method for longitudinal sequential data which aims to classify sequences of observations according to their similarity33 (care trajectory example: emergency department visit - hospitalization - home - general practitioner visit). This approach was originally developed for the analysis of protein and DNA sequences.113 However, it has been applied in many other contexts since then, including in epidemiology and public health,114–118 as well as in psychology and social sciences.4,5,119–122 First, sequence analysis computes the matrix of dissimilarities or distances between individuals. These dissimilarity matrices are then used by classification approaches—mainly cluster analysis methods—to determine subgroups or classes of observations according to their similarity.18,123 Based on a previous “multidimensional model of care trajectories”,112 a comprehensive approach of sequence analysis, considering simultaneously illness condition, care providers and care settings, has recently been proposed.124 As in other classification methods presented in this review, subgroup membership can be used as a dependent or independent variable to explore predictors of health trajectories and their contribution to future outcomes.

Type of Data Handled
Sequence analysis can handle categorical longitudinal data (presence of an event, yes/no) to describe the sequences of events.125,126 More information about sample size calculation can be found in literature.127,128

Process
The modelling of trajectories using a sequence analysis approach requires several analytic steps:

Step 1: Data Exploration and Preparation
A state sequence data must be created from the raw data for analysis. For example, make sure to choose a suitable alphabet for each state (eg, H for hospitalization, E for Emergency visit, etc).18,123 The sequences of states must be positioned on a time axis, with the time period (daily, weekly, monthly, annual, etc.) clearly defined. For each time period, a single state must be chosen by the researcher.114 This step is relatively complex, as there are many possibilities for determining the state to prioritize cases where there are more than one state to choose from at a given time point4 (for example, in the case of monthly healthcare utilization, an individual could have one hospitalization and one emergency visit in the same month).

Step 2: Distance Measure Selection
At this step, researchers should choose an appropriate distance measure: update-based distances or distances based on subsequences. Update-based distances measure the distance between two sequences by counting the minimum number of update operations required to transform one sequence into a perfect copy of the other.125 These distance measures (and their many variants) are called “optimal matching”. Thus, the distance between two trajectories is a function of the costs (in terms of running time and computer memory space) attributed to operations such as insertion, deletion and substitution.4,18,125,129 The identification of the relative cost of all operations is essential to determine the distance between sequences. These require an a priori definition by the researcher.4,126 In contrast, the distances based on the subsequences assess the distance between the sequences by counting the number of common subsequences.4,18 Optimal matching is, however, the most widely used distance measure in
literature. Studer and Ritschard\textsuperscript{119} provide guidelines on choosing the right distance measure.

**Step 3: Sequence Analysis and Interpretation of Results**

The calculation of the distances between all the sequences gives a matrix of distance. Sequence analysis uses this distance matrix to partition sequences into more or less homogeneous subgroups. Various methods of cluster analysis are suitable for this purpose, including hierarchical methods.\textsuperscript{18,125}

**Available Packages**

Sequence analysis can be performed via several software packages such as SAS, Stata, SPSS, R, and many others seldom cited in literature. However, to date, the most powerful and complete way to perform sequence analysis is the TraMineR package of the R software.\textsuperscript{121,125,129}

**Advantages and Limitations**

The advantage of sequence analysis lies in the fact that, when researchers are interested in the order of the occurrence of events over time, this approach enables the grouping of individuals by classes based on the similarity of their path. However, if researchers are interested in the number of events over time, sequence analysis is less appropriate. Regarding management of missing data in sequence analysis, Gabadinho et al (2011)\textsuperscript{125} and Halpin (2016)\textsuperscript{130} have suggested many approaches such as multiple imputation for categorical data and taking into account the position of the missing value on the time axis (left, in-between and right missing values). However, as Ritschard and Studer (2018)\textsuperscript{125} highlighted, this issue has no definitive solution and deserves further research.

**Real-World Example of Sequence Analysis**

Vanasse et al (2020)\textsuperscript{124} used sequence analysis to identify similar care trajectories among patients after a first hospitalization for chronic obstructive pulmonary disease (COPD). The care trajectories consisted of sequences of healthcare utilization over a one-year period, with “weeks” as the time unit. Using the information about medical visits and hospitalizations from Quebec’s medico-administrative data, and based on several tools and specific selection criteria (optimal matching, pooled distance matrix, Ward’s linkage criteria and sum of squares or inertia), five subgroups were found resulting in a new care trajectory typology. Afterwards, patients’ characteristics were compared across care trajectories subgroups. The study revealed that patients in the 3rd highest utilization care trajectory subgroup were older, had more comorbidities and a more severe condition at the index hospitalization.

**How to Report Trajectory Modelling Methods**

When reporting individual-centered statistical approaches in scientific papers, researchers should make sure that the analyses are described in sufficient detail so other researchers are able to reproduce them.\textsuperscript{131} Hence, scientific papers should contain: 1) data presentation (identify dependent variables and possible covariates, and mention all data treatment [eg, creating new variables, recoding certain variables to facilitate analysis, etc.]); 2) the trajectory modelling technique and a justification for its use; 3) specifications regarding the logic and criteria used to choose the number of trajectories (eg, BIC and/or AIC, or the distance measure used to choose subgroups in cluster analysis and sequence analysis); and 4) the statistical software (eg, specify the procedures used in SAS, or packages on R, etc.). Detailed Guidelines for Reporting on Latent Trajectory Studies (GRoLTS), such as GMM and GBTM, were previously published.\textsuperscript{95} Based on our review, the complete description of trajectory modelling techniques is often insufficient and lacks essential details due to space limitation imposed by certain medical journals. This affects the research community’s capacity to understand, evaluate the appropriateness of, and replicate trajectory modelling analyses. If manuscript length is limited, researchers should consider the addition of web appendices for the complete description of their modelling steps. This would enhance the transparency, appropriateness, and reproducibility of trajectory modelling techniques.

**How to Report Trajectory Modelling Results**

Description of the results of a trajectory analysis, should contain: 1) the number of trajectories/classes obtained; 2) the trajectory shapes (in the case of GMM and GBTM: linear, quadratic, cubic, etc.); 3) the value of the criteria used to choose the number of trajectories (eg, BIC and/or AIC); 4) the characteristics of trajectory membership (frequency and percentage in each subgroup, including latent status prevalence, item-response probabilities and transition probabilities for LTA); and 5) a figure showing the
trajectory subgroups (e.g., when using SAS proc traj for GBTM, a continuous curve represents the observed data and a discontinuous curve represents the estimation by the selected model). The label or name assigned to each trajectory/subgroup should also be explained.

**General Findings and Conclusion**

Trajectory modelling approaches have been used for various types of outcomes using different statistical methods. In healthcare research, they are helpful for improving our understanding of disease severity, interference, management, and evolution over time. However, several issues have limited their understanding, usefulness, and interpretation. In fact, the various terms used to designate latent class modelling approaches (GMM, GBTM, LTA, LCA) are used inconsistently and often interchangeably in the published scientific literature. The space dedicated to the description and reporting of results of latent class modelling statistical techniques is also inadequate in scientific articles. Our hope is that this narrative review will guide researchers in choosing the technique that best suits their research questions. We show how the different approaches can be implemented and how results can be reported, which is valuable for non-statistician researchers.
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