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Abstract: The development of innovation at a regional level in a transition economy is characterised by complex multidirectional processes of generating and commercialising innovation, indicating the need for systematic research and rethinking of the existing methods of managing such territorial entities to stimulate innovation. For the successful introduction and implementation of innovative solutions, the deployment of appropriate amounts of intellectual, material and financial resources as well as their concentration in space and time is important. This article aims to develop a model for assessing the effectiveness of regional innovation systems (RISs) during the shift from the transition economy to the market economy. The authors developed a two-stage data envelopment analysis (DEA) model connected with patent activities and the output of innovative goods and services. The model’s application made it possible to build maps describing the rating of regions concerning the performance indicator and to identify the availability of unutilised resources. For example, we identified efficient and inefficient regions in terms of producing innovative products, which is especially important for developing additional measures for developing the institutional environment of regions with considerable resources but very low utilisation efficiency. The data obtained will allow for more effective management of the structural elements of RISs as well as the detection of changes in the dynamics of key development indicators by identifying the size of efficiency reserves and the causes of their occurrence at the individual subject level.
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1. Introduction

A changing marketplace demands that increasingly complex products and services be produced to meet the rising demand from various social groups. Searching for new methods to increase one’s level of competitiveness within the framework of the open innovation concept is one way to gain market share.

The concept of open innovation has been extensively considered a promising field of activity [1–5]. However, several researchers have regarded it as a rather risky research topic due to the low level of control, its complex implementation in terms of both organisational and marketing tools, and the increased costs [6].

This concept can simplify the process of implementing new solutions at different stages of the innovation process such as during the stages of finding the solution, partners, and external financing [7–9]. However, open innovation is often a poorly formalised instrument, preventing some companies from managing them effectively. Thus, large companies that aim to implement advanced innovative projects but have not created the necessary organisational infrastructure cannot implement their projects properly [10,11]. In addition to resource constraints, cultural or psychological barriers might arise when
implementing innovative solutions, as indicated by the information secrecy level within companies [12–14].

In the context of open innovations, the issue of collaboration between market participants who develop knowledge and can direct their efforts to create innovative projects is also considered. Such cooperation positively affects the market if the interaction outcome is successful, and innovations can be formed as measured by specific indicators such as economic indicators (e.g., profit, income, customer satisfaction, and market share increase) [15,16]. However, in this field of activity, not only the economic aspect of the issue but also aspects, such as reducing the rate of environmental pollution, resource efficiency, and other factors related to the region’s sustainable development, are important. Within this issue’s framework, the concept of open innovations allows for rethinking the goods and services presented on the market in terms of their compliance with the requirements of sustainable development programs [17,18]. Open innovation-related activities enable us to unlock additional opportunities for the involved companies through interaction with partners who reduce barriers to introducing knowledge and competencies into the finished product. Furthermore, mutual information exchange improves the participants’ level of competitiveness [19,20]. Researching innovations requires coordinated interactions at both the organisational and systemic levels, which are associated with the infrastructure to be provided [4,15,16].

This study is especially relevant for countries whose economies have shifted from a transitional to market economy. Here, comprehending the benefits of open innovations will allow countries with transitional economies to adapt to the new conditions of economic activity [21–24]. In this case, the concept of open innovations must be considered as part of the innovation system. Innovation systems facilitate an increase in the efficiency of interaction between economic agents in transferring and creating knowledge at the national, regional and local levels. Meanwhile, the issue of organising the activities of the open innovation system at the regional level and evaluating its effectiveness is being actively explored [2,25,26].

In this article, the authors developed a theory of applying the concept of open innovations in a regional innovation system (RIS) of transit countries from the viewpoint of assessing the effectiveness of their activities. The article is organised into several sections. In Section 2, the Literature Review, the authors indicate the basic concepts related to the implementation of open innovations at the regional level. In addition, they analyse the impact of open innovations on the RIS as well as the indicators that are used to assess the activities of such systems. In Section 3, Research Methods, the authors justify the choice of DEA modelling for assessing the activities of RISs, propose an algorithm for developing a specific model and determine the main parameters that can be used in further analysis based on the literature review. In Section 4, the Results, the authors analyse the descriptive statistics of resource allocation of the Russian Federation by region. Then, they use DEA modelling, based on which they build performance maps for the analysis stages, identify performance gaps and derive appropriate conclusions. In Section 5, the Discussion section, the authors compare the results of the present study with those obtained previously on this topic and provide additional comments. Finally, Section 6 presents the main conclusions based on the study’s results and avenues for future research.

2. Literature Review

An RIS is a geographical clustering of economic activities that facilitates innovative solutions due to the localisation of knowledge, which leads to further endogenous growth [17].

First, it is necessary to consider the basic concepts that determine how the concept of open innovations is implemented within the RIS framework. The regional innovation policy affects how precisely and successfully the concept of open innovations will be introduced into the economic system of the selected entity. The concept of this policy should be considered from the viewpoint of Kroll, who indicated that this is a step-by-step
process of translating political choice into practice based on the specific decisions of the government at a selected time [27,28]. In this case, the theory of clusters is associated with a specific innovation policy to be developed and implemented, making it possible to consider the advantages and disadvantages of a particular territorial entity. Nestle and Santos found that regional clusters can considerably boost production indicators, patent activity and employment and can lead to the emergence of new industrial areas of activity [29,30].

However, according to Asheim’s research, the importance of establishing an innovation policy at a regional level, which affects the final effectiveness of economic agents’ interactions in implementing innovative products, is also set out. It is the development of flexible approaches to innovation policy that facilitates an increase in the ability of regions to diversify into new types of activities [31,32]. In this case, a regional innovation policy facilitates the principle of production specialisation, which can solve the key problems of this territory. Meanwhile, new ways of interaction through digital infrastructure facilitate the involvement of local authorities, institutions, companies and populations in the process of creating open innovations. Based on the relation between open innovations and RISs, the state policy in the field of innovation can facilitate the development of innovation activities by encouraging cooperation between small- and medium-sized businesses and external organisations in various industries. This allows for an increase in transmitted information flows [33–35]. In this context, the stimulating factors are reduction in costs and that in risks (e.g., financing R&D projects (subsidies, tax incentives, and loans)).

In this article, the concept of an RIS is considered from the viewpoint of Doloreux; it is a system of interaction between private and public interests built on organisational and institutional mechanisms for creating, using and disseminating knowledge [36]. A necessary stage in building an understanding of an innovation system is the definition of boundaries. Within an RIS, boundaries are formed by the territorial location of the participants in the innovation activities [37]. A vivid example of cooperation between participants in an RIS in the framework of creating open innovations is the living labs concept. This tool encourages users to create breakthrough ideas. Such concepts help small- and medium-sized enterprises in particular, as they provide additional opportunities for the application of technological, scientific and innovative infrastructure. For the successful functioning of RISs, it is important to create an environment that is beneficial for productive interaction among enterprises, academia and the public sector of the economy. One of the most popular concepts that can address such a problem is open innovations. According to Chesbrough, open innovation refers to a set of methods that contribute to profiting from innovation activities and a cognitive model for creating and interpreting such practices [38,39]. The successful interaction of the key market actors involves creating a special type of system called an open innovation ecosystem. This concept, in turn, is understood as a “network system within which product enterprises, governments, customers etc. interact, communicate and promote innovations” [40]. Thus, the concept of open innovations can enhance the positive impact of RIS activities (Table 1).

The Table 1 data determine the relationship between open innovations and RISs. Although open innovations directly affect the organisation of an RIS, the opposite effect is also noted.

Thus, among the RIS conditions affecting the implementation of open innovations, it is worth highlighting:

- Level of urbanisation;
- Distance to major industrial centres;
- Industrial diversity of the region;
- The number of research and educational organisations.

Along with the concept of open innovations, the development of an RIS increases cooperation among the participants in innovation activities to a new level by strengthening trust between the study participants. Accelerated feedback and participants’ sense of shared local affiliation facilitate the implementation of new solutions much more efficiently compared to online platforms, where it is more difficult to follow the common vector of
interaction. In accordance with this information, we defined regional open innovation systems as networks, where actors support the exchange of information and collaborate on the creation of innovations. In addition, common regional affiliation encourages participants from various sectors of the innovation ecosystem to develop indicators of competitiveness and solve shared social problems. Given the positive aspects of interaction between participants in a regional open innovation system for creating and implementing high-tech products, research on the efficiency of such an interaction based on DEA modelling has recently gained popularity in the scientific community (Table 2).

Table 1. Open innovation parameters and their relationship to RISs.

| Open Innovation Parameters                                    | Impact on Interactions Among System Participants                                                                 | Sources |
|---------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------|---------|
| Geographical proximity                                       | Close geographical location boosts trust among the participants interacting in an RIS, which accelerates introduction of innovations | [41–43] |
| Participants’ immediate interaction                          | Increases the feedback parameter                                                                                  | [44–46] |
| Involvement of participants from various sectors              | The opportunity to find previously non-existent solutions comes about because participants are brought in from completely different sectors of the economy | [45,47] |
| Joint creation of value                                       | Reveals creativity and facilitates teamwork                                                                      | [48,49] |
| Experiment-focused activity                                  | Makes it possible to obtain the first results in a short period due to the greater focus on conducting the first experiments | [50]    |
| Mutual support, exchange of experience                        | The concept of open innovation increases the positive impact of cooperation                                       | [51,52] |
| Low costs                                                     | Low barriers to entry into innovative activities due to the lack of prepayment tools for starting the market participation | [53,54] |
| Communication with several stakeholders in project implementation | Additional research and business opportunities                                                                  | [55–57] |

Table 2. Input–output variables used in DEA analysis.

| Author                                      | Year | Input Variables                                                                 | Output Variables                  |
|---------------------------------------------|------|---------------------------------------------------------------------------------|-----------------------------------|
| Shiu-Wan Hung and An-Pang Wang              | 2012 [58] | Employees, Manufacture expense, R&D expense                                     | Revenue, Profit, Earnings per share, Stock |
| Broekel T., Rogge N., and Brenner T.        | 2013 [59] | R&D employment                                                                  | Innovation efficiency score       |
| Kaihua C. and Mingting K.                   | 2014 [60] | Number of domestic patents granted R&D employees                                 | Sales revenue                     |
| Chun D., Chung Y., and Bang S.              | 2015 [61] | Internal R&D inv., External R&D inv., R&D employees, Process patent applications, Product patent applications | Sales, Operating income           |
Table 2. Cont.

| Author                     | Year   | Input Variables                                           | Output Variables                                           |
|----------------------------|--------|------------------------------------------------------------|------------------------------------------------------------|
| Wang Q. et al.             | 2016   | R&D costs                                                  | Software assets                                            |
|                            |        | R&D employees                                              | Revenues                                                   |
|                            |        | Fixed assets                                               |                                                            |
|                            |        |                                                            |                                                            |
| Xu H. and Liu F.           | 2017   | Total public expenditure on education                      | Higher education achievement                               |
|                            |        | Total expenditure on R&D (USD)                            | Patent applications                                         |
|                            |        | Total R&D personnel                                        | Patent grants                                               |
|                            |        |                                                            |                                                            |
| Shin K. et al.             | 2018   | R&D expense and employees                                  | Number of patent applications                              |
|                            |        |                                                            | Technical market contract turnover                          |
|                            |        |                                                            |                                                            |
| Wei D.                     | 2019   | R&D personnel full-time equivalent                         | Invention application                                      |
|                            |        | Internal expenditure of R&D fund                          | New product sales                                           |
|                            |        |                                                            |                                                            |
| Xu K., Bossink B., and Chen Q. | 2020 | R&D personnel full-time equivalent                         | Percentage of turnover in new and improved products         |
|                            |        | Internal expenditure of R&D fund                          | Intensity of innovation (expenditures on innovative activities/turnover) |
|                            |        | Number of companies with technological innovation that performed R&D acquisition (external R&D) |                                                            |
|                            |        | New product development projects                           |                                                            |
|                            |        |                                                            |                                                            |
| Guede-Cid R. et al.        | 2021   | Innovation expenditures (thousands of EUR)                 |                                                            |
|                            |        | Staff in R&D in full-time equivalent: total staff          |                                                            |
|                            |        | Number of companies with technological innovation that performed R&D acquisition (external R&D) |                                                            |
|                            |        | Acquisition of machinery, equipment, and advanced hardware or software and buildings |                                                            |

Most of the considered articles assumed the use of DEA in terms of two-stage modelling, where first-stage outputs are transformed into second-stage inputs (Table 2). Among the variables used in the research, those related to the educational and industrial sectors are most clearly distinguished. However, maximum attention is paid to evaluating the effectiveness of implementing innovation in the commercial sector based on available resources and not how the patents issued are converted into a final product.

Following Table 2, it is worth arguing that the concept of open innovation significantly impacts RIS development [44,51,56]. However, the successful introduction of such a concept depends on the type of economic system to which the entity belongs. For example, in developed countries, innovation aims to establish and develop competitive advantages in the market [68]. In contrast, numerous countries belong to the transition economy—the post-Soviet countries: Belarus, Bulgaria, Lithuania, Russia, Montenegro, Bosnia and Herzegovina. Such countries are trying to adapt to the new market conditions to rebuild their personnel and management systems [21]. However, most post-Soviet countries are not ready to operate under new market conditions. The most common barriers to development include cultural characteristics (e.g., distrust of innovations and closed principles of interaction among the system’s participants), lack of resources and technologies, the legislative system, and insufficient development of the institutional environment [22–24,69].

When studying publications that have developed a theory of open innovations in post-Soviet countries, the authors revealed several key facts [22–24,69]:

- This topic has been insufficiently studied;
- Existing studies have considered this topic superficially and generally focused on building models for an advanced economic system rather than a transitional one;
- All studies have emphasised further development of this topic.

This article aimed to develop a model for assessing the effectiveness of RISs during the shift from a transition economy to a market economy. The materials of this article develop a theory of implementing the concept of open innovations in countries with transition economies from the viewpoint of identifying the most optimal model for assessing innovative activity. Such an assessment can identify numerous regions in which the interaction between the RIS elements is ineffective and the reasons for this situation. This information can facilitate the development of a list of activities to improve RISs. Despite apparent barriers to innovation in countries with transition economies, the authors note the evident
advantages of such conditions for the functioning of the system, which is confirmed by the literature review.

3. Research Methods

The study of performance evaluation at the regional level is associated with the concept of technical efficiency, as it allows us to interpret the maximum possible impact of a given set of resources. Thus, when assessing technical efficiency at the regional level, it becomes possible to identify entities that use their resource capabilities inexpediently. The reasons why regions might be technically inefficient are related to managerial, economic, technological and other problems. Thus, the assessment of technical efficiency allows us to identify the fact of inefficiency and the possible causes of such a situation. Therefore, technical efficiency is understood as the ratio of actual resources to potentially possible results. The value of this indicator varies from 0 to 1 [70,71].

For the purposes of this study, DEA was chosen as the method for evaluating RIS effectiveness. The DEA model assumes the identification of reference regions in terms of efficiency in relation to which the rest of the objects under analysis can be compared. The further other regions are located from the reference regions, the less effectively they will use their capabilities [62]. An advantage of the DEA method is the opportunity it provides to identify a generalised performance indicator (theta) that can include many variables of resources and results. Unlike many other approaches, the DEA method is rather universal because it does not require determining the normability of inputs and outputs. The normability of indicators is one of the most common factors that complicate RIS efficiency analysis [72,73]. When applying DEA modelling, the multidimensional result, which is a linear combination of costs and outputs, is a simplified application, so the initial data for analysis should be carefully selected. Although the interpretation of the outputs of DEA modelling sometimes requires additional expert opinions, this analysis tool yields significant results that can be used to make managerial decisions at the regional level. Thus, the rating of regions can be created by efficiency (to identify leaders), and the reasons behind the lower performance of other subjects can be determined [74].

When studying the issue of effectiveness of RIS subjects based on DEA modelling, it is worth recalling the main limitations [75–77]:

− Limited set of indicators: In the case of a country-specific RIS study, the model will be limited to the list of indicators collected, which are characteristic of the selected territorial entity. In some cases, indicators related to the same database interpret different sides of the phenomenon but are correlated. In such cases, these indicators should not be excluded from the model; however, it is necessary to consider the correlation between them when interpreting the obtained data;
− Uneven development of regions: When evaluating RISs, generalised indicators that characterise the activities of the key subjects are used. In some cases, it is not enough to conclude from the results of the constructed model focusing only on numerical data, because it is important to involve experts in this subject area, since the presence of differentiation in the development of RIS subjects can distort the conclusions;
− When using DEA modelling, the model’s specification plays a decisive role, since an erroneous choice of input and output parameters can lead to an incorrect interpretation of the data obtained [75–77].

When performing DEA modelling, the standard principle of conducting statistical studies should be followed [78,79]. This paper proposes an algorithm for conducting DEA modelling as shown in Figure 1.
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When performing DEA modelling, the standard principle of conducting statistical studies should be followed [78,79]. This paper proposes an algorithm for conducting DEA modelling as shown in Figure 1.

| 1. Model specification |
|------------------------|
| 1.1. Identification of the list of resources and outputs of RIS activities as a result of the literature review and econometric analysis | 1.2. Definition of the period and stages of the analysis | 1.3. Model focus selection |

| 2. Collection of initial data and their preparation for the analysis |
|-------------------------|
| 2.1. Data collection | 2.2. Data consolidation | 2.3. Checking data for errors and omissions |

| 3. Preliminary data analysis |
|-----------------------------|
| 3.1. Analysis of the dynamics and distribution of resources and outputs of the RIS activities by time parameter and regions |

| 4. DEA modelling |
|------------------|
| 4.1. Verification of compliance of the DEA model with the specifics, period and stages of the analysis | 4.2. Construction of technical efficiency maps for RIS | 4.3. Efficiency reserve analysis | 4.4. Analysis of the dynamics of RIS efficiency rating |

| 5. Conclusion of the results of modelling and RIS efficiency evaluation |

**Figure 1.** DEA modelling algorithm (compiled by the author based on [78–82]).

The authors suggested conducting DEA modelling in five stages. Considering the features of each of them, first it is important to define the model parameters, which implies the following:

- Identification of a list of resources (inputs) and results (outputs). The choice should be justified by the experience of research evaluating the technical effectiveness of RIS activities at the international level. DEA modelling does not require the formulation or testing of hypotheses about the functional relationships among the selected set of variables; however, the authors decided not to ignore this question [63];

- Definition of the period and stages of the analysis: DEA modelling is based on the analysis of a set of input and output parameters, which is “particular” for each of the considered years. Thus, although modelling can be performed over a long interval, the model should still be built every year. However, even if such conditions were possible, it is worth determining the analysis stages. In international practice concerning the application of DEA modelling, typically two to three stages are specified, depending
on the formulation of the hypothesis. In addition, in most cases, part of the output indicators of one of the stages becomes input data for the next stage. The standard formulation of the DEA analysis task ignores the fact that the condition for achieving the regional innovation production system’s efficiency is often its coordination with other systems—at least, the knowledge production system (science) and the human capital production system (education). Therefore, this point should also be considered when selecting the variables to be analysed [73,80,81];

Model focus selection: In this case, the model can be input- or output-focused. The choice will impact how the results are interpreted further, either in terms of maximising outputs with the given set of inputs or somehow differently [62].

The results of the modelling made it possible to create maps of RIS efficiency for 183 of each of the periods under consideration. It was also necessary to identify efficiency gaps (slacks) that showed opportunity reserves for regions to further transform into specific innovative goods and services. Further analysis of the dynamics of changes in the RIS efficiency rating will reveal intensive or extensive reasons for the changing positions of the regions. When conducting DEA modelling, the StataCorp Stata MP 16.0 software product and the built-in DEA package were used. Thus, this implies not only the detection of key parameters of the model but also the identification of gaps that affect decision-making in the field of regional management [83]. The conclusion, which was based on the results of the analysis, included the detection of reasons for the efficiency gap by region. For example, one of the reasons for weak innovation activity in the region may be low demand for innovative products and an underdeveloped information infrastructure, which makes information on innovative products inaccessible to consumers [84,85].

In analysing RIS efficiency, this problem formulation facilitates a purposeful transfer of additional resources to the region (e.g., subsidies, investments, and grants). In other words, does it make sense to provide additional resources to the region to increase the output of innovative goods, services, knowledge, technologies, etc., or would that be acting sub-optimally; that is, its technological structure should first be improved and only then should the region be provided additional resources [86]. It is also important to identify the model’s focus, the set of indicators to be studied and the analysis period.

1. Identification of the model as input- or output-focused: The DEA model was output-focused, which is explained by the fact that most of the studies evaluating RIS efficiency focus on the final product. The application of an output-focused model also facilitates the definition of current efficiency gaps based on the correspondence between the input resources available and the final product. This efficiency resource is called “slacks” [87–89]. Slacks (slacks or input (output) excess) demonstrate “the unused efficiency” of the regions and that part of the resources requires changing inputs (decrease) and outputs (increase) to reach the efficiency limit [90]. They are of two types: output and input. In the first case, a value is assumed that characterises the opportunity to increase the output given with the fixed resource reserve. In the second case, there is a reserve for applying the resource reserve, which will reduce the volume of use without changing the production volume [87]. Slacks can take values from 0 to 1, where zero means that the object researched has no opportunity to increase its efficiency. As part of the analysis of the regional structures of the Russian Federation, this approach can detect unused resource potential [91].

In the case of specific organisations, the presence of slacks is considered a good thing, since the efficiency reserve facilitates an increase in the volume of technological innovations produced; that is, the company will receive additional resources for innovative project activities [92,93]. Slacks can also be used during crises in the market. In this case, efficiency reserves will reduce the negative consequences of unsuccessful project activities [94]. Despite the advantages of having slacks, this process also has a downside. The activities of companies with slacks can be described as inefficient because of their irrational use of available resources [95,96]. It is also important to account for not only the presence of slacks but also their quality. The research object is not always free to use the available reserves of efficiency in terms of their transformation into the final product [97].
Therefore, it is necessary not only to detect the presence of slacks but also to create the conditions required for their implementation [98]. Therefore, an output-focused DEA model should be used;

2. Identification of sources of initial data for analysis: In the DEA methodology, the application of expert assessments is possible but unnecessary, which reduces subjective opinion regarding the analysis being conducted. Thus, official statistical sources should be used. The initial data for analysing the efficiency of the functioning of open innovation systems in the Russian Federation, using DEA methodology, were collected from the official data source—the Report of the Federal State Statistics Service “Regions of Russia. Socioeconomic indicators–2020”. Information was collected on the indicators necessary for building the model, relative to 85 subjects of the Russian Federation;

3. Determination of the indicators to be studied and the analysis period. Many researchers have considered the innovation process in relation to several aspects [70,99,100]:
- Consistent performance in research, scientific and technical, production and marketing activities;
- Duration of product lifecycle from the origin of the idea to commercialisation;
- Availability and use of financial, technological and human resources [70,99,100].

The innovation activity comprises several stages, each of which is part of the overall innovation cycle, although it has many independent processes [101]. The first stage is associated with the process of conducting R&D. In this stage, the idea and current theoretical basis takes the form of a patent, which is defined as “an exclusive right granted for the invention”. Granting patents is the most significant process related to scientific activities, as it allows for the protection of the research/invention until the idea is transformed into the final product. In the second stage, the first details and prototypes of the innovative product are manufactured and tested. In the third stage, a full-fledged production process is launched, the sense of which is technological support for creating the finished product. In this stage, the interaction between the scientific and industrial elements of the activity occurs. The timing of the new product’s development and its introduction into the market as well as its competitive advantages will depend on the success of the organisation of this interaction. In the final stage, the products are sold and begin to be used by the consumer segment of the market [102,103].

Regarding the innovation process, it is worth focusing on the need for the final stages of one innovation process to facilitate the emergence of the initial stages of another innovation process. The importance of this condition is attributed to the fact that its implementation facilitates the organisation of a continuous development process and the production of innovations that will be highly competitive in the marketplace [104,105]. The creation of a particular innovative product does not always involve the process of filing a patent and then commercialising it. For example, an organisation might not even attempt to obtain a patent for its invention but only markets the finished product. However, the authors in this article assumed that all patents granted were converted into final products. The choice of this condition is associated with the specifics of innovative activity in the Russian Federation and a limited set of indicators. For example, in Russia, innovative development programs began to be approved not so long ago; thus, in many cases, an extensive set of indicators characterising the innovative development of subjects is available only for a period of no more than two years. According to the theory of Kondratiev cycles and research on this topic, it can be conditionally argued that an innovation process lasts, on average, from seven to ten years [106–108]. Since it was planned to analyse an RIS, the impact of many stages is difficult or almost impossible to define. In connection with this, obtaining the innovative product at the regional level can be broadly divided into two stages: developing an innovative solution and transforming it into the patent and the process of converting the patent into the final material form [109,110]. Overall, these stages last for six years, with each stage lasting for three years [104,105]. For the proposed model, the period from 2014 to 2019 was considered (Table 3). Thus, we identified the parameters that allowed us to assess the RIS activities in a country with a transition economy, accounting for the
transition to open innovation systems. The proposed model is based on the premise of translating patent activity into specific goods and services.

Table 3. Model parameters (compiled by the authors).

| Designation | Indicator | Unit of Measurement | Variable Type |
|-------------|-----------|---------------------|---------------|
| vtz_        | Internal costs for R&D | Millions of roubles (RUB) | The first stage is the patent activity of the regions |
| opsrD_      | Organisations that have carried out R&D | Units | Input data |
| res_hum     | Number of personnel engaged in R&D | Persons | |
| patent_     | Issuance of patents in Russia | Pieces | Output data |

The second stage involves releasing innovative goods and services in the regions

| cfti_ | Costs for technological innovations | Millions of roubles (RUB) | Input data |
| patent_ | Issuance of patents in Russia | Pieces | |
| qing_ | Volume of innovative goods, works and services | Millions of roubles (RUB) | Output data |

The choice of variables presented in Table 3 is based on the literature review. Thus, the variables most commonly used in the articles for model construction were selected and adjusted following the RIS specifics in Russia. When choosing indicators, the authors faced many limitations:

− Many variables used in international practice were not present in the statistical databases of the Russian Federation;
− Some variables were correlated but could not be excluded from the analysis, since they described different parts of the same phenomenon (Table 4).

As part of the first stage of the RIS, the resource component (x) for creating a patent is the personnel and finance associated with R&D. Thus, for the first stage, the following variables are used as input data (x): organisations to perform R&D (units), internal costs for R&D (million roubles) and the number of personnel engaged in R&D (persons). As output data (y), issuance of patents in Russia (qty.) is considered. The second stage is related to the production of innovative goods and services. Therefore, it is advisable to consider how efficiently regions use the costs associated with technological innovations to create the final product. The input data for this stage (x) are the issuance of patents in Russia (qty.) and the costs for technological innovations (millions of roubles (RUB)). The output data (y) are the volume of innovative goods, works and services (millions of roubles (RUB)).

Outputs: In considering the possibility of using different indicators in DEA modelling, there is no need to formulate or test hypotheses about the functional relationships between the input and output parameters or a correlation between them, unlike the requirements for regression analysis. Nevertheless, it is important to prove that the selected variables are interrelated. For this purpose, we built regressions for both stages. For the first stage, the significance of the variables corresponded to the 0.05 level in two out of the three cases. This means that the selected indicators explain the y parameter.

The data in Table 4 confirm a statistical relationship between the variables relative to each of the modelling steps. The correlation between the variables was analysed using the VIF command. The normative value of this indicator should not exceed 10. The high-level correlation between the variables used in the first stage of modelling can be explained by the fact that these values are somehow related. For example, the indicator of internal costs for R&D includes expenses for researchers’ salaries. Thus, in the first stage, paired regressions were built for the output parameter and for each input datapoint. Carrying out this analysis for the second stage, all indicators were significant. Next, we analysed
the correlations between them. Then, we analysed the correlations between them. If VIF does not exceed the normative values, the indicators will not be correlated. When using the output-focused DEA model, a specific set of input variables (x) is converted into one output (y). Considering this condition and the fact that when analysing data for the subjects of the Russian Federation, the data change every year and are reflected in reports on official resources, it is worth building the DEA model for each year.

### Table 4. Results of the regression analysis for model justification.

| Parameter                          | Model 1          | Model 2          |
|------------------------------------|------------------|------------------|
| lnvtz_ (Internal costs for R&D)    | 0.103 (0.092)    | 0.440 *** (0.050) |
| inopsrd_ (Organisations that have carried out R&D) | 0.845 *** (0.097) | 0.717 *** (0.033) |
| lnres_hum_ (Number of personnel engaged in R&D) | 0.236 * (0.109) |                  |
| lnpatent_ (Issuance of patents in Russia) |                    | 0.440 *** (0.050) |
| lncfti_ (Costs for technological innovations) |                  | 0.717 *** (0.033) |
| Constant term                      | −0.554 ** (0.206) | 1.137 *** (0.199) |
| R-squared                          | 0.721            | 0.775            |
| N (number of observations)         | 484              | 492              |
| Aic (Akaike’s Information Criteria) | 1156.387         | 1563.748         |
| Bic (Bayesian information criteria) | 1173.115         | 1576.343         |
| Rmse (standard deviation of the residuals) | 0.796            | 1.182            |

* p < 0.05, ** p < 0.01, and *** p < 0.001. Round brackets—standard errors; square brackets—VIF values.

### 4. Results

Before starting the modelling, it was necessary to analyse the descriptive statistics for resource allocation by region in the Russian Federation.

Following paragraph 1, the model being developed comprised two stages; therefore, the resource allocation should also be considered in terms of two time periods:

1. 2014–2016;
2. 2017–2019.

The initial data for some indicators and years were partly missing, which was attributed to the following two reasons: no data were collected for the region in question or the data were unavailable because of commercial confidentiality.

At this stage, we considered the distribution of the model’s input parameters for the first stage relative to the regions of the Russian Federation. In the first stage, the resource characterising the financial component of the patent creation process is an indicator of internal costs for R&D (vtz). From 2014 to 2016, the vtz volume increased by RUB 96,226.5 million, or 11.37%.
Table 5 presents the list of the top 10 regions with the highest vtz for 2014–2016.

**Table 5. Top 10 regions with highest vtz for 2014–2016.**

| Region                  | vtz Value for 2014, % of Total | Rank | vtz Value for 2015, % of Total | Rank | vtz Value for 2016, % of Total | Rank |
|-------------------------|---------------------------------|------|---------------------------------|------|---------------------------------|------|
| Moscow                  | 35.24%                          | 1    | 35.32%                          | 1    | 35.03%                          | 1    |
| Moscow Region           | 12.27%                          | 2    | 12.18%                          | 2    | 12.14%                          | 2    |
| St. Petersburg          | 12.06%                          | 3    | 12.01%                          | 3    | 11.38%                          | 3    |
| Nizhny Novgorod Region | 6.91%                           | 4    | 7.18%                           | 4    | 8.25%                           | 4    |
| Sverdlovsk Region       | 3.09%                           | 5    | 2.87%                           | 5    | 3.14%                           | 5    |
| Novosibirsk Region      | 2.28%                           | 6    | 2.20%                           | 6    | 2.15%                           | 6    |
| Krasnoyarsk Krai        | 1.80%                           | 7    | 1.87%                           | 8    | 1.8%                            | 7    |
| Rostov Region           | 1.74%                           | 8    | 1.5%                            | 9    | 1.45%                           | 9    |
| Samara Region           | 1.72%                           | 9    | 1.9%                            | 7    |                                 |      |
| Republic of Tatarstan   | 1.44%                           | 10   |                                 |      |                                 |      |
| Perm Krai               | 1.42%                           | 10   | 1.49%                           | 8    |                                 |      |

The data in Table 5 indicate that Moscow, Moscow Region, St. Petersburg, Nizhny Novgorod Region, Sverdlovsk Region and Novosibirsk Region consistently occupied the first six positions in terms of vtz.

The indicator of the number of organisations that have carried out R&D are shown in Table 6.

**Table 6. Top 10 regions with the highest oprsd indicator for 2014–2016.**

| Region                  | oprsd Value for 2014, % of Total | Rank | oprsd Value for 2015, % of Total | Rank | oprsd Value for 2016, % of Total | Rank |
|-------------------------|---------------------------------|------|---------------------------------|------|---------------------------------|------|
| Moscow                  | 19.67%                          | 1    | 19.43%                          | 1    | 18.65%                          | 1    |
| St. Petersburg          | 8.32%                           | 2    | 7.16%                           | 2    | 7.49%                           | 2    |
| Moscow Region           | 6.6%                            | 3    | 6.01%                           | 3    | 6.20%                           | 3    |
| Novosibirsk Region      | 3.33%                           | 4    | 2.92%                           | 5    | 2.98%                           | 4    |
| Republic of Tatarstan   | 3.16%                           | 5    | 2.90%                           | 6    | 2.80%                           | 6    |
| Sverdlovsk Region       | 3.02%                           | 6    | 3.02%                           | 4    | 2.90%                           | 5    |
| Nizhny Novgorod Region  | 2.58%                           | 7    | 2.42%                           | 8    | 2.41%                           | 7    |
| Rostov Region           | 2.41%                           | 8    | 2.40%                           | 9    | 2.13%                           | 8    |
| Republic of Bashkortostan| 1.91%                           | 9    |                                 |      | 1.84%                           | 9    |
| Krasnodar Krai          | 1.83%                           | 10   | 2.54%                           | 7    | 2.60%                           | 6    |
| Sverdlovsk Region       |                                 |      |                                 |      |                                 |      |
| Samara Region           | 1.82%                           | 10   |                                 |      | 1.81%                           | 10   |

The oprsd indicator describes organisations that have carried out R&D. The oprsd value increased by 428 units, or 11.87%, from 2014 to 2016.

Only the first three positions in the rating remained unchanged (i.e., Moscow, St. Petersburg and Moscow Region). A significant increase in the number of organisations performing R&D in Krasnodar Krai is worth noting. This region improved its position from tenth to sixth between 2014 and 2016 (1.83% compared to 2.60%).

Then, the distribution of human resources engaged in R&D were analysed (Table 7).
Table 7. Top 10 regions with the highest res_hum indicator for 2014–2016.

| Region                     | res_hum Value for 2014, % of Total | Rank | res_hum Value for 2015, % of Total | Rank | res_hum Value for 2016, % of Total | Rank |
|----------------------------|-----------------------------------|------|-----------------------------------|------|-----------------------------------|------|
| Moscow                     | 32.81%                            | 1    | 32.52%                            | 1    | 32.18%                            | 1    |
| Moscow Region              | 12.03%                            | 2    | 11.66%                            | 2    | 12.18%                            | 2    |
| St. Petersburg             | 10.79%                            | 3    | 10.74%                            | 3    | 10.69%                            | 3    |
| Nizhny Novgorod Region     | 5.44%                             | 4    | 5.43%                             | 4    | 5.75%                             | 4    |
| Novosibirsk Region         | 2.96%                             | 5    | 2.94%                             | 5    | 3.03%                             | 6    |
| Sverdlovsk Region          | 2.88%                             | 6    | 2.9%                              | 6    | 3.08%                             | 5    |
| Chelyabinsk Region         | 2.12%                             | 7    | 2.05%                             | 7    | 2.05%                             | 7    |
| Samara Region              | 1.77%                             | 8    | 1.72%                             | 9    |                                   |      |
| Rostov Region              | 1.73%                             | 9    | 1.70%                             | 10   | 1.68%                             | 9    |
| Republic of Tatarstan       | 1.73%                             | 10   |                                   |      | 1.69%                             | 8    |
| Perm Krai                  |                                   |      |                                   |      | 1.43%                             | 10   |

The number of scientific staff members decreased by 9726 people (−1.33%) from 2014 to 2016.

The next stage was building the rating for the top 10 regions with the highest res_hum indicator for 2014–2016. Moscow, Moscow Region, St. Petersburg and Nizhny Novgorod Region consistently occupied the first four rating lines for the entire period under review.

Analysing the distribution of the output parameters in the model’s first stage, the output parameter patent decreased by 5838 (−16.52%) from 2014 to 2016. The ratings of the 10 largest regions by the number of patents granted for the period under review are presented in Table 8.

Table 8. Top 10 regions with the highest patent indicator for 2014–2016.

| Region                   | Patent Value for 2014, % of Total | Rank | Patent Value for 2015, % of Total | Rank | Patent Value for 2016, % of Total | Rank |
|--------------------------|-----------------------------------|------|-----------------------------------|------|-----------------------------------|------|
| The city of Moscow       | 33.27%                            | 1    | 27.50%                            | 1    | 37.10%                            | 1    |
| The city of St. Petersburg| 6.85%                             | 2    | 7.64%                             | 2    | 6.80%                             | 2    |
| Moscow Region            | 6.62%                             | 3    | 5.67%                             | 3    | 5.12%                             | 3    |
| Republic of Tatarstan    | 4.57%                             | 4    | 4.08%                             | 4    | 3.51%                             | 4    |
| Samara Region            | 2.38%                             | 5    | 2.52%                             | 6    | 2.15%                             | 7    |
| Sverdlovsk Region        | 2.37%                             | 6    | 2.51%                             | 7    | 2.29%                             | 6    |
| Rostov Region            | 2.13%                             | 7    | 2.35%                             | 8    | 2.30%                             | 5    |
| Republic of Bashkortostan| 2.07%                             | 8    | 2.99%                             | 5    | 2.14%                             | 9    |
| Voronezh Region          | 1.91%                             | 9    | 2.24%                             | 9    | 2.21%                             | 8    |
| Novosibirsk Region       | 1.81%                             | 10   | 2.35%                             | 8    | 2.14%                             | 9    |
| Krasnodar Krai           | 1.81%                             | 10   | 2.04%                             | 10   | 1.94%                             | 10   |

As shown in Table 8, the overall situation was stable. However, although Moscow occupied the first position in terms of the patent indicator for the entire period, there was a sharp drop from 2014 to 2015 (by a total of 10%), returning to the previous value in 2016.

Next, we analysed the input and output data of the second stage associated with the manufacturing of innovative goods and services.

To begin with, we considered the number of patents granted that might become innovative goods and services in the future (Table 9). Regarding the number of patents granted, there was a negative trend from 2016 to 2019: they decreased by 945 (−3.21%).
Table 9. Top 10 regions with the highest indicator for patents for 2017–2019.

| Region            | Patent Value for 2017, % of Total | Rank | Patent Value for 2018, % of Total | Rank | Patent Value for 2019, % of Total | Rank |
|-------------------|-----------------------------------|------|-----------------------------------|------|-----------------------------------|------|
| Moscow            | 26.58%                            | 1    | 24.80%                            | 1    | 25.11%                            | 1    |
| St. Petersburg    | 8.63%                             | 2    | 8.98%                             | 3    | 9.55%                             | 2    |
| Moscow Region     | 6.78%                             | 3    | 9.54%                             | 2    | 6.76%                             | 3    |
| Republic of Tatarstan | 3.48%                         | 4    | 3.60%                             | 4    | 3.84%                             | 4    |
| Republic of Bashkortostan | 2.82%                       | 5    | 2.41%                             | 7    | 2.63%                             | 6    |
| Rostov Region     | 2.68%                             | 6    |                                   |      | 2.29%                             | 10   |
| Sverdlovsk Region | 2.61%                             | 7    | 2.69%                             | 5    | 2.76%                             | 5    |
| Krasnodar Krai    | 2.50%                             | 8    | 1.96%                             | 9    | 2.33%                             | 9    |
| Samara Region     | 2.33%                             | 9    | 2.43%                             | 6    | 2.36%                             | 8    |
| Novosibirsk Region| 2.13%                             | 10   | 2.30%                             | 8    | 2.37%                             | 7    |
| Voronezh Region   | 1.84%                             | 10   |                                   |      |                                   |      |

We identified the 10 regions with the highest number of patents granted for the period under review (Table 9). From 2016 to 2019, the number of patents granted was distributed relatively evenly among the top 10; however, there were many cases in which the regions changed their position by several points. Thus, improvement in rank was observed in the Novosibirsk Region (from tenth to seventh position) and Sverdlovsk Region (from seventh to fifth position), and a drop in rank was observed in the Rostov Region (from sixth to tenth position).

Next, we considered how the input parameter in the second stage of modelling, namely, the cost of technological innovations (millions of roubles (RUB)), was distributed. The cost distribution for technological innovations, together with the patents granted, further determines the potential number of readymade innovative solutions to be presented on the market.

The cost of technological innovations increased by RUB 549,541.8 million (+34.74%). The significant rise in this parameter is attributable to the fact that, in 2017, many regulatory documents aimed at developing the area of innovative production and information and communication technologies were approved (e.g., one dated 28 July 2017, No 1632-r, on the approval of the Digital Economy of the Russian Federation program).

We consider the cost distribution for technological innovations in the top 10 regions in terms of their % of total (Table 10).

The costs of technological innovation for 2017–2019 led to the following shifts in position: St. Petersburg (from second to fourth position), Nizhny Novgorod Region (from fourth to second position) and Moscow Region (from fifth to third position). Compared to all previously considered indicators, only cfti included other regions as well in the top three, not just Moscow, Moscow Region and St. Petersburg.

We analysed the distribution of the output parameter in the second stage of the model (Table 11). The volume of innovative goods, works and services reached the value of RUB 4,951,955 million by 2019, which was RUB 696,263.6 million (16.36%) more than that in 2017. Unlike the previous lists of regions with the largest share of the indicator of the total volume of the resource, in relation to qing, Moscow did not occupy the first position for the period under review. Thus, not all resource opportunities were used efficiently in this region, which can be proved by analysing the results obtained from the DEA model. The Republic of Tatarstan has become the leading subject of the Russian Federation in the production of innovative goods and services (it occupies first place in the ratings).
Table 10. Top 10 regions with the highest cfti indicator for 2017–2019.

| Region                                      | cfti Value for 2017, % of Total | Rank | cfti Value for 2018, % of Total | Rank | cfti Value for 2019, % of Total | Rank |
|---------------------------------------------|----------------------------------|------|----------------------------------|------|----------------------------------|------|
| Moscow                                     | 12.28%                           | 1    | 14.35%                           | 1    | 24.21%                           | 1    |
| St. Petersburg                              | 8.61%                            | 2    | 5.42%                            | 5    | 5.84%                            | 4    |
| Khanty–Mansi Autonomous Okrug–Yugra         | 6.67%                            | 3    | 3.54%                            | 6    |                                  |      |
| Nizhny Novgorod Region                      | 6%                               | 4    | 5.50%                            | 4    | 7.28%                            | 2    |
| Moscow Region                               | 5.81%                            | 5    | 7.87%                            | 2    | 6.23%                            | 3    |
| Republic of Tatarstan                       | 4.96%                            | 6    | 7.30%                            | 3    | 5.02%                            | 5    |
| Krasnodar Krai                              | 3%                               | 7    |                                  |      |                                  |      |
| Sverdlovsk Region                           | 2.83%                            | 8    |                                  |      |                                  |      |
| Karachay-Cherkess Republic                  | 2.81%                            | 9    | 2.56%                            | 9    |                                  |      |
| Republic of Tyva                            | 2.79%                            | 10   | 2.55%                            | 10   |                                  |      |
| Krasnoyarsk Krai                            | 3.54%                            | 6    | 3.28%                            | 6    |                                  |      |
| Sakhalin Region                             | 3.13%                            | 7    | 3.13%                            | 7    |                                  |      |
| Omsk Region                                 | 2.89%                            | 8    |                                  |      |                                  |      |
| Republic of Kalmykiya                       | 2.55%                            | 10   |                                  |      |                                  |      |
| Republic of Altai                           | 2.55%                            | 10   |                                  |      |                                  |      |
| Tula Region                                 |                                   |      |                                  |      | 2.67%                            | 8    |
| Samara Region                               |                                   |      |                                  |      | 2.43%                            | 9    |
| Chechen Republic                            |                                   |      |                                  |      | 2.09%                            | 10   |

Table 11. Top 10 regions with the highest qing indicator value for 2017–2019.

| Region                                      | cfti Value for 2017, % of total | Rank | cfti Value for 2018, % of Total | Rank | cfti Value for 2019, % of Total | Rank |
|---------------------------------------------|----------------------------------|------|----------------------------------|------|----------------------------------|------|
| Republic of Tatarstan                       | 10.23%                           | 1    | 12.74%                           | 1    | 11.77%                           | 1    |
| Moscow Region                               | 9.03%                            | 2    | 7.77%                            | 3    | 6.06%                            | 4    |
| The city of St. Petersburg                  | 7.12%                            | 3    | 8.19%                            | 2    | 9.35%                            | 3    |
| The city of Moscow                          | 5.85%                            | 4    | 6.16%                            | 5    | 11.43%                           | 2    |
| Perm Krai                                   | 5.20%                            | 5    | 6.80%                            | 4    | 4.51%                            | 6    |
| Nizhny Novgorod Region                      | 5.14%                            | 6    | 5.34%                            | 7    | 5.38%                            | 5    |
| Samara Region                               | 4.92%                            | 7    | 4.46%                            | 8    | 3.33%                            | 9    |
| Sverdlovsk Region                           | 4.55%                            | 8    | 3.34%                            | 9    | 3.40%                            | 8    |
| Tumen Region                                | 4.39%                            | 9    | 5.35%                            | 6    | 3.47%                            | 7    |
| Krasnodar Krai                              | 3.96%                            | 10   |                                  |      |                                  |      |
| Republic of Bashkortostan                   | 3.12%                            | 10   | 3.09%                            | 10   |                                  |      |

According to the previously presented data, the leaders’ terms of available resources were, in the first instance, Moscow, the city of St. Petersburg and Moscow Region. This is explained by the fact that these are the largest scientific centres and, consequently, patent activity is much higher there. Additionally, the high level of financial support provided by the state for these subjects of the Russian Federation should be kept in mind. Moreover, a high concentration of resources within a particular territorial entity should not be taken to indicate that they will be used efficiently. Therefore, it is necessary to analyse RIS efficiency to reveal the qualitative aspect of resource expenditure.

When building the DEA model and further interpreting the results obtained, it is worth considering the following limitations:
A set of indicators was selected by accounting for the specifics of innovative development programs in the Russian Federation. This is because further strategies for the operation of both commercial and budgetary organisations are being designed, depending on which direction of innovative development is established by the state institutions according to the regulatory documents. The innovative development strategies established at the moment affect not only the behaviour of RIS entities but also the presence of indicators in statistical databases and the period for which they are available for collection [111–113].

In the model, conditionally, all patents obtained were completely converted into specific innovative goods and services, and all organisations that carried out R&D were engaged in patent activity. This limitation is attributed to the fact that Russia is just beginning the transition to innovative economic activity. Therefore, such an assumption will determine how effectively measures related to the development of patent activity in Russia are being implemented [114–116].

The results of DEA modelling for the last period of the first stage (2016) are presented in Figure 2.

![Figure 2. Map of the performance rating of RISs for 2016 (the first stage of the analysis).](image)

This map makes it possible to see regions with the highest level of RIS efficiency related to patent activity. They are the Ivanovo Region (1), Kursk Region (1), the Republic of Mari El (1), Kostroma Region (0.8604), Khanty-Mansi Autonomous Okrug (0.8561), Belgorod Region (0.8358) and Voronezh Region (0.8109).

Next, we analysed the performance rating map of RISs for 2019 (the last period of the second stage of the analysis) (Figure 3).

According to Figure 3, the highest level of efficiency in innovation activity in the production of goods and services was found in the Murmansk Region (1), Tyumen Region (1), Lipetsk Region (0.8833), Sakhalin Region (0.7629) and Yamalo-Nenets Autonomous Okrug (0.7141).

The next step was to consider the changing trends in the efficiency of the regional innovation systems of the Russian Federation. For this purpose, we calculated the compound annual growth rate (CAGR) indicator, which is expressed as a ratio and shows that the percentage change in the studied parameter increases over the year. First, we identified the regions with the highest positive and negative CAGR values. Positive CAGR, with a value exceeding 10%: Sakhalin Region 128.13%; the Republic of Adygea 113.98%; the Republic of Altai 84.65%; Murmansk Region 67.16%; Kamchatka Krai 57.63%; Khanty-Mansi...
Autonomous Okrug–Yugra 47.09%; the Republic of Tyva 45.27%; Tyumen Region 35.33%;
the Komi Republic 33.67%; the Republic of Mordovia 29.66%; Smolensk Region 29.08%;
Lipetsk Region 28.69%; the Republic of Ingushetia 26.53%.

Figure 3. Map of the performance rating of RISs for 2019 (the second stage of the analysis).

Negative CAGR, with a value exceeding 20%: Novosibirsk Region 20.07%; Altai Krai
21.15%; Kostroma Region 21.28%; Ulyanovsk Region 21.46%; Irkutsk Region 21.69%; the
Republic of Mari El 22.71%; Voronezh Region 22.91%; Trans-Baikal Krai 23.60%; Kursk
Region 24.07%; Saratov Region 26.23%; Kemerovo Region 26.35%; Novgorod Region
27.67%; Ivanovo Region 28.33 Omsk Region 31.36%; Tomsk Region 31.69%; the city of
Moscow 32.73%; Amur Region 35.42%; Astrakhan Region 36.00%; the Republic of Crimea
36.23%; Republic of North Ossetia–Alania 36.87%; Kaliningrad Region 43.07%; the Chechen
Republic 49.69%; the Kabardino-Balkar Republic 50.54%; Sevastopol 53.28%; the Republic
of Dagestan 53.64%. Magadan Region (92.74%) and the Jewish Autonomous Region (−30.67%)
were excluded from the lists, as for these regions, data for only two periods instead of the
required five were available.

After identifying the largest deviations in the indicator of RIS efficiency, it was neces-
sary to define the reason for this situation. The change in the indicator can be caused by
extensive (due to the increase in resources) and intensive (due to the increase in the perfor-
man ce parameter) reasons. The efficient use of resources can be detected by calculating
“slacks”. Slacks are a standard element in the DEA model and show whether the available
resources are fully intended to obtain the final product or whether there are efficiency
reserves. For instance, we considered the value of slacks for the first and second stages of
building the model for each input indicator. In this study, an output-focused model was
used that aimed at maximising the output parameter with the constant value of inputs.
Therefore, the indicator of incoming slacks by parameter will reveal how much the input
can be reduced to obtain the same result at the output and indicate the efficiency reserve.

According to the parameters in the first stage of 2016 (10 regions with the highest
value), the incoming slacks’ size can be seen in Figures 4–6.
We analysed slacks for the second stage of the DEA modelling (see Appendix A). The largest amount of incoming slacks in terms of patent issuance in Russia was observed in St. Petersburg. Consequently, there is a reserve of human resources engaged in R&D that can be deployed for research activities; in Moscow, the number was 117,570 people in 2016; 56,045 people in 2015; 131,076 in 2014.

Two additional R&D organisations might be involved in scientific projects in the Lipetsk Region in 2014, 2015 and 2016. We analysed slacks for the second stage of the DEA modelling (see Appendix A). The largest amount of incoming slacks in terms of patent issuance in Russia was observed in the Republic of North Ossetia-Alania. Therefore, only three patents were issued in 2019. In 2018, the slacks achieved their maximum values in the Kursk Region (152 more patents could be issued), and in 2017, 60 patents could be issued for the same region. In cases where there were slacks in the number of patents granted due to the fact of certain circumstances, the developed models of intellectual property could not acquire the material form of the finished product.

According to the indicator of incoming slacks, relative to the costs for technological innovations, the Nizhny Novgorod Region became the leader in 2019 with a value of RUB 58,199 million; in 2018, the Republic of Tatarstan became the leader, with RUB...
40,945 million; in 2017, Khanty-Mansi Autonomous Okrug–Yugra became the leader, with RUB 32,118 million.

Thus, the proposed version for estimating RISs facilitates the identification of the following parameters for each object considered:

- A performance indicator;
- Rankings including all subjects of the Russian Federation;
- The value of incoming slacks describing efficiency reserves. This parameter enables the redistribution of the financial and human resources involved in creating innovative goods and services among the subjects of the Russian Federation in the most efficient manner possible. Furthermore, slacks can partially explain the possible intensive reasons for changes in the ranking of RIS efficiency in the Russian Federation.

Data by indicators can be used to identify the intensive or extensive reasons for changing the RIS ranking.

5. Discussion

The proposed model characterises the translation of patent activity into a specific number of innovative goods and services. However, in some countries with transition economies, it is too early to discuss the concepts of “open innovations” and “innovativeness”. This is mainly because their institutional environment is not sufficiently developed to implement these concepts. On the one hand, this is because the transition from a planned economy to a market economy has destroyed the established ties among scientific, educational and real sector organisations [117]. At the same time, the market institutions formed in Russia are not working effectively. This is because the results of fundamental scientific research cannot be instantly converted into final goods and services. This is especially important given the unstable economic situation in the country, where the long-term planning horizon is often less than a year. Under these conditions, neither scientific organisations nor organisations in the real sector know what form of interaction will turn out to be efficient. This picture can be seen most clearly in inefficient regions [118–120].

The construction of performance maps facilitated the identification of the following pattern: the regions that occupy leading positions in relation to the issued patents do not always produce larger quantities of innovative products compared to other subjects. For example, the Murmansk Region presented a relatively low level for the first stage (0.0880) but showed the greatest efficiency in the second stage (1.000). Thus, the Murmansk Region has become a leader in the efficiency of resource use for producing innovative goods and services. In contrast, the opposite situation can be observed. This might mean, for example, the availability of a reserve of resources that can be directed to an additional scope of work related to innovative developments. From the viewpoint of management activities, it might be necessary to implement a policy in this region to build an effective system of interaction between participants in innovative activities. Consequently, further analysis is required to identify the possible causes of the situation.

Thus, this study can aid in attracting additional attention from the international scientific community to develop the theory of assessing RIS effectiveness in the context of open innovations in countries with transition economies.

Many researchers have discussed the issue of innovative regional development but have paid less attention to open innovations. For example, Zemtsov [121] used the model with the patent activity output parameter but arrived at different results regarding the ranking. This can be explained by the fact that Zemtsov’s model focused only on patent activity, while this study used a two-stage algorithm. In addition, different time intervals were considered; therefore, other internal and external conditions influenced the functioning of the economic agents. In addition, Zemtsov considered the period before implementing the national program to develop the digital economy (since 2017). Many DEA models focus on patents when analysing the efficiency of regional structures.

When considering the results of the second stage of modelling, we should focus on Suprun et al.’s [122] study in which innovation activities were researched in terms of
the production of innovative goods and service output parameters. The authors used a different model but focused on the presence of the nonlinear relationships between the level of attractiveness of innovations and those of administrative barriers, state support and business efficiency in the industry, which confirms the need to implement innovative goods and services concerning the concept of open innovations, proving the theses proposed in this article.

The importance of state support for the implementation of innovative activities and the establishment of an efficient system of interaction among economic agents were also indicated by Zhang [123], Sholeh [124] and other authors [4,116,117,125,126].

When applying descriptive statistics of resource allocation, the regions with the highest concentration of innovative opportunities were evidently the federal cities of St. Petersburg and Moscow. However, as mentioned above, this resource availability does not always lead to a high level of innovative production [127–129].

6. Conclusions

In this article, the authors considered the issue of assessing RIS effectiveness in the context of the shift from a transition economy to open innovations. It was clarified that the development of the approach to open innovations in countries with transition economies would draw the attention of innovation system participants towards the importance of establishing mechanisms for interactions with each other. First, this model helps identify efficiency reserves in the subjects, and the information obtained can be used to design measures for developing RISs.

The development of the open innovation concept affects the activities of key economic subjects, even in countries with transition economies. For example, building an innovation ecosystem implies creating a relationship between the network of companies and organisations aimed at joint development within the current set of technological, information and other resources through the creation and implementation of new products and services. Universities are the core link in innovative ecosystems. The effectiveness of the science and education sector determines its capability to address the tasks facing the ecosystem. The creation and implementation of advanced solutions within open innovation systems will efficiently redistribute the available resources among the participants and obtain the best quality characteristics of the finished products.

In assessing RIS efficiency in a transition economy, the authors propose the DEA model, which is associated with identifying reference regions in terms of efficiency, with which the rest of the objects to be analysed will be compared. The further other regions are removed from the reference regions, the less effectively they will use their capabilities. This approach is based on the theoretical provisions of the concept of an “ideal” system.

This model assumes that all organisations that have carried out R&D create patents, all of which are converted into specific innovative goods and services. The authors chose this approach because in the transition to a market economy, it is important to focus on the interaction between scientific organisations and businesses. Currently, in countries with transition economies, some barriers prevent further innovative development, such as cultural barriers and information secrecy. In this case, it is important to find a common goal, depending on which model of participant behaviour in the system will be designed. The turnover of patents into specific goods and services can become such an element. Establishing an effective system of interaction between the scientific and commercial sectors of the economy is possible only under the conditions of open innovations, when the information exchange is freely carried out between the system’s participants, without restrictions. In addition, the effective use of resources was detected by calculating the slacks. When using the DEA model, slacks are standard components that show whether any available resources are fully deployed to produce the final product or whether there are efficiency reserves.

In the process of the analysis, the authors identified many patterns:
The presence of large quantities of available resources did not always imply their highly efficient use. For example, regions such as Moscow and St. Petersburg are scientific centres in Russia and aggregate several intellectual and technological capabilities but have a high level of slack. This indicates the need to establish a more effective management system for the competent use of available additional opportunities;

Regions that have fewer resources compared to other subjects can show high results in the process of creating innovative products. For example, the Murmansk Region did not belong to the top 10 regions in terms of available resources for the entire period under consideration but showed highly innovative production (1.000).

With a high level of patent activity, the region might not be capable of a high level of commercialisation of research. For instance, while the Khanty-Mansi Autonomous Okrug (0.8561) yielded high results in patent issuance, it did not enter the top 10 regions (0.3190) in the manufacturing of innovative products. The current situation raises the problem that the region might have a sufficient number of highly qualified labour resources, but the financial, managerial or technological component of the innovation process in the region requires improvement.

The region can show a high level of production of innovative solutions with a few issued patents. For example, Yamalo-Nenets Autonomous Okrug showed a value of 0.1852 in the first stage of modelling, but the level of innovation activity was high, at 0.7141. Thus, it is worth focusing on the development R&D organisations in this region since there are enough technological capacities for the sale of innovative products. The involvement of additional R&D organisations can lead to even greater feedback in terms of generating innovation.

When developing the model, the authors revealed that conducting such an analysis was associated with considerable labour costs in terms of information collection at the preparatory stage of the analysis. In the future, when building a model, the amount of data obtained will be equally large, which makes it difficult to interpret the information. In this regard, as a further direction of research, the authors suggest the development of a specific software product that will more clearly present the data obtained and simplify their collection and processing.
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Appendix A

Figure A1. Size of incoming slacks by the indicator insurance of patents in Russia 2017–2019.

Figure A2. Size of incoming slacks by the indicator costs for technological innovations in Russia 2017–2019.
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