Hall and Faraday effects in interacting multi-band systems with arbitrary band topology and spin-orbit coupling
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I. INTRODUCTION

The zero-frequency (DC) Hall conductivity is widely used as a probe of Fermi surface evolution1 and topological properties of eigenstates. Despite its long history 2, the theory of the Hall effect in the presence of interactions and of multi-band effects, both at finite frequencies and in the DC limit, remains unattended. At finite frequency, the Hall effect controls Faraday rotation3 and is expected to contain important information, just as the optical conductivity does4. Recent results in high-Tc superconductors,5,6 heavy fermions2, iron-based superconductors8, topological insulators9, Dirac and Weyl semimetals10, for example, show the continued importance of the Hall effect.

In many studies of the Hall effect, the calculations are based on formulae that are direct extensions of the single-band formula. These extensions can be inadequate for multi-band systems because, as we will show, they consider only the three-leg (triangular) diagrams.11,12

In this paper, we derive a formula for the Hall effect that includes both three-leg and four-leg diagrams. The formula is valid for model Hamiltonians that describe multi-band systems in the presence of arbitrary interactions. It includes vertex corrections: While the interaction of an excited electron or hole with the environment is taken into account through vertex corrections to the current operator, they are driven by intra-atomic currents. Electric-dipole matrix elements must be taken into account. A sketch of the derivation for the Hall effect in the general case and our final formula are in Sec. III. The details of the derivation are in Appendices B and C. Appendix B in particular, addresses some subtle issues related to vertex corrections. We show in Sec. IV how one recovers the semiclassical limit. Appendix A demonstrates for the antiferromagnetic state of the one-band Hubbard model, why the rectangular diagrams can be important to obtain the correct semi-classical formula when there is a valence and a conduction band. The conclusions are in Sec. V while Appendix D discusses some details related to the link to the semiclassical theory and Appendix E contains various Matsubara frequency summations that we need for derivations. We restrict ourselves to a discussion of the longitudinal and Hall conductivities, but similar arguments are valid for the analog thermoelectric quantities, thermopower, Nernst coefficient and thermal Hall (Righi-Leduc) effect.

II. COUPLING TO THE ELECTROMAGNETIC FIELDS

Minimal coupling in first-principles calculation and in model Hamiltonians require separate discussions. For model Hamiltonians with more than one band, there are ambiguities with the widely used formulae for the DC conductivity and Hall conductivity in the semi-classical limit. The currently used formula for DC Hall conductivity, involving only triangular diagrams, depends on how the Peierls substitution is interpreted. It gives the wrong result for the Hall conductivity in the multi-band case if the correct expression for the current is used. Triangular diagrams give the correct result only in
the DC limit, not at finite frequencies, if the derivative with respect to vector potential is replaced by a derivative with respect to crystal momentum of the eigenenergies, a common interpretation of the Peierls substitution. This is discussed further in Appendix A with the simple example of commensurate antiferromagnetism. In the rest of this section, we define what is a model Hamiltonian in the orbital basis and how the electromagnetic field must be introduced in such a Hamiltonian. The rest of this paper will be based on this.

A. Minimal coupling in model Hamiltonians: the orbital basis

Minimal coupling between matter and electromagnetic field leads to the following general prescription for the current operator as a functional derivative of the Hamiltonian $\hat{H}$ with respect to the vector potential $A$:

$$\hat{J}(r) = -\frac{\delta \hat{H}}{\delta A(r)}.$$  \hspace{1cm} (1)

In the simple case where there is no spin-orbit coupling, one recovers the well known second-quantized expression for the current operator

$$\hat{J}(r) = -\frac{e}{2m} \sum_\sigma \left[ \psi_\sigma^\dagger(r) \left( \frac{\hbar}{i} \nabla + eA \right) \psi_\sigma(r) - \left( \frac{\hbar}{i} \nabla - eA \right) \psi_\sigma^\dagger(r) \right] \psi_\sigma(r)$$ \hspace{1cm} (2)

in terms of the elementary charge $e$ and of the field annihilation (creation) operators $\psi_\sigma^\dagger(r)$ for an electron of spin $\sigma$ at position $r$.

Interacting model Hamiltonians are constructed, in principle, by expanding the field operators in a Bloch basis and then keeping only a few bands near the Fermi level. The bands that are not taken into account change the real part of the dielectric constant. The bands are labeled by a band index $n$ and crystal momentum $k$. One then does a further change of basis to states that are orthonormal and localized around atomic sites. These states are labeled by $R_i + r_a$, that we call the position of the atomic site $a$ in unit cell $R_i$, and by another label, $l$. There are as many values of $l$ as there are bands. There is no unique way to define the orthonormal localized basis since one can do a $k$-dependent unitary transformation amongst the Bloch states labeled by $n$. The results should in principle be independent of the choice of unitary transformation but, in practice, since we work in a truncated basis, some choices are better than others when modeling interactions. Note that even though the labels $l$ do not, in general, correspond to specific orbitals, we will continue to refer to $l$ as an orbital index for simplicity.

Expanding the field operators appearing in the expression for the current operator in this localized basis, the contribution to the current operator that normally leads to radiative transitions between atomic states now leads to interband transitions when translated back to the band basis. In the localized basis, there is another contribution to the current operator that comes from tunneling between different atomic sites. Under reasonable weak-field assumptions, the simplest way to obtain this contribution is to go back to the Hamiltonian in the Wannier basis and perform the so-called Peierls substitution. Specifically, each of the terms in the kinetic-energy operator that represent hopping between atomic sites is multiplied by a phase

$$\exp \left[ \frac{i e}{\hbar} \int_{R_i+\mathbf{r}_a}^{R_i+\mathbf{r}_b} \mathbf{A} \cdot d\mathbf{r} \right],$$  \hspace{1cm} (3)

where the integral is along a straight line connecting the positions of the atoms between which hopping occurs, even within a unit cell. This is the only way to couple the electromagnetic field to a few given localized orbitals in a gauge-independent way.

Fourier transforming from the unit cell positions $R_i$ to crystal momentum $k$ one obtains what we call the Hamiltonian in the orbital basis. Because we loose translational invariance when the vector potential corresponding to a magnetic field is applied, this Hamiltonian is a matrix with indices that correspond to different crystal momenta. Since we will be working in the long wavelength limit, one can find the current operator Eq. (1) corresponding to a given Fourier component of the vector potential from

$$\hat{J}(q) = -\sum_{kk'} \sum_{\sigma \sigma'} \sum_{l l'} c_{kl \sigma l'}^\dagger \frac{\partial H^{(A)}_{k \sigma l, k' \sigma l'}}{\partial A(q)} c_{k' \sigma l'}.$$  \hspace{1cm} (4)

with $c_{kl \sigma l'}^\dagger$ standing for annihilation (creation) operators in the single-particle state with quantum numbers $k \sigma l$. In the calculations below, $H^{(A)}$ stands for the matrix that appears above, but without explicit indices. This is the Hamiltonian matrix in the orbital basis. With spin-orbit coupling, this matrix is not necessarily diagonal in spin indices. Its derivative with respect to vector potential leads to the current operator for both interband and intraband transitions.

B. A simple example and warnings

In momentum space and for the single-band case, the general result Eq. (4) for the current operator corresponding to a uniform electric field leads to an expression to the uniform field to a few given localized orbitals in a gauge-independent way.

$$\hat{J}_\text{op} = -\frac{e}{\hbar} \sum_{k \sigma} \left( \frac{\partial E_k}{\partial k_\sigma} + \frac{e}{\hbar} \frac{\partial^2 E_k}{\partial k_\sigma^2} A_\sigma \right) c_{k \sigma}^\dagger c_{k \sigma}$$  \hspace{1cm} (5)

where $\sigma$ labels spatial direction, $E_k$ is the dispersion relation and $c_{k \sigma}^\dagger$ is the annihilation (creation) operator for a state of wave vector $k$ with spin $\sigma$. For simplicity of the discussion, we assume that there is no spin-orbit interaction and drop the spin index on the dispersion relation.
The above result for the current is based on a replacement of the derivative with respect to vector potential by a derivative with respect to wave vector \( \mathbf{k} \), as suggested by the Peierls substitution. It is important however to note that this replacement by a derivative with respect to \( \mathbf{k} \) is a basis-dependent statement. In a multi-orbital case with more than one atom per unit cell, the correct minimal coupling is not equivalent to the change of variables \( E_{n, \mathbf{k}} \rightarrow E_{n, \mathbf{k} + e \mathbf{A}/\hbar} \), where \( n \) is the band index. This is discussed further in Appendix A 2.

The physical choice of current vertex is the one obtained from a derivative with respect to \( \mathbf{k} \) of the model Hamiltonian in the orbital basis (See Eq. (A6) for an example). Indeed, take the case of a solid with two atoms, \( A \) and \( B \), per unit cell. The bands are linear combinations of operators on the \( A \) and \( B \) sublattices that are separated in space. Hence, currents between these two sites are associated with a dipole that can lead to interband transition and they are taken into account by the Peierls substitution in the orbital basis. In fact, using the complete expression for the current, Eq. (2), there are interband transitions in the general case, even in the band basis, as shown in Ref. 20. The interband transitions come from wave-vector derivatives of the periodic part of the Bloch functions.

Note that we can replace the derivative with respect to vector potential by a derivative with respect to \( \mathbf{k} \) only when we neglect intra-atomic dipole transitions, do the Peierls substitution in the orbital basis and include the phase factor for hopping within the unit cell as well as between unit cells. Otherwise, if the phase factor includes only the position of the unit cell, the current cannot be expressed as a derivative with respect to \( \mathbf{k} \) only.

**III. LONGITUDINAL AND HALL CONDUCTIVITIES**

The Hall response is linear in applied electric field, hence linear response theory in Matsubara frequency can be used. The magnetic field by itself does not lead to a dissipative response. It can be included in the Hamiltonian to arbitrary order. We thus first recall the linear response formalism and then motivate the result for the Hall conductivity. Analytic continuation is performed as the last step of the calculation. Details of the derivation are given in Appendices B and C.

We choose a gauge where the electric field is represented by a time-dependent and space-independent vector potential, \( \mathbf{A}(t) \), while the magnetic field is represented by a time-independent and space dependent vector potential, \( \mathbf{A}'(\mathbf{r}) \). In other words,

\[
\mathbf{A}(t) + \mathbf{A}'(\mathbf{r}) = \mathbf{A} \exp[-i\mathbf{q}t] + \mathbf{A}' \exp[i\mathbf{q} \cdot \mathbf{r}].
\]

In Fourier space, we thus have for the electric and magnetic fields respectively \( \mathbf{E}(\mathbf{q}, \nu) = i\nu \mathbf{A}(\mathbf{q}, \nu) \) and \( \mathbf{B}(\mathbf{q}', \nu') = i\mathbf{q}' \times \mathbf{A}'(\mathbf{q}', \nu') \).

Note that matrices in the orbital basis and vectors, such as the vector potential and the crystal momentum, are all represented indistinctly by bold symbols, even though they are not objects in the same space. The context will insure that no confusion arises.

**A. Conductivity in linear response**

We first consider the conductivity in zero magnetic field. The expectation value of the current operator Eq. (4) in the \( \alpha \) direction in the presence of the time-dependent vector potential \( \mathbf{A} \) that represents the electric field, is given in imaginary time by

\[
J^\alpha(\tau) = \text{Tr} \left[ \left(-\partial_{\mathbf{A}_\alpha} \mathbf{H}^{(\mathbf{A})}\right) \mathbf{G}^{(\mathbf{A})}(\tau, \tau + 0^+) \right] \tag{7}
\]

where we used the shortcut \( \partial_{\mathbf{A}_\alpha} \) for the partial derivative with respect to vector potential of the Hamiltonian matrix in the orbital basis Eq. (4), and where the expectation of the field operators with the non-equilibrium density matrix is now represented by a time-ordered Matsubara Green’s function matrix in the same basis

\[
\mathbf{G}^{(\mathbf{A})}(\tau, \tau') = -< T_\tau \mathbf{c}(\tau) \mathbf{c}^\dagger(\tau') >_\mathbf{A}. \tag{8}
\]

The trace in Eq. (7) is over crystal momentum, spin and band indices. Since the interaction does not depend on the vector potential, it is only the non-interacting part of \( \mathbf{H}^{(\mathbf{A})} \) that will be relevant.

We are interested in linear response. This means that we must expand both the vertex \( -\partial_{\mathbf{A}_\alpha} \mathbf{H}^{(\mathbf{A})} \) and the Green’s function \( \mathbf{G}^{(\mathbf{A})} \) to linear order in the vector potential, which gives what are known, respectively, as the diamagnetic and the paramagnetic contributions. The final answer for the uniform \( \mathbf{q} = 0 \) result takes the general form

\[
J^\alpha(\nu) = \sum_\beta \Pi_{\alpha\beta}(\nu) A^\beta(\nu), \tag{9}
\]

where \( \nu \) denotes the frequency. Expanding in a basis that takes advantage of translational invariance by one unit cell, the Green’s function \( \mathbf{G}_\mathbf{k} \) becomes a \( \mathbf{k} \) dependent matrix. In the Matsubara representation, the calculation is relatively simple. Making use of the matrix identity

\[
\partial_{\mathbf{A}_\alpha} \mathbf{G}^{(\mathbf{A})} = -\mathbf{G}^{(\mathbf{A})}\partial_{\mathbf{A}_\alpha} \mathbf{G}^{(\mathbf{A})^{-1}} \mathbf{G}^{(\mathbf{A})}, \tag{10}
\]

that follows from differentiating \( \frac{1}{2} \mathbf{G}^{(\mathbf{A})} \mathbf{G}^{(\mathbf{A})^{-1}} = \mathbf{1} \), one recovers the standard expression\[12\] for the polarization tensor \( \Pi_{\alpha\beta}(\nu_k) \), namely...
\[ \Pi_{\alpha\beta}(i\nu_n) = -\frac{\delta_{\alpha\beta} k_B T}{V_{\text{cell}} N} \sum_{k_{\omega_m}} \text{Tr} \left\{ [\lambda_{\alpha\beta}(0,0)]_{k,\omega_m} G_{k,\omega_m} \right\} \]
\[ -\frac{k_B T}{V_{\text{cell}} N} \sum_{k_{\omega_m}} \text{Tr} \left\{ [\lambda_{\alpha}(0,i\nu_n)]_{k,\omega_m} G_{k,\omega_m} \left[ A_{\beta}(0,-i\nu_n) \right]_{k,\omega_m} \right\}, \]  
(11)

where \( T \) is the temperature, \( k_B \) is Boltzmann’s constant, \( V_{\text{cell}} \) is the volume of the unit cell, \( N \) is the number of unit cells, and all bold quantities are square matrices labeled with orbital and spin indices. These matrices are diagonal in spin indices only if there is no spin-orbit interaction. The traces from now on will be in orbital and spin indices (The sum over crystal momentum will be written explicitly). In the above equation, \( \delta_{\alpha\beta} \) is the Kronecker delta, \( i\nu_n \) is a bosonic Matsubara frequency, the bare current vertex is

\[ \lambda_{\alpha} \equiv -\partial_{A_{\alpha}} H^{(A)} \big|_{A=0} \]  
(12)

with \( H^{(A)} \) the non-interacting part of Hamiltonian in the orbital basis, while the dressed current vertex in the same basis is

\[ \Lambda_{\alpha} \equiv \partial_{A_{\alpha}} G^{(A)} \big|_{A=0}. \]  
(13)

These vertices include both intra- and inter-atomic transitions and in the case of model Hamiltonians where the Peierls substitution is used properly, they can be calculated from derivatives with respect to \( k \) when intra-atomic dipole transitions can be neglected, as discussed in the previous section. The derivative of the current vertex with respect to the gauge potential is

\[ \lambda_{\alpha\beta} \equiv \partial_{A_{\beta}} \lambda_{\alpha} \big|_{A=0}. \]  
(14)

It plays the role of the bare inverse effective-mass tensor (at least in the one-band case) and it comes from differentiating the vector potential in the gauge invariant expression for the current. The fully interacting single-particle Green’s function entering Eq. (11) is

\[ G_{k,\omega_m} = \left[ (i\omega_m + \mu) \mathbb{1} - H(k) - \Sigma(k, i\omega_m) \right]^{-1}, \]
(15)

where \( \Sigma \) is the electron self-energy, \( \mu \) is the chemical potential and \( \omega_m \) denotes the fermionic Matsubara frequencies. We have also defined \( \omega_m^+ \equiv \omega_m + \nu_n \). Note that \( A^\omega_{\alpha\beta} \) contains a contribution that is equal to the bare current vertex and a contribution that comes from a functional derivative of the self-energy, which is the vertex correction. Vertex corrections depend on two fermionic frequencies and one bosonic frequency, with corresponding wave vectors.

The first term in Eq. (11) is the diamagnetic response while second term in this equation is the paramagnetic one. Both terms are necessary to insure gauge invariance. Indeed, the conductivity tensor is defined as \( J^\alpha(\nu) = \sum_{\beta} \sigma_{\alpha\beta}(\nu) E^{\beta}(\nu) \). Thus, once analytic continuation is performed, the \( q = 0 \) conductivity is given by the retarded response

\[ \sigma_{\alpha\beta}(\nu) = \frac{1}{i(\nu + \nu_n^+) \Pi_{\alpha\beta}^R(\nu)}, \]
(16)

with \( 0^+ \) an infinitesimal positive number. Since gauge invariance implies that there can be no response to a frequency and momentum-independent vector potential, we must have \( \Pi_{\alpha\beta}(\nu = 0) = 0 \). This means that the diamagnetic part is equal to minus of the paramagnetic part at \( \nu = 0 \). When the derivative with respect to vector potential can be replaced by a derivative with respect to \( k \), this can easily shown by integration by part of the diamagnetic term. Alternatively, using current conservation and the definition of the correlation functions in terms of current commutators in real-frequency, one confirms that this result is true in general.

### B. Hall response

In a time-reversal invariant, topologically trivial material, the transverse conductivity \( (\alpha \neq \beta) \) vanishes. When these conditions are not satisfied, because of a finite Berry curvature or a spontaneous magnetization for example, there may be a DC dissipationless intrinsic Hall effect that we obtain from the definition of the transverse conductivity Eq. (16) as follows

\[ \sigma_{\alpha\beta}^{\text{intrinsic}} = -i \lim_{\nu \to 0} \partial_\nu \Pi_{\alpha\beta}^R(\nu); \quad \alpha \neq \beta. \]  
(17)

In general, the Hall response is the transverse conductivity \( (\alpha \neq \beta) \) in the presence of a perpendicular magnetic field, \( B \). It thus suffices to compute the linear response of \( \Pi_{\alpha\beta} \) to a magnetic field. The only analytic continuation we will need to do is that associated with \( i\nu_n \) for the electric field since the magnetic field is time independent. We are thus justified to use the Matsubara formalism. We can represent a magnetic field \( B^\eta = i e^{\eta \gamma} q' A' \) applied in a direction \( \eta \) perpendicular to \( \alpha, \beta \) by a vector potential written in a (Landau) gauge where \( q' \) is in a direction \( \gamma \) in the \( \alpha, \beta \) plane and \( A' \) is in the same
plane but in a direction $\delta$ perpendicular to $\gamma$. Then, we can expand the polarization to linear order in magnetic field to take into account the presence of a uniform, spatially independent magnetic field.\(^{23}\)

\[
\lim_{A',q' \to 0} \left( \partial_{q'} \partial_{A'_\gamma} \Pi_{\alpha\beta}(q', \nu_n) \right) q'_\gamma A'_\delta = 0
\]

(18)

where we used $B(q') = i q' \times A'(q')$. Here, $q'$ denotes the wave vector of the magnetic field that must be taken equal to zero along with $A'$ at the end of the calculation, as indicated. As mentioned earlier, the total gauge potential is $A(t) + A'(r)$ so that the frequency dependent Hall conductivity $\sigma^{H(n)}_{\alpha\beta}$ is given by

\[
\sigma^{H(n)}_{\alpha\beta}(\nu_n) E^\beta(\nu_n) = \frac{\Pi^{H(n)}_{\alpha\beta}(\nu_n)}{i \nu_n} B E^\beta(\nu_n) \equiv \lim_{A',q' \to 0} \left( -i e^{\gamma \delta} \partial_{q'} \partial_{A'_\gamma} \Pi_{\alpha\beta}(q', \nu_n) \right) B E^\beta(\nu_n)
\]

(20)

where $B$ is the magnitude of the magnetic field, which points in the direction $\eta$ perpendicular to $\alpha$ and $\beta$. To write the result in a gauge invariant form, we used the Levi-Civita tensor.

The first term (diamagnetic term) in the polarization tensor Eq. (11), does not contribute to the Hall conductivity, anomalous or normal, because of the Kronecker $\delta_{a\beta}$.

The calculation of the derivatives with respect to $A'$ and to $q'$ is illustrated schematically in Fig. 1. A momentum $q'$ comes in through the initial current vertex and comes out through a vertex associated with $A'$. On the first line, the first diagram on the right-hand side comes from the derivative of the initial current vertex with respect to $A'$ while, on the second line, the first and last diagrams come from using the matrix identity Eq. (10) for the derivative of a Green function. The middle diagram comes from the derivative of the dressed current vertex. Computation of this derivative is rather subtle, as discussed in Appendix B. It leads to the dressing of the bare current vertex $\lambda_\gamma$ which becomes $\Lambda_\gamma$. Using the same matrix identity Eq. (10) for the derivative with respect to $q'$, it is clear that four-leg (rectangular) diagrams will appear. The algebraic details are shown in Appendix C.

Dividing the diagrams that enter $\Pi^{H(n)}_{\alpha\beta}(\nu_n)$ into triangular and rectangular diagrams, we write

\[
\Pi^{H(n)}_{\alpha\beta}(\nu_n) \simeq \Pi^{H(n)}_{\alpha\beta}^{\text{tri}}(\nu_n) + \Pi^{H(n)}_{\alpha\beta}^{\text{rec}}(\nu_n),
\]

(21)

where $\eta$ denotes the direction of the field, and we have neglected diagrams that come from the three-particle scattering vertices (see Appendix B for more detail). The three-leg, triangular, contribution comes from derivatives with respect to $q'_\delta$ of the $\Lambda_\beta$ vertex in the first and last diagram of the second line in Fig. 1 and from derivatives with respect of $q'_\delta$ of the
FIG. 2. The triangular diagrams appearing at the Hall response of multi-band systems. The arrows on the vertices show the incoming or outcoming bosonic frequency associated with the electric field frequency. The circle and square vertices demonstrate current vertex and current vertex derivative (effective mass), respectively.

Green’s function of the middle diagram. The terms combine to give

\[
\Pi^{H(\eta),\text{tri}}(\nu_n) = \left( -\frac{i e^{\eta \delta \gamma} B k_F T}{V_{\text{cell}} N} \right) \hbar \sum_{k,\omega_m} \text{Tr} \left\{ \left[ A_{\alpha}(\nu_n) \right]_{\omega_m,\omega_m}^k G_{k,\omega_m} \left[ A_{\delta\beta}(0) \right]_{\omega_m,\omega_m}^k G_{k,\omega_m} \right\}, \tag{22}
\]

where we used a compact notation for the dressed current vertices

\[
\left[ A_{\alpha}(\nu_n) \right]_{\omega_m,\omega_m}^k \equiv \left[ A_{\alpha}(0, \nu_n) \right]_{\omega_m,\omega_m, k,\omega_m}^k, \tag{23}
\]

and defined \( \omega_m^- \equiv \omega_m - \nu_n \). These dressed current vertices obey the usual integral equation Eq. (B5). We also used the following notation for the dressed inverse effective mass tensor

\[
\left[ A_{\delta\beta}(\nu_n) \right]_{\omega_m,\omega_m}^k \equiv \left[ A_{\delta\beta}(0, \nu_n) \right]_{\omega_m,\omega_m, k,\omega_m}^k, \tag{24}
\]

which obeys an integral equation similar to that of the dressed current vertex, as given in Eq. (B13).

The Feynman diagrams for the three-leg contribution are shown at Fig. 2. The triangular contribution can be obtained from a direct extension of the single-band formula\textsuperscript{11,12}. 

FIG. 3. The rectangular diagrams appearing at the Hall response of multi-band systems. These diagrams are absent in the single-band system. The arrows on the vertices show the incoming or outcoming bosonic frequency associated with the electric field frequency. All the vertices are current vertices.
The four-leg, rectangular, contribution is obtained from the derivative with respect to \( q^\prime \) of the Green’s functions in the first and last diagrams in the second line of Fig. 1. The results combine to give

\[
\Pi^{H(\eta),\text{rec}}_{\alpha\beta}(\nu_n) = \left( -\frac{ie^{\eta\gamma}Bk_BT}{V_{\text{cell}}} \right) \frac{\hbar}{e} \sum_{\mathbf{k},\omega_m} \text{Tr}\left\{ \begin{array}{c}
[\mathbf{A}_\alpha(\nu_n)]^{k\omega_m}_{\omega_m\omega_m} \mathbf{G}_{\mathbf{k}\omega_m}[\mathbf{A}_\delta(0)]^{k\omega_m}_{\omega_m\omega_m} \mathbf{G}_{\mathbf{k}\omega_m}[\mathbf{A}_\beta(-\nu_n)]^{k\omega_m}_{\omega_m\omega_m} \mathbf{G}_{\mathbf{k}\omega_m}
+ [\mathbf{A}_\alpha(\nu_n)]^{k\omega_m}_{\omega_m\omega_m} \mathbf{G}_{\mathbf{k}\omega_m}[\mathbf{A}_\delta(0)]^{k\omega_m}_{\omega_m\omega_m} \mathbf{G}_{\mathbf{k}\omega_m}[\mathbf{A}_\gamma(0)]^{k\omega_m}_{\omega_m\omega_m} \mathbf{G}_{\mathbf{k}\omega_m}
+ [\mathbf{A}_\alpha(\nu_n)]^{k\omega_m}_{\omega_m\omega_m} \mathbf{G}_{\mathbf{k}\omega_m}[\mathbf{A}_\beta(-\nu_n)]^{k\omega_m}_{\omega_m\omega_m} \mathbf{G}_{\mathbf{k}\omega_m}[\mathbf{A}_\gamma(0)]^{k\omega_m}_{\omega_m\omega_m} \mathbf{G}_{\mathbf{k}\omega_m}
\end{array} \right\},
\tag{25}
\]

and are shown in Fig. 3.

In a single band system, the rectangular part sums up to zero: Indeed, in that case all the matrices become scalars so they commute. Hence, the first and last line both vanish because they are symmetric in the indices \( \delta \) and \( \gamma \) and they are multiplied by \( e^{\eta\gamma} \). The middle line is also symmetric in \( \delta \) and \( \gamma \) if \( [\mathbf{A}_\alpha(0)]^{k\omega_m}_{\omega_m\omega_m} = [\mathbf{A}_\beta(0)]^{k\omega_m}_{\omega_m\omega_m} \) which we expect to be the case for most vertex corrections. For a multi-band system, however, some interband contributions survive and should be taken into account, as we show explicitly for the non-interacting limit in the next section.

To compute the Hall conductivity, one adds, as in Eq. (21), the three-leg Eq. (22) and the four-leg Eq. (25) results in Matsubara frequency, substitutes them in the expression for the Hall conductivity in terms of polarization (20) and performs analytic continuation.

From Eq. (21), Eq. (22) and Eq. (25) one can see that \( \Pi^{H(\eta)}_{\alpha\beta}(\nu) \) is an odd function of the bosonic Matsubara frequency, while the longitudinal current-current susceptibility is an even function. Therefore, the Hall susceptibility vanishes in zero bosonic Matsubara frequency. The Hall conductivity is also zero in the particle-hole (p-h) symmetric system. Again, this can be easily seen in the absence of the vertex correction from Eq. (22) and Eq. (25) where vertices are frequency independent. Due to p-h symmetry the Greens function satisfy the identity \( \mathbf{G}_{\mathbf{k}\omega_m} = \mathbf{G}_{-\mathbf{k},-\omega_m} \), which, along with symmetry property of the vertices, leads to a vanishing Hall conductivity. In other word, electrons and holes drifting in perpendicular magnetic and electric fields (or in a temperature gradient) give contributions to the electric current of opposite sign. Therefore, Hall (and thermoelectric) currents arise due to the difference between electron and hole state, i.e., due to p-h asymmetry.

IV. DC LIMIT AND SEMICLASSICAL TRANSPORT THEORY

Here we show that the equations that we wrote for the longitudinal and Hall conductivities are basis independent and reduce to the semiclassical theory at the DC limit. The semiclassical theory neglects the real and virtual interband processes in which an electron may change its band index as it traverses the Brillouin zone. Hence, the current vertices and their derivatives are diagonal matrices with the diagonal elements equal to the first and the second derivative of the band energies, respectively. By contrast, in the orbital basis, interband transitions are allowed.

Our approach will be, for the non-interacting case, to write the formulas for the DC longitudinal and Hall conductivities in the orbital basis and to show that the results are identical to those of the semi-classical theory, which is written in the band basis.

Assume that the Hamiltonian \( \mathbf{H}_k \) in the orbital basis is diagonalized by the unitary matrix \( \mathbf{U}_k \) as follows: \( \mathbf{U}_k \mathbf{H}_k \mathbf{U}_k^\dagger \). In the limit of \( \mathbf{q} \to 0 \) and \( \mathbf{A} \to 0 \) one can replace \( \partial_{\mathbf{k}_\alpha} \) by \( (e/\hbar)\partial_{k_\alpha} \), where \( e \) denotes elementary charge. Thus, \( \lambda_{\alpha\beta}^\eta \) can be substituted by \( -(e/\hbar)\partial_{k_\alpha} \mathbf{H}_0 \) in this limit (minimal coupling limit). This approximation neglects intra-atomic excitations. For non-interacting systems the current vertices are bare vertices and in the orbital basis they are given by \( \lambda_{\alpha\beta}^\eta \equiv -\Lambda_{\alpha\beta}^\eta \mathbf{U}_k \Lambda_{\alpha\beta}^\eta \mathbf{U}_k^\dagger \).

When we perform a change of basis in the trace expressions for conductivities, the vertices become \( \tilde{\lambda}_{\alpha\beta}^\eta \equiv \mathbf{U}_k \lambda_{\alpha\beta}^\eta \mathbf{U}_k^\dagger \). They have both intra- and inter-band components. The proofs below, rest on the following identities

\[
-(e/\hbar)\partial_{k_\alpha} E_{l,k} = [\tilde{\lambda}_{\alpha\beta}^\eta]_{ll},
\tag{26}
\]
\[
(e/\hbar)^2 \partial_{k_\alpha} \partial_{k_\beta} E_{l,k} = [\tilde{\lambda}_{\alpha\beta}^\eta]_{ll},
\]
\[
+ \sum_{l'(\neq l)} \frac{[\tilde{\lambda}_{\alpha\beta}^\eta]_{ll'} [\tilde{\lambda}_{\alpha\beta}^\eta]_{l'l} + [\tilde{\lambda}_{\alpha\beta}^\eta]_{ll'} [\tilde{\lambda}_{\alpha\beta}^\eta]_{l'l}}{E_{l,k} - E_{l',k}},
\tag{27}
\]

where \( l \) in \( E_{l,k} \) is the band index. Note that the last term in Eq. (27) is large only if the band energies are close to each other.

A. Longitudinal semi-classical conductivity

We start with the longitudinal response, Eq. (11). The intra-band contribution of the paramagnetic current is equal to the semiclassical contribution because diagonal elements of the
Note that we take the $\nu$ subara frequency summation. The conductivity to linear order in $\lambda$ evaluating the longitudinal conductivity Eq. (11) in the DC limit Eq. (27) for that quantity proves the result. Therefore, evaluating the transverse conductivity to linear order in $\nu_n$

$$\Pi_{\alpha\alpha}^{\text{interband}}(0, \nu_n \to 0) = \frac{-k_BT}{V_{\text{cell}}N_e} \sum_{k, \omega_n, l, l'} \frac{\hbar}{\gamma} \sum_{l', l} \left[ \tilde{\lambda}_{\alpha l}^\gamma \right]_{l' l} \left[ G_{k, \omega_n} \right]_{l' l} \left[ \tilde{\lambda}_{\alpha l}^\gamma \right]_{l' l} \left[ G_{k, \omega_n} \right]_{l l}$$

$$= \frac{-1}{V_{\text{cell}}N_e} \sum_{k, \omega_n} \left[ \tilde{\lambda}_{\alpha l}^\gamma \right]_{l} f(E_{l, k}) \quad (28)$$

where the Green’s function in the band basis is diagonal and is given by

$$[G_{k, \omega_n}]_{l l} = [i\omega_n + \mu - E_{l, k}]^{-1}, \quad (29)$$

and $f(E_{l, k})$ denotes the Fermi-Dirac distribution function. Note that we take the $\nu_n \to 0$ limit after performing the Matsubara frequency summation.

On the other hand the diamagnetic term is given by

$$\Pi_{\alpha\alpha}^{\text{dia}}(0, \nu_n \to 0) = \frac{-k_BT}{V_{\text{cell}}N_e} \sum_{k, \omega_n} \left[ \left[ \tilde{\lambda}_{\alpha l}^\gamma \right]_{l l} \right]$$

$$= \frac{-1}{V_{\text{cell}}N_e} \sum_{k, \omega_n} \left[ \tilde{\lambda}_{\alpha l}^\gamma \right]_{l} f(E_{l, k}) \quad (30)$$

One can check that the sum of the interband contribution to the paramagnetic current Eq. (28) and the diamagnetic term Eq. (30) yields the same result as the diamagnetic term in the semiclassical theory. Indeed, in that case, the diamagnetic term is evaluated with $\partial_{k_{\alpha l}} \partial_{\omega_n} E_{l, k}$ for the current vertex derivative (or inverse effective mass tensor) and the equality Eq. (27) for that quantity proves the result. Therefore, evaluating the longitudinal conductivity Eq. (11) in the DC limit using the orbital basis with the $\lambda_{\alpha l}^\gamma$ and $\lambda_{\alpha l}^{\alpha\beta}$ vertices, or the band basis, using the in the latter case the left hand side of Eq. (26) and Eq. (27) for vertices, yield identical results.

The second part of Appendix E shows, in solids with non-trivial topology as a consequence of spin-orbit coupling, the formula shows, in solids with non-trivial topology as a consequence of spin-orbit coupling. The Berry curvature takes into account the admixture of occupied and unoccupied bands and becomes very small for large band gaps. In ferromagnetic systems the AHE is related to the sample spontaneous magnetization.

**B. Semi-classical Hall conductivity**

A direct comparison with the semi-classical theory in Matsubara frequency cannot be done because there are finite frequency interband transitions that cannot be described by the semi-classical theory. The two approaches coincide only in the DC limit, which requires analytic continuation. Nevertheless, we can convince ourselves of the equivalence of the approaches by focusing on the lowest two Matsubara frequencies.

The zero Matsubara-frequency result is trivial because the Hall response is an odd function of the bosonic Matsubara frequency, hence it vanishes in the $\nu_n \to 0$ limit. The leading term in the low temperature limit is $\nu_n \to \nu_1 = 2\pi k_BT$ limit.

Starting with the triangular diagrams, the terms appearing in $\Pi^{(\eta),\text{tri}}_{\alpha\beta} (\nu_n)$ can be classified in terms of the band indices of the three Green’s functions. Performing the fermionic Matsubara frequency summation, (Appendix E) one can show that only intraband terms have non-zero contribution in the $\nu_n \to \nu_1$ limit (See Appendix D for a discussion of interband terms). Therefore, $\Pi^{(\eta),\text{tri}}_{\alpha\beta} (\nu_n \to \nu_1)$ is

$$\Pi^{(\eta),\text{tri}}_{\alpha\beta} (\nu_n \to \nu_1) = \left( \frac{-i e B}{V_{\text{cell}}N_e} \right) \frac{\hbar}{\gamma} \sum_{k, l} \left[ \tilde{\lambda}_{\alpha l}^\gamma \right]_{l l'} f(E_{l, k}) - f(E_{l', k}) \quad (32)$$

where we have used Eq. (22) with $l_1 = l_2$. The factor two takes into account the two terms in Eq. (22).

It is clear that if we just transform the above result to the band basis, $\Pi^{(\eta),\text{tri}}_{\alpha\beta} (i\nu_n \to \nu_1)$ gives a different result. Indeed, in this case $\Pi^{(\eta),\text{tri}}_{\alpha\beta} (i\nu_n \to \nu_1)$ is given by a similar equation, but the current vertices are replaced with first and second derivatives of the band energies. Since, $\left[ \tilde{\lambda}_{\alpha l}^{\beta\gamma} \right]_{l l'}$ is different from the second derivative of the band energy, as seen in Eq. (27), the result is basis dependent. The second part of the Hall response, given by the four-leg, rectangular, diagrams
\[ \Pi^{(n)}, \text{rec}(\nu_n), \] when added to the triangular diagrams will be basis independent. The rectangular diagrams contain several classes of diagrams, but many of them vanish for \( \nu_n \rightarrow \nu_1 \). It is not complicated to show that the purely intraband terms in \( \Pi^{(n)}, \text{rec}(\nu_n) \) cancel out. It is also straightforward but lengthy to show that in the \( \nu_n \rightarrow \nu_1 \) limit, the only diagrams with non-zero contributions are those where \( \alpha, \gamma \) vertices do not change the band index while \( \delta, \beta \) vertices change the band index (along with those resulting from \( \gamma \leftrightarrow \delta \)) (see Appendix E). Furthermore \( \alpha, \gamma \) vertices must have the same band index. To be explicit, consider terms with \( \tilde{\lambda}_{k,ll}^\alpha \tilde{\lambda}_{k,ll}^\beta \) and \( \tilde{\lambda}_{k,ll}^\delta \tilde{\lambda}_{k,ll}^\delta \), or \( \tilde{\lambda}_{k,ll}^\alpha \tilde{\lambda}_{k,ll}^\delta \) with \( l \neq l' \). The surviving terms come from the second and third lines on the right-hand side of Eq. (25) and they are given by

\[
\lim_{\nu_n \rightarrow \nu_1} \left( -\frac{i e^{\eta \gamma}}{V_{\text{cell}} N} \frac{B k_B T}{e} \sum_{k, \omega, m} \sum_{l,l'(\neq l)} \left[ \tilde{\lambda}_{k}^\alpha \right]_{ll} \left[ G_{k,\omega,m} \right]_{ll} \left[ G_{k,\omega,m} \right]_{ll} \left\{ \right. \left. \left[ \tilde{\lambda}_{k}^\beta \right]_{ll'} + \left[ \tilde{\lambda}_{k}^\delta \right]_{ll'} \left[ G_{k,\omega,m} \right]_{ll} \left[ G_{k,\omega,m} \right]_{ll} \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \right. \r

where we have used Eq. (E3) and Eq. (E4) and expanded them in terms of \( \nu_n \), keeping non-vanishing terms in the \( \nu_n \rightarrow \nu_1 \) and low temperature limit.

Using Eq. (E3) and Eq. (E5), the terms with \( \tilde{\lambda}_{k,ll}^\alpha \tilde{\lambda}_{k,ll}^\beta \) and \( \tilde{\lambda}_{k,ll}^\delta \tilde{\lambda}_{k,ll}^\delta \) or \( \tilde{\lambda}_{k,ll}^\alpha \tilde{\lambda}_{k,ll}^\delta \) with \( l \neq l' \) yield a result similar to the last line of Eq. (33) but with a negative sign and \( \gamma \leftrightarrow \delta \). Similar diagrams survive after operating with the Levi-Civita tensor. So finally, one needs to multiply Eq. (33) by a factor two.

The combination of Eq. (32) with twice Eq. (33) gives the semiclassical transport formula scheme for the Hall effect.

But, if one considers terms with \( \tilde{\lambda}_{k,ll}^\beta \tilde{\lambda}_{k,ll}^\gamma \) vertices and \( \tilde{\lambda}_{k,ll}^\alpha \tilde{\lambda}_{k,ll}^\delta \) or \( \tilde{\lambda}_{k,ll}^\delta \tilde{\lambda}_{k,ll}^\gamma \), then the result from the first line of Eq. (25) cancels out the result from the third line. The second line of Eq. (25) does not contribute to the trace for this specific choice of band indices. Note that \( \tilde{\lambda} \) is a symmetric matrix in band indices.

**V. CONCLUSIONS**

In conclusion we derived an exact formula for the Hall response of multi-band systems. The formula contains two sets of diagrams: (i) triangular and (ii) rectangular diagrams. To compute the Hall conductivity, one adds, as in Eq. (21), the three-leg Eq. (22) and the four-leg Eq. (25) results in Matsubara frequency, substitutes them in the expression for the Hall conductivity in terms of polarization (20) and performs analytic continuation. The vertices are given by Eq. (12),(13),(14) and Eq. (B13). For the current vertex coupled to the magnetic field, we can use (C5) without approximations. Interchanging \( \alpha \) and \( \beta \) changes the sign of the Hall conductivity. Our results are also valid at finite frequency, if one takes into account the fact that the \( \alpha \) and \( \beta \) current vertices can contain atomic dipole transitions. At finite frequency, the off-diagonal conductivity contributes to Faraday rotation.

Apart from the neglect of three-particle \( \delta^2 \Sigma/\delta G \delta G \) and four-particle \( \delta^3 \Sigma/\delta G \delta G \delta G \) scattering vertices, our formula is general and can be used for multi-band systems with arbitrary band topology, in the presence of spin-orbit coupling and of interactions, where the semiclassical theory is not applicable. The combination of triangular and rectangular diagrams reduces to the semiclassical transport theory in the DC limit with weak correlations. Appendix E is useful to simplify the result in the case of non-interacting electrons.

The triangular diagrams can be obtained from a direct extension of the single-band formula. The rectangular diagrams are absent for single-band systems but essential to obtain a basis-independent result for multi-band systems. Note however that when intra-atomic dipole transitions can be neglected, the current vertices can be obtained from derivatives with respect to wave vector. In that case, one must be in the orbital basis with a definition of Fourier transforms that includes actual positions of atoms or use the velocity operator of Ref. 21. Transformation to the band basis is done after the correct current vertices are calculated.

The triangular diagrams Eq. (22) do not contain any topological response. They vanish in the absence of an external field whether or not the system shows a spontaneous magnetization, so the corresponding Hall conductivity has a linear dependence on the external magnetic field that extrapolates to zero at zero magnetic field. However, non-linear behavior is expected for ferromagnetic conductors where the Hall conductivity shows an initial sharp enhancement at low field due to the saturation of the magnetization of the sample under external field. The linear dependence is recovered only at high field for ferromagnetic conductors. The initial enhancement of the Hall response is accounted for by the linear response of the anomalous Hall effect to the magnetic field. The latter
response is given by the rectangular diagrams. A direct extension of the single band formula for the Nernst effect or thermal Hall effect would not give the correct formula for multi-band systems. Modifications similar to those discussed here are necessary.
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Appendix A: Current and inverse effective mass tensor in model Hamiltonians: the antiferromagnet

We first recall the semi-classical formulae for the DC and Hall conductivities and then illustrate the ambiguities that arise with these formulae in the simple case of the commensurate antiferromagnet.

1. Semiclassical DC and Hall conductivities

Let us consider the case where the self-energy does not depend on momentum, as in dynamical mean-field theory for example. When the single-particle spectral weight $A_{n,k}(\omega)$ (with $\int d\omega A_{n,k}(\omega) = 1$) is diagonal in band index and $E_{n,k}$ is even under parity so that vertex corrections can be neglected, the usual linear response arguments, generalized naively to the multi-band case, lead to the following expression for the longitudinal DC conductivity

$$\sigma_{xx} = \frac{2\pi e^2}{Vh} \int d\omega \sum_{kn} A_{n,k}(\omega) \left( \frac{\partial E_{n,k}}{\partial k_x} \right)^2 \left( -\frac{\partial f(\omega)}{\partial \omega} \right).$$

(A1)

For the DC Hall conductivity, the corresponding frequently used expression is

$$\sigma_{xy} = \frac{2\pi e^2}{3Vh^2} B \int d\omega \sum_{kn} A_{n,k}(\omega) \left[ \frac{\partial E_{n,k}}{\partial k_x} \frac{\partial E_{n,k}}{\partial k_y} \frac{\partial^2 E_{n,k}}{\partial k_x^2} - \left( \frac{\partial E_{n,k}}{\partial k_x} \right)^2 \frac{\partial^2 E_{n,k}}{\partial k_y^2} - \left( \frac{\partial E_{n,k}}{\partial k_y} \right)^2 \frac{\partial^2 E_{n,k}}{\partial k_x^2} \right] \frac{\partial f(\omega)}{\partial \omega}.$$  

(A2)

with $B$ the magnetic field.$^{34}$

2. Antiferromagnet as an example

When there is more than one atom per unit cell, the current to the band basis. We find this current to the band basis. We find

$$H_k = \begin{bmatrix} \epsilon_d + \Delta + \xi_k & \xi_k \\ \xi_k & \epsilon_d - \Delta + \xi_k \end{bmatrix},$$

(A3)

with the definitions

$$\xi_k = -2t[\cos(k \cdot \delta_1) + \cos(k \cdot \delta_2)]$$

(A4)

$$\varsigma_k = -2t'[\cos(k \cdot (\delta_1 + \delta_2)) + \cos(k \cdot (\delta_1 - \delta_2))].$$

(A5)

where $\delta_1 = (1/2,1/2)\mathbf{a}$ and $\delta_2 = (1/2,-1/2)\mathbf{a}$ are nearest-neighbor bonds and $\epsilon_d$ is the on-site energy. A unitary transformation $U_k$ diagonalizes the Hamiltonian as follows

$$U_k H_k U_k^\dagger$$

$a$. Current vertex Using the Peierls substitution, the current vertex in the $\alpha$ direction computed from a k derivative in the orbital basis is given by

$$\lambda_{\alpha k} = -\partial_{\alpha} H_k^{(A)}|_{\alpha=0} = -\frac{e}{h} \left[ \partial_{k_x} \varsigma_k \partial_{k_y} \varsigma_k \partial_{p_x} \varsigma_k \right].$$

(A6)

Note that we were able to replace the derivative with respect to vector potential by a k derivative with respect to k because neglected intra-atomic dipole transitions, did the Peierls substitution and included the phase factor $\exp[i\mathbf{k} \cdot (\mathbf{R}_i - \mathbf{R}_j)]$ for hopping within the unit cell as well as between unit cells. Otherwise, if the phase factor includes only the position of the unit cell, the current cannot be expressed as a derivative with respect to k only.$^{31}$ Multiplying $U_k \lambda_{\alpha k} U_k^\dagger$ transforms this current to the band basis. We find

$$U_k \lambda_{\alpha k} U_k^\dagger = -\frac{e}{h} \partial_{k_x} \varsigma_k \mathbf{1} - \frac{e}{h} \begin{bmatrix} -\sin \theta_k & \cos \theta_k \\ \cos \theta_k & \sin \theta_k \end{bmatrix} \partial_{p_x} \varsigma_k$$

(A7)

where $\tan \theta_k = (\varsigma_k/\Delta)$. Since eigenenergies $E_\pm(k)$ are given by

$$E_{\pm,k} = (\epsilon_d + \varsigma_k) \pm \sqrt{\varsigma_k^2 + \Delta^2},$$

(A8)
we find that only the diagonal elements of the orbital-basis current Eq. (A6) are equal to the currents calculated from \((-e/h)\partial_{k_\alpha}E_{\pm k}\). Hence, with diagonal spectral weights, the longitudinal DC conductivity obtained from Eq. (A1) should be the same, regardless of how we define current vertices. If there are off-diagonal components to the spectral weight, then the answer is unambiguous only in the DC limit and with delta-function spectral weights since in that case interband transitions are prohibited by energy and momentum conservation. The finite frequency (optical) conductivity on the other hand depends sensitively on which of the above two current vertices are used. As argued in the main text, the correct choice is the derivative with respect to \(k\) of the Hamiltonian in the orbital basis.

**b. Effective masses**

The derivatives of the current vertex with respect to wave vector give a measure of the inverse effective masses that are needed for the calculation of the Hall effect.\(^{35}\) Taking derivatives with respect to \(k\) of the model Hamiltonian in the orbital basis, we find

\[
\lambda_{\alpha\beta k} = \partial_{\alpha\beta}H^{(k)}|_{\alpha=0} = \left(\frac{e}{\hbar}\right)^2 \left[ \partial_{k_\alpha} \partial_{k_\beta} \xi_k \partial_{k_\alpha} \partial_{k_\beta} \xi_k \right].
\]

Transforming this to the band basis using \(U_k\lambda_{\alpha\beta k}U_k^\dagger\) we find

\[
U_k\lambda_{\alpha\beta k}U_k^\dagger = (e/\hbar)\partial_{k_\alpha} \partial_{k_\beta} \xi_k \mathbf{1} + \left(\frac{e}{\hbar}\right)^2 \left[ -\sin \theta_k \cos \theta_k \cos \theta_k \sin \theta_k \partial_{k_\alpha} \partial_{k_\beta} \xi_k \right].
\]

This time, even the diagonal elements are different from what we find directly from \((e/\hbar)^2\partial_{k_\alpha} \partial_{k_\beta} E_{\pm k}\), which now is given by

\[
\partial_{k_\alpha} \partial_{k_\beta} E_{\pm k} = \partial_{k_\alpha} \partial_{k_\beta} \xi_k \pm \sin \theta_k \partial_{k_\alpha} \partial_{k_\beta} \xi_k + \left(\cos \theta_k / \Delta\right)(1 - \sin^2 \theta_k) \partial_{k_\alpha} \partial_{k_\beta} \xi_k \partial_{k_\alpha} \partial_{k_\beta} \xi_k.\]

This means that even for the DC Hall conductivity, Eq. (A2), the answer depends on which inverse effective-mass tensor we use (when \(t'\) does not vanish). With the three-leg formula Eq. (A2), Ref. 11 has shown, surprisingly, that it is the band-basis inverse effective-mass \(\partial_{k_\alpha} \partial_{k_\beta} E_{\pm k}\) that must be used. This can be confirmed by an explicit calculation\(^{36}\) which shows that the Hamilton number of a hole-doped mean-field antiferromagnetic band calculated with the three-leg formula Eq. (A2) is correct only if the effective mass \(\partial_{k_\alpha} \partial_{k_\beta} E_{\pm k}\) is used.

The above result seems paradoxical but it does not contradict our earlier choice of current vertex. Indeed, the derivation of Voruganti et al.\(^{11}\) shows implicitly that four-leg diagrams must be included to obtain the correct result with the physically correct orbital-basis currents and inverse effective masses. They considered however only the one-band case split by antiferromagnetic order in the DC limit. In what follows, we present the derivation of the most general formula for the longitudinal conductivity and Hall conductivity, valid for arbitrary interactions, spin-orbit coupling, topology and number of bands, with or without broken symmetry.

**Appendix B: Equations of motions for the derivative of the dressed-current vertex and dressing of the vertex of the measured current**

In this section we derive the equation of motion for the derivative of the dressed current vertex. The derivative of the bare current vertex is the inverse of the effective mass tensor, but the situation is more subtle in the dressed case. We show that while the current vertex is governed by the standard Bethe-Salpeter equation, the derivative of the dressed current vertex has more structure. It obeys a different equation which leads to different types of vertex corrections.

Consider the paramagnetic term of conductivity in presence of an external magnetic field. Here, we work in real space and define \(1 \equiv (r_1, \tau_1)\). Then the paramagnetic contribution is proportional to

\[
\text{Tr} \left( \Lambda_{\alpha}^{(A)}(1')G^{(A)}(12)\Lambda_{\beta}^{(A)}(2'2')G^{(A)}(2') \right),
\]

where the trace is over all internal degrees of freedom. To simplify the calculation, we use a matrix notation for the Green’s function and for the vertices, dropping the spin and potential vector dependence. Then, with the trace assumed implicitly, the above equation reads

\[
\lambda_{\alpha} G(\partial_{A_{\beta}} G^{-1}) G. \quad (B2)
\]

Using \(\partial G = -G(\partial G^{-1}) G\), and the definition already given in Eq. (14)

\[
\lambda_{\gamma\alpha} \equiv \partial_{A_{\gamma}} \Lambda_{\gamma}^{(A)} = -\partial_{A_{\gamma}} \partial_{A_{\alpha}} H^\sigma
\]

the derivative with respect to \(A_{\alpha}\) of the paramagnetic term Eq. (B1) is given by

\[
\lambda_{\gamma\alpha} G(\partial_{A_{\beta}} G^{-1}) G - \lambda_{\alpha} G(\partial_{A_{\beta}} G^{-1}) G(\partial_{A_{\gamma}} G^{-1}) G - \lambda_{\alpha} G(\partial_{A_{\beta}} G^{-1}) G(\partial_{A_{\gamma}} G^{-1}) G + \lambda_{\alpha} G(\partial_{A_{\beta}} G^{-1}) G. \quad (B4)
\]

The fourth line is the derivative of the dressed current vertex.

Using the expression for \(G^{-1}\) and the chain rule for the self-energy, the dressed vertex \(\partial_{A_{\beta}} G^{-1}\) obeys the following integral equation

\[
\partial_{A_{\beta}} G^{-1} = \lambda_{\beta} + \frac{\delta \Sigma}{\delta G} [G(\partial_{A_{\beta}} G^{-1}) G]. \quad (B5)
\]

The matrix multiplication convention applies to the Green’s functions in square parenthesis in the above equation. Recalling our use of the chain rule, the matrix indices of the resulting product in square parenthesis are identical to the matrix indices of the Green’s function in the denominator of \(\delta \Sigma/\delta G\). The latter quantity is the four-point vertex that is irreducible in the longitudinal particle-hole channel, i.e., \(\delta \Sigma/\delta G \equiv \Gamma^\sigma\).

The derivative \(\partial_{A_{\alpha}} (\partial_{A_{\beta}} G^{-1})\) of the dressed current vertex \(\partial_{A_{\beta}} G^{-1}\) can be written as

\[
\partial_{A_{\gamma}} (\partial_{A_{\beta}} G^{-1}) = \lambda_{\gamma\beta} - \partial_{A_{\gamma}} \partial_{A_{\beta}} \Sigma. \quad (B6)
\]
With the chain rule for the derivative of the self-energy, this becomes
\[
\partial_{A_0} \partial_{A_0} G^{-1} = \lambda_{\gamma \beta} - \partial_{A_0} \Gamma^{ir} \left[ \partial_{A_0} G \right]. \quad (B7)
\]

We now assume that the three-particle scattering vertex \( \delta^2 \Sigma / \delta G \delta G = \Gamma^{ir} / \delta G \) can be neglected. Then, the above equation becomes
\[
\partial_{A_0} \partial_{A_0} G^{-1} \simeq \lambda_{\gamma \beta} - \Gamma^{ir} \left[ \partial_{A_0} \partial_{A_0} G \right] \\
= \lambda_{\gamma \beta} + \Gamma^{ir} \partial_{A_0} \left[ G \partial_{A_0} \gamma^{ir} \partial_{A_0} G \right] \\
= \lambda_{\gamma \beta} + \Gamma^{ir} \left[ G \partial_{A_0} \gamma^{ir} G \partial_{A_0} G \right] \\
- \Gamma^{ir} \left[ G \partial_{A_0} \gamma^{ir} G \partial_{A_0} G \right] \\
- \Gamma^{ir} \left[ G \partial_{A_0} \gamma^{ir} G \partial_{A_0} G \right]. \quad (B8)
\]

The above equation is an integral equation for \( \partial_{A_0} \partial_{A_0} G^{-1} \).

In the equation for the derivative of the paramagnetic term Eq. (B4) we now use the cyclic property of the trace to move the rightmost \( G \) to the left and then substitute the above equation for \( \partial^2 G^{-1} / \partial A_0 \partial A_0 \). We find
\[
\lambda_{\gamma \beta} G \gamma^{ir} G \partial_{A_0} G^{-1} \\
- G \partial_{A_0} G \gamma^{ir} G \partial_{A_0} G^{-1} \\
- G \partial_{A_0} \gamma^{ir} G \partial_{A_0} G^{-1} \\
- G \partial_{A_0} \gamma^{ir} G \partial_{A_0} G^{-1} \\
+ G \lambda_{\gamma \beta} G \gamma^{ir} G \partial_{A_0} G^{-1} \\
+ G \lambda_{\gamma \beta} G \gamma^{ir} G \partial_{A_0} G^{-1} G. \quad (B9)
\]

Continuing the iteration, one can check that we are generating the infinite series for the vertex corrections of all the \( \lambda_{\alpha} \) vertices and also of the \( \lambda_{\alpha} \) vertex.

Using the notation already given in Eq. (13)
\[
\Lambda_{\beta} = (\partial_{A_0} G^{-1}) \quad (B10)
\]
for the dressed vertex that obeys the integral equation Eq. (B5), the final form of equation (B9) is
\[
G \lambda_{\gamma \alpha} GA_{\beta} \\
- G \lambda_{\gamma \alpha} GA_{\beta} \\
- G \lambda_{\gamma \alpha} GA_{\beta} \\
+ \Lambda_{\gamma \beta} G, \quad (B11)
\]
with the dressed inverse effective-mass tensor \( \Lambda_{\gamma \beta} \) defined by the following integral equation
\[
\lambda_{\gamma \beta} = \lambda_{\gamma \beta} + \Gamma^{ir} \left[ G \lambda_{\gamma \beta} G \right] \\
= \lambda_{\gamma \beta} + \frac{\delta \Sigma}{\delta G} \left[ G \lambda_{\gamma \beta} G \right]. \quad (B12)
\]
which is analogous to the corresponding Eq. (B5) for the dressed current vertex \( \lambda_{\beta} = \partial_{A_0} G^{-1} \).

To dissipate any ambiguities that the above notation may contain, we now give an example with indices restored. The current vertex is given by
\[
\Lambda_{\beta}(22') = \frac{\partial G^{-1}(22')}{{\partial A}_{\beta}(33')} = - \frac{\partial H(22')}{{\partial A}_{\beta}(33')} \\
+ \frac{\partial \Sigma(22')}{{\partial G}(44')} G(55') \frac{\partial G^{-1}(55')}{{\partial A}_{\beta}(33')} G(5'4'). \quad (B14)
\]

We need to know how the dressed vertex varies upon applying an external magnetic field. In other words
\[
\frac{\partial \Lambda^{(\Lambda')}(22')}{{\partial A}_{\mu}(66')} \bigg|_{\Lambda' = 0} = - \frac{\partial^2 H^{(\Lambda')}(22')}{{\partial A}_{\mu}(66') \partial A_{\beta}(33')} \bigg|_{\Lambda' = 0} + \frac{\partial \Sigma^{(\Lambda')}(22')}{{\partial G^{(\Lambda')}}(44')} G^{(\Lambda')}(45) \frac{\partial^2 G^{(\Lambda')}(55')}{{\partial A_{\mu}(66') \partial A_{\beta}(33')} G^{(\Lambda')}(5'4')} \bigg|_{\Lambda' = 0} \\
- \frac{\partial \Sigma^{(\Lambda')}(22')}{{\partial G^{(\Lambda')}}(47)} G^{(\Lambda')}(45) \frac{\partial G^{(\Lambda')}(77')}{{\partial A_{\beta}(33')} G^{(\Lambda')}(7'5')} \frac{\partial G^{(\Lambda')}(55')}{{\partial A_{\beta}(33')} G^{(\Lambda')}(5'4')} \bigg|_{\Lambda' = 0} \\
- \frac{\partial \Sigma^{(\Lambda')}(22')}{{\partial G^{(\Lambda')}}(77')} G^{(\Lambda')}(45) \frac{\partial G^{(\Lambda')}(55')}{{\partial A_{\beta}(33')} G^{(\Lambda')}(5'4')} \bigg|_{\Lambda' = 0} \\
+ \frac{\partial \Sigma^{(\Lambda')}(22')}{{\partial G^{(\Lambda')}}(77')} G^{(\Lambda')}(45) \frac{\partial G^{(\Lambda')}(55')}{{\partial A_{\beta}(33')} G^{(\Lambda')}(5'4')} \bigg|_{\Lambda' = 0}. \quad (B15)
\]

The last term describes irreducible three body interactions. As mentioned above, we assume that this term can be neglected. Let us evaluate \( \partial A_{\gamma} \) of the paramagnetic term Eq. (B1). Then consider what happens when, for example, the term coming from the second line of Eq. (B15) is added to the term coming from the derivative of the first propagator in Eq. (B1). We obtain
which can be rewritten as the first line except that the bare $\alpha$ vertex is replaced with the first order of the iterative solution of the dressed $\alpha$ vertex.

**Appendix C: Hall conductivity**

In order to obtain the Hall response, a transverse response, $\Pi^{(\alpha)}_{\alpha\beta}$, must be calculated in presence of a perpendicular magnetic field, $B$. The magnetic field can be obtained from a gauge potential $B(q', \nu') = i q' \times A(q', \nu')$, where $q'$, $\nu'$ denote the wave vector and the frequency of the magnetic field. That frequency is taken to zero here since the magnetic field is time independent. Therefore, the total gauge potential is $A(t) + A'(r)$ and the Hall response is proportional to $E \times B = \nu [A'(q' \cdot A) - q'(A \cdot A')]$, where $\nu$ denotes the frequency of the electric field. Once the derivative with respect to $q'$ has been calculated one must take $q' = 0$ to obtain the linear response to a uniform magnetic field.

The linear response of $\Pi^{(\alpha)}_{\alpha\beta}$ to the magnetic field is calculated, as explained in Eq. (20) of the main text, from:

\[
-i e^\eta \gamma \partial_{\mathbf{q}'} \partial_{\alpha'} \Pi^{(\alpha')_{\alpha\beta}}(i\nu_n)|_{(A',q')=0} = \left(\frac{i e^\eta \gamma k_B T}{V_{\text{cell}} N} \right) \partial_{\mathbf{q}'} \partial_{\alpha'} \sum_{\mathbf{k}, \omega_m} \text{Tr} \left\{ \left[\Lambda_\alpha(\mathbf{q'}, \nu_n) \right]_{\mathbf{k}, \omega_m; \mathbf{k}'; \omega_{m'}; \mathbf{k}''; \omega_{m''}} \mathbf{G}_{\mathbf{k}, \omega_m}^{(\alpha')} \mathbf{A}_{\beta'}^{(\mathbf{q'}, -\nu_n)} \mathbf{G}_{\mathbf{k}', \omega_{m'}; \mathbf{k}''; \omega_{m''}}^{(\alpha')} \mathbf{G}_{\mathbf{k}'', \omega_{m''}} \right\} |_{(A',q')=0},
\]

where we have defined $\mathbf{k}'_{\pm} \equiv \mathbf{k} \pm \mathbf{q}'/2$ and used the definition of the bare Eq. (12) (Eq. (B3)) and dressed Eq. (13) (Eq. (B10)) current vertices, before taking the $A' = 0$ limit. Note that the diamagnetic term is proportional to $\delta_{\alpha\beta}$ and hence does not contribute to the Hall conductivity. By applying the derivative with respect to $A_\gamma$, as in the preceding appendix, then setting $A_\gamma = 0$ and keeping only terms linear in $q'$, we find four terms,

\[
-i e^\eta \gamma \partial_{\mathbf{q}'} \partial_{\alpha'} \Pi^{(\alpha')_{\alpha\beta}}(i\nu_n)|_{(A',q')=0} = \left(\frac{i e^\eta \gamma k_B T}{V_{\text{cell}} N} \right) \partial_{\mathbf{q}'} \partial_{\alpha'} \sum_{\mathbf{k}, \omega_m} \text{Tr} \left\{ \left[\Lambda_\gamma(0, \nu_n) \right]_{\mathbf{k}, \omega_m; \mathbf{k}'; \omega_{m'}; \mathbf{k}''; \omega_{m''}} \mathbf{G}_{\mathbf{k}, \omega_m}^{(\alpha')} \mathbf{A}_{\beta'}^{(0, -\nu_n)} \mathbf{G}_{\mathbf{k}', \omega_{m'}; \mathbf{k}''; \omega_{m''}}^{(\alpha')} \mathbf{G}_{\mathbf{k}'', \omega_{m''}} + \right. \\
\left. \left[\Lambda_\alpha(\mathbf{q'}, \nu_n) \right]_{\mathbf{k}', \omega_{m'}; \mathbf{k}'; \omega_m; \mathbf{k}''; \omega_{m''}} \mathbf{G}_{\mathbf{k}', \omega_{m'}; \mathbf{k}; \omega_m}^{(\alpha')} \mathbf{A}_{\beta'}^{(-\mathbf{q'}, 0)} \mathbf{G}_{\mathbf{k}; \omega_m}^{(\alpha')} \mathbf{G}_{\mathbf{k}, \omega_m}^{(\alpha')} \mathbf{G}_{\mathbf{k}', \omega_{m'}; \mathbf{k}''; \omega_{m''}}^{(\alpha')} \mathbf{G}_{\mathbf{k}''; \omega_{m''}} + \right. \\
\left. \left[\Lambda_\alpha(\mathbf{q'}, \nu_n) \right]_{\mathbf{k}', \omega_{m'}; \mathbf{k}'; \omega_m; \mathbf{k}''; \omega_{m''}} \mathbf{G}_{\mathbf{k}', \omega_{m'}; \mathbf{k}; \omega_m}^{(\alpha')} \mathbf{A}_{\beta'}^{(-\mathbf{q'}, -\nu_n)} \mathbf{G}_{\mathbf{k}; \omega_m}^{(\alpha')} \mathbf{G}_{\mathbf{k}, \omega_m}^{(\alpha')} \mathbf{G}_{\mathbf{k}', \omega_{m'}; \mathbf{k}''; \omega_{m''}}^{(\alpha')} \mathbf{G}_{\mathbf{k}''; \omega_{m''}} + \right. \\
\left. \left[\Lambda_\alpha(\mathbf{q'}, \nu_n) \right]_{\mathbf{k}', \omega_{m'}; \mathbf{k}'; \omega_m; \mathbf{k}''; \omega_{m''}} \mathbf{G}_{\mathbf{k}', \omega_{m'}; \mathbf{k}; \omega_m}^{(\alpha')} \mathbf{A}_{\beta'}^{(0, -\nu_n)} \mathbf{G}_{\mathbf{k}; \omega_m}^{(\alpha')} \mathbf{G}_{\mathbf{k}, \omega_m}^{(\alpha')} \mathbf{G}_{\mathbf{k}', \omega_{m'}; \mathbf{k}''; \omega_{m''}}^{(\alpha')} \mathbf{G}_{\mathbf{k}''; \omega_{m''}} \right\} |_{q'=0},
\]

where we used $\partial_{\alpha'} \mathbf{G}^{(\alpha')} = -\mathbf{G}^{(\alpha')} (\partial_{\alpha'} \mathbf{G}^{(\alpha')} \mathbf{G}^{(\alpha')})^{-1} \mathbf{G}^{(\alpha')}$ and the definitions of the bare Eq. (12) (Eq. (B3)) and dressed Eq. (13) (Eq. (B10)) current vertices, this time in the $A' = 0$ limit. The vertex that plays the role of the inverse effective-mass tensor, $\Lambda_{\alpha\alpha}$, obeys the integral equation Eq. (B13), as shown in the previous appendix.

The above four terms correspond to the four terms in Eq. (B4), written in full. To obtain the above result, we also used that to linear order in $q'$, all Green functions are translationally invariant. Momentum $q'$ flows in and out at vertices of the connected diagram. The vertex $\Lambda_{\alpha\alpha}$, related to the observed current, changes both momentum and energy, while
\(\Lambda_l\) vertex coupled to the uniform electric field only changes the energy (dissipative) and the \(\Lambda_v\) vertex coupled to static magnetic field only changes the momentum (dispersive).

The first term in Eq. (C2) is \(q'\) independent because that momentum comes in and out of the same vertex, so there is no net \(q'\) dependence. Only the last three terms have a non-zero contribution to the Hall conductivity. Although we have written explicitly the net momentum and frequency going in the vertices in addition to the two momenta and frequency associated with the propagators attached to the vertices, there are only two independent momentum variables for the vertices at this stage. They can be chosen as the labels of the square parenthesis. Calculating the derivative with respect to \(q'\) and taking the limit \(q' \to 0\) yields triangular and rectangular diagrams, as we explain further below.

The three-leg (triangular) diagrams are obtained when the derivative with respect to \(q'\) acts on the vertices of the second and fourth terms and on the propagators of the third term in Eq. (C2). To obtain the results reported in Eq. (22), we have used that \([\Lambda_{\alpha}(q',\nu_n)]_{k',\omega_m;\omega_m^{'}}\) and \([\Lambda_{\gamma}(-q',0)]_{k',\omega_m;\omega_m^{'}}\) do not depend on \(q'\) linearly, as well as the following identities

\[
\partial_{q'_l} G_{k'_l,\omega_m} \big|_{q' = 0} = \pm \left(\frac{1}{2}\right) \partial_{k'_l} \delta_{k'_l,\omega_m}, \quad (C3)
\]

and

\[
\partial_{q'_l} \left[ \Lambda_{\alpha}(0,-\nu_n) \right]_{k'_l,\omega_m^{'};\omega_m} \big|_{q' = 0} = \pm \left(\frac{1}{2}\right) \partial_{k'_l} \left[ \Lambda_{\alpha}(0,-\nu_n) \right]_{k'_l,\omega_m^{'};\omega_m}. \quad (C4)
\]

We have also assumed that the derivative with respect to \(k\) is proportional to a derivative with respect to vector potential. This allows us to maintain the convention that greek indices for the vertices always stand for derivatives with respect to vector potential. But we must take into account that

\[
\partial_{k_l}[.] = \frac{\hbar}{e} \partial_{\Lambda_{k_l}[.]} . \quad (C5)
\]

This is true for this vertex that comes from the magnetic field because, in that case, only the current operator that comes from the Peierls substitution contributes. The DC magnetic field cannot lead to intra-atomic dipole terms. This allows us to set the contribution from \([\Lambda_{\gamma\beta\gamma}(-q',-\nu_n)]_{k',\omega_m^{'};\omega_m}\) to zero because of the antisymmetry of the Levi-Civita tensor. When all this is taken into account, there are two contributions from derivatives of the third term and they are equal to the other two contributions obtained from the derivative of the second and fourth term in Eq. (C2) that give one contribution each.

The contribution of the four-leg (rectangular) diagrams in Eq. (25) is obtained from derivatives with respect to \(q'\) of the propagators in the second and fourth terms of Eq. (C2) and by the replacement of the derivative with respect to \(q'\) by a derivative with respect to \(k\) as in Eq. (C3). This gives six terms that can be combined in pairs using the antisymmetry in \(\gamma, \delta\) of the Levi-Civita tensor.

Appendix D: Hall response in the \(\nu_n \to 0\) limit

1. Interband triangular diagrams

We mentioned in the main text that the interband components of the triangular diagrams do not contribute to the Hall response in the \(\nu_n \to \nu_1 = 2\pi k_B T\) limit at low temperature. Here, we explain this more. In the band basis, the interband terms can be classified in two classes in terms of the band indices of the three Green’s function: (i) terms with three different band indices, and (ii) terms with two different band indices.

The Matsubara frequency summation of the first class includes only simple poles. Therefore, the resulting expression after performing summation over fermionic Matsubara frequencies is regular in the \(\nu_1 \to 0\) limit, hence, one can set the bosonic frequency equal to zero directly for these terms in Eq. (22) and see that they vanish.

For the second class of diagrams the Green’s function with the same band index may have (i) different bosonic Matsubara frequency or (ii) the same bosonic Matsubara frequency. Consider case (i). The fermionic Matsubara frequency summation can be done as in Eq. (E1). We expand the first term on the right side in terms of \(\nu_n\) and keep the terms which do not vanish when \(\nu_n \to \nu_1\). This gives two terms: one term cancels the second term on the right-hand side. The second term is \(\nu_n\) independent. This term and the third term on the right-hand side of Eq. (E1) are canceled by the analogous terms from the second line of the Eq. (22). In the case (ii), when the Green’s functions with the same band index have the same frequency dependence, then the fermionic summation includes a second order pole where again, using Eq. (E2), one can show that these terms also vanish in the \(\nu_n \to \nu_1\) limit.

2. Interband rectangular diagrams

In the main text, we clarified which rectangular diagrams do not vanish at DC limit. Here, we consider one category of diagrams which vanishes in this limit and explain it in more details. For example, take \(l \neq l'\) and consider diagrams with \(\tilde{\Lambda}_{l_1,\Lambda_{k_l,l'}}\) and \(\tilde{\Lambda}_{l_1,l'}\). Then, only the second and last lines of the Eq. (25) contribute in this class and their contribution is
\[
\lim_{\nu_n \to \nu_l} \left( -\frac{ie^{\beta \gamma} B k T}{2 V_{\text{cell}} N} \right) \frac{h}{e} \sum_{\mathbf{k}, \omega_m} \sum_{l \neq l'} \left[ \hat{\lambda}^\alpha_{\mathbf{k}} \right]_{l l'} \left[ \hat{\lambda}^\beta_{\mathbf{k}} \right]_{l l'} \left[ G_{\mathbf{k}, \omega_m} \right]_{l l'} \left[ G_{\mathbf{k}, \omega_m} \right]_{l l'} \left\{ \left[ \hat{\lambda}^\delta_{\mathbf{k}} \right]_{l l'} \left[ \hat{\lambda}^\gamma_{\mathbf{k}} \right]_{l l'} \left[ G_{\mathbf{k}, \omega_m} \right]_{l l'} - \left[ \hat{\lambda}^\delta_{\mathbf{k}} \right]_{l l'} \left[ \hat{\lambda}^\gamma_{\mathbf{k}} \right]_{l l'} \right\} = 0, \quad (D1)
\]

where we used Eq. (E6) and expanded in powers of \( \nu_l \). Similar calculations can be done for all the other vanishing diagrams.

**Appendix E: Matsubara frequency summations**
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