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Abstract
Energy-Based Models (EBMs), also known as non-normalized probabilistic models, specify probability density or mass functions up to an unknown normalizing constant. Unlike most other probabilistic models, EBMs do not place a restriction on the tractability of the normalizing constant, thus are more flexible to parameterize and can model a more expressive family of probability distributions. However, the unknown normalizing constant of EBMs makes training particularly difficult. Our goal is to provide a friendly introduction to modern approaches for EBM training. We start by explaining maximum likelihood training with Markov chain Monte Carlo (MCMC), and proceed to elaborate on MCMC-free approaches, including Score Matching (SM) and Noise Contrasitive Estimation (NCE). We highlight theoretical connections among these three approaches, and end with a brief survey on alternative training methods, which are still under active research. Our tutorial is targeted at an audience with basic understanding of generative models who want to apply EBMs or start a research project in this direction.

1. Introduction
Probabilistic models with a tractable likelihood are a double-edged sword. On one hand, a tractable likelihood allows for straightforward comparison between models, and straightforward optimization of the model parameters w.r.t. the log-likelihood of the data. Through tractable models such as autoregressive (Graves, 2013; Germain et al., 2015; Van Oord et al., 2016) or flow-based generative models (Dinh et al., 2014, 2016; Rezende and Mohamed, 2015), we can learn flexible models of high-dimensional data. In some cases even though the likelihood is not completely tractable, we can often compute and optimize a tractable lower bound of the likelihood, as in the framework of variational autoencoders (Kingma and Welling, 2014; Rezende et al., 2014).

Still, the set of models with a tractable likelihood is constrained. Models with a tractable likelihood need to be of a certain form: for example, in case of autoregressive models, the model distribution is factorized as a product of conditional distributions, and in flow-based generative models the data is modeled as an invertible transformation of a base distribution. In case of variational autoencoders, the data must be modeled as a directed latent-variable model. A tractable likelihood is related to the fact that these models assume that exact synthesis of pseudo-data from the model can be done with a specified, tractable procedure. These assumptions are not always natural.

Energy-based models (EBM) are much less restrictive in functional form: instead of specifying a normalized probability, they only specify the unnormalized negative log-probability,
called the *energy function*. Since the energy function does not need to integrate to one, it can be parameterized with any nonlinear regression function. In the framework of EBMs, density estimation is thus basically reduced to a nonlinear regression problem. One is generally free to choose any nonlinear regression function as the energy function, as long as it remains normalizable in principle. It is thus straightforward to leverage advances in architectures originally developed for classification or regression, and one may choose special-purpose architectures that make sense for the type of data at hand. For example, if the data are graphs (such as molecules) then one could use graph neural networks (Scarselli et al., 2008); if the data are spherical images one can in principle use spherical CNNs (Cohen et al., 2018). As such, EBMs have found wide applications in many fields of machine learning, including, among others, image generation (Ngiam et al., 2011; Xie et al., 2016; Du and Mordatch, 2019), discriminative learning (Grathwohl et al., 2020b), natural language processing (Mikolov et al., 2013; Deng et al., 2020), density estimation (Wenliang et al., 2019; Song et al., 2019) and reinforcement learning (Haarnoja et al., 2017, 2018).

Although this flexibility of EBMs can provide significant modeling advantages, both computation of the exact likelihood and exact synthesis of samples from these models are generally intractable, which makes training especially difficult. There are three major ways for training EBMs: (i) maximum likelihood training with MCMC sampling; (ii) Score Matching (SM); and (iii) Noise Constrastive Estimation (NCE). We will elaborate on these methods in order, explain their relationships to each other, and conclude by an overview to other directions for EBM training.

2. Energy-Based Models (EBMs)

For simplicity we will assume unconditional Energy-Based Models over a single dependent variable $x$. It is relatively straightforward to extend the models and estimation procedures to the case with multiple dependent variables, or with conditioning variables. The density given by an EBM is

$$p_\theta(x) = \frac{\exp(-E_\theta(x))}{Z_\theta}$$

where $E_\theta(x)$ (the energy) is a nonlinear regression function with parameters $\theta$, and $Z_\theta$ denotes the normalizing constant (a.k.a. the partition function):

$$Z_\theta = \int \exp(-E_\theta(x)) \, dx$$

which is constant w.r.t $x$ but is a function of $\theta$. Since $Z_\theta$ is a function of $\theta$, evaluation and differentiation of log $p_\theta(x)$ w.r.t. its parameters involves a typically intractable integral.

3. Maximum Likelihood Training with MCMC

The *de facto* standard for learning probabilistic models from i.i.d. data is maximum likelihood estimation (MLE). Let $p_\theta(x)$ be a probabilistic model parameterized by $\theta$, and $p_{\text{data}}(x)$ be the underlying data distribution of a dataset. We can fit $p_\theta(x)$ to $p_{\text{data}}(x)$ by maximizing the expected log-likelihood function over the data distribution, defined by

$$\mathbb{E}_{x \sim p_{\text{data}}(x)}[\log p_\theta(x)]$$
as a function of \( \theta \). Here the expectation can be easily estimated with samples from the dataset. Maximizing likelihood is equivalent to minimizing the KL divergence between \( p_{\text{data}}(x) \) and \( p_\theta(x) \), because

\[
\mathbb{E}_{x \sim p_{\text{data}}(x)}[\log p_\theta(x)] = D_{KL}(p_{\text{data}}(x) \parallel p_\theta(x)) - \mathbb{E}_{x \sim p_{\text{data}}(x)}[\log p_{\text{data}}(x)]
\]

\[
= D_{KL}(p_{\text{data}}(x) \parallel p_\theta(x)) - \text{constant},
\]

where the second equality holds because \( \mathbb{E}_{x \sim p_{\text{data}}(x)}[\log p_{\text{data}}(x)] \) does not depend on \( \theta \).

We cannot directly compute the likelihood of an EBM as in the maximum likelihood approach due to the intractable normalizing constant \( Z_\theta \). Nevertheless, we can still estimate the gradient of the log-likelihood with MCMC approaches, allowing for likelihood maximization with gradient ascent (Younes, 1999). In particular, the gradient of the log-probability of an EBM (Eq. (1)) decomposes as a sum of two terms:

\[
\nabla_\theta \log p_\theta(x) = -\nabla_\theta E_\theta(x) - \nabla_\theta \log Z_\theta. \tag{3}
\]

The first gradient term, \(-\nabla_\theta E_\theta(x)\), is straightforward to evaluate with automatic differentiation. The challenge is in approximating the second gradient term, \( \nabla_\theta \log Z_\theta \), which is intractable to compute exactly. This gradient term can be rewritten as the following expectation:

\[
\nabla_\theta \log Z_\theta = \nabla_\theta \log \int \exp(-E_\theta(x))dx
\]

\[
= (i) \left( \int \exp(-E_\theta(x))dx \right)^{-1} \nabla_\theta \int \exp(-E_\theta(x))dx
\]

\[
= \int \int \exp(-E_\theta(x))dx \left( \int \exp(-E_\theta(x))(-\nabla_\theta E_\theta(x))dx \right)
\]

\[
= (iii) \int \exp(-E_\theta(x))(-\nabla_\theta E_\theta(x))dx
\]

\[
= (iv) \int p_\theta(x)(-\nabla_\theta E_\theta(x))dx
\]

\[
= \mathbb{E}_{x \sim p_\theta(x)}[-\nabla_\theta E_\theta(x)],
\]

where steps (i) and (ii) are due to the chain rule of gradients, and (iii) and (iv) are from definitions in Eqs. (1) and (2). Thus, we can obtain an unbiased one-sample Monte Carlo estimate of the log-likelihood gradient by

\[
\nabla_\theta \log Z_\theta \simeq -\nabla_\theta E_\theta(\tilde{x}), \tag{4}
\]

where \( \tilde{x} \sim p_\theta(x) \), i.e., a random sample from the distribution over \( x \) given by the EBM. Therefore, as long as we can draw random samples from the model, we have access to an
unbiased Monte Carlo estimate of the log-likelihood gradient, allowing us to optimize the parameters with stochastic gradient ascent.

Since drawing random samples is far from being trivial, much of the literature has focused on methods for efficient MCMC sampling from EBMs. Some efficient MCMC methods, such as Langevin MCMC (Parisi, 1981; Grenander and Miller, 1994) and Hamiltonian Monte Carlo (Duane et al., 1987; Neal et al., 2011), make use of the fact that the gradient of the log-probability w.r.t. $x$ (a.k.a., score) is equal to the (negative) gradient of the energy, therefore easy to calculate:

$$\nabla_x \log p_\theta(x) = -\nabla_x E_\theta(x) - \nabla_x \log Z_\theta,$$

\[= 0\]

(5)

For example, when using Langevin MCMC to sample from $p_\theta(x)$, we first draw an initial sample $x^0$ from a simple prior distribution, and then simulate an (overdamped) Langevin diffusion process for $K$ steps with step size $\epsilon > 0$:

$$x^{k+1} \leftarrow x^k + \frac{\epsilon^2}{2} \left( \nabla_x \log p_\theta(x^k) + \epsilon z^k \right), \quad k = 0, 1, \cdots, K - 1.$$  

(6)

When $\epsilon \to 0$ and $K \to \infty$, $x^K$ is guaranteed to distribute as $p_\theta(x)$ under some regularity conditions. In practice we have to use a small finite $\epsilon$, but the discretization error is typically negligible, or can be corrected with a Metropolis-Hastings (Hastings, 1970) step, leading to the Metropolis-Adjusted Langevin Algorithm (Besag, 1994).

Running MCMC till convergence to obtain a sample $x \sim p_\theta(x)$ can be computationally expensive. Therefore we typically need approximation to make MCMC-based learning of EBMs practical. One popular method for doing so is Contrastive Divergence (CD) (Hinton, 2002). In CD, one initializes the MCMC chain from the datapoint $x$, and perform a fixed number of MCMC steps; typically fewer than required for convergence of the MCMC chain. One variant of CD that sometimes performs better is persistent CD (Tieleman, 2008), where a single MCMC chain with a persistent state is employed to sample from the EBM. In persistent CD, we do not restart the MCMC chain when training on a new datapoint; rather, we carry over the state of the previous MCMC chain and use it to initialize a new MCMC chain for the next training step. This method can be further improved by keeping multiple historical states of the MCMC chain in a replay buffer and initialize new MCMC chains by randomly sampling from it (Du and Mordatch, 2019). Other variants of CD include mean field CD (Welling and Hinton, 2002), and multi-grid CD (Gao et al., 2018).

EBMs trained with CD may not capture the data distribution faithfully, since truncated MCMC can lead to biased gradient updates that hurt the learning dynamics (Schulz et al., 2010; Fischer and Igel, 2010; Nijkamp et al., 2019). There are several methods that focus on removing this bias for improved MCMC training. For example, one line of work proposes unbiased estimators of the gradient through coupled MCMC (Jacob et al., 2017; Qiu et al., 2019); and Du et al. (2020) propose to reduce the bias by differentiating through the MCMC sampling algorithm and estimating an entropy correction term.
4. Score Matching (SM)

If two continuously differentiable real-valued functions $f(x)$ and $g(x)$ have equal first derivatives everywhere, then $f(x) \equiv g(x) + \text{constant}$. When $f(x)$ and $g(x)$ are log probability density functions (PDFs) with equal first derivatives, the normalization requirement (Eq. (1)) implies that $\int \exp(f(x))dx = \int \exp(g(x))dx = 1$, and therefore $f(x) \equiv g(x)$. As a result, one can learn an EBM by (approximately) matching the first derivatives of its log-PDF to the first derivatives of the log-PDF of the data distribution. If they match, then the EBM captures the data distribution exactly. The first-order gradient function of a log-PDF is also called the score of that distribution. For training EBMs, it is useful to transform the equivalence of distributions to the equivalence of scores, because the score of an EBM can be easily obtained by $\nabla_x \log p_\theta(x) = -\nabla_x E_\theta(x)$ (recall from Eq. (5)) which does not involve the typically intractable normalizing constant $Z_\theta$.

Let $p_{\text{data}}(x)$ be the underlying data distribution, from which we have a finite number of i.i.d. samples but do not know its PDF. The basic Score Matching (Hyvärinen, 2005) (SM) objective minimizes a discrepancy between two distributions called the Fisher divergence:

$$D_F(p_{\text{data}}(x) \parallel p_\theta(x)) = \mathbb{E}_{p_{\text{data}}(x)} \left[ \frac{1}{2} \| \nabla_x \log p_{\text{data}}(x) - \nabla_x \log p_\theta(x) \|^2 \right].$$

(7)

The expectation w.r.t. $p_{\text{data}}(x)$, in this objective and its variants below, admits a trivial unbiased Monte Carlo estimator using the empirical mean of samples $x \sim p_{\text{data}}(x)$. However, the second term of Eq. (7) is generally impractical to calculate since it requires knowing $\nabla_x \log p_{\text{data}}(x)$. Hyvärinen (2005) shows that under certain regularity conditions, the Fisher divergence can be rewritten using integration by parts, with second derivatives of $E_\theta(x)$ replacing the unknown first derivatives of $p_{\text{data}}(x)$:

$$D_F(p_{\text{data}}(x) \parallel p_\theta(x)) = \mathbb{E}_{p_{\text{data}}(x)} \left[ \frac{1}{2} \sum_{i=1}^{d} \left( \frac{\partial E_\theta(x)}{\partial x_i} \right)^2 + \frac{\partial^2 E_\theta(x)}{(\partial x_i)^2} \right] + \text{constant}$$

(8)

where $d$ is the dimensionality of $x$. The constant does not affect optimization and thus can be dropped for training. It is shown by Hyvärinen (2005) that estimators based on Score Matching are consistent under some regularity conditions, meaning that the parameter estimator obtained by minimizing Eq. (7) converges to the true parameters in the limit of infinite data.

An important downside of the objective Eq. (8) is that, in general, computation of full second derivatives is quadratic in the dimensionality $d$, thus does not scale to high dimensionality. Although SM only requires the trace of the Hessian, it is still expensive to compute even with modern hardware and automatic differentiation packages (Martens et al., 2012). For this reason, the implicit SM formulation of Eq. (8) has only been applied to relatively simple energy functions where computation of the second derivatives is tractable.

Score Matching assumes a continuous data distribution with positive density over the space, but it can be generalized to discrete or bounded data distributions (Hyvärinen, 2007; Lyu, 2012). It is also possible to consider higher-order gradients of log-PDFs beyond first derivatives (Parry et al., 2012).
4.1 Denoising Score Matching (DSM)

The Score Matching objective in Eq. (8) requires several regularity conditions for \( \log p_{\text{data}}(x) \), e.g., it should be continuously differentiable and finite everywhere. However, these conditions may not always hold in practice. For example, a distribution of digital images is typically discrete and bounded, because the values of pixels are restricted to the range \{0, 1, \cdots, 255\}. Therefore, \( \log p_{\text{data}}(x) \) in this case is discontinuous and is negative infinity outside the range, and therefore SM is not directly applicable.

To alleviate this difficulty, one can add a bit of noise to each datapoint: \( \tilde{x} = x + \epsilon \). As long as the noise distribution \( p(\epsilon) \) is smooth, the resulting noisy data distribution \( q(\tilde{x}) = \int q(\tilde{x} | x)p_{\text{data}}(x)dx \) is also smooth, and thus the Fisher divergence \( D_F(q(\tilde{x}) \parallel p_\theta(\tilde{x})) \) is a proper objective. Kingma and LeCun (2010) showed that the objective with noisy data can be approximated by the noiseless Score Matching objective of Eq. (8) plus a regularization term; this regularization makes Score Matching applicable to a wider range of data distributions, but still requires expensive second-order derivatives.

Vincent (2011) propose one elegant and scalable solution to the above difficulty, by showing that:

\[
D_F(q(\tilde{x}) \parallel p_\theta(\tilde{x})) = \mathbb{E}_{q(\tilde{x})} \left[ \frac{1}{2} \left\| \nabla_x \log q(\tilde{x}) - \nabla_x \log p_\theta(\tilde{x}) \right\|^2 \right]
\]

\[
= \mathbb{E}_{q(\tilde{x}, x)} \left[ \frac{1}{2} \left\| \nabla_x \log q(\tilde{x} | x) - \nabla_x \log p_\theta(x) \right\|^2 \right] + \text{constant},
\]

where the expectation is again approximated by the empirical average of samples, thus completely avoiding both the unknown term \( p_{\text{data}}(x) \) and computationally expensive second-order derivatives. The constant term does not affect optimization and can be ignored without changing the optimal solution. This estimation method is called Denoising Score Matching (DSM) by Vincent (2011). Similar formulations are also explored by Raphan and Simoncelli (2007, 2011) and can be traced back to Tweedie’s formula (1956) and Stein’s Unbiased Risk Estimation (Stein, 1981).

The major drawback of adding noise to data arises when \( p_{\text{data}}(x) \) is already a well-behaved distribution that satisfies the regularity conditions required by Score Matching. In this case, \( D_F(q(\tilde{x}) \parallel p_\theta(\tilde{x})) \neq D_F(p_{\text{data}}(x) \parallel p_\theta(x)) \), and DSM is not a consistent objective because the optimal EBM matches the noisy distribution \( q(\tilde{x}) \), not \( p_{\text{data}}(x) \). This inconsistency becomes non-negligible when \( q(\tilde{x}) \) significantly differs from \( p_{\text{data}}(x) \).

One way to attenuate the inconsistency of DSM is to choose \( q \approx p_{\text{data}} \), i.e., use a small noise perturbation. However, this often significantly increases the variance of objective values and hinders optimization. As an example, suppose \( q(\tilde{x} | x) = N(\tilde{x} | x, \sigma^2 I) \) and \( \sigma \approx 0 \). The corresponding DSM objective is

\[
D_F(q(\tilde{x}) \parallel p_\theta(\tilde{x})) = \mathbb{E}_{p_{\text{data}}(x)} \mathbb{E}_{z \sim \mathcal{N}(0, I)} \left[ \frac{1}{2} \left\| \frac{z}{\sigma} + \nabla_x \log p_\theta(x + \sigma z) \right\|^2 \right] \\
\approx \frac{1}{2N} \sum_{i=1}^{N} \left\| \frac{z^{(i)}}{\sigma} + \nabla_x \log p_\theta(x^{(i)} + \sigma z^{(i)}) \right\|^2,
\]

(11)
where \( \{x^{(i)}\}_{i=1}^N \overset{\text{i.i.d.}}{\sim} p_{\text{data}}(x) \), and \( \{z^{(i)}\}_{i=1}^N \overset{\text{i.i.d.}}{\sim} \mathcal{N}(0, I) \). When \( \sigma \to 0 \), we can leverage Taylor series expansion to rewrite the Monte Carlo estimator in Eq. (11) to

\[
\frac{1}{2N} \sum_{i=1}^N \left[ \frac{2}{\sigma} (z^{(i)})^T \nabla_x \log p_\theta(x^{(i)}) + \left\| z^{(i)} \right\|^2_{\sigma^2} \right] + \text{constant.} \tag{12}
\]

When estimating the above expectation with samples, the variances of \( (z^{(i)})^T \nabla_x \log p_\theta(x^{(i)})/\sigma \) and \( \|z^{(i)}\|^2_{\sigma^2} \) will both grow unbounded as \( \sigma \to 0 \) due to division by \( \sigma \) and \( \sigma^2 \). This enlarges the variance of DSM and makes optimization challenging.

Wang et al. (2020) propose a method to reduce the variance of Eq. (12) when \( \sigma \approx 0 \). Note that the terms in Eq. (12) have closed-form expectations: \( E_{x,z}[2z^T \nabla_x \log p_\theta(x)/\sigma] = 0 \) and \( E_x[\|z\|^2_{\sigma^2}] = d/\sigma^2 \). Therefore, we can construct a variable that is, for sufficiently small \( \sigma \), positively correlated with Eq. (11) while having an expected value of zero:

\[
c_\theta(x, z) = \frac{2}{\sigma} z^T \nabla_x \log p_\theta(x) + \left\| z \right\|^2_{\sigma^2} - \frac{d}{\sigma^2}. \tag{13}
\]

Subtracting it from Eq. (11) will yield an estimator with reduced variance for DSM training:

\[
\frac{1}{2N} \sum_{i=1}^N \left\| z^{(i)} \sigma + \nabla_x \log p_\theta(x^{(i)}) + \sigma z^{(i)} \right\|^2 - c_\theta(x^{(i)}, z^{(i)}). \tag{14}
\]

Variance-reducing variables like \( c_\theta(x, z) \) are called control variates (Owen, 2013). For large \( \sigma \), the Taylor series might be a bad approximator, in which case \( c_\theta(x^{(i)}, z^{(i)}) \) might not be sufficiently correlated with Eq. (11), and could actually increase variance.

### 4.2 Sliced Score Matching (SSM)

By adding noise to data, DSM avoids the expensive computation of second-order derivatives. However, as mentioned before, the optimal EBM that minimizes the DSM objective corresponds to the distribution of noise-perturbed data \( q(\tilde{x}) \), not the original noise-free data distribution \( p_{\text{data}}(x) \). In other words, DSM does not give a consistent estimator of the data distribution, i.e., one cannot directly obtain an EBM that exactly matches the data distribution even with unlimited data.

**Sliced Score Matching (SSM)** (Song et al., 2019) is one alternative to Denoising Score Matching that is both consistent and computationally efficient. Instead of minimizing the Fisher divergence between two vector-valued scores, SSM randomly samples a projection vector \( \mathbf{v} \), takes the inner product between \( \mathbf{v} \) and the two scores, and then compare the resulting two scalars. More specifically, Sliced Score Matching minimizes the following divergence called the sliced Fisher divergence

\[
D_{SF}(p_{\text{data}}(x)||p_\theta(x)) = E_{p_{\text{data}}(x)}E_{p(\mathbf{v})} \left[ \frac{1}{2} (\mathbf{v}^T \nabla_x \log p_{\text{data}}(x) - \mathbf{v}^T \nabla_x \log p_\theta(x))^2 \right],
\]

where \( p(\mathbf{v}) \) denotes a projection distribution such that \( E_{p(\mathbf{v})}[\mathbf{vv}^T] \) is positive definite. Similar to Fisher divergence, sliced Fisher divergence has an implicit form that does not involve the
unknown $\nabla_x \log p_{\text{data}}(x)$, which is given by

$$D_{SF}(p_{\text{data}}(x)\|p_{\theta}(x)) = \mathbb{E}_{p_{\text{data}}(x)}[\mathbb{E}_{p(v)}\left[\frac{1}{2} \sum_{i=1}^{d} \left(\frac{\partial E_{\theta}(x)}{\partial x_i} v_i\right)^2 + \sum_{i=1}^{d} \sum_{j=1}^{d} \frac{\partial^2 E_{\theta}(x)}{\partial x_i \partial x_j} v_i v_j\right] + \text{constant.} \quad (15)$$

All expectations in the above objective can be estimated with empirical means, and again the constant term can be removed without affecting training. The second term involves second-order derivatives of $E_{\theta}(x)$, but contrary to SM, it can be computed efficiently with a cost linear in the dimensionality $d$. This is because

$$\sum_{i=1}^{d} \sum_{j=1}^{d} \frac{\partial^2 E_{\theta}(x)}{\partial x_i \partial x_j} v_i v_j = \sum_{i=1}^{d} \left(\sum_{j=1}^{d} \frac{\partial E_{\theta}(x)}{\partial x_j} v_j\right) v_i, \quad (16)$$

where $f(x)$ is the same for different values of $i$. Therefore, we only need to compute it once with $O(d)$ computation, plus another $O(d)$ computation for the outer sum to evaluate Eq. (16), whereas the original SM objective requires $O(d^2)$ computation.

For many choices of $p(v)$, part of the SSM objective (Eq. (15)) can be evaluated in closed form, potentially leading to lower variance. For example, when $p(v) = N(0, I)$, we have

$$\mathbb{E}_{p_{\text{data}}(x)}[\mathbb{E}_{p(v)}\left[\frac{1}{2} \sum_{i=1}^{d} \left(\frac{\partial E_{\theta}(x)}{\partial x_i} v_i\right)^2\right] = \mathbb{E}_{p_{\text{data}}(x)}\left[\frac{1}{2} \sum_{i=1}^{d} \left(\frac{\partial E_{\theta}(x)}{\partial x_i}\right)^2\right]$$

and as a result,

$$D_{SF}(p_{\text{data}}(x)\|p_{\theta}(x)) = \mathbb{E}_{p_{\text{data}}(x)}[\mathbb{E}_{v \sim N(0, I)}\left[\frac{1}{2} \sum_{i=1}^{d} \left(\frac{\partial E_{\theta}(x)}{\partial x_i}\right)^2 + \sum_{i=1}^{d} \sum_{j=1}^{d} \frac{\partial^2 E_{\theta}(x)}{\partial x_i \partial x_j} v_i v_j\right] + \text{constant.} \quad (17)$$

The above objective Eq. (17) can also be obtained by approximating the sum of second-order gradients in the standard SM objective (Eq. (8)) with the Skilling-Hutchinson trace estimator (Skilling, 1989; Hutchinson, 1989). It often (but not always) has lower variance than Eq. (15), and can perform better in some applications (Song et al., 2019).

4.3 Connection to Contrastive Divergence

Though Score Matching and Contrastive Divergence are seemingly very different approaches, they are closely connected to each other. In fact, Score Matching can be viewed as a special instance of Contrastive Divergence in the limit of a particular MCMC sampler (Hyvarinen, 2007). Moreover, the Fisher divergence optimized by Score Matching is related to the derivative of KL divergence (Cover, 1999), which is the underlying objective of Contrastive Divergence.
Contrastive Divergence requires sampling from the Energy-Based Model $E_\theta(x)$, and one popular method for doing so is Langevin MCMC (Parisi, 1981). Recall from Section 3 that given any initial data point $x^0$, the Langevin MCMC method executes the following

$$x^{k+1} \leftarrow x^k - \frac{\epsilon^2}{2} \nabla_x E_\theta(x^k) + \epsilon z^k,$$

iteratively for $k = 0, 1, \cdots, K - 1$, where $z^k \sim \mathcal{N}(0, I)$ and $\epsilon > 0$ is the step size.

Suppose we only run one-step Langevin MCMC (i.e., $K = 1$) for Contrastive Divergence. In this case, the gradient of the log-likelihood is given by

$$E_{p_{\text{data}}(x)}[\nabla_\theta \log p_\theta(x)] = -E_{p_{\text{data}}(x)}[\nabla_\theta E_\theta(x)] + E_{x \sim p_\theta(x)}[\nabla_\theta E_\theta(x)]$$

$$\simeq -E_{p_{\text{data}}(x)}[\nabla_\theta E_\theta(x)] + E_{z \sim \mathcal{N}(0, I)} \left[ \nabla_\theta E_\theta \left( x - \frac{\epsilon^2}{2} \nabla_x E_\theta'(x) + \epsilon z \right) \right]_{\theta' = \theta}.$$

After Taylor series expansion with respect to $\epsilon$ followed by some algebraic manipulations, the above equation can be transformed to the following (see Hyvarinen (2007))

$$\frac{\epsilon^2}{2} \nabla_\theta D_F(p_{\text{data}}(x) \parallel p_\theta(x)) + o(\epsilon^2).$$

When $\epsilon$ is sufficiently small, it corresponds to the re-scaled gradient of the Score Matching objective.

In general, Score Matching minimizes the Fisher divergence $D_F(p_{\text{data}}(x) \parallel p_\theta(x))$, whereas Contrastive Divergence minimizes the KL divergence $D_{KL}(p_{\text{data}}(x) \parallel p_\theta(x))$. The above connection of Score Matching and Contrastive Divergence is a natural consequence of the connection between those two statistical divergences, as characterized by a relative version of the de Bruijin’s identity (Cover, 1999; Lyu, 2012):

$$\frac{d}{dt} D_{KL}(q_t(\tilde{x}) \parallel p_{\theta,t}(\tilde{x})) = -\frac{1}{2} D_F(q_t(\tilde{x}) \parallel p_{\theta,t}(\tilde{x})).$$

Here $q_t(\tilde{x})$ and $p_{\theta,t}(\tilde{x})$ denote smoothed versions of $p_{\text{data}}(x)$ and $p_\theta(x)$, resulting from adding Gaussian noise to $x$ with variance $t$; i.e., $\tilde{x} \sim \mathcal{N}(x, tI)$.

### 4.4 Score-Based Generative Models

One typical application of EBMs is creating new samples that are similar to training data. Towards this end, we can first train an EBM with Score Matching, and then sample from it with MCMC approaches. Many efficient sampling methods for EBMs, such as Langevin MCMC, rely on just the score of the EBM (see Eq. (6)). In addition, Score Matching objectives (Eqs. (8), (10) and (15)) depend solely on the scores of EBMs. Therefore, we only need a model for score when training with Score Matching and sampling with score-based MCMC, and do not have to model the energy explicitly. By building such a score model, we save the gradient computation of EBMs and can make training and sampling more efficient. These kind of models are named score-based generative models (Song and Ermon, 2019, 2020; Song et al., 2020).

Score Matching has difficulty in estimating the relative weights of two modes separated by large low-density regions (Wenliang et al., 2019; Song and Ermon, 2019), which can have
an important negative impact on sample generation. As an example, suppose \( p_{\text{data}}(x) = \pi p_0(x) + (1 - \pi) p_1(x) \). Let \( S_0 := \{ x \mid p_0(x) > 0 \} \) and \( S_1 := \{ x \mid p_1(x) > 0 \} \) be the supports of \( p_0(x) \) and \( p_1(x) \) respectively. When they are disjoint from each other, the score of \( p_{\text{data}}(x) \) is given by

\[
\nabla_x \log p_{\text{data}}(x) = \begin{cases} 
\nabla_x \log p_0(x), & x \in S_0 \\
\nabla_x \log p_1(x), & x \in S_1,
\end{cases}
\]

which does not depend on the weight \( \pi \). Since Score Matching trains an EBM by matching its score to the score of data, \( \nabla_x \log p_{\text{data}}(x) \), which contains no information of \( \pi \) in this case, it is impossible for the learned EBM to recover the correct weight of \( p_0(x) \) or \( p_1(x) \). In practice, the regularity conditions of Score Matching actually require \( p_{\text{data}}(x) > 0 \) everywhere, so \( S_0 \) and \( S_1 \) cannot be completely disjoint from each other, but when they are close to being mutually disjoint (which often happens in real data especially in high-dimensional space), it will be very hard to learn the weights accurately with Score Matching. When the weights are not accurate, samples will concentrate around different data modes with an inappropriate portion, leading to worse sample quality.

Song and Ermon (2019, 2020) and Song et al. (2020) overcome this difficulty by perturbing training data with different scales of noise, and learn a score model for each scale. For a large noise perturbation, different modes are connected due to added noise, and estimated weights between them are therefore accurate. For a small noise perturbation, different modes are more disconnected, but the noise-perturbed distribution is closer to the original unperturbed data distribution. Using a sampling method such as annealed Langevin dynamics (Song and Ermon, 2019, 2020; Song et al., 2020) or leveraging reverse diffusion processes (Sohl-Dickstein
et al., 2015; Ho et al., 2020; Song et al., 2020), we can sample from the most noise-perturbed distribution first, then smoothly reduce the magnitude of noise scales until reaching the smallest one. This procedure helps combine information from all noise scales, and maintains the correct portion of modes from larger noise perturbations when sampling from smaller ones. In practice, all score models share weights and are implemented with a single neural network conditioned on the noise scale, named a Noise-Conditional Score Network. Scores of different scales are estimated by training a mixture of Score Matching objectives, one per noise scale. This method are amongst the best generative modeling approaches for high-resolution image generation (see samples in Fig. 1), audio synthesis (Chen et al., 2020; Kong et al., 2020), and shape generation (Cai et al., 2020).

5. Noise Contrastive Estimation

A third principle for learning the parameters of EBMs is *Noise Contrastive Estimation* (NCE), introduced by Gutmann and Hyvärinen (2010). It is based on the idea that we can learn an Energy-Based Model by contrasting it with another distribution with known density.

Let $p_{\text{data}}(x)$ be our data distribution, and let $p_{n}(x)$ be a chosen distribution with known density, called a noise distribution. This noise distribution is usually simple and has a tractable PDF, like $\mathcal{N}(0, I)$, such that we can compute the PDF and generate samples from it efficiently. Strategies exist to learn the noise distribution, as referenced below. Let $y$ be a binary variable with Bernoulli distribution, which we use to define a mixture distribution of noise and data:

$$p_{n,\text{data}}(x) = p(y = 0)p_{n}(x) + p(y = 1)p_{\text{data}}(x).$$

According to the Bayes’ rule, given a sample $x$ from this mixture, the posterior probability of $y = 0$ is

$$p_{n,\text{data}}(y = 0 \mid x) = \frac{p_{n,\text{data}}(x \mid y = 0)p(y = 0)}{p_{n,\text{data}}(x)} = \frac{p_{n}(x)}{p_{n}(x) + \nu p_{\text{data}}(x)} \quad (18)$$

where $\nu = p(y = 1)/p(y = 0)$.

Suppose our Energy-Based Model $p_{\theta}(x)$ has the form

$$p_{\theta}(x) = \exp(-E_{\theta}(x))/Z_{\theta}.$$  

Contrary to most other EBMs, $Z_{\theta}$ is treated as a learnable (scalar) parameter in NCE. Given this model, similar to the mixture of noise and data above, we can define a mixture of noise and the model distribution: $p_{n,\theta}(x) = p(y = 0)p_{n}(x) + p(y = 1)p_{\theta}(x)$. The posterior probability of $y = 0$ given this noise/model mixture is

$$p_{n,\theta}(y = 0 \mid x) = \frac{p_{n}(x)}{p_{n}(x) + \nu p_{\theta}(x)} \quad (19)$$

In NCE, we indirectly fit $p_{\theta}(x)$ to $p_{\text{data}}(x)$ by fitting $p_{n,\theta}(y \mid x)$ to $p_{n,\text{data}}(y \mid x)$ through a standard conditional maximum likelihood objective:

$$\theta^* = \arg \min_{\theta} \mathbb{E}_{p_{n,\text{data}}(x)}[D_{KL}(p_{n,\text{data}}(y \mid x) \mid \mid p_{n,\theta}(y \mid x))] \quad (20)$$

$$= \arg \max_{\theta} \mathbb{E}_{p_{n,\text{data}}(x, y)}[\log p_{n,\theta}(y \mid x)]. \quad (21)$$
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which can be solved using stochastic gradient ascent. Just like any other deep classifier, when
the model is sufficiently powerful, \( p_{n, \theta^*}(y \mid x) \) will match \( p_{n, \text{data}}(y \mid x) \) at the optimum. In
that case:

\[
\begin{align*}
\Rightarrow & \quad p_{n, \theta^*}(y = 0 \mid x) = p_{n, \text{data}}(y = 0 \mid x) \\
\Leftrightarrow & \quad \frac{p_n(x)}{p_n(x) + \nu p_{\theta^*}(x)} = \frac{p_n(x)}{p_n(x) + \nu p_{\text{data}}(x)} \\
\Leftrightarrow & \quad p_{\theta^*}(x) = p_{\text{data}}(x)
\end{align*}
\]  

Consequently, \( E_{\theta^*}(x) \) is an unnormalized energy function that matches the data distribution
\( p_{\text{data}}(x) \), and \( Z_{\theta^*} \) is the corresponding normalizing constant.

As one unique feature that Contrastive Divergence and Score Matching do not have, NCE provides
the normalizing constant of an Energy-Based Model as a by-product of its training procedure. When the EBM is very expressive, \textit{e.g.}, a deep neural network with many parameters, we can assume it is able to approximate a normalized probability density and absorb \( Z_{\theta} \) into the parameters of \( E_{\theta}(x) \) (Mnih and Teh, 2012), or equivalently, fixing \( Z_{\theta} = 1 \). The resulting EBM trained with NCE will be self-normalized, \textit{i.e.}, having a normalizing constant close to 1.

In practice, choosing the right noise distribution \( p_n(x) \) is critical to the success of NCE, especially for structured and high-dimensional data. As argued in Gutmann and Hirayama (2012), NCE works the best when the noise distribution is close to the data distribution (but not exactly the same). Many methods have been proposed to automatically tune the noise distribution, such as Adversarial Contrastive Estimation (Bose et al., 2018), Conditional NCE (Ceylan and Gutmann, 2018) and Flow Contrastive Estimation (Gao et al., 2020). NCE can be further generalized using Bregman divergences (Gutmann and Hirayama, 2012), where the formulation introduced here reduces to a special case.

5.1 Connection to Score Matching

Noise Contrastive Estimation provides a family of objectives that vary for different \( p_n(x) \)
and \( \nu \). This flexibility may allow adaptation to special properties of a task with hand-tuned
\( p_n(x) \) and \( \nu \), and may also give a unified perspective for different approaches. In particular,
when using an appropriate \( p_n(x) \) and a slightly different parameterization of \( p_{n, \theta}(y \mid x) \), we
can recover Score Matching from NCE (Gutmann and Hirayama, 2012).

For example, we choose the noise distribution \( p_n(x) \) to be a perturbed data distribution:
given a small (deterministic) vector \( v \), let \( p_n(x) = p_{\text{data}}(x - v) \). It is efficient to sample
from this \( p_n(x) \), since we can first draw any datapoint \( x' \sim p_{\text{data}}(x') \) and then compute
\( x = x' + v \). It is, however, difficult to evaluate the density of \( p_n(x) \) because \( p_{\text{data}}(x) \) is
unknown. Since the original parameterization of \( p_{n, \theta}(y \mid x) \) in NCE (Eq. (19)) depends on
the PDF of \( p_n(x) \), we cannot directly apply the standard NCE objective. Instead, we replace
\( p_n(x) \) with \( p_\theta(x - v) \) and parameterize \( p_{n, \theta}(y = 0 \mid x) \) with the following form

\[
p_{n, \theta}(y = 0 \mid x) := \frac{p_\theta(x - v)}{p_\theta(x) + p_\theta(x - v)}
\]  

\[ (25) \]
In this case, the NCE objective (Eq. (21)) reduces to

$$\theta^* = \arg \min_{\theta} E_{p_{\text{data}}(x)} \left[ \log(1 + \exp(E_\theta(x) - E_\theta(x - v))) + \log(1 + \exp(E_\theta(x) - E_\theta(x + v))) \right]$$  \hspace{1cm} (26)

At $\theta^*$, we have a solution where

$$p_{\theta^*}(y = 0 \mid x) \equiv p_{\text{data}}(y = 0 \mid x)$$  \hspace{1cm} (27)

$$\iff \frac{p_{\theta^*}(x - v)}{p_{\theta^*}(x) + p_{\theta^*}(x - v)} \equiv \frac{p_{\text{data}}(x - v)}{p_{\text{data}}(x) + p_{\text{data}}(x - v)}$$  \hspace{1cm} (28)

$$\iff p_{\theta^*}(x) \equiv p_{\text{data}}(x),$$  \hspace{1cm} (29)

i.e., the optimal model matches the data distribution.

As noted in Gutmann and Hirayama (2012) and Song et al. (2019), when $\|v\|_2 \approx 0$, the NCE objective Eq. (26) has the following equivalent form by Taylor expansion

$$\arg \min_{\theta} \frac{1}{4} E_{p_{\text{data}}(x)} \left[ \frac{1}{2} \sum_{i=1}^{d} \left( \frac{\partial E_\theta(x)}{\partial x_i} v_i \right)^2 + \sum_{i=1}^{d} \sum_{j=1}^{d} \frac{\partial^2 E_\theta(x)}{\partial x_i \partial x_j} v_i v_j \right] + 2 \log 2 + o(\|v\|_2^2).$$

Comparing against Eq. (15), we immediately see that the above objective equals that of SSM, if we ignore small additional terms hidden in $o(\|v\|_2^2)$ and take the expectation with respect to $v$ over a user-specified distribution $p(v)$.

## 6. Other Methods

Aside from MCMC-based training, Score Matching and Noise Contrastive Estimation, there are also other methods for learning EBMs. Below we briefly survey some examples of them. Interested readers can learn more details from references therein.

### 6.1 Minimizing Differences/Derivatives of KL Divergences

The overarching strategy for learning probabilistic models from data is to minimize the KL divergence between data and model distributions. However, because the normalizing constants of EBMs are typically intractable, it is hard to directly evaluate the KL divergence when the model is an EBM (see the discussion in Section 3). One generic idea that has frequently circumvented this difficulty is to consider differences or derivatives (i.e., infinitesimal differences) of KL divergences. It turns out that the unknown partition functions of EBMs are often cancelled out after taking the difference of two closely related KL divergences, or computing the derivatives.

Typical examples of this strategy include minimum velocity learning (Movellan, 2008; Wang et al., 2020), minimum probability flow (Sohl-Dickstein et al., 2011) and minimum KL contraction (Lyu, 2011). In minimum velocity learning and minimum probability flow, a Markov chain is designed such that it starts from the data distribution $p_{\text{data}}(x)$ and converges to the EBM distribution $p_\theta(x) = e^{-E_\theta(x)}/Z_\theta$. Specifically, the Markov chain satisfies $p_0(x) \equiv p_{\text{data}}(x)$ and $p_\infty(x) \equiv p_\theta(x)$, where we denote by $p_t(x)$ the state distribution at time $t \geq 0$. 
This Markov chain will evolve towards \( p_{\theta}(x) \) unless \( p_{\text{data}}(x) \equiv p_{\theta}(x) \). Therefore, we can fit the EBM distribution \( p_{\theta}(x) \) to \( p_{\text{data}}(x) \) by minimizing the modulus of the “velocity” of this evolution, defined by

\[
\frac{d}{dt} D_{\text{KL}}(p_t(x) \parallel p_{\theta}(x)) \bigg|_{t=0} \quad \text{or} \quad \frac{d}{dt} D_{\text{KL}}(p_{\text{data}}(x) \parallel p_t(x)) \bigg|_{t=0}
\]

in minimum velocity learning and minimum probability flow respectively. These objectives typically do not require computing the normalizing constant \( Z_\theta \).

In minimum KL contraction (Lyu, 2011), a distribution transformation \( \Phi \) is chosen such that \( D_{\text{KL}}(p(x) \parallel q(x)) \geq D_{\text{KL}}(\Phi\{p(x)\} \parallel \Phi\{q(x)\}) \), with equality if and only if \( p(x) \equiv q(x) \). We can leverage this \( \Phi \) to train an EBM, by minimizing

\[
D_{\text{KL}}(p_{\text{data}}(x) \parallel p_{\theta}(x)) - D_{\text{KL}}(\Phi\{p_{\text{data}}(x)\} \parallel \Phi\{p_{\theta}(x)\})
\]

This objective does not require computing the partition function \( Z_\theta \) whenever \( \Phi \) is linear.

Minimum velocity learning, minimum probability flow, and minimum KL contraction are all different generalizations to Score Matching and Noise Contrastive Estimation (Movellan, 2008; Sohl-Dickstein et al., 2011; Lyu, 2011).

### 6.2 Minimizing the Stein Discrepancy

We can train EBMs by minimizing the Stein discrepancy, defined by

\[
D_{\text{Stein}}(p_{\text{data}}(x) \parallel p_{\theta}(x)) := \sup_{f \in \mathcal{F}} \mathbb{E}_{p_{\text{data}}(x)}[\nabla_{x} \log p_{\theta}(x)^T f(x) + \text{trace}(\nabla_{x} f(x))],
\]

where \( \mathcal{F} \) is a family of vector-valued functions, and \( \nabla_{x} f(x) \) denotes the Jacobian of \( f(x) \). With some regularity conditions (Gorham and Mackey, 2015; Liu et al., 2016), we have \( D_{\text{Stein}}(p_{\text{data}}(x) \parallel p_{\theta}(x)) \geq 0 \), where the equality holds if and only if \( p_{\text{data}}(x) \equiv p_{\theta}(x) \). Similar to Score Matching (Eq. (8)), the objective Eq. (30) only involves the score function of \( p_{\theta}(x) \), and does not require computing the EBM’s partition function. Still, the trace term in Eq. (30) may demand expensive computation, and does not scale well to high dimensional data.

There are two common methods to sidestep this difficulty. Gorham and Mackey (2015) and Liu et al. (2016) discovered that when \( \mathcal{F} \) is a unit ball in a Reproducing Kernel Hilbert Space (RKHS) with a fixed kernel, the Stein discrepancy becomes kernelized Stein discrepancy, where the trace term is a constant and does not affect optimization. Otherwise, \( \text{trace}(\nabla_{x} f(x)) \) can be approximated with the Skilling-Hutchinson trace estimator (Skilling, 1989; Hutchinson, 1989; Grathwohl et al., 2020c).

### 6.3 Adversarial Training

Recall from Section 3 that when training EBMs with maximum likelihood estimation (MLE), we need to sample from the EBM per training iteration. However, sampling using multiple MCMC steps is expensive and requires careful tuning of the Markov chain. One way to avoid this difficulty is to use non-MLE methods that do not need sampling, such as Score Matching and Noise Contrastive Estimation. Here we introduce another family of methods that sidestep costly MCMC sampling by learning an auxiliary model through adversarial training, which allows fast sampling.
Using the definition of EBMs, we can rewrite the maximum likelihood objective by introducing a variational distribution \( q_\phi(x) \) parameterized by \( \phi \):

\[
\mathbb{E}_{p_{\text{data}}(x)}[\log p_\theta(x)] = \mathbb{E}_{p_{\text{data}}(x)}[-E_\theta(x)] - \log Z_\theta \\
= \mathbb{E}_{p_{\text{data}}(x)}[-E_\theta(x)] - \log \int e^{-E_\theta(x)} dx \\
= \mathbb{E}_{p_{\text{data}}(x)}[-E_\theta(x)] - \log \int q_\phi(x) \frac{e^{-E_\theta(x)}}{q_\phi(x)} dx \\
\overset{(i)}{\leq} \mathbb{E}_{p_{\text{data}}(x)}[-E_\theta(x)] - \int q_\phi(x) \log \frac{e^{-E_\theta(x)}}{q_\phi(x)} dx \\
= \mathbb{E}_{p_{\text{data}}(x)}[-E_\theta(x)] - \mathbb{E}_{q_\phi(x)}[-E_\theta(x)] - H(q_\phi(x)),
\]

where \( H(q_\phi(x)) \) denotes the entropy of \( q_\phi(x) \). Step (i) is due to Jensen’s inequality. Eq. (31) provides an upper bound to the expected log-likelihood. For EBM training, we can first minimize the upper bound Eq. (31) with respect to \( q_\phi(x) \) so that it is closer to the likelihood objective, and then maximize Eq. (31) with respect to \( E_\theta(x) \) as a surrogate for maximizing likelihood. This amounts to using the following maximin objective

\[
\max_{\theta} \min_{\phi} \mathbb{E}_{q_\phi(x)}[E_\theta(x)] - \mathbb{E}_{p_{\text{data}}(x)}[E_\theta(x)] - H(q_\phi(x)).
\]

Optimizing the above objective is similar to training Generative Adversarial Networks (GANs) (Goodfellow et al., 2014) and can be achieved by adversarial training. The variational distribution \( q_\phi(x) \) should allow both fast sampling and efficient entropy evaluation to make Eq. (32) tractable. This limits the model family of \( q_\phi(x) \), and usually restricts our choice to invertible probabilistic models, such as inverse autoregressive flow (Kingma et al., 2016), and NICE/RealNVP (Dinh et al., 2014, 2016). See Dai et al. (2019b) for an example on designing \( q_\phi(x) \) and training EBMs with Eq. (32).

Kim and Bengio (2016) and Zhai et al. (2016) propose to represent \( q_\phi(x) \) with neural samplers, like the generator of GANs. A neural sampler is a deterministic mapping \( g_\phi \) that maps a random Gaussian noise \( z \sim \mathcal{N}(0, I) \) directly to a sample \( x = g_\phi(z) \). When using a neural sampler as \( q_\phi(x) \), it is efficient to draw samples through the deterministic mapping, but \( H(q_\phi(x)) \) is intractable since the density of \( q_\phi(x) \) is unknown. Kim and Bengio (2016) and Zhai et al. (2016) propose several heuristics to approximate this entropy function. Kumar et al. (2019) propose to estimate the entropy through its connection to mutual information: \( H(q_\phi(z)) = I(g_\phi(z), x) \), which can be estimated from samples with variational lower bounds (Nguyen et al., 2010; Nowozin et al., 2016; Belghazi et al., 2018). Dai et al. (2019a) notice that when defining \( p_0(x) = p_0(x) e^{-E_\theta(x)} / Z_\theta \), with \( p_0(x) \) being a fixed base distribution, the entropy term \( -H(q_\phi(x)) \) in Eq. (32) equates \( D_{KL}(q_\phi(x) \parallel p_0(x)) \), which can likewise be approximated with variational lower bounds using samples from \( q_\phi(x) \) and \( p_0(x) \), without requiring the density of \( q_\phi(x) \).

Grathwohl et al. (2020a) represent \( q_\phi(x) \) as a noisy neural sampler, where samples are obtained via \( g_\phi(z) + \sigma \epsilon \), assuming \( z, \epsilon \sim \mathcal{N}(0, I) \). With a noisy neural sampler, \( \nabla_\phi H(q_\phi(x)) \) becomes particularly easy to estimate, which allows gradient-based optimization for the maximin objective in Eq. (32). A related approach is proposed in Xie et al. (2018), where authors train a noisy neural sampler with samples obtained from MCMC, and initialize new
MCMC chains with samples generated from the neural sampler. This cooperative sampling scheme improves the convergence of MCMC, but may still require multiple MCMC steps for sample generation. It does not directly optimize the objective in Eq. (31).

When using both adversarial training and MCMC sampling, Yu et al. (2020) observe that EBMs can be trained with an arbitrary f-divergence, including KL, reverse KL, total variation, Hellinger, etc. The method proposed by Yu et al. (2020) allows us to explore the trade-offs and inductive bias of different statistical divergences for more flexible EBM training.

7. Conclusion

We reviewed some of the modern approaches for EBM training. In particular, we focused on maximum likelihood estimation with MCMC sampling, Score Matching, and Noise Contrastive Estimation. We emphasized their mutual connections, and concluded by a short review on other EBM training approaches that do not directly fall into these three categories. The contents of this tutorial is of course limited to the authors’ knowledge and bias in the field; we did not cover many other important aspects of EBMs, including EBMs with latent variables, and various downstream applications of EBMs. Training techniques are crucial to problem solving with EBMs, and will remain an active direction for future research.
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