Quantile normalization for combining gene-expression datasets
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ABSTRACT

Our research aimed to improve survival prediction by combining gene expression datasets, and to apply molecular signatures across different datasets. Many methods have previously been developed to remove unwanted variations among datasets and maintain the wanted factor variations. However, for inter-study validation (ISV) research, a whole dataset is set aside for testing, and the statuses of wanted factors are assumed unknown for the whole dataset; thus, regression cannot be used to determine the unwanted variations for this dataset. In this study, quantile normalization (QN) was utilized to remove the unwanted dataset variations, after which the adjusted datasets were used for classification. It was observed that the datasets formed by QN combination in the study of ISV had superior prediction performance compared to the datasets combined by other methods. Combining datasets using QN could improve the prediction performance for the study of ISV.
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Introduction

Microarray gene expression technology provides a systematic approach to cancer classification \cite{1,2}. Many studies have aimed to improve survival prediction by combining gene expression datasets, and to apply molecular signatures across different datasets \cite{3–8}. However, inter-dataset variation hindered these attempts \cite{9–11}.

Some methods have been developed to remove unwanted dataset variations (or batch variations) and maintain the wanted factor variations \cite{12–15}. For example, in the removal of unwanted variation (RUV) model, the gene expression values are assumed as $Y = X\beta + W\alpha + e$, where $X$ represents the factors of interest (e.g. the predictive factors), $W$, the unwanted factors (e.g. the dataset factors or batch factors), and $e$, an arbitrary amount of noise (see details in section Materials and methods) \cite{15}.

The RUV model is effective for the study of intra-dataset validation, in which some samples or one sample of the datasets is set aside for testing, and the remaining part (each dataset has samples in this part) is utilized for training. In the training process (both wanted and unwanted factors, $X$ and $W$, are assumed known for the training samples), the unwanted variations, $\alpha$, can be determined for every dataset by regression, and then be removed.

However, for the study of inter-study validation (ISV), a whole dataset is set aside for testing, and the record of $X$ is assumed unknown for the whole dataset; thus, the unwanted variations cannot be determined for this dataset in the regression.

In this regard, quantile normalization (QN), a global adjustment method that assumes the statistical distribution of each sample is the same \cite{16}, is used, as it does not require the record of $X$. The assumption is justified in many biomedical applications in which only a minority of genes are expected to be differentially expressed (not including differential mythylation). QN has been shown to be effective for normalizing GeneChip arrays, and was integrated into RMA (robust multi-array analysis), the software for raw data processing \cite{17}.

In this study, QN was utilized to remove unwanted dataset variations. It was utilized to combine simulated or real datasets, after which the datasets were used for classification. The classification performance was evaluated and compared with those of other methods.

Materials and methods

Simulated datasets

A Monte Carlo setup similar to reference \cite{18} was used. In each simulation, five datasets that contain 40, 60, 80, 100 and 120 samples of class 0, and 200, 180, 160, 140 and 120 samples of class 1 were generated using multivariate
normal distributions with class-specific mean vectors and common covariance matrices. The simulations were performed with \( n = 1000 \) genes (variables), and the first \( n_1 = 50 \) were differentially expressed between classes with a mean difference of 1. The remaining 950 genes had the same mean for each class. For the common covariance matrix, Structures 1–3 as defined in reference [18] were used:

\[
\text{Structure 1:} \begin{bmatrix} \Sigma_{11} & 0 \\ 0 & I_{n-n_1} \end{bmatrix},
\]

\[
\text{Structure 2:} \begin{bmatrix} \Sigma_{11} & 0 \\ 0 & \Sigma_{22} \end{bmatrix},
\]

\[
\text{Structure 3:} \begin{bmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{12}' & \Sigma_{22} \end{bmatrix},
\]

where \( \Sigma_{11} \) and \( \Sigma_{22} \) are \( n_1 \times n_1 \) and \( (n-n_1) \times (n-n_1) \) intra-class correlation matrices for \( n_1 \) informative genes and for \( n-n_1 \), noninformative genes, respectively. \( \Sigma_{12} \) is the \( n_1 \times (n-n_1) \) correlation matrix between informative and noninformative genes and \( I_{n-n_1} \) is the \( (n-n_1) \times (n-n_1) \) identity matrix. The gene–gene correlations were set as 0.5. One hundred simulation replicates were performed for each structure.

**Real datasets**

Gene-expression datasets of breast cancer with a record of endocrine responsiveness (ER) status were pre-selected from the Gene Expression Omnibus (http://www.ncbi.nlm.nih.gov/geo [19]). The following criteria were also applied: (1) datasets were in the same platform (GPL96, which contains 22215 probe-sets); (2) probe intensities were quantified with the same method (MAS 5.0); and (3) sample numbers were greater than 100; (4) datasets have both ER+ and ER− samples. In addition, datasets with overlapped samples were excluded. Finally, six datasets [20–25] were included (see Table 1), consisting of 1640 samples (1103 ER+ and 537 ER−).

**QN combination**

QN was chosen in this study to remove unwanted dataset variations before combining the datasets. Normalization was achieved by forcing the observed distributions to be the same and the average distribution, obtained by taking the average of each quantile across samples, was used as the reference [16]. It has been successfully used to remove batch effects for microarray datasets. In this study, it was used to remove inter-dataset variations. It was conducted in MATLAB according to an algorithm previously described [16].

**RUV combination**

RUV combination was also chosen for comparison. In the RUV model, the gene expression values are assumed as \( Y = X\beta + W\alpha + \epsilon \), with \( Y \in \mathbb{R}^{m \times n}, X \in \mathbb{R}^{m \times p}, \beta \in \mathbb{R}^{p \times n}, \ W \in \mathbb{R}^{m \times k}, \alpha \in \mathbb{R}^{k \times n}, \) and \( \epsilon \in \mathbb{R}^{m \times n} \), where \( Y \) is the observed matrix of expression of \( n \) genes for \( m \) samples, \( X \) represents the \( p \) factors of interest, \( W \), the \( k \) unwanted factors, and \( \epsilon \), an arbitrary amount of noise [15].

According to the RUV model, if both the factor matrices \( X \) and \( W \) are known, the wanted variations (\( \beta \)) and unwanted variations (\( \alpha \)) can be determined by regression. The adjusted gene expression values can be obtained by removing the unwanted variations, \( Y^* = Y - W\alpha \).

In the RUV model, the element \( (W)_{ij} \) is set to 1 if the \( i \)-th sample belongs to the \( j \)-th dataset, or set to 0 otherwise; the element \( (X)_{ij} \) is set to 1 or −1 if the \( i \)-th sample belongs to one of two statuses of the \( j \)-th factor. For the study of ISV, a whole dataset is set aside for testing, and the record of \( X \) is assumed unknown for the whole dataset; thus, the unwanted variation, \( \alpha_i \), as well as the adjusted value, \( Y^* \), cannot be determined for this dataset in the regression. The ISV may not be performed. Alternatively, the element \( (X)_{ij} \) may be set to a median value, 0, if the status of the \( j \)-th factor was unknown for the \( i \)-th sample.

RUV combination was conducted in MATLAB according to the above descriptions.

**Classifiers**

There are correlations between genes [26]. Therefore, correlation-based classifiers were chosen, and utilized to predict the status of wanted factors.

SVM (support vector machine) classification is a correlation-based binary classification that uses selected variables (features) and fits an optimal hyperplane between two classes by maximizing the margin between the closest points [27,28]. This classification was implemented in MATLAB using the functions svmtrain and svmclassify.

The ensemble of random subspace (RS) Fisher linear discriminant (FLD) classifier (referred to as enRS-FLD) is another correlation-based classifier, the decision of

| Source | Dataset | \( N \) (ER +/−) |
|--------|---------|----------------|
| Wang et al. [20] | GSE2034 | 286 (209/77) |
| Ishina et al. [21] | GSE4922 | 245 (211/34) |
| Desmedt et al. [22] | GSE7390 | 198 (134/64) |
| Shi et al. [23] | GSE20194 | 278 (164/114) |
| Hatzis et al. [24] | GSE25066 | 496 (296/200) |
| Nagalla et al. [25] | GSE45255 | 137 (89/48) |

\( N \): number of samples.
which is taken by averaging the decisions of the base classifiers (FLD classifiers) working in the lower dimensional subspaces [29]. The enRS-FLD classifier was also chosen, and was conducted in MATLAB according to the algorithm described in reference [29]. The parameters employed by these authors were also used. The dimension of the subspaces, $k$, was set to $(N - 2)/2$ to optimize the classification, where $N$ was the number of samples in the training dataset. The number of subspaces, $M$, was set to 100 (for simulated datasets) or 1000 (for real datasets).

Classification performance

The F1-measure and accuracy [30,31] were used to evaluate the classification performance.

For the study of intra-dataset validation, 5-fold cross-validation (CV) was used. For the study of inter-dataset validation, leave-dataset-out cross-validation (LDOCV) was used.

In the process of validation, one fold or one dataset was set aside in turn for testing, and the wanted factors were assumed unknown for them; the remaining part was utilized for training. Then both the testing and training set were combined and adjusted by QN combination or RUV combination, and the adjusted training set was used to train the classifier and predict the wanted factors for the testing set.

Results and discussion

Intra-dataset validation for simulated datasets

For each of the three structures, 100 replicates were generated. In each replicate, five datasets were generated. Intra-dataset validation (5-fold CV, 100 random splits) was carried out using each dataset individually or using the five datasets combined by RUV or QN combination. After the validation, further testing was carried out using 100 times larger datasets. The F1-measure and accuracy were computed for each dataset and averaged over the 100 splits and the 100 replicates. The results are shown in Figure 1 and Table 2 (see also Figure S1, Tables S1 and S2 in the Online Supplemental Data). It was observed that the classification performance for Structure 3 was superior to those for the other two structures. The classifiers benefited from the correlations between the informative and non-informative genes [32]. It was observed that the performance of RUV combination was superior to that of the non-combination approach for datasets of Structure 3; and inferior for datasets of Structures 1 and 2. This might be due to the shift of the mean in the RUV
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Figure 1. Classification performance in intra-dataset validation (5-fold CV, 100 splits) for simulated datasets. The value (in percent) of each data-point was averaged over 100 splits and 100 simulation replicates.
Table 2. Classification performance in intra-dataset validation (5-fold CV) for simulated datasets.

| Classifier | Dataset | Individual datasets | RUV-combined datasets | QN-combined datasets |
|------------|---------|---------------------|-----------------------|----------------------|
|            |         | F1-measure, Accuracy | F1-measure, Accuracy   | F1-measure, Accuracy |
| SVM        | Structure 1 | 80.65 ± 1.06 | 54.10 ± 2.64 | 75.26 ± 1.29 | 75.79 ± 1.16 | 51.61 ± 1.99 | 68.46 ± 1.45 |
| Test       | Structure 1 | 80.76 ± 0.33 | 54.12 ± 1.13 | 75.38 ± 0.37 | 76.23 ± 0.62 | 52.26 ± 1.07 | 69.50 ± 0.72 |
| Structure 2 | 81.01 ± 1.14 | 55.69 ± 2.42 | 75.72 ± 1.34 | 75.97 ± 1.30 | 51.97 ± 2.21 | 68.69 ± 1.64 |
| Test       | Structure 3 | 81.15 ± 0.37 | 55.98 ± 1.17 | 75.91 ± 0.37 | 76.42 ± 0.65 | 52.69 ± 1.07 | 69.73 ± 0.74 |
| Structure 3 | 99.98 ± 0.03 | 99.91 ± 0.13 | 99.97 ± 0.04 | 100.00 | 100.00 | 100.00 | 100.00 |
| Test       | 99.97 ± 0.007 | 99.96 ± 0.036 | 99.96 ± 0.012 | 99.99 ± 0.001 | 99.99 ± 0.002 | 99.99 ± 0.003 | 99.99 ± 0.002 |
| enRS-FLD   | Structure 1 | 81.68 ± 0.95 | 60.87 ± 2.28 | 76.92 ± 1.14 | 76.20 ± 1.19 | 55.76 ± 1.90 | 69.79 ± 1.44 |
| Test       | Structure 2 | 81.77 ± 0.23 | 60.90 ± 0.70 | 77.02 ± 0.21 | 76.67 ± 0.47 | 56.34 ± 0.69 | 70.83 ± 0.49 |
| Structure 2 | 81.54 ± 1.00 | 60.52 ± 2.08 | 76.71 ± 1.17 | 76.19 ± 1.23 | 55.65 ± 1.92 | 69.74 ± 1.48 |
| Test       | 81.67 ± 0.29 | 60.72 ± 0.75 | 76.87 ± 0.26 | 76.67 ± 0.49 | 56.39 ± 0.66 | 70.83 ± 0.52 |
| Structure 3 | 99.99 ± 0.02 | 99.94 ± 0.08 | 99.98 ± 0.03 | 100.00 | 99.98 ± 0.04 | 99.99 ± 0.02 | 99.99 ± 0.001 |
| Test       | 99.98 ± 0.004 | 99.94 ± 0.019 | 99.97 ± 0.006 | 99.99 ± 0.001 | 99.99 ± 0.002 | 99.99 ± 0.001 | 99.99 ± 0.001 |

Subscript 1: class 1. Subscript 0: class 0.

a 100 simulation replicates were generated for each structure. In each replicate, five datasets were generated and randomly split (100 times) for cross-validation (see text).
b Each value (in percent) is averaged over the 100 replicates, the five datasets, and the 100 splits. A standard error (the number after ±) is estimated from the 100 replicates.
c The symbol in the brackets indicates if the performance of RUV combination is statistically significantly superior (+) or inferior (−) to that of non-combination with 95% confidence level.
d For the five datasets, 100 times larger datasets were generated for further testing.
e The symbol in the brackets indicates if the performance of QN combination is statistically significantly superior (+) or inferior (−) to that of RUV combination with 95% confidence level.

Inter-dataset validation for simulated datasets

For real datasets, inter-dataset validation (5-fold CV) was carried out using datasets combined by RUV or QN combination. The F1-measure and accuracy were computed for each dataset. The results are shown in Figure 2 and Table 4. Overall, it was observed that the RUV combined datasets performed somewhat better than the QN combined datasets and the unbalanced datasets.

Inter-dataset validation for real datasets

For real datasets, inter-dataset validation (5-fold CV) was carried out using datasets combined by RUV combination and QN combination. The F1-measure and accuracy were computed for each dataset. The results are shown in Figure 3 and Table 5. It was also observed that the RUV combined datasets performed more effectively than the individual datasets and the QN combined datasets.

Inter-dataset validation for real datasets

The results are shown in Figure 2 and Table 4. Overall, it was observed that the RUV combined datasets performed significantly better than the individual datasets and the QN combined datasets and the unbalanced datasets.
ER+ (or ER−) or having only one sample were included, QN combination would work well, while the RUV combination would not work.

The performance of inter-dataset validation using datasets combined by QN combination was superior to that of intra-dataset validation using individual datasets, therefore higher level of statistical significance was achieved by QN combination. Inter-dataset validation using datasets combined by QN combination had performance similar to or somewhat better than that of intra-dataset validation using datasets combined by RUV combination. This challenged the conventional view that the performance of inter-dataset validation was poorer than that of intra-dataset validation [11,33]. In future research, it may be need to take into account the unbalanced datasets and QN normalization.

Figure 2. Classification performance in inter-dataset validation (LDOCV) for simulated datasets. Each data point represents an average value for 100 simulation replicates.

Table 3. Classification performance in inter-dataset validation (LDOCV) for simulated datasets.

| Classifier | Dataset | RUV-combined datasets | QN-combined datasets |
|------------|---------|-----------------------|----------------------|
|            |         | F1-measure₁ | F1-measure₀ | Accuracy | F1-measure₁ | F1-measure₀ | Accuracy |
| SVM        | Structure 1 | 70.82 ± 1.44* | 53.65 ± 2.06 | 64.67 ± 1.67 | 75.94 ± 1.32(+)| 51.46 ± 2.46 | 68.49 ± 1.71(+)|
|            | Test     | 70.82 ± 0.86 | 53.74 ± 0.91 | 64.73 ± 0.84 | 76.05 ± 0.60(+)| 51.79 ± 1.05(−)| 68.66 ± 0.72(+)|
|            | Structure 2 | 71.01 ± 1.51 | 54.10 ± 2.25 | 64.93 ± 1.77 | 70.94 ± 1.51 | 43.16 ± 2.34(−) | 62.16 ± 1.81 |
|            | Test     | 71.09 ± 0.90 | 54.06 ± 0.90 | 64.93 ± 0.87 | 71.05 ± 0.63 | 43.21 ± 0.79(−) | 62.23 ± 0.66(−) |
|            | Structure 3 | 99.22 ± 0.19 | 96.91 ± 0.63 | 98.75 ± 0.29 | 100.00(+)| 99.99 ± 0.03(+| 100.00(+) |
|            | Test     | 99.21 ± 0.10 | 96.90 ± 0.34 | 98.75 ± 0.15 | 100.00(+)| 100.00(+) | 100.00(+) |
| enRS-FLD   | Structure 1 | 70.12 ± 1.46 | 56.51 ± 1.79 | 65.22 ± 1.55 | 77.22 ± 1.39(+) | 56.54 ± 2.37 | 70.86 ± 1.73(+) |
|            | Test     | 70.08 ± 0.78 | 56.58 ± 0.53 | 65.14 ± 0.68 | 77.21 ± 0.45(+) | 56.61 ± 0.65 | 70.87 ± 0.48(+) |
|            | Structure 2 | 70.12 ± 1.46 | 56.51 ± 1.74 | 65.12 ± 1.56 | 72.60 ± 1.49 | 48.51 ± 2.30(−) | 64.96 ± 1.77 |
|            | Test     | 70.12 ± 0.78 | 56.60 ± 0.51 | 65.17 ± 0.69 | 72.76 ± 0.55(+) | 48.56 ± 0.72(−) | 65.09 ± 0.57 |
|            | Structure 3 | 98.86 ± 0.22 | 95.83 ± 0.65 | 98.22 ± 0.33 | 100.00(+)| 100.00(+)| 100.00(+) |
|            | Test     | 98.84 ± 0.12 | 95.76 ± 0.37 | 98.19 ± 0.18 | 100.00(+)| 100.00(+) | 100.00(+) |

* The standard error is estimated from the 100 simulation replicates.

b The symbol in the brackets indicates if the performance of QN combination is statistically significantly superior or inferior to that of RUV combination.
Table 4. Classification performance in intra-dataset validation (5-fold CV) for real datasets.

| Classifier | Dataset   | Individual datasets | RUV-combined datasets | QN-combined datasets |
|------------|-----------|---------------------|-----------------------|----------------------|
|            |           | F1-measure<sub>1</sub> | F1-measure<sub>0</sub> | Accuracy            |
|            |           | F1-measure<sub>1</sub> | F1-measure<sub>0</sub> | Accuracy            |
| SVM        | GSE2034   | 91.79 ± 0.64<sup>a</sup> | 77.27 ± 1.79 | 97.94 ± 0.93 |
|            | GSE4922   | 92.34 ± 0.52         | 79.28 ± 5.00 | 86.40 ± 0.93 |
|            | GSE7390   | 91.50 ± 0.62         | 81.55 ± 1.44 | 88.35 ± 0.86 |
|            | GSE20194  | 93.14 ± 0.71         | 90.00 ± 1.11 | 91.86 ± 0.86 |
|            | GSE25066  | 89.64 ± 0.46         | 84.71 ± 0.71 | 87.63 ± 0.56 |
|            | GSE45255  | 87.17 ± 1.16         | 72.30 ± 2.45 | 82.66 ± 1.55 |
| Average    |           | 90.96 ± 0.31         | 74.18 ± 1.05 | 87.48 ± 0.42 |

| SVM: F1-SVM | GSE2034   | 91.79 ± 0.64<sup>a</sup> | 77.27 ± 1.79 | 97.94 ± 0.93 |
|------------|-----------|---------------------|-----------------------|----------------------|
|            | GSE4922   | 92.34 ± 0.52         | 79.28 ± 5.00 | 86.40 ± 0.93 |
|            | GSE7390   | 91.50 ± 0.62         | 81.55 ± 1.44 | 88.35 ± 0.86 |
|            | GSE20194  | 93.14 ± 0.71         | 90.00 ± 1.11 | 91.86 ± 0.86 |
|            | GSE25066  | 89.64 ± 0.46         | 84.71 ± 0.71 | 87.63 ± 0.56 |
|            | GSE45255  | 87.17 ± 1.16         | 72.30 ± 2.45 | 82.66 ± 1.55 |
| Average    |           | 90.96 ± 0.31         | 74.18 ± 1.05 | 87.48 ± 0.42 |

Subscript 1: ER+; Subscript 0: ER−.

<sup>a</sup> The standard error is estimated from the 100 CV splits.

Figure 3. Classification performance in intra-dataset validation (5-fold CV, 100 splits) for real datasets. Each data point represents an average value for 100 splits.

Figure 4. Classification performance in inter-dataset validation (LDOCV) for real datasets.
Table 5. Classification performance in inter-dataset validation (LDOCV) for real datasets.

| Classifier | Dataset     | RUV-combined datasets | QN-combined datasets |
|------------|-------------|-----------------------|----------------------|
|            | F1-measure1 | F1-measure0 | Accuracy | F1-measure1 | F1-measure0 | Accuracy |
| SVM        | GSE2034     | 84.32 ± 2.06* | 71.29 ± 2.83 | 79.72 ± 2.41 | 91.40 ± 1.23(+)| 78.79 ± 2.82 | 87.76 ± 1.69(+)|
|            | GSE4922     | 68.67 ± 2.78 | 32.26 ± 2.89 | 57.14 ± 2.94 | 92.80 ± 1.31(+)| 66.67 ± 4.64(+)| 88.16 ± 2.04(+)|
|            | GSE7390     | 86.96 ± 2.52 | 76.92 ± 3.87 | 83.33 ± 3.01 | 90.49 ± 1.95 | 81.20 ± 3.53 | 87.37 ± 2.49 | |
|            | GSE20194    | 95.76 ± 0.99 | 93.81 ± 1.45 | 94.96 ± 1.17 | 96.07 ± 0.94 | 94.22 ± 1.43 | 95.32 ± 1.13 | |
|            | GSE25066    | 92.68 ± 1.01 | 89.95 ± 1.31 | 91.53 ± 1.14 | 93.02 ± 1.04 | 89.88 ± 1.45 | 91.73 ± 1.21 | |
|            | GSE45255    | 85.55 ± 3.15 | 75.25 ± 5.16 | 81.75 ± 3.82 | 86.46 ± 2.25 | 68.29 ± 5.98 | 81.02 ± 3.21 | |
|            | Average     | 85.66 ± 0.90 | 73.25 ± 1.37 | 81.40 ± 1.07 | 91.70 ± 0.70(+)| 79.84 ± 1.62(+)| 88.56 ± 0.95(+)|
| enRS-FLD   | GSE2034     | 91.41 ± 1.44 | 80.68 ± 2.81 | 88.11 ± 1.90 | 92.91 ± 1.33 | 82.21 ± 2.96 | 89.86 ± 1.83 | |
|            | GSE4922     | 87.07 ± 1.76 | 55.86 ± 3.67 | 80.00 ± 2.47 | 93.63 ± 1.30(+)| 68.29 ± 5.45 | 89.39 ± 2.09(+)|
|            | GSE7390     | 90.84 ± 1.68 | 82.09 ± 3.59 | 87.88 ± 2.27 | 91.39 ± 1.52 | 82.17 ± 3.00 | 88.38 ± 2.00 | |
|            | GSE20194    | 95.68 ± 1.26 | 93.97 ± 2.58 | 94.96 ± 1.70 | 96.95 ± 0.97 | 95.61 ± 1.38 | 96.40 ± 1.14 | |
|            | GSE25066    | 93.50 ± 1.16 | 91.25 ± 1.83 | 92.54 ± 1.41 | 93.98 ± 0.92 | 91.48 ± 1.25 | 92.94 ± 1.05 | |
|            | GSE45255    | 88.76 ± 2.44 | 79.17 ± 4.74 | 85.40 ± 3.17 | 89.12 ± 1.93 | 74.07 ± 5.58 | 84.67 ± 2.86 | |
|            | Average     | 91.21 ± 0.73 | 80.50 ± 1.44 | 88.15 ± 0.96 | 93.00 ± 0.56 | 82.31 ± 1.57 | 90.28 ± 0.80 | |

* The standard error is estimated assuming that the numbers of true positive and true negative samples are binomially distributed.

Conclusions

In intra-dataset validation, combining datasets using the RUV model had positive impact compared to the individual datasets for simulated datasets of Structure 3 and real datasets. In inter-dataset validation, combining datasets using QN had positive impact compared to combining datasets using the RUV model. Combining datasets using QN could improve the prediction performance for the study of ISV. The prediction performance of inter-dataset validation using datasets combined by QN was higher than that of intra-dataset validation using individual datasets, for simulated datasets of Structure 3 and real datasets. The inter-dataset variations were removed by QN and higher performance was obtained.
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