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Abstract—The great success of deep learning (DL) has inspired researchers to develop more accurate and efficient symbol detectors for multi-input multi-output (MIMO) systems. Existing DL-based MIMO detectors, however, suffer several drawbacks. To address these issues, in this paper, we develop a model-driven DL detector based on variational Bayesian inference. Specifically, the proposed unrolled DL architecture is inspired by an inverse-free variational Bayesian learning framework which circumvents matrix inversion via maximizing a relaxed evidence lower bound. Two networks are respectively developed for independent and identically distributed (i.i.d.) Gaussian channels and arbitrarily correlated channels. The proposed networks, referred to as VBINet, have only a few learnable parameters and thus can be efficiently trained with a moderate amount of training samples. The proposed VBINet-based detectors can work in both offline and online training modes. An important advantage of our proposed networks over state-of-the-art MIMO detection networks such as OAMPNet and MMNet is that the VBINet can automatically learn the noise variance from data, thus yielding a significant performance improvement over the OAMPNet and MMNet in the presence of noise variance uncertainty. Simulation results show that the proposed VBINet-based detectors achieve competitive performance for both i.i.d. Gaussian and realistic 3GPP MIMO channels.

Index terms—MIMO detection, variational Bayesian inference, unrolled deep networks.

I. INTRODUCTION

Massive multiple-input multiple-output (MIMO) is a promising technology for next-generation wireless communication systems [1]–[3]. In massive MIMO systems, the base station (BS), equipped with tens or hundreds of antennas, simultaneously serves a smaller number of single-antenna users sharing the same time-frequency resource [4]. The large number of antennas at the BS helps achieve almost perfect inter-user interference cancelation and has the potential to enhance the spectrum efficiency by orders of magnitude.

Nevertheless, large-scale MIMO poses a significant challenge for optimal signal detection. To realize the full potential of massive MIMO systems, it is of significance to develop advanced signal detection algorithms that can strike a good balance between performance and complexity [5].

Signal detection in the MIMO framework has been extensively investigated over the past decades. It is known that the maximum likelihood (ML) detector is an optimal detector but has a computational complexity that scales exponentially with the number of unknown variables. Linear detectors such as zero-forcing (ZF) and linear minimum mean-squared error (LMMSE) have a relatively low computational complexity, but they suffer a considerable performance degradation as compared with the ML detector. Recently, Bayesian inference or optimization-based iterative detectors, e.g. [6]–[11], were proposed. Empirical results show that these iterative schemes such as the approximate message passing (AMP) and expectation propagation (EP)-based detectors can achieve excellent performance with moderate complexity [9], [10]. Nevertheless, the AMP-based or EP-based methods utilize a series of approximation techniques to facilitate the Bayesian inference. When the channel matrix has a small size or is ill-conditioned, the approximation may not hold valid, in which case these methods may suffer severe performance degradation.

More recently, the great success of deep learning (DL) in a variety of learning tasks has inspired researchers to use it as an effective tool to devise more accurate and efficient detection and estimation schemes [12]–[18]. The application of purely data-driven DL-based schemes, however, faces the challenges of a long training time as a result of the complicated network structure and a large number of learnable parameters [19], [20]. To address this issue, model-driven DL-based schemes were recently proposed for MIMO detection [21]–[23]. The main idea of model-driven DL detector is to unfold the iterative algorithm as a series of neural network layers with some learnable parameters. Specifically, DetNet seems to be one of the earliest works to study the problem of MIMO detection by unfolding the projected gradient descent algorithm [24]. The number of learnable parameters for DetNet, however, is still large. Thus it needs a large number of samples to train the neural network. As an extension of DetNet, WeSNet aims to reduce the model size by introducing a sparsity-inducing regularization constraint in conjunction with trainable weight-scaling functions [25]. In order to further reduce the number of learnable parameters of the network, OAMPNet, a neural architecture inspired by the orthogonal AMP algorithm, was proposed [22]. The OAMPNet has only four learnable...
parameters per layer, and thus is easy to train. Compared with DetNet, OAMPNet can achieve competitive performance with much fewer training samples. Both DetNet and OAMPNet are trained in an offline mode, i.e. they aim to learn a single detector during training for a family of channel matrices. Recently, another work [23] examined the MIMO detection problem from an online training perspective. The proposed MMNet can achieve a considerable performance improvement over OAMPNet when sufficient online training is allowed. Nevertheless, online training means that the model parameters are trained and tested for each realization of the channel. When the test channel sample is different from the training channel sample, MMNet would suffer a substantial amount of performance degradation. It should be noted that both OAMPNet and MMNet require the knowledge of the noise variance for symbol detection. In practice, however, the prior information about the noise variance is usually unavailable and inaccurate estimation may result in substantial performance loss.

Recently, the information bottleneck (IB) theory attracts much attention for providing an information theoretic view of deep learning networks [26], [27]. The IB approach has found applications in a variety of learning problems. It can also be applied to solve the MIMO detection problem. Consider extracting the relevant information that some signal X provides about another one Y that is of interest. IB formulates the problem of finding a representation U that is maximally informative about Y, while being minimally informative about X [26]. Accordingly, the optimal mapping of the data X to U is found by solving a Lagrangian formulation. This problem can be solved by approximating its variational bound by parameterizing the encoder, decoder and prior distributions with deep neural networks. Nevertheless, when applied to MIMO detection, the IB approach needs a large number of learnable parameters. Therefore it still faces the challenge encountered by purely data-driven DL-based schemes.

In this paper, we propose a variational Bayesian inference-inspired unrolled deep network for MIMO detection. Our proposed deep learning architecture is mainly inspired by the inverse-free Bayesian learning framework [28], where a fast inverse-free variational Bayesian method was proposed via maximizing a relaxed evidence lower bound. Specifically, we develop two unrolled deep networks, one for i.i.d. Gaussian channels and the other for arbitrarily correlated channels. Our proposed networks, referred to as the variational Bayesian inference-inspired network (VBNNet), have a very few learnable parameters and thus can be efficiently trained with a moderate number of training samples. The proposed VBNNet can work in both offline and online training modes. An important advantage of our proposed networks over OAMPNet and MMNet is that the VBNNet can automatically learn the noise variance from data, which is highly desirable in practical applications. In addition, the proposed VBNNet has a low computational complexity, and each layer of the neural network only involves simple matrix-vector calculations. Simulation results show that the proposed VBNNet-based detector achieves competitive performance for both i.i.d. Gaussian and 3GPP MIMO channels. Moreover, it attains a significant performance improvement over the OAMPNet and MMNet in the presence of noise variance uncertainty.

The rest paper is organized as follows. Section II discusses the MIMO detection problem. Section III provides a brief overview of some state-of-the-art DL-based detectors. Section IV proposes an iterative detector for i.i.d. Gaussian channels within the inverse-free variational Bayesian framework. A deep network (VBNNet) is then developed by unfolding the iterative detector in Section V. The iterative detector is extended to correlated channels in Section VI and an improved VBNNet is developed in Section VII for arbitrarily correlated channels. Numerical results are provided in Section VIII followed by conclusion remarks in Section IX.

## II. Problem Formulation

We consider the problem of MIMO detection for uplink MIMO systems, in which a base station equipped with \( N_t \) antennas receives signals from \( N_r \) single-antenna users. The received signal vector \( \mathbf{y} \in \mathbb{C}^{N_r} \) can be expressed as

\[
\mathbf{y} = \mathbf{Hx} + \mathbf{n}
\]  

(1)

where \( \mathbf{H} \in \mathbb{C}^{N_r \times N_t} \) denotes the MIMO channel matrix, and \( \mathbf{n} \sim \mathcal{C}\mathcal{N}(0, \mathbf{I}) \) denotes the additive complex Gaussian noise. It is clear that the likelihood function of the received signal is given by

\[
p(\mathbf{y}|\mathbf{x}, \varepsilon) = \left(\frac{\varepsilon^{\frac{1}{2}}}{\sqrt{2\pi}}\right)^{N_r} \exp\left\{ -\frac{\varepsilon \| \mathbf{y} - \mathbf{Hx} \|^2_2}{2} \right\}
\]  

(2)

where each element of the detected symbol \( \mathbf{x} \) belongs to a discrete constellation set \( \mathcal{C} = \{c_1, \ldots, c_M\} \). In other words, the prior distribution for \( \mathbf{x} \) is given as

\[
p(\mathbf{x}) = \prod_{i=1}^{N_t} p(x_i)
\]  

(3)

where

\[
p(x_i) = \sum_{j \in \mathcal{M}} \frac{1}{M} \delta(x_i - c_j)
\]  

(4)

in which \( \delta(\cdot) \) stands for the Dirac delta function.

The optimal detector for (1) is the maximum-likelihood (ML) estimator formulated as follows [24], [29]

\[
\min_{\mathbf{x} \in \mathcal{C}} \| \mathbf{y} - \mathbf{Hx} \|^2_2
\]  

(5)

Although the ML estimator yields optimal performance, its computational complexity is prohibitively high. To address this difficulty, a plethora of detectors were proposed over the past few decades to strike a balance between complexity and detection performance. Recently, a new class of model-driven DL methods called algorithm unrolling or unfolding were proposed for MIMO detection. It was shown that model-driven DL-based detectors present a significant performance improvement over traditional iterative approaches. In the following, we first provide an overview of state-of-the-art model-driven DL-based detectors, namely, the OAMPNet [22] and the MMNET [23].
III. OVERVIEW OF STATE-OF-THE-ART DL-BASED DETECTORS

A. OAMPNet

OAMPNet is a model-driven DL algorithm for MIMO detection, which is derived from the OAMP [30]. The advantage of OAMP over AMP is that it can be applied to unitarily-invariant matrices while AMP is only applicable to i.i.d Gaussian measurement matrices. OAMPNet can achieve better performance than OAMP and can adapt to various channel environments by use of some learnable variables. Each iteration of the OAMPNet comprises the following two steps:

\[ \text{LE} : \quad r_t = x_t + \gamma_t W_t (y - H x_t) \]  
\[ \text{NLE} : \quad x_{t+1} = \eta_t (r_t, \sigma^2_t ; \phi, \xi_t) \]

where \( x_t \) denotes the current estimate of \( x \), and \( W_t \) is given as [30]:

\[ W_t = \frac{N_t}{\text{tr}\{W_t H\}} \]

in which \( \tilde{W}_t \) is the LMMSE matrix, i.e.

\[ \tilde{W}_t = v^2_t H^H (v^2_t H H^H + R_n)^{-1} \]

\( v^2_t \) is the error variance of \( x_t - x \), and can be calculated as

\[ v^2_t = \text{Tr}\left\{ E\left( (x_t - x)(x_t - x)^H \right) \right\} \]

\[ = \frac{\| y - H x_t \|_2^2 - \text{tr}(R_n)}{\text{tr}(H^2 H)} \]  \hspace{1cm} (10)

Here \( R_n \) denotes the covariance matrix of the additive observation noise \( n \).

In the NLE step, the learnable variable \( \theta_i \) is used to regulate the error variance \( \sigma^2_t \), and the error variance \( \sigma^2_t \) of \( r_t - x \) is given by

\[ \sigma^2_t = \frac{1}{N_t} \text{tr}\left\{ C_t C_t^H \right\} v^2_t + \frac{\theta^2_t}{N_t} \text{tr}\{ W_t R_n W_t^H \} \]  \hspace{1cm} (11)

where \( C_t \triangleq I - \theta_t W_t H \), and (11) derives from the fact that \( r_t - x = C_t (x_t - x) + \theta_t W_t n \). From (8) to (11), we see that calculations of \( W_t, v^2_t \) and \( \sigma^2_t \) require the knowledge of the noise variance \( 1/\varepsilon \). For the NLE step, it is a divergence-free estimator defined as

\[ \eta_t (r_t, \sigma^2_t ; \phi, \xi_t) = \varphi_t \left( E\{ x ; r_t, \sigma^2_t \} - \xi_t r_t \right) \]  \hspace{1cm} (12)

with

\[ E\{ x_i ; r_{i,t}, \sigma^2_t \} = \frac{\sum_i x_i N(x_i ; r_{i,t}, \sigma^2_t) p(x_i)}{\sum_i N(x_i ; r_{i,t}, \sigma^2_t) p(x_i)} \]  \hspace{1cm} (13)

where \( x_i \) and \( r_{i,t} \) denote the \( i \)th element of \( x \) and \( r_t \), respectively, and \( N(x_i ; \mu, \sigma^2) \) is used to represent the probability density function of a Gaussian random variable with mean \( \mu \) and variance \( \sigma^2 \). For OAMPNet, each layer has four learnable parameters, i.e., \( \{ \gamma_t, \theta_t, \phi, \xi_t \} \), in which \( \gamma_t \) and \( \theta_t \) are used to optimize the LE estimator, whereas \( \{ \phi, \xi_t \} \) are employed to adjust the NLE estimator.

B. MMNet

MMNet has two variants, one for i.i.d Gaussian channels and the other for arbitrarily correlated channels. Similar to OAMPNet, the noise variance is also assumed in advance for MMNet. Each layer of the MMNet performs the following update:

\[ \text{LE} : \quad r_t = x_t + A_t (y - H x_t) \]  \hspace{1cm} (14)

\[ \text{NLE} : \quad x_{t+1} = E\{ x ; r_t, \sigma^2_t \} \]  \hspace{1cm} (15)

Here \( A_t \) is chosen to be \( A_t = \theta_i^{(1)} H^H \) for i.i.d Gaussian channels and an entire trainable matrix for arbitrary channels. The error variance vector \( \sigma^2_t \) can be calculated as

\[ \sigma^2_t = \frac{\theta_i^{(2)} (\| I - A_t H \|_F^2 + \| y - H x_t \|_F^2 - N_t / \varepsilon) + \| A_t \|_F^2 \}}{\varepsilon} \]  \hspace{1cm} (16)

where \( [x]_+ = \max(x, 0) \), and MMNet chooses \( \theta_i^{(2)} \) as \( \theta_i^{(2)} = \theta_i^{(1)} \cdot 1_{N_t} \) for i.i.d. Gaussian channels and an entire trainable vector for arbitrary channels. Here, \( \theta_i^{(2)} \) is a learnable parameter, and \( 1_{N_t} \) is an all-one vector.

A major drawback of MMNet is that, for the correlated channel case, MMNet needs to train model parameters for each realization of \( H \). The reason is that for a specific \( A_t \), it is difficult to have the neural network generalized to a variety of channel realizations. Therefore, MMNet achieves impressive performance when online training is allowed, where the model parameters can be trained and tested for each realization of the channel; while MMNet fails to work when only offline training is allowed. Here offline training means that training is performed over randomly generated channels, and its performance is evaluated over another set of randomly generated channels.

IV. IFVB DETECTOR

Our proposed DL architecture is mainly inspired by the inverse-free variational Bayesian learning (IFVB) framework developed in [28], where a fast inverse-free variational Bayesian method was proposed via maximizing a relaxed evidence lower bound. In this section, we first develop a Bayesian MIMO detector within the IFVB framework.

A. Overview of Variational Inference

We first provide a review of the variational Bayesian inference. Let \( \theta \triangleq \{ \theta_1, \ldots, \theta_t \} \) denote the hidden variables in the model. The objective of Bayesian inference is to find the posterior distribution of the latent variables given the observed data, i.e. \( p(\theta | y) \). The computation of \( p(\theta | y) \) is usually intractable. To address this difficulty, in variational inference, the posterior distribution \( p(\theta | y) \) is approximated by a variational distribution \( q(\theta) \) that has a factorized form as [51]

\[ q(\theta) = \prod_{i=1}^l q_i(\theta_i) \]  \hspace{1cm} (17)
Note that the marginal probability of the observed data can be decomposed into two terms
\[ \ln p(y) = L(q) + \text{KL}(q||p) \] (18)
where
\[ L(q) = \int q(\theta) \ln \frac{p(y, \theta)}{q(\theta)} d\theta \] (19)
and
\[ \text{KL}(q||p) = -\int q(\theta) \ln \frac{p(\theta|y)}{q(\theta)} d\theta \] (20)
where KL$(q||p)$ is the Kullback-Leibler divergence between $p(\theta|y)$ and $q(\theta)$, and $L(q)$ is the evidence lower bound (ELBO). Since $\ln p(y)$ is a constant, maximizing $L(q)$ is equivalent to minimizing $\text{KL}(q||p)$, and thus the posterior distribution $p(\theta|y)$ can be approximated by the variational distribution $q(\theta)$ through maximizing $L(q)$. The ELBO maximization can be conducted in an alternating fashion for each latent variable, which leads to \[ q_i(\theta_i) = \frac{\exp(\langle \ln p(y, \theta) \rangle_k \neq i)}{\int \exp(\langle \ln p(y, \theta) \rangle_k \neq i) d\theta_i} \] (21)
where $\langle \cdot \rangle$ is an expectation with respect to the distributions $q_k(\theta_k)$ for all $k \neq i$.

### B. IFVB-Based MIMO Detector

To facilitate the Bayesian inference, we place a Gamma hyperprior over the hyperparameter $\varepsilon$, i.e.
\[ p(\varepsilon) = \text{Gamma}(\varepsilon|a, b) \] (22)
where $a$ and $b$ are small positive constants, e.g. $a = b = 10^{-10}$. We have
\[ L(q) = \int q(\theta) \ln \frac{p(y, \theta)}{q(\theta)} d\theta = \int q(\theta) \ln \frac{p(y|x, \varepsilon)p(x)p(\varepsilon)}{q(\theta)} d\theta \] (23)
Let $\theta = \{x, \varepsilon\}$ denote the hidden variables in the MIMO detection problem, and let the variational distribution be expressed as $q(\theta) = q_x(x)q_\varepsilon(\varepsilon)$. Variational inference is conducted by maximizing the ELBO, which yields a procedure which involves updates of the approximate posterior distributions for hidden variables $x$ and $\varepsilon$ in an alternating fashion. Nevertheless, it is difficult to derive the approximate posterior distribution for $x$ due to the coupling of elements of $x$ in the likelihood function $p(y|x, \varepsilon)$.

To address this difficulty, we, instead, maximize a lower bound on the ELBO $L(q)$, also referred to as a relaxed ELBO. To obtain a relaxed ELBO, we first recall the following fundamental property for a smooth function.

**Lemma 1.** If the continuously differentiable function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ has bounded curvature, i.e. there exists a matrix $T$ such that $T \succ \sum x^2/2$, for all $u, v \in \mathbb{R}^n$, we have
\[ f(u) \leq f(v) + (u - v)^HT(v - v) \] (24)

**Proof.** See [32], [33].

Invoking Lemma 1, a lower bound on $p(y|x, \varepsilon)$ can be obtained as
\[ p(y|x, \varepsilon) \leq \left( \frac{\varepsilon}{\sqrt{2\pi}} \right)^N e^{-\frac{1}{2} \| y - Hx \|^2} + (x - z)^HT(x - z) \] (25)
where \( g(x, z) = \| y - Hx \|^2 + 2R\{ (x - z)^TH^TH(z - y) \} + (x - z)^HT(x - z) \) (26)
Here $T$ needs to satisfy $T \succ H^TH$, and the inequality becomes equality when $T = H^TH$. Finding a matrix $T$ satisfying $T \succ H^TH$ is not difficult. In particular, we wish $T$ to be a diagonal matrix in order to help obviate the difficulty of matrix inversion. An appropriate choice of $T$ is
\[ T = (\lambda_{\text{max}}(H^TH) + \epsilon)I \] (27)
where $\lambda_{\text{max}}(A)$ denotes the largest eigenvalue of $A$, and $\epsilon$ is a small positive constant, say, $\epsilon = 10^{-10}$.

Utilizing (25), a relaxed ELBO on $L(q)$ can be obtained as
\[ L(q) \geq \tilde{L}(q, z) = \int q(\theta) \ln \frac{G(y, \theta, z)}{q(\theta)} d\theta \] (28)
where
\[ G(y, \theta, z) = F(y, x, \varepsilon, z)p(x)p(\varepsilon) \] (29)
In order to satisfy a rigorous distribution, the relaxed ELBO can be further expressed as
\[ \tilde{L}(q, z) = \int q(\theta) \ln \frac{G(y, \theta, z)}{q(\theta)} d\theta = \int q(\theta) \ln \frac{G(y, \theta, z)}{q(\theta)} h(z) d\theta - \ln h(z) \] (30)
where
\[ \tilde{G}(y, \theta, z) = G(y, \theta, z)h(z) \] (31)
and the normalization term $h(z)$ guarantees that $\tilde{G}(y, \theta, z)$ follows a rigorous distribution, and the exact expression of $h(z)$ is
\[ h(z) = \frac{1}{\int \tilde{G}(y, \theta, z) d\theta dy} \] (32)

Our objective is to maximize the relaxed ELBO $\tilde{L}(q, z)$ with respect to $q(\theta)$ and the parameter $z$. This naturally leads to a variational expectation-maximization (EM) algorithm. In the E-step, the posterior distribution approximations are computed in an alternating fashion for each hidden variable, with other variables fixed. In the M-step, $\tilde{L}(q, z)$ is maximized with respect to $z$, given $q(\theta)$ fixed. Details of the Bayesian inference are provided below.

**A. E-step**
1) **Update of** $q_x(x)$: Ignoring those terms that are independent of $x$, the approximate posterior distribution $q_x(x)$ can be obtained as

$$
\ln q_x(x) \propto \left( \ln \tilde{G}(y, \theta, z) \right)_{q_x(x)} - \frac{1}{2} \sum_{i} x_i^2 N(x_i; r_i, \Phi_i) p(x_i) + \ln p(x) \bigg| q_x(x)
$$

where

$$
\Phi = \frac{1}{\langle \varepsilon \rangle} T^{-1}
$$

and

$$
r = \langle \varepsilon \rangle \Phi \left( H^H y + T z - y H z \right)
$$

Since $T$ is chosen to be a diagonal matrix, calculation of $\Phi$ is simple and no longer involves computing the inverse of a matrix. Also, as the covariance matrix $\Phi$ is a diagonal matrix and the prior distribution $p(x)$ has a factorized form, the approximate posterior $q_x(x)$ also has a factorized form, which implies that elements of $x$ are mutually independent.

Thus, the mean of the $i$th element of $x$ can be easily calculated as

$$
\langle x_i \rangle = E\{x_i; r_i, \Phi_i\} = \sum_i x_i N(x_i; r_i, \Phi_i) p(x_i), \quad \forall i
$$

where $r_i$ is the $i$th element of $r$ and $\Phi_i$ is the $i$th diagonal element of $\Phi$. The expectation of $x_i^2$ can be computed as

$$
\langle x_i^2 \rangle = E\{x_i^2; r_i, \Phi_i\} = \sum_i x_i^2 N(x_i; r_i, \Phi_i) p(x_i), \quad \forall i
$$

2) **Update of** $q_\varepsilon(\varepsilon)$: The variational distribution $q_\varepsilon(\varepsilon)$ can be calculated by

$$
\ln q_\varepsilon(\varepsilon) \propto \left( \ln \tilde{G}(y, \theta, z) \right)_{q_\varepsilon(x)} - \frac{1}{2} \sum_{i} x_i^2 N(x_i; r_i, \Phi_i) p(x_i) + \ln p(\varepsilon) \bigg| q_\varepsilon(x)
$$

which implies that elements of $x$ are mutually independent. Due to the dependence among entries in $x$, $\Sigma_x$ is a diagonal matrix and its $i$th diagonal element is given by

$$
\Sigma_{x_i} = \langle x_i^2 \rangle - \langle x_i \rangle^2, \quad \forall i
$$

Finally, we have

$$
\langle \varepsilon \rangle = \frac{\tilde{a}}{\tilde{b}}
$$

2. **M-step**

Substituting $q(\theta; z^{\text{old}})$ into $L(q)$, an estimate of $z$ can be found via the following optimization

$$
z^{\text{new}} = \arg \max_z \ln G(y, \theta, z) q(\theta; z^{\text{old}}) \triangleq Q(z|z^{\text{old}})
$$

Setting the derivative of the logarithm function to zero yields:

$$
\frac{\partial \ln G(y, \theta, z)}{\partial z} q(\theta; z^{\text{old}}) = \langle \varepsilon \rangle \left( T - H^H H \right) (x - z) = 0
$$

As $\langle \varepsilon \rangle > 0$ and $T \succeq H^H H$, the solution of $z$ is

$$
z^{\text{new}} = \langle x \rangle
$$

C. **Summary of IFVB Detector**

For clarity, the proposed IFVB detector is summarized as an iterative algorithm with each iteration consisting of two steps, namely, a linear estimation (LE) step and a nonlinear estimation (NLE) step:

**LE**: $r_t = x_t + T^{-1} H^H (y - H x_t)$  

**NLE**: $x_{t+1} = E\{x; r_t, \Phi_t\}$

where $r_t$ and $\Phi_t$ denote the current estimate of $r$ and $\Phi$, respectively. The linear estimator in equation (47) derives from (35) and (45). Here with a slight abuse of notation, we use $x_t$ to represent the current estimate of $x$. The nonlinear estimator (48) is a factor form of (35). In (48), the covariance matrix $\Phi_t$ can be calculated as $\Phi_t = \frac{1}{\varepsilon_t} T^{-1}$ (cf. (34), with $\varepsilon_{t+1}$ updated as

$$
\varepsilon_{t+1} = \frac{\tilde{a}}{\tilde{b}_{t+1}} = \frac{a + \frac{\varepsilon_t}{2}}{b + \frac{1}{2} g(x_{t+1}; x_t)}
$$

where

$$
g(x_{t+1}; x_t) = \|y - H x_t\|^2 + 2 \Re \left\{ (x_{t+1} - x_t)^H H (H x_t - y) \right\}
$$

$\| \cdot \|^2 = \| \cdot \|_2^2$ and the $i$th diagonal element of $\Sigma_x^t$ can be calculated as

$$
\Sigma_{x_i,i}^t = E\{x_i^2; r_{i,t}, \Phi_{i,t}\} - \left[ E\{x_i; r_{i,t}, \Phi_{i,t}\} \right]^2, \quad \forall i
$$

in which $r_{i,t}$ and $\Phi_{i,t}$ denote the $i$th elements of $r_t$ and $\Phi_t$, respectively.
V. PROPOSED VBINET-BASED DETECTOR

In this section, we propose a model-driven DL detector (referred to as VBINet) which is developed by unfolding the iterative IFVB detector. The network architecture is illustrated in Fig. 1 where the network consists of \( L \) cascade layers with some trainable parameters. The trainable parameters of all layers are denoted as \( \Omega \) with \( \ell \) being the index of each layer. Given \( \{ \mathbf{T}, \{ \epsilon_\ell \}_{\ell=1}^{\ell_{\text{layer}}} \} \), where \( \mathbf{T} \) is a diagonal matrix common to all layers. We will explain these trainable parameters in detail later. For the \((\ell+1)\)th layer, the input includes \( \mathbf{y}, \mathbf{H}, \mathbf{x}_t, \) and \( \epsilon_\ell \), where \( \mathbf{x}_t \) and \( \epsilon_\ell \) denote the \( \ell \)th layer’s estimate of the signal and the noise variance, respectively. Given \( \{ \mathbf{y}, \mathbf{H}, \mathbf{x}_t, \epsilon_\ell \} \), each layer performs the following updates:

\[
\text{LE :} \quad \mathbf{r}_t = \mathbf{x}_t + \mathbf{T}^{-1} \mathbf{H}^H (\mathbf{y} - \mathbf{H} \mathbf{x}_t), \quad (52)
\]

\[
\text{NLE :} \quad \mathbf{x}_{t+1} = c_t \mathbb{E} \{ \mathbf{x}; \mathbf{r}_t, \Phi_t \} + (1 - c_t) \mathbf{x}_t, \quad (53)
\]

\[
\text{Update of } \epsilon_{t+1} : \quad \epsilon_{t+1} = \frac{a + \frac{\epsilon_t}{2}}{b + \frac{\varrho}{2} g_{\text{net}}(\mathbf{x}_{t+1}, \mathbf{x}_t)} \quad (54)
\]

where

\[
\Phi_t = \frac{1}{\epsilon_t} \mathbf{T}^{-1}, \quad (55)
\]

\[
g_{\text{net}}(\mathbf{x}_{t+1}, \mathbf{x}_t) = \| \mathbf{y} - \mathbf{H} \mathbf{x}_t \|^2 + 2 \Re \left\{ (\mathbf{x}_{t+1} - \mathbf{x}_t)^H \mathbf{H}^H (\mathbf{H} \mathbf{x}_t - \mathbf{y}) \right\} + \text{Tr} \left( \mathbf{T}(\mathbf{x}_{t+1} - \mathbf{x}_t)(\mathbf{x}_{t+1} - \mathbf{x}_t)^H + \mathbf{T} \Sigma_{t+1}^{\ell_{\text{net}}} \right), \quad (56)
\]

\[
\Sigma_{i,\text{net}}^{t+1} = c_t^2 \left( \mathbb{E} \{ \mathbf{x}_t^2; r_{i, t}, \Phi_t, \Phi_{i,t} \} - \| \mathbb{E} \{ \mathbf{x}_t; r_{i, t}, \Phi_t, \Phi_{i,t} \} \|^2 \right), \quad \forall i. \quad (57)
\]

in which \( \Sigma_{i,\text{net}}^{t+1} \) is the \( i \)th diagonal element of the diagonal matrix \( \Sigma_{t,\text{net}}^{t+1} \).

We see that the update formulas (52)-(57) are similar to the IFVB detector’s update formulas (47)-(51). Nevertheless, there are two major differences. Firstly, in the LE step, the diagonal matrix \( \mathbf{T} \) is no longer pre-specified; instead, it is a trainable diagonal matrix. The reason for doing this is to make the network learnable and flexible. Specifically, we believe that \( \mathbf{T} \) given in (27) may not be the best, and hope that we can find a more suitable diagonal matrix through training. Secondly, in the NLE step, \( \mathbf{x}_{t+1} \) is updated by applying an adaptive damping scheme with a learnable parameter \( c_t \). In the adaptive damping scheme, the damping parameter can help control the convergence rate and improve the robustness of the system [34].

One may wonder why not use an individual \( \mathbf{T} \) for each layer of the network. The reason is that using a common diagonal matrix \( \mathbf{T} \) for all layers can substantially reduce the number of learnable variables, which facilitates training when the number of training data is limited. Also, notice that the iterative algorithm developed in the previous section uses a same \( \mathbf{T} \) throughout its iterative process. This suggests that using an individual \( \mathbf{T} \) for each layer may not be necessary. To corroborate our conjecture, we conducted experiments to compare these two schemes. Simulation results show that using an individual \( \mathbf{T} \) for each layer does not achieve a clear performance improvement over the scheme of using a common diagonal matrix \( \mathbf{T} \).

Moreover, due to the use of the term \((1 - c_t)\mathbf{x}_t\) in the NLE step, the covariance matrix of \( \mathbf{x}_{t+1} \), denoted by \( \Sigma_x \), cannot be updated via (51). Note that in the IFVB detector, according to (48), the NLE outputs the mean value of the variable \( \mathbf{x} \). Meanwhile, in the VBINet, the output of the NLE is the mean of a new variable \( \mathbf{x}_{\text{net}} \) defined as

\[
\mathbf{x}_{\text{net}} = c_t \mathbf{x} + (1 - c_t) \mathbf{x}_t \quad (58)
\]

Thus the mean of \( \mathbf{x}_{\text{net}} \) is given by

\[
\mathbf{x}_{t+1} = E \{ \mathbf{x}_{\text{net}} \} = c_t E \{ \mathbf{x}; \mathbf{r}_t, \Phi_t \} + (1 - c_t) \mathbf{x}_t \quad (59)
\]

and the \( i \)th diagonal element of the diagonal covariance matrix \( \Sigma_{i,\text{net}}^{t+1} \) of the random variable \( \mathbf{x}_{\text{net}} \) is given by

\[
\Sigma_{i,\text{net}}^{t+1} = \text{var} (x_{i,\text{net}}) = c_t^2 \left( \langle x_t^2 \rangle - \langle x_i \rangle^2 \right) - c_t^2 \left( \mathbb{E} \{ x_t^2; r_{i,t}, \Phi_t, \Phi_{i,t} \} - \| \mathbb{E} \{ x_t; r_{i,t}, \Phi_t, \Phi_{i,t} \} \|^2 \right), \quad \forall i. \quad (60)
\]

in which \( x_{i,\text{net}} \) denotes the \( i \)th element of \( \mathbf{x}_{\text{net}} \). This explains how (57) is derived.

Remark 1: We see that the total number of learnable parameters of VBINet is \( |\Omega| = N_t + L_{\text{layer}} \), as each layer
shares the same learnable variable $T$ while $c_i$ are generally different for different layers. Suppose that the number of users is $N_t = 16$ and the number of layers is set to $L_{layer} = 10$. The total number of learnable parameters of VBINet is 26. As a comparison, the OAMPNet has 40 parameters to be learned for the same problem being considered. Due to the small number of learnable parameters, the proposed VBINet can be effectively trained even with a limited number of training data samples.

Remark 2: An important advantage of the proposed VBINet over state-of-the-art deep unfolding-based detectors such as the OAMPNet and the MMNet is that the VBINet can automatically estimate the noise variance $1/\varepsilon$, while both the OAMPNet and the MMNet require the knowledge of $1/\varepsilon$, and an inaccurate knowledge of the noise variance results in a considerable amount of performance degradation, as will be demonstrated later in our experiments. Another advantage of the proposed VBINet is that the update formulas can be efficiently implemented via simple matrix/vector operations. No matrix inverse operation is needed.

Remark 3: The proposed VBINet can provide an approximate posterior probability of the transmitted symbols, which is useful for channel decoders relying on the estimate of the posterior probability of the transmitted symbols \[65\]. Thus the proposed VBINet can be well suited for joint symbol detection and channel decoding.

VI. IFVB DETECTOR: EXTENSION TO CORRELATED CHANNELS

The proposed IFVB detector performs well on channel matrices with independent and identically distributed (i.i.d.) entries. Nevertheless, similar to AMP and other message-passing-based algorithms, its performance degrades considerably on realistic, spatially-correlated channel matrices. To address this issue, we discuss how to improve the proposed IFVB detector to accommodate arbitrarily correlated channel matrices.

The key idea behind the improved IFVB detector is to conduct a truncated singular value decomposition (SVD) of the channel matrix $H = U\Sigma V^H$, where $U \in \mathbb{C}^{N_r \times N_t}$, $\Sigma \in \mathbb{C}^{N_t \times N_t}$, and $V \in \mathbb{C}^{N_r \times N_r}$. Define $A \triangleq U\Sigma$ and $s \triangleq V^H x$. The received signal vector $y \in \mathbb{C}^{N_r}$ in \[61\] can be equivalently written as

$$y = As + n$$

Instead of detecting $x$, we aim to estimate $s$ based on the above observation model. Let $\theta \triangleq \{s, \varepsilon\}$ denote the hidden variables, and let $p(s)$ denote the prior distribution of $s$. Thus the ELBO is given as

$$L(q) \triangleq \int q(\theta) \ln \frac{p(y,s,\varepsilon)}{q(\theta)} d\theta = \int q(\theta) \ln \frac{p(y|s,\varepsilon)p(s)p(\varepsilon)}{q(\theta)} d\theta$$

where

$$p(y|s,\varepsilon) = \left( \frac{\varepsilon^\frac{1}{2}}{\sqrt{2\pi}} \right)^{N_r} \exp \left\{ -\frac{\varepsilon \|y - As\|^2}{2} \right\}$$

in which $\varepsilon$ still follows a Gamma distribution as assumed in \[22\].

Similar to what we did in the previous section, we resort to a relaxed ELBO to facilitate the variational inference. Let $T \succ \Sigma^2$. Invoking Lemma \[1\] a lower bound on $p(y|s,\varepsilon)$ can be obtained as

$$p(y|s,\varepsilon) = \left( \frac{\varepsilon^\frac{1}{2}}{\sqrt{2\pi}} \right)^{N_r} \exp \left\{ -\frac{\varepsilon}{2} \bar{g}(s,\varepsilon) \right\} \triangleq F(y,s,\varepsilon,z)$$

where

$$g(s,\varepsilon) \triangleq \|y - Az\|^2 + 2\Re\{ (s - z)^HZ^H (Az - y) \} + (s - z)^HT(s - z)$$

and the inequality becomes equality when $T = \Sigma^2$. Here, we consider a specialized form of $T \triangleq \bar{T} + \frac{\varepsilon}{2}I$, where the first term is a diagonal matrix independent of $\varepsilon$ and the second term is a function of $\varepsilon$. We will show that such an expression of $T$ leads to an LMMSE-like estimator for the LE step. Utilizing \[64\], a relaxed ELBO can be obtained as

$$L(q) \geq \bar{L}(q,z) = \int q(\theta) \ln \frac{G(y,s,\varepsilon,z)}{q(\theta)} d\theta$$

where

$$G(y,s,\varepsilon,z) = F(y,s,\varepsilon,z)p(s)p(\varepsilon)$$

Similarly, we aim to maximize the relaxed ELBO with respect to $q(\theta)$ and the parameter $z$, which leads to a variational EM algorithm. In the E-step, given $z$, the approximate posterior distribution of $\theta \triangleq \{s, \varepsilon\}$ is updated. In the M-step, the parameter $z$ can be updated by maximizing $\bar{L}(q,z)$ with $q(\theta)$ fixed. Details of the variational EM algorithm are provided below.

A. E-step

1) Update of $q_\varepsilon(s)$: The variational distribution $q_\varepsilon(s)$ can be calculated as

$$\ln q_\varepsilon(s) \propto \left\langle \ln G(y,s,\varepsilon,z) \right\rangle_{q_\varepsilon(s)}$$

$$\propto \left\langle \ln F(y,s,\varepsilon,z) + \ln p(s) \right\rangle_{q_\varepsilon(s)}$$

$$\propto \left\langle -\frac{\varepsilon}{2} \bar{g}(s,z) + \ln p(s) \right\rangle_{q_\varepsilon(s)}$$

$$\propto \left\langle -\frac{\varepsilon}{2} \left( 2\Re\{ (s - z)^HZ^H (Az - y) \} + (s - z)^HT(s - z) \right) + \ln p(s) \right\rangle_{q_\varepsilon(s)}$$

$$\propto \ln N(s; \bar{r}, \bar{\Phi}) + \ln p(s)$$

where in (a), we have

$$\bar{\Phi} = \frac{1}{\varepsilon} \bar{T}^{-1}$$

$$\bar{r} = \left\langle T^{-1} (A^H y + Tz - A^H Az) \right\rangle = z + \left\langle T^{-1} A^H (y - Az) \right\rangle$$
in which
\[
\langle T^{-1} \rangle = \bar{T}^{-1} + \frac{\langle \varepsilon \rangle}{\delta} I
\]  \tag{71}

Note that the approximate posterior distribution \( q_\pi(s) \) is difficult to obtain because the prior \( p(s) \) has an intractable expression. To address this issue, we instead, examine the posterior distribution \( q_\pi(x) \). Recalling that \( x = V s \), we have
\[
\ln q_\pi(x) \propto \ln N(x; r, \Phi) + \ln p(x)
\]  \tag{72}
where
\[
r = V \bar{r}
\]  \tag{73}
\[
\Phi = V \bar{\Phi} V^H,
\]  \tag{74}
To calculate \( q_\pi(x) \), we neglect the cross-correlation among entries of \( x \), i.e., treat the off-diagonal entries of \( \Phi \) as zeros. This trick helps obtain an analytical approximate posterior distribution \( q_\pi(x) \), and meanwhile has been empirically proven effective. Let \( \Phi_i \) represent the \( i \)th diagonal element of \( \Phi \). The first and second moments of \( x \) can be updated as
\[
\langle x_i \rangle = E\{x_i; r_i, \Phi_i\} = \frac{\sum_i x_i N(x_i; r_i, \Phi_i)p(x_i)}{\sum_i N(x_i; r_i, \Phi_i)p(x_i)}, \quad \forall i
\]  \tag{75}
\[
\langle x_i^2 \rangle = E\{x_i^2; r_i, \Phi_i\} = \frac{\sum_i x_i^2 N(x_i; r_i, \Phi_i)p(x_i)}{\sum_i N(x_i; r_i, \Phi_i)p(x_i)}, \quad \forall i
\]  \tag{76}
Thus we arrive at \( q_\pi(x) \) follows a Gaussian distribution with its mean \( \langle x \rangle = \{\langle x_1 \rangle \ldots \langle x_N \rangle\}^T \) and covariance matrix
\[
\Sigma_x = \text{diag}(\Sigma_{x_1}, \ldots, \Sigma_{x_N})
\]  \tag{77}
and its mean and covariance matrix can be readily obtained as
\[
\langle s \rangle = V^H \langle x \rangle
\]  \tag{78}
\[
\Sigma_s = V^H \Sigma_x V
\]  \tag{79}
2) Update of \( q_\varepsilon(\varepsilon) \): The variational distribution \( q_\varepsilon(\varepsilon) \) can be calculated as
\[
\ln q_\varepsilon(\varepsilon) \propto \ln G(y, s, \varepsilon, z) q_\varepsilon(s)
\]  \tag{80}
\[
\propto \left( \ln F(y, s, \varepsilon, z) + \ln p(\varepsilon) \right) q_\varepsilon(s)
\]  \tag{81}
\[
\propto \left( a - 1 + \frac{N_r}{2} \right) \ln \varepsilon - \left( \frac{1}{2} \langle g(s, z) \rangle + \bar{b} \right) \varepsilon
\]  \tag{82}
in which
\[
\langle g(s, z) \rangle = \|y - Az\|^2 + 2R\{\langle s \rangle - z\}^H A^H (Az - y) + \langle (s) - z\rangle^H \bar{T} \langle (s) - z \rangle + \text{Tr}(T \Sigma_s)
\]  \tag{83}
Thus the hyperparameter \( \varepsilon \) follows a Gamma distribution, i.e.,
\[
q_\varepsilon(\varepsilon) = \text{Gamma}(\varepsilon; \tilde{a}, \tilde{b})
\]  \tag{84}
where \( \tilde{a} \) and \( \tilde{b} \) are given by
\[
\tilde{a} = a + \frac{N_r}{2}, \quad \tilde{b} = b + \frac{1}{2} \langle g(s, z) \rangle
\]  \tag{85}
Also, we have
\[
\langle \varepsilon \rangle = \frac{\tilde{a}}{\tilde{b}}
\]  \tag{86}

B. M-step
Substituting \( q(\theta; z^{\text{old}}) \) into \( L(q, z) \), the parameter \( z \) can be optimized via
\[
z^{\text{new}} = \arg \max_z \ln G(y, s, \varepsilon, z) q(\theta; z^{\text{old}})
\]  \tag{87}
Setting the derivative of the logarithm function to zero yields
\[
\frac{\partial \ln G(y, \theta, z)}{\partial z} = \langle \varepsilon \rangle (\bar{T} + \frac{\delta}{\langle \varepsilon \rangle} I - \Sigma_s^2) (\langle s \rangle - z) = 0
\]  \tag{88}
Since \( \langle \varepsilon \rangle > 0 \) and \( \bar{T} + \frac{\delta}{\langle \varepsilon \rangle} I \succeq \Sigma_s^2 \), the solution of \( z \) is given by
\[
z^{\text{new}} = \langle s \rangle
\]  \tag{89}

A. Summary of The Improved IFVB Detector
For the sake of clarity, the improved IFVB detector can be summarized as an iterative algorithm with each iteration consisting of a linear estimation step and a nonlinear estimation step:

LE : \[ \bar{r}_t = s_t + T_t^{-1} A^H (y - A s_t) \] \tag{90}
\[ r_t = V \bar{r}_t \] \tag{91}
NLE : \[ x_{t+1} = E\{x; r_{t+1}, \Phi_{t+1}\}, \quad \forall i \] \tag{92}
\[ s_{t+1} = V^H x_{t+1} \] \tag{93}
where \( T_t = \bar{T} + \frac{\delta}{\langle \varepsilon \rangle} I \), and \( r_{t+1} \) and \( \Phi_{t+1} \) denote the \( i \)th elements of \( r_t \) and \( \bar{\Phi}_t \), respectively. The linear estimator in equations (87) and (88) derives from (70) and (73). The nonlinear estimator in equations (89) and (90) follows from (75) and (77). In (89), the variance \( \Phi_{t+1} \) can be obtained as
\[
\Phi_{t+1} = v_t^H \bar{\Phi}_t (v_t^H)^H, \quad \forall i
\]  \tag{94}
where \( v_t^H \) denotes the \( i \)th row of \( V \), and \( \bar{\Phi}_t = \frac{1}{\varepsilon_t} T_t^{-1} \). Here \( \varepsilon_{t+1} \) is updated as
\[
\varepsilon_{t+1} = \frac{\tilde{a}}{\tilde{b}_{t+1}} = \frac{a + \frac{N_r}{2}}{b + \frac{1}{2} \langle g(s_{t+1}, s_t) \rangle}
\]  \tag{95}
where
\[
\tilde{g}(s_{t+1}, s_t) = \|y - A s_t\|^2 + 2R\{\langle s_{t+1} - s_t \rangle^H A^H (A s_t - y) + \langle s_{t+1} - s_t \rangle^H \bar{T} (s_{t+1} - s_t) + \text{Tr}(T \Sigma_{s_{t+1}})
\]  \tag{96}
in which
\[
\Sigma_{s_{t+1}} = V^H \Sigma_{s_{t+1}} V
\]  \tag{97}
and the \( i \)th diagonal element of the diagonal matrix \( \Sigma_{s_{t+1}} \) can be calculated as
\[
\Sigma_{s_{t+1}} = \langle x_i^2 \rangle - \langle E\{x_i; r_{i,t}, \Phi_{i,t}\} \rangle^2 + \langle E\{x_i; r_{i,t}, \Phi_{i,t}\} \rangle^2, \quad \forall i
\]  \tag{98}
Discussion: For the Improved IFVB Detector, a specialized form of \( T = \bar{T} + \frac{\delta}{\langle \varepsilon \rangle} I \) is considered. The reason is that such a specialized form will lead to an LMMSE-like estimator for
VII. VBINet Detector for Correlated Channels

In this section, we propose a model-driven DL detector (referred to as Improved-VBINet) by unfolding the improved IFVB detector. The network architecture of Improved-VBINet is illustrated in Fig. 2 in which the network consists of \( L_{layer} \) cascade layers. The trainable parameters of all layers are denoted as \( \Omega \triangleq \{ \Psi, \{ \delta_{t} \}_{t=1}^{L_{layer}}, \{ c_{t} \}_{t=1}^{L_{layer}}, \{ \kappa_{t} \}_{t=1}^{L_{layer}} \} \), where the diagonal matrix \( \Psi \) and \( \delta_{t} \) are related to the diagonal matrix \( \mathbf{T}_{t} \). For the \((t+1)\)th layer, the input includes \( y, \mathbf{A}, \Sigma, \mathbf{V}, s_{t}, \) and \( \varepsilon_{t} \), where \( s_{t} \) and \( \varepsilon_{t} \) denote the \(t\)th layer’s estimation of the signal and the noise variance, respectively. Given \( \{ y, \mathbf{A}, \Sigma, \mathbf{V}, s_{t}, \varepsilon_{t} \} \), each layer performs the following updates:

**LE:**
\[
\mathbf{r}_{t} = s_{t} + T_{t}^{-1}\mathbf{A}^{H}(y - As_{t}),
\]
\[
r_{t} = \mathbf{V}\mathbf{r}_{t}
\]

**NLE:**
\[
x_{t,t+1} = E\{x_{i}; r_{i,t}, \Phi_{i,t}\}, \quad \forall i
\]
\[
s_{t+1} = c_{t}\mathbf{V}^{H}x_{t+1} + (1 - c_{t})s_{t}
\]

**Update of \( \varepsilon_{t+1} \):**
\[
\varepsilon_{t+1} = \frac{a + \sqrt{b}}{b + \frac{1}{2}g_{net}(s_{t+1}, s_{t})}
\]

where

\[
T_{t} \triangleq \mathbf{T} + \frac{\delta_{t}}{\varepsilon_{t}}\mathbf{I}, \quad \mathbf{T} \triangleq \Sigma^{2} + \Psi^{2}
\]
\[
\Phi_{i,t} = \frac{1}{\varepsilon_{t}}T_{t}^{-1},
\]
\[
\Phi_{i,t} = v_{i}^{H}\Phi_{i,t}v_{i}^{H}, \quad \forall i
\]
\[
g_{net}(s_{t+1}, s_{t})
= \| y - As_{t} \|^{2} + 2\mathbf{R}\{ (s_{t+1} - s_{t})^{H}A^{H}(As_{t} - y) \}
+ (s_{t+1} - s_{t})^{H}T(s_{t+1} - s_{t}) + \text{Tr}(T\Sigma_{net}^{+1})
\]
\[
\Sigma_{net}^{+1} = c_{t}^{2}\kappa_{t}^{2}\mathbf{I}
\]

We see that the update formulas (96–105) are similar to the improved IFBL detector’s update formulas (87–92). Nevertheless, there are several major differences. Firstly, in the LE step, \( T_{t} \) which is calculated according to certain rules is replaced by a trainable diagonal matrix \( T_{t} \) due to the use of the learnable variables \( \{ \Psi, \{ \delta_{t} \}_{t=1}^{L_{layer}} \} \). Specifically, the linear estimator module turns out to have a form similar to the LMMSE estimator, i.e.
\[
\mathbf{r}_{t} = s_{t} + T_{t}^{-1}\mathbf{A}^{H}(y - As_{t})
\]
\[
= s_{t} + \left( \mathbf{T} + \frac{\delta_{t}}{\varepsilon_{t}}\right)^{-1}\mathbf{A}^{H}(y - As_{t})
\]

Secondly, in the NLE step, \( s_{t+1} \) is updated by applying an adaptive damping scheme with a learnable parameter \( c_{t} \). Due to the use of the term \((1 - c_{t})s_{t}\) in the NLE step, the output of the NLE is the mean of a new variable \( s_{net} \) defined as
\[
s_{net} = c_{t}s + (1 - c_{t})s_{t}
\]

Recalling that \( s = \mathbf{V}^{H}\mathbf{x} \), thus the mean of \( s_{net} \) is given by
\[
s_{t+1} = \langle s_{net} \rangle = c_{t}\mathbf{V}^{H}E\{x_{i}; r_{i,t}, \Phi_{i,t}\} + (1 - c_{t})s_{t}
\]
and the covariance matrix \( \Sigma_{net}^{+1} \) of the random variable \( s_{net} \) is given by
\[
\Sigma_{net}^{+1} = c_{t}^{2}\Sigma_{net}^{+1} = c_{t}^{2}\mathbf{V}^{H}\Sigma_{x}^{+1}\mathbf{V}
\]

Here \( \Sigma_{x}^{+1} \) is a diagonal matrix whose diagonal elements can be calculated according to (92). To further reduce the complexity, we approximate \( \Sigma_{x}^{+1} \) as \( \kappa_{t}^{2}\mathbf{I} \), where \( \kappa_{t} \) is a learnable parameter. Thus we have
\[
\Sigma_{net}^{+1} = c_{t}^{2}\kappa_{t}^{2}\mathbf{I}
\]

This explains how (105) is derived.

Remark 1: We see that the total number of learnable parameters of the improved-VBINet is \( |\Omega| = N_{t} + 3L_{layer} \), as each layer shares the same learnable variable \( \Psi \) but \( \{ \delta_{t}, c_{t}, \kappa_{t} \} \) are generally different for different layers. The total number of learnable parameters of the Improved-VBINet is comparable to that of OAMPNet.

A. Computational Complexity Analysis

We discuss the computational complexity of our proposed VBINet detectors. Specifically, for the i.i.d. Gaussian channels, at each layer the complexity of the proposed VBINet detector is dominated by the multiplication of an \( N_{t} \times N_{r} \) matrix and an \( N_{r} \times 1 \) vector. Therefore the overall complexity of the proposed VBINet is of order \( O(N_{r}N_{t}L_{layer}) \). For the correlated channels, the proposed Improved-VBINet detector requires to conduct a truncated SVD decomposition of an \( N_{r} \times N_{t} \) matrix in the initialization stage. Therefore the overall complexity of the proposed Improved-VBINet detector is of order \( O(N_{r}N_{t}L_{layer} + N_{t}^{2}) \). Similar to the proposed VBINet, the complexity of MMNet is of order \( O(N_{r}N_{t}L_{layer}) \). As for the OAMPNet, it requires to perform an inverse of an \( N_{r} \times N_{r} \) matrix per layer, which results in a complexity of \( O(N_{r}^{2}L_{layer}) \) in total. Since we usually have \( N_{r} \gg N_{t} \) for massive MIMO detection, the complexity of the OAMPNet is much higher than our proposed method. This is also the reason why, for large-scale scenarios, training and test of OAMPNet becomes computationally prohibitive.
In the following, we first discuss the implementation details related to Rayleigh and realistic 3GPP MIMO channel matrices. During training, the learnable parameters are optimized using stochastic gradient descent. Thanks to the auto-differentiable machine-learning frameworks such as TensorFlow [36] and PyTorch [37], the learnable parameters can be easily trained when the loss function is determined. In our experiments, the loss function used for training is given by

\[ f_{\text{loss}} = \frac{1}{L_{\text{layer}}} \sum_{t=1}^{L_{\text{layer}}} \| x_t - \hat{x}_t \|_2^2 \] (111)

in which \( \| x_t - \hat{x}_t \|_2^2 \) denotes the square error between the output of the \( t \)-th layer and the true signal \( x_t \).

In addition to the classical detectors such as the ZF and LMMSE, we compare our proposed method with the iterative algorithm OAMP and the following two state-of-the-art DL-based detectors: OAMPNet [22] and MMNet [23]. The ML detector is also included to provide a performance upper bound for all detectors. Given a set of training samples, the neural network is trained by the Adam optimizer [38] in the PyTorch framework.

In our simulations, the training and test samples \( \{ y, x \} \) are generated according to the model (1), in which both the transmitted signal \( x \), the channel \( H \), and the observation noise \( n \) are randomly generated. Specifically, the channel \( H \) is either generated from an i.i.d. Gaussian distribution or generated according to a correlated channel model as described below. The number of training iterations is denoted as \( N_{\text{iter}} \), and the batch size for each iteration is denoted as \( N_{\text{batch}} \). The signal-to-noise ratio (SNR) is defined as

\[ \text{SNR}(\text{dB}) = 10 \log \left( \frac{E[\| Hx \|_2^2]}{E[\| n \|_2^2]} \right) \] (112)

The training samples in each training iteration includes samples drawn from different SNRs within a certain range. For all detectors, the output signal will be rounded to the closest point on the discrete constellation set \( C \).

\begin{itemize}
  \item \textbf{ZF}: It is a simple yet classical decoder which has a form as \( \hat{x} = (H^H H)^{-1} H^H y \).
  \item \textbf{LMMSE}: The LMMSE detector takes a form of \( \hat{x} = H^H (HH^H + \frac{1}{P_c} I)^{-1} y \). Here \( P_c \) is the average power of the QAM signal. In our simulation, we set \( P_c = 1 \).
  \item \textbf{IFVB}: The algorithm is summarized in [IV-C]. The maximum number of iterations is set to \( L_{\text{layer}} = 100 \).
  \item \textbf{OAMP}: It is an iterative algorithm developed based on the AMP algorithm. The maximum number of iterations is set to \( L_{\text{layer}} = 100 \).
  \item \textbf{OAMPNet}: OAMPNet is a DL-based detector developed by unfolding the OAMP detector [22]. In our simulations, the number of layers of the OMAPNet is set to 10, and each layer has 4 learnable variables.
  \item \textbf{MMNet-iid}: The MMNet-iid [23] is specifically designed for i.i.d. Gaussian channels. In our simulations, the number of layers of the MMNet-iid is set to 10, and each layer has 2 learnable variables.
  \item \textbf{MMNet}: The MMNet [23] can be applied to arbitrarily correlated channel matrices, which needs to learn a matrix \( A_t \) for each layer, and the total number of learnable parameters is \( 2N_t (N_r + 1) \) per layer.
  \item \textbf{VBINet}: The architecture of our proposed VBINet is shown in Section [V] which has \( L_{\text{layer}} \) layers and \( N_t + L_{\text{layer}} \) learnable variables.
  \item \textbf{Improved-VBINet}: Applicable for arbitrarily correlated matrices, the proposed Improved-VBINet has \( L_{\text{layer}} \) layers and \( N_t + 3L_{\text{layer}} \) learnable variables.
  \item \textbf{ML}: It is implemented by using a highly optimized Mixed Integer Programming package Gurobi [39].
\end{itemize}

\section{Results}

1) 

\textbf{Convergence Evaluation}: The convergence property of our proposed network is evaluated. Fig. 3 depicts the symbol error rate (SER) of different detectors as a function of the

\begin{enumerate}
  \item The code is shared by [23].
\end{enumerate}
VBINet will lead to better performance. For the IFVB, we observe that the VBINet presents a clear performance advantage over the OAMPNet. We also see that the ML detector achieves the best performance among all detectors, and the SER gap between our proposed VBINet-based detector and the ML detector is negligible. Moreover, the VBINet is set to \( T = T_2 = H_d \), where \( H_d \) is a diagonal matrix which takes the diagonal entries of \( H^H \). We see that the latter choice leads to much better performance, which indicates that the performance of IFVB depends largely on the choice of \( T \). This is also the motivation why we learn \( T \) in the VBINet.

2) I.I.D. Gaussian Channels: We first examine the detection performance of our proposed detector on i.i.d. Gaussian channels. We consider an offline training mode, in which training is performed over randomly generated channels and the performance is evaluated over another set of randomly generated channels.

Fig. 4 plots the SER of respective algorithms as a function of the SNR, where QPSK modulation is considered, and we set \( N_t = 16, N_r = 32, N_{\text{batch}} = 500 \), and \( N_{\text{iter}} = 10^4 \). It can be observed that the ML detector achieves the best performance among all detectors, and the SER gap between our proposed VBINet and the ML detector is negligible. Moreover, the proposed VBINet outperforms the OAMPNet. We also see that the VBINet presents a clear performance advantage over the IFVB, which is because a more suitable \( T \) learned by VBINet will lead to better performance. For the IFVB, we use two different choices of \( T \) to show the impact of \( T \) on the detection performance. Specifically, the first choice of \( T \) is set to \( T_1 = (\lambda_{\max}(H^H H) + \epsilon)I \) and the second choice of \( T \) is set to \( T_2 = H_d \), where \( H_d \) is a diagonal matrix which takes the diagonal entries of \( H^H \). We see that the latter choice leads to much better performance, which indicates that the performance of IFVB depends largely on the choice of \( T \). This is also the motivation why we learn \( T \) in the VBINet.

3) Correlated Rayleigh Channels: We now examine the performance of respective detectors on correlated Rayleigh channels. The correlated Rayleigh channel is modeled as

\[
H = R^T_H G_H T^T_H
\]

where entries of \( G_H \) follow i.i.d. Gaussian distribution with zero mean and unit variance, \( R_H \) and \( T_H \) respectively denote the receive and transmit correlation matrices. Note that the receive and transmit correlation matrices can be characterized by a correlation coefficient \( \rho \) [40], and a larger \( \rho \) means that the channel matrix has a larger condition number. Again, in this experiment, offline training is considered.

In Fig. 5 we plot the SER of respective algorithms as a function of SNR, where we set \( \rho = 0.8, N_t = 16, N_r = 32, N_{\text{batch}} = 500 \), and \( N_{\text{iter}} = 10^4 \). It can be observed that all DL detectors suffer a certain amount of performance degradation as the channel becomes ill-conditioned. Besides, MMNet fails to work in the offline training mode, where the test channels are different from the channels generated during the training phase. This is because in the LE step, the MMNet treats \( A_t \) as an entire trainable matrix. As a result, the trained neural network can only accommodate a particular channel realization. We also observe that both our proposed Improved-VBINet and OAMPNet work well in the offline training mode, and the proposed Improved-VBINet achieves performance slightly better than the OAMPNet.

4) 3GPP MIMO Channels: Next, we compare the performance of different detectors on realistic 3GPP 3D MIMO channels which are generated by the QuaDRiGa channel simulator [41, 42]. The parameters used to generate the channels are set the same as those in [23], except that the bandwidth is set to 1MHz, the number of effective sub-carriers is set to \( F = 128 \), and the number of sequences is 2. In this experiments, online training is considered, where the model parameters are trained and tested on the same realization of the channel. Specifically, we first train the neural network number of layers \( L_{\text{layer}} \) with QPSK modulation and i.i.d. Gaussian channels, where we set \( N_t = 16, N_r = 32, N_{\text{batch}} = 500 \), and \( N_{\text{iter}} = 10^4 \). We see that the latter choice leads to much better performance, which indicates that the performance of IFVB depends largely on the choice of \( T \).
incurs a significant amount of performance degradation when sufficient training is performed, whereas learnable parameters, the MMNet can well approximate the amount of training data. Note that MMNet needs to learn performance of MMNet degrades dramatically with a reduced data is allowed to be used for training. Nevertheless, the achieves the best performance when a sufficient amount of

Fig. 6. SERs of respective detectors vs. SNR on realistic 3GPP MIMO channels.

Fig. 7. SERs of respective detectors vs. SNR under different NUFs, where i.i.d. Gaussian channels are considered.

associated with the first subcarrier’s channel. The trained model parameters are then used as initial values of the neural network of the second subcarrier, and the second subcarrier’s network is employed as a start to train the third subcarrier’s network, and so on. Due to the channel correlation among adjacent subcarriers, the rest subcarriers’ neural networks can be efficiently trained with a small amount of data samples.

Fig. 6 depicts the SER of respective algorithms as a function of SNR with different NUFs, where i.i.d. Gaussian and correlated Rayleigh channels are considered. Note that in this experiment, an offline training mode is considered.

In Fig. 7, we plot the SER of respective algorithms as a function of SNR and the QPSK modulation is considered. For the first subcarrier, the number of training iterations is 1000 and the batch size is 500, while for all subsequent subcarriers, the number of online training iterations is 10 and the batch size is 500. In Fig. 6 we also report results of the MMNet when the number of online training iterations is set to \( N_{\text{online}} = 20 \). We see that our proposed Improved-VBINet achieves performance similar to the OAMPNet. Also, it can be observed that MMNet achieves the best performance when a sufficient amount of data is allowed to be used for training. Nevertheless, the performance of MMNet degrades dramatically with a reduced amount of training data. Note that MMNet needs to learn an entire matrix \( A_1 \) at each layer. With a large number of learnable parameters, the MMNet can well approximate the best detector when sufficient training is performed, whereas incurs a significant amount of performance degradation when training is insufficient.

5) Noise Uncertainty: Next, we examine the impact of noise variance uncertainty on the performance of different DL-based detectors. As mentioned earlier, different from our proposed VBINet which is capable of estimating the noise variance automatically, both OAMPNet and MMNet require the knowledge of noise variance for training and test. Note that the noise variance can be assumed known during the training phase, as we usually have access to the model parameters used to generate the training data samples. But the same assumption does not hold true for the test data. As a result, when evaluating the performance on the test data, both OAMPNet and MMNet have to replace the noise variance by its estimate. Let the estimated noise variance be \( 1/\hat{\varepsilon} = \eta(1/\varepsilon) \). We also define the noise uncertainty factor (NUF) as \( \text{NUF} \equiv 10 \log_{10} \eta \). In this experiment, an offline training mode is considered.

In Fig. 8 we plot the SER of respective algorithms as a function of SNR for i.i.d. Gaussian channels and QPSK modulation are considered, and we set \( N_t = 16, N_r = 32, N_{\text{batch}} = 500 \), and \( N_{\text{iter}} = 10^4 \). It can be observed that both MMNet-iid and OAMPNet incur a considerable amount of performance loss when the estimated noise variance deviates from the true one. The performance gap between OAMPNet and VBINet becomes more pronounced when the estimate of the noise variance is inaccurate. Fig. 8 plots the SER of respective DL detectors as a function of SNR for correlated Rayleigh channels, where we set \( \rho = 0.8 \). Since MMNet fails to work in the offline training mode for correlated channels, its results are not included. Again, we see that OAMPNet suffer a substantial performance degradation when an inaccurate noise variance is used.

6) Large-Scale MIMO Scenarios: We examine the detection performance of our proposed method in the large-scale MIMO scenario, in which the number of antennas at the BS is up to 128. In our experiments, the QPSK modulation is adopted, and we set \( N_t = 64, N_r = 128, N_{\text{batch}} = 500 \), and \( N_{\text{iter}} = 10^4 \). For the correlated Rayleigh channel, \( \rho \) is set to \( \rho = 0.8 \). Fig. 9 and Fig. 10 plot the SERs of respective algorithms as a function of SNR for i.i.d. Gaussian and correlated Rayleigh channels, respectively. Note that in the LE step of the OAMPNet, \( \hat{W}_t \) is updated as \( W_1 = \ldots = \hat{W}_t \).
The proposed detectors provide competitive performance for both i.i.d. Gaussian channels and arbitrarily correlated channels. Two networks are respectively developed for i.i.d. Gaussian channels and realistic 3GPP MIMO channels. The proposed detectors provide competitive performance for both i.i.d. Gaussian channels and realistic 3GPP MIMO channels. Moreover, the VBINet-based detectors can automatically determine the noise variance, and achieve a substantial performance improvement over existing DL-based detectors such as OAMPNet and MMNet in the presence of noise uncertainty.

**IX. CONCLUSIONS**

In this paper, we proposed a model-driven DL network for MIMO detection based on a variational Bayesian framework. Two networks are respectively developed for i.i.d. Gaussian channels and arbitrarily correlated channels. The proposed networks, referred to as VBINet, have only a few learnable parameters and thus can be efficiently trained with a moderate amount of training. Simulation results show that the proposed detectors provide competitive performance for both i.i.d. Gaussian channels and realistic 3GPP MIMO channels.
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