Abstract  Evolution is one of the major omnipresent powers in the universe that has been studied for about two centuries. Recent scientific and technical developments make it possible to make the transition from passively understanding to actively using evolutionary processes. Today this is possible in Evolutionary Computing, where human experimenters can design and manipulate all components of evolutionary processes in digital spaces. We argue that in the near future it will be possible to implement artificial evolutionary processes outside such imaginary spaces and make them physically embodied. In other words, we envision the “Evolution of Things”, rather than just the evolution of digital objects, leading to a new field of Embodied Artificial Evolution (EAE). The main objective of this paper is to present a unifying vision in order to aid the development of this high potential research area. To this end, we introduce the notion of EAE, discuss a few examples and applications, and elaborate on the expected benefits as well as the grand challenges this developing field will have to address.
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1 Introduction

This is a position paper about what we call embodied artificial evolution. Perhaps the best way to introduce this vision is to follow a historical perspective concerning the notion of evolution.1

In the nineteenth century the theory of evolution was put forward to explain the emergence of Life on Earth. Thus, originally, evolution was a passive notion that helped us understand things. In the twentieth century the invention of the computer made it possible to create worlds where we could actively engineer evolutionary processes. The resulting field, called Evolutionary Computing, was groundbreaking in that it converted evolution from a passive explanatory theory to clarify a past process into an active tool to create a new process. Of course, such an evolutionary computing process takes place in an imaginary space, while natural evolution takes place in the biosphere on Earth. And thus, the birth of Evolutionary Computing represents another major transition, that of transporting evolution from biological spaces to digital spaces.

Evolutionary Computing has radically changed the way we think about evolution and it has enabled us to play around with it. We have constructed various forms of evolvable digital objects. We have invented and tested various selection and variation mechanisms, including ones that do not exist in Nature, e.g., crossover mechanisms between more than two parents [30]. And we have designed numerous evolutionary algorithms inspired by natural mechanisms, but not limited by constraints of physical or biological reality. All in all, we have learned a lot about how to set up and to control evolutionary

---

1 For a gentle introduction we also recommend the TEDx talk [31], to be viewed at http://www.youtube.com/watch?v=WJX_wAKhg8A.
processes and have developed the know-how to use them for solving optimisation, design, and modelling problems [23, 29].

To date, the one space where we can design, implement, and execute all components of an evolutionary process—in a simplified form—is inside computers, in digital space. Therefore, the only type of evolution that we fully master is inherently disembodied. However, in some cases the result of such a digital evolutionary process can be constructed physically. Hence we have two principal kinds of applications. In the first kind, the evolutionary process and the result are both digital. Well known areas in this category are evolutionary optimisation, evolutionary data modeling and evolutionary simulations in artificial life, evolutionary economy, etc. [4, 35, 60]. In the second kind, the evolutionary process is digital, but the result of evolution (e.g., the blueprint of a chair or an antenna) is made physical by an extra construction step afterwards. This is known as evolutionary design with evolutionary art as a special sub-area [7, 8]. Recent advances in rapid prototyping (3D printing), material science, soft robotics, molecular engineering, synthetic biology, combinatorial chemistry, programmable matter, etc. now open the door to creating evolvable objects and to implement evolutionary operators in physical space. This enables artificial evolution of the third kind, where the evolutionary process and the result are both physical. The resulting system means a radically new use of evolution as a tool in a physical medium. From the historical perspective, this will be the twenty-first century variant defined by two essential features: It is fully embodied—similar to biological evolution—and artificially engineered—similar to evolutionary computing. Hence the name Embodied Artificial Evolution (EAE).

In this article we argue that EAE forms a high potential research and application area that offers great opportunities and poses great challenges. However, to realize the vision, very diverse and presently segregated fields need to interact and cross-fertilize each other. This necessitates a unifying view, corresponding terminology, and vision to catalyze developments in this direction. This is exactly the main objective of this paper.

2 What is embodied artificial evolution?

The general concept of EAE as assumed here is independent from the specific form of embodiment. One can think of cell-like structures in a liquid solvent, a population of robots exploring another planet, or anything else, as long as the given system satisfies the following properties:

1. It involves physical units instead of just a group of virtual individuals in a computer.

2. It has real ‘birth’ and ‘death’, where reproduction creates new (physical) objects, and survivor selection effectively eliminates them.

3. Evolution is driven by environmental selection or a combination of environmental fitness and a user defined task-based fitness.

4. In contrast to mainstream evolutionary computing, reproduction and survivor selection are not coupled. They are not executed through a centrally orchestrated main loop, but in a distributed manner, controlled by the individuals who ‘decide’ themselves when and with whom to mate.

Observe that in terms of evolutionary computing these properties concern representation, variation, selection, and population management. Furthermore, it can be noted that it is properties 1 through 3 that represent the physical embodiment. The fourth feature smoothly fits this set of properties and it is literally more natural than centrally controlled population management. However, in a strictly formal sense, it is not necessary for being embodied.

To aid further elaboration, we consider a number of concrete examples and tasks and use these to illuminate some important properties of EAE systems.

1. The evolutionary design of a robot controller for a given robot body and some task(s) in a certain environment. Here, the objects to be evolved are digital, but are inherently part of a (mechatronic) physical entity. To solve this design problem one could port all evolutionary operators to the robot and execute on-the-fly evolution of controllers. Birth and death, i.e., reproduction and survivor selection, is restricted to the digital space of all possible controllers, on the robot’s processors. However, fitness evaluation happens in vivo here as the reproductive probabilities of any given controller are determined by the real-world performance of the robot driven by that controller.

2. The evolutionary design of a robot body for some task(s) in a certain environment. Here, the objects to be evolved are physical. Thus, one could solve this problem by truly embodied evolution, with physical birth and death. In such a system all evolutionary operators work in vivo, including reproduction that creates new robots and survivor selection that effectively eliminates them. The main challenge here is obviously formed by the reproduction operators crossover and mutation: how to engineer a system where robots can be born (and die)?

3. The evolutionary design of a bacterium for some medical or chemical task(s) in a certain environment.

2 For the sake of simplicity, let us disregard the design of the corresponding robot controller.
Here again, the objects to be evolved are physical. However, while (re)production of mechatronic bodies is a huge challenge, bacteria reproduce by themselves. Thus, that part of the evolutionary machinery is for free in this context. The challenge here is to implement fitness evaluation and the selection operators suited to the given application objectives. Furthermore, one could implement special reproduction operators (mutation and/or crossover) that do not exist in nature, but are useful to solve the given problem.

We can note a couple of things about these examples that help understand some essential aspects of EAE. To begin with, observe that Example 1 is different from Examples 2 and 3 in that it is not truly embodied. To be specific, Examples 2 and 3 illustrate applications where the objects to be evolved are physical. In contrast, the objects to be evolved in Example 1 are digital, only embodied in the sense that they are hosted by a physical robot. Ironically, the term embodied evolution has been introduced for systems like the one in Example 1, cf. [98]. If needed, we can make a distinction by calling this type of systems weakly embodied and using the term strongly embodied for the ones in Examples 2 and 3.

Furthermore, let us note that in case of a robotic application it is possible to separate the body, i.e., the physical robot with its wheels, sensors, etc. and the mind, i.e., the controller regulating the behavior of the robot. Consequently, the task of designing them also can be split in two (and combined, if needed). For the task of designing bacteria, this is not possible, because the regulatory and control mechanisms in bio-chemical organisms are not separated so clearly from the bodies to be regulated.

Yet another difference between a robotic application and a bio-chemical one is the fact that a robotic object is more controllable for the experimenter. Robot bodies are built and robot controllers are programmed by the human experimenters. Even if we consider evolutionary development of robot bodies and controllers, the process is driven by human designed operators. These operators are usually simple; complexity emerges by their interactions. This is not the case for bio-chemical organisms, where the operators are those invented by nature. These are often very complex to understand and to manipulate. For instance, replacing one mutation operator by another one can be easy in an evolutionary robotics application, but switching off one molecular interaction and switching on another one in a cell can be (nearly) impossible.

3 Motivations, expected benefits

A straightforward motivation to use a technology is that it is . . . useful. Considering breeding livestock or plants as EAE systems (technically: artificial selection and natural reproduction in an embodied setting) we can argue that their usefulness has already been proven. As for the new kind of EAE systems we advocate here, there are multiple reasons to investigate them.

Firstly, EAE can lead to solving new design and engineering problems, and solving existing ones in new ways. In fact, EAE technology can be the basis of a paradigm change in how design tasks are solved. Traditionally, the design process of some artifact ends with manufacturing it. Using EAE, design and manufacturing become an intertwined, continuous, on-line activity, propelled by the evolutionary operators (see Fig. 1 and the example application in Sect. 5.3). In the long term, the basic design-and-manufacture loop of the production industry may be transformed from the present off-line type with a critical role for the human designer to a more on-line process. In this process new designs arise through evolutionary variations (are ‘born’), tested immediately in vivo, and reproduce to seed new designs, if successful. While this is clearly not an appropriate workflow for all production industries, there are several potential application areas ranging from fashion items to bio-medical nano-robots.

Secondly, there is much evidence in traditional evolutionary computing that evolution can solve problems not solvable otherwise and that evolution can generate unexpected solutions. (Which, then, can be analysed and reverse-engineered, and thus lead to new insights and better understanding of the problem.) Well-known examples of evolution outperforming human experts or surprising researchers range from Keane and Brown’s experiments in satellite boom design [52] to Koza et al.’s inventory of human competitive genetic programming results [58]. Once we equip certain groups of artifacts with the ability to evolve, we create the possibility that some of the evolved designs may be truly original, stepping out of the box with respect to human thinking.

![Fig. 1 Two circles showing the analogies between the biological circle of reproduction (a) and the new kind of in vivo evolutionary design (b). The effective lifetime is captured by the light gray arrow labeled “Evaluation, selection” and “testing”, respectively](image-url)
Thirdly, EAE systems can provide a basis for a new experimentalism in biology, where evolution can be studied in a radically new way in a new medium. To this end it is worth noting that mankind has thousands of years of experience with artificial selection, for instance to breed livestock or plants. As mentioned above, technically speaking this amounts to artificial selection and natural reproduction applied to natural bodies and it has been a valuable tool in using as well as understanding biology and evolution. The new kind of EAE systems we envision extend this in two important ways: artificial evolvable objects (bodies) and artificial reproduction operators (mutation and recombination). The resulting artificial evolutionary systems offer tools to perform real-world evolutionary experiments that are controllable, repeatable, and (relatively) fast, challenging current thinking about the evolutionary process per se. This will enable a deeper understanding of evolution in general, not restricted to or constrained by evolution-as-we-know-it based on our only example, life on Earth. Mastering all components of the system enables us, for instance, to investigate the minimum requirements of evolution, to estimate how (un)likely evolution is, to distinguish different types of evolution, etc. In the long term, this will lead to new scientific insights regarding evolution and the origins of life.

Finally, EAE systems represent a great challenge from the perspective of algorithm design. The twentieth century science/art of designing and analysing evolutionary algorithms needs to be reinvented, once we change the medium from purely digital to embodied, physical. The fundamental problem lies in the inevitable physical restrictions concerning the representation, the algorithmic operators, and the limited options a user has in controlling the algorithm as a whole. Simply put, in evolutionary computing experimenters have great freedom in choosing any data type to represent candidate solutions and defining suitable mutation/crossover operators [23, 29]. However, in an EAE system the bodies to be evolved and the reproduction operators must be physically viable. Further to operator design, we also face the problem of process control. Just to mention one thing, population size management is trivial in a genetic algorithm, but keeping an evolving population of robots or bacteria from extinction as well as from explosion can be a hard nut to crack [99]. Furthermore, EAEs mean a great paradigm shift from evolving digital objects to evolving things in the real world. This implies that the environment where evolution takes place becomes orders of magnitude more complex with inherent randomness (“the noise and the physics are for free”) and a dynamics never encountered in traditional evolutionary computation. In fact, we can say that adopting this new technology, digital algorithm design will become physical process design, where the convenient distinction of algorithm components (representation, variation operators, selection operators, population management) may not be applicable at all. All in all, EAE represents a new angle for Evolutionary Algorithms for three main reasons: (1) the design of the evolvable objects (representation) and the evolutionary operators is constrained by physical restrictions, (2) process control is much harder as we are not the superusers or omnipotent system administrators in real life, (3) the dynamics, noise etc. of the real world is much more complex than in digital spaces.

4 Relevant research areas

We distinguish four possible scenarios for realisation of embodied artificial evolution: micro-/nano- mechatronic, top-down bio-synthetic, bottom-up chemo-synthetic and hybrid ones. In this section, we briefly describe the current state-of-the-art research for each of these areas.

4.1 Micro- and nano-mechatronic systems, evolvable hardware

Mechatronic systems are attributed to different areas of robotics [54, 92]. In the context of EAE, the embodiment [77] of robotic systems (using specific properties of materials to achieve a desired functionality, e.g., locomotion for small jumping robots [57] or embodied sensor-actor coupling [53]) has a decisive role. Modern robotics utilises different fields of material science, e.g., [44], which vary from modifications of surface properties up to composite materials with specific mechanical features; miniaturisation of micro-systems [71] and structuring of material by micro-/nano- manipulation [36, 71]. To underline these research areas, we denote this scenario as micro- and nano- mechatronics. The relevance to EAE lies in three approaches: using stand-alone robots for exploring situated evolution, creating a programmable mechatronic matter through guided self-assembling and non-biological self-reproduction.

In the literature various references can be found to work related to EAE in a population of stand-alone robots for exploring evolutionary properties of such systems [41]. Watson et al. in [39, 98] envisioned embodied evolution: a “large number of robots freely interact with each other in a shared environment, attempting to perform some task”. In this sense, a population of individuals (in this case, robots) evolves in a completely autonomous manner, i.e., evaluation, reproduction and selection operators are carried out by and between individuals themselves. As in natural evolutionary systems, adaptive mechanisms are asynchronous, decentralised and distributed. Schut et al. [88] present a related concept called situated evolution, where
reproduction creates new minds that become active in a pre-existing robot body, replacing an old one. In [95], Usui and Arita address embodied evolution as in Watson et al.: robots evolve based on interactions with the environment and other robots. Nakai and Arita [70] extend this framework by introducing a pre-evaluation mechanism, intended to restrain robot behaviours that are estimated to be have a low fitness contribution. Following then same argumentation, Elfwing et al. in [33] also make use of a subpopulation of virtual agents for each (physical) robot in order to overcome the restriction on population size.

Another state of the art approach applies evolutionary operators not only to the robot controllers but to the robots themselves. In this case the body of the robot has a modular structure and is created through self-assembling process guided by evolution. Multiple research projects, such as HYDRA [50], Molecubes [104], Polydrop [102], M-TRAN [51], SuperBot [91], SYMBRION [62] develop heterogeneous reconfigurable platforms. A number of publications are devoted to application of evolutionary approaches [93] or guided self-assembling [55] to create a body of modular robots. Not just the evolution of robot’s body, but also the co-evolution of body and mind is an important aspect of such research [78]. The general technological trend here is to switch from current mini-scale modules to micro- and potentially to nano-scale elements [87]. In the context of body-mind evolution, the concept of evolvable hardware [45] needs to be mentioned. Flexibility and a developmental plasticity of such devices allow deriving an advanced computational functionality in hardware [47], which is used in robotics, image processing and other technological areas. Several open issues in the development of evolvable hardware are in discussion, e.g., [26].

Finally, self-reproduction of micro- and nano-mechatronic systems is of interest for EAE. One of the oldest ideas is Von Neumann’s kinematic self-reproduction [97]. There are multiple attempts to create macroscopic self-reproduction, e.g., by NASA [42] or in the context of modular robotics [104]. They argue that mechanical self-reproduction is possible and not unique to biology. Recent works attribute capabilities of self-reproduction to nanotechnological systems [61], to additive plastic moulding [90] (see also RepRap.org), or to advanced 3D prototyping technology [82]. However, none of these technologies is capable of reproducing complex functional elements, see Sect. 6.2.

4.2 Top-down bio-synthetic systems

Biological systems have an advantage over mechatronic devices because biological properties, such as reproduction, can be taken for granted: a biological system is naturally equipped to carry out evolutionary processes. Reproduction, self-preservation, but also selection and adaptation are inherent capabilities of the system. However, an important challenge is how one can manipulate the system to obtain the behaviour one is looking for. Programming cells does not aim to substitute silicon computing, but seeks access to the numerous functionalities and properties on those cells in a predictable, reliable way.

Advances in the area of synthetic biology have allowed some interesting recent results. For instance, in [94], Tamsir et al. show how logic gates can be built in Escherichia coli cells and how complex computations can be produced by “rewiring” communication between cells [94]. Works in this area are related e.g., to a development of bacterial systems [64], genome engineering [14], or molecular synthesis of polymers [76]. Intensive research is also devoted to biologically engineering multi-cellular systems [6]; see more about general fields and challenges of synthetic biology in [2].

In biological computing, natural processes can be often described in terms of a networks of simple computational components, or biobricks [3]. The main objective is to use the power of natural processes for the purpose of computation. Because natural processes are intrinsically random, changing functionalities of a cell, as well as adding new desired behaviours is not a trivial exercise. Using an alternative approach, Rigot et al. describe in [80] how to implement complex Boolean logic computations, which reduces wiring constraints. This is obtained through a redundant distribution of the desired output among the engineered cells. Following the idea of biobricks, a number of cells can be combined into more complex circuits.

4.3 Bottom-up chemo-synthetic systems

The bio-synthetic systems utilise existing biological cellular systems with their very complex metabolism. The approach from bottom-up chemistry uses another methodology: creating elementary basic cellular (so-called vesicles) and multi-cellular structures “from scratch”. Advantages of this approach are multiple degrees of freedom in designing metabolic networks (in simple cases – autocatalytic reactions) and different internal and external interaction mechanisms [68].

Examples of bottom up chemical systems can be found in artificial chemistries [25], self-replicating systems [49], using bio-chemical mechanisms for, for example, cognition [21]. This approach is also denoted as swarm chemistry.
and robots to investigate the dynamical and adaptive properties of neural systems. This work is also related to autonomous and cooperating robots.

One of the interesting approaches in the area of hybrid technologies is the combination of cultured (living) neurons and robots [74] to investigate the dynamical and adaptive properties of neural systems [79]. This work is also related to understanding of how information is encoded [19] and processed within a living neural network [24]. The hybrid technology can be used for neuro-robotic interfaces, different applications of in vitro neural networks [69] or for bidirectional interaction between the brain and the external environment in the EAE system. Several research projects, e.g., NeuroBit, already addressed the problem of controlling autonomous robots by living neurons [65].

5 Applications

The proof of the pudding is in the eating: new technology is largely justified by useful applications. In the present embryonic stage of the EAE field, it is impossible to predict what the best applications will be. To this end, we see an analogy with the first decade(s) of the computer industry in the 1950s. This was when when an IBM executive foresaw a world market for perhaps 5 computers all together. Half a century later, there are more computing devices than human beings and countless applications that one could not imagine in the early years of the technology.

As for EAE, we are at the dawn of the technology, and we dare not predict specific applications. Hence, in the rest of this section we just briefly discuss some potential application areas. In general, EAE systems are suitable for the design and production of artifacts under complex circumstances, for instance in case of (1) changing environments, (2) unforeseen environments, (3) ill-defined (implicit) objectives, or (4) multiple objectives with complex interactions (possibly conflicting). Furthermore, we can distinguish between artifacts that are passive, e.g., jewelry, and those that are active, e.g., micro-robots. These two types differ substantially in that active objects need an inner controller to govern their behavior, while passive ones do not. With a biological analogy we may say that passive objects need a only a body, while active ones need a body and a mind.

5.1 Evolving robots

One could imagine whole ecosystems of robots on different scales of size. On a very small scale we could have medical nano-robots to be deployed in a human body. For example, they could be used as “personal virus scanners”, evolving to the metabolism of the host and adapting to fight any new threat be it a germ of cancer. On a larger scale, evolving robot populations for planetary exploration could be interesting. These could be sent to other (unknown) planets with just a rough initial design but with the ability to evolve to the given circumstances. This will enable them to perform exploration and maybe even build a base station from the locally available resources. Still on the large scale, we can conceive evolving robot companions in domestic and industrial...
environments. Regarding their bodies, these could range from cat and dog size up to human comparable sizes. As for their mental features, they should be human-friendly and intelligent. From a functional point of view they should perform specific tasks and in a domestic setting they could provide more generic ‘emotional’ services (keeping company, being good listeners, acting as partners in simple conversations) [100].

5.2 Functional organisms

April 2010 saw the largest oil spill in US history: the equivalent of around 4 million barrels of oil flowed into the Gulf of Mexico, with numerous ecological implications. Analysis on the site, a couple of weeks after the disaster, showed that many groups of bacteria were helping to clean up the waters. These bacteria were able to break down the chemicals found in crude oil and, in fact, responded quite effectively to the incident. In general, there are many possible applications of bacteria, or some other type of organism, that are synthetically designed for a specific functionality. Such artificially developed organisms can be used, for instance, to provide environmental services, create building material or biofuel, to store data, or to stop desertification. An evolutionary approach is literally natural in this application area. At this moment, this line of research—positioned in synthetic biology—is perhaps the closest to a breakthrough, cf. Sect. 4.2.

5.3 Evolutionary personal fabrication

Imagine a world in which anything can be produced with just a few clicks. Customised products are at the reach of your hand, ranging from a child’s toy to a meal. Vilbrandt et al. introduce in [96] the idea of universal desktop fabrication (UDF) that can produce essentially any complete, finished, and functional object. Fab@Home (http://www.fabathome.org) is a desktop rapid prototyper (3D-printer) and a first step towards UDF. Such personal fabricators can build a great variety of objects from different materials and thus enable a large group of people to produce stuff to fit their needs locally. The range of applications is not restricted to solid objects, such as personalised fashion items (jewels, sunglasses, smartphone cases), but may also include consumables, like food: “You can imagine a 3-D printer making homemade apple pie without the need for farming the apples, fertilising, transporting, refrigerating, packaging, fabricating, cooking, serving and the need for all of the materials in these processes like cars, trucks, pans, coolers, etc.”.4

Embodied evolutionary technology is expected to play an important role in the development of such fabricators, cf. [81, 82]: “Ultimately, the evolution of form and formation become fully intertwined when the language of assembly itself becomes subject to evolution […]. Through this co-evolution of form and formation, Evolutionary Fabrication discovers both how to build objects and what to build them out of.”

In general, evolutionary technology can be used on local and global level. Locally, a limited set of users (one person, a family, or a small firm) would represent the fitness function governing evolution. The system could adapt to their preferences advancing customisation. On a global scale, such personal fabricators could be networked to yield an evolutionary system involving billions of users, evolutionary app stores, and almost incomprehensible dynamics.

6 Grand challenges

At this moment it is impossible to foresee how this field will develop. However, we are able to identify some of the grand challenges that certainly will have to be addressed.

6.1 Body types

The essence of embodied evolution is the body. To this end, we can distinguish hardware in the broad sense (mechatronic-robotic systems, new materials, etc) and wetware (bio-chemical systems) that may also be hybridised. Regarding wetware, there are two options again: bottom-up, relying on chemistry, or top-down, based on biology. Recent developments in microfluidics, functional fluids, or programmable matter also seem very promising. The first grand challenge is thus to find body types suited for (self-)reproduction. In essence, this means that we need to inject dead matter with a human requested functionality. This question is also known in other formulations, e.g., “programmability of synthetic systems”, or “open-ended embodied evolution”, and is one of the key points in understanding principles of synthetic life. It is also addressed by the European bio-ICT initiative and several research projects, e.g., PACE [75] and e-FLUX [27], to name but a few.

Summarizing, one of the principal challenges of EAE is to find physical constructs that are suited to be the evolvable objects forming the population. Technically this requires that they can be produced and reproduced. This is akin to one of the main problems in Evolutionary Computing: how to find a suitable representation, that is, a data structure that can be used for the individuals representing candidate solutions [83].

4 Homaro Cantu states in the BBC News article “The printed future of Christmas dinner”: http://www.bbc.co.uk/news/technology-12069495.
6.2 How to start: reproduction of functional elements

The implementation of birth (reproduction operators) for human engineered physical artifacts is a critical prerequisite for EAE. These operators must also realise some form of inheritance. The approaches based on mechatronics, chemistry, or biology differ greatly in this respect. (Self-)reproducing mechatronic and chemical units are far from being trivial, whereas reproduction comes for free in biological systems.

As mentioned in Sect. 4.1, in current micro- and nanomechatronic systems there are two concepts that are crucial for EAE: self-assembling and self-replication. Self-assembling is a process which creates complex systems from basic elements, whereas self-replication means a reproduction of these basic elements. Robots are able to make functional copies of artificial organisms that consist of basic building blocks if they have access to a reservoir of these basic modules. Things are different, however, when it comes to the self-replication of basic modules that contain functional elements such as motors, gears or silicon-based microelectronics: due to their high technological complexity, self-replication of these functional elements remains, to date, an unsolved issue.

6.3 How to stop: kill switch

A serious concern regarding EAE is the possibility of runaway evolution. By this term we do not mean the Fisherian notion of sexual selection reinforcing useless traits [40]. Runaway evolution as we use it here stands for the process of uncontrolled population growth. Such a growth might also be accompanied by the emergence of new, unwanted features in the population. Obviously, it would be highly irresponsible to expose ourselves to such a risk. To reduce this risk, all such experiments could be carried out in highly secured isolated environments, not unlike current research into certain germs, bacteria, viruses, etc. involving bio-hazard. However, this might disable the whole application in cases where the evolving population is inherently free, acting ‘out in the wild’ (robot companions, waste-eating organisms, medical nano-robots in the human body, etc.). In such cases a ‘kill switch’ is required to guarantee that human supervisors are able to shut down the system, if and when they deem necessary.

As of today, the kill switch problem has been already recognized within synthetic biology. There are various approaches to obtain a solution, such as for instance suicide genes, programmed cell death (PCD) and apoptosis [11, 13, 34, 56], just to name a few. A particular challenge stemming from the inherent use of evolution is possibility that an evolutionary systems will find solutions that are well ‘outside the box’ for the human designers of these systems (cf. the originality argument in Sect. 3). It is therefore essential that great care be taken when designing kill switches to ensure that evolution will not be able to circumvent them. In common parlance, we need to prevent the ‘Jurassic Park problem’.

6.4 Evolvability and rate of evolution

It is well-known in biology as well as in evolutionary computing that evolution is a relatively slow form of adaptation. To put it simply, it can take many generations to achieve a decent level of development. Obviously, ‘slow’, ‘many’, and ‘decent’ depend on the application context. For instance, medical nano-robots put to work in a human body should adapt within a few hours to their environment (the patient’s body). In case of sending evolving robot explorers with a rough initial design to Mars, one can wait months for appropriate designs to emerge. In general, we can say that useful EAE systems must exhibit a high degree of evolvability and a high rate of evolution [48]. In practice, they must make good progress in real time: have short reproduction cycles and/or large improvements per generation. The main factors here are the application dependent time requirements and quality criteria that define how progress is measured, and the speed of progress determined by the evolutionary operators.

Building fast evolutionary systems is a nontrivial challenge on its own. Failing to meet this challenge would imply that the real time performance of EAE systems is too low. Ultimately, this could even disqualify the whole approach—at least, for certain applications. In general, the speed of evolution should be used as one of the essential assessment criteria for judging the feasibility of potential applications.

6.5 Process control and methodology

A radical change caused by EAE technology is that design and manufacturing become an intertwined, continuous activity. This poses an unprecedented challenge for maintaining human control during the process. In Evolutionary Computing, on-line control of an evolutionary algorithm is exercised through changing its parameter values on-the-fly [32]. Such control is directed to improving the working of the given algorithm, e.g., increasing its speed or recovering from local optima. In the EAE systems we envision, there is an additional challenge: we need to combine open-ended and directed evolution on-the-fly. This means that human users should be able to perform on-line monitoring and steering in line with the given user preferences. This could be realised by directed selection, and/or directed reproduction (as in genetic manipulation). On a conceptual level, this requires a new kind of
methodology that must contain the traditional elements, such as specification, validation, and tuning [28]. Meanwhile, we have to address the novel aspects, such as the combination of free evolution and specific design objectives. Part of this challenge is the ‘freeze switch’, that is, the ability to recognize if/when the evolving objects have obtained the required properties and stop further evolution without killing the system.

6.6 Body-mind coevolution and lifetime learning

As explained in the introduction of Sect. 5, in general we can distinguish passive and active artifacts. Obviously, an active artifact needs an entity governing its activities. In some life forms, e.g., bacteria, the control and regulatory mechanisms form a unity with the body. In higher life forms, such control mechanisms are augmented with a designated control entity, the mind (the ‘software’), carried by a separate part of the body, the brain (the ‘hardware’).5 Similarly, in EAE systems active artifacts can have a dual structure with a body and a mind (controller) that must fit the given body. This implies that bodies and minds have to coevolve, they will be subject to reproduction and inheritance. Obviously, we do not know how the reproduction and inheritance mechanisms for bodies will be related to those concerning the minds in any specific EAE system. However, in general it cannot be assumed that the inherited mind will perfectly match the inherited body. Therefore, the system must include the possibility that a newborn object undergoes a lifetime learning process—not unlike baby animals have to learn walking, seeing, etc. soon after birth. Depending on the given EAE system at hand, it may be possible to make individually learned skills inheritable, i.e., to make the system Lamarckian. The ‘Artificial’ in EAE offers a possibly large degree of technical freedom, and experimenters of such systems could make their systems Lamarckian, even though biological evolution is not.

7 Final remarks

In this paper we have presented the concept of Embodied Artificial Evolution or the Evolution of Things. The systems we envision are embodied because evolutionary operators (reproduction, selection, fitness evaluation) are implemented in/by the physical objects that undergo evolution. Furthermore, they are artificial because (i) the evolvable objects and the population as a whole are being fabricated and/or programmed to fulfill a certain human purpose, to execute a certain task,6 and (ii) the evolutionary operators (reproduction and selection) and their particular combination into one working system are human engineered.

We believe that EAE offers a high potential research and application area with exciting scientific and technological challenges. This field is in an embryonic stage, where relevant developments take place within different scientific communities and technological areas that do not naturally interact with each other. At the moment we see three main streams of research towards building EAE systems: top-down, biology-based, bottom-up working from chemistry and ‘head-on’ engineering based on robotics and material science. Furthermore, Evolutionary Computing can play an important role as the field that collected a large body of knowledge about designing, implementing, and executing all components of an evolutionary process. We hope that by introducing a unifying vision we can bring all stakeholders together raising awareness of the shared research issues and possible solutions.

Last, but not least, let us mention a particular issue all approaches must address: the related ethical questions. In this respect, several problems have already been noticed in Life Sciences [16]. However, EAE systems based on non living mediums could lead to very similar challenges, be it in different forms. For instance, bio-hazard can turn into robo-hazard. The ethical questions therefore form a clearly horizontal issue, cross-cutting over different disciplines and technical approaches to EAE. One of the main goals of this paper is to create an overarching vision, which in turn could contribute to help research communities and institutions develop a solid system of checks and balances thus making such research a safe enterprise.

Acknowledgments We gratefully acknowledge the financial support of the European Commission funding the EvoBody project (grant number FP7-258334), as well as the contribution of the experts we have consulted during the project (cf. http://www.evobody.eu/). Special thanks are extended to Nivea Ferreira and Martijn Schut, our (former) colleagues and EvoBody partners who played an important role in shaping the thoughts summarised in this paper.

Open Access This article is distributed under the terms of the Creative Commons Attribution License which permits any use, distribution, and reproduction in any medium, provided the original author(s) and the source are credited.

References

1. Alper H, Stephanopoulos G (2009) Engineering for biofuels: exploiting innate microbial capacity or importing biosynthetic potential?. Nat Rev Microbiol 7(10):715–723

5 This dualist view is in fact an oversimplification that could be debated. Nevertheless, we find it a helpful distinction that reflects the current robotics and computer technology.

6 This does not exclude open-ended evolution to take place in parallel.
2. Alterovitz G, Muso T, Ramoni MF (2009) The challenges of informatics in synthetic biology: from biomolecular networks to artificial organisms. Brief Bioinform :bbp054+

3. Amos M (2009) Bacterial computing. In: Meyers RA (eds) Encyclopedia of complexity and systems science, Springer, New York, pp 417–426

4. Ashlock D (2006) Evolutionary computation for modeling and optimization. Springer, Berlin

5. Astor JC, Adami C (2000) A developmental model for the evolution of artificial neural networks. Artif Life 6(3):189–218

6. Basu S, Gerchman Y, Collins CH, Arnold FH, Weiss R (2005) A synthetic multicellular system for programmed pattern formation. Nature 434(7037):1130–1134

7. Bentley P, Corde D (2002) Creative evolutionary systems. Morgan Kaufmann, San Francisco

8. Bentley, PJ (eds) (1999) Evolutionary design by computers. Morgan Kaufmann, San Francisco

9. Berry G, Boudol G (1992) The chemical abstract machine. In: Selected papers of the second workshop on concurrency and compositionality. Elsevier Science Publishers Ltd, Essex, pp 217–248

10. Breyer J, Ackermann J, McCaskill J (1997) Evolving reaction-diffusion ecosystems with self-assembling structures in thin films. Artif Life 4(1):25–40

11. Callura JM, Dwyer DJ, Isaacs FJ, Cantor CR, Collins JJ (2010) Tracking, tuning, and terminating microbial physiology using synthetic riboregulators. PNAS 107(36):15988–15993

12. Caprari G, Colot A, Siegwart R, Halloy J, Deneubourg J-L (2005) Building mixed societies of animals and robots. IEEE Robot Autom Mag 12(2):58–65

13. Carmona-Gutierrez D, Eisenberg T, Bu¨ttner S, Meisinger C, DeMarse TB, Wagenaar DA, Blau AW, Potter SM (2001) The evolution of reaction-diffusion ecosystems with self-assembling structures in thin films. Artif Life 4(1):25–40

14. De Jong KA (2006) Evolutionary computation: a unified approach. The MIT Press, Cambridge

15. DeMarse TB, Wagenaar DA, Blau AW, Potter SM (2001) The neurally controlled animat: biological brains acting with simulated bodies. Auton Robots 11(3):305–310

21. Dale K, Husbands P (2010) The evolution of reaction-diffusion ecosystems with self-assembling structures in thin films. Artif Life 4(1):25–40

22. Davies RPW, Aggelis A, Boden N, McLeish TCB, Nykerk IA, Semenov AN (2009) Mechanisms and principles of 1D self-assembly of peptides into β-sheet tapes, volume 35 of Advances in Chemical Engineering. Elsevier, Amsterdam, pp 11–43

23. De Jong KA (2006) Evolutionary computation: a unified approach. The MIT Press, Cambridge

24. DeMarse TB, Wagenaar DA, Blau AW, Potter SM (2001) The neurally controlled animat: biological brains acting with simulated bodies. Auton Robots 11(3):305–310

25. Dittrich P, Ziegler J, Banzhaf W (2001) Artificial chemistries— a review. Artif Life 7(3):225–275

26. Djupdal A, Haddow PC (2007) Evolving redundant structures for reliable circuits—lessons learned. In: Adaptive hardware and systems (AHS). IEEE Computer Society, Washington, pp 455–462

27. e Flux (2011) Evolutionary microfluidix. European Commission, FP7, Future Emerging Technologies project

28. Eiben AE, Smit SK (2011) Parameter tuning for configuring and analyzing evolutionary algorithms. Swarm Evol Comput 1(1):19–31

29. Eiben AE, Smith JE (2003) Introduction to evolutionary computing. Springer, London

30. Eiben AE (2002) Multiregion recombination in evolutionary computing. In: Ghosh A, Tsutsui S (eds) Advances in evolutionary computing natural computing series, Springer, Berlin, pp 175–192

31. Eiben AE (2011) Tech kangaaroos: evolution at work. TEDx talk, Budapest

32. Eiben AE, Hinterding R, Michalewicz Z (1999) Parameter control in evolutionary algorithms. IEEE Trans Evol Comput 3(2):124–141

33. Engelberg-Kulka H, Amitai S, Kolodkin-Gal I, Hazan R (2006) Bacterial programmed cell death and multicellular behavior in bacteria. PLoS Genet 2(10):1518–1526

34. Engelbart D, Arvidson S, Estler D, Frank D, Frey Voltage (2011) Building mixed societies of animals and robots. IEEE Robot Autom Mag 12(2):58–65

35. Epstein JM, Axtell R (1996) Growing artificial societies: social sciences from bottom up. Brookings Institution Press and The MIT, Washington/Berlin

36. Epstein JM, Axtell R (1996) Growing artificial societies: social sciences from bottom up. Brookings Institution Press and The MIT, Washington/Berlin

37. Epstein JM, Axtell R (1996) Growing artificial societies: social sciences from bottom up. Brookings Institution Press and The MIT, Washington/Berlin

38. Fernando C, Kiedrowski GV, Szathmry E (2007) A stochastic model of nonenzymatic nucleic acid replication: elongators sequester replicators. J Mol Evol 64:572–585. doi:10.1007/s00239-006-0218-4

39. Ficici SG, Watson RA, Pollack JB (1999) Embodied evolution: a response to challenges in evolutionary robotics. In: Wyatt JL, Demiris J (eds) Proceedings of the eighth European workshop on learning robots, pp 14–22

40. Fisher RA (1930) The genetical theory of natural selection. Oxford University Press, Oxford

41. Fok et al. (2011) Evolutionary robotics. In: Handbook of robotics. Springer, Berlin

42. Freitas R, Gilbreath WP (eds) (1982) Advanced automation for space missions. NASA conference publication CP-2255 (N83-15348), Illinois

43. Fujita M, Yamaguchi Y (2009) Mesoscale modeling for self-organization of colloidal systems. Curr Opin Colloid Interface Sci

44. Gong J, Wan L, Yuan Q, Bai C, Jude H, Stang P (2005) Mesoscopic self-organization of a self-assembled supramolecular rectangle on highly oriented . . . Proc Natl Acad Sci USA

45. Gordon TGW, Bentley PJ (2002) On evolvable hardware. In: Ovaska S, Sytander L (eds) Soft computing in industrial electronics, Physica-Verlag, Heidelberg, pp 279–323

46. Gribovskiy A, Monda M (2009) Real-time audio-visual calls detection system for a chicken robot. In: Proceedings of the 4th international conference on advanced robotics

47. Haddow PC, Tyrrell AM (2011) Challenges of evolvable hardware: past, present and the path to a promising future. Genet Program Evolvable Mach 12(3):183–215
48. Hu T, Banzhaf W (2010) Evolvability and speed of evolutionary algorithms in light of recent developments in biology. J Artif Evol Appl
49. Hutton TJ (2009) The organic builder: a public experiment in artificial chemistries and self-replication. Artif Life 15(1):21–28
50. Jorgensen MW, Ostergaard EH, Lund HH (2004) Modular aeron: modules for a self-reconfigurable robot. In: Proceedings of 2004 IEEE/RSJ international conference on intelligent robots and systems, Sendai, Japan
51. Kamimura A, Kurokawa H, Yoshida E, Murata S, Tomita K, Kokaji S (2005) Automatic locomotion design and experiments for a modular robotic system. IEEE ASME Trans Mechatron 10(3):314–325
52. Keane AJ, Brown SM (1996) The design of a satellite boom with enhanced vibration performance using genetic algorithm techniques. In: Parmee IC (eds) Proceedings of the conference on adaptive computing in engineering design and control 96. Plymouth, pp 107–113, PEDC
53. Kernbach S, Thenuis R, Kernbach O, Schmickl T (2009) Re-embodiment of honeybee aggregation behavior in artificial micro-robotic system. Adapt Behav 17(3):237–259
54. Kernbach S, Thenius R, Kernbach O, Schmickl T, Kernbach S (eds) (2011) Handbook of collective robotics: fundamentals and challenges. Pan Stanford Publishing, Singapore
55. Kernbach S, Girault B, Kernbach O (2011) On self-optimized self-assembling of heterogeneous multi-robot organisms. In: Meng Y, Jin Y (eds) Bio-inspired self-organizing robotic systems, vol 355 of studies in computational intelligence, Springer, Berlin/Heidelberg, pp 123–141
56. Khalil AS, Collins JJ (2010) Synthetic biology: applications come of age. Nat Rev Genet 11:367–379
57. Kovac M, Fuchs M, Guignard A, Zufferey J-C, Floreano D (2010) A miniature 7g jumping robot. In: Hutchinson S (eds) Proceedings of the IEEE international conference on robotics and automation (ICRA'2010), pp 373–378
58. Koza JR, Keane MA, Yu J, Bennett FH, Mydlowec W (2000) Automatic creation of human-competitive programs and controllers by means of genetic programming. Genet Program Evolvable Mach 1:121–164. doi:10.1023/A:1010076532029
59. Kumar S (2006) Self-organization of disc-like molecules: chemical aspects. Chem Soc Rev 35(1):83–109
60. Langton, CG (eds) (1995) Artificial life: an overview. MIT Press, Cambridge, MA
61. Lee Kiju, Chirikjian GS (2007) Robotic self-replication. Robot Auton Mag, IEEE 14(4)
62. Levi, P, Kernbach, S (eds) (2010) Symbiotic multi-robot organisms: reliability, adaptability, evolution. Springer, Berlin
63. Lund K, Manzo AJ, Dabby N, Michelotti N, Johnson-Buck A, Nangreave J, Taylor S, Pei R, Stojanovic MN, Walter NG, Winfree E, Yan H (2010) Molecular robots guided by prescriptive landscapes. Nature 465(7295):206–210
64. Martel S, André W, Mohammadi M, Lu Z, Feltouli O (2009) Towards swarms of communication-enabled and intelligent sensors: bio-inspired bacterial microrobots capable of collective tasks in an aqueous medium. IEEE Int Conf Robot Autom :2617–2622
65. Martinho S, Sanguineti V, Cozzi L, Berdondini L, van Pelt J, Tomas J, Le Masson G, Davide F (2004) Towards an embodied in vitro electrophysiology: the NeuroBIT project. Neucomputing 58–60:1065–1072, 316
66. Maurer SE, DeClue MS, Albertsen AN, Drr M, Kuiper DS, Ziock H, Rasmussen S, Boncella JM, Monnard P-A (2011) Interactions between catalysts and amphiphilic structures and their implications for a protocell model. ChemPhysChem 12(4):828–835
67. Mazzolai B, Mattoli V, Laschi C, Salvini P, Ferri v, Ciaramella G, Dario P (2008) Networked and cooperating robots for urban hygiene: the eu funded dustbot project. In: The 5th international conference on ubiquitous robots and ambient intelligence (URAI 2008)
68. McCaskill JS, Packard N, Rasmussen S, Bedau MA (2007) Evolutionary self-organization in complex fluids. Philos Trans R Soc B Biol Sci 362(1486):1763–1779
69. Miranda ER, Bull L, Guegen F, Urowok JS (2009) Computer music meets unconventional computing: towards sound synthesis with in vitro neuronal networks. Comput Music J 33(1):9–18
70. Nakai J, Arita T (2010) A framework for embodied evolution with pre-evaluation applied to a biped robot. Artif Life Robot 15(2):156–160
71. Nelson BJ, Dong L, Arau F (2008) Micro/nanorobotic. In: Khait O, Siciliano B (eds) Springer handbook of robotics, Springer, Berlin, pp 411–450
72. Moreno AG, Amos M (2010) Engineered microbial communication for population-level behaviour. In: Felleman H, Dorr M, Hanczy MM, Laurzen LL, Maurer S, Merrle D, Monnard P-A, Stoy K, Rasmussen S (eds) Artificial life XII: proceedings of the twelfth international conference on the synthesis and simulation of living systems, MIT Press, Cambridge, pp 184–185
73. Nitschke JR (2009) Systems chemistry: molecular networks come of age. Nature 462(7274):736–738
74. Novellino A, D’Angelo P, Cozzi L, Chiappalone M, Sanguineti V, Martinho S (2007) Connecting neurons to a mobile robot: an in vitro bidirectional neural interface. Intell Neurosci 2007:2–2
75. PACE (2004–2008) PACE: Programmable Artificial Cell Evolution, FP6. European Communities, Project reference: 002035
76. Pasparakis G, Krasnogor N, Cronin L, Davis BG, Alexander C (2010) Controlled polymer synthesis-from biomimicry towards synthetic biology. Chem Soc Rev 39(1):286–300
77. Pfeifer R, Bongard JC (2006) How the body shapes the way we think: a new view of intelligence (Bradford Books). The MIT Press, Cambridge
78. Pollack JB, Lipson H, Hornby G, Funes P (2001) Three generations of automatically designed robots. Artif Life 7(3):215–223
79. Reger BD, Fleming KM, Sanguineti V, Alford S, Mussa-Ivaldi FA (2000) Connecting brains to robots: an artificial body for studying the computational properties of neural tissues. Artif Life 6(4):307–324
80. Regot S, Macia J, Conde N, Furukawa K, Kjelle ´n J, Peeters T, Gea M, Algaba J, Macia J, Fuentes P, Badía A, Bouvier E, de P, Dumont P, Hohmann S, de Nadal E, Posas F, Solé R (2010) Distributed biological computing with multicellular engineered networks. Nature. doi:10.1038/nature09679
81. Rieffel J (2006) Evolutionary fabrication: the co-evolution of form and formation. PhD thesis, Brandeis University
82. Rieffel J, Sayles D (2010) Evofab: a fully embodied evolutionary fabricator. In: Proceedings of the ninth international conference on evolvable systems, LNCS 6274, pp 372–380
83. Rothlauf F (2006) Representations for genetic and evolutionary algorithms, 2nd edn. Springer. First published 2002, 2nd edition available electronically
84. Ruiz-Hitzky E, Darder M, Aranda P, Ariga K (2010) Advances in biomimetic and nanostructured biohybrid materials. Adv Mater 22(3):36–323
85. Sayama H (2009) Swarm chemistry. Artif Life 15(1):105–114
86. Schmid G (2004) Nanoparticles. Wiley-VCH Verlag, Weinheim
87. Scholz O, Dieguez A, Corradi P (2011) Minimalistic large-scale micro-robotic systems. In: Kernbach S (eds) Handbook of collective robotics: fundamentals and challenges, Pan Stanford Publishing, Singapore, pp 517–541
88. Schut MC, Haasdijk E, Eiben AE (2009) What is situated evolution? In: Proceedings of the IEEE conference on evolutionary computation (CEC). IEEE Press, New York, pp 3277–3284
89. Schwager M, Detweiler C, Vasilescu I, Anderson DM, Rus D (2008) Data-driven identification of group dynamics for motion prediction and control. J Field Robot 25(6-7):305–324
90. Sells E, Smith Z, Bailard S, Bowyer A, Olliver V (2009) RepRap: the replicating rapid prototyper-maximizing customizability by breeding the means of production. Handb Res Mass Cust Personal 1:568–580
91. Shen W-M, Krivokon M, Chiu H, Everist J, Rubenstein J, Venkatesh J (2006) Multimode locomotion for reconfigurable robots. Auton Robots 20(2):165–177
92. Siciliano, B, Khatib, O (eds) (2008) Springer handbook of robotics. Springer, Berlin
93. Stradner J, Hamann H, Schmickl T, Thenius R, Crailsheim K (2009) Evolving a novel bio-inspired controller in reconfigurable robots. In: ECAL (1), pp 132–139
94. Tamsir A, Tabor JJ, Voigt CA (2010) Robust multicellular computing using genetically encoded nor gates and chemical wires. Nature. doi:10.1038/nature09565
95. Usui Y, Arita T (2003) Situated and embodied evolution in collective evolutionary robotics. In: Proceedings of the 8th international symposium on artificial life and robotics, pp 212–215
96. Vilbrandt T, Malone E, Lipson H, Pasko A (2008) Universal desktop fabrication. In: Pasko A, Adzhiev V, Comninou P (eds). Heterogeneous objects modelling and applications, vol 4889 of LNCS, pp 259–284
97. von Neumann J (1966) Theory of self-reproducing automata. University of Illinois Press, Illinois. Edited and completed by A. W. Burks, Illinois
98. Watson RA, Ficici SG, Pollack JB (2002) Embodied evolution: distributing an evolutionary algorithm in a population of robots. Robot Auton Syst 39:1–18
99. Wickramasinghe W, van Steen M, Eiben AE (2007) Peer-to-peer evolutionary algorithms with adaptive autonomous selection. In: Thierens D et al. (eds). GECCO ’07: Proceedings of the 9th annual conference on genetic and evolutionary computation, ACM Press, New York, pp 1460–1467
100. Wilks Y (2010) Close engagements with artificial companions: key social, psychological, ethical and design issues. John Benjamins Pub. Company, Amsterdam
101. Wood JM (1999) Osmosensing by bacteria: signals and membrane-based sensors. Microbiol Mol Biol Rev 63(1):230–262
102. Yin Mark, Zhang Ying, Roufas Kimon, Duff David, Eldershaw Craig (2003) Connecting and disconnecting for chain self-reconfiguration with polybot. IEEE/ASME transactions on mechatronics, special issue on information technology in mechatronics
103. Yin P, Choi HMT, Calvert CR, Pierce NA (2008) Programming biomolecular self-assembly pathways. Nature 451(7176): 318–322
104. Zykov V, Mytilinaios E, Desnoyer M, Lipson H (2007) Evolved and designed self-reproducing modular robotics. IEEE Trans Robot 23(2):308–319