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ABSTRACT Analysis of non-stationary signals in a noisy environment is a challenging research topic in many fields often requiring simultaneous signal decomposition in the time and frequency domain. This paper proposes a method for the classification of noisy non-stationary time-series signals based on Cohen’s class of their time-frequency representations (TFRs) and deep learning algorithms. We demonstrated the proposed approach on the example of detecting gravitational-wave (GW) signals in intensive real-life, non-stationary, non-white, and non-Gaussian noise. For this purpose, we prepared a dataset based on the actual data from the Laser Interferometer Gravitational-Wave Observatory (LIGO) detector and the synthetic GW signals obtained by realistic simulations. Next, 12 different TFRs from Cohen’s class were calculated from the original noisy time-series data and used to train three state-of-the-art convolutional neural network (CNN) architectures: ResNet-101, Xception, and EfficientNet. The obtained classification results are compared to those achieved by the base model trained on the original time series. Analysis of the results suggests that the proposed approach combining deep CNN architectures with Cohen’s class TFRs yields high values of performance metrics and significantly improves the classification performance compared to the base model. The TFR-CNN models achieve the values of the classification accuracy of up to 97.10%, the area under the receiver operating characteristic curve (ROC AUC) of up to 0.9885, the recall of up to 95.87%, the precision of up to 99.51%, the F1 score of up to 97.03%, and the area under the precision-recall curve (PR AUC) of up to 0.9920. This classification performance is obtained on the dataset in which the signal-to-noise ratio (SNR) values of the raw, noisy time-series signals range from $-123.46$ to $-2.27$ dB. Therefore, this study suggests that using alternative TFRs of Cohen’s class can improve the deep learning-based detection of non-stationary GW signals in an intensive noise environment. Moreover, the proposed approach can also be a viable solution for deep learning-based analysis of numerous other noisy non-stationary signals in different practical applications.

INDEX TERMS Non-stationary signals, noisy signals, time–frequency signal analysis, convolutional neural networks, deep learning, gravitational waves.

I. INTRODUCTION

Non-stationary signals are characterized by a time-varying frequency spectrum. In addition to raw time-series data, analysis of such signals is often performed on their Fourier transform spectrograms. Gravitational waves (GWs) are an example of non-stationary signals. Their discovery in 2015 [1] by the Advanced Laser Interferometer Gravitational-Wave Observatory (LIGO) detectors [2], followed by Nobel Prize in 2017, initiated intensive research in GW data
analysis. The low strain amplitudes of these astrophysical phenomena require high sensitivity measurements, which makes GW observations susceptible to the influence of various instrumental and environmental noise sources [3], [4], despite state-of-the-art measuring and noise reduction equipment. Thus, GW measurements are non-stationary and contain non-white, non-Gaussian, and non-stationary noise. Therefore, detecting such non-stationary signals in an intensive noisy environment is one of the most important research tasks in analyzing the ever-increasing amounts of GW data.

There are several approaches to GW detection, with specific algorithms being developed for different signal types. Compact binary coalescence (CBC) signals, including those from the binary black hole (BBH) and binary neutron star (BNS) mergers, are primarily detected by matched filtering [5], [6]. This technique consists of correlating the noisy strain data to a bank of waveform templates. However, this technique is impractical for detecting continuous and burst GWs, as their simulation models are very computationally demanding. Moreover, matched filtering can be considered as an optimal technique only for signals corrupted by Gaussian noise. Another approach involves denoising techniques that do not require information about the astrophysical properties of the underlying signals. These techniques, including the total-variation-based technique [7] and the technique based on the combination of the local polynomial approximation (LPA) and the relative intersection of confidence intervals (RICI) [8], have recently attracted increasing interest, with applications to denoising of BBH and core-collapse supernova (CCSN) signals. Although these techniques are efficient in noise reduction, they have to be coupled with other algorithm pipelines to enable GW events detection.

In parallel with emerging applications in other fields [9]–[13], machine learning (ML) has recently received increased attention in GW astronomy [14]. ML-based techniques have been used for GW data denoising [15]–[17], parameters estimation [18]–[20], and detector’s glitches classification [21]–[23], as well as for GW detection. Although there have been some studies on the detection of other types of GW signals, including classifications based on the time-series strain data [24]–[27] and classifications based on the spectrograms [28]–[30], the research has primarily focused on the BBH signals due to the fact that these signals, in addition to BNS signals, are the only GW signals that the LIGO detectors have successfully observed up to date.

The studies on ML-based BBH signal detection have mainly focused on time-series data classification [31]–[33]. A deep learning-based approach was introduced to the GW data analysis research in [34] by using a one-dimensional (1D) deep convolutional neural network (CNN) for the detection of BBH signals embedded in simulated Gaussian noise. The approach was focused on distinguishing between time-series data containing noisy BBH signals and those containing only noise. The method was further extended in [35] and applied to the time-series data with real-life noise from the LIGO detectors. The authors in [36] report an upgrade of the method proposed in [34] for use with a GW detector network. Another study on the application of the CNN for the detection of BBH signals in synthetic Gaussian noise using time-series data as input is presented in [37]. The authors in [38] provide an in-depth analysis of the CNN-based binary classification approach in the BBH time-series signal detection and extend its application to trigger generation in the real-life LIGO data.

However, the application of deep learning to two-dimensional (2D) transformations of BBH signals has not been adequately addressed in the literature to the best of our knowledge. Namely, we found only one recent paper reporting a preliminary study on the use of CNN-based classification of Q-transforms for the CBC [39]. More than that, after an extensive literature review, we have not found any approach on GW detection using deep learning and Cohen’s class of time-frequency signal representations (TFRs).

Moreover, time series classification represents an important research topic in many other fields and practical applications. Various algorithms for time series classification using different approaches have been developed recently, including those based on shapelets. In [40], a Pruning Shapelets with Key Points (PSKP) method for shapelet discovery was proposed by extracting the shapelet candidates with the key points found based on the calculation of the standard deviation of the time series and then classifying the time series by a decision tree constructed based on the optimal shapelet. Furthermore, an Improved Early Distinctive Shapelet Classification (IEDSC) approach was presented in [41]. This approach included a method for measuring the similarity between time series using relative trend information, a pruning method for reducing the number of shapelets based on the starting positions of the shapelets with good quality, and a method for shapelet selection. In addition, a technique for time series classification based on multi-feature dictionary representation and ensemble learning was proposed in [42].

The conventional pattern recognition algorithms for time series classification are capable of achieving high accuracy. Nevertheless, the application of these algorithms is often time-consuming and requires hand-crafted heuristic features based on domain-specific knowledge. In contrast, deep learning algorithms enable automatic feature extraction while providing high accuracy and scalability. Several studies have recently considered the application of deep learning algorithms for time series classification [43], [44]. The applications include multi-layer perceptrons (MLPs) [45], deep CNNs [45], [46], graph-based extreme learning machine (G-ELM) [47], and long short-term memory fully convolutional networks (LSTM-FCNs) [48], [49].

On the other hand, the utilization of 2D signal transformations for deep learning-based classification of time-series signals is mainly limited to spectrogram representations [50]–[53]. However, the utilization of alternative TFRs from Cohen’s class has not been adequately addressed in the literature.
Hence, in this paper, we investigate the potentials of the TFRs from Cohen’s class to provide more information content than the original time series when they are used for the deep learning-based classification of noisy, non-stationary signals. To assess the impact of different TFRs on deep learning-based classification algorithms, we apply this approach to the problem of GW detection in intensive noise. First, we have prepared a dataset based on the real-life noise data from the LIGO detectors and physical simulations of GW signals from the BBH mergers, obtaining the signal-to-noise ratio (SNR) values of the raw time-series data in the range between $-123.46$ and $-2.27$ dB. Next, 12 different TFRs from Cohen’s class were calculated for each time series and used as an input for training three state-of-the-art deep CNNs (ResNet-101, Xception, and EfficientNet). The obtained classification results are compared to those achieved by the base model using deep learning applied to the original time series, where the base model represents the state-of-the-art method for the deep learning-based GW detection proposed in [35]. The analysis of the results indicates that using Cohen’s class TFRs provides high classification accuracy and significantly improves the GW detection performance compared to the base model.

The main contributions of this paper can be summarized as follows:

- We propose a method for the classification of noisy non-stationary signals based on their Cohen’s class TFRs and state-of-the-art deep learning algorithms.

- We show that alternative TFRs from Cohen’s class can be efficiently utilized for deep learning-based classification of noisy non-stationary signals, achieving improved classification performances.

- The proposed method is successfully applied to the challenging problem of detecting GW signals in intensive real-life, non-stationary, non-white, and non-Gaussian noise, using the dataset whose SNR values range from $-123.46$ to $-2.27$ dB. Moreover, the proposed method significantly outperforms the base model representing the state-of-the-art method for deep learning-based detection of GW signals using their original time-series form.

- In addition to the application in GW detection, the proposed method has great potentials to be implemented in practical applications in other fields dealing with the classification of noisy non-stationary signals, such as seismic, speech, EEG, and ECG signals, to name a few.

The rest of this paper is structured as follows. Section II describes the experimental setup used in this study, including data preparation, TFRs, and implementation of the deep learning classification algorithms. The obtained results are presented and elaborated on in Section III. Finally, the concluding remarks are summarized in Section IV.

II. MATERIALS AND METHODS

A. EXPERIMENTAL SETUP

The experiment involves three main phases shown in Fig. 1: (1) data preparation, (2) training of deep learning models, and (3) model performance evaluation. The data preparation consists of retrieving the real-life noise data from the LIGO detectors and generating synthetic GW signals by performing extensive simulations that realistically model the BBH merger waveforms. Namely, the analyzed dataset consists of 100 000 time series (half containing GWs in intensive noise, and the other half just real-life LIGO noise). After preprocessing, we obtain the time-series input data and apply 12 different Cohen’s class TFRs (resulting in 1.2 million time-frequency distributions). Next, we apply the deep learning techniques on TFRs to perform the classification, distinguishing the GW signals embedded in the background noise and those containing only the noise. Namely, we trained three distinct state-of-the-art deep CNN architectures (ResNet-101, Xception, and EfficientNet) on 1.2 million TFRs (12 different types of TFRs, thus obtaining a total of 36 different TFR-CNN combinations). We evaluate the performance of every TFR-CNN combination and compare it to that of the base model [35] trained on the original time-series data. Finally, we perform a series of statistical tests to verify the statistical significance of the obtained results.

B. DATA PREPARATION

Training and evaluation of deep learning models require extensive datasets representative of the underlying phenomena. To this end, we have collected GW data that realistically model the physics of these events. The data collection process involves two main steps: retrieving the actual LIGO recordings and generating the synthetic GW signals by simulations of the BBH merger waveforms. We have followed a similar approach to data generation as in [38], [54].

As background noise, we have employed the real-life data from the LIGO detectors. Using the actual LIGO recordings is a more realistic approach to modeling GW background data than the approach found in many studies on this topic using simulated Gaussian noise since background data, in that case, would not contain characteristic detector glitches. We have acquired the LIGO recordings from the second observing run (O2). The O2 ran from 30th of November 2016 to 25th of August 2017, and included the detection of GWs from seven BBH mergers and one BNS merger [55]. The O2 data [56] are publicly available from the Gravitational Wave Open Science Center (GWOSC) [57].

In this work, we constrained selected O2 data by several criteria imposed on the retrieved data segments. First, both the Hanford (H1) and Livingston (L1) LIGO detectors had to be operating and have data available during the considered time interval. In addition, the data must meet all specified
BBH waveforms are performed using the LIGO Algorithm to reduce the execution time. Thus, in parallel with the hundred Hertz, the chosen Nyquist frequency of 1024 Hz is defined by the Nyquist-Shannon sampling theorem. Since signals from BBH mergers are generally expected in the range of up to a few hundred Hertz, the chosen Nyquist frequency of 1024 Hz is performed to reduce the computational cost. The resulting criteria, it is extracted and downsampled from the original sampling frequency of 2048 Hz to 1024 Hz. Downsampling is performed to reduce the computational cost. The resulting sampling frequency of 2048 Hz allows the reconstruction of signals with frequencies up to 1024 Hz, as defined by the Nyquist-Shannon sampling theorem. Since signals from BBH mergers are generally expected in the range of up to a few hundred Hertz, the chosen Nyquist frequency of 1024 Hz is sufficient to detect them.

The whole process of data preparation is parallelized to reduce the execution time. Thus, in parallel with the extraction of the LIGO data, the simulations of the BBH waveforms are performed using the LIGO Algorithm Library (LALSuite) [58], and PyCBC software package [59].

The waveform simulations are based on a state-of-the-art effective-one-body (EOB) model SEOBNRv4 in the time domain [60], suitable for simulating spinning non-precessing BBHs. The parameter values for the waveform simulations are independently and uniformly sampled at random from the defined parameter space. The parameters describe the waveform source (the masses and the z-components of the spins of the merging black holes), its position and orientation in the sky (polarization, right ascension, declination, coalescence phase angle, and inclination), and its distance, which is modeled by the injection SNR representing the desired network optimal matched-filter SNR (NOMF-SNR).

The masses of the two black holes are sampled from the range of $10 - 80$ solar masses, while the $z$-components of their spins are chosen between 0 and 0.998. The polarization angle is taken from the range $0 - 2\pi$. The right ascension and declination are sampled jointly from a uniform distribution over the sky. The coalescence phase and inclination are sampled together from a uniform distribution over a sphere. These angles define the location in the sky of the detector, as seen from the source reference frame. The desired injection SNR is randomly chosen between 8 and 30 dB since this range corresponds to the network matched-filter SNR (NMF-SNR) values of the real-life GW events observed so far in the GW detectors.

A one-sided Tukey window is applied to the simulated waveforms to suppress potential amplitude discontinuities. The simulated waveforms consist of two time-series signals $h_+$ and $h_\times$, representing the + (plus) and the $\times$ (cross) tensor polarization mode of the GW, respectively. The $h_+$ and $h_\times$ signals are then projected onto the antenna patterns of the LIGO detectors using the PyCBC functions. The obtained waveforms represent the noise-free detector signals, which are then injected into the selected background noise. The data examples containing only noise are obtained using only the background data, without the signal injections.

Prior to the injection, the simulated GW signals are scaled to get the desired injection SNR. The injection SNR is adjusted by calculating the matched-filter SNR (MF-SNR), used as a metric in all GW data analyses. The measured GW strain $s(t)$ is defined as:

$$s(t) = h_{GW}(t) + n(t),$$

where $h_{GW}(t)$ represents the GW signal and $n(t)$ the GW detector noise.

Thus, the matched-filter output $z(t)$ for the measured GW strain $s(t)$ and the matched-filter template $h_i(t)$ is calculated as [61]:

$$z(t) = 4 \int_0^\infty \frac{S(f)H_i^*(f)}{S_n(f)} e^{2\pi f\Delta f} df,$$

where $S(f)$ represents the Fourier transform of $s(t)$, $H_i(f)$ the Fourier transform of $h_i(t)$, and $S_n(f)$ the estimated power spectral density (PSD) of the detector noise.
The MF-SNR $\rho_t$ is defined as [61]:

$$\rho_t = \frac{|z(t)|}{\sigma_{mf}}. \quad (3)$$

where $\sigma_{mf}$ is the normalization constant defined for each template as [61]:

$$\sigma_{mf}^2 = 4 \int_0^\infty \frac{|H_i(f)|^2}{S_n(f)} \, df. \quad (4)$$

The NMF-SNR $\rho_n$ is then calculated based on the MF-SNR values of each GW detector in the network [62]:

$$\rho_n = \sqrt{\sum_i \rho_i^2}. \quad (5)$$

When the time-inverted GW signal and the filter template are identical, the maximal MF-SNR, called the optimal matched-filter SNR (OMF-SNR), is obtained [62], [63]. The OMF-SNR is then computed according to (5), based on the detectors’ OMF-SNR values.

The injection SNR is adjusted in the data generation procedure by first adding together the simulated GW signal and the selected noise segment and then calculating the NOMF-SNR based on the OMF-SNR values obtained for both LIGO detectors. The ratio of the desired injection SNR and the calculated NOMF-SNR is then used to scale the GW signal. Thus scaled GW signal is injected into the noise, obtaining the data examples with the desired NOMF-SNR. The $8 – 30$ dB range of the desired NOMF-SNR resulted in the $0.10 – 30.46$ dB range of the OMF-SNR for the data examples of the LIGO Livingston detector, which were used to generate the dataset further utilized in this study.

The generated data examples are then whitened by dividing their Fourier transforms by the local estimate of the detector noise amplitude spectral density (ASD), calculated as the square root of the PSD [64]. The PSD estimate is obtained by the Welch method [65] applied to the 16 s long data examples, with the Fourier transforms computed on the 4 s long overlapping windowed segments.

Next, the data examples are transformed back to the time domain and high-pass filtered at 20 Hz with the finite impulse response (FIR) filter. The high-pass filter is applied after whitening to remove the low-frequency artifacts possibly generated by simulations. In addition, LIGO data with frequencies below 20 Hz are not used in most studies because of the high noise level.

The whitening procedure involves the computation of the Fourier transform, which distorts the edges of the data examples at both ends. These edges are truncated to obtain data examples of 0.5 s length. This particular data example length was chosen to reduce the computational load of training the CNN models. Since BBH signals are usually of short duration, the most prominent part of the signal, i.e., the one representing coalescence, is expected to be contained within the chosen example length. The maximum of each BBH signal is also randomly positioned within the $0.1 – 0.4$ s interval of the data example to avoid possible overfitting of the deep learning models based on the positions of the signals.

The data generation procedure finally yielded 100 000 examples of length 0.5 s. Half of the examples contain GW signals embedded in the noise, while the other half contains only the noise. According to the standard SNR definition (the ratio of the signal power to the noise power), the 0.5 s long raw time-series data examples with injected GW signals, i.e., the time-series data examples before whitening and filtering, have the SNR values in the range from $-123.46$ to $-2.27$ dB.

We use the time-series data obtained by the above-described procedure directly for training and evaluating the base model and calculation of Cohen’s class TFRs, which are then used as input to the deep CNN models.

### C. Cohen’s Class Time-Frequency Representations (TFRs)

#### 1) Time-Frequency Distributions

Real-life non-stationary signals, such as GWs, are often multi-component and corrupted by noise, which calls for advanced tools for their analysis beyond time-domain or Fourier frequency-domain analysis. Fourier transform-based spectral analysis provides information on the frequency components contained in the signal. However, the Fourier transform does not preserve their time-localization. In order to provide information on both frequency content and its time support, tools for simultaneous signal analysis in both time and frequency domain are designed, leading to the 2D TFRs [66], [67].

The first step towards the joint distribution in the time and frequency domains is the short-time Fourier transform (STFT), where the Fourier transform is performed on a signal $x(\tau)$ localized by a sliding window $h(\tau)$. Thus, the STFT provides an insight in a signal spectrum as a function of time [68], [69]:

$$STFT_x(t,f) = \int_{-\infty}^{\infty} x(\tau) h(\tau-t) e^{-j2\pi ft} \, d\tau. \quad (6)$$

The STFT is a linear TFR with elementary components that are well localized in time and frequency. An alternative approach to time-frequency signal analysis involves quadratic signal transforms representing energy time-frequency distributions. The spectrogram (SP) is a transitional form between these two groups of TFRs, obtained as the squared modulus of the STFT [70], [71]:

$$SP_x(t,f) = \left| \int_{-\infty}^{\infty} x(\tau) h(\tau-t) e^{-j2\pi ft} \, d\tau \right|^2. \quad (7)$$

Although the SP provides a signal representation with low interference terms, it has a poor resolution property that does not allow simultaneously good resolution in time and frequency. This trade-off between time and frequency resolution is due to using the fixed-size window – shorter windows provide better time resolution but lower frequency resolution. In contrast, longer windows increase frequency resolution.
and decrease time resolution. In this study, we have used Hamming windows for all considered TFRs.

Given the limitations of the SP, alternative TFRs are investigated. The quadratic TFRs considered in this paper belong to Cohen’s class characterized by time and frequency covariance. These TFRs use the concept of the analytic signal. This signal is obtained from the real-valued signal by removing the spectral content for the negative frequencies in order to reduce the number of cross-terms of quadratic distributions. The complex-valued analytic associate \( y(t) \) of the real-valued signal \( x(t) \) is defined using the Hilbert transform \( \mathcal{H} \) as [67]:

\[
y(t) = x(t) + j\mathcal{H}\{x(t)\}.
\]

The Wigner-Ville distribution (WV) [72] is an important time-frequency energy distribution defined as a Fourier transform of the instantaneous autocorrelation function of the signal \( y(t) \) [73], [74]:

\[
WV_y(t, f) = \int_{-\infty}^{+\infty} y\left(t + \frac{\tau}{2}\right)y^*\left(t - \frac{\tau}{2}\right)e^{-j2\pi f\tau} d\tau,
\]  \hspace{1cm} (9)

where \( ^* \) denotes the complex conjugate.

The WV is a fundamental TFR of Cohen’s class satisfying many desirable mathematical properties. The WV provides high time-frequency resolution of the true signal components (auto-terms), but its inherent quadratic nature introduces interference terms (cross-terms) between those components. The interference terms can make a visual interpretation of the TFR difficult. Therefore, to suppress the unwanted interference terms, it is necessary to smooth the WV appropriately with the proper kernel. The kernels are often conventionally designed in the 2D Doppler-lag \((v, \tau)\) domain [67]. The Doppler \( (v) \) variable is obtained by the Fourier transform of the time \( (t) \) variable. It represents a frequency shift, similarly as \( \tau \) represents a time shift. The Doppler-lag domain allows the application of kernels to the WV to be perceived as the filtering operation by defining the ambiguity function in the ambiguity \((v, \tau)\) domain [67].

The TFRs obtained by kernel smoothing of the WV are often referred to as reduced-interference distributions (RIDs).

The pseudo Wigner-Ville distribution (PWV) is obtained similarly to (9) but using the instantaneous autocorrelation function windowed by \( h(t) \) [75]. Time windowing is equivalent to frequency smoothing of the WV and leads to attenuation of the spurious terms oscillating in the frequency direction. Unfortunately, it also causes a decrease in the frequency resolution of the signal auto-terms. The PWV is defined as [76]:

\[
PWV_y(t, f) = \int_{-\infty}^{+\infty} h(\tau) y\left(t + \frac{\tau}{2}\right)y^*\left(t - \frac{\tau}{2}\right)e^{-j2\pi f\tau} d\tau.
\]  \hspace{1cm} (10)

The cross-terms oscillating in the time direction are not attenuated in the PWV. This limitation is overcome by the smoothed pseudo Wigner-Ville distribution (SPWV), which additionally smooths the PWV in the time direction by a time-smoothing window \( g(t) \) [77]. The SPWV allows the smoothing of the WV to be controlled independently in both the time and frequency domain by selecting the lengths of the windows \( h(t) \) and \( g(t) \). However, there is a trade-off between the level of the interference terms and the time-frequency resolution. The SPWV is obtained as [78]:

\[
SPWV_y(t, f) = \int_{-\infty}^{+\infty} h(\tau) \int_{-\infty}^{+\infty} g(u - t) y\left(u + \frac{\tau}{2}\right) \cdot y^*\left(u - \frac{\tau}{2}\right) du e^{-j2\pi f\tau} d\tau.
\]  \hspace{1cm} (11)

The RIDs are a group of TFRs designed with specific kernel functions designed to reduce the interference terms. The Choi-Williams distribution (CW) [79] uses an exponential kernel of width \( \sigma \). The choice of \( \sigma \) allows control of the trade-off between resolution and suppression of interference terms. Namely, larger values of \( \sigma \) lead to an increase in auto-term resolution, while smaller values help reduce cross-terms. However, the CW does not provide independent control of time and frequency smoothings. This TFR shows higher interference levels when used for signals with components whose time or frequency supports overlap [80].

The Butterworth distribution (BUD) is an extension of the CW that simultaneously provides better suppression of low-frequency interference terms and better preservation of auto-terms resolution. This is achieved by a kernel acting as a 2D low-pass filter in the ambiguity domain with adjustable passband and transition region parameters [82], [83]:

\[
BUD_y(t, f) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \sqrt{\sigma} \sqrt{2\pi |\tau|} e^{-\frac{\pi^2}{4\sigma}} \cdot y\left(t + u + \frac{\tau}{2}\right)y^*\left(t + u - \frac{\tau}{2}\right) du e^{-j2\pi f\tau} d\tau.
\]  \hspace{1cm} (12)

The Born-Jordan distribution (BJ) is another RID that preserves time and frequency supports [84]. The use of a narrowband \( sinc \) kernel in the ambiguity domain provides good suppression of cross-terms at the cost of reduced auto-term resolution [85], [86]:

\[
BJ_y(t, f) = \int_{-\infty}^{+\infty} \frac{1}{|\tau|} \int_{t-\frac{|\tau|}{2}}^{t+\frac{|\tau|}{2}} y\left(u + \frac{\tau}{2}\right) \cdot y^*\left(u - \frac{\tau}{2}\right) du e^{-j2\pi f\tau} d\tau.
\]  \hspace{1cm} (13)

The Zhao-Atlas-Marks distribution uses a cone-shaped kernel that simultaneously provides good resolution in time and frequency while reducing interference terms. The ZAM can be obtained by smoothing the BJ along the frequency direction using a Gaussian kernel designed to reduce the interference terms. The HAM distribution uses a cone-shaped kernel that simultaneously provides good resolution in time and frequency while reducing interference terms. The HAM can be obtained by smoothing the BJ along the frequency direction using a Gaussian kernel designed to reduce the interference terms.
The window-based kernel (RIDT), defined as [85], [89]:

\[
ZAM_y(t, f) = \int_{-\infty}^{+\infty} h(\tau) \int_{t-\frac{\tau}{2}}^{t+\frac{\tau}{2}} \frac{y(u + \frac{\tau}{2})}{\pi |\tau|} \cdot y^*(u - \frac{\tau}{2}) \, du \, e^{-j2\pi f \tau} \, d\tau.
\] (15)

The RID with a kernel based on the first-kind Bessel function of order one (RIDB) efficiently suppresses the interference terms while maintaining a high time-frequency resolution. The RIDB is defined as [83], [89]:

\[
RIDB_y(t, f) = \int_{-\infty}^{+\infty} h(\tau) \int_{t-\frac{\tau}{2}}^{t+\frac{\tau}{2}} \frac{2g(u)}{\pi |\tau|} \cdot \sqrt{1 - \left(\frac{u-t}{\tau}\right)^2} \frac{y(u + \frac{\tau}{2})}{\pi |\tau|} \cdot y^*(u - \frac{\tau}{2}) \, du \, e^{-j2\pi f \tau} \, d\tau.
\] (16)

On the other hand, the RID with a kernel based on binomial coefficients (RIDBN) is calculated as [67], [90]:

\[
RIDBN_y(t, f) = \sum_{t=\infty}^{-\infty} \sum_{u=-\infty}^{+\infty} \frac{1}{2^{\frac{2|\tau|+1}{|\tau|+u+1}}} \cdot y[t + u + \tau] \cdot y^*[t + u - \tau] \cdot e^{-j4\pi f \tau}.\] (17)

Another RID, designed with a kernel based on the Hanning window (RIDIH), is [85]:

\[
RIDIH_y(t, f) = \int_{-\infty}^{+\infty} h(\tau) \int_{t-\frac{\tau}{2}}^{t+\frac{\tau}{2}} g(u) \cdot \left(1 + \cos \left(\frac{2\pi u}{\tau}\right)\right) \cdot y(t + u + \frac{\tau}{2}) \cdot y^*(t + u - \frac{\tau}{2}) \, du \cdot e^{-j2\pi f \tau} \, d\tau.
\] (18)

Next, we have also used the RID that uses a triangular window-based kernel (RIDT), defined as [85], [91]:

\[
RIDT_y(t, f) = \int_{-\infty}^{+\infty} h(\tau) \int_{t-\frac{\tau}{2}}^{t+\frac{\tau}{2}} \frac{2g(u)}{|\tau|} \cdot \left(1 - 2|\tau| \right) \cdot y(t + u + \frac{\tau}{2}) \cdot y^*(t + u - \frac{\tau}{2}) \, du \, e^{-j2\pi f \tau} \, d\tau.
\] (19)

Above defined TFRs are next used to train three CNN architectures for classification of GWs.

2) NON-STATIONARY SIGNAL TFR EXAMPLES

Previously defined 12 TFRs (SP, WV, PWV, SPWV, CW, BUD, BJ, ZAM, RIDB, RIDBN, RIDH, and RIDT) are next applied to 100 000 time series — resulting in 12 datasets (each containing 100 000 TFR images with a total of 1.2 million TFR images). Each TFR image shows the time-frequency distribution of a noisy signal 0.5 s long, with frequencies in the range of $0 \rightarrow 1024$ Hz. The image resolution is $256 \times 256$. This image resolution was chosen to reduce the computational memory demands and to adjust the images to the size of the input layers of the CNN models.

There are 30 000 TFR images for training, 10 000 TFR images for validation, and 10 000 TFR images for testing for each TFR. The noise is modeled as white Gaussian noise with a variance of $\sigma^2$. A total of 100 000 TFR images are created for each TFR.

The following subsections illustrate the application of TFRs to the original time-series GW strain data. Fig. 2 shows the example of the time-series data representing the GW signal embedded in the noise, including the raw detector noise, the simulated noise-free GW signal, the noisy GW signal, and the whitened and high-pass filtered noisy GW signal. The peak of this signal is centered within the time interval shown. The desired SNR value of $19 \, \text{dB}$ is chosen for this illustrative example as the average of the $8 \rightarrow 30 \, \text{dB}$ range used for the simulations. This data example’s raw, noisy time series corresponds to the OMF-SNR value of 17.31 dB and the SNR value of $-82.38 \, \text{dB}$. On the other hand, Fig. 3 shows the randomly chosen time-series data example containing only the real-life noise without GW events. Fig. 3 shows both the raw and the whitened and high-pass filtered noise time series. Finally, Figs. 4 and 5 show the respective TFRs of the two time-series data examples considered here.

D. DEEP LEARNING CLASSIFICATION ALGORITHMS

1) INPUT DATA

We used a dataset with 100 000 time-series data examples of 1024 samples length for training and evaluation of the base model. The data generation procedure is described in subsection II-B. Half of the examples contain only noise, while the other half consists of the GW signals embedded in noise. Each data example represents a unique realization of both the GW signal waveform and the noise.

We applied 12 TFRs to the time-series dataset as described in the previous section, obtaining 12 datasets, each consisting of 100 000 TFR images of $256 \times 256$ size. These datasets are used with three deep CNN architectures: ResNet-101, Xception, and EfficientNet, which are discussed in the following subsection.

Each dataset is divided into three subsets: the training, validation, and test subset. The training subset comprises 70%, the validation subset 15%, and the test subset 15% of the examples in the dataset. Each subset maintains the same ratio of noise-only data examples to data examples with injected signals as in the complete set. No single data example belongs simultaneously to more than one subset.

We also normalized both the time-series data and the TFR images before feeding them into the CNN models. Each data example is scaled separately, according to the following expression:

\[
y = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}},
\] (20)
2) CNN MODELS

The base model used for the classification of the time-series GW data and the comparison with the method proposed in this paper is an adapted deep learning model presented in [35]. This model is based on the 1D deep CNN for the classification of the input time-series GW signals. The considered base model represents the state-of-the-art method for deep learning-based GW detection found in the literature, providing high classification performances and the corresponding paper having the highest number of citations in the field of deep learning-based GW detection. The model is adapted in this study by using smaller convolution kernels. Namely, in the original paper, the input time-series vector had a length of 8192 samples, while in our work, the input time-series vector has eight times fewer samples - 1024. Since our input vector is eight times smaller, we reduced the kernel size by a factor of eight. Other parameters, such as stride, number of kernels, and dilations, were kept the same as in
FIGURE 4. TFRs of the data example containing the GW signal embedded in the noise (NOMF-SNR = 19 dB, OMF-SNR = 17.31 dB, SNR = −82.38 dB). (a) SP. (b) WV. (c) PWV. (d) SPWV. (e) CW. (f) BUD. (g) BJ. (h) ZAM. (i) RIDB. (j) RIBDN. (k) RIDH. (l) RIFD.
FIGURE 5. TFRs of the data example containing only noise. (a) SP. (b) WV. (c) PWV. (d) SPWV. (e) CW. (f) BUD. (g) BJ. (h) ZAM. (i) RIDB. (j) RDBN. (k) RIDN. (l) RIDT.
the original paper. We also adopted the final output layer to one neuron with a sigmoid activation function: \( e^x / (e^x + 1) \). This output neuron provides the probability that the input vector represents a GW signal. During the training, we used the binary cross-entropy loss function [92] and the Adam optimizer [93] with a learning rate \( \alpha = 1 \times 10^{-5} \), while setting the batch size to 32. To find the best learning rate for the optimizer, we evaluated the following values on the validation dataset: \( \alpha \in \{1 \times 10^{-1}, 1 \times 10^{-2}, \ldots, 1 \times 10^{-6}\} \).

For the classification of TFRs, we have tested three different state-of-the-art deep learning architectures: ResNet-101, Xception, and EfficientNet. Except for the last-prediction layer, all models were the same as proposed by their authors in their respective papers. The prediction layer was adapted to predict only one number (instead of 1000). Hence it had one neuron with a sigmoid activation function (instead of the softmax activation [94]). Moreover, we used the binary cross-entropy loss function in all tested models and selected the best learning rate based on an experimental evaluation over the validation dataset. We tested the following learning rates for each of the models:

\[
\alpha \in \{1 \times 10^{-1}, 1 \times 10^{-2}, \ldots, 1 \times 10^{-6}\}.
\]

We trained each deep learning model from scratch, i.e., no pre-trained models and transfer learning techniques were used. The overview of the classification procedure using CNN-based deep learning models with TFRs of the GW data as input is depicted in Fig. 6.

The first tested architecture is ResNet-101 [95]. The ResNet neural network class represents CNNs enhanced with skip connections [96]. Skip connections help with the vanishing gradient problem, which ultimately leads to deeper neural networks with higher accuracy. ResNet has several sizes based on the number of layers: ResNet-50, ResNet-101, and ResNet-152. Taking into account the available computational resources, we have selected the ResNet-101 architecture for our research. We utilized the Adam optimizer with the learning rate \( \alpha = 1 \times 10^{-6} \) to train the ResNet-101. The batch size was set to 16.

Next tested CNN is Xception [97]. The name of this neural network comes from the Extreme Inception, as its main module may be interpreted as an extreme version of the Inception module found in the Inception CNN [98]. The Xception CNN is entirely based on the depthwise separable convolutions that significantly improve its accuracy and convergence speed. Besides depthwise separable convolutions, the Xception neural network utilizes the previously mentioned skip connections. We used the Adam optimizer with a learning rate set to \( \alpha = 1 \times 10^{-4} \) for training the Xception, while the batch size was set to 32.

The final tested CNN is EfficientNet, which can be considered the current state-of-the-art CNN in terms of classification tasks [99]. The idea behind EfficientNet lies in compound scaling. Namely, the ResNet-based topologies achieve an increased accuracy by adding more layers. This approach is also known as “going deeper”. On the other hand, network width scaling is commonly used for small-size models [100]. As discussed in [101], wider neural networks can capture more detailed features. However, if the neural network is shallow and extremely wide, it tends not to capture high-level features. Last but not least, resolution scaling has also been shown to be an important factor in achieving high accuracy [102]. Therefore, instead of focusing on finding the best neural network topology, EfficientNet is focused on finding the best ratio of the width, depth, and resolution for a given base topology. For this purpose, EfficientNet utilizes the compound scaling method, which uses the compound coefficient \( \phi \) that scales network width, depth, and resolution. In our paper, we have utilized the EfficientNet-B2 neural network. During the training, we used a batch size of 32 and the RMSProp optimizer [103] with the learning rate \( \alpha = 1 \times 10^{-4} \).

The main parameters used for training the above-described base model and deep learning models based on the 2D CNN architectures are summarized in Table 1.

### Table 1. Parameters for training the deep learning models.

| CNN architecture | Loss function | Optimizer | Learning rate | Batch size |
|------------------|---------------|-----------|---------------|------------|
| Base model       | Binary cross-entropy | Adam      | \(1 \times 10^{-5}\) | 32         |
| ResNet-101       | Binary cross-entropy | Adam      | \(1 \times 10^{-6}\) | 16         |
| Xception         | Binary cross-entropy | Adam      | \(1 \times 10^{-4}\) | 32         |
| EfficientNet     | Binary cross-entropy | RMSProp   | \(1 \times 10^{-4}\) | 32         |

### 3) PERFORMANCE METRICS

We evaluated the model performance on the test dataset using the following evaluation metrics: classification accuracy, area under the receiver operating characteristic (ROC) curve (ROC AUC), recall, precision, F1 score, and area under the precision-recall curve (PR AUC).

The classification accuracy represents the ratio between the number of correct predictions and the total number of predictions made. We calculated the classification accuracy for each TFR-CNN model using the probability threshold that provides the optimal model performance. The probability threshold was selected based on the evaluation performed on the validation dataset. For our binary classification problem, data examples containing GW signals can be denoted as a positive class, while those examples with no GW signals are considered a negative class. Thus, the classification accuracy can be defined as

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN},
\]

where \(TP\), \(TN\), \(FP\), and \(FN\) are True Positives, True Negatives, False Positives, and False Negatives, respectively.
FIGURE 6. CNN models-based deep learning classification of GW data TFRs.

The true positive rate (TPR) or sensitivity is calculated as

$$TPR = \frac{TP}{TP + FN},$$  \hspace{1cm} (22)

whereas the false positive rate (FPR) is defined as

$$FPR = \frac{FP}{FP + TN}.$$  \hspace{1cm} (23)

The TPR and FPR have values in the range [0, 1]. The ROC curve is a plot showing the TPR against the FPR values obtained by model evaluation at different threshold values used to map the probabilities to class labels. The ROC AUC value is calculated as the area under the ROC curve. The ROC AUC provides information on how effective the model is at discriminating classes. The models with higher ROC AUC values maintain their performance across different probability thresholds and provide good class separation, with the ideal value of 1.0 indicating the perfect classifier.

The recall measures how well the positive class was predicted and is calculated in the same way as TPR in (22). On the other hand, precision is the percentage of examples assigned to the positive class that actually belong to the positive class:

$$Precision = \frac{TP}{TP + FP}, \hspace{1cm} (24)$$

F1 score is an evaluation metric that combines precision and recall into a single score used to balance both metrics simultaneously. F1 score is obtained as a harmonic mean of the precision and recall:

$$F1 \text{ score} = \frac{2 \cdot Precision \cdot Recall}{Precision + Recall}.$$  \hspace{1cm} (25)

A plot obtained by calculating precision and recall values for the model evaluated at different probability threshold settings is called the precision-recall curve. Finally, the PR AUC is calculated as the area under this curve. High PR AUC values indicate high precision and high recall, with the value of 1.0 representing a perfect model performance.

4) STATISTICAL SIGNIFICANCE TESTS

We performed a series of statistical tests on the obtained classification results to check whether the differences in the results generated by different deep learning models were statistically significant. For this purpose, we used McNemar’s test [104]. The McNemar’s test was shown to be the only statistical test with an acceptable type I error, i.e., the probability of falsely detecting a difference when there is no difference, for algorithms that can be run only once [105]. These algorithms include deep learning models characterized by computationally intensive and time-consuming training processes. We paired the results obtained by the base model with those obtained by each TFR-CNN combination and computed McNemar’s test statistic. The significance level was set to $\alpha = 0.01$. Since each TFR is used with three different deep learning algorithms, we used Bonferroni correction and divided the significance level by 3, thus obtaining $\alpha = 0.00333$. The obtained statistical results, described and elaborated in the next section, show whether the individual TFR enhances the information provided by the original time-series data. This can be observed as a significant improvement in the performance of the CNN-based deep learning models compared to the base model for the classification of non-stationary GW signals.

III. RESULTS AND DISCUSSION

Next, we present the classification results. We trained each deep CNN architecture (ResNet-101, Xception, and EfficientNet) on each of the 12 TFRs for 75 000 input signals, validated on 15 000 signals, and evaluated the model performance on the test dataset of 15 000 signals using the beforementioned performance metrics.

Table 2 provides the values of probability thresholds used with the base model and each TFR-CNN model on the test dataset. The probability threshold values were chosen as the ones providing the optimal model performance based on its evaluation on the validation dataset for different threshold values with a step of 0.1.

Table 3 shows the classification accuracy results obtained by the base model and each combination of the TFR and CNN architecture. The base model achieved a classification
The overall classification accuracy of the TFR-CNN models ranges from 96.54% (achieved by WV time-frequency representation and the ResNet-101 architecture) to 97.10% (obtained by the SP - EfficientNet combination). Thus, the classification accuracy of the CNN models trained on TFRs of the input data outperforms the classification accuracy of the base model trained on the time-series input data by 3.39% to 3.95%.

The obtained ROC AUC values are given in Table 4. The base model achieved an ROC AUC of 0.9679. As seen in Table 4, each TFR-CNN model provides very high ROC AUC values. The ResNet-101 achieves the lowest ROC AUC (0.9854) when coupled with the WV representation and the highest (0.9881) when combined with the RIDB representation. The ROC AUC values of the Xception CNN range from 0.9862 (achieved by the RIDT) to 0.9881 (provided by the SP). The lowest ROC AUC value (0.9850) of the EfficientNet is obtained with the RIDT, while the highest value (0.9885) with the CW time-frequency data representation.

Overall, the ROC AUC values obtained by the TFR-CNN models are in the range between 0.9850 (provided by the RIDT representation with the EfficientNet architecture) and 0.9885 (produced by the CW - EfficientNet combination), which exceeds the ROC AUC value of the base model by 1.71% to 2.06%.

Table 5 gives the recall values obtained by the base model and TFR-CNN models evaluation. The base model achieves a recall of 88.85%. The results presented in Table 5 show that all TFR-CNN models have high recall values and outperform the base model. The ResNet-101 has recall values ranging between 94.24% (achieved by the RIDH) and 95.53%
TABLE 6. Precision results for model evaluation on the test dataset. Highest precision values for each CNN architecture are marked in bold.

| TFR  | ResNet-101 | Xception | EfficientNet |
|------|------------|----------|--------------|
| SP   | 0.9904     | 0.9892   | 0.9945       |
| WV   | 0.9877     | 0.9885   | 0.9913       |
| PWV  | 0.9931     | 0.9894   | 0.9875       |
| SPWV | 0.9847     | 0.9881   | 0.9896       |
| CW   | 0.9933     | 0.9951   | 0.9914       |
| BUD  | 0.9843     | 0.9845   | 0.9902       |
| BJ   | 0.9807     | 0.9867   | 0.9903       |
| ZAM  | 0.9879     | 0.9773   | 0.9755       |
| RIDD | 0.9917     | 0.9816   | 0.9919       |
| RIDBN| 0.9874     | 0.9856   | 0.9870       |
| RIDH | 0.9930     | 0.9902   | 0.9901       |
| RIDT | 0.9874     | 0.9870   | 0.9940       |
| Base model | 0.9720 |

The values of precision obtained by the tested models are shown in Table 6. The base model offers a precision of 97.20%, which is surpassed by the precision values obtained by the TFR-CNN models. The ResNet-101 provides precision values ranging between 98.07% (for the BJ) and 99.33% (for the CW), the Xception has precision between 97.73% (for the ZAM) and 99.51% (for the CW), while the EfficientNet offers precision values from the range of 97.55% (for the ZAM) to 99.45% (for the SP).

Taking into account the performance across all three CNN architectures, the recall values range from 94.15% (achieved by the CW - Xception) to 95.87% (obtained by the ZAM - Xception). Therefore, the recall values of the TFR-CNN models are 5.30% to 7.02% higher than that of the base model.

The precision of the TFR-CNN models ranges from 97.55% (for the ZAM - EfficientNet combination) to 99.51% (for the CW - Xception combination), thus exceeding that of the base model by 0.35% to 2.31%.

Table 7 provides the F1 score values obtained by the considered deep learning models. The base model has an F1 score of 92.84%, while the TFR-CNN models exceed this value. The F1 score values obtained by the ResNet-101 range from 96.46% (for the WV) to 96.88% (for the CW). The Xception provides an F1 score from the range of 96.73% (for the RIDD) to 96.98% (for the WV), whereas the EfficientNet achieves F1 scores between 96.53% (for the ZAM) and 97.03% (for the SP).

The TFR-CNN models provide F1 score values from 96.46% (for the WV - ResNet-101) to 97.03% (for the SP - EfficientNet). These values surpass the F1 score obtained by the base model by 3.62% to 4.19%.

The final evaluation metric of the tested models is the PR AUC, which are values shown in Table 8. The base model provides a PR AUC of 0.9772, lower than the values obtained by the TFR-CNN models. The ResNet-101 has PR AUC...
FIGURE 8. ROC curves for the selected deep learning models. (a) Base model. (b) CW—ResNet-101 model. (c) WV—Xception model. (d) SP—EfficientNet model.

FIGURE 9. Precision-recall curves for the selected deep learning models. (a) Base model. (b) CW—ResNet-101 model. (c) WV—Xception model. (d) SP—EfficientNet model.
FIGURE 10. Training and validation loss curves for the selected deep learning models. (a) Base model. (b) CW—ResNet-101 model. (c) WV—Xception model. (d) SP—EfficientNet model.

values in the range from 0.9900 (for the WV) to 0.9916 (for the BUD), while the Xception covers the range of 0.9905 (for the RIDT) to 0.9916 (for the SP). The EfficientNet achieves PR AUC between 0.9899 (for the RIDT) and 0.9920 (for the CW).

Overall, the PR AUC values of the tested TFR-CNN models range from 0.9899 (for the RIDT - EfficientNet) to 0.9920 (for the CW - EfficientNet), thus surpassing the base model value by 1.27% to 1.48%.

Next, we selected the TFRs that give the highest classification accuracy value for each of the three tested CNN architectures and presented additional detailed performance indicators for these TFR-CNN models. The selected TFR-CNN combinations are the CW - ResNet-101, WV- Xception, and SP - EfficientNet. The confusion matrices for the base model and the selected TFR-CNN models are shown in Fig. 7. In addition, Fig. 8 displays the ROC curves, while Fig. 9 depicts the precision-recall curves for the considered deep learning models. These additional performance indicators confirm the high performance of the TFR-CNN models, which are also superior to the base model.

Furthermore, the learning curves for the base model and the selected TFR-CNN models are also provided, including the training and validation loss curves shown in Fig. 10 and the training and validation accuracy curves shown in Fig. 11. The elbow method was used during the training, i.e., the model with the parameters achieving the lowest validation loss was selected to prevent the potential overfitting of the deep learning models. The selected model is marked by a green dot in the plots shown in Figs. 10 and 11. As shown in Fig. 10, the base model achieved the lowest validation loss after 58 epochs, the CW - ResNet-101 model after 22 epochs, the WV - Xception model after 9 epochs, and the SP - EfficientNet model after 10 epochs. Therefore, the models did not overfit. Moreover, the models did not underfit either since the corresponding learning curves in Figs. 10 and 11 show their high performance on the training and validation datasets. It is also important to notice that since there were approximately 2 343 or 4 686 updates (depending on the utilized batch size) in one epoch, the models could dramatically improve their accuracy between the epochs.

Finally, Table 9 contains the $p$-values obtained by McNemar’s statistical test for each combination of the TFR of the input data and the CNN model. Each $p$-value reported in Table 9 is less than the significance level ($p < 0.00333$). In fact, the obtained $p$-values are very close to zero. Therefore, we can reject the null hypothesis of the statistical test and infer that the differences in the classification results produced by the CNN models using TFRs and those produced by the base model are statistically significant.

The analysis of the obtained results shows that utilizing the TFRs of the non-stationary time-series significantly improves the performance of the deep learning classification algorithms compared to the base model using the original
time-series data only. The improved performance is reflected in increased classification accuracy, ROC AUC, recall, precision, F1 score, and PR AUC values. Each considered Cohen’s class TFR paired with each considered CNN architecture achieves high values of the performance metrics, which are also similar to the values obtained by using the SP data representation. Since the SP is commonly used for time-frequency representation and analysis of non-stationary signals, the obtained results suggest that the alternative TFRs of Cohen’s class can also successfully upgrade deep learning classification algorithms.

Finally, the increased accuracy of the deep learning classification distinguishing between data containing GW signals in intensive noise and those containing only noise can be utilized in the field of GW astronomy to improve the detection of GW events and further increase the detection rate.

IV. CONCLUSION

In this work, we proposed a method for the classification of noisy non-stationary signals based on Cohen’s class TFRs and deep learning algorithms. We analyzed the efficiency of the proposed approach on the problem of detecting GW signals in intensive real-life, non-stationary, non-white, and non-Gaussian noise, with the SNR values ranging from $-123.46$ to $-2.27$ dB. For this purpose, we trained three CNN architectures (ResNet-101, Xception, and EfficientNet) with 12 different TFRs of the input data generated using the real detector noise and simulated GW signals. We also compared the results obtained by the proposed method to the results obtained by the base deep learning model with the original time-series form of GW signals as input, where the considered base model represents the state-of-the-art method for deep learning-based GW detection. The analysis of the obtained results shows that the proposed method outperforms the base model by $3.39\%$ to $3.95\%$ in terms of classification accuracy, $1.71\%$ to $2.06\%$ in terms of ROC AUC, $5.30\%$ to $7.02\%$ in terms of recall, $0.35\%$ to $2.31\%$ in terms of precision, $3.62\%$ to $4.19\%$ in terms of F1 score, and $1.27\%$ to $1.48\%$ in terms of PR AUC. Moreover, the superior performance of the proposed method over the base model is also shown with the additional performance

### TABLE 9. p-value results of the statistical tests ($\alpha = 0.00333$).

| TFR   | CNN architecture |
|-------|------------------|
|       | ResNet-101       | Xception | EfficientNet |
| SP    | $1.3 \times 10^{-93}$ | $9.9 \times 10^{-100}$ | $2.6 \times 10^{-108}$ |
| WV    | $5.7 \times 10^{-79}$ | $1.4 \times 10^{-95}$ | $9.7 \times 10^{-93}$ |
| PWV   | $7.4 \times 10^{-97}$ | $9.5 \times 10^{-97}$ | $1.2 \times 10^{-91}$ |
| SPWV  | $8.4 \times 10^{-84}$ | $3.0 \times 10^{-93}$ | $1.1 \times 10^{-93}$ |
| CW    | $1.8 \times 10^{-99}$ | $1.1 \times 10^{-98}$ | $1.9 \times 10^{-98}$ |
| BUD   | $4.2 \times 10^{-84}$ | $6.6 \times 10^{-84}$ | $5.1 \times 10^{-93}$ |
| BI    | $5.8 \times 10^{-81}$ | $2.0 \times 10^{-85}$ | $2.3 \times 10^{-96}$ |
| ZAM   | $4.0 \times 10^{-87}$ | $2.2 \times 10^{-78}$ | $1.4 \times 10^{-67}$ |
| R1D   | $8.8 \times 10^{-85}$ | $3.1 \times 10^{-79}$ | $1.2 \times 10^{-92}$ |
| R1DBN | $4.0 \times 10^{-82}$ | $8.2 \times 10^{-89}$ | $2.0 \times 10^{-85}$ |
| R1DH  | $5.7 \times 10^{-91}$ | $5.8 \times 10^{-92}$ | $8.7 \times 10^{-96}$ |
| R1DT  | $2.2 \times 10^{-87}$ | $3.4 \times 10^{-89}$ | $3.7 \times 10^{-97}$ |
indicators, including the confusion matrices, the ROC curves, and the precision-recall curves. Finally, a series of statistical tests confirmed the statistical significance of the obtained differences in performances.

The obtained results indicate that the alternative TFRs from Cohen’s class, when used with deep learning classification algorithms, can through the better structuring of the information and the improved intelligibility of the representation significantly improve the performance of these algorithms for the classification of noisy non-stationary time-series signals.

In addition to its practical application in GW astronomy, the approach proposed in this paper using deep CNN models trained with Cohen’s class TFRs of the input data can also be applied in other fields dealing with noisy non-stationary signals, such as seismology, speech analysis, and EEG signal analysis. These applications remain potential subjects of future studies. Due to their usefulness in deep learning demonstrated in this study, Cohen’s class TFRs can also be used as data augmentation methods when dealing with reduced-size datasets by applying multiple high-performance TFRs to the original data, thus obtaining additional data for training and testing deep learning models.

Also, future research could explore the possibility of ensemble learning with Cohen’s class TFRs, as well as using multiple TFRs of the same signal as simultaneous inputs to the CNN model.

Finally, the effects of applying the locally adaptive filtering algorithms to the noisy non-stationary signals before the TFR extraction and deep learning-based classification could also be investigated, as planned for our future work.
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