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Abstract. In $\mathcal{H}$-bootstrap percolation, a set $A \subset V(\mathcal{H})$ of initially ‘infected’ vertices spreads by infecting vertices which are the only uninfected vertex in an edge of the hypergraph $\mathcal{H}$. A particular case of this is the $H$-bootstrap process, in which $\mathcal{H}$ encodes copies of $H$ in a graph $G$. We find the minimum size of a set $A$ that leads to complete infection when $G$ and $H$ are powers of complete graphs and $\mathcal{H}$ encodes induced copies of $H$ in $G$. The proof uses linear algebra, a technique that is new in bootstrap percolation, although standard in the study of weakly saturated graphs, which are equivalent to (edge) $H$-bootstrap percolation on a complete graph.

1. Introduction

Given a hypergraph $\mathcal{H}$, the $\mathcal{H}$-bootstrap process is defined as follows. Let $A \subset V(\mathcal{H})$ be a set of initially ‘infected’ vertices, and, at each time step, infect a vertex $u$ if it lies in an edge of $\mathcal{H}$ in which all vertices other than $u$ are already infected. To be precise, set $A_0 = A$, and, for each $t \geq 0$, set

$$A_{t+1} := A_t \cup \{ u : \exists S \in \mathcal{H} \text{ with } S \setminus A_t = \{ u \} \}.$$ 

Let $[A]_{\mathcal{H}} = \bigcup_{t \geq 0} A_t$, and say that $A$ percolates (or $\mathcal{H}$-percolates) if $[A]_{\mathcal{H}} = V(\mathcal{H})$.

A large family of models of this type was introduced in [9]. Given graphs $G$ and $H$, we obtain the $H$-bootstrap process on $G$ by setting $\mathcal{H} = \{ V(H') : H' \subset G \text{ and } H' \cong H \}$. (Sometimes it is more natural to consider only induced copies of $H$ in $G$.) The $\mathcal{H}$- and $H$-bootstrap processes can be seen as special cases of the `cellular automata’ introduced by von Neumann (see [16]) after a suggestion of Ulam [17], and generalize several previously studied models. For example, if $G$ is a (finite) square grid and $H = C_4$ then we obtain the so-called ‘Frobose process’ (see [12] or [13]).

A fundamental question about bootstrap-type models is the following: given a hypergraph $\mathcal{H}$ (or a pair $(G, H)$), how large is the smallest percolating set in the $\mathcal{H}$-bootstrap process? We define

$$m(\mathcal{H}) := \min \{ |A| : A \subset V(\mathcal{H}), [A]_{\mathcal{H}} = V(\mathcal{H}) \}.$$  
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Let $K_n^d$ denote the graph with vertex set $[n]^d = \{1, \ldots, n\}^d$ in which $uv$ is an edge if $u$ and $v$ differ in exactly one coordinate. Given $1 \leq r \leq d$ and $2 \leq t \leq n$, let $\mathcal{K}(n,d,t,r)$ be the hypergraph with vertex set $[n]^d$ in which the edges are all sets $S$ of the form $S = I_1 \times I_2 \times \cdots \times I_d$ where $I_j$ of the sets $I_j \subset [n]$ have size $t$ and the others are singletons. Equivalently,

$$E(\mathcal{K}(n,d,t,r)) := \{ S \subset [n]^d : K_n^d[S] \cong K_t^r \},$$

the collection of induced copies of $K_t^r$ in $K_n^d$. Note that $K_2^r = Q_r$, the $r$-dimensional hypercube.

Our main aim is to determine $m(\mathcal{K}(n,d,t,r))$ precisely for every $n \geq t \geq 2$ and $d \geq r \geq 1$. We shall also consider the grid $P_n^d$ with vertex set $[n]^d$, in which two vertices are adjacent if they differ by 1 in one coordinate, and agree in all others. (This graph is usually denoted $[n]^d$, but here this notation would cause confusion.) The corresponding hypergraph $\mathcal{P}(n,d,t,r)$ has as edges all sets $S = I_1 \times I_2 \times \cdots \times I_d$ where $r$ of the $I_j$ are intervals of size $t$, and the rest are singletons. Note that while such sets $S$ induce copies of $P_t^r$ in $P_n^d$, they are not the only induced copies. (There can also be ‘bent’ copies.) Clearly $\mathcal{P}(n,d,t,r) \subset \mathcal{K}(n,d,t,r)$. As noted in Section 2 below, the set of points

$$U = \{ (u_1, \ldots, u_d) \in [n]^d : |\{ i : u_i \geq t \}| \leq r - 1 \}$$

percolates in $\mathcal{P}(n,d,t,r)$, and hence also in $\mathcal{K}(n,d,t,r)$. Our main theorem implies that the set $U$ is extremal in both hypergraphs.

**Theorem 1.** For every $n \geq t \geq 2$ and $d \geq r \geq 1$,

$$m(\mathcal{K}(n,d,t,r)) = m(\mathcal{P}(n,d,t,r)) = \sum_{s=0}^{r-1} \binom{d}{s} (t-1)^{d-s}(n+1-t)^s.$$

The special case $r = d$ of this result was proved over 25 years ago by Alon [1] using techniques from exterior algebra. In this case $U$ is simply the set of points in which at least one coordinate is in the range 1 up to $t - 1$.

**Corollary 2 ([1] Theorem 3.4).** For every $n \geq t \geq 2$ and $d \geq 1$ we have

$$m(\mathcal{K}(n,d,t,d)) = m(\mathcal{P}(n,d,t,d)) = n^d - (n+1-t)^d.$$

We remark that Alon’s Theorem was phrased in terms of edge percolation in complete multi-partite hypergraphs [1] and was somewhat more general than Corollary 2. Indeed, given a vector $t = (t_1, \ldots, t_d) \in \mathbb{N}^d$, let $\mathcal{K}^*(n,d,t)$ denote the hypergraph on $[n]^d$ whose edges are copies of $K_{t_1}^* \times \cdots \times K_{t_d}^*$ which have ‘length’ $t_j$ in direction $j$ for each $1 \leq j \leq d$. That is, those copies which sit ‘as we expect’ and with a prescribed orientation. In [1], Alon determined $m(\mathcal{K}^*(n,d,t))$ for every $n,d \in \mathbb{N}$ and $t \in \mathbb{N}^d$; thus Theorem 1 can be seen as the natural analogue of Alon’s Theorem when we allow the copies of $K_t^r$ to be oriented in any direction. In Section 3 we present a result that generalizes both Alon’s result and Theorem 1.

---

1 Translating from edges in a hypergraph to vertices in the line graph maps his result to Corollary 2.
Before turning to the proof of Theorem 1, let us give a little context. The first extremal result related to bootstrap percolation was proved by Bollobás [8], and phrased in the language of ‘weakly saturated graphs’. This is the natural edge version of the $H$-bootstrap percolation we have just defined (infect an edge if it is the last uninfected edge of a copy of $H$), with $G$ complete. The main aim of [8] was to pose a conjecture concerning the extremal number when $H = K_k$ and $G = K_n$. This conjecture was proved by Alon [1], Frankl [11] and Kalai [15], using linear algebraic methods.

The $H$-bootstrap process is named after a closely related model, known as $r$-neighbour bootstrap percolation, which was introduced in 1979 by Chalupa, Leath and Reich [10] as a model of disordered magnetic systems. In this process, a vertex of a graph $G$ becomes infected when it has at least $r$ infected neighbours, and infected vertices remain infected forever. We remark that this is similar to $H$-bootstrap percolation with $H$ a star, except that a given copy of $H$ can only be responsible for infecting its central vertex; it is thus a special case of the natural ‘directed’ version of $H$-bootstrap percolation, in which each edge can infect only a single specified vertex.

The $r$-neighbour bootstrap process has been extensively studied by mathematicians and statistical physicists (see [2, 6, 14], for example, and the references therein). For further background see Bollobás [9].

In $r$-neighbour bootstrap percolation, one is mainly interested in estimating the critical threshold in the random setting: if the initially infected set $A$ is formed by selecting vertices independently with probability $p$, for which $p$ is it likely that eventually all vertices are infected? In the study of this probabilistic question, extremal results turn out to be important (see [4] or [13], for example). One of our main motivations in this work is to approach the following tantalizing open problem, which is our main stumbling block in attacking the probabilistic question on the hypercube. Let $m(G, r)$ denote the minimum size of a percolating set in $r$-neighbour bootstrap percolation on $G$. In [3], Balogh and Bollobás made the following conjecture.

**Conjecture 1.** Let $r \geq 3$ be fixed. Then

$$m(Q_d, r) = \left( \frac{1}{r} + o(1) \right) \left( \frac{d}{r - 1} \right)$$

as $d \to \infty$.

The upper bound in Conjecture 1 follows by taking a Steiner system at level $r$, together with all of level $r - 2$. Amazingly, we know of no super-linear lower bound. In the case $r = 2$ the situation is simpler, and $m(P_n, 2)$ is known exactly for all $n$ and $d$ (see [3] or [4]). At the other end of the range, Pete (see [7]) observed that $m(P_n, d) = n^{d-1}$. However, for fixed $2 < r < d$, $m(P_n, r)$ is known only up to a constant factor that depends on $d$.

Finally, we remark that the random questions are also interesting in the $H$-bootstrap model, and that some of the basic problems (in the ‘edge version’) are solved in [5] by the first three authors. As the reader might guess, however, there are still many more open problems than theorems.
The rest of this note is arranged as follows. In Section 2 we prove Theorem 1, and in Section 3 we discuss an inhomogeneous extension.

2. Proof of Theorem 1

The proof of Theorem 1 is based on the following observation.

**Lemma 3.** Let \( H \) be an arbitrary hypergraph. Suppose that we can find a vector space \( W \) spanned by vectors \( \{f_v : v \in V(H)\} \) such that, for every edge \( S \in H \), we have a linear dependence \( \sum_{v \in S} \lambda_{S,v} f_v = 0 \) with all coefficients \( \lambda_{S,v} \) non-zero. Then \( m(H) \geq \dim W \).

**Proof.** Once one thinks of the statement, the proof is essentially immediate. Indeed, suppose that \( A \subset V(H) \) percolates in the \( H \)-process. Then we can order the vertices \( v_1, \ldots, v_\ell \) in \( V(H) \setminus A \) so that each \( v_i \) is in an edge \( S_i \) of \( H \) in \( A_i = A \cup \{v_j : j \leq i\} \). Let \( W_i \) be the span of the vectors \( \{f_v : v \in A_i\} \). For each \( i \geq 1 \), the dependency condition for \( S_i \) and that fact all other vertices of \( S_i \) are in \( A_{i-1} \) together imply that \( f_{v_i} \) is a linear combination of vectors in \( W_{i-1} \). Indeed, there exist \( \lambda_{S_i,v_i} \), one for each \( v \in S_i \) and all non-zero, such that

\[
    f_{v_i} = -\frac{1}{\lambda_{S_i,v_i}} \sum_{v \in S_i \setminus \{v_i\}} \lambda_{S_i,v} f_v.
\]

Thus \( W_i = W_{i-1} \) and hence \( W_\ell = W_0 \). By assumption, \( A_\ell = V(H) \), so \( W_\ell = W \). Since \( W_0 \) is spanned by \( |A| \) vectors, we have \( |A| \geq \dim W \). \( \square \)

To prove Theorem 1 we must find the right vectors. Since the notation in the formal proof may perhaps obscure the ideas, we first outline some special cases. Given \( v \in [n]^d \) we write \( |v| \) for the sum of the coordinates of \( v \).

Call a coordinate \( i \) of a vector \( v \) large if \( v_i \geq t \) and small otherwise, and let

\[
    U = \{ (u_1, \ldots, u_d) \in [n]^d : |\{i : u_i \geq t\}| \leq r - 1 \}
\]

be the set of all \( v \in [n]^d \) with at most \( r - 1 \) large coordinates, as in (1). We begin by assigning to each vertex \( u \in U \) an abstract vector \( e_u \), and assume that the vectors \( \{e_u : u \in U\} \) are linearly independent.

Suppose first that \( t = 2 \) and \( r = d \), so the edges \( S \) of our hypergraph \( H \) are hypercubes \( Q_d \) of full dimension in \( [n]^d \), and \( U = \{x \in [n]^d : \min_j x_j = 1\} \) is a union of \((d-1)\)-dimensional faces of \([n]^d\). Now, for each \( v \in [n]^d \) and \( k \in [d] \), let \( \pi_k(v) \) denote the projection of \( v \) onto the face \( \{x \in [n]^d : x_k = 1\} \), and set

\[
    f_v = \sum_{k=1}^d e_{\pi_k(v)}.
\]

We claim that the dependency condition in Lemma 3 holds with \( \lambda_{S,v} = \pm 1 \) for each \( S \) and \( v \), simply by letting the sign alternate over the vertices of the cube \( S \) in the...
obvious way. To see this, consider the contribution to 
\[ \sum_{v \in S} \lambda_{S,v} f_v = \sum_{v \in S} \lambda_{S,v} \sum_{k=1}^{d} e_{\pi_k(v)} = \sum_{k=1}^{d} \sum_{v \in S} \lambda_{S,v} e_{\pi_k(v)} \]
from terms with a given value of \( k \). The vertices of \( S \) can be grouped into pairs \( \{v, v'\} \) differing only in the \( k^{th} \) coordinate, and so with \( \pi_k(v) = \pi_k(v') \). The choice of sign ensures that the corresponding contributions to the sum cancel. One must also check that the vectors \( \{f_v : v \in [n]^d\} \) have the same span as the vectors \( \{e_u : u \in U\} \); this follows from the fact that, for each \( v \in U \), \( f_v \) is equal to \( c_v e_v \) plus a sum of terms involving \( e_u \) with \( |u| < |v| \), where \( c_v > 0 \) is the number of small coordinates of \( v \).

The case \( t = 2 \) and general \( 1 \leq r \leq d \) is not much harder: now \( U \) consists of the \((r - 1)\)-dimensional faces \( \{x \in [n]^d : x_{j_1} = \ldots = x_{j_{d-r+1}} = 1\} \), and we define \( \pi_T(v) \) to be the projection onto the face indexed by \( T = \{j_1, \ldots, j_{d-r+1}\} \), and set 
\[ f_v = \sum_{T} e_{\pi_T(v)}, \]
where the sum runs over all sets \( T \subset [d] \) of size \( d - r + 1 \). Setting \( \lambda_{S,v} = \pm 1 \) for each \( S \) and \( v \), exactly as before, we can again group the vertices of \( S \) into pairs that project to the same point; the proof is now exactly as above.

Now suppose that \( r = d \), so we are back to projecting out single coordinates, but that \( t \geq 3 \). In order to define the vectors \( f_v \), consider first a single coordinate \( k \), and a line \( v(1), \ldots, v(n) \) of points of \([n]^d\) differing only in the \( k^{th} \) coordinate, with \( v(i) \) having \( k^{th} \) coordinate \( i \). We shall set 
\[ f_v = \sum_{k=1}^{d} f_{v(i)}^{(k)}, \]
where each \( f_{v(i)}^{(k)} \) is a linear combination of the vectors \( e_{v(1)}, \ldots, e_{v(t-1)} \). For those \( v(i) \) with \( k^{th} \) coordinate small (i.e., \( i \leq t - 1 \)), we just take \( f_{v(i)}^{(k)} = e_{v(i)} \); for those with \( k^{th} \) coordinate large, we want to choose the linear combinations such that the following holds:

For any \( i_1 < \ldots < i_r \), the vectors \( f_{v(i)}^{(k)} \) are ‘minimally’ dependent, \( (2) \)
meaning that they satisfy a linear dependence with all coefficients non-zero. We remark that the vectors \( v(i_1), \ldots, v(i_t) \) will be \( t \) points in a line in an edge of \( \mathcal{H} \), i.e., a copy of \( K_r^t \). It is clearly possible to choose the linear combinations so that \( (2) \) holds, simply by choosing the linear combinations to be ‘in general position’. Now, given an edge \( S \) of \( \mathcal{H} \), we take the coefficients of these dependencies (which we take to be the same for all lines in direction \( k \)) as one factor contributing to \( \lambda_{S,v} \); there is a similar factor for each coordinate \( k \). (Note that this is in fact exactly what we did in the case \( t = 2 \): there, for a given \( k \), each \( f_{v(i)}^{(k)} \) is simply \( e_{v(1)} \), and the coefficients of our dependency are \( \pm 1 \).) The proof now follows as before.
In the fully general case we sum over all projections onto ‘thickened’ \((r - 1)\)-dimensional faces. When projecting out \(d - r + 1 \geq 2\) coordinates, we choose coefficients for the \((t - 1)^{d-r+1}\) allowed image vectors by multiplying the coefficients associated to projecting out a single coordinate; a formal description follows.

**Proof of Theorem 1.** Fix \(n \geq t \geq 2\) and \(d \geq r \geq 1\), and set \(\mathcal{K} = \mathcal{K}(n, d, t, r)\) and \(\mathcal{P} = \mathcal{P}(n, d, t, r)\). As above, for \(v = (v_1, \ldots, v_d) \in [n]^d\) we say that coordinate \(i\) of \(v\) is large if \(v_i \geq t\) and small otherwise. As in the statement of the theorem, let \(U\) be the set of all \(v \in [n]^d\) with at most \(r - 1\) large coordinates, and note that

\[
|U| = \sum_{s=0}^{r-1} \binom{d}{s} (t - 1)^{d-s} (n - t + 1)^s.
\]

Suppose that the set of initially infected vertices is exactly \(U\). Then every vertex \(v\) is eventually infected in the \(\mathcal{P}\)-process. Indeed, for \(v \notin U\) we can use any \(r\) large coordinates of \(v\) to construct a copy \(H\) of \(P_t^r\) in \(P_n^d\) with \(v\) as the ‘top’ vertex, i.e., with \(|u| < |v|\) for all other vertices \(u\) of \(H\). It follows by induction on \(|v|\) that all \(v\) are infected eventually. Hence, since \(\mathcal{P} \subset \mathcal{K}\),

\[
m(\mathcal{K}) \leq m(\mathcal{P}) \leq |U|.
\]

For the lower bound let \(W\) be a (real) vector space with basis \(\{e_u : u \in U\}\), so \(\dim W = |U|\). (Here the \(e_u\) are simply abstract linearly independent vectors.) By Lemma 3 it suffices to define vectors \(\{f_v : v \in [n]^d\}\) with \(f_v \in W\) in such a way that (i) \(\{f_v\}\) spans \(W\) and (ii) for every \(S \subset [n]^d\) which is an edge of \(\mathcal{K}(n, d, t, r)\) there are non-zero coefficients \(\lambda_{S,v} \in \mathbb{R}\) such that

\[
\sum_{v \in S} \lambda_{S,v} f_v = 0.
\]

Let us fix once and for all an \(n \times (t - 1)\) matrix \(M = (m_{ij})_{1 \leq i \leq n, 1 \leq j \leq t-1}\) with the following properties: the first \(t - 1\) rows of \(M\) form the identity matrix, all entries of \(M\) are non-negative, and any \(t - 1\) rows of \(M\) are linearly independent. Such matrices clearly exist: in constructing the next row (after the first \(t - 1\)) we just avoid the union of a finite number of \((t - 2)\)-dimensional subspaces. Since any \(t\) rows of \(M\) are dependent, but no \(t - 1\) rows are, for any subset \(I \subset [n]\) with \(|I| = t\) there are non-zero coefficients \((\lambda_{I,i})_{i \in I}\) such that

\[
\sum_{i \in I} \lambda_{I,i} m_{ij} = 0 \quad \text{for each} \quad j = 1, 2, \ldots, t - 1.
\]

Given a point \(v = (v_1, \ldots, v_d) \in [n]^d\), a coordinate \(1 \leq k \leq d\) and a ‘value’ \(j \in [n]\), let \(\pi^k_j(v)\) denote the point \((v_1, \ldots, v_{k-1}, j, v_{k+1}, \ldots, v_d)\) obtained by starting from \(v\) and setting the value of the \(k^{th}\) coordinate to \(j\). Similarly, for distinct \(k_1, k_2, \ldots, k_p \in [d]\) and arbitrary \(j_1, \ldots, j_p \in [n]\) let

\[
\pi^1_{j_1} \cdots \pi^p_{j_p}(v) = \pi^{k_1}_{j_1}(\pi^{k_2}_{j_2}(\cdots \pi^{k_p}_{j_p}(v) \cdots))
\]

be the point obtained from \(v\) by setting the value of coordinate \(k_i\) to \(j_i\) for \(1 \leq i \leq p\).
Let $P = \{k_1, \ldots, k_p\}$ be any subset of $[d]$ with cardinality $p = d - r + 1$; these will be the coordinates ‘projected out’. For $v \in [n]^d$, define

$$f^{(P)}_v = \sum_{j_1=1}^{t-1} \cdots \sum_{j_p=1}^{t-1} \prod_{a=1}^p m_{i_a}a_e^{k_{j_1}{\ldots}k_p}(v),$$

where $i_a = v_{k_a}$ is the original value of the $a$th coordinate which is projected out; we shall see in a moment that this defines a vector in $W$. We set

$$f_v = \sum_P f^{(P)}_v,$$

where the sum is over all $P \subset [d]$ with $|P| = p$.

We shall break up the remaining calculation into three simple claims.

**Claim 1.** $f_v \in W$ for each $v \in [n]^d$.

**Proof.** Let $v \in [n]^d$ and $P \subset [d]$ with $|P| = d - r + 1$, and suppose that $e_u$ appears in the sum in (6), with $u = a^{k_1{\ldots}k_p}(v)$. Then the coordinates which are projected out (the $k_a$) take values (the $j_a$) that are small. Since only $d - p = r - 1$ coordinates are not projected out, $u$ has at most $r - 1$ large coordinates, so $u \in U$, and $e_u \in W$. Thus $f^{(P)}_v \in W$ and hence $f_v \in W$. □

**Claim 2.** The vectors \{ $f_v : v \in [n]^d$\} span $W$.

**Proof.** Recall that $|v|$ denotes the sum of the coordinates of $v$. We shall show that for every $v \in U$, there exist constants $c_v > 0$ and $\mu_{uv} \in \mathbb{R}$ such that

$$f_v = c_v e_v + \sum_{u \in U : |u| < |v|} \mu_{uv} e_u.$$

(8)

To prove (8), note first that $m_{ij} \neq 0$ implies that $j \leq i$, since the first $t - 1$ rows of $M$ form the identity matrix, and so either $i = j \leq t - 1$, or $i \geq t$ and $j \leq t - 1$. By (6), it follows that $f^{(P)}_v$ (and hence $f_v$) is a linear combination of vectors $e_u$ with $|u| \leq |v|$, for every $v \in [n]^d$ and every $P \subset [d]$ with $|P| = d - r + 1$. Moreover, since $u \leq v$ holds coordinate-wise, we have $|u| < |v|$ unless $u = v$.

Now, suppose that $v \in U$. Then $v$ has at least $p$ small coordinates, so we can choose some $P$ consisting only of small coordinates of $v$. Taking $j_a = i_a$ in each sum in (6), we see that $e_v$ appears at least once in the formula defining $f^{(P)}_v$. Since we chose all of the $m_{ij}$ to be non-negative, it follows that all our coefficients are non-negative. Thus $f^{(P)}_v$, and hence $f_v$, has a strictly positive coefficient of $e_v$, as required.

From (8) it follows by elementary linear algebra that the vectors \{ $f_v : v \in U$\} span $W$. Indeed, writing span(·) for the linear span of a set of vectors, one can show by induction on $s$ that for each $s$,

$$\text{span}(\{ f_v : v \in U, |v| \leq s \}) = \text{span}(\{ e_v : v \in U, |v| \leq s \}).$$

Hence the vectors \{ $f_v : v \in [n]^d$\} span $W$, as claimed. □
Moreover, for each \( \ell \in [n]^d \), let \( D(S) \) denote the set of coordinates in which \( S \) varies, so \( |D| = r \). Moreover, for each \( \ell \in D(S) \) let \( I_\ell = I_\ell(S) \) denote the set of values taken by the \( \ell \)-coordinates of points in \( S \), so \( |I_\ell| = t \). Now, for each \( v = (v_1, \ldots, v_d) \in S \), set
\[
\lambda_{S,v} = \prod_{\ell \in D(S)} \lambda_{I_\ell,v_\ell},
\]
where the coefficients \( \lambda_{I,\ell} \) are as in (5). Note that \( \lambda_{S,v} \neq 0 \) for all \( v \in S \).

**Claim 3.** For each \( S \in \mathcal{K} \) and each \( P \subset [d] \) with \( |P| = d - r + 1 \), we have
\[
\sum_{v \in S} \lambda_{S,v} f_v^{(P)} = 0.
\]

**Proof.** We shall establish (10) by partitioning the vertices of \( S \) into lines, and showing that the sum over the \( t \) vertices \( v \) in any such line \( L \) is zero. To do so, recall that \( |P| = d - r + 1 \) and \( |D(S)| = r \), so \( |P \cap D(S)| \geq 1 \). Let \( k \in P \cap D(S) \), and partition the \( t^r \) vertices of \( S \) into \( t^{r-1} \) lines of size \( t \), i.e., sets of vertices in \( S \) differing only in the \( k \)-th coordinate.

Let \( L \) be one of these lines, and observe that if \( w \in L \) then \( L = \{ \pi_k^i(w) : i \in I_k \} \). By (5), for every \( 1 \leq j \leq t - 1 \) we have \( \sum_{i \in I_k} \lambda_{I_k,i} m_{ij} = 0 \), and hence
\[
\sum_{j=1}^{t-1} \sum_{i \in I_k} \lambda_{I_k,i} m_{ij} e_{k_1, \ldots, k_{p-1}, k}^{ij, k_1, \ldots, k_{p-1}, j} (w) = 0
\]
for every \( 1 \leq j_1, \ldots, j_{p-1} \leq t - 1 \) and every \( k_1, \ldots, k_{p-1} \neq k \). It follows by (9) that
\[
\sum_{i \in I_k} \lambda_{I_k,i} f_{\pi_k^i(w)}^{(P)} = \sum_{j_1=1}^{t-1} \ldots \sum_{j_p-1=1}^{t-1} \left( \prod_{a=1}^{p-1} m_{i_aoa} \right) \sum_{j=1}^{t-1} \sum_{i \in I_k} \lambda_{I_k,i} m_{ij} e_{k_1, \ldots, k_{p-1}, k}^{ij, k_1, \ldots, k_{p-1}, j} (w) = 0,
\]
where \( P = \{ k_1, \ldots, k_p \} \) with \( k_p = k \), and (for each \( a < p \)) \( i_a \) is the \( k_a \)-th coordinate of \( w \), and hence of \( \pi_k^i(w) \), since \( k_a \neq k \).

Finally observe that, in the product (9), as \( v \) ranges over the line \( L \) only the factor corresponding to coordinate \( k \) varies. Thus
\[
\sum_{v \in L} \lambda_{S,v} f_v^{(P)} = \sum_{i \in I_k} \lambda_{I_k,i} f_{\pi_k^i(w)}^{(P)} = \left( \prod_{\ell \in D \setminus \{k\}} \lambda_{I_\ell,w_\ell} \right) \sum_{i \in I_k} \lambda_{I_k,i} f_{\pi_k^i(w)}^{(P)} = 0.
\]
Summing (12) over all \( r^{t-1} \) lines \( L \) proves the claim.

Finally, observe that (11) follows immediately from Claim 3 by summing over \( P \). Combining (11) with Claims 1 and 2, and applying Lemma 3 it follows that
\[
m(\mathcal{K}) \geq |U| = \sum_{s=0}^{r-1} \binom{d}{s} (t - 1)^{d-s} (n - t + 1)^s,
\]
as required. This completes the proof of Theorem 4. \( \square \)
3. An inhomogeneous extension

In Theorem 1 we took the dimensions (that is, the side-lengths) of our ‘host graph’ $K_n^d$ or $P_n^d$ to be all equal to $n$ purely for notational convenience. The proof is unaltered if we replace $[n]^d$ by $[n_1] \times \cdots \times [n_d]$; we simply take a matrix $M$ with at least $\max_k n_k$ rows, and define $f_v^{(P)}$ exactly as before.

In fact, there is no need to use the same matrix for different coordinate axes: the proof still works if we use different matrices $M^{(k)}$ for different coordinates $1 \leq k \leq d$. This allows us to consider graphs $H$ that are grids with different dimensions in different coordinates. However, when $r < d$, we must be careful – we must fix numbers $t_1, \ldots, t_d$ and consider $r$-dimensional grids $H$ with the property that if coordinate $k$ varies in $H$ then it takes $t_k$ distinct values. If this seems unnatural, then the reader should consider only the case $r = d$, which corresponds to the result of Alon [1] mentioned earlier.

Define $\mathcal{K} = \mathcal{K}(n_1, \ldots, n_d, t_1, \ldots, t_d, r)$ to be the hypergraph with vertex set $[n_1] \times \cdots \times [n_d]$ in which the hyperedges are all sets $S$ of the form $S = I_1 \times \cdots \times I_d$ with $I_k \subset [n_k]$ for each $k$, and either $|I_k| = 1$ or $|I_k| = t_k$, with the second case occurring for exactly $r$ coordinates $k$. Define $\mathcal{P} \subset \mathcal{K}$ similarly, but with the extra restriction that each $I_k$ is an interval. Finally, let $U$ be the set of vertices $v = (v_1, \ldots, v_d)$ in which at most $r - 1$ coordinates $v_k$ satisfy $v_k \geq t_k$. The following theorem says that the set $U$ is extremal in both $\mathcal{P}$ and $\mathcal{K}$.

**Theorem 4.** Let $d \geq r \geq 1$ and let $n_k \geq t_k \geq 2$ for each $1 \leq k \leq d$. Then

$$m(\mathcal{K}) = m(\mathcal{P}) = \sum_{S \subseteq [d]: |S| \leq r-1} \left( \prod_{k \in S} (n_k + 1 - t_k) \right) \left( \prod_{k \in S^c} (t_k - 1) \right).$$

**Proof.** The theorem follows by a simple adaptation of the proof of Theorem 1 above, taking the $k^{th}$ coordinate of $v = (v_1, \ldots, v_d)$ to be large if $v_k \geq t_k$. In place of the matrix $M$, we choose an $n_k \times (t_k - 1)$ matrix $M^{(k)}$ for each coordinate $k$, and replace (3) by

$$f_v^{(P)} = \sum_{j_1=1}^{t_k_1-1} \cdots \sum_{j_p=1}^{t_k_p-1} \prod_{a=1}^{p} m^{(k_a)}_{j_a j_a} e_i^{k_1, \ldots, k_p(v)}.$$

The remainder of the proof is identical. \( \square \)
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