Maximum Likelihood Channel Estimation for RIS-Aided Communications With LOS Channels
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Abstract—A reconfigurable intelligent surface (RIS) reflects incoming signals in different ways depending on the phase-shift pattern assigned to its elements. The most promising use case is to aid the communication between a base station and a user when the user has a line-of-sight (LOS) channel to the RIS but the direct channel is blocked. The main challenge is to estimate the channel with limited resources because non-parametric estimation methods require a pilot length proportional to the large number of RIS elements. In this paper, we develop a parametric maximum likelihood (ML) channel estimation framework for estimating the LOS channel to the RIS. We demonstrate that the proposed algorithm can accurately obtain the channel and preferred RIS configuration using only a few pilots. A key novelty is that the RIS configurations used during pilot transmission are selected to progressively improve the estimation accuracy.

I. INTRODUCTION

The propagation conditions between a base station (BS) and user equipment (UE) can be improved using a reconfigurable intelligent surface (RIS) [1], which reflects the transmitted signal towards the receiver in a controllable manner. The potential rate and energy-efficiency benefits of the RIS technology are well understood but a remaining practical challenge is channel estimation [2]. While the estimation in conventional systems is limited by the signal-to-noise ratio (SNR), the largest issue in RIS-aided communications is huge pilot dimensionality. Both the least-squares estimator [3] and minimum mean-squared error estimator [4] require a pilot length proportional to the number of RIS elements, and hundreds of elements are needed for RIS to outperform relays [5]. The array geometry can be utilized to make the pilot length proportional to the RIS area [6], which is smaller for dense RIS arrays but still large.

The frequency response of an RIS element is flat, thus it can only control the propagation over a (nearly) narrowband channel [7]. Current and future systems use wide bandwidths, but are sufficiently narrowband if there are line-of-sight (LOS) channels to and from the RIS. In contrast, [7, Fig. 6] shows that an RIS provides no appreciable gains over wideband non-LOS channels. This insight can be exploited to simplify the channel estimation in the practically important LOS scenario. A review of parametric channel estimation for RIS-aided systems is provided in [8]. A parametric maximum likelihood (ML) estimator is developed in [9] for the case where both the LOS channels to and from the RIS are unknown. A beam-training procedure for LOS channels is developed in [10]. A common property of these estimation methods is that a full-dimensional search over the RIS configurations is made.

In this paper, we consider the estimation of the LOS channel between the UE and RIS, while the channel between the RIS and BS is assumed known from the network deployment. We derive a parametric ML estimator following the classical deterministic ML approach [11]. As a key novelty, we select the RIS configurations during pilot transmission to progressively refine the estimation accuracy. This enables us to use much fewer pilots than when all dimensions are explored, as in previous non-parametric [3, 4] and parametric estimation [9, 10] for RIS systems. The effectiveness is demonstrated numerically.

II. SYSTEM MODEL

We consider an RIS-assisted communication system, where the transmission between the single-antenna UEs and single-antenna BS is aided by an RIS consisting of $N$ reconfigurable elements. The RIS and BS are deployed at fixed locations, thus the channel vector $h = [h_1, \ldots, h_N]^T \in \mathbb{C}^N$ between them is assumed to be known. The BS serves a multitude of UEs at different locations in time-division multiple access (TDMA) mode. Hence, the UE channel must be estimated every time a UE is scheduled and the RIS must be configured based on the new estimate. We let the channel between an arbitrary UE and the RIS be denoted by $g = [g_1, \ldots, g_N]^T \in \mathbb{C}^N$. To focus on the estimation of this channel, we assume there is no direct link between the BS and UE.

If the UE transmits the signal $x \in \mathbb{C}$ to the BS via the RIS, the received signal can be expressed as

$$y = \left( \sum_{n=1}^{N} h_ag_n e^{-j\theta_n} \right)x + w,$$

where $w \sim \mathcal{N}_C(0, \sigma^2)$ is the independent receiver noise and $\theta_n$ is the phase-shift induced by the $n$th RIS element for $n = 1, \ldots, N$. If a data signal $x \sim \mathcal{N}_C(0, P_d)$ is transmitted with power $P_d$, the capacity of this channel is [5, Lemma 1]

$$\log_2 \left( 1 + \left( \sum_{n=1}^{N} h_n g_n |e^{-j\theta_n}|^2 \frac{P_d}{\sigma^2} \right) \right),$$

$$\leq \log_2 \left( 1 + \left( \sum_{n=1}^{N} |h_n g_n|^2 \frac{P_d}{\sigma^2} \right) \right),$$
where the former expression holds for any RIS phase-shift configuration and the upper bound is achieved by selecting the phase-shifts as \( \theta_n = \arg(h_n) + \arg(g_n) \) for \( n = 1, \ldots, N \). This optimal selection makes \( h_ng_ne^{-j\theta_n} = |h_ng_n| \) so that all the \( N \) propagation paths via the RIS are phase-aligned.

To use this optimal configuration, the system needs to know \( \arg(h_n) + \arg(g_n) \) for all elements so channel state information (CSI) is essential. Since \( h \) is assumed known, the problem is to estimate the channel \( g \) between the UE and RIS.

III. Maximum Likelihood Channel Estimation

When considering estimation of the channel \( g \), it is convenient to rewrite (1) in the equivalent form

\[
y = \theta^T D_h g x + w, \tag{4}
\]

by defining the vector \( \theta = [e^{-j\theta_1}, \ldots, e^{-j\theta_N}]^T \in \mathbb{C}^N \) containing the RIS phase-shifts and the diagonal matrix \( D_h = \text{diag}(h_1, \ldots, h_N) \) with the channel coefficients between the RIS and BS. The effective scalar channel \( \theta^T D_h g \) is a projection of \( g \) onto the direction of the vector \( \theta^T D_h \) determined by the RIS configuration.

To estimate the unknown channel \( g \) at the BS, the UE needs to transmit a known pilot signal and the RIS needs to switch between different configurations so that the projections of \( g \) in different directions are observable. Suppose the UE transmits the deterministic pilot signal \( x = \sqrt{P_p} x \) with power \( P_p \), at \( L \) time instances. The RIS configuration is changed between these instances as \( \theta_1, \ldots, \theta_L \). The concatenated received signal \( y \in \mathbb{C}^N \) at the BS can then be expressed as

\[
y = BD_h g \sqrt{P_p} + w, \tag{5}
\]

where

\[
B = [\theta_1, \ldots, \theta_L]^T, \tag{6}
\]

\[
w = [w_1, \ldots, w_L]^T, \tag{7}
\]

and \( w_l \) is the noise at pilot time instance \( l \), for \( l = 1, \ldots, L \).

There is a multitude of channel estimators that can be developed based on the received pilot signal in (5). We will take the ML estimation approach [12] because the channel \( g \) is assumed unknown but deterministic. The probability density function (PDF) of \( y \) for a given \( g \) can be expressed as

\[
f_Y(y; g) = \frac{1}{(2\pi\sigma^2)^{N/2}} e^{-\|y - BD_h g \sqrt{P_p}\|^2/2\sigma^2}. \tag{8}
\]

Due to the ML criterion, we are looking for the channel estimate \( \hat{g} \) that maximizes the PDF in (8):

\[
\hat{g} = \arg \max_{g \in \mathbb{C}^N} f_Y(y; g) = \arg \min_{g \in \mathbb{C}^N} \|y - BD_h g \sqrt{P_p}\|^2. \tag{9}
\]

If all vectors in \( \mathbb{C}^N \) are plausible channels, then the solution to (9) is

\[
\hat{g} = \frac{1}{\sqrt{P_p}} D_h^{-1} B^\dagger y \tag{10}
\]

where \( B^\dagger \) denotes the pseudoinverse of \( B \). If \( L \geq N \) and \( B \) is selected to have rank \( N \), then (10) simplifies to

\[
\hat{g} = \frac{1}{\sqrt{P_p}} D_h^{-1} (B^\dagger B)^{-1} B^\dagger y. \tag{11}
\]

Apart from the fact that \( D_h \) is assumed known, (11) is basically the same ML estimator as in [8], which can also be called the minimum variance unbiased estimator, or least-squares estimator [7]. We will use the latter terminology herein. The main practical issue is that we need \( L \geq N \) to utilize (11), which requires very long pilot sequences when considering a typical RIS with hundreds of elements [5]. The estimator in (9) can be used for the desired case of \( L < N \) but it will not perform well since there are fewer observations than unknowns. However, we will now demonstrate that the ML framework becomes very powerful when combined with a known channel parameterization that reduces the set of feasible channel realizations to a small subset of \( \mathbb{C}^N \).

A. Parametric ML Estimation

Suppose only channel vectors \( g \in \mathcal{A} \) are feasible in the considered scenario, where \( \mathcal{A} \subset \mathbb{C}^N \) is a subset of all possible vectors. In the considered LOS scenario, we can assume

\[
\mathcal{A} = \{ c a(\varphi) : c \in \mathbb{C}, \varphi \in \Phi \}, \tag{12}
\]

where \( c \) can be any complex channel coefficient at the reference element of the RIS and \( a(\varphi) \) is the array response vector for a plane wave arriving from the angle-of-arrival (AOA) \( \varphi \). The array response vector is a function of the AOA but is determined by the array geometry so the function is known. The set \( \Phi \) of feasible AOA is also deployment-specific.

We can utilize this parametrization to particularize (9) as the new parametric ML estimator

\[
\hat{g} = \hat{c} a(\hat{\varphi}) = \arg \min_{c \in \mathbb{C}, \varphi \in \Phi} \| y - c BD_h a(\varphi) \sqrt{P_p} \|^2. \tag{13}
\]

We further introduce the notation \( c = \sqrt{\beta} e^{j\omega} \), where \( \beta \geq 0 \) is the channel gain and \( \omega \) is the phase-shift at the reference element. By this change of variables, (13) can be rewritten as a joint estimation of \( \beta, \omega \), and \( \varphi \):

\[
\begin{align*}
\{ \beta, \omega, \varphi \} &= \arg \min_{\beta \geq 0, \omega \in [0, 2\pi]}, \varphi \in \Phi} \| y - \sqrt{\beta} e^{j\omega} BD_h a(\varphi) \sqrt{P_p} \|^2 \\
&= \arg \min_{\beta \geq 0, \omega \in [0, 2\pi]}, \varphi \in \Phi} P_p \beta \| BD_h a(\varphi) \|^2 - 2\sqrt{P_p} \beta \text{Re} (e^{j\omega} y^H BD_h a(\varphi)),
\end{align*}
\]

where the term \( \|y\|^2 \) is omitted in the second line since it is independent of the optimization variables.

First, we can notice that \( \omega \) only appears in the last term of (14). We, therefore, need to maximize \( \text{Re} (e^{j\omega} y^H BD_h a(\varphi)) \) to find the ML estimator, from which \( \omega \) is obtained as

\[
\hat{\omega} = -\arg \left( y^H BD_h a(\varphi) \right), \tag{15}
\]

which makes \( \text{Re} (e^{j\omega} y^H BD_h a(\varphi)) = |y^H BD_h a(\varphi)| \). Substituting this expression into (14) yields

\[
\begin{align*}
\{ \hat{\beta}, \hat{\varphi} \} &= \arg \min_{\beta \geq 0, \varphi \in \Phi} P_p \beta \| BD_h a(\varphi) \|^2 - 2\sqrt{P_p} \beta \| y^H BD_h a(\varphi) \|
\end{align*}
\]

(16)
This is a second-order polynomial with respect to $\sqrt{\beta}$. By identifying the only non-zero root, $\beta$ is readily obtained as
\[ \hat{\beta} = \frac{|y^{BD} h a(\varphi)|^2}{P_p ||BD h a(\varphi)||^4}. \] (17)
Substituting (17) into (16), the ML estimate for the AOA can be found as
\[ \hat{\varphi} = \arg \min_{\varphi \in \Phi} - \frac{|y^{BD} h a(\varphi)|^2}{||BD h a(\varphi)||^2} = \arg \max_{\varphi \in \Phi} \frac{|y^{BD} h a(\varphi)|^2}{||BD h a(\varphi)||^2}. \] (18)
This maximization needs to be solved numerically. The utility function is continuous but it is known in the array signal processing literature that ML problems of this kind can have many local maxima [11]. There are methods to precisely identify all of them [9], which is necessary if their peak values are similar. However, in our application, a grid search is sufficient since Section IV develops an algorithm to gradually improve the utility function until there is only one distinct peak value. Note that the same received signal $y$ is utilized every time the utility is evaluated, thus the granularity of the grid search only affects the computational complexity.

In summary, we have proved the following main result.

**Theorem 1.** The parametric ML estimate $\hat{g} = \hat{\varphi} a(\hat{\varphi})$ is
\[ \hat{c} = \sqrt{\hat{\beta}} e^{j\omega} = \frac{|y^{BD} h a(\hat{\varphi})|}{\sqrt{T_p} ||BD h a(\hat{\varphi})||^2} e^{-jarg(y^{BD} h a(\hat{\varphi}))}, \] (19)
\[ \hat{\varphi} = \arg \max_{\varphi \in \Phi} \frac{|y^{BD} h a(\varphi)|^2}{||BD h a(\varphi)||^2}. \] (20)
This ML estimator can be interpreted as follows. The AOA is estimated by computing the inner product between the actually received signal $y$ and the normalized noise-free received signal $BD_h a(\varphi)/||BD h a(\varphi)||$, and identifying which feasible angle $\varphi \in \Phi$ maximizes its squared magnitude.

The estimated received signal $BD_h a(\hat{\varphi})$ lacks the scaling factor $c = \sqrt{\hat{\beta}} e^{j\omega}$. The phase-shift $\omega$ is estimated by compensating for the channel delay between the received signal and channel direction $BD_h a(\hat{\varphi})$. Finally, the channel magnitude $\sqrt{\hat{\beta}}$ is estimated by computing the same inner product and then normalizing it so that only the magnitude remains.

**B. Example: Uniform linear array**

Suppose the RIS is a horizontally deployed uniform linear array (ULA) with $N$ elements and spacing $\Delta$. The array response vector at the wavelength $\lambda$ can be expressed as
\[ a_{ULA}(\varphi) = \begin{bmatrix} 1 \\ e^{-j2\pi \Delta n(\varphi)/\lambda} \\ \vdots \\ e^{-j2\pi (N-1) \Delta n(\varphi)/\lambda} \end{bmatrix}, \] (21)
where $\varphi$ is the azimuth AOA. The RIS can only receive signals in front of it, thus the ML estimate in (18) becomes
\[ \hat{\varphi} = \arg \max_{\varphi \in [-\pi, \pi]} \frac{|y^{BD} h a_{ULA}(\varphi)|^2}{||BD h a_{ULA}(\varphi)||^2}. \] (22)
The same expression can be used if the RIS is planar but deployed at the same height as the prospective UEs so that only the azimuth angle determines the channel. If the RIS has $M$ rows and $N$ elements per row, then $a_{ULA}$ is the array response of each row. By assigning the same phase shift to all elements in a column, we can reduce the planar RIS problem to the one studied in this paper but with $M^2$ times larger SNR.

**IV. ADAPTIVE RIS CONFIGURATION DURING ESTIMATION**

The RIS configuration matrix $B = [\theta_1, \ldots, \theta_L]^T \in \mathbb{C}^{L \times N}$ determines the quality of the parametric ML estimation procedure described above. We will now consider how to select this matrix. We would like the number of RIS configurations to be much fewer than the number of RIS elements (i.e., $L \ll N$) by only exploring important channel dimensions in the pilot transmission. The previous approaches in [3], [4], [9], [10] require $L \geq N$ since $B$ is selected a priori or randomly. Herein, we propose an iterative algorithm where the RIS configurations during the pilot transmission are selected adaptively to gradually refine the ML estimate. We show in Section V that it quickly converges to a good AOA estimate.

Suppose the exact AOA from the UE to the RIS is $\bar{\varphi}$. The optimal RIS phase-shift vector, denoted by $\bar{\Theta}$, for achieving the capacity in (3) is given by
\[ \bar{\Theta} = \arg \max_{\varphi \in \bar{\Theta}} \left( e^{-j\text{arg}(h_1)}, \ldots, e^{-j\text{arg}(h_N)} \right) a^*(\varphi), \] (23)
where $^*$ denotes complex conjugation. Hence, when $\hat{\varphi}$ is to be estimated, it is natural to consider $L$ RIS configurations with the structure in (23) but using other angles. We will select a set $\bar{B} = \{ \bar{\varphi}_1, \bar{\varphi}_2, \ldots, \bar{\varphi}_N \}$ of $N$ well-separated plausible angles and define the resulting set of plausible RIS configurations as
\[ \bar{\Theta} = \left\{ \arg \left( e^{-j\text{arg}(h_1)}, \ldots, e^{-j\text{arg}(h_N)} \right) a^*(\varphi) : \varphi \in \bar{B} \right\}. \] (24)

Algorithm 1 describes our proposed iterative approach for estimating the AOA between the UE and the RIS. We start by selecting two RIS configurations from the set $\bar{\Theta}$ in (24) to create the initial matrix $B_2 \in \mathbb{C}^{2 \times N}$. Pilots are transmitted at two time instances and the received signal $y_2 \in \mathbb{C}^2$ is used to compute a first ML estimate $\hat{\varphi}_2$ using Theorem 1. Then, an adaptive procedure begins where the next RIS configuration is selected as the unused configuration in $\bar{\Theta}$ that is closest to what the optimal RIS phase-shift vector in (23) would become if the ML estimate was exact. A new pilot is then transmitted using this configuration and a new ML estimate is computed using all the received signals. This procedure is continued until the intended pilot length $L$ is reached.

The intuition behind this algorithm is that each pilot that is transmitted (after the initial two) is used to refine the current ML estimate. By using an RIS configuration that resembles the current estimate but has not yet been considered, we will
either improve the certainty of the estimate or discard it in light of the new pilot signal and find a very different estimate. The algorithm can be initialized by selecting two configurations in \( \Theta \) that are far apart. The algorithm terminates when \( L \) pilots have been used for channel estimation, however, it can possibly be terminated early if the difference between the largest and second-largest peaks of the utility function is big.

**Algorithm 1** AOA estimation between the UE and RIS.

1. Define the set \( \Theta \) of plausible RIS configurations in (24)
2. Select two initial RIS configurations \( \theta_1 \) and \( \theta_2 \) from \( \Theta \)
3. Set \( \mathbf{B}_2 = [\theta_1, \theta_2]^T \) and update \( \Theta \leftarrow \Theta \setminus \{\theta_1, \theta_2\} \)
4. Send pilot signals using the RIS configurations \( \theta_1, \theta_2 \) to get the received signal \( y_2 \in \mathbb{C}^2 \)
5. for \( i = 2, \ldots, L \) do
6. Compute ML estimate \( \hat{\phi}_i = \arg \max_{\varphi \in \Phi} \frac{|y_i^H \mathbf{D}_h a(\varphi)|^2}{||\mathbf{B}_i^H \mathbf{D}_h a(\varphi)||^2} \)
7. if \( i < L \) then
8. Set \( \hat{\Theta}_i = \text{diag}(e^{-j \text{arg}(h_{i1})}, \ldots, e^{-j \text{arg}(h_{iN})}) \mathbf{a}^*(\hat{\phi}_i) \)
9. Compute \( \hat{\theta}_{i+1} = \arg \max_{\theta \in \hat{\Theta}_i} |a(\theta)|^2 \)
10. Set \( \mathbf{B}_{i+1} = [\mathbf{B}_i^T, \hat{\theta}_{i+1}]^T \), update \( \Theta \leftarrow \Theta \setminus \{\theta_{i+1}\} \)
11. Send a pilot signal using the RIS configuration \( \hat{\theta}_{i+1} \) and collect received signals in \( y_{i+1} = [y_{i1}^T, y_{i1+1}^T] \)
12. end if
13. end for
14. return ML estimate \( \hat{\phi}_L \)

**A. Example: Uniform linear array**

If a ULA with the array response vector in (21) is used, then the magnitude of the inner product between the vectors for two different angles \( \hat{\phi}_{n_1}, \hat{\phi}_{n_2} \in \mathcal{B} \) becomes

\[
|\mathbf{a}_{\text{ULA}}^H(\hat{\phi}_{n_1}) \mathbf{a}_{\text{ULA}}(\hat{\phi}_{n_2})| = \frac{\sin \left( \frac{2\pi}{N} \Delta \left( \sin(\hat{\phi}_{n_2}) - \sin(\hat{\phi}_{n_1}) \right) \right)}{\sin \left( \frac{2\pi}{N} \Delta \left( \sin(\hat{\phi}_{n_2}) - \sin(\hat{\phi}_{n_1}) \right) \right)},
\]

(25)

The value is determined by the difference between \( \sin(\hat{\phi}_{n_1}) \) and \( \sin(\hat{\phi}_{n_2}) \), thus the plausible angles in \( \mathcal{B} \) are well separated if the sine of them are equally spaced between \(-1\) and \(+1\). Hence, we select the set of plausible angles as

\[
\mathcal{B} = \left\{ \arcsin \left( \frac{2m}{N} \right) : m = -\left\lfloor \frac{N - 1}{2} \right\rfloor, \ldots, 0, \ldots, \left\lfloor \frac{N}{2} \right\rfloor \right\}, \tag{26}
\]

where \( \lfloor \cdot \rfloor \) truncates the argument to the closest smaller integer. The plausible RIS configurations can now be computed by (24) using the array response vector for ULAs and \( \mathcal{B} \) in (26).

**V. Numerical Results**

We will now demonstrate the effectiveness of the proposed parametric ML estimator and adaptive RIS configuration. We consider a setup where the RIS and UE are located in the same horizontal plane, so that only the azimuth AOA must be estimated. The RIS is rectangular and has \( N = 40 \) horizontal elements that are separated by \( \Delta = \lambda/4 \). The number of vertical elements will not affect our results so we leave it arbitrary. There is a known LOS channel between the BS and RIS, and the choice of angular direction will not affect the results since we compensate fully for \( \mathbf{D}_h \) in the RIS configuration. The UE locations are selected uniformly at random from \([-\pi/3, \pi/3]\), while \( \Phi = [-\pi/2, \pi/2] \).

We define the per-element data SNR as

\[
\text{SNR}_d = \frac{P_d}{\sigma^2} |h_n g_n|^2, \tag{27}
\]

which is independent of the element index \( n \) since we consider LOS channels. We further assume that the pilot SNR, \( \text{SNR}_p \), is 10 dB larger than \( \text{SNR}_d \) (i.e., \( P_p = 10 P_d \)), motivated by the fact that a pilot processing gain can be achieved by spreading the pilot sequence of the frequency domain.

Fig. 1 shows the average rate (over different AOA and noise realizations) as a function of the number of pilot transmissions \( L \) with different RIS configurations. The proposed parametric ML estimator is compared with the perfect CSI case and least-squares estimator considered in prior work.
when configuring the RIS based on the proposed parametric ML estimate of the AOA is computed using (2). We compare it with the capacity expression in (3) that is achieved with perfect CSI. We also benchmark the proposed algorithm against the conventional least-squares estimator in (10), in which a random subset of the columns of a DFT matrix is used as the $L$ RIS configurations during the pilot transmission.

Fig. 1(a) considers SNR$_p = 10$ dB. The proposed algorithm achieves an average of 76% of the capacity for $L = 2$ pilot transmissions (and RIS configurations). The percentage then increases rapidly with $L$ as the ML estimate is gradually refined by sending extra pilots using RIS configurations that seemed promising. 93% of the capacity is achieved at $L = 4$ and 96% at $L = 5$. It is clear that the proposed algorithm finds a good estimate of $g$ using much less than $N = 40$ pilot transmissions. In contrast, the conventional least-squares estimator begins at a much lower average rate and requires $L \approx N$ to come close to the capacity.

Fig. 1(b) considers the case of SNR$_p = 0$ dB. The reduced SNR results in a lower capacity, but also worse estimation quality. The proposed ML estimator is more affected by the noise since it relies on comparing the received signal with prospective noiseless signals to identify the most likely one. Nevertheless, the proposed algorithm greatly outperforms the least-squares estimation benchmark and $L = 10$ is sufficient to reach 96% of the capacity, instead of $L = 40$.

The typical convergence behavior is illustrated in Fig. 2. The utility function in (18) is shown (in the decibel scale due to the large dynamic range) for different AOAs and number of pilot transmissions $L$. The red stars illustrate the ML estimate for each value of $L$ and the true value is $\varphi = -\pi/4$. In the first few iterations ($L < 5$), the utility function has many local maxima with similar peak values. Hence, multiple AOAs are roughly equally likely and there is a large risk that the wrong one is selected for the ML estimate. Every time $L$ is increased, a pilot is transmitted using an RIS configuration that resembles the last ML estimate, according to the algorithm proposed in Section IV. If the previous estimate was far from the true AOA, then the new pilot transmission will help to exclude this angle; all the peaks of the utility function diminish except the one at the true AOA. As can be seen in the figure, the red stars jump between three different points before stabilizing around the true angle when $L = 5$. Depending on how similar the RIS configurations at the two initial pilot transmissions happen to be to the optimum, the initial process of excluding peaks at incorrect AOAs can take 2-10 iterations. Hence, if the system has any prior information about where the UE might be located, the algorithm could be initialized based on this information to speed up convergence.

VI. Conclusions

Accurate CSI is essential for an RIS to improve the channel quality between a transmitter and receiver. Recent works have shown that LOS channels to and from the RIS are needed to support wide bandwidths. In this paper, we have developed an efficient channel estimation algorithm that exploits the channel structure in this scenario. It consists of a parametric ML estimator and an adaptive way of selecting which RIS configurations to use during pilot transmission to gradually refine the estimate. This novel algorithm achieves accurate estimates using much fewer pilots than there are RIS elements.
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