Abstract. While chemical and genetic viability screens in cancer cell lines have identified many promising cancer vulnerabilities, simple univariate readouts of cell proliferation fail to capture the complex cellular responses to perturbations. Complementarily, gene expression profiling offers an information-rich measure of cell state that can provide a more detailed account of cellular responses to perturbations. Relatively little is known, however, about the relationship between transcriptional responses to perturbations and the long-term cell viability effects of those perturbations. To address this question, we integrated thousands of post-perturbational transcriptional profiles from the Connectivity Map with large-scale screens of cancer cell lines' viability response to genetic and chemical perturbations. This analysis revealed a generalized transcriptional signature associated with reduced viability across perturbations, which was consistent across post-perturbation time-points, perturbation types, and viability datasets. At a more granular level, we lay out the landscape of treatment-specific expression-viability relationships across a broad panel of drugs and genetic reagents, and we demonstrate that these post-perturbational expression signatures can be used to infer long-term viability. Together, these results help unmask the transcriptional changes that are associated with perturbation-induced viability loss in cancer cell lines.

Introduction

Large-scale efforts to map the chemical and genetic vulnerabilities of cancer cell lines have provided insight into cancer cell biology, gene function, and potential therapeutic avenues [25,8,28,2,27]. While these high-throughput experiments have relied on measuring changes in cell growth, there is a need to better understand the underlying shifts in cellular mechanisms that ultimately lead to a change in the growth phenotype.

In parallel efforts, large-scale databases profiling transcriptional responses to chemical and genetic reagents have opened the door for a deeper understanding of these effects by providing an information-rich measure of cellular response to perturbation [23]. However, the relationship between short-term post-perturbation transcriptional changes and longer-term changes in cell viability is not well understood.

A more detailed portrait of the transcriptional changes associated with viability loss would not only offer insight into fundamental modes of cancer cell death, but could also guide the development of therapeutic strategies. Several efforts have attempted to leverage transcriptional profiles to discover drugs’ mechanisms of action [13,21,23], but directly linking transcription and viability could expedite the discovery of promising drug-response mechanisms that could suggest therapeutic strategies that elicit one or multiple of these mechanisms. Furthermore, if early readouts of post-perturbation transcription are predictive of long-term changes in cell death, these transcriptional profiles could provide pharmacodynamic biomarkers that are indicative of a sample’s eventual response to treatment.

A number of studies have presented broad characterizations of the expression-viability relationship by examining responses to drugs with various mechanisms, revealing patterns in gene expression that are associated with fitness loss [18,24]. Another line of work has focused on building predictive models to reliably estimate a cell’s future viability response given the transcriptional profile [20]. While these studies have provided beneficial insights for a handful of compounds and cell contexts, there remains a need for a detailed characterization of the landscape of viability-related transcriptional responses across many chemical and genetic reagents.
Here, we investigate the relationship between transcriptional changes and cell viability following perturbation in cancer cell lines by integrating several large-scale datasets, and applying simple and interpretable statistical analyses. We find transcriptional “signatures” associated with loss of viability that are robust and biologically meaningful for chemical and genetic perturbations, and enable stratification of samples based on inferred sensitivity to a given perturbation, which is a key goal of developing targeted therapeutics. Furthermore, we observe clusters of perturbations exhibiting similar expression-viability relationships, which could aid the identification and refinement of perturbation classes. These analyses not only enhance our understanding of pathway regulation induced by a variety of treatments, but also provide an avenue for using short-term transcriptional readouts for predicting long-term sensitivity to these treatments.

Results

A global transcriptional signature for sensitivity to small molecules

We first sought to identify the changes in gene expression that are associated with drug-induced loss of long-term cell viability across a large set of compounds and cell lines. To this end, we leveraged data generated by the Connectivity Map using the L1000 assay, which measures the expression levels of 978 landmark genes following perturbation and computationally infers the remainder of the transcriptome. In parallel, we integrated drug sensitivity data from three sources: the PRISM Repurposing dataset \[3\], the Genomics of Drug Sensitivity in Cancer resource (GDSC) \[8,1,21,22,11\], and the Cancer Target Discovery and Development database (CTD2) \[22,121\] (Methods). Together, these viability datasets have screened thousands of small molecules in hundreds of cell lines. We integrated the expression and drug response datasets by pairing profiles from each dataset with the same perturbation, cell line, and sufficiently similar dose, yielding a large set of matched profiles, each of which consisted of a cell line’s differential expression following treatment with a specific compound, along with the sample’s observed viability following treatment. After selecting for compounds with a sufficient number of cell lines, this integration yielded over 12,000 transcriptional profiles spanning 147 compounds, 54 cell lines, and 2 time-points (6 and 24 hours). Importantly, the cell viability measurements were taken at 3-5 days after initial drug treatment (Methods).

We assessed the linear association between each gene’s transcriptional response and the measured viability effects of the perturbation, yielding a transcriptional signature associated with decreased cell viability across over 5,000 profiles (141 compounds) (we refer to this association as the “global viability signature”, as it considers the average association across all drugs and cell lines) (Figure 1A, Methods). This analysis revealed a robust association between drug sensitivity and expression for many genes, indicating that there is a consistent transcriptional signature related to viability effects. Specifically, the global viability signature showed enrichment for genes involved in pathways relevant to cell viability, such as cell cycle regulation and apoptosis, suggesting that this approach is able to identify the biological pathways associated with fitness loss across a broad range of drug classes and different cell types (Figure 1B, 1C).

Global viability signature generalizes across perturbation types, time-points, and independent datasets

Having observed a global relationship between changes in transcription and cell viability across the large L1000 chemical perturbation dataset, we sought to determine whether the association remained consistent across perturbation types, experimental conditions, and independent datasets.

To test whether a similar transcription-viability relationship is induced by genetic perturbations, we leveraged data from the Broad Institute’s Cancer Dependency Map, which has measured the viability response of hundreds of cell lines in genome-wide RNAi knockdown and CRISPR/Cas9 knockout experiments \[25,17,56\]. We integrated the Connectivity Map’s RNAi and CRISPR/Cas9 transcriptional profiles with the associated viability measurements — here, matching profiles by cell line and targeted gene, together totaling nearly 10,000 transcriptional profiles covering 935 target genes and 76 cell lines — in order to identify a viability-related transcriptional signature.

The global viability signatures elicited by RNAi and CRISPR generally agreed with that identified for small molecules (Pearson R: compounds/RNAi = 0.61, compounds/CRISPR = 0.59, RNAi/CRISPR = 0.50)
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Fig. 1: The global viability signature finds biologically interpretable associations between gene expression and viability.

(a) Schematic showing integration of large-scale datasets of measurements of transcription and viability following treatment with perturbations, which allows for understanding changes in expression that are associated with longer-term loss of viability.

(b) We computed the global association between post-treatment change in expression and sensitivity, and the top genes in the global “viability signature” were involved in pathways related to cytotoxic processes, such as apoptosis and cell cycle regulation.

(c) A gene set enrichment analysis of the global viability signature reinforced the enrichment of cytotoxic pathways, with cell cycle-related genes being downregulated and apoptosis-related genes showing upregulation in association with sensitivity.

(d) Viability signatures for expression measurements at 6 and 24 hours post-treatment. A positive trend emerges, although the signature at 24 hours is stronger in magnitude. The solid line indicates unity.

(e) Heatmap showing the association between change in gene expression and sensitivity, computed separately for compounds, RNAi, and CRISPR. The gene-wise relationship between expression and viability remains consistent across perturbation technology types, as shown here with the genes with strongest average association across types.

(Figure 1E), suggesting that, on average, the regulation of transcriptional pathways related to decreased cell fitness is consistent across different perturbation types.

Furthermore, the concordance of transcription-viability relationships across datasets suggests that the global viability signature estimated from small molecule perturbations was not specific to the composition of compound libraries used for screening. In other words, the global viability signature seems to generalize beyond the small molecules present in the chemical screening datasets. This point was further reinforced by the concordance of viability signatures estimated from three individual chemical sensitivity datasets, each of which was generated by an independent research group (Figure S1).

As transcriptional signatures of chemical perturbations have been shown to evolve over the course of hours to days, a key question is how the estimated viability signatures change over time. The Connectivity Map contains profiles at 6 and 24 hours post-perturbation for many compounds, so we assessed whether there were differences in the expression-viability relationships identified at each of these time points. We found that the estimated global signatures for the two time points were highly correlated (Pearson R = 0.82), indicating that the expression-viability relationship remains largely consistent over this time period.
and that patterns in expression associated with long-term viability effects could be detectable as early as 6 hours after perturbation (Figure 1D).

We also found that the association between transcriptional response and drug sensitivity was stronger in magnitude at 24 hours (Figure 1D). Interestingly, transcriptional responses for some genes showed strong association, as measured by the viability signature coefficients, with viability at 24 hours but virtually no association at 6 hours post-treatment, including CDC45 and CDK1, both of which are involved in cell cycle regulation and mediating response to DNA damage, indicating that the post-perturbation time course of different viability-related cellular processes may vary.

Predicting viability from short-term transcriptional response

Having validated the robustness of the global expression-viability relationship, a key question is whether a cell line’s long-term drug sensitivity can be computationally predicted from short-term transcriptional changes. To test this, we trained and evaluated predictive models, using over 12,000 transcriptional profiles comprising data pooled across compounds and cell lines. We used the 978 landmark gene expression values as inputs to the models and restricted these analyses to compounds that were screened in at least 15 cell lines in order to ensure that we could robustly assess each model’s predictions on a per-compound basis (using 10-fold cross-validation; Methods).

The models showed moderate predictive accuracy overall (Pearson R between predicted and measured viability = 0.34), reinforcing the robustness of the association between expression and viability globally across compounds and cell lines (Figure 2A). For comparison, we also trained models using only a scalar-valued measure of the overall strength of expression changes (transcriptional activity score, TAS [23]), rather than the specific pattern of expression response. Surprisingly, TAS predicted sensitivity fairly well, suggesting that even simple readouts of the aggregate magnitude of transcriptional change could be predictive of sensitivity for many classes of compounds; however, models trained using the full, multivariate expression profiles showed modest, but consistent, improvement (Figure 2A).

While these models capture a consistent relationship between transcription and viability, they are measuring an average, or “global”, effect across compounds. Given the heterogeneity in the classes of small molecules in these datasets, it is important to investigate the nature of transcriptional effects that are specific to individual compounds or compound classes and how these relate to their viability effects on cancer cell lines.

To make a first approximation of the level of compound-specificity in the transcription-viability relationships, we tested whether a global viability signature (trained on data pooled across cell lines and compounds) could predict differential sensitivity across cell lines for individual held-out compounds (here, we only test on compounds which produce sufficient differential viability effects across cell lines; Methods). Notably, although the global transcriptional patterns predicted sensitivity better than TAS, these models showed considerable variability in performance across compounds when predicting selective killing of individual compounds (Figure 2A). This result suggests that, although the global expression-viability relationship can predict differential sensitivity between cell lines for some compounds, there exist substantial compound-specific differences in the expression-viability relationship.

Because the predictive models pooled all the data together for training, the expression signatures identified are necessarily shared among compounds, and will be driven by both differential sensitivity across cell lines to a given compound, as well as compound-to-compound differences in overall cell killing and expression responses. To tease apart these effects, we trained a model on expression profiles that had been averaged across cell lines for each compound (explicitly removing any cell-line-specific component of the transcriptional responses), and found that this model predicted sensitivity as well as the model trained on the original profiles (Figure 2A). This result suggests that the models are strongly influenced by variation across compounds, rather than differences across cell lines in the sensitivity to a given compound.

Although the global viability signature and these predictive model analyses demonstrate a transcription-viability relationship that is partially shared across compounds, it is vital to account for patterns that are unique to individual compounds or drug classes. Thus, we next sought to more precisely understand the extent to which each compound induces its own unique viability-related response.
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Fig. 2: Predicting drug sensitivity using profiles of differential expression following chemical perturbation.

(a) Left: Using transcriptional response profiles to predict sensitivity across compounds achieves moderate predictive performance using elastic net regression (left two boxes); however, predicting compound-specific sensitivity differences across cell lines yields a substantially larger range in performance, suggesting the model is primarily fitting and predicting differences among average compound responses. Each point on the left indicates the performance of one of 10 folds; each point on the right corresponds to the performance of a model for one compound. We also note that overall expression magnitude (TAS) also predicts viability fairly well.

(b) Comparison of predictive models trained on all pooled transcriptional profiles (x-axis) and on profiles that have been mean-collapsed across cell lines for each compound. Each point represents the performance of the models for one compound. The comparable ability of the two models to predict sensitivity to individual compounds suggests that the global viability signature is primarily driven by variation between compounds.

Assessing perturbation-specific viability signatures

Given the large variability across compounds in our ability to predict cell lines’ sensitivity with the global signature, we turned to directly assessing the transcription-viability relationship for each individual compound as a means to more precisely assess the level of compound-specificity in the expression-viability relationship.

In order to understand the relationship between transcriptional response and long-term viability effects for each compound, there is a need to disentangle changes that occur selectively in sensitive cell lines and those that occur in all cell lines. The former is important for identifying expression patterns of selective killing, while the latter is useful for understanding the baseline effects of a drug. For example, in the expression profiles following treatment with tanespimycin (an HSP inhibitor), some genes (e.g., PTK2) show a stronger change in expression in more sensitive cell lines, and other genes (e.g., HSPA6) show a change in expression even in insensitive cell lines (Figure 3B).

To deconvolute these effects, we used linear models to account for these two components of the transcriptional response for each compound (Figure 3A): one that measures the expression-viability relationship (slope term), and another that measures changes in expression that occur independent of viability effects (intercept term). We refer to these as the “viability-related” and “viability-independent” signatures, respectively (Methods). This approach allows for a more precise dissection of the components of post-treatment expression that are directly related to eventual selective fitness effects.

For example, by estimating these signatures for tanespimycin, we found that the viability-related signature showed enrichment for genes related to cell death, such as MAL and PTK2 (Figure 3C), and a gene set enrichment analysis showed strong downregulation of gene sets related to cell cycle. On the other hand, the viability-independent component showed a strong representation of genes related to heat shock response...
Fig. 3: Compound-specific viability signatures reveal viability-related and -independent components of expression signatures.

(a) An example relationship between sensitivity and differential gene expression for a single compound (each point is a cell line). We define viability-related and -independent components of the expression response as the slope and intercept of this line, respectively, which directly isolates the signature that is associated with loss of viability.

(b) Viability-related (top left) and -independent (top right) signatures for tanespimycin, an HSP inhibitor. Tanespimycin induces a change in the expression of some genes (e.g., PTK2, bottom left) in association with the sensitivity to vemurafenib, while the expression of other genes (e.g., HSPA6, bottom right) changes regardless of the sensitivity.

(c) Viability-related and -independent components recover death- and MOA-related signatures, respectively, for tanespimycin.

(d) Same as (c), but for PD-98059, a MEK inhibitor.

and DNA damage, including HSPA1A, HSPD1, and DNAJB1, suggesting that the viability-independent component could be useful for isolating genes related to a compound’s mechanism of action.

By extending this approach across all compounds with a sufficient range of killing, we found that both the viability-related and -independent components exhibited biologically meaningful patterns for many drugs. For example, PD-98059 (a MEK inhibitor) showed a viability-related signature that was enriched for cytotoxicity-related genes (PUF60 and CLTC), while its viability-independent signature was enriched for MAPK pathway genes (DUSP4/6 and FOSL1) (Figure 3D).

Importantly, we found differences in viability-related signatures between compounds, reinforcing that a single signature cannot capture the diversity of compound-specific responses (Figure S2).

We also examined the analogous landscape of perturbation-specific viability signatures for genetic reagents using the same modeling framework. Because relatively few cell lines have been screened in the CRISPR L1000 data, we restricted our analysis to the RNAi data, composed of 268 unique target genes and 66 unique cell lines after filtering for perturbations profiled in at least 9 cell lines in order to be powered to estimate the variability across cell lines.

Similar to the compound-level signatures, we found that the gene-level viability signatures — computed on profiles averaged across shRNAs for each target gene — were enriched for genes related to cell death, and for pathways related to specific genes’ functions. For example, the viability-related signature associated with MAP2K1 knockdown in sensitive cell lines was enriched for genes related to apoptosis and MAPK
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Fig. 4: Gene-specific signatures for RNAi capture transcriptional response to genetic reagents associated with viability loss, and allow for making connections between genetic perturbations.

(a) Differential expression following MAP2K1 knockdown showing strong expression response in cell lines which are sensitive to MAP2K1 inhibition.
(b) Viability-related signature component of expression following MAP2K1 knockdown.
(c) Comparison of viability-related signatures for MAP2K1 knockdown and selumetinib (a MEK inhibitor) shows a consistent implication of MAPK pathway-related genes in the expression-sensitivity association.

signal, such as IER3 and DUSP6, and shows concordance with the viability signature for the MEK-inhibitor selumetinib (Figure 4C).

We again observed robust differences between viability-related signatures across targeted genes, demonstrating the heterogeneity of perturbation-specific expression-viability relationships. Together, these observations suggest that although there is consistency in viability-related transcriptional signatures among subsets of compounds, these signatures vary substantially across the full panel of perturbations analyzed here.

Identifying clusters of viability-related signatures

Given the heterogeneity of expression-viability relationships across perturbations, we next tested whether certain groups of perturbations elicited similar patterns of viability-related signatures, and whether these coincide with more traditional mechanism-based classifications. To do so, we performed a joint hierarchical clustering of 415 perturbation-specific chemical and genetic viability-related signatures (Figure 5A).

As expected, the clustering revealed substantial heterogeneity across perturbation-specific signatures. Several interesting connections among viability signatures within and between perturbation types emerged; for example, RITA (an MDM inhibitor) and NFKBIB knockdown yielded concordant viability-related signatures, indicating that the transcriptional responses associated with sensitivity to these perturbations were similar (Figure 5C).

More generally, this analysis revealed several clusters that spanned genetic and chemical perturbations. The predominant cluster — composed of compounds like teniposide and nutlin-3, and genetic perturbations like BCL2L1 and MCL1 — consisted of perturbations whose viability signatures closely resembled the global viability signature, and was similarly enriched for genes related to the regulation of cell cycle and apoptosis (Figure 5B). This result suggests that this cluster of perturbations is driving the global viability signature described above.

Interestingly, our analysis also revealed a smaller cluster of perturbations with a distinct transcriptional signature from the global viability signature. In fact, several of the perturbations in this group — such as the compound BAX-channel-blocker, and knockdown of genes such as FGFR3 and ATG5 — showed expression-viability relationships that were anticorrelated with the global viability signature and the signatures of compounds in the predominant cluster. Indeed, upon closer inspection, these perturbations seemed to be selectively inducing increased cell growth in certain cell lines, and these cell lines with increased proliferation showed a stronger transcriptional response compared to the other cell lines (Figure 5E). This result was further supported by enrichment for proliferation-related genes in these perturbations’ viability-related signatures. Several of the compounds and genetic perturbations in this cluster are thought to induce cell
proliferation based on previous studies. For example, the small molecule BAX-channel-blocker inhibits cytochrome C release, preventing apoptosis [9]. In addition, decreased expression of FGFR3 and ATG5 have been shown to be associated with increased proliferation [13,19]. The fact that this set of perturbations elicited a transcriptional response that was partially overlapping with the larger set of perturbations that induced a cell cycle and apoptosis response suggests that similar cellular pathways might be implicated after treatment with both cell death- and proliferation-inducing perturbations, although they could be modulated differently.

These two distinct clusters, along with the wide variety of other perturbation-specific signatures, highlight the heterogeneity that exists in expression programs induced by selective treatments, and the advantages of analyzing the relationship between expression and viability on a perturbation-specific level.

Discussion

We present an analysis of post-perturbational gene expression patterns that are associated with long-term viability in cancer cell lines. Applying global analyses across perturbations and cell lines, we found a robust relationship between transcriptional response and cell viability that was consistent across perturbation types (chemical and genetic), time-points, and dependency datasets. When applying more detailed analyses on a perturbation-specific level, however, we found that individual chemical and genetic reagents elicit a heterogeneous set of relationships between transcriptional change and cell viability.

Analysis of perturbation-specific viability signatures revealed several distinct clusters, most notably two broad sets of perturbations with anti-correlated viability signatures. These perturbation classes appear to have opposing effects on cell viability, yet produce similar patterns of transcriptional response in sensitive cells. Further examination of the cluster of perturbations that appeared to induce selective increases of cell proliferation suggested that they could be modulating cellular pathways in a way that promotes cell growth. Indeed, previous studies have found evidence that several of the compounds stimulate growth [9,12,13].

Surprisingly, this cluster of apparently proliferation-inducing perturbations produced transcriptional responses that were largely overlapping with that of perturbations in the predominant cluster. Given that the ‘global viability signature’ was characterized by activation of apoptosis and cell cycle arrest responses, this suggests that shared pathways of cellular stress may be involved in mediating responses to perturbations that result in increased growth as well as loss of cell viability, and that some genes in these pathways are modulated upward or downward regardless of the growth phenotype caused by a compound.

Our findings also suggest that analyzing the underlying components of the transcriptional drug response (viability-related and -independent) offers a more detailed view of the perturbation effect than traditional approaches. One approach commonly employed in the analysis of L1000 signatures is to compute their connectivity within each cell context individually, and then to summarize those connectivities across cell lines to derive and additional aggregate connectivity metric. This can be useful for identifying relationships that persist across multiple contexts or when it is unclear a priori which context to consider. However, it is not guaranteed to capture cell-context-specific effects, and only a portion of these effects are likely to be associated with the resulting cell death or cell cycle arrest processes. By integrating measured viability data, our modeling approach explicitly decomposes the transcriptional response to a perturbation into a viability-related component (which could suggest a drug’s killing mechanism), and a viability-independent component (which could better resolve the drug’s MOA, as was recently shown [24]).

While preparing this manuscript, a similar analysis was reported investigating the patterns of association between expression and viability using several of the same datasets [24]. The authors’ results are largely concordant with our findings. In particular, both studies find the transcription-viability relationship to be robust across perturbation types and time points, and both demonstrate the ability to predict long-term sensitivity from post-perturbation expression profiles. Our approach extends their analysis by incorporating the recently published PRISM Repurposing drug sensitivity data [3], which allowed us to more thoroughly examine the expression-viability associations that are specific to individual perturbations. As demonstrated in the Results section, these individual signatures are crucial not only for understanding the different mechanisms underlying viability effects, but also for the development of pharmacodynamic markers of response that could be used in clinical applications.

Although our analysis focused on compounds that were screened in a sufficient number of cell lines, a limitation of the broader L1000 dataset is the small number of cell lines in which most compounds were profiled.
Fig. 5: Joint clustering of chemical and genetic viability signatures reveals groups of perturbations with reversed expression-viability relationships.

(a) Heatmap showing the perturbation-specific viability-related signatures for chemical and genetic perturbations for a set of top genes. Two clusters of perturbation emerge: cluster 1’s signatures resemble the global viability signature, and the perturbations in cluster 2 induce a distinct, somewhat anticorrelated transcriptional signature. Individual perturbation names are omitted for clarity (see Supplementary Material for full list).

(b) Enrichment of cell cycle- and apoptosis-related genes for each perturbation’s viability-related signature, as measured by normalized enrichment scores (NES, Methods). The two clusters of compounds are particularly distinguishable based on their apoptosis-related effects.

(c) The concordance between RITA (an MDM inhibitor) and NFKBIB (a gene implicated in apoptosis) viability-related signatures suggests that the viability signatures are able to detect interesting changes in pathways related to cell death.

(d) Comparing the viability-related signatures for YM-155 (a survivin inhibitor) and BAX-channel-blocker (a cytochrome C release inhibitor) reveals a negative relationship, indicating that these compounds might have opposing effects on the expression-viability relationship.

(e) Density plot showing the distribution of correlation coefficients between overall transcriptional response magnitude and sensitivity for the perturbations in both clusters. The density for cluster 1 suggests overall differential expression is greater in samples with higher sensitivity for this cluster’s perturbations, while the negative shift of cluster 2’s density implies that these compounds induce a stronger transcriptional change in samples with lower sensitivity or even heightened proliferation.
With a larger panel of cell lines, analyses would be more powered to identify more subtle transcriptional responses that are specific to sensitive cell lines. Future studies will benefit from screening a large, consistent panel of samples across a diverse drug library. Indeed, single-cell sequencing technology has already proven useful for efficiently profiling many cell lines [16,26,10], and one study in particular found similar associations with drug sensitivity to those reported here [15].

Lastly, our findings support the feasibility of using rapid assays measuring the transcriptional response to infer the perturbation’s long-term effects on viability. This paradigm could be extended to the clinical realm by measuring expression responses of primary tumor cells to different drug treatments ex vivo in order to identify the most effective therapy for a patient. Indeed, because our results suggest that measuring transcriptional response even as early as 6 hours after treatment could yield useful predictions, this approach could overcome many of the current challenges of measuring drug response directly through ex vivo tumor cultures, such as obtaining a sufficient cell input and long-term cell culturing. The potential for this type of clinical application, along with our results demonstrating strong expression-viability relationships across many classes of drugs, suggest that the integration of these two data types could be useful for a wide array of uses.

Methods

Data

**L1000 expression data** L1000 expression data (processed at “Level 5”) for compounds, shRNA, and CRISPR were downloaded from clue.io in the form of GCTx files [2]. The L1000 assay directly measures the expression of 978 landmark genes, and allows for computational estimation of about 12,000 more genes [23]. We use all genes (landmark and non-landmark) for most analyses, but subset to landmark genes for predictive modeling.

**PRISM viability data** Drug response data were collected by the PRISM Repurposing project at the Broad Institute [3], and were downloaded from the Cancer Dependency Map portal [https://depmap.org/portal/download/]. The 19Q3 PRISM Repurposing Primary Screen data were used. PRISM is a high-throughput drug sensitivity assay that uses pools of barcoded cell lines [28]. Cell viability measurements were taken 5 days after initial drug treatment. GDSC viability data

The drug response data from the Wellcome Sanger Institute were downloaded from the Genomics of Drug Sensitivity in Cancer portal: [https://www.cancerrxgene.org/downloads](https://www.cancerrxgene.org/downloads). The processed dose-response curve AUC values were used for defining a viability signature. Cell viability measurements were taken 3 days after initial drug treatment. CTD2 viability data

The drug response data from the Cancer Target Discovery and Development group were downloaded from the Cancer Therapeutics Response Portal: [https://ocg.cancer.gov/programs/ctd2/data-portal](https://ocg.cancer.gov/programs/ctd2/data-portal). Cell viability measurements were taken 3 days after initial drug treatment. The results published here are fully or partially based upon data generated by the Cancer Target Discovery and Development (CTD2) Network (https://ocg.cancer.gov/programs/ctd2/data-portal) established by the National Cancer Institute’s Office of Cancer Genomics.

**Normalizing viability datasets** In order to account for discrepancies between the PRISM, GDSC, and CTD2 datasets, we applied quantile normalization (learning the normalizing transformation from the overlapping data). Each dataset measures sensitivity as the area under the curve (AUC) of the dose-response curve. For interpretability, we transformed the datasets so that a value of 0 indicates no change in sensitivity, i.e., we used 1 - AUC as the sensitivity for all analyses.

**RNAi viability data** The RNAi viability data were downloaded from the Cancer Dependency Map portal [https://depmap.org/portal/download/]. The “gene_means_proc” scores from the 19Q2 data were used, which were estimated using DEMETER2 [15,6]. The sign of the scores were flipped to match the directionality of the drug sensitivity data.
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CRISPR viability data The CRISPR viability data were downloaded from the Cancer Dependency Map portal (https://depmap.org/portal/download/). The “gene_effect_corrected” scores from the 19Q1 Avana data were used [5,4].

Statistical analysis

TAS The transcriptional activity score (TAS), developed by the Connectivity Map, serves as a measure of the overall magnitude and consistency of a level-5 L1000 expression profile [23]. It is defined as:

\[
TAS = \sqrt{\frac{SS \cdot \max(CC, 0)}{978}}
\]

where SS is the signature strength and CC is the correlation between replicates. See [23] for more details.

Global viability signature To compute the global viability signature, we pooled the data from all compounds, cell lines, and doses, and fit a linear model, regressing each gene’s expression on the matched viability values. Specifically, for each gene \(i\), we fit the model

\[
Y_i = X \beta_{1i} + \beta_{0i}
\]

across all \(n\) profiles, where \(X \in \mathbb{R}^n\) is the measured sensitivity values and \(Y_i \in \mathbb{R}^n\) is a vector containing the level 5 L1000 differential expression values of gene \(i\) across experimental conditions. In the global analysis, the coefficients \(\beta_{1i}\) were extracted and used as the global viability-related signature coefficient for gene \(i\). We did not make use of the \(\beta_{0i}\) coefficients for the global analysis and returned to them in the per-compound analysis. We fit these models using the R software package limma, which computes moderated t-statistics by shrinking gene-wise variance estimates to a common distribution computed across genes.

While the L1000 assay measures the expression of only 978 genes directly, the expression levels of about 12,000 genes are computationally inferred from these direct measurements. We included all genes (landmark and inferred) when computing the global viability signature.

Compound-specific viability signatures To compute compound-specific viability signatures, we used a similar modeling procedure as above: for each compound \(j\) and each gene \(i\), we fit the model

\[
Y_{ij} = X_j \beta_{1ij} + \beta_{0ij}
\]

where \(Y_{ij}\) is a vector gene \(i\)'s differential expression following treatment with compound \(j\), and \(X_j\) is a vector of measured sensitivity across cell lines following treatment. For each compound, we extract the \(\beta_{1ij}\) coefficients as the “viability-related” signature and the \(\beta_{0ij}\) coefficients as the “viability-independent” signatures for compound \(j\). Because a sensitivity value of 0 corresponds to no viability effect, the intercepts \(\beta_{0ij}\) correspond to the estimate of expression change in cell line that exhibits no sensitivity effects.

Our model fits a univariate linear model for each gene separately, so it is agnostic to any interaction or collinearity that may exist between the expression of different genes. Compared to a model that considers all genes as covariates simultaneously, we find that this approach allows for a simpler interpretation of the gene-wise coefficients. However, we use this alternative approach when predicting sensitivity from expression changes, as described below.

Predictive modeling To predict long-term sensitivity using short-term expression across all compounds, we fit a linear model with the 978 landmark gene expression values as covariates and the measured sensitivity as the response variable. We used elastic net linear regression, which applies a combination of \(L1\) and \(L2\) regularization. To measure the accuracy of the model’s predictions, we used a 10-fold cross-validation procedure (where the splits were based on compounds), and measured the Pearson correlation between the model’s predicted sensitivity values and the true sensitivity for each test split.

To assess the predictivity of compound-specific differential sensitivity across cell lines, we again used elastic net linear regression, but assessed the model with a leave-one-compound-out procedure, training on
$n - 1$ compounds (where $n$ is the total number of compounds), and testing on the one held-out compound. We again used the Pearson correlation between the predicted and true sensitivity as a measure of the accuracy of the model.

Finally, to assess the between-compound variation in expression to the previous models’ performance, we fit a linear model using a reduced version of each compound’s transcriptional data. We averaged each compound’s original profiles, yielding a single 978-length expression vector for each compound. Hence, the model did not have access to any information about each compound’s variation in expression patterns across cell lines, and was forced to rely on the expression variation across compounds in order to predict sensitivity.

Gene set enrichment analysis Normalized gene set enrichment scores, and associated p-values, were computed by a gene permutation-based procedure using the R package fgsea with the MSigDB Hallmark gene set collection.

Viability signature clustering analysis Perturbation-specific viability signatures were clustered and displayed using the R pheatmap package. Clusters of perturbation signatures were further identified and refined using hierarchical clustering via the R function hclust.

Agreement between sensitivity datasets In order to validate the robustness of these viability signatures, we computed the signatures separately for each of the three large-scale drug sensitivity datasets (PRISM, GDSC, and CTRP). The expression-viability relationship remained consistent across the three screens, reinforcing the robustness of this association (Figure S1). Given this broad agreement, we use the normalized average of the three datasets for the remaining analyses (Methods). Interpreting viability signature components

Examining the magnitude and direction of the viability-related and -independent components for a compound can help characterize its viability signature. For example, a compound with a zero-magnitude viability-independent component but a strong nonzero-magnitude viability-related component indicates that the expression induced by the compound is entirely associated with loss of viability. Alternatively, suppose a compound has nonzero-magnitude viability-independent component -related components, and these two components have different directions. This would suggest that the compound induces one transcriptional program in all cells (regardless of sensitivity), and another program that is specifically expressed in sensitive cells.

Code availability All code for analyses and figures in this manuscript is available at [https://github.com/andrewcharlesjones/l1000_viability_signature_manuscript](https://github.com/andrewcharlesjones/l1000_viability_signature_manuscript). Custom code for general L1000 data formatting and analysis is available at [https://github.com/andrewcharlesjones/l1000_analysis](https://github.com/andrewcharlesjones/l1000_analysis).
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Fig. S1: Agreement between global viability signature across three independent datasets. Strong agreement was found between the transcription-viability relationship, as estimated on three independent drug sensitivity datasets: PRISM, GDSC, and CTRP (see Methods). Each box shows the pairwise Pearson correlation between each viability signature.
Fig. S2: Perturbation-specific viability signatures showed substantial heterogeneity, as well as tight clustering among some subsets of drugs. Perturbation-specific signatures represent the transcription-viability signature uniquely for each compound. Shown above are the pairwise Pearson correlations between all drug-specific signatures, showing that clear differences exist among the signatures, but some drugs elicit similar transcriptional patterns in relation to sensitivity. Drug labels on the axes are omitted for clarity, but see Figure S3 for a smaller example.
Fig. S3: **Two clusters of drugs with anticorrelated viability signatures.** Shown here are the Pearson correlations between perturbation-specific viability signatures for a subset of perturbations (compounds and shRNA, in this case) showing the contrast between the two identified clusters.