The article presents the results of numerical modeling of the distribution of chi-square criterion for small samples with a volume of 8 to 80 examples for normal distribution of values. It is shown that, for small samples, the recommendations of Gosstandart R 50.1.037-2002 give too optimistic estimates of confidence probability when testing the hypothesis of normality of the empirical law. Errors in the estimation of confidence probability can be eliminated if we turn to the use of fractional indices of number of degrees of freedom. The connection curves of a fractional number of degrees of freedom of a chi-square distribution with sample size are given. The decrease in estimation errors with increasing sample size of experimental data is shown. So with 21 experiences, it is necessary to increase by 62% the typical value of the number of degrees of freedom. With a sample size of 81 experience, increasing the number of degrees of freedom falls by 31%. The need to adjust the number of degrees of freedom is completely eliminated only with samples of more than 2000 experiments. The logarithmic approximation of the fractional number of degrees of freedom for 7 and 9 equal intervals of the histogram is given.
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**Introduction**

Informatization of modern society leads to the need to store personal data on the Internet "clouds", which requires using of their cryptographic protection. For ordinary people it's difficult to remember a personal cryptographic key consisting of 256 bits (32 random characters in 8-bit encoding) and applied in accordance with the national standards for cryptographic transformations. To simplify the applying and mass using of cryptography in Russia and abroad, technologies of transforming unique biometric images of a person into his personal cryptographic key are actively being developed. The so-called "fuzzy extractors" are used abroad [1, 2], and in Russia, neural network converters of biometrics-code are being created [3, 4]. Using of these technologies makes applying of cryptography convenient for ordinary users. Market of products combining biometrics and cryptography in Russia falls under competence of the two regulators "FSTEC (Federal Service for Technical and Export Control) of Russia" and "FSB (Federal Security Service) of Russia". Both regulators have specific requirements for information security of software and hardware, formulated in the form of national standards or specifications [4–6]. One of the problems of neural network biometrics is its testing [7,8]. Neural networks start to work
well only after they have been trained on a sample of sufficient volume. Before learning a neural network, you need an input quality control of the user-submitted 20 examples of the biometric image "Own". If the sample consisted of 400 examples, then it would be easy to calculate the mathematical expectations and standard deviations [9] of controlled biometric parameters. It is difficult to calculate exactly the mathematical expectation, standard deviation, correlation coefficients on a sample of 20 examples. The situation is saved by the fact that most of the controlled biometric parameters have a normal law of distribution of values. Knowledge of the distribution law substantially increases the accuracy of the calculation of the lowest statistical moments [10–12].

In connection with the above, the validation of the hypothesis of normality of small samples of biometric data is relevant, since the recommendations of Gosstandard (State Standard) R 50.1.037-2002 [13] on the use of chi-square criterion are focused on the sample size of 200 or more examples. Moreover, the verification of classical recommendations [13] showed that they contain methodological errors of an extremely simplified calculation of the number of degrees of freedom. The purpose of this article is to show that the rejection of the traditional application of integer values of number of degrees of freedom leads to a significant increase in the accuracy of the analytical statistical description of the classical chi-square Pearson criterion. It makes the chi-square test applicable to small samples of biometric data.

1. General Provisions for Practical Application of Chi-square Criterion

For estimates on the chi-square criterion, it is necessary to find maximum and minimum value of data in the sample. Next, you must specify the number of intervals -k histogram and find the width of these intervals:

$$\Delta x = \frac{\max(x) - \min(x)}{k},$$

(1)

Then, it is necessary to count number of examples of analyzed sample in each of k intervals of histogram. With this histogram forming, minimum sample value is the left border of the first column of histogram, and maximum value of the sample coincides with the right border of the rightmost column of histogram. The calculation of value of chi-square criterion is carried out according to the following formula:

$$\chi^2 = N \sum_{i=1}^{k} \frac{n_i}{P_i} - P_i,$$

(2)

where

$$p(x^2, m) = \frac{1}{2^{(\frac{m}{2})\Gamma (\frac{m}{2})}} \left( x^{(\frac{m}{2}-1)} \exp \left( \frac{-x}{2} \right) \right),$$

(3)
where \( m \) is the number of degrees of freedom, \( \Gamma(.) \) is the Euler gamma function. It is recommended to choose the number of degrees of freedom according to the formula:

\[
m = k - 3 = k - 2 - 1
\]

when the problem of checking normality of empirical statistics is solved. Formula (4) is usually justified by the fact that normal distribution law is described by two statistical moments (mathematical expectation and standard deviation). In order to use formula (2), we need to calculate two statistical moments, which should lead to a decrease in the number of degrees of freedom by two units. The larger number of statistical moments describes the theoretical law of distribution, the lower should be number of degrees of freedom - \( m \). If the theoretical law is described in terms of \( d \) statistical moments, then the number of degrees of freedom should be [13]:

\[
m = k - d - 1.
\]

2. Numerical Experiment on the Estimation of Real Indicators of the Number of Degrees of Freedom

Pearson could not perform a numerical experiment in 1900, because there was no digital computers. Today, the situation has changed dramatically, any person who is able to use pseudo-random software data generators with normal law of distribution of values in such modeling environments as MathCAD, MathLAB, Mapl and others can perform the corresponding numerical experiment. The results of numerical simulation for a histogram of 7 columns for 21, 41, 81 experiments in the training set are shown in Fig. (1).

It can be seen from Fig. (1) that for small samples number of degrees of freedom of chi-square distribution is always fractional, while it decreases monotonically, tending to its limiting value \( m = 4 \), correctly indicated in 1900 by Pearson. It can also be seen from Fig. (1) that the real distributions of the values are noisy, but for them it is quite simple to construct the approximation in the form of the distribution (3) by choosing the value of the fractional number of degree of freedom.

3. Nomogram of the Connection of the Fractional Number of Degree of Freedom of Chi-square Distributions with the Sample Size

Obviously, for histograms with a given number of columns – \( k \) and a given value of the sample size – \( N \), we can always carry out a numerical experiment and establish the dependence \( m(N) \). Fig. (2) shows two such functional dependencies.

Presented dependencies are similar (almost parallel), their approximations are marked in the figure with a dotted line and are described by the following relations:

\[
m_7(N) = 4.0 + 0.27 \lg(N) - 4^{2.22},
\]

\[
m_9(N) = 6.3 + 0.31 \lg(N) - 4^{2.22},
\]

It turns out that the sample size of the order of 10 thousand examples is the point where the value of dimension coincides with the Pearson limit. Further increase in sample sizes
practically does not affect the value of the fractional part of number of degrees of freedom. Number of degrees of freedom in this case becomes really an integer and, for a normal law, is actually described by the generally accepted relation (4).
Conclusion

Market regulators "FSTEC of Russia" and "FSB of Russia" make very high demands to domestic biometric technologies of information security on their reliability. If we rely on the established theoretical propositions of mathematical statistics, these rigid requirements can not be met. According to the recommendations formed in the last century [13], it is not possible to correctly describe the neural network converters of biometrics-code. The development of technology requires not only the creation of new standards for them [4–7], but also the adjustment of the usual statistical theories. In this article, we tried to show that gross estimates of number of degrees of freedom in the form of a series of integers are no longer sufficient. It is necessary to use more subtle procedures and consider number of degrees of freedom of chi-square criterion as fractional value. At the sample of 81 example, the calculated confidence probabilities turn out to be 2 times worse than for whole number of degrees of freedom. Of fundamental importance is also the fact that statistical estimates by chi-square criterion become more accurate and can be used for smaller samples.
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В работе даны результаты численного моделирования распределения данных хи-квадрат критерия для малых выборок объемом от 8 до 80 примеров для нормального закона распределения значений. Показано, что для малых выборок рекомендации ГОСТа Р 50.1.037-2002 дают слишком оптимистичные оценки доверительной вероятности при проверке гипотезы нормальности эмпирического закона. Ошибки оценки доверительной вероятности могут быть устранены, если перейти к использованию дробных показателей числа степеней свободы. Приводятся кривые связи дробного числа степеней свободы хи-квадрат распределения с размером выборки. Показано снижение ошибок оценки с ростом объема выборки экспериментальных данных. Так при 21 опыте необходимо увеличение на 62% типового значения числа степеней свободы. При объеме выборки в 81 опыт увеличивать число степеней свободы приходится на 31%. Необходимость в корректировках числа степеней свободы полностью отпадает только при выборках более 2000 опытов. Дано логарифмическое приближение дробного числа степеней свободы для 7 и 9 равных интервалов гистограммы.

Ключевые слова: хи-квадрат критерий; малые выборки; дробное значение числа степеней свободы.
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