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1 Introduction

Human learning is a gradual process. Throughout the course of human life, humans continually receive and learn new knowledge. While new knowledge plays a role in its own accumulation, it also supplements and revises previous knowledge. In contrast, traditional machine learning and deep learning paradigms generally distinguish the processes of knowledge training and knowledge inference, where the model is required to complete its training on a pre-prepared dataset within a limited time which can then be used for inference.

With the widespread popularity of cameras and mobile phones, a large number of new images and videos are captured and shared every day. This has given birth to new requirements, especially in the computer vision area, for models to learn and update themselves sequentially and continuously during its inference, since retraining a model from scratch to adapt to the daily newly generated data is time-consuming and extremely inefficient.

Considering the different structures of neural networks and human brains, neural network training is not easily transformed from its original batch learning mode to the new continual learning mode. In particular, there exist two main problems. Firstly, learning from data with multiple categories in sequential order can easily lead to the problem of catastrophic forgetting [1, 2]. This means the performance of the model on previously learned categories often decreases sharply after the model parameters are updated from the data of the new category. Secondly, when learning from new data of the same category in sequential order, this can also lead to the problem of concept drift [3–5], as the new data may change the data distribution of this category in unforeseen ways [6]. Hence, the overall task of continual learning is to solve the stability-plasticity dilemma [7, 8], which requires the neural networks to prevent forgetting previously learned knowledge, while maintaining the capability of learning new knowledge.
In recent years, an increasing number of continual learning methods have been proposed in various subareas of computer vision, as shown in Figure 1. Additionally, several competitions [9–13] related to continual learning in computer vision have been held from 2020 to 2024. Hence, in this paper, we present an overview of the recent advances of continual learning in computer vision.

Compared to existing continual learning overviews [14–16] focusing on image classification, we find that continual learning has been recently applied in various other computer vision subareas. Hence, in this overview, besides image classification, we also summarize the application of continual learning methods in various other subareas such as semantic segmentation, image generation, etc. Besides, compared with other previous continual learning surveys [17–21], especially considering the consistent rapid development of the continual learning techniques in computer vision, in this review, we make a comprehensive summary that also focuses on the more recent and up-to-date continual learning methods.

We summarize the main contributions of this overview as follows. (1) A systematic review of the recent progress of continual learning in computer vision is provided. (2) Various continual learning techniques that are used in different computer vision tasks are introduced, including regularization, knowledge distillation, memory-based, generative replay, and parameter isolation. (3) The subareas in computer vision, where continual learning is potentially helpful yet still not well investigated, are discussed.

The remainder of this paper is organized as follows. Section 2 gives the definition of continual learning. Section 3 presents the commonly used evaluation metrics in this area. Section 4 discusses various categories of continual learning methods and their applications in computer vision. Section 5 conducts performance comparisons over numerous computer vision tasks. The subareas of computer vision where continual learning has not been well exploited are then discussed in section 6. Finally, section 7 concludes the paper.

2 Continual Learning: Problem Definition

In this section, we introduce the typical formalization of continual learning, following the recent works in this area [14, 22, 23]. We denote the initial model before continual learning as $M_0$, the number of classes of $M_0$ as $N_0$, and a potentially infinite data stream of tasks as $\mathcal{T} = \{T_1, T_2, \ldots, T_n, \ldots\}$, where $T_n = \{(X_{i}^{n}, Y_{i}^{n}) | i = 1, 2, \ldots, N_n\}$. $X_{i}^{n}$ and $Y_{i}^{n}$ are the sets of data instances and their corresponding labels for the $i^{th}$ class in task $T_n$, and $N_n$ is the total number of classes covered after learning $T_n$. We further denote the model after learning $T_n$ as $M_n$. Then a typical continual learning process can be defined as $\mathcal{P} = \{P_1, P_2, \ldots, P_n, \ldots\}$, where $P_n : \langle M_{n-1}, T_n \rangle \rightarrow M_n$. Note that besides a subset of data instances and labels stored in memory based methods, the data instances and labels previous to $T_n$ are generally inaccessible during the process of $P_n$. Then the general objective of the continual learning method is to ensure every model $M_n$ learned in process $P_n$ achieves good performance on the new task without affecting the performance of the previous tasks.
As mentioned by Van de Ven and Tolias [24], continual learning can be further divided into three different scenarios: (i) task-, (ii) domain-, and (iii) class-incremental continual learning. Task-incremental continual learning generally requires the task ID to be given during inference. Domain-incremental continual learning aims to distinguish classes inside each task instead of distinguishing different tasks and does not require the task ID during inference. Class-incremental continual learning aims to distinguish classes both inside and among tasks, without requiring the task ID during inference. For example, suppose we want to distinguish hand-written numbers from 1 to 4, and we divide this into two tasks \( T_1 \) and \( T_2 \), where \( T_1 \) contains 1 and 2, and \( T_2 \) contains 3 and 4. For inference, with a given hand-written number from 1 to 4, task-incremental continual learning requires the corresponding task ID (either \( T_1 \) or \( T_2 \)) and can distinguish between 1 and 2 in \( T_1 \), and between 3 and 4 in \( T_2 \). Meanwhile, domain-incremental continual learning does not require a task ID, but can only distinguish between odd and even numbers. In contrast, class-incremental continual learning can distinguish among the numbers 1 to 4 without requiring the task ID. Hence, in general, task-incremental and domain-incremental continual learning can be regarded as simplified versions of class-incremental continual learning. Thus, in this overview, we mainly focus on continual learning methods from the perspective of various categories of techniques, rather than their usage in specific scenarios.

3 Evaluation Metrics

In the evaluation of different continual learning methods, it is important to measure both their performance on continuously learning new tasks and how much knowledge from the previous tasks has been forgotten. There are several measurement metrics [25, 26] that have been popularly used in continual learning methods. In the following, we define accuracy metrics [25, 26] that have been popularly used in continual learning methods. In the following, we define average accuracy (\( A_q \)) as the accuracy on the test set of the \( p^{th} \) task after continual learning of \( q \) tasks, where \( p \leq q \).

**Average accuracy** (\( A_q \)) measures the performance of the continual learning method after a total of \( q \) tasks have been learned, which can be formulated as:

\[
A_q = \frac{1}{q} \sum_{p=1}^{q} a_{q,p}
\]  

(1)

**Average forgetting** (\( F_q \)) measures how much knowledge has been forgotten across the first \( q - 1 \) tasks,

\[
F_q = \frac{1}{q-1} \sum_{p=1}^{q-1} f^q_{p}.
\]  

(2)

where knowledge forgetting \( f^q_{p} \) of a task \( p \) is defined as the difference between the maximal obtained knowledge during the continual learning process and the knowledge remaining after \( q \) tasks have been learned. It can be calculated as:

\[
f^q_{p} = \max_{o \in \{1,...,q-1\}} a_{o,p} - a_{q,p}, \forall p < q.
\]  

(3)

**Intransigence** (\( I_q \)) measures how much continual learning prevents a model from learning a new task compared to typical batch learning:

\[
I_q = a^*_{q} - a_{q,q},
\]  

(4)

where \( a^*_{q} \) denotes the accuracy on the test set of the \( q^{th} \) task when batch learning is used for the \( q \) tasks.

**Backward transfer** (\( BWT_q \)) measures how much the continual learning on the \( q^{th} \) task influences the performance of the previously learned tasks. It can be defined as:

\[
BWT_q = \frac{1}{q-1} \sum_{p=1}^{q-1} (a_{q,p} - a_{p,p})
\]  

(5)

**Forward transfer** (\( FWT_q \)) measures how much the continual learning on the \( q^{th} \) task potentially influences the performance of the future tasks. Following the notation of [25], we define \( b_p \) as the accuracy on the test set of the \( p^{th} \) task at random initialization. Then, we define forward transfer (\( FWT_q \)) as

\[
FWT_q = \frac{1}{q-1} \sum_{p=2}^{q} (a_{p-1,p} - b_p)
\]  

(6)

4 Continual Learning Methods

Recently, a large number of continual learning methods have been proposed for various computer vision tasks, such as image classification, object detection, semantic segmentation, and image generation. Generally, these methods can be divided into different categories, including regularization based, knowledge distillation based, memory based, generative replay based, and parameter isolation based methods. Below we review these methods in detail. We also discuss the works that take advantage of the complementary strengths of multiple categories of methods to improve performance.
4.1 Regularization Based Methods

Regularization based methods [27–30] generally impose restrictions on the update process of various model parameters and hyperparameters in order to consolidate previously learned knowledge while learning new tasks to mitigate catastrophic forgetting in continual learning. This can be achieved through a variety of schemes, which are introduced below.

4.1.1 Regularizing Loss Function

As the name suggests, the most typical scheme used by regularization based methods is to consolidate previously learned knowledge by regularizing the loss function.

In image classification, a typical method called Elastic Weight Consolidation (EWC) was first proposed by Kirkpatrick et al. [27]. EWC injects a new quadratic penalty term into the loss function to restrict the model from modifying the weights that are important for the previously learned tasks. The importance of weights is calculated via the diagonal of the Fisher information matrix. As shown in Figure 3, by adding the new penalty term to the loss function, EWC bounds the model parameters to update to the common low loss area among tasks, instead of the low loss area of the new task only, thus helping to alleviate the catastrophic forgetting problem.

However, the assumption of EWC [27], that the Fisher information matrix is diagonal, is almost never true. To address this issue, Liu et al. [31] proposed to approximately diagonalize the Fisher information matrix by rotating the parameter space of the model, leaving the forward output unchanged. Besides, EWC [27] also requires a quadratic penalty term to be added for each learned task, and hence has a linearly increasing computational cost. To handle this issue, Schwarz et al. [32] proposed an online version of EWC to extend EWC to a memory-efficient version by only focusing on a single penalty term on the most recent task. Around the same time, Chaudhry et al. [26] also proposed an efficient alternative to EWC called EWC++ which maintains a single Fisher information matrix for all the previously learned tasks and updates the matrix using moving average [33]. Besides the above, Loo et al. [34] proposed Generalized Variational Continual Learning which unifies both Laplacian approximation and variational approximation. The authors also proposed a task-specific layer to further mitigate the over-pruning problem in variational continual learning. Lee et al. [35] merged Gaussian posteriors of models trained on old and new tasks respectively by either mean-incremental-moment-matching which simply averages the parameters of two models or mode-incremental-moment-matching which utilizes Laplacian approximation to calculate a mode of the mixture of two Gaussian posteriors. Ritter et al. [36] updated a quadratic penalty term in the loss function for every task by the block-diagonal Kronecker factored approximation of the Hessian matrix for considering the intra-layer parameter interaction simultaneously. Lee et al. [37] pointed out that the current usage of the Hessian matrix approximation as the curvature of the quadratic penalty function is not effective for networks containing batch normalization layers. To resolve this
issue, a Hessian approximation method, which considers the effects of batch normalization layers was proposed.

Aside from EWC [27] and its extensions [31,32] that generally calculate the importance of weights by approximating curvature, Zenke et al. [28] proposed Synaptic Intelligence (SI) to measure the weights’ importance with the help of synapses. They pointed out that one-dimensional weights are too simple to preserve knowledge. Hence, they proposed three-dimensional synapses which can preserve much more knowledge and prevent important synapses from changing to preserve important previously learned knowledge. A modified version of SI, which measures the importance of weights using the distance in the Riemannian manifold instead of the Euclidean distance, was also proposed in [26] to effectively encode the information about all the previous tasks. Park et al. [38] pointed out that SI [28] may underestimatate the loss since it assumes the loss functions are symmetric which is often incorrect. Hence, they proposed Asymmetric Loss Approximation with Single-Side Overestimation (ALASSO), which considers the loss functions of the previous tasks as the observed loss functions. Using the quadratic approximation of these observed loss functions, ALASSO derives the loss function required for the new task by overestimating the unobserved part of the previous loss functions.

In addition to EWC [27] and SI [28], various other methods [39,40] have been proposed to preserve important parameters from other perspectives. Aljundi et al. [39] proposed a method called Memory Aware Synapses (MAS). MAS calculates the importance of weights with a model of Hebbian learning in biological systems, which relies on the sensitivity of the output function and can hence be utilized in an unsupervised manner. Ren et al. [40] focused on incremental few-shot learning. They proposed a method called Attention Attractor Network which adds an additional penalty term, adapted from attractor networks [41], to the loss function. Cha et al. [42] pointed out that as the number of learned tasks increases, the common low loss area for all the learned tasks quickly becomes quite small. Hence, they proposed Classifier-Projection Regularization which adds an additional penalty term to the loss function to widen the common low loss area. Hu et al. [43] proposed Per-class Continual Learning which treats every task holistically on itself. Hence, new tasks would be less likely to modify the features of those learned tasks. This is achieved by adapting the one-class loss with holistic regularization [44] in continual learning scenarios.

Further to methods that add a single penalty term to the loss function, some methods [45,46] handle the stability-plasticity dilemma by directly adding one penalty term for stability and one for plasticity. Ahn et al. [45] integrated the idea of uncertainty into regularization by making the variance of the incoming weights of each node trainable and further added two additional penalty terms respectively for stability and plasticity. Jung et al. [46] selectively added two additional penalty terms to the loss function, comprising a Lasso term that controls the ability of the model to learn new knowledge, and a drifting term to prevent the model from forgetting. Volpi et al. [47] further proposed a meta-learning strategy to consecutively learn from different visual domains. Two penalty terms are added to the loss function, comprising a recall term to mitigate catastrophic forgetting and an adapt term to ease adaptation to each new visual domain. To mimic new visual domains, the authors applied heavy image manipulations to the data instances from the current domain to generate multiple auxiliary meta-domains. Aside from image classification, they also adapted their model to perform semantic segmentation.

Beyond image classification, some works have focused on other computer vision problems, such as domain adaptation [48], image generation [49] and image de-raining [50]. Kundu et al. [48] combined the problem of image classification with domain adaptation and proposed a modified version of the prototypical network [51] to solve this proposed new problem. Self et al. [49] adapted EWC to a class-conditional image generation task, which requires the model to generate new images conditioned on their class. Zhou et al. [50] proposed to apply a regularization based method on image de-raining. They regarded each dataset as a separate task and proposed a Parameter-Importance Guided Weights Modification approach to calculate the task parameter importance using the Hessian matrix approximation calculated by the Jacobian matrix for storage efficiency.
4.1.2 Regularizing Gradient

Besides regularizing loss functions, a few other methods [29, 52] proposed to regularize the gradient given by backpropagation to prevent the update of parameters from interfering with previously learned knowledge.

In image classification, He and Jaeger [29] replaced the typical backpropagation with conceptor-aided backpropagation. For each layer of the network, a conceptor characterizing the subspace of the layer spanned by the neural activation appearing in the previous tasks is calculated and this conceptor is preserved during the backpropagation process. Moreover, Zeng et al. [52] proposed an Orthogonal Weights Modification algorithm. During the training process of each new task, the modification of weights calculated during typical backpropagation is further mapped onto a subspace generated by all the previous tasks in order to maintain the performance of the previous tasks. A Context-Dependent Processing module is also included to facilitate the learning of contextual features. Similarly, Wang et al. [53] pointed out that mapping the update of the model parameters for learning the new task into the null space of the previous tasks can help to mitigate catastrophic forgetting. They proposed to use Singular Value Decomposition to approximate the null space of the previous tasks. Later on, Saha et al. [54] partitioned the gradient into Core Gradient Space and Residual Gradient Space which are orthogonal to each other. The gradient step of the new task is enforced to be orthogonal to the Core Gradient Spaces of the previous tasks. As a result, learning the new task can minimally affect the performance of the model on the previous tasks.

More recently, as an extension of [54], Qiao et al. [55] further explored how the “orthogonal gradients” idea can be well-incorporated into the prompt tuning paradigm [56, 57]. Similarly, Xiao et al. [58] got inspired from the “orthogonal gradients” idea as well. However, according to Xiao et al. [58], especially in the context of Spiking Neural Networks, operations such as matrix inversion and singular value decomposition that are required in [54] can be hard to implement. Accordingly, they proposed to perform orthogonal gradient projections in a Hebbian-based manner instead. Also at a recent time, Elsayed and Mahmood [59] proposed to regularize the gradient through a Utility-based Perturbed Gradient Descent mechanism. Via approximating the utility (usefulness) of the weight units and leveraging them during the gradient descent process, this mechanism can prevent those already useful weights from being overly updated, while at the same time perturbing those unuseful weights and easing their updates.

4.1.3 Regularizing Learning Rate

Aside from the regularization of model parameters, a few other methods [30, 60] proposed to regularize the learning rate, which has been shown to be effective in mitigating catastrophic forgetting.

In image classification, Ebrahimi et al. [30] utilized uncertainty to modify the learning rate of the model parameters based on their importance for the previous tasks. Mirzadeh et al. [60] pointed out that the properties of the local minima of each task have an important role in preventing forgetting. Hence, they proposed to tune the learning rate and batch size to indirectly control the geometry of the local minima of different tasks.

In image semantic segmentation, Ozgun et al. [61] proposed to prevent the model from losing knowledge by restricting the adaptation of important model parameters with learning rate regularization. More precisely, the learning rate of important model parameters is reduced, while the learning rate of non-important parameters is kept the same.

Apart from the above-mentioned schemes, i.e., regularizing the loss function, gradient, and learning rate, Kapoor et al. [62] performed regularization from another perspective. They proposed Variational Auto-Regressive Gaussian Processes, which use sparse inducing point approximation to better approximate the Gaussian posterior, resulting in a lower bound objective for regularization.

4.2 Knowledge Distillation Based Methods

Knowledge distillation based methods [63, 64] incorporate the idea of knowledge distillation into continual learning by distilling knowledge from the model trained on the previous tasks to the model trained on the new task in order to consolidate previously learned knowledge. This can be achieved through a variety of schemes, which are introduced below.

4.2.1 Distillation in the Presence of Sufficient Data Instances

The majority of knowledge distillation based methods [63, 64] were designed for continual learning from a stream of sufficient data instances for each new task. In image classification, Li and Hoiem [63] proposed a typical method called Learning without Forgetting (LwF). As shown in Figure 4, LwF stores a copy of the previous model parameters before learning the new task. It then uses the response of that copied model on the data instances from the new task as the target for the classifiers of the previous tasks. The accessible ground
from the new task

[Fig. 4 Illustration of LwF [63], which stores a copy of the
previous model’s parameters before learning the new task,
and uses the response of that copied model on the data
instances from the new task as the target for the previous tasks’
classifiers during the learning of the new task, while using
the accessible ground truth as the target for the new task
classifier.

truth is used as the target for the new task classifier. However, Rannen et al. [65] pointed out that LwF would
not result in good performance if the data distributions
between different tasks are quite diverse. Hence, they
further trained an autoencoder for each task to learn
the most important features corresponding to the task,
and used it to preserve knowledge.

As time passed, Dhar et al. [64] proposed Learning
without Memorizing, which adds an extra term i.e., at-
tention distillation loss, to the knowledge distillation loss.
The attention distillation loss penalizes changes in the at-
tention maps of classifiers and helps to retain previously
learned knowledge. Later on, Fini et al. [66] proposed a
two-stage method called Batch-Level Distillation. In the
first stage of learning, only the data instances of the new
task are used to minimize the classification loss over the
new task classifier. In the second stage of learning, both
the knowledge distillation and the learning of the new
task are carried out simultaneously. Moreover, Douillard
et al. [67] regarded continual learning as representation
learning and proposed a distillation loss called Pooled
Outputs Distillation which constrains the update of the
learned representation from both the final output and
the intermediate layers. Kurmi et al. [68] utilized the
prediction uncertainty of the model learned on the previous
tasks to mitigate catastrophic forgetting. Aleatoric un-
certainty and self-attention are involved in the proposed
distillation loss. Simon et al. [69] proposed to conduct
knowledge distillation on the low-dimensional manifolds
between the model outputs of previous and new tasks,
which was shown to better mitigate catastrophic forget-
ting. Besides, Hu et al. [70] found that the knowledge
distillation based approaches do not have a consistent
causal effect compared to end-to-end feature learning.
Hence, they proposed to also distill the colliding effect as
a complementary method to preserve the causal effect.

In addition to mitigating catastrophic forgetting, a
few other methods [71, 72] were also proposed to solve
the data imbalance problem or the concept drift prob-
lem at the same time. Hou et al. [71] systematically
investigated the problem of data imbalance between the
previous and new data instances and proposed a new
knowledge distillation based framework that treats both
previous and new tasks uniformly to mitigate the effects
of data imbalance. A cosine normalization, a less-forget
constraint that acts as a feature level distillation loss,
and an inter-class separation component are incorpo-
rated to effectively address data imbalance from different
aspects. Zhao et al. [72] pointed out that the parameters
of the last fully connected layer are highly biased in con-
tinual learning. They thus proposed a Weight Aligning
method to correct the bias towards new tasks. He et
al. [73] pointed out that concept drift is much less ex-
plored in previous continual learning studies compared
to catastrophic forgetting. Hence, the authors proposed
both a new cross distillation loss to handle catastrophic
forgetting and an exemplar updating rule to handle
concept drift.

A few approaches [74, 75] have been proposed to
only transfer relevant knowledge. Ke et al. [74] pro-
posed Continual learning with forgetting Avoidance and
knowledge Transfer (CAT). When a new task comes,
CAT automatically distinguishes the previous tasks into
similar tasks and dissimilar tasks. After that, knowledge
is transferred from those similar tasks to facilitate the
learning of the new task, and task masks are applied to
those dissimilar tasks to avoid them being forgotten.
Lee et al. [75] proposed to only transfer knowledge at a
selected subset of layers. The selection is made based
on an Expectation-Maximization method.

Besides image classification, several recent works [76–
82] focused on image semantic segmentation. Michieli
et al. [76] proposed several approaches to distill the
knowledge of the model learned on the previous tasks,
whilst updating the current model to learn the new
ones. Cermelli et al. [77] further pointed out that at
each training step, as the label is only given to areas of
the image corresponding to the learned classes, other
background areas suffer from a semantic distribution
shift, which is not considered in previous works. They
then proposed both a new distillation based framework
and a classifier parameter initialization strategy to han-
dle the distribution shift. Douillard et al. [78] handled
the background semantic distribution shift problem by
generating pseudo-labels of the background from the
previously learned model. They also proposed a multi-

scale spatial distillation, preserving both long-range and
short-range spatial relationships at the feature level to
mitigate catastrophic forgetting. Michieli and Zanu-
tigh [79] proposed several strategies in the latent space complementary to knowledge distillation including prototype matching, contrastive learning, and feature sparsity. Xiao et al. [80] incorporated the idea of knowledge distillation together with the idea of model ensemble. Specifically, they proposed to first distill the knowledge of the previously learned model during the learning process to learn a temporary version of the current model. After that, they fused the weights of the previously learned model and the weights of the temporary version of the current model to get the final version of the current model.

More recently, Gong et al. [81] observed that compared to per-pixel segmentation models, query-based model architectures such as Mask2Former [83] can provide continual semantic segmenters with stronger forward knowledge transferring ability, while at the same time let them less suffer from catastrophic forgetting. Considering this, Gong et al. [81] proposed a query-based framework, while further incorporating the framework with both objectness distillation and class distillation strategies. Around the same time, Wang et al. [82] proposed another continual semantic segmentation method, while particularly focusing their method on the segmentation of nuclei from histopathological images. Specifically, in their proposed method, they equipped a compatibility-inspired distillation scheme to better align between the model learned from the previous tasks and the model learned from the new task. Moreover, they also incorporated a future-class awareness mechanism to improve the model’s forward knowledge transferring ability and better prepare the model for future tasks.

Additionally, the application of continual learning in the person re-identification task has also attracted research attention in the past few years [84–86]. Among them, Pu et al. [84] proposed to apply knowledge distillation on person re-identification for the first time. Specifically, they pointed out that in human cognitive science, the brain was found to focus more on stabilization during knowledge representation and more on plasticity during knowledge operation. Hence, an Adaptive Knowledge Accumulation method was proposed as an alternative to the typical knowledge distillation method. This method uses a knowledge graph as knowledge representation and a graph convolution as knowledge operation, and further involves a plasticity-stability loss to mitigate catastrophic forgetting. More recently, Cui et al. [86] further particularly focused on the setting of re-indexing free lifelong person re-identification. Specifically, inspired by compatible training [87–89], they first proposed the Continual Compatible Representation which essentially serves as an extension of compatible training in the continual learning scenario with large domain gaps between tasks. Moreover, Cui et al. [86] also further incorporated their method with two distillation modules (i.e., the balanced compatible distillation module and the balanced anti-forgetting distillation module) to further strengthen their method.

Aside from image classification, image semantic segmentation, and person re-identification, some works have focused on other computer vision problems, such as object detection [90, 91], conditional image generation [92, 93], and image and video captioning [94]. Shmelkov et al. [90] adapted the knowledge distillation method for object detection from images. This method distills knowledge from both the unnormalized logits and the bounding box regression output of the previous model. After Shmelkov et al. [90], Feng et al. [91] further found that, in the context of continual object detection, it is important to assign knowledge from different responses with different importance levels. They then proposed a method named Elastic Response Distillation to perform importance level assignment. Wu et al. [92] adapted the knowledge distillation method for class-conditioned image generation. They proposed an aligned distillation method to align the generated images of the auxiliary generator with those generated by the current generator, given the same label and latent feature as inputs. Zhai et al. [93] also applied knowledge distillation to conditional image generation. They proposed a Lifelong Generative Adversarial Network (Lifelong GAN) to adapt knowledge distillation toward class-conditioned image generation task that requires no image storage. As a result, this method can also be used for other continual image generation tasks such as image-conditioned generation, where a reference image instead of a class label is given and there may exist no related image in the previous tasks. Nguyen et al. [94] applied knowledge distillation to both image and video captioning. For image captioning, they proposed to adapt pseudo-label methods. Besides, they also merged knowledge distillation of intermediate features and proposed to partly freeze the model to transfer knowledge smoothly while maintaining the capability to learn new knowledge.

In contrast to the above-mentioned methods, Lee et al. [95] pointed out that increasing the number of data instances for training each task can help mitigate catastrophic forgetting. They thus defined a new problem setup where unlabelled data instances are used together with labeled data instances during continual learning. A confidence-based sampling method was proposed to select unlabelled data instances similar to the previous tasks. They further proposed a global distillation method to distill the knowledge from all the previous
tasks together instead of focusing on each previous task separately.

4.2.2 Distillation in the Presence of Limited Data Instances

Aside from knowledge distillation based continual learning with sufficient data instances per each new task, several recent works [96–98] have focused on few-shot continual learning where only a few data instances are given for each new task.

In image classification, Liu et al. [99] proposed a method named Indirect Discriminant Alignment (IDA). IDA does not align the classifier of the new task towards all the previous tasks during distillation but carries out alignment to a subset of anchor tasks. Hence, the model is much more flexible towards learning new tasks. Cheraghian et al. [96] made use of word embeddings when only a few data instances are available. Semantic information from word embeddings is used to identify the shared semantics between the learned tasks and the new task. These shared semantics are then used to facilitate the learning of the new task and preserve previously learned knowledge. Yoon et al. [97] proposed a few-shot continual learning framework containing a base model and different meta-learnable modules. When learning a new task, novel features, which are extracted by the meta-learnable feature extractor module, are combined with the base features to produce a task-adaptive representation. The combination process is controlled by another meta-learnable module. The task-adaptive representation helps the base model to quickly adapt to the new task. More recently, Park et al. [100] further explored the usage of the pre-trained vision and language models in few-shot continual learning. Specifically, they proposed a semantic knowledge distillation loss to facilitate the learning process of every new visual task with knowledge from the language space, while also introducing a pre-trained knowledge tuning process for the base training process of few-shot continual learning. In object detection, Perez et al. [98] proposed OpeNended Centre nEt (ONCE) which adapts CentreNet [101] detector towards the continual learning scenario where new tasks are registered with the help of meta learning.

Besides the above-mentioned schemes, i.e., distillation in the presence of sufficient data instances and distillation in the presence of limited data instances, Yoon et al. [102] proposed a new problem setup called federated continual learning, which allows several clients to carry out continual learning each by itself through an independent stream of data instances that is inaccessible to other clients. To solve this problem, they proposed to separate parameters into global and task-specific parameters, whereby each client can obtain a weighted combination of the task-specific parameters of the other clients for knowledge transfer.

4.3 Memory Based Methods

Memory based methods [25, 103, 104] generally have a memory buffer to store data instances and/or various other information related to the previous tasks, which are replayed during the learning of new tasks, in order to consolidate previously learned knowledge to mitigate catastrophic forgetting. This can be achieved through a variety of schemes, which we introduce below.

4.3.1 Retraining on Memory Buffer

Most memory based methods [103, 104] preserve previously learned knowledge by retraining on the data instances stored in the memory buffer.

In image classification, Rebuff et al. [103] first proposed a typical method called incremental Classifier and Representation Learning (iCARL). During representation learning, iCARL utilizes both the stored data instances and the instances from the new task for training. During classification, iCARL adopts a nearest-mean-of-exemplars classification strategy to assign the label of the given image to the class with the most similar prototype. The distance between data instances in the latent feature space is used to update the memory buffer. The original iCARL method requires all data from the new task to be trained together. To address this limitation and enable the new instances from a single task to come at different time steps, Chaudhry et al. [104] proposed Experience Replay (ER), which uses reservoir sampling [105] to randomly sample a certain number of data instances from a data stream of unknown length, and store them in the memory buffer.

However, reservoir sampling [105] works well if each of the tasks has a similar number of instances, and it could lose information from the tasks that have significantly fewer instances than the others. Thus, several other sampling algorithms [106, 107] were proposed to address this issue. Aljundi et al. [106] regarded the selection of stored data instances as a constraint selection problem and sampled data instances that can minimize the solid angle formed by their corresponding constraints. To reduce the computational cost, they further proposed a greedy version of the original selection algorithm. Liu et al. [107] trained exemplars using image-size parameters to store the most representative data instances from the previous tasks. Kim et al. [108] proposed a partitioning reservoir sampling as a modified version of reservoir sampling to address the data imbalance.
problem. Chrysakis and Moens [109] proposed Class-
Balancing Reservoir Sampling (CBRS) as an alternative
to reservoir sampling. CBRS is a two-phase sampling
technique. During the first phase, all new data instances
are stored in the memory buffer as long as the memory
is not filled. After the memory buffer is filled, the second
phase is activated to select which stored data instance
needs to be replaced with the new data instance. Specif-
ically, the new instance is replaced with a stored data
instance from the same class if it belongs to a class that
dominates the memory buffer at the time or at some
previous time stamps. Otherwise, it is replaced with a
stored data instance from the class that dominates the
memory buffer at the time. Borsos et al. [110] proposed
an alternative reservoir sampling method named core-
sets, which stores a weighted subset of data instances
from each previous task in the memory buffer through a
 bilevel optimization with cardinality constraints.

More than just focusing on sampling, more recently,
Buzzega et al. [111] applied a total of five different tricks,
including Independent Buffer Augmentation, Bias Con-
trol, Exponential Learning Rate Decay, Balanced Reser-
voir Sampling, and Loss-Aware Reservoir Sampling, on
ER [104] and other methods to show their applicability.
Moreover, Bang et al. [112] proposed Rainbow Memory
to select previous data instances, particularly in scen-
arios where different tasks can share the same classes. It
uses classification uncertainty and data augmentation to
improve the diversity of data instances. Besides, similar
to [113], Lee et al. [114] also proposed to store a bal-
anced subset of previous data instances. Yet, inspired
by [115], Lee et al. [114] proposed to only retrain the
last layer instead of the whole model leveraging these
stored data instances. Around the same time yet from
another new perspective, Wu et al. [116] proposed to
incorporate Pareto optimization into memory-based con-
tinual learning, which enabled the interdependence of
previously learned tasks to be also considered during
the learning process of the new task.

There are also a few other methods [23, 117] that
focus on selecting data instances from the memory buffer
for retraining. Aljundi et al. [23] proposed a method
called Maximally Interfered Retrieval to select a subset
of stored data instances, which suffer from an increase in
loss if the model parameters are updated based on new
data instances. Shim et al. [117] proposed an Adversarial
Shapley value scoring method, which selects the previous
data instances that can mostly preserve their decision
boundaries during the training of the new task.

Besides methods that store previous data instances
in a single buffer, there are also a few other meth-
ods [118, 119] that divide the memory buffer into several
parts. Wu et al. [118] pointed out that current methods
that perform well on small datasets with only a few tasks
cannot maintain their performance on large datasets
with thousands of tasks. Hence, they proposed the Bias
Correction (BiC) method focusing on continual learning
from large datasets. Noticing that a strong bias towards
every new task actually exists in the classification layer,
BiC specifically splits a validation set from the combina-
tion of the previous and new data instances and adds a
linear bias correction layer after the classification layer
to measure and then correct the bias using the valida-
tion set. Pham et al. [119] separated the memory into
 episodic memory and semantic memory. The episodic
memory is used for retraining and the semantic memory
is for training a controller that modifies the parameter
of the base model for each task.

Some other methods [120, 121] have also been pro-
posed to store other information together with previous
data instances. Belouadah and Popescu [120] pointed out
that initial statistics of the previous tasks could help
to rectify the prediction scores of the previous tasks.
They thus proposed Incremental Learning with Dual
Memory which has a second memory to store statistics
of the previous tasks. These statistics are then used
as complementary information to handle the data im-
balance problem. In their subsequent work [122], the
initial classifier of each task is stored in separate mem-
ory. After the training of each new task, the classifier
of each previous task is replaced by a scaled version of its
initial stored classifier with the help of aggregate statis-
tics. Another similar method [123] was also proposed
to standardize the stored initial classifier of each task,
resulting in a fair and balanced classification among dif-
ferent tasks. Chaudhry et al. [121] proposed Hindsight
Anchor Learning to store an anchor per task in addition
to data instances. The anchor is selected by maximiz-
ing a forgetting loss term. As such, the anchor can be
regarded as the easiest-forgetting point of each task. By
keeping these anchors to predict correctly, the model is
expected to mitigate catastrophic forgetting. Ebrahimi
et al. [124] stored both data instances and their model
visual explanations (i.e., saliency maps) in the mem-
ory buffer, and encouraged the model to remember the
visual explanations for the predictions.

A few other methods were also proposed to store
either compressed data instances [125] or activation
volumes [126]. Hayes et al. [125] proposed to store a
compressed representation of previous data instances ob-
tained by performing product quantization [127]. Aside
from image classification, Hayes et al. have also applied
their method to Visual Question Answering (VQA) to
show its generalizability. Pellegrini et al. [126] stored
activation volumes of previous data instances obtained
from the intermediate layers, leading to much faster computation speed.

Aside from image classification, a few works have focused on other computer vision problems, such as image semantic segmentation [128,129], object detection [113], and analogical reasoning [130]. With respect to the image semantic segmentation task, Tasar et al. [128] particularly focused on satellite imagery, by considering segmentation as a multi-task learning problem where each task represents a binary classification. They stored patches from previously learned images and trained them together with data instances from new tasks. Besides Tasar et al. [128], Zhu et al. [129] also focused on applying continual learning in the task of image semantic segmentation. Specifically, they designed a reinforcement-learning-based strategy to enable suitable data instances to be selected to refill the memory buffer at each continual learning stage.

More recently, Joseph et al. [113] applied the memory based method on open-world object detection and stored a balanced subset of previous data instances to fine-tune the model after learning every new task. Hayes and Kanan [130] proposed an analogical reasoning method, where Raven’s Progressive Matrices [131] are commonly used as the measurement method. They used selective memory retrieval, which is shown to be more effective compared to random retrieval in continual analogical reasoning. Moreover, Ye and Bors [132] further explored continual learning in image generation, and they proposed a new memory management method DCM that can be used in both supervised and unsupervised continual learning scenarios. Specifically, to perform memory management in high quality, DCM is proposed to be incorporated with various different designs w.r.t. data selection, memory expansion, and memory pruning. Around the same time, Duan et al. [133] focused on applying continual learning in the image compression task. Specifically, during the training process of a new task, inspired by [103], Duan et al. [133] proposed to perform training leveraging both the data instances from the new task and those stored data instances from the previous tasks. Besides, Duan et al. [133] also drew inspiration from the hierarchical residual coding architecture [134–136] and correspondingly proposed a new model structure for the continual image compressor.

### 4.3.2 Optimizing on Memory Buffer

As an alternative to the retraining scheme, which may over-fit on the stored data instances, the optimizing scheme [25, 137] has been proposed to only use the stored data instances to prevent the training process of the new task from interfering with previously learned knowledge but not retraining on them.

In image classification, Lopez and Ranzato [25] proposed a typical method called Gradient Episodic Memory (GEM), which builds an inequality constraint to prevent the parameter update from increasing the loss of each individual previous task, approximated by the instances in the episodic memory, during the learning process of the new task. Chaudhry et al. [137] further proposed an efficient alternative to GEM named Averaged GEM which tries to prevent the parameter update from increasing the average episodic memory loss. Sodhani et al. [138] proposed to unify GEM and Net2Net [139] frameworks to enable the model to mitigate catastrophic forgetting and increase its capacity.

Aside from GEM [25] and its extensions [137], other methods [140,141] were also proposed to optimize the model on the stored data instances from various other perspectives. Derakhshani et al. [140] proposed Kernel Continual Learning, which uses the stored data instances to train a non-parametric classifier with kernel ridge regression. Tang et al. [141] separated the gradient of the stored data instances of the previous tasks into shared and task-specific parts. The gradient for the update is then enforced to be consistent with the shared part but orthogonal to the task-specific part. With this requirement, the common knowledge among the previous tasks can help the learning of the new task while the task-specific knowledge remains invariant to mitigate catastrophic forgetting.

Preserving the topology of previously learned knowledge has also recently become another interesting direction. Tao et al. [142] proposed to store the topology of the feature space of the previous tasks through a neural gas network [143] and proposed the TOpology-Preserving knowledge InCrementer framework to preserve the neural gas topology of the previous tasks and adapt to new tasks given a few data instances. Tao et al. [144] proposed Topology-Preserving Class Incremental Learning (TPCIL) to store an Elastic Hebbian Graph (EHG) instead of previous data instances in the buffer. EHG is constructed based on competitive Hebbian learning [145] and represents the topology of the feature space. Inspired by the idea from human cognitive science that forgetting is caused by breaking topology in human memory, TPCIL mitigates catastrophic forgetting by injecting a topology-preserving term into the loss function.

Besides topology information, a few other methods [146,147] proposed to preserve various other information. Oswald et al. [146] proposed to store a task embedding for each task in the buffer. Then, given the task embedding, a task-conditioned hypernetwork is
trained to output the corresponding model parameters. Iscen et al. [147] proposed to store only the feature descriptors of the previous tasks. When a new task comes, instead of co-training the new data instances with previous ones, the method conducts a feature adaptation between the stored feature descriptor and the feature descriptor of the new task. Ren et al. [148] introduced a new problem setup called Online Contextualized Few-Shot Learning. They then proposed to store both a prototype per class and a contextual prototypical memory focusing particularly on the contextual information. Zhu et al. [149] proposed to store a class-representative prototype for each previous task and augment these prototypes to preserve the decision boundaries of the previous tasks. Self-supervised learning was also proposed to generalize features from the previous tasks, facilitating the learning of the new task.

In addition, Joseph and Balasubramanian [150] proposed to incorporate the idea of meta learning in optimization. They pointed out that the distribution of the model parameters conditioned on a task can be seen as a meta distribution and proposed Meta-Consolidation for Continual Learning to learn this distribution with the help of the learned task-specific priors stored in the memory.

Aside from the above methods in image classification, several works have also applied the memory based method to few-shot segmentation [151, 152]. Among them, Ganea et al. [151] focused on few-shot instance segmentation. They proposed to replace the fixed feature extractor with an instance feature extractor, leading to more discriminative embeddings for each data instance. The embeddings of all instances from each previous class are averaged and then stored in the memory. Hence, given a new task, extensive retraining from scratch is not necessary. Shi et al. [152] focused on few-shot semantic segmentation and also stored class-level embeddings in the memory. Further than that, during learning new-class embeddings, Shi et al. [152] also proposed a strategy to seek help from existing embeddings, so that the learning process can less rely on the training data scale of the new classes.

Besides the above two types of schemes to either retrain or optimize on the memory buffer, Prabhu et al. [153] proposed Greedy Sampler and Dumb Learner (GDumb), which consists of a greedy sampler and a dumb learner. GDumb greedily constructs the memory buffer from the data sequence with the objective of having a memory buffer with a balanced task distribution. At inference, GDumb simply trains the model from scratch on only the data in the memory buffer. The authors pointed out that even though GDumb is not particularly designed for continual learning, it outperforms several continual learning frameworks.

### 4.4 Generative Replay Based Methods

Generative replay based methods [154, 155] have been proposed as an alternative to the memory based methods by replacing the memory buffer with a generative module that reproduces information related to the previous tasks. This can be achieved through a variety of schemes, which are introduced below.

#### 4.4.1 Generating Previous Data Instances

Typically, most generative replay based methods [154, 156] generate only previous data instances along with their corresponding labels.

In image classification, Shin et al. [154] proposed a Deep Generative Replay (DGR) method, in which a GAN model is trained to generate previous data instances and pair them with their corresponding labels. Kemker and Kanan [155] also proposed a similar method, which uses pseudo-rehearsal [157] to enable the model to revisit recent memories. Van de Ven and Tolias [156] pointed out that the generative replay based methods can perform well, especially when combined with knowledge distillation, but the computation cost is usually very heavy. Hence, they proposed an efficient generative replay based method by integrating the helper GAN model into the main model used for classification. Cong et al. [158] proposed a GAN memory to mitigate catastrophic forgetting by learning an adaptive GAN model. They adopted the modified variants of style-transfer techniques to transfer the base GAN model towards each task domain, leading to increased quality of the generated data instances. Besides the typical GAN models, various other generative models were also explored. Lesort et al. [159] investigated the performance of different generative models including Variational AutoEncoder (VAE), conditional VAE, conditional GAN, Wasserstein GAN, and Wasserstein GAN with Gradient Penalty. Among these generative models, GAN was still found to have the best performance but it was also pointed out that all generative models including GAN struggle with more complex datasets. Rostami et al. [160] trained an encoder to map different tasks into a task-invariant Gaussian Mixture Model (GMM). After that, for each new task, the pseudo previous data instances will be generated from this GMM model through a decoder to be trained collaboratively with the current data instances.

More recently, Wang et al. [161] focused on utilizing unlabelled data instances and proposed Continual
Replay with Discriminator Consistency. A minimax adversarial game strategy [162] was adapted where the output distribution of the generator was used to update the classifier and the output pseudo labels of the classifier were used to update the generator. Moreover, Gao and Liu [163] explored generating previous data instances via a diffusion model. Specifically, in their proposed method, guided by the classifier that has already been trained over previous tasks, the diffusion model can generate high-quality data instances for previous tasks. Later on, inspired by the adversarial attack techniques, Goswami et al. [164] further proposed a method called Adversarial Drift Compensation. In their method, adversarial data instances are generated to better approximate the semantic drift between the previous and current tasks.

Aside from image classification, Wu et al. [92] applied continual learning in class-conditional image generation. They proposed to generate previous data instances and train the model on both generated and new data instances. Besides, Cai and Müller [165] focused on incorporating continual learning and the Neural Radiance Field (NeRF). They first pointed out that, since NeRF is naturally a good data generator, tackling continual learning in the context of NeRFs from the perspective of generative replay can be very suitable. Based on this, they proposed a generative replay based continual learning method for NeRFs and further incorporated their method with an instant neural graphics primitives [166] architecture. More recently, Ding et al. [167] for the first time explored continual learning in the context of temporal action segmentation. Specifically, in their work, on top of the existing generative replay based continual learning methods in the image context, they further introduced a temporal coherence variable for facilitating the generator to generate temporal-coherent videos.

4.4.2 Generating Previous Data Instances along with Latent Representations

A few recent works [168, 169] have also proposed to generate both previous data instances and their latent representations to further consolidate previously learned knowledge.

In image classification, Van de Ven et al. [168] pointed out that generating previous data instances for problems with complex inputs (e.g., natural images) is challenging. Hence, they proposed to also generate latent representations of data instances via context-modulated feedback connection of the network. Ye and Bors [169] proposed a lifelong VAE-GAN which also learns latent representations of previous data instances besides the typical generative replay. It learns both shared and task-specific latent representations to facilitate representation learning.

Apart from the above-mentioned schemes, i.e., generating previous data instances and generating previous data instances along with latent representations, Campo et al. [170] applied the generative replay based method on general frame predictive tasks without utilizing the generated data instances. More precisely, they proposed to use the low-dimension latent features in between the encoder and the decoder of a VAE, which can further be integrated with other sensory information using a Markov Jump Particle Filter [171].

4.5 Parameter Isolation Based Methods

Parameter isolation based methods [172–175] generally assign different model parameters to different tasks to prevent later tasks from interfering with previously learned knowledge. This can be achieved through a variety of schemes, which are described below.

4.5.1 Dynamic Network Architectures

The majority of parameter isolation based methods [172, 176] assign different model parameters to different tasks by dynamically changing the network architecture.

In image classification, in the early days, Rusu et al. [172] proposed a typical method called Progressive Network, which trains a new neural subnetwork for each new task. Through the training of each new subnetwork, feature transfer from subnetworks learned on the previous tasks is enabled by lateral connections. An analytical method based on the Fisher information matrix shows the effectiveness of this architecture in mitigating catastrophic forgetting. After that, Aljundi et al. [176] introduced a network of experts in which an expert gate was designed to only select the most relevant previous task to facilitate learning the new task. At test time, the expert gate structure is utilized to select the most approximate model for a given data instance from a certain task. Around the same time, Yoon et al. [173] proposed a Dynamically Expandable Network that utilizes the knowledge learned from the previous tasks and expands the network structure when the previous knowledge is not enough to handle the new task. The addition, replication, and separation of neurons were designed to expand the network structure. Xu and Zhu [177] then further proposed a Reinforced Continual Learning method, which uses a recurrent neural network trained following an actor-critic strategy to determine the optimal number of nodes and filters that should be added to each layer for each new task. Later on, Li et al. [178] proposed a Learn-to-Grow framework that searches for
the optimal model architecture and trains the model parameters separately per task, while Hung et al. [179] proposed a method called Compacting Picking Growing (CPG). For each new task, CPG freezes the parameters trained for all the previous tasks to prevent the model from forgetting any relevant information. Meanwhile, the new task is trained by generating a mask to select a subset of frozen parameters that can be reused for the new task and decide if additional parameters are necessary for the new task. After the above two steps, a compression process is conducted to remove the redundant weights generated by the training process of the new task.

As time passed, Lee et al. [180] pointed out that during human learning, task information is not necessary and hence proposed a Continual Neural Dirichlet Process Mixture model which can be trained both with a hard task boundary and in a task-free manner. It uses different expert subnetworks to handle different data instances. Creating a new expert subnetwork is decided by a Bayesian non-parametric framework. Hocquet et al. [181] proposed One-versus-All Invertible Neural Networks in which a specialized invertible subnetwork [182] is trained for each new task. At the test time, the subnetwork with the highest confidence score on a test sample is used to identify the class of the sample. Kumar et al. [183] proposed to build each hidden layer with the Indian Buffet Process [184] prior. They pointed out that the relation between tasks should be reflected in the connections they used in the network, and thus proposed updating the connections during the training process of every new task. Yan et al. [185] proposed a new method with a new data representation called super-feature. For each new task, a new task-specific feature extractor is trained while keeping the parameters of the feature extractors of the previous tasks frozen. The features from all feature extractors are then concatenated to form a super-feature which is passed to a classifier to assign a label. Zhang et al. [186] proposed a Continually Evolved Classifier (CEC) focusing particularly on the few-shot scenario of continual learning. They first proposed to separate representation and classification learning, where representation learning is frozen to avoid forgetting, and the classification learning part is replaced by a CEC which uses a graph model to adapt the classifier towards different tasks based on their diverse context information.

Moreover, particularly from the efficiency perspective, Veniat et al. [187] built an efficient continual learning model, whose architecture consists of a group of modules representing atomic skills that can be combined in different ways to perform different tasks. When a new task comes, the model potentially reuses some of the existing modules and creates a few new modules. The decision of which modules to reuse and which new modules to create is made by employing a data-driven prior. As an extension of [187], Valkov et al. [188] pointed out that, in the modular structure utilized in [187], the number of possible module compositions can grow quite quickly along with the growth of the number of tasks. Thus, given a new task, how to properly compute a module composition’s fitness over the task then becomes a key issue. Considering the above, Valkov et al. [188] proposed PICLE, which tackles this issue via a probabilistic search [189].

Several other approaches [190–192] have focused on separating the shared and task-specific features to effectively prevent new tasks from interfering with previously learned knowledge. Yoon et al. [190] proposed a method called Additive Parameter Decomposition (APD). APD first uses a hierarchical knowledge consolidation method to construct a tree-like structure for the model parameters on the previous tasks where the root represents the parameters that are shared among all the tasks and the leaves represent the parameters that are specific to one task. The middle nodes of the tree represent the parameters that are shared by a subset of the tasks. Given a new task, APD tries to encode the task with shared parameters first and then expands the tree with task-specific parameters. Kanakis et al. [191] proposed Reparameterized Convolutions for Multi-task learning which separates the model parameters into filter-bank part and modulator part. The filter-bank part of each layer is pre-trained and shared among tasks encoding common knowledge, while the modulator part is task-specific and is separately fine-tuned for each new task. Ebrahimi et al. [192] trained a common shared module to generate task-invariant features. A task-specific module is expanded for each new task to generate task-specific features orthogonal to the task-invariant features. Singh et al. [193] separated the shared and the task-specific components by calibrating the activation maps of each layer with spatial and channel-wise calibration modules which can adapt the model to different tasks. Singh et al. [194] further extended [193] to be used for both zero-shot and non-zero-shot continual learning. Verma et al. [195] proposed an Efficient Feature Transformation to separate the shared and the task-specific features using Efficient Convolution Operations [196].

More recently, with the emergence of prompt tuning [197–200], the convolution operation is also utilized by Roy et al. [201] over the task-shared features to generate task-specific prompts for each new task. Moreover, Gao et al. [202] also focused on prompt-tuning-based continual learning yet from another perspective. Specifically, they pointed out that in existing prompt-tuning-based
methods, an inconsistency can exist between training and testing. Correspondingly, they proposed a Consistent Prompting method to tackle this problem. Around the same time, Yu et al. [203] explored over prompt-tuning-based continual learning as well. In their proposed method, a Mixture-of-Experts adapter structure is first incorporated, and a Distribution Discriminative Auto-Selector is further designed for routing the input data instance into either the adapter or the original vision-and-language model (i.e., CLIP). Moreover, the prompt-tuning-based continual learning method is also explored in [204], in which a new way of injecting task-specific prompts to the model named InfLoRA was proposed. Specifically, Liang and Li [204] analyzed that, by their way of injecting prompts, for each task, optimizing its task-specific prompt is equivalent to optimizing the model in a task-specific subspace. Based on this analysis, Liang and Li [204] concluded that, InfLoRA can effectively mitigate the interference across different tasks. Besides the above, recently, Kim et al. [205] also proposed another prompt-tuning-based continual learning named AdaPromptCL. In their method, based on the different degrees of semantic shifts between different tasks, a new task is learned either via updating an existing prompt or learning a new one.

Aside from image classification, a few recent works [206, 208] have focused on the conditional image generation problem. Zhai et al. [206] pointed out that not all parameters of a single Lifelong GAN [93] can be adapted to different tasks. They thus proposed Piggyback GAN which has a filter bank containing the filters from layers of the model trained on the previous tasks. Given a new task, Piggyback GAN is learned to reuse a subset of filters in the filter bank and update the filter bank by adding task-specific filters to ensure high-quality generation of the new task. It was pointed out by Zhai et al. [207] that this method is not memory efficient. Hence, Hyper-LifelongGAN was proposed to apply a hypernetwork [208] to the lifelong GAN framework. Instead of learning a deterministic combination of filters for each task, the hypernetwork learns a dynamic filter as task-specific coefficients to be multiplied with the task-independent base weight matrix.

Further to this, some works have focused on other computer vision problems, such as image generation [209], action recognition [210], multi-modal reasoning [211], label-to-image translation [212], and multi-task learning [213]. Among them, Seo et al. [209] focused on the task of few-shot image generation and proposed a method named Lifelong Few-Shot GAN. In their proposed method, for each task, an efficient task-specific modulator is learned to modulate the weights of the model correspondingly. Li et al. [210] proposed an Elastic Semantic Network for skeleton-based human action recognition, which comprises a base model followed by a stack of multiple elastic units. Each elastic unit consists of multiple learning blocks and a switch block. For every new action as a task, only the most relevant block in each layer is selected by the switch block to facilitate the training process while all the other blocks are frozen to preserve previously learned knowledge. Xu and Liu [211] explored continual learning in the multi-modal learning area and proposed an Experts collaboration network (Expo). Expo first incorporates separate groups of experts for each modality so that inputs from different modalities can all be effectively processed. Moreover, for new skills to be effectively acquired, Expo also designs its expert groups to be expandable. Chen et al. [212] explored continual learning in the context of label-to-image translation. In their proposed method, a set of class-adaptive scale, shift, and bias parameters are first learned for every new class. These parameters are then used for base convolution and normalization for this class. Hung et al. [213] proposed a Packing-And-Expanding (PAE) method that sequentially learns face recognition, facial expression understanding, gender identification, and other relevant tasks in a single model. PAE improves Packnet [175] in two aspects. Firstly, PAE adapts iterative pruning procedure [214] to construct a more compact model compared to Packnet. Secondly, PAE allows the model architecture to be expanded when the remaining trainable parameters are not enough to effectively learn the new task. More recently, Kim et al. [215] further explore parameter isolation based continual learning in continual panoptic segmentation. Specifically, similar to [201,202], Kim et al. [215] focused on prompt-tuning-based continual learning, while they further designed a logit manipulation strategy, particularly for the error propagation and semantic drift problems in continual panoptic segmentation.

4.5.2 Fixed Network Architectures

Other than using parameter isolation based methods to dynamically change the network architectures, several other works [174,216] have designed fixed network architectures that can still assign different parameters for handling different tasks.

In image classification, Fernando et al. [174] proposed PathNet. In the training of the first task, several random paths through the network are selected. After that, a tournament selection genetic algorithm is utilized to select the best path to be trained for the task. Then for each following task, as shown in Figure 5, model parameters along all paths selected by the
Fig. 5 Illustration of PathNet [174], which freezes the model parameters along all paths selected by the previous tasks and reinitializes and retrains the remaining model parameters following the same process to select the best path.

previous tasks are frozen and the remaining parameters are re-initialized and trained again following the above process. Serra et al. [216] proposed Hard Attention to the Task (HAT), which calculates an almost binary attention vector for each task during training. For each following task, all the attention vectors calculated before are used as the masks to freeze the network parameters which are crucial for the previous tasks. A similar idea was also proposed by Mallya et al. [217], Rajasegaran et al. [218] pointed out that the PathNet [174] requires heavy computational costs. Hence, they proposed to reuse paths of the previous tasks to achieve a much lower computational overhead. From a similar perspective, Rypešić et al. [219] also worked on reducing the computational overhead. Specifically, for each new task, rather than optimizing all the experts in a computationally heavy manner, with the help of the multivariate Gaussian distributions, they enabled only a single expert to be selected and correspondingly optimized. Abati et al. [220] proposed a gating module for each convolution layer to select a limited set of filters and protect the filters of the previous tasks from being unnecessarily updated. A sparsity objective was also used to make the model more compact. Unlike [174, 216, 220], Shi et al. [221] proposed a Bit-Level Information Preserving method, which updates the model parameters at the bit level by estimating information gain on each parameter. A certain number of bits are frozen to preserve information gain provided by the previous tasks.

Besides the above-mentioned methods, freezing a subset of the model parameters with the help of meta learning has also received attention recently. Beaulieu et al. [222] proposed a Neuromodulated Meta-Learning Algorithm that contains a neuromodulatory neural network and a prediction learning network. The neuromodulatory neural network is meta-trained to activate only a subset of parameters of the prediction learning network for each task to mitigate catastrophic forgetting. Hurtado et al. [223] proposed a method called Meta Reusable Knowledge (MARK), which has a single common knowledge base for all the learned tasks. For each new task, MARK uses meta learning to update the common knowledge base and uses a trainable mask to extract the relevant parameters from the knowledge base for the task.

Unlike the above-mentioned methods that focused on how to freeze a subset of model parameters per task, Mallya and Lazebnik [175] proposed PackNet, which first trains the whole neural network on each new task and then uses a weight-based pruning technique to free up unnecessary parameters. Adel et al. [224] proposed Continue Learning with Adaptive Weights (CLAW), which adapts the model parameters in different scales in a data-driven way. More precisely, CLAW is a variational inference framework that trains three new groups of parameters for each neuron, including one binary parameter to represent whether or not to adapt the neuron, and the two other parameters to represent the magnitude of adaptation.

Besides, Hu et al. [225] proposed a Parameter Generation and Model Adaptation method, in which the model parameters are dynamically changed at inference time instead of training time. The model includes both a set of shared parameters and a parameter generator. At inference time, the parameter generator with the test data instance as input, outputs another set of parameters. After that, the shared set and the output set of parameters are used together to classify the test data instance.

Aside from image classification, some works have focused on other computer vision problems, such as interactive image segmentation [226] and image captioning [227]. Zheng et al. [226] proposed to activate only a subset of convolutional kernels by employing a Bayesian non-parametric Indian Buffet Process [184], which results in extracting the most discriminative features for each task. The kernels that are frequently activated in the previous tasks are encouraged to be re-activated for the new tasks to facilitate knowledge transfer. Chiaro et al. [227] applied the parameter isolation based method on image captioning by extending the idea of HAT [216] to recurrent neural networks. They pointed out that image captioning allows the same words to describe images from different tasks. Hence, compared to HAT, they allowed the vocabulary masks for different tasks to have shared elements.

4.6 Combination of Multiple Categories of Methods

To enhance the performance of continual learning, several other works proposed to combine two or more categories of the aforementioned techniques.
4.6.1 Combination of Regularization and Memory Based Methods

Several approaches [228, 229] take advantage of both the regularization and memory based methods to enhance continual learning performance in image classification. Nguyen et al. [228] proposed Variational Continual Learning (VCL) which combines variational inference and coreset data summarization [230] together. VCL recursively calculates the posterior information of the existing model from a subset of important previous data instances and merges it with the likelihood information calculated from the new task. Similarly, Kurle et al. [231] used both the posterior information and a subset of previous data instances. However, they introduced a new update method and further adapted the Bayesian neural network to non-stationary data. Titsias et al. [232] pointed out that previous methods such as EWC [27] and VCL [228] suffer from the problem of brittleness as a subset of model parameters are preserved towards the previous tasks while the other parameters are further trained towards the new task. They thus proposed a functional regularisation approach that marginalizes out the task-specific weights to resolve the problem of brittleness. They also proposed to store a subset of inducing points for each task. When a new task comes, these stored inducing points are used to conduct functional regularisation to mitigate catastrophic forgetting. Chen et al. [233] pointed out that the assumption made by VCL [228], i.e., the shared and the task-specific parameters are independent of each other, is not true in general. Hence, they proposed to use an energy-based model [234] together with Langevin dynamic sampling [235] as a regularizer to choose the shared parameters that satisfy the independent assumption of VCL.

Besides VCL [27] and its extensions, various other image classification methods [229, 236] have also been proposed. Riemer et al. [236] integrated a modified version of the Reptile algorithm [237] into an experience replay method to effectively mitigate catastrophic forgetting and preserve the ability of future learning. Aljundi et al. [229] proposed a method that allows classes to be repeated between different tasks. They utilized the structure of the memory-aware synapse [39] as a weight regularizer and stored hard data instances with the highest loss to help identification of important parameters of the previous tasks. Similar to [232], Pan et al. [238] also employed functional regularisation to only regularize the model outputs. But, unlike [232] which requires solving a discrete optimization problem to select inducing points, they proposed to store data instances that are close to the decision boundary. Tang and Matte-son [239] generated random graphs from the stored data instances and introduced a new regularization term penalizing the forgetting of the edges of the generated graphs. Mirzadeh et al. [240] pointed out that there exists a linear connection between continual learning and multi-task learning. Based on this, they proposed Mode Connectivity Stochastic Gradient Descent to treat continual learning as multi-task learning. A memory based method is employed to approximate the loss of the previous tasks.

More recently, Zhang et al. [241] explored the budget continual learning setting [242] and further extended it to a semi-supervised manner. Specifically, in their proposed method, for each new task, besides using the labeled data instances from this task, they also utilize both the stored labeled data instances from the previous tasks for task balancing, and the unlabeled data instances from the current task for regularization. Besides, a budget allocation stage is also involved to further balance the current and previous tasks. Around the same time, Magistri et al. [243] also explored the combination of regularization and memory based methods yet from another perspective. Specifically, they performed their regularization with the help of a positive semi-definite Empirical Feature Matrix, while at the same time proposing an Asymmetric Prototype Replay loss for better balancing the stored prototypes from the previous tasks and the data instances from the new task.

4.6.2 Combination of Knowledge Distillation and Memory Based Methods

A few other approaches [244, 245] have combined the knowledge distillation and memory based methods. In image classification, Castro et al. [244] proposed a cross-distilled loss consisting of a knowledge distillation loss to preserve the knowledge acquired from the previous tasks, and a cross-entropy loss to learn the new task. They also introduced a representative memory unit that performs a herding-based selection and removal operation to update the memory buffer. Hou et al. [245] pointed out that with the help of knowledge distillation, storing only a small number of previous data instances can lead to a large improvement in mitigating catastrophic forgetting. They thus proposed a method named Distillation and Retrospection to obtain a better balance between the preservation of previous tasks and adaptation to new tasks.

More recently, Yan et al. [246] pointed out that, particularly in online continual learning, many existing methods can suffer from the overfitting-underfitting dilemma. That is, they can underfit to the data instances from the new task, while at the same time overfit to those stored data instances from the previous
tasks. To tackle this problem, in the work of Yan et al. [246], both a multi-level supervision scheme and a reverse self-distillation technique are proposed. Wang et al. [247] also focused on online continual learning yet from the plasticity perspective. Specifically, according to Wang et al. [247], existing memory-based online continual learning methods, while can mitigate catastrophic forgetting to some extent, can still suffer from lacking model plasticity (i.e., lacking the ability to acquire new knowledge). To tackle this issue, on top of the memory-based methods, they further proposed to use collaborative learning [248] and distillation chain to improve the plasticity of the continual learning models.

In video classification, Zhao et al. [249] adapted the knowledge distillation based method by separately distilling the spatial and temporal knowledge. They also introduced a dual granularity exemplar selection method to store only key frames of representative video instances from the previous tasks.

In fake media detection, Kim et al. [250] proposed to store the feature representations of both real and fake data instances to facilitate the knowledge distillation process.

In object detection, Liu et al. [251] first identified foreground shift as a crucial problem for memory based methods in continual object detection. They then proposed a method named Augmented Box Replay to handle this problem, and a loss function named attentive Region-of-Interest distillation loss to further reduce catastrophic forgetting.

In embodied agent learning, inspired by previous works [252, 253], Kim et al. [254] also took the logit distillation idea to enable the embodied agents to be learned continually. Yet different from previous works, to handle the outdated logit issue while at the same time releasing the agent’s requirement on the task boundary information, Kim et al. [254] further proposed a Confidence-Aware Moving Average method.

Moreover, recently, Ye et al. [255] explored continual learning w.r.t. multi-modal medical data as well. Specifically, in their proposed method, they first utilize a k-means sampling strategy to sample and store data instances from the previous tasks. After that, during the learning process of a new task, a feature distillation strategy and an intra-modal mixup strategy are then utilized on those stored data.

### 4.6.3 Combination of Knowledge Distillation and Generative Replay Based Methods

The combination of knowledge distillation and generative replay based methods has also been explored [256–258]. In image classification, Wu et al. [256] proposed a new loss function that consists of a cross-entropy loss and a knowledge distillation loss. A GAN is employed to generate data instances from the previous tasks, which are then combined with real new data instances to train the model. A scalar, which represents the bias on data instances from the new task, is also used to remove the bias caused by data imbalance. Besides Wu et al. [256], Zhang et al. [257] also explore continual learning in image classification but they particularly focus on federated continual learning. Specifically, in their method, a generator is first trained to generate data instances that can simulate the global distribution of previous tasks. After that, a knowledge distillation process is further involved, in which the student model is utilized to further enhance the capacity of the generator. Similar to [257], Abudukelimu et al. [259] also focused on federated continual learning and included a knowledge distillation process in their method. Yet different from [257] which performs data instance generation, Abudukelimu et al. [259] proposed to learn a normalizing flow model [260] and performed feature generation. Moreover, a correlation estimation process is further involved in their method to forget those biased features from the previous tasks.

In image semantic segmentation, Huang et al. [258] proposed to generate fake images of the previous classes using a Scale-Aware Aggregation module and combine them with the images from the new task to facilitate the knowledge distillation process. Moreover, recently, Kim et al. [261] focused on the application of continual learning in object detection. Specifically, in their method, the pre-trained text-to-image diffusion model is utilized for data instance synthesis, while an L2 knowledge distillation scheme is further leveraged to ease the knowledge transfer process from the synthesized data instances toward the continual learning model.

### 4.6.4 Combination of Memory and Generative Replay Based Methods

A few other works [262, 263] have proposed to combine the memory and generative replay based techniques. In image classification, He et al. [262] proposed an Exemplar Supported Generative Reproduction (ESGR) method, which leverages both generated data instances and stored real data instances to better mitigate catastrophic forgetting. Specifically, given a new task, ESGR first generates data instances of previous tasks by employing task-specific GANs. Then, the combination of the stored previous data instances, the generated instances, and new data instances is used to train the classification model. Unlike ESGR [262] which requires real previous data instances to be stored, Xiang et al. [263]
propose storing statistical information of previous data instances, such as mean and covariance, which are fed to a conditional GAN to generate pseudo data instances. Ayub and Wagner [264] proposed a memory-efficient method named Encoding Episodes as Concepts (EEC). When there still exists enough memory space, EEC stores compressed embeddings of data instances in the memory buffer and retrieves these embeddings while learning new tasks. When memory space is full, EEC combines similarly stored embeddings into centroids and covariance matrices to reduce the amount of memory required. It then generates pseudo data instances from these matrices while learning new tasks.

More recently, as an extension of [265] yet in the online continual learning area, Seo et al. [266] proposed a method named EARL. Specifically, in EARL, during the learning process of a new task, the stored data instances, as well as the preparatory data instances generated leveraging hard transform from those stored data instances, are both utilized. Particularly, according to the authors, the utilization of the preparatory data instances can avoid biased predictions towards the previous tasks. In image semantic segmentation, Wu et al. [267] proposed to store feature statistics of previous images to help train the image generator. The trained image generator is then used to align the style of previous and new coming images by matching their first and second-order feature statistics.

4.6.5 Combination of Generative Replay and Parameter Isolation Based Methods

A few other methods [268, 269] explore the combination of generative replay and parameter isolation based methods for image classification. Ostapenko et al. [268] combined the HAT method [216] with the generative replay based method using a modified auxiliary classifier GAN [270] architecture. Rao et al. [269] proposed a new problem setup called unsupervised continual learning, in which information including task labels, task boundaries, and class labels are unknown. To solve this problem, they proposed a Continual Unsupervised Representation Learning (CURL) framework, which can expand itself dynamically to learn new concepts. Besides, CURL also involves the mixture generative replay as an extension of DGR [154] to conduct unsupervised learning without forgetting. More recently, Zhou et al. [271] further proposed a pre-trained-model-based continual learning method called EASE. Specifically, in their method, for each new task, a task-specific adapter is first trained to formulate a task-specific feature subspace. After that, with the prototypes of the previous tasks synthesized and the prototype of the current task extracted, a subspace ensemble process is then performed to build the full classifier across all tasks.

4.6.6 Other Combinations

Apart from the above-mentioned combination approaches, there are several other methods [252, 272, 273] which proposed other combinations to perform image classification or other computer vision tasks. In image classification, Smith et al. [272] combined regularization and knowledge distillation based methods. They proposed DistillMatch to conduct both local soft distillation and global hard distillation using unlabelled data. Besides, a consistency regularization was also proposed which uses the consistency loss [274] to increase the number of robust decisions made. Yang et al. [273] combined regularization and parameter isolation based methods. They proposed an Incremental Adaptive Deep Model (IADM), which has an attention module for the hidden layers of the model, enabling training of the model with adaptive depth. IADM also incorporates adaptive Fisher regularization to calculate the distribution of both the previous and new data instances to mitigate catastrophic forgetting of the previous tasks. Buzzeva et al. [252] combined regularization, knowledge distillation, and memory based methods and proposed the Dark Experience Replay (DER). Compared to ER [104], DER further distills previously learned knowledge with the help of Dark Knowledge [275] and regularizes the model based on the network’s logits so that consistent performance can be expected through the sequential stream of data without a clear task boundary.

More recently, Zhou and Hua [276] further explored the setting of continual adversarial defense under a sequence of attacks, and combined regularization, knowledge distillation, and generative replay based methods in their work. Specifically, in their proposed method, a set of data instances is first generated through both isotropic and anisotropic pseudo-replay mechanisms. After that, these generated data instances are utilized to optimize the model through a self-distillation loss, while a regularization term is also further incorporated into the proposed framework to better tackle the stability-plasticity dilemma.

4.7 Other Methods

Aside from the above-mentioned categories of methods, several other techniques [277, 278] have also been proposed for continual learning.

In image classification, several meta learning based methods have been proposed. Caccia et al. [277] introduced a new scenario of continual learning, where the
model is required to solve new tasks and remember the previous tasks quickly. Thus, continual-MAML, i.e., an extension of Model-Agnostic Meta-Learning (MAML) [279], was proposed to first initialize the model parameters with meta learning and then add new knowledge into the learned initialization only when the new task has a significant distribution shift from the previously learned tasks. Javed and White [280] proposed a meta-objective to learn representations that are naturally highly sparse and thus effectively mitigate catastrophic forgetting in continual learning. Jerfel et al. [281] employed a meta-learner to control the amount of knowledge transfer between tasks and automatically adapt to a new task when a task distribution shift is detected. Rajasegaran et al. [282] proposed an incremental Task-Agnostic Meta-learning (iTAML) method, which adapts meta learning to separate the task-agnostic feature extractor from the task-specific classifier. In this way, iTAML first learns a task-agnostic model to predict the task, and then adapts to the task in the second step. This two-phase learning enables iTAML to mitigate the data imbalance problem by updating the task-specific parameters separately for each task.

There are also several generic frameworks that can be integrated with methods in the above-mentioned continual learning categories to further improve their performance. Yu et al. [283] pointed out that embedding networks compared to the typical classification networks suffer much less from catastrophic forgetting. Hence, they adapted LwF [63], EWC [27], and MAS [39] towards embedding networks. Liu et al. [284] pointed out that various classifiers with different decision boundaries can help to mitigate catastrophic forgetting. Hence, they proposed a generic framework called Multi-Classifier (MUC) to train additional classifiers for each task, particularly on out-of-distribution data instances. They showed that MUC can further mitigate catastrophic forgetting when combined with other methods such as MAS [39] and LwF [63]. Mendez and Eaton [285] incorporated compositional learning into continual learning and proposed a generic framework that is agnostic to any continual learning algorithm. The framework consists of several components including linear models, soft layer ordering [286], and soft gating as a modified version of soft layer ordering, which can be combined together in different orders to construct different models for different tasks. Given a new task, the model first uses the previously learned components to solve the task, and then updates the components and creates new components when necessary.

More recently, Zou et al. [287] also focused on the incorporation of compositional learning into continual learning. Yet, they particularly focused on few-shot continual learning, and correspondingly proposed a Primitive Reuse design. With this design, given a new continual-learning task, rather than creating new components, the task can be learned by just reusing those components from the base training stage. Around the same time, inspired by neuroscience principles, Wang et al. [288] proposed another generic method named refresh learning. Specifically, to prevent a model from over-memorizing the information that is not really important and helpful to the previous tasks, the method proposes to process the model through an unlearn-relearn mechanism to first unlearn such unimportant information during the learning process of every new task.

Several other continual learning methods have also been proposed to perform image classification from different perspectives. Stojanov et al. [289] proposed a synthetic incremental object learning environment called Continual Recognition Inspired by Babies, which enables generating various amounts of repetition. They then showed that continual learning with repetition is important in mitigating catastrophic forgetting. Wu et al. [290] proposed ReduNet which adapts the newly proposed “white box” deep neural network derived from the rate reduction principle [291] to mitigate catastrophic forgetting in continual image classification. Knowledge from the previous tasks is explicitly preserved in the second-order statistics of ReduNet. Chen et al. [292] adapted the lottery ticket hypothesis [293] to continual learning. They proposed a bottom-up pruning method to build a sparse subnetwork for each task, which is lightweight but can still achieve comparable or even better performance than the original dense model. Zhu et al. [294] mapped the representations of the previous tasks and the new task into the same embedding space and further used their distance to guide the model to preserve previous knowledge. A randomly episodic training and self-motivated prototype refinement were also proposed to extend the representation ability of the feature space given only a few data instances per task. Liu et al. [295] proposed Adaptive Aggregation Networks which add a stable block and a plastic block to each residual level and aggregate their outputs to balance the ability to learn new tasks while remembering previous tasks. Abdelsalam et al. [296] proposed a new problem setup called Incremental Implicitly-Refined Classification, in which each data instance has a coarse label and a fine label. This problem setup is closer to real-world scenarios as humans interact with the same family of entities multiple times and discover more granular information about them over time, while trying not to forget previous knowledge. Several continual learning approaches have been evaluated on this setup.
Visual-Inertial Odometry, via designing a factor graph

After training a new model on data instances from the previous works \cite{299,300}. Yet different from \cite{299,300}, Liu et al. \cite{306} further designed an Adaptive Visual-Inertial Odometry framework. With this framework, they enabled online continual learning to be incorporated into Visual-Inertial Odometry, via designing a factor graph optimization scheme and enabling it to provide feedback signals to the networks.

Aside from image classification, Yu et al. \cite{278} introduced a continual learning method for image semantic segmentation. Before the training process of each new task, the model containing previous knowledge is stored. After training a new model on data instances from the new task, a set of unlabelled data instances are fed into both the previous and the new models to generate their pseudo labels, which are then fused by a Conflict Reduction Module to get their most accurate pseudo labels. Finally, a joint model is retrained with the unlabelled data instances and their corresponding pseudo labels to preserve previously learned knowledge. Besides, Wang et al. \cite{297} proposed a new continual learning framework for graph learning named Feature Graph Networks (FGN). Specifically, FGN designs a new graph topology through which the continual growth of a graph can be regarded as the continual increase of training samples, and typical convolutional-neural-network-based continual learning techniques can thus be used for graph learning.

More recently, Liu et al. \cite{298} further explored continual learning under the model-based reinforcement learning setting, in an analytical manner similar to previous works \cite{299,300}. Yet different from \cite{299,300}, Liu et al. \cite{298} proposed to incorporate their framework with a novel Losse feature extractor, which ensures feature sparsity while at the same time releasing the framework from a pre-training step. Also at a recent time, Garg et al. \cite{301} formulated the TIC-DataComp benchmark, which according to the authors, serves as a pioneering exploration of continual learning in the context of large-scale vision-language models like CLIP \cite{302}. Moreover, Liu et al. \cite{303} focused on the continual test time adaptation task \cite{304} and proposed a method named ViDA. Specifically, in ViDA, the domain-specific knowledge and the domain-shared knowledge are first explicitly managed through a high-rank branch and a low-rank branch in the model. After that, for each data instance, knowledge from different branches is then further merged adaptively via a Homeostatic Knowledge Allotment strategy. Besides, Carreira et al. \cite{305} explored the setting of continual learning in a single video stream, in which video frames as data instances can be highly correlated. In such a scenario, Carreira et al. \cite{305} further made an interesting observation that the usage of momentum during optimization seems to be unhelpful. In addition, Pan et al. \cite{306} further designed an Adaptive Visual-Inertial Odometry framework. With this framework, they enabled online continual learning to be incorporated into Visual-Inertial Odometry, via designing a factor graph optimization scheme and enabling it to provide feedback signals to the networks.

5 Performance Comparison

In the previous section, we reviewed recent continual learning methods across different computer vision tasks. Here, we will further present the performance of different continual learning methods across a variety of different computer vision tasks. Specifically, below, over each discussed task, we will first introduce the datasets and experimental settings that continual learning methods in this task commonly use and follow. The performance comparison across different continual learning methods in this task is then shown. Note that for the image classification task in which lots of different continual learning methods have been proposed, we focus on the benchmarks of online continual learning and few-shot class incremental learning, which serve as benchmarks that especially received lots of research attention recently.

5.1 Image Classification (Online Continual Learning)

Online continual learning refers to a challenging sub-setting of continual learning that allows each data instance to be passed to the model only once. Over this setting, following \cite{246}, to make a more thorough comparison over numerous different continual learning methods, we take both average accuracy ($A_q$) and average forgetting ($F_q$) as the evaluation metrics, and we perform comparison over two datasets including CIFAR-100 \cite{316} and Tiny-ImageNet \cite{317}.

CIFAR-100 is a 100-classes image classification dataset. Following \cite{246,313–315}, over the evaluation of online continual learning methods, this dataset is split into 10 tasks. Besides, following \cite{246,313,315}, the allowed memory size is set to 1,000, 2,000, and 5,000.

Tiny-ImageNet is a 200-classes image classification dataset. This dataset is split into 100 tasks during evaluation following \cite{246,313–315}. Moreover, over this dataset, the allowed memory size is set to 2,000, 4,000, and 10,000 following \cite{246,313,315}.

Experimental results. We report results under the online continual learning setting in Tab. 1. As shown, w.r.t. the average accuracy metric, the recent method proposed by Yan et al. \cite{246} outperforms other continual learning methods consistently. Yet, as for the average forgetting metric, across different settings and datasets, the method that achieves state-of-the-art performance varies.
| Table 1 | Performance comparison among different methods under the online continual learning setting. |
|---------|-------------------------------------------------------------------------------------------------|
| Dataset | CUB-200 | Tiny-ImageNet |
| Evaluation Metric | A1 (%) | F1 (%) | A1 (%) | F1 (%) | A1 (%) | F1 (%) | A1 (%) | F1 (%) | A1 (%) | F1 (%) |
| CUB200 et al. [316] | 5.3 ± 0.3 | 70 ± 0.3 | 5.8 ± 0.3 | 70 ± 0.3 | 5.7 ± 0.3 | 70 ± 0.3 | 5.8 ± 0.3 | 70 ± 0.3 | 5.7 ± 0.3 | 70 ± 0.3 |
| Zhang et al. [319] | 7.5 ± 0.5 | 70 ± 0.5 | 7.5 ± 0.5 | 70 ± 0.5 | 7.5 ± 0.5 | 70 ± 0.5 | 7.5 ± 0.5 | 70 ± 0.5 | 7.5 ± 0.5 | 70 ± 0.5 |
| CUB200 et al. [320] | 7.9 ± 0.5 | 70 ± 0.5 | 7.9 ± 0.5 | 70 ± 0.5 | 7.9 ± 0.5 | 70 ± 0.5 | 7.9 ± 0.5 | 70 ± 0.5 | 7.9 ± 0.5 | 70 ± 0.5 |
| Kang et al. [321] | 7.8 ± 0.5 | 70 ± 0.5 | 7.8 ± 0.5 | 70 ± 0.5 | 7.8 ± 0.5 | 70 ± 0.5 | 7.8 ± 0.5 | 70 ± 0.5 | 7.8 ± 0.5 | 70 ± 0.5 |
| Kim et al. [322] | 7.7 ± 0.5 | 70 ± 0.5 | 7.7 ± 0.5 | 70 ± 0.5 | 7.7 ± 0.5 | 70 ± 0.5 | 7.7 ± 0.5 | 70 ± 0.5 | 7.7 ± 0.5 | 70 ± 0.5 |
| Zhang et al. [323] | 7.8 ± 0.5 | 70 ± 0.5 | 7.8 ± 0.5 | 70 ± 0.5 | 7.8 ± 0.5 | 70 ± 0.5 | 7.8 ± 0.5 | 70 ± 0.5 | 7.8 ± 0.5 | 70 ± 0.5 |
| Yang et al. [324] | 8.0 ± 0.5 | 70 ± 0.5 | 8.0 ± 0.5 | 70 ± 0.5 | 8.0 ± 0.5 | 70 ± 0.5 | 8.0 ± 0.5 | 70 ± 0.5 | 8.0 ± 0.5 | 70 ± 0.5 |
| Zou et al. [325] | 8.0 ± 0.5 | 70 ± 0.5 | 8.0 ± 0.5 | 70 ± 0.5 | 8.0 ± 0.5 | 70 ± 0.5 | 8.0 ± 0.5 | 70 ± 0.5 | 8.0 ± 0.5 | 70 ± 0.5 |

5.2 Image Classification (Few-Shot Class Incremental Learning)

Few-shot class incremental learning refers to another sub-setting of continual learning that can be particularly useful in practical applications. In this setting, for each new task, only a few shots of data instances would be given for each new class. Besides, we also use another metric named performance dropping rate (PD) [186]. We here perform a comparison over the CUB200 dataset [323].

CUB200 is a 200-classes fine-grained image classification dataset. Following [142, 186], this dataset is first split into 100 base training classes and 100 new classes. After that, the 100 new classes are further utilized to define 10 continual learning tasks, where each task is 10-way 5-shot. For fair comparison among different methods on this dataset, following [287], ResNet18 is consistently used as the backbone for all methods.

Experimental results. We report results under the few-shot class incremental learning setting in Table 2. As shown, under this setting and on the CUB200 dataset, Zou et al. [287] consistently outperforms all other methods on both the accuracy and performance dropping rate metrics.

5.3 Semantic Segmentation

Besides image classification, recently, different methods have also focused on the class-incremental setting over the semantic segmentation task. This class-incremental semantic segmentation setting, we compare recent methods in the same way as the recent method [81]. Specifically, we measure the mean interaction over union (mIoU) metric. Here, we perform a comparison over the ADE20K dataset [328].

ADE20K is a large-scale semantic segmentation dataset. It contains 150 classes. On this dataset, following [81], we perform comparison over different methods under three different settings. Specifically, all these different settings use 100 out of 150 classes in their base training. Then for the remaining 50 classes, the 100-50 forms them into just 1 continual learning task, the 100-10 setting uses them to form 5 tasks, and the 100-5 setting forms 10 tasks. Then for each of the three settings, following [81], we report the mIoU calculated over the
Table 3 Performance comparison among different methods under the class-incremental semantic segmentation setting in mIoU (%).

| Dataset  | Setting | ADE20K | 100-50 | Base | New | All | Average | Base | New | All | Average |
|----------|---------|--------|--------|------|-----|-----|---------|------|-----|-----|---------|
| Cermelli et al. [77] | 40.50 | 17.20 | 32.80 | 37.30 | | | | | | | |
| Michieli et al. [79] | 40.52 | 17.17 | 32.79 | 37.31 | | | | | | | |
| Douillard et al. [78] | 41.87 | 14.89 | 32.94 | 37.39 | | | | | | | |
| Phan et al. [324] | 41.55 | 19.16 | 34.14 | 38.43 | | | | | | | |
| Zhang et al. [325] | 42.30 | 18.80 | 34.50 | — | | | | | | | |
| Cermelli et al. [326] | 44.70 | 26.20 | 38.40 | 41.20 | | | | | | | |
| Zhu et al. [129] | 44.06 | 24.96 | 37.74 | — | | | | | | | |
| Chen et al. [327] | 42.40 | 24.20 | 36.40 | — | | | | | | | |
| Kim et al. [215] | 45.00 | 21.70 | 37.10 | — | | | | | | | |
| Gong et al. [81] | 45.73 | 26.02 | 39.20 | 41.62 | | | | | | | |

100 base training classes (base), the mIoU calculated over the 50 new classes (new), the mIoU calculated over all classes (all), and the average mIoU of all learning steps (average).

Experimental results. In Tab. 3, we report the results of different class-incremental semantic segmentation methods. As shown, across different settings, the method that achieves state-of-the-art performance varies.

5.4 Object Detection

In addition, as time passed by, continual (class-incremental) object detection has also received increasing research attention. Over this task, we conduct performance comparison in the same way as the recent object detection work [261]. In specific, the comparison is conducted on the MS COCO 2017 dataset [332], and the mean average precision (AP) at different interactions over union thresholds and object sizes (i.e., AP0.5, AP0.5–0.95, AP0.5–0.75, APs, APm, APl) is utilized as the evaluation metric. MS COCO is an 80-classes object detection dataset. On this set, following [261], we conduct performance comparison under two different settings, in which the first setting has 40 base training classes and 40 new classes (40 + 40), whereas the setting has 70 base training classes and 10 new classes (70 + 10).

Experimental results. We report the results of numerous class-incremental object detection methods in Tab. 4. As shown, over this task, across different report metrics, the most recent method [261] consistently outperforms all the other methods, showing its effectiveness.

5.5 Person Re-identification

Moreover, the exploration of continual learning in the person re-identification task recently has also gained research attention. On this continual (lifelong) person re-identification task, we follow [84, 86] in their way of comparing different methods. In specific, rather than performing evaluation inner a certain dataset, here in continual person re-identification, to evaluate a method, the method is continually trained in order over a set of different datasets, and two evaluation metrics including the mean average precision (mAP) and the Rank@1 accuracy (R@1) are reported over each dataset.

Here, following [84, 86], we use five datasets including Market-1501 [336], CUHKSYSU [337], DukeMTMC-ReID [338], MSMT17-V2 [339] and CUHK03 [340]. Two different training orders are then employed based on the above 5 datasets, including Market-1501 → CUHK-SYSU → DukeMTMC-ReID → MSMT17-V2 → CUHK03 (Order 1), and DukeMTMC-ReID → MSMT17-V2 → Market-1501 → CUHK-SYSU → CUHK03 (Order 2).

Experimental results. In Tab. 5, we report the results of different continual person re-identification methods. As shown, on average, the most recent method [86] consistently outperforms all other methods. Yet, over different datasets, the method that achieves state-of-the-art performance still varies.

6 Discussion

In this section, we briefly discuss some potential directions that could be further investigated.

Firstly, while a group of methods has been proposed in several other computer vision tasks, currently, most of the existing continual learning methods still focus on only the image classification problem. Although continual learning in image classification is a valuable topic to be explored, successful applications of continual learning to other computer vision problems are valuable as well. As with different characteristics of different computer vision problems, a simple adaptation of methods proposed for image classification may not lead to sat-
isfactory performance in other computer vision problems. For example, in video grounding, Jin et al. [341] pointed out that simple adaptation of ideas from image classification fails with this compositional phrases learning scenario of the language input. In VQA, Perez et al. [342] pointed out that their model cannot preserve previously learned knowledge well after being trained continuously on objects with different colors. Groco et al. [343] further pointed out that besides the color of the objects, question difficulty and order also affect the degree of catastrophic forgetting in the area of VQA, and directly adapting methods from image classification can only mitigate catastrophic forgetting to a small extent. Besides visual grounding and VQA, Parcalabescu et al. [344] also showed the failure of pre-trained vision and language models in the continual learning scenario of image sentence alignment and counting and pointed out the potential catastrophic forgetting problem. Other than various visual and language tasks, in image semantic segmentation, as different classes can co-exist in the same image, the model outputs corresponding to different classes can affect each other. Hence, Cermelli et al. [77] pointed out that simple adaptation of ideas from image classification which regards the previously learned tasks as background during the learning process of the new task can even encourage rather than mitigate catastrophic forgetting. Ideas that are not effective in image classification may become effective in other computer vision tasks. For example, in analogical reasoning, Hayes and Kanan [130] showed that selective memory retrieval compared to random memory retrieval can effectively mitigate catastrophic forgetting. However, selective memory retrieval has been shown to be less effective in image classification [26, 125]. Hence, we believe that besides image classification, continual learning in other computer vision problems is also worthy to be further investigated.

Secondly, although a few works such as [213] have applied continual learning to multi-task learning, almost all continual learning studies nowadays focus on developing problem-specific continual learning algorithms such as image classification or image semantic segmentation. As knowledge can be shared among different computer vision problems, e.g., face recognition, facial identification, and facial anti-spoofing, how to continuously learn such kind of shared information in a multi-task learning setting is worth exploring.

Thirdly, a large proportion of the existing continual learning approaches focus on the fully supervised problem setup with no class overlap between different tasks. However, in real-world scenarios, it is more likely that data instances that come at different time steps are unlabelled and have common classes between each other. Hence, there still exists a gap between most existing continual learning problem setups and real-world scenarios. We believe that continual learning methods with other alternative problem setups including unsupervised learning or self-supervised learning also warrant further investigations.

Finally, many continual learning works focus on the evaluation of performance/accuracy. Although some of them force their methods to only use limited memory space, the computation complexity and resource assumption, which are important factors for practical applications, are often not evaluated in many continual learning works. Considering the application of continuous learning on lightweight devices, the exploration of lightweight continuous learning methods is also important.

| Table 4 | Performance comparison among different methods under the class-incremental object detection setting in AP (%) |
|---------|---------------------------------------------------------------------------------|
| Dataset | Setting  | 40 + 40 | 70 + 10 | MS COCO 2017 |
|---------|---------|---------|---------|--------------|
| Li and Hoiem [63] | 17.2 | 25.4 | 18.6 | 7.9 | 18.4 | 24.3 | 7.1 | 12.4 | 7.0 | 8.7 | 9.5 | 10.0 |
| Li et al. [329] | 29.9 | 45.0 | 32.0 | 15.8 | 33.0 | 40.5 | 24.5 | 37.9 | 25.7 | 14.2 | 27.4 | 33.5 |
| Peng et al. [330] | 34.0 | 51.4 | 36.3 | 18.4 | 38.4 | 44.9 | 32.8 | 49.0 | 35.0 | 17.1 | 36.9 | 44.5 |
| Peng et al. [91] | 36.9 | 54.5 | 39.6 | 21.3 | 40.4 | 47.5 | 34.9 | 51.9 | 37.4 | 18.7 | 38.8 | 45.5 |
| Liu et al. [331] | 42.0 | 60.1 | 45.9 | 24.0 | 45.3 | 55.6 | 40.4 | 58.0 | 43.9 | 23.8 | 43.6 | 53.5 |
| Kim et al. [201] | 43.0 | 62.1 | 47.1 | 24.9 | 46.9 | 57.0 | 40.9 | 59.5 | 44.8 | 23.9 | 44.7 | 54.0 |

| Table 5 | Performance comparison among different methods under the continual (lifelong) person re-identification setting |
|---------|--------------------------------------------------------------------------------------------------|
| Dataset | Training Order | Evaluation Metric |
|---------|----------------|------------------|
| Market-1501 CUHK-SYSU DukeMTMC-ReID MSMT17-V2 CUHK03 | 40 + 40 | mAP R@1 |
| Li and Hoiem [63] | 17.2 | 25.4 | 18.6 | 7.9 | 18.4 | 24.3 | 7.1 | 12.4 | 7.0 | 8.7 | 9.5 | 10.0 |
| Tang and Moti [332] | 35.6 | 53.2 | 41.7 | 26.4 | 37.7 | 46.3 | 34.4 | 46.4 | 26.5 | 48.5 | 37.7 | 11.5 | 32.5 | 37.4 | 40.6 | 24.5 | 55.3 | 40.1 | 27.4 | 33.5 |
| Zhao et al. [333] | 58.0 | 79.2 | 72.5 | 57.1 | 40.3 | 45.2 | 6.6 | 15.8 | 37.4 | 39.0 | 40.5 | 50.6 | 41.5 | 63.1 | 4.8 | 17.7 | 20.1 | 23.8 | 27.0 | 32.8 | 41.6 | 37.1 | 27.6 | 40.2 |
| Li et al. [329] | 58.1 | 77.4 | 72.5 | 46.8 | 37.7 | 46.3 | 42.1 | 31.2 | 12.7 | 31.0 | 23.9 | 27.0 | 72.8 | 34.5 | 20.6 | 37.6 | 40.2 |
| Peng et al. [91] | 48.5 | 65.7 | 75.6 | 69.9 | 42.8 | 49.4 | 6.5 | 17.6 | 41.4 | 36.8 | 38.7 | 55.8 | 42.3 | 60.5 | 5.4 | 17.1 | 37.2 | 25.8 | 71.2 | 73.9 | 26.9 | 37.9 | 28.6 | 49.4 |
| Sun et al. [334] | 73.3 | 81.4 | 75.6 | 66.9 | 30.1 | 64.4 | 4.4 | 13.4 | 36.4 | 37.1 | 34.0 | 43.9 | 21.4 | 35.5 | 5.0 | 10.3 | 25.0 | 20.9 | 80.9 | 71.1 | 34.7 | 35.1 | 30.8 | 46.6 |
| Peng et al. [335] | 40.0 | 60.1 | 75.6 | 64.9 | 30.1 | 64.4 | 4.4 | 13.4 | 36.4 | 37.1 | 34.0 | 43.9 | 21.4 | 35.5 | 5.0 | 10.3 | 25.0 | 20.9 | 80.9 | 71.1 | 34.7 | 35.1 | 30.8 | 46.6 |
| Cao et al. [92] | 68.0 | 88.0 | 76.7 | 79.5 | 33.2 | 66.8 | 6.6 | 17.4 | 35.6 | 35.6 | 44.2 | 54.7 | 38.7 | 75.0 | 7.3 | 19.2 | 24.1 | 26.1 | 78.0 | 77.8 | 37.6 | 39.5 | 44.7 | 55.6 |
7 Conclusion

Continual learning is an important complementary of typical batch learning in neural network training. Recently, it has attracted broad attention, especially in the computer vision area. In this paper, we have given a comprehensive overview of the recent advances of continual learning in computer vision with various techniques used and various subareas that the methods have been applied to. We also conduct performance comparisons over continual learning methods in different computer vision tasks and give a brief discussion on some potential future research directions.
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