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Abstract—We study a variant of pursuit-evasion game in the context of perimeter defense. In this problem, the intruder aims to reach the base plane of a hemisphere without being captured by the defender, while the defender tries to capture the intruder. The perimeter-defense game was previously studied under the assumption that the defender moves on a circle. We extend the problem to the case where the defender moves on a hemisphere. To solve this problem, we analyze the strategies based on the breaching point at which the intruder tries to reach the target and predict the goal position, defined as optimal breaching point, that is achieved by the optimal strategies on both players. We provide the barrier that divides the state space into defender-winning and intruder-winning regions and prove that the optimal strategies for both players are to move towards the optimal breaching point. Simulation results are presented to demonstrate that the optimality of the game is given as a Nash equilibrium.

I. INTRODUCTION

The study of pursuit-evasion games (PEGs) has received interest over the past years and has played a crucial role in many different areas including missile guidance and robotics. There are many variants of PEGs under different assumptions on the players and the environments, and the surveys of the research are provided in [1], [2].

Many researchers have focused on solving the PEGs on the planar environments where every player has motion in two dimensions [3]–[5]. One work [3] presents a PEG with three players, target, attacker, and defender in a plane. The attacker’s goal is to capture the target without being caught by the defender, and the defender aims to defend the target while trying to capture the attacker. Zhou et al. [4] proposes cooperative pursuit of a single evader by multiple pursuers and considers the Voronoi neighbors of each player in simply connected plane. Other work [5] studies PEGs in the presence of obstacles that constrain the two dimensional motions of the players. This work formulates a variant of pursuit-evasion game known as the target-guarding problem [6]. In this problem, the intruder aims to reach the target without being captured by the defender, while the defender tries to capture the intruder [3], [7]–[9]. When the defender is constrained to move along the perimeter of the target region, we call this problem as perimeter-defense game [7]–[9]. Multiplayer perimeter-defense game [7], [9] and perimeter of arbitrary convex shapes [8] have been studied in the past.

All the aforementioned works deal with engagements on a planar game space. In real-world situations, target/perimeter may be close to three-dimensional shape. Accordingly, the players may be given the ability to perform three-dimensional motion, which is preferred to provide efficient and practical trajectories for such problems. As an instance, aerial vehicles [10]–[13] are viable solution to navigate through three dimension space. Many studies have focused on deploying aerial vehicles in various space such as nuclear power plant [10], penstock [11], forest [12], or disaster sites [13]. These are good examples for perimeter-defense application and a three-dimensional target opens up the feasibility of PEGs in the real-world settings.

This paper considers three-dimensional extension of the perimeter-defense game. As an intermediate step towards a full air vs. air perimeter defense, we consider a game played between aerial defender and ground intruder. To the best of authors’ knowledge, this paper is the first to solve the pursuit-evasion game with the defender constrained to move on a hemisphere. Relevant related works by Yan et al. [14]–[16] allow the players to move in three dimensions. Yan et al. proposes the target of a plane and solves the differential games with two defenders and one intruder [14], three defenders and one intruder with equal speeds [15], and heterogeneous multiplayer [16] in three dimensions. These solutions are reasonable for open space; however, our work aims to provide a practical solution considering real-world scenes that aerial defender has a constrained movement around the target (i.e. it cannot directly pass through the target) to capture ground intruder.
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The contributions of the paper are (i) providing the barrier that characterizes the outcome of the game from the initial configuration; and (ii) obtaining the players’ optimal strategies.

Section II formulates the perimeter-defense problem on a hemisphere. Section III presents candidate strategies, which is proved to be optimal in Section IV. Section V provides simulation results, and Section VI concludes the paper.

II. PROBLEM FORMULATION

Consider two agents $A$ and $D$ denoting the intruder and the defender. The perimeter defended by the defenders is defined as a hemisphere with unit radius. The intruder is constrained to move on the ground plane $R$, whereas the defender is constrained to move on the hemisphere.

The positions of the agents are described using spherical coordinates: $z_D = [\psi_D, \phi_D, 1]$ and $z_A = [\psi_A, 0, r]$, where $\psi$ and $\phi$ are the azimuth and elevation angles. The relative position of the two can be described by the following states: $z = [\psi, \phi, r]$, where $\psi = \psi_A - \psi_D$ and $\phi = \phi_D$ (see Fig. 1).

We assume that all agents have first-order dynamics. We parameterize the intruder’s velocity using the heading angle $\gamma_A$ (see Fig. 1), where we assume $\gamma_A \in [0, \pi / 2]$. We also assume without the loss of generality that the defender’s maximum speed is 1. The intruder is assumed to have a maximum speed $\nu \leq 1$. The defender’s velocity is parameterized by the altitudinal component: $\omega_D \triangleq \phi_D \in [-1, 1]$. Noting that the defender’s speed is given by

$$\|\dot{x}_D\| = \sqrt{\dot{\psi}_D^2 + \dot{\phi}_D^2 \cos^2 \phi_D},$$

and assuming that the defender moves at its maximum (unit) speed, we have

$$\dot{\psi}_D = \frac{\sqrt{1 - \omega_D^2}}{\cos \phi_D}. \tag{2}$$

The state dynamics are

$$\dot{z} = \begin{bmatrix} \dot{\psi} \\ \dot{\phi} \\ \dot{r} \end{bmatrix} = \begin{bmatrix} \frac{\bar{v}_A \sin \gamma_A}{r} - \frac{\sqrt{1 - \omega_D^2}}{\cos \phi_D} \\ \omega_D \\ -\bar{v}_A \cos \gamma_A \end{bmatrix} = f(z, \omega_D, \gamma_A). \tag{3}$$

Finally, we assume complete state information, i.e., all states (positions) are known to all agents, but not the control inputs (velocities).

The game ends at time $t_f$ with intruder’s win if $r(t_f) = 1$ and $|\dot{\psi}(t_f)| + |\dot{\phi}_D(t_f)| > 0$, whereas it ends with defender’s win if $\phi_D(t_f) = \psi(t_f) = 0$ and $r(t_f) > 0$. We call $t_f$ as the terminal time. Note if the states reach the configuration $\{z | \psi = \phi_D = 0\}$, the defender can stabilize the states around this manifold due to its speed advantage [7]. This implies that intruder cannot reach the hemisphere without being captured by the defender.

The above defines a Game of Kind as the question of whether intruder can reach the perimeter with non-zero terminal separation angle or the defender can drive $\psi$ and $\phi_D$ to 0 before the intruder reaches the perimeter. In the following sections, the surface (i.e., barrier) separating these two cases is derived.

III. CANDIDATE STRATEGIES

This section discusses candidate strategies for defender and intruder. We first propose a payoff function to be used in the game of degree. Then, we derive an optimal direction of motion that maximizes the payoff function using geometric approach. The optimality of the candidate strategies are discussed in Sec. IV.

A. Objective function

Given an initial configuration $z_D$ and $z_A$, the goal of the intruder is to reach the perimeter. Assume the intruder reaches it at point $B$ on the ground plane of the hemisphere (see Fig. 2). We call $B$ as the breaching point, $0 \triangleq \psi_B - \psi_D$ as the breaching angle, and $x = \|z_A - z_B\|$. Define the target time as the time to go to $B$ and call $\tau_D(z_D, z_B)$ as the defender target time and $\tau_A(z_A, z_B)$ as the intruder target time. Then, we consider the following payoff function:

$$p(z_D, z_A, z_B) = \tau_D(z_D, z_B) - \tau_A(z_A, z_B) \tag{4}$$

Notice the positive $p$ indicates that the intruder reaches the breaching point before the defender does and negative $p$ means vice versa. Thus, the defender intends to minimize $p$ while the intruder tries to maximize it. Now, we express the payoff $p$ in terms of control variables. Given the current states, let $\Omega$ and $\Gamma$ be the continuous control inputs of $\omega_D$ and $\gamma_A$ that lead to the breaching point. Then, (4) becomes

$$p(z_D, z_A, \Omega, \Gamma) = \tau_D(z_D, \Omega) - \tau_A(z_A, \Gamma) \tag{5}$$

If we call $\Omega^*$ and $\Gamma^*$ as the control inputs/strategies that minimizes $\tau_D(z_D, \Omega)$ and $\tau_A(z_A, \Gamma)$, respectively, the optimality in the game is given as a Nash equilibrium:

$$p(z_D, z_A, \Omega^*, \Gamma) \leq p(z_D, z_A, \Omega^*, \Gamma^*) \leq p(z_D, z_A, \Omega, \Gamma^*) \tag{6}$$

where the optimal payoff is given by

$$p^*(z_D, z_A) = p(z_D, z_A, \Omega^*, \Gamma^*)$$

The defender cannot reduce $p$ by changing the strategy from $\Omega^*$, as long as the intruder sticks to its strategy $\Gamma^*$. Similarly, the intruder cannot achieve a higher $p$ by deviating from $\Gamma^*$ if the defender sticks to its strategy $\Omega^*$.
B. Candidate strategy

Given a breaching point \( B \), a candidate strategy for defender and intruder is to move towards \( B \) in the shortest path. In this strategy, \( \tau_D \) is the time for the defender to travel the geodesic between defender’s initial position \( A \) and the breaching point, which is given by

\[
\tau_D(z_D, z_B) = \cos^{-1}(\cos \phi_D \cos \theta) \tag{7}
\]

\( \tau_A \) is the time for the intruder to move in a straight line towards the breaching point. Using the law of cosines from \( \triangle ABO \) in Fig. 2, we have

\[
x^2 = r^2 + 1^2 - 2r \cos (\theta - \psi) \tag{8}
\]

which can be used with \( \tau_A(z_A, z_B) = x/\nu \) to give

\[
\tau_A(z_A, z_B) = \frac{1}{\nu} \sqrt{r^2 + 1 - 2r \cos (\theta - \psi)} \tag{9}
\]

From (4), (7) and (9), we have

\[
p(z_D, z_A, z_B) = \cos^{-1}(\cos \phi_D \cos \theta) - \sqrt{r^2 + 1 - 2r \cos (\theta - \psi)} \tag{10}
\]

\[
\nu
\]

We will argue that this is the optimal payoff in Section IV. Looking at the parameters, we observe that only \( \theta \) needs to be found since all other parameters are described in the initial setup: \( z_D = [0, \phi_D, 1], z_A = [\psi, 0, \tau], \) and \( \nu_A = \nu. \) Therefore, we define

\[
p(z_D, z_A, z_B) = \cos^{-1}(\cos \phi_D \cos \theta) - \sqrt{r^2 + 1 - 2r \cos (\theta - \psi)} \tag{11}
\]

\( p(z_D, z_A, z_B) \) such that

\[
\tau_D^0(z_D) \triangleq \tau_D(z_D, z_B) \quad \text{and} \quad \tau_A^0(z_A) \triangleq \tau_A(z_A, z_B) \tag{12}
\]

This means that a breaching angle determines a breaching point so the target time and the payoff can depend on \( \theta \) instead of \( z_B. \) We delve into solving for \( \theta \) in the next.

C. Optimal breaching point

To help solve for \( \theta \), we define \( \beta \) to be the angle between \((z_A - z_B)\) and the tangent line at the breaching point \( B \) as shown in Fig. 2. We call \( \beta \) as the approach angle as it determines the direction of intruder approaching to the perimeter.

Lemma 1: Suppose the positions of defender and intruder are given as \( z_D \) and \( z_A, \) respectively. Then the function that maps from \( \theta \) to \( \beta \) is one-to-one.

Proof: By symmetry, consider breaching points \( B \) at coordinate \( z_B = [\theta, 0, 1] \) so that \( \theta \)’s codomain is from \( \psi \) to \( \theta_i, \) where \( \theta_i \) is the angle describing a breaching point \( B \) that is the point of tangency of \( AB. \) It is easy to observe that as \( \theta \) increases from \( \psi \) to \( \theta_i, \) \( \beta \) monotonically decreases. In Fig. 2 consider that \( \theta \) is increased by \( d\theta. \) If we call \( B' \) to be the new breaching point with \( d\theta, \) we know \( \angle AB'B < \beta \) and thus new \( \beta' \) satisfies \( \beta' < \beta. \)

Remark 1: Notice that given \( \theta \) and positions of agents, \( \beta \) is unique. This guarantees that for the optimal payoff, there exists a unique breaching point associated with \( \theta^* \) and \( \beta^*. \)

Now we continue by forming two equations relating \( \theta^* \) and \( \beta^*. \) By Lemma 1, constructing two independent equations will solve for these parameters. The first equation comes from the optimality of the game.

**Theorem 1:** For a given intruder and defender positions, the payoff function \( p(z_D, z_A, \theta) \) is maximized if the intruder selects the breaching point \( z_B \) that gives the following approach angle:

\[
\beta^* = \cos^{-1}(\nu \frac{\cos \phi_D \sin \theta^*}{\sqrt{1 - \cos^2 \phi_D \cos^2 \theta^*}}) \tag{13}
\]

Proof: Assuming that \( p \) has an optimal value, we take a derivative of \( p(z_D, z_A, \theta) \) and set it to zero:

\[
dp(z_D, z_A, \theta^*) = d\tau_D^0(z_D) - d\tau_A^0(z_A) = 0 \tag{14}
\]

Focusing on \( d\tau_D^0(z_D) \) and \( d\tau_A^0(z_A) \) from (14), we have

\[
d\tau_D^0(z_D) = \frac{|AB'|}{\nu} - \frac{|AB|}{\nu} = \frac{|BB'| \cos \beta}{\nu} = \frac{d\theta \cos \beta}{\nu} \tag{15}
\]

Together with (14), (15) and (16), we obtain

\[
\beta^* = \cos^{-1}(\nu \frac{\cos^{-1}(\cos \phi_D \cos (\theta + d\theta))}{d\theta}) \tag{17}
\]

The second equation can be obtained from the geometry. Similar to (8), we have

\[
r^2 = x^2 + 1^2 - 2x \cos \left( \frac{\pi}{2} + \beta \right) \tag{18}
\]

Solving for \( x \) using quadratic formula, (18) gives

\[
x = k \pm \sqrt{k^2 + r^2 - 1} \tag{19}
\]

where

\[
k = \cos \left( \frac{\pi}{2} + \beta \right) = - \sin \beta
\]

To satisfy \( x > 0 \) given \( r > 1, \) we take

\[
x = - \sin \beta + \sqrt{(- \sin \beta)^2 + r^2 - 1} = - \sin \beta + \sqrt{r^2 - \cos^2 \beta} \tag{20}
\]

Squaring both sides of (20), we obtain

\[
x^2 = r^2 + \sin^2 \beta - \cos^2 \beta - 2 \sin \beta \sqrt{r^2 - \cos^2 \beta} \tag{21}
\]

Remark 2: For \( a \geq 0, \) the following is hold:

\[
a \sin x + b \cos x = \sqrt{a^2 + b^2} \sin(x + \phi) \tag{22}
\]

where

\[
\phi = \sin^{-1} \left( \frac{b}{\sqrt{a^2 + b^2}} \right)
\]
Comparing (8) and (21) with Remark 2, we get
\[ r \cos(\theta - \psi) = \sin \beta \sqrt{r^2 - \cos^2 \beta + \cos^2 \beta} = r \sin \left( \beta + \sin^{-1} \left( \frac{\cos \beta}{r} \right) \right) \] (23)
which can be simplified to give
\[ \cos \beta = r \cos(\psi - \theta - \beta) \] (24)
Solving for \( \theta \), we have
\[ \theta = \psi - \beta + \cos^{-1} \left( \frac{\cos \beta}{r} \right) \] (25)
By substituting (13) into (25), we can solve for \( \theta \).

**Definition 1:** Suppose the position of defender \( z_D \) and intruder \( z_A \) are given. Then we define the optimal breaching angle as \( \theta^* \) that satisfies (13) and (25). We define the corresponding optimal approach angle as \( \beta^* \) and optimal breaching point as a breaching point that forms \( \theta^* \) and \( \beta^* \).

**Remark 3:** Given the position of defender \( z_D \) and intruder \( z_A \), there exists a unique pair of optimal approach angle and optimal breaching angle.

The candidate optimal strategy for agents is to move towards the optimal breaching point. The payoff from this strategy is given by \( p^\theta(z_D, z_A, \theta^*) \).

**IV. Optimality Proof**

This section proves the optimality of the candidate strategy aforementioned in Sec. III. We first introduce the winning region of each agent and then prove the optimality based on the Nash equilibrium provided in (6).

**A. Winning region**

We prove that the barrier (for the game of kind) is given by a simple closed curve with \( p(z_D, z_A, z_B) = 0 \) and characterize the winning region.

**Lemma 2:** Given \( z_D \) and a breaching angle \( \theta \), there exists a unique corresponding position \( z_A \) that makes \( p^\theta(z_D, z_A, \theta) = 0 \).

**Proof:** From (13), we first obtain a value of corresponding \( \beta \). Since \( z_D \) is given, we can compute \( \tau_\beta \) from (7), which must be equal to \( \tau_A \) from the condition \( p^\theta(z_D, z_A, \theta) = 0 \) and (12). Therefore, the distance between the breaching point and intruder position is \( \tau_A \nu \). Knowing \( \theta, \beta, \) and distance between \( z_A \) and the breaching point, there exists a position of intruder \( z_A \). By Remark 3, there is a unique pair of \( \theta \) and \( \beta \) that are associated with \( z_A \), which guarantees the uniqueness with \( p^\theta(z_D, z_A, \theta) = 0 \) at \( z_A \). In this case, \( \theta = \theta^* \) and \( \beta = \beta^* \) corresponding to \( z_D \) and \( z_A \).

**Lemma 3:** Given \( z_D \), the set \( C(z_D) = \{ z_A : p(z_D, z_A, z_B) = 0 \} \) forms a simple closed curve (i.e., a connected curve that does not intersect with itself and ends at the same point where it begins).

**Proof:** By Lemma 2, given \( z_D \) and a breaching angle \( \theta \), there is a unique \( z_A \) with \( p(z_D, z_A, z_B) = 0 \). By continuously varying \( \theta \) from 0 to \( 2\pi \), unique positions of \( z_A \) are continuously constructed. We will prove that this construction results in a simple closed curve by showing that \( d\psi/d\theta > 0 \) so that \( z_A \) continuously moves to make a loop around the origin and the uniqueness of each \( z_A \) does not allow the curve to cross itself.

From Fig. 2, it is easy to obtain the following equation:
\[ r \cos(\theta - \psi) = 1 + x \sin \beta \] (26)
Taking the derivative of (26) with respect to \( \theta \) and rearranging the equation to solve for \( d\psi/d\theta \), we have
\[ \frac{d\psi}{d\theta} = 1 + \frac{\frac{d}{d\theta}(x \sin \beta)}{r \sin(\theta - \psi)} \] (27)
We know \( r > 0 \) and \( \sin(\theta - \psi) > 0 \). Using the facts: (i) \( x = \nu \cos^{-1}(\cos \phi \cos \theta) \); and (ii) \( \beta \) is a function of \( \theta \) by (13), we confirm that \( \frac{d}{d\theta}(x \sin \beta) \) is a function of \( \theta \) and positive.

**Lemma 4 (Winning region):** For a given \( z_D \), define the intruder-winning region \( R_A(z_D) \equiv \{ z_A : p(z_D, z_A, z_B) > 0 \} \) and the defender-winning region \( R_D(z_D) \equiv \{ z_A : p(z_D, z_A, z_B) = 0 \} \). The intruder wins against the defender if \( z_A(t_0) \in R_A(z_D) \) and loses if \( z_A(t_0) \in R_D(z_D) \) (see Fig. 3).

**Proof:** Construct a simple closed curve \( C(z_D) \) with \( p(z_D, z_A, z_B) = 0 \) from Lemma 3. We argue that \( R_A(z_D) \) is the region inside \( C(z_D) \) while \( R_D(z_D) \) is the region outside \( C(z_D) \). Suppose \( z_A(t_0) \in R_A(z_D) \). Then, the optimal breaching point \( B \) can be obtained from the initial intruder location \( A \). Let \( C' \) denote the intersection of \( BA \) and \( C(z_D) \). Then, \( |AB| < |BC| \) since \( z_A(t_0) \) is inside \( C(z_D) \). This guarantees that the intruder wins against \( D \) if it moves in a straight line towards \( B \) because it will take less time for the intruder to reach the perimeter than for the defender. No matter what the defender does, the minimal time for it
to reach \(B\) is equal to the time for the intruder to travel \(BC\) since \(p(z_D, z_A, z_B) = 0\) on \(C(z_D)\), which takes more time than to travel \(AB\). Thus, it follows \(\tau_D > \tau_A\) and \(p(z_D, z_A, z_B) > 0\).

In case \(z_A(t_0) \in R_D(z_D)\), \(z_A(t_0)\) is outside \(C(z_D)\). In this region, the condition \(p(z_D, z_A, z_B) < 0\) is hold and the intruder loses in either of the following way: (i) the intruder is outside of \(R_A(z_D)\) indefinitely; or (ii) it approaches to the perimeter while defender can maintain \(p(z_D, z_A, z_B) < 0\) with its optimal strategy (see Sec IV.B).

The instances of winning region is shown in Fig. 3. As can be seen, variation in parameters change the shape of the winning region. The first three figures in Fig. 4 show that the shape gets closer to a circle as \(\phi_D\) increases from 0 to 0.5\(\pi\), and the last two figures demonstrate that the size of winning region gets smaller with low \(\nu\) because slow intruder has to be closer to the perimeter to win the game or would be caught by defender otherwise.

B. Proof of optimality

To prove the optimality of the candidate strategy, we will first prove the left inequality of (22), and then prove the right side to conclude that the candidate strategies \(\Omega\) and \(\Gamma\) are optimal. To prove that \(p(z_D, z_A, \Omega^*, \Gamma) \leq p(z_D, z_A, \Omega^*, \Gamma^*)\), let the defender stick to the candidate strategy (i.e., defender always moves toward the optimal breaching point). Fig. 3 provides the geometric interpretation of such scene that the defender \(D\) moves towards \(B\) along a geodesic.

Lemma 5 (Conservation of payoff): Given \(z_D\) and \(z_A\), if both defender and intruder move towards the optimal breaching point at their maximum speeds, \(p(z_D, z_A, z_B)\) stays the same.

Proof: Optimal breaching point is defined as targeted position for both defender and intruder to move towards to guarantee non-changing payoff, as stated in (13).

Lemma 6 (Conservation of optimal breaching point): Given \(z_D\) and \(z_A\), if both defender and intruder move towards the initial optimal breaching point at their maximum speeds, the optimal breaching point stays the same.

Proof: By Lemma 5, \(p(z_D, z_A, z_B)\) stays the same, which characterizes the optimal breaching point. By Remark 3, such optimal breaching point is unique given \(z_D\) and \(z_A\) so the optimal breaching point stays the same.

Lemma 7 (Degeneracy): Suppose \(\phi_D = 0\). Without the loss of generality assume \(\theta \in (0, \pi)\). Then the optimal defender strategy is to move towards the optimal breaching point at its maximum speed.

Proof: If \(\phi_D = 0\), (13) becomes

\[
\beta = \cos^{-1}\nu,
\]

which agrees with the results obtained in the two-dimensional version of the problem studied in [7].

Notice that if \(\theta = \pi, \beta\) is undefined by (13). The optimal strategy in this case is not stated in the paper but this special case will be immediately resolved by the defender’s vertical motion towards the breaching point corresponding to a point at \(\theta = \pi\), since \(\phi_D = 0\) no longer holds.

Lemma 8: Given \(z_D\) and \(\phi_D > 0\), the curve \(C(z_D) = \{z_A \mid p(z_D, z_A, z_B) = 0\}\) is smooth.

Proof: To see if the curve is smooth, we find the curvature as a function of \(\theta\) and observe if the value is nonzero. The curvature for a curve defined in polar coordinates is given by

\[
\kappa(\theta) = \frac{|r^2 + 2r'^2 - rr''|}{(r^2 + r'^2)^{\frac{3}{2}}}.
\]

Since \(p(z_D, z_A, z_B) = 0\), the relation (18) is valid and we can solve for \(r\) to get

\[
r = \sqrt{x^2 + 1 + 2x\sin(\beta)}
\]

Using the facts: (i) \(x = \nu \cos^{-1}(\cos \phi_D \cos \theta)\) by (7); and (ii) \(\beta\) is a function of \(\theta\) by (13), we express \(r\) as a function of \(\theta\) and the curvature can be calculated by (22). We observe that the curvature is well defined except for when \(\cos \phi_D = 1\) (i.e. \(\phi_D = 0\)).

Remark 4: If a curve \(C\) is smooth, there exists a circle \(C'\) with a radius \(r > 0\) that is tangent to \(C\) at any point along \(C\) (See Fig. 3(a)). Furthermore, given the circle \(C'\) and its tangent point \(S\), there exists any other circle \(C''\) with a radius \(r' > 0\) satisfying \(r > r'\) that is tangent to \(C\) at \(S\).

Lemma 9: Given \(z_D\), any \(z_A\) and corresponding \(z_B\) satisfy that \(z_A - z_B\) is a normal line to the curve \(C(z_D) = \{z_A \mid p(z_D, z_A, z_B) = 0\}\).

Proof: Notice that \(z_A - z_B\) is the optimal direction of the defender to minimize \(p(z_D, z_A, z_B)\) and the path satisfies (14). Consider \(z_A\)'s infinitesimal nearby points (i.e. one with greater \(\psi\) and the other with smaller \(\psi\)) on \(C\). Then, the optimal direction \(z_A - z_B\) must be a normal to the curve \(C\), otherwise one of the nearby points would provide a shorter path, which violates that it is on \(C(z_D)\) satisfying \(p(z_D, z_A, z_B) = 0\).

Lemma 10 (Limiting case): Given \(z_D\) with \(\phi_D > 0\) and \(z_A\), such that \(p(z_D, z_A, z_B) = 0\), if defender moves towards the optimal breaching point, then \(p\) is non-increasing for any intruder strategy.

Proof: Let \(D, A, B\) denote the current positions of the defender, intruder, and the optimal breaching point, respectively, as shown in Fig. 4. Consider an infinitesimal
time $dt$ during which the defender moves towards $B$ and
end up at $D'$. Let $A'$ denote the intruder location if it moves
towards the optimal breaching point at its maximum speed
during this $dt$. By Lemma 5 and 6, the new optimal breaching
point for $D'$ and $A'$ is still $B$, and $p(z_D, z_A, z_B) = 0$.

Notice that if initially $\phi_D > 0$, then $\phi_D = 0$ will occur
only when $D$ reaches $B$. Therefore, $\phi_D > 0$ at $D'$. With
Lemma 8 and Remark 4, the curve $C$ is smooth and there
exists a circle with a radius $\bar{v}_A dt > 0$ that is tangent to $C$ at
$A'$. This circle is actually centered at $A$, because by Lemma
9, $\bar{A}A'$ is a normal line to the curve $C$.

Finally, by selecting sufficiently small $dt$, we can ensure that
the circle does not intersect with $C$. This ensures that
the circle entirely lies in the defender winning region.

Now consider any other intruder strategy that brings the
intruder to point $A''$ either on or inside the circle $C'$ and
let $B'$ denote the optimal breaching point corresponding to
$D'$ and $A''$. Since the circle $C'$ lies in the defender winning
region where $p < 0$, we know that $p(z_D, z_A, z_B)$ decreases
from 0. Note that $p$ stays the same only if intruder continues
to move towards the optimal breaching point (i.e. $A'' = A'$).

\textbf{Lemma 11 (Generalization):} Given $z_D, z_A$, and $\phi_D > 0$,
if defender continues to move towards the optimal breaching point,
$p(z_D, z_A, z_B)$ decreases or stays the same regardless
of intruder’s behavior.

\textbf{Proof:} By Lemma 3, the curve $C = \{z_A | p(z_D, z_A, z_B) = 0\}$ is a simple closed curve and by Lemma
10, if intruder starts the game on $C$, defender can play
optimally so that $p$ does not increase. Consider level sets
of $C$, as shown in Fig. 5(b). These level sets are constructed
by extending the normal lines from breaching points to $C$ and
connecting the points that are the same distance from $C$.

Consider distinct initial intruder positions $A$ and $A'$, both
on the same level set close to $C$. Then $p(z_D, z_A, z_B) = p(z_D, z_{A'}, z_B)$ because both intruders take the same minimal
time to reach $C$ where $p(z_D, z_A, z_B) = 0$. Therefore, all
the level sets can be described as a curve $C' = \{z_A | p(z_D, z_A, z_B) = k\}$.

Then, the same logic used to prove Lemma 10 applies.
The curve $C'$ is smooth since it has the same shape as $C$, so Lemma 8 and Remark 4 are valid. The only difference is
that $A''$ does not lie under the defender-winning region but
lies under regions outside $C'$, which would be on some outer
level set with lower $p$. In this way, $p(z_D, z_A, z_B)$ decreases
or stays the same if intruder continues to move towards the
optimal breaching point.

\textbf{Remark 5 (Defender strategy):} Optimal defender strategy
is to move towards the optimal breaching point at its maximum
speed at any time when $\phi_D > 0$.

Now that the left inequality of (6) is proven, we tackle to
prove that $p(z_D, z_A, \Omega^*, \Gamma^*) \leq p(z_D, z_A, \Omega, \Gamma^*)$.

\textbf{Lemma 12:} Given $z_D$ and $z_A$, if intruder continues to move
towards the optimal breaching point, $p(z_D, z_A, z_B)$
increases or stays the same regardless of defender’s behavior.

\textbf{Proof:} We know that $p$ will not decrease if intruder
continues to move towards the optimal breaching point at its maximum speed because from Lemma 11, optimal defender
strategy is to move towards the optimal breaching point as well
and $p$ stays the same if both defender and intruder move
towards the optimal breaching point at their maximum speeds by Lemma 5. If we assume that an arbitrary defender
movement decreases $p$ when the intruder continue to move
towards the optimal breaching point at its maximum speed,
then it will violate the optimal behavior of the defender
because the arbitrary move results in lower $p$. Furthermore,$p$ can increase if the defender randomly moves and delays
capturing the intruder (i.e. $\tau_D$ indefinitely increases).

\textbf{Remark 6 (Intruder strategy):} Optimal intruder strategy
is to move towards the optimal breaching point at its maxi-
mum speed at any time.

\section{Simulation}

We run simulations to demonstrate the optimality of the
game. We prepare three different setups: (i) both defender
and intruder follow their optimal strategies $\Omega^*$ and $\Gamma^*$;
(ii) only defender follows $\Omega^*$; and (iii) only intruder follows
$\Gamma^*$. The experiments are run with an initial configuration
$z = [\psi, \phi, r] = [0.9, 0.3\pi, 2]$, and intruder maximum speed
$\nu = 0.8$. Fig. 6 shows the simulation results for the
three setups. The top plots show $\tau_D(z_D, \Omega^*)$, $\tau_A(z_A, \Gamma)$, and
$p(z_D, z_A, \Omega, \Gamma)$ for each condition, and the bottom figures
show corresponding defender and intruder trajectories.

In Fig. 6(a), we observe that the payoff $p(z_D, z_A, \Omega^*, \Gamma^*)$ remains the same, and this is expected since all the players
are following their optimal strategies by moving towards the
optimal breaching point in the shortest distance. Fig. 6(b)
shows that payoff $p(z_D, z_A, \Omega^*, \Gamma)$ is non-increasing since
the defender always moves towards the optimal breaching
point while the intruder moves in an arbitrary direction.
In this case, the game ends with defender’s win. Fig. 6(c)
displays the payoff $p(z_D, z_A, \Omega, \Gamma^*)$ is non-decreasing.
The intruder successfully enters the perimeter regardless of
defender’s behavior.

The simulation results demonstrate that the optimality
of the game is given as a Nash equilibrium: $p(z_D, z_A, \Omega^*, \Gamma) \leq p(z_D, z_A, \Omega, \Gamma^*) \leq p(z_D, z_A, \Omega, \Gamma^*)$.

\section{Conclusion}

This paper discusses an approach to solve the perimeter-
defense game on a hemisphere. To solve for the optimal
strategies, we first propose an objective function called payoff and introduce candidate optimal strategies. We take a geometric approach to characterize the barrier that divides the defender and intruder winning regions. For the optimality proof, we aim to prove both sides of inequalities from [6] and we confirm that the strategies $\Omega^*$ and $\Gamma^*$ for both defender and intruder are to move towards the optimal breaching point at their maximum speeds at any time. The simulation verifies the optimality of the game as a Nash equilibrium. The future work will aim to solve the perimeter-defense problem between aerial defender and aerial intruder.
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