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Abstract

We consider the random geometric graph on \( n \) vertices drawn uniformly from a \( d \)-dimensional sphere. We focus on the sparse regime, when the expected degree is constant independent of \( d \) and \( n \). We show that, when \( d \) is larger than \( n \) by logarithmic factors, this graph is comparable to the Erdős–Rényi random graph of the same edge density in the inclusion divergence between the graph laws. This divergence functions in certain ways like a relaxation of the total variation distance, but is strong enough to distinguish Erdős–Rényi graphs of different densities with a higher resolution than the total variation distance. To do the analysis, we derive some exact statistics of the spherical Wishart matrix, the Gram matrix of \( n \) independent uniformly random \( d \)-dimensional spherical vectors. In particular we give expressions for the characteristic function of the spherical Wishart matrix which are well-approximated using steepest descent.

1 Introduction

The random geometric graph is defined by taking \( n \) independent and identically distributed points in a metric space and connecting them if and only if their distance is sufficiently small. Random geometric graphs have been the setting of extensive research, and they have a well-developed general theory (see [Pen03]).

We consider the random geometric graph \( G(n, p, d) \), in which \( n \) points are sampled from the uniform measure (normalized Haar measure) on the unit sphere \( S^{d-1} \), with a distance threshold \( t_{p,d} \) chosen in such a way that the probability that any two points connect is \( p \). Specifically, with \( X \) uniformly distributed on the sphere and with \( x \) any fixed point on the sphere, \( t_{p,d} \in [-1, 1] \) is the unique value such that

\[
P[|x - X| \leq \sqrt{2 - 2t_{p,d}}] = p,
\]

or equivalently such that

\[
P[\langle x, X \rangle \geq t_{p,d}] = p.
\]

Many authors in recent years have been interested in the problem of testing the hypothesis that a given graph \( G \) has been chosen from the Erdős–Rényi random graph \( G(n, p) \) or from \( G(n, p, d) \), and in particular on the effectiveness of such tests as \( d \to \infty \). The first paper to discuss this problem with \( d \to \infty \) is [Dev+11] which shows by an appeal to a central limit theorem that as \( d \to \infty \) with \( n, p \) held fixed,

\[
\lim_{d \to \infty} TV(\mathcal{G}(n, p), \mathcal{G}(n, p, d)) = 0,
\]

where \( TV(\cdot, \cdot) \) is the total variation distance. In fact, the authors also show that this holds with \( n \to \infty \) as long as \( d = \omega(n^{5/2}) \). It was also shown that, for \( d \) which is only poly-logarithmic in \( n \), the clique number of \( G(n, p, d) \) matches what is seen in Erdős–Rényi. As the total variation distance can only contract when passing to statistics of the random graphs, (1) shows that in the setting \( d \to \infty \) with \( n, p \) held fixed, there is no statistic that can distinguish the two random graphs.

The result [Dev+11] was greatly improved in [Bub+16] wherein the authors prove the following:

**Theorem 1** ([Bub+16]). (a) Let \( p \in (0, 1) \) be fixed and suppose that \( d = o(n^3) \). Then

\[
\lim_{d \to \infty} TV(\mathcal{G}(n, p), \mathcal{G}(n, p, d)) = 1.
\]

(b) If \( d = \omega(n^3) \), we have

\[
\lim_{d \to \infty} \sup_{p \in [0,1]} TV(\mathcal{G}(n, p), \mathcal{G}(n, p, d)) = 0.
\]
(c) Let $c > 0$ be fixed and suppose that $d = o(\log^3 n)$. Then
\[
\lim_{d \to \infty} \text{TV}(\mathcal{G}(n, c/n), \mathcal{G}(n, c/n, d)) = 1.
\]

Parts (a) and (b) together fully answer the problem of total variation distinguishability in the dense regime in which $p$ is fixed. Part (c) gives sufficient conditions on $d$ to ensure that the graphs can be distinguished in the sparse regime in which $p = \Theta(1/n)$, but it does not give sufficient conditions to ensure that the graphs are indistinguishable beyond the result in (b). They [Bub+16] conjecture, however, that $d = \omega(\log^3 n)$ is the correct sufficient condition to ensure that the graphs are indistinguishable in the sparse regime. This remains an open problem: the state of the art, due to [BBN20], shows that when $d = \omega(n^{3/2}/\log^{1/4} n)$, the graphs are indistinguishable in the sparse regime.

In this paper, we will consider a different comparison between $\mathcal{G}(n, p, d)$ and $\mathcal{G}(n, p)$. Let $\mathcal{G}_n$ be the set of undirected graphs on $n$ vertices, and define the inclusion divergence
\[
\text{I-Div}(\mathcal{G}(n, p, d) || \mathcal{G}(n, p)) := \min_{\mathcal{G} \in \mathcal{G}_n} \max_{A \in \mathcal{A}} \left\{ \frac{\mathbb{P}[\mathcal{G}(n, p, d) \supseteq \mathcal{G}] - 1}{\mathbb{P}[\mathcal{G}(n, p) \supseteq \mathcal{G}]} \right\}.
\]
This can be considered as a type of divergence measure between the laws, in that, should the inclusion divergence be 0, the laws are equal.

Note that in the sparse regime $p = \Theta(1/n)$, $\mathcal{G}(n, p)$ is concentrated on a set of graphs whose individual inclusion probabilities are all $e^{-\Theta(n \log n)}$. Hence for the inclusion divergence to be small, it must be that the law of $\mathcal{G}(n, p, d)$ matches $\mathcal{G}(n, p)$ with very high accuracy for a class of rare events. In particular, there is no direct comparison possible between the inclusion divergence and total variation distance on spaces with arbitrarily small atoms. Nonetheless, it can be seen that two Erdős–Rényi graphs are close in inclusion divergence only if they are close in total variation distance (see Theorem 5).

For the inclusion divergence, we show:

**Theorem 2.** Suppose $p \sim c/n$ for some $c > 0$. Then, if $d = \omega(n \log^5 n)$,
\[
\text{I-Div}(\mathcal{G}(n, p, d) || \mathcal{G}(n, p)) \to 0.
\]

We expect that the same holds with total variation distance, but this is beyond our method. Based on our approximation, it is natural to assume that the condition $d = \omega(n \log^5 n)$ is tight up to logarithmic factors, and that the statement in the theorem is already false when $d = \Theta(n \log^2 n)$ (see Conjecture 10).

**Non–divergence formulation.** The proof of Theorem 2 goes by a direct analysis of the inclusion probability of graphs. Indeed, we identify a collection of graphs $\mathcal{A} \subset \mathcal{G}_n$ for which we show:
\[
\lim_{d \to \infty} \max_{\mathcal{G} \in \mathcal{A}} \left\{ \frac{\mathbb{P}[\mathcal{G}(n, p, d) \supseteq \mathcal{G}] - 1}{\mathbb{P}[\mathcal{G}(n, p) \supseteq \mathcal{G}]} \right\} = 0.
\]

This class $\mathcal{A}$ will be defined in terms of comparisons of certain graph statistics.

Throughout this paper we will use the following notation to reference certain statistics for the graph $G$ being considered:

1. $\mu_G$ is the number of nonisolated vertices of $G$.
2. $\sigma_G$ is the number of edges in $G$.
3. $\delta_G$ is the maximum degree of $G$.
4. $\tau_G$ is the number of triangles in $G$.

It should be assumed that all of these statistics, as well as $p$, may vary with $d$ as $d \to \infty$. Note that for the inclusion probability $\mathbb{P}[\mathcal{G}(n, p) \supseteq \mathcal{G}]$, an isolated vertex may be removed from the graph $G$ without affecting the probability, and hence where convenient, we will assume that $G$ does not contain any isolated vertices.

Using these statistics we show:

**Theorem 3.** Suppose that $d$ and $n$ tend to infinity and that $\log d = O(\log p^{-1})$. Set $p_0 := 1 - \Phi(\sqrt{d} \mu)$, where $\Phi$ is the standard normal distribution function. Let $A = A_n$ be a class of graphs for which
\[
d = \omega(\sigma_G \delta_G \log^2(1/p) + \mu_G \log \mu_G \delta_G \log^2(1/p) + \tau_G^2 \sigma_G \log^3(1/p)), \quad d \log d = \Omega(\mu_G \sigma_G^{-1} \delta_G \log^2(1/p)).
\]
Then
\[
\lim_{d \to \infty} \max_{\mathcal{G} \in \mathcal{A}} \left\{ \frac{\mathbb{P}[\mathcal{G}(n, p, d) \supseteq \mathcal{G}] - 1}{\mathbb{P}[\mathcal{G}(n, p_0) \supseteq \mathcal{G}]} \right\} = 0.
\]
This theorem implies Theorem 2 on taking $A$ to be the graphs for which for sufficiently large $K(c)$,

$$
\mu_G \leq n, \quad \sigma_G \leq K(c)n, \quad \delta_G \leq \log n, \quad \text{and} \quad \tau_G \leq \log n.
$$

All of these properties are easily seen to hold on an event of probability tending to 1 under $G(n,p_0)$. Using Lemma 8, we may use $p_0$ or $p$ interchangeably for the $d$ considered in Theorem 2. Note that for $d = o(n \log^3 n)$ this ceases to be true.

Theorem 3 includes some information about the low-dimensional regime as well.

**Corollary 4.** Suppose $\mu_G$ is bounded, and suppose that $d = \omega(\log^3(1/p))$. Then we have

$$
\lim_{d \to \infty} \left| \frac{P[G(n,p,d) \geq G]}{P[G(n,p_0) \geq G]} - 1 \right| = 0.
$$

Recall the originally conjectured threshold in [Bub+16] of $d = \omega(\log^3(1/p))$ for indistinguishability in the sparse regime.

### 1.1 Related Work

**Hypothesis testing.** There has been quite a bit of interest in the past decade or so in hypothesis testing for graphs—see [Dev+11], [Bub+16], [GL17], [Gho+17], [BM17], [BN18], [Rya17], [EM20], [BBN20], [CC20], to name a few. Typically, one treats $G(n,p)$ as the null hypothesis and some other model as the alternative hypothesis. One popular alternative model which appears in several related works ([BM17], [GL17], [Gho+17], [CC20]) is the stochastic block model and, more generally, IER graphs, which are like $G(n,p)$ in that they have independent edges, but which differ from $G(n,p)$ by not requiring that each edge be equally likely to appear. These kinds of graphs are popular for modeling community structure in graphs, particularly social networks. Testing between such graphs and $G(n,p)$ therefore typically revolves around checking the graph sample(s) for unusual or unusually frequent structures that are better explained by the presence of community bias than by pure indifference.

It has also been popular to consider whether or not a graph has geometric biases, that is, whether we can reliably tell that, instead of being sampled from $G(n,p)$, it was sampled from a random geometric graph with edge density $p$ but with vertices constrained either by the geometry of the space or by the way they are distributed over the space [Bub+16], [Dev+11], [Gho+17], [EM20], [BBN20]. For telling such geometric graphs apart from $G(n,p)$, one typically looks at some statistic of the sampled graph, often one related to the number of triangles in a sample since geometric graphs tend to form triangles more frequently. This has necessitated the development of techniques for evaluating interesting statistics in all kinds of random geometric graph models [AB20], [Bub+16], [Dev+11], [EM20], [Gal+19], [Gal+18].

**Distinguishability.** The most recent progress in the direction of determining when $G(n,p,d)$ in particular is indistinguishable from $G(n,p)$ was made through a combination of geometric reasoning and information inequalities [BBN20]. However, before this, the largest leap forward in the convergence of random geometric graphs to $G(n,p)$ was made by noticing the relationship that often exists between random geometric graphs and some variant of the Wishart matrix [Bub+16], [EM20]. By coupling this relationship with results such as [BG16] and [RR19] which prove various central limit theorems for Wishart matrices, the authors of [Bub+16] and [EM20] were able to compare random geometric graphs to $G(n,p)$ by comparing the appropriate Wishart matrix to an appropriately scaled GOE matrix. Recently, [LR21] extended this analysis to a class of smooth interpolations $G(n,p,d,q)$ which allow for a smooth, tunable connectivity function that interpolates between $G(n,p)$ and $G(n,p,d)$.

In this paper, we too take note of the relationship between $G(n,p,d)$ and a variant of the Wishart matrix. This variant, which we call the spherical Wishart matrix, has a more direct relationship to $G(n,p,d)$ than the standard Wishart matrix, but the possible advantages of using this variant have so far been overshadowed by the amount of information already known about the standard Wishart matrix.

Another, recent work [BBH21] considers comparisons between Wishart and GOE in a masked sense. There, a subset of entries of a Wishart matrix are compared to jointly independent normals in total variation distance. The support of that subset is called the mask, and precise phase transitions for total variation distance are established in terms of the masking graph’s properties. For example, [BBH21, Theorem 2.5] gives a sufficient condition for masked total variation distance, which shows that for $G$ satisfying similar conditions as in Theorem 3, the masked total variation distance between Wishart and
GOE tends to 0. While Theorem 3 also concerns the marginals of a (almost) Wishart matrix of a similar mask, Theorem 3 also addresses rare events for this marginal, which are invisible in a total variation comparison of the graphs $\mathcal{G}(n, p)$ and $\mathcal{G}(n, p, d)$ restricted to $G$.

### 1.2 Layout

The paper is organized as follows. In Section 2 we make some basic estimates about inclusion divergence. In Section 3 we go over some basic results about $\mathcal{G}(n, p, d)$ including bounds on $t_p,d$ and $p_0$ which will be used frequently. In Section 4 we introduce the spherical Wishart matrix and its role in the bounds to come. In Section 5 we introduce some steepest descent contours over which we compute the graph inclusion probability. In Section 6 we use Fourier analysis as well as the results of the previous sections to bound $P[\mathcal{G}(n, p, d) \supseteq G]$ in terms of $P[\mathcal{G}(n, p_0) \supseteq G]$. In the Appendix, we review contour deformation insofar as we will need it for the paper.
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### 2 Inclusion divergence

We recall the inclusion divergence was defined, for random graphs $X$ and $Y$,

$$I\text{-Div}(X||Y) = \min_{A \in \mathcal{G}_n} \left\{ \max_{G \in A} \left| \frac{P[X \supseteq G]}{P[Y \supseteq G]} - 1 \right| + P[Y \notin A^c] \right\}.$$  

In this section, we make a simple comparison for how the inclusion divergence compares to the total variation distance. In particular we show that the inclusion divergence distinguishes Erdős–Rényi graphs with the greater granularity than the total variation distance throughout the sparse regime.

**Theorem 5.** Suppose $p_n$ and $q_n$ are sequences in $[0, \frac{1}{2}]$ which tend to 0, and suppose that $n^2 q_n \to \infty$. Then $I\text{-Div}(\mathcal{G}(n, p_n)||\mathcal{G}(n, q_n)) \to 0$ if and only if $|p_n - q_n| n^2 \to 0$.

**Proof.** Let $X \not\equiv \mathcal{G}(n, p_n)$, $Y \not\equiv \mathcal{G}(n, q_n)$, and let $|G|$ denote the number of edges in a graph $G$. Writing out the inclusion divergence, we have

$$I\text{-Div}(X||Y) = \max_{G \in A} \left| \frac{P[X \supseteq G]}{P[Y \supseteq G]} - 1 \right| + P[Y \notin A^c]$$

for some $A \subset \mathcal{G}_n$. Since, for any $G$,

$$\left| \frac{P[X \supseteq G]}{P[Y \supseteq G]} - 1 \right| = \left| \frac{p_n^{|G|}}{q_n^{|G|}} - 1 \right|$$

which is monotone increasing in $|G|$, the inclusion divergence will take the form

$$P[Y \notin A^c] + \left| \frac{p_n^g}{q_n^g} - 1 \right|$$

where $g$ is the maximum number of edges among graphs in $A$. Whatever this $g$ may be, we can minimize the contribution from $P[Y \notin A^c]$ by choosing $A$ to be the set of all graphs with at most $g$ edges. Therefore, letting $m = \binom{n}{2}$,

$$I\text{-Div}(X||Y) = \min_{g \leq m} \left\{ \left| \frac{p_n^g}{q_n^g} - 1 \right| + P[\text{Binom}(m, q_n) > g] \right\}.$$  

If $I\text{-Div}(X||Y) < \epsilon$, for an $\epsilon < \frac{1}{2}$, we can conclude that $g \geq mq_n$. It follows that for every $\delta > 0$ there is an $\epsilon_0 > 0$ sufficiently small that $\epsilon < \epsilon_0$ implies

$$|p_n/q_n - 1| mq_n \leq |p_n/q_n - 1| g < \delta.$$
Therefore \( \text{I-Div}(X||Y) \to 0 \implies |p_n - q_n|^2 \to 0. \)

Conversely, if \(|p_n - q_n|^2 \to 0\), we can take \( A \) to be the set of graphs with at most \(mq_n + \omega \sqrt{mq_n(1 - q_n)}\) edges for \( \omega = \omega_n \to \infty \) growing slowly enough that

\[
\frac{p_n^o}{q_n^o} - 1 = \left| (1 + o(1/mq_n))^o - 1 \right| = o(1).
\]

By Chebyshev’s inequality, \( \mathbb{P}[G(n, q_n) \in A^c] = o(1). \)

\[\square\]

**Remark 6.** This displays, as previously mentioned, that inclusion divergence distinguishes Erdős–Rényi graphs in this regime with greater resolution than total variation distance. It has been observed (see, for instance, the relevant example from the introduction of [Jan10]) that \( \text{TV}(G(n, p_n), G(n, q_n)) \to 0 \) if and only if \(|p_n - q_n|^2 = o(\sqrt{n^2q_n})\), a far weaker condition than requiring that \(|p_n - q_n|^2 \to 0\), given that we are assuming \( n^2q_n \to \infty \).

### 3 The edge inclusion probability

We will start with our most basic computational tool, namely that we know explicitly the probability density function for the inner product of two uniform points on \( S^{d-1} \).

**Lemma 7.** Let \( X, Y \) be independent uniform points on \( S^{d-1} \). For any \( t \in \mathbb{R} \),

\[
\mathbb{P}[(X, Y) \geq t] = \mathbb{P}[(X, Y) \geq t|Y] = \mathbb{E}[X_1 \geq t] = \int_t^1 f_d(x) dx
\]

where

\[
f_d(x) := \frac{\Gamma(d/2)}{\sqrt{\pi} \Gamma((d-1)/2)} (1 - x^2)^{(d-3)/2}.
\]

**Proof.** By rotational invariance, \( Y \mapsto \mathbb{P}[(X, Y) \geq t|Y] \) is a constant map. So in particular we have

\[
\mathbb{P}[(X, Y) \geq t|Y] = \mathbb{P}[(X, e_1) \geq t] = \mathbb{P}[X_1 \geq t]
\]

which gives the second inequality, and taking the expectation of this expression gives the first equality. The last equality just uses the known marginal density function of a coordinate of a uniform point on \( S^{d-1} \) with respect to Lebesgue measure. \( \square \)

By noticing that \( f_d(x) \) is very close to being the density of a mean zero, variance \( d^{-1} \), normal random variable, we can achieve upper and lower bounds for \( t_{p, d} \), which we recall is defined by the solution of

\[
p = \int_{t_{p, d}}^1 f_d(x) dx.
\]

We note that the density \( (1 - x^2)^{d-3}/2 \) is log concave and moreover its density satisfies

\[
\frac{d^2}{dx^2} \log((1 - x^2)^{d-3}/2) = -(d-3) \frac{d}{dx} \frac{x}{1 - x^2} = -(d-3) \frac{1 + x^2}{(1 - x^2)^2} \leq -(d-3).
\]

Thus by [Caf00, Theorem 11] or [SW14, Theorem 9.2] there is an even transport map \( T: \mathbb{R} \to \mathbb{R} \) so that \( |T(x)| \leq |x| \) and so that \( T(Z/\sqrt{d-3}) \) has density \( f_d \) for \( Z \) a standard normal. Hence, we have an exact domination for the tail functions:

\[
\mathbb{P}(T(Z/\sqrt{d-3}) \geq t) \leq \mathbb{P}(Z \geq t/\sqrt{d-3}) \quad \text{for all } t > 0, Z \sim N(0, 1). \tag{2}
\]

As a direct consequence, we have that

\[
p \leq \int_{t_{p, d}}^\infty e^{-(d-3)x^2/2} \frac{d}{2} \sqrt{\frac{d-3}{2\pi}} dx \quad \text{and} \quad \sqrt{d-3} t_{p, d} \leq \Phi^{-1}(1 - p), \tag{3}
\]

where \( \Phi^{-1} \) is the quantile function of the normal. Moreover, these bounds are close to sharp, as we show in the following lemma. We note that other quantitative bounds are shown in [Bub+16, Lemma 2], [BBN20, Lemma 5.1] and [Dev+11, Lemma 1].
Lemma 8. Suppose \( p \to 0 \) and \( d = \omega(\log^2 p^{-1}) \), and let \( p_0 := 1 - \Phi(\sqrt{d}t_{p,d}) \). Then
\[
t_{p,d} \sim \sqrt{\frac{2\log p^{-1}}{d}} \quad \text{and} \quad p = p_0(1 - (1 + o(1))dt_{p,d}^4/4).
\]

Remark 9. We note that when \( d = o(n\log^2 n) \), it therefore follows that \( |p_0 - p|n^2 \to \infty \), when \( p m \to c > 0 \). This in particular implies that the difference between \( p \) and \( p_0 \) is sufficiently large that \( G(n, p) \) and \( G(n, p_0) \) are no longer equivalent in the sense of inclusion divergence (see Theorem 5).

This leads us naturally to conjecture rather that:

Conjecture 10. Suppose that \( p \approx c_0/n \) for some \( c_0 > 0 \) and that \( d \approx c_1 n \log^2 n \) for \( c_1 > 0 \). Then \( I\text{-Div}(G(n, p, d) || (G(n, p_0))) \to 0 \).

It is easily checked that
\[
I\text{-Div}(G(n, p, d) || (G(n, p_0))) \to 0 \implies I\text{-Div}(G(n, p, d) || (G(n, p))) \not\to 0
\]
for \( d, p \) as chosen in the conjecture.

Proof. As we saw in (3),
\[
t_{p,d} \leq \frac{\Phi^{-1}(1-p)}{\sqrt{d-3/2}} < \sqrt{\frac{2\log p^{-1}}{d}}.
\]
Here and later we are using the fact that \( \Phi^{-1}(1-p)^2 \sim 2\log p^{-1} \) for small \( p \). For a working lower bound, note that we also have
\[
\frac{1}{2} - p \leq C_d \int_0^{t_{p,d}} e^{-(d-3)x^2/2} \sqrt{\frac{d-3}{2\pi}} dx.
\]
where \( C_d := \frac{2}{\sqrt{\pi}} \Gamma(d/2) \). Thus
\[
I \geq C_d \left( \Phi(\sqrt{d-3t_{p,d}}) - \frac{1}{2} \right)
\]
and
\[
t_{p,d} \geq \Phi^{-1}(1-p-d^{-1}) = \omega(d^{-1/2}).
\]

To compare \( p \) to \( p_0 \), let \( C'_d := \sqrt{\frac{2}{\pi}} \Gamma(d/2) \) and \( 1 + O(d^{-1}) \). Then, letting \( Z \sim \mathcal{N}(0, d^{-1}) \), we have
\[
\int_t^\infty f_d(x) dx = C'_d \left[ (1 - \Phi(\sqrt{d}t)) e^{d/2} \right] \left[ 1 + O(1) \right]
\]
\[
= C'_d \left[ \left( 1 + \frac{3}{2} Z^2 + \frac{15 - 2d}{8} Z^4 + O(dZ^6) \right) \right] \cdot \left[ 1 \geq \Phi(\sqrt{d}t) \right]
\]
Writing \( m_k := \mathbb{E}[Z^k 1\{t \leq Z \leq 1]\} \), one can show by integration by parts that
\[
m_k = \frac{k - 1}{d} m_{k-2} + \frac{k - 1}{d} \phi(\sqrt{d}t) - \phi(\sqrt{d})
\]
where \( \phi \) is the density of the standard normal, and \( m_0 = \mathbb{P}[t \leq Z \leq 1] \). Recall that for \( x \to \infty \),
\[
\phi(x) \sim 1 - \Phi(x) \sim e^{-x^2/2}.
\]
Thus, assuming that \( t = \omega(d^{-1/2}) \), it is not hard to show from here that \( m_2k = m_0(1 + o(1))t^{2k} \). Thus
\[
\int_t^\infty f_d(x) dx = m_0 \left( 1 - (1 + o(1))dt^4/4 \right) = p_0 \left( 1 - (1 + o(1))dt^4/4 \right)
\]
Applying this to \( t = t_{p,d} \) now gives the desired result. Using this, we can now provide a sharper lower bound for \( t_{p,d} \) than we currently have. Specifically, we have
\[
p \geq \left( 1 - (1 + o(1)) \frac{\log^2 p^{-1}}{d} \right) \left( 1 - \Phi(\sqrt{d}t_{p,d}) \right).
\]
Thus
\[
t_{p,d} \geq (1 - o(1)) \sqrt{\frac{2 \log p^{-1}}{d}}
\]
provided that \(d = \omega(\log^2 p^{-1})\). \hfill \Box

\section{The Spherical Wishart Matrix}

Let \(\mathcal{M}\) denote the \((n+1)/2\)-dimensional vector space of real symmetric \(n \times n\) matrices. By identifying \(\mathcal{M}\) with \(\mathbb{R}^{(n+1)/2}\), we can equip \(\mathcal{M}\) with the Euclidean metric, the Borel sigma–algebra, Lebesgue measure, and a partial ordering \(\succeq\) defined by writing \(M \succeq N\) if and only if \(M - N\) is positive semidefinite. We will also use \(\mathbb{C} \otimes \mathcal{M}\) to denote the complex symmetric matrices.

We will be interested in two subspaces of \(\mathcal{M}\), the \(n\)-dimensional subspace of real diagonal \(n \times n\) matrices, denoted \(\mathcal{D}\), and \(\mathcal{E} := \mathcal{D}^\perp\), the space of \(n \times n\) real symmetric matrices with 0 along the diagonal. Let \(\text{diag} : \mathcal{M} \to \mathcal{D}\) be the projection mapping onto \(\mathcal{D}\). The inner product on \(\mathcal{M}\) inherited from the inner product on \(\mathbb{R}^{(n+1)/2}\) can be expressed as
\[
\langle M, N \rangle := \frac{1}{2} \text{tr}(M N + \text{diag} M \text{diag} N),
\]
For any \(t \geq 0\) we will also let \(\mathcal{D}_t\) denote those real diagonal matrices with all entries in \([-t, t]\).

\textbf{Wishart matrices}. One access point we have to information about the Gram matrix of \(n\) i.i.d. uniformly random spherical vectors is its relationship with a more well–studied random matrix called the \textit{Wishart matrix} which, in its simplest form, is the Gram matrix of \(n\) i.i.d. \(d\)-dimensional standard normal vectors. Denote this matrix by \(W\). We will only discuss \(W\) as much as it is needed; see Section 3.2 of \cite{Muir2005} for more details and proofs of the following formulas. Assuming \(d \geq n\), the density of \(W\) over \(\mathcal{M}\) is given by
\[
f(Y) := \frac{\text{etr} \left( -\frac{1}{2} Y \right) \det Y^{\frac{n-d-1}{2}} 1\{Y \succeq 0\}}{2^{d/2} \Gamma_n(d/2)},
\]
where \(\Gamma_n(d/2) := \pi^{n(n-1)/4} \prod_{i=1}^{n} \Gamma \left( \frac{d-i+1}{2} \right)\) and \(\text{etr} := \exp \text{tr}\) is the exponential of the trace. The characteristic function of \(W\) is given by
\[
\varphi_W(\Theta) = \mathbb{E} \exp (i \langle W, \Theta \rangle) = \det \left( \text{Id} - i \langle \Theta + \text{diag} \Theta \rangle \right)^{-\frac{d}{2}},
\]
for any \(\Theta \in \mathcal{M}\) (see \cite[Theorem 3.2.3]{Muir2005}). Moreover, this extends to complex \(\Theta\) as the following lemma shows.

\textbf{Lemma 11}. For \(\Theta = \Theta_1 + \text{i} \Theta_2\), where \(\Theta_1, \Theta_2 \in \mathcal{M}\) satisfy \(\text{Id} + \Theta_2 + \text{diag} \Theta_2 \succeq 0\)
\[
\mathbb{E} \exp (i \langle W, \Theta \rangle) = \det \left( \text{Id} - i \langle \Theta + \text{diag} \Theta \rangle \right)^{-\frac{d}{2}},
\]
and moreover the characteristic function is analytic in \(\Theta\) in this domain.

\textbf{Proof}. We reduce the problem to \cite[Theorem 3.2.3]{Muir2005}, which concerns \(\Theta_2 = 0\) but allows \(W\) to have a nontrivial covariance structure. Observe that we are computing
\[
\mathbb{E} \exp (i \langle W, \Theta \rangle) = \text{etr} \left( \frac{i}{2} X^T X \Theta \right) = \mathbb{E} \exp \left( \frac{i}{2} \sum_{j=1}^{d} x_j^T \Theta x_j \right),
\]
where \(X^T X = \sum_{j=1}^{d} x_j x_j^T\) is a representation of \(W\) in terms of outer products of \(d\) independent standard normals of dimension \(n\), and where we have used the cyclicity of the trace. Using independence, we therefore have
\[
\mathbb{E} \exp (i \langle W, \Theta \rangle) = \left( \mathbb{E} \exp \left( \frac{1}{2} x^T (i\Theta_1 - \Theta_2) x \right) \right)^d.
\]
Thus it suffices to consider the $d = 1$ case, which we do going forward. Let $\mathbb{Q}$ be a new probability measure with Radon–Nikodym derivative

$$\frac{d\mathbb{Q}}{d\mathbb{P}} = \exp \left( -\frac{1}{2} x^T \Theta x \right) \det(\text{Id} + \Theta) \Theta^{-1/2}.$$  

Under $\mathbb{Q}$, $x$ has inverse covariance matrix $\Sigma = (\text{Id} + \Theta)^{-1}$, and moreover,

$$\mathbb{E} \exp(i(W, \Theta)) = \mathbb{Q}(\exp(i(W, \Theta_1))) \det(\text{Id} + \Theta + \text{diag } \Theta_2)^{-1/2},$$

where we have used $\mathbb{Q}(\cdot)$ to denote expectation with respect to $\mathbb{Q}$. Hence, we have reduced the problem to the real case with a nontrivial covariance. This is done in $[\text{Mui}05, \text{Theorem 3.2.3}]$, where it is shown

$$\mathbb{Q}(\exp(i(W, \Theta_1))) = \det(\text{Id} - i(\Theta_1 + \text{diag } \Theta_1) \Sigma)^{-1/2}.$$  

This completes the proof as

$$\mathbb{E} \exp(i(W, \Theta)) = \det(\text{Id} - i(\Theta_1 + \text{diag } \Theta_1) \Sigma)^{-1/2} \times \det(\text{Id} + \Theta_2 + \text{diag } \Theta_2)^{-1/2} = \det\left( \text{Id} - i(\Theta + \text{diag } \Theta) \right)^{-1/2}.$$

Analyticity of moment generating functions can be concluded in general on the open set of $\Theta \in \mathbb{C} \otimes \mathcal{M}$ for which

$$\mathbb{E} \exp(i(W, \Theta)) | \mathbb{E} \exp(\Re(i(W, \Theta))) < \infty.$$  

\hfill \qed

**Spherical Wishart matrices.** Recall that we could factor a Wishart matrix $W = X^T X$, which represents $W$ as a Gram matrix

$$W_{jk} = \langle x_j, x_k \rangle,$$

where $X$ has columns $(x_1, x_2, \ldots, x_n)$ given by independent standard normals in $\mathbb{R}^d$. Each such column can be factored as $x_j = \|x_j\| \frac{x_j}{\|x_j\|}$ so that $\|x_j\|$ is $\chi(d)$ distributed and $\frac{x_j}{\|x_j\|}$ is uniformly distributed on the sphere. Moreover, all such lengths and spherical vectors become independent in this factorization. As matrices, we can therefore decompose

$$W = X^T X = D(\text{Id} + V)D \quad \text{where} \quad V_{jk} = \left\langle \frac{x_j}{\|x_j\|}, \frac{x_k}{\|x_k\|} \right\rangle \quad \text{for all } j \neq k,$$

and $D := \sqrt{\text{diag } W}$ is a diagonal matrix of i.i.d. $\chi(d)$ random variables independent of $V$. We call $V$ the spherical Wishart matrix.

When $d \geq n$ the spherical Wishart matrix admits a density. Although it will not be used in this paper, we note the following:

**Lemma 12.** For $d \geq n$, the density of $V$ over $\mathcal{E}$ is given by

$$Y \mapsto \frac{\Gamma(d/2)^n}{\Gamma_n(d/2)} \det(\text{Id} + Y)^{\frac{d-n}{2}} 1\{Y \succ 0\}.$$  

**Proof.** As the Wishart admits a density (4) on $\mathcal{M}$, we may decompose it as the marginal density on $\mathcal{E}$ and the conditional density of $\mathcal{E}$ given the marginal density. Moreover, by the independence of $D$ and $V$ in (6), the density of $V$ is nothing but the conditional density of the Wishart on $\mathcal{M}$ given the diagonal is $\text{Id}$. Note the marginal density of the diagonal is the product density of $n$ independent $\chi^2(d)$ random variables, from which the expression follows.  

Instead of approaching the problem via its density, we shall approach the problem using the characteristic representation, and we note that the representation we use allows for $d$ to be essentially arbitrary. This representation is derived by partially inverse–Fourier transforming the Wishart characteristic function.

**Lemma 13.** For $d \geq 3$, $\Theta \in \mathbb{C} \otimes \mathcal{E}$ with $\text{Id} + \text{Im } \Theta \succ 0$

$$\varphi_V(\Theta) = \left( \frac{\Gamma(d/2)2^{d/2}e^{1/2}}{\pi} \right)^n \frac{\text{etr}(-i\Delta)\varphi_W(\Theta + \Delta)}{d\Delta}.$$
Proof. Define the law of the random matrix \( W_t \) to be that of \( W \) conditioned on the event that all entries of \( D \) in (6) are between \( \sqrt{(1-t)} \) and \( \sqrt{1+t} \). We can determine \( \varphi_V \) by determining the characteristic function for \( W_t - \text{Id} \) and sending \( t \to 0 \). By the independence of \( V \) from \( D \), we have that \( W_t \xrightarrow{\text{d}} \text{Id} + V \) as \( t \to 0 \). Moreover, as \( W_t \) are bounded random variables, we have that for all \( \Theta \in \mathbb{C} \oplus \mathcal{E} \) (which we recall have no entries on the diagonal),

\[
\mathbb{E} \exp(i(W_t, \Theta)) \rightarrow \mathbb{E} \exp(i(V, \Theta)) =: \varphi_V(\Theta)
\]
as \( t \to 0 \).

We suppose going forward that \( \Theta \in \mathbb{C} \oplus \mathcal{E} \) has \( \text{Id} + \text{Im} \Theta > 0 \). Let \( C_t \) be the probability that any particular diagonal entry of \( W - \text{Id} \) is in the interval \((-t, t)\). Since the diagonal entries of \( W \) are i.i.d. \( \chi^2(d) \), we have for \( t \in [0,1] \)

\[
C_t = \int_{-1-t}^{1+t} x^{d/2-1} e^{-x/2} dx = \frac{2^{1-d/2}}{\sqrt{\pi} \Gamma(d/2)} t + O(t^3)
\]
as \( t \to 0 \).

By definition, we can express the Fourier–Laplace transform of \( W_t \) at \( \Theta \) for any \( t \in [0,1] \) as

\[
\varphi_{W_t}(\Theta) = \int_{\mathcal{D}} \int_{\mathcal{E}} \mathbb{1}_{\mathcal{D}_t}(D^2 - \text{Id}) \exp(i(\Theta, DV D)) \det(D^2)^{d/2-1} \text{etr}(-D^2/2) \frac{\vartheta(dV) d(D^2)}{2^{nd/2} \Gamma(d/2)^n C_t^n}
\]

where we have let \( \vartheta \) represent the law of the spherical Wishart matrix. Recall that for Lebesgue–a.e. \( D^2 \in \mathcal{D} \)

\[
\mathbb{1}_{\mathcal{D}_t}(D^2 - \text{Id}) = \lim_{a \to \infty} \int_{\mathcal{D}_t + \text{Id}} (a/\pi)^n \sin(a(D^2 - X)) dX.
\]

Applying bounded convergence (with respect to integration against the law of \( D^2 \)),

\[
\varphi_{W_t}(\Theta) = \lim_{a \to \infty} \int_{\mathcal{D}} \int_{\mathcal{E}} \int_{\mathcal{D}_t + \text{Id}} \exp(i(\Theta, DV D)) \exp(D) \det(D^2)^{d/2-1} \text{etr}(-D^2/2) (a/\pi)^n \sin(a(D^2 - X)) \frac{\vartheta(dV) dX d(D^2)}{2^{nd/2} \Gamma(d/2)^n C_t^n}.
\]

We may now interchange these integrals freely, as they represent an expectation of a bounded random variable against a finite measure, and so we may bring the \( dX \) as the most interior. We then change the \( \sin \) integral using Fourier inversion to produce

\[
\int_{\mathcal{D}_t + \text{Id}} (a/\pi)^n \sin(a(D^2 - X)) dX = \prod_{j=1-a}^n \int_{-1}^{1} \frac{1}{2\pi} \exp(i \Delta_{jj} (D_{jj}^2 - X_{jj})) 1_{X_{jj} \in [1-t, 1+t]} dX_{jj} d\Delta_{jj}
\]

\[
= \prod_{j=1-a}^n \int_{-1}^{1} \exp(i \Delta_{jj} (D_{jj}^2 - 1)) \frac{\sin(t \Delta_{jj})}{\pi \Delta_{jj}} d\Delta_{jj}
\]

\[
= \int_{\mathcal{D}_a} \exp(i \Delta, D^2 - \text{Id})) (t/\pi)^n \sin(t \Delta) d\Delta,
\]

from which we conclude (interchanging integrals once more)

\[
\varphi_{W_t}(\Theta) = \lim_{a \to \infty}
\int_{\mathcal{D}_a \setminus \mathcal{D}} \int_{\mathcal{E}} \int_{\mathcal{D}_t + \text{Id}} \exp(i(\Delta + \Theta, D(V + \text{Id}) D - \text{Id})) \det(D^2)^{d/2-1} \text{etr}(-D^2/2) \frac{\vartheta(dV) dD^2 d\Delta}{2^{nd/2} \Gamma(d/2)^n C_t^n},
\]

In summary, we have the representation

\[
\varphi_{W_t}(\Theta) = \lim_{a \to \infty} C_t^{-n} \int_{\mathcal{D}_a} (t/\pi)^n \sin(t \Delta) \text{etr}(-i \Delta) \varphi_W(\Theta + \Delta) d\Delta.
\]
The characteristic function \( \varphi_W(\Theta) \) becomes integrable with respect to Lebesgue measure on \( \mathcal{D} \) as soon as \( d \geq 3 \). This can be seen as

\[
|\varphi_W(\Theta + \Delta)| = |\det(\text{Id} - i\Theta - 2i\Delta)|^{-d/2} = |\det(\text{Id} - 2i\Delta)|^{-d/2} |\det(\text{Id} - i\Theta(\text{Id} - 2i\Delta)^{-1})|^{-d/2}.
\]

Thus outside of some compact set of \( \Delta \) there is a \( C(\Theta) > 0 \) so that

\[
|\varphi_W(\Theta + \Delta)| \leq C|\det(\text{Id} - 2i\Delta)|^{-d/2}.
\]

It follows that we may then take \( a \to \infty \) to conclude

\[
\varphi_{W_1}(\Theta) = C_1^{-1} \int_{\mathcal{D}} (t/\pi)^n \text{sinc}(t\Delta) \text{etr}(-i\Delta) \varphi_W(\Theta + \Delta) d\Delta.
\]

Taking the limit as \( t \to 0 \), from dominated convergence, we have \( \text{sinc}(t\Delta) \to 0 \) and so

\[
\varphi_{W_1}(\Theta) \to \left( \frac{\Gamma(d/2 + 1)}{2\pi i(d/2)^{d/2}} \right)^n \int_{\mathcal{D}} \text{etr}(-i\Delta) \varphi_W(\Theta + \Delta) d\Delta.
\]

Since the characteristic function \( \varphi_V \) is entire, we note that it is possible to deform the contour of integration in the previous representation to give an analytic continuation to all \( \Theta \).

**Lemma 14.** For \( d \geq 3 \), \( \Theta \in \mathbb{C} \otimes \mathcal{E} \) and \( \lambda > 0 \) so that \( \lambda \text{Id} + \frac{1}{d} \text{Im} \Theta > 0 \) the characteristic function of \( V \) is given by

\[
\varphi_V(\Theta) = \left( \frac{\Gamma(d/2 + 1)}{2\pi i(d/2)^{d/2}} \right)^n \int_{\mathcal{D}} \text{etr}(-i\Delta) \varphi_W(\Theta + \Delta) d\Delta = \left( \frac{\Gamma(d/2)}{2\pi} \right)^n \int_{\mathcal{D}} \frac{\text{etr}(-\frac{1}{d} \text{Id} - i\Delta)}{\det(\text{Id} - 2i\Delta - i\Theta)^\frac{d}{2}} d\Delta.
\]

Using Lemma 13

\[
\varphi_V(\Theta) = \left( \frac{\Gamma(d/2 + 1)}{2\pi i(d/2)^{d/2}} \right)^n \int_{-1 \text{Id} - i\mathcal{D}} \frac{\text{etr}(-i\Delta)}{\det(\text{Id} - 2i\Delta - i\Theta)^\frac{d}{2}} d\Delta = \left( \frac{\Gamma(d/2)}{2\pi} \right)^n \int_{-1 \text{Id} - i\mathcal{D}} \frac{\text{etr}(-\frac{1}{d} \text{Id} - i\Delta)}{\det(\text{Id} - 2i\Delta - i\Theta)^\frac{d}{2}} d\Delta,
\]

By making the change of variables \( \frac{1}{d} \text{Id} - i\Delta = \frac{d}{2} Z \) we have

\[
\varphi_V(\Theta) = \left( \frac{\Gamma(d/2 + 1)}{2\pi i(d/2)^{d/2}} \right)^n \int_{\mathcal{D}} \frac{\text{etr}(-i\Delta)}{\det(\text{Id} - 2i\Delta - i\Theta)^\frac{d}{2}} d\Delta = \left( \frac{\Gamma(d/2)}{2\pi} \right)^n \int_{\mathcal{D}} \frac{\text{etr}(-\frac{1}{d} \text{Id} - i\Delta)}{\det(\text{Id} - 2i\Delta - i\Theta)^\frac{d}{2}} d\Delta,
\]

where \( d^{-1} \text{Id} - i\mathcal{D} \) is the set \( \{ Z \in \mathcal{D} \otimes \mathcal{D} : \text{Re} Z = d^{-1} \text{Id} \} \) with each coordinate oriented so as to move from \( i\infty \) to \( -i\infty \). By reversing the orientation of each coordinate, we introduce a factor of \((-1)^n\) and have

\[
\varphi_V(\Theta) = \left( \frac{\Gamma(d/2 + 1)}{2\pi i(d/2)^{d/2}} \right)^n \int_{-d^{-1} \text{Id} + i\mathcal{D}} \text{etr}(-i\Delta) \frac{d}{2} \det(\text{Id} - \frac{i}{d} \Theta Z^{-1})^{-\frac{d}{2}} d\Delta.
\]

At this point, the only difference between this formula and the one in the statement of the lemma is the real part of the path over which we are integrating. We will utilize Lemma 38 to get us to the desired formula. In the context of Lemma 38, the function we are trying to integrate is

\[
g(Z) := \left( \frac{\text{etr} Z}{\det Z} \right)^\frac{d}{2} \det(\text{Id} - \frac{i}{d} \Theta Z^{-1})^{-\frac{d}{2}} = \left( \text{etr} Z \right)^\frac{d}{2} \det(\text{Id} - \frac{i}{d} \Theta Z^{-1})^{-\frac{d}{2}} = \left( \text{etr} Z \right)^\frac{d}{2} \det(Z - \frac{i}{d} \Theta)^{-\frac{d}{2}}.
\]

our initial path is \( \alpha(x) = d^{-1} + ix \), and our target path is \( \beta(x) = \lambda + ix \). By the Spectral Theorem, \( i \text{Im} Z - \frac{i}{d} \Theta \) is guaranteed to have purely imaginary eigenvalues and thus \( Z - \frac{i}{d} \Theta \) is invertible as long as \( \text{Re} Z > 0 \) for all \( j \), and as long as this matrix is invertible, \( g \) is holomorphic. Therefore the image of the
smooth homotopy $H(x, y) := d^{-1} + (\lambda - d^{-1})y + ix$ stays within $g$’s domain of holomorphicity. It’s clear that $\frac{\partial H}{\partial y}$ is uniformly bounded. For $1 \leq k \leq n$, we have

$$
\int_{a_{n-k} \times b_k} |g(Z)|dZ = e^{\frac{n-k}{d} + \frac{d-k}{d}} \int_{a_{n-k} \times b_k} \det \left( (\text{Re } Z)^2 + \left( \text{Im } Z - \frac{1}{d} \Theta \right)^2 \right)^{-\frac{d}{4}} dZ < \infty
$$
as long as $d \geq 3$. We can also see that, if each coordinate of $\text{Re } Z$ is between $d^{-1}$ and $\lambda$, then $g$ tends to 0 as the imaginary part of any one of its coordinates tends to $\pm \infty$. So, by Lemma 38, this path deformation can be done, and this completes the proof.

We shall need bounds on the modulus of the characteristic function for large $\Theta$. This we can do when $d$ is much larger than $n$. The next corollary bounds $|\varphi_V|$ for such $\Theta$ when $\lambda = 1$.

**Corollary 15.** For $d > 2n$ and $\Theta \in \mathbb{C} \otimes \mathcal{E}$ with $d \text{Id} + \text{Im } \Theta > 0$, we have

$$
|\varphi_V(\Theta)| \leq \left( \frac{\Gamma(d/2 + 1)e^{\frac{d}{2}}}{2\sqrt{\pi(d/2)^{\frac{d}{2}}} \Gamma(d/4)} \right)^n \frac{\text{Id} + d^{-1} \text{Im } \Theta}{\det(\text{Id} + d^{-1} \text{Im } \Theta)^{\frac{d}{2}}} \left( 1 + \frac{\|\text{Re } \Theta\|_p^2}{\|\text{Id} + \text{Im } \Theta\|_{op}^2} \right)^{-\frac{d}{2}}.
$$

**Proof.** We start with the formula we just derived with $\lambda = 1$. Assuming $d \text{Id} + \text{Im } \Theta > 0$, we have

$$
|\varphi_V(\Theta)| = \left( \frac{\Gamma(d/2 + 1)e^{\frac{d}{2}}}{2\sqrt{\pi(d/2)^{\frac{d}{2}}} \Gamma(d/4)} \right)^n \frac{\text{Id} + d^{-1} \text{Im } \Theta}{\det(\text{Id} + d^{-1} \text{Im } \Theta)^{\frac{d}{2}}} \left( 1 + \frac{\|\text{Re } \Theta\|_p^2}{\|\text{Id} + \text{Im } \Theta\|_{op}^2} \right)^{-\frac{d}{2}} dZ
$$

When we write the fraction of matrices $A/B$ for positive definite $B$, we define this to be $B^{-1/2}AB^{-1/2}$. So in the instance above, the following symmetric matrix appears

$$
\frac{Z - d^{-1} \text{Re } \Theta}{\text{Id} + d^{-1} \text{Im } \Theta} = (\text{Id} + d^{-1} \text{Im } \Theta)^{-\frac{d}{2}}(Z - d^{-1} \text{Re } \Theta)(\text{Id} + d^{-1} \text{Im } \Theta)^{-\frac{d}{2}}.
$$

Thus we can bound this determinant in terms of the Frobenius and operator norms by writing

$$
\left| \det \left( \text{Id} + i \frac{Z - d^{-1} \text{Re } \Theta}{\text{Id} + d^{-1} \text{Im } \Theta} \right) \right|^2 = \det \left( \text{Id} + \left( \frac{Z - d^{-1} \text{Re } \Theta}{\text{Id} + d^{-1} \text{Im } \Theta} \right)^2 \right)
$$

$$
\geq 1 + \frac{\|Z - d^{-1} \text{Re } \Theta\|_F^2}{\|\text{Id} + d^{-1} \text{Im } \Theta\|_{op}^2} \geq 1 + \frac{\|Z\|^2 + d^{-2} \|\text{Re } \Theta\|^2}{\|\text{Id} + d^{-1} \text{Im } \Theta\|_{op}^2},
$$

where in the last step we have used that $Z$ and $\text{Re } \Theta$ are orthogonal in the Frobenius inner product. For brevity, we will start writing $A := \text{Id} + d^{-1} \text{Im } \Theta$ and $a := \|A\|_{op}$. We now have

$$
|\varphi_V(\Theta)| \leq \left( \frac{\Gamma(d/2 + 1)e^{\frac{d}{2}}}{2\sqrt{\pi(d/2)^{\frac{d}{2}}} \Gamma(d/4)} \right)^n \det A^{-\frac{d}{4}} \int_{\mathfrak{S}} \left( 1 + \frac{d^{-2} \|\text{Re } \Theta\|_p^2 + \|Z\|_p^2}{a^2} \right)^{-\frac{d}{4}} dZ
$$

$$
= \left( \frac{\Gamma(d/2 + 1)e^{\frac{d}{2}}}{2\sqrt{\pi(d/2)^{\frac{d}{2}}} \Gamma(d/4)} \right)^n \det A^{-\frac{d}{4}} \left( 1 + a^{-2}d^{-2} \|\text{Re } \Theta\|_p^2 \right)^{-\frac{d}{4}} \int_{\mathfrak{S}} \left( 1 + \frac{\|Z\|_p^2}{a^2 + d^{-2} \|\text{Re } \Theta\|_p^2} \right)^{-\frac{d}{4}} dZ
$$

$$
= \left( \frac{\Gamma(d/2 + 1)e^{\frac{d}{2}}}{2\sqrt{\pi(d/2)^{\frac{d}{2}}} \Gamma(d/4)} \right)^n a^n \det A^{-\frac{d}{4}} \left( 1 + a^{-2}d^{-2} \|\text{Re } \Theta\|_p^2 \right)^{-\frac{d}{4}} \int_{\mathfrak{S}} \left( 1 + \|Z\|_p^2 \right)^{-\frac{d}{4}} dZ
$$

$$
= \left( \frac{\Gamma(d/2 + 1)e^{\frac{d}{2}}}{2\sqrt{\pi(d/2)^{\frac{d}{2}}} \Gamma(d/4)} \right)^n \frac{\Gamma(d/2 + 1)e^{\frac{d}{2}}}{\Gamma(d/4)} a^n \det A^{-\frac{d}{4}} \left( 1 + a^{-2}d^{-2} \|\text{Re } \Theta\|_p^2 \right)^{-\frac{d}{4}}.
$$

\[\square\]
**Steepest descent.** For $\Theta \in \mathbb{C} \otimes \mathcal{E}$ with $\|\Theta\|_{\text{op}} < d$, we can deform $\lambda \text{Id} + i\mathcal{D}$ in (11) with $\lambda = 1$ to the contour $\beta$ parametrized by

$$
\beta(U) := U \cot U + iU = \frac{e^{iU}}{\text{sinc} U}
$$

over $U \in \mathcal{D}_\pi$. To see this, note that, for $\|\Theta\|_{\text{op}} < d$, all the singularities of

$$
Z \mapsto \left( \frac{\text{etr} Z}{\det Z} \right)^\frac{d}{2} \det \left( \text{Id} - \frac{i}{d} \Theta Z^{-1} \right)^{-\frac{d}{2}}
$$

satisfy $\min_{j \in [n]} |Z_{jj}| = \|Z^{-1}\|_{\text{op}} < 1$. Thus we can define a homotopy of the contour using circular arcs (see Figure 1). The integral along these arcs is bounded by

$$
\pi n e^{nd} \text{sinc} d^2 - 1
$$

which tends to 0 as any of the entries of $U$ tend to $\pm \pi$, assuming of course that $d \geq 3$. Using this $\beta$, we now have

$$
\varphi_V(\Theta) = \mathbb{E} \left[ \det \left( \text{Id} - \frac{i}{d} \Theta \beta(U)^{-1} \right)^{-\frac{d}{2}} \det \beta'(U) \right]
$$

Since $\Re \beta'(U) = \cot U - U \csc^2 U$ is odd in each coordinate of $U$ and $\Im \beta'(U) = \text{Id}$, it follows by setting $\Theta = 0$ that

$$
\eta_d(U) := \left( \frac{\Gamma(d/2 + 1)}{2\pi i(d/2)^{\frac{d}{2}}} \right)^n \left( \frac{\text{etr} \beta(U)}{\det \beta(U)} \right)^\frac{d}{2} \left( \frac{\Gamma(d/2 + 1)}{2\pi i(d/2)^{\frac{d}{2}}} \right)^n \left( \text{etr}(U \cot U) \text{det} \text{sinc} U \right)^\frac{d}{2}
$$

is a probability density on $\mathcal{D}_\pi$, and in particular $\eta_d(u) := \frac{\Gamma(d/2 + 1)}{2\pi i(d/2)^{\frac{d}{2}}} \left( \exp(u \cot u) \text{sinc} u \right)^\frac{d}{2}$ is a probability density on $(-\pi, \pi)$. This proves the following lemma.

**Lemma 16.** Let $U \in \mathcal{D}$ be a random diagonal matrix with density $\eta_d$. For $\Theta \in \mathbb{C} \otimes \mathcal{E}$ with $\|\Theta\|_{\text{op}} < d$, we have

$$
\varphi_V(\Theta) = \mathbb{E} \left[ \det \left( \text{Id} - \frac{i}{d} \Theta \beta(U)^{-1} \right)^{-\frac{d}{2}} \det \beta'(U) \right]
$$

where $\beta(x) = \frac{e^{ix}}{\text{sinc} x}$.

The density $\eta_d$ is sufficiently well behaved that we can essentially disregard the $\beta'$ and treat $\beta(U)^{-1} \approx \text{Id} + N(0, cd^{-1} \text{Id})$ (see Lemma 22).
5 Steepest Descent contour for Fourier inversion

Lemma 16 is in a convenient form for estimating $\varphi_V(\Theta)$ when $\|\Theta\|_{op} < d$. We shall use this in particular to compare this characteristic function to an appropriately chosen Gaussian characteristic function.

Define $T : E \to \mathcal{E}$ by writing $(T(\Theta))_{jk} := 1\{\Theta_{jk} \geq t_{p,d}\}$ so that $T(V)$ has the same law as the adjacency matrix of $\mathcal{G}(n, p, d)$. Now let $M = M(n, d) \in \mathcal{E}$ have i.i.d. $\mathcal{N}(0, d^{-1})$ upper triangular entries so that $T(M)$ has the same law as the adjacency matrix of $\mathcal{G}(n, p_0)$ where

$$p_0 := P[Z \geq \sqrt{t_{p,d}}] = \frac{1}{2} \text{erfc} \left( \frac{\sqrt{t_{p,d}}}{2} \right), \quad \text{where } Z \overset{d}{=} \mathcal{N}(0, 1).$$

The characteristic function of $M$ is

$$\varphi_M(\Theta) := \text{etr} \left( -\frac{\Theta^2}{4} \right).$$

For $j < k$, let $e_{jk} \in \mathcal{E}$ be 1 in its $(j, k)$-th and $(k, j)$-th entries and 0 elsewhere. For a graph $G$, let $\mathcal{E}^G \subset \mathcal{E}$ denote the subspace spanned by $\{e_{jk} : (j, k) \in G\}$. Then the characteristic function for the random vector $(V_{jk} : (j, k) \in G)$ is simply $\varphi_V$ restricted to $\mathcal{E}^G$ and the analogous statement also holds for $M$. Since we can write the event $(\mathcal{G}(n, p, d) \supseteq G)$ has the same law as the adjacency matrix of $\mathcal{G}(n, p_0)$ as having $M_{jk} \in [t_{p,d}, \infty)$ for all $(j, k) \in G$ and $\mathcal{G}(n, p_0) \supseteq G$ as having $M_{jk} \in [t_{p,d}, \infty)$ for all $(j, k) \in G$, we have

$$P[\mathcal{G}(n, p, d) \supseteq G] = \lim_{a \to \infty} \int_{G} \varphi_V(\Theta) \prod_{(j, k) \in G} \frac{e^{-it_{p,d}\Theta_{jk}} - e^{-ia\Theta_{jk}}}{2\pi i\Theta_{jk}} d\Theta. \tag{12}$$

and

$$P[\mathcal{G}(n, p_0) \supseteq G] = \lim_{a \to \infty} \int_{G} \varphi_M(\Theta) \prod_{(j, k) \in G} \frac{e^{-it_{p,d}\Theta_{jk}} - e^{-ia\Theta_{jk}}}{2\pi i\Theta_{jk}} d\Theta. \tag{13}$$

We will compare these probabilities. To do so, we would like to change the Fourier inversion contour to one on which the Gaussian integral is non-negative.

**Proposition 17.** There exists a smooth curve $\gamma \in \{z \in \mathbb{C} : \text{Im } z < 0\}$ which is symmetric with respect to the imaginary axis for which

$$\lim_{a \to \infty} \exp \left( -\frac{\gamma^2}{2d} \right) \frac{e^{-it_{p,d}\gamma} - e^{-ia\gamma}}{2\pi i\gamma} \gamma' = \exp \left( -\frac{\gamma^2}{2d} \right) \frac{e^{-it_{p,d}\gamma_1}}{2\pi i\gamma_1} \gamma'_1 \geq 0.$$

Moreover, this curve can be parametrized as $\gamma(x) := dt_{p,d}(x - iy(x))$ where $y'(x) \leq 0$ for all $x \geq 0$ and

$$1 \leq y \leq 1 + \frac{1}{d^2_{p,d}x} \leq 1 + \frac{1}{dt_{p,d}^2}.$$

**Proof.** We want to find a $\gamma \in \{z \in \mathbb{C} : \text{Im } z < 0\}$ such that

$$\gamma' = \exp \left( i \text{Im} \left( it_{p,d}\gamma + \frac{\gamma^2}{2d} \right) \right) \psi \tag{14}$$

where $\psi$ is a positive function. We will parametrize $\gamma$ as above where we hope to have $y > 0$. This makes $\gamma'(x) = dt_{p,d}(1 - iy'(x))$. So (14) becomes

$$\frac{y - xy'}{x^2 + y^2} - \frac{i + yy'}{x^2 + y^2} = \psi(x) \exp \left( idt_{p,d}^2(1 - y)x \right).$$

Equating real and imaginary parts, this equality holds if and only if

$$(y - xy') \sec \left( dt_{p,d}^2(1 - y)x \right) = \psi(x)(x^2 + y^2) = -(x + yy') \csc \left( dt_{p,d}^2(1 - y)x \right).$$
Solving for \( y' \) gives us the first-order nonlinear ordinary differential equation

\[
y'(x) = \frac{y(x) \tan (dt_{p,d}^2 x(1 - y)) + x}{x \tan (dt_{p,d}^2 x(1 - y)) - y(x)} = \frac{\tan(dt_{p,d}^2 x(1 - y)) + x/y}{1 - \tan(dt_{p,d}^2 x(1 - y)) x/y}
\]

which, by using the formula for the tangent of a sum of angles, simplifies to

\[
y'(x) = - \tan (dt_{p,d}^2 x(1 - y) + \arctan(y(x))).
\]

Peano’s Existence Theorem states that for each point \((x_0, y_0) \in \mathbb{R}^2\) at which

\[
F(x, y) := - \tan (dt_{p,d}^2 x(1 - y) + \arctan(y(x)))
\]

is continuous, we are guaranteed a local solution \( y \) to (15) satisfying \( y(x_0) = y_0 \) which, for some \( \varepsilon > 0 \), is defined and differentiable for \( x \in (x_0 - \varepsilon, x_0 + \varepsilon) \) and which has a continuous extension to \([x_0 - \varepsilon, x_0 + \varepsilon]\).

So, should we find that \( F \) is still continuous in a neighborhood of the points \((x_0 \pm \varepsilon, y(x_0 \pm \varepsilon))\), then Peano’s Theorem can be applied to find a local solution in a neighborhood of \((x_0 \pm \varepsilon, y(x_0 \pm \varepsilon))\) which differentiably extends our original local solution beyond \(x_0 \pm \varepsilon\) in either direction. This process of extending a local solution can then be repeated until the solution curve \((x, y(x))\) meets a point at which \( F \) becomes discontinuous, and we would call this curve a maximal solution to (15). Of course, we would also like to make sure that our solution stays positive. So, in addition to halting this extension process once \( F \) becomes discontinuous, we also will see fit to halt it if our solution becomes 0.

Our plan will be to initiate the curve at some \((x_0, y_0)\) where \(x_0 > 0\) is arbitrarily large and \(y_0\) depends on \(x_0\). We will then show that this curve can be extended backwards to \(-x_0\) and that these solutions defined on \([-x_0, x_0]\) converge as \(x_0 \to \infty\) to a well-defined curve on \((−\infty, \infty)\). In particular, for any \(x_0 > 0\), let \(y_0 = y_0(x_0)\) be the unique solution to

\[
dt_{p,d}^2 x_0 (1 - y_0) + \arctan(x_0/y_0) = 0.
\]

Let

\[
x_{\text{min}} := \inf \{ x \in (0, x_0) : 0 < y(x) < \infty \text{ and } y'(x) = - \tan (dt_{p,d}^2 x(1 - y) + \arctan(y(x))) \text{ is finite} \}.
\]

For our initial condition, take \(y(x_0) = y_0\), though it is very important to note that we could set \(y(x_0)\) to be anything in \((1, y_0)\) for what we are about to do.

The first thing that we would like to prove is that \(dt_{p,d}^2 (1 - y)x + \arctan (y(x)) > 0\) for all \(x \in (x_{\text{min}}, x_0)\). Suppose for contradiction that \( \{x_{\text{min}} < x < x_0 : dt_{p,d}^2 (1 - y)x + \arctan (y(x)) \leq 0\} \) is nonempty, and set

\[
x_1 := \sup \{ x_{\text{min}} < x < x_0 : dt_{p,d}^2 (1 - y)x + \arctan (y(x)) \leq 0 \}.
\]

By definition, \(dt_{p,d}^2 (1 - y)x + \arctan (y(x))\) should have a non-negative derivative at \(x_1\), and we should also have \(dt_{p,d}^2 (1 - y(x_1))x_1 + \arctan (x_1/y(x_1)) = 0\) and \(y'(x_1) = - \tan (dt_{p,d}^2 (1 - y(x_1))x_1 + \arctan (x_1/y(x_1))) = 0\). Thus

\[
x_1 \frac{d}{dx} (dt_{p,d}^2 (1 - y)x + \arctan (y(x))) \bigg|_{x=x_1} = dt_{p,d}^2 (1 - y(x_1))x_1 + \frac{y(x_1)x_1}{y(x_1)^2 + x_1^2} = - \arctan (x_1/y(x_1)) + \frac{y(x_1)x_1}{(y(x_1)/x_1)^2 + 1} < 0
\]

where the last inequality follows by noting that \(\arctan(t^{-1}) > \frac{t}{1 + t^2}\) for all \(t > 0\). This contradicts \( \{x_{\text{min}} < x < x_0 : dt_{p,d}^2 (1 - y)x + \arctan (y(x)) \leq 0\} \) being nonempty. We have therefore established that \(dt_{p,d}^2 (1 - y)x + \arctan (y(x)) > 0\) for all \(x \in (x_{\text{min}}, x_0)\) which also implies that \(y' < 0\) on this entire interval as well, thus making \(y_0\) the global minimum of \(y\) over \((x_{\text{min}}, x_0)\). So in total,

\[
y_0 < y < 1 + \frac{\arctan(x/y)}{dt_{p,d}^2 x} < 1 + \frac{1}{dt_{p,d}^2} \tag{16}
\]

for \(x \in (x_{\text{min}}, x_0)\). Additionally, it can be seen that we always have \(y_0 > 1\). Therefore

\[
0 < dt_{p,d}^2 (1 - y)x + \arctan (x/y) < \arctan(x) < \arctan(x_0) < \frac{\pi}{2} \tag{17}
\]
for all \( x \in (x_{\min}, x_0) \). This implies that

\[ x_{\min} = \inf \{ x \in (0, x_0) : 0 < y(x) < \infty \text{ and } y'(x) = -\tan \left( dt_{p, \varphi}^2 x(1 - y) + \arctan(x/y) \right) \text{ is finite} \} = 0. \]

Not only does this show a differentiable solution to (15) with \( y(x_0) = y_0(x_0) \) exists on \([0, x_0]\), but this solution is unique. Indeed, we can guarantee uniqueness over \([x_0 - \varepsilon, x_0]\) for some \( \varepsilon > 0 \) by the Picard–Lindelöf Theorem. We claim that, as long as \( x_0 - \varepsilon > 0 \), we will have \( 0 < y(x_0 - \varepsilon) < y_0(x_0 - \varepsilon) \). Thus we can repeat this process to uniquely extend this solution a little further to the left and continue this unique extension process until we reach 0. To see that \( y(x_0 - \varepsilon) < y_0(x_0 - \varepsilon) \) as claimed, note that

\[ F(x_0 - \varepsilon, y(x_0 - \varepsilon)) = y'(x_0 - \varepsilon) < 0 \Rightarrow F(x_0 - \varepsilon, y(x_0 - \varepsilon)) \]

and \( F(x_0 - \varepsilon, t) \) is increasing in the variable \( t \) for the relevant range of \( t \).

In summary, the solution to (15) with initial condition \( y(x_0) = y_0 \) is uniquely defined, differentiable, satisfies (16), and is monotone decreasing over \([0, x_0]\). Moreover, we can evenly extend this solution to \([-x_0, 0]\) as follows: Let \( \tilde{y}(x) := y(-x) \). Then, for \( x \in [-x_0, 0] \), we have

\[ \tilde{y}'(x) = -y'(-x) = \tan \left( -dt_{p, \varphi}^2 x(1 - y) - \arctan(x/y) \right) = -\tan \left( dt_{p, \varphi}^2 x(1 - \tilde{y}) + \arctan(x/\tilde{y}) \right). \]

Since \( x_0 \) is a critical point for this solution, we can also extend this curve differentiably to \( \mathbb{R} \) by setting \( y(x) = y_0 \) for \( |x| > x_0 \). Denote by \( y(x; x_0) \) this curve which is a solution to (15) for \( x \in [-x_0, x_0] \).

We still need to show that \( \lim_{x_0 \to \infty} y(x; x_0) \) converges to a well-defined solution to (15). First note that, as we showed earlier, for any \( x_0 < x_0 \) we have

\[ y(x_0'; x_0) < y_0(x_0') = y(x_0; x_0). \]

This implies that we must in fact have

\[ 1 < y(x; x_0) < y(x; x_0') \]

for all \( x \leq x_0 < x_0 \). Indeed, otherwise we would have two different solutions to (15) which go through \((x_0, y_0(x_0))\), contradicting the uniqueness of \( y(x; x_0) \). By how we defined \( y(x; x_0) \) for \( x \geq x_0 \) and the decreasing nature of the implicitly defined curve \( y_0(x_0) \) and \( y(x; x_0) \), it follows that

\[ 1 < y(x; x_0) < y(x; x_0) \]

for \( x > x_0 \) as well. Thus, by (15) and (17), we have

\[ -x < \frac{d}{dx} y(x; x_0) < \frac{d}{dx} y(x; x_0) \]

for \( x_0 < x_0 \) and \( x > 0 \). We therefore have measurable pointwise limits \( y(x; \infty) := \lim_{x_0 \to \infty} y(x; x_0) \) and \( \lim_{x_0 \to \infty} \frac{d}{dx} y(x; x_0) \), which, by monotone convergence, satisfy

\[ y(x; \infty) - y(0; \infty) = \int_0^x \lim_{x_0 \to \infty} \frac{d}{ds} y(s; x_0) ds = -\int_0^x \tan \left( dt_{p, \varphi}^2 s(1 - y(s; \infty)) + \arctan(s/y(s; \infty)) \right) ds. \]

The proof is then completed by differentiating both sides with respect to \( x \).

**Lemma 18.** For \( \gamma \) as defined in the proof above, we have \( \frac{\gamma'}{\gamma} \leq 1 \).

**Proof.** Since \( 0 \leq dt_{p, \varphi}^2 (1 - y)x + \arctan(x/y) \leq \arctan(x/y) \), the identity \( \cos \arctan(x/y) = \frac{y}{\sqrt{x^2 + y^2}} \) for \( y > 0 \) gives

\[ \left| \frac{\gamma'}{\gamma} \right|^2 = \frac{1 + (y')^2}{x^2 + y^2} = \frac{\sec^2 (dt_{p, \varphi}^2 x(1 - y) + \arctan(x/y))}{x^2 + y^2} \leq \frac{1}{y^2} \leq 1. \]
Let
\[ \gamma^G := \{ \Phi \in \mathbb{C} \otimes \mathscr{D}^G : \Theta_{jk} \in \gamma, (j,k) \in G \}. \]
Recall that we had parametrized \( \gamma \) by writing \( \gamma(x) = dt_{p,d}(x - iy(x)) \) and letting \( x \) run over all of \( \mathbb{R} \). We can likewise parametrize \( \gamma^G \) by writing
\[ \gamma^G_{jk}(X) := dt_{p,d}(X_{jk} - tY_{jk}(X)) \]
where \( Y_{jk}(X) = y(X_{jk}) \) and \( X \) runs over all of \( \mathscr{D}^G \).

**Corollary 19.** The map
\[ x \mapsto \exp \left( -\frac{\gamma(x)^2}{2d} - it_{p,d}\gamma(x) \right) \frac{\gamma'(x)}{2\pi ip_0 \gamma(x)} \]
is a probability density which is bounded above by
\[ \sqrt{\frac{dt_{p,d}^2}{2\pi}} \exp \left( o(1) - \frac{dt_{p,d}^2 x^2}{2} \right). \]

**Proof.** The claim that this function is a probability density follows from the construction of \( \gamma \). In particular, since \( |\gamma'|/|\gamma| \leq 1 \) and \( y \leq 1 + \frac{1}{\pi x_{p,d}} \),
\[ \exp \left( -\frac{\gamma(x)^2}{2d} - it_{p,d}\gamma(x) \right) \frac{\gamma'(x)}{2\pi ip_0 \gamma(x)} = \exp \left( \frac{dt_{p,d}^2}{2\pi p_0} \left( \frac{y^2 - x^2}{2} - y \right) \right) \frac{|\gamma'|}{|\gamma|} \]
\[ \leq e^{\frac{dt_{p,d}^2 (1-y)^2}{2\pi p_0}} e^{-\frac{dt_{p,d}^2 x^2}{2}} \exp \left( -\frac{dt_{p,d}^2 x^2}{2} \right), \]
\[ \leq e^{\frac{1}{2\pi p_0} e^{-\frac{dt_{p,d}^2 x^2}{2}}}. \]
The rest follows by recalling that \( p_0 = \frac{1}{2} \text{erfc} \left( \sqrt{\frac{dt_{p,d}^2}{2}} \right) \sim e^{-\frac{dt_{p,d}^2 x^2}{2}} \).

**Lemma 20.** For \( d \geq 3 \),
\[ \mathbb{P}[\mathcal{G}(n, p, d) \supseteq G] = \text{Re} \int_{\mathscr{D}^G} \varphi_V(\gamma^G) \prod_{(j,k) \in G} \frac{e^{-it_{p,d}\gamma^G_{jk}}}{2\pi i\gamma^G_{jk}} \frac{\partial \gamma^G_{jk}}{\partial X_{jk}} dX \quad (18) \]
and
\[ \mathbb{P}[\mathcal{G}(n, p, 0) \supseteq G] = \int_{\mathscr{D}^G} \varphi_M(\gamma^G) \prod_{(j,k) \in G} \frac{e^{-it_{p,0}\gamma^G_{jk}}}{2\pi i\gamma^G_{jk}} \frac{\partial \gamma^G_{jk}}{\partial X_{jk}} dX. \]

**Proof.** Recall we had previously concluded that
\[ \mathbb{P}[\mathcal{G}(n, p, d) \supseteq G] = \lim_{a \to \infty} \int_{\mathscr{D}^G} \varphi_V(\Theta) \prod_{(j,k) \in G} \frac{e^{-it_{p,d}\Theta_{jk}}}{2\pi i\Theta_{jk}} d\Theta \]
and
\[ \mathbb{P}[\mathcal{G}(n, p_0) \supseteq G] = \lim_{a \to \infty} \int_{\mathscr{D}^G} \varphi_M(\Theta) \prod_{(j,k) \in G} \frac{e^{-it_{p,0}\Theta_{jk}}}{2\pi i\Theta_{jk}} d\Theta. \]
Moreover, we know that these integrands are entire and \( \mathcal{L}^1 \) over any path with bounded imaginary part. Thus we can deform each coordinate of \( \mathcal{D}^G \) to any curve with bounded imaginary part and unbounded real part, such as the curve \( \gamma \) defined in the proof of Proposition 17. Along a curve such as this one, we noticed that we have
\[ \lim_{a \to \infty} e^{-it_{p,d}\gamma} = e^{-it_{p,d}\gamma} \]
due to the strict negativity of the imaginary part of \( \gamma \). The result now follows by noting that the imaginary parts of these integrals must vanish since the left hand sides are probabilities.
6  Bounding in terms of graph statistics

In this section, we prove Theorem 3. The error for the difference between $\mathbb{P}[\mathcal{G}(n, p, d) \supseteq G]$ and $\mathbb{P}[\mathcal{G}(n, p_0) \supseteq G]$ will be quantified in terms of four graph statistics of $G$. In this section we shall suppose without loss of generality $n = \mu_G$, the number of vertices of the graph and that the graph has no isolated vertices. We shall not explicitly suppose a relationship between $p$ and $n$, but leave $p$ as a free parameter. The other three graph parameters are the number of edges in $G$ denoted $\sigma_G$, the largest degree of $G$ denoted $\delta_G$, and the number of triangles in $G$ denoted $\tau_G$. Note that, since $n$ is the number of nonisolated vertices in $G$, we always have $n/2 \leq \sigma_G \leq n\delta_G$.

We will break the integral in (18) into two parts, one of which we will want to show is close to 1 and the other we will want to show is negligible in comparison. We will denote this negligible piece by

\[ B(\kappa) := \left| \text{Re} \int_{(X \in \mathcal{G}, \|X\|_F > \sqrt{\kappa})} \varphi_V(\gamma^G) \prod_{(j,k) \in G} \frac{e^{-it_{p,d}\gamma^G_{jk}}}{2\pi i \gamma^G_{jk}} \frac{\partial \gamma^G_{jk}}{\partial X_{jk}} \, dX \right| \]

where $\kappa$ is a cutoff over which we can optimize (but which will be chosen $o(d)$).

6.1 Contribution from Large $\|X\|_F$

**Lemma 21.** Assume $\log d = O(dt^2_{p,d})$, and suppose $G$ satisfies

\[ \sigma_G = o \left( t^{-2}_{p,d} \right), \quad \delta_G = o \left( t^{-1}_{p,d} \right), \quad \frac{n\delta^4_G}{\sigma_G} = O \left( \frac{\log d}{dt^2_{p,d}} \right), \quad \text{and} \quad \frac{\tau_G}{\sigma_G} = O \left( \frac{\log d}{dt^2_{p,d}} \right). \]

Then, for a sufficiently large constant $C$ and $\kappa = \sqrt{C\sigma_G}$, we have $B(\kappa) = O(p^4_{0,G}/d)$.

**Proof.** By Proposition 17 and our assumptions on $G$, we see that $\|\text{Im} \gamma^G\|_{op} = O(d\delta_G t_{p,d}) = o(d)$ and thus we can apply the results of Corollary 15. So we have

\[ \left| \varphi_V(\gamma^G) \prod_{(j,k) \in G} \frac{e^{-it_{p,d}\gamma^G_{jk}}}{2\pi i \gamma^G_{jk}} \frac{\partial \gamma^G_{jk}}{\partial X_{jk}} \right| \leq \left( \frac{\Gamma(d/2 + 1)e^{\frac{d}{2}}}{2\sqrt{\pi}(d/2)^{\frac{d}{2}}} \right)^n \frac{\Gamma \left( \frac{d-2n}{4} \right)}{\Gamma(d/4)} \frac{\|I - t_{p,d}Y\|_{op}^4}{\|I - t_{p,d}Y\|_{op}^2} \left( 1 + \frac{t^2_{p,d} \|X\|_F^2}{\|I - t_{p,d}Y\|_{op}^2} \right)^{\frac{d}{2}} \prod_{(j,k) \in G} \frac{e^{-dt^2_{p,d}Y_{jk}}}{2\pi i \gamma^G_{jk}} \frac{\partial \gamma^G_{jk}}{\partial X_{jk}}. \]

We bound this as follows. By Stirling’s formula,

\[ \left( \frac{\Gamma(d/2 + 1)e^{\frac{d}{2}}}{2\sqrt{\pi}(d/2)^{\frac{d}{2}}} \right)^n \frac{\Gamma \left( \frac{d-2n}{4} \right)}{\Gamma(d/4)} \leq \exp \left( \frac{n^2}{2(d-2n)} \right) = e^{O(\sigma_G \log d)}. \]

Since the entries of $Y$ are all bounded above by $1 + \frac{1}{d^2_{p,d}}$, we have that

\[ \|I - t_{p,d}Y\|_{op}^n \leq (1 + 2t_{p,d}\delta_G)^n \leq e^{n\sigma_{p,d}d_G} = e^{O(\sigma_G \log d)} \]

and

\[ \log \det(I - t_{p,d}Y)^{-\frac{d}{2}} \leq \text{tr}(dt^2_{p,d}Y^2/4) + \text{tr}(dt^2_{p,d}Y^3/6) + 100ndt^4_{p,d}\|Y\|_{op}^4 \leq \left( 1 + 1/(dt^2_{p,d}) \right)^2 \sigma_G dt^2_{p,d}/2 + \left( 1 + 1/(dt^2_{p,d}) \right)^3 dt^3_{p,d}/2 + 200ndt^4_{p,d}. \]

As defined in Proposition 15, the curve $\gamma(x) = dt_{p,d}(x - iy)$ satisfies $y \geq 1$ and $|\gamma'|^2 < 1$. So

\[ \det(I - t_{p,d}Y)^{-\frac{d}{2}} \prod_{(j,k) \in G} \frac{e^{-dt^2_{p,d}Y_{jk}}}{2\pi |\gamma^G_{jk}|} \frac{\partial \gamma^G_{jk}}{\partial X_{jk}} = \left( \frac{e^{-dt^2_{p,d}/2}}{\pi} \right)^{\sigma_G} e^{O(\sigma_G \log d)}. \]
Putting all of this together gives us a bound of
\[
\left| \varphi_V(\gamma^G) \prod_{(j,k) \in G} e^{-t_{p,d} \gamma_j^G} \frac{\partial \gamma_j^G}{\partial X_{jk}} \right| \leq e^{O(\sigma_G \log d)} \left( \frac{e^{-\frac{d^2 t_{p,d}^2}{2}}}{\pi} \right)^{\sigma_G} \left( 1 + \frac{t_{p,d}^2 \|X\|_F^2}{(1 + 2t_{p,d} \delta_G)^2} \right)^{\frac{d}{2} - \frac{d}{4}}.
\]
We can write
\[
\int_{\{X \in \delta^G : \|X\|_F > \sqrt{2}k\}} \left( 1 + \frac{t_{p,d}^2 \|X\|_F^2}{(1 + 2t_{p,d} \delta_G)^2} \right)^{\frac{d}{2} - \frac{d}{4}} dX = \int_A (1 + \alpha^2 \|x\|^2)^{-q} dx
\]
where \(A := \{x \in \mathbb{R}^{\sigma_G} : \|x\| > \kappa\}\), and we set \(q = \frac{d-2n}{d} \) and \(\alpha = \frac{\sqrt{2}t_{p,d}}{\sqrt{2}t_{p,d} \delta_G}\). The presence of \(\sqrt{2}\) in the expression for \(\alpha\) is to account for the symmetry of \(X\). Therefore this integral can be bounded as
\[
\int_A (1 + \alpha^2 \|x\|^2)^{-q} dx = \frac{2\pi^{\sigma_G/2} \alpha^{-\sigma_G}}{\Gamma(\sigma_G/2)} \int_0^\infty \frac{r^{\sigma_G-1}}{(1 + r^2)^q} dr \\
\leq \frac{2\pi^{\sigma_G/2} \alpha^{-\sigma_G}}{\Gamma(\sigma_G/2)} \int_0^\infty \frac{r}{(1 + r^2)^{\sigma_G/2+2q}} dr \\
= \frac{\pi^{\sigma_G/2} \alpha^{-\sigma_G}}{(q - \sigma_G/2) \Gamma(\sigma_G/2)} \left( 1 + (\alpha \kappa)^2 \right)^{\sigma_G/2 - q}.
\]
So altogether we have
\[
B(\kappa) \leq \int_{\{X \in \delta^G : \|X\|_F > \sqrt{2}k\}} \left| \varphi_V(\gamma^G) \prod_{(j,k) \in G} e^{-t_{p,d} \gamma_j^G} \frac{\partial \gamma_j^G}{\partial X_{jk}} \right| \\
\leq e^{O(\sigma_G \log d)} \left( \frac{e^{-\frac{d^2 t_{p,d}^2}{2}}}{\pi} \right)^{\sigma_G} \left( 1 + \frac{t_{p,d}^2 \kappa^2}{(d - 2n - 2\sigma_G)^2} \Gamma(\sigma_G/2) \right)^{\frac{d}{2} - \frac{d}{4}} \\
\leq e^{O(\sigma_G \log d)} \left( \frac{e^{-\frac{d^2 t_{p,d}^2}{2}}}{\pi} \right)^{\sigma_G} \left( 1 + \frac{t_{p,d}^2 \kappa^2}{(d - 2n - 2\sigma_G)^2} \Gamma(\sigma_G/2) \right)^{\frac{d}{2} - \frac{d}{4}} \\
\leq p_0^{\sigma_G} e^{O(\sigma_G \log d)} \left( 1 + \frac{t_{p,d}^2 \kappa^2}{(d - 2n - 2\sigma_G)^2} \Gamma(\sigma_G/2) \right)^{\frac{d}{2} - \frac{d}{4}}.
\]
Here we use the fact that \(\sigma_G = o(t_{p,d}^{-2})\) and \(\kappa^2 = C \sigma_G\) to write
\[
(1 + \alpha^2 \kappa^2)^{-d/5} = e^{C(1 + o(1))(d t_{p,d} / \sigma_G)}.
\]
Since \(dt_{p,d}^2 = \Omega(\log d)\), we can choose \(C\) large enough that \(B(\kappa) = O(p_0^{\sigma_G} / d)\).
\[\square\]

### 6.2 Contribution from Small \(\|X\|_F\)

Let 
\[
K := \{X \in \delta^G : \|X\|_F \leq \sqrt{2}k\}
\]
where \(\kappa = \sqrt{C \sigma_G}\) is as in the previous lemma. Then
\[
\text{Re} \int_K \varphi_V(\gamma^G) \prod_{(j,k) \in G} e^{-t_{p,d} \gamma_j^G} \frac{\partial \gamma_j^G}{\partial X_{jk}} dX \\
= \text{Re} \int_K \left( 1 - \frac{\varphi_V(\gamma^G)}{\varphi_M(\gamma^G)} \right) \varphi_M(\gamma^G) \prod_{(j,k) \in G} e^{-t_{p,d} \gamma_j^G} \frac{\partial \gamma_j^G}{\partial X_{jk}} dX \\
\leq p_0^{\sigma_G} + p_0^{\sigma_G} \int_K \left| \frac{\varphi_V(\gamma^G)}{\varphi_M(\gamma^G)} - 1 \right| \varphi_M(\gamma^G) \prod_{(j,k) \in G} e^{-t_{p,d} \gamma_j^G} \frac{\partial \gamma_j^G}{\partial X_{jk}} dX.
\]
By the previous lemma, we also have
\[
\text{Re} \int_K \phi_V(\gamma^G) \prod_{(j,k) \in G} \frac{e^{-it_f d^G_{jk}}}{2\pi i \gamma^G_{jk}} \frac{\partial \gamma^G_{jk}}{\partial X_{jk}} \\
= \text{Re} \int_K \left( 1 - \frac{\phi_V(\gamma^G)}{\phi_M(\gamma^G)} \right) \phi_M(\gamma^G) \prod_{(j,k) \in G} \frac{e^{-it_f d^G_{jk}}}{2\pi i \gamma^G_{jk}} \frac{\partial \gamma^G_{jk}}{\partial X_{jk}} dX \\
\geq (1 - o(d^{-1}))p_0^G - P_0^G \int_K \left| \frac{\phi_V(\gamma^G)}{\phi_M(\gamma^G)} - 1 \right| \phi_M(\gamma^G) \prod_{(j,k) \in G} \frac{e^{-it_f d^G_{jk}}}{2\pi i \gamma^G_{jk}} \frac{\partial \gamma^G_{jk}}{\partial X_{jk}} dX.
\]

Thus
\[
\left| P[G(n, p, d) \geq G] - p_0^G \right| \leq P_0^G \left| \frac{\phi_V(\Theta)}{\phi_M(\Theta)} - 1 \right| \phi_M(\gamma^G) \prod_{(j,k) \in G} \frac{e^{-it_f d^G_{jk}}}{2\pi i \gamma^G_{jk}} \frac{\partial \gamma^G_{jk}}{\partial X_{jk}} dX.
\]

As we noted in Corollary 19,
\[
f_M(X) := \phi_M(\gamma^G) \prod_{(j,k) \in G} \frac{e^{-it_f d^G_{jk}}}{2\pi i \gamma^G_{jk}} \frac{\partial \gamma^G_{jk}}{\partial X_{jk}}
\]
is a product probability density, with each marginal density bounded above by a constant times the density of a centered normal with variance $\frac{\pi p}{4d}$. So if we let $T$ have density $f_M$ and set $\Theta := \gamma^G(T)$, we are interested in showing
\[
\mathbb{E} \left[ \left| \frac{\phi_V(\Theta)}{\phi_M(\Theta)} - 1 \right| \right] \to 0. \tag{19}
\]

To progress, we should start by bounding $\left| \frac{\phi_V(\Theta)}{\phi_M(\Theta)} - 1 \right|$ for fixed $\Theta \in \gamma^G(K)$. If we have $\|\Theta\|_{op} < d$, then we can apply Lemma 16. Letting $U \in \mathcal{D}$ have density $\eta_d$, we can write
\[
\frac{\phi_V(\Theta)}{\phi_M(\Theta)} - 1 = i^{-n} \mathbb{E} \left[ (R(U, \Theta) - 1) \det \beta'(U) \Theta \right], \tag{20}
\]
where
\[
R(U, \Theta) := \det \left( I - \frac{i}{\Theta} \Theta \right)^{-\frac{d}{2}} \text{etr} \left( \frac{1}{4d} \Theta^2 \right)
\]
for fixed $\Theta \in \gamma^G(K)$. Before we start bounding (20), we will find the following lemma helpful for controlling expectations of functions of $U$.

**Lemma 22.** For all $x \in \mathbb{R}$, we have $\eta_d(x) \leq \sqrt{\frac{2}{\pi}} \exp \left( -\frac{d}{4} x^2 + O(d^{-1}) \right)$.

**Proof.** This follows by Stirling’s approximation and writing $x \cot x + \log \sin x \leq 1 - \frac{x^2}{2}$. \qed

Apropos of this bound and the bound in Corollary 19, we have the following lemma and corollary.

**Lemma 23.** Let $X_1, ..., X_N$ be i.i.d. centered real random variables with density function $f$ satisfying
\[
f(x) \leq \frac{Ce^{\frac{x^2}{2}}}{\sqrt{2\pi s^2}}
\]
for a fixed constant $C$. Set $X^* = \max_{j \leq N} |X_j|$. Then for $t < s^{-1}$ we have
\[
\mathbb{E} \exp \left( \frac{t^2 X^*_2}{2} \right) \leq \frac{\exp \left( \frac{t^2 s^2 \log(CN)}{1 - t^2 s^2} \right)}{1 - t^2 s^2}.
\]
Proof. Set \( g(x) := \exp \left( \frac{t^2 - x^2}{2} \right) \). Integrating by parts, applying a union bound, and then another integration by parts gives us

\[
E g(X_+) = g(0) + \int_0^\infty g'(x) \mathbb{P}[X_+ \geq x] dx \\
\leq g(0) + \int_0^\infty g'(x) \max \left( 1, C N \text{erfc} \left( \frac{x}{\sqrt{2}s} \right) \right) dx \\
= \frac{2}{\pi s^2} C N \int_{\sqrt{2} s \text{erfc}^{-1} \left( \frac{1}{C N} \right)}^\infty \exp \left( -(s^2 - t^2)x^2/2 \right) dx \\
= \frac{C N}{\sqrt{1 - t^2 s^2}} \text{erfc} \left( \sqrt{1 - t^2 s^2} \text{erfc}^{-1} \left( \frac{1}{C N} \right) \right).
\]

It can be seen by expanding the function \( \frac{\text{erfc}(\sqrt{1 - t^2 s^2}x)}{\sqrt{1 - t^2 s^2} \text{erfc}(x)} \) around \( x = \infty \)

\[
\frac{\text{erfc}(\sqrt{1 - t^2 s^2}x)}{\sqrt{1 - t^2 s^2} \text{erfc}(x)} \leq e^{t^2 s^2 x^2} \frac{1}{1 - t^2 s^2}
\]

for large \( x \). Taking \( x = \text{erfc}^{-1} \left( \frac{1}{C N} \right) \leq \sqrt{\log(CN)} \) gives the desired result.

Corollary 24. Under the same assumptions as the previous lemma, For each \( q \geq 1 \) there are constants \( C_q \) independent of \( N, C, \) and \( s \) such that \( \mathbb{E} X_n^q \leq C_q (s^2 \log(CN))^{q/2} \).

The following is the main remaining technical component of the proof.

Proposition 25. If \( G \) satisfies

\[
(n \log n + \sigma_G^2) \delta_G^2 = o(d^{-1} t_{p,d}^{-4}), \quad \sqrt{\sigma_G^2} \tau_G = o(d^{-1} t_{p,d}^{-3}), \quad \text{and} \quad \log n = O(dt_{p,d}^2),
\]

then

\[
\mathbb{E} \left[ \left| \frac{\varphi_V(\Theta)}{\varphi_M(\Theta)} \right| - 1 \mid \{ \Theta \in \gamma^G(K) \} \right] = o(1).
\]

Proof. Note first of all that for \( \Theta \in \gamma^G(K) \), we have

\[
\| \Theta \|_{op} \leq \| \Theta \|_F = O(dt_{p,d} \sqrt{\sigma_G}) = o \left( \frac{d}{\delta_G \sqrt{dt_{p,d}}} \right) = o(d).
\]

Thus we are justified in using (20) whenever \( \Theta \in \gamma^G(K) \). Towards bounding the modulus of (20) in this case, we have

\[
| \varphi_V(\Theta)/\varphi_M(\Theta) - 1 | \leq \sqrt{\mathbb{E} |\det \beta'(U)|^2 \mathbb{E} [ |R(U, \Theta) - 1|^2 |\Theta]}
\]

\[
= \sqrt{\mathbb{E} |\det \beta'(U)|^2 \mathbb{E} [ |R(U, \Theta) - 1|^2 |\Theta] + 2 \mathbb{E} [ |R(U, \Theta)| - \text{Re} R(U, \Theta)|\Theta]}
\]

We can do away with this first factor as follows. Note that \( \eta_2(U) = (2\pi (1 - \frac{t}{\delta_G})^2)^n \eta_2(U) \eta_{d-2}(U) \) and \( \eta_2(U) |\det \beta'(U)|^2 \leq \eta_2(U) |\det \beta'(0)|^2 = \left( \frac{2\pi}{d} \right)^n \). Thus

\[
\mathbb{E} |\det \beta'(U)|^2 \leq \int_{\mathbb{R}^n} \left( \frac{1}{2\pi} \right)^{\frac{n}{2}} e^{\left( 1 - \frac{2}{d} \right) \frac{d}{d-1}} \eta_{d-2}(U) dU \leq \int_{\mathbb{R}^n} e^{\frac{2\pi}{d} \eta_{d-2}(U)} dU = e^{\frac{2\pi}{d}}.
\]

Having done this, bounding (20) reduces to bounding

\[
e^{\frac{2\pi}{d}} \sqrt{\mathbb{E} [ |R(U, \Theta)| - 1|^2 |\Theta] + 2 \mathbb{E} [ |R(U, \Theta)| - \text{Re} R(U, \Theta)|\Theta]}
\]

for \( \Theta \in \gamma^G(K) \). Then by Jensen’s inequality, bounding (19) is reduced to bounding

\[
e^{\frac{2\pi}{d}} \sqrt{\mathbb{E} \left[ \left( |R(U, \Theta)| - 1 \right)^2 + 2 \left( |R(U, \Theta)| - \text{Re} R(U, \Theta) \right) \right] 1 \{ \Theta \in \gamma^G(K) \}}.
\]

(21)
To do this, we first need an estimate of \( L = L(U, \Theta) := \log R(U, \Theta) \). Let \( L_r \) and \( L_i \) be the real and imaginary parts of \( L \) respectively. Then we have

\[
\mathbb{E} \left[ (|R(U, \Theta)| - 1)^2 + 2(|R(U, \Theta)| - \text{Re} R(U, \Theta)) \right] 1 \{ \Theta \in \gamma^G(K) \} \\
= \mathbb{E} \left[ (e^{2L_r} - 2e^{L_r} + 1 + 2e^{L_r}(1 - \cos L_i)) \right] 1 \{ \Theta \in \gamma^G(K) \} \\
\leq \mathbb{E} \left[ (e^{2L_r} - 2L_r - 1 + e^{L_r}L_i^2) \right] 1 \{ \Theta \in \gamma^G(K) \} \\
\leq \mathbb{E} \left[ (e^{2L_r} - 2L_r - 1) \right] 1 \{ \Theta \in \gamma^G(K) \} + \sqrt{\mathbb{E}[e^{2L_r} \mathbb{1}\{\Theta \in \gamma^G(K)\}] \mathbb{E}[L_i^4 \mathbb{1}\{\Theta \in \gamma^G(K)\}].
\]

We now finish by computing some expectations of \( L \). We have put these expectations into lemmas whose proofs we delay, and we show how these lemmas complete the proof. By Lemmas 27 and 28,

\[
\mathbb{E} \left[ (e^{2L_r} - 2L_r - 1) \right] 1 \{ \Theta \in \gamma^G(K) \} = O \left( dt_{p,d}^4 \sigma_G \delta_G^2 + \sqrt{\sigma_G} dt_{p,d}^3 \tau_G \right).
\]

By Lemma 29,

\[
\sqrt{\mathbb{E}[e^{2L_r} \mathbb{1}\{\Theta \in \gamma^G(K)\}] \mathbb{E}[L_i^4 \mathbb{1}\{\Theta \in \gamma^G(K)\}]} = O \left( d t_{p,d}^6 \max \left( \frac{\delta_G^2 n \log n}{dt_{p,d}^2}, \frac{\sigma_G^2 \delta_G^4 t_{p,d}^2}{\tau_G} \right) \right).
\]

Since our assumptions on \( G \) imply that \( dt_{p,d}^4 \sigma_G^2 \delta_G^2 + \sqrt{\sigma_G} dt_{p,d}^3 \tau_G = o(1) \), the only term from this maximum that could compete with \( dt_{p,d}^4 \sigma_G^2 \delta_G^2 + \sqrt{\sigma_G} dt_{p,d}^3 \tau_G \) is \( n dt_{p,d}^4 \log n \). So in total,

\[
\mathbb{E} \left[ \left( \frac{\tau \nu_i}{\varphi_i(\Theta)} - 1 \right) \mathbb{1}\{\Theta \in \gamma^G(K)\} \right] = O \left( d t_{p,d}^3 (t_{p,d}^2 \delta_G^2 (n \log n + \sigma_G) + \sqrt{\sigma_G} \tau_G) \right) = o(1).
\]

\[\Box\]

**Lemma 26.** Let \( U_* := \max_{j \in [n]} |U_j| \) and \( \Theta_* := \max_{(j,k) \in G} |\Theta_{j,k}|. \) Then, for \( \Theta \) with \( \|\Theta\|_{op} < d \), we have

\[
L(U, \Theta) = \frac{i}{2d} \text{tr} \left( \Theta^2 U \right) + E(U, \Theta)
\]

where

\[
|E(U, \Theta)| = O \left( \frac{\|\Theta\|^2}{d} U_*^2 + \frac{\delta_G^2}{d^3} \Theta_*^2 + \tau_G \Theta_*^3 \right).
\]

**Proof.** Since \( \|\Theta\|_{op} < d \), we have

\[
\text{det} \left( I - \frac{i}{d} \Theta \beta(U)^{-1} \right)^{-2} = \text{etr} \left( -\frac{1}{4d} (\Theta \beta(U)^{-1})^2 - \frac{i}{6d^2} (\Theta \beta(U)^{-1})^3 \right) \exp \left( O \left( \frac{\|\Theta\|^2}{d^4} \right) \right).
\]

Therefore

\[
\left| L - \frac{i}{2d} \text{tr} \left( \Theta^2 U \right) \right| \leq \frac{1}{4d} \left| \text{tr} \left( \Theta^2 (I - 2iU) - (\Theta \beta(U)^{-1})^2 \right) \right| + \frac{1}{6d^2} \left| \text{tr} \left( \Theta \beta(U)^{-1} \right) \right| + O \left( \frac{\|\Theta\|^2}{d^4} \right).
\]

To bound this first term, we write

\[
\text{tr} \left( (\Theta \beta^{-1})^2 \right) = \sum_{j,k} \Theta_{j,k}^{-1} \beta_{j,k}^{-1} = \sum_{j,k} \Theta_{j,k}(1 - iU_{j,j} - iU_{k,k} + O(U_*^2)) = \text{tr} \left( \Theta^2 (I - 2iU) \right) + O \left( \|\Theta\|^2 U_*^2 \right).
\]

For the cubic term, we have

\[
\left| \text{tr} \left( \Theta \beta(U)^{-1} \right) \right| \leq \frac{1}{6d^2} \sum_{j,k,\ell} |\Theta_{j,k} \Theta_{k,\ell} \Theta_{\ell,j} \beta_{j,j}^{-1} \beta_{k,k}^{-1} \beta_{\ell,\ell}^{-1}| \leq \frac{\tau_G}{d^2} \Theta_*^3.
\]

So

\[
\left| L - \frac{i}{2d} \text{tr} \left( \Theta^2 U \right) \right| = O \left( \frac{\|\Theta\|^2}{d} U_*^2 + \frac{\tau_G}{d^2} \Theta_*^2 + \frac{\delta_G^2}{d^3} \Theta_*^2 \right).
\]

\[\Box\]
Lemma 27. Under the assumptions of Proposition 25,
\[ \mathbb{E}[|R|^2 1\{\Theta \in \gamma^G(K)\}] = 1 + O \left( dt_{p,d}^4 \sigma_G \delta_G^2 + dt_{p,d}^3 \sqrt{\sigma_G \tau_G} \right). \]

Proof. By the previous lemma, we can choose a constant \( C > 0 \) such that
\[
|R|^2 \leq \exp \left( -\frac{1}{d} \Im \text{tr}(\Theta^2 U) + C \left( \frac{||\Theta||_F^2}{d} U^2 + \frac{\tau_G}{d^2} \Theta^2 + \frac{\delta_G^2}{d^3} \Theta^2 \right) \right)
\]
\[
\leq \exp \left( -\frac{1}{d} \sum_j \left( \sum_k \Im \Theta_{jk}^2 \right) U_{jj} + C \left( \frac{||\Theta||_F^2}{d} U^2 + \frac{\tau_G}{d^2} \Theta^2 + \frac{\delta_G^2}{d^3} \Theta^2 \right) \right).
\]

Assuming \( \Theta \in \gamma^G(K) \), we know that \( ||\Theta||_F \leq O(\sqrt{\sigma_G dt_{p,d}}) \). So by Cauchy–Schwarz and the independence of the entries of \( U \),
\[
\mathbb{E} \left[ \exp \left( -\frac{1}{d} \sum_j \left( \sum_k \Im \Theta_{jk}^2 \right) U_{jj} + C' \sigma_G dt_{p,d}^2 U^2 \right) \right] \leq \mathbb{E} \left[ \exp \left( 2C' \sigma_G dt_{p,d}^2 U^2 \right) \right] \prod_j \mathbb{E} \left[ \exp \left( \frac{2}{d} \left( \sum_k \Im \Theta_{jk}^2 \right) U_{jj} \right) \right] \]
for some other constant \( C' \) and \( \Theta \in \gamma^G(K) \). This first expectation can be bounded via Lemma 23 by
\[
\frac{\exp \left( O(\sigma_G t_{p,d}^2 \log n) \right)}{1 - O(\sigma_G t_{p,d}^2)} = \exp \left( O(\sigma_G t_{p,d}^2 \log n) \right) = \exp \left( O(\sigma_G dt_{p,d}^4) \right)
\]
since \( \sigma_G t_{p,d}^2 < \sigma_G dt_{p,d}^4 \sqrt{G} + \sqrt{\sigma_G dt_{p,d}^2 \tau_G} = o(1) \) and \( \log n = O(\sigma_G dt_{p,d}^4) \). Recall that we are writing \( \Theta = \gamma^G(T) \) where \( T \) is a random matrix with density
\[
f_{\text{std}}(X) := \phi_M(\gamma^G) \prod_{(j,k) \in G} \frac{-it_{p,d} \gamma^G_{jk} \partial \gamma^G_{jk}}{2\pi i p_0 \gamma^G_{jk} \partial X_{jk}} \leq \prod_{(j,k) \in G} \sqrt{C' dt_{p,d}^2} \frac{4t_{p,d}^4}{2\pi} e^{-\frac{4t_{p,d}^4}{2\pi} X_{jk}^2}
\]
for an absolute constant \( C \). So writing \( \Theta = \gamma^G(T) \) with \( T \in K \), we have
\[
\sum_k \Im \Theta_{jk}^2 \leq 3dt_{p,d}^2 \sum_k |T_{jk}| \leq 3dt_{p,d}^2 \sqrt{\sum_k |T_{jk}|^2}.
\]
So by Lemma 22 we have
\[
\prod_j \mathbb{E} \left[ \exp \left( -\frac{2}{d} \left( \sum_k \Im \Theta_{jk}^2 \right) U_{jj} \right) \right] = \exp \left( O \left( \frac{n}{d} \right) + \frac{4}{d^2} \sum_j \left( \sum_k \Im \Theta_{jk}^2 \right)^2 \right) \leq \exp \left( O \left( \frac{n}{d} \right) + 36dt_{p,d}^4 \|T\|_F^2 \right) = \exp \left( O \left( dt_{p,d}^4 \sigma_G \right) \right).
\]

We have succeeded in showing that
\[
\mathbb{E}[|R|^2 |\Theta] = \exp \left( O \left( dt_{p,d}^4 \sigma_G + \frac{t_{p,d}^2 \sigma_G \delta_G^2 + t_{p,d}^3 \sqrt{\sigma_G \tau_G}}{d} \Theta^2 \right) \right)
\]
for \( \Theta \in \gamma^G(K) \) from which it follows that
\[
\mathbb{E}[|R|^2 |T] = \exp \left( O \left( dt_{p,d}^4 \sigma_G \right) + C(dt_{p,d}^4 \sigma_G \delta_G^2 + dt_{p,d}^3 \sqrt{\sigma_G \tau_G})(1 + o(1) + T_2^2) \right)
\]
for \( T \in K \) and a fixed constant \( C \). Since \( \mathbb{E} T^2 \log \sigma_G = O(\frac{\log n}{d t_{p,d}}) = O(1) \), by Lemma 23 we have
\[
\mathbb{E}[|R|^2 |T = 1] \in K] = \exp \left( O \left( dt_{p,d}^4 \sigma_G \delta_G^2 + dt_{p,d}^3 \sqrt{\sigma_G \tau_G} \right) \right) - 1 - O \left( \sqrt{\sigma_G t_{p,d} (t_{p,d} \sqrt{\sigma_G \delta_G^2 + \tau_G})} \right)
\]
Since our assumptions on \( G \) imply that \( dt_{p,d}^4 \sigma_G \delta_G^2 + dt_{p,d}^3 \sqrt{\sigma_G \tau_G} = o(1) \), the result now follows. \( \square \)
Lemma 28. Under the assumptions of Proposition 25,

\[-E[L_r(U, \Theta)1\{\Theta \in \gamma^G(K)\}] = O \left( dt^4 \sigma_G \delta_G + \tau_G dt^3 \right).

Proof. By Lemma 26,

\[-L_r(U, \Theta)1\{\Theta \in \gamma^G(K)\} \leq \frac{1}{2d} \text{Im} \text{tr}(\Theta^2 U)1\{\Theta \in \gamma^G(K)\} + C \left( dt^2 \sigma_G U^2 + \frac{\sigma_G t^2 u^2}{d^2} \Theta^2 + \frac{\tau_G}{d^2} \Theta^2 \right)

for a large enough constant C. So by Corollary 24

\[-E[L_r(U, \Theta)1\{\Theta \in \gamma^G(K)\}] \leq C \left( \sigma_G dt^2 \sigma_G U^2 + \frac{\sigma_G t^2 u^2}{d^2} \Theta^2 + \frac{\tau_G}{d^2} \Theta^2 \right)

\leq C \left( \sigma_G dt^2 log n + \sigma_G dt^2 \delta_G^2 (1 + o(1) + ET^2) + \tau_G dt^3 \Theta (1 + o(1) + T^6)^{3/2} \right)

= O \left( \sigma_G dt^4 \delta_G^2 (1 + ET^2) + \tau_G dt^3 \Theta (1 + T^6)^{3/2} \right).

By Corollary 24, \( ET^2 = O(\frac{\log n}{dt^p}) = O(1) \) and

\[ E(1 + T^6)^{3/2} \leq \sqrt{E(1 + T^6)} = O \left( (1 + ET^2)^{3/2} \right) = O(1). \]

\[ \square \]

Lemma 29. Under the assumptions of Proposition 25, we have

\[ E \left[ L_i(U, \Theta)1\{\Theta \in \gamma^G(K)\} \right] = O \left( dt^4 \max \left( \frac{\delta^2 \log n}{dt^p}, \sigma_G \sigma_G^2 \delta_G^2, \tau_G \right) \right). \]

Proof. By Lemma 26 we have

\[ L_i(U, \Theta) = -\frac{1}{2d} \text{tr}(\text{Re} \Theta^2 U) + E(U, \Theta) \]

where

\[ |E(U, \Theta)| = O \left( \frac{||\Theta||_2^2}{d} U^2 + \frac{\delta^2 ||\Theta||_2^2}{d^3} \Theta^2 + \frac{\tau_G}{d^2} \Theta^2 \right). \]

In particular,

\[ |E(U, \Theta)|1\{\Theta \in \gamma^G(K)\} = O \left( \sigma_G dt^2 \sigma_G U^2 + \frac{\sigma_G \delta^2 \sigma_G^2 dt^2}{d^3} \Theta^2 + \frac{\tau_G}{d^2} \Theta^2 \right). \]

Let \( F \) be the sigma-algebra generated by \( \Theta \) and the value of \( U \). To condense notation, set

\[ A_j := -\frac{1}{2d} \left( \sum_k \text{Re} \Theta^2_{jk} \right). \]

and

\[ C := E[E(U, \Theta)|F]1\{\Theta \in \gamma^G(K)\}. \]

so that \( A_j \) and \( C \) are both \( F \)-measurable. Then the entries of \( U \) conditioned on \( F \) remain symmetric and independent. Thus, for \( \Theta \in \gamma^G(K) \), we have

\[ E[L_i(U, \Theta)^4|F] = E \left[ \left( \sum_j A_j U_{jj} \right)^4 \right] |F| + 6C^2 E \left[ \left( \sum_j A_j U_{jj} \right)^2 \right] |F| + C^4 \]

\[ = O \left( n^2 U^4 \max_j A_j^4 + C^2 n U^2 \max_j A_j^2 + C^4 \right) \]

\[ = O \left( n^2 \delta^2 d^{-4} U^4 \Theta^8 + C^2 n \delta^2 d^{-2} U^2 \Theta^4 + C^4 \right). \]
By Corollary 19, Lemma 22, and Corollary 24, for any polynomial \( P \) in two variables with nonnegative coefficients, we have
\[
\mathbb{E}P(U_*, \Theta_*) = O\left(P(\mathbb{E}U_*, \mathbb{E}\Theta_*)\right).
\]
Since we can bound \( C \) by such a polynomial, we find that
\[
\mathbb{E}\left[L_i(U, \Theta)^4 \mathbf{1}(\Theta \in \gamma^G(K))\right] = O\left(n^2 \delta^6 \log^4 (\mathbb{E}U_*)^4 (\mathbb{E}\Theta_*)^8 + (\mathbb{E}C)^2 n \delta^2 d^{-2} (\mathbb{E}U_*)^2 (\mathbb{E}\Theta_*)^4 + (\mathbb{E}C)^4\right).
\]
We have \( \mathbb{E}U_* = O(\sqrt{\log n/d}) \), \( \mathbb{E}\Theta_* = O(dt_{p,d}) \), and
\[
\mathbb{E}C = O\left(\sigma_G dt^2_{p,d} \mathbb{E}U_*^2 + \frac{\sigma_G \delta^2 t_{p,d}}{d} \mathbb{E}\Theta_*^2 + \frac{\tau_G}{d^2} \mathbb{E}\Theta_*^4\right).
\]
So
\[
\mathbb{E}\left[L_i(U, \Theta)^4 \mathbf{1}(\Theta \in \gamma^G(K))\right] = O\left(n^2 \delta^6 \log^2 n (\mathbb{E}\Theta_*)^8 + (\mathbb{E}C)^2 n \delta^2 d^{-3} \log n (\mathbb{E}\Theta_*)^4 + (\mathbb{E}C)^4\right)
\]
\[
= O\left(n^2 \delta^6 \log^2 n (\mathbb{E}U_*^2 + \frac{\sigma_G \delta^2 t_{p,d}}{d} \mathbb{E}\Theta_*^2 + \frac{\tau_G}{d^2} \mathbb{E}\Theta_*^4)\right)
\]
\[
= O\left(n^2 \delta^6 \log^2 n \left(1 + \frac{(\mathbb{E}C)^2}{n \log n \delta^2 t_{p,d} \mathbb{E}\Theta_*^2 + \frac{\tau_G}{d^2} n \log n \delta^2 t_{p,d} \mathbb{E}\Theta_*^4}\right)\right)
\]
\[
= O\left(n^2 \delta^6 \log^2 n \left(1 + \frac{dt_{p,d} (\sigma_G \delta^2 t_{p,d} \mathbb{E}\Theta_*^2 + \frac{\tau_G}{d^2} n \log n \delta^2 t_{p,d} \mathbb{E}\Theta_*^4)}{n \log n \delta^2 t_{p,d} \mathbb{E}\Theta_*^4}\right)\right)
\]
\[
= O\left(dt^{12}_{p,d} \max \left(\frac{\delta^2 n \log n}{dt^2_{p,d}}, \sigma_G \delta^2 t_{p,d} \mathbb{E}\Theta_*^2, \tau_G^2 \right)\right).
\]

\[\Box\]

**Proof of Theorem 3.** The only thing that needs to be checked here is that the conditions of Theorem 3 imply all of the conditions for Lemma 21 and Proposition 25. Recall the conditions assumed in Theorem 3 were that \( \log d = O(\log p^{-1}) \), \( n, d \to \infty \), and that \( G \) satisfies
\[
(\sigma_G + \mu_G \log \mu_G) \delta_G^2 = o\left(\frac{d}{\log^2 p^{-1}}\right), \quad \sigma_G \tau_G^2 = o\left(\frac{d}{\log^2 p^{-1}}\right), \quad \text{and} \quad \frac{\mu_G \delta_G^2}{\sigma_G} = O\left(\frac{d \log d}{\log^2 p^{-1}}\right).
\]
From Lemma 8, we can compare \( \log p^{-1} = \Theta(dt_{p,d}) \), and thus we have
1. \( \log d = O(dt^2_{p,d}) \),
2. \( (\sigma_G + \mu_G \log \mu_G) \delta_G^2 = o\left(d^{-1} t_{p,d}^{-4}\right) \),
3. \( \sigma_G \tau_G^2 = o\left(d^{-2} t_{p,d}^{-6}\right) \),
4. \( \frac{\mu_G \delta_G^2}{\sigma_G} = O\left(d^{-1} t_{p,d}^{-4} \log d\right) \).

We will start with the conditions of Proposition 25. The conditions \( (\sigma_G + \mu_G \log \mu_G) \delta_G^2 = o(d^{-1} t_{p,d}^{-4}) \) and \( \sqrt{\sigma_G} \tau_G = o(d^{-1} t_{p,d}^{-3}) \) follow from conditions 2 and 3 above. Conditions 1 and 2 give us \( \log \mu_G = O(\log d) = O(dt^2_{p,d}) \).

As for Lemma 21, we need to show that conditions 1 through 4 imply that
\[
\log d = O(dt^2_{p,d}), \quad \sigma_G = o(t_{p,d}^{-2}), \quad \delta_G = o(t_{p,d}^{-1}), \quad \frac{\mu_G \delta_G^2}{\sigma_G} = O\left(\frac{\log d}{dt^4_{p,d}}\right), \quad \text{and} \quad \frac{\tau_G}{\sigma_G} = O\left(\frac{\log d}{dt^4_{p,d}}\right).
\]
Both \( \log d = O(d t^2 p, d) \) and \( \frac{\mu_G t^2}{\sigma_G} = o \left( \frac{\log d}{dt p, d} \right) \) are just conditions 1 and 4 respectively. Condition 2 implies both that \( \sigma_G = o \left( d^{-1} t^{-3} \delta^{-1} \right) = o(t^{-3}) \) and that \( \delta_G = o(t_d^{-1}) \). Finally, condition 3 tells us that

\[
\frac{\tau_G}{\sigma_G} = o \left( \frac{\sigma_G^{3/2}}{dt p, d} \right) = O \left( \frac{\log d}{dt^5 p, d} \right),
\]

which completes the proof.

\[\square\]

## A Path Integration and Deformation

In this section we review the necessary results that allow us to use these techniques. For this section, \( U \) will always denote a nonempty open subset of \( \mathbb{C} \) unless it is stated otherwise and \( -\infty < a < b < \infty \).

**Definition 30.** A map \( f : U \to \mathbb{C} \) is said to be holomorphic if and only if the limit \( \lim_{z \to z_0} \frac{f(z) - f(z_0)}{z - z_0} \) exists and is finite for all \( z_0 \in U \). In the special case that \( U = \mathbb{C} \), \( f \) is called entire.

**Definition 31.** Given a closed interval \( [a, b] \) and points \( A, B \in \mathbb{C} \), a path from \( A \) to \( B \) is a continuous map \( \alpha : [a, b] \to \mathbb{C} \) that’s real and imaginary parts are both piecewise differentiable over \( (a, b) \) and which satisfies \( \alpha(a) = A \) and \( \alpha(b) = B \). In the special case that \( A = B \), \( \alpha \) is called a contour.

**Definition 32.** Two paths \( \alpha, \beta : [a, b] \to U \) are called smoothly homotopic in \( U \) if there is a continuous map \( H : [a, b] \times [0, 1] \to U \) such that \( H(x, 0) = \alpha(x) \), \( H(x, 1) = \beta(x) \), and which is continuously differentiable in the second variable whenever the first variable is in \( (a, b) \). This map \( H \) is called a smooth homotopy from \( \alpha \) to \( \beta \). In this context, \( \alpha \) is called the initial path and \( \beta \) is called the target path. If \( f : U \to \mathbb{C} \) is holomorphic, we may say that \( \alpha \) and \( \beta \) are homotopic with respect to \( f \).

**Definition 33.** For a path \( \alpha : [a, b] \to U \) and a holomorphic function \( f : U \to \mathbb{C} \), the path integral of \( f \) over \( \alpha \) is defined as

\[
\int_{\alpha} f(z)dz := \int_{a}^{b} f(\alpha(x))\alpha'(x)dx.
\]

**Definition 34.** For \( f : U \to \mathbb{C} \) Lebesgue–measurable and \( \alpha : [a, b] \to U \) a path, we will write \( f \in L^1(\alpha) \) to indicate that

\[
\int_{\alpha} |f(z)|dz := \int_{a}^{b} |f(\alpha(x))\alpha'(x)|dx < \infty.
\]

In the special case where \( -a = b \) is allowed to tend to \( \infty \), we’ll write \( f \in L^1(\alpha) \) if and only if

\[
\lim_{b \to \infty} \int_{-b}^{b} |f(\alpha(x))\alpha'(x)|dx < \infty.
\]

**Theorem 35** (Path Independence). Let \( f : U \to \mathbb{C} \) be holomorphic and \( \alpha, \beta : [a, b] \to U \) be two paths from \( A \) to \( B \) which are smoothly homotopic in \( U \). Then

\[
\int_{\alpha} f(z)dz = \int_{\beta} f(z)dz.
\]

A slightly stronger result than this is stated and proved in Theorem 6.13 of [Con95].

**Corollary 36.** Let \( f : U \to \mathbb{C} \) be holomorphic and \( \alpha, \beta : [a, b] \to U \) be two paths which do not necessarily have the same endpoints. Suppose \( H : [a, b] \times [0, 1] \to U \) is a smooth homotopy between \( \alpha \) and \( \beta \) and define paths \( \gamma, \delta : [0, 1] \to U \) by \( \gamma(y) := H(a, y) \) and \( \delta(y) := H(b, y) \). Then

\[
\int_{\alpha} f(z)dz - \int_{\beta} f(z)dz = \int_{\gamma} f(z)dz - \int_{\delta} f(z)dz.
\]

**Proof.** Note that \( \alpha(b) = \delta(0) \) and \( \beta(a) = \gamma(1) \). As such, we can write

\[
(\alpha + \delta)(t) := \begin{cases} 
\alpha \left( (b - a)t + b \right), & t \in [-1, 0] \\
\delta(t), & t \in [0, 1]
\end{cases}
\]
to denote the concatenation of $\alpha$ and $\delta$, and we can define $\beta + \gamma$ analogously. Thus we have two homotopic paths $\alpha + \delta$ and $\beta + \gamma$ between the points $\alpha(a) = \gamma(0)$ and $\beta(b) = \delta(1)$. So path independence gives us that

$$\int_{\alpha + \delta} f(z) dz = \int_{\beta + \gamma} f(z) dz.$$ 

We leave this part to the reader to check for themselves, but it follows from the definition of a path integral and standard manipulations of Riemann integrals that

$$\int_{\alpha} f(z) dz + \int_{\delta} f(z) dz = \int_{\alpha + \delta} f(z) dz = \int_{\beta} f(z) dz + \int_{\gamma} f(z) dz$$

from which the result follows.

**Corollary 37.** Let $f : U \to \mathbb{C}$ be holomorphic and $\alpha, \beta : [-T, T] \to U$ be two paths which are homotopic over $U$. Suppose $H : [-T, T] \times [0, 1] \to U$ is a smooth homotopy between $\alpha$ and $\beta$ such that $\frac{\partial}{\partial y} H(t, y) \leq M$. Then

$$\left| \int_{\alpha} f(z) dz - \int_{\beta} f(z) dz \right| \leq M \sup_{y \in [0, 1]} \left| f(H(-T, y)) - f(H(T, y)) \right|.$$ 

Finally, we would like a way to cleanly extend these deformation results to functions of more than one complex variable. Let $U$ be an open subset of $\mathbb{C}^N$ and suppose that $f : U \to \mathbb{C}$ is holomorphic in each variable. By this we mean that if we fix the coordinates $z_k$ for $k \neq j$, then the single variable map $f_j(z) := f(z_1, ..., z_{j-1}, z, z_{j+1}, ..., z_N)$ is holomorphic over $\{ z \in \mathbb{C} : (z_1, ..., z_{j-1}, z, z_{j+1}, ..., z_N) \in U \}$ whenever this set is nonempty. We can define paths in $\mathbb{C}^N$ (at least the ones we will be interested in) as $N$–ary direct products of paths in $\mathbb{C}$. We can then define via Fubini’s theorem the path integral of $f : U \to \mathbb{C}$ over $\prod_{j=1}^{N} \alpha_j : \prod_{j=1}^{N} [a_j, b_j] \to U$ in this setting by writing

$$\int_{\prod_{j=1}^{N} a_j} f(z) dz := \int_{a_1}^{b_1} \cdots \int_{a_N}^{b_N} f(\alpha_1(x_1), ..., \alpha_N(x_N)) \prod_{j=1}^{N} \alpha_j'(x_j) dx.$$ 

The next lemma gives us sufficient conditions for being able to deform such paths in the special circumstances that are relevant for our purposes. For a path $\alpha : [a, b] \to \mathbb{C}$, define $\alpha^k : [a, b]^k \to \mathbb{C}^k$ by $\alpha^k(x_1, ..., x_k) := (\alpha(x_1), ..., \alpha(x_k))$. For $z \in \mathbb{C}^N$ and $1 \leq k \leq N$, let $\hat{z}_k := (z_1, ..., z_{k-1},z_{k+1}, ..., z_N) \in \mathbb{C}^{N-1}$.

**Lemma 38.** Let $U \subseteq \mathbb{C}^N$ be open and let $f : U \to \mathbb{C}$ be holomorphic. Let $\alpha, \beta : \mathbb{R} \to \mathbb{C}$ be piecewise differentiable and let $\alpha_T, \beta_T$ be the respective restrictions of these functions to $[-T, T]$ which, for each $T > 0$, are homotopic over $\mathbb{C}$ via the smooth homotopy $H$ with target $\beta$ and $\frac{\partial}{\partial y} H(t, y) \leq M$ for all $T > 0$. Suppose that $(H(x_1, y_1), ..., H(x_N, y_N)) \in U$ for all $(x_1, ..., x_N, y_1, ..., y_N) \in \mathbb{R}^N \times [0, 1]^N$. Suppose for $0 \leq k \leq N$ that $f \in L^1(\alpha^{N-k} \times \beta^k)$ and

$$\lim_{T \to \infty} \sup_{y \in [0, 1]} |f_k(H(\pm T, y))| = 0$$

whenever $\hat{z}_k \in \alpha^{N-k} \times \beta^{k-1}$. Then

$$\lim_{T \to \infty} \left| \int_{\alpha_T^N} f(z) dz - \int_{\beta_T^N} f(z) dz \right| = 0.$$ 

**Proof.** We have

$$\left| \int_{\alpha_T^N} f(z) dz - \int_{\beta_T^N} f(z) dz \right| \leq \sum_{k=1}^{N} \left| \int_{\alpha_T^{N-k+1} \times \beta_T^k} f(z) dz - \int_{\alpha_T^{N-k} \times \beta_T^k} f(z) dz \right|.$$ 

We will focus on just the $k$th summand. By Fubini–Tonelli, we can rearrange our integrals to find that

$$\left| \int_{\alpha_T^{N-k+1} \times \beta_T^k} f(z) dz - \int_{\alpha_T^{N-k} \times \beta_T^k} f(z) dz \right| \leq \int_{\alpha_T^{N-k} \times \beta_T^{k-1}} \left| f(z) dz_k - \int_{\beta_T} f(z) dz_k \right|.$$ 

By dominated convergence, our assumptions about $f$ and $f_k$, and the previous corollary, this tends to 0 as $T \to \infty$. 
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