Theoretical analysis for critical fluctuations of relaxation trajectory near a saddle-node bifurcation
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A Langevin equation whose deterministic part undergoes a saddle-node bifurcation is investigated theoretically. It is found that statistical properties of relaxation trajectories in this system exhibit divergent behaviors near a saddle-node bifurcation point in the weak-noise limit, while the final value of the deterministic solution changes discontinuously at the point. A systematic formulation for analyzing a path probability measure is constructed on the basis of a singular perturbation method. In this formulation, the critical nature turns out to originate from the neutrality of exiting time from a saddle-point. The theoretical calculation explains results of numerical simulations.
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I. INTRODUCTION

To uncover the nature of fluctuations near a bifurcation point has provided a clue to understanding of singularities observed in a rich variety of phenomena. The most typical example of such studies is the Ginzburg-Landau theory for equilibrium critical phenomena [1]. According to this theory, the description of fluctuations in the system that undergoes a pitchfork bifurcation is a starting point for characterizing the Ising universality class of the paramagnetic-ferromagnetic transition. The second example is a theory of collective synchronization in coupled oscillators [2]. In this phenomenon, the mechanism of the cooperative oscillation is explored by studying fluctuations near a Hopf bifurcation. The third example is related to a theory of directed percolation, whose universality class is characterized by a transcritical bifurcation with a multiplicative noise [3]. From a viewpoint of bifurcation theory, a pitchfork bifurcation, a Hopf bifurcation, and a transcritical bifurcation are local co-dimension one bifurcations [4]. Now, the last one in this type of bifurcations is a saddle-node bifurcation.

Mathematically, a saddle-node bifurcation in a differential equation is defined as the appearance of a pair of saddle type fixed point and node type fixed point with respect to change in a system parameter. This bifurcation has been found in many models such as a mean field model of the spinodal transition [5], a model of driven colloidal particles [6], bio-chemical network models [7–10], a dynamical model associated with a $k$-core percolation problem [11], and a random-field Ising model [12]. Theoretically, once it is found that a system undergoes a saddle-node bifurcation, its deterministic behavior near the bifurcation point is immediately derived, as seen in standard textbooks [4]. As an example, a characteristic time scale exhibits divergent behavior proportional to $\epsilon^{-1/2}$, where $\epsilon$ represents the distance from the bifurcation point.

Now, in a manner similar to the other local co-dimension one bifurcations, it is expected that fluctuations near a saddle-node bifurcation exhibits a singular behavior. Thus far, the singular nature of the fluctuations has not been focused on except for some works [6, 8, 9, 11–14], and its theoretical study is still immature compared with much progress in theories of fluctuations near the other bifurcations. However, as we already pointed out [9, 11–13], a stochastic model under a saddle-node bifurcation is regarded as the simplest one of systems that exhibit the coexistence of discontinuous transition and critical fluctuation. Such a coexistence has been observed in the dynamical heterogeneity in glassy systems [15–21]. Therefore, a theoretical method for describing fluctuations near a saddle-node bifurcation might be useful for studying wider systems including glassy systems (see Sec. V as a related discussion).

With this background, in the present paper, we analyze a Langevin equation for a quantity $\phi$ in which the deterministic part undergoes a saddle-node bifurcation. Especially, we investigate statistical properties of relaxation behavior near the bifurcation point with small noise intensity $T$. Note that $T$ is proportional to the inverse of the number of elements in cases of many-body systems with an infinite range interaction [9] or defined on a random graph [11, 12]. Then, the fluctuation intensity $\chi_{\phi}(t)$ of relaxation trajectories exhibits a divergent behavior similar to those observed in the dynamical heterogeneity. The aim of this paper is to describe this divergent behavior theoretically.

The main idea in our theoretical analysis is to express a single trajectory in terms of a singular part and the others. Concretely, we focus on the exiting time $\theta$ from a saddle-point and find that $\theta$ exhibits the divergent behavior $\langle (\theta - \langle \theta \rangle)^2 \rangle \sim T^{-2/3}$ in the limit $T \to 0$ with $\epsilon = 0$ fixed and $\langle (\theta - \langle \theta \rangle)^2 \rangle \sim \epsilon^{-5/2}$ in the limit $\epsilon \to 0$ with $T \ll 1$ fixed. In addition to these divergent behaviors, we derive a statistical distribution of $\theta$, by which $\chi_{\phi}(t)$ is
calculated. This idea does not only make the calculation possible, but also provides us an insight for the nature of the divergent fluctuations near a saddle-node bifurcation. That is, the most important quantity that characterizes the fluctuations near a saddle-node bifurcation is the exiting time from the saddle-point.

This paper is organized as follows. In Sec. II, we present a model, and display numerical results on divergent behavior of $\chi_\phi(t)$. In Sec. III on the basis of a simple phenomenological argument, we derive critical exponents characterizing the divergent behavior. We also present the basic idea of our theory. In Sec. IV by employing a singular perturbation method, we construct a systematic perturbation theory so as to determine the divergent behavior of $\phi$. Furthermore, when $\epsilon = 1$, while there are two fixed points $\phi = 0$ and $\phi = 1$ when $\epsilon = 0$. Since the latter is marginally stable, it is called a marginal saddle. Furthermore, when $\epsilon < 0$, there are two stable fixed point and one unstable fixed point. This qualitative change of deterministic trajectories at $\epsilon = 0$ is called saddle-node bifurcation. Throughout this paper, we assume the initial condition $\phi(0) = \phi_0 > 1$ and $\epsilon \geq 0$ so that the trajectories pass the marginal saddle at $\phi = 1$.

We denote a trajectory $\phi(t)$, $0 \leq t \leq \infty$, by $[\phi]$. All the statistical quantities of trajectories are described by the path probability measure

$$P([\phi]) = \frac{1}{Z_\phi} \exp\left(\frac{-F(\phi)}{\epsilon}\right),$$

where $Z_\phi$ is the normalization factor which is independent of $[\phi]$, and $F([\phi])$ is determined as

$$F([\phi]) = \frac{1}{4} \int dt \left((\partial_t \phi - f_\epsilon(\phi))^2 + 2T f'_\epsilon(\phi)\right).$$

(See Appendix A for its derivation.) The last term in (6) corresponds to the Jacobian associated with the transformation from a noise sequence $[\xi]$ to the corresponding trajectory $[\phi]$.

### A. Numerical simulations

Before entering the theoretical analysis of (1), we report results of numerical simulations. The Langevin equation was solved numerically with the Heun method [22] with a time step $10^{-4}$, and the initial condition was fixed as $\phi(0) = \phi_0 = 1.2$. The expectation value $\langle A \rangle$ of a fluctuating quantity $A$ was estimated as the average of one-hundred data. By using ten independent samples of the estimated values, the value of $\langle A \rangle$ is conjectured with error-bars.

In Fig. 2, we display nine trajectories $\phi(t)$ for the system with $\epsilon = 0$ and $T = 10^{-6}$, where each trajectory is generated by a different noise sequence. The trajectories are clearly distinguished despite a rather small value of $T$. It is seen that a major difference among the trajectories is the exiting time from a region near $\phi = 1$. Similar behaviors are observed for other small values of $\epsilon$ and $T$.

In order to clarify $(\epsilon, T)$ dependence of the relaxation behavior, we investigate $\phi(t)$ for several values of $\epsilon$ and $T$. As is seen from Fig. 3 $\langle \phi(t) \rangle$ exhibits the two steps relaxation, and the plateau regime around $\phi \simeq 1$ becomes longer as $T$ is decreased with $\epsilon = 0$ fixed (see Fig. 3), or as $\epsilon$ is decreased with $T = 2^{-20}$ fixed (see the inset of Fig. 3). These qualitative behaviors are easily conjectured from the form of the potential $v_\epsilon(\phi)$.

An impressive feature of the relaxation behavior is qualied by the fluctuation intensity of $\phi(t)$:

$$\chi_\phi(t) = T^{-1}(\langle \phi^2(t) \rangle - \langle \phi(t) \rangle^2).$$

FIG. 1: (color online). Potential $v_\epsilon(\phi)$ for a few values of $\epsilon$. The functional form of $v_\epsilon(\phi)$ is given by

$$v_\epsilon(\phi) = \frac{\epsilon}{2} \phi^2 + \frac{1}{2} \phi^2 - \frac{2}{3} \phi^3 + \frac{1}{4} \phi^4.$$
Note that $\chi_\phi(t)$ is independent of $T$ in the limit $T \to 0$ when fluctuations are not singular. As displayed in Fig. 4, each $\chi_\phi(t)$ for small $\epsilon$ and $T$ takes a maximum value at a time $t_*$. Furthermore, it is seen from these graphs that both the time $t_*$ and the amplitude $\chi_\phi(t_*)$ increase as $T$ is decreased with $\epsilon = 0$ fixed (see Fig. 4) or as $\epsilon$ is decreased with $T = 2^{-20}$ fixed (see the inset of Fig. 4).

\begin{figure}[h]
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\includegraphics[width=0.8\textwidth]{fig2}
\caption{(color online). Trajectories $\phi(t)$ with $\epsilon = 0$ and $T = 2^{-20}$. The nine trajectories are generated by different noise sequences, respectively.}
\end{figure}

\begin{figure}[h]
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\includegraphics[width=0.8\textwidth]{fig3}
\caption{(color online). $\langle \phi(t) \rangle$ for several values of $T$. $\epsilon = 0$. Inset: $\langle \phi(t) \rangle$ for several values of $\epsilon$. $T = 2^{-20}$.}
\end{figure}

Now, we describe the divergent behaviors of $t_*$ and $\chi_\phi(t_*)$ quantitatively. We first note that the behaviors are classified into two regimes, (i) $\epsilon \ll T^{2/3} \ll 1$ and (ii) $T^{2/3} \ll \epsilon \ll 1$. We observe
\begin{align}
t_* &\simeq T^{-1/3}, \\
\chi_\phi(t_*) &\simeq T^{-1},
\end{align}
in the regime (i), while
\begin{align}
t_* &\simeq \epsilon^{-1/2}, \\
\chi_\phi(t_*) &\simeq \epsilon^{-5/2},
\end{align}
in the regime (ii). The relations (8) and (9) are conjectured from the graphs in the mainframes of Figs. 5 and 6 respectively. Indeed, all the data of $t_* T^{1/3}$ and $\chi_\phi(t_*) T$ seem to coincide with each other in the regime $\epsilon T^{-2/3} \ll 1$ for different small values of $T$. The graphs in the insets of Figs. 5 and 6 also indicate the relations (10) and (11) in the limit $T \to 0$ with small $\epsilon$ fixed.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig5}
\caption{(color online). $t_* T^{1/3} = \chi_\phi(t_* ) T$ as functions of $\epsilon T^{-2/3}$ for several values of $T$. Inset: $t_*$ as functions of $\epsilon$. The guide line represents a power-law function $t_* \simeq \epsilon^{-1/2}$.}
\end{figure}

The specific purpose of this paper is to provide a the-
The fluctuation intensity of \( \phi(t) \) exhibits the discontinuous behavior from \( \epsilon = 0 \) to \( \epsilon \to 0^+ \) with \( T = 0 \) fixed or from \( T = 0 \) to \( T \to 0^+ \) with \( \epsilon = 0 \) fixed. The coexistence of the discontinuous nature of \( \langle \phi(t) \rangle \) and the critical nature of \( \chi_\phi(t_s) \) is a characteristic feature of stochastic dynamics near a saddle-node bifurcation. Such a coexistence, which is called a mixed order transition, has been observed in several systems in the context of dynamical heterogeneity [15,21]. See a related discussion in Sec. V.

### III. PHENOMENOLOGICAL ANALYSIS

In this section, we present a phenomenological argument for deriving the relations [S, 9, 10, and 11]. This argument also provides an essential idea behind a systematic perturbation method which will be presented in Sec. IV.

We first note that there are two small parameters \( \epsilon \) and \( T \) in this problem. Despite of this fact, the discontinuous nature of \( \langle \phi(t) \rangle \) causes difficulties in the theoretical analysis. Indeed, we need a special idea so as to develop a perturbation method. Let us recall the typical trajectories displayed in Fig. 2. All the trajectories are kinked in the time direction. Here, the kink position, which corresponds to the exiting time from a region around \( \phi = 1 \), fluctuates more largely than the other parts of the trajectories. These observations lead to a natural idea that a kink-like trajectory is first identified as an unperturbed state.

We illustrate the idea more concretely. Let us consider two special solutions of the perturbation method. The first is the special solution \( \phi_{sp}(t) \) under the conditions \( \phi_{sp}(t) \to 1 \) as \( t \to -\infty \), \( \phi_{sp}(t) \to 0 \) as \( t \to \infty \), and \( \phi_{sp}(0) = 1/2 \). \( \phi_{sp}(t) \) takes a kink-like form that connects the two fixed points. (See Fig. 7) The second one is the special solution \( \phi_{Bo}(t) \) under the conditions \( \phi_{Bo}(0) = 0 \) and \( \phi_{Bo}(t) \to 1 \) as \( t \to \infty \). \( \phi_{Bo}(t) \) connects the initial value and the marginal saddle. (See Fig. 7) Then, by introducing a time \( \theta \) which corresponds to a kink position, we express trajectories as

\[
\phi(t) = \phi_{sp}(t - \theta) + (\phi_{Bo}(t - 1) + \varphi(t - \theta)),
\]

where \( \varphi(t - \theta) \) represents deviation from the superposition of the two special solutions.

Now, fluctuations of \( \phi(t) \) are expressed in terms of those of \( \theta \) and \( \varphi \). Then, it is reasonable to assume that \( \varphi \) does not contribute largely to the divergent part of the fluctuation intensity of \( \phi(t) \). With this assumption, \( \langle \phi(t) \rangle \) and \( \chi_\phi(t) \) are estimated as

\[
\langle \phi(t) \rangle = \langle \phi_{sp}(t - \theta) \rangle,
\]

and

\[
\chi_\phi(t) = \frac{1}{T} \left( \langle \phi_{sp}(t - \theta)^2 \rangle - \langle \phi_{sp}(t - \theta) \rangle^2 \right),
\]

where the statistical average is taken over \( \theta \) with a distribution function of \( \theta \). On the basis of these expressions, we provide a phenomenological argument by which we can determine the exponents characterizing the divergent behavior of \( t_s \) and \( \chi_\phi(t_s) \).

The argument is divided into three parts. In Sec. III A we first derive the scaling forms of \( \langle \theta \rangle \) and \( \langle (\theta - \langle \theta \rangle)^2 \rangle \) in the two regimes, \( T^{2/3} \ll \epsilon \ll 1 \) and \( \epsilon \ll T^{2/3} \ll 1 \), respectively. Second, based on these expressions, we conjecture the distribution functions \( P(\theta) \) for the two regimes. Finally, in Sec. III B by using \( P(\theta) \), we calculate the critical exponents of \( t_s \) and \( \chi_\phi(t_s) \), which were observed numerically in [S, 9, 10, and 11].

#### A. Statistical properties of \( \theta \)

The fluctuation intensity of \( \theta \) is defined as

\[
\chi_\theta = \frac{1}{T} \langle (\theta^2) - \langle \theta \rangle^2 \rangle.
\]

We then assume scaling relations

\[
\langle \theta \rangle = T^{-\zeta/\nu_s} f_1(T^{-1/\nu_s} \epsilon), \quad (16)
\]

\[
\chi_\theta = T^{-\gamma/\nu_s} f_2(T^{-1/\nu_s} \epsilon), \quad (17)
\]

for small \( \epsilon \) and \( T \), with new exponents \( \zeta' \), \( \nu_s \), and \( \gamma' \). Here, the scaling functions \( f_1(x) \) and \( f_2(x) \) satisfy two conditions: (i) \( f_1(0) \) and \( f_2(0) \) are finite and (ii) \( f_1(x) \simeq x^{-\zeta'} \) and \( f_2(x) \simeq x^{-\gamma'} \) for \( x \gg 1 \). The latter condition implies that \( \langle \theta \rangle \) and \( \chi_\theta \) are independent of \( T \) in the regime \( T^{1/\nu_s} \ll \epsilon \ll 1 \), where \( \theta \) is expected to obey a Gaussian distribution with variance proportional to \( T \) (see (27)).

We shall determine the exponents \( \zeta' \), \( \nu_s \), and \( \gamma' \) in (16) and (17). Since a characteristic time around the marginal saddle is expected to obey the same scaling relation as \( \theta \), we investigate the local behavior near \( \phi = 1 \). Concretely, we substitute \( \phi = 1 + \varphi \) into (16) and ignore higher powers of \( \varphi \) from an assumption that \( |\varphi| \) is small. We then obtain

![Figure 7](color online). Functional forms of \( \phi_{sp}(t - \theta) \) and \( \phi_{Bo}(t) \).
the probability measure for $|\varphi|$ as
\[ P(|\varphi|) = \exp\left(-\tilde{\mathcal{F}}(|\varphi|)/T\right), \]
where
\[ \tilde{\mathcal{F}}(|\varphi|) = \frac{1}{4} \int dt \left((\partial_t \varphi + \epsilon + \varphi^2)^2 - 4T \varphi\right) + \text{const.} \]

From this expression, when $T = 0$, we immediately find that $\varphi$ has a scaling form $\varphi(t) = t^{1/2} \hat{\varphi}_1(t^{1/2})$. Since the characteristic time scale in this case diverges as $\epsilon^{-1/2}$, we find that $\zeta' = 1/2$. On the other hand, when $\epsilon = 0$, we obtain another scaling form $\varphi(t) = T^{1/3} \tilde{\varphi}_2(t^{1/3})$ which leads to $\zeta'/\nu_+ = 1/3$. We thus derive $\nu_+ = 3/2$. From this result, we expect that a distribution function of $\theta$ is expressed as a $T$-independent function of $\theta T^{1/3}$ when $\epsilon = 0$. This expectation leads to a relation $\gamma'/\nu_+ = 2\zeta'/\nu_+ + 1$, which yields $\gamma' = 5/2$. These results are summarized as
\[ \langle \theta \rangle = T^{-1/3} f_1(\epsilon T^{-2/3}), \]
\[ \chi_\theta = T^{-5/3} f_2(\epsilon T^{-2/3}), \]
which, in particular, involve the results
\[ \langle \theta \rangle \approx T^{-1/3}, \]
\[ \chi_\theta \approx T^{-5/3}, \]
in the regime $\epsilon \ll T^{2/3} \ll 1$, while
\[ \langle \theta \rangle \approx \epsilon^{-1/2}, \]
\[ \chi_\theta \approx \epsilon^{-5/2}, \]
in the regime $T^{2/3} \ll \epsilon \ll 1$. As shown in Figs. 8 and 9, numerical results are consistent with (20) and (21).

Based on these results (22), (23), (24), and (25), we conjecture functional forms of $P(\theta)$ from which we will calculate $\chi_\phi(t)$.

First, we consider the regime $\epsilon \ll T^{2/3} \ll 1$. In order to simplify the argument, we focus on the case that

\[ \epsilon = 0 \text{ and } T \ll 1, \]
as the representative in the regime $\epsilon \ll T^{2/3} \ll 1$. In this case, an exiting event from a region near $\phi = 1$ occurs by effects of small noise. We then naturally expect that trajectories reach to $\phi = 1/2$ randomly as a Poisson process except for a short time regime in which the behavior depends on initial conditions. That is, we conjecture that $\theta$ obeys the Poisson distribution when $\theta$ is much larger than some cut-off value $\theta_{\text{cut}}$. Furthermore, from (22) and (23), the distribution function $P(\theta)$ is expressed as $P(\theta) = \tilde{P}(\theta T^{1/3})$. These considerations lead to
\[ P(\theta) = \frac{T^{1/3} e^{-a\theta T^{-1/3}}}{Z_\theta^{(1)}}, \]
for the regime $\theta > \theta_{\text{cut}}$. The positive constant $a$ and the normalization constant $Z_\theta^{(1)}$ are independent of $T$. We also assume that $\theta_{\text{cut}} = O(T^{-1/3})$, which means $\int_{\theta_{\text{cut}}}^{\infty} d\theta P(\theta) \neq 1$ in the limit $T \to 0$. We thus introduce a $T$-independent parameter as $\tilde{\theta}_{\text{cut}} = \theta_{\text{cut}} T^{1/3}$. The expression (26) will be derived in Sec. IV.

Next, we consider the regime $T^{2/3} \ll \epsilon \ll 1$. When $\epsilon \neq 0$ and $T = 0$, $P(\theta)$ is the delta function $\delta(\theta - \langle \theta \rangle)$, because there are no fluctuations. For sufficiently small $T$, the distribution function is smeared slightly, and this leads to a conjecture that $\theta$ obeys a Gaussian distribution
\[ P(\theta) = \frac{1}{Z_\theta^{(2)}} e^{\frac{(\theta - \langle \theta \rangle)^2}{2\chi_\theta}}, \]
where $Z_\theta^{(2)}$ is a normalization constant. The expression (27) will be derived in Sec. IV.

### B. Calculation of $\chi_\phi(t)$

On the basis of the results (20) and (27), we calculate the critical exponents of $\xi$ and $\chi_\phi(t)$. Here, for convenience of calculation, we introduce the Fourier transform

![Fig. 8: (color online). $\langle \theta \rangle T^{1/3}$ as functions of $\epsilon T^{-2/3}$. The guide line represents $\langle \theta \rangle = 2 \left( \frac{6}{15} \right) \epsilon^{-1/2}$, which is our theoretical result. The graphs for six different values of $T$ tend to converge to one curve as $T$ is decreased.

![Fig. 9: (color online). $\chi_\theta T^{5/3}$ as functions of $\epsilon T^{-2/3}$. The guide line represents $\chi_\theta = 2 \left( \frac{6}{15} \right) \epsilon^{-5/2}$, which is our theoretical result. The graphs for six different values of $T$ are on one curve.](image-url)
of \( \phi_{sp} \) as

\[
\phi_{sp}(t) = \int \frac{d\omega}{2\pi} \tilde{\phi}_{sp}(\omega) e^{i\omega t}.
\]  

(28)

Then, from the assumptions (13) and (14), we estimate

\[
\langle \phi(t) \rangle = \int \frac{d\omega}{2\pi} \tilde{\phi}_{sp}(\omega) e^{i\omega t} \langle e^{-i\omega'\theta} \rangle,
\]  

(29)

and

\[
\langle \phi(t)^2 \rangle = \int \frac{d\omega}{2\pi} \int \frac{d\omega'}{2\pi} \tilde{\phi}_{sp}(\omega) \tilde{\phi}_{sp}(\omega') e^{i(\omega+\omega')t} \langle e^{-i(\omega+\omega')\theta} \rangle - \langle e^{-i\omega\theta} \rangle \langle e^{-i\omega'\theta} \rangle.
\]  

(30)

By substituting (29) and (30) into (7), we obtain

\[
\chi_{\phi}(t) = \frac{1}{T} \int \frac{d\omega}{2\pi} \int \frac{d\omega'}{2\pi} \tilde{\phi}_{sp}(\omega) \tilde{\phi}_{sp}(\omega') e^{i(\omega+\omega')t} \left( \left\langle e^{-i(\omega+\omega')\theta} \right\rangle - \left\langle e^{-i\omega\theta} \right\rangle \left\langle e^{-i\omega'\theta} \right\rangle \right).
\]  

(31)

In the following paragraphs, we shall calculate \( \chi_{\phi}(t) \) for the two regimes \( T^{2/3} \ll \epsilon \ll 1 \) and \( \epsilon \ll T^{2/3} \ll 1 \), respectively.

First, we consider the regime \( \epsilon \ll T^{2/3} \ll 1 \) with setting \( \epsilon = 0 \). By using the distribution function (27), we have

\[
\left\langle e^{-i\omega\theta} \right\rangle = \int_0^{\theta_{cut}} d\theta e^{-i\omega\theta} P(\theta) + \int_{\theta_{cut}}^{\infty} d\theta T^{1/3} e^{-a\theta T^{1/3} - i\omega\theta}.
\]  

(32)

We assume that the first term of (32) is neglected when \( T \ll 1 \). Then, by performing the integration, we calculate

\[
\left\langle e^{-i\omega\theta} \right\rangle = \frac{T^{1/3}}{Z_{\theta}^{(1)}} \left[ e^{-\theta_{cut} T^{1/3} (a + i\omega T^{-1/3})} \right].
\]  

(33)

Similarly, we obtain

\[
\left\langle e^{-i(\omega+\omega')\theta} \right\rangle = \frac{T^{1/3}}{Z_{\theta}^{(1)}} \left[ e^{-\theta_{cut} T^{1/3} (a + i(\omega+\omega') T^{-1/3})} \right].
\]  

(34)

Furthermore, since \( \phi_{sp}(t) \) shows a quick change from \( \phi_{sp}(t) = 1 \) to \( \phi_{sp}(t) = 0 \) around the kink position \( t = \theta \), we approximate \( \phi_{sp}(t) \) as \( \Theta(-t) \), where \( \Theta(t) \) is the Heaviside step function. With this approximation, the Fourier transform of \( \phi_{sp}(t) \) becomes

\[
\tilde{\phi}_{sp}(\omega) = \lim_{b \to 0+} \frac{-1}{i\omega - b}.
\]  

(35)

Here, we introduce a scaled time \( \tilde{t} = t T^{1/3} \). We then substitute (33), (34), and (35) into (31). The result is

\[
\chi_{\phi}(t T^{1/3}) = \frac{1}{T} \int \frac{d\omega}{2\pi} \int \frac{d\omega'}{2\pi} \lim_{b \to 0+} \frac{1}{i\omega - b} \frac{1}{i\omega' - b} \langle e^{i(\omega+\omega')T^{1/3}(t - \theta_{cut})} \rangle \left( \frac{1}{Z_{\theta}^{(1)}} \left[ e^{-\theta_{cut} a} \right] \left[ \frac{e^{-\tilde{t} \theta_{cut}}}{(a + i T^{1/3} (\omega + \omega'))} \right] \right) - \frac{1}{Z_{\theta}^{(1)}} \left[ \frac{e^{-2\tilde{t} \theta_{cut}}}{(a + i T^{1/3} (\omega + \omega'))} \right].
\]  

(36)

By the transformation of integrable variables, \( \tilde{\omega} = \omega T^{-1/3} \) and \( \tilde{\omega}' = \omega' T^{-1/3} \), \( \chi_{\phi}(t) \) is expressed as a scaling form \( \chi_{\phi}(t) = \tilde{\chi}_{\phi}(T^{1/2} t - \theta_{cut}) / T \). This implies that \( t_* = O(T^{-2/3}) \) and \( \chi_{\phi}(t_*) = O(T^{-1}) \) in the limit \( T \to 0 \). Furthermore, we expect that these exponents are valid for \( \epsilon \) and \( T \) that satisfy \( \epsilon \ll T^{2/3} \ll 1 \). In this manner, we have obtained the results consistent with (8) and (9).

We next consider the regime \( T^{2/3} \ll \epsilon \ll 1 \) by using the distribution function (27). The Gaussian integration with respect to \( \theta \) leads to

\[
\left\langle e^{-i\omega\theta} \right\rangle = e^{-i\omega\theta} e^{-\chi_{\phi}(t T^{1/3}) / 2},
\]  

(37)

and

\[
\left\langle e^{-i(\omega+\omega')\theta} \right\rangle = e^{-i(\omega+\omega')\theta} e^{-\chi_{\phi}(t T^{1/3}) / 2}. \]

(38)

Then, by substituting (37) and (38) into (29) and (31), we obtain

\[
\langle \phi(t) \rangle = \int \frac{d\omega}{2\pi} \tilde{\phi}_{sp}(\omega) e^{i\omega(t - \langle \theta \rangle)} e^{-\chi_{\phi}(t T^{1/3}) / 2},
\]  

(39)

and

\[
\chi_{\phi}(t) = \frac{1}{T} \int \frac{d\omega}{2\pi} \int \frac{d\omega'}{2\pi} \tilde{\phi}_{sp}(\omega) \tilde{\phi}_{sp}(\omega') e^{i(\omega+\omega')(t - \langle \theta \rangle)} \left[ e^{-\chi_{\phi}(t T^{1/3}) / 2} - e^{-\chi_{\phi}(t T^{1/3}) / 2} \right].
\]  

(40)

From these, we derive

\[
\chi_{\phi}(t) = \chi_{\phi} \sum_{k=1}^{\infty} \frac{1}{k!} \left( \left( \sqrt{\chi_{\phi}} \right)^{k} \partial_{\theta}^{k} \langle \phi(t) \rangle \right)^{2}.
\]  

(41)

Here, let \( \tau_w = \sqrt{\chi_{\phi}} T \) be the width of the distribution of \( \theta \). When \( \tau_w \ll 1 \), the expressions (29) and (41) are further simplified. Indeed, we may estimate

\[
\langle \phi(t) \rangle = \phi_{sp}(t - \langle \theta \rangle),
\]  

(42)

and

\[
\chi_{\phi}(t) = \chi_{\phi} \partial_{\theta} \langle \phi(t) \rangle^{2}.
\]  

(43)
These results show that $\chi_\phi(t)$ takes a maximum at $t = t_*$, where $t_* \approx (\theta) \approx \epsilon^{-1/2}$. Furthermore, we obtain $\chi_\phi(t_*) \approx \chi_\theta \approx \epsilon^{-5/2}$. These results are consistent with (10) and (11). Note that they are valid in the regime $\tau_{\text{eq}} \ll 1$ which means $T^{2/5} \ll \epsilon \ll 1$. It seems that there is no power-law behavior in the regime $T^{2/3} \ll \epsilon \ll T^{2/5}$. In fact, Fig. 6 suggests that $\chi_\phi(t_*)$ does not converge to one universal curve in the whole region.

To this point, we have explained that the singular behavior of $\chi_\phi(t)$ is determined by the statistical distribution of $\theta$. Our analysis shows that $\theta$ is the most important quantity for characterization of the divergent fluctuations near the saddle-node bifurcation. This claim is also conjectured from a fact that the statistical properties of $\theta$ are simpler than those of $\phi$. (Compare Figs. 5 and 6 with Figs. 3 and 1). Thus, we have focused our theoretical analysis on the derivation of the statistical properties of $\theta$. Note that the scaling relations (22) and (24) were derived in Refs. [14, 16], and arguments closely related to (23) and (25) were also presented in Refs. [15, 17]. In particular, all the statistical properties of $\theta$ are described by the analysis of the backward Fokker-Planck equation (24). However, in the previous approaches, a perturbative calculation with small $\epsilon$ and $T$ seems quite complicated. In such cases, it would be almost impossible to analyze spatially extended systems. In order to improve the situation, in the next section, we develop a systematic perturbative calculation for the distribution function of $\theta$ within the path-integral formulation (35) with (36).

IV. ANALYSIS

Our theory basically relies on the idea mentioned in Sec. III. That is, we start with the expression (12) and derive the distribution function of the exiting time $\theta$. Formally, the derivation might be done by performing the integration of $P(\phi)$ with respect to $\phi$ with $\theta$ fixed. However, as far as we attempt, it seems difficult to carry out this integration by a standard path integral method. One difficulty originates from the existence of a transient region before passing the marginal saddle. This contribution is described by the interaction of $\phi_{\text{sp}}$ and $\theta$, and yields a non-trivial distribution of $\theta$ in the regime $\theta \ll (\theta)$. The other difficulty arises in calculation of a perturbative expansion around the solution $\phi_{\text{sp}}$. Since the solution approaches the marginal saddle in the limit $t \to -\infty$, the stability of the solution is marginal. In such a case, a naive perturbation induces a singularity. We thus need to reformulate the perturbation problem.

In order to overcome the two difficulties, in this paper, we employ a method of fictitious stochastic processes (24). Concretely, we introduce a variable $\phi(t, s)$ with a fictitious time $s$ and define a fictitious Langevin equation whose $s$-stationary distribution function is equal to the path probability measure given in (35). The Langevin equation is written as

$$\partial_s \phi(t, s) = -\frac{\delta F(\phi)}{\delta \phi} + \sqrt{2T} \eta(t, s),$$

with

$$\langle \eta(t, s) \eta(t', s') \rangle = \delta(t - t') \delta(s - s').$$

By substituting (36) into (44), we write explicitly

$$\partial_s \phi = \frac{1}{2} \partial_t^2 \phi - F_{\epsilon, T}(\phi) + \sqrt{2T} \eta(t, s),$$

where

$$F_{\epsilon, T}(\phi) = \frac{f_1'(\phi)}{2}f_2(\phi) + \frac{T}{2}f_3''(\phi)$$

$$= \frac{1}{2} \phi(3\phi - 1)(\phi - 1)^3 + J_T(\phi) + G_\epsilon(\phi),$$

with

$$J_T(\phi) = -\frac{T}{2}(6\phi - 4),$$

$$G_\epsilon(\phi) = \frac{1}{2} \epsilon^2 \phi^2 + \epsilon \phi(\phi - 1)(2\phi - 1).$$

By interpreting $t$ as a fictitious space coordinate, we regard (46) as a reaction-diffusion system with the boundary condition $\phi(0, s) = \phi_0$. Particularly, since the system is bistable, one may employ techniques treating kinks in such systems (23, 24). As a result, as will be shown in subsequent sections, the interaction between $\phi_{\text{sp}}$ and $\theta$ can be formulated as a perturbation and the problem arising from the marginal stability of $\phi_{\text{sp}}$ can be treated in a proper manner. We note that interesting noise effects in kink dynamics in bistable systems were reported in Ref. [27].

As discussed in Sec. III, the qualitatively different behaviors were observed depending on the regime either $\epsilon \ll T^{2/3} \ll 1$ or $T^{2/3} \ll \epsilon \ll 1$. Correspondingly, the perturbation theory is developed for each regime. Since the basic idea behind calculation details is in common to both regimes, we provide the full account of the perturbation theory for the regime $\epsilon \ll T^{2/3} \ll 1$ in Sec. IV.A IV.B and IV.C. Then, we discuss briefly a perturbation theory for the regime $T^{2/3} \ll \epsilon \ll 1$ with pointing out the difference from the regime $\epsilon \ll T^{2/3} \ll 1$ in Sec. IV.D.

A. Formulation

1. Unperturbed system

Since we focus on the regime $\epsilon \ll T^{2/3} \ll 1$, one may choose the system with $\epsilon = 0$ and $T = 0$ as an unperturbed system. However, we cannot develop a perturbation theory with this choice. In order to explain the reason more explicitly, we define a potential function $V_T(\phi)$ by

$$F_{\epsilon = 0, T}(\phi) = -\partial_\phi V_T(\phi),$$

(49)
These conditions are satisfied by setting \( \Delta(\phi) \) where \( \Delta(\phi) \) is chosen such that the two maximal values at \( \phi = \phi_1 \) and \( \phi = \phi_2 \) of \( V_u(\phi) \) are identical; that is, \( V_u(\phi_1) = V_u(\phi_2) = T/2 \) and \( V_u'(\phi_1) = V_u'(\phi_2) = 0 \), as shown in Fig. 11. Furthermore, in order to have a simple argument, we impose a condition that the curvature at each maximum of \( V_u \) is equal to that of the corresponding maximum of \( V_T \) with ignoring contribution of \( O(T^{4/3}) \). These conditions are satisfied by setting \( \Delta(\phi_1) = 0 \), \( \Delta(\phi_2) = 3T^{4/3}/4 - T/2 + O(T^{5/3}) \), \( \Delta'(\phi_1) = \Delta'(\phi_2) = 0 \), \( \Delta''(\phi_1) = O(T^{4/3}) \), and \( \Delta''(\phi_2) = O(T^{5/3}) \). As an example, one may choose

\[
\Delta(\phi) = \left( \frac{3}{4} T^{4/3} - \frac{T}{2} + O(T^{5/3}) \right)(12 v_0(\phi) + O(T)) \tag{52}
\]

By using the decomposition \( \Delta(\phi) \) and defining \( F_u = -\partial_\phi V_u \), we rewrite (46) as

\[
\partial_\phi = \frac{1}{2} \frac{\partial^2 \phi}{\partial t^2} - F_u(\phi) - G_\epsilon(\phi) + \Delta'(\phi) + \sqrt{2} T \eta. \tag{53}
\]

In our formulation, we treat the last three terms as perturbations.

### 2. Expression of solutions

Since we have replaced the unperturbative potential, we reconsider an expression of trajectories. We define the special solution \( \phi_* \) of the unperturbed equation

\[
\frac{1}{2} \frac{d^2 \phi_*}{dt^2} - F_u(\phi_*) = 0 \tag{54}
\]

under the conditions \( \phi_*(t) \to \phi_2 \) when \( t \to -\infty \) and \( \phi_*(t) \to \phi_1 \) when \( t \to \infty \). We also impose \( \phi_*'(0) = 1/2 \) in order to determine \( \phi_* \) uniquely. This solution corresponds to the kink solution in the real time direction and describes the relaxation behavior from \( \phi = \phi_2(\geq 1) \) to \( \phi = \phi_1(\geq 0) \). The functional form of \( \phi_* \) can be obtained by the integration of

\[
\partial_t \phi_* = -2 \sqrt{V_u(\phi_1) - V_u(\phi_*)} \tag{55}
\]

In Fig. 12 we show \( \phi_*(t) \) for \( T = 10^{-3} \) and \( 10^{-5} \).
where

\[ \phi(t, s) = \phi_*(t - \theta(s)) + (\phi_B(t) - \phi_2) + \rho(t - \theta(s), s) \]

(57)

where \( \rho \) represents a possibly small deviation from the superposition of the two solutions.

3. Linear stability analysis

As a preliminary for a systematic perturbation theory, we perform the linear stability analysis of \( \phi_* \). Hereafter, we set \( u = t - \theta \). The stability of the solution \( \phi_* \) is determined by eigenvalues of the linear operator \( \hat{L} \) given by

\[ \hat{L} \equiv \frac{1}{2} \frac{d^2}{du^2} - F_u'(\phi_*(u)). \]

(58)

Let us consider the eigenvalue problem

\[ \hat{L} \Phi(u) = -\lambda \Phi(u). \]

(59)

This problem is equivalent to an energy eigenvalue problem in one-dimensional quantum mechanics, where \( F_u'(\phi_*(u)) \) and \( \lambda \) correspond to the potential and an energy eigenvalue, respectively. The graphs of \( F_u'(\phi_*(u)) \) are shown in Fig. 13. The asymptotic behaviors are calculated as \( F_u'(\phi_*(u)) \to 1/2 + O(T) \) as \( u \to \infty \), and \( F_u'(\phi_*(u)) \to 3T^{2/3} + O(T) \) as \( u \to -\infty \).

Since \( \phi_* (t - \theta) \) for any \( \theta \) is a solution of (54), we may take the derivative of (54) with respect to \( \theta \). We then have

\[ \hat{L} \partial_\theta \phi_* = 0. \]

(60)

This implies that there exists the zero-eigenvalue, for which the normalized eigenfunction \( \Phi_0(u) \) is determined as

\[ \Phi_0(u) = (\partial_\theta \phi_*) / \sqrt{\Gamma}, \]

(61)

where

\[ \Gamma = \int_{-\infty}^{\infty} du (\partial_u \phi_*(u))^2. \]

(62)

Here, by using \( \partial_u \phi_* = f_{\epsilon=0}(\phi_*) + O(T) \), we obtain

\[ \Gamma = \int_1^0 d\phi f_{\epsilon=0}(\phi) + O(T) \]

\[ = v_{\epsilon=0}(\phi) |_{0}^{1} + O(T) \]

\[ = \frac{1}{12} + O(T). \]

(63)

The zero-eigenfunction \( \Phi_0(u) \) corresponds to the Goldstone mode associated with a time translational symmetry. The functional form of \( \Phi_0(u) \) is shown in Fig. 14. Since there is no node in the \( u \) profile of \( \Phi_0(u) \), the minimum eigenvalue must be zero as in quantum mechanics. Since the height of the potential in the limit \( u \to -\infty \) is \( O(T^{2/3}) \), it is expected that there is no other discrete eigenvalue when \( T \) is sufficiently small. Next, we consider continuous eigenvalues for \( \lambda \geq \lambda_m = \lim_{u \to \infty} F_u'(\phi_*(u)) = 3T^{2/3} + O(T) \). The corresponding eigenfunctions are characterized by the asymptotic plane modes associated with a time translational symmetry. Since the height of the potential in the limit \( u \to -\infty \) is \( O(T^{2/3}) \), it is expected that there is no other discrete eigenvalue when \( T \) is sufficiently small. Next, we consider continuous eigenvalues for \( \lambda \geq \lambda_m = \lim_{u \to \infty} F_u'(\phi_*(u)) = 3T^{2/3} + O(T) \). The corresponding eigenfunctions are characterized by the asymptotic plane waves with the eigenvalues \( \lambda = \lambda_m + k^2/2 \) and \( \lambda = (1 + k^2/2) \), where \( k_1 \) and \( k_2 \) are non-zero real numbers representing wavenumbers of the asymptotic plane waves, in the limit \( u \to -\infty \) and \( u \to +\infty \) respectively.

We denote by \( \Phi_\lambda(u) \) the eigenfunction corresponding to the eigenvalue \( \lambda \). Since the eigenvalues greater than 1/2 are degenerated, \( \Phi_\lambda^*(u) \neq \Phi_\lambda(u) \) for \( \lambda \geq 1/2 \), where \( * \) represents the complex conjugate. Here, it is convenient to introduce \( \Phi_{-\lambda}(u) \) as \( \Phi_{-\lambda}(u) = \Phi_\lambda^*(u) \). Related to this introduction, we also define the index set \( \Lambda = \{ \lambda \mid \lambda \leq -1/2, \lambda \geq \lambda_m \} \). Then, we may choose the set of eigenfunctions so as to satisfy the orthogonality condition

\[ \int_{-\infty}^{\infty} du \Phi_{\lambda}(u) \Phi_\lambda(u) = \delta(\lambda - \lambda'), \]

(64)

and

\[ \int_{-\infty}^{\infty} du \Phi_0(u) \Phi_\lambda(u) = 0, \]

(65)
for any \( \lambda, \lambda' \in \Lambda \). Furthermore, we expect the completeness condition

\[
\Phi_0(u)\Phi_0(u') + \int_{\Lambda} d\lambda \Phi_\lambda^*(u)\Phi_\lambda(u') = \delta(u - u').
\]  

(66)

By using these eigenfunctions, we expand \( \rho(u, s) \) as

\[
\rho(u, s) = \int_{\Lambda} d\lambda \psi_\lambda(s)\Phi_\lambda(u),
\]  

(67)

where the contribution of the zero eigenfunction is not taken into account in the expression (67) so that the expression (67) is uniquely determined.

### B. Perturbation theory

By substituting (67) into (53), we obtain

\[
-\Omega \partial_u \phi_\lambda + \partial_u \rho = \tilde{L}(\phi_\lambda)\rho - \frac{1}{2} F''_u(\phi_\lambda)\rho^2 - G_\lambda(\phi_\lambda) + \Delta'(\phi_\lambda) + \tilde{L}(\phi_\lambda)(\phi_B(t) - \phi_2) + \sqrt{2T}\eta + \cdots,
\]  

(68)

where we set

\[
\Omega = \partial_u \theta.
\]  

(69)

We consider a perturbation expansion of \( \rho \) and \( \Omega \) with respect to a small parameter. In the present problem, \( G_\lambda(\phi_\lambda) \), \( \Delta'(\phi_\lambda) \), \( \tilde{L}(\phi_\lambda)(\phi_B(t) - \phi_2) \), and \( \sqrt{2T}\eta \) are treated as perturbations. In order to formulate the problem concretely, we introduce a formal expansion parameter \( \mu \) in front of \( G_\lambda(\phi_\lambda) \), \( \Delta'(\phi_\lambda) \), \( \tilde{L}(\phi_\lambda)(\phi_B(t) - \phi_2) \), and \( T \) in the noise term. We solve the equation (68) perturbatically under the assumption that \( \rho \) and \( \Omega \) can be expanded in \( \mu \). Note that \( \rho = \Omega = 0 \) when \( \mu = 0 \). Concretely, due to the small noise term which is \( O(\mu^{1/2}) \), we assume

\[
\Omega = \mu^{1/2}\Omega^{(1/2)} + \mu\Omega^{(1)} + \cdots,
\]  

(70)

\[
\rho = \mu^{1/2}\rho^{(1/2)} + \mu\rho^{(1)} + \cdots.
\]  

(71)

As we will see below, all the terms of \( \rho^{(i)} \) and \( \Omega^{(i)} \) can be calculated in principle. Here, it should be noted that \( \mu \) is not directly related to small parameters \( \epsilon \) and \( T \). Therefore, for example, if one wishes to derive the solution valid up to \( O(T^2) \), we do not have a quick answer to the question how many orders of expansion in \( \mu \) are necessary. Although this aspect makes the analysis complicated, we will find that the formulation leads to a systematic expansion. These preliminaries presented in this section are standard in a singular perturbation method [28, 29]. With this setting up, we calculate \( \rho^{(i)} \) and \( \Omega^{(i)} \) in sequence.

1. **Lowest order result**

We start with the calculation of \( \Omega^{(1/2)} \) and \( \rho^{(1/2)} \). We substitute the expansions (70) and (71) into (68), arrange terms according to powers of \( \mu \), and pick up all the terms proportional to \( O(\mu^{1/2}) \). We then obtain

\[
-\Omega^{(1/2)}\partial_u \phi_\lambda + \partial_u \rho^{(1/2)} = \tilde{L}(\phi_\lambda)\rho^{(1/2)} + \sqrt{2T}\eta.
\]  

(72)

We rewrite (72) as a linear equation for \( \rho^{(1/2)} \) with the expression

\[
\left( \partial_s - \tilde{L}(\phi_\lambda) \right) \rho^{(1/2)} = B(\phi_\lambda, \eta).
\]  

(73)

Because \( \tilde{L}(\phi_\lambda) \) possesses the zero-eigenvalue, it is not the case that there exists a unique bounded \( \rho^{(1/2)} \). That is, there exists no bounded solution or there are an infinitely number of solutions. In order to proceed the calculation further by obtaining \( \rho^{(1/2)} \), we impose the solvability condition under which the latter case is chosen. The solvability condition in this case is written as

\[
\int_{-\infty}^{\infty} du \Phi_0(u)B(\phi_\lambda, \eta) = 0.
\]  

(74)

This yields

\[
-\Gamma\Omega^{(1/2)} = \sqrt{2T}\eta \theta,
\]  

(75)

where

\[
\theta(s) = \int_{-\infty}^{\infty} du (\partial_u \phi_\lambda)\eta(u + \theta, s)/\sqrt{T}.
\]  

(76)

We note that (76) satisfies

\[
(\eta(\theta)\eta(s')) = \delta(s - s').
\]  

(77)

Furthermore, under the solvability condition, one can determine statistical properties of \( \rho^{(1/2)} \) from (73). In a manner similar to (57), we expand \( \rho^{(1/2)} \) in terms of the eigenfunctions of \( \tilde{L}(\phi_\lambda) \). Then, for any non-zero eigenvalue \( \lambda \), the coefficient \( \psi_\lambda^{(1/2)} \) obeys a Langevin equation

\[
\partial_s \psi_\lambda^{(1/2)} = -\lambda\psi_\lambda^{(1/2)} + \sqrt{2T}\eta_\lambda,
\]  

(78)

with

\[
\eta_\lambda(s) = \int_{-\infty}^{\infty} du \Phi_\lambda(u)\eta(u + \theta, s).
\]  

(79)

From this, we obtain \( \left< \psi_\lambda^{(1/2)} \right> \) \( \theta \) = 0 and

\[
\left< \psi_\lambda^{(1/2)} \psi_\lambda'^{(1/2)} \right> \theta = \frac{T}{\lambda} \delta(\lambda - \lambda'),
\]  

(80)

where \( \left< \right> \theta \) denotes an expectation value with \( \theta \) fixed. The fluctuation intensity of \( \rho^{(1/2)} \) is then calculated as

\[
\left< (\rho^{(1/2)})^2 \right> = \int_{\Lambda} d\lambda \frac{T}{\lambda} |\Phi_\lambda(u)|^2
\]  

\[
= -TG(u, u),
\]  

(81)
where \( G(z, y) \) is the Green function defined as
\[
G(z, y) = -\int \frac{d\lambda}{\lambda} \Phi_\lambda(z) \Phi_\lambda^*(y).
\]  
(82)

Here, we note that \( G(z, y) \) satisfies
\[
\left( \frac{1}{2} \partial_z^2 - F_u'(\phi_\ast(z)) \right) G(z, y) = \delta(z - y) - \Phi_0(z) \Phi_0(y).
\]  
(83)

Let us estimate \( G(u, u) \) in the limit \( u \to \pm \infty \) by defining
\[
m_\pm = \lim_{u \to \pm \infty} \sqrt{2F_u'(\phi_\ast(u))}.
\]  
(84)

From the expression of \( F_u'(\phi_\ast(u)) \) determined by (70), (71), and (72), we calculate
\[
m_+ = 1 + O(T),
\]  
(85)
\[
m_- = \sqrt{6T^{1/3}} + O(T^{2/3}),
\]  
(86)
in the limit \( T \to 0 \). We then define a Green function \( G_\pm(z, y) \) by
\[
\left( \frac{1}{2} \partial_z^2 - \frac{m_\pm^2}{2} \right) G_\pm(z, y) = \delta(z - y).
\]  
(87)

This Green function is written as
\[
G_\pm(z, y) = -\frac{1}{m_\pm} e^{-m_\pm |z - y|}.
\]  
(88)

We conjecture that \( G(u, u) \) approaches \( G_\pm(u, u) \) as \( u \to \pm \infty \). Then, from (81), we find that \( \langle \rho_\ast \rangle_\theta \simeq O(T^{2/3}) \) for \( u \to -\infty \), and \( \langle \rho_\ast \rangle_\theta \simeq O(T) \) for \( u \to \infty \).

Here, we address one remark. If \( \phi_{\ast p}(t) \) were chosen as the unperturbative solution, \( m_- \) would become zero, and therefore \( \rho^{(1/2)}(u \simeq -\infty) \) would exhibit unbounded Brownian motion as a function of \( s \). This singularity originates from the marginal stability of \( \phi_{\ast p} \). This is why we choose \( \phi_\ast \) instead of \( \phi_{\ast p} \) as the unperturbative solution, which was mentioned in Sec. IV A.

2. Next order calculation

In the lowest order description, the variable \( \theta \) exhibits unbounded Brownian motion, and therefore it indicates a singular behavior. Now, in order to determine the exponents characterizing the singularity, we proceed to the next order calculation. We substitute (70) and (71) into (85), and pick up all the terms proportional to \( O(\mu) \). We then obtain
\[
-\Omega^{(1)} \partial_u \phi_\ast + \partial_s \rho^{(1)} = \dot{L}(\phi_\ast) \rho^{(1)} - \frac{1}{2} F_u''(\phi_\ast)(\rho^{(1/2)})^2 - G_\ast(\phi_\ast) + \Delta'(\phi_\ast) + \dot{L}(\phi_\ast)(\phi_B(t) - \phi_2).
\]  
(89)
The solvability condition for the linear equation for \( \rho^{(1)} \) yields
\[
-\Gamma^{(1)} = \Psi_1 + \Psi_2 + \Psi_3 + \Psi_4,
\]  
(90)
where
\[
\Psi_1 = -\frac{1}{2} \int_{-\infty}^{\infty} du \partial_u (\partial_u \phi_\ast) F_u''(\phi_\ast)(\rho^{(1/2)})^2,
\]  
(91)
\[
\Psi_2 = \int_{-\infty}^{\infty} du \partial_u (\partial_u \phi_\ast) \Delta'(\phi_\ast),
\]  
(92)
\[
\Psi_3 = \int_{-\infty}^{\infty} du \partial_u (\partial_u \phi_\ast) \dot{L}(\phi_\ast)(\phi_B(u + \theta) - \phi_2),
\]  
(93)
\[
\Psi_4 = -\int_{-\infty}^{\infty} du \partial_u (\partial_u \phi_\ast) G_\ast(\phi_\ast).
\]  
(94)

\( \Psi_2 \) is immediately obtained as
\[
\Psi_2 = \int_{\phi_2}^{\phi_1} d\phi \Delta'(\phi)
\]  
\[
= \frac{T}{2} - \frac{3}{4} T^{4/3} + O(T^{5/3}).
\]  
(95)

\( \Psi_4 \) is also calculated as
\[
\Psi_4 = e^2 \frac{1}{4} \phi^2 \bigg|_{\phi_1}^{\phi_2} + \frac{\epsilon}{2} \left( \phi^2 (\phi - 1)^2 \right) \bigg|_{\phi_1}^{\phi_2}
\]  
\[
= e^2 \frac{1}{4} + \frac{\epsilon}{2} T^{2/3}.
\]  
(96)

Because the calculation steps for \( \Psi_1 \) and \( \Psi_3 \) are much longer than \( \Psi_2 \) and \( \Psi_4 \), we shall present them in the subsequent sections.

3. Calculation of \( \Psi_1 \)

We calculate \( \Psi_1 \) defined in (91). First, \( \langle \rho^{(1/2)} \rangle^2 \) in the right-hand side of (91) is replaced with \( \langle \rho^{(1/2)} \rangle^2 \) because \( \rho^{(1/2)} \) is determined by the linear Langevin equation (83). By performing the partial integration and using (88), the result is expressed as
\[
\Psi_1 = -\frac{1}{2} F_u''(\phi_\ast) \left( \langle \rho^{(1/2)} \rangle^2 \right)_{\theta}^{u=-\infty} + \frac{1}{4} \phi^2 \left( \langle \rho^{(1/2)} \rangle^2 \right)_{\theta}^{u=-\infty}
\]  
\[
-\frac{1}{2} \int_{-\infty}^{\infty} du \partial_u \left( \langle \rho^{(1/2)} \rangle^2 \right)_{\theta}.
\]  
(97)
The third term of the right-hand side of (97) is further rewritten as
\[-\frac{1}{2} \int d\lambda \frac{T}{\lambda} \int_{-\infty}^{\infty} du \left( \frac{1}{2} \partial_u^2 - F'_u(\phi_u) \right) \]
\times (\Phi_\lambda(u) \partial_u \Phi_\lambda(u)^* + \Phi_\lambda^*(u) \partial_u \Phi_\lambda(u))
\[-\frac{1}{2} \int d\lambda \frac{T}{\lambda} \left[ -\lambda(\Phi_\lambda(u))^2 + \frac{1}{2} \partial_u \Phi_\lambda(u)^2 \right]
\times \frac{1}{2} (\Phi_\lambda(u) \partial_u \Phi_\lambda(u)^* + \Phi_\lambda^*(u) \partial_u \Phi_\lambda(u)) \bigg|_{u=\infty}^{u=-\infty}. \quad (98)

By substituting (95) into the third term of (97) and using the difference of boundary values of a quantity \(H\), we write
\[\Psi_1 = H(\infty) - H(-\infty), \quad (99)\]
where \(H(u)\) is defined as
\[H(u) = -\frac{1}{2} \int d\lambda \frac{T}{\lambda} \left[ -\frac{1}{2} \partial_u \Phi_\lambda(u)^2 + \frac{1}{2} \partial_u \Phi_\lambda^2 \right] \bigg|_{z=y} \quad (100)\]

Next, we calculate \(H(\pm\infty)\). In terms of the Green function given by (92), we express (100) as
\[H(u) = \frac{T}{4} \left[ \partial_u^2 G(z,y) - \partial_z \partial_y G(z,y) \right] \bigg|_{z=y=u} \quad (101)\]

Here, it is reasonable to assume that
\[H(\pm\infty) = \frac{T}{4} \left[ \partial_u^2 G(\pm\infty) - \partial_z \partial_y G(\pm\infty) \right] = \frac{T}{4} \quad (102)\]

We then obtain
\[\Psi_1 = H(\infty) - H(-\infty) = \frac{T}{4} \left( -2m_+ + 2m_- \right) = -\frac{T}{2} \left( 1 - \sqrt{6} T^{1/3} + O(T^{2/3}) \right) \quad (103)\]

4. Calculation of \(\Psi_3\)

We calculate \(\Psi_3\) defined in (93). First, note that the integral region in (93) is written in a formal manner. More precisely, since the \(u\)-integration should be defined in the bulk region of the special solution \(\phi_*(u)\), the integral region is replaced with \([-\tau, \infty]\), where \(-\tau\) corresponds to a matching point between the solutions \(\phi_B(u + \theta)\) and \(\phi_*(u)\). Since the behaviors of \(\phi_B(u + \theta)\) and \(\phi_*(u)\) are symmetric around \(\phi \simeq 1\), we assume that the matching point is \(\theta/2\) when \(\theta \gg 1\). From this consideration, we set
\[\tau = \frac{\theta}{2} \quad (104)\]

Note that \(\tau\) becomes larger as the typical value of \(\theta\) is larger. Indeed, \(\tau \to \infty\) in the limit \(T \to 0\). The integral region \([-\infty, \infty]\) in (93) should be read as a formal expression for \([-\tau, \infty]\) with the limit \(T \to 0\).

Now, by performing the partial integration and by using the relation (90), we obtain
\[\Psi_3 = \frac{1}{2} \partial_u \phi_*(u) \cdot \partial_u (\phi_B(u + \theta) - \phi_2) \bigg|_{u=-\infty}^{u=\infty} \]
\[-\frac{1}{2} \left( \partial_u \phi_*(u) \right) \left( \phi_B(u + \theta) - \phi_2 \right) \bigg|_{u=-\infty}^{u=\infty}. \quad (105)\]

Since \(\lim_{u \to \infty} \partial_u (\phi_B - \phi_2) = 0\) and \(\lim_{u \to -\infty} (\phi_B - \phi_2) = 0\), we write
\[\Psi_3 = -\frac{1}{2} (K_1 - K_2), \quad (106)\]

with
\[K_1 = (\partial_u \phi_*) \partial_u (\phi_B - \phi_2) \bigg|_{u=-\infty}^{u=\infty}, \quad (107)\]
\[K_2 = [\partial_u (\partial_u \phi_*)] (\phi_B - \phi_2) \bigg|_{u=-\infty}^{u=\infty}. \quad (108)\]

Let us evaluate \(K_1\) and \(K_2\). First, since the \(T\) dependence in this contribution is not singular, we assume \(T \to 0\) in this evaluation. Then, \(\phi_B\) and \(\phi_*\) satisfy \(\partial_t \phi = -\phi (\phi - 1)^2\). We then derive the asymptotic form
\[\phi_B(t) \simeq \phi_2 + \frac{1}{t} \quad (109)\]
as \(t \to \infty\), and
\[\phi_*(u) \simeq \phi_2 + \frac{1}{u} \quad (110)\]
as \(u \to -\infty\). By using these asymptotic forms, we calculate
\[K_1 = \frac{16}{\theta^4}, \quad (111)\]
\[K_2 = -\frac{32}{\theta^4}. \quad (112)\]

We thus obtain
\[\Psi_3 = -\frac{24}{\theta^4}. \quad (113)\]

5. Result of \(\Omega_1\)

By substituting (95), (96), (103), and (113) into (90), we obtain the result of \(\Omega_1\) as
\[-\Gamma \Omega_1 = \epsilon^2 \left( \frac{1}{4} + \frac{1}{2} T^{-2/3} + \frac{2}{3} T^{-1/3} - \frac{24}{\theta^4} \right). \quad (114)\]

We define a potential \(U(\theta; T, \epsilon)\) so that (114) is expressed by
\[\Gamma \Omega_1 = -\partial_\theta U, \quad (115)\]
where the potential is determined as

\[
U(\theta; T, \epsilon) = e^{2} \frac{1}{4} \theta + \frac{1}{2} \epsilon T^{2/3} \theta + \frac{2 \sqrt{6} - 3}{4} T^{4/3} \theta + \frac{8}{\theta^{3}}.
\]

(116)

It is worthwhile noting that \(U(\theta; T, \epsilon)\) satisfies the scaling relation

\[
U(\theta; T, \epsilon) = TU(\theta^{1/3}; 1, \epsilon T^{-2/3}).
\]

(117)

We then define \(\bar{\theta} = \theta T^{1/3}, \bar{\epsilon} = \epsilon T^{-2/3}\), and \(\bar{U} = U(\theta; 1, \epsilon)\). In Fig. 15 we plot \(\bar{U}\) as functions of \(\theta\) for a few values of \(\epsilon\). Here, the first, second, and third terms of \(\epsilon T^{-2/3}\) represent the driving force in the negative direction of \(\theta\), while the last term of \(\epsilon T^{2/3}\) is the repulsion from the boundary \(\theta = 0\). The most probable value of \(\bar{\theta}\), which corresponds to the minimum of the potential, is determined by the balance of these two effects.

![Fig. 15: (color online). \(\bar{U}\) as functions of \(\bar{\theta}\) for a few values of \(\epsilon\).](image)

C. Distribution function of \(\theta\)

We combine (75) and (114). After setting \(\mu = 1\), we obtain

\[
\Gamma \partial_{\theta} \phi = -\epsilon^{2} \frac{1}{4} - \frac{1}{2} \epsilon T^{2/3} - \frac{2 \sqrt{6} - 3}{4} T^{4/3} + \frac{24}{\theta^{4}} + \sqrt{2} T \eta_{\theta},
\]

(118)

where \(\eta_{\theta}\) satisfies (77). Using the potential (110), we derive the \(s\)-stationary distribution function of \(\theta\) as

\[
P(\theta; T, \epsilon) = \frac{1}{Z_{\theta}} \exp \left( -\frac{U(\theta; T, \epsilon)}{T} \right),
\]

(119)

where \(Z_{\theta}\) is the normalization constant. It should be noted that the distribution function satisfies the scaling relation

\[
P(\theta; T, \epsilon) = \bar{P}(\theta T^{1/3}; \epsilon T^{-2/3}).
\]

(120)

The expression (119) with (110) is the main result of our perturbative calculation.

Unfortunately, the distribution function (119) with (110) is not the precise expression even in the limit \(\epsilon \ll T^{2/3} \ll 1\). There is a subtle reason. Recall that (118) is valid up to \(O(\mu)\) in the formal expansion series. When we calculate higher order contributions in the equation for \(\theta\), the coefficients in (118) are modified. For instance, \(-\Gamma_{2}\) includes the contribution

\[
I = -\frac{1}{2} \int_{-\infty}^{\infty} du (\partial_{u} \phi_{s}(u)) F_{u}''(\phi_{s}) \left( \langle \rho^{(1)} \rangle \right)^{2}_{\theta}.
\]

(121)

By estimating this quantity, we have found that this term is \(O(T^{4/3}) + O(\epsilon^{2}) + O(\epsilon T^{2/3})\). (See Appendix B) The determination of the coefficients of these terms of \(I\) is impossible without the numerical integration. Therefore, we did not derive the precise expression in the limit \(\epsilon \ll T^{2/3} \ll 1\). Nevertheless, we present two positive remarks. First, terms of \(O(T^{4/3}) + O(\epsilon^{2}) + O(\epsilon T^{2/3})\) do not appear beyond some order of expansion in \(\mu\). Therefore, in principle, one may have the formula determining the coefficients of these terms. Second, the scaling relation (120) in the limit \(\epsilon \ll T^{2/3} \ll 1\) seems valid up to all orders of expansion in \(\mu\).

In order to check the validity of the scaling relation (120), we investigate the distribution function \(P(\theta; T, \epsilon)\) for the case \(\epsilon = 0\) by numerical simulations of (1). In Fig. 16 we plotted \(P(\theta; T, 0)T^{-1/3}\) as functions of \(\theta T^{1/3}\) for several values of \(T\). One may find that four graphs for different values of \(T\) are not completely collapsed on one curve in the region for small \(\theta T^{1/3}\). However, since the two curves with \(T = 10^{-5}\) and \(T = 10^{-6}\) almost coincide with each other, we expect that one universal curve is obtained when \(T\) is decreased further. We thus conjecture the scaling relation (120) in the limit \(T \to 0\) is valid.

Furthermore, following our theory, we attempt to fit these numerical data by assuming the form

\[
P(\theta; T, 0) = \exp \left( -\frac{1}{T} \left[ a T^{4/3} \theta + \frac{b}{\theta^{3}} \right] + c \right),
\]

(122)

where \(c\) is determined by the normalization condition when values of \(a\) and \(b\) are given. These values well-fitted to the numerical data are estimated as \(a_{fit} = 0.36\) and \(b_{fit} = 9\), which are compared with our theoretical values \(a_{s} = (2 \sqrt{6} - 3)/4 \approx 0.4747 \ldots\) and \(b_{s} = 8\). The slight difference between \((a_{fit}, b_{fit})\) and \((a_{s}, b_{s})\) comes from the contribution of higher order terms than \(O(\mu)\). (As an example, the numerical estimation of \(I\) in (121) provides \(I \approx 0.17 T^{4/3}\), which might improve the difference between \(a_{s}\) and \(a_{fit}\).)

D. Results for the regime \(T^{2/3} \ll \epsilon \ll 1\)

The theoretical argument developed for the regime \(\epsilon \ll T^{2/3} \ll 1\) cannot be applied to the regime \(T^{2/3} \ll \epsilon \ll 1\), because a deviation \(\rho(u) \simeq O(T^{-1/3})\) becomes quite large there. (See (B5) in Appendix B) In particular,
from a fact that the unperturbed potential \( V_u(\phi) \) goes back to the original potential \( \tilde{V}_\text{r}=0 \) in the extreme case \( T=0 \), it is obvious that we need to reformulate a perturbation theory.

The idea is natural and simple: we replace the unperturbative potential \( V_u(\phi) \) with a potential \( W_u(\phi) \) which is appropriate in this regime. Concretely, instead of (49) and (50), we define \( \tilde{W}_\epsilon(\phi) \) by

\[
\tilde{W}_\epsilon(\phi) = -\langle\phi\rangle \tilde{W}_\epsilon(\phi),
\]

where the functional form of \( \tilde{W}_\epsilon(\phi) \) is given by

\[
\tilde{W}_\epsilon(\phi) = -\frac{1}{4}\phi^2(\phi-1)^4 - \frac{\phi^2}{4}\epsilon^2 - \frac{\phi^2}{2}(\phi-1)^2\epsilon.
\]

Here, \( \tilde{W}_\epsilon(\phi) \) has two maximum points as displayed in Fig. 17. Then, in the manner similar to (51), we consider the decomposition

\[
\tilde{W}_\epsilon(\phi) = W_u(\phi) + \alpha(\phi),
\]

where \( \alpha(\phi) \) is chosen such that the two maximal values of the potential \( W_u(\phi) \) are identical. With this setting up, we study the equation

\[
\partial_\epsilon \phi = \frac{1}{2}\partial_\phi^2 \phi + \partial_\phi W_u(\phi) - J_T(\phi) + \alpha_u'(\phi) + \sqrt{2T}\eta.
\]

After that, we repeat essentially the same procedures under the assumption that the last three terms are treated as perturbations. Note that the special solutions \( \phi_u \) and \( \phi_B \) are redefined using \( W_u(\phi) \) instead of \( V_u(\phi) \). Then, in the regime \( T^{2/3} \ll \epsilon \ll 1 \), we derive the leading order expression

\[
\Gamma \partial_\epsilon \theta = -\epsilon^4 \frac{1}{4} + \frac{24}{\epsilon^2} + \sqrt{2T}\eta_\theta.
\]

Here, the complicated terms containing \( \rho \) that appeared in the analysis in the regime \( \epsilon \ll T^{2/3} \ll 1 \) become higher order terms in the regime \( T^{2/3} \ll \epsilon \ll 1 \). Then, the s-stationary distribution function of \( \theta \) is

\[
P(\theta; T, \epsilon) = \frac{1}{Y} \exp \left( -\frac{1}{T} \left( \epsilon^4 \frac{1}{4} + \frac{8}{\epsilon^2} \right) \right),
\]

where \( Y \) is the normalization constant. Setting \( \bar{\epsilon} = \epsilon^{1/2}T \) and \( \bar{\epsilon} = \epsilon T^{-2/3} \), we rewrite \( P(\theta; T, \epsilon) \) as \( \tilde{P}(\theta; \bar{\epsilon}) \), where

\[
\tilde{P}(\theta; \bar{\epsilon}) = \frac{1}{Y} \exp \left( -\bar{\epsilon}^{3/2} \left[ \frac{1}{4} \bar{\epsilon}^2 + \frac{8}{\epsilon^2} \right] \right).
\]

Since \( \bar{\epsilon} \ll 1 \), \( \tilde{P}(\theta; \bar{\epsilon}) \) is further simplified to

\[
\tilde{P}(\theta; \bar{\epsilon}) = \frac{1}{Y} \exp \left( -\bar{\epsilon}^{3/2} \left( \bar{\theta} - 2(6^{1/4})^2 \right) \frac{1}{4(6^{1/4})} \right).
\]

This is equivalent to (27), where \( \langle\theta\rangle \) and \( \chi_\theta \) are determined as

\[
\langle\theta\rangle = 2(6^{1/4})\epsilon^{-1/2},
\]

\[
\chi_\theta = 2(6^{1/4})\epsilon^{-5/2}.
\]

We expect that these expressions are exact in the limit \( T^{2/3} \ll \epsilon \ll 1 \). In Figs. 8 and 9 we display these theoretical results. They are in good agreement with the results of numerical simulations.

V. CONCLUDING REMARKS

In this paper, we have developed a theoretical framework for calculating statistical properties of critical fluctuations near a saddle-node bifurcation. The essential idea in our formulation is to choose an unperturbative state in accordance with the bifurcation structure. Since trajectories kinked in the time direction have much statistical weight near the bifurcation point, we express trajectories as \( \phi(t) = \phi_u(t - \bar{\theta}) + (\phi_B(t) - \phi_u) + \rho(t) \), where \( \phi_u(t - \bar{\theta}) \) represents a one-parameter family of classical solutions in the language of the path-integral expression.
The parameter $\theta$ is regarded as a Goldstone mode associated with the time-translational symmetry. This expression naturally provides a divergent behavior, because the Goldstone mode is gapless or massless. Indeed, we have found that the fluctuation intensity of $\theta$ diverges in the limit $\epsilon \to 0$ with small $T$ fixed and in the limit $T \to 0$ with $\epsilon = 0$ fixed. The divergent behavior of $\chi_\phi(t)$ originates from critical fluctuations of $\theta$, and $\chi_\phi(t)$ becomes complicated due to a non-linear transformation to $\phi$ from $\theta$, as shown in Figs. 6 and 9.

Before ending the paper, we wish to explain how the results in this paper are related to understandings of other apparently different systems. First, our results suggest the following general story. When a saddle in a deterministic description becomes to be connected to an absorbing point at some parameter value, fluctuations of trajectories exhibit a critical divergence due to the existence of a Goldstone mode; and if the saddle is far from an absorbing point, the final value of the trajectory exhibits a discontinuity. Such cases might be related to a mixed order transition [15–21]. The elementary saddle-node bifurcation studied in this paper corresponds to the simplest one among them. As other types of bifurcation associated with a mixed order transition, we list up a saddle-connection bifurcation which arises in a model for a many-body colloidal system [30, 31], and a mode-coupling transition in a spherical $p$-spin glass model [32, 33]. Here, the important message of our paper is that one will be able to develop a calculation method for the statistical properties of critical fluctuations at a mixed order transition by applying the basic idea of our formulation to each system under investigation.

As an interesting and non-trivial, but still simple example of mixed order transition, we briefly discuss the mode-coupling transition of a spherical $p$-spin glass model with $p \geq 3$. The fluctuation property was studied by a mode-coupling equation supplemented with an external field [34, 35] or by the field theoretical analysis [36]. Differently from these previous methods, we will be able to consider another theoretical framework for critical fluctuations along with the above-mentioned strategy. Concretely, we start with a useful expression of trajectories as we did. In the thermodynamic limit, the equation for the time-correlation function obeys a mode-coupling equation [32, 33], and recently we have derived a global expression of the solution near the mode-coupling transition [57], which is similar to [12]. From this result, we may express a fluctuating correlator in terms of a Goldstone mode $\lambda$ associated with the dilation symmetry that arises in the lowest time scale. Thus, it is natural to describe critical fluctuations near the mode-coupling transition in terms of fluctuations of $\lambda$. The concrete calculation will be reported in future.

The results in this paper also provide some physical insights into the dynamics associated with a mixed order transition even if the calculation has never been performed yet. For example, let us consider a dynamical behavior of a super-cooled liquid [58]. Within a framework of the mode-coupling theory, a mode-coupling transition occurs at some temperature or density [39]. In some super-cooled liquids, the behavior associated with the transition has been observed approximately [40–41]. The physical picture is well-understood: when the system is near the mode-coupling transition point, a particle cannot move freely; and only when the particle gets over surrounding particles, it can move. Such an event is called an unlocking event [30] or a bond breakage event [42]. As the mode-coupling transition is approached, the frequency of unlocking events becomes smaller and the events become correlated more and more in a spatially heterogeneous manner, which is called the dynamical heterogeneity. (See Refs. [15, 16] as reviews, and Refs. [43–46] as experimental studies, and Refs. [17, 18, 42, 47–53] as numerical observations, and Refs. [19–21, 34, 37, 54–57] as theoretical studies.)

From our point of view, we conjecture that an unlocking event near the mode-coupling transition might correspond to an exiting event from a marginal saddle in some local dynamics. Then, the results of our paper suggest that the most important characterization of the dynamical heterogeneity is space-time fluctuations of exiting time from a saddle-point. At present, it seems difficult to derive such local dynamics theoretically, but it is tempting to connect the idea of cooperative arrangement regions to a marginal saddle in some local dynamics. Since the distribution function of exiting time from cooperative arrangement regions exhibits an interesting behavior [58], the theoretical derivation of the observation may be a good starting point for the consideration. The final goal in this direction is to obtain a simple expression determining space-time fluctuations of the Goldstone mode on the basis of a microscopic particle model. We will study it step by step toward this goal.

Related to the description of dynamical heterogeneity, we remark on a well-recognized conjecture that the mode-coupling transition described theoretically is nothing but a cross-over phenomenon in finite dimensional systems. In order to understand the nature of this cross-over, one needs to describe an activation process from “pseudo” meta-stable states which are not defined clearly, but might be connected to that defined in the mean-field approximation. Although, physically, the activation process corresponds to a nucleation of some domain, its mathematical expression is highly non-trivial. Here, when we apply our analysis to a finite dimensional system, in our viewpoint, the cross-over phenomenon is equivalent to the finite value of the expectation of the Goldstone mode. Thus, we have only to calculate an asymptotic tail of the effective potential for the Goldstone mode in the limit $t \to \infty$. Since the analysis of the super-cooled liquid is too difficult, we should begin with the study of a diffusively coupled model of local dynamics [11] with $\epsilon = 0.$) It would be possible to develop the mean-field analysis of the spatially extended system, but it seems difficult to treat spatial fluctuations accurately.
even for such a simple system. To develop a systematic theory beyond the mean field analysis is a challenging problem.

Finally, let us recall that our formulation is based on the fictitious time formalism. One may expect that the calculation can be done within a standard Martin-Siggia-Rose (MSR) formalism[29]. Such a reformulation is particularly important when we study more complicated systems. In this context, it is worthwhile noting that the third term in (116) has been obtained in the MSR formalization with a semi-classical approximation[30]. Such calculation techniques in spatially extended systems will be developed in future.
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Appendix A: Path integral expression

We derive the path-integral expression[5] with[6] from the Langevin equation[1] with[3]. In particular, we carefully discuss the derivation of the so-called Jacobian term.

Let $\Delta t$ be a sufficiently small time interval. We discretize (11) as

$$\phi_n - \phi_{n-1} = [f_c(\phi_{n-1}) + f_e(\phi_n)] \frac{\Delta t}{2} + \xi_{n-1} \Delta t + O((\Delta t)^2),$$  
(A1)

with $n = 1, 2, \cdots, N$. Here, $(\xi_n)_{n=0}^{N-1}$ obeys the Gaussian distribution

$$P(\xi_0, \xi_1, \cdots, \xi_{N-1}) = \left( \frac{\Delta t}{4\pi T} \right)^{N/2} \exp \left( -\frac{\Delta t}{4T} \sum_{n=0}^{N-1} \xi_n^2 \right).$$  
(A2)

In the limit $\Delta t \to 0$, $\phi_n$ is expected to provide $\phi(n\Delta t)$ in the Langevin equation.

Let us fix $\phi_0$. Then, a sequence $(\xi_0, \xi_1, \cdots, \xi_{N-1})$ determines uniquely the sequence $(\phi_1, \cdots, \phi_N)$. Thus, the distribution function of the sequence $(\phi_n)_{n=1}^N$ is expressed as

$$P(\phi_1, \cdots, \phi_N) = P(\xi_0, \cdots, \xi_{N-1}) \left| \frac{\partial (\xi_0, \cdots, \xi_{N-1})}{\partial (\phi_1, \cdots, \phi_N)} \right|. $$  
(A3)

Here, the determinant of the Jacobian matrix is calculated as

$$\left| \frac{\partial (\xi_0, \cdots, \xi_{N-1})}{\partial (\phi_1, \cdots, \phi_N)} \right| = \prod_{n=1}^N \left| 1 - \frac{1}{2} f'_e(\phi_n) \Delta t \right| \frac{1}{(\Delta t)^N}. \quad (A4)$$

By using the relation

$$\prod_{n=1}^N \left| 1 - \frac{1}{2} f'_e(\phi_n) \Delta t \right| = 1 - \sum_{n=1}^N \frac{1}{2} f'_e(\phi_n) \Delta t + O((\Delta t)^2)$$  
$$= \exp \left( -\sum_{n=1}^N \frac{1}{2} f'_e(\phi_n) \Delta t + O((\Delta t)^2) \right), \quad (A5)$$

we obtain

$$P(\phi_1, \cdots, \phi_N) = \left( \frac{1}{4\pi T \Delta t} \right)^{N/2}$$  
$$\exp \left( -\frac{\Delta t}{4T} \sum_{n=1}^N \left\{ \frac{\phi_n - \phi_{n-1}}{\Delta t} - (f_e(\phi_{n-1}) + f_e(\phi_n))/2 \right\}^2 + 2T f'_e(\phi_n) + O((\Delta t)^{1/2}) \right). \quad (A6)$$

By taking the limit $\Delta t \to 0$ and $N \to \infty$ with $N\Delta t$ fix, we write formally[4] with[6].

At the end of this appendix, we remark on a discretization method. One may notice that another discretized expression

$$\phi_n - \phi_{n-1} = f_c(\phi_{n-1}) \Delta t + \xi_{n-1} \Delta t + O((\Delta t)^{3/2}) \quad (A7)$$

does not yield the Jacobian term, because in this case the determinant of the Jacobian matrix

$$\left| \frac{\partial (\xi_0, \cdots, \xi_{N-1})}{\partial (\phi_1, \cdots, \phi_N)} \right| = \frac{1}{(\Delta t)^N} \quad (A8)$$

does not depend on $\phi$. However, the discretization (A7) provides

$$P(\phi_1, \cdots, \phi_N) = \left( \frac{\Delta t}{4\pi T} \right)^{N/2}$$  
$$\exp \left( -\frac{\Delta t}{4T} \sum_{n=1}^N \left\{ \frac{\phi_n - \phi_{n-1}}{\Delta t} - f_e(\phi_{n-1}) \right\}^2 + R \right), \quad (A9)$$

where the term $R$ comes from the product of $\phi_n - \phi_{n-1}$ and the last term $O((\Delta t)^{3/2})$ in the right-hand side of (A7) when $\xi_{n-1}$ is evaluated. Explicitly, $R$ is equal to
\(O((\Delta t)^{3/2})(\phi_n - \phi_{n-1})/((\Delta t)^2)\). We here note that \(\phi_n - \phi_{n-1} \approx O((\Delta t)^{1/2})\). This leads to \(R = O((\Delta t)^0) = O(1)\) in the limit \(\Delta t \to 0\). Therefore, (A10) is not useful in the limit \(\Delta t \to 0\). With regard to the discretization problem, we remark that numerical simulations of the discretized form (A7) yield (22) and (23), too. Here, one may confirm that (22) and (23) cannot be obtained without the Jacobian term in (6) within the analysis of the path integral expression. Therefore, this example provides an evidence for the claim that the path integral expression in the limit \(\Delta t \to 0\) always contains the last term in (6).

**Appendix B: estimation of \(I\)**

We estimate the integral \(I\) given in (121). Before the estimation, we need to evaluate \(\rho^{(1)}\). We multiply by \(\Phi_\lambda(u)\) on both sides of (80) and integrate them over \(-\infty \leq u \leq \infty\). We then consider the \(s\)-stationary state and extract the lowest order terms. By using (67), we derive

\[
\lambda \langle \psi_\lambda^{(1)} \rangle = -\frac{1}{2} \int_{-\infty}^{\infty} du \Phi_\lambda(u) F''(\phi_\ast(u)) \left\langle \left(\rho^{(1/2)}\right)^2 \right\rangle - \int_{-\infty}^{\infty} du \Phi_\lambda(u) G\ast(\phi_\ast(u)),
\]

(B1)

where the contribution from the fourth and fifth terms in the right hand side of (80) have been neglected, because they are estimated as higher order terms. From (67), (81), and (82), we obtain

\[
\left\langle \rho^{(1)}(u) \right\rangle = -\frac{T}{2} \int_{-\infty}^{\infty} dv G(u, v) F''(\phi_\ast(v)) G(v, v) + \int_{-\infty}^{\infty} dv G(u, v) G\ast(\phi_\ast(v)).
\]

(B2)

Since the most singular behavior arises around \(u \to -\infty\), we estimate \(\left\langle \rho^{(1)}(u) \right\rangle\) in the limit \(u \to -\infty\) by noting (88). The first term in (B2) is estimated as \(T\xi \times 1/m_+ \times F''_0 \times 1/m_-\), where \(\xi\) is the length scale over which the integral is dominant. By using \(\xi \sim 1/m_- \sim O(T^{-1/3})\) (see (89)), we estimate the first term of (B2) as

\[
-\frac{T}{2} \int_{-\infty}^{\infty} dv G(u, v) F''(\phi_\ast(v)) G(v, v) \\
\approx O \left( T \times T^{-1/3} \times T^{-1/3} \times T^{1/3} \times T^{-1/3} \right) \\
\approx O \left( T^{1/3} \right).
\]

(B3)

Similarly, the second term in (B2) is estimated as

\[
\int_{-\infty}^{\infty} dv G(u, v) G\ast(\phi_\ast(u)) \\
\approx \xi \times 1/m_+ \times G\ast(\phi_\ast(u)) \\
\approx O \left( \epsilon T^{-1/3} \right) \\
\approx O \left( \epsilon T^{-1/3} \right).
\]

(B4)

Thus, we write

\[
\left\langle \rho^{(1)}(u \to -\infty) \right\rangle = O(T^{1/3}) + O(\epsilon T^{-1/3}).
\]

(B5)

From this result, the quantity \(I\) in (121) is estimated as follows. First, (121) is rewritten as

\[
I = -\frac{1}{2} \int_{-\phi_2}^{\phi_1} d\phi_\ast F''_0(\phi_\ast) \left\langle \left(\rho^{(1)}(u(\phi_\ast))\right)^2 \right\rangle,
\]

(B6)

where \(u(\phi_\ast)\) is the inverse function of \(\phi_\ast(u)\). In this integration, the most dominant contribution arises from the integral region \([-\phi_2, 1]\), and this contribution is estimated as

\[
I \approx O \left( T^{1/3} \times T^{1/3} \times (T^{1/3} + \epsilon T^{-1/3})^2 \right) \\
\approx O(T^{4/3}) + O(\epsilon T^{2/3}) + O(\epsilon^2).
\]

(B7)

---
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