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SUMMARY  Heterogeneous defect prediction (HDP) is to detect the largest number of defective software modules in one project by using historical data collected from other projects with different metrics. However, these data can not be directly used because of different metrics set among projects. Meanwhile, software data have more non-defective instances than defective instances which may cause a significant bias towards defective instances. To completely solve these two restrictions, we propose unsupervised deep domain adaptation approach to build a HDP model. Specifically, we firstly map the data of source and target projects into a unified metric representation (UMR). Then, we design a simple neural network (SNN) model to deal with the heterogeneous and class-imbalanced problems in software defect prediction (SDP). In particular, our model introduces the Maximum Mean Discrepancy (MMD) as the distance between the source and target data to reduce the distribution mismatch, and use the cross-entropy loss function as the classification loss. Extensive experiments on 18 public projects from four datasets indicate that the proposed approach can build an effective prediction model for heterogeneous defect prediction (HDP) and outperforms the related competing approaches.

1. Introduction

Software defect prediction (SDP) is a research field that builds effective models for detecting the largest number of defective software modules using sufficient historical data [1], [2], which has attracted a lot of attention from researchers and practitioners. In recent years, most existing prediction models are built from historical data of the same project, which is named as within-project defect prediction (WPDP) [3]–[8]. Usually, WPDP can provide high quality results when there are sufficient within-project data. However, in practice, there are fewer labeled historical instances at the beginning stage of a project, and this hinders the application of WPDP.

To solve this problem, cross-project defect prediction (CPDP) using data from other projects has been proposed [1], [9]. In recent years, many CPDP approaches have been developed including NN-filter [9], VCB-SVM [11] and TCBost [12]. Existing CPDP approaches demand that data from other projects and testing project should have the same metric sets.

However, there are no sufficient data with the same metrics for a new company in practice. In this scenario, heterogeneous defect prediction (HDP) approaches are proposed [13]–[16]. HDP is to detect the defect-prone modules of a project by using data collected from other companies with heterogeneous metric sets. Since training data have different metric set from testing data, the traditional machine learning methods can not be used directly [14]. Furthermore, the data of software projects are class imbalanced, which hinders the performance of classifiers [11], [12], [36]. Most existing HDP models do not consider the class imbalance problem.

In this study, we address problems associated with HDP, and propose an unsupervised deep domain adaptation approach for HDP. In our approach, we design a simple neural network (SNN) model whose loss function simultaneously considering the classification error from labeled training data and the distance error between the training and testing data. In summary, our paper brings the following contributions:

- To deal with the heterogeneous problem for HDP without labeled target training data, a new neural network architecture is designed, which uses an adaptation layer along with a distance measure to automatically learn a representation jointly trained to optimize for the distribution mismatch between training data and testing data.
- To deal with the class imbalance problem, cost-sensitive label is introduced into the cross-entropy loss function that is as the classification error in the new neural network model. The defective instances and non-defective instances have different misclassification costs.
- We explore the Maximum Mean Discrepancy (MMD) and correlation alignment (CORAL) as a regularization embedded in the back-propagation training, and observe that the Maximum Mean Discrepancy (MMD) is better to reduce the distribution mismatch for software data.

We conduct empirical studies on 18 open source projects from four companies including NASA [17], [18], AEEEM [19], SOFTLAB [17] and ReLink [20].
Experimental results indicate that our approach can outperform several state-of-the-art WPDP, CPDP and HDP approaches.

The structure of this paper is as follows: Sect. 2 reviews and analyzes the related work of defect prediction model; In Sect. 3, we describe our unsupervised deep domain adaptation approach in detail; the setting of our empirical study and results are presented in Sect. 4; Sect. 5 describes the discussions and the threats to validity of our approach are introduced in Sect. 6; We conclude the paper and provide insights for future work in Sect. 7.

2. Related Work

In this section, we briefly review the CPDP approaches, HDP approaches and class imbalance learning approaches for SDP.

2.1 CPDP Approaches

Cross-project defect prediction (CPDP) is to predict defect-prone modules in a project using historical data from other projects [21]–[27]. Recently researches have developed many CPDP approaches. Some approaches aim to choose the suitable training instances for the testing data. Turhan et al. [9] selected similar instances in different projects as training set, and used K-Nearest Neighbor (KNN) as classifier to train. Seyedrebvar et al. [28] proposed a search-based data selection approach. Firstly, they utilized NN-filter to sample instances from training data as confirmation set. Then they employed genetic algorithm to choose the training set based on which they predicted the testing data.

Some CPDP approaches introduce transfer learning approaches into the CPDP. Pan et al. [29] found that the different distributional characteristics between training dataset and test dataset might result in too low prediction results. To solve this problem, they proposed transfer defect learning which discovered the potential correlation between the training dataset and testing dataset by transfer component analysis (TCA). Nam et al. [10] also used TCA to exploit the common feature space of different projects. They transferred useful information to reduce distribution differences, and selected the optimal normalization strategy for CPDP. Ma et al. [30] proposed the model of Transfer Naive Bayes (TNB) using the weighted training data to construct the classifier, and this model significantly improved the defect prediction performance. Ryu et al. [12] proposed a transfer cost-sensitive boosting approach (TCSBoost) for CPDP with few labeled target data. Yu et al. [31] proposed an effective solution for Cross-company defect prediction. They firstly provided a novel semi-supervised clustering-based data filtering approach to filter out irrelevant cross-company instances. Then, they introduced multi-source TrAdaBoost algorithm into CCDP. However, except TCSBoost existing methods take no account of the class imbalance problem.

In addition, existing CPDP approaches demand that training data should have the same metrics to the testing data. In practice, the number of same metrics between training and testing data may be very small, which would obtain undesirable prediction results based on these approaches.

2.2 HDP Approaches

Recently, some heterogeneous defect prediction (HDP) approaches have been proposed to address the heterogeneous metrics problems. Jing et al. [13] utilized unified metric representation (UMR) and CCA-based transfer learning approach to solve the heterogeneous metrics problems. Experimental results indicated that their approach can make the distribution of testing data similar to that of training data.

Nam et al. [14] firstly applied metric selection to training data to remove redundant and irrelevant metrics. Then, they matched up the training and testing metrics based on metric similarity. Recently, Cheng et al. [16] presented a cost-sensitive correlation transfer support vector machine (CCT-SVM) method to deal with the class imbalance problem for HDP.

2.3 Class-Imbalance Learning Approaches

Software data have more non-defective instances than defective instances, that is class imbalance problem. Some researches have studied this problem. Wang et al. [32] used different approaches to deal with the imbalance datasets, including resampling, thresholding and integration methods. Jing et al. [33] used the sparse representation to eliminate the effects of imbalance datasets. Limsethho et al. [34] proposed CDE-SMOTE approach to solve the class imbalance and distribution mismatch problems. They firstly employed class distribution estimation (CDE) to estimate the class distribution of the target project, then SMOTE was used to modify the class distribution of training data into the reverse of the approximated class distribution of the target project. Liu et al. [35] proposed two level cost sensitive methods to solve the imbalance problem in software defect prediction for the first time. Bennin et al. [36] proposed an efficient synthetic oversampling approach based on the chromosomal theory of inheritance (MAHAKIL) to balance the class distribution. MAHAKIL interpreted two distinct sub-classes as parents and generated a new instance that inherited different traits from each parent. Their experiments indicated that MAHAKIL improved the performance for all the models.

In addition, Seiffert et al. [37] made a detailed study of classification method and sampling method under the imbalance datasets. They believed that the classification results would be greatly improved if the datasets were sampled before trained. Bennin et al. [38] also assessed the impact of resampling approaches. They analyzed six resampling approaches on 40 releases of 20 open source projects, and the experimental results indicated that: (1) there were statistical differences between the prediction results with and without resampling methods, but resampling could not improve the AUC values; (2) RUS and Borderline-SMOTE were proved to be the more stable resampling approaches
among the studied resampling; (3) The performance of resampling approaches depended on the imbalance ratio, that is to say, oversampling approaches should aim at generating relevant and informative instances.

Different from the above class imbalance learning methods, we integrate the cost-sensitive learning technique into unsupervised deep domain adaptation for HDP.

3. Our Approach

In this section, we firstly describe the notation that will be used in this study. Then, we describe the preprocessing software metrics for training and testing data. Lastly, we provide our new neural network approach for HDP.

3.1 Notation

At the beginning stage of a project in a new company, the number of available defect data is not adequate for a prediction model, so the data from other open source projects can be used for this project. This model can be defined as follows:

Supposed that $D_S$ is the labeled instance space from other projects, $D_t$ is the unlabeled instance space from the testing project. $D_s$ contains a data set $X_s = \{x_1^s, x_2^s, \ldots, x_N^s\}$ and a label set $Y_s = \{y_1^s, y_2^s, \ldots, y_N^s\}$, where $x_i^s$ denotes the $i^\text{th}$ module in $X_s$, $y_i^s$ is the corresponding label, and $N$ is the number of modules of $X_s$. $D_t$ contains unlabeled data set $X_t = \{x_1^t, x_2^t, \ldots, x_M^t\}$, where $x_i^t$ denotes the $i^\text{th}$ module in $X_t$ and $M$ is the number of modules of $X_t$. Each instance in $X_s$ is represented as $x_i^s = [a_1^{i1}, a_2^{i2}, \ldots, a_d^{id}]$, where $a_{ij}$ refer to the value of $j$ metric in the instance $x_i^s$, and $d_s$ is the number of metrics of $x_i^s$ in $D_s$. Each instance in $X_t$ is represented as $x_i^t = [a_1^{i1}, a_2^{i2}, \ldots, a_d^{id}]$, where $a_{ij}$ refer to the value of $j$ metric in the instance $x_i^t$, and $d_t$ is the number of metrics in $D_t$. Note that the metrics in $X_s$ and $X_t$ are different and $d_s \neq d_t$.

3.2 Preprocessing Software Metrics

The first layer of the neural network is the metrics. However, training data have different metrics from testing data for HDP, which cannot use the neural network directly. So we should firstly preprocessed the software metrics.

Jing et al. [13] proposed the unified metric representation (UMR) to solve the different metrics sets, which is used in our paper. Supposed that $A_s = [a_1^s, a_2^s, \ldots, a_d^s]$ is the metric space of training data $X_s$, $A_t = [a_1^t, a_2^t, \ldots, a_d^t]$ is the metric space of testing data $X_t$. The unified metric representation contains three parts. One part is the same metrics between $A_s$ and $A_t$, whose number is $d_c$. Another part is the specific metrics except the same metrics in $A_s$. The third part is the specific metrics except the same metrics in $A_t$. The number of the UMR is $d_s + d_t - d_c$. Figure 1 shows the construction of UMR.

The $\chi_i^s$ and $\chi_i^t$ can be converted as follows:

\[
\begin{align*}
\bar{X}_s &= \begin{bmatrix} X^c_s \\ X^s_s \\ 0_{(d_d-d_c)\times N} \end{bmatrix} \quad \text{and} \quad \bar{X}_t &= \begin{bmatrix} X^c_t \\ X^t_t \\ 0_{(d_d-d_c)\times M} \end{bmatrix}
\end{align*}
\]

3.3 Proposed Method

3.3.1 Our Architecture

Since the training data has different distribution from the testing data, directly training a neural network based on only the training data often leads to overfitting to the training data and causes the bad performance when predicting the testing label. Our motivation is to train a classifier on the training labeled data that can directly apply to the testing unlabeled data by learning a representation that minimizes the distance between training and testing distributions. Our architecture optimizes a simple neural network for both classification loss and domain invariance, which consists of a training and testing NN. The architecture is shown in Fig. 2.

In Fig. 2, the first two hidden layers fc1 and fc2 encourage the representations induced by $X_s$ to be close enough with the ones induced by $X_t$. The fc3, fc4 and fc5 are layers to learn a strong classification representation. Note that the fc3 and fc4 layers have a Batch Normalization (BN) between full connection and activation function, which can assure the activation values presented at each distribution interval.

3.3.2 Training Our Neural Network

We introduce a new neural network architecture to learn a
visual representation for both heterogeneous (between training and testing data) and a strong classification. So our approach not only minimize the distance between training and testing data, but also train a strong classifier. To meet the criteria, the loss defined in Eq. (2) should be minimized.

\[ t = \ell_c(X_s, Y_s) + \lambda \times Distance(Q_s, Q_t) \]  

(2)

Where \( \ell_c(X_s, Y_s) \) denotes the classification loss on the labeled training data \( X_s \), and \( Distance(Q_s, Q_t) \) is the distance between the training data and testing data, \( Q_s \) and \( Q_t \) are the outputs of the second layer of our neural network for training and testing data respectively. The hyperparameter \( \lambda \) is a constant controlling the importance of distance contribution to the loss function.

To calculate classification loss, we use the cross-entropy loss function as \( \ell_c(X_s, Y_s) \) that measures the similarity between the real label distribution and the predicted label distribution, as formulated by Eq. (3).

\[ C = -\frac{1}{N} \sum_{i=1}^{N} \sum_{k=0}^{1} (y^i_k \log[f(x^i_k)])_k \]  

(3)

Where \( l \) is the number of label that is two in our problem (defective and non-defective); \( k \) is the class label (0: non-defective, 1: defective); \( N \) is the number of instances; \( y^i_k \) is the real label, and \( f(x^i_k) \) is the predicted label obtained by softmax activation function in our approach.

In practice, a project has more non-defective modules than defective modules which leads the software data class-imbalanced. The class imbalance results in severe class distribution skew. However, defective modules are more important than non-defective modules. To settle this problem, we introduce an appropriate weight into cross-entropy loss called weighted cross-entropy loss function, which is defined as

\[ \ell_c(X_s, Y_s) = -\frac{1}{N} \sum_{i=1}^{N} \sum_{k=0}^{1} (weight[k] \times (y^i_k \log[f(x^i_k)])_k \]  

(4)

Where entry \( weight[k] \) represents the weight associated with classifying the target instance (with true class \( k \)) as wrong label. In our case, more defective modules should be found. Thus, more weight is put on misclassifying defective instances that is \( weight[1] > weight[0] \). In our approach, We set \( weight[0] = 1 \) and \( weight[k] = \frac{n_0}{n_k} \), in which \( n_0 \) is the number of non-defective instances in \( D^s \), and \( n_k \) is the number of defective instances in \( D^s \).

To calculate \( Distance(Q_s, Q_t) \), we consider the Maximum Mean Discrepancy (MMD) [39]. The MMD is defined as followed:

\[ MMD(Q_s, Q_t) = \left( \frac{1}{N(N-1)} \sum_{i=1}^{N} \sum_{j=1}^{N} k(q^i_q, q^j_t) + \frac{1}{M(M-1)} \sum_{i=1}^{M} \sum_{j=1}^{M} k(q^i_q, q^j_t) \right) \]

(5)

Where \( k(.,.) \) is a kernel function, such as Gaussian kernel, which can refer to [39] to see the detailed explanation.

In addition, to validate the effect of the Maximum Mean Discrepancy (MMD), we also consider the correlation alignment (CORAL) [40] as the \( Distance(Q_s, Q_t) \). According to [40], the CORAL is defined as squared Euclidean distance between second order statistics, and is shown as followed:

\[ \ell_{CORAL}(Q_s, Q_t) = \frac{1}{4d^2} \| C_s - C_t \|^2 \]  

(6)

Where \( C_s \) and \( C_t \) are the covariance matrices, and are shown as follows:

\[ C_s = \frac{1}{N-1}(Q^T_s Q_s - \frac{1}{N}(Q^T_s)^T(Q_s)) \]  

(7)

\[ C_t = \frac{1}{M-1}(Q^T_t Q_t - \frac{1}{M}(Q^T_t)^T(Q_t)) \]  

(8)

The aim of our approach is to minimize the loss outlined in Eq. (2) by using the gradient descent optimization. Only the labeled training data are used to compute the classification loss, while training and testing data are both used to compute the domain confusion loss. Supposed that \( U = [u_1, u_2, u_3, u_4, u_5] \) are the parameter matrices containing both weights and biases in each layer. For each epoch, the \( \ell_c(X_s, Y_s) \) is minimized by adjusting \( u_1, u_2, u_3, u_4 \) and \( u_5 \) using the standard mini-batch back-propagation. The \( Distance(Q_s, Q_t) \) is minimized by re-adjusting \( u_1 \) and \( u_2 \) with respect to the MMD gradient. The learning steps is described in Algorithm 1.

4. Experiments

To evaluate our proposed SNN approach, we conduct large-scale experiments on 18 public projects from four companies including NASA, SOFTLAB, AEEEM and ReLink. The evaluation is centered around the following three research questions:

- RQ1: Does SNN approach perform better than the
We use 18 projects from NASA, AEEEM, SOFTLAB and ReLink as experiment object to perform HDP. In experiment, each project is as the testing data in turn, and other project from other companies is separately as the training data. For example, when Apache in ReLink is as the testing data, there are 59 (37 + 26 – 4) metrics used to build the first layer of the neural network.

4.2 Evaluation Performance Metrics

In our experiments, we separately employ the prediction performance on the non-defective or defective class and the overall performance. The Recall are commonly used to measure the prediction performance on the defective class, the AUC and Mattews correlation coefficient (MCC) are utilized to measure the overall performance. These three measures can be calculated by true positive (TP), false positive (FP), true negative (TN) and false negative (FN) in Table 4. TP is the number of defective instances that are correctly predicted. FP is the number of non-defective instances that are predicted as defective. TN is the number of non-defective instances that are correctly predicted. FN is the number of defective instances that are predicted as non-defective.

Recall is defined as the ratio of the number of defective instances that are correctly predicted to the total number of defective instances, and it is calculated as $\frac{TP}{TP+FN}$.

AUC is defined as the area under the receiver operating characteristic curve, whose x-axis is $pd$ and y-axis is $pf$.

MCC encompasses all four components of the confusion matrix, that has been demonstrated to be a reliable measure of prediction performance. It is defined as

\[
MCC = \frac{TP \times TN - FP \times FN}{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}. \tag{9}
\]

Recall and AUC range from 0 to 1, and MCC ranges from –1 to 1. Obviously, an good defect prediction model should have high values of Recall, AUC and MCC.

4.3 Experimental Design

4.3.1 Evaluation Settings

We use 18 projects from NASA, AEEEM, SOFTLAB and ReLink as experiment object to perform HDP. In experiment, each project is as the testing data in turn, and other project from other companies is separately as the training data. For example, when Apache in ReLink is as the testing, there are 15 (18 – 3) heterogeneous defect prediction combinations. We mainly focus on the data with heterogeneous metric sets, so we did not conduct defect prediction.
across projects in the same company. In general, we have 240 possible prediction combinations from 18 projects. In order to avoid randomness, we repeat the above experiments 20 times and report the mean results for each testing project.

4.3.2 Parameter Settings

In all our experiments, we set fc1 layer in SNN with \( d_c + d_t - d_e \) nodes, fc2, fc3 and fc4 layers with 356 hidden nodes, and fc5 layer with 2 output nodes.

In the hyperparameter adjustment, since the learning rate determines whether the neural network can converge to the global minimum, the regularization terms in loss function is not taken into account firstly. We firstly adjust the learning rate to get a more appropriate threshold value, and take half of the threshold value as the initial value in the process of adjusting learning rate. After that, the size of mini-batch size is determined through experiments. Afterward, the learning rate is carefully adjusted and using the verified learning rate to choose the Lambda (\( \lambda \)). Lastly, the learning rate can be re-optimized by going back. The epoch can be determined by the overall observation of the above experiments.

In this process, the batch size was chosen to 8, 16, and 32 (the power of two); the range of learning rate was chosen to between 0.01 and 0.8; the dropout was set 0.5, which has been proven to produce better performance in [47]; the MMD regularization parameter (\( \lambda \)) is chosen to between 0.2 and 0.5, and this made the objective be primarily weighted towards classification error, and also with enough regularization to avoid overfitting [48]. And based on the hyperparameter adjustment, We set the parameters for the backpropagation learning specified in Table 5.

4.3.3 Performance Comparison

To statistically investigate the detailed prediction results, we conduct a non-parametric Wilcoxon signed-rank test [41] at a confidence level of 95% on multiple models over 18 benchmark projects. If \( P - Value < 0.005 \), it shows that there is a significant difference between the two methods.

Furthermore, To measure the degree of differences in Recall, AUC and MCC results between our method and the compared methods, we apply Cohen’s \( d \) to measure the effect size, and this is calculated as followed [42]:

\[
Cohen’s \, d = \frac{M_1 - M_2}{\sqrt{(\sigma_1^2 + \sigma_2^2)/2}}.
\] (10)

Where \( M_1 \) and \( M_2 \) are the means, and \( \sigma_1 \) and \( \sigma_2 \) are the standard deviations of experimental and control groups.

There are three levels of effect size in Cohen as \( 0 \leq d < 0.2 \) (Negligible, N), \( 0.2 \leq d < 0.5 \) (Small, S), \( 0.5 \leq d < 0.8 \) (Medium, M) and \( d \geq 0.8 \) (Large, L).

4.4 Experimental Results and Analysis

In this section, we compare with DNN (DNN utilizes cross-entropy loss as the classification error and has the same network architecture with SNN), CNN (CNN applies the approach proposed by [34] to balance data before training neural network), some HDP methods including CCA+ [13] and CTKCA [43], some CPDP methods including NN-Filter [9], VCB-SVM [11] and TCBoost [12], and WPDP approach to validate the performance of our approach for HDP. The results of Recall, AUC and MCC are listed in Tables 6, 7 and 8. The best value of each testing project is in bold font. We also analyzed the performance results based on evaluating the variability of compared approaches across multiple runs by using violin figure in Figs. 3, 4 and 5. Furthermore, we examine the statistical differences and effect size between our approach and the compared approaches, and the results are listed in Table 9.

4.4.1 RQ1: Does SNN Approach Perform Better than the CPDP and WPDP Methods?

In order to address RQ1, we compare our SNN approach with WPDP approaches and typical CPDP approaches including NN-filter [9], VCB-SVM [11] and TCBoost [12]. We make comparison with 10% of training data for WPDP. In CPDP methods, we select one project as testing data in turn, and separately use other projects in the same company as source data.

In terms of the overall results in 18 testing projects, SNN approach improves the mean Recall by 29%, 13.1% and 11.5%, the mean AUC by 11%, 4.5% and 4.1% and the mean MCC by 15.2%, 4.5% and 4% over NN-filter, VCB-SVM and TCBoost, respectively. Compared with WPDP method, SNN approach improves the mean Recall by 6.7%, however, the AUC and MCC are lower than WPDP.

We further statistically evaluate the effect of our method using Wilcoxon signed-rank test and Cohen’s \( d \) explained in Sect.4.3.3, and conclude the following conclusions:

- Compared with NN-Filter, VCB-SVM and TCBoost approaches, most \( P - Value < 0.005 \), we can conclude that SNN can statistically improve the performance in Recall, AUC and MCC in most projects, and achieve large performance improvement compared to NN-filter method, and medium performance improvement compared to VCB-SVM and TCBoost methods.

- Compared with WPDP approach, all \( P - Value > 0.005 \). That is to say our approach is in the same level with WPDP approach, that indicate our SNN approach can solve the HDP problem.
Table 6: Results in Recall for each project.

| Dataset   | project | NN-Filter | VCB-SVM | TCBoost | WPDP | CCA+ | CTKCCA | DNN  | CNN  | SNN  |
|-----------|---------|-----------|---------|---------|------|------|--------|------|------|------|
| SOFTLAB   | AR1     | 0.22      | 0.38    | 0.33    | 0.75 | 0.178| 0.494  | 0.797| 0.673| 0.632|
|           | AR2     | 0.498     | 0.813   | 0.875   | 0.67 | 0.178| 0.475  | 0.64  | 0.691| 0.741|
|           | AR3     | 0.723     | 0.721   | 0.531   | 0.543| 0.718| 0.543  | 0.477| 0.583| 0.686|
| ReLink    | Apache  | 0.175     | 0.48     | 0.613   | 0.75 | 0.112| 0.475  | 0.672 | 0.658| 0.708|
|           | Safe    | 0.18      | 0.845   | 0.783   | 0.8  | 0.199| 0.462  | 0.858 | 0.742| 0.915|
|           | ZXing   | 0.405     | 0.455   | 0.505   | 0.3  | 0.048| 0.347  | 0.367 | 0.419| 0.407|
|           | median  | 0.305     | 0.464   | 0.48    | 0.528| 0.133| 0.353  | 0.529 | 0.533| 0.595|

Table 7: Results in AUC for each project.

| Dataset   | project | NN-Filter | VCB-SVM | TCBoost | WPDP | CCA+ | CTKCCA | DNN  | CNN  | SNN  |
|-----------|---------|-----------|---------|---------|------|------|--------|------|------|------|
| NASA      | CM1     | 0.543     | 0.614   | 0.621   | 0.608| 0.48 | 0.496  | 0.612 | 0.618| 0.641|
|           | MW1     | 0.571     | 0.579   | 0.614   | 0.635| 0.532| 0.529  | 0.677 | 0.682| 0.692|
|           | PC1     | 0.534     | 0.587   | 0.585   | 0.637| 0.502| 0.527  | 0.655 | 0.657| 0.678|
|           | PC2     | 0.547     | 0.583   | 0.582   | 0.676| 0.511| 0.529  | 0.639 | 0.677| 0.594|
| SOFTLAB   | AR1     | 0.78      | 0.06    | 0.634   | 0.721| 0.518| 0.543  | 0.805 | 0.783| 0.781|
|           | AR2     | 0.682     | 0.634   | 0.721   | 0.518| 0.543| 0.718  | 0.74  | 0.766| 0.782|
|           | AR3     | 0.607     | 0.667   | 0.715   | 0.789| 0.514| 0.53   | 0.723 | 0.698| 0.756|
|           | AR5     | 0.685     | 0.846   | 0.864   | 0.9  | 0.565| 0.614  | 0.839 | 0.847| 0.834|
|           | AR6     | 0.573     | 0.598   | 0.609   | 0.762| 0.503| 0.462  | 0.624 | 0.663| 0.659|
| ReLink    | Apache  | 0.565     | 0.098   | 0.693   | 0.667| 0.039| 0.753  | 0.486 | 0.459| 0.644|
|           | Safe    | 0.669     | 0.704   | 0.701   | 0.751| 0.496| 0.476  | 0.704 | 0.693| 0.722|
|           | ZXing   | 0.611     | 0.619   | 0.616   | 0.771| 0.463| 0.509  | 0.578 | 0.587| 0.591|
|           | median  | 0.587     | 0.652   | 0.656   | 0.719| 0.512| 0.509  | 0.661 | 0.662| 0.697|

Table 8: Results in MCC for each project.

| Dataset   | project | NN-Filter | VCB-SVM | TCBoost | WPDP | CCA+ | CTKCCA | DNN  | CNN  | SNN  |
|-----------|---------|-----------|---------|---------|------|------|--------|------|------|------|
| NASA      | CM1     | 0.097     | 0.201   | 0.196   | 0.18 | -0.037| -0.01  | 0.191| 0.196| 0.217|
|           | MW1     | 0.154     | 0.159   | 0.195   | 0.368| 0.087| 0.054  | 0.241| 0.248| 0.312|
|           | PC1     | 0.0708    | 0.224   | 0.212   | 0.347| -0.002| -0.083 | 0.203| 0.206| 0.231|
|           | PC3     | 0.09      | 0.186   | 0.186   | 0.258| 0.013| 0.041  | 0.233| 0.236| 0.257|
|           | PC4     | 0.104     | 0.192   | 0.193   | 0.407| 0.021| 0.046  | 0.233| 0.236| 0.26 |
| SOFTLAB   | AR1     | 0.217     | 0.31    | 0.31    | 0.367| 0.034| 0.044  | 0.17  | 0.175| 0.24 |
|           | AR2     | 0.325     | 0.367   | 0.422   | 0.439| 0.052| 0.055  | 0.378 | 0.381| 0.447|
|           | AR3     | 0.351     | 0.629   | 0.742   | 0.828| 0.24  | 0.28   | 0.609 | 0.566| 0.614|
|           | AR6     | 0.254     | 0.259   | 0.32    | 0.523| 0.01  | -0.059 | 0.224| 0.209| 0.317|
| ReLink    | Apache  | 0.229     | 0.285   | 0.292   | 0.355| 0.132| 0.008  | 0.431 | 0.465| 0.46 |
|           | Safe    | 0.377     | 0.422   | 0.397   | 0.494| -0.026| -0.061 | 0.417 | 0.406| 0.46 |
|           | ZXing   | 0.237     | 0.247   | 0.225   | 0.417| -0.015| 0.027  | 0.164 | 0.176| 0.187|
|           | median  | 0.192     | 0.299   | 0.304   | 0.439| 0.048| 0.02   | 0.286 | 0.288| 0.344|
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Fig. 3 The violin of Recall values of compared methods.

Fig. 4 The violin of AUC values of compared methods.

Fig. 5 The violin of MCC values of compared methods.

Possible reasons are that these compared CPDP approaches only use the same metrics in training and testing projects that limits the performance.

4.4.2 RQ2: Could SNN Approach Obtain Better Performance for HDP?

In order to address RQ2, we compare our SNN with DNN (DNN utilizes cross-entropy loss as the classification error and has the same network architecture with SNN), CNN (CNN applies the approach proposed by [34] to balance data before training neural network) and two exiting HDP approaches including CCA+ [13], and CTKCCA [43]. The settings of these approaches are the same as our approach.

From these Tables 6, 7 and 8, we observe that our approach achieve the highest Recall, AUC and MCC in most projects compared with DNN, CNN, CCA+ and CTKCCA. In terms of the overall results in 18 testing projects, SNN approach improves the mean Recall by 6.6%, 6.2%, 46.2% and 24.2%, the mean AUC by 3.6%, 3.5%, 18.5% and 18.8%, and the mean MCC by 5.8%, 5.6%, 29.6% and 32.4% over DNN, CNN, CCA+ and CTKCCA, respectively.

We also further statistically evaluate the effect of our method, and conclude the following conclusions:

- Compared with DNN and CNN approaches, SNN achieves the highest Recall, AUC and MCC in most projects and $P – Value < 0.005$. That is to say, the weighted cross-entropy loss in SNN could well solve the class imbalance problem in HDP.

- Compared with CCA+ and CTKCCA approaches, SNN achieves the highest Recall, AUC and MCC in most projects and $P – Value < 0.005$, we can conclude that SNN can statistically improve the performance in Recall, AUC and MCC in most projects. At the same time, CTKCCA considered the cost-sensitive to solve the class imbalance problem and the kernel canonical correlation analysis (TCCA) to solve the distribution differences. That is to say, the deep neural network that has the complex nonlinear mapping capabilities is helpful for HDP.

- For Cohen’s $d$, SNN achieves a small performance improvement compared to DNN and CNN, and large improvement compared to CTKCCA. That is to say, the contribution of deep domain neural network would be higher than weighted cross-entropy loss.

Possible reasons are that: (1) CCA approach focused on learning linear correlation or similarity between the training and testing data, and did not consider the class imbalance problem. (2) Though CTCCA considered the class imbalance problem, they used kernel canonical correlation analysis to map the source and testing data into the same
metric space, whose learning ability of nonlinear mapping is not better to deep neural network.

4.4.3 RQ3: Does the Multi-Source Approaches Perform Better than the Single-Source Approaches for HDP?

In order to address RQ3, we compare with the multi-source projects approach. Each project was used as the testing data in turn, the other projects in other company were separately used as the training data. For example, when Apache in ReLink is as the testing data, all AEEEM projects (or all SOFTLAB projects or all ReLink projects) are as the multi-source training data. In this case, we have 54 possible prediction combinations from 18 projects.

From Tables 6, 7 and 8, SNN approach with single-source improves the mean Recall by 9.6%, the mean AUC by 3.9%, and the mean MMC by 2.4% over multi-source approach. We observe that the multi-source SNN perform inferior to the single-source SNN approach in Recall, AUC and MCC for most projects.

We also further statistically evaluate the effect of our method, and conclude the following conclusions:

- Compared with multi-source approach, all $P_{Value} > 0.005$. That is to say our approach with single-source is in the same level with multi-source approach.
- SNN can achieve small performance improvement compared to SNN-Multi.

Possible reason may be that there are different distributional character among different project data, the mixed project data as the training data may be more complex to learn the model.

To sum up, we can conclude that our SNN with single-source can perform better than typical CDPDP approaches including NN-filter [9], VCB-SVM [11] and TCBoost [12], and HDP methods including CCA+ and CTKCCA. Our SNN is also comparable to WPDP method. The single-source SNN is better than multi-source for most projects.

5. Discussion

5.1 Effect of the MMD Distance

In this experiment, we investigate the effect of the Maximum Mean Discrepancy (MMD) and correlation alignment (CORAL) as the $Distance(Q_s, Q_t)$ with no $Distance(Q_s, Q_t)$. The results of Recall, AUC and MCC are listed in Table 10. To graphically visualize the prediction results across multiple runs, we use the violin Figs. 6, 7 and 8 to analyze the performance results.

From Table 10 and Figs. 6, 7 and 8, we can observe that the $Distance(Q_s, Q_t)$ being introduced into the loss function are useful for the heterogeneous defect prediction, and the Maximum Mean Discrepancy (MMD) is better used to reduce the distribution mismatch for software data.

5.2 Effect of the Number of Same Metrics between Training and Testing Data

In this experiment, we investigate the influence of the number of same metrics between training and testing data. All experiments are conducted in single source scenario. Specifically, the used number of same metrics ranges in 28, 4 and 1. The results of Recall, AUC and MCC are listed in
Table 11. We also apply the Cohen’s d to measure the effect. We count the number of projects in each effectiveness level to give a clearer comparison of the prediction and report the test results in Table 12. From Table 12, We observe that the number of same metrics has little effect on SNN approach. That is to say that our approach can use data from other companies with little same metrics.

5.3 Why SNN Performs Best

The discovery of this study provide substantial empirical support demonstrating that our SNN approach can solve the heterogeneous defect prediction problem. For most projects, SNN can achieve better Recall, AUC and MCC. The performance of SNN can be attributed to considering the distribution differences (MMD) and classification error (weighted cross-entropy loss) simultaneously.

HDP is to detect the largest number of defective modules in one project by using other projects with different metrics. Though UMR is used to map the different metrics into a unified metric representation, they have different distribution differences. As we know, deep neural network has a strong learning capacity, so we utilize the MMD as the distance measure regularization embedded in the supervised back-propagation training. Where, MMD is used to determine whether the distribution between source and testing data is the same. To demonstrate whether MMD regularization can indeed improve the performance of neural networks, we train the neural network with the MMD and
6. Threats to Validity

In this section, we describe the potential threats to validity of our study.

6.1 Threats to Construct Validity

Our proposed method utilizes the weighted cross-entropy loss function as the classification error. Using other loss function might obtain different results. However, the cross-entropy loss function is widely used in deep learning field [44], [45].

With regard to the weight, we adaptively allocate different misclassification costs according to the number of non-defective instances and defective instances of source data. However, how to set the weight is a problem that is not yet effectively solved [46].

6.2 Threats to Internal Validity

We use Recall, AUC and MCC to report the prediction performance. Other comprehensive measures, such as F-measure, G-means are not reported.

In addition, we carefully implement the compared approaches, as reported by their authors. However, our experiments may not be totally the same as the original papers, which leads to some possible biases in comparison between our method and compared methods.

6.3 Threats to External Validity

We choose projects from four public available companies including NASA, AEEEM, SOFTLAB and ReLink that have been used in many researches. Our chosen projects have the diversity in size and ratio of defective instances, and this helps draw the generalization of our findings. Also, we consider a larger number of datasets, and this further validates our studies. However, further investigations on other business datasets are needed.

6.4 Threats to Statistical Conclusion Validity

In our study, we use the Wilcoxon sign rank test for the statistical analysis. To find the practical effects of the results, Cohen’s d is used to measure the effect size.

7. Conclusions

In this paper, we present unsupervised deep domain adaptation approach for heterogeneous defect prediction. To address the heterogeneous problem, we utilize the Maximum Mean Discrepancy (MMD) to calculate the distance between the source and target data. To address the class imbalance problem, we use the weighted cross-entropy loss function as the classification loss.

We perform the non-parametric Wilcoxon signed-rank test and Cohen’s d effect size test for the evaluation. Extensive experiments on 18 public projects from four companies indicate that the proposed approach can build an effective prediction model for heterogeneous defect prediction (HDP).

For the future work, we would like to employ more data from commercial projects to evaluate the effectiveness of our approach.
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