Investigating a (3 + 1)D topological $\theta$-term in the Hamiltonian formulation of lattice gauge theories for quantum and classical simulations
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Quantum technologies offer the prospect to efficiently simulate sign-problem afflicted regimes in lattice field theory, such as the presence of topological terms, chemical potentials, and out-of-equilibrium dynamics. In this work, we derive the (3 + 1)D topological $\theta$-term for Abelian and non-Abelian lattice gauge theories in the Hamiltonian formulation, paving the way toward Hamiltonian-based simulations of such terms on quantum and classical computers. We further study numerically the zero-temperature phase structure of a (3 + 1)D U(1) lattice gauge theory with the $\theta$-term via exact diagonalization for a single periodic cube. In the strong coupling regime, our results suggest the occurrence of a phase transition at constant values of $\theta$, as indicated by an avoided level crossing and abrupt changes in the plaquette expectation value, the electric energy density, and the topological charge density. These results could in principle be cross-checked by the recently developed (3 + 1)D tensor network methods and quantum simulations, once sufficient resources become available.
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I. INTRODUCTION

Numerical simulations based on Markov chain Monte Carlo (MCMC) methods of lattice gauge theories have had unprecedented success in computing various nonperturbative aspects of fundamental particle interactions [1]. However, in certain parameter regimes they face a major obstacle in the sign problem that prohibits the simulations of, e.g., topological terms and chemical potentials [2,3]. In addition, MCMC methods rely on formulating the theory in Euclidean spacetime, which prevents a direct simulation of real-time dynamics. One promising approach to overcome these limitations is tensor networks (TNs), which have already been used to simulate lattice gauge theories in (1 + 1)D (see, e.g., Refs. [4,5] and references therein), in (2 + 1)D [6,7], and recently even in (3 + 1)D [8].

In particular, techniques based on TNs do not suffer from the sign problem. This allows for exploring regimes intractable with MCMC methods [7,9,10], such as topological $\theta$-terms in (1 + 1)D [11–13]. Beyond classical algorithms, quantum simulations provide a promising tool to overcome these numerical challenges in the future. The first proof-of-concept simulations of Abelian and non-Abelian gauge theories in (1 + 1)D and in (2 + 1)D have already been accomplished [14–24]. Furthermore, experimentally realizable schemes for simulating (3 + 1)D gauge theories have been proposed [25–27].

With the rapid progress in the development of classical and quantum algorithms in higher dimensions, the simulation of topological terms in (3 + 1)D is coming into reach. These simulations are particularly relevant for one of the most puzzling aspects of the Standard Model (SM) of particle physics, which is the topological $\theta$-term in quantum chromodynamics (QCD). While this term violates the combined symmetry of charge conjugation and parity (CP) and thus distinguishes matter from antimatter, there is no experimental evidence for CP violation in QCD. Instead, measurements of the neutron electric dipole moment [28,29] constrain the parameter of the $\theta$-term to
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be smaller than $\sim 10^{-10}$, which results in a fine-tuning problem. This so-called strong CP problem has triggered an immense amount of model building beyond the SM (see Ref. [30] for a review) and lattice QCD studies of proposed solutions (see, e.g., Refs. [1,31–33] and references therein).

While conventional lattice MCMC methods rely on the Lagrangian formulation, the Hamiltonian formalism is particularly suited for both quantum simulations and tensor network methods, and this has recently sparked tremendous interest in expressing lattice field theories in this formulation. Topological terms in $(1 + 1)$D [34] and $(2 + 1)$D [35–37] have already been explored in both Lagrangian and Hamiltonian formulations, but the $\theta$-term of $(3 + 1)$D lattice gauge theories has so far been treated only in the Lagrangian formulation (see Ref. [38] for a review). In the current paper, we fill this gap by deriving the topological $\theta$-term of $(3 + 1)$D lattice gauge theories in the Hamiltonian plaquette formulation, using the transfer matrix method [39]. This paves the way toward quantum and tensor network simulations of the topological term of the SM of particle physics.

In our paper, starting with the Lagrangian definition in Ref. [40], we first derive the topological $\theta$-term for generic $(3 + 1)$D (non-)Abelian lattice gauge theories in the Hamiltonian formulation, which is given by

$$\theta \hat{Q} = -\frac{ig^2}{8\pi^2a} \sum_{\vec{n},i,j,k,b} \epsilon_{ijk} \text{Tr} [\hat{E}^{b}_{\vec{n},i} \lambda^b (\hat{U}_{\vec{n},jk} - \hat{U}^{\dagger}_{\vec{n},jk})].$$

Here, $\hat{Q}$ is the topological charge, $g$ is the coupling constant, $\theta$ a tunable parameter, $a$ is the lattice spacing, $\vec{n}$ denotes a lattice site, $\epsilon_{ijk}$ is the 3D Levi-Civita symbol, \{\$\lambda^b\$\} is the set of Hermitian gauge group generators for the fundamental representation, and $\hat{E}^{b}_{\vec{n},i}$ and $\hat{U}_{\vec{n},jk}$ are the electric field and plaquette operators, respectively.

We then focus on a particular example and perform numerical calculations for a $(3 + 1)$D pure compact U(1) lattice gauge theory in the Hamiltonian formulation using exact diagonalization for a single cube. For gauge couplings $\beta \equiv 1/g^2 \lesssim 0.75$, we find indications of a phase transition at constant values of $\theta$, signaled by spikes in the plaquette expectation value, a jump in both the electric energy density and the topological charge density, and an avoided level crossing in the ground state energy.

Our results are particularly relevant in light of recent and earlier analytical studies of the phase diagram of $(3 + 1)$D pure compact U(1) gauge theory with a $\theta$-term (see, e.g., Refs. [41–43]). Based on free-energy arguments [41], duality arguments [42], and anomaly matching conditions [43], it was predicted that a phase transition appears at $\theta = \pi$ and small $\beta$ in the confining phase, which disappears at large $\beta$ in the Coulomb phase. Unlike in pure QCD, where the phase transition at $\theta = \pi$ is known to be of first order [44–46], the order of the transition in the pure compact U(1) gauge theory is unknown [41,42]. Interestingly, our results indicate that for U(1) this transition is not first order. At the same time, our signs for the phase transition vanish for large $\beta$, which qualitatively agrees with the analytical predictions. Our results for the phase diagram could in principle be cross-checked by $(3 + 1)$D tensor network methods [8] and quantum simulations once sufficient resources become available. Thus, our work paves the way for classical and quantum computations of the topological $\theta$-term in $(3 + 1)$D lattice gauge theories using the method developed in Ref. [47]. Eventually, this will enable the first mapping of the complete phase diagram and a detailed study of the properties of the obtained phases.

The paper is organized as follows. In Sec. II, we review the transfer matrix derivation of the Kogut-Susskind Hamiltonian from Wilson’s lattice action. In Sec. III, we derive the topological $\theta$-term using the transfer matrix method. In Sec. V, we provide our numerical results, which indicate a phase transition at constant values of $\theta$. In Sec. VI, we summarize and discuss our results, including the prospects for simulating the $\theta$-term using MCMC methods, TN, and quantum simulations.

Throughout the paper, we disregard the Einstein notation and explicitly display all sums. In order to distinguish the variables in the Lagrangian formulation and operators in the Hamiltonian formulation, we express the latter with a hat (\(^\hat{\cdot}\)) symbol.

II. LATTICE FORMULATION

In this section, for the convenience of readers who are unfamiliar with lattice gauge theories, we review two standard approaches to lattice gauge theory, namely Wilson’s Lagrangian approach [48] and Kogut-Susskind’s Hamiltonian approach [49]. Moreover, we review the derivation of the Kogut-Susskind Hamiltonian from Wilson’s lattice action using the transfer matrix method [39], since it will also be used for the derivation of the topological $\theta$-term.

In the Lagrangian formulation, the standard approach introduced by Wilson [48] defines gauge theories on a hypercubic lattice with spacing $a$ in Euclidean spacetime. The sites are labeled by a four-vector $\vec{n} \equiv \sum_{\mu=0}^{3} n_{\mu} \hat{\mu}$, where $n_{0}$ denotes the temporal component, $n_{i}$ with $i \in \{1,2,3\}$ the spatial components, and $\hat{\mu}$ is a unit vector in the direction $\mu$. In the Hamiltonian formulation, time is continuous, and thus, gauge theories are defined on a cubic lattice. The links are denoted by their originating sites $\vec{n}$ and directions $\mu$. On the lattice, the vector potential, which starts from site $\vec{n}$ and points to direction $\mu$, is represented by $A_{\vec{n},\mu} = \sum_{b} A^{b}_{\vec{n},\mu} \lambda^{b}$, where $A^{b}_{\vec{n},\mu}$ are real-valued vector fields that correspond to the generators $\lambda^{b}$ of the gauge group [50], which become trivial in the case of the U(1) gauge theory. Then, the discretized field strength tensor is defined as
\[ F_{n,\mu \nu}^b \equiv \frac{1}{a} \left( A_{n+\mu, \nu}^b - A_{n, \nu}^b - A_{n+\nu, \mu}^b + A_{n, \mu}^b \right). \]

Using these degrees of freedom, one defines a link variable
\[ U_{\tilde{n}, \mu \nu} \equiv e^{iga \sum_b A_{\tilde{n}, \mu \nu}^b}. \]

In terms of the link variable, we construct a gauge-invariant plaquette variable
\[ U_{\tilde{n}, \mu \nu} \equiv U_{\tilde{n}, \mu} U_{\tilde{n}+\hat{\mu}, \nu} U_{\tilde{n}+\hat{\nu}, \mu} U_{\tilde{n}}, \]

which is a product of link variables around a closed loop on the lattice (see the right panel of Fig. 1 for an illustration).

Using the fact that \( F_{b, \mu \nu} \equiv -F_{b, \nu \mu} \), one can show that \( U_{\tilde{n}, \mu \nu} = U_{\tilde{n}, \nu \mu} \).

In terms of the plaquette variables, the gauge-invariant Wilson’s gauge-field action on the lattice reads [48]
\[ S_W = -\frac{1}{2g^2} \sum_{\tilde{n}} \sum_{\mu, \nu} \text{Tr}[U_{\tilde{n}, \mu \nu} + U_{\tilde{n}, \nu \mu}]. \]

For small \( a \), we can expand the plaquette variables as an exponential function of \( a \), as defined in Eq. (4), and obtain
\[ S_W = -\frac{1}{2g^2} \sum_{\tilde{n}} \sum_{\mu, \nu} \text{Tr}[U_{\tilde{n}, \mu \nu}] \]
\[ \to -\frac{a}{4} \sum_{\tilde{n}, \mu, \nu, b} F_{\tilde{n}, \mu \nu}^b F_{\tilde{n}, \nu \mu}^b \]
\[ \to -\frac{1}{4} \int dt \sum_{\tilde{n}, \mu, \nu, b} F_{\mu \nu}^b(x) F_{\nu \mu}^b(x), \]

where in the first line, we have used the fact that \( U_{\tilde{n}, \mu \nu} = U_{\tilde{n}, \nu \mu} \), and in the second line, the linear term vanishes in the expansion due to \( F_{\tilde{n}, \mu \nu}^b = -F_{\tilde{n}, \nu \mu}^b \). Thus, only the quadratic term in the action survives. In the continuum limit, where \( a \to 0 \), the sum becomes an integral and therefore yields the correct continuum expression.

In the following, we reproduce the derivation of the Kogut-Susskind Hamiltonian using the transfer matrix method [39]. The action and the Hamiltonian are related by the partition function, which is defined as
\[ Z = \int DU e^{-S} = \text{Tr}[(e^{-a_0 H})^N], \]

where \( \int DU \) is an integral over the gauge group [50], \( a_0 \) is the temporal lattice spacing, and \( N \) is the number of time steps. Since, in the Hamiltonian formulation, time and space are not treated isotropically, we hereafter denote the temporal and spatial lattice spacing as \( a_0 \) and \( a \), respectively. The transfer matrix is defined as
\[ \hat{T} = e^{-a_0 H}. \]

The Hamiltonian is defined through the transfer matrix in the temporal continuum limit, where \( N \to \infty \) and \( a_0 \to 0 \) with \( \tau = Na_0 \) fixed. The transfer matrix can be expressed in a complete and orthonormal product basis
\[ \left\{ U \right\} = \prod_{\tilde{n}, i} [U_{\tilde{n}, i}], \]

FIG. 1. Left: sketch of the 3D cube with periodic boundary conditions. The upper right corner shows the cube with bold black lines, where the colored circles with black outlines correspond to the eight different vertices at the corners. To illustrate the periodic boundary conditions, the original eight vertices are mirrored in every direction with mirrored vertices indicated by the same color as the original ones but with gray outlines. The 24 links are indicated as solid black lines with the arrows indicating the orientation of the links. The dashed gray lines correspond to mirrored links due to the periodic boundary conditions. Right: illustration of a cut through the middle layer of the cube along the 1–2 plane, which is highlighted in light blue in the left panel. For illustration purposes, we show a link operator (green), an electric field operator (orange), and a plaquette operator (black) corresponding to the product of the link operators around the plaquette as indicated by the circular arrow.
where $|U_{n,i}\rangle$ is an element of the gauge group on the link $(\vec{n}, i)$. The inner product and the completeness relation in this basis are given by

$$
\langle U'|U \rangle = \prod_{n,i} \delta(U'_{n,i}, U_{n,i}), \quad \int DU|U\rangle\langle U| = 1.
$$

In this basis, we prove the relation in Eq. (7)

$$
Z = \int DU DUE^{-S} = \int DU(U|\hat{T}|U_{i-a_0})\langle U_{i-a_0}|\hat{T}|U_{i-a_0}|U_0\rangle = \int DU(U|\hat{T}^N|U) = \text{Tr}[\hat{T}^N],
$$

where in the second equality, we split the Euclidean path integral $e^{-S}$ into $N$ infinitesimal Euclidean evolution operators, i.e., the transfer matrix, and in the last two equalities, we have used the completeness relation and imposed periodic boundary conditions in the temporal direction such that $|U_{i}\rangle = |U_0\rangle$.

Working in the temporal gauge $\hat{U}_{\vec{n},0} = 1$, the elements of the transfer matrix, which satisfy Eq. (11), are

$$
\langle U'|\hat{T}|U \rangle = e^{2\pi \alpha_0 \sum_{n,i} \text{Tr}[U_{n,i}U'_{n,i}U_{n,i}^+U'_{n,i}^+]},
$$

where $U'_{\vec{n},i}$ and $U_{\vec{n},i}$ are link variables from consecutive time slices. Then, we express the transfer matrix in terms of the matrix operators

$$
\hat{U}_{\vec{n},i}|U \rangle = |U_{\vec{n},i}\rangle,
$$

which are diagonal in the product basis $|U\rangle$, and the unitary operators

$$
\hat{R}_{\vec{n},i}(g)|U \rangle = |U'\rangle,
$$

where only $|U_{\vec{n},i}\rangle$ is changed in $|U\rangle$, i.e.,

$$
|U'_{\vec{n},i}\rangle = |g_{\vec{n},i}U_{\vec{n},i}\rangle.
$$

Here, $g_{\vec{n},i}$ is an element in our unitary group, which is parametrized as

$$
g_{\vec{n},i} = e^{i \sum_{b} x_{b,\vec{n},i} h_b},
$$

where $x_{b,\vec{n},i} \in \mathbb{R}$ are the group parameters, and the group generators for the fundamental representation are normalized such that

$$
\text{Tr}[h_a h_b] = \delta_{ab}.
$$

Now, the unitary operators can be parametrized as

$$
\hat{R}_{\vec{n},i}(g_{\vec{n},i}) = e^{i \sum_{b} x_{b,\vec{n},i} h_b}.
$$

where we have introduced the electric field operators $\hat{E}_{b,\vec{n},i}$ that act on the links (see right panel of Fig. 1 for an illustration) and are conjugate to the link operators $\hat{U}_{\vec{n},i}$. They satisfy the commutation relations

$$
[\hat{E}_{b,\vec{n},i}, \hat{U}_{\vec{n},i}] = -\lambda^a \hat{U}_{\vec{n},i},
$$

where $f^{abc}$ are the structure constants of the gauge group. In a U(1) theory, there is only one generator $\lambda^a = 1$ for the fundamental representation and one operator $\hat{E}_{b,\vec{n},i} = \hat{E}_{\vec{n},i}$, and the structure constants vanish. Thus, Eq. (19) becomes trivial, and Eq. (20) can be simplified. In terms of these operators, we can write the transfer operator as

$$
\hat{T} = \prod_{n,i} \int_{\mathbb{R}^{2N}} e^{2\pi \alpha_0 \sum_{n,i} \text{Tr}[\hat{U}_{\vec{n},i}^+\hat{U}_{\vec{n},i}]} \times e^{i \sum_{n,i} \sum_{b} x_{b,\vec{n},i} h_b} \times \prod_{n,i} \left( \prod_{b} \int_{\mathbb{R}^{2N}} e^{2\pi \alpha_0 \sum_{n,i} \sum_{b} x_{b,\vec{n},i} h_b} \times e^{i \sum_{n,i} \sum_{b} x_{b,\vec{n},i} h_b} \times \prod_{n,i} \left( \prod_{b} \int_{\mathbb{R}^{2N}} e^{2\pi \alpha_0 \sum_{n,i} \sum_{b} x_{b,\vec{n},i} h_b} \times e^{i \sum_{n,i} \sum_{b} x_{b,\vec{n},i} h_b} \right) \right).
$$

In the continuum limit, as $\alpha_0 \to 0$, the integral is dominated by the maximum of $\text{Tr}[2 \cos(\sum_{b} a^b \hat{E}_{b,\vec{n},i})]$. Expanding around $x^b_{\vec{n},i} = 0$, where the maximum is located, we have

$$
\text{Tr} \left[ 2 \cos \left( \sum_{b} a^b \hat{E}_{b,\vec{n},i} \right) \right] \approx 2D - \sum_{b} x^b_{\vec{n},i} x^b_{\vec{n},i},
$$

where $D$ is the dimension of the group generators. Inserting the expansion into the integral, we obtain a Gaussian integral, which evaluates to

$$
\hat{T} \propto e^{-\frac{\alpha_0}{2} \sum_{n,i,b} x^b_{n,i} x^b_{n,i} \hat{E}^b_{n,i} \hat{E}^b_{n,i} - \frac{1}{2g^2} \sum_{n,i,j,k} \text{Tr}[\hat{U}_{n,jk} + \hat{U}^+_{n,jk}]}.
$$

From this, we can directly read off the Kogut-Susskind pure gauge Hamiltonian [49]

$$
\hat{H}_{KS} = \frac{g^2}{2} \sum_{n,i,j,k} \hat{E}^b_{n,i} \hat{E}^b_{n,j} - \frac{1}{2g^2} \sum_{n,i,j,k} \text{Tr}[\hat{U}_{n,jk} + \hat{U}^+_{n,jk}].
$$
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III. (3+1)D TOPOLOGICAL TERM IN THE HAMILTONIAN FORMULATION

In this section, we derive a lattice definition of the (3 + 1)D topological \( \theta \)-term in the Hamiltonian formulation, using the transfer matrix method [39]. This novel derivation complements the well-known lattice definition of the (3 + 1)D \( \theta \)-term in the Lagrangian formulation (see Ref. [38] for a review).

In terms of the field strength tensor, the continuum topological \( \theta \)-term in the Lagrangian formulation reads

\[
\theta Q(x) = \frac{\theta g^2}{16\pi^2} \sum_{\mu,\nu} F_{\mu\nu}(x) F_{\mu\nu}(x) \\
= \frac{\theta g^2}{32\pi^2} \sum_{\mu,\nu,\rho,\sigma} \epsilon_{\mu\nu\rho\sigma} F_{\mu\nu}(x) F_{\rho\sigma}(x) \\
= \frac{\theta g^2}{8\pi^2} \sum_{i,j,k} \epsilon_{ijk} F_{0i}(x) F_{jk}(x) \\
= \frac{\theta g^2}{8\pi^2} \sum_{i,j,k,b} \epsilon_{ijk} \text{Tr}[F_{0i}(x) F_{jk}^b(x)], \tag{25}
\]

where \( Q(x) \) is the topological charge, \( \epsilon_{\mu\nu\rho\sigma} \) is the 4D Levi-Civita symbol, \( F_{\mu\nu}(x) = \sum_b F_{\mu\nu}^b(x) \lambda^b \) is the field strength tensor, \( \tilde{F}_{\mu\nu}(x) = \frac{1}{2} \sum_{\rho,\sigma} \epsilon_{\mu\nu\rho\sigma} F_{\rho\sigma}(x) \) is the Hodge dual of \( F_{\mu\nu}(x) \), and \( \theta \) is an angular variable that can be shifted by \( \theta \to \theta + n2\pi, n \in \mathbb{Z} \), keeping the Lagrangian invariant. In the third equality, we used the fact that both the Levi-Civita symbol and the field strength tensor gain minus signs when exchanging two of their indices, which cancel out.

In order to derive the generic structure of the \( \theta \)-term on the lattice in the Hamiltonian formulation, one can start with Peskin’s original lattice definition of the topological charge in the Lagrangian formulation [40,51],

\[
\tilde{Q}_n = -\frac{1}{32\pi^2} \sum_{\mu,\nu,\rho,\sigma} \epsilon_{\mu\nu\rho\sigma} \text{Tr}[U_{n,\mu\nu} U_{n,\rho\sigma}], \tag{26}
\]

and perform an expansion of the first plaquette variable,

\[
\tilde{Q}_n = -\frac{1}{32\pi^2} \sum_{\mu,\nu,\rho,\sigma} \epsilon_{\mu\nu\rho\sigma} \text{Tr}[(1 + i g a_0 a_e F_{n,\mu\nu}^b \lambda^b + \ldots) U_{n,\rho\sigma}] \\
= -\frac{1}{16\pi^2} \sum_{i,j,k} \epsilon_{ijk} \text{Tr}[(1 + i g a_0 a_e (F_{0i}^b - F_{n,0i}^b) \lambda^b + \ldots) U_{n,ijk}] \\
= -\frac{1}{8\pi^2} \sum_{i,j,k,b} \epsilon_{ijk} \text{Tr}[(1 + i g a_0 a_e E_{n,ijk}^b \lambda^b + \ldots) U_{n,ijk}] \\
= -\frac{i g a_0 a_e}{8\pi^2} \sum_{i,j,k,b} \text{Tr}[E_{n,ijk}^b (U_{n,ijk}^\dagger - U_{n,ijk}) + \ldots], \tag{27}
\]

where \( a_\mu = a_0 \) for \( \mu = 0 \) and \( a_\mu = a \) otherwise. At first sight, it seems as if this naive expansion does not yield the correct prefactor for the \( \theta \)-term in the Hamiltonian formulation. Similarly, it seems as if a naive expansion of Wilson’s lattice action in Eq. (5) does not yield the correct prefactors for the electric and magnetic terms of the Kogut-Susskind Hamiltonian in Eq. (24). From the transfer matrix derivation in Sec. ii we know that the magnetic term in the Hamiltonian formulation has the same \( 1/g^2 \) prefactor as in the Lagrangian formulation, but the electric term acquires a \( g^2 \) prefactor through the Gaussian integration in Eq. (23). This apparent deviation can be explained by the fact that the electric fields in the Hamiltonian and Lagrangian formulations are defined differently. In particular, these two electric fields are related via \( E_{n,ij}^b = (a^2/g) E_{n,ij}^b \) [52]. In order to demonstrate that this is indeed the case [see Eq. (35)], we will derive the topological \( \theta \)-term using the transfer matrix method in the following.

The Euclidean lattice action, including the topological charge in Eq. (26) with a vacuum angle \( \theta \), is [53]

\[
S = S_W + i \theta \sum_n Q_n, \tag{28}
\]

where the topological charge picks up a factor of \( i \) when going from Minkowski to Euclidean spacetime [54].

Just as in the second line of Eq. (27), we isolate the temporal components of \( Q_n \) in the action,

\[
\text{Tr}[U_{n,0i} U_{n,ijk} - U_{n,0i} U_{n,ijk}] \\
= \text{Tr}[U_{n,0i} U_{n,ijk} - U_{n,0i} U_{n,ijk}^\dagger] \\
= \text{Tr}[(U_{n,0i} - U_{n,0i}^\dagger) U_{n,ijk}], \tag{29}
\]

such that we can write the action as

\[
S = S_W - \frac{i \theta}{16\pi^2} \sum_{n,i,j,k} \epsilon_{ijk} \text{Tr}[(U_{n,0i} - U_{n,0i}^\dagger) U_{n,ijk}]. \tag{30}
\]

Working in the temporal gauge, we write the transfer matrix elements, which satisfy Eq. (11), as

\[
(U^i)^{\dagger} \tilde{T} U = e^{\frac{a}{\alpha \pi}} \sum_{a} \text{Tr}[U_{a,i}^0 U_{a,i}^\dagger + U_{a,i}^\dagger U_{a,i}^0] \\
\times e^{\frac{a}{\alpha \pi}} \sum_{a} \text{Tr}[(U_{a,i}^0 U_{a,j}^\dagger - U_{a,j}^\dagger U_{a,i}^0) U_{a,k}] \\
\times e^{\frac{a}{\alpha \pi}} \sum_{a} \text{Tr}[(U_{a,k} - U_{a,k}^\dagger) U_{a,j}^\dagger]. \tag{31}
\]

In terms of the operators defined in Eqs. (13)–(18), we write the transfer matrix as

\[1^{\text{We thank Artur Avkhadiev for pointing this out.}}\]
\[ \hat{T} = \prod_{n,i} \int d g_{n,i} \tilde{R}_{n,i}(g_{n,i}) e^{i g_{n,i}^2 \mathcal{T} \hat{H}_{n,i} g_{n,i}^2} \times e^{\frac{1}{2} \sum_{i,j} e_{i,j} \hat{H}_{n,i,j} (g_{n,i}^{-1} g_{n,j}^{-1})} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}{2} \sum_{n,i,j} \mathcal{T} \hat{H}_{n,i,j} (g_{n,i}^2 + g_{n,j}^2)} \times e^{\frac{1}
where $\tilde{\theta} = \theta/8\pi^2, \beta = 1/g^2, (i, j, k)$ is summed over the set of even permutations, and the link operators satisfy the commutation relation

$$ [\hat{E}_{\bar{n},j}, \hat{U}_{\bar{n},j}] = \delta_{\bar{n},\bar{n}'} \delta_{j,j'} \hat{U}_{\bar{n},j}. \quad (41) $$

The eigenstates of the electric field operators

$$ \hat{E}_{\bar{n},j} |E_{\bar{n},j}\rangle = E_{\bar{n},j} |E_{\bar{n},j}\rangle, \quad E_{\bar{n},j} \in \mathbb{Z} \quad (42) $$

form a basis for the Hilbert space of the gauge fields. In this basis, the gauge-field operators can be represented as

$$ \hat{E}_{\bar{n},j} = \sum_{E_{\bar{n},j} \in \mathbb{Z}} E_{\bar{n},j} |E_{\bar{n},j}\rangle \langle E_{\bar{n},j}|, \quad (43) $$

$$ \hat{U}_{\bar{n},j} = \sum_{E_{\bar{n},j} \in \mathbb{Z}} |E_{\bar{n},j} - 1\rangle \langle E_{\bar{n},j}|. \quad (44) $$

It can be checked straightforwardly that these operators satisfy the commutation relation in Eq. (41). In order to represent the infinite-dimensional gauge-field operators on a finite-size computer, their Hilbert space must be truncated at a cutoff, $s$. Thus, the gauge-field operators become

$$ \hat{E}_{\bar{n},j} = \sum_{E_{\bar{n},j} = -s}^{s} E_{\bar{n},j} |E_{\bar{n},j}\rangle \langle E_{\bar{n},j}|, \quad (45) $$

$$ \hat{U}_{\bar{n},j} = \sum_{E_{\bar{n},j} = -s + 1}^{s} |E_{\bar{n},j} - 1\rangle \langle E_{\bar{n},j}|. \quad (46) $$

Throughout this work, we choose the simplest nontrivial symmetric truncation corresponding to $s = 1$.

Furthermore, the Hamiltonian is gauge invariant because it commutes with Gauss’s law operators

$$ \hat{G}_{\bar{n}} = \sum_{i=1}^{3} (\hat{E}_{\bar{n},i} - \hat{E}_{\bar{n},-i}), \quad \forall \bar{n}. \quad (47) $$

The gauge-invariant physical states $|\Psi\rangle$ are constrained by Gauss’s law operators via the relation

$$ \hat{G}_{\bar{n}} |\Psi\rangle = 0, \quad \forall \bar{n}. \quad (48) $$

However, the Hamiltonian acts on a Hilbert space that contains many unphysical states, which violate the gauge-invariance condition in Eq. (48). Therefore, the spectrum of the Hamiltonian, without enforcing Gauss’s law, will be contaminated by unphysical states. A possible way to suppress the unphysical states is to diagonalize $\hat{H} + r \sum_{\bar{n}} \hat{G}_{\bar{n}}^2$ with $r \gg 1$, where the squared Gauss’s law operators are included as a penalty term [57,58]. Since the physical states lie in the kernel of Gauss’s law operators, they will be unaffected by the penalty. We choose to use an alternative and more resource-efficient way to incorporate Gauss’s law into our Hamiltonian, following Ref. [47]. In particular, we treat Eq. (48) as a set of constraints on the electric operators

$$ \sum_{i=1}^{3} (\hat{E}_{\bar{n},i} - \hat{E}_{\bar{n},-i}) = 0, \quad \forall \bar{n}, \quad (49) $$

and solve this as a system of equations over the electric operators. Since the sum of all Gauss’s law constraints evaluates to zero, $\sum_{\bar{n}=1}^{N} \hat{G}_{\bar{n}} = 0$, there are only $N - 1$ independent constraints on a lattice with $N$ sites. Hence, we can eliminate $N - 1$ arbitrary electric field operators by expressing them in terms of the remaining ones [47]. Since the eliminated electric field operators no longer contribute directly to the dynamics, their corresponding link operators become identities. In one dimension with open boundary conditions, this method allows one to completely eliminate the gauge fields, leaving only matter degrees of freedom [9,59,60]. This method can be applied to higher dimensions, as discussed in Refs. [52,61,62], and has recently been demonstrated on a $(2 + 1)$D lattice gauge theory [47]. For a 3D cubic lattice with periodic boundary conditions, where $N = L^3, L^3 - 1$ out of $3L^3$ link degrees of freedom are eliminated, and thus, the Hamiltonian can be expressed solely in terms of the gauge-field operators acting on the remaining $2L^3 - 1$ links. Here, $L$ denotes the number of sites along each direction. Compared to the penalty method, where the dimensions of the Hamiltonian remain unchanged, this method reduces the number of basis states from $(2s + 1)^{3L^3}$ to $(2s + 1)^{2L^3 - 1}$.

V. RESULTS

In order to investigate the zero-temperature phase structure of the U(1) gauge theory in the presence of a topological term on a periodic cube, we compute the low-lying spectrum of the Hamiltonian in Eq. (37) using exact diagonalization. In our numerical analysis, we focus on the $\theta$-dependence of the energy spectrum and the expectation value of various observables in the ground state $|\Psi_0\rangle$ of the Hamiltonian. In particular, we study the plaquette expectation value

$$ \langle \mathcal{P} \rangle = -\frac{1}{V\beta} \langle \Psi_0 | \hat{H}_B | \Psi_0 \rangle, \quad (50) $$

where $V$ is the number of plaquettes on the lattice, the bare topological charge density

$$ \langle Q \rangle = -\frac{\beta}{V} \langle \Psi_0 | \hat{Q} | \Psi_0 \rangle, \quad (51) $$

the bare electric energy density....
\[ \langle \mathcal{E}^2 \rangle = \frac{\beta}{V} \langle \Psi_0 | \hat{H}_E | \Psi_0 \rangle, \tag{52} \]

and the electric field expectation value

\[ \langle \mathcal{E} \rangle = \langle \Psi_0 | \sum_{\vec{n},j} \hat{E}_{\vec{n},j} | \Psi_0 \rangle. \tag{53} \]

We explore a wide range of couplings corresponding to \( \beta \in [0.005, 0.75] \), and for each value of the coupling a range of values \( \tilde{\theta} \in [-0.5, 0.5] \). Figure 2 shows our results for the topological charge density, the electric energy density, and the plaquette expectation value. Focusing on the regime \( \beta \leq 0.3 \), we see that the topological charge density as well as the electric energy density show sharp discontinuities at \( |\tilde{\theta}| \approx 0.333 \), as shown in Figs. 2(a) and 2(b). Similarly, the plaquette expectation value has distinct spikes at these points, as Figs. 2(c) and 2(d) reveal. The sharp discontinuities in the electric energy density and the topological charge density, together with the spike in the plaquette expectation value indicate that a phase transition is occurring at \( |\tilde{\theta}| \approx 0.333 \).

Going to smaller values of the coupling, or equivalently increasing \( \beta \) beyond 0.3, we can clearly see that the distinct features in all three observables eventually vanish and the curves become smooth. In particular, the spikes in the plaquette expectation value disappear, as the comparison in Fig. 2(d) shows. Hence, our data do not show any signs of a phase transition in this regime.

Comparing our numerical results to the analytical findings of Refs. [42,43], we find qualitative agreement. These references predict periodic behavior in \( \theta \) with a period of \( 2\pi \), and a phase transition at \( \theta = \pi \) for large values of the coupling, or equivalently small \( \beta \). This transition should

FIG. 2. (a) Bare topological charge density, (b) bare electric energy density, and (c) plaquette expectation value as a function of \( \tilde{\theta} \) for \( \beta \leq 0.75 \). (d) The plaquette expectation values for \( \beta = 0.01 \) (left y-axis) and 0.75 (right y-axis) are shown in greater detail to highlight the change in the behavior as \( \beta \) increases. Note that in panels (a) and (b) the lines for \( \beta = 0.1, 0.05, 0.01 \) are covered by the red line.
eventually vanish as one approaches the Coulomb phase at small values of the coupling, corresponding to large $\beta$. The transition at $\theta = \pi$ is, to the best of our knowledge, the only transition that occurs at constant $\theta$ in a compact U(1) gauge theory. Hence, despite a significant shift toward larger values of $\theta$, it seems likely that the transition we observe corresponds to the theoretically predicted one at $\theta = \pi$. Moreover, while our data are not perfectly periodic at large values of $\theta$, we see the following symmetries in the observables, i.e., $\langle \mathcal{P}(\theta) \rangle = \langle \mathcal{P}(-\theta) \rangle$, $\langle \mathcal{E}^2(\theta) \rangle = \langle \mathcal{E}^2(-\theta) \rangle$, and $\langle \mathcal{Q}(\theta) \rangle = -\langle \mathcal{Q}(-\theta) \rangle$. The oddness of the topological charge density and the evenness of the plaquette expectation and the electric energy density can be directly inferred from Eq. (40). Indeed, the $CP$ transformation $U_{\tilde{n},d} \rightarrow U_{\tilde{n},d}^\dagger$ only changes the sign of the topological charge but leaves the plaquette expectation and the electric energy density unchanged. This leads to a linear behavior of $\langle \mathcal{Q}(\theta) \rangle$ near $\theta = 0$, as observed in Fig. 2(a). Note that a similar behavior has also been observed in lower-dimensional lattice studies of topological terms, such as Refs. [13,63].

The shift in the transition point and the lack of perfect periodicity in our data are likely to be caused by the truncation of the electric field and by the small volume we study. To probe how severely the electric field truncation affects our results, we can investigate the expectation value of the electric field $\langle \mathcal{E} \rangle$. In particular, for $\beta \leq 0.75$, we expect the ground state to have a significant overlap with the electric vacuum, and thus, yield $\langle \mathcal{E} \rangle \approx 0$. For all values of $\theta$ and $\beta$ explored in our numerical calculations, we indeed observe that $|\langle \mathcal{E} \rangle| < 7 \times 10^{-13}$. This suggests that we are in a regime in which the electric field values are small, and that truncation effects play an insignificant role in our computations.

In contrast, we expect finite-volume effects to have a larger impact. In particular, it has been observed in previous studies of the $(1 + 1)$D Abelian-Higgs model with a $\theta$-term that for very small volumes the model is only approximately periodic in $\theta$ with a period larger than $2\pi$ [63,64]. The perfect $2\pi$-periodicity is only restored on large lattices [13,63,64]. Furthermore, Ref. [64] found that the predicted phase transition at $\theta = \pi$ is significantly shifted toward larger values of $\theta$ for small volumes. Once again, these shifts eventually disappear for larger volumes. For the $(3 + 1)$D model we study, we expect even stronger finite-volume effects to take place, since the connectivity of each lattice site is higher. This could explain why we do not observe a transition at $\theta = \pi$ but rather at $\tilde{\theta} \approx 0.333$, which is roughly a factor of 8 larger.

The nature of the phase transition at $\theta = \pi$ is unknown from analytical predictions [41,42]. To get further insights into the transition that we observe, we can study the low-lying energy spectrum of the Hamiltonian. We focus on $\beta = 0.3$, at which we still see clear signatures of a phase transition, but which is already close to the point where the abrupt changes in the observables begin to smoothen out.

Figure 3 shows the results for the first four energy levels of the Hamiltonian close to the observed transition point $\tilde{\theta} \approx 0.333$. As the figure reveals, there is an avoided level crossing between the ground state and the first excited state at the transition point. In particular, we do not find a level crossing as one would expect for a first-order quantum phase transition. The low-lying spectrum rather hints toward a second- or higher-order phase transition causing the features we see in Fig. 2 in the topological charge density, the electric energy density, and the plaquette expectation value for small $\beta$. Furthermore, the theory at $\tilde{\theta} \approx 0.333$ would correspond to one with $\theta = 0$ and a negative fermionic mass once the U(1) gauge theory is coupled to a fermion (see Appendix B for more details on this correspondence). Future investigations of this claim can be accomplished using quantum simulations and tensor network simulations.

VI. CONCLUSION AND DISCUSSION

In this paper, we derived the topological $\theta$-term for $(3 + 1)$D Abelian and non-Abelian lattice gauge theories in the Hamiltonian formulation, using the transfer matrix method. We then applied our derivation to the $(3 + 1)$D pure compact U(1) lattice gauge theory and explored the topological zero-temperature phase structure using exact diagonalization for a single periodic cube. In our numerical calculations, we obtained evidence for a phase transition at constant values of $\theta$ and for large values of the coupling $g$. The transition appears in the form of an avoided level crossing in the spectrum, discontinuities in electric energy density and topological charge density, and a spike in the plaquette expectation value. Our data suggest that the observed transition corresponds to the analytically predicted one at $\theta = \pi$ for large values of $g$. The low-lying
energy spectrum indicates that this transition is not of first order. Decreasing the coupling and moving toward the Coulomb phase, we observe that the transition eventually vanishes, in line with the theoretical predictions of Refs. [42,43].

Our work enables future investigations of topological effects in lattice gauge theories via quantum and classical algorithms, which are formulated in terms of the Hamiltonian. On the classical front, our numerical results can be cross-checked and extended to larger lattices using tensor network methods developed for \((3 + 1)D\) lattice gauge theories in Ref. [8]. Furthermore, it will be interesting to explore the \(\theta\)-dependent phase structure near the deconfinement transition at \(\beta \approx 1\) [65,66]. For simulations of small lattices, one can include the extended action described in Ref. [67] to enhance the deconfinement transition and to counteract finite-size effects. The extended Hamiltonian corresponding to the extended action is derived in Appendix C. Furthermore, using the magnetic basis devised in Ref. [47], one can further explore the phase diagram in the Coulomb phase, where \(\beta > 1\), with a modest amount of computational resources and minimal truncation effects. On the quantum front, our derivations provide a necessary starting point for designing quantum algorithms to simulate models with a topological \(\theta\)-term. Furthermore, our results demonstrate that even a minimal \((3 + 1)D\) lattice gauge theory formulated on a single cube can already exhibit a nontrivial topological phase structure. This is a valuable insight for the development of quantum simulators, as it implies a low overhead to realize interesting physical phenomena. Finally, our work can be extended by constructing a finite-dimensional representation of the \(\theta\)-term in non-Abelian theories for quantum simulations, using the method described in Ref. [56].
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APPENDIX A: ALTERNATIVE TRANSFER MATRIX DERIVATION OF THE TOPOLOGICAL \(\theta\)-TERM

In this Appendix, we show that using the analytical method recently proposed in Ref. [55], one can derive the same expression for the topological \(\theta\)-term in the Hamiltonian formulation as we derived in Eq. (35). The authors of Ref. [55] derived the Hamiltonian plaquette formulation of \(\sum_b F_{\tilde{n},ij}^b F_{\tilde{n},jk}^b\) in the context of studying transport coefficients, and we became aware of their results only recently, while running our numerical calculations.

In Ref. [55], the authors introduce different bilinear combinations of the field strength tensor as a perturbation to Wilson’s lattice action \(S\), from which they derive the operators that correspond to the variables. While we adopt Euclidean spacetime in the main text, Minkowski spacetime is adopted in the following, as in Ref. [55]. Briefly, if the perturbed action is \(S + \epsilon O\), where \(O\) is the perturbation, the perturbed transfer matrix elements are

\[
\langle U'| e^{-i\epsilon H} U \rangle = e^{i(S + \epsilon O)},
\]

where \(\hat{H}'\) is the perturbed Hamiltonian. Differentiating the right-hand side with respect to \(\epsilon\) yields the operator corresponding to \(O\), up to a factor of \(i\). Thus, the perturbed Hamiltonian is

\[
\hat{H}' = \hat{H}_{KS} - \frac{\epsilon}{a_0} \hat{O}.
\]

As such, one can add the topological term to Wilson’s lattice action as a perturbation

\[
S' = S_W + \epsilon a_0 a^3 \sum_{\tilde{n},i,j,k,b} \text{Tr}[F_{\tilde{n},0i}^b F_{\tilde{n},0j}^b]
\]

\[
= S_W - \frac{\epsilon}{4} \sum_{\tilde{n},i,j,k} \text{Tr}[ (U_{\tilde{n},0i} - U_{\tilde{n},0i}^\dagger)(U_{\tilde{n},jk} - U_{\tilde{n},jk}^\dagger) ] + \mathcal{O}(a),
\]

using the relation

\[
-\frac{i}{2ga_\mu a_\nu} (U_{\tilde{n},\mu \nu} - U_{\tilde{n},\mu \nu}^\dagger) = \sum_b F_{\tilde{n},\mu \nu}^b \lambda^b + \mathcal{O}(a),
\]

where \(a_\mu = a\) if \(\mu \neq 0\). One can see that the action in Eq. (A3) is equivalent to the action in Eq. (30) that we used for our derivation, up to \(\mathcal{O}(a)\) discretization error, a factor of \(e\), and the Levi-Civita symbol. We note that our method


does not require the topological term to be introduced as a perturbation.

The transfer matrix can be obtained following the steps in Eqs. (31)–(33) and evaluates to

$$\hat{T} \propto e^{-i\alpha} \left\{ \hat{H}_{KL} - \frac{i}{2g} \sum_{\alpha,\beta,\gamma} \text{Tr}[\hat{E}_{\alpha,\beta}^\dagger \hat{U}_{\hat{\alpha},\hat{\beta}} - \hat{U}_{\hat{\alpha},\hat{\beta}}^\dagger \hat{E}_{\alpha,\beta}] + O(\epsilon^2) \right\}. \tag{A5}$$

Keeping terms up to $O(\epsilon)$ and using Eq. (A2), one can identify the operator that corresponds to the perturbation in Eq. (A3) as

$$\frac{i}{2a} \sum_{\hat{n},\hat{i},\hat{j},\hat{k},\hat{b}} \text{Tr}[\hat{E}_{\hat{n},\hat{i}}^\dagger \hat{X}_{\hat{i}} \hat{U}_{\hat{n},\hat{j}} - \hat{U}_{\hat{n},\hat{j}}^\dagger \hat{E}_{\hat{n},\hat{i}}], \tag{A6}$$

which is structurally similar to Eq. (35). Note that when applied to the $\theta$-term, the removal of the $O(\epsilon^2)$ does not rely on the fact that the $\theta$-term is a perturbation, but is rather due to the totally antisymmetric nature of the Levi-Civita symbol in Eq. (35).

**APPENDIX B: EQUIVALENCE OF NEGATIVE FERMIONIC MASS AND TOPOLOGICAL $\theta$-TERM WITH $\theta=\pi$**

In this Appendix, we discuss the well-known equivalence of a gauge-field theory with a negative fermionic mass term and the same theory with a positive mass term plus a topological $\theta$-term at $\theta = \pi$. This equivalence is given because the $\theta$-parameter can be rotated from the $\theta$-term into the fermionic mass, $m \rightarrow m \exp(i\theta)$, which changes the sign of the mass for $\theta = \pi$, $m \rightarrow m \exp(i\pi) = -m$ [68–71]. This equivalence holds true for any gauge theory with a nontrivial topological vacuum structure, such as the compact U(1) gauge theory or (compact or noncompact) non-Abelian gauge theories, including SU(2) and SU(3). Thus, in all of these theories, we expect a rich phase structure, in particular a phase transition at some critical coupling and negative mass corresponding to $\theta = \pi$.

To demonstrate the equivalence of a negative mass and a $\theta$-term at $\theta = \pi$, we need to consider the quantum anomaly equation of the continuum theory in the Hamiltonian formalism. For a massless fermion field $\psi$, we can perform a chiral rotation of $\psi$ by using the classical Hamiltonian,

$$\psi \rightarrow e^{i\alpha\gamma^5} \psi, \tag{B1}$$

where $\alpha \in [0, 2\pi]$ is an angular variable. Thus, this rotation in Eq. (B1) is a symmetry of the classical Hamiltonian. However, this symmetry only holds true on the classical level and is violated on the quantum level.

If the rotation in Eq. (B1) were a true symmetry of the quantum Hamiltonian, the divergence of the fermionic current corresponding to this symmetry would vanish,

$$\sum_{\mu} \partial_{\mu} \bar{\psi}^5 = 0, \tag{B2}$$

where $\bar{\psi}^5 = \bar{\psi} \gamma^\mu \gamma^5 \psi$ is the chiral fermion current. However, the presence of the quantum anomaly makes this term nonvanishing, which yields the nontrivial quantum anomaly equation for a massless fermion,

$$\sum_{\mu} \partial_{\mu} \bar{\psi}^5 = \frac{g^2}{8\pi^2} \sum_{\mu,\nu} \hat{F}^{\mu\nu} \hat{F}^{\mu\nu} \tag{B3}$$

where $g$ is the coupling, $\hat{F}^{\mu\nu}$ is the field strength tensor, and $\hat{F}^{\mu\nu} = \frac{i}{2} \sum_{\rho,\sigma} \epsilon^{\mu\nu\rho\sigma} \hat{F}_{\rho\sigma}$ is its Hodge dual. This anomaly equation was first derived in the Lagrangian formalism, where instead of operators one has classical variables [68–70], and it is equivalent to the one in the Hamiltonian formalism [71]. Note that in contrast to the main text, here we work in Minkowski spacetime. Thus, we use the usual convention of having upper and lower Lorentz indices, which are related by the metric tensor.

Now let us see what happens if we introduce a nonzero mass for the fermion $\psi$. First, we observe that the rotation in Eq. (B1) shifts the fermionic mass term by

$$m \bar{\psi} \psi \rightarrow m \bar{\psi} e^{2i\alpha\gamma^5} \psi \approx m \cos(2\alpha) \bar{\psi} \psi + i m \sin(2\alpha) \bar{\psi} \gamma^5 \psi \approx m \bar{\psi} \psi + i 2am \bar{\psi} \gamma^5 \psi, \tag{B4}$$

where the approximation holds true for $\alpha \ll 1$.

Second, the fermionic mass perturbatively corrects the quantum anomaly equation in Eq. (B3) by

$$\sum_{\mu} \partial_{\mu} \bar{\psi}^5 = \frac{g^2}{8\pi^2} \sum_{\mu,\nu} \hat{F}^{\mu\nu} \hat{F}^{\mu\nu} + i 2am \bar{\psi} \gamma^5 \psi. \tag{B5}$$

Using Eq. (B5), we can now demonstrate that the chiral rotation in Eq. (B1) by a small angle $\alpha \ll 1$ induces the following shift in the Hamiltonian:

$$\hat{H} \rightarrow \hat{H} + a \sum_{\mu} \partial_{\mu} \bar{\psi}^5 \approx \hat{H} + \frac{a g^2}{8\pi^2} \sum_{\mu,\nu} \hat{F}^{\mu\nu} \hat{F}^{\mu\nu} + i 2am \bar{\psi} \gamma^5 \psi. \tag{B6}$$

As expected, the last term in Eq. (B6) coincides with the last term in Eq. (B4) and alters the fermionic mass term. Moreover, we observe in Eq. (B6) that the chiral rotation yields an additional term in the final Hamiltonian. This is precisely the topological $\theta$-term, where $\theta \equiv 2\alpha$. 
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Let us now assume that the initial Hamiltonian $\hat{H}$ in Eq. (B6) has a negative mass term. According to Eqs. (B1) and (B4), we can change the sign of this mass term with a chiral rotation by $a = \theta/2 = \pi/2$, which yields 

\[-m \rightarrow -m \exp(i\pi) = +m.\]

As discussed, this rotation gives rise to an additional term in the Hamiltonian,

$$\hat{H}_{\theta=\pi} = \frac{\pi g^2}{16\pi^2} \sum_{\mu,\nu} \hat{p}_\mu \hat{p}_{\mu\nu}, \quad (B7)$$

which is the topological $\theta$-term at $\theta = \pi$. Thus, we have shown that the theory with a negative mass term and without a topological $\theta$-term is equivalent to the theory with a positive mass term and the $\theta$-term at $\theta = \pi$. Note that the $\theta$-term in Eq. (B7) is a total derivative and therefore vanishes for gauge theories with a trivial topological vacuum structure, such as the noncompact U(1) gauge theory in $(3 + 1)$D.

**APPENDIX C: TRANSFER MATRIX DERIVATION OF THE EXTENDED HAMILTONIAN**

In this Appendix, we derive the Hamiltonian corresponding to the extended U(1) lattice action [67]

$$S = -\frac{\beta}{2} \sum_{\mu,\nu} (U_{\bar{n},\mu\nu} + \text{H.c.}) - \frac{\gamma}{2} \sum_{\mu,\nu} (U_{\bar{n},\mu\nu}^2 + \text{H.c.}), \quad (C1)$$

where $\beta = 1/g^2$ and $\gamma$ are coupling constants. The U(1) Kogut-Susskind pure gauge Hamiltonian can be derived from the first sum using the transfer matrix method [39], as shown in Sec. II. Here, we follow the same procedure to obtain the Hamiltonian corresponding to the second sum in Eq. (C1).

In the temporal gauge, the matrix elements of the transfer operator (9) in the product basis is

$$\langle U'|\hat{T}|U \rangle = e^{\frac{\beta}{8\pi a} \sum_{\bar{n},\mu} (U^2_{\bar{n},\mu\mu} + U_{\bar{n},\mu\mu}^2)} \times e^{\frac{\gamma}{2\pi a} \sum_{\bar{n},\mu} (U^2_{\bar{n},\mu\mu} + U_{\bar{n},\mu\mu}^2)}. \quad (C2)$$

In terms of the operators defined in Eqs. (13)–(18), we write the transfer operator as

$$\hat{T} = \int \prod_{\bar{n},\hat{a}} dg_{\bar{n},\hat{a}} \hat{K}_{\bar{n},\hat{a}}(g_{\bar{n},\hat{a}}) e^{\frac{\beta}{8\pi a} \sum_{\bar{n},\mu} (U^2_{\bar{n},\mu\mu} + U_{\bar{n},\mu\mu}^2)} \times e^{\frac{\gamma}{2\pi a} \sum_{\bar{n},\mu} (U^2_{\bar{n},\mu\mu} + U_{\bar{n},\mu\mu}^2)}. \quad (C3)$$

In the continuum limit, as $a_0 \to 0$, the integral is dominated by the maximum of $2 \cos(2x_{\bar{n},\hat{a}})$. Expanding around $x_{\bar{n},\hat{a}} = 0$, where this maximum is located, we have

$$2 \cos(2x_{\bar{n},\hat{a}}) \approx 2 - 4x_{\bar{n},\hat{a}}^2. \quad (C4)$$

Inserting the expansion into the integral, we obtain a Gaussian integral, which evaluates to

$$\hat{T} \propto e^{-\frac{\beta}{8\pi a} \sum_{\bar{n},\mu} \hat{E}_{\bar{n},\mu}^2 - \frac{\gamma}{2\pi a} \sum_{\bar{n},\mu} \hat{E}_{\bar{n},\mu}^2} \times e^{\frac{\beta}{8\pi a} \sum_{\bar{n},\mu} (U^2_{\bar{n},\mu\mu} + U_{\bar{n},\mu\mu}^2)}. \quad (C5)$$

From this, we can directly read off the Hamiltonian corresponding to the second sum in Eq. (C1),

$$\hat{H}_T = \frac{1}{8\pi a} \sum_{\bar{n}} \sum_{j=1}^3 \hat{E}_{\bar{n},j}^2 - \frac{\gamma}{2\pi a} \sum_{\bar{n}} \sum_{j,k=1}^3 \hat{E}_{\bar{n},jk}^2 (U^2_{\bar{n},jk} + \text{H.c.}). \quad (C6)$$
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