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Abstract

We show existence and uniqueness of a continuous with polynomial growth viscosity solution of a system of second order integral-partial differential equations (IPDEs for short) without assuming the usual monotonicity condition of the generator with respect to the jump component as in Barles et al.’s article [2]. The Lévy measure is arbitrary and not necessarily finite. In our study the main tool we used is the notion of backward stochastic differential equations with jumps.
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1 Introduction

The main objective of this paper is to deal with the following system of integral-partial differential equations:

\[ \forall i \in \{1, \ldots, m\}, \]

\[ \begin{aligned}
-\partial_t u^i(t, x) - b(t, x)^\top D_x u^i(t, x) - \frac{1}{2} \text{Tr}(\sigma \sigma^\top (t, x) D^2_x u^i(t, x)) - K u^i(t, x) \\
- h(t, (u^j(t, x)))_{j=1}^m (\sigma^\top D_x u^i)(t, x), B_i u^i(t, x)) = 0, (t, x) \in [0, T] \times \mathbb{R}^k; \\
u^i(T, x) = g^i(x)
\end{aligned} \tag{1.1} \]

where the operators \( B_i \) and \( K \) are defined as follows:

\[ B_i u^i(t, x) = \int_E \gamma^i(t, x, e) (u^i(t, x + \beta(t, x, e)) - u^i(t, x)) \lambda(de) \text{ and} \]

\[ Ku^i(t, x) = \int_E (u^i(t, x + \beta(t, x, e)) - u^i(t, x) - \beta(t, x, e)^\top D_x u^i(t, x)) \lambda(de) \tag{1.2} \]

where \( \lambda \) is a Lévy measure on \( E := \mathbb{R}^\ell - \{0\} \) which integrates the function \( (1 \wedge |e|^2)_{e \in E} \).

The second order system of equations (1.1) is of non-local type since the operators \( B_i u^i \) and \( K u^i \) at \((t, x)\) involve the values of \( u_i \) in the whole space \( \mathbb{R}^k \) and not only locally, i.e. in a neighbourhood of \((t, x)\).

This system of IPDEs, introduced by Barles et al. in [2], is deeply related to the following multidimensional backward stochastic differential equation (BSDE for short) with jumps whose solution, for fixed \((t, x) \in [0, T] \times \mathbb{R}^k\),
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is a triple of adapted stochastic processes \((Y_s^{t,x}, Z_s^{t,x}, U_s^{t,x})_{s \leq T}\) with values in \(\mathbb{R}^m \times \mathbb{R}^{m \times d} \times L^2(\lambda)\) which mainly satisfy: \(\forall i \in \{1, \ldots, m\},\)

\[
\begin{align*}
-dY_s^{t,x} &= h^{(i)}(s, X_s^{t,x}, (Y_s^{j,t,x})_{j=1,m}, Z_s^{t,x}, \int_0^s \gamma_i(s, X_s^{t,x}, e) U_s^{t,x}(e) \lambda(de)ds \\
-Z_s^{t,x} dB_s &= \int_0^s U_s^{t,x}(e) \tilde{\mu}(ds, de), \forall s \leq T; \\
Y_T^{t,x} &= g^i(X_T^{t,x}), \end{align*}
\]

(1.3)

where:

(i) \(B := (B_s)_{s \leq T}\) is a \(d\)-dimensional Brownian motion, \(\mu\) an independent Poisson random measure with compensator \(ds \lambda(de)\) and \(\tilde{\mu}(ds, de) := \mu(ds, de) - ds \lambda(de)\) its compensated random measure;

(ii) for any \((t, x) \in [0, T) \times \mathbb{R}^k\), \((X_s^{t,x})_{s \leq T}\) is the solution of the following standard stochastic differential equation of diffusion-jump type, i.e.,

\[
X_s^{t,x} = x + \int_t^s b(r, X_r^{t,x})dr + \int_t^s \sigma(r, X_r^{t,x})dB_r + \int_t^s \int_0^\infty \beta(r, X_r^{t,x}, e) \tilde{\mu}(dr, de), \text{ for } s \in [t, T] \text{ and } X_0^{t,x} = x \text{ if } s \leq t.
\]

(1.4)

Actually it has been shown in [2] that, under standard assumptions on the functions \(b, \sigma, \beta, g^i, h^{(i)}\) and \(\gamma_i\) and due to the Markovian framework of randomness which stems from the Markov process \(X^{t,x}\), there exist deterministic continuous functions \((u^i(t, x))_{i=1,m}\) such that for any \(s \in [t, T]\),

\[
Y_s^{t,x} = u^i(s, X_s^{t,x}), \forall i = 1, \ldots, m.
\]

(1.5)

Moreover if for any \(i = 1, \ldots, m,\)

(a) \(\gamma_i \geq 0;\)

(b) the mapping \(q \in \mathbb{R} \mapsto h^{(i)}(t, x, y, z, q)\) is non-decreasing, when the other components \((t, x, y, z)\) are fixed; then the functions \((u^i)_{i=1,m}\) is the unique continuous viscosity solution of system \(1.1\) in the class of functions with polynomial growth (at least). Conditions (a)-(b), which will be referred as the monotonicity conditions, are needed in [2] in order to have the comparison property and to treat the operator \(B_i u^i\) which is not well-defined for an arbitrary \(u\). However we should point out those conditions are not required in order to show the existence and uniqueness of the solution \((Y^{t,x}, Z^{t,x}, U^{t,x})\) of BSDE \(1.3\).

Therefore the main issue is to deal with the viscosity solutions of system \(1.1\) without assuming the above conditions (a)-(b) neither on \(\gamma_i\) nor on \(h^{(i)}, i = 1, \ldots, m\). A step forward in the resolution of this problem is made by Hamadène-Morlais in [7] where it is shown that, when the Lévy measure \(\lambda\) is finite i.e. \(\lambda(E) < \infty\), then system \(1.1\) has a unique solution which is given by the functions \((u^i)_{i=1,m}\) defined in \(1.5\).

The main objective of this paper is once more to deal with the problem of existence and uniqueness of a viscosity solution of system of IPDEs \(1.1\) without assuming the monotonicity conditions neither on \(\gamma_i\) nor on \(h^{(i)}, i = 1, \ldots, m\) and for an arbitrary Lévy measure \(\lambda\) without assuming its finiteness as in [7]. There are two crucial points. The first one is the characterization \(1.6\) below of the process \(U^{t,x} = (U_s^{t,x})_{s \leq T}\) of the solution of the BSDE \(1.3\) by means of the functions \((u^i)_{i=1,m}\) defined in \(1.5\) and the jump-diffusion process \(X^{t,x}\). Actually, using the truncation method at the origin of the Lévy measure \(\lambda\) we show that for any \(i = 1, \ldots, m,\)

\[
U_s^{t,x}(e) = u^i(s, X_s^{t,x} + \beta(s, X_s^{t,x}, e)) - u^i(s, X_s^{t,x}), \text{ ds } \otimes \text{dP } \otimes d\lambda \text{ on } [t, T] \times \Omega \times E.
\]

(1.6)

The second one is the local boundedness of the increment rate w.r.t \(x\) of the functions \(u^i\) which is obtained under reasonable conditions on the functions \(h^{(i)}\) and \(\gamma_i\). Those facts allow us to avoid to replace \(B_i u^i\) with \(B_i \phi\) where \(\phi\) is the test function, as in [2]. We then introduce a new definiton of the viscosity solution of system \(1.1\) and relying on Barles et al.’s result [2] and, on the other hand, on BSDEs with jumps ones we show that the
functions defined in (1.5) is the unique viscosity solution of system (1.1). Our definition of a viscosity solution of (1.1) is not the same as the one in [2] and looks like the one given in [7]. This is the novelty of this paper and according to our best knowledge this result is not obtained yet in a so general framework.

Note that there are also other papers on this topic of IPDEs amongst one can quote ([11 [3 [4 [5], etc. and the references therein). Finally let us point out that IPDEs which do not satisfy the monotonicity conditions are encountered in mathematical finance when dealing with the problem of liquidation of portfolios (see e.g. [9]).

This paper is organized as follows. Section 2 is devoted to fix the framework on which we are working and, for completeness, to recall the state of the art on the main subject. Section 3 is mainly devoted to the proof of the relation (1.6). We first prove that the increment rates of the functions \( u^i \), \( i = 1, \ldots, m \), are locally bounded. Later on, by the method of truncation of the Lévy measure \( \lambda \) at the origin in such a way to get into the setting of a finite Lévy measure which is already considered in [7], we prove by approximations the relation (1.6). In Section 4 we precise the notion of viscosity solution we are working with and we give the proof of the main result. We emphasize that this definition is not the same as the one in [2]. Finally new types of systems of IPDEs are introduced and discussed in Section 5.

2 Framework and state of the art

Let \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \leq T}, \mathbb{P})\) be a stochastic basis such that \( \mathcal{F}_0 \) contains all \( \mathbb{P} \)-null sets of \( \mathcal{F} \), and \( \mathcal{F}_t = \mathcal{F}_{t+} := \bigcap_{\varepsilon > 0} \mathcal{F}_{t+\varepsilon} \), \( t \geq 0 \), and we suppose that the filtration is generated by the two mutually independant processes:

(i) \( B := (B_t)_{t \geq 0} \) a \( d \)-dimensional Brownian motion and

(ii) a Poisson random measure \( \nu \) on \( \mathbb{R}^+ \times E \), where \( E := \mathbb{R}^\ell - \{0\} \) is equipped with its Borel field \( \mathcal{E} \) \((\ell \geq 1)\). The compensator \( \nu(dt, de) = dt \lambda(de) \) is such that \( \{\bar{\mu}([0,t] \times A) = (\mu - \nu)((0,t] \times A)\}_{t \geq 0} \) is a martingale for all \( A \in \mathcal{E} \) satisfying \( \lambda(A) < \infty \). We also assume that \( \lambda \) is a \( \sigma \)-finite measure on \((E, \mathcal{E})\), integrates the function \((1 \wedge |e|^2)_{e \in E} \) and \( \lambda(E) = \infty \). Note that the case when \( \lambda(E) < \infty \) is already considered in [7].

Next we denote by:

(iii) \( \mathcal{P} \) (resp. \( \mathcal{P} \)) the field on \([0,T] \times \Omega \) of \((\mathcal{F}_t)_{t \leq T}\)-progressively measurable (resp. predictable) sets ;

(iv) For \( \kappa \geq 1 \), \( L^2(\lambda) \) the space of Borel measurable functions \( \varphi := (\varphi(e))_{e \in E} \) from \( E \) into \( \mathbb{R}^\kappa \) such that \( \|\varphi\|_{L^2(\lambda)}^2 := \int_E \|\varphi(e)\|^2_2 \lambda(de) < \infty \); \( L^2(\lambda) \) will be simply denoted by \( L^2(\lambda) \);

(v) \( \mathcal{S}^2(\mathbb{R}^\kappa) \) the space of RCCL (for right continuous with left limits) \( \mathcal{P} \)-measurable and \( \mathbb{R}^\kappa \)-valued processes such that \( \mathbb{E}[\sup_{s \leq T} |Y_s|^2] < \infty \); \( \mathcal{A}^2_2 \) is its subspace of continuous non-decreasing processes \((K_t)_{t \leq T}\) such that \( K_0 = 0 \);

(vi) \( \mathcal{H}^2(\mathbb{R}^{\kappa \times d}) \) the space of processes \( Z := (Z_s)_{s \leq T} \) which are \( \mathcal{P} \)-measurable, \( \mathbb{R}^{\kappa \times d} \)-valued and satisfying \( \mathbb{E}[\int_0^T |Z_s|^2 ds] < \infty \);

(vii) \( \mathcal{H}^2(\mathbb{R}^{\kappa \times d}) \) the space of processes \( U := (U_s)_{s \leq T} \) which are \( \mathcal{P} \)-measurable, \( L^2(\lambda) \)-valued and satisfying \( \mathbb{E}[\int_0^T \|U_s(\omega)\|^2_{L^2(\lambda)} ds] < \infty \);

(viii) \( \Pi_{\lambda} \) the set of deterministic functions \( \varpi: (t,x) \in [0,T] \times \mathbb{R}^k \mapsto \varpi(t,x) \in \mathbb{R} \) of polynomial growth, i.e., for which there exists two non-negative constants \( C \) and \( p \) such that for any \( (t,x) \in [0,T] \times \mathbb{R}^k \),

\[
|\varpi(t,x)| \leq C(1 + |x|^p) .
\]

The subspace of \( \Pi_{\lambda} \) of continuous functions will be denoted by \( \Pi_{\lambda}^c \);

(ix) If the subclass of \( \Pi_{\lambda} \) which consists of functions \( \Phi: (t,x) \in [0,T] \times \mathbb{R}^k \mapsto \mathbb{R} \) such that for some non-negative constants \( C \) and \( p \) we have

\[
|\Phi(t,x) - \Phi(t,x')| \leq C(1 + |x|^p + |x'|^p)|x - x'|, \text{ for any } t,x,x'.
\]
(x) For any process \( \theta := (\theta_s)_{s \leq T} \) and \( t \in (0, T] \), \( \theta_{t-} = \lim_{s \uparrow t} \theta_s \) and \( \Delta_t \theta = \theta_t - \theta_{t-} \).

Now let \( b \) and \( \sigma \) be the following functions:

\[
\begin{align*}
  b : (t, x) &\in [0, T] \times \mathbb{R}^k \mapsto b(t, x) \in \mathbb{R}^k \\
  \sigma : (t, x) &\in [0, T] \times \mathbb{R}^k \mapsto \sigma(t, x) \in \mathbb{R}^{k \times d}.
\end{align*}
\]

We assume that they are jointly continuous in \((t, x)\) and Lipschitz continuous w.r.t. \( x \) uniformly in \( t \), i.e., there exists a constant \( C \) such that

\[
\forall (t, x, x') \in [0, T] \times \mathbb{R}^{k \times k}, \ |b(t, x) - b(t, x')| + |\sigma(t, x) - \sigma(t, x')| \leq C|x - x'|. \tag{2.1}
\]

Let \( \beta : (t, x, e) \in [0, T] \times \mathbb{R}^k \times E \mapsto \beta(t, x, e) \in \mathbb{R}^k \) be a measurable function such that for some real constant \( C \), and for all \( e \in E \),

\[
(i) \quad |\beta(t, x, e)| \leq C(1 + |e|); \\
(ii) \quad |\beta(t, x, e) - \beta(t, x', e)| \leq C|x - x'|(1 + |e|); \\
(iii) \quad \text{the mapping} \ (t, x) \in [0, T] \times \mathbb{R}^k \rightarrow \beta(t, x, e) \in \mathbb{R}^k \text{ is continuous for any} \ e \in E. \tag{2.3}
\]

Let \( (t, x) \in [0, T] \times \mathbb{R}^k \) and \((X^t_{s,x})_{s \leq T}\) be the stochastic process solution of the following standard stochastic differential equation of diffusion-jump type:

\[
X^t_{s,x} = x + \int_t^s b(r, X^r_{t,x})dr + \int_t^s \sigma(r, X^r_{t,x})dB_r + \int_t^s \int_E \beta(r, X^r_{t,x}, e)\tilde{\mu}(dr, de), \quad \text{for} \ s \in [t, T] \text{ and } X^t_{s,x} = x \text{ if } s \leq t. \tag{2.4}
\]

Under assumptions (2.1), (2.2) and (2.3), the solution of equation (2.4) exists and is unique (see [6] for more details). Moreover it satisfies the following estimates:

\[
\mathbb{E} \left[ \sup_{r \in [t, s]} |X^r_{t,x} - x|^p \right] \leq M_p(s - t)(1 + |x|^p) \quad \text{and} \quad \mathbb{E} \left[ \sup_{r \in [t, s]} |X^r_{t,x} - X^r_{t,x'} - (x - x')|^p \right] \leq M_p(s - t)|x - x'|^p \tag{2.5}
\]

for some constant \( M_p \).

We are now going to introduce the objects which are specifically connected to the BSDEs with jumps we will deal with. Let \((g^i)_{i=1,m}\) and \((h^{(i)})_{i=1,m}\) be functions defined as follows: For \( i = 1, \ldots, m \),

\[
\begin{align*}
  g^i : \mathbb{R}^k &\rightarrow \mathbb{R}^m \\
  x &\mapsto g^i(x) \quad \text{and} \\
  h^{(i)} : [0, T] \times \mathbb{R}^{k + m + d + 1} &\rightarrow \mathbb{R} \\
  (t, x, y, z, q) &\mapsto h^{(i)}(t, x, y, z, q).
\end{align*}
\]

Moreover we assume they satisfy:

\((\text{H1})\): For any \( i \in \{1, \ldots, m\} \), the function \( g^i \) belongs to \( U \).

\((\text{H2})\): For any \( i \in \{1, \ldots, m\} \),

(i) the function \( h^{(i)} \) is Lipschitz in \((y, z, q)\) uniformly in \((t, x)\), i.e., there exists a real constant \( C \) such that for any \((t, x) \in [0, T] \times \mathbb{R}^k, (y, z, q)\) and \((y', z', q')\) elements of \( \mathbb{R}^{m + d + 1} \),

\[
|h^{(i)}(t, x, y, z, q) - h^{(i)}(t, x, y', z', q')| \leq C(|y - y'| + |z - z'| + |q - q'|). \tag{2.6}
\]
(ii) the function \( (t, x) \mapsto h^{(i)}(t, x, y, z, q) \), for fixed \((y, z, q) \in \mathbb{R}^{m+d+1} \), belong uniformly to \( \mathcal{U} \), i.e., it is continuous and there exist constants \( C \) and \( p \) (which do not depend on \((y, z, q)\)) such that,
\[
|h^{(i)}(t, x, y, z, q) - h^{(i)}(t, x', y, z, q)| \leq C(1 + |x|^p + |x'|^p)|x - x'|, \quad \text{for any } t, x, x'.
\]
(2.7)

Next let \( \gamma_i, i = 1, \ldots, m \) be Borel measurable functions defined from \([0, T] \times \mathbb{R}^k \times E \) into \( \mathbb{R} \) and satisfying:
\[
\begin{align*}
(i) \quad & |\gamma_i(t, x, e)| \leq C(1 \wedge |e|) \\
(ii) \quad & |\gamma_i(t, x, e) - \gamma_i(t, x', e)| \leq C(1 \wedge |e|)|x - x'|(1 + |x|^p + |x'|^p) \\
(iii) \quad & \text{the mapping } t \in [0, T] \mapsto \gamma_i(t, x, e) \text{ is continuous for any } (x, e).
\end{align*}
\]
(2.8)

Finally let us introduce the following functions \((f^{(i)})_{i=1,m}\), defined by:
\[
\forall (t, x, y, z, \zeta) \in [0, T] \times \mathbb{R}^{k+m+d} \times E^2(\lambda), \quad f^{(i)}(t, x, y, z, \zeta) := h^{(i)}(t, x, y, z, \int_{E} \gamma_i(t, x, e)\zeta(e)\lambda(de)).
\]
(2.9)

The functions \( f^{(i)}, i = 1, \ldots, m \), enjoy the two following properties:

(a) \( f^{(i)} \) is Lipschitz in \((y, z, \zeta)\), uniformly in \((t, x)\), i.e., there exists a constant \( C \) such that
\[
|f^{(i)}(t, x, y, z, \zeta) - f^{(i)}(t, x, y', z', \zeta')| \leq C(|y - y'| + |z - z'| + ||\zeta - \zeta'||_{L^2(\lambda)})
\]
\[\text{since } h^{(i)} \text{ is uniformly Lipschitz in } (y, z, q) \text{ and } \gamma_i \text{ verifies (2.8) - (i).}\]

(b) the function \((t, x) \in [0, T] \times \mathbb{R}^k \mapsto f^{(i)}(t, x, 0, 0, 0)\) belongs to \( \Pi_g^e \) and then \( \mathbb{E}[\int_0^T |f^{(i)}(r, X^{t,x}_r, 0, 0, 0)|^2 dr] < \infty \).

(2.10)

Let now \((t, x) \in [0, T] \times \mathbb{R}^k\) and let us consider the following \( m \)-dimensional BSDE with jumps:
\[
\begin{align*}
&Y^{t,x}_s := (Y^{i,t,x}_s)_{i=1,m} \in \mathcal{S}^2(\mathbb{R}^m), \ Z^{t,x}_s := (Z^{i,t,x}_s)_{i=1,m} \in \mathcal{H}^2(\mathbb{R}^{m+d}), \ U^{t,x}_s := (U^{i,t,x}_s)_{i=1,m} \in \mathcal{H}^2(L^2_\mu(\lambda)); \\
&\forall i \in \{1, \ldots, m\}, \ Y^t_j = g^{(i)}(X^{i,t,x}_t) \text{ and} \\
&dY^{i,t,x}_s = -f^{(i)}(s, X^{i,t,x}_s, Y^{i,t,x}_s, Z^{i,t,x}_s, U^{i,t,x}_s)ds - Z^{i,t,x}_s dB_s - \int_{E} U^{i,t,x}_s(e)\mu(ds, de), \ \forall s \leq T,
\end{align*}
\]
(2.11)

where for any \( i \in \{1, \ldots, m\}, Z^{i,t,x}_s \) is the \( i \)-th row of \( Z^{i,t,x}_s \) and \( U^{i,t,x}_s \) is the \( i \)-th component of \( U^{i,t,x}_s \).

The following result is related to existence and uniqueness of a solution for the BSDE with jumps (2.11). Its proof is given in Li-Tang [11] (one can also see Barles et al. [2]).

**Proposition 2.1.** (Tang-Li, [11]): Assume that Assumptions (H1)-(H2) hold. Then for any \((t, x) \in [0, T] \times \mathbb{R}^k\), the BSDE (2.11) has a unique solution \((Y^{t,x}, Z^{t,x}, U^{t,x})\).

**Remark 2.1.** The solution of this BSDE exists and is unique since:

(i) \( \mathbb{E}[|g(X^{t,x}_T)|^2] < \infty \), due to polynomial growth of \( g \) and estimate (2.8) on \( X^{t,x} \);

(ii) for any \( i = 1, \ldots, m, f^{(i)} \) verifies the properties (2.10)-(a),(b) related to uniform Lipschitz w.r.t \((y, z, \zeta)\) and \( ds \otimes d\mu \)-square integrability of the process \((f^{(i)}(s, X^{i,t,x}_{s}, 0, 0, 0))_{s \leq T}\).

Next, the following result proved in Barles et al. [2], Proposition 2.5 and Theorems 3.4, 3.5), establishes the relationship between the solution of (2.11) and the one of system (1.1).

**Proposition 2.2.** (2.5): Assume that (H1) and (H2) are fulfilled. Then there exist deterministic continuous functions \((u^i(t, x))_{i=1,m}\) which belongs to \( \Pi_g \) such that for any \((t, x) \in [0, T] \times \mathbb{R}^k\), the solution of the BSDE (2.11) verifies:
\[
\forall i \in \{1, \ldots, m\}, \ \forall s \in [t, T], \ Y^{i,t,x}_s = u^i(s, X^{i,t,x}_s).
\]
(2.12)
Moreover if for any $i \in \{1, \ldots, m\}$,

(i) $\gamma^i \geq 0$ ;

(ii) for any fixed $(t, x, \tilde{y}, z) \in [0, T] \times \mathbb{R}^{k+m+d}$, the mapping $g \mapsto h^{(i)}(t, x, \tilde{y}, z, g) \in \mathbb{R}$ is non-decreasing.

Then the functions $(u^i)_{i=1,m}$ is a continuous viscosity solution (in Barles et al.'s sense, see Definition 5.2 in Appendix) of the following system of IPDEs: $\forall i \in \{1, \ldots, m\},$

\[
\begin{align*}
-\partial_t u^i(t, x) - b(t, x)^\top D_x u^i(t, x) - \frac{1}{2}\text{Tr}(\sigma(t, x)D_x^2 u^i(t, x)) &- K u^i(t, x) \\
- h^{(i)}(t, x, (u^i(t, x))_{j=1,m}, (\sigma(t, x)D_x u^i(t, x), B_i u^i(t, x)) = 0, (t, x) \in [0, T] \times \mathbb{R}^k;
\end{align*}
\]

where

\[
B_i u^i(t, x) = \int_E \gamma^i(t, x, e)\{u^i(t, x + \beta(t, x, e)) - u^i(t, x)\} \lambda(de) \quad \text{and}
\]

\[
K u^i(t, x) = \int_E \{u^i(t, x + \beta(t, x, e)) - u^i(t, x) - \beta(t, x, e) \gamma^i(t, x)\} \lambda(de).
\]

Finally, the solution $(u^i(t, x))_{i=1,m}$ of (2.15) is unique in the class $\Pi^g$.

\[\blacksquare\]

Remark 2.2. (i) The solution $u = (u^i)_{i=1,m}$ is also unique in the class of functions which satisfy the following weaker growth condition:

\[
\lim_{|x| \to \infty} |u(t, x)|e^{-\tilde{A}[h(|x|)]^2} = 0
\]

uniformly for $t \in [0, T]$, for some $\tilde{A} > 0$ (see [2] or [4] for more details). (ii) The functions $h^{(i)}$ verify the condition (A2.v) in ([2], pp. 73), under which uniqueness of the solution of (2.13) is obtained, by the assumption (H2)-(ii).

3 Estimates and properties

Our next step is to provide estimates for the functions $(u^i)_{i=1,m}$ defined in (2.12). Recall that $(\bar{Y}^{t,x}, Z^{t,x}, U^{t,x}) := ((Y^{i,t,x})_{i=1,m}, (Z^{i,t,x})_{i=1,m}, (U^{i,t,x})_{i=1,m})$ is the unique solution of the BSDE with jumps (2.11).

Lemma 3.1. Under (H1)-(H2), for any $p \geq 2$ there exist two non-negative constants $C$ and $\rho$ such that

\[
\mathbb{E}\left[\left\{\int_0^T ds \left(\int_E |U^i_s(x, e)|^2 \lambda(de)\right)^{\frac{p}{2}}\right\}^\frac{2}{p}\right] = \mathbb{E}\left[\left\{\int_0^T ds ||U^i_s||^p_{L^2(\lambda)}\right\}^{\frac{2}{p}}\right] \leq C(1 + |x|^\rho).
\]

Proof. First let us point out that since $X^{i,t,x}_s = x$ for $s \in [0, t]$ then, uniqueness of the solution of BSDE (2.11) implies that

\[
Z^{i,t,x}_s = 0 \text{ and } U^{i,t,x}_s = 0, \quad ds \otimes d\mathbb{P} - \text{a.e. on } [0, t] \times \Omega.
\]

(3.2)

Next let $p \geq 2$ be fixed. Using the representation (2.12), for any $i \in \{1, \ldots, m\}$ and $s \in [t, T]$ we have

\[
Y^{i,t,x}_s = g^i(X^{i,t,x}_t) + \int_s^T f^{(i)}(r, X^{i,t,x}_r, (u^j(r, X^{i,t,x}_r))_{j=1,m}, Z^{i,t,x}_r, U^{i,t,x}_r) dr - \int_s^T Z^{i,t,x}_r dB_r - \int_s^T \int_E U^{i,t,x}_r(e) \tilde{\mu}(dr, de).
\]

(3.3)

This implies that the system of BSDEs with jumps (2.11) turns into a decoupled one since the equations in (3.3) are not related each other.

Next for any $i = 1, \ldots, m$, the functions $u^i$, $g^i$ and $(t, x) \mapsto f^{(i)}(t, x, 0, 0, 0)$ are of polynomial growth and finally $g \mapsto f^{(i)}(t, x, y, 0, 0)$ is Lipschitz uniformly w.r.t. $(t, x)$. Then for some $C$ and $\rho \geq 0$

\[
\mathbb{E}\left[|g^i(X^{i,t,x}_T)|^p + \left(\int_0^T |f^{(i)}(r, X^{i,t,x}_r, (u^j(r, X^{i,t,x}_r))_{j=1,m}, 0, 0)|^2 dr\right)^{\frac{p}{2}}\right] \leq C(1 + |x|^\rho).
\]

(3.4)
Let us now fix $i_0 \in \{1, \ldots, m\}$. Let $B^p$ be the space of processes $(Z, U) = (Z_s, U_s)_{s \leq T}$ such that:

(a) $Z$ is $\mathcal{P}$-measurable, $\mathbb{R}^d$-valued and $\mathbb{E}[\int_0^T |Z_s|^2 ds] < \infty$;

(b) $U$ is $\mathbb{P}$-measurable, $L^2(\lambda)$-valued and $\mathbb{E}[\int_0^T ||U_s||^2_{L^2(\lambda)} ds] < \infty$.

For $(\eta, \zeta) \in B^p$ let $\Phi(\eta, \zeta) = (\bar{Z}, \bar{U})$ where $(\bar{Y}, \bar{Z}, \bar{U})$ is the solution of the following BSDE:

$$
\begin{align*}
\bar{Y}_s &= g^{io}(X_T) + \int_s^T f^{(io)}(r, X_r, (u^j(r, X_r))_{j=1,m}, \eta_r, \zeta_r) dr - \int_s^T \bar{Z}_r dB_r - \int_s^T \int_{E} \bar{U}(e) \bar{\mu}(dr, de), \forall s \leq T, \\
\bar{Y}_T &= \bar{\eta}, \bar{Z}_T \in \mathcal{H}^2(\mathbb{R}^d), \bar{U} \in \mathcal{H}^2(\lambda).
\end{align*}
$$

(3.5)

It implies that for any $s \leq T$,

$$
\bar{Y}_s = E\left[g^{io}(X_T) + \int_s^T f^{(io)}(r, X_r, (u^j(r, X_r))_{j=1,m}, \eta_r, \zeta_r) dr \middle| F_s\right].
$$

(3.6)

and then by Doob's martingale inequality and Jensen's one we deduce that

$$
E\left[\sup_{s \leq T} |\bar{Y}_s|^p\right] \leq C_p E\left[|g^{io}(X_T)|^p + T \frac{1}{p} \int_0^T |f^{(io)}(r, X_r, (u^j(r, X_r))_{j=1,m}, \eta_r, \zeta_r)|^2 dr\right]^\frac{p}{2}
$$

(3.7)

where $C_p$ is, along with this proof, a constant independent of $T$ which may change from line to line. On the other hand, by the Burkholder-Davis-Gundy inequality and Doob's martingale one (see e.g. [10]) we have

$$
E\left[\int_0^T |\bar{Z}_r|^2 dr + \int_0^T ||\bar{U}_r||^2_{L^2(\lambda)} dr\right]^\frac{1}{2} \leq C_p E\left[|g^{io}(X_T)|^p + T \frac{1}{2} \int_0^T |f^{(io)}(r, X_r, (u^j(r, X_r))_{j=1,m}, \eta_r, \zeta_r)|^2 dr\right]^\frac{1}{2}
$$

(3.8)

and taking into account (3.7) and once more Jensen's inequality we deduce that

$$
E\left[\int_0^T |\bar{Z}_r|^2 dr + \int_0^T ||\bar{U}_r||^2_{L^2(\lambda)} dr\right]^\frac{1}{2} \leq C_p E\left[|g^{io}(X_T)|^p + T \frac{1}{2} \int_0^T |f^{(io)}(r, X_r, (u^j(r, X_r))_{j=1,m}, \eta_r, \zeta_r)|^2 dr\right]^\frac{1}{2}
$$

(3.9)

It means that $\Phi(\eta, \zeta) \in B^p$, for any $(\eta, \zeta) \in B^p$. On the other hand, let us set $(\bar{Z}^1, \bar{U}^1) = \Phi(\eta^1, \zeta^1)$. Then $(\bar{Y} - \bar{Y}^1, \bar{Z} - \bar{Z}^1, \bar{U} - \bar{U}^1)$ verify the following BSDE: for any $s \leq T$,

$$
\bar{Y}_s - \bar{Y}_s^1 = \int_s^T \{f^{(io)}(r, X_r, (u^j(r, X_r))_{j=1,m}, \eta_r, \zeta_r) - f^{(io)}(r, X_r^1, (u^j(r, X_r^1))_{j=1,m}, \eta_r, \zeta_r)\} dr
$$

$$
- \int_s^T (\bar{Z}_r - \bar{Z}_r^1) dB_r - \int_s^T \int_{E} (\bar{U}_r(e) - \bar{U}_r^1(e)) \bar{\mu}(dr, de).
$$

(3.9)

As $f^{(io)}$ is Lipschitz then, in the same way as previously in considering the BSDE (3.9), we obtain:

$$
E\left[\int_0^T |\bar{Z}_r - \bar{Z}_r^1|^2 dr + \int_0^T ||\bar{U}_r - \bar{U}_r^1||^2_{L^2(\lambda)} dr\right]^\frac{1}{2} \leq C_p T \frac{1}{2} \left[\int_0^T (||\eta_r - \eta_r^1||^2 + ||\zeta_r - \zeta_r^1||^2_{L^2(\lambda)}) dr\right]^\frac{1}{2}
$$

(3.9)

Now let $\delta > 0$. In considering the previous BSDEs (3.9), for $t \in [T - \delta, T]$ we obtain, in a similar way as previously,

$$
E\left[\int_{T-\delta}^T (||\bar{Z}_r - \bar{Z}_r^1||^2 + ||\bar{U}_r - \bar{U}_r^1||^2_{L^2(\lambda)} dr)\right] \geq C_p \sqrt{T} \delta \left[\int_{T-\delta}^T (||\eta_r - \eta_r^1||^2 + ||\zeta_r - \zeta_r^1||^2_{L^2(\lambda)}) dr\right] \geq C_p (4C_p^2)^{-1}
$$

(3.9)

Take $\delta = (4C_p^2)^{-1}$, we obtain that $\Phi$ is a contraction when we restrict time $s$ to the interval $[T - \delta, T]$. Then it has a fixed point which is nothing else but $(Z^{i_0,t,x}, U^{i_0,t,x})$ since the solution of the BSDE (3.3) is unique on $[T - \delta, T]$. Let us define now $||(\eta, \zeta)||_{\delta,p} (\eta, \zeta) \in B^p$ by:

$$
||(\eta, \zeta)||_{\delta,p} = \{\mathbb{E}\left[\int_{T-\delta}^T (||\eta_r||^2 + ||\zeta_r||^2_{L^2(\lambda)}) dr\right]\}^{\frac{1}{2}}.
$$
Next let us consider the sequence of processes of $\mathcal{B}^p$ defined by:

$$(z^0, \zeta^0) = (0, 0) \text{ and for } n \geq 1, \ (z^n, \zeta^n) = \Phi(z^{n-1}, \zeta^{n-1}).$$

It implies that

$$\|\Phi(Z^{t_0:t,x}, U^{t_0:t,x}) - \Phi(z^n, \zeta^n)\|_{p,\delta} = \|\Phi(Z^{t_0:t,x}, U^{t_0:t,x}) - \Phi(z^n, \zeta^n)\|_{p,\delta} \leq \frac{1}{2}\|\Phi(Z^{t_0:t,x}, U^{t_0:t,x}) - (z^n, \zeta^n)\|_{p,\delta}$$

and then

$$\|\Phi(Z^{t_0:t,x}, U^{t_0:t,x}) - (z^n, \zeta^n)\|_{p,\delta} \leq \frac{1}{2^n}\|\Phi(Z^{t_0:t,x}, U^{t_0:t,x})\|_{p,\delta}.$$ 

But since $\Phi$ is a contraction then we can easily show that

$$\forall n \geq 1, \ (z^n, \zeta^n)\|_{p,\delta} = \|\Phi(z^{n-1}, \zeta^{n-1})\|_{p,\delta} \leq 2\|z^1, \zeta^1\|_{p,\delta}.$$ 

Thus for any $n \geq 1$ we have

$$\|\Phi(Z^{t_0:t,x}, U^{t_0:t,x})\|_{p,\delta} \leq \frac{2^{n+1}}{2^n - 1}\|z^1, \zeta^1\|_{p,\delta} \leq 2\|z^1, \zeta^1\|_{p,\delta}.$$ 

Next in the same way as in (3.8) we have

$$\|z^1, \zeta^1\|_{p,\delta} \leq C_p(\mathbb{E}[\|g^n(X^{t_0:t,x})\|^p] + \|z^n, \zeta^n\|_{p,\delta})$$

and then by (3.2) we deduce that, for some non-negative constants $C$ and $\rho$,

$$\|z^1, \zeta^1\|_{p,\delta} \leq C(1 + |x|^\rho).$$ 

Next on $[t, T - \delta]$ we have

$$Y^{t_0:t,x}_s = u^{t_0}(T - \delta, X^{t_0:t,x}_T) + \int_t^{T - \delta} f^{t_0}(r, X^{t_0:t,x}_r, (u^i(r, X^{t_0:t,x}_r))_{j=1,m}, Z^{i_0:t,x}_r, U^{i_0:t,x}_r)dr$$

$$- \int_t^{T - \delta} Z^{i_0:t,x}_r dB_r - \int_t^{T - \delta} \int_{\mathbb{R}^n} U^{i_0:t,x}_r(e)\tilde{\mu}(dr, de), \ t \leq s \leq T - \delta.$$ 

The same calculations as previously lead to

$$\mathbb{E}\left[\left(\int_{T - 2\delta}^{T - \delta} \|U^{i_0:t,x}_r\|_{L^2(\lambda)} dr\right)^\frac{p}{2}\right] \leq C(1 + |x|^\rho).$$

since $u^{t_0}$, like $g^{t_0}$, is of polynomial growth. Repeating now this procedure on $[T - 3\delta, T - 2\delta]$, etc., and by (3.2) we obtain

$$\mathbb{E}\left[\left(\int_0^{T} \|U^{i_0:t,x}_r\|_{L^2(\lambda)} dr\right)^\frac{p}{2}\right] \leq C(1 + |x|^\rho).$$

Finally since $i_0 \in \{1, \ldots, m\}$ is arbitrary we then obtain the estimate (3.1).

**Remark 3.1.** The result of Lemma 3.1 holds for functions $f^{(i)}$, $i = 1, \ldots, m$, satisfying the properties (2.10)-(a),(b) only independently of the structure condition (3.8). 

**Proposition 3.1.** For any $i = 1, \ldots, m$, $u^i$ belongs to $\mathcal{U}$. 
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Proof: Let $x$ and $x'$ be elements of $\mathbb{R}^k$. Let $(\bar{Y}^{t,x}, Z^{t,x}, U^{t,x})$ (resp. $(\bar{Y}^{t,x'}, Z^{t,x'}, U^{t,x'})$) be the solution of the BSDE (2.11) associated with $(f(s, X^{t,x}_s, y, z, \zeta), g(X^{t,x}_s))$ (resp. $(f(s, X^{t,x'}_s, y, z, \zeta), g(X^{t,x'}_s))$). Applying Itô’s formula to $|\bar{Y}^{t,x}_s - \bar{Y}^{t,x'}_s|^2$ between $s$ and $T$ and taking expectation yields: $\forall s \in [t, T]$,
\[
\mathbb{E}[|\bar{Y}^{t,x}_s - \bar{Y}^{t,x'}_s|^2 + \int_s^T \{||\Delta Z_r||^2 + ||\Delta U_r||^2\} dr]
\]
\[
- \mathbb{E}[g(X^{t,x}_T) - g(X^{t,x'}_T)]^2 + 2 \int_s^T (|\bar{Y}^{t,x}_r - \bar{Y}^{t,x'}_r|, \Delta f(r)) dr
\]
where the four processes $\Delta f(r)$, $\Delta Z_r$, $\Delta U_r$, $\Delta Y_r$ and $\Delta X_r$ are defined as follows: $\forall r \in [t, T]$,
\[
\Delta f(r) := (\Delta f^{(i)}(r))_{i=1, m} = (f^{(i)}(r, X^{t,x}_r, Y^{t,x}_r, Z^{t,x}_r, U^{t,x}_r) - f^{(i)}(r, X^{t,x'}_r, Y^{t,x'}_r, Z^{t,x'}_r, U^{t,x'}_r))_{i=1, m},
\]
\[
\Delta Z_r = Z^{t,x}_r - Z^{t,x'}_r, \Delta U_r = U^{t,x}_r - U^{t,x'}_r, \Delta Y_r = Y^{t,x}_r - Y^{t,x'}_r = (Y^{t,x'}_r - Y^{t,x'}_r)_{j=1, m} \text{ and } \Delta X_r := X^{t,x}_r - X^{t,x'}_r.
\]
($\langle ., . \rangle$ is the usual scalar product on $\mathbb{R}^m$). As for any $i \in \{1, \ldots, m\}$, $g^i$ belongs to $\mathcal{U}$ and by (2.5) and finally using Cauchy-Schwarz inequality to obtain:
\[
\mathbb{E}[g(X^{t,x}_r) - g(X^{t,x'}_r)]^2 \leq C(1 + |x|^p + |x'|^p)|x - x'|^2.
\]
Therefore, we only need to deal with the other term of the right-hand side of (3.11), i.e.,
\[
2\mathbb{E}\int_s^T \langle \bar{Y}^{t,x}_r - \bar{Y}^{t,x'}_r, \Delta f(r) \rangle dr.
\]
Taking into account the expression of $f^{(i)}$ given by (2.9) we then split $\Delta f(r)$ in the following way: for $r \leq T$,
\[
\Delta f(r) = (\Delta f^{(i)}(r))_{i=1, m} = \Delta_1(r) + \Delta_2(r) + \Delta_3(r) + \Delta_4(r) = (\Delta_1^{(r)} + \Delta_2^{(r)} + \Delta_3^{(r)} + \Delta_4^{(r)})_{i=1, m}
\]
where for any $i = 1, \ldots, m$,
\[
\Delta_1^{(r)} = h^{(i)}(r, X^{t,x}_r, Y^{t,x}_r, Z^{t,x}_r, U^{t,x}_r, \int_E \gamma_i(r, X^{t,x}_r, e) U^{t,x}_r(e) \lambda(de)) - h^{(i)}(r, X^{t,x'}_r, Y^{t,x'}_r, Z^{t,x'}_r, U^{t,x'}_r, \int_E \gamma_i(r, X^{t,x}_r, e) U^{t,x}_r(e) \lambda(de));
\]
\[
\Delta_2^{(r)} = h^{(i)}(r, X^{t,x}_r, Y^{t,x}_r, Z^{t,x}_r, U^{t,x}_r, \int_E \gamma_i(r, X^{t,x}_r, e) U^{t,x}_r(e) \lambda(de)) - h^{(i)}(r, X^{t,x'}_r, Y^{t,x'}_r, Z^{t,x'}_r, U^{t,x'}_r, \int_E \gamma_i(r, X^{t,x}_r, e) U^{t,x}_r(e) \lambda(de));
\]
\[
\Delta_3^{(r)} = h^{(i)}(r, X^{t,x}_r, Y^{t,x}_r, Z^{t,x}_r, U^{t,x}_r, \int_E \gamma_i(r, X^{t,x}_r, e) U^{t,x}_r(e) \lambda(de)) - h^{(i)}(r, X^{t,x'}_r, Y^{t,x'}_r, Z^{t,x'}_r, U^{t,x'}_r, \int_E \gamma_i(r, X^{t,x}_r, e) U^{t,x}_r(e) \lambda(de));
\]
\[
\Delta_4^{(r)} = h^{(i)}(r, X^{t,x}_r, Y^{t,x}_r, Z^{t,x}_r, U^{t,x}_r, \int_E \gamma_i(r, X^{t,x}_r, e) U^{t,x}_r(e) \lambda(de)) - h^{(i)}(r, X^{t,x'}_r, Y^{t,x'}_r, Z^{t,x'}_r, U^{t,x'}_r, \int_E \gamma_i(r, X^{t,x}_r, e) U^{t,x}_r(e) \lambda(de));
\]
As $h^{(i)}$ verifies (2.7) and then by estimate (2.5) and Cauchy-Schwarz inequality we have:
\[
\mathbb{E}[\int_s^T \langle \Delta Y(r), \Delta_1(r) \rangle dr] \leq \mathbb{E}\left[\frac{1}{\epsilon} \int_s^T |\Delta Y(r)|^2 dr + C^2 \epsilon \int_s^T (1 + |X^{t,x}_r|^p + |X^{t,x'}_r|^p)^2 |X^{t,x}_r - X^{t,x'}_r|^2 dr\right]
\]
\[
\leq \mathbb{E}\left[\frac{1}{\epsilon} \int_s^T |\Delta Y(r)|^2 dr + C^2 \epsilon (1 + |x|^p + |x'|^p)|x - x'|^2\right].
\]
(3.12)
Besides since $h^{(i)}$ is Lipschitz w.r.t $(y, z, q)$ then
\[
\mathbb{E}[\int_s^T \langle \Delta Y(r), \Delta_2(r) \rangle dr] \leq 2C\mathbb{E}[\int_s^T |\Delta Y(r)|^2 dr]
\]
(3.13)
and
\[ E\left[2 \int_s^T |\Delta Y(t), \Delta_3(r)| dr\right] \leq E\left[\frac{1}{\epsilon} \int_s^T |\Delta Y(r)|^2 dr + C^2 \epsilon \int_s^T |\Delta Z_\epsilon|^2 dr\right]. \] (3.14)

It remains to obtain a control of the last term. But for any \( s \in [t, T] \) we have,
\[ E\left[2 \int_s^T \langle \Delta Y(r), \Delta_4(r) \rangle dr\right] \leq 2 CE\left[\int_s^T \|\Delta_4(r)\| \lambda(dde) dr\right]. \]

Next by splitting the crossing terms as follows:
\[ U(t,x)\gamma(s, Y^{t,x}) - U(t,x)\gamma(s, Y^{t,x}) = \Delta U_s(e)\gamma(s, Y^{t,x}) + U(t,x)\gamma(s, Y^{t,x}) - \gamma(s, Y^{t,x}) \]
and setting \( \Delta \gamma_s := \gamma(s, Y^{t,x}) - \gamma(s, Y^{t,x}) \) we obtain:
\[ E\left[2 \int_s^T \langle \Delta Y(r), \Delta_4(r) \rangle dr\right] \leq 2 CE\left[\int_s^T |\Delta Y(r)|^2 dr + C^2 \epsilon \int_s^T (\int_E |U(t,x)(r)\Delta \gamma_s(r)| \lambda(dde))^2 dr\right] \]
\[ + C^2 \epsilon \int_s^T (\int_E |\Delta U_s(e)\gamma(r, Y^{t,x})| \lambda(dde))^2 dr. \] (3.15)

By Cauchy-Schwarz inequality, (2.25) and (2.26)-(ii), and the result of Lemma 3.1 it holds:
\[ E\left[\int_s^T (\int_E |U(t,x)^\prime(r)\Delta \gamma_s(r)| \lambda(dde))^2 dr\right] \]
\[ \leq E\left[\int_s^T dr (\int_E |U(t,x)^\prime(r)|^2 \lambda(dde)) (\int_E |\Delta \gamma_s(r)|^2 \lambda(dde))\right] \]
\[ \leq C E \left\{ \left[1 + \sup_{r \in [t,T]} |X^{t,x}| + |X^{t,x}|^2 \right] \times \left[1 + \sup_{r \in [t,T]} |X^{t,x} - X^{t,x}|^2 \right] \times \int_s^T dr (\int_E |U(t,x)^\prime(r)|^2 \lambda(dde))\right\} \]
\[ \leq C |x - x'|^2 (1 + |x'|^p + |x'|^p) \] (3.16)

for some exponent \( p \). On the other hand using once more Cauchy-Schwarz inequality and (2.26)-(i) we get
\[ E\left[\int_s^T (\int_E |\Delta U_s(e)\gamma(r, X^{t,x})| \lambda(dde))^2 dr\right] \leq E\left[\int_s^T dr (\int_E |\Delta U_s(e)|^2 \lambda(dde)) (\int_E |\gamma(r, X^{t,x})|^2 \lambda(dde))\right] \]
\[ \leq C E \left[\int_s^T dr (\int_E |\Delta U_s(e)|^2 \lambda(dde))\right]. \] (3.17)

Taking now into account inequalities (3.12)-(3.14) we obtain:
\[ |\bar{Y}^{t,x} - \bar{Y}^{t,x}|^2 = E\left[\int_s^T \left[\|\Delta Z_\epsilon\|^2 + \|\Delta U_s\|^2 \lambda(dde)\right] dr\right] \]
\[ = E\left[|g(X^{t,x}) - g(X^{t,x})|^2\right] + 2 E\left[\int_s^T (\|\bar{Y}^{t,x} - \bar{Y}^{t,x}\|, \Delta f(r)) dr\right] \]
\[ \leq |x - x'|^2 (1 + |x'|^p + |x'|^p)(C + C^2 + C^3 + (\frac{3}{\epsilon} + 2C)E\left[\int_s^T |\Delta Y(r)|^2 dr + C^2 \epsilon \int_s^T |\Delta Z_\epsilon|^2 dr\right] \]
\[ + C^3 \epsilon \left[\int_s^T dr (\int_E |\Delta U_s(e)|^2 \lambda(dde))\right]. \]
Choosing now $\epsilon$ small enough we deduce the existence of a constant $C \geq 0$ such that for any $s \in [t, T]$, 
\[
\mathbb{E}[|\Delta Y(s)|^2] \leq C|x-x'|^2(1+|x'|^{2p} + |x|^{2p}) + C\mathbb{E}\left[\int_s^T |\Delta Y(r)|^2 dr\right]
\]
and by Gronwall's inequality this implies that for any $s \in [t, T]$, 
\[
\mathbb{E}[|\Delta Y(s)|^2] \leq C|x-x'|^2(1+|x'|^{2p} + |x|^{2p}).
\]
Finally in taking $s = t$ and considering (2.12) we obtain the desired result.

**Remark 3.2.** For any $\mathbb{R}$-valued function $v$ which belongs to $\mathcal{U}$, the quantity $B_r v$ defined in (2.14) is well posed since the functions $\beta$ and $(\gamma_k)_{k=1,m}$ verify (2.3) and (2.5) respectively.

We are now going to express the process $U^{t,x}$ of the BSDE (2.11) by means of the functions $(u^i)_{i=1,m}$. This relation between $u^i$ and $U^{t,x}$ is a second crucial point in this paper. Actually we have:

**Proposition 3.3.** For any $i = 1, \ldots, m$, $(t,x) \in [0,T] \times \mathbb{R}^k$,
\[
U^{t,x}_s(e) = u^i(s, X^{t,x}_s + \beta(s, X^{t,x}_s, e)) - u^i(s, X^{t,x}_s), \quad dP \otimes ds \otimes d\lambda - ae \text{ on } \Omega \times [t,T] \times \mathbb{R}.
\]

**Proof:** First note that since the measure $\lambda$ is not finite, then we cannot use the same technique as in [7] because $U^{t,x}$ is only square integrable and not necessarily integrable wrt $dP \otimes ds \otimes d\lambda$. Therefore we first begin by truncating the Lévy measure.

**Step 1:** Truncation of the Lévy measure

For any $k \geq 1$, let us first introduce a new Poisson random measure $\mu_k$ (obtained from the truncation of $\mu$) and its associated compensator $\nu_k$ as follows:
\[
\mu_k(ds, de) = 1_{\{|e| \geq k\}} \mu(ds, de) \quad \text{and} \quad \nu_k(ds, de) = \lambda_k(de)ds := 1_{\{|e| \geq k\}} \lambda(de)ds
\]
which means that, as usual, $\tilde{\mu}_k(ds, de) := (\mu_k - \nu_k)(ds, de)$, is the associated random martingale measure. The main point to notice is that $\lambda_k(E) < \infty$ since $\lambda$ integrates $(1 \wedge |e|^2)_{e \in E}$.

Next, let us introduce the process $kX^{t,x}$ solving the following standard SDE of jump-diffusion type:
\[
kX^{t,x}_s = x + \int_t^s b(r, kX^{t,x}_r)dr + \int_t^s \sigma(r, kX^{t,x}_r)dB_r
\]
\[
+ \int_t^s \int_E \beta(r, kX^{t,x}_r, e)\tilde{\mu}_k(dr, de), \quad s \in [t,T]; kX^{t,x}_t = x \text{ if } s \leq t.
\]

Note that thanks to the assumptions on $b$, $\sigma$ and $\beta$ the process $kX^{t,x}$ exists and is unique. Moreover it satisfies the same estimates as in (2.5) since $\lambda_k$ is just a truncation at the origin of $\lambda$ which integrates $(1 \wedge |e|^2)_{e \in E}$.

On the other hand let us consider the following Markovian BSDE with jumps (similar as BSDE (2.11)),
\[
\begin{cases}
\mathbb{E}[\sup_{s \leq T} |Y^{t,x}_s|^2] + \int_0^T \{ |\zeta_s^{t,x}|^2 + \int_E |U_s^{t,x}(e)|^2 \lambda_k(de) \} ds < \infty; \\
kY^{t,x}_s = g(X^{t,x}_T) + \int_s^T f_{\mu_k}(r, kX^{t,x}_r, kY^{t,x}_r, kZ^{t,x}_r, kU^{t,x}_r)dr
\end{cases}
\]
\[
- \int_s^T \{ |\zeta_s^{t,x}|dB_r + \int_E kU_s^{t,x}(e)\tilde{\mu}_k(dr, de) \}, \quad s \leq T,
\]
with, for any $(t,x) \in [0,T] \times \mathbb{R}^k$, $y \in \mathbb{R}^m$, $z = (z_i)_{i=1,m} \in \mathbb{R}^{m \times d}$ and $\zeta = (\zeta_{i})_{i=1,m} \in L^2_m(E, \lambda_k)$,
\[
f_{\mu_k}(t, x, y, z, \zeta) = \left( f_{\mu_k}^{(1)}(t, x, y, z, \zeta) \right)_{i=1,m} = \left( (h^{(i)}(t, x, y, z, \zeta_t(t, x, e)))\zeta_t(e)\lambda_k(de) \right)_{i=1,m}.
\]
First let us emphasize that this latter BSDE is related to the filtration \((\mathcal{F}_s^T)_{s \leq T}\) generated by the Brownian motion and the independent random measure \(\mu_k\). However, this point does not raise major issues since for any \(s \leq T\), \(\mathcal{F}_s^T \subset \mathcal{F}_s\) and thanks to the relationship between \(\mu\) and \(\mu_k\).

Next by the properties of the functions \(b, \sigma, \beta\) and assumptions (H1), (H2), (2.8) on the functions \(g, h\) and \(\gamma\) respectively, and according to Proposition 2.1 (see also [11] or [2]), there exists a unique triple \((Y_t^{t,x}, Z_t^{t,x}, k_t^{t,x})\) solving (3.20). In addition, since the setting is Markovian, then by Proposition 2.2 there also exists a function \(u^k\) from \([0, T] \times \mathbb{R}^k\) into \(\mathbb{R}^m\) of \(\Pi^k\) such that

\[
\forall s \in [t, T], \quad Y_s^{t,x} := u^k(s, X_s^{t,x}), \quad \mathbb{P} - a.s. \tag{3.21}
\]

Moreover as in Proposition 3.1 there exist positive constants \(C\) and \(p\) which do not depend on \(k\) such that:

\[
\forall t, x, x', \quad |u^k(t, x) - u^k(t, x')| \leq C(1 + |x|^p + |x'|^p)|x - x'|. \tag{3.22}
\]

Finally as \(\lambda_k\) is finite then we have the following relationship between the process \(kU_t^{t,x} = (kU^{t,x, i})_{i=1,m}\) and the deterministic functions \(u^k = (u^k_i)_{i=1,m}\) (see [7], Proposition 3.1, pp.6):

\[
kU_t^{t,x}(e) = u^k(s, X_s^{t,x} + \beta(s, X_s^{t,x}, e)) - u^k(s, X_s^{t,x}) = u^k(s, X_s^{t,x})\log a - ac |x| \in \Omega \times [t, T] \times E.
\]

This is mainly due to the fact that \(U_t^{t,x}\) belongs to \(L^1 \cap L^2(ds \otimes d\mu_k)\) since \(\lambda_k(E) < \infty\) and then we can split the stochastic integral w.r.t \(\mu_k\) in (3.20). Therefore for all \(i = 1, \ldots, m\),

\[
kU_t^{t,x}(e)1_{\{|x| \geq \frac{1}{k}\}} = (u^k(s, X_s^{t,x} + \beta(s, X_s^{t,x}, e)) - u^k(s, X_s^{t,x}))1_{\{|x| \geq \frac{1}{k}\}}, \quad ds \otimes d\lambda_k - ae \in \Omega \times [t, T] \times E. \tag{3.23}
\]

**Step 2: Convergence of the auxiliary processes**

Let us now prove the following convergence results

\[
\mathbb{E}[\sup_{s \leq T} |X_s^{t,x} - kX_s^{t,x}|^2] \rightarrow_k 0 \tag{3.24}
\]

and

\[
\mathbb{E}[\sup_{s \leq T} |Y_s^{t,x} - kY_s^{t,x}|^2] + \int_0^T |Z_s^{t,x} - kZ_s^{t,x}|^2 ds + \int_0^T ds \int_E \lambda(de)|U_s^{t,x}(e) - kU_s^{t,x}(e)1_{\{|x| \geq \frac{1}{k}\}}|^2 \rightarrow_k 0. \tag{3.25}
\]

where \(X^{t,x}\) and \((Y^{t,x}, Z^{t,x}, U^{t,x})\) are respectively solutions of the SDE (2.3) and BSDE with jumps (2.1).

First let us prove (3.24) which is rather standard but we give it for completeness. For any \(s \in [0, T]\) we have:

\[
X_s^{t,x} - kX_s^{t,x} = \int_0^s (b(r, X_r^{t,x}) - b(r, kX_r^{t,x})) dr + \int_0^s \left(\sigma(r, X_r^{t,x}) - \sigma(r, kX_r^{t,x})\right) dB_r
\]

\[
+ \int_0^s \int_E \left(\beta(r, X_r^{t,x}, e) - \beta(r, kX_r^{t,x}, e)1_{\{|x| \geq \frac{1}{k}\}}\right) d\mu(de, dr).
\]

Next let \(\eta \in [0, T]\). Since \(|a + b + c|^2 \leq 3(|a|^2 + |b|^2 + |c|^2)\) for any real constants \(a, b\) and \(c\) and by the Cauchy-Schwarz and Burkholder-Davis-Gundy inequalities we have:

\[
\mathbb{E}\left\{\sup_{0 \leq s \leq \eta} |X_s^{t,x} - kX_s^{t,x}|^2\right\}\]

\[
\leq 3\mathbb{E}\left\{\sup_{0 \leq s \leq \eta} \left|\int_0^s (b(r, X_r^{t,x}) - b(r, kX_r^{t,x})) dr\right|^2 + \sup_{0 \leq s \leq \eta} \left|\int_0^s \left(\sigma(r, X_r^{t,x}) - \sigma(r, kX_r^{t,x})\right) dB_r\right|^2\right\}
\]

\[
+ \sup_{0 \leq s \leq \eta} \left|\int_0^s \int_E \left(\beta(r, X_r^{t,x}, e) - \beta(r, kX_r^{t,x}, e)1_{\{|x| \geq \frac{1}{k}\}}\right) d\mu(de, dr)\right|^2\}
\]

\[
\leq C\mathbb{E}\left\{\int_0^\eta \sup_{0 \leq r \leq s} |b(r, X_r^{t,x}) - b(r, kX_r^{t,x})|^2 + |\sigma(r, X_r^{t,x}) - \sigma(r, kX_r^{t,x})|^2| dr\right\}
\]

\[
+ C\mathbb{E}\left\{\int_0^\eta \sup_{0 \leq \tau \leq s} |\beta(\tau, X_\tau^{t,x}, e) - \beta(\tau, kX_\tau^{t,x}, e)|^2 \lambda(de) dr + \int_0^\eta \sup_{0 \leq \tau \leq s} |\beta(\tau, X_\tau^{t,x}, e)|^2 1_{\{|x| \leq \frac{1}{k}\}} \lambda(de) dr\right\}.
\]
But \( b \) and \( \sigma \) are Lipschitz \( \text{w.r.t.} \ x \) and \( \beta \) verifies (2.3)-(ii), then we have: \( \forall r \in [0, T] \),

\[
\sup_{0 \leq t \leq r} \{ b(\tau, X^t_r, x) - b(\tau, Y^t_r, x) \}^2 + |\sigma(\tau, X^t_r, x) - \sigma(\tau, Y^t_r, x)|^2 \leq C \sup_{0 \leq t \leq r} |X^t_r - Y^t_r|^2
\]

and

\[
\int_0^r \sup_{0 \leq t \leq r} |\beta(\tau, X^t_r, x) - \beta(\tau, Y^t_r, x)|^2 \lambda_k(de) \leq C \sup_{0 \leq t \leq r} |X^t_r - Y^t_r|^2 \int_0^r (1 \wedge |e|)^2 \lambda_k(de)
\]

for some constant \( C \) since \( \lambda_k((1 \wedge |e|)^2) \) is smaller than \( \lambda((1 \wedge |e|)^2) \) and this quantity is finite. Plug now those two last inequalities in the previous one to obtain: \( \forall \eta \in [0, T] \),

\[
\mathbb{E} \left\{ \sup_{0 \leq t \leq \eta} |X^t_r - Y^t_r|^2 \right\} \leq C \mathbb{E} \left\{ \int_0^\eta |X^t_r - Y^t_r|^2 dr + C \int_{\{|e| < \frac{1}{\eta}\}} (1 \wedge |e|)^2 \lambda(de) \right\}
\]

Finally by Gronwall’s Lemma we obtain the desired result since \( \int_{\{|e| < \frac{1}{\eta}\}} (1 \wedge |e|)^2 \lambda(de) \rightarrow_k 0 \).

We now focus on (3.26). First note that we can apply Itô’s formula, even if the BSDEs are related to filtrations and Poisson random measures which are not the same, since:

(i) \( \mathcal{F}_s^k \subset \mathcal{F}_s \), \( \forall s \leq T \);

(ii) for any \( s \leq T \), \( \int_0^s \int_0^r \mathbb{E} \left[ (r, X^t_r, x) \right] ds \) is a \( \mathcal{F}_s \) martingale and an \( \mathcal{F}_s \) martingale is also an \( \mathcal{F}_s \) martingale.

Therefore we have: \( \forall s \in [0, T] \),

\[
\mathbb{E} \left[ \left( Y^t_r - k Y^t_r \right)^2 \right] + \int_0^T \left( Z^t_r - k Z^t_r \right)^2 + \int_0^r \mathbb{E} \left[ U^{t,x}_r(e) - k U^{t,x}_r(e) 1_{\{|e| \geq \frac{1}{T}\}} \mu(dr, de) \right] ds = \mathbb{E} \left[ (g(X^t_r) - g(Y^t_r))^2 \right]
\]

+ \( 2 \mathbb{E} \left[ \int_0^T (Y^t_r - k Y^t_r) \times (f(r, X^t_r, x), Y^t_r, Z^t_r, U^t_r) - f_k \right] dr \).

(3.26)

First note that by (3.22) and since \( g \) belongs to \( \mathcal{U} \) and \( X^t_r \) verifies estimates (2.5) then it holds:

\[
\mathbb{E} \left[ g(X^t_r) - g(Y^t_r) \right] \rightarrow_k 0.
\]

(3.27)

Next let us set:

\[
(f(r, X^t_r, x), Y^t_r, Z^t_r, U^t_r) - f_k(r, X^t_r, x, Z^t_r, k U^t_r) = A(r) + B(r) + C(r) + D(r)
\]

where, taking into account the expression of \( f \) through \( f \) (see (2.9)), for any \( r \in [0, T] \):

(i) \( \ A(r) = (h^{(1)}(r, X^t_r, x), Y^t_r, Z^t_r, \int_0^r \gamma_i(r, X^t_r, x) U^{t,x}_r(e) \lambda(de)) \)

(ii) \( B(r) = (h^{(1)}(r, X^t_r, x), Y^t_r, Z^t_r, \int_0^r \gamma_i(r, X^t_r, x) U^{t,x}_r(e) \lambda(de)) \)

(iii) \( C(r) = (h^{(1)}(r, X^t_r, x), Y^t_r, Z^t_r, \int_0^r \gamma_i(r, X^t_r, x) U^{t,x}_r(e) \lambda(de)) \)

(iv) \( D(r) = (h^{(1)}(r, X^t_r, x), Y^t_r, Z^t_r, \int_0^r \gamma_i(r, X^t_r, x) U^{t,x}_r(e) \lambda(de)) \)
But by (2.6) and (2.7), we have: ∀ r ∈ [0, T],

\[ |A(r)| \leq C(1 + |X_{t,x}^r|^p + |X_{t,x}^r|^p |X_{t,x}^r - kX_{t,x}^r|, \quad |B(r)| \leq C|Y_{t,x}^r - kY_{t,x}^r| \text{ and } |C(r)| \leq |Z_{t,x}^r - kZ_{t,x}^r| \]  

(3.28)

where C is a constant. Finally let us deal with D(r) which is more involved. First note that D(r) = (D_i(r))_{i=1,m} where

\[ D_i(r) = h(x)(r, kX_{r,t,x}^r, kY_{r,t,x}^r, kZ_{r,t,x}^r, \int E \gamma_i(r, X_{r,t,x}^r, e)U_{r,t,x}^i(e)\lambda(de) - \int E \gamma_i(r, X_{r,t,x}^r, e)U_{r,t,x}^i(e)\lambda_k(de)). \]

But as h is Lipschitz w.r.t to the last component q then

\[ |D_i(r)|^2 \leq C\left\{ \int_E |\gamma_i(r, X_{r,t,x}^r, e)||U_{r,t,x}^i(e)|1_{[|e| \geq \frac{1}{2}]}|\lambda(de)| \right\}^2 \]

(3.29)

The last inequality follows from the properties (2.8)-(i), (ii) satisfied by γ and Cauchy-Schwarz inequality. Next going back to (3.20) and arguing as in the bulk of the proof of Proposition 3.1 we deduce the existence of a constant C ≥ 0 independent of k such that:

\[ \mathbb{E}[|\tilde{Y}_{t,x}^r - kY_{t,x}^r|^2 + f_s^T \{ |Z_{s,x}^r - kX_{s,x}^r|^2 + f_s \int E |U_{s,x}^r(e)| - k U_{s,x}^r(e)1_{[|e| \geq \frac{1}{2}]}|^2 \lambda(de)} |ds]] \]

\[ \leq C\mathbb{E}|g(X_{t,x}^r) - g(X_{t,x}^r)|^2 + \mathbb{E}\int_0^T |\tilde{Y}_{t,x}^r - kY_{t,x}^r|^2 dr + C\mathbb{E}\int_0^T (1 + |X_{t,x}^r|^p + |X_{t,x}^r|^p) |X_{t,x}^r - kX_{t,x}^r|^2 dr \]

\[ + C\mathbb{E}\int_0^T dr \{ (1 + |X_{t,x}^r|^p + |X_{t,x}^r|^p) |X_{t,x}^r - kX_{t,x}^r| \int_E (1 \land |e|)U_{t,x}^r(e)|\lambda(de)| \}^2, \forall s \in [0, T]. \]
and in taking $s = t$ we obtain $u^k(t, x) \to u(t, x)$. As $(t, x) \in [0, T] \times \mathbb{R}^k$ is arbitrary then $u^k \to u$ pointwisely.

Next going back to (3.21) take the limit w.r.t $k$ and using the uniform polynomial growth of $u^k$ and the Lebesgue dominated convergence theorem as well, to obtain:

$$
E[\int_t^T \int_E |U^i_{s,x}(e) - U^i_{s,x}(e)|1_{\{l_i \geq \frac{1}{k}\}}|2\lambda(de)|\,ds] \to 0.
$$

(3.30)

Step 3: Conclusion

First note that by (3.22) and the pointwise convergence of $(u^k)_k$ to $u$, if $(x_k)_k$ is a sequence of $\mathbb{R}^k$ which converges to $x$ then $(u^k(t, x_k))_k$ converges to $u(t, x)$. Now let us consider a subsequence which we still denote by $(k)$ such that $\sup_{s \leq T} |X^{i,x}_s - X^{i,x}_s|^2 \to_k 0, \mathbb{P}$-a.s. (and then $|X^{i,x}_s - X^{i,x}_s| \to_k 0$ since $|X^{i,x}_s - X^{i,x}_s| \leq \sup_{s \leq T} |X^{i,x}_s - X^{i,x}_s|^2$).

By (3.23), this subsequence exists. As the mapping $x \mapsto \beta(t, x, e)$ is Lipschitz then the sequence

$$(k U^i_{s,t,x}(e)1_{\{|l_i \geq \frac{1}{k}\}})_k = ((u^k(s, kX^{i,x}_s + \beta(s, X^{i,x}_s, e)) - u^k(s, \beta(s, X^{i,x}_s, e)))1_{\{|l_i \geq \frac{1}{k}\}})_k \to_k
$$

(3.31)

for any $i = 1, \ldots, m$. Finally from (3.30) we deduce that

$$
U^i_{s,x}(e) = (u(s, X^{i,x}_s + \beta(s, X^{i,x}_s, e)) - u(s, X^{i,x}_s)), \, d\mathbb{P} \otimes ds \otimes d\lambda - ae \text{ on } \Omega \times [t, T] \times \mathbb{E}.
$$

which is the desired result.

Remark 3.4. In order to prove the final step we do not need to use the property (3.22) satisfied by $u^k$. Instead, we only need that for any sequence $(x_k)_k$ which converges to $x$, the sequence $(u^k(t, x_k) - u^0(t, x))_k$ converges to $0$ and $(u^0(t, x))_{k=1}$ converges to $u_0(t, x)$ pointwisely. This point plays an important role in the proof of uniqueness of Theorem 4.2.

4 The main result

We are now ready to give the main result of this paper. Before doing so we recall the notion of viscosity solution we deal with. This definition has been more or less introduced in [7].

For $\phi \in C^{1,2}([0, T] \times \mathbb{R}^k)$, let us denote by $L^X \phi(t, x)$ the differential-integral generator associated with the jump-diffusion process introduced in (2.4) and which is given by: $\forall (t, x) \in [0, T] \times \mathbb{R}^k$,

$$
L^X \phi(t, x) := b(t, x)^\top D_x \phi(t, x) + \frac{1}{2} \text{Tr}(\sigma \sigma^\top (t, x) D_{xx} \phi(t, x)) + \int_{E} \{\phi(t, x + \beta(t, x, e)) - \phi(t, x) - \beta(t, x, e)^\top D_x \phi(t, x)\} \lambda(de).
$$

Definition 4.1. A family of deterministic functions $u = (u^i)_{i=1,m}$, such that, for any $i \in \{1, \ldots, m\}$ $u^i : (t, x) \in [0, T] \times \mathbb{R}^k$ belongs to the class $\mathcal{U}$, is said to be a viscosity sub-solution (resp. super-solution) of the IPDE (1.7) if: $\forall i \in \{1, \ldots, m\}$,

(i) $\forall x \in \mathbb{R}^k$, $u^i(T, x) \leq g^i(x)$ (resp. $u^i(T, x) \geq g^i(x)$) ;

(ii) For any $(t, x) \in (0, T) \times \mathbb{R}^k$ and any function $\phi$ of class $C^{1,2}([0, T] \times \mathbb{R}^k)$ such that $(t, x)$ is a global maximum (resp. minimum) point of $u^i - \phi$ and $(u^i - \phi)(t, x) = 0$, one has

$$
-\partial_t \phi(t, x) - L^X \phi(t, x) - h^{i}(t, x, (u^i(t, x)))_{j=1,m} = 0,
$$

(resp.)

$$
-\partial_t \phi(t, x) - L^X \phi(t, x) - h^{i}(t, x, (u^i(t, x)))_{j=1,m} \geq 0.
$$

The family $u = (u^i)_{i=1,m}$ is a viscosity solution of (1.7) if it is both a viscosity sub-solution and viscosity super-solution.
Let us mention here the main difference with the classical definition of viscosity solution of (1.1) by Barles et al. (2) (see Definition [5.2] in Appendix). In our definition we keep $B_iu_i(t, x)$ which is defined since $u^i \in \mathcal{U}$ while in [2] it is replaced with $B_i\phi(t, x)$ where $\phi$ is the test function. This is one of the main reasons for which in [2], the authors have required monotonicity conditions (a)-(b) related to the functions $(\gamma_i)_{i=1,m}$ and $(h^{(i)})_{i=1,m}$. On the other hand note that when, for any $i = 1,...,m$, $h^{(i)}$ does not depend on $B_iu_i(t, x)$ those definitions coincide.

We are now ready to state the main result of this paper.

**Theorem 4.2.** Assume that Assumptions (H1)-(H2) are fulfilled. Then the $m$-tuple of functions $(u^i)_{i=1,m}$ defined in (2.13) is the unique viscosity solution of system (1.1) according to Definition [4.1].

**Proof.** Step 1: Existence

Let us consider the following multi-dimensional BSDE:

$$\begin{align*}
\begin{cases}
\bar{Y}^{t,x} := (\bar{Y}^{ti,x})_{i=1,m} \in \mathcal{S}^2(\mathbb{R}^m), \bar{Z}^{t,x} := (\bar{Z}^{ti,x})_{i=1,m} \in \mathcal{H}^{2}(\mathbb{R}^{m \times d}), \bar{U}^{t,x} := (\bar{U}^{ti,x})_{i=1,m} \in \mathcal{H}^{2}(U_m^2(\lambda)); \\
\forall i \in \{1,\ldots, m\}, \bar{Y}^{ti,x} = g^i(X^t_{T^-}) \text{ and } \forall s \leq T, \\
d\bar{Y}^{ti,x} = -h^{(i)}(s, X^t_{s^-}, \bar{Y}^{t,x}, \bar{Z}^{t,x}, \bar{U}^{t,x})\{u^i(s, X^t_{s^-} + \beta(s, X^t_{s^-}), e) - u^i(s, X^t_{s^-})\} \lambda(de)ds \\
+ \bar{Z}^{ti,x}dB_s + \int_{\mathcal{E}} \bar{V}^{ti,x}(e)\tilde{\mu}(ds, de).
\end{cases}
\end{align*}$$

(4.1)

Since for any $i = 1,\ldots, m$, $u^i$ belongs to $\mathcal{U}, \beta(t, x)$ and $\gamma_i(t, x, e)$ verify respectively (2.3) and (2.8) and finally by Assumption (H2) we have:

(i) the mapping $(y, z) \mapsto h^{(i)}(s, X^t_{s^-}, y, z, \int_{\mathcal{E}} \gamma_i(s, X^t_{s^-}, e)\{u^i(s, X^t_{s^-} + \beta(s, X^t_{s^-}), e) - u^i(s, X^t_{s^-})\} \lambda(de))$ is uniformly Lipschitz ;

(ii) the process $(h^{(i)}(s, X^t_{s^-}, 0, 0, \int_{\mathcal{E}} \gamma_i(s, X^t_{s^-}, e)\{u^i(s, X^t_{s^-} + \beta(s, X^t_{s^-}), e) - u^i(s, X^t_{s^-})\} \lambda(de)))_{s \leq T}$ is $ds \otimes d\mathcal{P}$-square integrable.

It follows that the solution of this backward equation (4.1) exists and is unique by Proposition [2.1]. Moreover, as the process $X^t_{s^-}$ is RCLL then the set of its discontinuous points on $[0, T]$ is at most countable. Therefore $\mathbb{P} - a.s.$, for any $s \leq T$, it holds

$$
\begin{align*}
\int_{T}^s h^{(i)}(r, X^t_{r}, \bar{Y}^{t,x}, \bar{Z}^{t,x}, \bar{U}^{t,x})\{u^i(r, X^t_{r-} + \beta(r, X^t_{r-}), e) - u^i(r, X^t_{r-})\} \lambda(dr)dr \\
- \int_{T}^s h^{(i)}(r, X^t_{r-}, \bar{Y}^{t,x}, \bar{Z}^{t,x}, \bar{U}^{t,x})\{u^i(r, X^t_{r-} + \beta(r, X^t_{r-}), e) - u^i(r, X^t_{r-})\} \lambda(dr)dr.
\end{align*}
$$

Next as for any $i = 1,\ldots, m$, $u^i$ belongs to $\mathcal{U}$, then by Proposition [2.2] there exists a family of deterministic continuous functions of polynomial growth $(u^i)_{i=1,m}$ such that for any $(t, x) \in [0, T] \times \mathbb{R}^k$,

$$
\forall s \in [t, T], \bar{Y}^{ti,x} = u^i(s, X^t_{s^-}).
$$

Finally, again by Proposition [2.2] the family $(u^i)_{i=1,m}$ is a viscosity solution of the following system:

$$
\begin{align*}
-\partial^\top u^i(t, x) - b(t, x)^\top D_x u^i(t, x) - \frac{1}{2} \text{Tr}(\sigma \sigma^\top(t, x)D_{xx} u^i(t, x)) - K u^i(t, x) \\
- h^{(i)}(t, x, (u^j(t, x)))_{j=1,m,} (\sigma^\top D_{xx} u^i(t, x), B_i u^i(t, x)) = 0, (t, x) \in [0, T] \times \mathbb{R}^k;
\end{align*}
$$

(4.2)

Note that in this system (4.2), the last component of $h^{(i)}$ is $B_i u^i(t, x)$ and not $B_i^2 u^i(t, x)$. Next and once more, let us consider the system of BSDEs by which the family $(u^j)_{i=1,m}$ is defined through the Feynman Kac’s formula
But, the family (\(u\)) is unique in the subclass \(\Pi_\gamma\). Moreover, by Proposition 3.3, the family (\(\bar{u}\)) is the unique solution in the subclass \(\Pi_\gamma\). Henceforth, the family (\(u\)) is a viscosity solution of (1.1) in the sense of Definition 4.1.

Step 2: Uniqueness

We now show uniqueness of the solution in the class \(\mathcal{U}\). Let (\(\bar{u}\)) be another family of \(\mathcal{U}\) which is solution of the system (1.1) in the sense of Definition 4.1 and let us consider the following system of BSDEs:

\[
\begin{align*}
\bar{Y}^{i,t,x} &:= (Y^{i,t,x})_{i=1,m} \in \mathcal{S}^2(\mathbb{R}^m), Z^{i,t,x} := (Z^{i,t,x})_{i=1,m} \in \mathcal{H}^2(\mathbb{R}^{m \times d}), U^{i,t,x} := (U^{i,t,x})_{i=1,m} \in \mathcal{H}^2(L^2(\mathbb{R}^2)) ; \\
\forall i \in \{1, \ldots, m\}, & \bar{Y}^{i,t,x} = g^i(X^{i,t,x}_T) \text{ and } \forall s \leq T, \\
d\bar{Y}^{i,t,x} = -h^{(i)}(s, X^{i,t,x}_s, \bar{Y}^{i,t,x}_s, Z^{i,t,x}_s, \int_E \gamma_i(s, X^{i,t,x}_s, e)U^{i,t,x}_s(e)\lambda(de))ds + Z^{i,t,x}_s dB_s + \int_E U^{i,t,x}_s(e)\tilde{\mu}(ds, de). 
\end{align*}
\]

As for the BSDE (1.1), the solution of the BSDE (4.4) exists and is unique since (\(\bar{u}\)) is a viscosity solution of (1.1) in the sense of Definition 4.1. Moreover, there exists a family of deterministic continuous functions (\(v^i\)) of class \(\Pi_\gamma\) such that

\[
\forall s \in [t, T], \bar{Y}^{i,t,x} = v^i(s, X^{i,t,x}_s).
\]

Additionally, by Proposition 2.2, (\(v^i\)) is the unique solution in the subclass \(\Pi^*_\gamma\) of continuous functions of the following system: \(\forall i = 1, \ldots, m,\)

\[
\begin{align*}
-\partial_t v^i(t,x) - b(t,x)^\top D_x v^i(t,x) - \frac{1}{2} \text{Tr}(\sigma^\top(t,x)D^2_x v^i(t,x)) - K v^i(t,x) \\
- h^{(i)}(t,x, v^i(t,x)) = 0, (t,x) \in [0, T] \times \mathbb{R}^k.
\end{align*}
\]

But, the family (\(\bar{u}\)) belongs to \(\Pi^*_\gamma\) and solves system (1.1). Therefore, by the uniqueness result of Proposition 2.2, one deduces that (\(\bar{u}\)) is unique for all \(i = 1, \ldots, m\). Next we are going to show that for \([t, T] \times \Omega \times \mathbb{R}^k\) and solves system (4.4). Therefore, by the uniqueness result of Proposition 2.2, one deduces that (\(\bar{u}\)) is unique for all \(i = 1, \ldots, m\).
The second equality is trivial once the first one is proved.

Note that we cannot use the result of Proposition 3.3 as we do not know whether or not the function \( x \mapsto h(t, x, y, z) = h(t, x, y, z, B_t \tilde{u}(t, x)) \) belongs uniformly to \( \mathcal{U} \). However the function \( (t, x) \mapsto B_t \tilde{u}(t, x) \) is continuous and belongs to \( \Pi_y \), since \( \tilde{u} \) belongs to \( \mathcal{U} \) and thanks to the properties (2.3) and (2.8) on \( \beta \) and \( \gamma_i \), respectively.

We are going to make use of the hint of Remark 3.4. Let \((x_k)_{k \geq 1}\) be a sequence of \( \mathbb{R}^k \) which converges to \( x \in \mathbb{R}^k \) and let \( \tilde{X}^{t,x}_k \) and \( \tilde{X}^{t,x} \) be the processes defined by (3.19) when the initial conditions are \( x_k \) and \( x \) respectively.

Next let us consider the following BSDEs (adaptation is w.r.t \( \mathcal{F}_t \)):

\[
\begin{cases}
\tilde{Y}^{k,t,x}_s := (\tilde{Y}^{i,k,t,x}_s)_{i=1,m} \in S^2(\mathbb{R}^m), \quad \tilde{Z}^{k,t,x}_s := (\tilde{Z}^{i,k,t,x}_s)_{i=1,m} \in \mathcal{H}^2(\mathbb{R}^{m \times d}), \quad \tilde{U}^{k,t,x}_s := (\tilde{U}^{i,k,t,x}_s)_{i=1,m} \in \mathcal{H}^2(L^2_m(\lambda_k));
\end{cases}
\]

\[\forall i \in \{1, \ldots, m\}, \quad \tilde{Y}^{i,k,t,x}_s = g^i(\tilde{X}^{i,t,x}_s) \quad \text{and} \quad \forall s \leq t, \]

\[d\tilde{Y}^{i,k,t,x}_s = -h^{i}(s, kX^{i,t,x}_s, \tilde{Y}^{i,k,t,x}_s, \tilde{Z}^{i,k,t,x}_s, \tilde{U}^{i,k,t,x}_s, e) \{\tilde{u}^i(s, kX^{i,t,x}_s + \beta(s, kX^{i,t,x}_s, e)) - \tilde{u}^i(s, kX^{i,t,x}_s)\} \lambda(de)ds \]

\[+ \tilde{Z}^{i,k,t,x}_s dB_s + \int \mathbb{E}\tilde{U}^{i,k,t,x}(e) \mu_k(ds, de). \]

(4.7)

First by continuity and as in the proof of Step 2 of Proposition 3.3 for any \( i = 1, \ldots, m \), one can check that \((\tilde{Y}^{i,k,t,x}_s, \tilde{Z}^{i,k,t,x}_s, \tilde{U}^{i,k,t,x}_s)_{1 \leq i \leq m, 1 \leq k \leq \Phi}) \) converges to \((\tilde{Y}^{i,t,x}_s, \tilde{Z}^{i,t,x}_s, \tilde{U}^{i,t,x}_s) \) in \( S^2(\mathbb{R}) \times \mathcal{H}^2(\mathbb{R}^{m \times d}) \times \mathcal{H}^2(L^2(\lambda)) \). Next let \((v^i_t)_{i=1,m})_{k \geq 1}\) be the sequence of continuous deterministic functions such that for any \( t \leq T \) and \( s \in [t, T] \),

\[\tilde{Y}^{i,k,t,x}_s = v^i_k(s, kX^{i,t,x}_s) \quad \text{and} \quad \tilde{Y}^{i,k,t,x}_s = v^i_k(s, kX^{i,t,x}_s), \quad \forall i = 1, \ldots, m.\]

Note that the function \( v^i_t \) belongs uniformly to \( \Pi_y \), i.e. there exists a constant \( C \) which does not depend on \( k \) such that \( |v^i_t(t, x)| \leq C(1 + |x|^2), \quad \forall (t, x) \in [0, T] \times \mathbb{R}^k \), for some \( \rho \geq 0 \). On the other hand, for any \( i = 1, \ldots, m \), we have:

(i) the sequence \((v^i_t(t, x))_{k \geq 1}\) converges to \( v^i_t(t, x) \);

(ii) \( \tilde{U}^{i,k,t,x} = v^i_k(s, kX^{i,t,x}_s + \beta(s, kX^{i,t,x}_s, e)) - v^i_k(s, kX^{i,t,x}_s), \quad ds \otimes dP \otimes d\lambda_k \)-ae on \([t, T] \times \Omega \times \mathbb{R} \).

Now using Itô’s formula and the properties satisfied by \( h^{i} \) we obtain for some constant \( C \geq 0 \):

\[\mathbb{E}[|\tilde{Y}^{k,t,x}_s - \tilde{Y}^{k,t,x}_t|^2 + \int_t^T |\tilde{Z}^{k,t,x}_s - \tilde{Z}^{k,t,x}_t|^2 ds + \int_t^T \mathbb{E}[|\tilde{U}^{k,t,x}(e) - \tilde{U}^{k,t,x}(e)|^2 \lambda(de)] \leq C \mathbb{E}[(g^k(X^{k,t,x}_T) - g^k(X^{k,t,x}_t))^2] + C \mathbb{E}[(\int_t^T |\tilde{Y}^{k,t,x}_s - \tilde{Y}^{k,t,x}_t|^2 dr] \]

\[+ C \sum_{i=1,m} \mathbb{E}[(\int_t^T |B_i \tilde{u}^i(r, kX^{i,t,x}_s) - B_i \tilde{u}^i(r, kX^{i,t,x}_s)|^2 dr), \quad \forall s \leq T. \]

Next using Gronwall’s inequality and taking \( s = t \) to obtain: \( \forall i = 1, \ldots, m, \)

\[|v^k_t (t, x_k) - v^i_t(t, x)| \leq \mathbb{E}[|\tilde{Y}^{k,t,x}_s - \tilde{Y}^{i,t,x}_s|^2] \leq C [g^k(X^{k,t,x}_T) - g^k(X^{k,t,x}_t)]^2 + C \mathbb{E}[(\int_t^T |kX^{i,t,x}_s - kX^{i,t,x}_t|^2 ds + |X^{i,t,x}_r|^p > |X^{i,t,x}_s|^p)] \]

\[+ C \sum_{i=1,m} \mathbb{E}[(\int_t^T |B_i \tilde{u}^i(r, kX^{i,t,x}_s) - B_i \tilde{u}^i(r, kX^{i,t,x}_s)|^2 dr). \]

(4.8)
Finally using the estimates \((2.3)\) satisfied by \(\mathcal{X}^{t,x}\) and since the function \((t,x) \mapsto B_t\tilde{u}(t,x)\) is continuous and belongs to \(\Pi_\eta\) to deduce that the right-hand side of \((\text{A.8})\) converges to 0 as \(k \to \infty\). Henceforth the sequence \((v^k_i(t,x)) - v^k_i(t,x))_k\) converges to 0 as \(k \to \infty\) for any \(i = 1, \ldots, m\). Consequently by Remark \(5.3\) and (i)-(ii) above we have, for any \(i = 1, \ldots, m\),

\[
U_{s,t,x}^i(e) = v^i(s, X_{s,t,x}^i + \beta(s, X_{s,t,x}^i)), \quad ds \otimes d\mathbb{P} \otimes d\lambda - a.e. \text{ in } [t,T] \times \Omega \times \mathcal{E}.
\]

which is the desired result.

We now come back to the issue of uniqueness. Replacing in \((\text{A.4})\) the quantity

\[\bar{u}^i(s, X_{s,t,x}^i + \beta(s, X_{s,t,x}^i)) - \bar{u}^i(s, X_{s,t,x}^i)\]

with \(\bar{U}_{s,t,x}^i(e)\), we deduce that the triple \((\bar{Y}_{s,t,x}^i, \bar{Z}_{s,t,x}^i, \bar{U}_{s,t,x}^i)\) verifies: \(\forall i \in \{1, \ldots, m\},\)

\[
\begin{align*}
\bar{Y}_{s,t,x}^i &= g^i(X_{s,t,x}^i) \quad \forall s \leq T, \\
d\bar{Y}_{s,t,x}^i &= -h^i(s, X_{s,t,x}^i, \bar{Y}_{s,t,x}^i, \bar{Z}_{s,t,x}^i, \int_{0}^{T} \gamma_i(s, X_{s,t,x}^i)^2 \bar{U}_{s,t,x}^i(e) \lambda(ds)(de))ds + \bar{Z}_{s,t,x}^i dB_s + \int_{0}^{T} \bar{U}_{s,t,x}^i(e) \lambda(ds)(de).
\end{align*}
\]

It follows that

\[\forall i \in \{1, \ldots, m\}, \quad \bar{Y}_{s,t,x}^i = Y_{s,t,x}^i\]

since the solution of the BSDE \((\text{A.4})\) is unique. Thus for any \(i \in \{1, \ldots, m\}, u^i = \bar{u}^i = v^i\) which means that the solution of \((\text{1.1})\) in the sense of Definition \(4.4\) is unique inside the class \(\mathcal{U}\).

5 Extensions

A) Let us assume that for any \(i \in \{1, \ldots, m\}\) the functions \(f^{(i)}\), have the following form:

\[
\forall(t,x,y,z,\zeta) \in [0,T] \times \mathbb{R}^k \times \mathbb{R}^{m+d} \times L^2(\lambda), \quad f^{(i)}(t,x,y,z,\zeta) = h^{(i)}(t,x,y,z,\|\zeta\|_{L^2(\lambda)})
\]

where the functions \((h^{(i)}))_{i=1,m}\) are the ones defined in Section 2. Under Assumptions (H1)-(H2) on \((h^{(i)})_{i=1,m}\) and \((g^i)_{i=1,m}\) and by Proposition \(2.1\) (see also Remark \(2.1\)) for any \((t,x) \in [0,T] \times \mathbb{R}^k\) there exists a unique solution \((\bar{Y}_{s,t,x}^i, \bar{Z}_{s,t,x}^i, \bar{U}_{s,t,x}^i)\) of the following BSDE with jumps:

\[
\begin{align*}
\bar{Y}_{s,t,x}^i &= (Y_{s,t,x}^i)_{i=1,m} \in \mathcal{S}^2(\mathbb{R}^m), \quad \bar{Z}_{s,t,x}^i := (Z_{s,t,x}^i)_{i=1,m} \in \mathcal{H}^2(\mathbb{R}^{m \times d}), \quad \bar{U}_{s,t,x}^i := (U_{s,t,x}^i)_{i=1,m} \in \mathcal{H}^2(L^2_m(\lambda)); \\
\forall i \in \{1, \ldots, m\}, \quad \mathbb{E}^\lambda[\int_{0}^{T} |U_{s,t,x}^i(e)|^2 ds] &< \infty, \quad \mathbb{E}^\lambda[\int_{0}^{T} |Z_{s,t,x}^i|^2 dB_s] < \infty.
\end{align*}
\]

Next by Proposition \(2.2\) there exist deterministic continuous functions \((u^i(t,x))_{i=1,m}\) which belong to \(\Pi_\eta\) such that for any \((t,x) \in [0, T] \times \mathbb{R}^k\), the solution of the BSDE \((\text{1.1a})\) verifies:

\[
\forall i \in \{1, \ldots, m\}, \quad \forall s \in [0,T], \quad Y_{s,t,x}^i = u^i(s,X_{s,t,x}^i).
\]

Moreover, one can easily show that the functions \((u^i)_{i=1,m}\) belong to \(\mathcal{U}\) and in the same way as in Section 3 the processes \(U_{s,t,x}^i := (U_{s,t,x}^i)_{i=1,m}\) of the BSDE with jumps \((5.1)\) are linked to the functions \((u^i)_{i=1,m}\) by \((5.3)\).

Finally by the same method as in the proof of Theorem \(1.2\) we obtain:

**Theorem 5.1.** Assume that Assumptions (H1)-(H2) are fulfilled. Then the \(m\)-tuple of functions \((u^i)_{i=1,m}\) defined in \((\text{5.2})\) is the unique viscosity solution in the class \(\mathcal{U}\) of the following system of IPDEs: \(\forall i = 1, \ldots, m,\)

\[
\begin{align*}
-\partial_t u^i(t,x) - b^i(t,x)^T D^2 u^i(t,x) - \frac{1}{2} \text{Tr}(\sigma x^T D^2 u^i(t,x)) - K u^i(t,x) \\
-h^{(i)}(t,x, u^1(t,x), \ldots, u^m(t,x)) = 0, \quad (t,x) \in [0,T] \times \mathbb{R}^k;
\end{align*}
\]

where

\[
\begin{align*}
2 u^{i}(T,x) &= g^{i}(x),
\end{align*}
\]
where for any \( (t, x) \), \( B_i u_i(t, x) \) is given by

\[
B_i u_i(t, x) = \{ \int_{E} |u'_i(t, x + \beta(t, x, e)) - u'_i(t, x)|^2 \lambda(\text{d}e) \}^{\frac{1}{2}}.
\]  

(5.4)

Note that the definition of the viscosity solution of (5.3) is the same as the one given in Definition 4.1 but with the new expression of \( B_i u_i(t, x) \) given by (5.3).

According to our best knowledge, viscosity solutions of IPDEs of type (5.3) have not been considered yet. ■

B) In this study we have considered only standard IPDEs but our main result in Theorem 4.2 can be obtained for an IPDE, say, with one obstacle of the following type \((m = 1)\):

\[
\begin{align*}
\min \left\{ u^1(t, x) - \ell(t, x); -\partial_t u^1(t, x) - b(t, x)^\top D_x u^1(t, x) - \frac{1}{2} \text{Tr} \left( \sigma \sigma^\top (t, x) D^2_x u(t, x) \right) \right. \\
- K u^1(t, x) - h^{(1)}(t, x, u^1(t, x), (\sigma^\top D_x u^1)(t, x), B_1 u^1(t, x)) \right\} = 0, \quad (t, x) \in [0, T] \times \mathbb{R}^k; \\
u^1(T, x) = g^1(x)
\end{align*}
\]  

(5.5)

as far as, additionally, appropriate assumptions are assumed on the obstacle \( \ell \). Mainly one should moreover suppose that \( \ell \) belongs to class \( \mathcal{U} \) and \( \ell(T, x) \geq g^1(x) \).

The general reflected BSDE with jumps associated with IPDE with obstacle (5.5), whose solution is a quadruple \((Y^{t, x}, Z^{t, x}, U^{t, x}, K^{t, x})\), is the following one:

\[
\begin{align*}
Y^{t, x}_s &= S^2(\mathbb{R}), Z^{t, x} \in \mathcal{H}^2(\mathbb{R}^d), U^{t, x} \in \mathcal{H}^2(L^2(\lambda)) \text{ and } K^{t, x} \text{ continuous non-decreasing and } K_0 = 0; \\
dY^{t, x}_s &= -f(s, X^{t, x}_s, Y^{t, x}_s, Z^{t, x}_s, U^{t, x}_s) \, ds - dK^{t, x}_s + Z^{t, x}_s \, dB_s + \int_{E} U^{t, x}_s(\text{e}) \, \tilde{\mu}(\text{d}e, \text{d}s), \quad s \leq T; \\
Y^{t, x}_s &\geq \ell(s, X^{t, x}_s), \quad s \leq T \text{ and } \int_0^T (Y^{t, x}_s - \ell(s, X^{t, x}_s)) \, dK^{t, x}_s = 0; \\
Y^{t, x}_T &= g(X^{t, x}_T)
\end{align*}
\]  

(5.6)

where \((t, x) \in [0, T] \times \mathbb{R}^k\) is fixed. We know that there exists a deterministic function \( u^1 \) which belongs to \( \Pi^*_g \) such that: \( \forall(t, x) \in [0, T] \times \mathbb{R}^k, \)

\[
\forall s \in [t, T], Y^{t, x}_s = u^1(s, X^{t, x}_s).
\]  

(5.7)

For more details one can see e.g. [8]. In the case when \( \lambda \) is finite, the IPDE with obstacle (5.5) is already considered in [7] without conditions (a)-(b) on \( \gamma_1 \) and \( h^{(1)} \). The solution is given by \( u^1 \) of (5.7). In a forthcoming work we will deal with the case of a general Lévy measure without assuming \( \lambda(E) < \infty \).

Appendix: Barles et al.’s definition for viscosity solution of IPDE (1.1)

In the paper by Barles et al. [2], the definition of the viscosity solution of the system (1.1) is given as follows.

Definition 5.2. We say that a family of deterministic functions \( u = (u^i)_{i=1,m} \), defined on \([0, T] \times \mathbb{R}^k\) and \( \mathbb{R}^m\)-valued and such that for any \( i \in \{1, \ldots, m\} \), \( u^i \) is continuous, is viscosity sub-solution (resp. super-solution) of the IPDE (1.1) if, for any \( i \in \{1, \ldots, m\} \):

(i) \( \forall x \in \mathbb{R}^k \), \( u^i(T, x) \leq g^i(x) \) (resp. \( u^i(T, x) \geq g^i(x) \));
(ii) For any \((t, x) \in (0, T] \times \mathbb{R}^k\) and any function of class \( C^{1,2}([0, T] \times \mathbb{R}^k) \) such that \((t, x)\) is a global maximum point of \( u^i - \phi \) (resp. a global minimum point of \( u^i - \phi \)) and \((u^i - \phi)(t, x) = 0\), one has

\[
-\partial_t \phi(t, x) - \mathcal{L}^X \phi(t, x) - h^{(i)}(t, x, (u^i(t, x)))_{i=1,m} + \sigma^\top (t, x) D_x \phi(t, x), B_i \phi(t, x) \leq 0
\]  
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\[
- \partial_t \phi(t, x) - \mathcal{L}^X \phi(t, x) - h^{(i)}(t, x, (u^j(t, x))_{j=1,m}, \sigma^\top(t, x)D_x \phi(t, x), B_i \phi(t, x)) \geq 0.
\]

The family \( u = (u^i)_{i=1,m} \) is a viscosity solution of (1.1) if it is both a viscosity sub-solution and viscosity super-solution.
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