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1. Introduction

There has been much effort in recent decades to understand and exploit the ambient seismic noise wavefield. For example, efforts have been made to understand the generation of noise in the primary and secondary microseisms (0.05–0.2 Hz) [1–3]. While Rayleigh waves usually dominate observations at these periods, several studies have also specifically observed the generation of Love and body phases [4–8]. These various wavetypes can all be used in the extraction of travel times between two seismic stations, through the calculation of a noise correlation function (NCF) [9–11]. While this correlation would result in a true Green’s function between any two stations if the background noise wavefield were perfectly equipartitioned and stationary, this is clearly not the case in the real Earth [9–11].

Most studies have located these sources of noise through classic beamforming techniques [12,13]. Such methods perform a grid search over possible incident plane waves, testing different directions and slownesses by applying a time shift to observed signals and then either summing or correlating. Although exceptions exist [14], these methods are generally not posed as a misfit-reduction inverse problem and thus uncertainties can be difficult to quantify. Additionally, generally, only the vertical component of motion is used, though some more recent works have incorporated three-component observations and added constraints on polarization and ellipticity to distinguish wavetypes [5,15–19]. Such a separation is ultimately necessary to understand how the ambient noise wavefield...
is actually excited and generated, but understanding the content of the seismic wavefield is important in other contexts as well. For example, knowing the appropriate ratios of wave energy is needed for proper modeling of horizontal-to-vertical ratios in certain near-surface tomography methods [20], and the local amplification of seismic waves from strong earthquakes can also be quite different for various wavetypes [21–23]. Similarly, understanding the energy distribution across different modes is critical for estimating the fluctuations in the local gravitational field, which is relevant for multiple applications including the development of gravitational-wave detectors [24].

While the beamforming methods above search for possible plane waves from distant sources, some authors have employed Backprojection or Matched Field Processing methods to test for noise sources distributed on some defined spatial domain (i.e., the Earth’s surface) [25,26]. Again, these methods are based on a grid search and the application of timeshifts to the raw data, and may incorporate three-component data to constrain the wavetype [27]. Concurrently, methods have been explored which solve for the spatial distribution of noise sources in a mathematically rigorous inverse problem [28–31], again potentially including multicomponent information [32]. While promising, these methods require significant computational power, as the problem is nonlinear and synthetic noise-correlation waveforms must be calculated for each realization of a noise model.

Linear inversion of the NCF has been explored in the past—for example, in [33–36]. Here, we expand on this approach, allowing it to be used in three-dimensional seismometer array configurations and enabling simultaneous recovery of multiple wave-mode contributions such as P and S body waves and Rayleigh and Love surface waves. Specifically, we follow the radiometer formalism that has proven successful in astrophysics and gravitational-wave physics [37] and adjust it to the framework of seismic wave fields and to observations by (3D or 2D) seismometer arrays. The ability to use 3D arrays allows us to take advantage of the depth dependence of surface wave modes, hence improving the ability to distinguish between different mode contributions. However, the method and formalism are still complete for the case of a 2D array. The technique is based on computing the cross-correlations between different seismometer channels in the seismometer array. The phase information in the cross-correlation and its dependence on the depths of the seismometers can then be used to decompose the field into a superposition of body (P and S) and surface (Rayleigh, Love) waves. We develop a Bayesian inference framework to perform this decomposition (or inversion) and we conduct a series of synthetic and real-world tests of the technique to assess its sensitivity and angular resolution. We then apply the technique to the data acquired by the three-dimensional seismometer array operated in the Homestake mine in Lead, SD, in 2014–2016, to answer a specific question: what is the composition and directionality of the microseism and its temporal variation? We find that, at quiet times, the microseism noise at Homestake is dominated by body waves, while at loud times, it is dominated by surface waves.

The remainder of this paper is organized as follows: in Section 2, we introduce the mathematical formalism for the linear inversion technique; in Section 3, we discuss the performance of the technique using a series of simulations and a real-world test of our technique using an anthropogenic signal observed by the Homestake Seismic Array; in Section 4, we apply the technique to the Homestake data to understand the composition of the microseism noise at Homestake; in Section 5, we offer our concluding remarks.

2. Formalism

The radiometer formalism has been used in different fields when attempting to estimate the directional structure in a wave field. We start from the formalism developed for measuring anisotropy (directionality) in the gravitational-wave energy density, and adjust it to account for the different modal composition of the seismic wave field and for the different response of the measuring instruments (seismometers in our case) [37–41]. While the formalism is general enough to treat all wave modes (primary pressure (P),
secondary shear (S), Rayleigh (R), Love (L)), there are differences in the implementation that we discuss here. Our analysis follows the development presented in [40,41].

2.1. Body-Wave Formalism

We begin by assuming that seismic sources are far away from the measurement locations and that they are constant in power during the measurement period. Under the additional assumption that the seismic structure is homogeneous and isotropic, the seismic displacement field can be modeled as a plane-wave expansion:

\[
\vec{s}_m(\vec{x}, t) = \sum_A \int df \int d\Omega \vec{e}_{mA}(f, \vec{\Omega}) \vec{\alpha}_{mA}(\vec{\Omega}) e^{2\pi if(t - \vec{x} \cdot \vec{v}_m)}. \tag{1}
\]

Here, \(m\) specifies the body-wave component of the seismic field (i.e., P or S waves), \(A\) denotes the polarization of the wave, \(\vec{\Omega}\) is a unit vector (on the unit sphere) that denotes the wave propagation direction, and \(\vec{\alpha}_{mA}(\vec{\Omega})\) is a polarization vector for a wave of polarization \(A\) traveling in the direction \(\vec{\Omega}\), as depicted in Figure 1. Note that for a longitudinal P wave, \(\vec{\alpha}_{mA}(\vec{\Omega}) = \vec{\Omega}\), and there is only one polarization. For S waves, the displacement is perpendicular to \(\vec{\Omega}\) and there are two polarization vectors. The phase velocity of mode \(m\) is given by \(v_m\). We denote the Fourier amplitude in mode \(m\) at frequency \(f\) traveling in direction \(\vec{\Omega}\) with \(\vec{s}_{mA}(f, \vec{\Omega})\). We use \(f\) throughout, although it also common to formulate such methods in terms of the angular frequency \(\omega = 2\pi f\) as well. Equation (1) thus modestly generalizes the framework of [34] to include polarizations. We note that this formalism does not account for free-surface effects [42,43] but could be modified to do so.

\[\begin{align*}
\text{Figure 1.} & \quad \text{Plane waves from a possible source direction, } \vec{\Omega}, \text{ arrive at two sensors shown in 2D. The plane wave is described for a given wave type, } m, \text{ and polarization, } A, \text{ with polarization vector } \vec{\alpha}_{mA}(\vec{\Omega}). \text{ This is a simplified 2D example meant to illustrate the notation that we use in Section 2.1; in 3D, two angles are needed to describe the propagation direction, } \vec{\Omega}. \\
\text{We then define a two-point frequency-domain correlation function, assuming that waves of different modes, directions, polarizations, and frequencies are uncorrelated [34,35]} \\
\langle \vec{s}_{mA}(f, \vec{\Omega}) \vec{s}_{mA'}(f', \vec{\Omega}') \rangle = \delta_{AA'} \delta_{mm'} \delta_D(\vec{\Omega}, \vec{\Omega}') \delta_D(f - f') H_{mA}(f, \vec{\Omega}). \tag{2}
\end{align*}\]

Here, \(^*\) denotes complex conjugation, \(\delta_{ab}\) denotes the Kronecker delta function (=1 if \(a = b\) and 0 otherwise), while \(\delta_D\) denotes the Dirac delta function. In particular, \(\delta_D(\vec{\Omega}, \vec{\Omega}')\) denotes a two-dimensional Dirac delta function on the sphere, which, in spherical coordinates, can be written as \(\delta_D(\vec{\Omega}, \vec{\Omega}') = \delta(\theta - \theta')\delta(\phi - \phi') \sin \theta\). Further, \(H_{mA}(f, \vec{\Omega})\) is the displacement power spectrum of mode \(m\), polarization \(A\), at linear frequency \(f\) propagating in the direction \(\vec{\Omega}\). It therefore has units of \(m^2 Hz^{-1} sr^{-1}\). The brackets \(\langle \cdot \rangle\) denote taking the expectation value, i.e., averaging over many realizations of the seismic wave field. As discussed below, this assumption may fail in real-world situations—for example, due to surface reflection that may introduce correlations between different wave modes/directions. Furthermore, the assumption may also fail for transient events, such as earthquakes and mine blasts.
The displacement time series observed in channel \(a\) (denoting East, North, or vertical) of a seismometer \(i\) located at \(\vec{x}_i\) is given by

\[
d_{ia}(\vec{x}_i, t) = \vec{s}_m(\vec{x}_i, t) \cdot \hat{a},
\]

where \(\hat{a}\) denotes the unit vector in the \(a\)-direction. We then define the time-domain cross-correlation between the displacement time-series of two channels of two physically separated seismometers as

\[
C_{ia,j\beta}(\tau) = \int_{-T/2}^{T/2} dt \, d_{ia}(\vec{x}_i, t) d_{j\beta}(\vec{x}_j, t + \tau),
\]

where \(T\) is the duration of data considered. Inserting Equation (1) for the plane-wave expansion of each channel and then using the delta functions in Equation (2) to evaluate some of the sums and integrals yields

\[
\langle C_{ia,j\beta}(\tau) \rangle = 2T \sum_{m,A} \int_0^\infty df \int d\Omega H_{mA}(f, \Omega) e^{2\pi if \tau} \langle \vec{r}_{mA}(\hat{\Omega}) \cdot \hat{a} \rangle \langle \vec{r}_{mA}(\hat{\Omega}) \cdot \hat{b} \rangle e^{2\pi if \Omega \cdot \Delta \vec{x} / \nu_m}.
\]

Here, we adopt the notation where Latin indices \(i, j\) denote seismometers and Greek indices \(\alpha, \beta\) denote seismometer channels, and \(\Delta \vec{x} = \vec{x}_i - \vec{x}_j\) denotes the vector pointing between the two seismometers.

Defining \(Y_{ia,j\beta}(f)\) as the Fourier coefficient of \(C_{ia,j\beta}(\tau)\) then

\[
\langle Y_{ia,j\beta}(f) \Delta f \rangle = \frac{2T \Delta f}{\int_0^\infty df \int d\Omega H_{mA}(f, \Omega)} \langle \vec{r}_{mA}(\hat{\Omega}) \cdot \hat{a} \rangle \langle \vec{r}_{mA}(\hat{\Omega}) \cdot \hat{b} \rangle e^{2\pi if \Omega \cdot \Delta \vec{x} / \nu_m}.
\]

This expression allows us to explicitly measure the frequency dependence of the seismic displacement power spectrum. Note that \(\Delta f\) is included on both sides of Equation (6) to account for integrating over a small but finite frequency band centered at \(f\), and that \(\int Y_{ia,j\beta}(f) \Delta f = C_{ia,j\beta}(0)\) is the cross-correlation evaluated at zero time lag.

In practice, we calculate \(Y_{ia,j\beta}(f)\) by taking the complex cross-correlation between the two data streams:

\[
Y_{ia,j\beta}(f) = \tilde{d}_{ia}^* (f),
\]

where \(\tilde{d}_{ia}(f)\) is calculated using a fast Fourier transform over duration \(T\). The assumption that \(\nu_m(f)\) is constant, which we have made throughout, is reasonable as long as \(\Delta f = 1/T\) is sufficiently small.

To measure the directional content of the power spectrum, we expand it into a set of basis vectors \(\{Q_a(\hat{\Omega})\}\). One common choice that is suitable for describing extended structures is the spherical harmonics basis, \(\{Y_{lm}(\hat{\Omega})\}\). In this work, we will use the pixel basis on the sphere, a set of Dirac delta functions in different directions corresponding to seismic point sources: \(Q_{0a}(\hat{\Omega}) = \delta^a_{\hat{\gamma}}(\hat{\Omega}, \Omega_0)\). The displacement power spectrum can then be written as

\[
H_{mA}(f, \hat{\Omega}) = \sum_a S_{mAa}(f) Q_a(\hat{\Omega}).
\]

Our objective will therefore be to estimate the coefficients \(S_{mAa}\), which, in the pixel basis, have units of \(m^2 \text{Hz}^{-1}\) (because the basis functions carry units of \(\text{sr}^{-1}\)). Substituting this expansion into Equation (6) yields

\[
\langle Y_{ia,j\beta}(f) \Delta f \rangle = 2T \Delta f S_{mAa}(f) \delta^a_{\hat{\gamma}}(f).
\]
where repeated indices are summed over and we have defined the “overlap reduction functions” between different seismometer channels, \((i,a)\) and \((j,b)\), for basis vectors \(a\), seismic modes \(m\), and polarizations \(A\), as

\[
\gamma_{i,a,j,b}^{mA}(f) = \int d\hat{\omega} Q_a(\hat{\omega}) (\vec{e}_{mA}(\hat{\omega}) \cdot \hat{k}) (\vec{e}_{mA}(\hat{\omega}) \cdot \hat{\beta}) e^{2\pi if(\hat{\omega} \cdot \hat{k} - v_R)}.
\]  

(10)

These factors, \(\gamma(f)\), are purely geometrical and codify how seismic waves of specific direction, mode, polarization, and frequency are mapped into the cross-correlation between two channels of two spatially separated seismometers. If we view Equation (9) as a linear algebra problem, the task of estimating the amplitude coefficients \(S_{mAa}\) is reduced to inverting the matrix of \(\gamma(f)\) factors. It is therefore possible to simultaneously estimate the contributions of body wave modes with different polarizations, which represents a departure from past work on methods of this kind \([14,34,35]\). If the \(\gamma(f)\) matrix does not have full column rank, which will be common in practical applications, approximate solutions are necessary. We discuss these practical issues in Sections 2.3 and 3, including the effects that aperture size, array design, and cross-talk between wave-modes have on our ability to carry out the method in practice.

2.2. Surface-Wave Formalism

The formalism for seismic surface waves is similar to the body wave case, but it takes into account the depth dependence of the surface-wave amplitude. To describe the decay of amplitude with depth, we follow the approach of \([44,45]\), where the fundamental-mode depth dependence is described by a bi-exponential model for the horizontal and vertical components of the Rayleigh waves \((r_H(z)\) and \(r_V(z)\) respectively) and by a single-exponential model for the Love waves \((r_L(z))\).

The plane-wave expansion for Rayleigh and Love waves is then:

\[
\vec{s}_R(\vec{x},t) = \int df \int d\hat{\omega} \vec{s}_R(f,\hat{\omega}) \left( r_H(z) \hat{\Omega} - e^{-i\pi/2} r_V(z) \hat{\beta} \right) e^{2\pi if(\hat{\omega} \cdot \vec{x} - v_R t)}
\]  

(11)

\[
\vec{s}_L(\vec{x},t) = \int df \int d\hat{\omega} \vec{s}_L(f,\hat{\omega}) r_L(z) \hat{n}(\hat{\Omega}) e^{2\pi if(\hat{\omega} \cdot \vec{x} - v_L t)}.
\]  

(12)

Note that the factor of \(e^{-i\pi/2}\) imposes the retrograde motion that is characteristic of Rayleigh waves, and the sign between the horizontal and vertical Rayleigh components follows the same convention as in \([45]\). The wave propagation direction, \(\hat{\Omega}\), is assumed to be confined to the horizontal plane, and the Love displacement is assumed to be in the horizontal direction perpendicular to \(\hat{\Omega}\), denoted by \(\hat{n}(\hat{\Omega})\).

Following similar steps as in the body wave case, we can again relate the cross-correlation between two channels of two seismometers and the Rayleigh or Love seismic displacement power spectra expanded in the pixel basis, similar to Equation (9). The corresponding Rayleigh and Love overlap reduction functions are:

\[
\gamma^{R,a}_{ia,jb} = \int d\hat{\omega} Q_a(\hat{\omega}) \left( r_H(z_i) \hat{\Omega} \cdot \hat{k} - e^{i\pi/2} r_V(z_i) \hat{\beta} \cdot \hat{k} \right) \times \left( r_H(z_j) \hat{\Omega} \cdot \hat{\beta} - e^{-i\pi/2} r_V(z_j) \hat{\beta} \cdot \hat{k} \right) e^{2\pi if(\hat{\omega} \cdot \hat{k} - v_R t)},
\]  

(13)

\[
\gamma^{L,a}_{ia,jb} = \int d\hat{\omega} Q_a(\hat{\omega}) r_L(z_i) r_L(z_j) (\hat{n} \cdot \hat{k}) (\hat{n} \cdot \hat{\beta}) e^{2\pi if(\hat{\omega} \cdot \hat{k} - v_L t)},
\]  

(14)

where \(z_i\) and \(z_j\) are used to indicate the depth at which the \(i\) and \(j\) sensors are located, respectively. Because the functions \(r_H(z)\) and \(r_V(z)\) are normalized such that \(r_H(0) = 1\), the interpretation of the recovered Rayleigh-wave (henceforth ‘R-wave’) maps shown below should be that they represent the longitudinal (horizontal) amplitude induced by the R wave at the surface. Other directions and other depths can then be inferred using the Rayleigh-wave eigenfunctions themselves.
Throughout the rest of this paper, we use the bi-exponential models, \( r_H(z) \) and \( r_V(z) \), and the single-exponential model, \( r_L(z) \), that were measured explicitly for the Homestake seismometer array using mine-blast studies [45]. In the situation where all stations are located on the surface, this reduces to specifying the horizontal-to-vertical displacement ratio.

2.3. Inversion Approach and Map Making

Equation (9) relates the cross-correlation expectation values for seismometer channel pairs to the seismic displacement power at a given frequency, mode, polarization, and direction: \( S_{mAa}(f) \). Our objective is to estimate the coefficients \( S_{mAa}(f) \) from the cross-correlation measurements for different seismometer channel pairs. To do so, we will develop a Bayesian parameter estimation framework, which, to our knowledge, is a novel approach in seismic interferometry (NCF) inversion studies. We follow the approach used in gravitational-wave astrophysics [38,39] and construct a log-likelihood function, starting with a single mode for simplicity and assuming \( N_{\text{pairs}} \) pairs of seismometer channels:

\[
\log p(Y|\mathbf{M}) \propto -\frac{1}{2}(\mathbf{Y} - \gamma_m \mathbf{M})^\dagger \mathbf{N}^{-1}(\mathbf{Y} - \gamma_m \mathbf{M}).
\]

Here, \( \mathbf{Y} \) is a \( N_{\text{pairs}} \times 1 \) matrix containing the frequency-domain complex cross-correlation for each pair of channels, calculated using Equation (7). \( \gamma_m \) is a \( N_{\text{pairs}} \times N_{\text{b.e.}} \) matrix of overlap reduction function values for a single wave mode (we discuss the case of multiple wave modes below), where \( N_{\text{b.e.}} \) stands for the number of basis elements used in the pixel decomposition. \( \mathbf{M} \) is a \( N_{\text{b.e.}} \times 1 \) matrix whose elements represent the displacement power associated with a specific basis element (pixel) for a seismic field mode \( m \) that we aim to estimate (i.e., this is a matrix representation of the \( S_{mAa}(f) \) coefficients). \( \mathbf{N} \) is the \( N_{\text{pairs}} \times N_{\text{pairs}} \) instrument noise covariance matrix. Under the assumption that the instrument noise level in each channel is the same and is uncorrelated between different instruments and channels, then \( \mathbf{N} \) is proportional to the identity matrix. Note that we use the superscript “†” to indicate the hermitian conjugate of a matrix. In our analysis below, we will assume uniform prior distributions for coefficients \( S_{mAa}(f) \) so that finding the maximum of the posterior distributions reduces to the problem of likelihood maximization. Maximizing this likelihood function leads to the following estimator for \( \mathbf{M} \):

\[
\hat{\mathbf{M}}_{\text{ML}} = (\gamma_m^\dagger \mathbf{N}^{-1} \gamma_m)^{-1} \gamma_m^\dagger \mathbf{N}^{-1} \mathbf{Y}.
\]

We can also rewrite Equation (15) using a Cholesky decomposition on \( \mathbf{N} \), i.e., we write \( \mathbf{N}^{-1} = \mathbf{L} \mathbf{L}^\dagger \) where \( \mathbf{L} \) is a lower-triangular matrix. We can then define \( \mathbf{Y}' = \mathbf{L}^\dagger \mathbf{Y} \) and \( \gamma_m = \mathbf{L}^\dagger \gamma_m \) and rewrite our maximum likelihood expression

\[
\hat{\mathbf{M}}_{\text{ML}} = (\gamma_m^\dagger \gamma_m)^{-1} \gamma_m^\dagger \mathbf{Y}'
\]

\[
= \gamma_m^\dagger \mathbf{Y}',
\]

where we have defined the pseudo-inverse of \( \gamma_m \), denoted by \( \gamma_m^+ \). If the Fisher information matrix \( \mathbf{F} \equiv \gamma_m^\dagger \gamma_m \) is invertible, this expression is exact. However, it is very likely that \( \mathbf{F} \) is singular. This indicates that \( \gamma_m \) does not have full column rank, and so there are either fewer data points (pairs of channels) than the basis elements that we are trying to measure or there are directions to which we are not sensitive.

There are many ways of finding approximate solutions to this expression when \( \mathbf{F} \) is not invertible [46,47]. We opt to construct a regularized pseudo-inverse matrix using a singular value decomposition (SVD) [41]. The SVD approach allows us to regularize the inverse matrix by manually setting to zero any singular values that are smaller than some minimum \( s_{\text{min}} \). The choice of \( s_{\text{min}} \) is important: small values of \( s_{\text{min}} \) will increase the variance of the estimator while large values of \( s_{\text{min}} \) will reduce the variance but increase the number of null directions and the spread of a point source on the two-sphere.
It will also be useful to define the “model resolution matrix,” $\mathcal{M}$:

$$\mathcal{M} = \bar{\gamma}_m^T \gamma_m. \quad (19)$$

$\mathcal{M}$ quantifies the bias due to the regularized pseudo-inverse that we have constructed (and is the identity matrix when $\mathcal{F}$ is invertible). The columns of $\mathcal{M}$ depict the spread on the two-sphere corresponding to a single-pixel seismic source of unity amplitude \[41\].

The formalism can be extended to recover multiple modes of the seismic field simultaneously by stacking the $\gamma$ matrices for different modes. For example, if we want to recover maps for P and R waves simultaneously, then our new $\gamma$ matrix in Equation (15) becomes

$$\gamma_{\text{tot}} = \begin{pmatrix} N_{\text{pairs}} \times (N_{\text{modes}} N_{\text{b.e.}}) \\ N_{\text{pairs}} \times N_{\text{b.e.}} \\ N_{\text{pairs}} \times N_{\text{b.e.}} \end{pmatrix} \gamma_P \gamma_{\text{R}} \quad \gamma_{\text{tot}}$$

and $\mathbf{M}_{\text{ML}}$ becomes a column matrix of length $(N_{\text{modes}} N_{\text{b.e.}})$ with maps for each mode stacked on top of one another ($N_{\text{modes}} = 2$ in our example of P and R waves only).

All calculations in this paper use the HEALPix [48] formalism for pixelating the two-sphere—in particular, using the healpy (https://github.com/healpy/healpy accessed on 30 July 2021) python package. As such, the number of pixels is constrained to $N_{\text{b.e.}} = 12n^2$, where $n = 2^p$ is an integer power of two.

3. Performance Assessment

3.1. Performance Assessment Using Simulations

To assess the performance of the formalism presented above, we first conduct a series of illustrative simulations which are meant to test the method, but not necessarily mimic realistic situations. We assume a seismometer array with station distribution identical to that of the Homestake array. The Homestake seismometer array was introduced in detail in [49]. The array consisted of 24 seismic stations, 15 underground and 9 surface stations, deployed in and around the old Homestake mine in Lead, South Dakota. The underground stations were operated between December 2014 and December 2016, while surface stations were operated between May 2015 and September 2016. The horizontal span of the array was approximately 5 km, while the vertical span was approximately 1.5 km. A map of the array can be found in Figure 1 of [49], and a 3D rendering of the array can be found in the electronic supplementary material of that work.

The underground stations were scattered across several levels: one at a depth of 300 ft (91 m), one at 800 ft (244 m), one at 1700 ft (518 m), five at 2000 ft (610 m), three at 4100 ft (1250 m), and four at 4850 ft (1478 m). The locations of these stations were chosen to maximize the horizontal aperture of the underground part of the array within the constraints imposed by safe access, availability of power, and access to the fiber optic network. The horizontal aperture size for the sensors deployed underground was roughly 1 km. Six of the surface stations were located directly above the underground extent of the mine, while the remaining three were located several km away to enlarge the horizontal extent of the array.

Most stations operated Streckheisen STS-2 high-sensitivity broadband seismometers. The exceptions were the underground station on the 300 ft level and three surface stations, where the more water-resistant Guralp CMG-3T seismometers were deployed. Each underground station was oriented using Octans instruments and synchronized through the fiber optic network to a master GPS signal from the surface, while the surface stations were oriented and synchronized using the GPS. The seismic equipment was provided by the Portable Array Seismic Studies of the Continental Lithosphere (PASSCAL) instrument center, which is a part of the Incorporated Research Institutions for Seismology (IRIS). Further details on the installation and operation of the Homestake seismometer array can be found in [49].
For synthetic performance tests, we generate a 1 Hz sinusoidal time-series with amplitude $10^{-4}$ m for different components of the seismic field (i.e., for different wave modes and propagation directions). The simulations do not include seismometer instrument noise or other potential confusion noise, such as scattering or inelastic processes within the array itself, as we expect these sources of noise to be at least an order of magnitude lower than the ambient seismic field. For each station and for each simulated signal, we apply a phase delay consistent with the travel time to that station from the respective propagation direction. Finally, at each station, we compute the displacement projections of each simulated wave to the N, E, and vertical channels of the seismometer.

We simulate 200 s of data and divide them into four 50 s segments. We compute Fourier transforms of each seismometer channel in each segment, multiply the transforms for any two channel pairs, average the products over the four segments, and finally multiply by the frequency bin width (0.02 Hz) to obtain units of $m^2$. This represents our estimates of the cross-correlation spectra between channel pairs, which we use in Equation (17).

Likelihood maximization then produces the maps of the directionality of seismic wave sources for each wave mode. To estimate the recovered amplitude, we identify peaks in the map and sum up the power in all pixels associated with each peak.

To start, we investigate the importance of $s_{\text{min}}$, which is used in constructing the pseudo-inverse in Equation (18). We simulate a single-plane P wave, for simplicity, chosen to propagate in the direction corresponding to the center of the recovery map—its true decomposition is given by $M = P_{\text{true}}$, which contains a single non-zero entry associated with the propagation direction of the wave. Figure 2 shows $M P_{\text{true}}$ and the corresponding P-wave maximum likelihood recovery map, $\hat{P}_{\text{ML}}$, as a function of $s_{\text{min}}$. For small values of $s_{\text{min}}$, the noise in the recovery map $\hat{P}_{\text{ML}}$ is high and we cannot recover the signal. This is because very small values of $s_{\text{min}}$ allow the inclusion of null or near-null directions, hence contributing noise in the recovered map. This noise does not exist when multiplying $M$ by $P_{\text{true}}$ because, outside of a single pixel, all other values of $P_{\text{true}}$ are zero. As we increase $s_{\text{min}}$, the simulated signal emerges, the recovered spot size increases, and its significance with respect to the other pixels in the map grows as well. This exemplifies the trade-off between the covariance and the angular resolution of the recovery, originating from the fact that our system is underdetermined (i.e., $N_{\text{pairs}} < N_{b.e.}$).

We note that in this simple, single-mode simulation and recovery, the position is recovered correctly, and the simulated signal power is within 5%. For this example, the value of $s_{\text{min}}$ makes a negligible difference in the recovered total power in the map. In general, the choice of $s_{\text{min}}$ is dependent upon the frequency at which the recovery is performed, and the wave modes included in the recovery. For this reason, we do not offer a systematic study for a general choice of $s_{\text{min}}$.

The angular resolution is ultimately limited by the diffraction limit of the array (instrument) used in the measurement, roughly given by:

$$\Delta \theta \approx \frac{\lambda}{2d},$$  \hspace{1cm} (21)

where $d$ is the projected distance between stations and $\lambda$ is the wavelength. More accurately, we can estimate the resolution for our array by producing $M M_{\text{true}}$, where $M_{\text{true}}$ corresponds to an east-propagating wave for wave type $m$. The SVD cutoff in this case is $s_{\text{min}} = 10^{-3}$ for all cases. We draw a contour around the region containing 95% of the total map power and find the maximum extent in the azimuthal and polar angles of the contour. The resolution as a function of wavelength, along with the diffraction limit estimate, is shown in Figure 3. We observe better resolution in the azimuthal angle than in the polar angle because the Homestake array is only $\sim 1.5$ km deep but is $\sim 5$ km wide. Figure 3 shows that for small wavelengths, the angular resolution is well approximated by Equation (21). At relatively long wavelengths, the angular resolution is better than that predicted by Equation (21)—this is because the polarization information of the recovered
wave also carries directional information (in addition to time delays between stations, which ultimately define the diffraction limit).

\[ s_{\text{min}} = 10^{-10} \]

\[ s_{\text{min}} = 10^{-8} \]

\[ s_{\text{min}} = 10^{-5} \]

\[ s_{\text{min}} = 10^{-2} \]

**Figure 2.** Left column shows the maximum likelihood recovery for a simulated P-wave injection, \( \hat{P}_{\text{ML}} \). Right column shows the model resolution matrix of the P-wave overlap reduction function, plotted as a map, \( \mathcal{M}_{\text{true}} \). Each row represents a different choice of \( s_{\text{min}} \). We see that as the spot size in the model resolution plots increases, the covariance in each pixel decreases. In these maps, 0° in the azimuthal coordinate corresponds to eastward propagation, while 90° corresponds to northward propagation.

While the angular resolution is determined by the interplay of the aperture of the seismic array, wavelength, and modal content of the wave, the situation is further complicated in situations when multiple waves are present. Figure 4 shows the recovery of two point sources of P waves. When simulating each of the two waves alone, our method recovers correctly both the direction and the amplitude of the wave (c.f. Figure 2). However, when simulating the two waves simultaneously, the method recovers successfully both wave directions, but the total recovered power is \( 2.6 \times 10^{-6} \) m², which is 25% larger than what one would naively expect if the waves from different directions were uncorrelated. This comes from the fact that the formalism assumes waves of different modes and directions to be uncorrelated (c.f. Equation (2)), which is not the case in our simulation: we have simulated two sinusoidal waves with different propagation directions and with a fixed phase difference between them, making the two waves highly correlated (the level of correlation between them is direction-dependent). This simulation hence illustrates a limitation of our inversion technique, i.e., its assumption that seismic waves from different directions and of different modes are uncorrelated. If one takes into account the total coherent power from
the two waves in each channel, then 95% of the total injected power in the map would be $2.7 \times 10^{-8} \text{ m}^2$, which is very close to what is recovered.

**Figure 3.** An estimate of the angular resolution for the different components of the seismic field based on $\hat{M}_\text{true}$ (see text) for $P$, $R_S$, and $S_V$ waves (a–d). The resolution is estimated by drawing a contour around the region containing 95% of the total map power and finding the extent in the azimuth ($\phi$) and polar ($\theta$) angle that this contour encompasses. We also show the diffraction limit estimate on each plot.

**Figure 4.** Recovery of two pressure waves is shown, with their true propagation directions indicated by stars. The contours, defined to enclose 95% of the total power, amount to the total recovered power of $2.6 \times 10^{-8} \text{ m}^2$, as compared to the simulated $2 \times 10^{-8} \text{ m}^2$. This discrepancy is caused by the coherence between the two signals, breaking one of the underlying assumptions of our inversion technique.
Finally, in Figure 5, we show recovery in the case where we have simulated P, Sh, and R waves in different directions, and try to recover all three at once (Sv wave mode was not simulated, but it was included in the recovery analysis). We successfully identify the presence of each of the three modes, with correct propagation direction. The total recovered power is biased, however, due to “cross-talk” between the different modes. The simulated power was uniform for all three signals, while the total power in the R-wave map was 0.85 m\(^2\); for the P-wave map, it is 1.22 m\(^2\), and for the Sh-wave map, it is 2.48 m\(^2\). These biases once again stem from the violation of the assumption of uncorrelated waves of different modes and directions: each of the three simulated signals is a sinesine-wave, and their phase differences are constant in time. While realistic wave fields are likely to be more complex, with different modes generally characterized with different wavelength compositions and with non-stationary phase differences, hence better obeying the underlying assumptions of our inversion technique, it is important to keep these limitations in mind when applying the formalism to real data.

![Figure 5](image-url)

**Figure 5.** (a–d) R-, P-, Sh-, Sv-wave recoveries. R-, P-, and Sh waves are simultaneously simulated with different propagation directions and are successfully recovered (no Sv wave was simulated). The total recovered power is biased: the simulated power was uniform for all three signals, while the total power in the R-wave map was 0.85 m\(^2\); for the P-wave map, it is 1.22 m\(^2\), and for the Sh-wave map, it is 2.48 m\(^2\). Adding the power across all four maps yields a total amplitude of 4.01 m\(^2\), which is larger than what one would expect if all injections were uncorrelated. We assumed \(\lambda_R = 2500\) m, \(\lambda_P = 5700\) m, and \(\lambda_S = 4000\) m.

### 3.2. Performance Assessment Using Homestake Data

We now study the performance of our inversion method using the data acquired by the Homestake array. A strong source of seismic waves at 1.4–1.6 Hz is observed by multiple stations in the Homestake seismometer array, most prominently in the surface stations. The source is on intermittently during the day, lasting for several hours at a time, suggesting an anthropogenic source. The phase between the vertical and horizontal channels for these stations suggests that this signal is dominated by Rayleigh waves, as shown in Figure 6.
Figure 6. (a) Vertical-to-horizontal phase between the east and the vertical channels of the YATES station is shown for 36 h starting from 2 October 2015. (b) Cross-power between the vertical and east channels of YATES station. The signal at 1.4–1.6 Hz appears at the 1 h mark, and its phase hovers near \( \pi/2 \) radians, consistent with the retrograde motion in Rayleigh waves. This signal is clearly a peak in the spectrum, as seen on the right.

We use the surface stations YATES, ROSS, ORO, DEAD, TPK, and the station at 300 ft depth to perform a simple phase delay analysis to determine the direction of the incoming Rayleigh wave. We use 1 h of data starting from 2 October 2015 03:00 UTC, split into 100 s segments, and compute the phase of the complex cross-correlation between each channel pair of these stations at 1.5 Hz. We then compare the phase to the modeled phase:

\[
\theta = \frac{2\pi f (\vec{x}_1 - \vec{x}_2) \cdot \hat{\Omega}}{v} \tag{22}
\]

where \( \hat{\Omega} = (\cos \phi, \sin \phi) \) depicts the wave propagation direction (with \( \phi = 0 \) corresponding to eastward propagation), \( \vec{x}_{1,2} \) are the locations of the two stations, and \( v \) is the Rayleigh wave speed that was studied and measured in [45,50]. The comparison is performed using a likelihood maximization method, yielding the preferred wave propagation direction \( \phi = 2.4 \pm 0.7^\circ \), i.e., nearly eastward propagation.

We next apply our inversion technique to the cross-correlations averaged over the same data period. Figure 7 shows the results of the recovery assuming R and P waves only. We observe clear evidence for R waves propagating in the eastward direction, consistent with the above timing-only analysis. The total power in each map is \( 6.5 \times 10^{-19} \text{ m}^2 \) for P waves, and \( 6.1 \times 10^{-18} \text{ m}^2 \) for R waves, providing strong evidence for R waves. Additional snapshots from a day with particularly strong background noise and particularly weak background noise are shown in the supplementary material.
Figure 7. Recovery of 1.5 Hz source from 2 October 03:00–04:00 UTC for Rayleigh waves (a), and P waves (b). We see that there is a strong peak between 0 and 30° for R waves, while for P waves, there is no obviously preferred direction. Note that we plot the R-wave recovery in 2D, even though only one (azimuthal) angle defines the wave propagation direction. This is done as a cross-check—if incorrect R-wave phase velocity is used in the recovery, the recovered spot could appear off the x-axis in this plot.

4. Microseism Noise Composition at Homestake

We now apply our formalism to study the seismic noise field at Homestake. In particular, we will examine the modal composition and directionality of oceanic microseism. In a past publication, we have shown evidence based on coherence across different seismic stations that when microseism is weak, the seismic field at low frequencies (0.2–0.4 Hz) appears to be dominated by body waves, while when microseism is strong, Rayleigh waves appear to dominate [50]. However, the evidence provided was indirect, as it was based on evaluating how quickly the coherence between stations drops off as a function of distance (i.e., more quickly for Rayleigh waves, less quickly for body waves), and did not attempt to directly estimate the various noise amplitudes. We now apply our linear inversion technique to measure the contribution of each mode and to estimate its propagation direction, with a specific goal of confirming or rejecting the previous suggestion. For this study, we only perform recoveries using R waves, P waves, and S waves. In future analyses, we plan to include Love waves as well.

We analyze 256 days of data between 2 June 2015 and 23 February 2016. We calculate 128 s Hanning-windowed Fourier transforms and use these to generate inter-station and inter-channel cross-spectral densities, which we evaluate at 0.2 Hz. For the inversion, we assume velocities of 3500 m/s for R waves, 7000 m/s for P waves, and 5000 m/s for S waves, based on past studies of velocities and Rayleigh eigenfunctions [45,50]. We
average together 45 of the 128 s cross-spectral densities and use the resulting spectrum estimated from 1.6 h worth of data as $\mathbf{Y}$ when performing the recoveries. We assume that the instrument noise covariance matrix, $\mathbf{N}$, is proportional to the identity matrix, and thus drops out of Equation (16). We repeat this process for all available chunks of data. We choose $s_{\text{min}} = 0.05$, although we repeated the same procedure with $s_{\text{min}} = 0.005, 0.001$, and 0.0005, over a 30-day period and, when considering total map power for each wave mode, found nearly identical results to those found with $s_{\text{min}} = 0.05$. We are interested in the long-term properties of the oceanic microseism, as opposed to the directionality of the seismic field at any individual time. Therefore, we sum over all directions in the R-wave maps and body-wave maps separately, to estimate the total power in R waves and body waves at each time. To give an idea of what the directional recoveries look like, we show examples of recovery maps for R, P, and S waves for a time period dominated by R waves in Figure S1 and for a time period dominated by body waves in Figure S2.

In Figure 8a, we compare the ratio of total recovered power in body waves to recovered power in R waves (blue, solid) to the total power across all recovered maps (orange, dashed) for all available data. Both curves show clear seasonal trends. The total power is larger in winter than in summer, while the opposite is true for the ratio of body to R waves. During the summer, the oceanic microseism is dominated by body waves, while in winter, the contribution of R waves is comparable. In Figure 8b, we show the same as Figure 8a, for only days 100–150 (roughly September through October 2015). There is clear anti-correlation between the total power and the ratio of body waves to R waves, as well as variability on a roughly 7-day timescale. The variability is present in the recovered power for both R waves and body waves, but is more pronounced in R waves than in body waves (leading to the anti-correlation in their ratio shown in Figure 8b). This variability is likely caused by storms or other weather variability that occur on 5–10-day timescales [51]. There is no corresponding trend when comparing the individual S- and P-wave contributions over the course of these data.

These results demonstrate that there is strong temporal variability in the relative contributions of body waves and surface waves at Homestake. Surface waves generally dominate the total power when the 0.2 Hz microseism is strongly observed at Homestake, as is expected based on other studies of ocean microseism using ambient noise correlations (e.g., [1,31,52]). However, unexpectedly, body waves dominate the total power when the 0.2 Hz microseism is weak, potentially because the 0.2 Hz surface waves during such times are sufficiently damped by attenuation along the long continental path to Homestake, located in the continental interior in South Dakota. (The Great Lakes, to the northeast, and do not contribute to the signals we observe, as they are not large enough and do not support wind-generated lake microseism at the 5 s period that we are considering [53].) This dominance of body waves that anti-correlates with short-period microseism power is consistent with previous indirect inferences that body waves may dominate during quiet times at Homestake [50]. Our findings suggest that body waves may be more prevalent at short-period microseism periods than previously expected, particularly in interior continental settings with long attenuation distances for ocean microseism sources. This in turn has significant implications for the wave-field content of ambient noise correlations in such locales and how such data should be interpreted. With short-period microseism in the continental interior, the common assumption that correlations are dominated by fundamental-mode surface waves (e.g., [54]) may need to be reconsidered.
Figure 8. (a) Ratio of body-wave to R-wave power (blue solid) and total map power (orange, dashed). There is an obvious seasonal shift in total map power that corresponds to a decrease in the ratio of body waves to surface waves. In (b), we zoom in on fifty days. There is evident variability on a ~7-day time-scale, and anti-correlation between total map power and the ratio of body waves to R waves. The variability is likely due to storms, which cause an increase in surface wave amplitude and hence an increase in total power and corresponding decrease in the ratio of body waves to R waves.

5. Conclusions

In this paper, we have introduced a linear inversion technique to study the modal composition and the directionality of the ambient seismic field. The technique is based on measuring cross-correlations between seismometer channels in a three-dimensional seismometer array, and uses the phase, polarization, and depth information in the cross-correlations to disentangle contributions from different wave modes propagating in different directions.

We have shown that the technique can be used to measure the contribution of all (body, surface) wave modes simultaneously. While, for short wavelengths, the angular resolution of this technique is limited by the diffraction limit of the seismometer array, for long wavelengths, it is possible to surpass the diffraction limit by taking advantage of the polarization and depth information in the data.

It is also important to emphasize some of the limitations of this technique. First, the technique is based on plane-wave decomposition of the seismic wave field, and is therefore applicable in situations when the seismic sources are far away (far relative to the wavelength). In the presence of local seismic sources (that emit, e.g., spherically outgoing waves), the technique may lead to misestimates of the seismic field content. Second, the technique also assumes that waves of different modes propagating in different directions are uncorrelated. In practice, this assumption could be broken due to scattering and
reflection. As indicated in our simulations, this effect is likely to lead to leakage in the estimates from one wave mode to another. The severity of this effect will depend on the complexity of the noise field that is being measured, and on the level of scattering and reflection in the observed environment. On the other hand, the formalism introduced here allows for the inclusion of more complex seismic field models that may accommodate the complexities of the local environment. As a concrete example, introducing the depth-dependent Rayleigh/Love seismic field model has boosted the sensitivity of our analysis and enabled us to better separate the body and surface wave contributions.

We have demonstrated the technique using the data acquired by the three-dimensional Homestake seismometer array. We have shown that the technique can be used to study both anthropogenic noise sources and to understand the composition of the microseism as a function of time. For short-period (0.2 Hz) microseism, our linear inversion results clearly indicate that body waves dominate surface waves when the total microseism power is weak in South Dakota, consistent with previous indirect inferences [50]. This result suggests that short-period microseism in interior continental settings may generally be more strongly dominated by body waves than previously thought. While our analyses have focused on using a single frequency bin, there is potential to improve on the overall sensitivity of the technique by combining measurements from multiple frequency bins.

We anticipate the technique to be of broader use in a variety of studies involving seismic noise, including its temporal variability and microseismicity and its composition, anthropogenic contributions, site amplification effects, and many others.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3390/rs13163097/s1, Figure S1: Recovery of seismic field during time period dominated by R waves, Figure S2: Recovery of seismic field during time period dominated by body waves.
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