We resolve a controversy over two competing hypotheses about why people object to randomized experiments: 1) People unsurprisingly object to experiments only when they object to a policy or treatment the experiment contains, or 2) people can paradoxically object to experiments even when they approve of implementing either condition for everyone. Using multiple measures of preference and test criteria in five preregistered within-subjects studies with 1,955 participants, we find that people often disapprove of experiments involving randomization despite approving of the policies or treatments to be tested.

randomized, controlled trials (RCTs)—sometimes known as A/B tests, field experiments, or pragmatic trials—are considered the “gold standard” for evidence in medicine. They are also increasingly relied on in the social sciences (1)—the 2019 Nobel Prize in Economics was awarded to three researchers for their poverty reduction RCTs. Yet people sometimes object to RCTs across domains including medicine, law, economic development, digital platforms, and even public health emergencies like the coronavirus disease 2019 pandemic (2–7).

Recently, Meyer et al. (3) found that people rated A/B tests as less appropriate than an average rating of universally implementing A or B (the “A/B Effect”). There, participants evaluated only one of the three possibilities (policy A, policy B, or the A/B test). This externally valid “between-subjects” approach models the experience of learning about policy change and experimentation in the real world. When responding to unilateral policy changes—or experiments designed to test them—people rarely learn about foregone alternatives.

Mislavsky et al. (8) found that participants rated low-stakes corporate A/B tests as no worse than their least-preferred policy. These authors also claimed (9) that some of Meyer et al.’s (3) data lacked evidence for experiment aversion. They argued that a proper test of experiment aversion requires comparing each individual’s evaluation of their own least-preferred policy to their evaluation of the corresponding A/B test.

This conflict has important implications for research and policy. Objecting to an experiment only because one objects to one or both policies the experiment contains (8, 9) does not necessarily constitute a judgment anomaly. If that were the only reason why people object to experiments, then policy makers could theoretically forestall backlashes to A/B testing by only comparing policies the policies these tests compare, and absent any rational reasons that might exist for objecting to particular experiments, such a pattern may threaten evidence-based practices and policy by reflecting a genuine aversion to randomized evaluation (3, 11).

We resolve this conflict via five preregistered experiments in which participants evaluate all three options: policy A, policy B, and their A/B test. This within-subjects design allows us to definitively test whether people object to A/B tests more so than to the policies the A/B tests contain. These experiments also test the possibility—suggested by research on joint versus separate evaluation (12–14)—that providing more information about the available options may reduce resistance to randomized evaluation. Learning that a decision-maker chose policy A, and explicitly chose not to test its effectiveness, may reduce the A/B Effect by improving reactions to A/B testing (or by decreasing approval of untested policies).

We used Mislavsky et al.’s (8, 9) preferred statistical criteria and three scenarios they preferred from Meyer et al.’s (3)—consumer genetic testing, retirement savings options, and autonomous vehicle design. We also tested two of the most-studied and important domains from Meyer et al.: hospital safety checklists and comparative drug effectiveness. Participants rated the appropriateness of and rank-ordered each of three alternative decisions available to a leader: implement policy A, implement policy B, or conduct an A/B test to learn which policy is more effective and implement it for everyone going forward.

Results

In all five experiments, more participants objected to A/B tests (by rating them somewhat or very inappropriate) than objected to either policy (Fig. 1, Top). Participants also demonstrated the A/B Effect by rating each A/B test as less appropriate than their average rating of policies A and B (mean [A,B]; p ≤ 0.01; Table 1 reports inferential statistics and effect sizes). In all but one experiment (“Autonomous Vehicles”), participants met Mislavsky et al.’s (8, 9) more stringent criterion for “experiment aversion” by rating the A/B test as less appropriate than their least-preferred policy (min [A,B]) (p < 0.001; Fig. 1 Bottom). In four of five scenarios, including two of the three Mislavsky et al. preferred, participants therefore viewed unilateral implementation of untested policies as more appropriate than an A/B test designed to evaluate these policies—even when the policy being implemented was their least-favorite of the two.

Across experiments, 50% of participants rated the A/B test as less appropriate than their average policy rating (ranging from 40 to 53% across experiments; Table 1). Over one third of participants (37%; 22 to 46% across experiments) rated the A/B test as less appropriate than either policy. Nearly one-quarter (24%; 16 to 27% across experiments) passed a very conservative test by explicitly objecting to the A/B test while not objecting to either policy (rating neither as inappropriate). Even in the scenario that failed the “experiment aversion” test (8, 9), a nontrivial percentage—16%—of participants met this conservative criterion.

The most popular choice was to rank the A/B test as the worst option (44% across experiments; ranging from 31 to 55%).
However, a substantial minority ranked the A/B test as the best option (37% across experiments; ranging from 23 to 59%). We observed no consistently significant associations between participant demographics and ratings of the A/B test condition.

Discussion
Across five preregistered experiments with 1,955 participants, we found that people can object to A/B tests despite approving of unilateral implementation of both untested policies, and despite having information about the alternative options that a decision-maker could have chosen. In four out of five domains, people tended to prefer direct implementation to rigorous evaluation of untested policies, even when they judged one policy to be superior to the other. Converging measures and tests refuted the hypothesis that people object to A/B tests only when they contain untested policies, even when they judged one policy to be superior to the other. Converging measures and tests refuted the hypothesis that people object to A/B tests only when they contain a policy the rater finds undesirable (8–10).

People can rationally object to experiments, or decline to participate in them, for a variety of reasons, such as when one treatment is known to be superior or when the two treatments involve preference trade-offs (3). We are specifically interested in cases where these rational objections do not persist. In the comparative drug effectiveness scenario (Best Drug: Walk-In), for instance, patients in both the policy and the A/B conditions randomly receive different (and perhaps unequal) treatments, apparently without providing consent. This is because, in walk-in clinics and emergency rooms, patients see whichever doctor happens to be available, and doctors vary in which approved drugs they prescribe for reasons having nothing to do with evidence of efficacy (14). Yet we still often find substantial A/B Effects.

The new measure of rank-order preference also revealed experiment aversion. However, many participants (a majority in one domain and a plurality in another; see Table 1) ranked the A/B test condition as the best option. It is unclear why we did not observe experiment aversion in the Autonomous Vehicles scenario. These results suggest that randomized evaluation can polarize attitudes and that some people prefer experimentation in certain cases. Uncovering heterogeneity in the effect across distinct measures and populations may help policy makers learn when and how best they can reduce costly objections to randomized evaluation.

Reactions to randomized experiments may vary with the amount and type of accompanying information (12, 13), and with the amount of uncertainty regarding treatment effects that these experiments are expected to resolve. When people judge an A/B test without being alerted to the possibility of giving A or B to everyone (e.g., the studies in ref. 3), their ratings may differ from ratings of these same experiments by individuals who learn that it was possible to simply apply A or B to everyone (e.g., the studies reported here). Indeed, ratings of the A/B test were sometimes higher, sometimes lower, and sometimes equivalent when they were elicited using a between- versus within-subjects design (Fig. 1). Bottom compares these results with ref. 3). If the information available affects reactions to A/B tests, then providing more (or less) information, and paying careful attention to how the policy or experiment is described, may improve reactions to randomized experiments. Organizations may be able to reduce or eliminate the A/B Effect by framing A/B testing as a superior alternative to universally implementing untested policies, or by describing these policies as what they often are: a shot in the dark based on the highest-paid person’s opinion.

Methods
Participants. Preregistered sample sizes [n = 300 for scenarios with large A/B Effects and n = 450 for scenarios with small-to-medium A/B Effects (3)] were chosen for 95% power to detect d = 0.21 and d = 0.17, respectively (two-tailed paired t test, α = 0.05). MTurk participants received $0.40 and were excluded if they participated in our other studies on this topic.

Materials and Procedure. We adapted five scenarios (3) to create within-subjects designs: “Hospital Safety Checklist,” “Best Drug: Walk-In Clinic,” “Consumer Genetic Testing,” “Employee Retirement Plans,” and “Autonomous Vehicles.” Participants read all three conditions (A, B, and A/B), which were presented on the same page in counterbalanced order, and then rated the appropriateness of each decision on a 1 to 5 scale on the same page and in
Table 1. Descriptive and inferential statistics for tests of the A/B Effect and “experiment aversion”

| Scenario                  | Variable | Variable (SD) rating | Rank: Best | Rank: Worst | Test description | Test outcome |
|---------------------------|----------|----------------------|------------|-------------|------------------|--------------|
| Hospital Safety           | A        | 3.85 (1.06)          | 26%        | 31%         | Mean(A,B) vs. Mean(AB) | t = 7.53***, d = 0.58 ± 0.16 |
|                           | B        | 4.13 (0.90)          | 38%        | 24%         | Min(A,B) vs. Mean(AB) | t = 3.23**, d = 0.24 ± 0.15 |
|                           | AB       | 3.33 (1.39)          | 37%        | 46%         | Min(A,B) < AB     | 53%*** ± 6%  |
|                           | Mean(A,B)| 3.99 (0.78)         |            |             | Min(A,B) < AB     | 37%*** ± 6%  |
|                           | Min(A,B) | 3.63 (1.08)         |            |             | AB = 1,2 & A,B = 3,4,5 | 27%*** ± 5%  |
| Best Drug: Walk-In Clinic | A        | 3.96 (1.04)          | 22%        | 29%         | Mean(A,B) vs. Mean(AB) | t = 4.77***, d = 0.39 ± 0.17 |
|                           | B        | 3.93 (1.02)          | 19%        | 35%         | Min(A,B) vs. Mean(AB) | t = 3.85**, d = 0.31 ± 0.16 |
|                           | AB       | 3.47 (1.40)          | 59%        | 37%         | Mean(A,B) < AB     | 43%*** ± 6%  |
|                           | Mean(A,B)| 3.95 (0.99)         |            |             | Min(A,B) < AB     | 40%*** ± 6%  |
|                           | Min(A,B) | 3.86 (1.08)         |            |             | AB = 1,2 & A,B = 3,4,5 | 27%*** ± 5%  |
| Consumer Genetic Testing  | A        | 4.00 (1.07)          | 34%        | 26%         | Mean(A,B) vs. Mean(AB) | t = 12.99***, d = 0.76 ± 0.13 |
|                           | B        | 4.06 (1.08)          | 43%        | 19%         | Min(A,B) vs. Mean(AB) | t = 6.58***, d = 0.39 ± 0.12 |
|                           | AB       | 3.17 (1.31)          | 23%        | 55%         | Mean(A,B) < AB     | 59%*** ± 5%  |
|                           | Mean(A,B)| 4.03 (0.89)         |            |             | Min(A,B) < AB     | 46%*** ± 5%  |
|                           | Min(A,B) | 3.65 (1.13)         |            |             | AB = 1,2 & A,B = 3,4,5 | 27%*** ± 5%  |
| Employee Retirement Plans | A        | 4.12 (1.04)          | 37%        | 27%         | Mean(A,B) vs. Mean(AB) | t = 10.29***, d = 0.64 ± 0.13 |
|                           | B        | 4.06 (1.02)          | 29%        | 25%         | Min(A,B) vs. Mean(AB) | t = 5.46***, d = 0.34 ± 0.12 |
|                           | AB       | 3.36 (1.35)          | 34%        | 49%         | Mean(A,B) < AB     | 53%*** ± 5%  |
|                           | Mean(A,B)| 4.09 (0.88)         |            |             | Min(A,B) < AB     | 42%*** ± 5%  |
|                           | Min(A,B) | 3.77 (1.10)         |            |             | AB = 1,2 & A,B = 3,4,5 | 26%*** ± 4%  |
| Autonomous Vehicles       | A        | 3.67 (1.18)          | 24%        | 44%         | Mean(A,B) vs. Mean(AB) | t = 2.52*, d = 0.15 ± 0.12 |
|                           | B        | 3.94 (1.10)          | 34%        | 26%         | Min(A,B) vs. Mean(AB) | t = -4.28, d = -0.25 ± 0.11 |
|                           | AB       | 3.62 (1.41)          | 42%        | 31%         | Mean(A,B) < AB     | 40%*** ± 4%  |
|                           | Mean(A,B)| 3.80 (0.87)         |            |             | Min(A,B) < AB     | 22%*** ± 4%  |
|                           | Min(A,B) | 3.31 (1.16)         |            |             | AB = 1,2 & A,B = 3,4,5 | 16%*** ± 3%  |

The “Scenario” column lists vignettes and sample sizes for studies 1–5. The next four columns display each study’s descriptive results. The last two columns report five hypothesis tests for each study, each assessing a different criterion for the A/B Effect (ABE). The first test evaluates the original criterion (3) and was always preregistered as confirmatory. The second test evaluates Mislavsky et al.’s proposed criterion (9). The remaining tests compare the observed percentage of participants meeting the stated criterion against a null hypothesis of zero, which would indicate no “experiment aversion.” For the fifth test, “AB = 1,2” indicates a rating of very or somewhat inappropriate, and “AB = 3,4,5” indicates a rating that is not explicitly inappropriate. Symbols denote statistical significance for ABE: ***p < 0.001; **p = 0.001, *p = 0.01.

Data Availability. Participant response data, preregistrations, materials, and analysis code have been deposited in Open Science Framework (https://osf.io/w6qub) (15).
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