Abstract—Precoding for multibeam satellite systems with full frequency reuse in a multi-user multiple-input multiple-output (MU-MIMO) downlink scenario is addressed. A testbed is developed to perform an over-the-air field trial of zero forcing precoding for the spatial multiplexing of two separate video streams over two co-located geostationary satellites. Commercial-off-the-shelf DVB-S2x receivers in two single-antenna user terminals (UTs) are operated to successfully decode two independent video streams. To this end, particular attention is paid to a comprehensive assessment of the practical synchronization tasks of a precoding based MU-MIMO system. In particular, carrier frequency recovery and carrier phase synchronization in the most challenging multibeam satellite scenario with different oscillators in the payloads is performed. An estimation method for channel state information (CSI), i.e. the complex channel coefficients, is also proposed and implemented. The successful video transmission finally constitutes the first field trial of MU-MIMO precoding and proves the feasibility of precoding concepts for multibeam satellite systems.
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I. INTRODUCTION

Precoding for multibeam satellite systems is a promising technique to further push the throughput of Very High Throughput Satellite (VHTS) systems. In satellite communications (SATCOM), the precoding of information at the gateway is usually preferred over equalization strategies at the receiver in order to keep the complexity of the user terminals (UTs) or the satellite payload low. Particularly in a full frequency reuse (FFR) scenario, the interference between neighboring beams can effectively be suppressed by precoding of the transmit signals such that the signal-to-interference-and-noise ratio (SINR) for the individual users is increased. Transmit signal preprocessing requires channel state information (CSI) at the transmitter, and the common assumption in SATCOM is to perform a joint processing in the gateway. This allows single antenna UTs without the need of cooperation and enables simple receiver hardware.

Based on the basic theory of non-linear and linear precoding techniques [1], [2], several approaches have been developed for multibeam satellite systems. Their objectives differ according to the satellite payload architecture which can either use a single or multiple reflectors to generate the beams. Due to the very long satellite-to-ground-distance compared to the feed separation in one feed cluster, the feeds illuminating a single reflector appear as a single point in the far field. As a consequence, single reflector designs cannot take advantage of conventional spatial diversity schemes [3].

The precoding can only exploit the fact that, due to the gain patterns, users will receive signals with different amplitudes from the feeds, and the basic objective of precoding is interference mitigation or interference alignment. A prominent approach, which is also known from terrestrial cellular networks, is the multicast precoding [4]. It basically aims to form groups of users that are close together, which is also known as geoclustering [5], so that the mutual interference of the group members cannot be distinguished at the satellite due to their very similar or even identical channel vectors. Information for the group members is then embedded in the same frame while interference mitigation is performed for different geoclusters.

On the other hand, the multiple-reflector approach has the potential to additionally exploit the signal phase in the channel vectors. This provides a further degree of freedom to apply space division multiple access (SDMA) with spatial multiplexing and unicast transmission. A comprehensive overview of multiple-input multiple-output (MIMO) techniques with spatial multiplexing can be found in [6], where it has also been reported that multiple-reflector schemes outperform the single-reflector designs. The spatial distribution of the antenna reflectors can be performed in a single-satellite scenario or in a multiple-satellites scenario. In the single-satellite scenario, all reflectors are on a single spacecraft like, for example, the four side deployable reflectors of Eutelsat’s KA-SAT [7]. In the more challenging multiple-satellites scenario, the reflectors are on different spacecrafts which themselves are either in the same orbital slot (so-called satellite co-location [8]) or even at very different orbit positions. The latter case is particularly suited for lower frequency bands such as UHF, where substantial multiplexing gains have already been reported and demonstrated in practice [9]. The co-located satellites scenario has been theoretically evaluated in [10] but not yet practically demonstrated. However, from a commercial perspective, the operation of co-located spacecrafts in a FFR scheme is of great interest because it enables the concurrent operation of smaller spacecrafts in more cost-efficient redundancy concepts.

At the same time, among all proposed applications, the practical realization of precoding with multiple satellites is the most challenging task due to manifold synchronization and...
estimation problems. For example, precoding in the downlink requires a phase controlled radiation of the multiple signal streams to the users. An important task is, therefore, the synchronization of the multiple free-running oscillators on different payloads. Potential carrier frequency offsets (CFOs) must be tracked and compensated at the transmitting gateway. Moreover, multiple satellites move independently in their orbits and show slight relative motions, which results in varying Doppler shifts as well as varying channel states. The estimation of the multi-user multiple-input multiple-output (MU-MIMO) channel, the compensation of the mentioned effects as well as the update rate of the CSI at the gateway depending on the application scenario are of utmost importance. Here, the CSI estimation problem comprises the channel amplitude and phase.

While precoding based MU-MIMO transmission has been thoroughly discussed under perfect theoretical assumptions with respect to the CSI and synchronization accuracy, practical testbeds or field trials are still lacking. However, it is well known that the performance of precoding is highly sensitive to inaccuracies in the CSI estimation as well as to synchronization errors. In the satellite-to-ground channel, the update rate of the CSI estimates and the synchronization loop bandwidth are strongly limited by the round trip time (RTT) of the signals. Finally, when considering the precoding of both the signal amplitude and phase while using spatially separated antennas, the true spatial correlation in the channel and the rate of change in the atmospheric impairments are unknown error sources.

In this context, the contribution of this paper is to show and discuss the results of the first practical testbed and field trial of a precoding based MIMO signaling scheme employing two co-located satellites. Our objective is to use commercially available DVB-S2x equipment at the UTs and put all the necessary layers of signal processing on top to enable the transmission of two independent video streams in an FFR MIMO mode. The rationale behind this procedure is basically that the commercial equipment will only be able to decode the streams if the MIMO provides the needed channel capacity, the above mentioned estimation and synchronization tasks have been thoroughly performed, and the precoding has been implemented correctly to cancel out any interference. A thorough theory of the synchronization accompanies our contribution.

The paper is structured as follows: After introducing the demonstration setup with two co-located satellites and the system model of the MU-MIMO downlink scenario in Section II, we theoretically discuss and present solutions for the practical aspects of the involved synchronization and estimation problems in Section III. The results of the field trial are then presented and discussed in Section IV.

II. TESTBED AND SYSTEM CHARACTERIZATION

A. Trial Overview

To demonstrate precoding over multibeam satellites, we selected the co-located geostationary satellites “EUTELSAT 7A” (E7A) and “EUTELSAT 7B” (E7B) at 7°E. Both satellites provide coverage in Central Europe. Since some transponders on both satellite cover the same frequency band and polarization in the downlink, only one of them can usually be used. A simultaneous and uncoordinated usage of these transponders lead to strong interference on ground prohibiting an operational service. In contrast, if the satellites are used in a coordinated way with signal preprocessing at the gateway station, a significant throughput gain is expected in theory [6]. When multiple co-located satellites shall be collaboratively used for operational services, special requirements with respect to the co-location strategy and station-keeping methods have to be considered. A comprehensive analysis about these requirements is provided in [10]. In our demonstration campaign, we used both satellites to set up a MU-MIMO SATCOM system. The necessary signal preprocessing has been performed at the gateway station. Due to slightly different conversion frequencies of the payloads, the signals in the uplink are separated in frequency, but the downlink uses the same part of the frequency band and, hence, FFR is realized. The scenario combines a single-input single-output (SISO) uplink with a MIMO downlink (see Fig. 1), which is the common assumption for recent HTS satellite systems [3].

Three antennas have been involved in our trial (see Fig. 2). Both uplink carriers were anchored by a 4.6 m gateway antenna. Dishes of diameter 7.6 m at (48.073556°N, 11.63054633°E) and 1.8 m at (48.073395°N, 11.6308°E) acted as receiving antennas for the UTs. We uplinked two DVB-S2 modulated carriers with symbol rate of 1.25 Mband and roll-off equal to 0.2 for video transmission. The modulation and coding scheme was QPSK 5/6.

B. Transmitter

A software-defined radio (SDR) has been used in the gateway for transmit signal preprocessing. A block diagram showing the main parts of the implementation is given in Fig. 3. After video encoding and framing, the bit streams are...
modulated according to the DVB-S2 standard. The symbol streams are then input to the precoding stage. The calculation of the precoding matrix \( \mathbf{P} \) will be discussed in Section II-D. To determine \( \mathbf{P} \), the individual channel vectors are estimated at the UTs and fed back using a terrestrial link. To enable the estimation of CSI at the UTs, non-precoded MIMO pilots are added. Comparable to terrestrial mobile MIMO communication, we set up a separate channel for these pilots. Since all UTs can acquire CSI by this single channel, this technique is termed as common reference signal (CRS) [12] and limits the overhead. Orthogonal Zadoff–Chu sequences consisting of 2000 symbols each and occupying a bandwidth of 200 kHz were used as CRS during the trial. After the precoding matrix \( \mathbf{P} \) is applied and the pilots are added, the precompensation of the oscillator offsets is performed. We used an all digital phase locked loop (ADPLL) at the gateway station to track reference tones that were transmitted via both satellites. The difference between the transmitted and the received reference tones is used as \( \mathbf{T}(t)^{-1} \) to precompensate the oscillator offsets in a computationally efficient manner. A detailed description of this CFO compensation technique is presented in Section III.

The reference tones themselves as well as the MIMO pilots are added spectrally separated from the precoded carriers ("out-of-band") before the two baseband signals are shifted to their individual uplink frequencies at 13 GHz by a common upconverter.

C. Receiver

The two uplink signals are mixed to the same downlink frequency \( f_D \) at 11.5 GHz. Each UT converted the received signal to L-band intermediate frequency, where the signal has been split (see also Fig. 4). Conventional DVB-S2x demodulators (Ericsson RX8200) are used as the main receiving unit in each UT. These demodulators demonstrate the compatibility of commercial off-the-shelf (COTS) components with MU-MIMO SATCOM systems since no modification has been made to them. Furthermore, one SDR is installed in parallel to each DVB-S2x demodulator. The task of the receive SDRs

\[ y_k = \mathbf{h}_k^T \mathbf{x} + n_k \]  

where \( \mathbf{h}_k \in \mathbb{C}^{N \times 1} \) represents the channel coefficients between the \( N \) satellite antennas and the \( k \)-th receive antenna. The variable \( \mathbf{x} \in \mathbb{C}^{N \times 1} \) is the vector that comprises the transmit

---

**Figure 2.** Picture showing the involved ground antennas located at the Munich Center for Space Communications in the city of Munich.

**Figure 3.** Block diagram of the relevant parts of transmit SDR implementation. Two MPEG transport streams are modulated according to the DVB-S2x standard. ZF precoding is applied by matrix \( \mathbf{P} \), which is calculated based on CSI provided by the UTs. CFO compensation is done by estimation and inversion of \( \mathbf{T}(t) \). One reference tone for each satellite is generated and received at the gateway (closed-loop) to estimate the entries of \( \mathbf{T}(t) \).
symbols and $n_k \in \mathbb{C}^{N \times 1}$ is complex circular symmetric noise with zero mean and variance $\sigma_k^2$.

The channel coefficients in $h_{k,n}$ are defined by a frequency flat channel model with line-of-sight (LOS) propagation characteristics

$$h_{k,n} = \frac{c_0}{4\pi f_d r_{k,n}} \cdot e^{-\frac{2\pi r_{k,n}}{\lambda}}.$$  \hspace{1cm} (2)

The parameter $f_d$ is the downlink carrier frequency and $c_0$ the speed of light. The variable $r_{k,n}$ is the distance between the $k$-th UT and the $n$-th satellite.

Serving $K$ single-antenna receivers at the same time defines the MU-MIMO system, where $K = 2$ in our trial. Together with the $N = 2$ satellites, the MU-MIMO system can be described by

$$y = Hx + n$$  \hspace{1cm} (3)  

$$= \mathbf{HP}d + n,$$  \hspace{1cm} (4)

where $d = (d_1, ..., d_K)^T \in \mathbb{C}^{K \times 1}$ is a vector containing the $K$ data symbols. These symbols are i.i.d. zero mean complex Gaussian random variables with unit variance. The variable $\mathbf{P} = (p_1, ..., p_K) \in \mathbb{C}^{N \times K}$ denotes the precoding matrix. The channel matrix is defined by $H = (h_1, ..., h_K)^T \in \mathbb{C}^{K \times N}$, the noise vector by $n = (n_1, ..., n_K)^T \in \mathbb{C}^{K \times 1}$ and the vector of the received symbols by $y = (y_1, ..., y_K)^T \in \mathbb{C}^{K \times 1}$. The task of the precoding matrix $\mathbf{P}$ is to control the multiuser interference. A common linear approach to calculate $\mathbf{P}$ is zero forcing (ZF). With ZF the interference is completely canceled and the UTs see only their intended signals. Assuming $H$ is of rank $K$, $\mathbf{P}$ is calculated such that $\mathbf{HP} = \Lambda^{1/2} = \text{diag}(\sqrt{\lambda_1}, ..., \sqrt{\lambda_k})$ with

$$\mathbf{P} = H^H (HH^H)^{-1} \Lambda^{1/2}. \hspace{1cm} (5)$$

Matrix $\Lambda$ is chosen such that

$$\left[ \mathbf{PP}^H \right]_{n,n} \leq 1,$$  \hspace{1cm} (6)

in order to ensure a per-antenna power constraint (PAPC). After ZF precoding, the receiving signal at UT $k$ becomes $y_k = \sqrt{\lambda_k} d_k + n_k$, and the sum rate of the system is given by

$$R_{\text{sum}}^{ZF} = \sum_{k=1}^{K} \left( \log_2 \left( 1 + \frac{\lambda_k}{\sigma_k^2} \right) \right). \hspace{1cm} (7)$$

III. FREQUENCY SYNCHRONIZATION IN DISTRIBUTED MIMO SATCOM SYSTEMS

The coordinated usage of geographically displaced transmit antennas is termed as a distributed MIMO system. An essential requirement for effective precoding is carrier phase synchronization. For terrestrial distributed MIMO systems, different realizations exist in order to synchronize all involved Access Points (APs) \cite{14}, \cite{13}. To the best of our knowledge, all the available approaches rely on synchronization procedures, where pilots, transmitted from a master AP, are used by the slave APs to adjust their individual frequency and phase deviation. This approach cannot be transferred to a multi-satellite precoding system, since no inter-satellite links are available. Furthermore, most satellites in orbit do not provide programmable digital payloads for signal processing tasks. Before going into the detail how synchronization is achieved, we first want to point out the sources for CFOs which are visualized in Fig. 4.

CFO contributions are not expected at the gateway station since all components can be easily synchronized by reference clocks. However, phase noise is introduced by the common Ku-band up- and also by the downconverter. Both effects are summarized in $\phi_{\text{sat}}(t)$ for our scenario. Regarding the actual data transmission, a phase shift introduced by the upconverter at the gateway station has no impact on the precoding performance as it is a common phase shift equally affecting all precoded symbols. In contrast, the signal relaying by the space segment causes multiple frequency shifts. Both satellites are permanently moving along their trajectories given by the co-location method. From a fixed perspective on Earth, the actual distance to a satellite in geosynchronous equatorial orbit (GEO) alternates within a 24h time frame. Based on the relative speed $v(t)$ of a satellite with respect to the transmit or receive antennas on Earth, the time-variant relativistic Doppler shift $\nu(t)$ can be calculated with

$$\nu(t) = f \frac{c + v(t)}{c - v(t)}.$$  \hspace{1cm} (8)

Using (5) to assess the CFO contribution due to the Doppler effect for Satellite 1, yields

$$\nu_{\text{Sat1}}(t) = \left( f_{\text{Sat1}}^U + f_d^D \right) \frac{c + v_{\text{Sat1}}(t)}{c - v_{\text{Sat1}}(t)}.$$  \hspace{1cm} (9)

where $f_{\text{Sat1}}^U$ denotes the uplink carrier frequency for the satellite 1 and $f_d^D$ is the common carrier frequency of the downlink. We simulated $\nu_{\text{Sat1}}(t)$ and $\nu_{\text{Sat2}}(t)$ by the help of public available ephemeris data. The sinusoidal curves of $v_{\text{Sat1}}(t)$ and $v_{\text{Sat2}}(t)$ have a periodicity of about 24h with amplitudes in the order of $\pm 150$ Hz with respect to antenna locations in Central Europe.

Another source for frequency shifts at the space segment are the frequency converters used to shift the radio frequency (RF) signal from the uplink into the downlink band. These converters are not synchronized to an external reference, and frequency drifts, for example due to aging effects, are the consequence. A typical requirement regarding the stability of a satellite frequency converter is in the order of 1 ppm per year life-time. Since Ku-band payload converters have nominal frequencies around 2 GHz, we expect additional CFO contributions by the converters, defined as $f_{\text{con1}}(t)$ and $f_{\text{con2}}(t)$, to be lower than 20 kHz. In addition, every converter also adds phase noise, $\phi_{\text{con1}}(t)$ and $\phi_{\text{con2}}(t)$ to the signal.

Finally, the low-noise block downconverters (LNBs) of the UTs are another source for CFO and are defined by the variables $f_{\text{LNB1}}(t)$ and $f_{\text{LNB2}}(t)$. The stability of the oscillators integrated in the user equipment differ substantially, and offset
values in Ku-band can exceed 1 MHz. The time-invariant channel model in (2) is now extended by the time-variant oscillator offsets resulting in

$$\mathbf{H}(t) = \mathbf{R}(t) \mathbf{H}^\dagger(t)$$

(10)

with

$$\mathbf{T}(t) = \text{diag} \left( e^{-j(2\pi(\nu_{\text{Sat1}}(t) + f_{\text{CFO1}}(t)) t + \phi_{\text{Sat1}}(t))}, e^{-j(2\pi(\nu_{\text{Sat2}}(t) + f_{\text{CFO2}}(t)) t + \phi_{\text{Sat2}}(t))} \right)$$

(11)

and

$$\mathbf{R}(t) = \text{diag} \left( e^{-j(2\pi f_{\text{LNB1}}(t) t + \phi_{\text{LNB1}}(t))}, e^{-j(2\pi f_{\text{LNB2}}(t) t + \phi_{\text{LNB2}}(t))} \right)$$

(12)

It is becomes apparent that without CFO compensation a symbol transmission via

$$\hat{\mathbf{H}} \mathbf{P} = \mathbf{R}(t) \mathbf{H}^\dagger(t) \mathbf{P}$$

(13)

is not longer diagonal since \( \mathbf{P} \) is based on \( \mathbf{H} \). Diagonalization can be achieved by precompensation of \( \mathbf{T}(t) \) through its inverse at the the gateway station, which leads to

$$y = \hat{\mathbf{H}} \mathbf{T}(t)^{-1} \mathbf{P} d + n$$

$$= \mathbf{R}(t) \mathbf{H}^\dagger(t) \mathbf{T}(t)^{-1} \mathbf{P} d + n$$

$$= \mathbf{R}(t) \left[ \begin{array}{cc} \sqrt{\lambda_1} & 0 \\ 0 & \sqrt{\lambda_1} \end{array} \right] d + n$$

(14)

Beside the fact, that the CFO precompensation is possible at the gateway station, [14] also shows that frequency offsets at the receivers do not influence the sum rate because of its diagonal structure, \( \mathbf{R}(t) \) only adds a frequency offset to the already superpositioned signals. For

$$\mathbf{T}(t)^{-1} = \text{diag} \left( e^{j(2\pi(\nu_{\text{Sat1}}(t) + f_{\text{CFO1}}(t)) t + \phi_{\text{Sat1}}(t))}, e^{j(2\pi(\nu_{\text{Sat2}}(t) + f_{\text{CFO2}}(t)) t + \phi_{\text{Sat2}}(t))} \right)$$

(15)

estimates for \( \nu_{\text{Sat1}}(t) + f_{\text{CFO1}}(t) \) and \( \nu_{\text{Sat2}}(t) + f_{\text{CFO2}}(t) \) are required. The compensation of the phase noise is nearly impossible as a consequence of the long RTT of 250 ms. Due to this long propagation time from the origin of the phase noise until the arrival of the precompensated signal, only offset frequencies below \( 1/20 \)Hz are compensable. Such low offset frequencies are indistinguishable from slow varying frequency drifts and are therefore modeled in \( f_{\text{CFO1}}(t) \) and \( f_{\text{CFO2}}(t) \).

We acquire the estimates by the help of reference tones, that are transmitted and also received at the gateway station. From an operational point of view, these reference tones could be placed at transponder edges to preserve the spectral efficiency. Due to the different converter frequencies, the received tones could be clearly assigned to the individual satellites. Since all components in our gateway station have been synchronized by a reference clock, the frequency offset between the transmitted and the received pilot tones are solely caused by the link via the satellite’s payload. The estimation must provide a sub-Hertz accuracy. To highlight this requirement, assume an estimation error of 1 Hz for one diagonal entry of \( \mathbf{T}(t)^{-1} \), while the other is perfectly estimated. The duration from the moment the reference tone arrives at the payload, back to the gateway station where \( \mathbf{T}(t)^{-1} \) is calculated until the precompensated signal arrives again at the payload is typically around 250 ms. The error of 1 Hz would lead to a mismatched phase of \( 90^\circ \) which prohibits an efficient precoding, since phase uncertainties of a few degree already limit the ZF precoding performance.

To evaluate the efficiency of our oscillator offset compensation, we calculate the remaining phase uncertainty after CFO precompensation with \( \mathbf{T}(t)^{-1} \). Let \( y_{\text{Ref1}}(t) \) be the altered reference tone transmitted via satellite 1 and captured at the gateway station, modeled as

$$y_{\text{Ref1}}(t) = a(t)e^{-j(2\pi(\nu_{\text{Sat1}}(t) + f_{\text{CFO1}}(t)) t + \phi_{\text{Sat1}}(t) + \phi_{w}(t))} + n_{\text{GW}}(t)$$

(16)

where \( f_{\text{Ref1}} \) is the frequency of the reference tone 1, the variable \( n_{\text{GW}}(t) \) denotes the noise and \( a(t) \) is a slightly varying amplitude due to imperfections of the involved hardware. To acquire a nearly noiseless and normalized version of \( y_{\text{Ref1}}(t) \), an ADPLL with a low loop bandwidth of about 7 Hz is locked...
to the signal. At the output of the ADPLL, we obtain
\[ y_{PLL1}(t) = e^{-j2\pi f_{Ref1}(t)} \cdot y_{PLL1}(t) \]
(17)
with \( \hat{v}_{sat1}(t) \) and \( f_{Con1}(t) \) as estimates of the actual frequency offsets. Because of the low loop bandwidth of the ADPLL, the phase noise entries \( \phi_{sat1}(t) \) and \( \phi_{Con1}(t) \) are filtered out. Through the removal of the frequency part \( f_{Ref1} \) by a complex conjugate multiplication (see Fig. 3), the first element of \( T(t)^{-1} \) can be written as
\[ [T(t)^{-1}]_{1,1} = e^{-j2\pi f_{Ref1} \cdot t} \cdot y_{PLL1}(t) \]
\[ = e^{\jmath 2\pi (\hat{v}_{sat1}(t) + f_{Con1}(t)) \cdot t} \]
(18)
where \( y_{PLL1}(t) \) denotes the conjugate complex of \( y_{PLL1}(t) \). To assess the efficiency of \( T(t) \), we compare \( y_{PLL1}(t - 250 \text{ ms}) \) and \( y_{Ref1}(t) \). The reasoning behind this approach is following: For a signal captured at time instant \( t \) at the gateway station, a compensation of the oscillator offsets could have been applied based on the information available at time \( t - 250 \text{ ms} \). Hence, by comparing \( y_{PLL1}(t - 250 \text{ ms}) \) and \( y_{Ref1}(t) \), we provide an answer to the question: How large would the phase deviation have been, if \( y_{Ref1}(t) \) had been precompensated based on the information of \( y_{PLL1}(t - 250 \text{ ms}) \). The comparison between both signals can be written as
\[ \Delta_{Ref1}(t, \tau) = y_{PLL1}(t - \tau) \cdot y_{Ref1}(t) \]
\[ = e^{-j2\pi (\hat{v}_{sat1}(t - \tau) + f_{Con1}(t - \tau) - f_{Con1}(t)) \cdot t} \]
\[ e^{-j(\phi_{sat1}(t) + \phi_{Con1}(t))} \]
\[ = e^{-j2\pi (\Delta_{f_{sat1}(t, \tau)} + \Delta_{f_{Con1}(t, \tau)} + \phi_{sat1}(t) + \phi_{Con1}(t))} \]
(19)
Finally, the distortion introduced by up- and downconverter in the gateway is canceled out. The remaining frequency and phase uncertainty \( \Delta_{\phi_{sys}} \) after CFO precompensation at the gateway is determined by
\[ \Delta_{\phi_{sys}}(t, \tau) = \text{arg} \left( \Delta_{\text{Ref1}(t, \tau) \cdot \Delta_{\text{Ref2}(t, \tau)} \right) \]
(20)
The components of \( \Delta_{\phi_{sys}}(t, \tau) \) are based on uncorrelated random processes because the satellites are separate entities. For this reason, a summation or subtraction of these components in (20) only increases the standard deviation of \( \Delta_{\phi_{sys}}(t, \tau) \).

**IV. Results**

**A. CFO Compensation**

In Fig. 5 an unbiased histogram of \( \Delta_{\phi_{sys}}(t, \tau = 250 \text{ ms}) \) for a measurement over two minutes is plotted. Within this time frame, more than 37 million samples of \( \Delta_{\phi_{sys}}(t, \tau) \) have been collected and evaluated. It turns out that the remaining phase variations after the proposed precompensation follow a Gaussian distribution with a standard deviation of only 5°.

With this level of synchronization accuracy between the two satellites, MU-MIMO precoding has become possible.

**B. Data transmission**

To obtain a starting point for a comparison between SISO and MU-MIMO transmission, the trial started in SISO mode by setting \( P = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \). In this state, both DVB-S2x receivers streamed out the same video content, namely Video Stream 1. Today, this is the expected use case since both UTs receive the signal emitted by satellite 1 (broadcasting) whereas no signal is sent via satellite 2. Typically, satellite 2 acts as a spare satellite or is operated at a different “color“, i.e. frequency or polarization. We measured the modulation error ratio (MER) with spectrum analyzers and a known data sequence at both UTs. In case of SISO transmission, the MERs measured are 16.5 dB and 10.9 dB for UT-1 and UT-2, respectively. The difference is caused by different antenna diameters i.e. receive CNRs. A snapshot of 2000 decoded complex symbols during the SISO transmission is plotted in the first row of Fig. 6. In the second step, the precoding matrix \( P \) is calculated based on the CSI provided UTs. When \( P \) becomes a dense matrix, both satellites are utilized. Shortly after activating the MU-MIMO mode, the DVB-S2x receiver at UT-2 begins a resynchronization and after a few seconds, the output has changed from Video Stream 1 to Video Stream 2. During that time, the DVB-S2x receiver at UT-1 continuously plays Video Stream 1. To determine the signal quality with precoding activated, the MER has been measured again. For UT-1 the MER has become 18.3 dB, and for UT-2 an MER of 12.3 dB has been determined. A snapshot of 2000 decoded complex symbols captured during MU-MIMO transmission is plotted in the second row of Fig. 6. MU-MIMO precoding enabled the transmission of two independent signal streams to two non-cooperating single antenna receivers (unicast). Furthermore, the signal quality in terms of MER was improved at the receivers by 1.8 dB and 1.4 dB, respectively. This enhancement is the result of the constructive superposition of both satellite signals, i.e. the MIMO signal-to-noise ratio (SNR) gain. Finally, if the MER measurements are interpreted as conservative estimates for the SNR, the channel capacity or rate can also be assessed. In case of SISO, the best channel capacity was achieved with
UT-1 leading to $R_{\text{sISO}} = \log_2(1 + \text{SNR}) = 5.5 \text{ bit/s/Hz}$. Using (7), the sum rate in case of ZF precoding is now $R_{\text{sum}} = 6.1 + 4.2 = 10.3 \text{ bit/s/Hz}$, which is an improvement factor of nearly 1.9. If the UTs were equipped with similar antenna diameters, this factor would be even be improved. Assuming two UTs with similar values for $L_0$, both elements in $R_{\text{sum}}$ would then provide an increased rate compared to the reference value $R_{\text{sISO}}$.

When comparing SISO and MU-MIMO, it is important to point out that CFO tracking and CSI estimation required additional resources. The produced overhead for CFO tracking consisted of two continuous waves. CSI was determined, on average, every second at the UTs, resulting in an overhead of 2 kBaud. The extra resources needed to enable MU-MIMO are negligibly small in the light of the achievable gains and the fact, that a CRS can be used simultaneously by all UTs.

**V. CONCLUSION**

The paper presents the results of a field trial realizing a MU-MIMO transmission via multiple satellites. To this end, the impact of CFOs and oscillator phase noise have been accurately modeled. By the help of a reference system, the frequency offsets due to satellite motion and free-running oscillators was compensated remotely from the gateway station. Therewith, ZF precoding was made possible and two independent data streams were transmitted to two single-antenna UTs in the same frequency band and polarization (FFR scheme). To demonstrate the compatibility with existing receiver hardware as well as the feasibility of MU-MIMO precoding, we used COTS DVB-S2x demodulators at the UTs to process the incoming signals. MER improvements of about 1.5 dB and a rate enhancement of 90% demonstrate the success of this first precoding test campaign for communication satellites. The results prove that MIMO precoding is possible with existing satellites in orbit, even in the more complex multiple-reflecter setup that involves the signal phase. The results can the be transferred to multi-group or multi-cast precoding in a straightforward manner.
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