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Abstract

We investigate the asymptotic behaviour of a class of self-interacting nearest neighbour random walks on the one-dimensional integer lattice which are pushed by a particular linear combination of their own local time on edges in the neighbourhood of their current position. We prove that in a range of the relevant parameter of the model such random walkers can be eventually confined to a finite interval of length depending on the parameter value. The phenomenon arises as a result of competing self-attracting and self-repelling effects where in the named parameter range the former wins.
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1 Introduction and main result

Let \((X_n, n \geq 0)\) be a nearest neighbour path on the one-dimensional integer lattice \(\mathbb{Z}\), and define for each \(n \in \mathbb{N}\) and \(j \in \mathbb{Z}\), its local time \(\ell(n, j)\) on unoriented edges:

\[
\ell(n, j) := \#\{1 \leq m \leq n : \{X_{m-1}, X_m\} = \{j - 1, j\}\}.
\]

Throughout this paper the unoriented edge connecting the sites \(j - 1\) and \(j\) will be denoted by \(j\).

We fix a real parameter \(\alpha\) and define

\[
\Delta(n, j) := -\alpha \ell(n, j - 1) + \ell(n, j) - \ell(n, j + 1) + \alpha \ell(n, j + 2) \tag{1}
\]

for all \(j \in \mathbb{Z}\) and \(n \geq 0\). We then also define \(\Delta_n = \Delta(n, X_n)\), which is therefore a particular linear combination of the number of visits by \(X\) before time \(n\) to the edges near \(X_n\).

We consider a special type of self-interacting random walk \((X_n, n \geq 0)\) with long memory started from \(X_0 = 0\), whose law is described by the following “dynamics”: for all \(n \geq 0\),

\[
P(X_{n+1} = X_n \pm 1 \mid \mathcal{F}_n) = \frac{\exp\{\pm \beta \Delta_n\}}{\exp\{\beta \Delta_n\} + \exp\{-\beta \Delta_n\}} \tag{2}
\]

where \(\beta > 0\) is another fixed parameter of the problem and \(\mathcal{F}_n = \sigma(X_0, \ldots, X_n)\). In plain words, if \(\Delta_n\) is positive (respectively, negative), then the walker will prefer to jump to the right (resp., to the left) at its \((n + 1)\)-st jump.

We are interested in the long time asymptotic behaviour of the walk. The parameter \(\alpha\) plays a crucial role. Depending on its value the qualitative behaviour varies spectacularly. The role of the parameter \(\beta\) is less dramatic.
The driving mechanism \((2)\) is a generalization of the rules governing the so-called “true” self-avoiding random walk (or true self-repelling walk – we will refer to is as the TSRW) in 1d. Choosing \(\alpha = 0\) we obtain the TSRW with edge repulsion (the latter looks at each step at the number of times it has previously jumped along its two neighbouring edges, and favors the less-visited one) while choosing \(\alpha = -1\) corresponds to the TSRW with site repulsion. In these two cases non-degenerate scaling limits for \(n^{-2/3}X(n)\) are proved \([9]\), \([11]\), respectively conjectured \([1]\), \([3]\), \([4]\). See the survey \([10]\) for more information about these two cases.

It turns out that depending on the value of the parameter \(\alpha\), a rather rich phase diagram emerges. We refer to \([2]\) for background and motivation. For \(\alpha\) in \([-1, 1/3)\), we expect a similar scaling behaviour as for the TSRW. It is intuitively clear that for \(\alpha\) close to 0 the mechanism can be viewed as a minor perturbation of the TSRW case. The fact that the interval of parameters where this kind of asymptotic behaviour is expected is exactly \(\alpha \in [-1, 1/3)\) follows from more detailed arguments relying on the fact that this is the range of parameters where the coefficients of the linear combination defining \(\Delta\) in \((1)\) correspond to a positive definite sequence. For details of this argument see \([2]\), \([8]\). For \(\alpha \in (-\infty, -1)\), when the walk is repelled by its past visits to its neighbouring edges and even more strongly by its second-neighbouring edges, a kind of slowing down phenomenon seems to occur, where the walk gets slowed down by self-built trapping environments. A more detailed discussion can be found in \([2]\).

The results of the present paper will concern the range of values where \(\alpha\) is positive. In this case, the walk is repelled by its local time on the edges adjacent to its current position, but attracted by its previous visits to its two next-to-neighbouring edges. As we shall see, when \(\alpha > 1/3\), the self-attractiveness can win and the walk can remain stuck forever on a finite interval of consecutive sites, while this fails to hold for \(\alpha \leq 1/3\). It is therefore natural to define the (possibly infinite) interval \(L\) of points that are visited infinitely often by the walk.

We will use a simple explicit sequence of values \((\alpha_L, L \geq 1)\) that decays to 1/3 defined as follows: \(\alpha_1 = +\infty\) and for all \(L \geq 2\),

\[
\alpha_L = \frac{1}{1 + 2 \cos(2\pi/(L + 2))}.
\]

Our main result is the following:

**Theorem 1.** Suppose that \(L \geq 1\). Then:

- If \(\alpha \in (\alpha_{L+1}, \alpha_L)\), then the probability that \(#L = L + 2\) is positive.
- If \(\alpha < \alpha_{L+1}\), then almost surely, \(#L > L + 2\).

Note our convention of denoting discrete interval length: When \(#L = L + 2\), this means that the number of interior lattice sites of \(L\) is \(L\). Thus, \(L + 1\) will be the number of lattice edges in the interval (i.e., the length of the interval) and \(L + 2\) will be the number of sites in the closed interval, including the endpoints. Such a discrete interval will be of the type \(\{x, x + 1, \ldots, x + L, x + L + 1\}\), \(x \in \mathbb{Z}\), with endpoints \(x\) and \(x + L + 1\).

It implies in particular that \(#L \in \{0, \infty\}\) almost surely when \(\alpha \leq 1/3 = \inf_{L\geq2} \alpha_L\) i.e. that the range of the walk is infinite. This trapping phenomenon when \(\alpha > 1/3\) is reminiscent of the asymptotic behaviour of the vertex reinforced random walk in 1d, cf. \([5]\), \([6]\), \([7]\). However, the differences are also conspicuous. The reinforcement scheme is of a different type, and here, there is no clear monotone attractiveness in the self-interaction mechanism, rather a competition between self-attraction and self-repulsion, where the self-attraction wins. Due to this, the size
of the trapping range increases to infinity as the parameter value approaches the borderline between the confined and non-confined regimes, at $\alpha = 1/3$.

We will in fact also give a more precise description of the asymptotic behavior of the walk, or rather of its local times on edges, in the case where it is trapped. In the scenario that we will describe and happens with positive probability, the renormalized local time profile $(n^{-1}\ell(n, j), j \in \mathbb{Z})$ will become deterministic in the large-scale limit: We will describe for each $\alpha$ in $(\alpha_{L+1}, \alpha_L)$ an explicit sequence $u_1, \ldots, u_L$ (that will follow the values of a $\sin^2$ curve along an arithmetic sequence) so that when $\mathcal{L} = \{x, \ldots, x + L + 1\}$ for some $x \in \mathbb{Z}$, one then necessarily has (up to a set of zero probability)

$$
\lim_{n \to \infty} \frac{1}{n} (\ell(n, x + 1), \ldots, \ell(n, x + L + 1)) = (u_1, \ldots, u_{L+1}).
$$

## 2 Probabilistic part of the proof

Let $L \geq 1$ and $\alpha < \alpha_L$ be fixed throughout most of this section (note that by definition $\alpha_1 = \infty$). We define an auxiliary nearest neighbour random walk $(Y_n, n \geq 0)$ confined by force to the interval $[0, L + 1]$. We will study some properties of $Y$ and see whether it is possible to couple $X$ and $Y$ in such a way that (with positive probability) they coincide forever.

By abuse of notation we will also denote by $\ell(n, j)$, respectively, by $\Delta(n, j)$ and $\mathcal{F}_n$ the local time on edges, respectively, the linear combinations and the $\sigma$-field defined for $Y$ just as for $X$. The law of this walk started from $Y_0 = 0$ is described by its dynamics

$$
P(Y_{n+1} = Y_n \pm 1 \mid \mathcal{F}_n) = \begin{cases} 
\frac{1 \pm 1}{2} & \text{if } Y_n = 0, \\
\frac{\exp\{\pm \beta \Delta_n\}}{\exp\{\beta \Delta_n\} + \exp\{-\beta \Delta_n\}} & \text{if } Y_n \in \{1, \ldots, L\}, \\
\frac{1 \mp 1}{2} & \text{if } Y_n = L + 1.
\end{cases}
$$

So, $Y$ behaves exactly as $X$ except that when it is on the boundary of the interval $[0, L + 1]$, it is forced to jump inwards.
When \( Y_n \notin \{0, L + 1\} \), we can interpret \( \Delta_n \) as a local stream felt by the walker (due to its past) at time \( n \). If \( \Delta_n \) is positive, it will tend to jump to the right, whereas when \( \Delta_n \) is negative, it will tend to jump to the left. We say that when it jumps (from \( Y_n \) to \( Y_{n+1} \)) to the opposite direction than the one suggested by the sign of \( \Delta_n \), and when \( Y_n \in [1, L] \), it does an upstream jump of intensity \(|\Delta_n|\). We will be interested in the relation between the maximal stream that the walker has “successfully overcome” before time \( n \) and the maximal value of \( \Delta(n, j) \).

The main ingredient of the proof of Theorem 1 is the following deterministic statement, that says that there is no way of building up a stream larger than \( D \geq D_0 \) somewhere in the interior of the interval without having earlier performed an upstream jump of intensity larger \( \varepsilon D \) somewhere. Its proof is given in section 3.

**Proposition 2.** Suppose that \( \alpha < \alpha_L \). There exist constants \( \varepsilon = \varepsilon(\alpha, L) > 0 \) and \( D_0 = D_0(\alpha, L) < \infty \) such that for any nearest neighbour walk trajectory \((Y_n, n \geq 0)\) in \( \{0, \ldots, L + 1\} \), any \( D \geq D_0 \) and any \( n \), at least one of the following two statements hold:

- For all \( j \in \{1, \ldots, L\} \), and a positive \( n \) such that \(|\Delta(n, j)| \leq D\).

- During its first \( n \) steps, the walk \( Y \) has performed at least one upstream jump of intensity larger than \( \varepsilon D \).

In other words,

Note that for any \( n \geq 0 \), if \( \Delta_n > 0 \) and \( Y_n \neq L + 1 \), the conditional probability that \( Y_n+1 - Y_n = -1 \) given \( F_n \) is smaller than \( \exp(-2\beta\Delta_n) \). The symmetric result holds when \( Y_n \neq 0 \). It follows readily that, for any positive \( n \) and \( D \), the probability that \( Y \) does an upstream jump of intensity greater than \( \varepsilon D \) at its \( n \)-th jump is smaller than \( \exp(-2\beta\varepsilon D) \). Hence, the proposition implies that for all \( D > D_0 \) and all \( n \geq 0 \),

\[
P \left( \max_{j \in \{1, \ldots, L\}} |\Delta(n, j)| \geq D \right) \leq ne^{-2\varepsilon D}.
\]

A Borel-Cantelli argument immediately implies that for the walk \( Y \):

**Corollary 3.** There exists a constant \( c \), such that almost surely, \( \max_{j \in \{1, \ldots, L\}} |\Delta(n, j)| \leq c \log n \) for all large \( n \).

We see in particular that when \( n \) is very large, all \( L \) values \( \Delta(n, 1), \ldots, \Delta(n, L) \) are very small compared to \( n \). We can keep in mind that these are simple linear combinations of the \( L + 1 \) non-negative numbers \( \ell(n, 1), \ldots, \ell(n, L + 1) \) that also satisfy

\[\ell(n, 1) + \ldots + \ell(n, L + 1) = n.\]

This leads us naturally to study the set of possible solutions \((l_1, \ldots, l_{L+1})\) to the linear system of \( L + 1 \) equations given by

\[
d_1 = d_2 = \cdots = d_l = 0 \quad \text{and} \quad l_1 + \cdots + l_{L+1} = 1,
\]

where \( d_j = -\alpha l_{j-1} + l_j - l_{j+1} + \alpha l_{j+2} \), with the convention \( l_0 = l_{L+2} = 0 \).

Note that the conditions \( d_1 = \ldots = d_l = 0 \) mean that \( l_0 = 0, \ldots, l_{L+1}, l_{L+2} = 0 \) are part of a bi-infinite “Fibonacci-type” sequence \((l_j, j \in \mathbb{Z})\) that satisfies \( d_j = 0 \) for all \( j \in \mathbb{Z} \) (with obvious notation). Note that then,

\[
d_0 = -l_1 + \alpha l_2 = l_0 - l_1 + \alpha l_2 = \tilde{d}_0 + \alpha \tilde{l}_{-1} = \alpha \tilde{l}_{-1}
\]
and similarly \( d_{L+1} = -\alpha \tilde{l}_{L+3} \). Such bi-infinite sequences are on a periodic curve as soon as \( \alpha > 1/3 \) and then, if we define \( \omega \in (0, \pi) \) by
\[
\cos(\omega) = \frac{1 - \alpha}{2\alpha},
\]
such a bi-infinite sequence is necessarily of the form
\[
\tilde{l}_j = A + B \cos(\omega j + \varphi)
\]
for some \( A, B \) and \( \varphi \). The fact that \( \tilde{l}_0 = 0 \) shows that it is possible to take
\[
\tilde{l}_j = B(\cos(\omega j + \varphi) - \cos(\varphi)).
\]

It is then immediate to check that when \( \alpha < \alpha_L \), one can take
\[
\varphi(\alpha) := \frac{1}{2}(2\pi - (L + 1)\omega)
\]
and that \((u_1, \ldots, u_{L+1})\) given by the formula
\[
u_j = \frac{\cos(\varphi) - \cos(\omega j + \varphi)}{Z} = \frac{\sin^2((\varphi/2) + j(\omega/2)) - \sin^2(\varphi/2)}{Z'}
\]
(where \( Z \) and \( Z' \) are the normalisation constants chosen so that \( u_1 + \cdots + u_{L+1} = 1 \)) is the solution to our system of equations.

Similarly, when \( \alpha \leq 1/3 \), the solution to (3) can be easily worked out. In any case, we can observe that it is non-negative (as soon as \( \alpha < \alpha_L \)), and that:

- When \( \alpha < \alpha_{L+1} \) and \((l) = (u)\), \( d_0 < 0 \) and \( d_{L+1} > 0 \).
- When \( \alpha \in (\alpha_{L+1}, \alpha_L) \) and \((l) = (u)\), \( d_0 > 0 \) and \( d_{L+1} < 0 \).

This will be important later.

Corollary 3 therefore implies in particular that \( \Delta(n, j)/n \to 0 \) almost surely when \( n \to \infty \) for all \( j \in \{1, \ldots, L\} \), which in turn implies that almost surely,
\[
\lim_{n \to \infty} \frac{\ell(n, j)}{n} = u_j
\]
for all \( j = 1, \ldots, L + 1 \) (this reasoning in fact implies an asymptotic upper bound on the rate of convergence). Note that this implies also that almost surely, \( \Delta(n, 0)/n \to d_0 \) and \( \Delta(n, L + 1)/n \to d_{L+1} \) when \( n \to \infty \).

In order to prove Theorem 1 we now have to see if it is possible to couple \( X \) and \( Y \) in such a way that they stick together with positive probability. We first try to couple the walks starting at the time 0. Given the similar dynamics, the optimal way to couple them is quite obvious: If we first define \((X_n)\), we can then simply define \((Y_n) = X_n\) as long as \( n \leq \tau \), where
\[
\tau := \inf\{t \geq 0 : X_t \notin [0, L + 1]\}.
\]
In order for \( \tau \) to be greater than \( t \), it therefore suffices that at each of the times \( n \in \{0, 1, \ldots, t\} \) at which \( Y_n \in \{0, L + 1\} \) (we call \( \mathcal{N}_t \) this random set of times), \( X \) jumps inwards (i.e., not out of our interval). Hence,

\[
P(\tau > t \mid Y_0, \ldots, Y_t) = \prod_{n \in \mathcal{N}_t} \left( \frac{e^{\beta \Delta_n} 1_{\{Y_n = 0\}} + e^{-\beta \Delta_n} 1_{\{Y_n = L+1\}}}{e^{\Delta_n} + e^{-\Delta_n}} \right).
\]

The previous description of the asymptotic behavior of \( Y \) (and of \( \Delta(n, L+1) \) and \( \Delta(n, 0) \)) immediately implies on the one hand that \( \tau < \infty \) almost surely if \( \alpha < \alpha_{L+1} \) (because \( \Delta(n, 0) \) tends to \(-\infty\)), and that on the other hand, the probability that \( \tau = \infty \) is strictly positive (by a simple Borel-Cantelli argument, due to the fact that \( \Delta(n, 0) \sim d_0 n \) and \( \Delta(n, L+1) \sim d_{L+1} n \) almost surely when \( n \to \infty \)) when \( \alpha \in (\alpha_{L+1}, \alpha_L) \).

Hence, we have proved that:

- When \( \alpha < \alpha_{L+1} \), the probability that \( X \) stays forever in \( \{0, 1, \ldots, L+1\} \) is zero.
- When \( \alpha \in (\alpha_{L+1}, \alpha_L) \), the probability that \( X \) stays forever in \( \{0, \ldots, L+1\} \) is positive.

Furthermore, in this case, the asymptotic local time profile of \( Y \) (and therefore also of \( X \)) satisfies \( \ell(j, n)/n \to u_j \) as \( n \to \infty \) for all \( j \in \{1, \ldots, L+1\} \).

To conclude the proof of Theorem 1 it remains to notice that when \( \alpha < \alpha_{L+1} \), the previous argument can be immediately adapted to show that for all \( m \geq 1 \) and for all finite nearest-neighbour sequence \( x_0, \ldots, x_m \), the conditional probability that for all \( n \geq n_0 \), \( X_n \in \{x_m, 1 + x_m, \ldots, L + 1 + x_m\} \) given \( \{X_0 = x_0, \ldots, X_m = x_m\} \) is zero. It suffices to couple \( (X_{m+n} - X_m, n \geq 0) \) with \( Y \), where the local time has been suitably initialized. Similarly, the “successful” coupling argument between \( X \) and \( Y \) can be started after these \( m \) steps and shows that when \( \alpha \in (\alpha_{L+1}, \alpha_L) \) and the walk gets eventually trapped in \( [x, x + L+1] \) for some \( x \), then \( \ell(n, x + 1), \ldots, \ell(n, x + L+1) \sim (nu_1, \ldots, nu_{L+1}) \) when \( n \to \infty \).

![Figure 2: The trapping phenomenon: A trajectory and its local time when \( \alpha = 0.34 \)](image)

### 3 Proof of the main combinatorial statement

Our goal in this section is to prove Proposition 2. As we have already noticed, this is a deterministic statement about nearest-neighbour paths.
When $L = 1$, the statement turns out to be straightforward (the walk is confined to two edges). So, we restrict ourselves to $L \geq 2$ (so that $\alpha < \alpha_L \leq \alpha_2 = 1$). Recall that $(u_1, \ldots, u_{L+1})$ is the unique solution to the linear system (3) (with unknown $(l_1, \ldots, l_{L+1})$) and that the values of $u_j$ for $j = 1, \ldots, L + 1$ are all positive. By continuity, it follows that by choosing $\gamma$ small enough, we can ensure that, if

$$\max(|d_1|, \ldots, |d_L|) \leq \gamma \text{ and } l_1 + \ldots + l_{L+1} = 1,$$

then the $l_j$’s are as close as we wish to the $u_j$’s. It follows (from the corresponding signs of $d_0$ and $d_{L+1}$ for $(u)$) that:

- If $\alpha < \alpha_{L+1}$, there exists $\gamma(\alpha, L)$ such that if $\gamma \leq \gamma(\alpha, L)$, then (1) implies that $d_0 < 0$ and $d_{L+1} > 0$.
- If $\alpha \in (\alpha_{L+1}, \alpha_L)$, there exists $\gamma(\alpha, L)$ such that if $\gamma < \gamma(\alpha, L)$, then (1) implies that $d_0 > 0$ and $d_{L+1} < 0$.

Let us now choose our constants $D_0$ and $\varepsilon$. Recall that $\alpha < \alpha_L \leq \alpha_2 = 1$. From now on, we choose (and fix) $\gamma$ such that

$$\gamma < \frac{1}{100} \min(1, \gamma(\alpha, L), \gamma(\alpha, L - 1), \ldots, \gamma(\alpha, 2)).$$

We then define

$$\varepsilon := \gamma^{L(L+1)} \text{ and } D_0 := 10/\varepsilon.$$ 

The main role of $D_0$ will be to ensure that all time-intervals that we will talk about are non-empty (we will omit to mention this throughout the proofs) as soon as $D \geq D_0$.

Suppose that $n \mapsto Y_n \in \{0, \ldots, L + 1\}$ is a given nearest-neighbour trajectory. First we define some particular times, corresponding to first appearances of streams of certain intensity. For all $M \in (0, \infty)$, let (using the convention $\inf \emptyset = \infty$)

$$\theta_+(M) := \inf\{n : \Delta(n, j) \geq \gamma^j M \text{ for some } j \in \{1, \ldots, L\}\},$$

$$\theta_-(M) := \inf\{n : \Delta(n, L + 1 - j) \leq -\gamma^j M \text{ for some } j \in \{1, \ldots, L\}\},$$

and we finally let $\sigma(M)$ denote the first time at which the walk makes an upstream jump of intensity greater than $M$.

We will prove that with our choice of $\varepsilon$ and $D_0$, then necessarily, $\theta_+(D) \geq \sigma(\varepsilon D)$ for all $D \geq D_0$. By symmetry, we then necessarily also have $\theta_-(D) \geq \sigma(\varepsilon D)$. But because $\gamma < 1$, this implies that

$$\sigma(\varepsilon D) \leq \min(\theta_+(D), \theta_-(D)) \leq \inf\{n : \max_{j \in \{1, \ldots, L\}} |\Delta(n, j)| \geq D\},$$

which completes the proof of the proposition.

We will prove by contradiction that $\theta_+(D) \geq \sigma(\varepsilon D)$. We will therefore from now on assume that $Y$ belongs to the set $B_\varepsilon$ of paths $Y$ such that $\theta_+(D) < \sigma(\varepsilon D)$ for some given $D \geq D_0$ i.e. that $Y$ has created a “very strong” stream to the right (in the sense defined by $\theta_+(D)$) without having done any upstream jump of intensity larger than $\varepsilon D$. 
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We start with two simple preliminary remarks.

**Lemma 4.** (i) For any $n_1 < n_2$ and $j \in \{1, \ldots, L\}$,
\[ |\Delta(n_2, j) - \Delta(n_1, j)| \leq n_2 - n_1. \]

(ii) Let $1 < M < \infty$ be fixed, $j \in \{1, \ldots, L\}$ and $n_1 < n_2 < \sigma(M)$. If
\[ \min_{n \in [n_1, n_2]} \Delta(n, j) > M + 1 \]
then the walk is confined to the interval $\{j, \ldots, L + 1\}$ for the whole time-span $[n_1, n_2]$.

(ii) means that if there is a strong positive stream somewhere, then the walk is located to the right of this stream, unless it has performed a strong upstream jump before. The symmetric result also holds, i.e., if there is a strong negative stream somewhere, then (unless the walk has performed a strong upstream jump before) the walk is to the left of the stream.

**Proof.** (i) This is straightforward, since for all $j \in \{1, \ldots, L\}$ and $n \in \mathbb{N}$,
\[ \Delta(n + 1, j) - \Delta(n, j) \in \{-1, -\alpha, 0, \alpha, 1\}. \] (5)

(ii) Let \( \hat{n} := \max\{n < n_1 : \Delta(n, j) \leq M + 1\} \).

Then $\Delta(\hat{n} + 1, j) > M + 1$, so that $\Delta(\hat{n}, j) > M$. Since $\Delta(\hat{n}, j) < \Delta(\hat{n} + 1, j)$, one necessarily has $\{Y(\hat{n}), Y(\hat{n} + 1)\} = \{j - 1, j\}$ or $\{Y(\hat{n}), Y(\hat{n} + 1)\} = \{j + 1, j + 2\}$. But, the possibility $\{Y(\hat{n}) = j, Y(\hat{n} + 1) = j - 1\}$ is excluded, since this would correspond to an upstream jump which is in conflict with the assumption $n_1 < \sigma(M)$. Hence, $Y(\hat{n} + 1) \geq j$ and then, between $\hat{n}$ and $n_2$, the strong stream at $j$ will prevent the walk from jumping to the left of $j$. \( \square \)

Since $\theta_+(D)$ is finite, we can define the following:
\[ \overline{n} := \theta_+(D) = \min\{n : \Delta(n, j) \geq \gamma^L D \text{ for some } j \in \{1, \ldots, L\}\} \]
\[ J := \max\{j \in \{1, \ldots, L\} : \Delta(\overline{n}, j) \geq \gamma^L D\}, \]
\[ \underline{n} := \max\{n \leq \overline{n} : \Delta(n, J) \leq \gamma^L D/2\}. \]

Throughout the proof we restrict ourselves to the time-span $[\underline{n}, \overline{n}]$ (this is the time-interval where we will detect a contradiction i.e. the necessity of an upstream jump – in fact, we will zoom into smaller time-intervals). Note that by the definition of $\overline{n}$ and $\underline{n}$ and (i) of Lemma 4
\[ \overline{n} - \underline{n} \geq \gamma^L D/2. \] (6)

Furthermore, the definition of $\overline{n}$ and our choice of $\gamma$, $\varepsilon$ and $D$ show that
\[ \min_{n \in [\underline{n}, \overline{n}]}, \Delta(n, J) = \Delta(\underline{n}, J) \geq \frac{\gamma^L D}{2} - 1 > 2\varepsilon D > \varepsilon D + 1, \]
and thus, because of Lemma 4(ii), any walk $Y$ in $\mathcal{B}_+$ is confined to the interval $[J, L + 1]$ for the whole time-span $[\underline{n}, \overline{n}]$ (recall that we assume that $\overline{n} \leq \sigma(\varepsilon D)$). It is important to notice here that the interval $[J, L + 1]$ is strictly shorter than $[0, L + 1]$. 8
Let us choose \( \hat{n} \) to be the smallest integer such that
\[
\hat{n} \geq n + \frac{\gamma J L D}{2}
\]
(mind that the symbol \( \hat{n} \) will be used as a temporary variable which will be redefined in various “subroutines” of the proof) and note that, because of (5), \( \hat{n} \leq \overline{n} \). We now define
\[
l_i := \ell(\hat{n}, J + i) - \ell(n, J + i), \quad i \in \{1, \ldots, L - J + 1\},
d_i := \Delta(\hat{n}, J + i) - \Delta(n, J + i), \quad i \in \{1, \ldots, L - J\}.
\]
Then \( (l_1, \ldots, l_{L-J+1}) \) is a family of non-negative numbers, and
\[
\|l\| := |l_1 + \ldots + l_{L-J+1}| = \hat{n} - n \geq \frac{\gamma J L D}{2}.
\]
Let us define
\[
C = C(J, D) = \gamma^L(J+1).D.
\]
The reader might want to keep in mind that \( \gamma \) is small and that \( D \geq C \geq \varepsilon D \). We will soon prove the following lemma:

**Lemma 5.** For all \( Y \in B_+ \), for all \( j \in \{J + 1, \ldots, L\} \),
\[
\max_{n \in [\overline{n}, \underline{n}]} |\Delta(n, j)| \leq C \left( \frac{1}{\gamma} \right)^{j-(J+1)}.
\]
Let us now show how it implies the proposition. Note that then, for all \( j \in \{J + 1, \ldots, L\} \),
\[
\max_{n \in [\overline{n}, \underline{n}]} |\Delta(n, j)| \leq D \gamma^{(J+1)L} \gamma^{J+1-L} \leq D \gamma^{JL+1} \leq 2\gamma \|l\|.
\]
Hence
\[
\max_{j \in \{1, \ldots, L-J+1\}} |d_j| \leq 4\gamma \|l\|.
\]
Recall that \( L + 1 - J \leq L \); our choice of \( \gamma \leq \gamma(\alpha, L - J + 1) \) therefore implies that
\[
d_0 = \Delta(\hat{n}, J) - \Delta(n, J) < 0,
\]
which is in contradiction with the definition of \( \overline{n} \). We conclude that \( B_+ \) is indeed empty, and that the proposition holds.

It now remains to prove Lemma 5. First we note that by the definition of \( \overline{n} \), for all \( j \in \{J + 1, \ldots, L\} \),
\[
\max_{n \leq \overline{n}} \Delta(n, j) \leq \gamma^j L D \leq \gamma^{(J+1)L} D = C \leq C \left( \frac{1}{\gamma} \right)^{j-(J+1)}.
\]
So, it remains to control the negative streams, i.e. to prove that for all \( j \in \{J + 1, \ldots, L\} \),
\[
\min_{n \in [\overline{n}, \underline{n}]} \Delta(n, j) \geq -C \left( \frac{1}{\gamma} \right)^{j-(J+1)}. \tag{7}
\]
We will proceed by induction for \( j = J + 1, J + 2, \ldots, L \), from the left to the right.
We start with the case where \( j = J + 1 \). We proceed in two steps. First we prove the following slightly stronger bound at time \( n \):

\[
\Delta(n, J + 1) \geq -\frac{C}{2}.
\]  

Assume that the contrary holds i.e., that \( \Delta(n, J + 1) < -C/2 \). Note that the definitions of \( \gamma \) and \( \varepsilon \) show that

\[
\frac{C}{4} = \frac{\gamma L + 1 \cdot D}{4} \geq \frac{\gamma L \cdot L \cdot D}{4} \geq 2 \gamma L^2 D = 2 \varepsilon D.
\]

Furthermore, note that \( C/4 \leq \bar{n} - n \). Hence, from Lemma 4 and the fact that \( \bar{n} \leq \sigma(\varepsilon D) \), it follows that \( \Delta(\bar{n}, J) - \Delta(n, J) < 0 \), which contradicts the definition of \( \bar{n} \). Hence, we conclude that (8) indeed holds.

Next, we want to study what happens on the entire interval \([n, \bar{n}]\). The quantity \( \Delta(n, J + 1) \) has to decrease from above \( -C/2 \) to below \( -C \). We let

\[
\hat{n} := \inf\{n \geq n : \Delta(n, J + 1) < -C\}
\]

\[
\tilde{n} := \max\{n \leq \bar{n} : \Delta(n, J + 1) \geq -C/2\}
\]

(note that these definitions of \( \hat{n} \) and \( \tilde{n} \) are also temporary and will be redefined in other “subroutines” of the proof). Assume that \( \hat{n} \leq \bar{n} \). From (8) it follows that (for all \( Y \in B_+ \)), \( \tilde{n} > \bar{n} \) so that \([\tilde{n}, \hat{n}] \subset [n, \bar{n}]\). But the definition of \( \hat{n} \) shows that

\[
\max_{n \in [\tilde{n}, \hat{n}]} \Delta(n, J + 1) \leq -\frac{C}{2} + 1 < -\varepsilon D,
\]

so that we can deduce as before (using the fact that \( \sigma(\varepsilon D) \geq \bar{n} \)) from Lemma 4 that on the whole time span \([\tilde{n}, \hat{n}]\) the walk is confined to the interval \([J, J + 1]\) and thus we readily get

\[
\Delta(\tilde{n}, J + 1) - \Delta(\hat{n}, J) > 0,
\]

which contradicts the definition of \( \tilde{n} \) and \( \hat{n} \). We conclude that (for all \( Y \in B_+ \)) the bound (7) holds for \( j = J + 1 \).

The induction step follows next. If \( J = L - 1 \) then we are done. So, assume that \( J < L - 1 \), we let \( K \in \{J + 1, \ldots, L - 1\} \) and assume that (7) holds for \( j \in \{J + 1, \ldots, K\} \). Our goal is to prove it for \( j = K + 1 \). Again, first we divide this into two steps. Let us first prove the following slightly stronger bound at time \( n \):

\[
\Delta(n, K + 1) \geq -\frac{C}{2} \left(\frac{1}{\gamma}\right)^{K-J}.
\]  

Assume the contrary. At time \( n \), we have right stream at \( J \) and a left stream at \( K + 1 \). Note that on the one hand,

\[
\frac{C}{4} \left(\frac{1}{\gamma}\right)^{K-J} \geq \frac{C}{4} > 2 \varepsilon D.
\]
Note also on the other hand that
\[ \frac{C}{4} \left( \frac{1}{\gamma} \right)^{K-J} \leq \frac{D}{4} \gamma^{L(J+1)+J-K} \leq \frac{D}{4} \gamma^{LJ} \leq \frac{n - n_0}{2}. \]

From Lemma 4 it therefore follows that \( Y \) is confined to \([J, K + 1]\) for at least \( \frac{C}{4} (1/\gamma)^{K-J} \) steps and that if, we let \( \tilde{n} \) smallest integer such that
\[ \tilde{n} \geq n + \frac{C}{4} \left( \frac{1}{\gamma} \right)^{K-J}, \]
then
\[ \tilde{n} \leq \bar{n}. \]

Then, define
\[ l_i := \ell(\tilde{n}, J + i) - \ell(n, J + i), \quad i \in \{1, \ldots, K - J + 1\}, \]
\[ d_i := \Delta(\tilde{n}, J + i) - \Delta(n, J + i), \quad i \in \{1, \ldots, K - J\}. \]

Then, for \( l = (l_1, \ldots, l_{K-J+1}) \), we see that
\[ \| l \| = \tilde{n} - n \geq \frac{C}{4} \left( \frac{1}{\gamma} \right)^{K-J}. \]

By the inductive assumption, we have
\[ \max_{n \in [n, \tilde{n}]} \max_{j \in \{J+1, \ldots, K\}} |\Delta(n, j)| \leq C \left( \frac{1}{\gamma} \right)^{(K-(J+1))} \leq 4\gamma \| l \|. \]

and thus,
\[ |d_j| \leq 8\gamma \| l \| \]
for all \( j \in \{1, \ldots, K - J\} \). Our choice of \( \gamma \) therefore ensures that
\[ d_0 = \Delta(\tilde{n}, J) - \Delta(n, J) < 0 \]
which is in contradiction with the definition of \( n \) and the fact that \( \tilde{n} \in [n, \bar{n}] \). Hence, we conclude that (9) holds for all \( Y \in \mathcal{B}_+ \).

We now want to derive the lower bound on the entire time-interval \([n, \bar{n}]\). We now let
\[ \hat{n} := \inf \left\{ n \geq n : \Delta(n, K + 1) < -C \left( \frac{1}{\gamma} \right)^{K-J} \right\} \]
\[ \hat{n} := \max \left\{ n \leq \hat{n} : \Delta(n, K + 1) \geq -\frac{C}{2} \left( \frac{1}{\gamma} \right)^{K-J} \right\}. \]
Assume that $\hat{n} \leq \bar{n}$. From (9), we know that $\tilde{n} > n$ for all $Y \in B_\pm$. But

$$
\max_{n \in [\hat{n}, \bar{n}]} \Delta(n, K + 1) = \Delta(\tilde{n}, K + 1) \leq -\frac{D}{2} \gamma^{(J+1)L} \left( \frac{1}{\gamma} \right)^{K-J} + 1
$$

$$
< -\frac{D}{2} \gamma^{L \times L} + 1 \leq -3\varepsilon D + 1 \leq -2\varepsilon D,
$$

so that it follows that on the whole time span $[\tilde{n}, \hat{n}]$ the walk is confined to the interval $[J, K + 1]$. We define now

$$
l_i := \ell(\hat{n}, J + i) - \ell(\tilde{n}, J + i), \quad i \in \{1, \ldots, K - J + 1\},
$$

$$
d_i := \Delta(\hat{n}, J + i) - \Delta(\tilde{n}, J + i), \quad i \in \{1, \ldots, K - J\}.
$$

Then, if $l = (l_1, \ldots, l_{K-J+1})$, we get that

$$
\|l\| = \hat{n} - \tilde{n} \geq C \left( \frac{1}{\gamma} \right)^{K-J}.
$$

By the inductive assumption we have

$$
\max_{n \in [\tilde{n}, \hat{n}]} \max_{j \in \{J+1, \ldots, K\}} |\Delta(n, j)| \leq C \left( \frac{1}{\gamma} \right)^{K-(J+1)} \leq 4\gamma \|l\|.
$$

and thus,

$$
|d_j| \leq \gamma \|l\|, \quad i \in \{1, \ldots, K - J\}.
$$

Hence, our choice for $\gamma$ ensures that

$$
d_{K-J+1} = \Delta(\hat{n}, K + 1) - \Delta(\tilde{n}, K + 1) > 0
$$

which is in conflict with the definition of $\tilde{n}$ and $\hat{n}$. We conclude that (7) holds for $j = K + 1$, which concludes the proof of the Lemma.

4 Concluding remarks

We now make some remarks on the proof, and list a few open problems that are directly related to the models that we have investigated in the present paper. Other related problems are discussed in [2].

- Just as in many other self-interacting random walks, it is rather hard to get direct information on the dynamics of the walker. The strategy of the proof presented in the present paper is to use some a priori information about the local time profile, in order to deduce the properties of the walker. As a consequence, there are many intuitive results that can not derived in this way (and it would be of course very nice to prove them).

- A natural guess is that in the case where $\alpha < \alpha_L$ and the confined walk $Y$ actually visits all sites of the interval infinitely often, it should be the case that, if one defines

$$
\Lambda_n = (\ell(n, 1), \ldots, \ell(n, L + 1)) - (nu_1, \ldots, nu_{L+1}),
$$
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then the Markov chain $(Y_n, \Lambda_n)_{n \geq 0}$ should be positive recurrent and have an invariant distribution. In particular, this would imply not only the convergence of $(\ell(n, 1), \ldots, \ell(n, L + 1))/n$ towards $(u_1, \ldots, u_{L+1})$ but it would give a much finer description of the limiting behavior of the profile.

Unfortunately, it seems quite difficult to get an explicit expression for such a stationary distribution. It would be actually sufficient to prove the tightness of some well-chosen functional in order to prove the existence of the stationary measure, but we have not been able to find a simple way to approach this.

• One very natural question that the previous approach would enable to tackle (but that could possibly be studied by other means too) is to show that for the cases where we have proved that $\#L = L + 2$ with positive probability, then the probability that $L = K + 2$ for some $K > L$ is zero.

• A related question deals of course with the behavior of the walk when $\alpha$ is equal to one of the critical values. It seems intuitively clear that when $\alpha = \alpha_{L+1}$, then the walk will almost surely not be stuck on $L+2$ sites. This is because of the fact that the corresponding $d_0$ and $d_{L+1}$ are equal to zero, so that for infinitely many times $n$, if $X$ would stick to $Y$ forever, it would be at the edge of the interval and have a probability bounded from below to jump out of it. But our proof (that controls only the first-order behavior of the local-time profile) is not able to control this, nor to prove that $\#L$ is equal to $L + 3$ with positive probability.

• Even though it is a trivial observation, we would like to notice that for generic $\alpha$’s, it is the case that there exist many $K > L + 1$ such that one can find many non-negative $(l_1, \ldots, l_{K+1})$ with $d_1 = \cdots = d_K = 0$, $d_0 > 0$ and $d_{K+1} < 0$. This happens in fact as soon as the distance between $(K + 1)\theta$ and $2\pi\mathbb{Z}$ is smaller than all distances between the $j\theta$’s and $2\pi\mathbb{Z}$ for all $j \in \{1, \ldots, K\}$ (so that for non-rational $\pi/\theta$, there are infinitely many such $K$’s).

Note that if one wishes to find a stationary measure for the couple $Y, \Lambda$ as described above, then one would need to exclude these larger values of $K$, which is an indication that it could in fact be a rather complicated issue.

• The arguments that we have developed in the present paper seem to be adaptable in order to derive analogous results in some cases where the self-interaction depends on the local time at more than the four edges neighbouring $X_n - 1, X_n, X_{n+1}$ and $X_{n+2}$ from the left. For instance, one could replace the definition of $\Delta(n, j)$ by

$$
\alpha_k \ell(n, j_k) + \ldots + \alpha_1 \ell(n, j - 1) + \alpha_0 \ell(n, j) - \alpha_0 \ell(n, j + 1) - \ldots - \alpha_k \ell(j + 1 + k),
$$

the needed condition for the arguments to go through is dealing with the roots of the corresponding polynomial i.e. with the behavior of the corresponding generalized Fibonacci sequence.
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