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Abstract: An algorithm is proposed to implement the frequency-selective output constraint control for active vibration control at target sub-frequencies. The main idea lies in that the Narrowband Filtered-X Least Mean Square (NFXLMS) algorithm is used for the frequency-selective active vibration control, after which a modified rescaling algorithm is applied to simultaneously implement the output constraints at target sub-frequencies. Besides, an amplitude compensation method is employed to accelerate the convergence rate at different frequencies. Eventually, numerical simulations are carried out, in which the results show that the proposed algorithm can be effectively used for frequency-selective output constraint control with much more accuracy and flexibility, less distortion and harmonics.
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1. Introduction

Compared with passive vibration control and semi-active vibration control, the active vibration control (AVC) has advantages in suppressing low-frequency vibration and micro vibration that impact on extensive aspects in vehicle engineering, transportation, optical system and precision manufacturing [1–3], etc. Typically, the aim of AVC is to suppress the undesired vibration as much as possible. However, it is hard to achieve the theoretical control results in most applications because of limitations such as the maximum force that can be generated by actuators, the complexity of AVC algorithms, the performance of controllers, the cost, etc. For safety, stability and simplicity, the output constraints have to be adopted to protect actuators from exceeding the secure range or to keep the actuator working in the band with a good linearity in order to simplify the algorithms in practical applications. For example, if the actuator fails or deteriorates in some frequency bands due to accidents but still works properly in the rest of the frequency bands, applying output constraints to keep the AVC system going and to achieve the optimal performance is a better and practical choice. As the vibration signals generated by power systems such as engines, electrical motors, gear boxes and other rotating mechanical parts, etc. are mostly harmonic signals containing multiple frequency components [4–7], a feasible strategy is to focus on the suppression of some key sub-frequency components like the frequency components close to the resonance frequency, and ignoring the frequency components that have less impact. In fact, ejecting some key frequency components could significantly improve the vibration and noise environment of the entire system in most narrowband active vibration control applications.

The Filtered-x Least Mean Square (FXLMS) algorithm was derived by Widrow in 1981 and has been extensively used in active noise control (ANC) and active vibration control (AVC) researches and applications [8–10]. It adjusts the controller vector to adaptively minimize the error signal. In practical applications, the actuators have various limitations such as a stroke limit, force limit, effective bandwidth, nonlinearity, etc. However, the
The basic FXLMS algorithm has no constraints applied when generating the output signal (or the drive signal). Thus, the adjustment process will not cease to achieve the control goals corresponding to the limitations of actuators, which may eventually lead to unexpected results. For example, if the control goals have not been achieved while the actuator has reached its stroke or force limit, the output signal will keep growing under the FXLMS control law, finally causing damages. Studies on output constraints without destroying the stability of the FXLMS algorithm have been launched accordingly. Elliott and Rafaely studied an effort constraint based on the method of Lagrange multipliers and leaky LMS algorithms in the frequency domain for multi-channel feed forward control [11–14]. It limits the value of either the sum of squared control signals (total effort) or the mean square value of each individual control signal (individual efforts). However, the method cannot guarantee that the control output remains within any specified constraint. The selection of the value of the leakage coefficient can only be done using a trial and error procedure in applications [15]. Compared with Rafaely, Hao used an exponential penalty function to avoid computing the piecewise update equation [16]. However, the problem of specifying an accurate constraint remains, especially in applications with a large gain. Qiu introduced the rescaling algorithm to ANC [16,17]. It could accurately keep the output signal under constraint without losing performance when compared with the leaky LMS algorithms, but a certain amount of high-order harmonics may be introduced to the system. Kozacky presented a CMD LMS (Constrained Minimal Disturbance Least Mean Square) algorithm to handle multiple constraints in both gain-constrained and power-constrained applications, with a faster convergence rate when compared with the leaky LMS algorithms [18]. It can also improve the frequency response performance, especially in colored noise environments. Shi studied a 2GD-FXLMS (two-gradient direction FXLMS) algorithm [19]. A stricter output constraint that restricts the instantaneous amplitude and average power of the output signal has been studied by using two gradient directions for the weights’ updating. All the algorithms above are studied for a single frequency or broadband AVC or ANC applications. The algorithm for the sub-frequency output constraints has not been studied yet.

In this paper, an algorithm that is subject to frequency-selective output constraint control is proposed. The NFXLMS (Narrowband Filtered-X Least Mean Square) algorithm is adopted to select the target sub-frequency component of the output signal while a modified rescaling algorithm has been studied and used to apply the amplitude constraints. The remainder of this paper is divided into four sections. Section 2 gives a brief analysis of the rescaling algorithm used by Qiu. The proposed algorithms based on the NFXLMS and the modified rescaling algorithm is developed in Section 3. Section 4 presents some numerical simulations for both single-frequency and multi-frequency cases. Section 5 briefly concludes the paper.

2. The Rescaling Algorithm for FXLMS

A general block diagram of the FXLMS algorithm is illustrated in Figure 1 [20,21]. The $x(n)$ represents the real vibration source or the vibration signals at the reference point. It is used to provide key information about the real vibration source (as the real vibration sources are difficult to detect in many applications). $d(n)$ is the disturbance, $P(z)$ is the primary path, $S(z)$ is the secondary path (which may include the D/A converter, the power output amplifier, and the actuator), $W(z)$ is the controller modeled in the FIR (finite impulse response) form with N taps, and $\hat{S}(z)$ is an estimated FIR model of the secondary path with L taps. $u(n)$ is the output signal (or drive signal) generated by the controller, $y(n)$ is the antivibration generated by the actuator used for the AVC process, and $e(n)$ is the residual vibration at the test point after the AVC process and is usually acquired by vibration sensors in practical applications.
The FXLMS algorithm performs an adaptation process on the controller weight vector \( \mathbf{w}(n) \) (in this paper, the lowercase \( x, w, s, e, \) etc. are the time-domain representations of their respective frequency-domain counterparts) to minimize the instantaneous power of the residual vibration signal \( e(n) \). According to the FXLMS algorithm, the output signal and the update equation of \( \mathbf{w}(n) \) can be drawn as:

\[
\mathbf{u}(n) = \mathbf{w}^T(n) \mathbf{x}(n) \tag{1}
\]

\[
\mathbf{w}(n + 1) = \mathbf{w}(n) - \mu \frac{\partial e^2(n)}{\partial \mathbf{w}(n)} = \mathbf{w}(n) + 2\mu e(n) [\mathbf{x}(n) * s(n)] \tag{2}
\]

where \( s(n) \) is the secondary path impulse response, \( s(n) \) is an estimated FIR model of \( s(n) \) with \( L \) taps, \( \mathbf{w}(n + 1) \) and \( \mathbf{w}(n) \) represent the controller weight vector in the \((n + 1)\)th and \( n \)th iteration, and \( \mu \) is an adaption step size, which affects the stability and the convergence rate of the FXLMS algorithm and should be selected carefully.

When the output signal \( \mathbf{u}(n + 1) \) produced by the FXLMS algorithm exceeds the maximal allowed value \( u_{\text{max}} \), the rescaling algorithm clips the output signal and rescales the controller weight vector into the constraint set to obtain a new updated vector. The implementation process of the rescaling algorithm is:

1) if \( (|\mathbf{u}(n + 1)| \leq u_{\text{max}}) \), the rescaling algorithm has no effect on the normal FXLMS algorithm;

2) if \( (|\mathbf{u}(n + 1)| > u_{\text{max}}) \), the output signal and the controller weight vector are clipped and rescaled by the equations:

\[
\mathbf{u}(n + 1) = \mathbf{u}(n + 1) (u_{\text{max}} / |\mathbf{u}(n + 1)|) \tag{3}
\]

\[
\mathbf{w}(n + 1) = \mathbf{w}(n + 1) (u_{\text{max}} / |\mathbf{u}(n + 1)|) \tag{4}
\]

The rescaling algorithm is designed for a single-frequency output constraint and the total control power constraint in a sense. Although it has many advantages such as a high accuracy and flexibility compared with the leakage LMS algorithm, it has some shortages. The most important one is that a certain amount of high-order harmonic signals may be introduced into the system in multi-frequency cases [16]. Qiu used the allowed maximal amplitude \( A_{\text{max}} \) in the theoretical analysis, but the maximal allowed output value \( |u_{\text{max}}| \) was eventually used in his experiments, most likely because of the real-time amplitude of the output signal not being explicitly produced in the FXLMS algorithm. Thus, an estimation of the amplitude is needed, and the accuracy of the estimation will cause a lot of concerns. Thus, it can be further optimized for narrowband AVC applications, especially for sub-frequency constraint cases. A modified rescaling algorithm subject to reduced harmonics and implemented sub-frequency constraints has been studied in Section 3.
### 3. Modified Rescaling Algorithm Development

#### 3.1. The NFXLMS Algorithm with Amplitude Compensation

The NFXLMS algorithm is a variant algorithm of FXLMS subject to narrowband noise and vibration control. It combines the trigonometric formulas with the FXLMS algorithm and can reduce the control effort dramatically \[22–28\]. It not only benefits from the real-time applications but also facilitates the manipulation of the line spectrum for some special purposes, such as the active noise equalizer and line spectrum reshaping \[29–33\]. The diagram of the NFXLMS algorithm is shown in Figure 2.

**Figure 2.** The diagram of the NFXLMS algorithm.

Suppose the vibration source contains \( N \) frequency components \( \{ f_i \} (i = 0, 1, \cdots, N - 1) \), the normalized circular frequency vector is:

\[
\Omega = \{ \omega_i \}^T = \left\{ \frac{2 \pi f_i}{f_s} \right\}^T, i = 0, 1, \cdots, N - 1.
\]

where \( f_i \) and \( \omega_i \) are the \( i \)-th frequency component and \( i \)-th normalized circular frequency, respectively. \( f_s \) denotes the sample frequency. The two reference signal vectors are defined as:

\[
r_s(n) = \{ r_{\sin}(n) \}^T = \sin(\Omega n), r_c(n) = \{ r_{\cos}(n) \}^T = \cos(\Omega n), i = 0, 1, \cdots, N - 1.
\]

where \( r_{\sin}(n) \) and \( r_{\cos}(n) \) denote the \( i \)-th cosine and sine reference signal, respectively. Accordingly, two controller weight vectors associated with the reference signal vectors are defined as:

\[
\omega_s(n) = \{ \omega_{\sin}(n) \}^T, \omega_c(n) = \{ \omega_{\cos}(n) \}^T, i = 0, 1, \cdots, N - 1.
\]

Then, the output signal \( u(n) \) can be represented as:

\[
u(n + 1) = \omega_s^T(n)r_s(n) + \omega_c^T(n)r_c(n)
\]

\[
= \sum_{i=0}^{N-1} \omega_{\sin}(n) \sin(\omega_i n) + \sum_{i=0}^{N-1} \omega_{\cos}(n) \cos(\omega_i n)
\]

\[
= \sum_{i=0}^{N-1} [\omega_{\sin}(n) \sin(\omega_i n) + \omega_{\cos}(n) \cos(\omega_i n)] = \sum_{i=0}^{N-1} u_i(n + 1)
\]
where \( u_i(n+1) \) denotes the \( i \)th component in the output signal \( u(n+1) \) corresponding to \( i \)th frequency component. Similarly, the update equations of the weight vectors \( \{ w_s(n), w_c(n) \} \) can be derived as \([11, 20, 21, 23]\):

\[
\begin{align*}
    w_s(n+1) &= w_s(n) + 2\mu e(n) r_s(n) * \delta(n) \\
    w_c(n+1) &= w_c(n) + 2\mu e(n) r_c(n) * \delta(n)
\end{align*}
\]  

(9)

where \( \delta(n) \) is an estimated FIR model of \( s(n) \) with \( L \) taps as previously. Let \( A_u \) and \( \theta_u \) be the amplitude vector and the phase vector of the output signal \( u(n) \). \( A_u \) and \( \theta_u \) can be calculated explicitly using trigonometric formulas as follows:

\[
\begin{align*}
    A_u &= \{ A_{ui}(n+1) \}^T = \left\{ \sqrt{w_s^2(n) + w_c^2(n)} \right\}^T, \quad i = 0, 1, \ldots, N - 1. \\
    \theta_u &= \{ \theta_{ui}(n+1) \}^T = \left\{ \tan^{-1} \frac{w_{si}(n)}{w_{ci}(n)} \right\}^T
\end{align*}
\]  

(10)

where \( i \) denotes the \( i \)th frequency component as previously. From Equation (9), it can be found that the secondary path \( \delta(n) \) introduces different amplitude ratios and phase differences at different frequencies. It causes the sub-frequency components to converge at different rates in the NFXLMS algorithm. In order to accelerate and balance the convergence rates of all sub-frequency components, an amplitude compensation method that multiplies different rates in the NFXLMS algorithm. In order to accelerate and balance the convergence rates of all sub-frequency components, an amplitude compensation method that multiplies the reference signal pairs by the normalized maximal amplitude ratio has been used [28–31].

Define the amplitude of the secondary path at each frequency component as:

\[
p_s = \{ p_{si} \}^T = \{ |\hat{S}(j\Omega)| \}, \quad i = 0, 1, \ldots, N - 1.
\]  

(11)

where \( p_{si} \) is the amplitude response of the secondary path model \( \hat{S}(\Omega) \) at the normalized circular frequency \( \omega_{ci} \). Take the compensation matrix as:

\[
P_{s,\text{com}} = \text{diag}\left[ \max[p_s] \right] \frac{p_s}{p_s}
\]  

(12)

The compensated reference signal vectors are:

\[
r_{s,\text{com}}(n) = P_{s,\text{com}} r_s(n), \quad r_{c,\text{com}}(n) = P_{s,\text{com}} r_c(n)
\]  

(13)

Applying the compensated reference vectors to the NFXLMS algorithm, the two updated equations of the controller weight vectors change to the following form:

\[
\begin{align*}
    w_s(n+1) &= w_s(n) + 2\mu e(n) r_{s,\text{com}}(n) * \delta(n) \\
    w_c(n+1) &= w_c(n) + 2\mu e(n) r_{c,\text{com}}(n) * \delta(n)
\end{align*}
\]  

(14)

After compensating, the \( i \)th frequency component \( u_i(n+1) \) of the output signal \( u(n+1) \) and the \( i \)th element of the amplitude vector \( A_u \) and phase vector \( \theta_u \) can be calculated by the following equations, respectively:

\[
u_i(n+1) = r_{si,\text{com}}(n) w_{si}(n) + r_{ci,\text{com}}(n) w_{ci}(n)
\]  

(15)

\[
A_{ui}(n+1) = \sqrt{w_{si}^2(n) + w_{ci}^2(n)}, \quad \theta_{ui}(n+1) = \tan^{-1} \frac{w_{si}(n)}{w_{ci}(n)}
\]  

(16)

3.2. Applying the Modified Rescaling Algorithm

Since the amplitude vector \( A_u \) can be calculated analytically in the NFXLMS algorithm, it is convenient to apply the rescaling algorithm in order to apply the amplitude constraints to the target sub-frequency components. Here, the maximally allowed amplitude \( A_{ui,\text{max}} \)
rather than the maximally allowed value $u_{i,max}$, is chosen as the constraint of the $i$th frequency component. Define the output constraint vector:

$$A_{u,max} = \{A_{ui,max}\}_T, i = 0, 1, \cdots N - 1.$$  \hspace{1cm} (17)

where $A_{ui,max}$ is the $i$th amplitude constraint for the $i$th frequency component. Then, the implementation process of the modified rescaling algorithm can be described in the following steps:

1. Applying the compensated NFXLMS algorithm to produce the output signal component $u_i(n+1)$ and calculate amplitude $A_{ui,max}$ for all sub-frequencies by using Equations (15) and (16);

2. Comparing the amplitude vector $A_u$ with the output constraint vector $A_{u,max}$. If $A_{u_i}(n+1) > A_{ui,max}$ exists, then the $i$th output component $u_i(n+1)$ and the $i$th controller weight pairs $w_{si}(n+1)$ and $w_{ci}(n+1)$ are rescaled by the following equations:

$$u_i(n+1) = u_i(n+1)[A_{ui,max}/A_u(n+1)]$$

$$w_{si}(n+1) = w_{si}(n+1)[A_{ui,max}/A_u(n+1)]$$

$$w_{ci}(n+1) = w_{ci}(n+1)[A_{ui,max}/A_u(n+1)]$$  \hspace{1cm} (19)

3. Summing up all the output components, the output signal $u(n+1)$ after rescaling can be obtained as:

$$u(n+1) = \sum_{i=0}^{N-1} u_i(n+1)$$  \hspace{1cm} (20)

The modified rescaling algorithm retains the accuracy and flexibility of the original algorithm with new advantages. Constraints can be easily applied to the target sub-frequency components independently. The explicit amplitude constraint can also avoid potential clipping and improve the steady state of the output signal components at target frequencies. This means that less distortion and harmonics will be introduced into the control system.

3.3. Stability Analysis

Apparently, the proposed algorithm is the same as the NFXLMS algorithm before amplitude rescaling is triggered. When the amplitude rescaling of the $i$th frequency component is triggered, the $i$th output component $u_i(n+1)$ can easily be drawn, as follows according to Equations (15)–(17):

$$u_i(n+1) = A_{ui}(n+1) \sin[\omega_in + \theta_{ui}(n+1)][A_{ui,max}/A_{ui}(n+1)]$$

$$= A_{ui,max} \sin[\omega_in + \theta_{ui}(n+1)]$$  \hspace{1cm} (21)

Equation (21) shows that the amplitude $A_{ui}(n+1)$ will be restricted at the constraint $A_{ui,max}$ while the phase $\theta_{ui}(n+1)$ can still be tuned by the NFXLMS algorithm. According to Equation (10), the ratio part eliminates the rescaling factor $A_{ui,max}/A_u(n+1)$. This means that the phase-tuning process will not be affected by the rescaling algorithm and is the same as the compensated NFXLMS algorithm. Thus, the conditions that guarantee the stability of the compensated NFXLMS algorithm are sufficient conditions for the stability of the modified rescaling algorithm. The stability and robustness analysis of the related NFXLMS algorithm is fully studied and is outside the scope of this paper.

4. Simulation Study

4.1. Simulation Setup

A SDOF (single-degree of freedom) active vibration isolation platform model using an electromagnetic actuator has been chosen for the numerical simulation research [34–38]. The platform model is shown in Figure 3. $F_d$ is the disturbance force acting on the base. It is detected by the sensor as a vibration signal $x(n)$ and fed into the controller. $F_r$ and $F_c$
are the response force of $F_d$ and the control force generated by the AVC system. $e(n)$ is the residual vibration detected at the test point by an accelerometer sensor. The meanings and values of the rest parameters are illustrated in Table 1. The secondary path $S(s)$ from the drive signal $u(n)$ to the acceleration response at the test point on mass $m$ can be derived as Formula (22) [21]. Then, $S(s)$ is transformed into the Z-domain as $S(z)$ by using the zero-order hold method and a sample time of $T_s = 0.001$ s (or a sample frequency $f_s = 1000$ Hz), as shown in Formula (23). An FIR model $\hat{S}(z)$ with 128 taps has been estimated offline using the LMS system identification method with adaptation step size $\mu_d = 10^{-6}$ and a delay $\Delta = 1$ at sample frequency $f_{si} = 1000$ [20–22,38]. The bode diagrams of $S(z)$ and $\hat{S}(z)$ are shown in Figure 4. To simplify, the primary path $P(z)$ is set to 1 in the simulation. The adaption step size $\mu$ and vibration source $x(n)$ will be chosen according to different purposes.

$$S(s) = \frac{Bl s^2}{(ms^2 + cs + k)(Re + sLe) + (Bl)^2s}$$

(22)

$$S(z) = \frac{3.546z^2 - 7.183z + 3.637}{z^3 - 1.921z^2 + 0.9698z + 7.125 \times 10^{-20}}$$

(23)

![Figure 3. A SDOF active vibration isolation platform model based on an electromagnetic actuator.](image)

**Table 1. Parameters of the isolation platform for the simulation.**

| Parameter                | Symbol | Value     | Units |
|--------------------------|--------|-----------|-------|
| Proof mass               | $m$    | 0.1       | kg    |
| Stiffness                | $k$    | $5.0 \times 10^3$ | N/m   |
| Damping                  | $c$    | 2.5       |       |
| Transduction coefficient | $Bl$   | 1.5       | N/A   |
| Coil resistance          | $R_e$  | 4         | $\Omega$ |
| Coil inductance          | $L_e$  | $1.0 \times 10^{-5}$ | H     |
| Amplifier gain           | $K_g$  | 1         |       |
4.2. Case I: Simulation for Single-Frequency Vibration Control

A simulation for a single-frequency AVC with an output constraint has been accomplished at sample time $T_s = 0.001s$. The disturbance signal is chosen to be $5 \cdot \sin(2\pi \cdot 33 \cdot nT_s + 60) \, m/s^2$ with a white noise (RMS = 0.1 $m/s^2$). The simulation conditions are set as: (a) no control applied; (b) with constraint $A_{u,\text{max}} = 10 \, V$, with 10 V being far bigger than the value that rejects $e(n)$ to zero under the ideal conditions and representing no constraint here; (c) with constraint $A_{u,\text{max}} = 0.2 \, V$; and (d) with constraint $A_{u,\text{max}} = 0.1 \, V$, respectively. The adaption step size is set as $\mu = 10^{-6}$. The simulation results using the proposed algorithm are shown in Figures 5–7.

Figure 4. The bode diagram of the simulation models $S(z)$ and $\hat{S}(z)$.

Figure 5. The time-domain curve of the drive $u(n)$ under different conditions: (a) no control; (b) under the ideal conditions; (c) with a constraint $A_{u,\text{max}} = 0.2 \, V$; and (d) with a constraint $A_{u,\text{max}} = 0.1 \, V$.
Figure 6b depicts that the NFXLMS algorithm can reject the residual vibration also be seen in Figure 6. The spectrum of the residual vibration studied at sample time 4.3. Case II: Simulation for Multi-Frequency Constraints Control

Figure 7. The spectrum of the residual vibration \( e(n) \) under different conditions: (a) no control; (b) under the ideal conditions; (c) with a constraint \( A_{u,\text{max}} = 0.2 \) V; and (d) with a constraint \( A_{u,\text{max}} = 0.1 \) V.

Figure 5 shows the simulation results of the output signal \( u(n) \)'s time curve under different conditions: in Figure 5a no control is applied, which means \( u(n) = 0 \); in Figure 5b, the amplitude \( A_u(n) \) of the output signal \( u(n) \) grows to about 0.297 V under the ideal conditions via the NFXLMS algorithm; Figure 5b,c depicts that the amplitude \( A_u(n) \) of the output signal \( u(n) \) has been accurately restricted under the constraints \( A_{u,\text{max}} = [0.2, 0.1] \) V. The relative errors of the control result are 1.5% and 1.35%, respectively. Figure 6 shows the time curve of the residual vibration \( e(n) \) under different conditions. Figure 6b depicts that the NFXLMS algorithm can reject the residual vibration \( e(n) \) to almost zero under ideal conditions while the constraints can maintain \( e(n) \) at a certain level in Figure 6c,d. The smoothness of the proposed algorithm triggering process can also be seen in Figure 6. The spectrum of the residual vibration \( e(n) \) at a steady state is shown in Figure 7. Figure 7c,d depicts that no significant harmonics are introduced to the control system.
4.3. Case II: Simulation for Multi-Frequency Constraints Control

Then, a simulation for a multi-frequency AVC with an output constraint control is studied at sample time $T_s = 0.001\, \text{s}$. A disturbance signal that contains four frequency components has been chosen: $f_1 = 22\, \text{Hz}$, $f_2 = 31\, \text{Hz}$, $f_3 = 55\, \text{Hz}$, and $f_4 = 120\, \text{Hz}$. Their amplitude and initial phase are set as $[1, 5, 5, 5]$ (unit: $\text{m}/\text{s}^2$) and $[2f_1, 2f_2, 2f_3, 2f_4]$ (unit: degree), respectively. A white noise (RMS = 0.1 $\text{m}/\text{s}^2$) is added to the disturbance signal, as previously. The adaption step size is set to $\mu = 0.5 \times 10^{-5}$. The output constraint vector $A_{u, \text{max}}$ is set as $A_{u, \text{max}} = [10, 0.4, 0.2, 0]$ (unit: V). Thus, the goals of the simulation can be explained as: (a) rejecting the low-frequency component $f_1 = 15$ by setting the constraint $A_{u,1,\text{max}} = 10\, \text{V}$ (means no constraint applied to $f_1$); (b) supposing that $f_2 = 31\, \text{Hz}$ is a key frequency and allocating more of the actuator’s power at $f_2$ by setting $A_{u,2,\text{max}} = 0.4\, \text{V}$; (c) supposing that $f_3 = 55\, \text{Hz}$ has a small impact and allocating less power by setting $A_{u,3,\text{max}} = 0.2\, \text{V}$; (d) supposing that the frequency component $f_4 = 120\, \text{Hz}$ is not concerned and then leaving it alone by setting $A_{u,4,\text{max}} = 0$. To compare and illustrate the effect of compensations, the normal NFXLMS algorithm and the NFXLMS with compensation $P_{s,\text{com}}$ only are accomplished. The results are shown in Figures 8–11.

![Figure 8](image8.png)  
Figure 8. The time-domain curve of the residual vibration $e(n)$ using different variants of NFXLMS algorithms.

![Figure 9](image9.png)  
Figure 9. The time-domain curve of the output signal $u(n)$ using different variants of NFXLMS algorithms.
Figure 10. The convergence curve of each sub-frequency’s amplitude in vector $A_u$.

Figure 11. The spectrum of the residual vibration $e(n)$ after the AVC process at time intervals of [90s, 100s] using different variants of NFXLMS algorithms.

Figures 8 and 9 shows the time curves of the residual vibration $e(n)$ and output signal $u(n)$, respectively. The effect of the amplitude compensation is illustrated by comparing (b) with (c) in view of the control result and output in Figures 8 and 9. In Figures 8d and 9d, the proposed algorithm has kept the output signal $u(n)$ and residual vibration $e(n)$ to a certain level. Figure 10 shows the time curves of all the four sub-frequency component’s amplitudes. It can be found that four sub-frequency components achieved almost the same growth rate after compensating and that the constraints had been well implemented. Thus, the control goals according to $A_{u,max}$ have been achieved. Figure 11 shows the spectrum of the residual vibration $e(n)$ after the AVC process at 90~100 s. In Figure 11b, there are still two small-scale frequency components, $f_2 = 22$ Hz and $f_4 = 120$ Hz, that have not been
totally rejected due to the low convergence rate, while the NFXLMS with compensation has rejected all the frequencies to zero when compared with Figure 11c. In Figure 11d, almost no harmonics are introduced to the control system, as in the single frequency case.

5. Conclusions and Discussions

This paper proposed a modified rescaling algorithm to implement a frequency-selective output constraint control for active vibration control. It not only retains the features of accuracy and flexibility of the original rescaling algorithm but also has new advantages and features such as having less distortion and harmonics, being suited for individual sub-frequency components’ amplitude constraint and optimal control power allocating, etc. Thus, the proposed algorithm is very practical for AVC applications in order to improve safety and optimal control when the limits of actuators have to be taken into account. Simulations conducted with single-frequency and multi-frequency cases demonstrated its effectiveness, accuracy, and flexibility.

Although the algorithm presented in this paper is well studied, there are still some areas open to further research. There are some other projection algorithms such as the affine-scaling algorithm can be used to replace the rescaling method in order to accelerate the convergence rate. Correspondingly, in narrow-band vibration applications, those algorithms could be further studied. Furthermore, in some applications, it may be necessary to dynamically adjust the constraint values at some target frequencies rather than constant constraints. The impact of dynamic constraint values on the stability of the NFXLMS algorithm should be studied next.
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