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Abstract

Health and medical researchers often give clinical and policy recommendations to inform health practice and public health policy. However, no current health information system supports the direct retrieval of health advice. This study fills the gap by developing and validating an NLP-based prediction model for identifying health advice in research publications. We annotated a corpus of 6,000 sentences extracted from structured abstracts in PubMed publications as “strong advice”, “weak advice”, or “no advice”, and developed a BERT-based model that can predict, with a macro-averaged F1-score of 0.93, whether a sentence gives strong advice, weak advice, or not. The prediction model generalized well to sentences in both unstructured abstracts and discussion sections, where health advice normally appears. We also conducted a case study that applied this prediction model to retrieve specific health advice on COVID-19 treatments from LitCovid, a large COVID research literature portal, demonstrating the usefulness of retrieving health advice sentences as an advanced research literature navigation function for health researchers and the general public.

1 Introduction

Clinical practice and public health policies need to be guided by evidence presented in peer-reviewed medical literature, where researchers present their findings and discuss implications (Schaafsma et al., 2005). Sometimes, researchers would even give clinical and policy recommendations, defined as “health advice” in this study. However, whether to give health advice in medical research papers is a controversial issue. The opponents are concerned about the quality of health advice given in individual research papers in that a single paper lacks sufficient information for all evidence in real practice and there is limited manuscript space for full review of alternative choices (Cummings, 2007). For example, some medical experts warned that a large proportion of health advice inferred from over-interpreted observational results was not fully supported by the study presented (Wilson and Chestnutt, 2016; Banerjee and Prasad, 2020), although such health advice is frequently found in medical publications, even in highly influential journals (Prasad et al., 2013).

On the other hand, proponents of “actionable research” would like to encourage more efficient and effective transmission of science evidence into practice (Green et al., 2009). Giving health advice may also benefit the general public. Some journal editors suggested “keeping the needs of less scientifically inclined readers in mind” (Pless, 2007). After all, if researchers themselves do not discuss the practical value of their findings, press officers and journalists might misinterpret the results and give exaggerated health advice in press releases and news articles (Sumner et al., 2014; Haneef et al., 2015).

Both arguments for and against giving health advice in individual studies indicate a strong need for identifying and accessing health advice, for either practical use or quality evaluation purpose. However, navigating the large volume of medical literature is a daunting task (Straus and Haynes, 2009; Fry and Attawet, 2018), and outdated information system has been a barrier to accessing health advice (Green et al., 2009). The fast growth of medical and health literature further exacerbates the challenge (Williamson and Minter, 2019). For example, the most recent COVID-19 outbreak has brought an explosion of scientific papers about the disease. The strong need for understanding the fast-growing scientific evidence has led to the creation of specialized data hubs and search platforms (e.g. Chen et al., 2020; Wang et al., 2020; Hope et al., 2020). Nevertheless, they have not been able to provide functions to support the direct retrieval of health advice.
A new information service that allows for direct access to health advice would be able to reduce the information barrier. The core function would be a prediction model that can automatically identify health advice in science literature. However, past studies of health advice were limited to small-scale manual analyses (e.g. Prasad et al., 2013; Sumner et al., 2014; Wilson and Chestnutt, 2016), although they were instrumental in defining health advice semantically and establishing snapshot views based on small data sets. Due to the significant time and labor cost, machine learning and NLP-based methods are needed for fast and iterative analyses of health advice in a large volume of research publications, news articles, and online posts, not to mention tracking the diffusion of health advice across domains and over time. Recent advance in natural language processing has resulted in a body of research on information extraction from medical literature (e.g. Patel et al., 2018; Zhou and Li, 2020; Resnik et al., 2020), however, automated detection of health advice has not been well explored.

This study aims to develop a computational approach to automatically detect and categorize health advice. We developed and validated an NLP-based prediction model to automatically find health advice in PubMed literature. A total of 6,000 sentences were extracted from research papers, manually annotated, and then used to fine-tune a BERT-based prediction model to predict whether a sentence contains “strong advice”, “weak advice”, or “no advice”. To demonstrate the potential use scenario of the prediction model, this model was then applied to retrieving health advice regarding the use of Hydroxychloroquine (HCQ) as a treatment option from LitCovid, a large COVID research literature database curated by NIH. HCQ was considered a promising treatment option at the beginning of COVID but was found to be ineffective in later clinical trials. More specifically, we seek empirical answers to the following research questions: 1) to what extent can NLP models identify health advice in medical research literature? 2) what health advice has been made regarding the use of HCQ for COVID-19 treatment?

2 Related Work

2.1 Definition of Health Advice

Our task of detecting health advice consists of identifying statements that give advice and categorize advice by its level of commitment. From the language perspective, advice is a form of imperative utterance that can convey a speaker’s wishes or suggestions of an action (Condoravdi and Lauer, 2012). Imperative language is also considered as part of an illocutionary act which is one of the essential units of human linguistic communication (Austin, 1975; Searle, 1976). Level of commitment indicates how strong the advice is. It is normally realized by language indicators, such as hedges (Lakoff, 1972; Myers, 1989; Hyland, 1998a,b), modalities (Hyland, 1994, 1995, 1996), and evidentials (Anderson, 1986; Mushin, 2001).

Prasad et al. (2013) defined health advice as recommendations related to any activities that might be performed by members of a health care team. They gave binary labels to research articles as either providing health advice or not. Read et al. (2016) annotated recommendations in clinical practice guidelines based on their strength. They categorized advice into “strong”, “moderate”, and “weak” to indicate its importance and level of confidence of the advice giver. Sumner et al. (2014) annotated health advice at sentence level, and further distinguished health advice as either “explicit” or “implicit” type. “Explicit advice” is linguistically characterized by a direct recommendation for changes. In comparison, “implicit advice” hints for changes without a direct recommendation, and thus may use different linguistic cues. Furthermore, “explicit advice” indicates a higher level of commitment than “implicit advice” since straightforward recommendations are made for behavioral change.

Despite the different naming conventions, the concept of “explicit/implicit” advice seems to be well aligned with the “strong/weak” classification, with both distinguishing the levels of commitment. In fact, Sumner et al. (2014) defined a piece of “exaggerated health advice” if an original research paper expressed it as implicit, but a news article paraphrased it as explicit.

Drawing on the past research, we categorized sentences as “no advice”, “weak advice”, or “strong advice” to capture both advice occurrence and level of commitment.

2.2 Suggestion Mining in the NLP Field

The task of identifying health advice is closely related to the NLP problem of suggestion mining. Prior studies defined suggestion mining as a sentence-level classification task with the purpose to detect wishes, advice, or recommendations
from opinionated text (e.g. Goldberg et al., 2009; Ramanand et al., 2010; Brun and Hagege, 2013; Negi, 2016; Negi et al., 2019). To this end, different kinds of opinionated text such as customer reviews (e.g. Goldberg et al., 2009; Ramanand et al., 2010; Brun and Hagege, 2013; Negi, 2016; Negi et al., 2019), discussion forum posts (Goldberg et al., 2009; Wicaksono and Myaeng, 2012, 2013), and tweets (Dong et al., 2013) were built to train computational models. To date, available datasets are mostly for online customer reviews and social media posts. Corpora on advice in scientific literature are lacking, especially in the health domain.

To automatically extract suggestions, both rule-based and machine learning approaches were proposed. Earlier work of suggestion mining applied a rule-based approach to identify sentences with suggestions. This type of studies often applied domain-specific and hand-craft linguistic rules to extract advice-related statements (e.g. Ramanand et al., 2010; Brun and Hagege, 2013). Meanwhile, machine learning approaches such as CRF (Wicaksono and Myaeng, 2013), Factorization Machines (Dong et al., 2013), and SVMs (Negi and Buitlelaar, 2015) were utilized and compared to identify suggestions.

Recently, deep learning approaches were also used to identify sentences with suggestions. For example, in the suggestion mining task of SemEval-2019 (Negi et al., 2019), CNN-based (e.g. Park et al., 2019; Yue et al., 2019) and LSTM-based models (Cabanski, 2019) were developed to extract suggestions in online reviews and forums. Additionally, pre-trained language models such as BERT (Devlin et al., 2019) were used to detect suggestions (e.g. Liu et al., 2019; Park et al., 2019).

Overall suggestion mining still remains an emerging research area in comparison to other NLP tasks. Health advice has not been computationally modeled as a language construct. Therefore, more work is needed to examine the feasibility of applying NLP techniques to detect health advice in science communication. In this work, we investigated both traditional and deep learning methods for predicting health advice with a new, human-annotated corpus.

3 Corpus Construction

We chose PubMed as the data source, since PubMed is the largest health literature database. Besides abstracts, it provides rich metadata that can help select research papers with different types of study designs. PubMed Central, an open-access subset of PubMed, provides full text content of a portion of PubMed-indexed publications.

The Evidence-Based Medicine (EBM) Pyramid specifies that different study designs lead to different levels of evidence toward medical decision making (Murad et al., 2016). To ensure our health advice prediction model is effective in identifying health advice across study designs, we sampled research papers from both randomized controlled trials (RCTs) and observational studies by the MeSH terms in PubMed. An RCT would randomly assign individuals into experiment and control groups in order to compare the effect of treatments or interventions (Kabisch et al., 2011). In an observational study, individuals are observed or certain outcomes are measured; however, no interventions and treatments are carried out by researchers to affect the outcome (Mann, 2003). Observational studies are widely applied in fields of epidemiology, social sciences, and psychology, when RCTs are not always possible or ethical to conduct (Song and Chung, 2010). Within the observational studies, we further sampled from four common subtypes, namely cross-sectional, case-control, retrospective, and prospective studies, in increasing order of evidence strength.

Health advice normally appears in either abstracts or conclusion/discussion sections. Since sentences containing health advice account for a very small portion of all sentences, to avoid annotating a large number of non-advice sentences, we annotated a sample of sentences from the conclusion subsections in structured abstracts. Note that the abstracts in PubMed are either “unstructured” or “structured”. An “IMRaD” structured abstract consists of several subsections: introduction/background, method, result, and conclusion/discussion. In fact structured abstracts have now become the predominant mode of abstracts in major medical journals (Nakayama et al., 2005). The conclusion/discussion subsection is usually a few sentences long, and thus is the most balanced source for both health advice and non-advice sentences.

In the end, a total of 6,000 sentences were sampled from conclusion/discussion subsections, including 3,000 from observational studies and 3,000 from RCTs. Based on the three-category coding schema, each sentence was assigned to one of the
| Label       | Description                                                                 | Example Sentence                                                                                                                                 |
|-------------|-----------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------------|
| Strong Advice | The statement makes a straightforward recommendation for health-related behavior and practice. The recommendation could lead to actionable practice and policy changes. It can target patients, health and medical professionals or the public. | 1. Nurses should assess patient decision-making styles to ensure maximum patient involvement in the decision-making process based on personal desires regardless of age. (PMID: 26679453)  
2. A carefully integrated diabetic retinopathy screening service is needed, particularly in remote areas, to improve adherence rates. (PMID: 28490306) |
| Weak Advice  | The statement hints that either behavior or health-related practice needs changing. Or the statement suggests that there are certain options and alternative approaches for the existing clinical and medical practice. | 3. Adolescents with high risk factors, especially those with menstrual disorders and hyperandrogenism, may need careful clinical screening. (PMID: 23089573)  
4. A TyG threshold of 8.5 was highly sensitive for detecting NAFLD subjects and may be suitable as a diagnostic criterion for NAFLD in Chinese adults. (PMID: 28103934) |
| No Advice    | The statement just describes study background, results, findings, limitations or suggestions for future studies etc., and there is no suggestion for behavioral or clinical practice. | 5. Former smokers are at risk for hypertension, probably because of the higher prevalence of overweight and obese subjects in this group. (PMID: 11821702)  
6. The results of the study show that in the course of HIV infection overweight/obesity affected men and women admitted with normal weight, although a greater proportion of women progressed to obesity. (PMID: 20694301) |

Table 1: Health advice annotation schema and sentence examples.

Later in this paper we will demonstrate that a prediction model based on this annotated dataset is generalizable to distinguishing advice and non-advice sentences in unstructured abstracts and discussion sections. For this evaluation we further annotated all sentences in 100 unstructured abstracts and 100 discussion sections, which will be described in the model evaluation section.

To test the validity of the proposed schema, a sample of 100 sentences were randomly selected for inter-coder agreement evaluation. Two annotators each labelled the 100 sentences and highlighted the linguistic cues for health advice. The overall Cohen’s Kappa agreement (Cohen, 1960) was 0.86, indicating a near-perfect inter-coder agreement (McHugh, 2012). Disagreed cases were later resolved by the two annotators through discussion.

Three annotators with academic backgrounds in clinical psychology, linguistics, and information science were then trained to annotate the entire training corpus. All ambiguous cases were highlighted during the annotation and brought to all team members for group discussion to reach an agreement on the annotations.

In most cases, an advice sentence has one advice type only. Occasionally, a sentence includes both “weak advice” and “strong advice”. We treated such cases as mixed examples and excluded them from the training corpus. The final corpus includes 5,982 sentences. Since the majority of conclusion sentences do not contain advice, the category distribution in Table 2 shows a skewed distribution with “no advice” as the largest category.

4 Prediction Model Development and Evaluation

Similar to tasks in suggestion mining, we framed automated detection of health advice as a sentence-level text classification task. We trained and evaluated three machine learning approaches: Linear SVM, BERT (Devlin et al., 2019), and BioBERT (Lee et al., 2020) to identify sentences containing health advice.

4.1 Prediction Model

LinearSVM: We chose the SVM algorithm with different vectorization methods to train the advice-type classifier using the Scikit-learn Python package (Pedregosa et al., 2011). The penalty value C in LinearSVM was set to 1. A comparison of different word vector representation methods showed that the tf-idf vectorization performed similarly to the count vectorization, and adding bigrams also improved the SVM model’s performance.

BERT: BERT is a recent method for pre-training language representations, and it has achieved state-of-the-art results in a number of NLP tasks (Devlin et al., 2019; Fan et al., 2020). As for suggestion mining, the BERT-based model also outperformed
| Advice Type | Precision | Recall | F1  | Macro Avg
|------------|-----------|--------|-----|---------|
| SVM        | None      | 0.868  | 0.927 | 0.897  |
|            | Weak      | 0.845  | 0.771 | 0.806  |
|            | Strong    | 0.852  | 0.748 | 0.797  |
|            | **macro avg** | 0.855  | 0.815 | 0.833  |
| BERT       | None      | 0.949  | 0.943 | 0.946  |
|            | Weak      | 0.890  | 0.904 | 0.897  |
|            | Strong    | 0.910  | 0.912 | 0.911  |
|            | **macro avg** | 0.917  | 0.920 | 0.918  |
| BioBERT    | None      | 0.963  | 0.951 | 0.957  |
|            | Weak      | 0.908  | 0.922 | 0.915  |
|            | Strong    | 0.917  | 0.941 | 0.928  |
|            | **macro avg** | 0.929  | 0.938 | 0.933  |

Table 3: Model performance of detecting different types of health advice.

A further examination of these errors showed that some “no advice” sentences contained confounding cues like “the importance of” or “is suitable for” which provide implications for further study but not health behavior changes (see example 1). Sometimes a “no advice” sentence would use common advice cues such as “usefulness” and “applications” to describe study limitations instead of weak advice (see example 2), or the statement gives a vague recommendation without specifying the actions that should be taken (see example 3).

There was also some confusion between “no advice” and “strong advice”. Some “no advice” sentences would use strong advice cues (e.g., “is necessary”) or modal verbs (e.g., “should be”) to describe research background or implications for follow-up studies (see examples 4 and 5), and thus confuse the prediction model.

Examples of prediction errors:

1. “Therefore, this FFQ is suitable for the investigation of nutrient-disease associations in future.”
2. “Its usefulness for this application is questionable.”
3. “Our findings could inform health policy, guide prevention strategies, and justify the design and implementation of targeted interventions.”
4. “Knowledge of molecular factors is necessary.”

5. “Further investigations should address the rationale for the early detection and control of glucose fluctuation in the era of universal statin use for CAD patients.”

4.4 Extending Prediction Model to Unstructured Abstracts and Discussion Sections

We trained the BERT-based model using sentences extracted from conclusion subsections of structured abstracts. However, unstructured abstracts and full-text content, especially the discussion and conclusion sections, may also include health advice. To evaluate the models’ generalizability to sentences in unstructured abstracts and full-text content, we randomly sampled 100 research papers that have unstructured abstracts and full-text access in PubMed Central (20 from each type of the five study designs). A total of 934 sentences from the abstracts and 3,932 sentences from the discussion/conclusion sections—which will be referred to as discussion sections for brevity—were manually annotated as “strong advice”, “weak advice”, or “no advice”.

Directly applying the BioBERT prediction model. We applied BioBERT, the best-performing model, to detect health advice in each of the above sentences. The result is presented in Tables 5 and 6. The result shows lower precision scores in both unstructured abstracts and discussion sections, but the recalls are comparable to that in structured abstracts (the training corpus). This means the prediction model is equally effective at retrieving health advice in unstructured abstracts and discussion sections, but more non-advice sentences were included in the result as “false positive” predictions.

Error analysis shows that the false positive predictions were mainly caused by non-advice sentences that describe study background, motivation and prior study implications. These non-advice sentences are highly similar to advice sentences linguistically. This error pattern is actually the same as the errors in the training data. The main reason for the increased error rate is that these confusing sentences appear more often in unstructured abstracts and discussion sections. The human annotations of this sample showed that “no advice” accounted for 95.3% of the 934 unstructured abstract sentences and 92.4% of the 3,932 discussion sentences, compared to 59.8% for the conclusion subsections in structured abstracts.

Improving performance on unstructured abstracts. For unstructured abstracts, since health advice only occurs after a result description, which is near the end, a simple improvement is to assume all sentences in the first half are non-advice. Using this location-based filtering technique, the prediction model’s precision improves to 0.900 (Table 5), comparable to that in the training data.

Improving performance on discussion sections with data and feature augmentation. Compared to that in unstructured abstracts, the distribution of health advice in discussion sections is more varied. As Fig. 1 shows, although health advice, especially strong advice, tends to occur in the second half of discussion sections, 29.3% of 297 advice sentences occurs in the first half, indicating that even an op-

Table 4: Performance of BioBERT on each study design (macro-F1).

| RCTs | Cross-Sectional | Case-Control | Retrospective | Prospective | macro avg |
|------|-----------------|--------------|--------------|-------------|-----------|
| None | 0.919           | 0.971        | 0.983        | 0.973       | 0.966     | 0.957     |
| Weak | 0.924           | 0.842        | 0.922        | 0.905       | 0.885     | 0.915     |
| Strong | 0.934       | 0.937        | 0.925        | 0.927       | 0.868     | 0.928     |
| macro avg | 0.926 | 0.917 | 0.943 | 0.935 | 0.907 | 0.933 |

Table 5: Performance improves on the unstructured abstracts when we apply a simple filtering rule to post-process prediction results.

| Advice | Precision | Recall | F1  | Cases |
|--------|-----------|--------|-----|-------|
| None   | 0.998     | 0.962  | 0.979 | 890   |
| Weak   | 0.519     | 0.964  | 0.675 | 28    |
| Strong | 0.625     | 0.938  | 0.750 | 16    |
| macro avg | 0.714 | 0.955 | 0.801 | 934   |

| Advice | Precision | Recall | F1  |
|--------|-----------|--------|-----|
| None   | 0.997     | 0.990  | 0.993 |
| Weak   | 0.765     | 0.929  | 0.839 |
| Strong | 0.938     | 0.938  | 0.938 |
| macro avg | 0.900 | 0.952 | 0.923 |
timal location filter would miss nearly a third of health advice sentences.

To improve the BioBERT model’s precision performance on the discussion sections, we proposed to use two techniques: (1) augment the training data, and (2) add language-style features.

First, augment the training data. Since we have annotated 3,932 discussion sentences—a considerable number of annotations, we can further fine-tune the BioBERT prediction model by utilizing them. Specifically, for each fold in the 5-fold cross-validation evaluation, we added 80% of discussion sentences to the original 6,000 training sentences, and then test the newly fine-tuned model performance on the remaining 20%

Second, add language-style features. We observed that our model has not captured certain language-style markers that can effectively distinguish advice and non-advice sentences in discussion sections. One most common language-style marker is whether a sentence uses past tense. Advice sentences do not use past tense because of its imperative mood. In comparison, the following non-advice sentence used past tense, despite using advice-like cues “to ensure”: “We took great care to ensure adequate training of the neuropsychological evaluators at each site, and we monitored quality of test administration, scoring, and data entry on an ongoing basis.”

Another common marker is whether a sentence cites other studies. Advice-like sentences that contain citations are often citing advice from other studies, while our goal is to identify advice given by the authors in the current study rather than advice given in prior studies. For example, “NMDA receptor antagonists such as ketamine or magnesium have been suggested for postoperative pain management [22,23].”

| Discussion Sections |
|---------------------|
| **Directly applying the fine-tuned BioBERT model** |
| Advice | Precision | Recall | F1 | Cases |
| None | 0.997 | 0.950 | 0.973 | 3635 |
| Weak | 0.537 | 0.988 | 0.696 | 162 |
| Strong | 0.696 | 0.881 | 0.778 | 135 |
| macro avg | 0.743 | 0.940 | 0.815 | 3932 |

| After fine-tuning models with data and feature augmentation |
|---------------------|
| **Advice Precision Recall F1** |
| Data | 0.991 | 0.977 | 0.984 |
| augmentation | 0.708 | 0.883 | 0.786 |
| only | 0.793 | 0.852 | 0.821 |
| macro avg | 0.831 | 0.904 | 0.864 |
| + Data source | 0.987 | 0.987 | 0.987 |
| + Has citation | 0.781 | 0.815 | 0.798 |
| Strong | 0.875 | 0.830 | 0.852 |
| macro avg | 0.881 | 0.877 | 0.879 |
| + Data source | 0.989 | 0.986 | 0.988 |
| + Has citation | 0.806 | 0.846 | 0.825 |
| Strong | 0.833 | 0.852 | 0.842 |
| macro avg | 0.876 | 0.895 | 0.885 |
| + Data source | 0.991 | 0.990 | 0.990 |
| + Has citation | 0.827 | 0.883 | 0.854 |
| + Past tense | 0.892 | 0.859 | 0.875 |
| macro avg | 0.903 | 0.911 | 0.907 |

Table 6: Performance improves on the discussion sections when we fine-tune BioBERT models with data and feature augmentation.

To add the language-style markers into our model, we augmented the BERT input (a single sentence) with three “binary” features: (1) data source: whether a sentence is from a structured abstract or a discussion section, (2) citation: whether a sentence contains a citation, and (3) past tense: whether a sentence uses past tense.

When integrating the above features into BERT models, we used the special BERT mark [SEP] to concatenate the features with the original sentence, in the following form:

```
data source [SEP] citation [SEP] past tense [SEP] sentence
```

For example, a sentence from a discussion section that uses past tense but does not cite other studies will be represented as:

```
discussion [SEP] No [SEP] Yes [SEP] sentence
```

All sentences from structured abstracts are represented as:

```
structured abstract [SEP] [SEP] [SEP] sentence
```

With the above setting, we then ran a 5-fold cross-validation evaluation on the new method with augmented training data and added language-style features. The result in Table 6 shows that the augmented training data resulted in a significant im-

Figure 1: Distribution of health advice in discussion sections (calculated by number of sentences).
Improvement in macro-F1 score, from 0.815 to 0.864. The added language-style features further improved the F1 score to 0.907.

5 Identifying Health Advice on COVID-19 Treatment: A Case Study on Hydroxychloroquine (HCQ)

In this section we apply the health advice prediction model to research articles in the LitCovid corpus, in order to find health advice on specific treatment options for COVID-19. This is a case study to demonstrate the model’s usefulness for retrieving health advice for a specific medical topic, especially when used in combination with existing health information services like LitCovid.

LitCovid is a corpus curated by NIH that includes all COVID-19 related research publications in PubMed. LitCovid has organized the research papers by topics, such as “transmission”, “diagnosis”, “prevention”, and “treatment”. LitCovid further tagged all chemicals that were studied, and assigned normalized terms for chemicals with multiple names, such as the MeSH Unique ID D006886 for “Hydroxychloroquine” and its 40+ alternative names like “HCQ” and “(hydroxy)chloroquine sulfate”. We downloaded the LitCovid corpus on 04/30/2021 that includes 126,000 research papers. Using the MeSH ID of HCQ, we retrieved 3,400 HCQ-related papers with 10,000 sentences tagged with HCQ in abstracts and discussion sections.

These sentences were then sent to our prediction model to identify HCQ-related health advice. In the prediction result we found 605 strong advice sentences and 815 weak ones. The advice ranges from recommendation to use (see example 1 below), advice on doses and usage (example 2), cautions and warnings on treating patients with certain conditions (example 3), and objection to use (example 4).

Examples of health advice regarding HCQ:
1. “We therefore recommend that COVID-19 patients be treated with hydroxychloroquine and azithromycin to cure their infection and to limit the transmission of the virus to other people in order to curb the spread of COVID-19 in the world.”
2. “In order to meet predefined HCQ exposure target, HCQ dose may need to be reduced in young children, elderly subjects with organ impairment and/or coadministration with a strong CYP2C8/CYP2D6/CYP3A4 inhibitor, and be increased in pregnant women.”
3. “Additionally, hypoglycemia must be looked for in patients with diabetes especially with concurrent use of chloroquine/HCQ and lopinavir/ritonavir.”
4. “Taken together, HCQ should not be used in prophylaxis against COVID-19.”

Summarizing the health advice by opinions and themes is beyond the scope of this study. However it indicates a future direction to build advanced information navigation tools to better assist researchers in retrieving key information from a large volume of literature, especially during public health crises like COVID, when literature is fast growing, evidence might be conflicting, and actionable health advice is much needed. For example, when more metadata like publication dates and study designs are available, health advice could be sorted by chronological order and the strength of study designs, to illustrate when a new piece of advice is given and how reliable it is. The above example 1 was given by Gautret et al. (2020), a widely cited and reported study for using HCQ in treatment of COVID-19. The study was also criticized for lack of randomization in the study design. Other NLP tools such as claim and stance classification (e.g. Walker et al., 2012; Ferreira and Vlachos, 2016; Li et al., 2017; Yu et al., 2019; Kilicoglu et al., 2019) may further aggregate the health advice by supporting HCQ use or not. None of these functions are available in current health information services like LitCovid, but could be built based on our health advice detection model and thus benefit health researchers and practitioners in the future.

6 Conclusion

In this study, we developed a high-performing NLP model that can detect weak and strong health advice from abstracts and discussion sections in medical research publications. We further developed a case study, in which we applied this model to retrieve health advice regarding the use of HCQ for COVID-19 treatment from the LitCovid data hub. The case study demonstrated that this health advice prediction model can be combined with existing health information service systems to provide more convenient navigation of a large volume of health literature. If further combined with other NLP tools, such as claim and stance classification,
the health advice service would be able to compare and summarize the evidence strength of recommendations for or against certain policies or treatments. The prediction model may be further extended to detect exaggerated health advice in science communication by comparing advice given in research papers against its counterparts in press releases, news articles, and social media posts (Yu et al., 2020). In future work, we will extend health advice identification to news and social media.

Our annotated corpus and code are available at https://github.com/junwang4/detecting-health-advice.

7 Ethics Statement

We would like to address the following ethics issues relevant to this study.

• This NLP model is designed to identify sentences that provide health advice in medical literature. However, this model cannot verify whether a piece of health advice is valid or not.

• As discussed in the introduction section and the case study in Section 5, health advice given by individual research papers may lack sufficient evidence or be outdated, and thus requires further verification by health professionals before being recommended for clinical use.

• Researchers often write for professional audiences, and thus may have provided health advice intended for health professionals instead of the general public. Furthermore, the interpretation of health advice may also require more context than a sentence alone. Therefore, average users are urged to discuss with their doctors whether to follow a piece of health advice found by this NLP model.

• For the same reason, when incorporating this NLP model in real-world applications, the application developers should provide a function to flag or remove inaccurate or outdated health advice upon requests from authors and health experts.

• Although this NLP model achieves a high prediction accuracy, false positive and false negative predictions may still occur. While the false positive predictions (non-advice sentences in the result) may just be a nuisance, the false negative predictions (missed health advice) may cause misunderstandings if the model is used for the purpose of retrieving all health advice. Users should be trained to understand that the model does not provide a perfect recall.
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