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Abstract: Local path planning is a key task for the motion planners of autonomous vehicles since it commands the vehicle across its environment while avoiding any obstacles. To perform this task, the local path planner generates a trajectory and a velocity profile, which are then sent to the vehicle’s actuators. This paper proposes a new local path planner for autonomous vehicles based on the Attractor Dynamic Approach (ADA), which was inspired by the behavior of movement of living beings, along with an algorithm that takes into account four acceleration policies, the ST dynamic vehicle model, and several constraints regarding the comfort and security. The original functions that define the ADA were modified in order to adapt it to the non-holonomic vehicle’s constraints and to improve its response when an impact scenario is detected. The present approach is validated in a well-known simulator for autonomous vehicles under three representative cases of study where the vehicle was capable of generating local paths that ensure the security of the vehicle in such cases. The results show that the approach proposed in this paper is a promising tool for the local path planning of autonomous vehicles since it is able to generate trajectories that are both safe and efficient.
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1. Introduction

Autonomous vehicles, both non-electrical and electrical, have the potential to change all mobility paradigms, improving safety, optimizing arrival, destination time, energy consumption, to name just a few improvements [1]. For those reasons, in the last decade, the different topics related to create fully autonomous vehicles were developed with impetus by several universities and automotive companies. The development of an autonomous vehicle can be divided into layers, mainly in three vast areas: state estimation and localization, visual perception, and motion planning [2]. All these areas have their challenges, with non-trivial tasks.

For instance, state estimation and localization generally are treated as two complementary sections. State estimation refers to the vehicle’s body dynamic state estimation and tire-road interaction estimation. Indeed, the vehicle dynamic state estimation, which can be further split into kinematics-based methods and dynamics-oriented approaches. In contrast localization is an approximation of the vehicle’s position for a given situation. Interested readers on those topics are referred to [3–5] and the references therein. On the other hand, visual perception covers aspects related with the driving surroundings, comprising the available driving areas and neighboring obstacles’ positions, speeds, and even prediction of their upcoming situations. The interested reader on those topics can review [6–9] and the references therein.
This manuscript is focused on motion planning (MP). The MP is the set of instructions that consider the state of the ego-vehicle (velocity, inclination, geo-reference, among others), the vehicle’s surrounding environment (e.g., dynamic, and static obstacles, drivable spaces), traffic rules, and allowed maneuvers, to generate a collision-free trajectory and a velocity profile that must be followed by the autonomous vehicle. The MP can be divided into four hierarchical tasks [10,11], each one assigned as follows: (I) mission planner or global path planning, (II) behavioral planner, (III) local path planning, and (IV) local feedback control.

Mission planner or global path planning refers to the step of achieving the most excellent path or at least an allowable estimation to it. Generally, the best path means to achieve an optimal one, in the sense that the resulting path arises from reaching one or more desired objective for instance, a path to achieve the least amount of time, the less dangerous maneuver, etc. On the other hand, behavioral planner can be understood as the device that perform knowledgeable choices depending on the real-time perception feedback and the calculated recommended path.

In contrast, local feedback control includes the overall actuator servos for the different autonomous vehicle subsystems (steering, brakes, engine, among others). The interested reader on those topics can review [12–19] and the references therein. This manuscript is focused on the MP’s local path planning.

This paper proposes a new way to plan the local path based on an approach that emulates the natural biological behavior of movement, called the Attractor Dynamic Approach (ADA) [20]. Originally, the ADA was proposed in the field of mobile robotics, and it was successfully implemented in such area. Due to its performance, it is an approach that may be scaled for the field of intelligent vehicles. However, there are some issues that must be overcome to successfully implemented it on autonomous vehicles. One of the more important drawbacks that the original ADA presents is certain instability when there are a high number of obstacles nearby; however, in a driving vehicle’s scenario, it is rare that there are only a few obstacles in the environment. Furthermore, its mathematical functions are set in a way that the mobile robot converges to a single fixed point whereas an intelligent vehicle needs to converge to a preset global path, plus satisfying safety restrictions and non-holonomic ones. Finally, the classic ADA presents an uncertain behavior when an obstacle is placed in front of the robot which is the election of what side the robot should choose to avoid such an obstacle. Thus, this paper proposes an algorithm for local path planning that overcomes those issues.

2. Literature Review

The local path planning seeks to construct a local trajectory or path that considers the two first layers of an MP, besides the obstacles and drivable zones. Naturally, the dynamics of the vehicle is considered to generate feasible paths, and not just feasible, but comfortable ones for human use. Currently, several approaches to generate a local path are reported in the literature [21]. Those can be classified into the following categories [22].

- Space configuration. These algorithms seek to decompose the surrounded space of the vehicle into cells, for each collision-free cell a candidate solution is applied, such as lattices, Voronoi diagrams, or sampling points, to mention a few. The main purpose of them is to find the correct configuration of connected cells to reach a local way-point avoiding collision. This category of algorithms has the advantage that they are fast; however, in many cases, the given solutions are not dynamically feasible for the vehicle. Additionally, the obstacles and the state of the ego-vehicle have a great influence on how to decompose the space [23–25].

- Path-finders. They are based on the search of a path between two nodes inside a graph. The main task is to build a graph and to find the best path in terms of at least one cost function such as distance or traveled time. There are three main algorithms into the state-of-art: A*, Dijkstra, and Rapidly Random Tree (RRT) algorithms. The first two are used mainly when the environment is previously known while the RRT-based algorithms are used in unknown environments. As well as the space configuration
algorithms, one of the main drawbacks is that the given solutions may not be feasible for the vehicle [26–28].

- Attractive and repulsive forces. They are based on the creation of artificial forces that lead the vehicle to the desired target and deviates from obstacles or interest areas. The sum of forces results in the new state of the vehicle’s motion. There are some drawbacks of these algorithms, for instance, while a search for a solution is performed, the algorithm can be stuck into local minima or the generated solution may be unstable for the vehicle [29].

- Curves. They are based mainly on parametric or/and semi-parametric curves. According to the state of the vehicle and the driveway ahead, a set of curves are generated according to a specific mathematical form such as clothoid, bezier curves, and splines, among others. Inside this category, there are mainly two approaches for the implementation of these algorithms: point-free scheme and point-to-point scheme. In the first one, the curves are generated to let the vehicle follow a feasible kinematic/dynamic trajectory with a given legal maneuver, whereas in the point-to-point scheme the curves are used to adjust the trajectory between two waypoints. Limitations of these techniques belongs to the generated curves, which are candidates to represent a local path for the vehicle. In other words, each one must be analyzed to ensure a kinematic/dynamic feasibility and free collision path [30,31]. As a result, the practical implementation of the resulting local path in real-time digital processors is a challenge.

- Artificial intelligence schemes. They are a set of algorithms that solves the problem with a certain level of human reasoning. There are several techniques used to solve the problem of local path planning, for instance, fuzzy logic, artificial neural networks, swarm intelligence, or genetic algorithms [32,33]. The main advantage of those schemes is that accurate mathematical models are not needed for their design stage. For instance, fuzzy logic (FL) depends on the designer’s know-how, and its design stages are divided on: fuzzification, interpretation or inference and defuzzification. Differing this straightforward route, the FL’s complication differs between the number and type of rules, the defuzzification algorithm, and the amount and variety of the membership functions. Indeed, those can be as uncomplicated or difficult as the designer’s abilities. More details of artificial intelligent schemes applied on local path development of autonomous vehicles can be found in [34,35] and the references therein. Unfortunately, the implementation of these artificial intelligence techniques into real time processors is still bulky and complicated.

To overcome limitations of the previous local path techniques, several of these approaches are combined. For instance, the Probabilistic Road-map Algorithm, which is a space configuration algorithm, has been accompanied by numerical optimization techniques [36]. Many curves’ algorithms are implemented along an optimizer to guarantee a feasible trajectory, such optimizers consider objective functions that use different criterion such as minimum distance, arrival time, or energy, and they usually have constraints regarding the vehicle dynamics [18,37,38]. Inside the attractive and repulsive forces algorithm, there is the Artificial Potential Field algorithm (APF) that has been used to achieve a better representation of a driven corridor used to command the steering angle thorough it [39]. Furthermore, an APF combined with an MPC scheme to generate a feasible trajectory is reported [40,41]: in a similar way, exponential functions for the road, and parabolic functions for obstacles are defined. On the other hand, in [42] the form of fields for the road is the sum of differences between the position and speed of the ego-vehicle to the position and velocity target, whereas the field for obstacles is a fractional potential field, and it used with a genetic algorithm. However, as we increase the number of layer or its’ combination inside a MP, with the main aim to create achievable and pleasant paths for the end user, the resulting algorithms usually becomes complex and cumbersome.

As it can be noticed from previous paragraph, and to the best of the authors’ knowledge, the development of high-performance local path planning is still incipient. Therefore, with the main aim to develop a feasible, simple, and safe local proposal. In this
A manuscript, a new local path planner inspired on Attractor Dynamic Approach (ADA) [20] for autonomous vehicles is proposed. ADA emulates the natural biological behavior of movement, as a result the proposed system guarantees a free-obstacle local path along a reference global one given by a mission planner.

ADA was originally proposed by G. Schöner in the early nineties [43] and it was based on the action-perception behavior of living beings. The algorithm was successfully used in the field of mobile robotics [44–46] and subsequently, it was used to imitate the natural walking behavior of humans [47]. It could be said that ADA belongs to the attractive and repulsive forces algorithm, due the algorithm defines two mathematical objects that attract to a target point and another that repels from obstacles. However, it may have some advantages over traditional APFs algorithms, the most well-known algorithm of this kind. For instance, ADA lacks local minima [48]. Thus, the following contributions to the state of the art are hereby emphasized:

• A novel MP’s local path planning for autonomous vehicles, based on attractor and repellor, called Vehicle Attractor Dynamic Approach (VADA) is reported in this manuscript. The proposal guarantees a free-obstacle local path along a reference global one given by a mission planner.

• To represent the load transfer forces generated by the longitudinal acceleration and the effect in the cornering stiffness of the friction coefficient, in this work the Single-Track Model is used. It is necessary to mention that, and with the main aim to develop a manageable mode, restrictions to under- or oversteer, nor driving close to physical capacities of the vehicle were given.

• Numerical results of the proposed VADA obtained in Carla Simulator for different driving scenarios are reported. Results shown that the proposed technique is able to generate a velocity profile and a free-collision trajectory.

The present paper is organized as follows: Section 3 presents the methodology which includes a brief introduction of the ADA approach and the proposed modifications on it for vehicles, the dynamic model of the vehicle, the followed methodology to generate the local path, and the experiments for test the present approach. In Section 4, the results of the given approach are shared, which are followed by a discussion. Finally, the conclusions are given in Section 5.

3. Materials and Methods

3.1. The Classic Attractor Dynamic Approach

According to Figure 1, there is a target point located at a distance $d_{tar}$ from the vehicle with an initial position $c$, located in a global coordinates system $XY$. On one hand, the vehicle must reach that target point while avoiding obstacles located at a distance $d_{obs,i}$. On the other hand, there are several critical angles: $\psi$ is the heading angle associated with the vehicle, $\psi_{tar}$ is the angle toward the target point and finally, $\psi_{obs,i}$ are the angles toward the $i$-th obstacles.

Just like living beings, to reach a target point, they align their heading directly toward the target and go on to it at a certain speed. If an obstacle is detected, the direction becomes misaligned enough to avoid a collision or likely risk. ADA takes into account this behavior defining two basic objects: attractors and repellers. The set of Equations [44] that describes this behavior are given as follows:

$$\dot{\psi} = f_{tar}(\psi) + f_{obs}(\psi)$$

$$\dot{v} = v_{tar}(v) + v_{obs}(v)$$

Equation (1) represents the rate of change of the heading angle and it is formed by the sum of an attractor $f_{tar}$ and a repellor $f_{obs}$. The attractor is given by Equation (3), where $\psi$ is the heading angle of the vehicle and $\psi_{tar}$ is the angle toward the target (see Figure 1) and $\lambda_{tar}$ is the maximum strength of the attractor. On the other hand, there is a repellor calculating according to Equation (4), where $\psi_{obs,i}$ is the angle toward the $i$-th of $n$ obstacles,
\( \sigma_i \) is the range of the \( i \)-th obstacle and \( \tau \) is a parameter that indicates when the repeller is activated regarding to a given distance \( d_{obs} \) and \( \lambda_{obs,i} \) is the maximum strength of the \( i \)-th repeller.

\[
\begin{align*}
      f_{\text{tar}}(\psi) &= -\lambda_{\text{tar}}\sin(\psi(t) - \psi_{\text{tar}}(t)) \\
      f_{\text{obs},i}(\psi) &= \sum_{i=1}^{n} \lambda_{\text{obs},i}(\psi(t) - \psi_{\text{obs},i}(t))\exp(-\tau d_{\text{obs},i}(t))\exp\left(-\frac{(\psi(t) - \psi_{\text{obs},i}(t))^2}{2\sigma_i^2}\right)
\end{align*}
\]

![Figure 1. Coordinates system for ADA.](image)

In a similar way, Equation (2) refers to the variation of the velocity \( \dot{v} \) and it is formed by an attractor \( v_{\text{tar}} \) and a repeller \( v_{\text{obs}} \) of velocity. In this paper, this equation is not considered, due to the change of velocity is calculated in another way as explained in Section 3.4.

### 3.2. The Attractor Dynamic Approach for Non-Holonomic Vehicles

As mentioned before, the ADA is formed by two mathematic objects: an attractor and a repeller. The space where the vehicle moves is a dynamic system due to it changing over time, under this scheme, an attractor is a function that converges in time to a fixed point in such a system. In the classic ADA, the fixed point is represented as a coordinate in the space; however, such an approach is not suitable for a vehicle due to its non-holonomic characteristics. In addition, the ego-vehicle must converge to the reference path not just to a fixed point. A well-known function that satisfies the requirements of an attractor due it converges exponentially to zero in the desired path, plus taking into account the non-holonomic characteristic of a vehicle, is the mathematical form of Stanley’s Controller [49]. In the core, it is a function that commands the steering input, and therefore, it guides the vehicle to the reference path.

The Stanley controller is given by Equation (5) where \( \phi \) corresponds to the difference between the vehicle and path yaw’s angle, \( e_c \) is the cross-track error which is measured from the center of the front axle to the nearest point in the desired path, \( \kappa_s \) is a gain parameter, \( \kappa_v \) is the vehicle velocity, and \( \kappa_v \) is a term that softening the controller in low velocities. The first term keeps aligned the vehicle to the path, whereas the second term adjust the steering in order to reduce the cross-track error.
\[ \delta_{\text{att}}(t) = \phi(t) + \tan^{-1}\left( \frac{\kappa_{\text{att}}(t)}{\kappa_0 + |\vec{v}|(t)} \right) \] (5)

\[ \phi(t) = \psi_{\text{path}}(t) - \psi(t) \] (6)

On the other hand, the repeller is a point where all the solutions of a given function move away from it. Considering the non-holonomic characteristics of a vehicle and the most common impact angles in a vehicle, it is necessary a function that maximizes the strength of the repeller inside the range of those angles. Such angles, according to [50], are in the range of 10 to 30 degrees considering several ranges of velocity. Moreover, such function must be activated when a repeller is nearby and inhibited when is far. The proposed function is given by Equation (7) where \( \lambda \) is the max value that the function could reach, \( \psi_{\text{obs},i} \) is the angle toward the i-th obstacle, \( \psi_{\text{max}}^+ \) is the maximum angle to which an obstacle is considered, \( d_{\text{obs},i} \) is the current distance toward the i-th obstacle, and \( |\vec{v}| \) is the vehicle’s speed.

\[ \delta_{\text{rep}}(t) = \sum_{i=1}^{n} -\text{sgn}(\psi_{\text{obs},i}(t)) \lambda \left( 1 - \left| \frac{\psi_{\text{obs},i}(t)}{\psi_{\text{max}}^+} \right|^{\frac{3}{2}} \right)^3 \left( 2 - \frac{2}{1 + \exp\left( -\frac{d_{\text{obs},i}(t)}{|\vec{v}|(t)} \right)} \right) \] (7)

The tricubic term determines the proportion of lambda in the repeller, further, it takes into account the most common angle of impact by strengthening the repeller through that set, whereas the sigmoid function term determines when an obstacle is activated according to the vehicle’s speed and the distance of the obstacle. Finally, the signum function guarantees that all results move away from the repeller; however, this function is zero when the angle is zero, so in such case, the value of the repeller will be taken as \( \lambda \). A plot of the repeller at the negative range of angle and with \( \tau = d_{\text{obs}}/|\vec{v}| \) can be seen in Figure 2. The addition of both terms yields the value of the steering angle as shown in Equation (8). This new form of attractor and repeller is denoted in this work as the vehicle attractor dynamic approach (VADA).

\[ \delta(t) = \delta_{\text{rep}}(t) + \delta_{\text{att}}(t) \] (8)

Figure 2. Characteristic plot of \( \delta_{\text{rep}} \) for negative values of \( \psi_{\text{obs}} \).

It is important to remark that both terms are measured in the vehicle coordinate system \( X'Y' \) which is handled according to the norm SAEJ670e (see Figure 3).
Figure 3. Coordinates systems for the mobile vehicle under the norm SAEJ670e. The coordinate system are placed on the C.G. of the vehicle in order to simplify the present framework.

3.3. The Lateral Vehicle Dynamic Model

In order to prove the present approach, the lateral model of the vehicle is mandatory. It is important to remark that the present approach does not take into consideration effects as under- or oversteer, nor driving close to physical capacities of the vehicle. A model that fits under the scope of this approach is the well-known Single-Track Model (ST) whose reference framework can be seen in Figure 4. The ST model used in this paper considers the load transfer forces generated by the longitudinal acceleration and the effect in the cornering stiffness of the friction coefficient. The model was resumed from [51] and its space state is formed by seven degrees of freedom as shown in Equation (9). The control vector is formed by the rate of change of the steering angle and by the longitudinal acceleration as denoted in Equation (10)

\[
\mathbf{x} = (x_1, x_2, x_3, x_4, x_5, x_6, x_7)^T = (c_x, c_y, \delta, |\mathbf{v}|, \psi, \dot{\psi}, \beta)^T \quad (9)
\]

\[
\mathbf{u} = (u_1, u_2)^T = (\dot{\delta}, \dot{\alpha})^T \quad (10)
\]

Finally, the system is described as follows:

\[
x_1 = x_4\cos(x_5 + x_7) \quad (11)
\]

\[
x_2 = x_4\sin(x_5 + x_7) \quad (12)
\]

\[
x_3 = u_1 \quad (13)
\]

\[
x_4 = u_2 \quad (14)
\]

\[
x_5 = x_6 \quad (15)
\]

\[
x_6 = \frac{\mu m}{I_z(l_r + l_f)} (l_f C_f \gamma_f x_3 + (l_r C_r \gamma_f - l_f C_f \gamma_r) x_7
\]

\[
-\left(l_f^2 C_f \gamma_f + l_r^2 C_r \gamma_f \frac{x_6}{x_4}\right) x_7 \quad (16)
\]

\[
x_7 = \frac{\mu}{x_4(l_r + l_f)} (C_f \gamma_f x_3 - (C_r \gamma_f + C_f \gamma_r) x_7
\]

\[
+ (C_r \gamma_f l_r - C_f \gamma_f l_f) \frac{x_6}{x_4}) - x_6 \quad (17)
\]
with

\[ \gamma_r = gl_r - u_2h_{cg} \]  \(18\)

\[ \gamma_f = gl_f + u_2h_{cg} \]  \(19\)

Figure 4. Reference framework for the ST vehicle model.

The description for each variable in the model is listed in Table 1. In addition, some variables are limited according to the capabilities of the vehicle. Equation (21) describes the mechanic ranges for the steering angle. The maximum ranges of acceleration are delimited by Equation (20) whose values were defined according to \[52\]. The maximum reachable velocity in this work is defined by Equation (22).

\[ \left| a_{\text{min}} \right| \leq |\vec{a}| \leq |a_{\text{max}}| \]  \(20\)

\[ \delta_{\text{min}} \leq \delta \leq \delta_{\text{max}} \]  \(21\)

\[ 0 \leq |\vec{\psi}| \leq |\vec{\psi}_{\text{max,ego}}| \]  \(22\)

Table 1. Nomenclature for the ST vehicle model.

| Symbol | Name | Units |
|--------|------|-------|
| \(c_x\) | x position in the XY frame | m |
| \(c_y\) | y position in the XY frame | m |
| \(l\) | Steering angle | rad |
| \(\dot{l}\) | Rate of change of steering angle | rad/s |
| \(\vec{v}\) | Velocity | m/s |
| \(\dot{\vec{v}}\) | Yaw angle | rad |
| \(\ddot{\psi}\) | Yaw angle acceleration | rad/s^2 |
| \(\beta\) | Side slip angle | rad |
| \(a_x\) | Longitudinal acceleration | m/s^2 |
| \(a_y\) | Lateral acceleration | m/s^2 |
| \(g\) | Gravitational acceleration | m/s^2 |
| \(\mu\) | Friction coefficient | - |
| \(l_f\) | Distance of the front tire to C.G. | m |
| \(l_r\) | Distance of the rear tire to C.G. | m |
| \(I_z\) | Inertia moment on the Z' axis | kg m^2 |
| \(C_f\) | Cornering stiffness coefficient on the front tire | rad^-1 |
| \(h_{cg}\) | Distance of C.G. to ground plane | m |

3.4. Local Path Planning Based on VADA

As mentioned before, the local path planning must obtain a free collision trajectory and a velocity profile. In both cases, several constraints regarding safety, comfort, and vehicle dynamics were set. The first constraint is about the maximum speed that the vehicle can reach in a given moment. Such velocity can be sub-divided as follows:
• **Maximum curvature velocity** $|\vec{v}_{lat}|$: It is the maximum velocity that the ego-vehicle can reach when driving along a curve. It is delimited by the maximum lateral acceleration $a_{y_{\text{max}}}$ and the road’s curvature $\kappa$ as shown in Equation (23)

$$|\vec{v}_{lat}| = \frac{|a_{y_{\text{max}}}|}{\kappa}$$ (23)

• **Maximum regulatory velocity** $|\vec{v}_{\text{reg}}|$: It is managed by the regulatory elements of the road such as stop & yield signs, traffic lights, velocity limit signals, among others. The information comes from level (II) of the MP.

• **Vehicle leader’s maximum velocity** $|\vec{v}_{\text{lead}}|$: It is defined as the maximum velocity to keep a constant time gap from a preceding vehicle to the ego-vehicle. Such velocity is determined by integrating a longitudinal desired acceleration which is calculated according to [53].

Once calculated the prior velocities, the maximum allowed one is defined as the minimum of such set as it describes Equation (24)

$$|\vec{v}_{\text{max}}| = \min(|\vec{v}_{lat}|, |\vec{v}_{\text{reg}}|, |\vec{v}_{\text{lead}}|)$$ (24)

Thus, the first constraint is given by Equation (25)

$$|\vec{v}| \leq |\vec{v}_{\text{max}}|$$ (25)

The next constraint is about the maximum rate of change of the steering angle. It can be divided into two relationships as shown in Equations (26) and (27). The first one is related to the maximum possible speed of the steering angle $\dot{\delta}$, and the second one constrains the rate of change according to the given velocity $|\vec{v}|$ and the maximum yaw acceleration $\dot{\psi}$.

$$|\dot{\delta}| \leq |\dot{\delta}_{\text{max}}|$$ (26)

$$|\tan(\delta(t)) - \tan(\delta(t - dt))| \leq \frac{|\dot{\psi}_{\text{max}}|(|L_f + L_r)dt}{|\vec{v}|}$$ (27)

The following constraint limits the lateral and longitudinal acceleration under a maximum value whose also limits the wheels into the linear operation zone, such relationships are given by Equations (28) and (29).

$$\sqrt{a_x^2 + a_y^2} \leq |\vec{a}_{\text{max}}|$$ (28)

$$a_y = |\vec{v}|\dot{\psi}$$ (29)

A key task for the local path planner is to generate collision-free trajectories. In this work, such a task is performed by the well-known technique of collision circles which consist of setting, at least three circles whose centers are located along the $x$-axis of the vehicle as can be shown in Figure 5. Once an obstacle is detected, it is analyzed, if a part of the obstacle is inside of the circle, it is considered that a collision occurs in that vehicle position. Thus the last constraint is about the space that the trajectory could reach which is given by Equation (30) where $j$ is the index that corresponds to the given center circle, $R_j$ is the radius of the given circle, $i$ is the index in the set $m$ of given obstacles, and $D_{\text{obs},i,j}$ is the distance of the given $i$-th obstacle to the given $j$-th circle’s center. In this work, the mobile obstacles are simplified as cuboids, the dimensions of them are in function of the width of such obstacle, moreover, the drivable zone is also considered as an obstacle and it is represented as points located on its border.
The local path planner, as mentioned before, must deliver to the low-level controller a trajectory and a velocity profile. To perform this task, the Algorithm 1 is proposed where given the current state of the vehicle, obstacles, and drivable limits, a set of points located ahead of the vehicle as well as the corresponding position of the steering angle for each point conforms to the local trajectory. On the other hand, the velocity profile is formed by a set of values of velocity for each point. To calculate both of them, the dynamic model of the vehicle is solved from the current time $t$ to a time gap $t_w$.

The outline of the algorithm designed in this paper is shown in Figure 6. The algorithm is divided into four phases, each one characterized by an acceleration policy and by the influence of the VADA. Moreover, it is not mandatory to perform them sequentially since given the situation a phase could be skipped. In the first phase, the exploratory phase, the vehicle calculates its trajectory just by considering the reference path through the attractor and maximum allowed limit velocity. If there is not a risk of collision, the planned path is considered valid. On the other hand, if the vehicle determines a risk of collision for any of the calculated points inside the trajectory, it performed phase two, where the change of velocity is set at maximum values inside the comfort area. If the risk of collision is still present, the next phase is performed by setting the change of velocity above the range of comfort, and the collision points for static obstacles are considered as repellers whereas, for dynamic obstacles, their possible trajectory is calculated and if intersect with the local path generated the current position of the obstacles is considered as repeller. The last phase not just also considers the repellers, but also the deceleration is set as the maximum possible.
Algorithm 1: Local path planning: trajectory and velocity profile generation.

repeat
    \begin{align*}
    &\text{Get from sensors: Vehicle state } \vec{x}, \text{ surrounder actors, and lane limits at current time } t_0; \\
    &\text{Get } |\vec{v}_{\text{max}}|; \\
    &\text{acceleration\_phase} = 0; \\
    &\text{Calculate } \delta_{\text{att}}(t + \Delta t); \\
    &\text{Calculate } \dot{\delta} \text{ with } \delta_{\text{att}}(t + \Delta t) \text{ and } x_3(t_0); \\
    &\text{if } \dot{\delta} \text{ is inside constraints then} \\
    &\quad \text{Set } u_1 \text{ as } \dot{\delta}; \\
    &\text{else} \\
    &\quad \text{Set } u_1 \text{ as the maximum values of } \dot{\delta}; \\
    &\text{if } \text{acceleration\_phase} == 0 \text{ then} \\
    &\quad \text{Calculate } a_x(t + \Delta t) \text{ according to } (|\vec{v}_{\text{max}}|^2 - x_4(t_0)^2)/(2s); \\
    &\quad \text{if } a_x(t + \Delta t) \text{ is inside constraints then} \\
    &\quad\quad \text{Set } u_2 \text{ as } a_x(t + \Delta t); \\
    &\quad \text{else} \\
    &\quad\quad \text{if } a_x(t + \Delta t) < 0 \text{ then} \\
    &\quad\quad\quad \text{Set } u_2 \text{ as the maximum values of } a_x \text{ using } -\sqrt{|\vec{a}_{\text{max}}|^2 - a_y^2}; \\
    &\quad\quad \quad \text{acceleration\_phase} = 1; \\
    &\quad \text{else} \\
    &\quad\quad \text{Set } u_2 \text{ as the maximum values of } a_x \text{ using } \sqrt{|\vec{a}_{\text{max}}|^2 - a_y^2}; \\
    &\text{else} \\
    &\quad \text{if } \text{acceleration\_phase} == 1 \text{ then} \\
    &\quad\quad \text{Set } u_2 \text{ as the maximum values of } a_x \text{ using } -\sqrt{|\vec{a}_{\text{max}}|^2 - a_y^2}; \\
    &\text{end} \\
    \end{align*}

    \begin{align*}
    &t_s = t_o + t_w; t = t_o; \\
    &\text{repeat} \\
    &\quad \text{Calculate new vehicle state } \vec{x}(t + \Delta t) \text{ with } u_1 \text{ and } u_2 \text{ and save it}; \\
    &\quad t = t + \Delta t \\
    &\quad \text{Calculate: } \delta_{\text{att}}(t + \Delta t); \dot{\delta} \text{ with } \delta_{\text{att}}(t + \Delta t) \text{ and } x_3(t); \\
    &\quad \text{if } \dot{\delta} \text{ is inside constraints then} \\
    &\quad\quad \text{Set } u_1 \text{ as } \dot{\delta}; \\
    &\quad \text{else} \\
    &\quad\quad \text{Set } u_1 \text{ as the maximum values of } \dot{\delta}; \\
    &\text{until } t_s \leq t; \\
    &\text{For each state analyze if there is a Collision}; \\
    &\text{if } \text{Not Collision} \text{ then} \\
    &\quad \text{Return to low controller the velocity profile and trajectory}; \\
    &\text{else} \\
    &\quad \text{if } \text{acceleration\_phase} == 0 \text{ then} \\
    &\quad\quad \text{acceleration\_phase} = 1; \\
    &\quad\quad \text{Go to line (11)}; \\
    &\quad \text{else} \\
    &\quad\quad \text{acceleration\_phase} = 2; \\
    &\quad\quad \text{Execute Algorithm 2}; \\
    &\quad \text{Return to low controller the velocity profile and trajectory}; \\
    &\text{until Reach the last waypoint}; \\
    \end{align*}
Since the proposed algorithm is intended to be implemented in real-time scenarios, an analysis of its feasibility in such systems is necessary. One indicator of that is the computational effort needed to be executed which is directly related to the complexity of the algorithm. For the proposed algorithm the computational complexity in the worse scenario is \( O(n + m) \) where \( n \leq m \); on the other hand, the best scenario is \( O(m) \)—in other words, when there are no obstacles with risk of a crash. The proposed algorithm runs in linear time and just depends on the number of obstacles to analyze; however, since the

---

**Algorithm 2:** Local path planning (Continue).

1. \( t = t_o \)
2. Calculates \( \delta_{att}(t + \Delta t) \) and \( \delta_{rep}(t + \Delta t) \)
3. \( \delta(t + \Delta t) = \delta_{att}(t + \Delta t) + \delta_{rep}(t + \Delta t) \)
4. Calculates \( \delta \) according \( \delta(t + \Delta t) \) and \( x_3(t) \)
5. If \( \delta \) is inside constraints then
   - Set \( u_1 \) as \( \delta \)
   - Else
     - Set \( u_1 \) as the maximum value of \( \delta \)
6. If \( \text{acceleration\_phase} == 2 \) then
   - Calculate \( a_x(t + \Delta t) \) according to \( (|\vec{a}_{\text{max}}|^2 - x_4(t_o)^2)/(2s) \)
   - If \( a_x(t + \Delta t) \) is inside constraints with \( |\vec{a}_{\text{max}}| = a_{\text{brake\_emergency}} \) then
     - Set \( u_2 \) as \( a_x(t + \Delta t) \)
   - Else
     - Set \( u_2 \) as the maximum values of \( a_x \) using \( -\sqrt{|\vec{a}_{\text{max}}|^2 - a_y^2} \) with
       - \( |\vec{a}_{\text{max}}| = a_{\text{brake\_emergency}} \)
     - \( \text{acceleration\_phase} = 3 \)
7. Else
   - If \( \text{acceleration\_phase} == 3 \) then
     - Set \( u_2 \) as the maximum values of \( a_x \) using \( -\sqrt{|\vec{a}_{\text{max}}|^2 - a_y^2} \) with
       - \( |\vec{a}_{\text{max}}| = a_{\text{brake\_emergency}} \)
8. \( t_s = t_o + t_u; \ t = t_o \)
9. Repeat
   - Calculate new vehicle state \( \vec{x}(t + \Delta t) \) with \( u_1 \) and \( u_2 \) and save it
   - \( t = t + \Delta t \)
   - Calculates \( \delta_{att}(t + \Delta t) \) and \( \delta_{rep}(t + \Delta t) \)
   - \( \delta(t + \Delta t) = \delta_{att}(t + \Delta t) + \delta_{rep}(t + \Delta t) \)
   - Calculates \( \delta \) according \( \delta(t + \Delta t) \) and \( x_3(t) \)
   - If \( \delta \) is inside constraints then
     - Set \( u_1 \) as \( \delta \)
   - Else
     - Set \( u_1 \) as the maximum value of \( \delta \)
10. Until \( t_s \leq t \);
11. For each state analyze if there is a Collision
12. If Not Collision then
   - Return velocity and trajectory profiles
13. Else
   - If \( \text{acceleration\_phase} == 2 \) then
     - \( \text{acceleration\_phase} = 3 \)
     - Go to line (9)
   - Else
     - Return velocity and trajectory profiles
analysis of collision from $m$ obstacles does not depend on their past positions. Moreover, the number of states of the local trajectory is fixed, such task could be parallelized in order to enhance the performance of the algorithm. For those reasons, the proposed algorithm may be suitable for applications in real-time. In order to compare the present approach with other algorithms of local path planning, in Table 2 the computational complexity of similar algorithms is displayed, whereas in Table 3 a set of representative characteristics of local path planners are shown. It is important to remark that this analysis just takes into account the process of generating the local path, in other words, it does not take into account tasks such as the environment interpretation or the prediction of obstacle’s motion due they are not in the scope of this work.

Once we have performed the proposed algorithm, the local path planning is given to the low-level controller. In this work, a PID controller (Equation (31) for the velocity vehicle was used which determines the position of the throttle $T_p$ and brake $B_p$ pedals whose
values are normalized in the range of [0, 1]. On the other hand, the steering angle value is correlated with the position of the steering wheel $\delta_w$, normalized in the range of $[-1, 1]$, by the linear function $\delta_w = c_\delta \delta$ where $c_\delta$ is a conversion constant. Finally, the values of all constants used in the vehicle dynamic model as well and the VADA are listed in Table 4.

$$u_v = K_p(\|\vec{v}_d\| - \|\vec{v}\|) + K_f \int_0^t (\|\vec{v}_d\| - \|\vec{v}\|)dt + K_d \frac{d(\|\vec{v}_d\| - \|\vec{v}\|)}{dt}$$ (31)

$$T_p = 0, \quad B_p = u_v, \quad \text{if} \quad u_v < 0$$

$$T_p = u_{v_t}, \quad B_p = 0, \quad \text{otherwise}$$

| Dynamic Model  | Constraints | VADA/Control |
|----------------|-------------|--------------|
| Symbol | Value | Symbol | Range/Value | Symbol | Range/Value |
| $m$ | 1400 | $|\vec{v}|$ | $[|\vec{v}_{\text{min}}|, |\vec{v}_{\text{max}}|] = [-1.8, 1.8]$ | $\psi_{\text{max}}$ | $[\psi_{\text{max}}^u, \psi_{\text{max}}^\lambda] = [-2.67, 2.67]$ |
| $\mu$ | 3.5 | $|\vec{v}|$ | $[|\vec{v}_{\text{min}, \psi}|, |\vec{v}_{\text{max}, \psi}|] = [0.33]$ | $\lambda$ | 0.4 |
| $l_f$ | 0.711 | $\delta$ | $[\delta_{\text{min}}, \delta_{\text{max}}] = [-1.2, 1.2]$ | $\kappa_s$ | 0.5 |
| $l_r$ | 1.711 | $\delta$ | $[\delta_{\text{min}, \psi}, \delta_{\text{max}}] = [-4.0, 4.0]$ | $\kappa_o$ | 3 |
| $C_f$ | 20.89 | $\psi$ | $[\psi_{\text{min}}, \psi_{\text{max}}] = [-2.23, 2.23]$ | $K_p$ | 1 |
| $C_s$ | 20.89 | $R_f = R_c = R_p$ | 1.4 | $K_f$ | 0 |
| $h_{\text{EG}}$ | 0.25 | $f$ | 1 | $K_d$ | 0.1 |
| $g$ | 9.81 | $c$ | 0 | $c_\delta$ | 10/12 |
| $l_c$ | 1538 | $r$ | $-1$ | $\Delta_t$ | 0.1 | $|\sigma_{\text{yaw}}|$ | 5.6 |
| $t_w$ | 2 | $a_{\text{brake, emergency}}$ | 5 |

3.5. Path Planning Environment

The use of specialized simulators for autonomous vehicles is a valuable tool for testing the performance, reliability, responses, and behavior of a given new technology. It has become a trend in the automotive industry for many reasons since it allows for improving the quality of testing, safety, and the reduction of costs—to mention just a few. Following this trend, the present approach was tested in a well-known simulator for autonomous vehicles called the Carla Simulator [56] using version 0.9.13 under the o.s Windows 10, executed on a PC with 32 GB of RAM, a Ryzen processor Threadripper 1950x, and a graphic card Radeon 5700 XT. Algorithms 1 and 2 are executed at 10 Hz. When generating the trajectory and velocity profile, the first four states are followed by the low-level controller, and then the path planner is executed again. For reference, in Appendix A, an architecture (see Figure A1) for a real application of the present approach is described.

The cases of study consist of three driving scenarios. The first case (CS1) is about following a preceding vehicle while the ego-vehicle takes a curve. This scenario is important due to the high risk of collision in the event that the ego-vehicle does not adjust its speed or steering in response to the curve or it follows the preceding one too close and therefore is unable to take the curve safely, and as a result, an accident is triggered. This is a basic task for any local path planner. In the second case (CS2) the vehicle must perform an evasive maneuver around a static obstacle. This scenario is representative since vehicles are frequently forced to take evasive action to avoid stationary obstacles, such as stopped vehicles, pedestrians, or debris in the roadway. Finally, in the last scenario (CS3) the vehicle also performs an evasive maneuver but with dynamic obstacles. This scenario is characteristic since many real-world situations, such as avoiding pedestrians in a crowded city street or other cars, require a vehicle to make last-minute changes to its trajectory. In all cases, the local path planner must adjust the steering angle and the velocity to prevent a collision while a reference path is followed.

4. Results and Discussion

It is important to remark that the reference path is settled as a set of waypoints located at the center of the lane and with an approximate separation of 0.2 m between each one. Additionally, the ego-vehicle is denoted by the red car and the borderlines of the drivable
space are settled as blue points. The local trajectories are denoted for the colors red, blue, and magenta for the ego-vehicle whereas yellow ones are for the predicted trajectories for surrounding vehicles. The prediction time gap $t_w$ was settled at two seconds in order to force the VADA, and therefore the ego-vehicle, to its limits to planning a secure trajectory and velocity profile.

4.1. CS1: Following Reference Global Path, and Velocity Adjust

In this scenario, the vehicle comes with a given speed, and ahead there is a preceding vehicle and a curve path so the ego-vehicle must adjust its velocity and trajectory considering the reference global path, the preceding vehicle velocity, and the maximum curvature velocity. The present scenario is illustrated at different times in Figure 7 whereas both the velocity profile and the steering angle generated along the whole scenario are given in Figure 8.

![Figure 7](image-url)

**Figure 7.** Generated trajectory at different times. The local path planning is displayed in red, whereas the effective path followed by the ego-vehicle is displayed in green. The preceding vehicle (bicyclist) is marked by a blue circle.

![Figure 8](image-url)

**Figure 8.** (A) Velocity profile generated along the path. (B) Steering angle calculated by attractor across the reference path.

It is noted that in this case due to there being no collision or risk for the ego-vehicle along the reference path, the influence of the repeller in the command of the steering angle...
is neglected so the generating of the trajectory is just commanded by the attractor so the problem of local path planning converges to a simple problem of following a reference path with adjusting of velocity. It is observed that the trajectories generated by the algorithm are already dynamically feasible for the vehicle since they are generated by solving the vehicle dynamic model with constraints in a time window. Because this work only focuses on the generation of a local trajectory and a speed profile, the longitudinal model of the vehicle was not taken into account; however, this can be considered by the low-level controller to improve the response of the ego-vehicle which makes the present approach adaptable to different kinds vehicles powertrains.

4.2. CS2: Evading a Static Obstacle

In this case, the ego-vehicle was driving at a given speed that represents a risk situation so it must perform an evasive maneuver. As can be seen in Figure 9A the first phase of the path planner algorithm detected a collision in the generated red trajectory. The algorithm determines that the ego-vehicle was driving with a velocity that results in a crash no matter if the velocity is adjusted with the maximum comfort deceleration so the algorithm step to a state where to take into account the repeller(s). In such a state, the blue trajectory was generated which is a free-collision path with a change of velocity inside of comfort parameters as can be seen in Figure 9E and a profile of steering angle displayed in Figure 9D. Due to the scenario being dynamic and the repeller and attractor(s) depending on the velocity and the distance toward the obstacle, naturally, their values change in time. Figure 9B is displayed new trajectories generated after an adjustment of velocity and position of the steering angle. The final trajectory generated is marked in green in Figure 9C where it can be compared with the initially generated trajectories.

Figure 9. (A) First frame; (B) second frame; (C) third frame. (D) Resulting steering angle calculated by the influence of the attractor, repellers, and velocity constraints. (E) Velocity profile generated for blue trajectory in the first frame.

It is remarkable that once passed the obstacle, the generated trajectories converge toward the reference path due to the repeller becoming weaker when the angle $\psi_{obs}$ converges to $\psi_{max}$. It was observed that the present approach was able to plan the trajectory and
the speed profile to avoid a collision. Although in this case the first trajectory generated, which takes the repellents into account, was able to select the side from which to avoid the collision (right in this case), the truth is that according to the repellent equation, it becomes uncertain by which side to avoid when the obstacle is exactly in front of the ego vehicle \((\psi_{\text{obs}} \approx 0)\). That is why the analysis of collisions and the delimitation of the drivable zone is so important for this approach. The way of the proposed approach overcomes this issue is displayed in the next scenario.

4.3. CS3: Evading Dynamic Obstacles

In this scenario, an adjacent vehicle merges to the current lane of the ego-vehicle whereas around it there are vehicles that also may represent a collision so it must plan a local secure path. According to Figure 10A at first, in the red path, after analyzing the possible trajectories of the surrounded vehicles, two collisions were detected the first one with the preceding vehicle and the second one with the vehicle that will merge with the lane of the ego-vehicle.

![Figure 10. (A) Possible generated paths. (B) Final position of ego-vehicle.](image)

The local planner algorithm generates the blue trajectory that is a hardly free collision from the past mentioned vehicles, but the algorithm determines that a collision will be generated with the blue points that delimit the drivable zone so the collision blue points are added to repellers. After that, the algorithm calculates a new path with all repellers which makes the generated trajectory stay within the drivable zone, however, the algorithm determines to decrease the velocity to avoid a collision. The final trajectory can be observed in Figure 10B, although a vehicle passes very close to the ego-vehicle, the local path planner achieves one free-collision plan. The profile of the steering angle for both initial trajectories with repellers are displayed in Figure 11A,B, and the velocities profiles for each trajectory can be seen in Figure 11C, finally the resulting velocity profile across the whole maneuver is displayed in Figure 11D.

One of the limitations of the original ADA is the instability caused due to the temporal evolution of the system when there are many repellers around. At some point, the sum of all the repellers becomes so great that practically the attractor becomes negligible. The original approach seeks to deal with this by inhibiting them (taking into account all surrounding repellers/obstacles); however, in the context of vehicles, and in this work, it was proposed as a way to inhibit the repellers and thus instability, by just taking into account those that represent a risk to the vehicle. As the system evolves over time, different repellers are taken into account only according to the context of the vehicle (possible trajectories), so the problem of instability can be approached from this perspective. The results of the CS3 suggest that this approach can effectively correct the inherent instability of the ADA. On the other hand, the final position of the vehicle may be improved if the time window of prediction is enlarged, which allows the algorithm to plan better paths although it implies increasing the computational effort. For instance, due to the present approach being executed in linear time, by adding one extra second to the time window the computational effort will increase about 50% since the obstacles must be analyzed in that extra time; however, this can be easily approached due to the currently embedded technologies for
autonomous vehicles are adapted for performing parallelized tasks and handling large data sets and due to the number of predicted states is handled as a fixed number.

![Figure 11](image-url)

**Figure 11.** (A) Resulting steering angle calculated for blue trajectory. (B) Resulting steering angle calculated for magenta trajectory. (C) Velocity profile for each generated trajectory. (D) Resulting velocity profile for the first to final frame.

On the other side, it is important to set a metric to evaluate the quality of the generated paths since it allows a further comprehension of the results. The smoothness as a measure of the quality of a path is noteworthy since it is a property that refers to a movement’s continuity or non-interruptivity. In other words, it reflects how close the path is to a straight line. This implies that just makes sense to use the smoothness when the path planner generates a trajectory where the $Y'$ coordinate changes over time. The smoothness $J_s$ in this work is computed by Equation (32), where $N$ is the total number of nodes of a given trajectory, $c_{y}'$ is the lateral position of the node, measured in the $X'Y'$ reference frame, and $k$ is the index of discrete-time.

$$J_s = \frac{1}{N} \sum_{k=1}^{N-1} ||c_{y}'(k) - c_{y}'(k+1)||$$  \hspace{1cm} (32)

Given the past equation, the assumption of a maximum value of smoothness given the maximum allowed lateral acceleration to evaluate the generated paths is reasonable. According to the established parameters in Table 4, this value is calculated as 0.5054 m. On the other hand, the smoothness parameter for the planned local path for every studied case is displayed in Table 5. Notice that all values are lower than the maximum permitted one so that the paths can be considered as smooth and dynamically feasible.
Table 5. Generated path smoothness for study cases.

| Reference  | Path Smoothness (m) | Reference  | Path Smoothness (m) | Reference  | Path Smoothness (m) |
|------------|---------------------|------------|---------------------|------------|---------------------|
| t = 0.4 (s) | 2.50 \times 10^{-4} | Red path   | 0.0643, 0.1495      | Red path   | 0.002               |
| t = 5.1 (s) | 0.3264              | Blue path  | 0.1609, 0.1227      | Blue path  | 0.1469              |
| t = 9.8 (s) | 0.3891              | Magenta path | 0.1399            |            |                     |
| t = 14.5 (s)| 0.4327              |            |                     |            |                     |
| t = 19.2 (s)| 0.3053              |            |                     |            |                     |

On the contrary, there are some drawbacks to the present approach. It should be noted that the algorithm is expected to decelerate when it detects a collision, and this may not be desirable in all cases. In addition to the fact that in the present case studies the reference path does not change throughout the execution of the algorithm the use of a reference path that is always the same may not be realistic in many cases. In particular, in many cases, the reference path may change as a result of changes in the environment. Another aspect to consider is for dynamic objects in which a collision is detected, the location of the repeller is considered static during the local path calculation. This may be appropriate for certain types of dynamic objects, but for others, it may not be. Finally, the present approach just takes into account that the generation of the velocity profile for the ego-vehicle is a ramp one. This assumption is reasonable due to the fact that the change of velocity in a car is a gradual and not sudden process. Considering these limitations, the following factors proposed for study in future research:

- To take into account both accelerations and decelerations to avoid collisions; by choosing the safest option for the ego-vehicle.
- Set a dynamic reference path, for example, when the vehicle generates a trajectory that converges to another lane, in order to change the reference route so that it is established in that lane and thus, the ego-vehicle converges to that lane.
- To move the location of repellers for dynamic obstacles along its predicted trajectory. This would take into account the actual location of the dynamic object at the time of the collision and would adjust the location of the repeller accordingly. This would ensure that the repeller is always in the correct location to avoid the dynamic object. This approach may be more computationally expensive, but it may provide a more accurate collision response.
- It is possible to extend the present work by incorporating other types of velocity profiles.

5. Conclusions

In this article, a new method for local path planning for autonomous vehicles was proposed based on the natural behavior of movement proportioned by the ADA. However, in this work, the original approach was modified in order to adapt it to the vehicle’s non-holonomic constraints taking into account the convergence of the ego-vehicle to a reference path and the avoidance of obstacles, by focusing on the strength of the repellers at the front of the vehicle where the most common crashes angles are located. Those considerations define new attractor and repeller for vehicles and, as the original ADA, the addition of both leads the vehicle to a free obstacle trajectories toward a target. This new form is called VADA. On the other hand, when a person is driving, they follow a reference path under traffic rules and only change their velocity or trajectory when something represents a risk. Following this behavior, the algorithm for local path planning was proposed where the VADA is the core piece along the constraints to generate a velocity profile and a free-collision trajectory.

The results over the present approach suggest that the algorithm could be suitable for starting its implementation in real vehicles due to its performance in numerical simulations and by its complexity which is \(O(n + m)\) that is less complex than other algorithms in the state of art. The proposed algorithm was capable of generating collision-free trajectories for a large number of obstacles and dealing with significant changes in the driving environment, such as stopped vehicles and vehicles that join the path of the ego-vehicle—without
compromising the safety of the system—demonstrating the viability of the proposed local path planner for real-world applications. In addition, the present approach was capable of generating smooth local paths without the use of post-processes or expensive optimization algorithms compared with other solutions in the state of art. On the other hand, the present approach was capable of overcoming some issues regarding the original ADA. The instability of the system was addressed by reducing the number of repellers. Additionally, the choice of which side the ego-vehicle should choose in order avoid a given obstacle was addressed by adding repellers on the side where the vehicle is not allowed to drive.
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**Abbreviations**
The following abbreviations are used in this manuscript:

| Abbreviation | Description                        |
|--------------|------------------------------------|
| MP           | Motion Planning                    |
| ADA          | Attractor Dynamic Approach         |
| RRT          | Rapidly Random Tree                |
| APF          | Artificial Potential Field         |
| FL           | Fuzzy Logic                        |
| MPC          | Model Predictive Control           |
| VADA         | Vehicle Attractor Dynamic Approach |
| CS1          | Case study 1                       |
| CS2          | Case study 2                       |
| CS3          | Case study 3                       |
| SOM          | System On Module                   |
| IMU          | Inertial Measurement Unit          |
| LiDAR        | Laser Imaging Detection and Ranging|
| GPU          | Graphics Processing unit           |
| GNSS         | Global Navigation Satellite System  |
| FPGA         | Field Programmable Gate Array      |

**Appendix A**
In order to test the present approach, the architecture displayed in Figure A1 is proposed. It is composed of the minimum blocks to provide the local path planner with the necessary information to execute the proposed approach. The State Estimation Module provides the global position of the vehicle, the Euler angles from the IMU sensor, and the estimated velocity given by the odometers sensors. In order to estimate the vehicle’s velocity and the global position with a high grade of confidence, this module should perform a fusion sensor information between at least these sensors. The Perception Module provides an analysis of the surrounded environment of the vehicles by fusion sensorial data between the camera, LiDAR, and radar sensors, to mention just a few. It identifies the obstacles/edges of the drivable space, predicts the movement of dynamic obstacles, and
estimates the distance to the obstacles. The Low-Level Control Module is conformed by the whole hardware and sensors to perform the control of the actuators. The Supervisor Module is mandatory to monitor the well-being of all systems, for instance, by a heartbeat signal that ensures the connection of any module. Finally, in the Motion Planner Module—to which the Local Path Planner belongs—a connection to the cloud is mandatory to download the HD Navigation Maps that are used by the two first layers of the motion planner. Notice that all modules are connected by a common data bus which must be resistant to the inherent noise of a vehicle and handle a large data set. Ethernet is one protocol that satisfies these characteristics. Regarding the system on module (SOM), it depends on the specific application, for instance, whether to process the large data of the depth camera(s) is necessary for a solution based on GPU or FPGA. More details on SOM for autonomous vehicles can be found in [57].

Figure A1. Proposed architecture for an autonomous test vehicle.
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