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This paper concerns the McKean-Vlasov stochastic differential equation (SDE) with common noise. An appropriate definition of a weak solution to such an equation is developed. The importance of the notion of compatibility in this definition is highlighted by a demonstration of its role in connecting weak solutions to McKean-Vlasov SDEs with common noise and solutions to corresponding stochastic partial differential equations (SPDEs). By keeping track of the dependence structure between all components in a sequence of approximating processes, a compactness argument is employed to prove the existence of a weak solution assuming boundedness and joint continuity of the coefficients (allowing for degenerate diffusions). Weak uniqueness is established when the private (idiosyncratic) noise’s diffusion coefficient is non-degenerate and the drift is regular in the total variation distance. This seems sharp when one considers using finite-dimensional noise to regularise an infinite dimensional problem. The proof relies on a suitably tailored cost function in the Monge-Kantorovich problem and representation of weak solutions via Girsanov transformations.

1. Introduction. Distribution dependent stochastic differential equations have been the subject of extensive study since the paper of McKean [40], who was inspired by Kac’s foundations of kinetic theory [25]. These equations arise as the limiting behaviour of a representative particle from a mean-field interacting particle system as the number of particles tends to infinity. An introduction to the topic can be found in the notes of Sznitman [47]. In the case where there is a common noise influencing the individual particles, this correlation gives rise to a form of McKean-Vlasov stochastic differential equation (SDE) with conditioned non-linearity, referred to here as the McKean-Vlasov SDE with common noise. This equation describes the dynamics of a single representative particle from the infinite system and is the focus of this paper.

Throughout, let $I := \mathbb{R}^+$. Given a stochastic process $X$ and a time $T \in I$, the process $X$ stopped at time $T$ will be denoted $X_{\wedge T} := \{X_{t \wedge T}\}_{t \in I}$. Let the filtration generated by $X$ be denoted as $\mathbb{F}^X := \{\mathcal{F}^X_t\}_{t \in I}$. Given a probability space supporting a random element $Y$ and a sub-sigma algebra $\mathcal{G}$, let the regular conditional distribution of $Y$ given $\mathcal{G}$, should it exist, be written $\mathcal{L}(Y|\mathcal{G})$. Henceforth, let $X$ denote an $\mathbb{R}^{d_X}$-valued stochastic process and let $\mu$ denote a stochastic process valued on the space of probability measures on the path space of $X$. Additionally, $\xi$ will be an $\mathbb{R}^{d_X}$-valued random vector and processes $B$ and $W$ are assumed to be Brownian motions of dimension $d_B$ and $d_W$, respectively. The stochastic inputs $B, W$ and $\xi$ are assumed to be mutually independent.
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The following system will be referred to as the McKean-Vlasov SDE with common noise:

\begin{equation}
X_t = \xi + \int_0^t b(s, X_{\cdot s}, \mu_s) \, ds + \int_0^t \sigma(s, X_{\cdot s}, \mu_s) \, dW_s + \int_0^t \rho(s, X_{\cdot s}, \mu_s) \, dB_s, \tag{1.1}
\end{equation}

\[ \mu_s = \mathcal{L}(X_{\cdot s} \mid F_s^B). \]

At first sight, the equation satisfied by the random measure flow \( \mu \) seems strange, however, should \( \mu \) be adapted to \( B \), the measure flow satisfies \( \mu_s = \mathcal{L}(X_{\cdot s} \mid F_s^B) \) and (1.1) takes its more often seen form. Let \( C \) denote \( C(I; \mathbb{R}^{d_X}) \) equipped with the topology of uniform convergence on compact time intervals and \( \mathcal{P}(C) \) denote the set of Borel probability measures on \( C \) equipped with the topology of weak convergence. Finally, let \( b, \sigma \) and \( \rho \) be measurable functions from \( I \times C \times \mathcal{P}(C) \) into \( \mathbb{R}^{d_X}, \mathbb{R}^{d_X \times d_W} \) and \( \mathbb{R}^{d_X \times dB} \), respectively, that are always assumed to be at least \( \text{progressive} \). To clarify, a function \( f \) on \( I \times C \times \mathcal{P}(C) \) is called \( \text{progressive} \) if for any \( t \in I \),

\[ f(t, x, m) = f(t, x_{\cdot t}, m \circ \phi_t^{-1}), \]

where \( \phi_t : C \ni x \mapsto x_{\cdot t} \in C \).

Of particular importance when working with a common noise are the notions of immersion and compatibility, which are recalled in the following definition. The reader is referred to [12, 33, 36] for more on these concepts and Appendix A.1 for some equivalent conditions.

**Definition 1.1 (Immersion and Compatibility).** Let two filtrations \( \mathbb{F} \) and \( \mathbb{G} \) on a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) be such that \( \mathbb{F} \subset \mathbb{G} \). Then \( \mathbb{F} \) is said to be immersed in \( \mathbb{G} \) under \( \mathbb{P} \) if every square integrable \( \mathbb{F} \) martingale is a \( \mathbb{G} \) martingale. For two stochastic processes \( X \) and \( Y \) defined on this probability space, \( X \) is said to be compatible with \( Y \) if \( \mathbb{F}^Y \) is immersed in \( \mathbb{F}^X := \mathbb{F}^X \vee \mathbb{F}^Y \) under \( \mathbb{P} \).

Given a measure \( \mu \) and an integrable function \( f \), let \( \langle \mu, f \rangle := \int f \, d\mu \). Under appropriate \textit{compatibility} conditions and further specialisation of the coefficients \( b, \sigma \) and \( \rho \) it will be demonstrated that weak solutions to (1.1) yield measure valued solutions to the following SPDE that are both analytically and probabilistically weak. Analytically weak means that the solution is defined via its action on test functions and their derivatives. Probabilistically weak means that the measure valued solution process is not necessarily adapted to the stochastic input (a Brownian motion in this case). The SPDE solved is given as: \( \mathbb{P} \)-a.s. for all \( t \in I \) and all \( \varphi \in C^2_b(\mathbb{R}^{d_X}) \)

\begin{equation}
\langle \nu_t, \varphi \rangle = \langle \nu_0, \varphi \rangle + \int_0^t \langle \nu_s, L\varphi(s, \cdot, \nu_s) \rangle \, ds + \int_0^t \langle \nu_s, \partial_x \varphi \rho(s, \cdot, \nu_s) \rangle \, dB_s, \tag{1.2}
\end{equation}

where \( C^2_b(\mathbb{R}^{d_X}) \) is the set of real valued functions on \( \mathbb{R}^{d_X} \) with continuous and bounded mixed derivatives up to second order. Further, \( \partial_x \varphi \) denotes the vector of first order derivatives of \( \varphi \) with respect to the components of \( x \) and the operator \( L \) acts on \( C^2_b(\mathbb{R}^{d_X}) \) test functions as follows:

\[ L \varphi(t, x, \mu) := b(t, x, \mu) \partial_x \varphi + \frac{1}{2} \text{trace}(\{ \sigma \sigma^T + \rho \rho^T \})(t, x, \mu) \partial^2_{xx} \varphi, \]

where \( \partial^2_{xx} \varphi \) is the matrix of mixed second order derivatives with respect the components of \( x \).

**First Key Result: See Theorem 1.9.** Assume that the coefficients \( b, \sigma \) and \( \rho \) are bounded and \textit{Markovian} in the sense that \( (b, \sigma, \rho)(t, x, m) = (b, \sigma, \rho)(t, x_t, m \circ \psi_t^{-1}) \) where \( \psi_t : C \ni x \mapsto x_t \in \mathbb{R}^{d_X} \). Then, the existence of a weak solution (to be defined) to the McKean-Vlasov SDE with common noise implies the existence of a measure valued solution the SPDE (1.2).
Motivated by the weak formulation of mean field games with common noise given by Carmona, Delarue and Lacker in [11], careful definitions of strong and weak solutions are given that facilitate this correspondence. In this framework, the statements can be brought in line with the generalisation of the well known equivalence of Yamada-Watanabe given by Kurtz in [33], justifying the form of the solution definitions. Secondly, this framework enables one to keep track of the dependence structure of approximations. This is key in allowing the use of compactness techniques, which are core to the weak existence result for the McKean-Vlasov SDE with common noise given in this paper:

**Second Key Result: See Theorem 2.5.** There exists a weak solution to (1.1) of the type given in Definition 1.4 under assumptions of boundedness and joint continuity of the coefficients and integrability of the initial vector $\xi$.

The above theorem can be used to help establish an existence result for a particular class of coefficients:

**Third Key Result: See Theorem 2.7.** Assuming integrability of the initial condition and that the coefficients are Markovian, satisfy a non-degeneracy condition and their dependence on measure is of a linear integrated form with bounded measurable interaction kernel, the corresponding McKean-Vlasov SDE with common noise has a weak solution.

Strong uniqueness of solutions to the McKean-Vlasov SDE with common noise has been long established under the conditions of monotonicity [15] or Lipschitz continuity [34]. The final and main contribution of this paper is to shed light on the question of uniqueness when the regularity of the coefficients is relaxed. In a non-degenerate setting, uniqueness in joint law for solutions to the McKean-Vlasov with common noise may be established:

**Fourth Key Result: See Theorem 3.3.** Assume that the diffusion coefficients $\sigma$ and $\rho$ do not depend upon measure and there exists a unique strong solution to the drift-less equation. Let the private noise coefficient $\sigma$ satisfy a non-degeneracy condition and let $\sigma^{-1}b$ be total variation Lipschitz in the measure argument and bounded. Then, the equation (1.1) satisfies uniqueness in joint law.

The assumptions in the above result allow for only measurability (progressive) in the path argument of $b$ with the price of non-degeneracy of the private noise coefficient $\sigma$. This extends a weak uniqueness argument employed in the case without common noise [9, 24, 37, 41, 42] to the case with a common noise. This idea of uniqueness proof, recently introduced by Mishura and Veretennikov [42], relies on representing two solutions by Girsanov Transformations from an intermediary probability space and estimating the total variation between the distribution of two solutions. Here, a particular Monge-Kantorovich problem for the path-distributions of solutions is studied, instead of the total variation distance, utilising a cost function tailored to this setting. It is easy to see that there is a non-empty intersection of the family of coefficients satisfying the assumptions of Theorem 2.7 and Theorem 3.3 for which joint weak existence-uniqueness holds.

Recently, there has been renewed interest in equations (1.1) and (1.2). A brief summary is presented below. This is roughly separated into two categories. The first category comprises of results related to McKean-Vlasov SDEs with common noise and/or stochastic partial differential equations (SPDEs) and the second includes those regarding Mean-Field Games with common noise.

Firstly, in contexts a little different from that of this paper, Barbu, Röckner and Russo [2] consider a type of stochastic porous media equation and Briand et al. [8] study the problem of forwards and backwards SDEs where the distribution of any solution is constrained in some fashion and they extend their analysis to the common noise setting, where instead the conditional distributions are
1. Definitions of Solutions. To begin, let \( \mathbb{P}^{B,W,\xi} = \{ \mathcal{F}_t^{B,W,\xi} \}_{t \in I} \) be defined by \( \mathcal{F}_t^{B,W,\xi} := \mathcal{F}_t^B \vee \mathcal{F}_t^W \vee \sigma(\xi) = \sigma(B_s, W_s, \xi; 0 \leq s \leq t) \) for all \( t \in I \) and similarly \( \mathbb{P}^{B,\mu} = \{ \mathcal{F}_t^{B,\mu} \}_{t \in I} := \{ \mathcal{F}_t^B \vee \mathcal{F}_t^\mu \}_{t \in I} = \{ \sigma(B_s, \mu_s; 0 \leq s \leq t) \}_{t \in I} \). When dealing with a measure space \((\Omega, \mathcal{F})\) equipped with multiple probability measures, say \( \{ \mathbb{P}^i \}\), denote the laws induced by a random element \( X \) under these measures as \( \mathcal{L}^i(X) \). Vector and matrix norms will be denoted as \( | \cdot | \) and \( L_p \) norms as \( | \cdot |_{L_p} \). Consider the following definition of a strong solution to (1.1):

**Definition 1.2 (Strong Solution to the McKean–Vlasov SDE with Common Noise).** A filtered probability space \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\) equipped with \( \mathbb{F} \) Brownian motions \( B \) and \( W \) and initial condition \( \xi \), all mutually independent, and an \( \mathbb{F} \) adapted \( \mathbb{R}^d \times \mathbb{X} \) valued process \( X \) is said to be a **strong solution** to the McKean-Vlasov SDE with common noise if the following conditions hold:

i) \( \mathbb{P} \)-a.s. for all \( t \in I \),

\[
\int_0^t (|b|^2 + |\sigma|^2 + |\rho|^2)(s, X_{\wedge s}, \mathcal{L}(X_{\wedge s}|\mathcal{F}_s^B)) \, ds < \infty.
\]

ii) \( X \) is \( \mathbb{P}^{B,W,\xi} \)-adapted.

iii) \( \mathbb{P} \)-a.s. for all \( t \in I \),

\[
X_t = \xi + \int_0^t b(s, X_{\wedge s}, \mathcal{L}(X_{\wedge s}|\mathcal{F}_s^B)) \, ds + \int_0^t \sigma(s, X_{\wedge s}, \mathcal{L}(X_{\wedge s}|\mathcal{F}_s^B)) \, dW_s
\]

\[
+ \int_0^t \rho(s, X_{\wedge s}, \mathcal{L}(X_{\wedge s}|\mathcal{F}_s^B)) \, dB_s.
\]
One can view a strong solution to the SDE (1.1) as a triple of stochastic inputs \((B, W, \xi)\) defined on some probability space and a Borel measurable mapping \(F: C([0, T]; \mathbb{R}^d) \times C([0, T]; \mathbb{R}^d) \times \mathbb{R}^{dX} \rightarrow \mathbb{R}^{dX}\) such that \(F\) maps the stochastic inputs \((B, W, \xi)\) to an \(\mathbb{F}^{B,W,\xi}\) adapted stochastic process \(X := F(B, W, \xi)\) (the output) such that \((X, B, W, \xi)\) satisfies (1.1). In the language of Kurtz \cite{33} this is a strong compatible solution.

A guess at a good definition for a weak solution could be to remove the adaptedness requirement ii) from the above conditions and then ask that a weak solution should consist of a filtered probability space with the rest of Definition 1.2 unchanged. For clarity this is subsequently written (the choice of terminology ‘weak-strong’ will be justified after the definition).

**DEFINITION 1.3 (Weak-Strong Solution to the McKean–Vlasov SDE with Common Noise).** A weak-strong solution to (1.1) consists of a filtered probability space \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\) equipped with \(\mathbb{F}\) Brownian motions \(B\) and \(W\) and initial condition \(\xi\), all mutually independent, along with an \(\mathbb{F}\) adapted \(\mathbb{R}^{dX}\) valued process \(X\) that satisfies the following conditions:

i) \(\mathbb{P}\text{-a.s. for all } t \in I, \int_0^t (|b| + |\sigma|^2 + |\rho|^2)(s, X_{\cdot \wedge s}, \mathcal{L}(X_{\cdot \wedge s}|\mathcal{F}_s^B)) ds < \infty.\)

ii) \(\mathbb{P}\text{-a.s. for all } t \in I, \)

\[
X_t = \xi + \int_0^t b(s, X_{\cdot \wedge s}, \mathcal{L}(X_{\cdot \wedge s}|\mathcal{F}_s^B)) ds + \int_0^t \sigma(s, X_{\cdot \wedge s}, \mathcal{L}(X_{\cdot \wedge s}|\mathcal{F}_s^B)) dW_s + \int_0^t \rho(s, X_{\cdot \wedge s}, \mathcal{L}(X_{\cdot \wedge s}|\mathcal{F}_s^B)) dB_s.
\]

There is an unfortunate shortcoming of such a definition. One can construct an example where weak solutions are expected to exist, but there are none of the above type. See counter-example 5.1 in \cite{11}. The issue is that one asks that the flow of conditional distributions break down. To expand upon this point, imagine that one is solving a stochastic equation

\[
\Gamma(Y, Z) = 0, \ Y \sim \nu.
\]

The notation \(Y \sim \nu\) means that the stochastic input \(Y\) has distribution \(\nu\). \(Z\) is the solution/output. Often, one seeks to solve the above by instead considering a mollified equation \(\Gamma^n(Y, Z) = 0, \ Y \sim \nu\) such that “\(\Gamma^n \to \Gamma\)” and \(\forall n\) the equation is strongly solvable; i.e. there is a measurable function \(F^n\) such that \(Z^n := F^n(Y)\) is a solution. Then, passing to the limit in some sense “\(\Gamma^n(Y, Z^n) \to \Gamma(Y, Z)\)” one hopes to recover a solution to the original equation.

In the case of compactness arguments (weak existence), one may prove the weak convergence of a subsequence of the joint distributions of approximate solutions \((Y^n, Z^n)\) and represent the solutions on a another probability space \((\Omega, \mathcal{F}, \mathbb{P})\) such that \((\bar{Y}^n, \bar{Z}^n) \to (\bar{Y}, \bar{Z})\) pointwise. Since \((\bar{Y}^n, \bar{Z}^n)\) have the same distribution as \((Y, Z)\), one gets \(F^n(\bar{Y}^n) = \bar{Z}^n\). Therefore \(\bar{Z}\) is the pointwise limit of \(\bar{Y}^n\) measurable functions, but unfortunately, \(\bar{Y}^n\) varies along the same limit, and one cannot conclude that there is a measurable function \(F\) such that \(\bar{Z} = F(\bar{Y})\). In fact, the existence of such a function corresponds to the existence of a strong solution.

The above observations give motivation to relax the measurability requirement of the regular conditional distribution appearing in the equation (1.1). Rather than asking that the measure
argument of the coefficients be a version of $\mathcal{L}(X_{\cdot \wedge s}, F^B_s)$, one should instead require that the argument be a flow of measures $\mu$ such that for any $s \in I$, $\mu_s = \mathcal{L}(X_{\cdot \wedge s}, F^B_{s, \mu})$. This relaxation is natural as, in general, this is the only way of identifying the limiting random measures obtained via weak convergence arguments.

Compatibility however, is preserved under weak limits when the marginal distribution of the stochastic inputs is fixed (see [36]). Due to this fact and the above motivation of connecting to the SPDE, a compatibility condition is introduced in the following definition.

**Definition 1.4 (Weak Solution to the McKean–Vlasov SDE with Common Noise).** A weak solution to the McKean-Vlasov SDE with common noise consists of a filtered probability space $(\Omega, \mathcal{F}, \mathbb{P})$ equipped with $\mathbb{F}$ Brownian motions $B$ and $W$ and an $\mathcal{F}_0$ measurable random vector $\xi$, all mutually independent, along with $\mathbb{F}$ adapted processes $X$ and $\mu$ that are $\mathbb{R}^{dX}$ and $\mathcal{P}(\mathcal{C})$ valued respectively, satisfying the following conditions:

i) $\int_0^t |b(s, X_{\cdot \wedge s}, \mu_s)| + |\sigma(s, X_{\cdot \wedge s}, \mu_s)|^2 + |\rho(s, X_{\cdot \wedge s}, \mu_s)|^2 \, ds < \infty \mathbb{P}$-a.s. for all $t \in I$.

ii) $X$ is compatible with $(B, \mu)$, $(X, \mu)$ is compatible with $(B, W, \xi)$ and for $s, t \in I$ with $s \leq t$,

\[ \sigma(W_r - W_s : s \leq r \leq t) \perp F^B_t \vee F^X_s. \]

iii) $\mu_t = \mathcal{L}(X_{\cdot \wedge t}, F^B_{t, \mu})$ for all $t \in I$.

iv) $\mathbb{P}$-a.s. for all $t \in I$,

\begin{equation}
X_t = \xi + \int_0^t b(s, X_{\cdot \wedge s}, \mu_s) \, ds + \int_0^t \sigma(s, X_{\cdot \wedge s}, \mu_s) \, dW_s + \int_0^t \rho(s, X_{\cdot \wedge s}, \mu_s) \, dB_s.
\end{equation}

In this definition, there is now a pair of outputs, $(X, \mu)$. As a weak solution, these outputs are allowed to have randomness external to that of the stochastic inputs, $(\xi, B, W)$ (i.e. there is not a priori a Borel function $G$ s.t. $(X, \mu) = G(B, W, \xi)$). Further, see that if condition ii) were removed, it would remain implied that $(X, \mu)$ is compatible with $(B, W, \xi)$ since the processes $B$ and $W$ are assumed to be Brownian in the filtration $\mathbb{F}$ to which all processes are adapted and $\xi$ is assumed $\mathcal{F}_0$ measurable. However, as these properties will need to be verified in the existence proof to prove that the limiting Brownian motions remain Brownian in the full filtration (generated by all limit processes), they are kept explicit in the definition.

To further justify considering the flow of measures $\mu$ as part of the solution pair, or ‘stochastic outputs’, note that it is desirable for the definition of a weak solution to be in accord with the Yamada-Watanabe principle.

Consider the solution as a pair $(X, \mu)$. Defining pathwise uniqueness such that for any two weak solutions $(X, \mu, B, W, \xi)$ and $(X', \mu', B, W, \xi)$ defined on the same probability space, $(X, \mu)$ and $(X', \mu')$ are indistinguishable. Then by way of the Yamada-Watanabe generalisation of Kurtz [33], assuming pathwise uniqueness, $(X, \mu)$ becomes $\mathbb{F}^{B, W, \xi}$ adapted and therefore, due to the independence structure, one can identify $\mu = \mathcal{L}(X|\mathcal{F}^B)$ and recover a strong solution of Definition 1.2. In keeping with the concept of a strong solution used by Kurtz in [33], the following simple proposition demonstrates that the notion of weak solution given by Definition 1.4 is appropriate.

**Proposition 1.5.** A strong solution given by Definition 1.2 is equivalent to an $\mathbb{F}^{B, W, \xi}$ adapted weak solution pair $(X, \mu)$ of Definition 1.4.

**Proof.** Given a strong solution of the type of Definition 1.2, $(B, W, \xi, X)$, define a measure flow $\mu$ by $\mu_t := \mathcal{L}(X_{\cdot \wedge t}, F^B_t)$. By definition, $(X, \mu, B, W, \xi)$ satisfies equation (1.3) and the integrability condition. Since $\mu$ is $\mathbb{F}^B$ adapted by construction, one has $F^B_{t, \mu} = F^B_t$ for all $t \in I$. Combining this fact with the $\mathbb{F}^{B, W, \xi}$ adaptedness of $X$, the conditions of Definition 1.4 are easily verified.
For the converse direction, note that the independence of $(W, \xi)$ and $(B, \mu)$ combined with the $\mathbb{F}^{W, \xi}$ adaptedness of $\mu$ implies that $\mu$ is $\mathbb{F}^B$ adapted. This in turn allows one to show that $\mu_t = \mathcal{L}(X, \mathcal{F}^B_{t}) = \mathcal{L}(X, \mathcal{F}^B_{t})$ for all $t \in I$ and the equivalence follows. 

\[ \square \]

Should one wish to obtain a weak solution via compactness arguments, when verifying the compatibility of $X$ with $(B, \mu)$ for the weak limit, it becomes advantageous to work with $\mu_t := \mathcal{L}(X, \mathcal{F}^B_{t})$ and condition on the whole path of $(B, \mu)$. However, with the condition that $X$ is compatible with $(B, \mu)$ in the sense that $\mathcal{F}^X_t$ is conditionally independent of $\mathcal{F}^B_t$, given $\mathcal{F}^B_t$ for any $s \leq t \in I$, there is the following equivalence between characterisations of $\mu$.

**Proposition 1.6.** Given a filtered probability space $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ equipped with continuous adapted processes $X$, $B$ and $\mu$, valued in $\mathbb{R}^d_X$, $\mathbb{R}^d_B$ and $\mathbb{P}(C)$ respectively, the following are equivalent:

i) For all $t \in I$, $\mu_t = \mathcal{L}(X, \mathcal{F}^B_{t})$ and $X$ is compatible with $(B, \mu)$

ii) For all $t \in I$, $\mu_t = \mathcal{L}(X, \mathcal{F}^B_{\infty})$.

**Remark 1.7.** A consequence of either condition in the above proposition is that for all $s \in I$ and any $t \in I : s \leq t$, $\mu_s = \mathcal{L}(X, \mathcal{F}^B_{t})$. This property is proved in the beginning of the second half of the following proof.

**Proof of Proposition 1.6.** First it is shown that $i) \implies ii)$. Fix $t \in I$ and let $f : C \to \mathbb{R}$ and $g : C(I; \mathbb{R}^d_B) \times C(I; \mathbb{P}(C)) \to \mathbb{R}$ all be bounded and Borel measurable. Then,

$$
\mathbb{E}[f(X, t)g(B, \mu)] = \mathbb{E}[\mathbb{E}[f(X, t)g(B, \mu)|\mathcal{F}^B_{t}]] \\
= \mathbb{E}[\mathbb{E}[f(X, t)|\mathcal{F}^B_{t}]]\mathbb{E}[g(B, \mu)|\mathcal{F}^B_{t}] \\
= \mathbb{E}[\langle \mu_t, f \rangle\mathbb{E}[g(B, \mu)|\mathcal{F}^B_{t}]] \\
= \mathbb{E}[\langle \mu_t, f \rangle g(B, \mu)].
$$

The first equality follows from elementary properties of conditional expectation, the second from compatibility (see A.2 condition i), the third from definition of $\mu$ and the fourth from the measurability of the mapping $\mu_t \mapsto \langle \mu_t, f \rangle$ and hence the measurability of $\langle \mu_t, f \rangle$ with respect to the sigma algebra $\mathcal{F}^B_{t}$.

Since $f$ and $g$ are arbitrary bounded Borel measurable functions, the above equality holds for indicator functions $1_F$ and $1_G$ where $F \in \mathcal{B}(C)$ and $G \in \mathcal{B}(C(I; \mathbb{R}^d_B) \times C(I; \mathbb{P}(C)))$. Noting that $\mu_t$ is $\mathcal{F}^B_{\infty}$ measurable, $\mu_t$ satisfies the defining properties of the regular conditional distribution of $X, \mathcal{F}^B_{t}$ given $\mathcal{F}^B_{\infty}$.

Now it remains to prove that $ii) \implies i)$. Using the fact that for arbitrary $s \leq t \in I$, $\mu_s$ is $\mathcal{F}^B_{t}$ measurable for any $s \leq t \in I$, and that for any $E \in \mathcal{F}^B_{t}$ and $F$ defined as above,

$$
\mathbb{E}[1_F(X, s)1_E] = \mathbb{E}[\mu_s(F)1_E]
$$
by definition of $\mu_s$, $\mu_s$ can be identified as a version of the regular conditional distribution of $X, s$ given $\mathcal{F}^B_{t}$. I.e. for all $s \in I$ and any $t \in I : s \leq t$, $\mu_s = \mathcal{L}(X, \mathcal{F}^B_{t})$.

The first claim is immediate. To show compatibility, one needs to demonstrate the conditional independence of $\mathcal{F}^X_t$ from $\mathcal{F}^B_{\infty}$ given $\mathcal{F}^B_{t}$ (see again A.2 condition 1.). For fixed $t \in I$, let $f$ and $g$ be as defined above and another function $h$ be defined the same way as $g$. Then,
\[
\mathbb{E}[\mathbb{E}[f(X_{\mathcal{A}})g(B, \mu)|\mathcal{F}^{B,\mu}_t]h(B_{\mathcal{A}t}, \mu_{\mathcal{A}t})] \\
= \mathbb{E}[\mathbb{E}[f(X_{\mathcal{A}})|\mathcal{F}^{B,\mu}_\infty]g(B, \mu)|\mathcal{F}^{B,\mu}_t]h(B_{\mathcal{A}t}, \mu_{\mathcal{A}t})] \\
= \mathbb{E}[\mathbb{E}[(\mu_t, f)g(B, \mu)|\mathcal{F}^{B,\mu}_t]h(B_{\mathcal{A}t}, \mu_{\mathcal{A}t})] \\
= \mathbb{E}[\mathbb{E}[(\mu_t, f)\mathbb{E}[g(B, \mu)|\mathcal{F}^{B,\mu}_t]h(B_{\mathcal{A}t}, \mu_{\mathcal{A}t})] \\
= \mathbb{E}[\mathbb{E}[f(X_{\mathcal{A}})|\mathcal{F}^{B,\mu}_t]\mathbb{E}[g(B, \mu)|\mathcal{F}^{B,\mu}_t]h(B_{\mathcal{A}t}, \mu_{\mathcal{A}t})].
\]

The first and third equalities follow from standard properties of conditional expectation and the second from the definition of \( \mu \). Finally, the fourth equality holds due to the observation at the beginning of this part of the proof. The conclusion holds by the uniqueness of conditional expectations. \( \square \)

1.2. Associated SPDE. As mentioned in the introduction, assuming further structure of the coefficients, solutions to the McKean-Vlasov SDE with common noise correspond to measure valued solutions of a non-linear SPDE (1.2). The correspondence will be demonstrated in this subsection.

**Definition 1.8 (Weak Solution to the SPDE (1.2)).** A weak solution to the SPDE (1.2) is a filtered probability space \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\) equipped with an \( \mathbb{F} \) Brownian motion \( B \mathbb{F} \) adapted \( \mathcal{P} (\mathbb{R}^{d_x}) \) valued process \( \nu \) satisfying the equation (1.2), i.e.

\[
\langle \nu_t, \varphi \rangle = \langle \nu_0, \varphi \rangle + \int_0^t \langle \nu_s, L\varphi(s, \cdot, \nu_s) \rangle \, ds + \int_0^t \langle \nu_s, \partial_x \varphi(s, \cdot, \nu_s) \rangle \, dB_s
\]

\( \mathbb{P} \)-a.s. for all \( t \in I \) and for all test functions \( \varphi \in C^2_b(\mathbb{R}^{d_x}) \).

**Theorem 1.9.** Assume that the coefficients \( b, \sigma \) and \( \rho \) are bounded and Markovian in the sense that \((b, \sigma, \rho)(t, x, m) = (b, \sigma, \rho)(t, x, m \circ \psi^{-1})\) where \( \psi_t : \mathbb{C} \ni x \rightarrow x_t \in \mathbb{R}^{d_x} \). Then, the existence of a weak solution to the McKean-Vlasov SDE with common noise implies the existence of a weak solution the SPDE (1.2).

**Proof of Theorem 1.9.** First, for any \( \varphi \in C^\infty_b(\mathbb{R}^{d_x}) \), apply Itô’s formula for \( \varphi(X_t) \):

\[
\varphi(X_t) = \varphi(X_0) + \int_0^t L\varphi(s, X_s, \nu_s) \, ds \\
+ \int_0^t \partial_x \varphi(X_s) \sigma(s, X_s, \nu_s) \, dW_s + \int_0^t \partial_x \varphi(X_s) \rho(s, X_s, \nu_s) \, dB_s
\]

where \( \nu_s := \mu_s \circ \psi_s^{-1} \in \mathcal{L}(X_s|\mathcal{F}^{B,\mu}_s) \). Next, apply the conditional expectation with respect to \( \mathcal{F}^{B,\mu}_t \) on both sides of the above equality:

\[
\mathbb{E}[\varphi(X_t)|\mathcal{F}^{B,\mu}_t] = \mathbb{E}[\varphi(X_0)|\mathcal{F}^{B,\mu}_0] + \mathbb{E} \left[ \int_0^t L\varphi(s, X_s, \nu_s) \, ds \bigg| \mathcal{F}^{B,\mu}_t \right] \\
+ \mathbb{E} \left[ \int_0^t \partial_x \varphi(X_s) \sigma(s, X_s, \nu_s) \, dW_s \bigg| \mathcal{F}^{B,\mu}_t \right] + \mathbb{E} \left[ \int_0^t \partial_x \varphi(X_s) \rho(s, X_s, \nu_s) \, dB_s \bigg| \mathcal{F}^{B,\mu}_t \right]
\]

Since \( \varphi \) has continuous compactly supported derivatives, and the coefficients \( b, \sigma, \rho \) are bounded, the integrands in the above expression are bounded and predictable. Therefore, one can apply the
stochastic Fubini’s theorem A.5 to the above stochastic integrals, identifying $\mathbb{F}^1$ as $\mathbb{F}^{B,\mu}$, $\mathbb{F}^2$ as $\mathbb{F}^{X,B,\mu}$, and $\mathbb{F}^3$ as $\mathbb{F}$.

$$
\langle \nu_t, \varphi \rangle = \langle \nu_0, \varphi \rangle + \int_0^t \mathbb{E}[L\varphi(s,X_s,\nu_s)]d\mathbb{F}^{B,\mu}_s + \int_0^t \mathbb{E}[\partial_s \varphi(X_s)\rho(s,X_s,\nu_s)]d\mathbb{F}^{B,\mu}_s dB_s
$$

$$
\langle \nu_0, \varphi \rangle + \int_0^t \langle \nu_s, L\varphi(s,\cdot,\nu_s) \rangle ds + \int_0^t \langle \nu_s, \partial_x \varphi(s,\cdot,\nu_s) \rangle dB_s.
$$

[\square]

**Definition 1.10.** A strong solution to the SPDE (1.2) is an $\mathbb{F}^{B}$-adapted weak solution.

**Remark 1.11.** If one can conclude that the flow of measures $\mu$ of a weak solution to the McKean-Vlasov SDE with common noise yields a strong solution to the SPDE, then one has a weak-strong solution of the type of Definition 1.3. This fact is exploited in [13], where Coghi and Gess establish a well-posedness result for (1.2).

### 2. Weak Existence.

#### 2.1. Assumptions.

**Assumption 2.1 (Coefficients).** Functions $b : I \times \mathcal{C} \times \mathcal{P}(\mathcal{C}) \to \mathbb{R}^d$, $\sigma : I \times \mathcal{C} \times \mathcal{P}(\mathcal{C}) \to \mathbb{R}^d \times \mathbb{R}^{d_B}$ and $\rho : I \times \mathcal{C} \times \mathcal{P}(\mathcal{C}) \to \mathbb{R}^d \times \mathbb{R}^{d_B}$ are progressive (i.e. for any $t \in I$, $(b,\sigma,\rho)(t,x,m) = (b,\sigma,\rho)(t,x_{(n)} \to m \circ \phi_t^{-1})$, where $\phi_t : \mathcal{C} \ni x \mapsto x_{(n)} \in \mathcal{C}$), bounded and jointly continuous in the last two arguments in the following sense: if $(x_n \to x, m_n \to m)$ as $n \to \infty$ then $(b,\sigma,\rho)(t,x_n, m_n) \to (b,\sigma,\rho)(t,x,m)$ as $n \to \infty$.

**Assumption 2.2 (Initial Condition).** For fixed $p \in (2,\infty)$, $|\xi|_{L^p} < \infty$.

**Definition 2.3 (Euler-type Approximation Scheme).** Let $t_i^n := \frac{t}{n}$ for $i, n \in \mathbb{N}$, and define $\kappa_n(t) := t_i^n$ for $t \in [t_i^n, t_{i+1}^n)$. The sequence of Euler approximations $X^n$, are defined as strong solutions to the following distribution dependent SDEs constructed on a probability space supporting $W, B$ and $\xi$. For all $n \in \mathbb{N}$, each $X^n$ satisfies $\mathbb{P}$-a.s. for all $t \in I$.

$$
X_t^n = \xi + \int_0^t b(s,X^n_{\kappa_n(s)},\mathcal{L}(X^n_{\kappa_n(s)}|\mathbb{F}^{B}_{\kappa_n(s)}))ds + \int_0^t \sigma(s,X^n_{\kappa_n(s)},\mathcal{L}(X^n_{\kappa_n(s)}|\mathbb{F}^{B}_{\kappa_n(s)}))dW_s + \int_0^t \rho(s,X^n_{\kappa_n(s)},\mathcal{L}(X^n_{\kappa_n(s)}|\mathbb{F}^{B}_{\kappa_n(s)}))dB_s,
$$

Such solutions exist and can be constructed directly from the triple $(\xi, B, W)$. Since for any $s \in I$ $X^n_{\kappa_n(s)}$ is $\mathcal{F}^{B,\xi}_{\kappa_n(s)}$ measurable, $\mathcal{L}(X^n_{\kappa_n(s)}|\mathbb{F}^{B}_{\kappa_n(s)}) = \mathcal{L}(X^n_{\kappa_n(s)}|\mathbb{F}^{B}_{\infty}) = \mathcal{L}(X^n_{\kappa_n(s)}|\mathbb{F}^{\xi}_{\infty})$.

#### 2.2. Auxiliary Lemmas.

**Lemma 2.4 (A Priori Estimates).** Let Assumptions 2.1 and 2.2 hold. If $\{X^n\}_{n \in \mathbb{N}}$ is a (the) sequence of continuous stochastic processes satisfying (2.1). Then for any 1 ≤ $q$ ≤ $p$ and $T < \infty$,

$$
\sup_n \mathbb{E}\left[ \sup_{0 \leq t \leq T} |X_t^n|_q \right] < \infty.
$$
For any $q \geq 1$ and $s, t \in I$ such that $|t - s| \leq 1$,

\begin{equation}
\mathbb{E} \left[ \sup_{s \leq u \leq t} |X^n_u - X^n_s|^q \right] \leq c_q(t - s)^{\frac{q}{2}}.
\end{equation}

\textbf{Proof.} Is standard in the literature. See, for example, the proof of Theorem 21.9 in [26].

These estimates allow one to conclude tightness of the family \{X^n\}_{n \in \mathbb{N}} by application of the Arzelà-Ascoli characterisation of compact sets (see for example, problem 2.4.11 Karatzas and Shreve [27]) and prove that the family of flows of conditional measures constructed for the Euler approximations have continuous versions that induce a tight family of probability measures in $\mathcal{P}(C(I; \mathcal{P}^p(C)))$.

2.3. \textbf{Existence Theorem.}

\textbf{Theorem 2.5} (Existence of a Weak Solution to McKean-Vlasov SDE with Common Noise). \textit{Let Assumptions 2.1 and 2.2 hold. Then there exists a weak solution to the McKean-Vlasov SDE with common noise.}

\textbf{Proof.} There exists a filtered probability space $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ satisfying the usual conditions, equipped with mutually independent $\mathbb{F}$ Brownian motions $B$ and $W$ and initial condition $\xi$. Construct the sequence of approximations $X^n$ satisfying the Euler approximation SDE (2.1). This construction is carried out iteratively, applying Lemma A.6 on every interval of the approximation (of length $1/n$ for the $n^{th}$ approximation) to ensure that the conditional distributions are valued in $\mathcal{P}_p(C)$. Note that the processes $X^n$ are continuous by construction and are compatible with $(B, W, \xi)$. It will now be demonstrated that the flow of measures $(\mathcal{L}(X^n_{\cdot, \kappa_n(t)}), \mathcal{F}_\kappa^n(t))_{t \geq 0}$ have continuous $\mathcal{P}_p(C)$ valued versions by verifying the conditions of Theorem A.3. The following holds for any $s, t \in I$ such that $|t - s| \leq 1$:

\begin{equation}
\mathbb{E}[W_p(\mathcal{L}(X^n_{\cdot, \kappa_n(t)}), \mathcal{F}_\kappa^n(t)), \mathcal{L}(X^n_{\cdot, \kappa_n(s)}), \mathcal{F}_\kappa^n(s))] = \mathbb{E}[W_p(\mathcal{L}(X^n_{\cdot}, \mathcal{F}_\infty^n), \mathcal{L}(X^n_{\cdot, \kappa_n(t)}), \mathcal{F}_\kappa^n(t))] \\
\leq \mathbb{E}[\mathbb{E}[\sup_{s \leq u \leq t} |X^n_u - X^n_s|^p | \mathcal{F}_\infty^n]] \\
\leq \mathbb{E}[\sup_{s \leq u \leq t} |X^n_u - X^n_s|^p] \\
\leq c(t - s)^{\frac{p}{2}}
\end{equation}

The equality follows from Proposition 1.6 and the inequalities follow consecutively from the definition of $W_p$, Jensen’s inequality, properties of conditional expectation and Lemma 2.4. Since $p > 2$, there is a continuous modification (labelled $\mu^n$) of each flow of measures via Theorem A.3. Moreover, by viewing $\xi$ as the constant process $\{\xi_t, \xi_t \in I\}$, see that $\mathcal{L}(X^n_{\cdot, \kappa_n(t)}), \mathcal{F}_\kappa^n(t)) = \mathcal{L}(X^n_{\cdot, \kappa_n}), \mathcal{F}_\kappa^n)$ is tight in $\mathcal{P}_p(C)$ as a Dirac mass and since the estimate (2.3) is uniform in $n$, the family of continuous modifications of the flows $\mu^n$ is tight in $C(I, \mathcal{P}_p(\mathbb{R}^d))$ by application of Theorem A.4.

The family of joint distributions $\mathcal{L}((X^n, \mu^n, B, W)) =: \eta^n$ consequently defines a tight family of measures on $C \times C(I; \mathcal{P}_p(C)) \times C(I; \mathcal{P}_p(\mathbb{R}^d)) \times C(I; \mathcal{P}_p(\mathbb{R}^d))$. By application of Prokhorov’s theorem there is a subsequence $\{n_k\}_k$ and a probability measure $\eta$, such that $\eta^n \Rightarrow \eta$.

Skorokhod’s Representation theorem gives the existence of a probability space $(\tilde{\Omega}, \tilde{\mathbb{F}}, \tilde{\mathbb{P}})$ on which are defined random elements $\{\tilde{Z}^{n_k}\}_k$ and $\tilde{Z}$, valued on the above product space such that

$\tilde{Z}^{n_k} \equiv (\tilde{X}^{n_k}, \tilde{\mu}^{n_k}, \tilde{B}^{n_k}, \tilde{W}^{n_k}) \sim \eta^{n_k}, \quad \tilde{Z} \equiv (\tilde{X}, \tilde{\mu}, \tilde{B}, \tilde{W}) \sim \eta$
adaptedness of the \( \tilde{X} \) of the constructed processes. Let the filtration \( \bar{F} \) be defined as \( \bar{F}_t := \sigma(\tilde{X}_s, \tilde{\mu}_s, \tilde{B}_s, \tilde{W}_s : s \leq t) \). The adaptedness of the \( X \) and \( \mu \) with respect to this filtration is immediate from the definition. That \( \tilde{B} \) and \( \tilde{W} \) are \( \bar{F} \) Brownian motions will follow from the immersion of their natural filtrations in the filtration \( \bar{F} \) and this will be verified later in the proof.

The proof will be concluded once the components of \( \tilde{Z} \), \( (\tilde{X}, \tilde{\mu}, \tilde{B}, \tilde{W}) \) have been shown to satisfy items i) to iv) of Definition 1.4 with \( \xi := \tilde{X}_0 \). Item 1 follows from the boundedness of \( b, \sigma \) and \( \rho \).

For the second item, it is easily checked that \( \sigma(\tilde{W}_r - \tilde{W}_s : s \leq r \leq t) \subset \bar{F}^{\tilde{B}, \tilde{\mu}} \vee \bar{F}^{\tilde{X}} \) (see [4] Theorem 2.8). To show that \( (\tilde{X}, \tilde{\mu}) \) is compatible with \( (\tilde{B}, \tilde{W}, \tilde{\xi}) \), one needs to demonstrate the conditional independence of \( \bar{F}^{\tilde{X}, \tilde{\mu}} \) from \( \bar{F}^{\tilde{B}, \tilde{W}, \tilde{\xi}} \) given \( \bar{F}^{\tilde{B}, \tilde{W}, \tilde{\xi}} \). Let \( f : C([0, t]; \mathbb{R}^d \times \mathcal{P}_\mu(C)) \to \mathbb{R} \) continuous and bounded, \( g : C(I; \mathbb{R}^d \times \mathcal{P}_\mu(C)) \to \mathbb{R} \) measurable and bounded. Let \( X \sim_{[0, t]} \) denote the truncation of a process on \( I \) to its realisation on \([0, t]\). By application of Lemma 2.1 from [36],

\[
\mathbb{E}[f((\tilde{X}, \tilde{\mu})|_{[0, t]})(g(\tilde{B}, \tilde{W}, \tilde{\xi}) - \mathbb{E}[g(\tilde{B}, \tilde{W}, \tilde{\xi})|\bar{F}^{\tilde{B}, \tilde{W}, \tilde{\xi}}])h((\tilde{B}, \tilde{W})|_{[0, t]}, \tilde{\xi})] = \lim_{k \to \infty} \mathbb{E}\left[f((\tilde{X}^n_k, \tilde{\mu}^n_k)|_{[0, t]}) \times \left(g(\tilde{B}^n_k, \tilde{W}^n_k, \tilde{\xi}^n_k) - \mathbb{E}[g(\tilde{B}^n_k, \tilde{W}^n_k, \tilde{\xi}^n_k)|\bar{F}^{\tilde{X}^n_k, \tilde{\mu}^n_k}] \times h((\tilde{B}^n_k, \tilde{W}^n_k)|_{[0, t]}, \tilde{\xi}^n_k) \right)
\right)
= \lim_{k \to \infty} \mathbb{E}\left[f((X^n_k, \mu^n_k)|_{[0, t]}) \times \left(g(B, W, \xi) - \mathbb{E}[g(B, W, \xi)|\bar{F}^{\tilde{B}, \tilde{W}}]ight)h((B, W)|_{[0, t]}, \xi) \right]
= 0.
\]

The final equality holds since \( \mu^n_k \) is a modification of a \( F^B \) adapted process on the space \((\Omega, \mathcal{F}, \mathbb{P})\) and \( X^n_k \) is a strong solution to the Euler scheme.

To see how to apply Lemma 2.1 from [36], notice that \( \mathbb{E}[g(\tilde{B}, \tilde{W}, \tilde{\xi})|\bar{F}^{\tilde{B}, \tilde{W}, \tilde{\xi}}] \) is by definition \( \bar{F}^{\tilde{B}, \tilde{W}, \tilde{\xi}} \) measurable and therefore by the Doob-Dynkin lemma (Lemma A.1) there exists a measurable function \( G : C([0, t]; \mathbb{R}^d \times \mathbb{R}^d) \to \mathbb{R} \) such that \( G((\tilde{B}, \tilde{W})|_{[0, t]}, \tilde{\xi}) = \mathbb{E}[g(\tilde{B}, \tilde{W}, \tilde{\xi})|\bar{F}^{\tilde{B}, \tilde{W}, \tilde{\xi}}] \). Since, \((\tilde{B}, \tilde{W}, \tilde{\xi})\) has the same distribution as \((\tilde{B}^n_k, \tilde{W}^n_k, \tilde{\xi}^n_k)\),

\[
\mathbb{E}[\tilde{\xi}^n_k](g(\tilde{B}^n_k, \tilde{W}^n_k, \tilde{\xi}^n_k)|\bar{F}^{\tilde{B}^n_k, \tilde{W}^n_k, \tilde{\xi}^n_k}]h((\tilde{B}^n_k, \tilde{W}^n_k)|_{[0, t]}, \tilde{\xi}^n_k)]
= \mathbb{E}[g(\tilde{B}^n_k, \tilde{W}^n_k, \tilde{\xi}^n_k)]h((\tilde{B}^n_k, \tilde{W}^n_k)|_{[0, t]}, \tilde{\xi}^n_k)]
= \mathbb{E}[g(B, W, \tilde{\xi})h((B, W)|_{[0, t]}, \tilde{\xi})]
= \mathbb{E}[G((\tilde{B}, \tilde{W})|_{[0, t]}, \tilde{\xi})h((\tilde{B}, \tilde{W})|_{[0, t]}, \tilde{\xi})] = \mathbb{E}[G((\tilde{B}^n_k, \tilde{W}^n_k)|_{[0, t]}, \tilde{\xi}^n_k)h((\tilde{B}^n_k, \tilde{W}^n_k)|_{[0, t]}, \tilde{\xi}^n_k)]
\]

Therefore, the bounded and measurable function \( G \) provides a version of the conditional expectation appearing above, and the Lemma 2.1 from [36] can be applied.
It will be verified that for all \( t \in I \), \( \tilde{\mu}_t = \mathcal{L}(\tilde{X}_t|\mathcal{F}_t^\infty) \). Then, via Proposition 1.6, it holds that 
\[
\tilde{\mu}_t = \mathcal{L}(\tilde{X}_t|\tilde{\mathcal{F}}_t^\infty)
\]
for any \( t \in I \) and \( \tilde{X} \) is compatible with \((\tilde{B}, \tilde{\mu})\). This verifies item iii) and the outstanding element of item ii). First, note that since \( \tilde{\mu} \) is adapted to \( \tilde{\mathcal{F}}_t^\infty \) (the natural filtration of the tuple \( \tilde{B}, \tilde{\mu} \)), all that needs to be verified to show that 
\[
\tilde{\mu}_t = \mathcal{L}(\tilde{X}_t|\tilde{\mathcal{F}}_t^\infty)
\]
for any \( t \in I \) is that for \( f : \mathcal{C} \to \mathbb{R} \) and \( g : C(I; \mathbb{R}^d) \times C(I; \mathcal{P}(\mathcal{C})) \to \mathbb{R} \) continuous and bounded,
\[
\mathbb{E}[f(\tilde{X}_t)g(\tilde{B}, \tilde{\mu})] = \mathbb{E}[(\tilde{\mu}_t, f)g(\tilde{B}, \tilde{\mu})].
\]
It will hold for \( f \) and \( g \) bounded and measurable by a Lusin’s theorem approximation. The above equation holds since,
\[
\mathbb{E}[f(\tilde{X}_t)g(\tilde{B}, \tilde{\mu})] = \lim_{k \to \infty} \mathbb{E}[f(\tilde{X}^n)g(\tilde{B}^n, \tilde{\mu}^n)] \\
= \lim_{k \to \infty} \mathbb{E}[f(\tilde{X}^n)g(\tilde{B}, \mu^n)] \\
= \lim_{k \to \infty} \mathbb{E}[f(\tilde{X}^n)g(B, \mathcal{L}(X^n|\mathcal{F}_t^B))] \\
= \lim_{k \to \infty} \mathbb{E}[\tilde{\mu}_t^n, f)g(B, \mathcal{L}(X^n|\mathcal{F}_t^B))] \\
= \mathbb{E}[\tilde{\mu}_t, f)g(\tilde{B}, \tilde{\mu})]
\]
(2.4)

The first and last equalities follow from dominated convergence, the second and sixth from the fact that the joint distribution of \((X^n, B, \mu^n)\) is the same as that of \((\tilde{X}^n, \tilde{B}^n, \tilde{\mu}^n)\), the third and fifth equalities follow from the fact that \(\{\mu^n\}_{t \in I}\) is a modification of \(\{\mathcal{L}(X^n_t|\mathcal{F}_t^B)\}_{t \in I}\) and the compatibility of \(X^n\) with \(B\), the fourth from the tower property of conditional expectation and definition of regular conditional distributions and the adaptedness of \(\{\mathcal{L}(X^n_t|\mathcal{F}_t^B)\}_{t \in I}\) to \(\mathbb{R}^B\). The convergence of \(\tilde{\mu}_t^n\) to \(\tilde{\mu}_t\) follows from the fact that \(\tilde{\mu}_t^n \to \tilde{\mu}_t\) \(\tilde{\mathcal{P}}\)-a.s. in \((\mathcal{P}_p(\mathcal{C}), \mathcal{W}_p)\) - see Theorem 6.9 in [50].

Finally, the equation (1.3) will hold \(\tilde{\mathcal{P}}\)-a.s. for all \( t \in I \) due to Lebesgue’s dominated convergence theorem and a theorem due to Skorokhod (pg.32 [46]).

All items in the definition of a weak solution have been verified and thus the proof is concluded.

\[\blacksquare\]

2.4. Weak Existence for Bounded Measurable Interaction Kernel. Armed with Theorem 2.5, it is possible to prove the existence of weak solutions to a particular class of McKean-Vlasov SDEs with common noise, namely where the coefficients are bounded, measurable, non-degenerate, Markovian (in the sense that \((b, \sigma, \rho)(t, x, m) = (b, \sigma, \rho)(t, x_t, m \circ \psi^{-1}_t)\) where \(\psi_t : C \ni x \to x_t \in \mathbb{R}^d\)) and the dependence on measure is of the linear integrated form (this is sometimes referred to as a mean field interaction of scalar type). Hence, the spatial regularity of the coefficients can be relaxed at the price of a particular form of measure dependence. To be precise, the following assumption on the coefficients is formulated.

**Assumption 2.6.** The coefficients \(b, \sigma\) and \(\rho\) take the following form:

\[
f(t, x, \nu) := \int \tilde{f}(t, x_t, y)\nu \circ \psi^{-1}_t(dy),
\]
(2.5)
where \( f \) can be replaced with either \( b, \sigma \) or \( \rho \). The functions (interaction kernels) \( \tilde{b}, \tilde{\sigma} \) and \( \tilde{\rho} \) are assumed to be bounded and measurable and, letting \( \Sigma := (\sigma, \rho) \),

\[
\inf_{t,x,\nu} \inf_{\lambda \in \mathbb{R}^{d_x} \setminus \lambda = 1} \lambda^T \Sigma \Sigma^T \lambda > 0.
\]

**Theorem 2.7 (Weak Existence for Bounded Measurable Interaction Kernel).** Under Assumption 2.6, the corresponding McKean-Vlasov SDE with common noise has a weak solution.

**Proof Outline.** Similar to the proof of Mishura and Veretennikov [42] in the case without common noise, here the argument relies on a mollification of the interaction kernels \( \tilde{b}, \tilde{\sigma} \) and \( \tilde{\rho} \). The resulting mollified McKean-Vlasov SDEs with common noise have weak solutions by application of Theorem 2.5 and the solution processes satisfy the estimates given in Lemma 2.4. Therefore, a weakly convergent subsequence can be extracted from the sequence of joint laws of the approximate solutions.

On a probability space given by the Skorokhod Representation Theorem, the limit process can be shown to be a solution to the original, un-mollified McKean-Vlasov SDE with common noise via application of estimates due to Krylov [32] (Ch.2 Sec.3 Thm.4).

**Proof.** First, the coefficients are mollified by replacing the interaction kernels with kernels \( \tilde{b}^n, \tilde{\sigma}^n \) and \( \tilde{\rho}^n \) that are defined by,

\[
\tilde{f}^n(t, x, y) := n^{2d_x} \zeta(nx, ny) * \tilde{f}(t, x, y),
\]

where \( \zeta \) is a non-negative smooth function, vanishing for \(|x| + |y| > 1\), with \( \int \zeta(x, y)dx dy = 1 \). It is easy to see that the mollified coefficients satisfy the conditions of Theorem 2.5 and hence there exist weak solutions \((X^n, \mu^n, B^n, W^n)\) to the McKean-Vlasov SDEs with common noise defined by the mollified coefficients. Since the kernels’ bounds are preserved by the mollification, the coefficients of the mollified McKean-Vlasov SDEs with common noise are uniformly bounded and therefore, by a standard procedure, the conclusion of Lemma 2.4 holds for this sequence of weak solutions. By the same argument from the proof of Theorem 2.5, one can extract a weakly convergent subsequence of the laws of these solutions. It will be convenient however, to consider another sequence of probability measures that gives access to copies of the solutions that are conditionally independent given \((\mu^n, B^n)\).

Denote the laws of the solutions (with \( \xi^i \) hidden inside \( X^i \) since \( \xi^i = X^i_0 \)) by \( \mathcal{L}(X^n, \mu^n, B^n, W^n) \). Disintegrate these distributions (see Chapter 10 in volume II of [6]) into the joint distribution of \((\mu^n, B^n)\) and the conditional distribution of \((X^n, W^n)\) given \( \mu^n, B^n \). This is written as

\[
\mathcal{L}(X^n, W^n, \mu^n, B^n)(dx, dw, dv, db) = p^\mu_X(dx, dw, dv, db) \mathcal{L}(\mu^n, B^n)(dv, db).
\]

Introducing a new sequence of probability distributions,

\[
\pi^n(dx^1, dw^1, dx^2, dw^2, dv, db) := \prod_{i=1}^2 p^\mu_X(dx^i, dw^i, \nu, b) \mathcal{L}(\mu^n, B^n)(dv, db)
\]

and equipping the product space \( \mathcal{C} \times C(I; \mathbb{R}^{dw}) \times \mathcal{C} \times C(I; \mathcal{P}(C)) \times C(I; \mathbb{R}^{db}) \) with \( \pi^n \), the canonical processes \((X, W, \dot{X}, \dot{W}, \mu, B)\) yields two weak solutions \((X, W, \mu, B)\) and \((\dot{X}, \dot{W}, \mu, B)\) with the property that \((X, W)\) is conditionally independent of \((\dot{X}, \dot{W})\) given \((\mu, B)\). It is easy to see that the sequence \( \pi^n \) is also sequentially compact. As before, one extracts a weakly convergent subsequence and applies Skorokhod’s Representation Theorem. Then, abusing notation to let \( n \) denote the subsequence, on some probability space there exists random elements \((X^n, W^n, \dot{X}^n, \dot{W}^n, \mu^n, B^n) \sim \)
\( \pi_n \) and \((X, W, \hat{X}, \hat{W}, \mu, B) \sim \pi = \lim_n \pi_n \) such that \((X^n, W^n, \hat{X}^n, \hat{W}^n, \mu^n, B^n) \to (X, W, \hat{X}, \hat{W}, \mu, B)\) surely. The aim is to show that \((X, W, \mu, B)\) is a weak solution to the un-mollified McKean-Vlasov SDE with common noise. The first three items of Definition 1.4 are verified as in the proof of Theorem 2.5. The final item (that the SDE holds), however, requires additional consideration. It remains to show that

\[
\int_0^t b^n(s, X^n, \mu^n) \, ds \to \int_0^t b(s, X, \mu) \, ds,
\]

\[
\int_0^t \sigma^n(s, X^n, \mu^n) \, dW^n_s \to \int_0^t \sigma(s, X, \mu) \, dW_s
\]

and

\[
\int_0^t \rho^n(s, X^n, \mu^n) \, dB^n_s \to \int_0^t \rho(s, X, \mu) \, dB_s
\]

\( \mathbb{P} \)-a.s. for all \( t \in I \), again allowing \( n \) to denote the further subsequence taken to obtain this convergence. Consider some \( t \in I \cap \mathbb{Q} \), and the following sequence of estimates:

\[
\mathbb{E} \left[ \left| \int_0^t b^n(s, X^n, \mu^n) \, ds - \int_0^t b(s, X, \mu) \, ds \right| \right] 
\]

\[
\leq \mathbb{E} \left[ \int_0^t |b^n(s, X^n, \mu^n) - b(s, X, \mu)| \, ds \right]
\]

\[
\leq \mathbb{E} \left[ \int_0^t |b^n(s, X^n, \mu^n) - b^n(s, X^n, \mu^n)| \, ds \right] + \mathbb{E} \left[ \int_0^t |b^n(s, X^n, \mu^n) - b^{n}(s, X, \mu)| \, ds \right]
\]

\[
+ \mathbb{E} \left[ \int_0^t |b^{n}(s, X, \mu) - b(s, X, \mu)| \, ds \right]
\]

for some \( N \in \mathbb{N} \). Then, by the form of the measure dependence of \( b \) and the Tower property,

(2.7)

\[
\mathbb{E} \left[ \left| \int_0^t b^n(s, X^n, \mu^n) \, ds - \int_0^t b(s, X, \mu) \, ds \right| \right] 
\]

\[
\leq \mathbb{E} \left[ \int_0^t \int [\hat{b}^n - b^{n}](s, X^n_s, y) \mu^n \circ \psi^{-1}_s(dy) \, ds \right] + \mathbb{E} \left[ \int_0^t |b^{n}(s, X^n, \mu^n) - b^{n}(s, X, \mu)| \, ds \right]
\]

\[
+ \mathbb{E} \left[ \int_0^t \int |\hat{b}^{n} - \hat{b}|(s, X, y) \mu \circ \psi^{-1}_s(dy) \, ds \right]
\]

\[
\leq \int_0^t \mathbb{E} \left[ \left( \int [\hat{b}^n - b^{n}](s, X^n_s, y) \mu^n \circ \psi^{-1}_s(dy) \right) \mathcal{F}^{B^n, \mu^n} \right] \, ds + \mathbb{E} \left[ \int_0^t |b^{n}(s, X^n, \mu^n) - b^{n}(s, X, \mu)| \, ds \right]
\]

\[
+ \int_0^t \mathbb{E} \left[ \left( \int |\hat{b}^{n} - \hat{b}|(s, X, y) \mu \circ \psi^{-1}_s(dy) \right) \mathcal{F}^{B, \mu} \right] \, ds.
\]
The first term in the final line is handled as follows:

\[
\int_0^t \mathbb E \left[ \mathbb E \left[ \int |\tilde b^n - \tilde b^N|((s, X^n_s, y))\mu^n(dy) \big| \mathcal F^{B^n,n} \right] \right] ds
\]

\[
= \int_0^t \mathbb E \left[ \int |\tilde b^n - \tilde b^N|((s, x, y))\mu^n \circ \psi_s^{-1}(dx) \otimes \mu^n \circ \psi_s^{-1}(dy) \right] ds
\]

\[
= \int_0^t \mathbb E[|\tilde b^n - \tilde b^N|((s, X^n_s, \hat X^n_s))\mathcal F^{B^n,n}] ds
\]

\[
\leq |\tilde b^n - \tilde b^N|_{L^{1+2d}}.
\]

The above equalities hold due to the construction of the measures \(\pi^n\) and the inequality by application of Theorem 4, Sec.3, Ch.2 of [32].

Repeating the above sequence of estimates with the superscript \(n\) removed, the final term of (2.7) can be dealt with leading to the estimate:

\[
\mathbb E \left[ \int_0^t b^n(s, X^n, \mu^n)ds - \int_0^t b(s, X, \mu)ds \right]
\]

\[
\leq |\tilde b^n - \tilde b^N|_{L^{1+2d}} + \mathbb E \left[ \int_0^t |b^n(s, X^n, \mu^n)ds - b^N(s, X, \mu)|ds \right] + |\tilde b^N - \tilde b|_{L^{1+2d}}.
\]

For any \(\varepsilon > 0\), there is an \(N\) large enough such that for \(n > N\), \(|\tilde b^n - \tilde b^N|_{L^{1+2d}} + |\tilde b^N - \tilde b|_{L^{1+2d}} < \varepsilon/2\). Also, as \(n \to \infty\), by the continuity of \(b^N\), the middle term in the above inequality vanishes. Therefore, for each \(N \in \mathbb N\), there is an \(n_N\) such that for all \(n > n_N\), the middle term is bounded by \(\varepsilon/2\) and therefore,

\[
\int_0^t b^n(s, X^n, \mu^n)ds \overset{p}{\to} \int_0^t b(s, X, \mu)ds
\]

for any \(t \in I \cap \mathbb Q\). This can be elevated to almost sure convergence along a subsequence and to all \(t \in I\) by continuity. To prove the corresponding limits for the stochastic integrals, one follows an analogous procedure to that of the drift convergence. Writing \(f, M\) in place of \(\sigma, W\) or \(\rho, B\), one can estimate as follows:

\[
1/3\mathbb E \left[ \left( \int_0^t f^n(s, X^n, \mu^n)dM^a_s - \int_0^t f(s, X, \mu)dM_s \right)^2 \right]
\]

\[
\leq \mathbb E \left[ \left( \int_0^t (f^n(s, X^n, \mu^n) - f^N(s, X^n, \mu^n))dM^a_s \right)^2 \right]
\]

\[
+ \mathbb E \left[ \left( \int_0^t f^N(s, X^n, \mu^n)dM^a_s - \int_0^t f^N(s, X, \mu)dM_s \right)^2 \right]
\]

\[
+ \mathbb E \left[ \left( \int_0^t (f^N(s, X, \mu) - f(s, X, \mu))dM_s \right)^2 \right]
\]

for some \(N \in \mathbb N\). To finish, apply the Itô isometry to the first and third terms on the right hand side of (2.8) and follow an almost exactly analogous procedure as with the drift convergence, taking care of the second power appearing. Handle the second term with Skorokhod’s lemma for the
convergence of stochastic integrals, see [46] pg.32. One arrives at the following estimate:

\[
\frac{1}{3}E\left[\left(\int_0^t f^n(s, X^n, \mu^n)dM^n_s - \int_0^t f(s, X, \mu)dM_s\right)^2\right] \\
\leq \left|\tilde{f}^n - \tilde{f}^N\right|_{L^2(1+2d)}^2 + E\left[\left(\int_0^t f^N(s, X^n, \mu^n)dM^n_s - \int_0^t f^N(s, X, \mu)dM_s\right)^2\right] + \left|\tilde{f}^N - \tilde{f}\right|_{L^2(1+2d)}^2 < \varepsilon
\]

for sufficiently large \( n \) depending on the choice of \( \varepsilon > 0 \).

3. **Uniqueness in Joint Law.** In this section, a particular class of equations of the type (1.3) will be studied. Namely, the case where the diffusion coefficients \( \sigma \) and \( \rho \) do not depend upon measure. The authors expect that with similar techniques to those given in [41] and [42] the result here can be extended to include some spatial growth. However, in the interest of conveying how one overcomes the barriers of extending this method to the common noise setting without become mired in additional technical difficulties, the following assumptions are made regarding the coefficients.

**Assumption 3.1.** The coefficients \( b, \sigma \) and \( \rho \) are measurable and progressive. The coefficients \( \sigma \) and \( \rho \) do not depend on the measure argument and are such that there exists a unique strong solution to the driftless SDE:

\[
(3.1) \quad dX^0_t = \sigma(t, X^0) dW_t + \rho(t, X^0) dB_t.
\]

Further, \( d_X = dW \), \( \sigma \) is non-degenerate, invertible and \( \sigma^{-1}b \) is bounded and Lipschitz continuous in the measure component with respect to the total variation distance, i.e. there is a constant \( c_{TV} \) such that

\[
|\sigma(t, x)^{-1}b(t, x, \mu) - \sigma(t, x)^{-1}b(t, x, \nu)| \leq c_{TV}d_{TV}(\mu, \nu).
\]

Under the above assumption, the McKean-Vlasov SDE with common noise, (1.3), takes the form:

\[
(3.2) \quad X_t = \xi + \int_0^t b(s, X_{s^-}, \mu_s) ds + \int_0^t \sigma(s, X_{s^-}) dW_s + \int_0^t \rho(s, X_{s^-}) dB_s.
\]

**Definition 3.2 (Uniqueness in Joint Law).** The McKean-Vlasov SDE with common noise is said to satisfy ‘uniqueness in joint law’ if any two weak solutions (in the sense of Definition 1.4), \((X^1, \mu^1, B^1, W^1, \xi^1)\) and \((X^2, \mu^2, B^2, W^2, \xi^2)\) have the same joint distribution.

**Theorem 3.3.** Under Assumption 3.1, the McKean-Vlasov SDE with common noise of the form (3.2) satisfies uniqueness in joint law.

The proof of Theorem 3.3 will be given in Subsection 3.2. The following subsection provides a lemma that establishes uniqueness in joint law for the SDEs with random coefficients obtained when one considers the measure valued process provided by a weak solution to (3.2) as a stochastic input.

3.1. **Auxiliary Lemma.**
DEFINITION 3.4. A filtered probability space supporting Brownian motions \( W \) and \( B \), an adapted stochastic process \( \mu \) and an \( \mathcal{F}_0 \) measurable random vector \( \xi \), such that \((B, \mu) \parallel (W, \xi)\) is said to be a weak solution on \([0, T]\) to the SDE with random coefficients:

\[
X_t = \xi + \int_0^t b(s, X, \mu) \, ds + \int_0^t \sigma(s, X) \, dW_s + \int_0^t \rho(s, X) \, dB_s,
\]

if it also supports an adapted process \( X \), such that

1. \( \mathbb{P}\text{-a.s. } \forall t \in [0, T], \int_0^t |b(s, X, \mu)| + |\sigma(s, X, \mu)|^2 + |\rho(s, X, \mu)|^2 \, ds < \infty \).
2. \( X, \mu, B, W, \xi \) satisfy (3.3) \( \mathbb{P}\text{-a.s. } \forall t \in [0, T] \).

LEMMA 3.5. Under Assumption 3.1, the SDE with random coefficients (3.3) satisfies joint uniqueness in law on \([0, T]\) for any \( T < \infty \).

Which is to say that given any two weak solutions of type of Definition 3.4, \((\Omega^1, \mathcal{F}^1, \mathbb{P}^1, X^1, \mu^1, B^1, W^1, \xi^1)\) and \((\Omega^2, \mathcal{F}^2, \mathbb{P}^2, X^2, \mu^2, B^2, W^2, \xi^2)\) such that \( \mathcal{L}^1(\mu^1, B^1, W^1, \xi^1) = \mathcal{L}^2(\mu^2, B^2, W^2, \xi^2) \), the joint distributions of the solutions \( \mathcal{L}^1(X_{\wedge T}^1, \mu^1, B^1, W^1, \xi^1) \) and \( \mathcal{L}^2(X_{\wedge T}^2, \mu^2, B^2, W^2, \xi^2) \) are equal.

PROOF. Given an arbitrary solution \((X, \mu, B, W, \xi)\) to (3.3) on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), with \( \nu := \mathcal{L}(\mu, B, W, \xi) \), define an equivalent probability measure \( \mathbb{Q}_T \) by

\[
\frac{d\mathbb{Q}_T}{d\mathbb{P}} := \mathcal{E}_T\left(-\int_0^T \sigma^{-1}(s, X)b(s, X, \mu) \, dW_s\right).
\]

As \((\mu, B, \xi) \parallel W\), the tuple \((\mu, B, \xi)\) has the same joint distribution under \( \mathbb{Q}_T \) or \( \mathbb{P} \). By Girsanov’s Theorem, \( \tilde{W} := W + \int_0^T \sigma^{-1}(s, X)b(s, X, \mu) \, ds \) is a \( \mathbb{Q}_T\)-Brownian motion. Therefore, \((\mu, B, \tilde{W}, \xi) \sim \nu \) under \( \mathbb{Q}_T \). Also, since \( X \) satisfies (3.1) on \([0, T]\) under \( \mathbb{Q}_T \), with stochastic input \((B, \tilde{W}, \xi)\), the process \( X_{\wedge T} \) has a uniquely determined law on \( \mathbb{Q}_T \) since (3.1) has a unique strong solution.

Combining these facts, under \( \mathbb{Q}_T \), \((X_{\wedge T}, \mu, B, \tilde{W}, \xi)\) has a joint distribution that does not depend upon the choice of weak solution. This uniquely determines their joint law with \( W \) and \( \mathcal{E}_T\left(\int_0^T \sigma^{-1}(s, Y)b(s, Y, G(U, B)) \, dW_s\right) \) under \( \mathbb{Q}_T \).

Since \( \mathbb{P} \) and \( \mathbb{Q}_T \) are equivalent,

\[
\mathbb{P}\{(X_{\wedge T}, \mu, B, W, \xi) \in A\} = \mathbb{E}_{\mathbb{Q}_T}\left[\frac{d\mathbb{P}}{d\mathbb{Q}_T}1_{(X_{\wedge T}, \mu, B, W, \xi) \in A}\right].
\]

Further, since \( \frac{d\mathbb{P}}{d\mathbb{Q}_T} = \left(\frac{d\mathbb{Q}_T}{d\mathbb{P}}\right)^{-1} \) one can write,

\[
\frac{d\mathbb{P}}{d\mathbb{Q}_T} = \exp\left\{\int_0^T \sigma^{-1}(s, X)b(s, X, \mu) \, dW_s + \frac{1}{2} \int_0^T |\sigma^{-1}(s, X)b(s, X, \mu)|^2 \, ds\right\}
\]

\[
= \exp\left\{\int_0^T \sigma^{-1}(s, X)b(s, X, \mu) \, d\tilde{W}_s - \frac{1}{2} \int_0^T |\sigma^{-1}(s, X)b(s, X, \mu)|^2 \, ds\right\}
\]

\[
= \mathcal{E}_T\left(\int_0^T \sigma^{-1}(s, X)b(s, X, \mu) \, d\tilde{W}_s\right).
\]

Finally,

\[
\mathbb{P}\{(X_{\wedge T}, \mu, B, W, \xi) \in A\} = \mathbb{E}_{\mathbb{Q}_T}\left[\frac{d\mathbb{P}}{d\mathbb{Q}_T}1_{(X_{\wedge T}, \mu, B, W, \xi) \in A}\right]
\]

\[
= \mathbb{E}_{\mathbb{Q}_T}\left[\mathcal{E}_T\left(\int_0^T \sigma^{-1}(s, X)b(s, X, \mu) \, d\tilde{W}_s\right)1_{(X, \mu, B, \tilde{W} - \int_0^T \sigma^{-1}(s, X)b(s, X, \mu) \, ds, \xi) \in A}\right],
\]

which does not depend upon the choice of weak solution. \( \square \)
3.2. Proof of the Uniqueness Theorem. To aid in the reading of this subsection, the strategy is briefly outlined as follows:

Proof Outline.

Steps 1.-2. Disintegrate the joint distributions of the solutions to identify the underlying randomness behind the flows of conditional distributions ($\mu^1$ and $\mu^2$).

Steps 3.-4. Introduce a Monge-Kantorovich Problem with a tailored cost function that forces the optimal coupling for this problem to constrain the underlying randomness to be the same for each solution.

Step 5. Show that it is possible to represent the distributions of the solutions by a unique solution to the drift-less equation viewed on two probability spaces related by Girsanov transformations. This requires the uniqueness in law to a certain class of SDEs with random coefficients as given by Lemma 3.5.

Step 6. For a small time interval, estimate the distance between two processes’ distributions by studying the dual Kantorovich Problem, showing that for a small time interval, there is uniqueness in joint law.

Step 7. Conclude by induction.

Proof of Theorem 3.3. Given two weak solutions to (3.2) of the form given by Definition (1.4), $(X^1, \mu^1, B^1, W^1, \xi^1)$ and $(X^2, \mu^2, B^2, W^2, \xi^2)$, denote the laws of the solutions (with $\xi^1$ hidden inside $X^i$ since $\xi^i = X^i_0$) on their respective probability spaces by

$$\mathcal{L}^1(X^1, \mu^1, B^1, W^1) \text{ and } \mathcal{L}^2(X^2, \mu^2, B^2, W^2),$$

where the superscript on $\mathcal{L}$ refers to the fact that these weak solutions may be defined on different probability spaces. In order to compare the distributions of the two solutions, one needs to couple the distributions on a probability space in such a way that fixes the underlying randomness of both $\mu^1$ and $\mu^2$ to be the same. This is done as follows:

1. Disintegrate the joint distributions of the two solutions (see Chapter 10 in volume II of [6]) into the joint distributions of $(\mu^i, B^i, W^i)$ and the conditional distribution of $X^i$ given $\mu^i, B^i, W^i$. This is written as

$$\mathcal{L}^i(X^i, \mu^i, B^i, W^i) = p^i_X(dx, \mu, b, w)\mathcal{L}^i(\mu^i, B^i)(d\mu, db)\mathcal{L}^i(W^i)(dw),$$

using the independence of $W^i$ and $(\mu^i, B^i)$.

2. From Blackwell and Dubins [5], there exists for each $i \in \{1, 2\}$, a measurable function $G^i : [0, 1] \times C(I; \mathbb{R}^{d_B}) \to C(I; \mathcal{P}(C))$, such that, if on some probability space there are elements $U, B$ such that $U \sim \text{Unif}(0, 1) =: \lambda$, $B \sim \mathcal{L}^i(B^i)$ and $U \parallel B$, then

$$\mathcal{L}(G^i(U, B), B) = \mathcal{L}^i(\mu^i, B^i).$$

Note that the functions $G^i$ cannot be claimed to be adapted in the sense that, if for $b^1, b^2 \in C(I; \mathbb{R}^{d_B})$ such that $b^1_{\lambda t} = b^2_{\lambda t}$ for some $t \in I$, then $G^i(u, b^1)_t = G^i(u, b^2)_t$. This is shown in Example 5.3 of [36].

Letting $\mathcal{W}_d$ denote Wiener measure on $C(I; \mathbb{R}^d)$, consider for $i \in \{1, 2\}$,

$$\pi^i := p^i_X(dx, \mu, b, w)\delta_{G^i(u, b)}(d\mu)\lambda(du)\mathcal{W}_{dB}(db)\mathcal{W}_{dw}(dw).$$
Equipping the space \( E := (C \times C(I; \mathcal{P}(C)) \times [0,1] \times C(I; \mathbb{R}^{d_B}) \times C(I; \mathbb{R}^{d_W})) \) and its product \(\sigma\)-algebra with the measure \( \pi^i \), the canonical random elements \((X,\mu,U,B,W)\) are such that \((X,\mu,B,W)\) have distribution \(\mathcal{L}^\mu(X^i,\mu^i,B^i,W^i)\). Further, for \(i \in \{1,2\}\), introduce the measure
\[
\pi^i_X := p^i_X(dx,G^i(u,b),b,w)\lambda(du)\mathcal{W}_d\mathcal{W}_dW(dw).
\]
One can equip the product space \( E^* := (C \times [0,1] \times C(I; \mathbb{R}^{d_B}) \times C(I; \mathbb{R}^{d_W})) \) (with product \(\sigma\)-algebra denoted \(\mathcal{B}(E^*)\)) with \(\pi^i_X\) and define \(\mu := G^i(U,B)\). Then, the canonical random elements \(X,U,B,W\) along with \(\mu\) satisfy again, \(\mathcal{L}^{\pi^i_X}(X,\mu,B,W) = \mathcal{L}^\mu(X^i,\mu^i,B^i,W^i)\) and consequently, denoting \(\Omega,\mathcal{F},\mathbb{P} := (E^*,\mathcal{B}(E^*),\pi^i_X)\), for any \(A \in \mathcal{B}(C)\) and bounded measurable \(f : C(I;\mathcal{P}(C)) \times C(I;\mathbb{R}^{d_B}) \to \mathbb{R}\),
\[
\mathbb{E}[G^i(U,B)_t(A)f(G^i(U,B),B)] = \mathbb{E}[^i(A)f(\mu^i,B^i)]
\]
\[
= \mathbb{E}\left[\mathbb{1}_A(X^i_t)\mathbb{E}[f(\mu^i,B^i)]\right]
\]
\[
= \mathbb{E}\left[\mathbb{1}_A(X^i_t)\mathbb{E}[f(G^i(U,B),B)]\right].
\]
Hence, \(\mu_t = G^i(U,B)_t = \mathcal{L}(X^i_t\mid G^i(U,B),B) = \mathcal{L}(X^i_t\mid \mu,B)\) for all \(t \in I\). An important observation is that, since \(X\) is independent of \(U\) given \(\sigma(G^i(U,B),B)\), \(\mu_t = \mathcal{L}(X^i_t\mid U,B)\) for all \(t \in I\).

3. On the product space \(E^* \times E^*\), define the lower semi-continuous cost function
\[
c^*((x^1,u^1,b^1,w^1),(x^2,u^2,b^2,w^2)) := \begin{cases} 
1_{x^1 \neq x^2} + d(u^1,w^1) & \text{if } (u^1,b^1) = (u^2,b^2), \\
\infty & \text{otherwise}.
\end{cases}
\]
where \(d\) is the uniform metric on \(C(I;\mathbb{R}^{d_W})\). Let \(W^*\) be the Monge-Kantorovich Problem (see Chapters 4 and 5 in [50]) with cost function \(c^*\):
\[
W^*(\pi^1_X,\pi^2_X) := \inf_{\pi : \pi \text{ couples } \pi^1_X,\pi^2_X} \int_{E^* \times E^*} c^* d\pi.
\]
There exists an optimal coupling for this problem (a coupling minimizing the expected cost \(\int c^* d\pi\)) since the \(c^*\) is lower semi-continuous, see [50], Theorem 4.1. If \(W^*(\pi^1_X,\pi^2_X) = 0\), then one can conclude \(\pi^1_X = \pi^2_X\) since the cost function \(c^*((x^1,u^1,b^1,w^1),(x^2,u^2,b^2,w^2)) = 0\) if and only if \((x^1,u^1,b^1,w^1) = (x^2,u^2,b^2,w^2)\). Further, on the optimal coupling from (3.7), following the argument behind equation (3.5),
\[
G^1(U,B)_t = \mathcal{L}(X^i_t\mid U,B) = \mathcal{L}(X^i_t\mid \mu,B) = G^2(U,B)_t,
\]
almost surely for all \(t \in I\), which by the continuity of sample paths of \(G^i(U,B)\) is enough to claim that \(G^1(U,B)\) and \(G^2(U,B)\) are almost surely equal. It will consequently be the aim to show \(W^*(\pi^1_X,\pi^2_X) = 0\) for any two solutions to (3.2).
First, note that by the gluing lemma there exists a probability space \((\tilde{\Omega},\tilde{\mathcal{F}},\tilde{\mathbb{P}})\) on which there are random elements \(\tilde{X}^1,\tilde{X}^2,\tilde{U},\tilde{B},\tilde{W}^1,\tilde{W}^2\) with \(\mathcal{L}(\tilde{X}^1,\tilde{U},\tilde{B},\tilde{W}^1) = \pi^1_X\). It is easy to see that
\[
W^*(\pi^1_X,\pi^2_X) \leq \tilde{\mathbb{E}}[c^*((\tilde{X}^1,\tilde{U},\tilde{B},\tilde{W}^1),(\tilde{X}^2,\tilde{U},\tilde{B},\tilde{W}^2))] = \tilde{\mathbb{E}}[1_{\tilde{X}^1 \neq \tilde{X}^2} + d(\tilde{W}^1,\tilde{W}^2) \wedge 1] \leq 2.
\]
On the other hand, for any coupling of $\pi_1$ and $\pi_2$ such that $\mathbb{P}[\{(U^1, B^1) \neq (U^2, B^2)\}] > 0$, the quantity $\mathbb{E}[\pi((X^1, U^1, B^1, W^1), (X^2, U^2, B^2, W^2))] = \infty$. Therefore, the infimum (that is attained by some optimal coupling) in $W^*$ may be taken over all couplings ensuring $\mathbb{P}[\{(U^1, B^1) \neq (U^2, B^2)\}] = 0$. By completing the probability space, it can be assumed that for the optimal coupling, $(U^1, B^1) = (U^2, B^2)$ surely and the superscripts will consequently be dropped.

To show that $W^*(\pi_1^1, \pi_2^1) = 0$, it will first be shown that $W^* = 0$ for solutions restricted to a short time interval. Define $p_{X,T}^1$ as the image of $p_{X}^1$ through the map $C \ni x \mapsto x \wedge T \in C$. Then, defining

$$
\pi_{X,T}^1 := p_{X,T}^1(dx, G^i(u, b, w))(du)W_{db}(db)W_{dw}(dw),
$$

see that for $E^*$ equipped with $\pi_{X,T}^1$, and again defining $\mu^i := G^i(U, B)$, the elements $X, \mu, B, W$ have distribution $L^i(X^{1}_x, \mu^i, B^{1}, W^{1})$. It will be shown that for some small $T$, $W^*_T := W^*(\pi_{X,T}^1, \pi_{X,T}^2) = 0$ by representing the two measures via Girsanov transformations from the optimal coupling for $W^*_T$. Then, by repeating the argument, $W^*(\pi_{X,T}^1, \pi_{X,T}^2) = 0$ will be established by induction on intervals $[0, kT]$. The optimal coupling for $W^*_T$, denoted $P$ henceforth, satisfies $X^i = X^{i}_x \wedge T$ and for all $t \leq T$,

$$
\mathbb{E}[D^\pi TV(\mu_1^1, \mu_2^1)] \leq \mathbb{E}[E[X^{1}_x \wedge T \neq X^{2}_x \wedge T | F^{B,U}]] = \mathbb{E}[1_{X^{1}_x \wedge T \neq X^{2}_x \wedge T}] \leq \mathbb{E}[1_{X^{1}_x \wedge T \neq X^{2}_x \wedge T}]
$$

$$
= W^*(\pi_{X,T}^1, \pi_{X,T}^2).
$$

The following argument shows that for small $T$, $W^*_T = 0$:

4. By the Kantorovich Duality (see Theorem 5.10 in [50]), the primal and dual Kantorovich problems for $c^*$ satisfy,

$$
W^*(\pi_{X,T}^1, \pi_{X,T}^2)
$$

$$
= \sup_{h \in c^*\text{-convex}} \left( \int h(x, u, b, w)(\pi_{X,T}^1 - \pi_{X,T}^2)(dx, du, db, dw) \right)
$$

$$
= \sup_{h \in c^*\text{-convex}} \mathbb{E}[h(X^1, U, B, W^1) - h(X^2, U, B, W^2)]
$$

$$
= \mathbb{E}[h(x^1, u^1, b^1, w^1) - h(x^2, u^2, b^2, w^2) \leq c^*((x^1, u^1, b^1, w^1), (x^2, u^2, b^2, w^2)).
$$

It will be necessary to consider an alternative, but equivalent supremum in the right hand side of Equation (3.9), where one is able to assume that all functions $h$ in the supremum are non-negative and bounded. This will be arrived at by the subsequent argument.

By the characterisation of $c^*$-convex functions, (3.10), for arbitrary but fixed $x' \in C$ and $u' \in C(I; \mathbb{R}^{d\mathbb{W}})$, mapping every $c^*$-convex function $h$ to a new $c^*$-convex function $h'$ such that

$$
h'(x, u, b, w) := h(x, u, b, w) - h(x', u, b, w) \leq c^*((x, u, b, w), (x', u, b, w)),
$$

one can see that since $c^*$ is symmetric, $|h'| \leq 2$. Finally, setting $h'' := h' + 2$ (again $h''$ is $c^*$-convex), see that for every $c^*$-convex $h$,

$$
\mathbb{E}[h(X^1, U, B, W^1) - h(X^2, U, B, W^2)] = \mathbb{E}[h''(X^1, U, B, W^1) - h''(X^2, U, B, W^2)]
$$

and $h''$ is $[0, 4]$ valued. Therefore, by sending every $h$ to its corresponding $h''$,

$$
W^*(\pi_{X,T}^1, \pi_{X,T}^2) = \sup_{h : E^* \to [0,4], c^*\text{-convex}} \mathbb{E}[h(X^1, U, B, W^1) - h(X^2, U, B, W^2)].
$$
5. Now, on the optimal probability space \((\Omega, \mathcal{F}, \mathbb{P})\), enlarged to include another Brownian motion \(W^0\) (this is not necessary, since one could use \(W^1\) or \(W^2\) in place of \(W^0\), but arguably this eases notation), there is a strong solution \(X^0\) to the driftless equation (3.1) by Assumption 3.1. Indeed, there is a process \(X^0\) such that
\[
dX^0_t = \sigma(t, X^0) dW^0_t + \rho(t, X^0) dB_t.
\]
In order to estimate the right hand side of (3.11), it is critical to represent the distributions of \(X^i\), \(i = 1, 2\), on \([0, T]\) and for each \(i = 1, 2\), define measures \(Q^i \sim \mathbb{P}\) by
\[
\frac{dQ^i}{d\mathbb{P}} := \mathcal{E} \left( \int_0^T \sigma^{-1}(s, X^0) b(s, X^0, \mu^i) dW^0_s \right).
\]
\(\mathcal{E}(M)_t\) denotes the Doléans-Dade exponential of \(M\) at time \(t\), \(\mathcal{E}(M)_t := \exp\{M_t - \frac{1}{2} \langle M \rangle_t\}\). These changes of probability measure are well defined due to the assumption of boundedness of \(\sigma^{-1}b\).

By Girsanov’s Theorem, \(W^{0,i} := W^0 - \int_0^T \sigma^{-1}(s, X^0) b(s, X^0, \mu^i) ds\) is a \(Q^i\) Brownian motion on \(I\), and on \([0, T]\) and for each \(i = 1, 2\),
\[
dX^0_t = b(t, X^0, \mu^i) dt + \sigma(t, X^0) dW^{0,i}_t + \rho(t, X^0) dB_t.
\]
It is now claimed that \(\mathcal{L}^{0}(X^0, U, B, W^{0,i}) = \mathcal{L}^{i}(X^i, U, B, W^i)\), where \(\mathcal{L}^{i}\) denotes the law on \(Q^i\) (and continues to do so for the remainder of the proof). This follows from the uniqueness in joint law on \([0, T]\) for solutions for SDEs with random coefficients of the form:
\[
dY_t = b(t, Y, \mu) dt + \sigma(t, Y) dW_t + \rho(t, Y) dB_t,
\]
where the joint distribution of \((\mu, B, W)\) is determined. This uniqueness is given by Lemma 3.5, which is stated and proved at the end of the current proof.

6. Recalling the equation (3.11), and the two equivalent probability spaces \(Q^1\) and \(Q^2\),
\[
\begin{align*}
W^{*}(\pi^{1}_{X,T}, \pi^{2}_{X,T}) &= \sup_{h: E^* \rightarrow [0, T], \text{c-convex}} \mathbb{E}[h(X^1, U, B, W^1) - h(X^2, U, B, W^2)] \\
&= \sup_{h: E^* \rightarrow [0, T], \text{c-convex}} \mathbb{E}^1[h(X^0, U, B, W^{0,1})] - \mathbb{E}^2[h(X^0, U, B, W^{0,2})] \\
&= \sup_{h: E^* \rightarrow [0, T], \text{c-convex}} \mathbb{E}\left[ \frac{dQ^1}{d\mathbb{P}} h(X^0, U, B, W^{0,1}) - \frac{dQ^2}{d\mathbb{P}} h(X^0, U, B, W^{0,2}) \right] \\
&= \sup_{h: E^* \rightarrow [0, T], \text{c-convex}} \left\{ \mathbb{E}\left[ \frac{dQ^1}{d\mathbb{P}} \left( h(X^0, U, B, W^{0,1}) - h(X^0, U, B, W^{0,2}) \right) \right] + \mathbb{E}\left[ \left( \frac{dQ^1}{d\mathbb{P}} - \frac{dQ^2}{d\mathbb{P}} \right) h(X^0, U, B, W^{0,2}) \right] \right\}
\end{align*}
\]
The right hand side of (3.14) will be estimated as follows:
\[
\begin{align*}
&\sup_{h: E^* \rightarrow [0, T], \text{c-convex}} \left\{ \mathbb{E}\left[ \frac{dQ^1}{d\mathbb{P}} \left( h(X^0, U, B, W^{0,1}) - h(X^0, U, B, W^{0,2}) \right) \right] + \mathbb{E}\left[ \left( \frac{dQ^1}{d\mathbb{P}} - \frac{dQ^2}{d\mathbb{P}} \right) h(X^0, U, B, W^{0,2}) \right] \right\} \\
&\leq \sup_{h: E^* \rightarrow [0, T], \text{c-convex}} \mathbb{E}^1[(h(X^0, U, B, W^{0,1}) - h(X^0, U, B, W^{0,2}))] + \sup_{h: E^* \rightarrow [0, T], \text{measurable}} \mathbb{E}^1\left[ \left( 1 - \frac{dQ^2}{d\mathbb{P}} \right) h(X^0, U, B, W^{0,2}) \right]
\end{align*}
\]
\[
\begin{align*}
\leq & \mathbb{E}^1[\text{d}(W^{0.1}, W^{0.2}) \wedge 1] + 4\mathbb{E}^1\left[ \left( 1 - \frac{dQ^2}{dQ^1} \right) \mathbb{1}_{ \left\{ \frac{dQ^2}{dQ^1} < 1 \right\} } \right] \\
\leq & \mathbb{E}^1[\text{d}(W^{0.1}, W^{0.2})] + 4\mathbb{E}^1\left[ \left| 1 - \frac{dQ^2}{dQ^1} \right| \mathbb{1}_{ \left\{ \frac{dQ^2}{dQ^1} < 1 \right\} } \right]
\end{align*}
\]

(3.15)

Recalling the definitions of $W^i$ and the form of $\frac{dQ^1}{dt}$ and $\frac{dQ^2}{dt}$ from (3.12), $\frac{dQ^2}{dQ^1}$ can be rewritten as follows:

\[
\frac{dQ^2}{dQ^1} = \exp \left\{ \int_0^T \sigma^{-1}(s, X^0)b(s, X^0, \mu^2)dW_s^0 - \int_0^T \sigma^{-1}(s, X^0)b(s, X^0, \mu^1)dW_s^0 \\
+ \frac{1}{2} \int_0^T |\sigma^{-1}(s, X^0)b(s, X^0, \mu^1)|^2 ds - \frac{1}{2} \int_0^T |\sigma^{-1}(s, X^0)b(s, X^0, \mu^2)|^2 ds \right\}
\]

(3.16)

\[
= \exp \left\{ - \int_0^T \sigma^{-1}(s, X^0)b(s, X^0, \mu^1) - \sigma^{-1}(s, X^0)b(s, X^0, \mu^2)dW_s^0.1 \\
- \frac{1}{2} \int_0^T |\sigma^{-1}(s, X^0)b(s, X^0, \mu^1) - \sigma^{-1}(s, X^0)b(s, X^0, \mu^2)|^2 ds \right\}
\]

Now, on the event $\frac{dQ^2}{dQ^1} < 1$,

\[
\exp \left\{ - \int_0^T \sigma^{-1}(s, X^0)b(s, X^0, \mu^1) - \sigma^{-1}(s, X^0)b(s, X^0, \mu^2)dW_s^0.1 \\
- \frac{1}{2} \int_0^T |\sigma^{-1}(s, X^0)b(s, X^0, \mu^1) - \sigma^{-1}(s, X^0)b(s, X^0, \mu^2)|^2 ds \right\} < 1.
\]

Since for all $x \leq 0$ (i.e. $e^x < 1$), $|1 - e^x| \leq |x|$,

\[
\mathbb{E}^1\left[ \left| \frac{dQ^2}{dQ^1} \right| \mathbb{1}_{ \left\{ \frac{dQ^2}{dQ^1} < 1 \right\} } \right] \leq \mathbb{E}^1\left[ - \int_0^T \sigma^{-1}(s, X^0)b(s, X^0, \mu^1) - \sigma^{-1}(s, X^0)b(s, X^0, \mu^2)dW_s^0.1 \\
- \frac{1}{2} \int_0^T |\sigma^{-1}(s, X^0)b(s, X^0, \mu^1) - \sigma^{-1}(s, X^0)b(s, X^0, \mu^2)|^2 ds \right] \mathbb{1}_{ \left\{ \frac{dQ^2}{dQ^1} < 1 \right\} }
\]

\[
\leq \mathbb{E}^1\left[ \left| \int_0^T \sigma^{-1}(s, X^0)b(s, X^0, \mu^1) - \sigma^{-1}(s, X^0)b(s, X^0, \mu^2)dW_s^0.1 \right| \\
+ \frac{1}{2} \int_0^T |\sigma^{-1}(s, X^0)b(s, X^0, \mu^1) - \sigma^{-1}(s, X^0)b(s, X^0, \mu^2)|^2 ds \\
\leq \mathbb{E}^1\left[ \sup_{t \leq T} \left| \int_0^t \sigma^{-1}(s, X^0)b(s, X^0, \mu^1) - \sigma^{-1}(s, X^0)b(s, X^0, \mu^2)dW_s^0.1 \right| \\
+ \frac{1}{2} \mathbb{E}^1\left[ \left| \int_0^T |\sigma^{-1}(s, X^0)b(s, X^0, \mu^1) - \sigma^{-1}(s, X^0)b(s, X^0, \mu^2)|^2 ds \right| \
\right].
\]
Applying the Burkholder-Davis-Gundy inequality (the corresponding constant denoted $c_{\text{BDG}}$),

$$
\mathbb{E}^1 \left[ \left| 1 - \frac{dQ^2}{d\mathbb{P}} \right| \frac{1}{\delta_t^2} < 1 \right] 
\leq c_{\text{BDG}} \mathbb{E}^1 \left[ \left( \int_0^T \left| \sigma^{-1}(s, X^0) b(s, X^0, \mu^1) - \sigma^{-1}(s, X^0) b(s, X^0, \mu^2) \right|^2 ds \right)^{\frac{1}{2}} \right]
+ \frac{1}{2} \mathbb{E}^1 \left[ \int_0^T \left| \sigma^{-1}(s, X^0) b(s, X^0, \mu^1) - \sigma^{-1}(s, X^0) b(s, X^0, \mu^2) \right|^2 ds \right]
$$

Now, using the assumption of total variation Lipschitz continuity of $\sigma^{-1} b$ in the measure component,

$$
c_{\text{BDG}} \mathbb{E}^1 \left[ \left( \int_0^T \left| \sigma^{-1}(s, X^0) b(s, X^0, \mu^1) - \sigma^{-1}(s, X^0) b(s, X^0, \mu^2) \right|^2 ds \right)^{\frac{1}{2}} \right]
+ \frac{1}{2} \mathbb{E}^1 \left[ \int_0^T \left| \sigma^{-1}(s, X^0) b(s, X^0, \mu^1) - \sigma^{-1}(s, X^0) b(s, X^0, \mu^2) \right|^2 ds \right]
\leq c_{\text{BDG}} c_{\text{TV}} \mathbb{E}^1 \left[ \left( \int_0^T d_{\text{TV}}(\mu^1, \mu^2) ds \right)^{\frac{1}{2}} \right]
+ \frac{1}{2} c_{\text{TV}}^2 \mathbb{E}^1 \left[ \int_0^T d_{\text{TV}}(\mu^1, \mu^2) ds \right].
$$

And since for all $s \leq T$, $d_{\text{TV}}(\mu^1, \mu^2) \leq d_{\text{TV}}(\mu_T^1, \mu_T^2)$,

$$
\mathbb{E}^1 \left[ \left| 1 - \frac{d\mathbb{P}^2}{d\mathbb{P}} \right| \frac{1}{\delta_t^2} < 1 \right]
\leq c_{\text{BDG}} c_{\text{TV}} T^\frac{1}{2} \mathbb{E}^1 [d_{\text{TV}}(\mu_T^1, \mu_T^2)] + \frac{1}{2} c_{\text{TV}}^2 T \mathbb{E}^1 [d_{\text{TV}}(\mu_T^1, \mu_T^2)]
= c_{\text{BDG}} c_{\text{TV}} T^\frac{1}{2} \mathbb{E} [d_{\text{TV}}(\mu_T^1, \mu_T^2)] + \frac{1}{2} c_{\text{TV}}^2 T \mathbb{E} [d_{\text{TV}}(\mu_T^1, \mu_T^2)]
\leq c_{\text{BDG}} c_{\text{TV}} T^\frac{1}{2} \mathbb{E} [1_{X^{1, \lambda T} \neq X^{2, \lambda T}} | U, B] + \frac{1}{2} c_{\text{TV}}^2 T \mathbb{E} [1_{X^{1, \lambda T} \neq X^{2, \lambda T}} | U, B]
\leq (c_{\text{BDG}} c_{\text{TV}} T^\frac{1}{2} + \frac{1}{2} c_{\text{TV}}^2 T) \mathbb{E} [1_{X^{1, \lambda T} \neq X^{2, \lambda T}} | U, B]
= (c_{\text{BDG}} c_{\text{TV}} T^\frac{1}{2} + \frac{1}{2} c_{\text{TV}}^2 T) \mathbb{P} [X^{1, \lambda T} \neq X^{2, \lambda T}]
= (c_{\text{BDG}} c_{\text{TV}} T^\frac{1}{2} + \frac{1}{2} c_{\text{TV}}^2 T) W^*(\pi_{X,T}^1, \pi_{X,T}^2).
$$

Similarly, for $\mathbb{E}^1 [d(W^{0,1}, W^{0,2})]$, one estimates

$$
\mathbb{E}^1 [d(W^{0,1}, W^{0,2})]
\leq \mathbb{E}^1 \left[ \sup_{t \leq T} \left| \int_0^t \sigma^{-1}(s, X^0) b(s, X^0, \mu^1) - \sigma^{-1}(s, X^0) b(s, X^0, \mu^2) ds \right| \right]
\leq c_{\text{TV}} T \mathbb{E}^1 [d_{\text{TV}}(\mu_T^1, \mu_T^2)]
\leq c_{\text{TV}} T W^*(\pi_{X,T}^1, \pi_{X,T}^2).
$$

Putting the above two estimates together with (3.15),

$$
W^*(\pi_{X,T}^1, \pi_{X,T}^2) \leq (c_{\text{TV}} T + 4c_{\text{BDG}} c_{\text{TV}} T^\frac{1}{2} + \frac{1}{2} c_{\text{TV}}^2 T) W^*(\pi_{X,T}^1, \pi_{X,T}^2).
$$
Hence, choosing \( T \) small enough such that \( c_{\text{BDG}} c_{\text{TV}} T^2 + \frac{1}{2} c_{\text{TV}}^2 T = \alpha < 1 \), one has
\[
W^*(\pi_{X,T}^1, \pi_{X,T}^2) \leq \alpha W^*(\pi_{X,T}^1, \pi_{X,T}^2).
\]
This implies that \( W^*(\pi_{X,T}^1, \pi_{X,T}^2) = 0 \). Importantly, this further implies that almost surely, \( G^1(U, B)_{\Lambda T} = G^2(U, B)_{\Lambda T} \). Indeed, since \( G^1(U, B)_t = \mu^1_t = \mathcal{L}(X_{\Lambda t}^- | U, B) \), for any \( t \leq T \), and any \( A \in \mathcal{B}(\mathcal{C}) \),
\[
\mathbb{E}[\mu^1_t(A)f(U, B)] = \mathbb{E}[1_A(X^{1}_{\Lambda t})f(U, B)] = \mathbb{E}[\mu^2_{\Lambda t}(A)f(U, B)].
\]
This means that the distribution of \( (G^1(U, B)_{\Lambda T}, G^2(U, B)_{\Lambda T}) \) is concentrated on the diagonal (and will be on any probability space supporting \((U, B)\) with the same distribution).

7. The result of the proof will follow by an inductive argument. Assume that for some \( k \in \mathbb{N} \), \( W^*(\pi_{X,kT}^1, \pi_{X,kT}^2) = 0 \), then repeating the above argument for \( \pi_{X,(k+1)T}^1 \) and \( \pi_{X,(k+1)T}^2 \), then, since \( \mu^1 = \mu^2 \) almost surely on \([0, kT]\),
\[
W^*(\pi_{X,(k+1)T}^1, \pi_{X,(k+1)T}^2) \\
\leq 4c_{\text{BDG}} c_{\text{TV}} \mathbb{E}^{1} \left[ \left( \int_{0}^{(k+1)T} d_{\text{TV}}(\mu_{s}^{1}, \mu_{s}^{2}) ds \right)^{2} \right] + 4 \frac{1}{2} c_{\text{TV}}^2 \mathbb{E}^{1} \left[ \int_{0}^{(k+1)T} d_{\text{TV}}(\mu_{s}^{1}, \mu_{s}^{2})^2 ds \right] \\
= 4c_{\text{BDG}} c_{\text{TV}} \mathbb{E}^{1} \left[ \left( \int_{kT}^{(k+1)T} d_{\text{TV}}(\mu_{s}^{1}, \mu_{s}^{2}) ds \right)^{2} \right] + 4 \frac{1}{2} c_{\text{TV}}^2 \mathbb{E}^{1} \left[ \int_{kT}^{(k+1)T} d_{\text{TV}}(\mu_{s}^{1}, \mu_{s}^{2})^2 ds \right] \\
+ c_{\text{TV}} \mathbb{E}^{1} \left[ \int_{kT}^{(k+1)T} d_{\text{TV}}(\mu_{s}^{1}, \mu_{s}^{2}) ds \right] \\
\leq (c_{\text{TV}} T + 4(c_{\text{BDG}} c_{\text{TV}} T^2 + \frac{1}{2} c_{\text{TV}}^2 T)) W^*(\pi_{X,(k+1)T}^1, \pi_{X,(k+1)T}^2).
\]
Therefore \( W^*(\pi_{X,(k+1)T}^1, \pi_{X,(k+1)T}^2) = 0 \). By induction, the proof is complete.

\[\square\]
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APPENDIX

The following lemma is standard and numerous lemmas of this type are proved in the note [48].

**Lemma A.1 (Doob-Dynkin Lemma).** Given measurable spaces \((\Omega, \mathcal{F}), (\mathcal{X}, \mathcal{F}_\mathcal{X})\) and \((\mathcal{Y}, \mathcal{F}_\mathcal{Y})\), with measurable functions \( X : \Omega \to \mathcal{X} \) and \( Y : \Omega \to \mathcal{Y} \), if the image \( X(\Omega) \) of function \( X \) is contained in a standard Borel space, and \( X \) is measurable with respect to the initial \( \sigma \)-algebra of \( Y \) (the initial sigma algebra of \( Y \) is defined as \( \sigma(Y^{-1}(A) : A \in \mathcal{F}_\mathcal{Y}) \)), then there exists a measurable \( \phi : \mathcal{Y} \to \mathcal{X} \) such that \( X = \phi(Y) \).
A.1. Immersion and Compatibility. The following theorem follows from [36] where further equivalent conditions and references can be found.

**Theorem A.2** (Conditions equivalent to Immersion). On a given probability space \((\Omega, \mathcal{F}, \mathbb{P})\), consider two filtrations \(\mathbb{F}, \mathbb{G}\) such that \(\mathbb{F} \subset \mathbb{G}\). Then \(\mathbb{F}\) is immersed in \(\mathbb{G}\) under \(\mathbb{P}\) if and only if any of the following conditions holds:

1. \(\mathcal{G}_t\) is conditionally independent of \(\mathcal{F}_\infty\) given \(\mathcal{F}_t\), for any \(t\).
2. Every bounded \(\mathbb{F}\) martingale is a \(\mathbb{G}\) martingale.
3. For every \(t\) and every integrable \(\mathcal{F}_\infty\) measurable \(X\), \(E[X|\mathcal{G}_t] = E[X|\mathcal{F}_t] \ \mathbb{P}\text{-a.s.}\)
4. For every \(t\) and every integrable \(\mathcal{G}_t\) measurable \(X\), \(E[X|\mathcal{F}_t] = E[X|\mathcal{F}_\infty] \ \mathbb{P}\text{-a.s.}\)

**A.2. Kolmogorov Continuity and Tightness.** The following two theorems are taken from [26] on pages 57 and 313 respectively, where they are proved in sufficient generality for the present purposes. The statements have been adjusted, but remain true.

**Theorem A.3** (Kolmogorov Continuity). Let \(X\) be a process on \(I\) with values in a Polish space \((\mathcal{Y}, d_Y)\) and assume that for some constants \(a, b, c > 0\) and any \(s, t \in I\) such that \(|t - s| \leq 1\)

\[
E[d_{\mathcal{Y}}(X_t - X_s)^a] \leq c|t - s|^{1+b}.
\]

Then, \(X\) has a continuous version and for any \(\gamma \in (0, b/a)\) the latter is almost surely locally \(\gamma\) Hölder continuous.

**Theorem A.4.** Let \(\{X^n\}\) be a family of continuous processes on \(I\) with values in a Polish space \((\mathcal{Y}, d_Y)\). Assume that \(\{X^n_0\}\) is tight and that for some constants \(a, b, c > 0\) and any \(s, t \in I\) such that \(|t - s| \leq 1\) and uniformly in \(n \in \mathbb{N}\),

\[
E[d_{\mathcal{Y}}(X^n_t - X^n_s)^a] \leq c|t - s|^{1+b}.
\]

Then, \(\{X^n\}\) is tight in \(C(I, \mathcal{Y})\) and for any \(\gamma \in (0, b/a)\) the limiting processes are almost surely locally \(\gamma\) Hölder continuous.

A.3. Lemmas A.5 and A.6. The authors expect that the following lemma has been proved elsewhere, but cannot yet find a reference.

**Lemma A.5** (Fubini-type Theorem for Conditional Expectation and Itô Integrals). Given a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), three filtrations \(\mathbb{F}^j := (\mathcal{F}^j_t)_{t \in I}, j = 1, 2, 3\) and three processes \(B, H, W\) satisfying the following conditions:

i) \(\mathbb{F}^1 \subseteq \mathbb{F}^2 \subseteq \mathbb{F}^3\) i.e. \(\forall t \in I, \mathcal{F}^1_t \subseteq \mathcal{F}^2_t \subseteq \mathcal{F}^3_t\).
ii) \(\mathbb{F}^1\) is immersed in \(\mathbb{F}^2\) under \(\mathbb{P}\).
iii) \(H\) is a bounded \(\mathbb{F}^2\)-predictable process.
iv) \(B\) and \(W\) are \(\mathbb{F}^2\) Brownian Motions.
v) \(B\) is \(\mathbb{F}^3\) adapted.
vi) For any \(s, t \in I, s \leq t, \sigma(W_r - W_s : s \leq r \leq t) \Vert \mathbb{F}^1_t \lor \mathbb{F}^2_s\).

Then the following hold \(\mathbb{P}\text{-a.s.}\) for all \(t \in I\):

\[
\mathbb{E}\left[\int_0^t H_s dW_s \bigg| \mathcal{F}^1_t\right] = 0,
\]

\[
\mathbb{E}\left[\int_0^t H_s dB_s \bigg| \mathcal{F}^1_t\right] = \int_0^t \mathbb{E}[H_s | \mathcal{F}^1_s] dB_s.
\]
Proof of Lemma A.5. The proof will follow a monotone class argument. Firstly, equations (A.1) and (A.2) are shown to hold for the family of simple predictable processes.

Let \( H^n \) be a simple predictable process defined by

\[
H^n_t := Z^0 \mathbf{1}_{[0]}(t) + \sum_{i=0}^{n-1} Z^i \mathbf{1}_{(t_i, t_{i+1}]}(t)
\]

where \( n \in \mathbb{N}, 0 \leq t_0 \leq \cdots \leq t_i \leq \cdots \leq t_n < \infty \) and \( Z^i \) are bounded \( \mathcal{F}^2_t \)-measurable random elements for all \( i = 0, \ldots, n \). Then (A.1) is verified via the following:

\[
\mathbb{E} \left[ \int_0^t H^n_s \, dW_s \left| \mathcal{F}^1_t \right. \right] = \sum_{i=0}^{n-1} \mathbb{E} \left[ Z^i (W_{t_{i+1} \wedge t} - W_{t_i}) \left| \mathcal{F}^1_t \right. \right]
\]

\[
= \sum_{i=0}^{n-1} \mathbb{E} \left[ \mathbb{E} \left[ Z^i (W_{t_{i+1} \wedge t} - W_{t_i}) \left| \mathcal{F}^2_t \right. \mathcal{V} \mathcal{F}^1_t \right. \right]
\]

\[
= \sum_{i=0}^{n-1} \mathbb{E} \left[ \mathbb{E} \left[ (W_{t_{i+1} \wedge t} - W_{t_i}) \left| \mathcal{F}^1_t \mathcal{V} \mathcal{F}^2_t \right. \right. \right] Z^i \left| \mathcal{F}^1_t \right. \right]
\]

\[
= 0.
\]

The first equality follows from \( H^n \) being a simple predictable process, the second and third from the tower and pull out properties of conditional expectation respectively, the fourth from condition \( iv \) and \( vi \).

To verify the second equation (A.2), consider the following equalities:

\[
\mathbb{E} \left[ \int_0^t H^n_s \, dB_s \left| \mathcal{F}^1_t \right. \right] = \mathbb{E} \left[ \sum_{i=0}^{n-1} Z^i (B_{t_{i+1} \wedge t} - B_{t_i \wedge t}) \left| \mathcal{F}^1_t \right. \right]
\]

\[
= \sum_{i=0}^{n-1} \mathbb{E} \left[ Z^i \left| \mathcal{F}^1_t \right. \right] (B_{t_{i+1} \wedge t} - B_{t_i \wedge t})
\]

\[
= \sum_{i=0}^{n-1} \mathbb{E} \left[ Z^i \left| \mathcal{F}^2_t \right. \right] (B_{t_{i+1} \wedge t} - B_{t_i \wedge t})
\]

\[
= \int_0^t \mathbb{E} \left[ H^n_s \left| \mathcal{F}^2_t \right. \right] dB_s.
\]

The second equality can be seen to hold by considering separately the cases: \( t < t_i, t_i \leq t \leq t_{i+1} \) and \( t_{i+1} < t \). The third equality holds from the immersion of \( \mathbb{F}^1 \) in \( \mathbb{F}^2 \) and the fourth from the definition of \( H^n \).

Now that the desired equalities have been established for simple predictable processes, it remains to show the equality holds for a predictable process \( H \) satisfying \( iii \) with a sequence of simple predictable processes \( H^n \to H \) in uniformly on compact sets in probability (in ucp) as \( n \to \infty \). Note that the sequence \( H^n \) can be chosen such that for any \( n \in \mathbb{N}, |H^n| < K \), where \( K \) is the bound for \( H \). Recall that convergence in ucp means that for any \( t \in I, \sup_{0 \leq s \leq t} |H^n_s - H_s| \) converges to 0 in probability. Hence there exists a subsequence \( n_k \) that elevates the convergence to almost sure convergence along this subsequence. Therefore, by application of the dominated convergence for
stochastic integrals [Theorem 32 p.145 [44]] (with another subsequence) and dominated convergence for conditional expectation, the lemma is proved.

\textbf{Lemma A.6.} Given a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) supporting a continuous \(\mathbb{R}^{d_X}\) valued stochastic process \(X\) on the interval \(I\). Suppose that for any \(T < \infty\), \(\mathbb{E}[\sup_{t \in I, t \leq T} |X_t|^p] < \infty\). Then for a filtration \(\mathbb{F} = (\mathcal{F}_t)_{t \in I}\) there is a \(\mathcal{P}(\mathcal{C})\) valued \(\mathbb{F}\) adapted stochastic process \(\mu\) such that for all \(t \in I\), \(\mu_t = \mathcal{L}(X_{\cdot \wedge t}|\mathcal{F}_t)\) for all \(t \in I\). i.e. \(\mu_t\) is a regular conditional distribution of \(X_{\cdot \wedge t}\) given \(\mathcal{F}_t\).

\textbf{Proof of Lemma A.6.} For each \(t \in I\), use the existence theorem for regular conditional distributions to get hold of a stochastic kernel \(\kappa_{X_{\cdot \wedge t}, \mathcal{F}_t}\), a \((\Omega, \mathcal{F}_t) \rightarrow (\mathcal{P}(\mathcal{C}), \mathcal{B}(\mathcal{P}(\mathcal{C}))\)) measurable function.

Let \(D_t := \{\omega : \kappa_{X_{\cdot \wedge t}, \mathcal{F}_t} \notin \mathcal{P}(\mathcal{C})\}\). To see that \(D_t\) is in \(\mathcal{F}_t\) first note that for some fixed \(\eta \in \mathcal{P}(\mathcal{C})\), the sets defined \(A_{\varepsilon}^t := \{\nu \in \mathcal{P}(\mathcal{C}) : W_{\nu}(\nu, \eta) < \varepsilon\}\) for any \(\varepsilon > 0\), are in \(\mathcal{B}(\mathcal{P}(\mathcal{C}))\). Note that \(\mathcal{P}(\mathcal{C}) = \bigcup_{\varepsilon > 0} A_{\varepsilon}^t\) and so \(\mathcal{P}(\mathcal{C}) \in \mathcal{B}(\mathcal{P}(\mathcal{C}))\). This means that \(D_t^c = \{\omega : \kappa_{X_{\cdot \wedge t}, \mathcal{F}_t} \in \mathcal{P}(\mathcal{C})\} \in \mathcal{F}_t\) by the aforementioned measurability of \(\kappa_{X_{\cdot \wedge t}, \mathcal{F}_t}\) and therefore \(D_t\) is also in \(\mathcal{F}_t\).

Now assume for the sake of contradiction that \(D_t\) has non-zero probability under \(\mathbb{P}\). Then,

\[
\mathbb{E}\left[\sup_{0 \leq s \leq t} |X_s|^p\right] = \mathbb{E}\left[\sup_{0 \leq s \leq t} |X_s|^p(1_{D_t} + 1_{D_t^c})\right] = \mathbb{E}\left[\mathbb{E}\left[\sup_{0 \leq s \leq t} |X_s|^p|\mathcal{F}_t\right](1_{D_t} + 1_{D_t^c})\right]
\]

\[= \infty,
\]

which is a contradiction.

Finally, for some arbitrary but fixed distribution \(\mu \in \mathcal{P}(\mathcal{C})\) defining for all \(t \in I\), \(\mathcal{L}(X_t|\mathcal{F}_t) := \kappa_{X_{\cdot \wedge t}, \mathcal{F}_t} 1_{D_t^c} + \mu 1_{D_t}\) see that \(\mathcal{L}(X_{\cdot \wedge t}|\mathcal{F}_t)\) is an \(\mathcal{F}_t\)-measurable \(\mathcal{P}(\mathcal{C})\) valued version of the regular conditional distribution of \(X_{\cdot \wedge t}\) given \(\mathcal{F}_t\) for each \(t \in I\).
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