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Robustness evaluation
- 1,000 randomly sampled candidates
- finetune a few epochs for individual candidate architecture
Observation #1:
Densely connected pattern benefits network robustness

Strong correlation between Architecture Density & Robustness
Observation #2:
Architecture strategy under computational budget

Under small computational budget, adding convolution operations to direct edges is more effective.
Observation #3: FSP matrix distance as robustness indicator

A robust network has a lower FSP matrix loss in the deeper cells of network.

Flow of solution procedure (FSP) matrix:

\[
G_l(x; \theta) = \sum_{s=1}^{h} \sum_{t=1}^{w} \frac{F_{l,s,t}^{in}(x; \theta) \times F_{l,s,t}^{out}(x; \theta)}{h \times w}
\]
Family of Robust Architectures (RobNets)

- RobNets exhibit superior robustness on CIFAR, SVHN, ImageNet, etc. with fewer parameters
Check out our models at...

https://github.com/gmh14/RobNets  https://www.mit.edu/~yuzhe/robnets.html