A noise-immune cavity-assisted non-destructive detection for an optical lattice clock in the quantum regime
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Abstract
We present and implement a non-destructive detection scheme for the transition probability readout of an optical lattice clock. The scheme relies on a differential heterodyne measurement of the dispersive properties of lattice-trapped atoms enhanced by a high finesse cavity. By design, this scheme offers a first-order rejection of the technical noise sources, an enhanced signal-to-noise ratio, and an homogeneous atom-cavity coupling. We theoretically show that this scheme is optimal with respect to the photon shot noise limit. We experimentally realise this detection scheme in an operational strontium optical lattice clock. The resolution is on the order of a few atoms with a photon scattering rate low enough to keep the atoms trapped after detection. This scheme opens the door to various different interrogation protocols, which reduce the frequency instability, including atom recycling, zero-dead time clocks with a fast repetition rate, and sub quantum projection noise frequency stability.

1. Introduction
The performance of a clock is characterised by its level of systematic uncertainty, frequency stability, and reproducibility. As such, optical lattice clocks (OLCs) are at the forefront of frequency metrology. Not only have they reached systematic uncertainties in the low $10^{-18}$ in fractional frequency units [1, 2], but they have proven to be reliable and reproducible as it has been demonstrated by various measurement and comparison campaigns [3, 4]. Albeit their success, the frequency stability of OLCs has not yet reached the quantum projection noise (QPN) limit, but is limited by the Dick effect, an aliasing effect between the frequency noise of the interrogation laser used to probe the clock transition (clock laser) and the cycle time of the experiment. OLCs have reached relative frequency stabilities in the low $10^{-15} / \sqrt{\tau}$ [1, 5], with $\tau$ being the averaging time expressed in seconds. This value is well above the QPN, which is below $10^{-15} / \sqrt{\tau}$ at 1 s for an experimentally reasonable number of atoms of over $10^8$. However, in order to achieve a QPN-limited frequency stability in an OLC, the technical noise sources, i.e. the frequency noise of the clock laser and/or the dead time between consecutive measurements, have to be reduced.

Currently, the most stable clock lasers are frequency-locked to ultra-stable cavities, which have reached stabilities on the order of $10^{-16}$, using e.g. a long ultra-stable cavity [1, 5, 6] and a novel cryogenic single-crystal Si cavity [7]. To further push the frequency stability limit of the clock laser, new methods and techniques are being conceived, such as crystalline optical coatings [8], spectral hole burning in solid-state systems [9, 10] and novel laser sources [11]. As an alternative to improving the clock laser frequency noise, the Dick effect can be reduced by minimising the dead time in the clock cycle. For this, a dead-time free clock can be designed [5, 12], but this requires two separate atomic ensembles. Another approach is to implement a detection system able to preserve the lattice-trapped atoms, and therefore substantially reduce the dead time in the clock cycle devoted to loading atoms [13]. In this paper, we implement a cavity-assisted non-destructive detection technique in a Sr OLC. Its signal-to-noise ratio (SNR) also makes it suitable for quantum non-demolition measurements and therefore
opens the path to clock interrogation protocols based on weak measurements [14], as well as correlated quantum states in OLCs enabling frequency stabilities beyond the QPN limit [15–23].

1.1. Non-destructive detection methods in the dispersive regime

Dispersive measurement techniques are based on measuring the phase shift a probe beam acquires after passing through the atomic sample. They operate, in the far-detuned regime $\Delta \gg \Gamma$, with $\Delta$ being the detuning from resonance and $\Gamma$ the linewidth of the considered transition, and therefore have low photon scattering rates making them ideal for non-destructive measurements. In order to read out the induced phase shift, dispersive detection methods rely on interferometric techniques and require a stable phase reference. However, the advantage of a dispersive measurement is that all the information about the atomic population is gathered in the phase of the electromagnetic field of the mode of the probe beam, making it easy to collect and amplify with a cavity. In fluorescence based detection techniques, the atoms generally scatter in all directions, making it difficult to gather all the atomic information. In practice, this information loss is compensated by a large scattering rate, which leads to a large destructivity and consequently a substantial dead time in the clock cycle which needs to be devoted to trapping new atoms. The efficiency of dispersive measurement techniques has been exploited in various different cold and ultra-cold atom experiments and rely on various different interferometric techniques. Examples include phase contrast imaging of BECs [24], Mach–Zehnder interferometry [18, 25], heterodyne methods [26, 27], dual-colour homodyning [13, 28], cavity-based side-of-fringe methods [29, 30], and many more.

In this paper, we demonstrate a cavity-assisted non-destructive detection scheme based on a differential dispersive measurement. The scheme takes advantage of the parity of the dispersive atom– Probe interaction such that it is to first order insensitive to technical noise sources, i.e. the probing laser frequency noise and vibrations [31]. Similar to a previously implemented non-destructive detection scheme in a Sr clock using a Mach–Zehnder interferometer [13], the presented detection scheme measures the difference between the phase shifts induced on two modulation sidebands with opposite detuning with respect to the $^1S_0\rightarrow P_1$ transition. Since the induced atomic phase shifts have opposing signs, the atomic signal adds, while the technical noise is in common mode and is subtracted out. A major improvement of this new scheme is the cavity design, which brings substantial advantages for detecting atoms in OLCs. The cavity is used for both the generation of the optical lattice potential (813 nm) and the non-destructive probe (461 nm). The local oscillator, used as a phase reference for the dispersive measurement, is a common-mode strong carrier uncoupled to the cavity. This geometry constrains the alignment between the optical lattice potential and the probe beam requiring them to be overlapped, and therefore provides the necessary stability, robustness, and reproducibility required for operational OLCs. More importantly, the fundamental SNR of the detection system is improved by the square root of the cavity finesse $\mathcal{F} = 1.6 \times 10^4$ through the increased interaction length between the atoms and the probe light. A common issue with cavity-assisted detection schemes is the fact that the probe beam forms a standing wave in which the atoms are only optimally coupled to the probe light at anti-nodes. Schemes where the trapping lattice and the probing lattice have commensurable pitches [15, 32] are not applicable to OLCs because the trapping lattice frequency is constrained by the magic wavelength for which the clock transition is unperturbed. By creating two lattices with opposite phases, the differential scheme introduced in this paper ensures an homogeneous coupling in the longitudinal direction, as also discussed in [17].

2. Theory

The detection scheme considered in this paper relies on the dispersive properties of an atomic medium. The phase shift $\phi^\text{disp}$ induced on the laser beam with detuning $\Delta$ from an atomic resonance with wavelength $\lambda$ passing through the atoms reads [13]:

$$\phi^\text{disp} = \frac{N}{S} \frac{3\lambda^2}{2\pi} \frac{\Delta}{\Gamma} s + 4\Delta^2/\Gamma^2,$$

(1)

where $N$ is the number of atoms in the fundamental clock state, $3\lambda^2/2\pi$ is the atomic cross-section, and $S$ is the cross-section of the cavity mode, averaged over the atomic ensemble. For an atomic sample of standard deviation $r_0$ probed by a Gaussian beam of waist $w_0$, $S = 2\pi (r_0^2 + w_0^2/4)$. $s$ is the saturation parameter, expressed by $s = P_0/(S I_{\text{sat}})$ where $P_0$ the power of the Gaussian beam, and $I_{\text{sat}} = \pi \hbar \Gamma / 3 \lambda$ is the saturation intensity. The measurement of $\phi^\text{disp}$ therefore gives a measurement of $N$, from which the transition probability can be deduced using repumping methods [13].
2.1. Noise insensitive detection

In the scheme presented in this paper, the phase shift \( \phi^a \) is deduced from the measurement of the positions of the resonances of an optical cavity enclosing the atoms. The length of this cavity is noted \( L_0 + \delta L \), where \( L_0 \) is the nominal cavity length and \( \delta L \) are fluctuations around \( L_0 \). The cavity is illuminated with a laser beam of amplitude \( |E_i| \) and angular frequency \( \omega = \omega_0 + \delta \omega \), which is phase modulated with an angular frequency \( \Omega = \Omega_0 + \delta \Omega \) and modulation depth \( \beta \). The laser frequency and its modulation frequency are tuned such that the second order modulation side bands are resonant with two consecutive longitudinal modes of the cavity. The carrier is centred between these two modes:

\[
\frac{\Omega_0}{2\pi} = \frac{1}{4} \frac{c}{2L_0}, \quad \text{and} \quad \frac{\omega_0}{2\pi} = \left( n + \frac{1}{2} \right) \frac{c}{2L_0},
\]

with \( n \) being an integer. This configuration is schematically depicted in figure 1.

The phase shift \( \phi_k \) of side band \( k \) after a single pass in the cavity reads:

\[
\phi_k = \omega + k\Omega c + \phi^a_k = \pi \left[ n + \frac{1}{2} + \frac{k}{4} + \left( n + \frac{1}{2} \right) \epsilon + \frac{k}{4} \epsilon \right] + \phi^a_k,
\]

with \( \epsilon_0 = \left( \frac{\delta \omega}{\omega_0} + \frac{\delta L}{L_0} \right) \) and \( \epsilon_\Omega = \left( \frac{\delta \Omega}{\Omega_0} + \frac{\delta L}{L_0} \right) \),

where \( \phi^a_k = \phi^a(\omega + k\Omega) \) is the phase shift induced by the atoms on the sideband \( k \). Because only the 2nd order sidebands are coupled to the cavity, the reflection coefficient of the cavity reads:

\[
\rho_k \sim \begin{cases} 
-1 & \text{for } \phi_k \approx 0 \ [\pi] \Leftrightarrow k = 2 \ [4] \\
1 & \text{otherwise}.
\end{cases}
\]

The electric field \( E_d \) of the light collected by the detection photodiode can therefore be expressed as:

\[
E_d = e^{i\omega t} \sum_{k=-\infty}^{\infty} \mathcal{E}_k e^{i\delta \Omega t}, \quad \text{with} \quad \mathcal{E}_k = \rho_k J_k(\beta) |E_i|,
\]

where \( J_k \) are the Bessel functions of the first kind. This yields the AC photo-signal:

\[
S = E_d E_d^* = \sum_{m>0} S_m, \quad \text{with}
\]

\[
S_m = \sum_{k=-\infty}^{\infty} \mathcal{E}_k \mathcal{E}_k^* e^{i\frac{2\pi}{\lambda} m d}
\]

Figure 1. Illustration of the frequencies used in the setup. Top: reflection coefficient of the cavity (green trace) and scattering rate of the atoms (red trace). Middle: in-phase quadrature of the phase modulated electromagnetic field incident on the cavity, showing the parity of modulation sidebands. Only the second order modulation sidebands are coupled in the cavity, while the carrier acts as an uncoupled strong local oscillator. Bottom: phase of the reflection coefficient of the cavity (green) and atom induced phase shift (red). The even parity of the atomic phase shift induces a displacement of the frequency of the \( n \) and \( n + 1 \) resonances of the cavity with opposite sign, resulting in a net signal when demodulating at \( 2\Omega = \text{FSR}/2 \). The displacement due to technical noise, however, induces a displacement with the same sign and therefore cancels out.
\[ S_m = 2 \mathcal{R} \left[ e^{-im\Omega t} \sum_{k=-\infty}^{\infty} \mathcal{E}_k e^{ikm} \right], \]  

which is composed of harmonics with frequencies \( m \Omega \), each derived from various beatnotes between sidebands separated by \( m \Omega \).

Assuming that the modulation depth \( \beta \) is small, the signal at frequency \( \Omega \) reads:

\[ S_1 = 2I_\beta(\beta)I_\beta(\beta) |E|f \frac{2F}{\pi} (\pi(t + 1/2) e_\omega + \phi_{+2}^d + \phi_{-2}^d) \sin \Omega t. \]  

It arises from the beating of \( \pm 1 \) order sidebands with \( \pm 2 \) order sidebands. If the frequency of the laser carrier is tuned close to the atomic resonance, \( \phi_{+2}^d + \phi_{-2}^d \) is approximately zero, due to the odd parity of the atomic response. As a result, \( S_1 \) is a measurement of the shot noise on mode \( \mathcal{E} \). Therefore, the shot noise of the signal \( S_1 \) reads:

\[ -2I_\beta(\beta) |E|f \frac{2F}{\pi} (\pi(t + 1/2) e_\omega + \phi_{+2}^d + \phi_{-2}^d) \sin \Omega t. \]  

The \( S_1^\text{in} \) quadrature results from the beatnote between the carrier, used as a strong local oscillator, and the \( \pm 2 \) order sidebands coupled in the cavity. The even parity of these modulation sidebands make this signal insensitive to residual length fluctuations of the cavity and frequency fluctuations of the laser. Combined with the odd parity of the atomic response \( \phi_{+2}^d \approx -\phi_{-2}^d \), the even parity of the \( \pm 2 \) order sidebands enables the detection of the atomic signal \( \phi_{+2}^d - \phi_{-2}^d \). This signal is still sensitive to the relative mismatch between the cavity length and the modulation frequency \( e_\omega \), but it can be made negligible through an independent lock of the cavity length.

Furthermore, this latter sensitivity can be used to scale the photo-signal to a phase unit by purposely detuning \( \Omega \).

### 2.2. Shot noise analysis

Shot noise is the fundamental quantum noise on the quadratures of the electric field of coherent states. Its standard deviation only depends on the spatio-temporal geometry of the considered mode of the electric field. In the photodetection process, it is observed by its beatnote with an optical carrier.

Rewriting equation (6) to include the shot noise gives:

\[ E_d = e^{i\omega t} \sum_{k=-\infty}^{\infty} (\mathcal{E}_k + \delta \mathcal{E}_k) e^{ikm}. \]  

where \( \delta \mathcal{E}_k \) is the shot noise on mode \( \mathcal{E}_k \). Therefore, the shot noise of the signal \( S_m \) is:

\[ \delta S_m = 2 \sum_{k=-\infty}^{\infty} \mathcal{R}[(\mathcal{E}_{k-m} - \mathcal{E}_k) \mathcal{E}_k^* + \mathcal{E}_k \delta \mathcal{E}_k^* + \mathcal{E}_k^* \delta \mathcal{E}_k] e^{-im\Omega t}. \]  

Assuming a low phase modulation depth \( \beta \), its component on the detection signal \( S_2^\text{in} \) hence reads:

\[ \delta S_2^\text{in} = 2I_\beta(\beta) |E|f [\delta \mathcal{E}_2 + \delta \mathcal{E}_-2], \]  

which has a standard deviation:

\[ \sqrt{\langle (\delta S_2^\text{in})^2 \rangle} = 2 \sqrt{2} I_\beta(\beta) |E|f \sqrt{\langle \delta E^2 \rangle}, \]  

given that the shot noise \( \delta \mathcal{E}_2 \) and \( \delta \mathcal{E}_{-2} \) are uncorrelated and have an identical variance written \( \langle \delta E^2 \rangle \). The shot noise limited SNR therefore reads:

\[ \text{SNR} = \frac{S_2^\text{in}}{\sqrt{\langle (\delta S_2^\text{in})^2 \rangle}} = \frac{2 \sqrt{2} I_\beta(\beta) |E|f \frac{2F}{\pi} \phi_{+2}^d - \phi_{-2}^d}{\sqrt{\langle \delta E^2 \rangle} \frac{2}{\pi}}. \]  

In this equation, the \( \sqrt{2} I_\beta(\beta) |E|f \) factor is the amplitude of the electric field coupled into the cavity, and \( 2F/\pi \) is the phase enhancement factor of the cavity, already seen in equation (5).

Finally, given that for a coherent state \( |E|f / \sqrt{\langle \delta E^2 \rangle} = 2 \sqrt{N} \) with \( N \) the number of photons in the mode, and taking into account the various optical losses in the detection process (the imperfect coupling into the cavity, the optical losses between the cavity and the photo-detector, and the quantum efficiency of the photo-detector, all combined into an effective efficiency \( \eta \)), equation (17) can be reformulated as:
where $T$ is the probing time, and $P_c$ is the total intra-cavity power held by both second order sidebands injected in the cavity. This expression is a factor $\frac{2}{\pi}$ higher than the SNR of a dispersive detection scheme without a cavity \[13\], showing the cavity enhancement. The SNR \[18\] is identical to the SNR obtained when measuring the phase shift in the cavity with an homodyne beatnote between the signal transmitted by the cavity and a phase coherent local oscillator. Because the heterodyne scheme presented in this paper does not introduce additional shot noise, it is optimal with respect to the shot noise limit. This optimality comes from the fact that the two second order sidebands contain an atomic signal in addition to the shot noise. To illustrate this fact, figure 2 analyses other heterodyne detection schemes, including the well-known PDH scheme, which, in addition to being sensitive to cavity length and laser frequency fluctuations, feature a non-optimal SNR.

### 2.3. Non-destructivity

We recall that, in the detection scheme described here, the frequency of the optical carrier of the detection laser is close to the frequency of the atomic resonance. Therefore, the detunings of the second order modulation sidebands are opposite in sign, and are written as $\pm \Delta$. It is important to remark that because these two sidebands are injected into two consecutive modes of the cavity, the interference patterns they each form have opposing phases close to the centre of the cavity where the atoms are located. Therefore, the total intra-cavity power experienced by the atoms is homogeneous along the longitudinal direction. As the phase shifts of the two modulation sidebands are jointly measured by the heterodyne scheme presented here, the coupling between the atoms and the cavity modes, as well as the photon scattering rate, therefore do not depend on the position of the atoms along the axis of the cavity. This is a compelling feature of this detection scheme for OLCs, for which the trapping light has to be tuned to the magic wavelength, i.e. to a frequency which is incommensurable with the frequency of the detection light.

Figure 2. Illustration of the photon shot noise for different detection schemes. Blue arrows indicate the electric field reflected by the cavity, red arrows the beatnotes which compose the demodulated signal, grey curves the cavity modes, and orange boxes the shot noise in the detection bandwidth. Top: detection scheme proposed in this paper. Its SNR is given by equation \[18\] as a function of the intra-cavity power $P_c$. Middle: detection based on a PDH scheme. The first order sidebands are used as a local oscillator to detect the phase shift that the carrier coupled in the cavity experiences. Assuming that most of the detected optical power is in the first order sideband, equations \[8\] and \[14\] yield a SNR $\text{SNR}_{\text{PDH}} = \sqrt{\frac{2}{\pi}}$ SNR. The factor $\sqrt{\frac{2}{\pi}}$ comes from the fact that while the PDH scheme samples the signal and shot noise at frequency $\omega$, it also samples the shot noise but no signal at frequencies $\omega \pm \Omega$, hence a degraded SNR. Bottom: detection scheme in which a single optical sideband is coupled to the cavity. Its SNR reads $\text{SNR}_{+1} = \sqrt{\frac{1}{2}}$ SNR. The $\sqrt{\frac{1}{2}}$ factor comes from the shot noise at frequency $\omega - \Omega$.
The heating rate of the atoms in the cavity is characterised by the photon scattering rate per atom:

\[ n_\gamma = \frac{\Gamma}{2} \frac{s}{s + 4\Delta^2 / \Gamma^2}. \]  

The SNR can consequently be expressed as:

\[ \text{SNR} = \frac{\phi_{\text{ext}} - \phi_{\text{at}}}{\delta \phi}, \]

with

\[ \frac{1}{\delta \phi} = \frac{2\pi S}{3} \frac{\lambda^2}{\hbar} \eta T \frac{2F}{\pi} \sqrt{s + 4\Delta^2 / \Gamma^2}. \]

Using the expression (1) for the atomic phase shift, the shot-noise limited SNR can be written in terms of the atom number resolution:

\[ \text{SNR} = \frac{N}{\delta N}, \]

with

\[ \frac{1}{\delta N} = \frac{3}{2\pi} \frac{\lambda^2}{S} \eta T \frac{2F}{\pi} \sqrt{4\frac{\Delta^2}{\Gamma^2}} \sqrt{s + 4\Delta^2 / \Gamma^2}. \]

For \( s \ll 4\Delta^2 / \Gamma^2 \), the SNR depends only on a few experimental parameters, namely the atomic cross-section \( 3\lambda^2 / 2\pi \), the cavity cross-section \( S \), the finesse \( F \), the detection efficiency \( \eta \), and the number of scattered photons per atom \( n, T \). If the latter is sufficiently low to prevent the atoms from escaping the trapping potential, the detection exhibits ‘classical’ non-destructivity. If the number of scattered photons is significantly lower than one, the detection lies in the quantum regime: it is able to weakly measure the atomic coherence. If the detection in the quantum regime can reach a detection noise smaller than the QPN, i.e. \( \delta N \ll \sqrt{N} \), spin-squeezed states of the atomic ensemble can be generated to overcome the QPN. A cavity with a large finesse therefore helps reach this quantum regime.

The incoming probe beam on the cavity is composed of two cavity-coupled, weak \( \pm 2 \) modulation sidebands, but also of a strong carrier which acts as a local oscillator. Because a low destructivity implies a low power in the coupled sidebands, hence a low modulation depth, the destructivity of the non-cavity coupled but strong carrier also has to be considered because it is on-resonance with the atoms. The destructivity of the carrier due to residual off-resonant coupling into the cavity can be mitigated by purposefully introducing a non-zero detuning between the carrier and the atomic resonance, but sufficiently small as compared to the modulation frequency in order to preserve the homogeneous coupling of the atoms in the cavity. This condition is in practice always met, because once the cavity is injected with the trapping light at the magic wavelength, the frequencies of the resonances at the detection wavelength form a discrete set fixed by the incommensurable ratio between these frequencies. Also, the detection time can be decreased while keeping the product \( PC_T \) constant, allowing for a larger modulation depth.

3. Experimental demonstration

3.1. Setup

We experimentally implemented the detection scheme proposed in this paper on one of the two operational \(^{87}\text{Sr}\) OLCS available at SYRTE, named Sr B. This clock features a systematic uncertainty of \( 4 \times 10^{-17} \), which has been confirmed by a relative frequency ratio measurement between Sr B and the other Sr clock (Sr 2), yielding

\[ \frac{\nu_{\text{Sr}_1} - \nu_{\text{Sr}_2}}{\nu_{\text{Sr}}} = (2.3 \pm 7.1) \times 10^{-17}. \]

The frequency stability of Sr B is \( 10^{-15} \) for an integration time of 1 s, measured through a comparison with Sr 2 [3]. The aim of the non-destructive detection described in this paper is to improve this frequency stability.

The description of the clock system can be found in [3]. Here, we describe exclusively the parts of the experiment related to the detection scheme, shown on figure 3.

The main part of the detection scheme is an in-vacuum bi-chromatic build-up cavity used for both the optical lattice confining the Sr atoms in the Lamb–Dicke regime and the enhancement of the atomic phase shift imprinted on the non-destructive probe light. The cavity has a finesse of 180 at the trapping magic wavelength \( \lambda_{\text{m}} \approx 813 \text{ nm} \), which allows us to reach trapping depths as large as 2500 \( E_{R,\text{Sr}_1} \), with \( E_{R,\text{Sr}_1} = \hbar^2 / 2m\lambda_{\text{m}}^2 \) being the recoil energy of Sr atoms of mass \( m \). The finesse at the non-destructive detection wavelength 461 nm,
corresponding to the $^1S_0 \rightarrow ^3P_1$ transition ($\Gamma = 2\pi \times 32$ MHz and $I_{sat} = 42.7$ mW cm$^{-2}$), is $\mathcal{F} = 1.6 \times 10^4$, which allows for a large enhancement of the detection signal. The two identical mirrors of the cavity are used as windows of the high vacuum system, and are adjusted by bellows to which piezo transducers (PZT) are attached. The length of the cavity is $L = 41$ mm, corresponding to a free spectral range (FSR) of 3.7 GHz. The radius of curvature of the mirrors is 25 mm, which gives a waist of 50 $\mu$m at 813 nm, and $w_0 = 38$ $\mu$m at 461 nm. Given that the typical transverse standard deviation of the atomic wavefunction is $\sigma = 10$ $\mu$m, the cavity cross-section is $S = 2.9 \times 10^3$ $\mu$m$^2$.

The 813 nm lattice light is provided by a titanium sapphire (Ti:Sa) laser. It is tuned to the magic wavelength $\lambda_{m}$ by a frequency-lock to an extended cavity diode laser (ECDL, not represented in figure 3) referenced to a Sr $^1S_0 \rightarrow ^3P_1$ transition by saturated absorption spectroscopy. The length of the cavity is then locked to the magic wavelength lattice light via a standard Pound Drever Hall scheme acting on the PZT.

The 461 nm blue laser stems from a frequency doubled 922 nm ECDL. It is then dispatched to the first Sr cooling stage light system. Its frequency is locked to an atomic reference through a feedback loop onto the 922 nm ECDL PZT using a digital modulation lock. Part of the light is sent to the cavity for the non-destructive detection. Because the frequencies of both the 813 and 461 nm lasers are constrained, a double passed acousto-optic modulator (AOM) is used to tune the frequency of the 461 nm light to the resonances of the cavity. The laser beam is then phase modulated by an electro-optic modulator (EOM, provided by QuBig) at a frequency of one forth of the FSR, i.e. $\Omega = 2\pi \times 920$ MHz, in order to implement the heterodyne protocol described in section 2.1. After being cleaned through an optical fibre, the spatial mode of the laser is coupled to the cavity with an efficiency of $\eta_{cpl} = 0.82$.

Despite the fact that the cavity length and the laser frequencies are all locked to absolute references, the frequency difference between the 461 nm light and the resonances of the cavity fluctuates by much more than the cavity line-width, on time scales of tens of microseconds. This is due to the high finesse of the cavity, which is two orders of magnitude larger at 461 nm than at 813 nm. To keep the probe laser on resonance with the cavity, it is therefore necessary to implement a fast locking scheme of the laser frequency to the cavity length. For this,

![Figure 3. Schematic of the experimental setup. It shows the bi-chromatic high finesse cavity in which the atoms are trapped (magic wavelength at 813 nm) and probed (phase modulated laser at 461 nm). The second-order modulation sidebands form two out-of-phase standing waves in which the atoms are homogeneously coupled.](image-url)
we use the protocol described in section 2.1. The reflected signal is collected by a fast photodiode (OSIO FCI-125G-006HRL, with a specified bandwidth of 1.25 GS s$^{-1}$ and a quantum efficiency $\eta_{\text{det}} = 0.46$) after an additional transmission efficiency $\eta_{\text{loss}} = 0.65$, yielding an overall efficiency $\eta = \eta_{\text{det}}\eta_{\text{loss}} = 0.25$. The RF output signal of the photodiode is then split into two.

The first part is band-pass filtered and demodulated at frequency $2\Omega$ in order to generate the atomic signal. This signal results from the beatnote of the reflected carrier acting as a strong local oscillator and the coupled second-order sidebands, and is given by equation (10). It is calibrated by applying a modulation on the modulation frequency $\Omega$, and the demodulation quadrature is adjusted in order to maximise the modulation signal using a mechanical phase shifter.

The second part is band-pass filtered and demodulated at frequency $\Omega$. It contains the error signal given by equation (9) used to lock the 461 nm light frequency on the cavity. It results from the beatnote of the rejected first-order sidebands (local oscillator) and the coupled second-order sidebands. The servo loop uses a digital PID implemented on a FPGA based RedPitaya platform acting on the current of the 922 nm ECDL with a bandwidth larger than 1 MHz. This digital implementation also enables us to conditionally engage the integration stage of the PID with a TTL signal to accommodate with the fact that the blue light is turned off during the clock interrogation time. The correction signal is kept at zero by a second stage integrator acting on the AOM frequency. The aim of this lock is to keep the cavity in the linear regime for which the model developed in section 2.1, and especially equation (5) is valid. As long as this condition is fulfilled, the atomic signal is to first order insensitive to any offset or residual laser frequency noise and cavity length fluctuations, as shown by equation (10).

With the given experimental parameters, the theoretical shot noise limited resolution for a single scattered photon is

$$\delta N_{\text{SNL}} = 3.3 \text{ atoms for } s = 0, \text{ and } n, T = 1,$$

(25)

in principle enabling the entrance into the quantum non-destructivity regime with as little as a few tens of atoms.

### 3.2. Experimental results

The detection system is operated within the experimental cycle by illuminating the cavity with the phase modulated detection beam which has a total power $P_i = 4.3$ mW and a modulation depth $\beta = 0.31$, such that the heterodyne lock system is robust enough. This gives a total intra-cavity power of $P_c = 4\eta_{\text{cl}}\mathcal{F}E_c^2(\beta)P_i/\pi = 10$ mW, a saturation parameter $s = P_c/S_{\text{sat}} = 8.1 \times 10^3$, and a photon scattering rate $n_\gamma = 38$ photons $\mu$s$^{-1}$. The atomic phase shift per atom is $\phi_0^{ab}/N = -\phi_0^{at}/N = 94$ nrad/atom.

Figure 4 shows an acquisition of the atomic signal with atoms loaded in the optical lattice. At $t = 0$, the detection light is switched on. After a delay of $20 \mu$s, the digital lock is able to stabilise the detection light on the cavity. However, the number of atoms, expected to be a few thousands, introduces a phase shift significantly larger than the linewidth $\pi/\mathcal{F} \simeq 200$ $\mu$rad of the cavity, so that the second order sidebands are no longer simultaneously injected in the cavity. The noise cancellation scheme presented in this paper is therefore not effective, and the atomic signal strongly varies with the laser frequency and cavity length fluctuations. As the atoms scatter photons, they escape out of the lattice trap. At $t \simeq 150$ $\mu$s, the number of atoms has sufficiently reduced such that the noise cancellation technique is effective, and the atomic signal becomes noise-immune (see inset of figure 4). The atomic signal then follows a decay that can be fit with a heating function [13]:

$$N(t) = N_0 \left[1 - \exp\left(-\frac{U/E_{\text{RF},461}}{n_\gamma T/3}\right)\right]$$

(26)

This corresponds to a heating model for which the atoms are confined in the Lamb–Dicke regime in the longitudinal direction, and only acquire momentum in the transverse directions. The standard deviation of the fit residuals gives a resolution of:

$$\delta N_{\text{experimental}} = 3.7 \text{ atoms},$$

(27)

for an acquisition time of $1 \mu$s, during which each atom scatters 38 photons. This shows the classical non-destructivity of the detection scheme, as this number of scattered photons is low enough not to push the atoms out of the lattice. Extrapolating to $n_\gamma T = 1$ yields $\delta N = 23$, enabling the entrance into the quantum regime for $N > 500$ atoms.

The value $\delta N_{\text{experimental}}$ can be compared to the theoretical shot-noise limited resolution $\delta N_{\text{SNL}} = 0.7$ atoms, obtained by evaluating equation (23) with the experimental parameters listed above, and $T = 1 \mu$s. An analysis of the dependence of the noise with the optical power reveals that the discrepancy between $\delta N_{\text{experimental}}$ and $\delta N_{\text{SNL}}$ is mostly due to electronic noise, and, to a lower extent, to a larger shot-noise than expected. We attribute the latter to extra losses in the photodetector. With an improved photodetector, we can therefore expect a five-fold improvement to the SNR.
4. Prospects

The detection scheme demonstrated in this paper offers many perspectives for OLCs. First, exploiting the high SNR of the detection scheme can help run the clock with a lower number of atoms, and thus a shorter loading time. Figure 4 shows that a low detection noise can be reached even with as little as a few hundreds of probed atoms. As an example, we were able to load this amount of atoms with a total clock cycle time of 300 ms comprising a 150 ms clock probe pulse. Such a fast clock cycle can help reduce the clock dead time, hence the Dick effect, making the detection attractive, for instance, for transportable clock systems which do not have a high stability clock laser readily available. Furthermore, with a 50% duty cycle, it would be possible to operate a dead-time free clock using two atomic ensembles [5, 12] even with a clock laser that has a moderate coherence time. Exploiting the classical non-destructivity of the detection will allow us to further improve the duty cycle by recycling the atoms from clock cycle to clock cycle, thus reducing the contribution of the Dick effect to the clock instability.

Figure 4 also shows that the detection system, as demonstrated in this paper, can only detect up to about 500 atoms. This dynamic range is determined by the linewidth of the cavity, and is limited because of the large finesse of the cavity. Although, as discussed above, operating a clock with a small number of atoms can be an advantage for the frequency stability (lower Dick effect) and accuracy (lower frequency shift due to cold collisions), it is a drawback for a QPN-limited clock, as its frequency instability scales as $1/\sqrt{N}$. However, this limitation can be mitigated by several means. First, in a QPN limited clock, the excursion of the transition probability is small (on the order of $1/\sqrt{N}$), hence the number of detected atoms deviates from a constant expected value by a small amount only (provided that the number of atoms initially loaded in the clock is controlled, for instance using the non-destructive detection device). Despite its small dynamic range, the detection can be pre-tuned close to the expected atom number, and thus it is able to properly measure the transition probability. For instance, if the initial number of atoms can be controlled at the percentile level, the detection is suitable for a QPN-limited clock with 50 000 atoms. Second, the dynamic range of the detection system can be extended to detect more atoms by actively adjusting the modulation frequency $\Omega$ so that the two modulation sidebands are coupled into the cavity even when the resonances of the cavity are moved by more than their linewidth. Finally, the dynamic range of the detection can be increased by operating the detection scheme with a higher modulation frequency, and by addressing modes of the cavity separated by more than one FSR, without degrading the SNR.

Another challenge of the detection scheme presented in this paper is to reach a lower number of scattered photons. This can also be achieved by increasing the modulation frequency, or by further reducing the modulation depth, hence coupling less power to the cavity. Because locking the detection laser on the cavity by beating the first and second order sidebands, as proposed here, becomes challenging, another EOM could be used to generate an additional set of first order sidebands with sufficient power to obtain a sizable error signal.

Figure 4. Atomic signal for a trap depth of $U = 750 E_h$. The sampling rate is 1 MHz. After an initial settling time ($t \lesssim 150 \mu s$) for which number of atoms is too large for the detection to work properly, the decay of the trapped atoms is fit by equation (26) in which a vertical and horizontal offset are added as fit parameters. The scattering rate given by the fit is $\sigma_s = 38$ photons $\mu s^{-1}$, in agreement with the value deduced from the optical power injected into the cavity. The grey curve shows that an exponential decay does not fit the experimental data as well as the heating function of equation (26). The inset shows that the residuals of the fit and the error signal $S_1$ of the lock of the laser on the cavity are mostly uncorrelated, which confirms that the atomic signal is noise-immune.
Increasing the dynamic range and reducing the photons scattering rate can alternatively be achieved by probing the atoms close to the weak \(^{5}_{S_0} \rightarrow ^{3}_{P_0}\) inter-combination transition at 689 nm. It increases the SNR by a factor 1.5 (equation (23)) shows that the SNR is proportional to \(\lambda\) given that, for ultra-cold atoms, \(S\) is proportional to \(\lambda\), and enables the entrance to the regime for which the resonance linewidth is smaller than the cavity linewidth. However, the scheme proposed here relies on the fact that the non-destructive detection laser beam shares the same cavity mode as the lattice laser. In addition, the clock laser (698 nm) has also to be aligned with the lattice in order to probe the atoms in the tightly confined direction. Therefore, using the 689 nm transition requires a mirror coating with a high finesse at 689 nm, and simultaneously a large transmission at the wavelength of the clock transition at 689 nm, which is a technically very challenging requirement.

With the technical improvements proposed above, it will be possible to reach the quantum regime, in which entangled states of the atomic ensemble can help reach a sub-QPN frequency stability. The cooperativity of the atom-cavity system presented in this paper, defined by \(\eta_\beta = 6\mathcal{F}\Lambda^2/\pi^2\nu_0^2 = 0.45\) will allow for a significant amount of spin squeezing for the typical atom number of \(10^4\) usually operated in OLCs.

5. Conclusion

In this paper, we have successfully implemented a cavity-assisted non-destructive detection scheme on an OLC with strontium atoms. For this, a single phase modulated laser beam is used to lock the laser on the cavity and to detect the atomic signal at the same time, via an heterodyne beatnote. This configuration makes the scheme simple and adapted to operational optical clocks. This detection scheme can measure the number of trapped atoms with a resolution of a few atoms, while scattering a number of photons sufficiently low for the atoms to remain trapped in the optical lattice. This classical non-destructivity will help improve the clock frequency stability by reducing the clock dead-time. Furthermore, simple technical improvements in the detection scheme will make it suitable to reach the quantum non-destructivity regime in which the clock stability can overcome the QPN limit.
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