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Abstract
We prove that every partial function with finite domain and range can be effectively simulated through sequential colorings of graphs. Namely, we show that given a finite set $S = \{0, 1, \ldots, m - 1\}$ and a number $n \geq \max\{m, 3\}$, any partial function $\varphi: S^p \rightarrow S^q$ (i.e. it may not be defined on some elements of its domain $S^p$) can be effectively (i.e. in polynomial time) transformed to a simple graph $G_{\varphi,n}$ along with three sets of specified vertices

$X = \{x_0, x_1, \ldots, x_{p-1}\}$, $Y = \{y_0, y_1, \ldots, y_{q-1}\}$, $R = \{\tilde{0}, \tilde{1}, \ldots, \tilde{n-1}\}$,

such that any assignment $\sigma_0: X \cup R \rightarrow \{0, 1, \ldots, n-1\}$ with $\sigma_0(\tilde{i}) = i$ for all $0 \leq i < n$, is uniquely and effectively extendable to a proper $n$-coloring $\sigma$ of $G_{\varphi,n}$ for which we have

$\varphi(\sigma(x_0), \sigma(x_1), \ldots, \sigma(x_{p-1})) = \sigma(y_0), \sigma(y_1), \ldots, \sigma(y_{q-1}))$,

unless $(\sigma(x_0), \sigma(x_1), \ldots, \sigma(x_{p-1}))$ is not in the domain of $\varphi$ (in which case $\sigma_0$ has no extension to a proper $n$-coloring of $G_{\varphi,n}$).
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1 Introduction

Graph coloring, as a special case of the graph homomorphism problem, is widely known to be among the most fundamental problems in graph theory and combinatorics. Based on some recent deep non-approximability results (see e.g. [1, 15–18, 21] and references therein), it is known that the coloring problem is among the hardest problems in $\text{NP}$ and does not admit an efficient solution/approximation, unless $\text{P} = \text{NP}$ (or a similar coincidence for randomized classes as $\text{RP}$).

Although the hardness of the graph coloring problem causes troubles in applications that require finding graph colorings, it is desirable in other applications, such as cryptography and data security, where such hardness conditions are sought. In cryptography, hardness properties are particularly appreciated when trapdoor keys are also available.

The idea of using combinatorial structures in cryptography has already been studied by a number of authors (e.g. see [3,5,6,12–14,19]) who, among other things, have used such structures to construct secret sharing schemes. Although, the idea of using combinatorial structures and their hardness results seems to be fruitful in cryptography, most of the cryptographic schemes introduced so far do not satisfy real-world security or efficiency conditions that are needed in real applications.

The idea of using graph colorings and their hardness results in cryptography has also been studied by many contributors in the field. Using uniquely colorable graphs in this context seems to go back to the ideas of the first author of this article who already hinted at this in [7]. As the implementation of such applications needs a well-understood theory of computation in terms of graph colorings, it sounds reasonable to develop such a theory first, before putting such an application in the machinery (see [8]).

This article can be considered as a sequel to [8] and [9], in which we try to complete the scenario of computability in terms of graph colorings as much as it is needed in the above-mentioned context (which is restricted to the case of functions with finite domain and range). It is worth noting that due to the hardness properties of the graph coloring problem, it is by no means straightforward to see how one may construct efficiently colorable graphs that can compute functions. The necessary background has already been developed in [8,9]. In this article, as our main result, we introduce a general setup in which one may efficiently simulate functions (with finite domain and range) using graphs and their colorings. The cryptographic applications of these results will appear elsewhere.

Roughly speaking, our main result (Theorems [1] and [2]) states that any given
partial function $\varphi : S^p \rightarrow S^q$ (where $S \overset{\text{def}}{=} \{0, 1, \ldots, m - 1\}$ is a finite set of symbols and $p$ and $q$ are positive integers) can be effectively simulated by a simple graph $G_{\varphi,n}$ and its $n$-colorings ($n \geq \max\{m, 3\}$) in the following sense. The graph $G_{\varphi,n}$ has three subsets of designated vertices: the input vertices $X = \{x_0, x_1, \ldots, x_{p-1}\}$, the output vertices $Y = \{y_0, y_1, \ldots, y_{q-1}\}$, and the reference vertices $R = \{\tilde{0}, \tilde{1}, \ldots, n-1\}$. The reference vertices induce a complete graph in $G_{\varphi,n}$, and their role is to establish a correspondence between the colors and the elements of $S$. In every possible $n$-coloring of $G_{\varphi,n}$, the reference vertices take distinct colors. For each $0 \leq i < m$, the color of the vertex $\tilde{i} \in R$ stands for the element $i \in S$. Since the naming of the colors is irrelevant, we often choose the color set $C \overset{\text{def}}{=} \{0, 1, \ldots, n-1\}$ and restrict ourselves to the colorings in which every reference vertex $\tilde{i}$ takes the corresponding color $i$. Now consider the proper $n$-colorings of the graph $G_{\varphi,n}$. The graph $G_{\varphi,n}$ has the property that, in reference to the colors of the vertices in $R$, the constraint induced by $G_{\varphi,n}$ on the colors of the vertices in $X$ and $Y$ corresponds precisely with the calculation of $\varphi$. Namely, if for each $0 \leq i < n$ we color the vertex $\tilde{i}$ with $\sigma_0(\tilde{i}) = i$, and for each $0 \leq j < p$ we choose an arbitrary color $\sigma_0(x_j)$ for $x_j$, then this assignment of colors can be extended to a proper coloring $\sigma$ of the whole $G_{\varphi,n}$ using an appropriate universal sequential algorithm, if and only if $(\sigma_0(x_0), \sigma_0(x_1), \ldots, \sigma_0(x_{p-1}))$ is in the domain of $\varphi$, in which case the extension is unique and we have

$$\varphi(\sigma(x_0), \sigma(x_1), \ldots, \sigma(x_{p-1})) = (\sigma(y_0), \sigma(y_1), \ldots, \sigma(y_{q-1})).$$

Let us emphasize few aspects of this construction:

- The construction of the graph $G_{\varphi,n}$ from the function $\varphi$ is effective (i.e., can be obtained using a polynomial-time algorithm (see Section 4)).

- The number of colors $n$ can be chosen as small as $\max\{m, 3\}$ (see Theorem 1).

- The coloring extensions are unique, and can be found using an efficient (i.e. polynomial-time) sequential coloring algorithm (see Theorem 2).

- With the above notion of simulation, the graphs can be combined readily to implement function compositions. For example, if a function $\varphi$ is simulated by a graph $G_{\varphi,n}$ and a function $\psi$ is simulated by a graph $G_{\psi,n}$, then the composition $\psi \circ \varphi$ can be implemented by simply putting $G_{\psi,n}$ and $G_{\varphi,n}$ next to each other, identifying their reference vertices, and identifying the output vertices of $G_{\varphi,n}$ with the input vertices of $G_{\psi,n}$ (see Lemma 1 below).
In [9] it is proved that Boolean functions (i.e. the case \( m = 2 \) and \( q = 1 \)) can be effectively simulated through 3-colorings. In this paper besides generalizing this result for any given function (as mentioned above), we have chosen an approach (among many other possible methods) in which we explicitly show how to simulate basic Boolean and arithmetic operations in the above sense (to be made precise in the sequel). Our approach can be described as follows. We first prove our main result for permutations through a constructive approach and next we apply an extension result (see Lemma 7) similar to what is usually done in quantum computing (e.g. see [20]), to generalize this result to arbitrary functions. To simulate multivariate functions, we show how to simulate the coloring space of a graph using a large number of colors with the coloring space of a more elaborate graph using a limited number of colors. 

In the rest of this section we go through some necessary prerequisites. In Section 2 we prove our result for permutations. Next, in Section 3 we show that most important basic Boolean and arithmetic operations can be effectively simulated through colorings of graphs, and in Section 4 we prove our main theorems.

1.1 Simulation of functions by graphs: a starter

In this paper, we consider finite simple graphs and their vertex colorings. Given a graph \( G = (V(G), E(G)) \) on the vertex set \( V(G) \) and with the edge set \( E(G) \), a proper \( C \)-coloring of \( G \) is a mapping \( \sigma: V(G) \to C \) such that for every edge \( uv \in E(G) \) we have \( \sigma(u) \neq \sigma(v) \). We often do not care about the nature of the colors, and when \( |C| = n \), we may simply talk about proper \( n \)-colorings (or \( n \)-colorings, for short) rather than \( C \)-colorings. The smallest integer \( n \) for which the graph \( G \) admits an \( n \)-coloring is called the chromatic number of \( G \) and is denoted by \( \chi(G) \) (e.g. see [18,24] for the basic concepts of graph theory and graph colorings).

In what follows vectors and ordered lists are denoted by bold small symbols as \( u = (u_0, \ldots, u_{n-1}) \). We also fix the following notations:

\[
\begin{align*}
0_n \overset{\text{def}}{=} (0,0,\ldots,0), \quad 1_n \overset{\text{def}}{=} (1,1,\ldots,1) \quad \text{and} \quad 1_j^n \overset{\text{def}}{=} (0,0,\ldots,0,1,0,\ldots,0). 
\end{align*}
\]
Subsets in subscripts are used to show exclusion. In this regard, \( S_A \overset{\text{def}}{=} S - A \) for any \( A \subseteq S \) and

\[
\mathbf{u}_{\{k\}} \overset{\text{def}}{=} \begin{cases} (u_1, u_2, \ldots, u_{n-1}) & \text{if } k = 0, \\ (u_0, \ldots, u_{k-1}, u_{k+1}, \ldots, u_{n-1}) & \text{if } 0 < k < n - 1, \\ (u_0, u_1, \ldots, u_{n-2}) & \text{if } k = n - 1. \end{cases}
\]

Hereafter, we shall consider the set of all one-to-one and onto (i.e. invertible) functions from \( S \) to \( S \) as the symmetric group of all \( n \)-permutations on \( n \) elements. In this setting \( \tau(i, j) \overset{\text{def}}{=} (0)(1)(2) \cdots (ij) \cdots (n - 1) \) denotes a transposition that maps \( i \) to \( j \) and vice versa and keeps all the other elements unchanged. Also, \( \text{id}_m \) stands for the identity function on \( S \).

Throughout this article, we always assume that \( p, q, n \) and \( m \) are natural number such that \( m \geq 2 \) and \( n \geq \max\{m, 3\} \). We use \( C \overset{\text{def}}{=} \{0, 1, \ldots, n - 1\} \), \( S \overset{\text{def}}{=} \{0, 1, \ldots, m - 1\} \) as the sets of colors and symbols, respectively. The sets

\[
X \overset{\text{def}}{=} \{x_0, x_1, \ldots, x_{p-1}\}, \quad Y \overset{\text{def}}{=} \{y_0, y_1, \ldots, y_{q-1}\}, \quad R \overset{\text{def}}{=} \{\tilde{0}, \tilde{1}, \ldots, \tilde{n-1}\}
\]

are also interpreted as the sets of input, output, and reference vertices, respectively (cf. below).

**Definition 1.** Let \( p \geq 1 \), \( q \geq 1 \) and also let \( \varphi : S^p \rightarrow S^q \) be a given partial function (i.e. \( \varphi \) may not be defined on some of the elements of its domain as it is usually defined in theory of computation; see e.g. [4]). We say that a graph \( G_{\varphi, n} \) simulates the function \( \varphi \) through \( n \)-colorings, if \( G_{\varphi, n} \) is a graph on the vertex set \( V(G_{\varphi, n}) \) such that

i) The graph \( G_{\varphi, n} \) is \( n \)-colorable (i.e. \( \chi(G_{\varphi, n}) \leq n \)), and

\[
X \cup Y \cup R \subseteq V(G_{\varphi, n})
\]

ii) In any \( n \)-coloring of \( G_{\varphi, n} \) as \( \sigma \), vertices in \( R \) are forced to take different colors. (Therefore, without loss of generality we may assume that for all \( 0 \leq i < n \) we have \( \sigma(\tilde{i}) = i \).

iii) Any assignment of colors \( \sigma_0 : X \cup R \rightarrow C \), with \( \sigma_0(\tilde{i}) = i \) for all \( 0 \leq i < n \), has an extension to a proper \( C \)-coloring of the whole graph \( G_{\varphi, n} \) as \( \sigma \) if and only if \( (\sigma(x_0), \sigma(x_1), \ldots, \sigma(x_{p-1})) \) is in the domain of \( \varphi \), in which case the extension \( \sigma \) is unique and

\[
\varphi(\sigma(x_0), \sigma(x_1), \ldots, \sigma(x_{p-1})) = (\sigma(y_0), \sigma(y_1), \ldots, \sigma(y_{q-1})).
\]
The following lemma easily follows from the definitions. We explicitly state it for further reference.

**Lemma 1.** Let \( \varphi_i : S^{p_i} \rightarrow S^{q_i} \) \((i = 1, 2, \ldots, k)\) and \( \psi : S^{q} \rightarrow S^{r} \) be partial functions, where \( p_i, q_i, q \) and \( r \) are positive integers with \( \sum_{i=1}^{k} q_i = q \). If for some \( n \geq 3 \), the functions \( \varphi_i \) and \( \psi \) can be simulated through \( n \)-colorings, the composition

\[
\theta \overset{\text{def}}{=} \psi \circ (\varphi_1, \varphi_2, \ldots, \varphi_k)
\]

can also be simulated through \( n \)-colorings.

It is worth noting that if a graph \( G[x,y] \) simulates a one-to-one partial function \( \psi \), then the same graph with the input and the output swapped, \( G[y,x] \), simulates the inverse function \( \psi^{-1} \). This is true even if \( \psi \) is not onto, in which case \( \psi^{-1} \) is partially defined. Trivially, the identity, constant and projection functions are simulatable, and consequently, by the above lemma any feed-forward circuit (network) of simulatable partial functions is again simulatable.\(^2\)

### 1.2 Graph amalgams

In what follows we recall a more or less standard notation for amalgams which is adopted from \([9]\) (the interested reader may also consult \([8, 11, 22]\) for more on this as well as the Appendix of this article).

Let \( X = \{x_1, x_2, \ldots, x_k\} \) and \( G \) be a set and a graph, respectively, and consider a one-to-one map \( \varrho : X \rightarrow V(G) \). Evidently, one can consider \( \varrho \) as a graph monomorphism from the empty graph \( X \) on the vertex set \( X \) to the graph \( G \). We interpret it as a *labeling* of some vertices of \( G \) by the elements of \( X \). The data introduced by \((X, G, \varrho)\) is called a *marked graph* \( G \) marked by the set \( X \) through the map \( \varrho \). Note that (by abuse of language) we may introduce the corresponding marked graph as \( G[x_1, x_2, \ldots, x_k] \) when the definition of \( \varrho \) (especially its range) is clear from the context. Also, we

\(^2\)Although this is essentially all we need in this article to prove our main result, the above setup can be extended to more complicated combinations as *recursion* in classical recursion theory and theory of computation. We do not discuss the general setup in this article (e.g. see \([7]\) for an example of this). Also, all the results of this article can be generalized to the case of effective simulation of *relations* with appropriate changes made in definitions and sequential coloring algorithms. However we do not delve into the details of these generalizations since it will not give rise to stronger results as far as the main result of this article is concerned.
may refer to the vertex $x_i$ as the vertex $g(x_i) \in V(G)$. This is most natural when $X \subseteq V(G)$ and vertices in $X$ are marked by the corresponding elements in $V(G)$ through the identity mapping. We use the following notation

$$G[x_1, x_2, \ldots, x_k] + H[y_1, y_2, \ldots, y_l]$$

for the graph (informally) constructed by taking the disjoint union of the marked graphs $G[x_1, x_2, \ldots, x_k]$ and $H[y_1, y_2, \ldots, y_l]$ and then identifying the vertices with the same mark (for a formal and precise definition see the Appendix). It is understood that the repeated appearances of a graph structure in an expression such as $G[v] + G[v, w]$ are always made of disjoint copies of that structure with the indicated labels marked and identified properly. For example, $G[v] + G[v, w]$ is an amalgam constructed by two disjoint isomorphic copies of $G$ identified on the vertex $v$ where the vertex $w$ in one of these copies is marked. In the sequel, we may also use a semicolon to emphasize or separate two lists of vertices in a marked graph, as $G[x; y]$. Also, we may use a bold vector notation (or a set of vertices when it causes no confusion) to refer to a list of marked vertices as $G[v] \overset{\text{def}}{=} G[v_1, v_2, \ldots, v_k]$. By $K_k[v_1, v_2, \ldots, v_k]$ we mean a $k$-clique on $\{v_1, v_2, \ldots, v_k\}$ marked by its own set of vertices. A single edge is denoted by $e[v_1, v_2]$ (i.e., $e[v_1, v_2] = K_2[v_1, v_2]$). As one more simple example note that

$$P_2[v_1, v_2, v_3] \overset{\text{def}}{=} e[v_1, v_2] + e[v_2, v_3]$$

is a path of length 2 on the vertex set $\{v_1, v_2, v_3\}$.

## 2 A simulation lemma for invertible functions

Our main objective in this section is to prove that any invertible function as $\pi : S \rightarrow S$ can be simulated through graph colorings. For this we need the following basic lemma.

**Lemma 2.** Given $n \geq 3$, for any fixed $k \in C$, there exists a graph $L_{k,n}[x; y; R]$ that satisfies the following properties,

i) Any partial proper $n$-coloring $\sigma$ for which $\sigma(x) = k$ or $\sigma(y) = k$ uniquely extends to an $n$-coloring of $L_{k,n}[x; y; R]$. (This also implies that in any $n$-coloring of $L_{k,n}[x; y; R]$, the vertex $x$ takes the color $k$ if and only if the vertex $y$ takes the color $k$.)
ii) Any assignment of colors from $C_{(k)}$ to vertices $x$ and $y$ has a unique extension to an $n$-coloring of the whole graph $L_{k,n}[x, y; R]$.

iii) For the graph $L_{k,n}[x, y; R]$ the number of vertices is equal to $4n - 3$ and the number of edges is equal to $\frac{n(7n - 11)}{2}$.

**Proof.** We define the graphs $\eta_k[x, u_{(k)}; y; R]$ and $\zeta_k(i, j)[a, b; R]$ (depicted in Figure 1(a, b)) by

$$
\eta_k[x, u_{(k)}, y; R] \overset{\text{def}}{=} \sum_{i \in C_{(k)}} P_2[x, u_i, y] + \sum_{i \in C_{(k)}} \sum_{z \in R_{(i,j)}} e[u_i, z] + K_n[R]
$$

and

$$
\zeta_k(i, j)[a, b; R] \overset{\text{def}}{=} P_2[a, v, b] + P_2[a, w, b] + \sum_{z \in R_{(i,j)}} e[v, z] + \sum_{z \in R_{(i,j)}} e[w, z] + K_n[R].
$$

Also, let $T[u_{(k)}]$ be an arbitrary tree on $n - 1$ vertices marked by the elements of $u_{(k)}$ (see Figure 1(c)). Define $T_{\zeta}[u_{(k)}; R]$ to be the graph constructed on $T[u_{(k)}]$ by substituting each edge $e[u_i, u_j]$ by the structure $\zeta_k(i, j)[u_i, u_j; R]$; that is,

$$
T_{\zeta}[u_{(k)}; R] \overset{\text{def}}{=} \sum_{u_i, u_j \in E(T[u_{(k)}])} \zeta_k(i, j)[u_i, u_j; R].
$$

Now, define

$$
L_{k,n}[x, y; R] \overset{\text{def}}{=} \eta_k[x, u_{(k)}; y; R] + T_{\zeta}[u_{(k)}; R].
$$

To prove (i) note that if for a partial $C$-coloring $\sigma$ of $L_{k,n}[x, y; R]$ we have $\sigma(x) = k$, then just by restricting ourselves to $\eta_k[x, u_{(k)}; y]$ we have $\sigma(u_i) = i$ for all $i \in C_{(k)}$, and consequently, $\sigma(y) = k$. Now, it is easy to see that this partial coloring uniquely extends to a $C$-coloring of $L_{k,n}[x, y; R]$. The rest of the proof follows by symmetry.

To prove (ii), first we prove the following claim.

**Claim:** In any $C$-coloring $\sigma$ of $L_{k,n}[x, y; R]$, if there is an index $i \in C$ such that $\sigma(u_i) = k$ then we have

$$
\forall j \in C_{(k)} \quad \sigma(u_j) = k.
$$

It is easy to see that if $u_i, u_j \in E(T[u_{(k)}])$ and $\sigma(u_i) = k$, then by the structure of $\zeta_k(l, j)[u_i, u_j]$ we have $\sigma(u_j) = k$. Then, the claim follows from the connectedness of the tree $T[u_{(k)}]$ and the fact that for any $j \neq i$ there is a path in this tree starting from the vertex $u_i$ and ending at the vertex $u_j$. 
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Now, to prove (ii), let the vertices \( x \) and \( y \) be given arbitrarily colors \( i \) and \( j \) in \( C_{(k)} \), respectively. Then, by the structure of \( \eta_k[x, u_{(k)}, y] \) it is clear that the vertex \( u_i \) is forced to take the color \( k \), and consequently, by the previously proved claim all vertices \( u_i \) are forced to take the color \( k \). This again fixes the color of the rest of the vertices appearing in the structures \( \zeta_k((l_1, l_2), u_l) \).

Part (iii) is straightforward and can be verified using the definition of the graph \( L_{k,n}[x, y; R] \).

\[ \text{Proposition 1.} \quad \text{Given integers } m \geq 2 \text{ and } n \geq \max\{m, 3\}, \text{ along with a set } S = \{0, 1, \ldots, m - 1\} \]

and an invertible function \( \pi: S \to S \) that can be presented using \( \Theta \) transpositions, then there is a graph \( G_{\pi,n}[x; y] \) that simulates \( \pi \) through \( n \)-colorings. Moreover, \( |V(G_{\pi,n})| \approx O(\Theta n^2) \) and \( |E(G_{\pi,n})| \approx O(\Theta n^3) \).

\[ \text{Proof.} \quad \text{Let } \tau(i,j) \text{ be a transposition on } S. \text{ We construct the graph } G_{\tau(i,j),n}[x; y; R] \text{ as follows (see Figure 3):} \]

\[
G_{\tau(i,j),n}[x; y; R] \overset{\text{def}}{=} \sum_{k \in C_{(i,j)}} L_{k,n}[x, y; R] \quad \text{and} \quad e\left[u, z\right] + \sum_{z \in R_{(i,j)}} e[v, z] + \sum_{m \leq k < n} e[x, k] + \sum_{m \leq k < n} e[y, k] + L_{i,n}[x, u; R] + L_{j,n}[x, v; R] + e[u, y] + e[v, y].
\]

We show that the graph \( G_{\tau(i,j),n}[x; y] \) simulates the transposition \( \tau(i,j) \) through \( n \)-colorings. For this we consider the following two cases.

- If the vertex \( x \) takes the color \( i \in S \), then by Lemma 2(i) the vertex \( u \) is also forced to take the colored \( i \). Also, since \( x \) is connected to \( v \) by the structure \( L_{i,n}[x, v] \), the vertex \( v \) can only be colored by the color \( j \).

On the other hand, note that since \( x \) is connected to \( y \) by the structures \( L_{k,n}[x, y] \) for all \( k \in C_{(i,j)} \), the vertex \( y \) can only take the color \( j \). The same proof goes through by symmetry when \( x \) takes the color \( j \).
\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Components of $L_{k,n}[x, y; R]$}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{$L_{k,n}[x, y; R]$}
\end{figure}
• If the vertex $x$ takes a color $k \in S_{i,j}$, then, the vertex $y$ is forced to take the color $k$, since $x$ is connected to $y$ through the structure $L_{k,n}[x,y]$. Consequently, the vertices $u$ and $v$ take the colors $j$ and $i$, respectively.

The number of vertices and edges can be verified directly. Now, for a given permutation $\pi$ that can be presented by $\Theta$ transpositions, the proposition follows from Lemma 1.

As a corollary, let us define the functions $cs_m^+$ and $cs_m^-$ on $S$ as

$$cs_m^+(i) \overset{\text{def}}{=} i + 1 \pmod{m} \quad \text{and} \quad cs_m^-(i) \overset{\text{def}}{=} i - 1 \pmod{m}.$$ 

Then, by Proposition 1, can be simulated by graph colorings. Also, we have

$$|V(G_{cs_m^+})| \simeq |V(G_{cs_m^-})| \simeq O(n^3),$$

and

$$|E(G_{cs_m^+})| \simeq |E(G_{cs_m^-})| \simeq O(n^4).$$

We will use these functions in our forthcoming constructions.
3 A couple of gadgets

3.1 Some simple gadgets

In this section we prove that a couple of basic gadgets can be simulated through graph colorings. These gadgets will be used in our final construction.

Definition 2. For any \( m \geq 2 \), we define the following functions.

\[
ch_m : S \rightarrow \{0, 1\}^m, \quad ch_m(i) \overset{\text{def}}{=} 1^i_m.
\]

\[
ps_m : \{0, 1\}^m \rightarrow S, \quad ps_m(u) \overset{\text{def}}{=} \begin{cases} i & \text{if } u = 1^i_m, \\ \text{undefined} & \text{otherwise}. \end{cases}
\]

\[
xp_m : S \rightarrow \{0, 1\}^m, \quad xp_m(i) \overset{\text{def}}{=} \begin{cases} 0 & \text{if } i = 0, \\ 1 & \text{if } i = 1, \\ \text{undefined} & \text{otherwise}. \end{cases}
\]

Note that \( ps_m \) and \( ch_m \) are inverse to each other and \( ps_m \circ ch_m = \text{id}_m \). ♠

Lemma 3. For any pair of integers \( m \geq 2 \) and \( n \geq \max\{m, 3\} \),

i) There are graphs \( G_{ch_m,n} \) and \( G_{ps_m,n} \) that simulate the functions \( ch_m \) and \( ps_m \) through \( n \)-colorings, respectively.

ii) There exist a graph \( G_{xp_m,n} \) that simulates \( xp_m \) through \( n \)-colorings.

iii) We have,

\[
|V(G_{ch_m,n})| \simeq |V(G_{ps_m,n})| \simeq |V(G_{xp_m,n})| \simeq O(n^2), \\
|E(G_{ch_m,n})| \simeq |E(G_{ps_m,n})| \simeq |E(G_{xp_m,n})| \simeq O(n^3).
\]

Proof. Firstly, we prove (i). For this let \( u = (u_0, u_1, \ldots, u_{m−1}) \), and define the graph \( G_{ch_m,n}(x; u; R) \) by (see Figure 4)

\[
G'_{ch_m,n}(x; u; R) \overset{\text{def}}{=} e[w_0, u_0] + \sum_{i=0}^{m−1} L_{i,n}[x, w_i; R] + \sum_{i=1}^{m−1} L_{0,n}[w_i, u_i; R] \\
+ \sum_{i=2}^{n−1} e[w_0, i] + \sum_{j=1}^{m−1} \sum_{i\in C_{0,j}} e[w_j, i] + \sum_{j=0}^{m−1} \sum_{i=2}^{n−1} e[u_j, i].
\]
Suppose that $x$ is assigned a color $k$, where $0 \leq k < m$, and each $\tilde{i} \in R$ is assigned the color $i$. Then, it follows from the property of the graph $L$ (Lemma 2) that this assignment can be extended to a proper $n$-coloring in which $w_k$ takes the color $k$, $u_k$ the color 1, and all the vertices $w_j$ and $u_j$ for $j \neq k$ the color 0, and furthermore, this extension is unique. Therefore, the graphs

$$G_{\text{ch}_{m,n}}[x; u; R] \overset{\text{def}}{=} G'_{\text{ch}_{m,n}}[x; u; R] + \sum_{i=m}^{n-1} e[x, \tilde{i}]$$

and

$$G_{\text{ps}_{m,n}}[u; x; R] \overset{\text{def}}{=} G'_{\text{ps}_{m,n}}[x; u; R] + \sum_{i=m}^{n-1} e[x, \tilde{i}]$$

simulate $\text{ch}_m$ and $\text{ps}_m$, respectively.
Secondly, we prove (ii). For this we define

\[
G_{xp_m, n}[x; v; R] \overset{\text{def}}{=} \sum_{i=0}^{m-1} (L_{0,n}[x, v_i; R] + L_{1,n}[x, v_i; R]) + \sum_{j=0}^{m-1} \sum_{i=2}^{n-1} e[v_j, \tilde{i}].
\]

Similar to the previous case, it is quite straightforward to verify that \(G_{xp_m, n}[x; v; R]\) simulates the partial function \(xp_m\).

Next, we define the extended basic Boolean partial operations as follows.

**Definition 3.**

\[
\begin{align*}
\text{and}_m : S \times S &\rightarrow \{0, 1\}, & \text{and}_m(x, y) &\overset{\text{def}}{=} \begin{cases} x \land y & \text{if } x, y \in \{0, 1\}, \\
\text{undefined} & \text{otherwise}. \end{cases} \\
\text{or}_m : S \times S &\rightarrow \{0, 1\}, & \text{or}_m(x, y) &\overset{\text{def}}{=} \begin{cases} x \lor y & \text{if } x, y \in \{0, 1\}, \\
\text{undefined} & \text{otherwise}. \end{cases} \\
\text{not}_m : S &\rightarrow \{0, 1\}, & \text{not}_m(x) &\overset{\text{def}}{=} \begin{cases} \neg x & \text{if } x \in \{0, 1\}, \\
\text{undefined} & \text{otherwise}. \end{cases}
\end{align*}
\]

The space of **extended Boolean partial functions** consists of all functions that can be constructed using a finite combination of extended basic Boolean partial operations. The next lemma is an extension of a result of [9] for the extended Boolean partial functions.

**Lemma 4.** Any extended Boolean partial function on \(S = \{0, 1, \ldots, m-1\}\) can be simulated through \(n\)-colorings for any \(n \geq \max\{m, 3\}\). Moreover,

\[
\begin{align*}
|V(G_{\text{and}_m, n})| &\simeq |V(G_{\text{or}_m, n})| \simeq O(n^2), \\
|E(G_{\text{and}_m, n})| &\simeq |E(G_{\text{or}_m, n})| \simeq O(n^3), \\
|V(G_{\text{not}_m, n})| &\simeq O(n), \\
|E(G_{\text{not}_m, n})| &\simeq O(n^2).
\end{align*}
\]

**Proof.** By Lemma 1, it suffices to prove the result for the basic Boolean partial operations \(\text{and}_m\) and \(\text{not}_m\). It is easy to check that the graph \(G_{\text{and}_m, n}\)
defined as (see Figure 5)

\[
G_{\text{and}_m,n}[x, y; z; R] \defeq L_{0,n}[x, w; R] + G_{cs_m,n}[y, v; R] + L_{1,n}[w, z; R] + e[v, w] \\
+ \sum_{i=2}^{n-1} e[x, \tilde{i}] + \sum_{i=2}^{n-1} e[y, \tilde{i}] + \sum_{i=3}^{n-1} e[w, \tilde{i}] + \sum_{i=2}^{n-1} e[z, \tilde{i}]
\]

simulates the \text{and}_m Boolean partial operation. Also, similarly, one may verify that the graph

\[
G_{\text{not}_m,n}[x; y; R] \defeq e[x, y] + K_n[R] + \sum_{i=2}^{n-1} e[x, \tilde{i}] + \sum_{i=2}^{n-1} e[y, \tilde{i}]
\]

simulates the \text{not}_m Boolean function.

\[\blacksquare\]

3.2 An edge-simulation gadget

Our main objective in this section is to prove that the following partial function

\[
\text{Edg}_r : S^r \times S^r \to S^r, \quad \text{Edg}_r(u, v) \defeq \begin{cases} v & \text{if } u \neq v, \\ \text{undefined} & \text{if } u = v, \end{cases}
\]

can be simulated through \(n\)-colorings. Note that the coloring behavior of \(\text{Edg}_r(u, v)\) with respect to \(r\)-vectors \(u\) and \(v\) is like an edge. In this regard, we will need a control gadget that behaves very similar to a binary multiplexor:
Definition 4. Let us define,

$$U_m \overset{\text{def}}{=} \left\{ 1^i_m \mid 0 \leq i \leq m - 1 \right\}.$$ 

Then the $Mux_m$ function is defined as,

$$Mux_m : S^m \times U_m \rightarrow S, \quad Mux_m(v, 1^i_m) \overset{\text{def}}{=} v_i.$$ 

In the next lemma we prove that $Mux_m$ can be simulated through $n$-colorings. The main idea behind the proof is to reduce the operations to the Boolean level and then again extend to the $S$-level using the functions introduced in the previous section.

Lemma 5. For any pair of integers $m \geq 2$ and $n \geq \max\{m, 3\}$, there is a graph $G_{Mux_m,n}[v, u; t; R]$ that simulates the function $Mux_m$ through $n$-colorings. Moreover,

$$|V(G_{Mux_m,n})| \simeq O(n^4) \quad \text{and} \quad |E(G_{Mux_m,n})| \simeq O(n^5).$$

Proof. In the proof we need the following functions and their coloring simulations.

$$\dot{m} : S \times \{0, 1\} \rightarrow S, \quad \dot{m}(i, j) \overset{\text{def}}{=} \begin{cases} 0 & \text{if } j = 0, \\ i & \text{if } j = 1, \end{cases}$$

$$xt_m : S^m \rightarrow S, \quad xt_m(u) \overset{\text{def}}{=} \begin{cases} k & \text{if } \forall \ i \ u_i \in \{0, k\}, \\ \text{undefined} & \text{otherwise.} \end{cases}$$
claim 1. Using Lemma 1, it is straight forward to check that the graph $G_{\text{dot}_m} [x; y; z; R]$ defined as follows (see Figure 6) simulates the function $\text{dot}_m$ through $n$-colorings. Moreover, $|V(G_{\text{dot}_m})| \simeq O(n^3)$ and $|E(G_{\text{dot}_m})| \simeq O(n^4)$.

$$G_{\text{dot}_m} [x; y; z; R] \overset{\text{def}}{=} G_{\text{ch}_m} [x; v; R] + G_{\text{spr}_m} [y; u; R] + G_{\text{ps}_m} [w; z; R]$$

$$+ G_{\text{vor}_m} [v_0; t; w_0; R] + G_{\text{vand}_m} [u_0; t; R]$$

$$+ \sum_{k=1}^{m-1} G_{\text{ps}_m} [v_k; u_k; w_k; R].$$

claim 2. Using Lemma 1, it is straight forward to check that the graph $G_{\text{xt}_m} [x; t; R]$ defined as follows (see Figure 6) simulates the function $\text{xt}_m$ through $n$-colorings. Moreover, $|V(G_{\text{xt}_m})| \simeq O(n^4)$ and $|E(G_{\text{xt}_m})| \simeq O(n^5)$.

First, note that for $r \geq 2$ and $x = (x_0, x_1, \ldots, x_{r-1})$, by Lemma 4 the
following functions can be simulated through \( n \)-colorings:

\[ \text{vor}_r : \{0, 1\}^r \rightarrow \{0, 1\}, \quad \text{vor}_r(x) = \begin{cases} 0 & \text{if } \forall i \ x_i = 0, \\ 1 & \text{otherwise}, \end{cases} \]

\[ \text{vand}_r : \{0, 1\}^r \rightarrow \{0, 1\}, \quad \text{vand}_r(x) = \begin{cases} 0 & \text{if } \exists i \ x_i = 0, \\ 1 & \text{otherwise}. \end{cases} \]

Then define

\[ G_{\text{st}_{m,n}}[x; t; R] \overset{\text{def}}{=} G_{\text{vand}_{m,n}}[v_0^0, v_1^1, \ldots, v_{m-1}^0; w_0; R] \]

\[ + G_{\text{ps}_{m,n}}[w; t; R] + \sum_{i=0}^{m-1} G_{\text{ch}_{m,n}}[x_i; v^i; R] \]

\[ + \sum_{i=1}^{m-1} G_{\text{vor}_{m,n}}[v_i^0, v_i^1, \ldots, v_i^{m-1}; w_i; R]. \]

Now, it can be verified that the graph defined as (see Figure 8)

\[ G_{\text{mux}_{m,n}}[v, u; t; R] \overset{\text{def}}{=} \sum_{i=0}^{m-1} G_{\text{dot}_{m,n}}[v_i, u_i; w_i; R] + G_{\text{st}_{m,n}}[w; t; R], \]

simulates the multiplexor function through \( n \)-colorings. \[ \Box \]

Finally, we focus on the basic arithmetic operations.

**Definition 5.**

\[ \text{add}_m : S \times S \rightarrow S, \quad \text{add}_m(x, y) \overset{\text{def}}{=} x + y \pmod{m}, \]

\[ \text{sub}_m : S \times S \rightarrow S, \quad \text{sub}_m(x, y) \overset{\text{def}}{=} x - y \pmod{m}. \]

**Lemma 6.** For any pair of integers \( m \geq 2 \) and \( n \geq \max\{m, 3\} \), there are graphs \( G_{\text{add}_{m,n}} \) and \( G_{\text{sub}_{m,n}} \) that simulate the functions \( \text{add}_m \) and \( \text{sub}_m \) through \( n \)-colorings, respectively. Moreover,

\[ |V(G_{\text{add}_{m,n}})| \simeq |V(G_{\text{sub}_{m,n}})| \simeq O(n^4), \]

\[ |E(G_{\text{add}_{m,n}})| \simeq |E(G_{\text{sub}_{m,n}})| \simeq O(n^5). \]
Figure 8: $G_{\text{Mux}, m}[v, u; t; R]$

**Proof.** It is easy to see that using the setup of Figure 8 and using the functions $cs^+_m$ and $cs^-_m$ for the black-box $F$ one gets the following graphs

$$G_{\text{add}, m}[v_0, y; t; R] \overset{\text{def}}{=} G_{\text{ch}, m}[y; u; R] + G_{\text{Mux}, m}[v, u; t; R] + \sum_{i=0}^{m-2} G_{cs^+_m}[v_i; v_{i+1}; R],$$

$$G_{\text{sub}, m}[v_0, y; t; R] \overset{\text{def}}{=} G_{\text{ch}, m}[y; u; R] + G_{\text{Mux}, m}[v, u; t; R] + \sum_{i=0}^{m-2} G_{cs^-_m}[v_i; v_{i+1}; R],$$

that simulate the $\text{add}_m$ and $\text{sub}_m$ functions.

(It is worth noting that by Proposition 1 the inversion $i \mapsto -i \pmod{m}$ can also be simulated through $n$-colorings, and consequently, one can also construct the simulator of $\text{sub}_m$ by a composition of $\text{add}_m$ and inversion. However, this method will give rise to an increase in the size of the corresponding graph.)

Now, we are ready to prove the main result of this section.

**Proposition 2.** For any integers $m \geq 2$ and $n \geq \max\{m, 3\}$, $r \geq 1$ and $S = \{0, 1, \ldots, m-1\}$, there is a graph $E_{r,n}[u, v; v; R]$ that simulates the
Figure 9: $G_{F,n}[v_0, y; t; R]$

function $Edg_r : S^r \times S^r \to S^r$ through $n$-colorings. Moreover,

$$|V(E_{r,n})| \simeq O(rn^4) \quad \text{and} \quad |E(E_{r,n})| \simeq O(rn^5).$$

Proof. If $r = 1$ then define $E_{1,n}[u, v; v; R] \overset{\text{def}}{=} e[u, v]$. If $r > 1$ then define $E_{r,n}[u, v; v; R]$ as

$$E_{r,n}[u, v; v; R] \overset{\text{def}}{=} \sum_{i=0}^{r-1} G_{\text{sub}_{m,n}}[u_i, v_i; w_i; R] + \sum_{i=0}^{r-1} L_{0,n}[w_i, z_i; R]$$

$$+ G_{\text{vor}_{r,n}}[z_0, z_1, \ldots, z_{r-1}; y; R] + e[y, \tilde{0}].$$

and note that in any $n$-coloring, $\sigma$, the vertex $\sigma(y) = 0$ if and only if for all $0 \leq i \leq r - 1$ we have $\sigma(u_i) = \sigma(v_i)$.

\[\blacksquare\]

4 The main theorem

Consider the space of functions

$$\textbf{Fin} \overset{\text{def}}{=} \{ \varphi : A \to B \mid |A| < \infty, \ |B| < \infty \}.$$ 

In this section we show that $\textbf{Fin}$ can simulated through graph colorings. One of the important aspects of our result is the fact that the number of colors, $n$, can be as small as $\max\{m, 3\}$, where for this and the function
coding we adopt an edge simulation gadget in a cylindrical construction, along with a general idea of using an extension to invertible functions as it is usually done in quantum computing (e.g. see [20]). We start with the extension lemma.

**Lemma 7.** Given integers \( p \geq 1, q \geq 1 \), a set \( S = \{0, 1, \ldots, m - 1\} \) and a partial function \( \varphi : S^p \to S^q \), let \( \tilde{S} \) be a superset of \( S \) of size \( \tilde{m} \) (i.e. w.l.g. \( S \subseteq \tilde{S} \equiv \{0, 1, \ldots, \tilde{m} - 1\} \)) and let \( r \) be an integer that satisfies the following inequality,

\[ p \log m \leq (r - q) \log \tilde{m}. \]

Then, for every \( s_0 \in S \), there exists an invertible total function \( (\text{i.e. a permutation on } \tilde{S}) \tilde{\varphi} : \tilde{S}^r \to \tilde{S}^r \) such that

\[ \forall \, x \in S^p \quad \tilde{\varphi}(x, s_0, \ldots, s_0) = (\varphi(x), y_x), \]

for some vector \( y_x \) of dimension \( r - q \).

**Proof.** The proof is essentially a straightforward application of P. Hall’s SDR theorem (e.g. see [23]). For more details, fix \( s_0 \in S \) arbitrarily and construct \( \tilde{\varphi} \) as follows. Consider an arbitrary vector \( z \) in \( \tilde{S}^r \), and define the subsets \( A_z \subseteq \tilde{S}^r \) as follows,

\[ A_z \equiv \begin{cases} \{ (\varphi(x), y) \mid y \in \tilde{S}^{r-q} \}, & \text{if } \exists \, x \in S^p \quad z = (x, s_0, \ldots, s_0), \\ \tilde{S}^r, & \text{otherwise.} \end{cases} \]

Then the inequality in the hypothesis guarantees that these sets satisfy P. Hall’s SDR condition and hence there exists a system of distinct representatives \( \{a_z\}_{z \in \tilde{S}^r} \). Hence, one may define

\[ \tilde{\varphi}(z) \equiv a_z. \]

The function \( \tilde{\varphi} \) of Lemma 7 is called an \((\tilde{m}, r, s_0)\)-invertible extension of \( \varphi \).

**Theorem 1.** Given \( p \geq 1, q \geq 1, m > 1, n \geq \max\{m, 3\} \), a set of size \( m \) (w.l.g. \( S = \{0, 1, \ldots, m - 1\} \)) and a partial function \( \varphi : S^p \to S^q \), there exists a graph \( G_{\varphi, n}(\mathbf{x}; \mathbf{y}; \mathbf{R}) \) that simulates \( \varphi \) through \( n \)-colorings. Moreover,

\[ |V(G_{\varphi, n})| \approx O(\Theta(p + q)n^{2(p+q)+4}) \]

and

\[ |E(G_{\varphi, n})| \approx O(\Theta(p + q)n^{3(p+q)+5}). \]
Proof. If \( \varphi \) is undefined on a subset \( B \) of its domain, fix an element \( * \) out of the range or if necessary add a new element \( * \) to the range and map \( B \) to this new element. Therefore, without loss of generality we may assume the \( \varphi \) is a total function (i.e. it is everywhere defined on its domain). Then, for \( r \defeq p + q \), we may consider the function \( \tilde{\varphi} : S^r \to S^r \), an \((m, r, s_0)\)-invertible extension of \( \varphi \) given by Lemma 7 and its simulation \( \tilde{G}_{\tilde{\varphi}, \tilde{n}}[x; y; R_n] \), given by Proposition 1 for some \( \tilde{n} \geq \max\{m^r, 3\} \). If \( r = 1 \) the proof is clear by Proposition 1. Else, assume that \( \tilde{n} = n^r \) for some \( n \geq m \) and define the simulator \( \tilde{G}_{\tilde{\varphi}, \tilde{n}}[x; y; R_n] \) as

\[
\sum_{w z \in E(\tilde{G}_{\tilde{\varphi}, \tilde{n}})} \mathcal{E}_{r,n}[(w_0, w_1, \ldots, w_{r-1}), (z_0, z_1, \ldots, z_{r-1}); (z_0, z_1, \ldots, z_{r-1}); R_n],
\]

that can be described as the graph obtained by blowing up any vertex \( w \) of \( \tilde{G}_{\tilde{\varphi}, \tilde{n}} \) to \( r \) vertices \( w_0, w_1, \ldots, w_{r-1} \) and putting a copy of

\[
\mathcal{E}_{r,n}[(w_0, w_1, \ldots, w_{r-1}), (z_0, z_1, \ldots, z_{r-1}); (z_0, z_1, \ldots, z_{r-1}); R_n]
\]

if there is an edge \( w z \) in \( \tilde{G}_{\tilde{\varphi}, \tilde{n}} \).

Now, note that each one of the \( \tilde{n} = n^r \) colorings of a vertex \( w \) of \( \tilde{G}_{\tilde{\varphi}, \tilde{n}} \) corresponds to a unique \( n \)-coloring of the \( r \)-tuple \( w = (w_0, w_1, \ldots, w_{r-1}) \) and by Proposition 2 the behavior of the the graph \( \mathcal{E}_{r,n} \) with respect to these \( n \)-colorings is exactly as an edge in \( \tilde{G}_{\tilde{\varphi}, \tilde{n}} \), and consequently, \( \tilde{G}_{\tilde{\varphi}, \tilde{n}}[x; y] \) simulates \( \tilde{\varphi} \) through \( n \)-colorings.

Hence, finally, by Lemma 7 we may define

\[
G_{\varphi, n}[u; v; R_n] \defeq \tilde{G}_{\tilde{\varphi}, \tilde{n}}[u, s_0]; v[0, \ldots, q]; R_n].
\]

Now, if for some \( u \), \( \varphi(u) \) is supposed to be undefined, we may use the technique we adopted in Proposition 2 to single out the value \( * \) by a suitable simulator subgraph and make the corresponding coloring illegal.

The number of vertices and edges follows directly from the construction, Proposition 1 and Proposition 2.

4.1 On the effectiveness of the function simulation

In this section we consider the computational effectiveness of our constructions. To begin, let us discuss some computational aspects of the codings we are going to use for graphs and functions. As a matter of fact, the coding one uses to feed the objects as inputs to an algorithm as a constructive
solution of a problem may have a tremendous effect on the computational complexity of the solution itself (for instance, consider a \( \{0,1\} \)-coding for the instances of a decision problem where the yes instances start with a 1 and no instances start with a 0). Hence, it is quite important to fix a legitimate coding of objects before we start our computational analysis of the algorithms.

In this regard, let us start with the coding of functions. In what follows \([\varphi]_i\) stands for the coding that \(\{0,1\}\)-encodes the function \(\varphi : A \rightarrow B\) when \(A\) and \(B\) are finite sets, as a set of ordered pairs. Then, it is clear that the size of this encoding \(|[\varphi]_i|\) is of order \(O(|A|(|\log |A| + \log |B|)|)\). On the other hand, if we consider the (quantum) encoding of the same function based on Lemma 7 consisting of \(\Theta\) transpositions, then we denote this coding of the function \(\varphi\) by \([\varphi]_Q\) and it is clear that its length, \(|[\varphi]_Q|\), is of order \(O(\Theta \log r)\) where \(r\) is the size of the domain for the invertible extension of \(\varphi\) obtained from Lemma 7.

For a given graph \(G = (V,E)\), \(\langle G \rangle_i\) stands for the \(\{0,1\}\)-encoding of the adjacency matrix of \(G\) whose size \(|\langle G \rangle_i|\) is of order \(O(|V|^2)\). Moreover, let \(\Gamma\) be the set of alphabets (symbols) that one needs to write down the amalgam constructions of this article (e.g. contains \((,)+,0,1,\ldots,9,\sum,[,]...,\)). Then it is clear that each such amalgam construction presents an encoding \(\langle G \rangle_Q\) of the corresponding graph on the alphabet \(\Gamma\), coming from a function \(\varphi : S^p \rightarrow S^q\) with the coding \([\varphi]_Q\), whose size \(|\langle G \rangle_Q|\) is of order \(O(\Theta(p+q) \log m)\).

Now, consider the space

\[
\text{Fin}_S \overset{\text{def}}{=} \{ \varphi : S^p \rightarrow S^q \mid p \geq 1, q \geq 1 \}
\]

that essentially contains all functions with finite domain and range. Our analysis shows that there is an embedding of \(\text{Fin}_S\) into the space of simple graphs along with suitably chosen encodings \([\varphi]_Q\) and \(\langle G \rangle_Q\) in a way that

1. The size \(|\langle G \rangle_Q|\) is of order \(O(|[\varphi]_Q|)\).
2. The size \(|\langle G \rangle_i|\) is of order \(O(|[\varphi]_i|^4)\).
3. Construction of \(\langle G \rangle_Q\) given \([\varphi]_Q\), (or \(\langle G \rangle_i\) given \([\varphi]_i\)) is effective and can be obtained in polynomial time.

We also have to consider the evaluation of a given function in \(\text{Fin}_S\). For this, first, we go through some preliminaries. Any marked graph

\[
\varrho : \{1,2,\ldots,|V(G)|\} \rightarrow G
\]
will be called an ordered graph and will be denoted in an abbreviated style as $G[\varphi]$ or $G[\nu]$ when $|V(G)| = \nu$ and $\varphi$ is clear from the context (usually assumed to be $i \mapsto v_i$). Let $t$ be a fixed integer and $\mathcal{L} = \{L_1, L_2, \ldots, L_\nu\}$ be a set of lists for which $L_i \subseteq \{1, 2, \ldots, t\}$ for each $i$ and $\|\mathcal{L}\| = \sum_{i=1}^{\nu} |L_i|.

A graph $G$ with $|V(G)| = \nu$ marked by $\mathcal{L}$ is called a list-graph and is denoted by $G[\mathcal{L}]$ (when we assume that the mapping is $L_v \mapsto v$).

Given a list-graph $G[\mathcal{L}]$, the corresponding list coloring problem is the problem of finding a proper coloring $\sigma : V(G) \to \{1, 2, \ldots, t\}$ in such a way that for any vertex $v$ we have $\sigma(v) \in L_v$. The direct forcing rule applied on an edge $e = uv \in E(G[\mathcal{L}])$ is a rule that changes the list-graph $G[\mathcal{L}]$ to a list-graph $G[\mathcal{L}']$ such that

$$L_z' = \begin{cases} L_z - L_u & \text{if } z = v \text{ and } |L_u| = 1, \\ \emptyset & \text{if } z = v \text{ and } L_u = \emptyset, \\ L_z & \text{otherwise.} \end{cases}$$

Observe that the list coloring problems corresponding to $G[\mathcal{L}]$ and $G[\mathcal{L}']$ have the same set of solutions. The direct forcing rule applied on an edge $e \in E(G[\mathcal{L}])$ is denoted by $R_e$ and the list-graph obtained by applying this rule is denoted by $G[\mathcal{L}'] = G[\mathcal{L}]R_e$.

The reduction relation $\Rightarrow$ on list-graphs is defined as follows.

**Definition 6.** We say that a list-graph $G[\mathcal{L}]$ is reduced to $G[\mathcal{L}']$ and we write $G[\mathcal{L}] \Rightarrow G[\mathcal{L}']$, if $\mathcal{L}' \neq \mathcal{L}$ and there exists an edge $e \in E(G[\mathcal{L}])$ such that $G[\mathcal{L}'] = G[\mathcal{L}]R_e$.

As usual, $\Rightarrow^*$ stands for the reflexive and transitive closure of $\Rightarrow$.

**Lemma 8.** The reduction $\Rightarrow$ is terminating and confluent.

**Proof.** First, we show that $\Rightarrow$ is terminating; that is, there is no infinite reduction sequence

$$G[\mathcal{L}_1] \Rightarrow G[\mathcal{L}_2] \Rightarrow G[\mathcal{L}_3] \Rightarrow \cdots.$$ 

This is because each reduction removes at least one color from one of the lists and the total size of the lists $\|\mathcal{L}_i\|$ is finite and non-negative.

Next, let us verify that $\Rightarrow$ is confluent. Since $\Rightarrow$ is terminating, by Newman’s lemma (see e.g. [2]) it is enough to verify that $\Rightarrow$ is locally confluent; that is,
G[\mathcal{L}] \Rightarrow G[\mathcal{L}_1] \text{ and } G[\mathcal{L}] \Rightarrow G[\mathcal{L}_2] \text{ implies that there exist another list-graph } G[\mathcal{L}'] \text{ such that } G[\mathcal{L}_1] \Rightarrow^* G[\mathcal{L}'] \text{ and } G[\mathcal{L}_2] \Rightarrow^* G[\mathcal{L}'].

The latter is equivalent to saying that for every two edges \( e_1 \) and \( e_2 \) in \( G \), there are two sequences of edges \( a_1, a_2, \ldots, a_k \) and \( b_1, b_2, \ldots, b_l \) such that \( R_{e_1} R_{a_1} R_{a_2} \cdots R_{a_k} = R_{e_2} R_{b_1} R_{b_2} \cdots R_{b_l} \).

Now, if \( e_1 \) and \( e_2 \) are two arbitrary edges in \( G \), it is easy to verify that \( R_{e_1} R_{e_2} R_{e_1} = R_{e_2} R_{e_1} R_{e_2} \). It follows that the reduction relation \( \Rightarrow \) is locally confluent.

\textbf{Definition 7.} As a direct consequence of Lemma 8 one may deduce that every list-graph \( G[\mathcal{L}] \) has a unique normal form, denoted by \( G[\mathcal{L}^*] \), such that \( G[\mathcal{L}] \Rightarrow^* G[\mathcal{L}^*] \) and \( G[\mathcal{L}^*] \) is irreducible (see e.g. [2]).

In the following proposition \( \langle G[\mathcal{L}] \rangle_i \) stands for a coding of the list-graph \( G[\mathcal{L}] \) that is based on the \( \{0, 1\} \)-encoding of its adjacency matrix along with a binary encoding of the contents of each list assigned to the vertices.

\textbf{Proposition 3.} There exists a polynomial-time algorithm that receives the coding of a list-graph \( \langle G[\mathcal{L}] \rangle_i \), as the input and produces the irreducible normal form \( \langle G[\mathcal{L}^*] \rangle_i \), as the output.

\textbf{Proof.} Consider the algorithm that repeatedly scans through the list-graph \( G[\mathcal{L}] \) (in a canonical predefined order) and applies the direct forcing rule on every edge, until the rule is not applicable on any edge anymore. The list-graph obtained at the end is clearly the normal form of \( G[\mathcal{L}] \).

To estimate the running time of the algorithm, note that each round of this algorithm takes \( O(|\langle G[\mathcal{L}] \rangle_i|) \) steps. Furthermore, the length of every reduction sequence

\[ G[\mathcal{L}_1] \Rightarrow G[\mathcal{L}_2] \Rightarrow G[\mathcal{L}_3] \Rightarrow \cdots \Rightarrow G[\mathcal{L}_k] \]

is bounded by \( |\mathcal{L}| \), and hence, the algorithm performs at most \( |\mathcal{L}| \) rounds before it stops. Therefore, the algorithm finds the normal form of \( G[\mathcal{L}] \) in \( O(|\mathcal{L}| \times |\langle G[\mathcal{L}] \rangle_i|) \) time steps.

Now, we may prove our main computability result.

\textbf{Theorem 2.} There is a polynomial-time algorithm that, given a graph \( G_{\varphi,n}[X; Y; R] \) constructed in Theorem 7 and an assignment \( \sigma_0 : X \cup R \rightarrow C \) with \( \sigma_0(\tilde{i}) = i \) for \( \tilde{i} \in R \), finds the unique extension of \( \sigma_0 \) to a proper \( C \)-coloring of \( G \) whenever such a coloring exists and declares when no such extension exists.
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Proof. Given \( \sigma_0 \) define the list assignment \( \mathcal{L} \overset{\text{def}}{=} \{ L_z : z \in V(G) \} \) with

\[
L_z \overset{\text{def}}{=} \begin{cases} 
\{ \sigma_0(z) \}, & \text{if } \sigma_0(z) \text{ is defined}, \\
C, & \text{otherwise}.
\end{cases}
\]

Considering Lemma 8 and Proposition 3, it is sufficient to verify that in the normal form \( G_{\varphi,n}[\mathcal{L}^*] \) of \( G_{\varphi,n}[\mathcal{L}] \), either all the lists in \( \mathcal{L} \) are of size one and present the unique extension of \( \sigma_0 \) to a proper \( n \)-coloring, or all the lists in \( \mathcal{L} \) are empty.

By Lemma 2 it is straightforward to verify that if \( L_{k,n}[x,y;R][\mathcal{L}] \) is the irreducible normal form of the list coloring problem \( L_{k,n}[x,y;R][\mathcal{L}] \) with

\[
L_z \overset{\text{def}}{=} \begin{cases} 
\{ i \}, & \text{if } z = \tilde{i} \in R, \\
\{ s \}, & \text{if } z = x, \\
C, & \text{otherwise},
\end{cases}
\]

for some \( s \in S \), then

1. If \( s = k \) then \( L_y = \{ k \} \).
2. If \( s \neq k \) then \( L_y \subseteq C_{\{ k \}} \).

Using this one may verify the following claim.

- **Claim:** If \( L_{k,n}[x,y;R][\mathcal{L}^*] \) is the irreducible normal form of the list coloring problem \( L_{k,n}[x,y;R][\mathcal{L}] \) with \( |L_x| = |L_y| = |L_{\tilde{i}}| = 1 \) (\( i \in C \)), then all lists of \( \mathcal{L}^* \) are of length one and they present a proper \( C \)-coloring of \( L_{k,n}[x,y;R] \).

Using this claim it is easy to verify the theorem for the graph that simulates a permutation \( \pi \) and is obtained from Proposition 1. Now, by a careful inspection of the constructions we may also verify that

- All our gadgets are constructed using the subgraphs \( e[u,v] \), \( G_{cs^m,n} \), \( G_{cs^m,n} \) and \( L_{k,n}[x,y;R] \) as atoms.
- There is no feedback in our constructions except through \( R \) which is initially colored.

Hence, the theorem is also valid for the generalized edge \( E_{\pi,n}[u,v;v;R] \), and consequently is valid in general for the whole simulation process. \( \blacksquare \)
5 Appendix: graph amalgams

Following [9], and what we discussed in Section 1, note that if \((X, G, \varrho)\) is a marked graph and \(\varsigma : X \rightarrow Y\) is a (not necessarily one-to-one) map, then one can obtain a new marked graph \((Y, H, \tau)\) by considering the push-out of the diagram

\[
Y \leftarrow \varsigma \quad \xrightarrow{\varrho} \quad X \rightarrow G
\]

in the category of graphs. It is easy to check that the push-out exists and is a monomorphism. Also, it is easy to see that the new marked graph \((Y, H, \tau)\) can be obtained from \((X, G, \varrho)\) by identifying the vertices in each inverse-image of \(\varsigma\). Hence, again we may denote \((Y, H, \tau)\) as \(G[\varsigma(x_1), \varsigma(x_2), \ldots, \varsigma(x_k)]\) where we allow repetition in the list appearing in the brackets. Note that with this notation one may interpret \(x_i\)'s as a set of variables in the graph structure \(G[x_1, x_2, \ldots, x_k]\), such that when one assigns other (new and not necessarily distinct) values to these variables one can obtain some other graphs (by identification of vertices).

On the other hand, given two marked graphs \((X, G, \varrho)\) and \((Y, H, \tau)\) with \(X = \{x_1, x_2, \ldots, x_k\}\) and \(Y = \{y_1, y_2, \ldots, y_l\}\), one can construct their amalgam \((X, G, \varrho) + (Y, H, \tau)\) by forming the push-out of the following diagram

\[
H \leftarrow \tilde{\tau} \quad \xleftarrow{\tilde{\varrho}} \quad X \cap Y \rightarrow G,
\]

in which \(\tilde{\tau} \overset{\text{def}}{=} \tau|_{X \cap Y}\) and \(\tilde{\varrho} \overset{\text{def}}{=} \varrho|_{X \cap Y}\). Following our previous notations we may denote the new structure by

\[
G[x_1, x_2, \ldots, x_k] + H[y_1, y_2, \ldots, y_l]
\]

if there is no confusion about the definition of mappings. Note that when \(X \cap Y\) is the empty set, then the amalgam is the disjoint union of the two marked graphs. Also, by the universal property of the push-out diagram, the amalgam can be considered as marked graphs marked by \(X, Y, X \cup Y\) or \(X \cap Y\).
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