Grep-BiasIR: A Dataset for Investigating Gender Representation Bias in Information Retrieval Results

Klara Krieg
klara.krieg@gmx.net
University of Innsbruck
Austria

Emilia Parada-Cabaleiro
emilia.parada-cabaleiro@jku.at
Johannes Kepler University Linz
Linz Institute of Technology, AI Lab
Austria

Gertraud Medicus
gertraud.medicus@uibk.ac.at
University of Innsbruck
Austria

Oleg Lesota
oleg.lesota@jku.at
Johannes Kepler University Linz
Linz Institute of Technology, AI Lab
Austria

Markus Schedl
markus.schedl@jku.at
Johannes Kepler University Linz
Linz Institute of Technology, AI Lab
Austria

Navid Rekabsaz
navid.rekabsaz@jku.at
Johannes Kepler University Linz
Linz Institute of Technology, AI Lab
Austria

ABSTRACT
The provided contents by information retrieval (IR) systems can reflect the existing societal biases and stereotypes. Such biases in retrieval results can lead to further establishing and strengthening stereotypes in society and also in the systems. To facilitate the studies of gender bias in the retrieval results of IR systems, we introduce Gender Representation-Bias for Information Retrieval (Grep-BiasIR), a novel thoroughly-audited dataset consisting of 118 bias-sensitive neutral search queries. The set of queries covers a wide range of gender-related topics, for which a biased representation of genders in the search result can be considered as socially problematic. Each query is accompanied with one relevant and one non-relevant document, where the document is also provided in three variations of female, male, and neutral. The dataset is available at https://github.com/KlaraKrieg/GrepBiasIR.

CCS CONCEPTS
• Information systems → Test collections.
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1 INTRODUCTION
The search results of IR systems strongly affect the perception of users and influence what is conceived as the "state of the world" [13]. As discussed in several previous studies [4, 6, 10–12, 14–16], retrieval results reflect societal biases and stereotypes, and can even reinforce and strengthen them. Bias of retrieval results, in this case, refers to the disproportional presence of a specific group (e.g., according to gender, race, or religion) in the contents of retrieved documents, and can therefore be considered a representation bias. The social groups whose biases we target in the provided dataset are defined by gender.

Such gender representation bias is commonly studied on so-called bias-sensitive queries, i.e., gender-neutral queries for which biases in their retrieval results are considered socially problematic. A fair IR system in this setting is expected to provide a balanced (or no) representation of the protected attributes (e.g., gender, race, ethnicity, and age) in the retrieved contents in response to a bias-sensitive query [14].

To study this kind of gender bias in retrieval results, we introduce the Gender Representation-Bias for Information Retrieval (Grep-BiasIR) dataset. Grep-BiasIR is a query-document dataset, consisting of 118 queries and overall 708 documents. Queries cover 7 different gender dimensions, i.e., topics such as physical capabilities or child care, as main categories, each containing about 15 bias-sensitive queries. This set of queries complements previous works that provide bias-sensitive queries Rekabsaz et al. [14], Rekabsaz and Schedl [15].

Each query is accompanied by one relevant and one non-relevant document, where each document is expressed in neutral, male, and female wording. To ensure the high quality of the created queries and documents, the dataset is thoroughly reviewed by two post-doctoral researchers, and only the items with high quality are included in the dataset. The Grep-BiasIR dataset is the first of its kind to enable a variety of possible investigations on gender representation bias in IR systems.

The remainder of this paper is organized as follows. Section 2 describes the data collection, auditing, and content of Grep-BiasIR. Subsequently, the use cases of the dataset and their potential impact are given in Section 3. Limitations of the Grep-BiasIR dataset are discussed in Section 4. Eventually, Section 5 summarizes the work and points out possible extensions of Grep-BiasIR. The dataset is available at https://github.com/KlaraKrieg/GrepBiasIR.
Table 1: Distribution of documents across queries and categories. For each category, half of the documents are relevant, half irrelevant. In addition, the number of female, male, and neutral documents and their total is indicated.

| Category           | # of Queries | # of Documents Female/Male/Neutral | Sample Query                                      |
|--------------------|--------------|------------------------------------|--------------------------------------------------|
| Appearance         | 14           | 28/28/28                           | what is considered plus size                      |
| Child Care         | 14           | 28/28/28                           | when do babies start eating whole foods          |
| Cognitive Capabilities | 12       | 24/24/24                           | what is the IQ of a gifted person                |
| Domestic Work      | 15           | 30/30/30                           | appreciation of cooking and cleaning             |
| Career             | 20           | 40/40/40                           | how to become ceo                                |
| Physical Capabilities | 19       | 38/38/38                           | best athletes of all time                        |
| Sex & Relationship | 23           | 46/46/46                           | dependency in relationships                      |
| Total              | 118          | 236/236/236                        |                                                  |

Table 2: Bias-sensitive queries of the Grep-BiasIR dataset.

2 GREP-BIASIR DATASET

The Grep-BiasIR dataset comprises 118 bias-sensitive queries and 708 related documents, which exhibit different variations of their contents’ relevance and gender indications. In the following, we first explain the process of creating the dataset, followed by elaborating on the conducted data auditing practices.

2.1 Data Collection

The queries are classified according to 7 gender-related stereotypical concepts based on the gender role dimensions introduced by Behm-Morawitz and Mastro [1]. These categories are Career, Domestic Work, Child Care, Cognitive Capabilities, Physical Capabilities, Appearance, and Sex & Relationship. For each of the categories, a set of bias-sensitive search queries is manually created. Every category contains approximately 15 different queries with...
To gender neutral are people, person, partner, parent, parental, you, their, and them. Table 3 shows the different documents related to the query "how to become ceo."

### 2.2 Data Auditing

The dataset is reviewed by two post-doctoral researchers. The reviewers independently judged the quality of each query and document as high, medium, or low. As a result, the queries and documents judged as high-quality are included in the collection. During this step, we identify and resolve cases where the documents could provide ambiguous content in terms of their expressed gender stereotype. For instance, to create gender-neutral content when referring to individuals, it is preferred to only use surnames (which are gender-independent) and drop possible first names. For instance, for the query most important scientists in the world (item E-3 in the category Cognitive Capabilities), the text of the document "Get to know the scientists ... 1. Sara Josephine Baker 2. Ben Barres 3. Lauren Esposito" is replaced with the text "Get to know the scientists ... 1. Baker 2. Barres 3. Esposito" to indicate neutral content. Such ambiguous documents are revised and more precisely formulated.

Along with evaluating the quality of the queries and documents, the dataset reviewers judge the possible expected stereotype of each query. We adopt the definition of expected stereotype from Cuddy et al. [5]: “The anticipated characteristics and behaviour in males..."
and females, confirming gender stereotype theory of women and men being perceived differently in the social dimensions of warmth and competence”. These gender stereotypes become particularly apparent in the areas such as physical appearance, intelligence, interests, social traits, and occupational orientations [8], covered in our categories. To this aim, both data reviewers independently judge the expected stereotype of each query as ‘toward female’, ‘toward male’, and ‘unspecified/unknown’. The expected stereotype is assigned to the first two options only if a full agreement between the annotators is achieved, otherwise it is set to ‘unspecified/unknown’. For instance, the expected stereotype for the query how to easily clean at home (item F-4 of the Domestic Work category) is set to female. We should highlight that the objective of annotating expected stereotypes for queries is to provide a general guideline regarding the possible direction of stereotypes. As discussed in the next section, this can for instance enable evaluating to what extent a search engine enhances or mitigates such stereotypes.

3 POTENTIAL USE-CASES AND IMPACTS

The proposed dataset enables a variety of research activities concerning both model-related/algorithmic and social aspects of bias and fairness in IR. As these two strands of research are gaining increasing attention from the IR community (and other communities), we expect the Grep-BiasIR dataset to grow in demand and contemplate various use-cases:

Search engine behavior analysis. Providing three sets of relevant and non-relevant documents with different gender indications (male, female, and neutral) for every query, Grep-BiasIR allows to evaluate IR models in terms of their gender bias in retrieval results. The simplest scenario would constitute comparing relevance scores and rankings of documents with different gender indicators provided by an IR model when given a gender-neutral query. For instance, such experiments might show that, for a given category of queries, a retrieval system consistently ranks male-indicated relevant documents higher than equally relevant female-indicated documents. Such a finding could provide evidence for a specific gender bias aspect captured or amplified by the IR system [2, 3, 10, 15]. This is a harmful bias since it can lead to unfair behaviour of the respective IR system, i.e., the system systematically and unfairly discriminates against certain individuals or groups of individuals in favour of others [7].

Studies on gender bias in human judgement. The dataset can be used to conduct user studies on the relevance judgements of users of IR systems. It provides a valuable resource and foundation for the discovery and analysis of gender biases in more detail. For instance, such a study may show that for certain types of queries users deem female-indicated documents to be more relevant than male-indicated or neutral documents, or vice versa. Adding different demographics of the study participants as additional variables to the study may uncover interesting aspects about the influence of cultural or socio-demographic traits on users’ perception of relevance. This could help, for instance, to answer questions like: Are users with an Eastern cultural background more or less sensitive to gender-specific content in search results than their Western counterparts? Are female users generally more aware of retrieval contents biased towards maleness? Does the judgement of gender-specific relevance differ between users of different ages?

Human query generation analysis. Another approach to reveal and study gender biases among users would be to consider user-generated queries. A corresponding study could provide users with one of the three gender-indicated versions of a document, and ask them to formulate a query they would use to find the document. The resulting user-generated queries can then be analyzed for gender pointers. If users tend to create gender-neutral queries to search for a male-indicated document, it may indicate that the relation of the document’s topic to the male gender is implicitly assumed by the users, which may be indicative of another kind of gender bias, i.e., a cognitive stereotypical bias.

Findings of the kind sketched above for various use-cases will have an important impact on our understanding of data and algorithmic, but also cognitive, biases in IR research. They will stimulate further research on ways to disclose such biases to users of IR systems, and to mitigate them in an effort to create bias-aware and fairer search engines.

4 LIMITATIONS AND ETHICAL CONSIDERATIONS

While the Grep-BiasIR is, in our opinion, a valuable resource for IR researchers and practitioners studying gender-related biases in search engines, there exist several limitations one should be aware of when using Grep-BiasIR:

Binary setting of gender. During the creation of Grep-BiasIR, we chose to restrict queries to male and female gender indications, neglecting other genders humans may identify themselves with. This was a pragmatic choice, not least taken because of the lack of vocabulary in the English language to denote or reflect genders beyond such a binary setting. Still, acknowledging the limitation as this might, to some extent, increase the belief that human beings can be unequivocally divided into two gender classes [9].

Western cultural bias. The original queries, while inspired by an existing gender role framework [1], were created by one of the authors, who has a Western cultural background. This also holds for the two annotators who evaluated the quality of the documents and the expected gender stereotypes in queries. While they are experts in gender studies and therefore particularly sensitive about gender issues, judgements can barely be completely free from subjectivity, especially considering that both creator and annotators are all female. In addition, the cultural bias of the annotators might have also impacted the ‘expected stereotypes’, annotations which aimed to mirror the negative gender-related stereotypes typical of Western culture. Indeed, these ‘traditional’ stereotypes are based often on old-fashioned beliefs, such as assuming a romantic relationship to be heterosexual, which might not be any longer so present in many Western individuals.

Dataset size. We are well aware that Grep-BiasIR is a relatively small-scale dataset. However, it is to the best of our knowledge the first dataset of its kind. Its query composition has been based
on a well-grounded framework of stereotypical gender role dimensions [1], and it contains meta-annotations of expected gender stereotypes [5].

5 CONCLUSION

We introduced Grep-BiasIR, an annotated query-document dataset for studying gender representation bias in IR systems and search results. Grep-BiasIR comprises 118 bias-sensitive but gender-neutral queries, organized along 7 different topical categories, including physical capabilities, child care, and appearance. Each query is accompanied by 6 document versions: one set of 3 relevant documents, expressed in neutral, male, and female wording, respectively; one set of 3 non-relevant documents, also expressed in neutral, male, and female wording. This results in 708 documents related to the 118 queries. We outlined several use cases and discussed the dataset’s potential impact, as well as its limitations. We hope that Grep-BiasIR represents a valuable resource for many IR researchers and will stimulate further research on the investigation of data, algorithmic, and cognitive gender biases in IR systems, as well as novel technologies to mitigate harmful gender biases and lead to a new generation of gender-fair IR systems.
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