Improved predictive performance of cyanobacterial blooms using a hybrid statistical and deep-learning method
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Abstract
Cyanobacterial harmful algal blooms (CyanoHABs) threaten ecosystem functioning and human health at both regional and global levels, and this threat is likely to become more frequent and severe under climate change. Predictive information can help local water managers to alleviate or manage the adverse effects posed by CyanoHABs. Previous works have led to various approaches for predicting cyanobacteria abundance by feeding various environmental variables into statistical models or neural networks. However, these models alone may have limited predictive performance owing to their inability to capture extreme situations. In this paper, we consider the possibility of a hybrid approach that leverages the merits of these methods by integrating a statistical model with a deep-learning model. In particular, the autoregressive integrated moving average (ARIMA) and long short-term memory (LSTM) were used in tandem to better capture temporal patterns of highly dynamic observations. Results show that the proposed ARIMA-LSTM model exhibited the promising potential to outperform the state-of-the-art baseline models for CyanoHAB prediction in highly variable time-series observations, characterized by nonstationarity and imbalance. The predictive error of the mean absolute error and root mean square error, compared with the best baseline model, were largely reduced by 12.4% and 15.5%, respectively. This study demonstrates the potential for the hybrid model to assist in cyanobacterial risk assessment and management, especially in shallow and eutrophic waters.

1. Introduction
Cyanobacterial harmful algae blooms (CyanoHABs) are excessive cyanobacterial proliferations that have adverse effects on water quality, ecological function and human health across the freshwater-marine continuum (McGowan et al 2017, Paerl et al 2018). Their occurrence poses a serious threat to inland aquatic systems, and this threat is deemed to be intensified by climate change (O’Reilly et al 2015). Obviously, timely monitoring and prediction of CyanoHABs would be of critical value to the development of appropriate mitigation or control strategies (Hamilton et al 2009). Traditionally, the study of CyanoHABs relies heavily on shipborne surveys. However, this method is time-consuming and labor-intensive and, more importantly, cruise observations are often spatially and temporally sparse. The inadequate sampling issue is now alleviated by the technological advancements of automatic high-frequency sensors, which could provide a wealth of real-time information on variations in water quality. These high-frequency time-series observations are critical for capturing and understanding temporal patterns of the ecological status (Marcé et al 2016). The high-frequency observations, in conjunction with time-series forecasting methods, provide the possibility to produce the short-term prediction of CyanoHABs that is needed to control or alleviate their environmental risks.

Although the prediction of CyanoHABs is an important task, this task remains challenging due to the strong stochastic nature and high-level variability of cyanobacteria growth. Various statistical methods have been developed for the prediction of CyanoHABs. For example, simple and multiple
linear regression models were developed to evaluate the risk of CyanoHABs with bloom-related environmental parameters, such as pH, water temperature and water quality (Fornarelli et al 2013, Brasil et al 2016). More recent approaches introduced a hybrid evolutionary algorithm, which could produce a spatially-explicit prediction of cyanobacteria growth with good accuracy regarding the timing and magnitudes of CyanoHABs (Recknagel et al 2014, 2017, Cao et al 2016). The well-known autoregressive integrated moving average (ARIMA) method was also developed to predict daily chlorophyll-a concentrations, due to its requirement for fewer data and simple structure (Chen et al 2015). Apart from these statistical methods, deep learning methods have gained renewed popularity in the prediction of CyanoHABs, fueled by the advancement of data volume and computing capacity. Recknagel et al (1997) first applied a fully connected multilayer feed-forward network to modelling and predicting the succession, timing and magnitudes of algal blooms. This method is further extended by introducing sensitivity analysis (Wei et al 2001), generalized regression (Teles et al 2006) or a self-organizing map (Ahn et al 2011). Recently, attempts have been made to improve the predictive performance of CyanoHABs by better capturing long-term temporal dependency, for example, by using long short-term memory (LSTM) (Lee and Lee 2018), or other sequentially structured neural networks (Pyo et al 2020).

However, these aforementioned models alone may have limited predictive capacity due to their inadequacy in capturing the high levels of temporal variability. This may be particularly true for prediction of CyanoHABs, as phytoplankton dynamics are often characterized by uncertainty and stochasticity (McGowan et al 2017). Phytoplankton can respond very rapidly to the changing environment, such as sudden changes in nutrient levels, temperature or flows (Bowes et al 2016), and their populations can fluctuate over an order of magnitude within days (Fang et al 2019). In addition, the monitoring data of CyanoHABs are often incomplete and imbalanced (Choi et al 2019), which strengthens the variability of the time-series observations. Both theoretical and empirical findings have demonstrated that integration of different models has enormous potential to improve their predictive power, especially when the dataset exhibits high levels of variability (Zhang 2003, Khashei and Bijari 2011). Zhang (2003) proposed a hybrid ARIMA and Artificial Neural Network (ANN) model to better capture temporal patterns in the time-series data, and this methodology has attracted considerable attention in time-series prediction. The benefits of the hybrid method for prediction of CyanoHABs have also been illustrated in several recent studies. For example, Xiao et al (2017) proposed a single-parameter method combining wavelet analysis with neural networks, which achieved better predictive accuracy. Similarly, Qin et al (2017) introduced a hybrid model of ARIMA-DBN (Deep Belief Network) to predict the red tide occurrence, and their method showed good predictive performance and robustness.

Obviously, although the hybrid approach has been proven to be an effective way to improve predictive performance, it is rarely used in the study of CyanoHAB prediction thus far. Motivated by the fact that phytoplankton dynamics are often highly variable and stochastic in nature (Chen et al 2015, Rousso et al 2020), in this study, we demonstrate the utility of a hybrid ARIMA-LSTM model in short-term prediction of CyanoHABs. We improve upon previous modelling frameworks by using LSTM to identify nonlinear temporal patterns. LSTM can better capture long-term temporal dependency and does not undergo gradient vanishing issues; it is thus expected that the proposed ARIMA-LSTM model could potentially outperform the state-of-the-art models. To this end, the ARIMA model was first used to decompose the time-series observations to subseries, and LSTM was subsequently implemented to capture nonlinear relationships and temporal dependencies. Our model showed modest but incremental predictive performance over two state-of-the-art baseline models, suggesting that the proposed ARIMA-LSTM model could be a promising tool to assist in cyanobacterial risk management.

2. Methodology

2.1. Study area
Taihu Lake is a large (surface area 2300 km$^2$), shallow (average depth 1.9 m) and eutrophic waterbody within the Yangtze River drainage basin, which has been plagued by cyanobacterial blooms since the 1980s (Qin et al 2015). Taihu Lake experiences a subtropical humid climate, with annual average precipitation ranging between 1000 and 1400 mm. Due to its large and polymeric nature, the lake has a relatively long hydraulic retention time of about 309 d (Huang et al 2012, Zhang et al 2012). Taihu Lake is surrounded by a dense network of waterways, with more than 219 rivers or canals discharged into the lake. The lake is a vital drinking water supply for surrounding cities, and acts as a natural regulator of lacustrine ecosystems and regional climate. The lake faces myriads of challenges, however, many of which are related to eutrophication and periodic cyanobacterial blooms. Although many efforts have been made to reduce nutrient loadings since 2007, and water quality has generally shown an improved trend, cyanobacterial blooms recur annually and may be promoted by more favorable conditions for bloom formation within the context of profound changes in the physical environment (Zhang et al 2018).
2.2. Data collection
Meteorological and limnological data were acquired with an *in situ* automated monitoring platform at a sampling site anchored at Gonghu Bay (figure 1). From 2017 to 2018, water quality parameters were recorded at 30 min intervals. The multi-parameter sensor measured a standard suite of parameters, including dissolved oxygen, pH, total nitrogen, total phosphorus, chlorophyll-a and algae density. Algae density was used as a proxy measurement for phytoplankton biomass, and was averaged every 4 h for model development and validation. Missing values were imputed using the ‘forward-fill’ method (propagating the last valid values forward along an axis) using the Python Pandas library. The primary characteristics of the limnological parameters are summarized in table 1. Time-series observations from January 2017 to October 2018 were reserved for model fitting, and the rest of the data were left to examine the model performance on unseen samples.

2.3. Methods
2.3.1. The hybrid ARIMA-LSTM model
The ARIMA model was first proposed by Box (1976). ARIMA can be applied to nonstationary data by performing a differencing process, which transforms the nonstationary time series into a stationary one. The ARIMA model is essentially a linear regression model, in which a time series is characterized by a combination of three aspects: an autoregressive term, an integrated term and a moving average term. In contrast, the LSTM network is a type of recurrent neural network (RNN), and was first introduced by Hochreiter and Schmidhuber (1997). The motivation for developing LSTM was to address the vanishing gradient problems that emerge from RNN when learning long-range dependency (Lee and Lee 2018). In contrast to traditional neural networks, LSTM has the ability to capture the dynamics of temporal dependencies within variables due to its memory cell properties.

The environmental factors and processes contributing to cyanobacterial blooms are not merely manifold but involute, hampering our ability to understand the bloom-triggering mechanism. Previous studies (Xiao *et al* 2017, Rousso *et al* 2020) showed that phytoplankton dynamics are nonlinear and non-stationary in nature, due to the myriad interactions between physical, chemical and biological parameters. As indicated by Qin *et al* (2017), this nonlinear pattern needs to be ascertained because traditional linear models like ARIMA do not exhibit satisfactory predictive ability. Neural networks, in contrast, are able to represent nonlinearity because they are characterized by a class of approximation functions. Hence, as stated previously, a hybrid approach may be an appropriate alternative to produce better forecast skills than either model can deliver separately.

In this work, a hybrid model is proposed to improve the prediction of cyanobacterial blooms. In particular, the model incorporates a linear statistical method of ARIMA and a deep-learning method of...
Table 1. Summary statistics of the parameters measured at the monitoring site in Gonghu Bay from 2017 to 2018.

| Variables | WT (°C) | TN (mg l⁻¹) | TP (mg l⁻¹) | Chl-a (ug l⁻¹) | Algae density (×10⁶ Ind. l⁻¹) |
|-----------|---------|--------------|-------------|---------------|-----------------------------|
| Mean      | 19.10   | 2.18         | 0.05        | 6.04          | 7.95                        |
| Min.      | 1.70    | 0.00         | 0.00        | 0.10          | 0.09                        |
| Max.      | 36.20   | 8.31         | 0.32        | 92.8          | 93.17                       |

Note: WT (water temperature), TN (total nitrogen), TP (total phosphorus).

Figure 2. The structure of the hybrid ARIMA-LSTM model for prediction of cyanobacterial bloom: (a)–(c) present the flowchart of the ARIMA-LSTM model, the structure of the stacked LSTM networks and the internal architecture of an LSTM memory cell, respectively.

LSTM. A stepwise procedure for the hybrid ARIMA-LSTM model is illustrated in figure 2. As part of this method, ARIMA serves as a stand-alone statistical model to disentangle the linear and nonlinear components embedded in the observed time series. LSTM is then used to predict the residuals, resulting from the nonlinear processes, that are decomposed by ARIMA predictions. Using this combined method, the hidden patterns and relationships from the time-series observations may be captured, especially when a large degree of complexity is present (Jeong et al 2008, Ömer Faruk 2010). Following the competitive architecture of a hybrid approach (Zhang 2003, Khashei and Bijari 2011), it is assumed that the linear autoregressive components and nonlinear components are additive, expressed as follows:

\[ y_t = L_t + N_t \]

where \( L_t \) and \( N_t \) represent the linear and nonlinear components, respectively. These two components can be estimated from the observed data. ARIMA is firstly applied to fit the linear components \( L_t \), yielding a time series of predictions \( \hat{L}_t \). By comparing the observed value \( y_t \) and the predicted value \( \hat{L}_t \), we obtain a time series of residuals \( e_t = y_t - \hat{L}_t \). Then, the residuals encompassing the nonlinear relationships are fed to the subsequent LSTM networks. The LSTM model serves to produce a series of nonlinear components \( \hat{N}_t \), using the previously deduced residuals \( e_t \) as input variables. That is, the residuals will be estimated by a nonlinear approximation function, as shown below:

\[ e_t = f(e_{t-1}, e_{t-1}, \ldots, e_{t-n}) + \varepsilon_t. \]

Here, \( f \) denotes a nonlinear function determined by the structure of neural networks, and \( \varepsilon_t \) is the
remaining error term. As noted by Zhang (2003), if the \( f \) model is not appropriately identified, the remaining error is not necessarily random. The overall forecast \( \hat{y}_t \) of the hybrid model is given below:

\[
\hat{y}_t = \hat{L}_t + \hat{N}_t.
\]

The ARIMA and LSTM model were implemented with Python. The ARIMA model was realized using the Statsmodel library, and the fit and forecast functions were called to fit the model and produce predictions, respectively. The LSTM model was developed with Keras, a high-level library that could build fast and efficient deep learning models. The input data, fed to LSTM, are in the form of a 3D array with a shape of (samples, time steps, features). The network structure consists of two hidden layers, followed by a fully connected output layer that makes one-step-ahead predictions. Both layers are regularized by a dropout layer, to improve generalization. Also, the network employs the mean squared error as a loss function and the ‘Adam’ method as an optimizer. The details of the model structure and parameters used to configure the ARIMA-LSTM model are presented in table 3.

2.3.2. Model performance evaluation

ARIMA and LSTM are used as baseline models against which the performance of the hybrid ARIMA-LSTM model can be gauged. Generally, using multiple performance measures is advised when performing model calibration, as each measure has its pros and cons (Moriasi 2015). To evaluate the goodness-of-fit, three performance metrics are used herein, including the mean absolute error (MAE), root mean square error (RMSE) and Nash–Sutcliffe efficiency (NSE). These metrics possess different features, which may help to efficiently understand the predictive capabilities of the models from various perspectives. The above-mentioned estimators are given by:

\[
\text{MAE} = \frac{\sum_{i=1}^{n} |y_i - \hat{y}_i|}{n}
\]

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}}
\]

\[
\text{NSE} = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}
\]

where \( y_i \) is the observed value, \( \hat{y}_i \) is the predicted value and \( \bar{y} \) is the average of the series \( y_i \) in the test dataset. RMSE and MAE quantify the differences between observations and corresponding predictions with the same unit of the variance. NSE is a normalized statistic that determines the relative magnitude of the residual variance compared to the observed variance (Cao et al 2016). It ranges between (-\( \infty \), 1), with NSE = 1 corresponding to a perfect fit.

3. Results

3.1. The highly variable time-series observations

Phytoplankton dynamics are often characterized by convoluted time evolutions, which are generally non-stationary on top of seasonal oscillations and exhibit high variability at both inter-annual and intra-annual timescales (Choi et al 2019, Wilkinson et al 2020). Our results showed a rather high-level of irregularity and volatility in algal biomass (figure 3). The observed time series represented a high fluctuation, spanning a wide range of about ten times the standard deviation during the monitoring period. The results showed a significant negative trend (Kendall’s tau = -0.07; \( p < 0.01 \)) with the Mann–Kendall test, indicating a slow and consistent decline in algal biomass over time. Previous studies (Zhang et al 2012, Shi et al 2019) have shown that algal biomass in Taihu Lake exhibit apparent seasonal cycles, generally with yearly peaking in early summer and declining in late autumn. However, the observed time series showed that there was not a discernable seasonal pattern in algal biomass, as no obvious seasonal periodicity is observed, as shown in figure 3. The lack of seasonality is somewhat unexpected, since it is well established that cyanobacteria populations may wax and wane with the season (Ma et al 2016, Shi et al 2019). Nevertheless, the absence of seasonality may be explained by the relatively short range of the time series, since temporal patterns can be better captured by long-term sequences. Obviously, two years of observation is a rather short-term period in terms of the phenological time scale. Also, we notice that an extremely intense cyanobacterial bloom occurred in early January in 2017. Although it is considered unlikely that cyanobacterial blooms can develop in winter due to low temperature, previous recordings (Ma et al 2016) have confirmed the persistence of cyanobacterial blooms with water temperature below 10 °C throughout winter in Taihu Lake. As indicated by Ma et al (2016), temperature increases together with nutrient enrichment promoted the growth of cyanobacteria, while low temperature lowered the loss rate of *Microcystis*, allowing winter blooms to sustain. This uncommon occurrence of CyanoHABs in turn demonstrated that phytoplankton dynamics in Taihu Lake are subject to stochasticity to a large extent.

To date, there is not a well-defined or clear relationship between cyanobacteria biomass and discriminative thresholds of CyanoHABs. Herein, we employ the guidance value of 1.5 × 10^7 Ind. l^{-1} (algal density) as the bloom threshold, as suggested by Ma et al (2013). About three fourths (71%) of the observations had cell densities below the bloom threshold with the mean greater than the median, leading to a strongly right-skewed distribution (figure 3). Most of the values fall to the right in the distribution curve and the tail is long and slim with few extremes. The skewness and kurtosis values were both positive.
Figure 3. The time series of sub-daily values of the algae density at the monitoring site. A relative frequency histogram of the corresponding observations is shown in the embedded subplot, with the dashed lines indicating the probability density functions of a skewed normal distribution.

3.2. Predictive performance of the models
We validated the proposed ARIMA-LSTM model with the observed time series on a rolling prediction task against two baseline models, i.e. the ARIMA and LSTM models. Figure 4 illustrates the time series of the ARIMA, LSTM and ARIMA-LSTM predictions, as well as the observations in the testing period. A visual inspection of the plot reveals that the correspondence between the ARIMA predictions and observations is, in most cases, similar to the LSTM predictions, indicating that the two baseline models may have a comparable predictive performance. Despite this similarity, pairwise comparison of the performance metrics shows that LSTM has a better performance. It is worth to note that, despite the performance gain achieved by LSTM, our results showed that LSTM is far from being superior to the statistical model, which contradicts findings from some previous studies (Jeong et al 2008, Lee and Lee 2018). The scatter plot in figure 4 depicts the joint distribution of predictions and observations, and it can be seen that both the ARIMA and LSTM models have a tendency to underestimate the extreme values when predicting higher levels of algal biomass. This is particularly the case when predictions are above the bloom threshold, and this feature of the result suggests that both of the baseline models may fail to capture the spiky patterns of the time series when cyanobacterial blooms occur.

In contrast, the proposed ARIMA-LSTM model outperforms the two baseline models by reducing the forecast errors by a noticeable margin. The ARIMA-LSTM model produced reasonable results that were well matched with the observations in terms of both timing and magnitude. In particular, the ARIMA-LSTM model has produced predictions that exhibit a stronger linear association ($R^2 = 0.97$) with the observations, as presented in figure 4(c). Also, the hybrid model can better capture the temporal evolution of bloom extremes, indicating there was an incremental improvement in forecast accuracy when predicting high levels of algal biomass. This improvement was further supported by the fact that the prediction errors (MAE and RMSE), compared with the LSTM model, were largely reduced by 12.4% and 15.5%, respectively. Nevertheless, it is important to note that considerable caution and prudence need to be exercised when discerning a bloom event when using the hybrid model, as it is positively biased with higher values (figure 4) and, hence, is prone to producing overestimated predictions.

In table 2, we report the performance metrics resulting from the ARIMA, LSTM and ARIMA-LSTM models. We can see that the ARIMA-LSTM model performs the best in all metrics, especially in terms of NSE. As noted by Moriasi (2015), NSE is a robust quantitative measure, and can be used to determine how well the model simulates trends for the output response of interest. It appears from table 2 that the hybrid model is better in terms of its ability to capture the structure inherent in the data, due to an incremental improvement in NSE. Further, a close examination of the residuals presented in figure 4 reveals that the residuals spread more evenly and fluctuate within a narrower range, indicating that the hybrid model is less biased. To summarize, it can be stated that the hybrid approach, by coupling the ARIMA and LSTM model, leads to a modest but incremental predictive performance.

3.3. Model sensitivity and uncertainty
Both statistical and deep-learning models have hyperparameters, and a fundamental yet important task is
The observed values were compared with model predictions from: (a) ARIMA, (b) LSTM and (c) ARIMA-LSTM. The left panels show the time series of model predictions, paired with observations and residuals. The right panels show the scatter diagrams of observations versus predictions. Note that $R^2$ is a goodness-of-fit measure for the linear regression model derived from the observed and predicted values.

Figure 4. The observed values were compared with model predictions from: (a) ARIMA, (b) LSTM and (c) ARIMA-LSTM. The left panels show the time series of model predictions, paired with observations and residuals. The right panels show the scatter diagrams of observations versus predictions. Note that $R^2$ is a goodness-of-fit measure for the linear regression model derived from the observed and predicted values.

Table 2. A summary of model performance metrics from the ARIMA, LSTM and ARIMA-LSTM models.

| Metrics | ARIMA | LSTM | ARIMA-LSTM |
|---------|-------|------|------------|
| MAE     | 0.727 | 0.590| 0.517      |
| RMSE    | 1.137 | 1.047| 0.885      |
| NSE     | 0.925 | 0.934| 0.953      |

Table 3. The search space and results of parameter estimation for the ARIMA and LSTM models.

| Models | Parameters | Search space | Best trial |
|--------|------------|--------------|------------|
| ARIMA  | P          | [0, 4]       | 3          |
|        | Q          | [0, 4]       | 4          |
| LSTM   | Time step  | [1, 6]       | 6          |
|        | LSTM units | [20, 80]     | 20         |
|        | Epochs     | [50, 300]    | 100        |

Figure 5 shows the predictive performance with varying hyperparameters of LSTM. There is a gradual decrease in MAE and RMSE in figure 5(a), with a time step size of 6 providing the lowest error. The LSTM units in figure 5(b) show relatively lower error variance, and the MAE initially increases with the number of LSTM units and then seems to plateau after 60. In
Figure 5. Effects of different hyperparameters, (a) time steps, (b) LSTM units and (c) epochs, on the performance measurements of the ARIMA-LSTM model.

In view of this, it may be stated that the results are more sensitive to the time step size than the layer width. This statement is supported by the fact that there is a prominent time-lagged influence in cyanobacteria growth, as reported by previous studies (Recknagel et al. 2013, Zhang et al. 2014). Figure 5(c) shows the learning curve of validation, with the performance metrics plotted against training epochs. It can be observed that the MAE and RMSE initially decreased with epochs and then began to increase at around 100, suggesting that the model may be faced with the overfitting issue after being trained with more than 100 epochs.

Measurement uncertainty and natural variability can be a noteworthy problem when performing the prediction of cyanobacterial blooms. Measurement uncertainty, i.e. the inability to measure precisely, is inevitable because of the inaccuracy of the equipment. This is especially the case for turbid productive waters like Taihu Lake, where measurement of algal biomass may be confounded by the suspended particulates. And, as noted by Ahn et al. (2007), cyanobacterial cell counts may involve substantial uncertainty, as a microscopic enumeration of cyanobacterial cells is often confounded by large algae colonies and intertwined long filaments. As a result, cell counts may vary remarkably, subject to the skillfulness and provisional decision of analysts. Natural variability (i.e. variability inherent in the dataset), as mentioned previously, is another source of observational uncertainty. Natural variability of ecological monitoring is commonly seen, especially in Taihu Lake, as shallow lakes are more sensitive to external perturbations. It is clear that the prediction uncertainty also depends on the model structure. There is no doubt that the hybrid ARIMA-LSTM model increased the size of model complexity, and inevitably may lead to the growth of prediction uncertainty.
4. Discussion

4.1. The dilemma of CyanoHAB prediction

In this paper, we proposed a hybrid ARIMA-LSTM model, capable of extracting the benefits of both statistical and deep-learning models. Based on the results from comparisons of the three models, it can be concluded that the ARIMA-LSTM model marginally outperforms the two state-of-the-art predictive models. Even though the overall improvement in forecast accuracy was modest, this incremental improvement may still have important practical implications. This is because it may be these minor differences in forecast accuracy that determine whether or not any response actions should be launched to prevent and control the bloom. Moreover, the ARIMA-LSTM model performs better in terms of capturing high extremes and local fluctuations in the bloom, suggesting that the model is more robust and reliable when predicting emergent and intensive bloom events. Unlike other limnological variables, the time-series observations of phytoplankton may involve considerable nonlinearity and uncertainty in most cases. Hence, the selection of predictive models should be guided by the nature of the dataset at hand, and priority should be given to the hybrid approach when the dataset is characterized by extreme volatility.

Often, however, modelers are faced with a general difficulty in which the ecological data in aquatic systems are often sparse and incomplete, both spatially and temporally. Such ‘imperfect’ data make it challenging to establish multivariate predictive models, despite the fact that various approaches exist for dealing with missing or gapped data (Chen et al. 2015). On the other hand, with the advent of emerging monitoring technologies, high-frequency sensors provide enormous and consecutive time series that minimize the often lengthy time between sample collection, data analysis and response action. This feature provides researchers and managers with the ability to better capture temporal variability and elucidate bloom-related factors (Bowes et al. 2016). However, it may be prudent to undergo scrutiny of the dataset before blindly using them to develop predictive models of CyanoHABs for two main reasons. Firstly, as noted above, large uncertainty and error exists when using the time-series observations (Ahn et al. 2007, Rousso et al. 2020). Thus, the more variables that are used as model inputs, the higher the chance of introducing uncertainty that propagates within the model (Zhao and Kockelman 2002, Xiao et al. 2017). Secondly, the parsimony and interpretability of the developed models may be undermined with more input variables involved, due to the latent correlation between input variables and increased model complexity. In particular, these variables may contribute little to the explanatory capacity of results interpretation whilst adding unwanted model complexity. Also, another potential issue of predictive modeling with various variables is that the model may have high predictive performance but little ecological meaning, and is thus difficult to understand or interpret (Hamilton et al. 2009). This issue is further compounded by the ongoing controversies related to the controlling strategy of single (P only) versus dual (N and P) nutrients for cyanobacterial bloom mitigation in eutrophic water bodies (Paerl et al. 2016, Nelson et al. 2018). As Xiao et al. (2017) suggest, the single-variable models may be a useful modelling strategy and can be considered for implementation where appropriate.

4.2. Strengths and limitations

The results presented in this study, as well as previous studies involving the hybrid methods of CyanoHAB predictions (Qin et al. 2017, Xiao et al. 2017), indicate that the predictive performance can be promoted by the integration of statistical and deep-learning methods. This claim is also supported by a wide range of applications from many other fields (Zhang 2003, Khashei and Bijari 2011). Several reasons can be suggested to explain why the hybrid method performs better. The most important explanation is that the hybrid model decomposes the dataset to different subseries, and thus can better resolve temporal variability. Shallow lakes like Taihu Lake are vulnerable to variability because of their higher sensitivity to perturbations, and this variability is assumed to be strengthened under climate uncertainty (O’Reilly et al. 2015). In this context, the hybrid ARIMA-LSTM model may be an appealing option for CyanoHAB prediction in shallow and eutrophic lakes. In our results, the hybrid ARIMA-LSTM model performs better than two state-of-the-art baseline models when predicting higher levels of algal biomass. This means that the hybrid model can better capture the short-term local variability induced by transient proliferations of cyanobacteria. For the same reason, this also means that the ARIMA-LSTM model can be a more reliable method when considering whether or not to raise a bloom warning, whereby the algal biomass exceeds the bloom threshold.

Although the results of the hybrid method are promising, it is important to note that several limitations exist in the hybrid model. Firstly, there is no doubt that the hybrid methods add considerably to model complexity accompanied with increased uncertainty. However, to what extent the uncertainty is enlarged remains unknown, and this may be investigated in future study. Secondly, in our model, it is assumed that the linear and nonlinear component of the model are additive, while this is not necessarily the case for the real-world process (Khashei and Bijari 2011). Besides, hyperparameter tuning of the hybrid method can be a challenging and laborious task, since more hyperparameters are introduced and thus more model runs need to be performed to find
the best trial. Thirdly, this study only used the time-series observations of a single site for model development due to limited available data. This means that the developed model is site-specific (i.e. a regionally tuned model), and this may undermine its generalization and usefulness in predicting CyanoHABs in various aquatic systems across heterogeneous environmental gradients. More data would have made it possible to perform further analysis, producing results that may enhance the credibility of this study or highlight potential problems.

4.3. Implications for environmental management
Both simple and complex models have their merits and pitfalls. This fact suggests that modelers should carefully balance the trade-off between complexity and accuracy, parsimony and pragmatism. For CyanoHAB prediction, the hybrid method should be given a higher priority, for their better performance over nonlinear and nonstationary time-series observations. Although the hybrid methods do not necessarily always lead to better performance, they reduce the risk of using an inappropriate model and therefore the risk of inducing spurious results or total prediction failure (Zhang 2003, Khashei and Bijari 2011). With regard to the ARIMA-LSTM model specifically, the model has the potential for deployment over online monitoring and prediction platforms, which is a comparative advantage over models that demand time-consuming sample collection and laboratory analysis. When using the proposed hybrid model, it is assumed that there is some a priori information about the presence of high variability in the time-series observations, which makes the procedure somewhat Bayesian in nature. Our model therefore may be a better alternative for early warning of CyanoHABs in shallow and eutrophic waters, characterized by high-frequency fluctuations of environmental parameters. Furthermore, it can be stated that the distant past is less important for short-term CyanoHAB prediction, as the underlying temporal patterns and response may have changed in the meantime.

5. Conclusions
The prognostic information of temporal variation in cyanobacteria is invaluable to local managers as a means to reduce the environmental risks resulting from CyanoHABs. This paper contributes a methodology for prediction of CyanoHABs with high-frequency time-series observations using a hybrid approach of a statistical and deep-learning method, demonstrated on a case study of a shallow and eutrophic lake, Taihu Lake. The results indicate that the ARIMA-LSTM model is a competitive method, effectively capturing temporal variability of the time series and thereby being able to outperform two state-of-the-art baseline models. Our results also illustrate that the hybrid model may have priority over standalone models for short-term CyanoHAB prediction in shallow and eutrophic waters, which are characterized by highly fluctuating time-series observations. Spatial and temporal variability of the lacustrine environment may be important sources of uncertainty that affect the predictive capability of the models. We suggest that these variabilities should be taken into consideration when exploring and evaluating the hybrid approach in a wider context. With further work to examine the credibility and practicality of this method within a real-world decision context, this approach could be a promising tool to support cyanobacterial risk assessment and management.
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