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Abstract

The application of supervised deep learning methods in digital pathology is limited due to their sensitivity to domain shift. Digital Pathology is an area prone to high variability due to many sources, including the common practice of evaluating several consecutive tissue sections stained with different staining protocols. Obtaining labels for each stain is very expensive and time consuming as it requires a high level of domain knowledge. In this article, we propose an unsupervised augmentation approach based on adversarial image-to-image translation, which facilitates the training of stain invariant supervised convolutional neural networks. By training the network on one commonly used staining modality and applying it to images that include corresponding, but differently stained, tissue structures, the presented method demonstrates significant improvements over other approaches. These benefits are illustrated in the problem of glomeruli segmentation in seven different staining modalities (PAS, Jones H&E, CD68, Sirius Red, CD34, H&E and CD3) and analysis of the learned representations demonstrate their stain invariance.

1 Introduction

The introduction of Whole Slide Imaging (WSI) scanners enables the production of huge amounts of histological image data. A crucial step in the tissue preparation process is staining, which consists of dyeing the tissue slices with a specific stain in order to highlight internal structures when viewed under a microscope. Image datasets in digital pathology often consist of (nearly consecutive) tissue slides stained differently, each staining providing specific morphological information. As each staining highlights different components of the tissue, even consecutive sections
largely representing almost identical anatomical structures can take on very different appearances. On the other hand, the staining process itself is prone to high variability due to inter-subject differences, the staining procedure in a specific lab, or scanner characteristics, leading to different appearances of the tissues coloured with the same stain [1]. This high variability in the appearance of digital histological images affects the performance of machine learning algorithms used for automatic WSI analysis [2]. In specific applications such as the detection or segmentation of objects that maintain morphological consistency across stains (e.g. nuclei, glomeruli, etc), stain variability could be considered, from a computer vision viewpoint, as noise that dramatically hampers the performance of machine learning models. This motivates the development of image analysis methods that work across different stains in order to solve tasks related to morphologically consistent structures [3–6].

Most state-of-the-art computer vision algorithms are sensitive to domain shift [7]. This means that models trained for a specific task on histological images of stain A exhibit a significant drop in performance when applied to histological images of stain B (for the same task) [3, 5, 6] or variability of stain A (e.g. images from other laboratories) [2].

Typical solutions consider either fine tuning existing models or training a new model for each data variation, which requires the acquisition of additional labeled data. Nevertheless, medical image datasets are often characterised by their scarcity of annotations [8] and obtaining properly annotated images is time consuming and costly as expert knowledge is required for most complex annotations. Alternative approaches such as crowd sourcing are limited by the need of specific task design and intensive training [9]. While plenty of works address the problem of intra-stain variation [10–16] there are few that address the problem of inter-stain variation [3, 4, 6, 17, 18].

Common approaches to deal with inter-stain variability are stain colour augmentation, stain normalisation, and stain transfer [19]. A recent study on the effects of colour augmentation and stain normalisation for computational pathology shows that stain colour augmentation has greater impact on the robustness of machine learning models compared to stain normalisation [2]. On the other hand, stain transfer as a technique for virtual staining [17, 18] addresses the general problem of a lack of annotations in the medical domain and can be applied to various problem classes.

In this article we improve upon existing work [6] to introduce a general approach that combines stain transfer and stain augmentation to learn stain invariant representations1. Generally, it is assumed that annotations exist for one staining (called the source staining) and that other stainings (called the target stainings) are unannotated. The goal is to use the available annotations to learn a stain invariant representation by taking advantage of stain transfer techniques.

We focus on the segmentation of glomeruli, a highly relevant functional unit of the kidney, and consider a commonly used staining in renal pathology—Periodic acid-Schiff reaction (PAS)—as the source domain and two commonly applied histochemical (Sirius Red and Jones’ basement membrane stain—Jones H&E) and two immunohistochemical stainings (CD34 highlighting blood vessel endothelium, CD68 for macrophages) as targets.

Specifically, we train GAN-based stain-translation models [20, 21] in order to achieve realistic translation between source and target stains.

In turn, these allow a segmentation model to be trained on source data augmented with random translations to the target stains. Compared to previous state-of-the-art approaches to stain-invariant segmentation [4, 6] the presented strategy demonstrates a significant improvement in segmentation performance.

The main contributions of this article are:

- to introduce a model that is capable of segmenting several stainings, i.e. is stain invariant, and outperforms all evaluated state-of-the-art approaches;
- an augmentation method that is general and unsupervised;
- to the best of our knowledge, this is the first approach to use image-to-image translation to force stain-invariant features to be learnt, rather than using the typical domain adaptation process that results in domain (staining) specific models, albeit different from the source staining;
- to increase flexibility regarding the direction of translation described in the literature [4];
- to present a discussion on the limitations of GAN-based image-to-image translations.

The remainder of this article is organised as follows: in Section 2, literature concerned with stain transfer and stain invariant approaches is reviewed. Section 3 gives a detailed description of the proposed method and dataset. Section 4 presents the experimental results with comparison to existing state-of-the-art methods. Finally, Section 5 analyses the approach in terms of stain invariance, quality of translations, and its limitations.

---

1 ‘Stain invariant’ refers to the fact that the same model can be applied to multiple stains (possibly those not seen during training) without modification of the data at test time or adaptation of the model after training.
Figure 1: Examples of stain-to-stain translated images using a CycleGAN. The first row contains real patches from each staining. The second row represents the translation of a PAS patch to the target stainings. The third row represents translation of real target patches to the PAS staining.

2 Related work

The occurrence of stain variability can be grouped into intra-stain variability (variations in appearance of a particular stain) or inter-stain variability (the variability in appearance due to different stains). As has been shown in the literature, both types of variation hamper the performance of deep models [2, 6]. When the task at hand is related to the morphological structures in the tissue (such as glomeruli or nuclei detection) rather than stain-related markers (such as macrophages) approaches invariant to inter-stain variation are highly desirable.

Increasing a model’s robustness to general stain variations can be considered a domain adaptation problem, which can be approached in either pixel-space or feature space. In feature space, the adaptation is performed by forcing the extraction of domain invariant features during model training. In pixel space, the adaptation can be performed by modifying the properties of a target image in order to match characteristics of the source images, so models trained on the annotated domain can be applied to the modified target images. Conversely the annotated domain can be translated to match the non-annotated (in a way that annotations are preserved), and train a model on the transformed source images such that it is directly applicable in the target domain. Adaptation in pixel space offers better interpretation of the model (from a end-user, i.e. clinician or pathologist, point of view), contrary to mapping them in a feature space, since the result can be viewed as a histopathological image. This is an important consideration in medical imaging. Moreover, once the pixel-space has been aligned, any task can be performed within it.

Inter-stain variability approached from the perspective of feature space alignment is addressed in recent works [22, 23].

In general, feature space alignment has proven effective in transferring knowledge from single (or multiple) source domains to a single target domain, i.e. producing a task and stain specific model. Recently, advances move towards single-source multi-target approaches [24], however they still rely on task specific features. Most of the work on unsupervised domain adaption (i.e. no labels in the target domain) are single-source single-target approaches, which fail to leverage knowledge shared across multiple domains.

From a pixel-space alignment perspective, stain colour augmentation, stain normalisation and stain transfer are commonly used to prevent models from being biased towards the source stain [19]. Stain normalisation refers to the standardisation of a stain’s visual appearance and is commonly used as a pre-processing technique to reduce intra-
Figure 2: Overall diagram of the proposed approach. Phase 1, translation models are learnt to translate images from the source domain to the target domains; Phase 2, patches of the source domain are randomly translated to the target domains during training (U-Net image taken from [34]).

Stain variability [10, 11, 16]. Stain colour augmentation and stain transfer are broader techniques that can address inter-stain variability.

Stain augmentation approaches aim to synthesise new images to enforce colour variation robustness, assuming that objects of interests are invariant to colour intensity and illumination. A typical approach is to perturb image pixels in a random or weighted manner [6, 25, 26]. Alternatively, the stain variation problem can be bypassed by using grayscale images but several studies show this to be inferior [2, 6].

Stain transfer as a virtual staining technique aims to translate an image of tissue stained with a particular stain (or even unstained tissue [27, 28]) into another stain as realistically as possible [17, 18, 29]. Earlier methods [14, 30, 31] rely on decomposing the image into concentration and colour matrices in order to stain new images using equivalent matrices form a reference image. Despite the use of a reference image, these approaches suffer from poor translational realism [6]. Recently, GANs [32] have been used for this purpose due to their ability to synthesise realistic outputs. These are applied in two settings: unpaired translations [4, 29] and paired translation [18]. The CycleGAN architecture [21], as a widely used technique for unpaired image-to-image translation, has recently been applied to stain transfer [3, 4, 18, 29]. And StarGAN [20], a technique of multi domain image-to-image translation, has recently been applied to virtual histological staining of bright-field microscopic images [33].

Gadermayr et al. [4] showed that, when applied to the task of histological stain transfer, CycleGAN is able to produce highly realistic translations, increasing a deep model’s robustness in both supervised and unsupervised settings. They proposed three approaches to overcome a lack of target domain annotations [4]: 1) train a segmentation model on source data and apply it to target data translated to the source domain, referred to as MultiDomain Supervised 1 (MDS1); 2) train on the target stain translated to the source, and apply the model directly on the target images, MDS2. Both MDS1 and MDS2 approaches build stain-specific models that can be applied only to a specific staining. The third approach directly trains the segmentation model by optimising unpaired image-to-segmentation translations in an adversarial manner [4]. However, due to the specificity of cycle-consistency, this approach requires that additional information be artificially generated and inserted into the annotation (e.g. cell nuclei). Furthermore, the performance of such an approach was consistently surpassed by the MDS approaches.

The work proposed herein represents a fourth approach that uses the principles of pixel-space alignment to achieve stain transfer and to form a stain-invariant model capable of direct application to several stains. The presented method is general, unsupervised, and applicable to any problem that concerns training a segmentation/classification model for problems that tackle morphologically consistent structures in digital pathology. The only existing similar approach is UDA-SD [6], which we build upon by using GANs to obtain high-quality translations between annotated and unannotated stains (see Figure 1). These are used to augment a training set by random translations of the source domain, resulting in one stain-invariant model capable of segmenting various (unlabeled) domains. As such, this work proposes an single-source, multi-target unsupervised domain adaptation approach.
3 Method

We propose an approach for training stain invariant Convolutional Neural Networks (CNNs). It is assumed that annotated WSIs are available for a stain $A$ while WSIs of other stains $B_1, B_2, \ldots, B_N$ are unannotated. The aim is to increase the variability of the (annotated) training set through augmentation by randomly translating it to the non-annotated domains (including the original, annotated domain). The overall architecture of the proposed method is presented in Figure 2.

The method consists of the following steps.

a) **Stain Translation** - in order to obtain realistic translations of the annotated stain $A$ to unannotated stains $B_1, B_2, \ldots, B_N$, a GAN-based unsupervised, unpaired image-to-image translation model is employed. In this study we evaluate both the CycleGAN [21] and StarGAN [20] models (see Figure 3). Once these translation models are obtained, any supervised model (for which labels exist in the source domain and tackles morphologically consistent structures) can be trained. This study focuses on glomeruli segmentation.

b) **Segmentation Model** - this model is trained on the annotated data after being translated to a random non-annotated stain. Since translation does not change the overall structure of the image (Figure 1), the original domain’s label/ground truth is still valid. Thus, during training, various annotated samples of all available stainings are presented to the model, forcing it to learn stain invariant features. Once the segmentation model has been trained, it can be directly applied to the unannotated stains, without any further translations.

3.1 **Stain Translation Model**

The problem of stain transfer is posed as an unpaired image-to-image translation, which is approached using GAN-based models. The overall structure of these approaches assume the existence of one (or more) generators that translate an image from one domain to another, and one (or more) discriminators that distinguish between translated and real images from corresponding domains. The generator(s) and discriminator(s) play an adversarial game in which the goal of the generator(s) is to prevent the discriminator(s) from distinguishing between the translated samples and those belonging to the real data distribution, while the goal of the discriminator(s) is to distinguish them. Eventually, this game leads to an equilibrium in which the translated and real samples are indistinguishable [20,21,32]. Since the task of image-to-image translation is usually applied to natural images, the visual quality and variation of translated samples are very important. Thus, various architectures have been proposed in order to obtain better quality translations and greater style transfer capabilities (e.g. StarGAN v2 [35]).

Nevertheless, since the purpose of stain transfer is to translate an image of stain $A$ to have the appearance of stain $B$, it is necessary for the translation model to preserve the image’s global structure (e.g. glomeruli should remain in the same location, regardless of the target stain). Thus, image-to-image translation architectures which are less constrained and allow more diverse translation (including shape change) such as StarGAN v2 [35] are not suitable. The specific architecture used in the CycleGAN and StarGAN models, combined with the loss functions (particularly cycle-consistency) in practice prevents geometrical changes [21], as is attested by the number of prior works using CycleGANs in digital pathology [3,4,10,16–18,36].

One such example is given by [36], who uses the CycleGAN for realistic stain-transfer. StarGAN, however, has thus far not been used for this purpose and we observe the same geometrical consistency when applied to stain transfer.
3.1.1 CycleGAN Based Stain Transfer

Separate CycleGAN models, see Figure 3a, are trained to obtain translators between each target stain (B) and the source stain (A). Each model consists of two generators: $G_{AB}: A \rightarrow B$ and $G_{BA}: B \rightarrow A$; and two discriminators $D_A$ and $D_B$. The aim of $D_A$ is to distinguish between real source stain patches and those translated from the target stain to the source; while $D_B$ aims to distinguish between real target stain patches and those translated from the source stain to the target. These are trained in an adversarial manner [32].

3.1.2 StarGAN Based Stain Transfer

Rather than training a translation model for each pair of stains, StarGAN [20] results in one, multi-stain translation model, see Figure 3b. This model contains one generator $G_*$, conditioned on the domain label (stain), which translates an input image $x_i$ from stain $i$ to image $x_j$, having the characteristics of stain $j$, i.e. $G_*(x_i, j) \rightarrow x_j$; and one multi-task discriminator $D_*$ that simultaneously distinguishes between real and generated samples ($D_{adv}$) and classifies each patch’s stain label ($D_{stain}$), i.e. $D_*(x) \rightarrow (D_{stain}(x), D_{adv}(x))$. As such, a single discriminator controls the translation into multiple stains.

3.2 Segmentation Model

The U-Net [34] is adopted as it has been proven successful in biomedical imaging [37] and, in particular, glomeruli detection [38]. Glomeruli segmentation is framed as a two class problem: glomeruli (pixels that belong to glomerulus), and tissue (pixels outside a glomerulus).

During training, a training patch with a probability of $\frac{N-1}{N}$, where $N$ is the number of stains, is converted into randomly selected stain using the pre-trained translator(s). Thus, all available stains (including the annotated one) are presented to the network with equal probability $\frac{1}{N}$, forcing the network to learn more stain invariant features.

3.3 Training Details

Throughout the study, patches of size $508 \times 508$ pixels are used since glomeruli and part of the surrounding fit within this size of patch at the level-of-detail used, see Section 3.4.

3.3.1 Stain translation

Gadermayr et al. [36] showed that different sampling strategies for the annotated and unannotated domains could negatively impact a stain transfer model’s performance, and patches are therefore randomly extracted using a uniform sampling strategy (in an unsupervised manner).

**CycleGAN:** In order to stabilise adversarial training, CycleGAN [21] uses least-squares loss instead of the original negative log-likelihood, such that

$$
\mathcal{L}_{\text{CycleGAN}}(G_{AB}, G_{BA}, D_A, D_B) = \mathcal{L}_{\text{adv}}(G_{AB}, D_B) + \mathcal{L}_{\text{adv}}(G_{BA}, D_A) + w_{\text{cyc}} \mathcal{L}_{\text{cyc}}(G_{AB}, G_{BA}) + w_{\text{id}} \mathcal{L}_{\text{id}}(G_{AB}, G_{BA}),
$$

where

$$
\mathcal{L}_{\text{adv}}(G_{AB}, D_B) = \mathbb{E}_{t \sim P_{ti}(t)}[(D_B(t) - 1)^2] + \mathbb{E}_{s \sim P_{ts}(s)}[(D_B(G_{AB}(s)) - 1)^2],
$$

$$
\mathcal{L}_{\text{adv}}(G_{BA}, D_A) = \mathbb{E}_{s \sim P_{ts}(s)}[(D_A(s) - 1)^2] + \mathbb{E}_{t \sim P_{ti}(t)}[(D_A(G_{BA}(t)) - 1)^2],
$$

$$
\mathcal{L}_{\text{cyc}}(G_{AB}, G_{BA}) = \mathbb{E}_{s \sim P_{ts}(s)}[||G_{BA}(G_{AB}(s)) - s||_1] + \mathbb{E}_{t \sim P_{ti}(t)}[||G_{AB}(G_{BA}(t)) - t||_1],
$$

$$
\mathcal{L}_{\text{id}}(G_{AB}, G_{BA}) = \mathbb{E}_{s \sim P_{ts}(s)}[||G_{BA}(s) - s||_1] + \mathbb{E}_{t \sim P_{ti}(t)}[||G_{AB}(t) - t||_1].
$$
The loss weights and architecture are taken from the original paper \((w_{\text{cyc}} = 10, w_{\text{id}} = 5)\) [21] since they produced realistic output, see Fig. 1. A translation network with nine ResNet blocks was used, as suggested by the authors for high dimensional data (above 256 × 256 pixels) [21]. The models are trained for 50 epochs, with a learning rate of 0.0002, using the Adam optimiser, and a batch size of 1. From the 25th epoch, the learning rate linearly decayed to 0, and the cycle-consistency and identity weights halved. In all experiments, the translation model from last (50th) epoch is used. Moreover, to reduce model oscillation, Shrivastava et al.’s strategy [39] of updating the discriminator using the 50 previously generated samples is adopted.

StarGAN:

In order to promote adversarial training stability, StarGAN [20] uses Wasserstein loss with gradient penalty instead of the original negative log-likelihood, such that

\[
\mathcal{L}_{\text{StarGAN}}(G_*, D_*) = \mathcal{L}_{\text{adv}}(G_*, D_*) + w_{\text{cyc}}\mathcal{L}_{\text{cyc}}(G_*) + w_{\text{cls}}\mathcal{L}_{\text{cls}}(G_*, D_*),
\]

where

\[
\mathcal{L}_{\text{adv}}(G_*, D_*) = \mathbb{E}_{x \sim P(x)}[D_{\text{adv}}(x)] - \mathbb{E}_{(x \sim P_{(x,j)}, j)}[D_{\text{adv}}(G_*(x, j))]
\]

\[
- \lambda_{gp}\mathbb{E}_{\hat{x}}[\|\nabla_{\hat{x}} D_{\text{adv}}(\hat{x})\|^2_2 - 1]^2,
\]

\[
\mathcal{L}_{\text{cyc}}(G_*) = \mathbb{E}_{x \sim P(x)}\|G_*(x, j), i - x\|_1,
\]

\[
\mathcal{L}_{\text{cls}}(G_*, D_*) = \mathbb{E}_{(x \sim P_{(x,j)})}[ -\log D_{\text{stain}}(j | G_*(x, j))]
\]

\[
+ \mathbb{E}_{(x \sim P_{(x)})}[ -\log D_{\text{stain}}(i | x)],
\]

where \(\hat{x}\) is sampled uniformly between the real and generated images [20].

The generator’s and discriminator’s architecture and training settings were the same as the CycleGAN model described previously (without instance normalisation in the discriminator). The loss weights are taken from the original paper \((w_{\text{cyc}} = 10, w_{\text{cls}} = 1, \lambda_{gp} = 10)\) [20] since they produced realistic output, as can be seen in Figure 1.

### 3.3.2 U-Net

The same training parameters are used for all experiments: batch size of 8, learning rate of 0.0001, 250 epochs, and the network with the lowest validation loss is kept.

The slide background (non-tissue) is removed by thresholding each image by its mean value then removing small objects and closing holes.

All patches are standardised to \([0, 1]\) and normalised by the mean and standard deviation of the (labeled) training set.

After translation (or not), the following augmentations are applied with an independent probability of 0.5 (batches are augmented ‘on the fly’), in order to further force the network to learn general features: elastic deformation \((\sigma = 10, \alpha = 100)\); random rotation in the range \([0^\circ, 180^\circ]\), random shift sampled from \([-205, 205]\) pixels, random magnification sampled from \([0.8, 1.2]\), and horizontal/vertical flip; additive Gaussian noise with \(\sigma \in [0, 2.55]\); Gaussian filtering with \(\sigma \in [0, 1]\); brightness, colour, and contrast enhancements with factors sampled from \([0.9, 1.1]\); stain variation by colour deconvolution [25], \(\alpha\) sampled from \([-0.25, 0.25]\) and \(\beta\) from \([-0.05, 0.05]\).

### 3.4 Data

Tissue samples were collected from a cohort of 10 patients who underwent tumor nephrectomy due to renal carcinoma. The kidney tissue was selected as distant as possible from the tumors to display largely normal renal glomeruli, some samples included variable degrees of pathological changes such as full or partial replacement of the functional tissue by fibrotic changes (“sclerosis”) reflecting normal age-related changes or the renal consequences of general cardiovascular comorbidity (e.g. cardiac arrhythmia, hypertension, arteriosclerosis). The paraffin-embedded samples were cut into 3\(\mu\text{m}\) thick sections and stained with either Jones’ H&E basement membrane stain (Jones), PAS, Sirius Red or H&E, in addition to three immunohistochemistry markers (CD34, CD68 and CD3), using an automated staining instrument (Ventana Benchmark Ultra). H&E and CD3 were reserved as unseen stain, therefore the total number of augmentation stains is \(N = 5\). Whole slide images were acquired using an Aperio AT2 scanner at 40× magnification (a resolution of 0.253 \(\mu\text{m} / \text{pixel}\)). All the glomeruli in each WSI were annotated and validated by pathology experts by outlining...
them using Cytomine [40]. The dataset was divided into 4 training, 2 validation, and 4 test patients. The number of glomeruli in each staining dataset was: PAS - 662 (train.), 588 (valid.), 1092 (test); Jones H&E - 1043 (test); H&E - 1151; Sirius Red - 1049 (test); CD34 - 1019 (test); CD68 - 1046 (test); CD3 - 1083. The training set comprised all glomeruli from the source staining training patients (662) plus 4634 tissue (i.e. non-glomeruli) patches (to account for the variance observed in non-glomeruli tissue).

4 Results

In the following, the proposed approach is referred to as Unsupervised Domain Augmentation using GANs (UDA-GAN), with two variants: with CycleGANs (UDA-CGAN) and StarGAN (UDA-*GAN). These are presented and compared to the MDS1 [4], MDS2 [4], Unsupervised Domain Augmentation via Stain Decomposition (UDA-SD) [6] and vanilla PAS (vPAS), which is the direct application of a model trained on PAS to the target domains without any adaptation (i.e. the control).

As mentioned, the CycleGAN models obtained after 50 epochs are used, however, Brieu et al. [3] show that realistic translations are obtained even in early epochs, which is confirmed in Figure 4. They therefore train a segmentation model using translators taken from multiple epochs to increased augmentation variability. Therefore we include the Multi UDA-CGAN model in which translation models from each 5th epoch are used, resulting in 40 translation models.

![Original Translation to PAS](image)

Figure 4: Jones H&E and CD68 glomeruli patches translated to PAS using CycleGAN models from different training epochs.

For MDS1 and MDS2, the translated models are trained according to Section 3.1. Variants of MDS1 and MDS2 using the StarGAN translators were evaluated, and are referred to as MDS*1 and MDS*2. The $F_1$-score, along with precision and recall, are used to measure the performance. The presented results are the averages of five independent training repetitions, with corresponding standard deviations.

The experimental results are presented in Table 1. Baseline performances (U-Net models, as described above, trained and tested on the same stain using each stain’s ground truth) were determined for each staining and presented in Table 2.

Despite the fact that the translations obtained using both CycleGAN and StarGAN look realistic (see Figure 1), it can be observed that the direction of translation (MDS1 vs MDS2) and translation model (StarGAN vs CycleGAN) influence the results. This is best illustrated with MDS1, in which a model trained on the original PAS data is applied to target data translated to PAS. It can be observed that in each target stain, the difference between CycleGAN and StarGAN translations is significant, although there appears to be no significant difference in the quality of the translations. The proposed UDA-GAN approaches show more stable performance while the best results are obtained using UDA-CGAN.

Furthermore, UDA-CGAN reaches almost baseline performance in three out of five test stainings. Despite the fact that the model has seen data from PAS stain only 20% of the time during training, the model has baseline performance on this (source) domain. The model also approaches baseline performance in target stains Jones and Sirius Red. For stains CD68 and CD34, the model reaches an $F_1$-score of 0.705 and 0.799, meaning that it gives an improvement of 11.9% and 6% respectively over the next best CycleGAN method (MDS2). The average performance over the five different stainings show that UDA-CGAN reaches an average $F_1$-score of 0.827 (0.808 without including the PAS staining, in order to be fairly compared to the MDS approaches), while MDS2, as the next best method, reaches an $F_1$-score of 0.748. The biggest relative difference is observed in staining CD68 where the overall improvement is 55.8% compared to the original approach [6] and 11.9% compared to MDS2. Other than the baseline, UDA-CGAN
Table 1: Quantitative results for each strategy trained on PAS (source staining) and tested on different (target) stainings. Standard deviations are in parentheses, the highest $F_1$ scores for each staining are in bold (PAS is not included in the vPAS average since it is the training staining.)

is the only to achieve acceptable results in this staining. Multi UDA-CGAN does not improve upon this, possibly because it introduces too much variability.
4.1 Unseen Stains

In order to further evaluate the stain invariance of the UDA-GAN approaches, they are tested on two unseen stains (unseen to both the CycleGAN/StarGAN and UDA-GAN models), see Figure 5: histological stain H&E (a general overview staining not specific for a protein) and immunohistochemical stain CD3 (T cell marker). Even though they highlight similar structures to the ‘virtually’ seen stains, they are visually very different in appearance. For each stain, images are taken from 3 patients containing 1151 (H&E) and 1083 (CD3) glomeruli. Table 3 presents the results, averaged over the previously trained UDA-GAN models.

![H&E and CD3 images](image)

**Figure 5: Examples of glomeruli from the unseen stains.**

| Model              | F<sub>1</sub> Mean  | F<sub>1</sub> Std. | Precision Mean  | Precision Std. | Recall Mean | Recall Std. |
|--------------------|---------------------|--------------------|-----------------|----------------|-------------|-------------|
| vPAS               | 0.126               | 0.000              | 0.070           | 0.041          | 0.854       | 0.109       |
| Precision          | (0.066)             | (0.000)            | (0.041)         | (0.018)        | (0.109)     | (0.000)     |
| Recall             | 0.854               | 0.000              | 0.854           | 0.018          | 0.706       | 0.147       |
| (0.109)            | (0.000)             | (0.000)            | (0.000)         | (0.000)        | (0.058)     | (0.000)     |
| H&E                | 0.731               | 0.658              | 0.781           | 0.569          | 0.697       | 0.752       |
| Precision          | (0.100)             | (0.075)            | (0.122)         | (0.124)        | (0.123)     | (0.147)     |
| Recall             | 0.697               | 0.802              | 0.697           | 0.802          | 0.752       | 0.650       |
| (0.123)            | (0.042)             | (0.042)            | (0.042)         | (0.042)        | (0.030)     | (0.030)     |
| CD3                | 0.752               | 0.650              | 0.824           | 0.853          | 0.706       | 0.531       |
| Precision          | (0.087)             | (0.030)            | (0.057)         | (0.065)        | (0.147)     | (0.058)     |
| Recall             | 0.752               | 0.650              | 0.824           | 0.853          | 0.706       | 0.531       |
| (0.087)            | (0.030)             | (0.057)            | (0.057)         | (0.065)        | (0.147)     | (0.058)     |

Table 2: Quantitative baseline results (standard deviations are in parentheses).

Table 3: Quantitative results of UDA-GAN models on unseen stains (standard deviations are in parentheses).

Although the results are lower than those obtained using stains virtually seen during training, i.e. stain translation targets during augmentation, they confirm the network’s capacity for stain invariant segmentation.

On average, both UDA-CGAN and UDA-*GAN perform equally well on unseen stains. And when taken in context of Table 1, although they generally achieve lower results, UDA-*GAN remains within the range previously seen and UDA-CGAN exhibits more variance.

A high F<sub>1</sub> score is achieved when faced with a completely new stain colour profile (H&E). When faced with a similar stain profile to one virtually seen (CD3, similar to CD68), the corresponding UDA-CGAN F<sub>1</sub> score is similar and UDA-*GAN improves, likely because CD3 has more contrast (due to an unspecific reaction of the primary antibody)
when compared to CD68, with which it struggles. It is worth noting that the models with the best PAS performance (which can be determined since annotations exist) are also those that perform best on the unseen stains.

5 Further Analysis and Discussion

In this section the results are analysed in more detail, including calculating additional statistics and, related to those found in the literature. Further analysis of the trained models is presented by visualising their feature distributions and their attention. Finally, the topic of CycleGAN training is discussed.

5.1 Translation Direction

Gadermayr et al. suggest that translation “should always be performed from the difficult-to-segment to the easy-to-segment domain” and that MDS1 is the preferred method [4]. Table 2 shows that the difficult-to-segment stain is CD68 and the easy is PAS as it results in a more accurate baseline segmentation. It is also observed in Table 1 that MDS1 with PAS as the source domain is in fact surpassed by MDS2 in all but one target stainings (in which it is equal). These results suggest that the characteristics of “difficult-to-segment” stainings may vary, and the method/translation direction should be adjusted to the specific requirements of a given biological question, i.e. the panel of necessary staining methods.

5.2 Representation Comparison

In the case of staining CD68, neither MDS1, MDS*1, MDS2, nor, MDS*2 perform well. Poor MDS1 (MDS*1) performance could indicate that the CycleGAN (StarGAN) translation between the CD68 and PAS domains do not capture the features the PAS model uses for segmentation. On the other hand, poor MDS2 and MDS*2 performance could indicate that the translation between PAS and CD68 contains features that are not present in real CD68. From a biological viewpoint, this most likely represents the fact that immunohistochemistry for CD68 highlights just one specific, migratory cell population (macrophages) that is not part of the pre-existing tissue architecture, with a brown chromogen, while the anatomical structures are only faintly stained (blue “counterstain” using hemalaun). Strikingly, immunohistochemistry for CD34, a marker for vascular endothelial cells, labeled with a red chromogen, performs much better. This can probably be explained by a specific immunohistochemical labeling of anatomical structures (blood vessels) in addition to the blueish counterstain, containing more features that are also covered in the other staining methods (PAS, Jones H&E). This is particularly evident with StarGAN, which exploits common inter-stain characteristics.

Between MDS1 and MDS2 (both CycleGAN and StarGAN translations) the largest difference is seen in stain CD68, which marks a protein exclusively produced by macrophages. PAS, as a chemical reaction staining glycolysated proteins in general, highlights a part of macrophages (co-located, but not overlapping, with CD68). Thus the translation from PAS to CD68 (MDS2, MDS*2) is easier than the reverse (MDS1, MDS*1), since PAS contains some (but not all) of the information exposed by CD68.

The fact that UDA-CGAN outperforms both MDS1 and MDS2 using the same translation functions indicates that it is capable of extracting more general (stain invariant) features, i.e. it avoids learning stain specific and ‘false’ features introduced by the CycleGAN. This is also the case for UDA-**GAN but to a lesser extent. UDA-**GAN uses the same generator for all translations so it is likely to extract similar features between the source stain and all target stains. This reduces the impact of the multi-stain augmentation, which becomes evident when comparing UDA-**GAN to MDS*2.

5.2.1 Feature Distributions

In order to visualise the distributions of each model’s extracted features, Figure 6 presents UMAP (Uniform Manifold Approximation and Projection) embeddings [41] of the penultimate convolutional layer’s activations in the best performing model (over all stainings) for two hundred random glomeruli and two hundred random tissue patches of each staining using MDS1, MDS*1, UDA-CGAN, and UDA-**GAN (MDS2 and MDS*2 models are stain specific, therefore cannot be applied to all stainings). For MDS1 and MDS*1, the translations to the PAS stain is achieved using CycleGAN and StarGAN respectively, and UDA-CGAN and UDA-**GAN are applied to original data without any modification.

In order to quantitatively measure these distributions, silhouette scores [42] have been calculated between:

- each stain’s glomeruli class and the union of the glomeruli samples from all other stains;
- PAS glomeruli and each target stain’s glomeruli;
Figure 6: Two-dimensional UMAP embeddings of the representation learnt, sampled from the penultimate convolutional layer using 200 patches per stain per class from the overall best performing PAS and UDA-CGAN models. Each point represents a patch from the respective class and staining (glomeruli patches are centred on a glomeruli).

Table 4: Silhouette scores measuring (averaged over 3 different random samplings): the separation between the each stain’s glomeruli class and the glomeruli class formed from all other stains (Combined), the separation between the each stain’s glomeruli class and the PAS glomeruli class (PAS), and the separation between each stain’s glomeruli class and its negative class. Calculated using the features of 200 random patches per stain per class, extracted from the penultimate convolutional layer: 0 means total overlap, 1 means total separation, -1 means that samples are more similar to the other class than their own, therefore values closer to 0 are better (in bold) for Glomeruli-Combined and Glomeruli-PAS Glomeruli, and 1 is better (in bold) for Glomeruli-Tissue.

* each stain’s glomeruli and negative samples.

These are presented in Table 4. The first should favour the UDA-GAN approaches since their goal is to learn a stain invariant representation, the second should favour MDS1 and MDS+1, since their objective is to translate the target stainings to the PAS distribution, while the third should be the goal of all approaches.

In the first case, the UDA-GAN approaches exhibit larger (or equal) overlap between the glomeruli in all stainings, indicating greater clustering, which is reflected in the fact that these models are able to segment all stainings. Higher scores for the MDS1 approaches indicate less concentrated clustering (e.g. Jones H&E, which appears to be concentrated in one part of the glomeruli space, separate from the other stains).

Since the MDS1 approaches are trained on PAS, they rely on accurate translation models, which must result in a direct overlap with the PAS distribution. Whereas the UDA-GAN approaches can tolerate more translation variance (that does not result in glomeruli - tissue overlap) since they are trained on the translated data. Interestingly the scores for MDS1 and MDS+1 for PAS are relatively high, indicating that this approach fails to completely overlap the target stains with PAS.
In the second case, it can be observed that UDA-GAN approaches have better (or equal) overlap with the PAS glomeruli in all stainings. The score for MDS*1 in CD68 is much higher then for any other stain, and Figure 6 shows that the CD68 glomeruli class has been merged with the negative class, explaining the very low recall in Table 1.

In the third case, it can be observed that the UDA-GAN approaches better separate the glomeruli and tissue classes. This is especially illustrated in the case of CD68 in which UDA-*GAN learns to separate the glomeruli and tissue classes, whereas MDS*1 fails. As mentioned, MDS*1 relies on accurate translations, whereas the UDA-GAN approaches are able to correct for weak translations during training.

5.2.2 Attention

Another approach to illustrate the representations learned is to use attention visualisations. Grad-CAM [43] is used to visualise the attention of the penultimate convolutional layer, see Figure 7. For fair comparison, the best performing MDS1, MDS*1, MDS2, and MDS*2 model for each staining, and the baseline approaches are used. For UDA-CGAN and UDA-*GAN, the overall best-performing model is taken.

![GradCAM visualisation of (column-wise) 1) overall best performing UDA-CGAN model; 2) best MDS1 model in each particular stain; 3) best MDS2 model in each particular stain; 4) best baseline model in each particular stain. N.B. the first column represents the attention of the same model over different stainings.](image)

The attention of the best-performing MDS1 (and MDS*1, except CD68 for which MDS*1 does not work) models in all stainings is focused on border-like features, which the model uses in the original PAS domain (on which it was trained). Poor MDS1 and MDS*1 performance can be explained by an absence of the specific features on which the trained model is focused on, and which are not necessarily present in the target domains nor relevant for the detection of the structures in general. When comparing attention in all the baseline models, it can be observed that in each staining, the models have a tendency to focus on stain specific features. The attention of the MDS2 models is more general and close to the stain-invariant model’s attention. According to the results presented in Table 1, the stain-invariant approach (UDA-CGAN) gives an improvement in precision, while the recalls of both models are similar (in all stainings except CD34). Meaning that the stain-invariant model reduces false positives and, to some extent, false negatives (while both models detect true positives similarly). Thus, attention in the true positive class is expected to be similar. Both the MDS*2 and UDA-*GAN use a common translation model (StarGAN), which, as previously mentioned, is biased towards common features between the stains. Thus both models are likely to focus on these common features, explaining their similar attentions (this is also confirmed in Table 1). In addition to common
features, the MDS2 models can also use stain-specific features because they are only exposed to one type of image (as is the case with the presented Jones H&E example).

The main advantage of the UDA-GAN approaches is their ability to properly generalise across different stainings, as the presented attentions represent the features learnt by one model, while in all other cases a domain (stain) dependent model is obtained.

### 5.2.3 Multi vs Single Stain Translation

The fact that StarGAN has a single translator may force it to preserve common features between stains, features that UDA-\textit{+}GAN is likely to focus on. It is also likely that these features are general and present in unseen stains, therefore UDA-\textit{+}GAN’s performance is similar within the virtually seen and unseen stains. Nevertheless, the single translator may force StarGAN to ignore hard-to-translate stains, e.g. CD68, and to minimise its loss upon the other stains. This would cause the general features to be extracted from the remaining stains. Low recall for CD68 and CD3 indicates that the model struggles to identify glomeruli, i.e. the general features do not exist in these stains. This is confirmed in Figure 6, in which the CD68 glomeruli class overlaps the negative class. UDA-CGAN, on the other hand, is trained using the translators and has more sources of variation since each augmentation translator is independent. It can therefore leverage the additional information present in the augmented translations to achieve higher accuracy during application to them, while still learning a stain invariant representation.

### 5.3 Translation Quality

#### 5.3.1 Quality Measure

One way to validate the quality of such translations is to consult a pathologist, however this is expensive and time consuming. Preliminary validation by a pathologist confirms that the translations are indistinguishable from real images.

One of the most widely used measures for validating the quality of generated natural images is the Frechet Inception Distance (FID) [44].

FID measures the distance between features of the generated and real images extracted from the Inception network. Since this network is trained on natural images, it is not directly applicable to the medical domain. Instead, a new network could be trained on histopathological data and used as a feature extractor. However, due to (relatively) limited available data (in comparison to the ImageNet database which contains $\sim 14$ million training images), it is likely that the trained network will capture dataset specific features (as confirmed by the experiments presented in this discussion), and thus will not reflect the accuracy of translated patches.

Moreover, FID is a highly biased estimator [45], and has been shown to not be correlated with classification accuracy [46], as is the concern of this work.

#### 5.3.2 Noise

Since both directions of translation (PAS to target and vice versa) obtain visually good results, it is unclear why the performance of MDS1 and MDS2 vary so much. Recent literature [47] indicates that cycle-consistency $L_{\text{cyc}}$, Eq. (1), forces image-to-image translation models to hide information necessary for proper reconstruction of $A_{\text{rec}}$ and $B_{\text{rec}}$ in the form of imperceptible low amplitude, high frequency noise in $A'$ and $B'$ (see Figure 3). It is reasonable to assume that such noise will have an affect on the model’s performance.

To illustrate this phenomena, we use the composition of translations $PAS \rightarrow \text{Target} + \mathcal{N}(0, \sigma) \rightarrow PAS$, where $\mathcal{N}(0, \sigma)$ is a zero mean Gaussian distribution with standard deviation $\sigma$. Figure 8 presents reconstructions of the same PAS image after translation to each target stain, with different standard deviation of additive noise. This shows that not all target stain translators encode information in the same way. For example, adding noise with a standard deviation of 0.5 to the CD68 intermediate stain results in a higher reconstruction error than adding the same noise in the Jones H&E intermediate stain. We suspect that the level of noise in each target staining correlates with the difficulty of translation i.e. harder translations require more noise. StarGAN appears to be more sensitive to the additive noise than CycleGAN. Potentially because it performs the much harder task of multi-stain translation. In order to properly reconstruct its input, more information may need to be hidden and thus it may be more sensitive to additive noise.

In order to quantify this sensitivity to noise, Bashkirova et al. [47] propose the following measure: the mean pixel difference $\delta$ between the translations with and without noise is measured and is repeated for a range of standard deviations $\sigma$. The area under the resulting $\sigma - \delta$ curve summarises the translator’s sensitivity (lower is better, i.e. less
sensitive). This is calculated here using the target-to-source translations of 100 random PAS patches from each class and $\sigma \in [0, 0.025, 0.05, 0.075, 0.1]$, see Table 5.

| Stain     | Jones H&E | CD68  | Sirius Red | CD34  |
|-----------|-----------|-------|------------|-------|
| CycleGAN  | 5.359     | 14.778| 7.423      | 11.841|
| StarGAN   | 11.672    | 43.602| 17.28      | 16.288|

Table 5: Sensitivity to noise calculated for each target stain based on 100 random patches from each class.

These were derived from the same PAS source patches but the generators were trained on different target data. Some caution should therefore be taken when comparing between stains, however, these are as close as possible to being comparable. The orders of sensitivity correlate with both the MDS1 and MDS*_1* $F_1$ scores presented in Table 1. It is impossible to do the same analysis for MDS2, i.e. Target $\rightarrow$ PAS $\rightarrow$ Target, as the target datasets are different.

The relatively high sensitivity to noise (therefore potentially high levels of noise present in the translation) offers an explanation for UDA-CGAN’s relatively low precision in CD68 and CD34, and UDA-*GAN’s relatively low precision overall.

For further illustration, Figure 9 presents a Sirius Red and CD34 glomerulus patch translated to PAS using translators taken from different CycleGAN training epochs, along with its segmentation using the overall best performing PAS model (which, being trained on PAS, is sensitive to its distribution). Unintuitively, good visual appearance does not correlate with reliable segmentation (this holds for all stains), which suggests that there is a limitation on the direct application of cycle-constrained image-to-image translation methods in clinical practice. Brieu et al. [3] chose the set of training epochs by visual inspection, however, these findings indicate that this is not a good strategy and may lead to the model learning irrelevant features. Furthermore, weakly-supervised approaches based on the performance of an already trained model may not be a good alternative, as the learned features may differ between models and are not necessary task-related.

These analyses, and recent studies on the adversarial nature of CycleGANs [48, 49], lead to the hypothesis that the translations suffer from invisible artifacts produced by the CycleGAN. The extent and type of these artifacts could be related to stain differences. Stains with a greater difference require more complicated translation, forcing the translators to hallucinate specific features, as confirmed by Mercan et al. [18]. From this perspective, it can be understood why UDA-CGAN outperforms MDS1 and MDS2 as the model is forced to be robust to artifacts produced by different translations. In this sense, the lack of improvement offered by Multi UDA-CGAN model (see Table 1) over UDA-CGAN can be understood. In MDS1, these artifacts hamper the performances as translated images could act as
Figure 9: Glomeruli patches translated to PAS using CycleGAN models from different training epochs with PAS glomeruli segmentations (i.e. MDS1 approach) and their $F_1$ scores. N.B. images look realistic but segmentations vary widely.

adversarial examples, while in MDS2, these artifacts could be considered by the model as features. We hypothesise that a mechanism for assessing the quality of the translation, such as FID [44] in natural images, would offer further improvement.

This only goes to emphasise the care and consideration needed for the direct application of unpaired image-to-image translations in the medical domain, and when used in clinical practice the implications should be held up to even greater scrutiny. Since the proposed approach merely uses the translations to remove a model’s bias, see Figure 6, we largely avoid such concerns.

6 Conclusions

To summarise, this article presents a state-of-the-art model, UDA-GAN, that outperforms all other existing pixel-space alignment approaches in five different stainings. The model is domain invariant (including to unseen stains), can be
easily extended to new stainings, and the training procedure is general, in that it can be used in different segmentation and classification tasks.

The usefulness of “translating” stainings has therefore been demonstrated in this context but it should be emphasised that diagnostically relevant information can be lost on the way. We should also emphasise that the primary intention of this translation is to save on resources and time for annotation, not to replace the process of physical staining modalities.

UDA-GAN’s stain invariance has been shown through quantitative results and by analysing its feature distribution and attention, which demonstrate that patches from all stainings are more aligned than with competing approaches. The approach uses pixel space alignment, which aids in visual interpretation and verification. The results have been discussed and related to those found in the literature. Namely that choosing translation model epochs by visual inspection is not the best approach (although no formal method for selecting the epochs to be used nor evaluating quality exists) and that the direction of translation of the data cannot be simply prescribed a priori. Finally, UDA-GANs limitations were presented; it is still unclear exactly why the model’s performance degrades with certain stainings despite visually accurate translations. We hypothesise that some stainings are far from each other in terms of biological structures highlighted, in particular immunohistochemical staining methods highlighting migratory immune cells can be far from conventional histology staining methods making the translation task harder. Therefore, the translation model is forced to introduce hidden information.

Although UDA-GAN approaches diminish these effects to some extent, all these findings indicate that the application of image-to-image translation to medical imaging should be done with careful consideration.
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