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Abstract—Given a collection of vertex-aligned networks and an additional label-shuffled network, we propose procedures for leveraging the signal in the vertex-aligned collection to recover the labels of the shuffled network. We consider matching the shuffled network to averages of the networks in the vertex-aligned collection at different levels of granularity. We demonstrate both in theory and practice that if the graphs come from different network classes, then clustering the networks into classes followed by matching the new graph to cluster-averages can yield higher fidelity matching performance than matching to the global average graph. Moreover, by minimizing the graph matching objective function with respect to each cluster average, this approach simultaneously classifies and recovers the vertex labels for the shuffled graph. These theoretical developments are further reinforced via an illuminating real data experiment matching human connectomes.
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I. INTRODUCTION

Graphs are powerful tools for modeling complex real-world relationships. A graph \( G = (V, E) \) consists of two components: a set of vertices, \( V \), and a set of edges, \( E \), that represent connections among the vertices. For instance, we can use graphs to model social networks such as Facebook or Instagram, where vertices represent single users and edges represent friendship relationships [40]. Directed graphs, which are created by adding a direction to each of its edges, can be useful to model information networks such as the World-Wide Web [12]. In epidemiology, scientists create models on a selected graph to measure and predict the spread of a certain disease, e.g., the SIR model [1] and the Newman model [41]. More recent work [13, 14] discusses the advantages of representing the brain as a graph; for example, MRI scans of patients are converted into graphs by defining neuronal regions as vertices while connections across regions are considered as edges [28]. For more types of usage of graphs to model real-world complex systems, we refer the reader to [32], [42], [43]. Note that in the network science literature, the terms networks, nodes and links may be used in place of graphs, vertices and edges, respectively [7]; we shall use graphs/networks, vertices/nodes and edges/links interchangeably in the sequel.

Statistical analysis of networks often begins by positing a random network model to account for the network-valued data [27], [32]. Popular network models range from the simple Erdős-Rényi model [21] in which all edges in the network are equally likely to exist; to the stochastic blockmodel (SBM) [30] in which vertices belong to latent communities and edge probabilities depend only on the community memberships of the associated vertices; to the latent space models (LSMs) [29] in which vertices are endowed with latent positions and edge probabilities across a pair of vertices are determined by a kernel function of their associated latent positions. These models (and their myriad variants) have conditionally independent edges (conditioned on the node memberships in SBM; conditioned on the latent positions in LSMs), a property that makes them tractable and amenable for establishing important statistical notions such as consistent estimation [5], [9], [10], asymptotic normality [6], [57] and efficiency [56]. Although the simplistic nature of these models is often insufficient for capturing all the nuances of the real-world data [52], there is a growing literature that suggests these models can capture meaningful and important structure in even complex real networks (see, for example, [14], [49], [59], [64]).

One important inference task in the network literature is that of graph matching. The graph matching problem seeks to find an alignment across the vertex sets of two (or more) networks that minimizes the amount of structural disagreements induced across the networks; for comprehensive surveys of the state of modern graph matching, see [15], [25], [66]. In its simplest form, the graph matching problem (GMP) is defined as follows. Let \( \mathcal{G}_n \) be the space of undirected, loop-free, unweighted networks with \( n \) vertices, and define the Frobenius norm of a matrix \( X \in \mathbb{R}^{a \times b} \) as \( \|X\|_F := (\sum_{i=1}^{a} \sum_{j=1}^{b} X_{ij}^2)^{1/2} \). Given \( G_1, G_2 \in \mathcal{G}_n \) with respective adjacency matrices \( A \) and \( B \) (so that \( A_{ij} = 1 \{\{i, j\} \in E(G_1)\} \), with \( B \) defined similarly), the GMP seeks to minimize \( \|A - PBP^T\|_F \) over all \( P \in \Pi_n \), where \( \Pi_n \) denotes the space of \( n \times n \) permutation matrices. Variants of the classical problem...
allow for the GMP to tackle weighted, directed, richly featured networks of different orders (see, for example, [24]). Throughout this manuscript, we use the terms graph and adjacency matrix interchangeably as they provide equivalent information.

The graph matching literature is recently divided into (at least) two distinct branches: algorithmic development and theoretical graph de-anonymization (with notable cross-over work tackling provable algorithmic de-anonymization; see for example [8], [22]). In the graph de-anonymization literature, a latent alignment across vertex sets is posited and the question of whether an oracle graph matching algorithm can recover this alignment under various noise models is tackled. Recent work in this area has focused on establishing phase transitions for graph de-anonymization in terms of the error level in correlated Erdős-Rényi models [16], [17], [37], [48], [65], in the correlated SBM model [36], [47], [50], and in more general correlated edge-independent graph models [39]. In these models, it is often assumed that edges within each network are (conditionally) independent, and that edges across the network pair are independent except that for each \( \{i, j\} \in \binom{V}{2} \), \( A_{ij} \) and \( B_{ij} \) are positively correlated, where \( \binom{V}{2} \) denotes the set of all unordered 2-tuples of distinct elements of \( V \).

Inspired by the error model in [3] (introduced first in the context of correlated Erdős-Rényi models in [48]), we will work in the following network error model.

**Definition 1:** Let \( Q \in [0, 1]^{n \times n} \) be a symmetric matrix. Given \( B \in \mathbb{G}_n \), we say that \( S \) is a \( Q \)-errorful observation from \( B \) (written \( S \sim BF(B, Q) \) for \( S \) a “bit-flipped” perturbed \( B \)) if for each \( \{i, j\} \in \binom{V}{2} \), we have that

\[
S_{ij} = B_{ij}(1 - X_{ij}) + (1 - B_{ij})X_{ij},
\]

where \( X_{ij} = X_{ji} \overset{ind}{\sim} Bernoulli(Q_{ij}) \). Note that we do not allow for self-loops in \( B \) or \( S \) so the diagonal elements of \( Q \) are not used in this construction. When \( Q \) is the constant matrix with entries identically equal to \( q \), we write \( S \sim BF(B, q) \) in lieu of \( S \sim BF(B, Q) \).

This model makes no a priori assumptions on the underlying distribution of \( A \), which allows for de-anonymization criteria to be established in dependent-edge network settings (i.e., in settings where edges within a network are not (conditionally) independent); see [3] for detail.

**Remark 1:** Note that in the sequel, we will be considering “bit-flipped” perturbed graphs \( S \sim BF(B, Q) \) where \( B \) is a Erdős-Rényi random graph with parameter \( p \) (abbreviated \( B \sim ER(n, p) \)); i.e., if each edge is present in \( B \) with probability \( p \) independent of the presence or absence of all other edges. For further connection of our “bit-flipped” model to the graph de-anonymization phase transition work of [17], [65] in Erdős-Rényi graphs, see Appendix 7.2.

The inference task we consider herein is a hybridization of graph matching and graph classification. Classification tasks on networks consist of two main sub-categories: node classification and graph classification. Node or vertex classification considers labels at the level of vertices in the network, and seeks to use the information from a priori labeled vertices in the network to classify vertices whose label is initially unknown; note that label classification can occur within a single network or across vertices of a collection of networks. Graph classification considers a class label at the graph level, and seeks to use the information from an a priori labeled collection of networks to classify networks whose label is initially unknown; note that graph classification must occur in the setting of multiple observed networks. One popular method for graph-level classification is to use graph kernels to measure the similarity of graphs and then define a classifier on the similarity matrices, see [11], [46], [53]. Traditional classifiers on vectorized graphs are also equipped with regularizations that enforce some network structure [4], [61], [62]. Deep learning based classifiers are also popular, especially with the growing interest in neural networks; for example [20], [45]. Another common approach is to find a proper embedding of the graph (e.g., spectral embedding) and then build a classifier for the graphs in the embedding space; e.g., perform a hierarchical clustering via a proper metric [51].

### A. Shuffled Graph Classification

The authors in [60] consider the shuffled graph classification problem, which is the task of classifying graphs at the graph-level. They note that when the vertex correspondences are fully observed across each pair in a collection of networks, then classical classification methods can be used to classify graphs with unknown class types (e.g., a straight-forward classification algorithm can be implemented by choosing a suitable metric across labeled graphs and considering either the Bayes plug-in classifier or the k-nearest neighbor classifier). However, the paper points out that usually the assumption of fully labeled vertices is unrealistic. Rather, sets of shuffled graphs—which are labeled graphs with unknown labeling functions, or unlabeled graphs—should be considered instead. Under this setting, one approach is to apply a graph matching algorithm to reconcile the vertex label uncertainties, after which classical classification algorithms can be employed.

Before defining our task further, we first remark that a pair of graphs \( A \) and \( B \) in \( \mathbb{G}_n \) are said to be vertex-aligned if the identity permutation is a priori known to be the true alignment across the vertex sets of the two graphs. We note here that the notions of vertex-aligned and graph matched are subtly different. Vertex-aligned graphs have a true, known correspondence across their vertex sets. This alignment is often dictated by known vertex-labels or features in the network, or is provided by a subject matter expert in real data scenarios. This true alignment is not necessarily the optimal alignment for the graph matching problem. This is often the case in real data networks, where the behavior of vertices across networks is not correlated as strongly as in our models (see, e.g., [39]).

Inspired by the work above, we then consider the following shuffled graph classification problem setup. Consider a collection of \( m \) vertex-aligned graphs of \( k \) different classes/types (heretofore called the “in-sample” networks), where we model the vertex-alignment across each pair as being known a priori. Note that we will consider these in-sample networks as being graphs on a common vertex set. While this could be relaxed to allow for partial alignment, the main results of the paper are
analogous, and for the sake of readability, we do not pursue this further herein. Note that if we assume that the graph class labels are initially unknown, we can estimate the class memberships of the in-sample networks via graph-level clustering. We can then use these estimated class labels in our classification procedure. Given an additional (“out-of-sample”) graph with both unknown type (assumed to be one of the k represented in the initial collection of m graphs) and unknown vertex correspondence to the collection of m networks, how would we best (i) recover the vertex correspondences between the collection of in-sample networks and the out-of-sample network and (ii) classify its graph type? Note that while we assume all graphs have the same vertex count (denoted n here), this can be relaxed easily in our graph matching framework via strategic network padding; see [24].

This is an important problem in the area of data fusion, in which two samples might come from different data sources. Ideally we would want to utilize all of the existing data/information (including the vertex and graph labels) in subsequent inference, and algorithms that require known vertex correspondences would require the label correspondences to be resolved across samples (e.g., tensor factorization [34], joint graph embedding [2], [35], [44], network regression [67], paired graph testing [55], etc.). While often we can anticipate data coming from the same source to be already matched (i.e., vertex-aligned), such assumption often would not carry over different sources.

The main contributions of this paper are as follows: We provide a novel exploration of the problem of matching a label-shuffled graph to a collection of vertex-aligned networks (Section II). We provide approaches for matching the shuffled graph to the matched collection at three levels of granularity: matching to a coarse average (Section III), to a clustered average (Section IV), and to each graph individually. Throughout, we provide both theory and illustrative experiments showing the benefits/costs of matching at each level of granularity based on the latent structure of the a priori matched collection, with an emphasis on the benefit of clustered matching if the clusters in the matched collection are sufficiently different.

**Notations:** For functions \( f, g : \mathbb{Z}_{\geq 0} \to \mathbb{R}_{\geq 0} \), we will make use of the following standard asymptotic notations: we write \( f = O(g) \) if \( \exists C > 0, n_0 \in \mathbb{Z}_{\geq 0} \) s.t. \( f(n) \leq C g(n) \) for \( n \geq n_0 \); \( f = \Omega(g) \) if \( \exists C > 0, n_0 \in \mathbb{Z}_{\geq 0} \) s.t. \( C g(n) \leq f(n) \) for \( n \geq n_0 \); \( f = \Theta(g) \) if \( f = \Omega(g) \) and \( f = O(g) \); \( f = o(g) \) if \( \lim_{n \to \infty} \frac{f(n)}{g(n)} = 0 \); \( f = \omega(g) \) if \( \lim_{n \to \infty} \frac{g(n)}{f(n)} = 0 \).

II. CLUSTERED GRAPH MATCHING FOR CLASSIFICATION

Before formally defining our graph matching setup, we first note that all graphs/parameters considered herein are implicitly indexed by \( n \); so that the background graphs \( B^{(i)} \) are graph sequence \( \{B_n^{(i)}\}_n \), permutations \( P \) are permutation sequence \( \{P_n\}_n \), with model parameters \( m = m_n, k = k_n, \xi = \xi_n, p = p_n \), etc., all varying in \( n \). In the sequel, we suppress the \( n \)-index moving forward to ease notation.

Formally, the problem we consider is defined as follows. Suppose \( B^{(1)}, B^{(2)}, \ldots, B^{(k)} \in \mathcal{G}_n \) denote \( k \) vertex-aligned, unobserved graphs; each of them represents a distinct graph type/class (in the classification framework). We will consider both settings in which these background graphs are assumed to be latent and fixed, or in which they are assumed to be latent graph-valued random variables. In the latter case, we will condition on the \( B^{(j)} \)'s before generating the subsequent \( S^{(j)} \)'s below. For each \( j \in [k] := \{1, 2, 3, \ldots, k\} \) let \( m_j \in \mathbb{N} \) be such that \( \sum_j m_j = m \), and consider \( S^{(j)} \sim \text{BF}(B^{(j)}, p_j) \) for \( 0 < p_j < 1/2, j = 1, 2, \ldots, m_j \), and further assume that the collection of graphs \( \{(S^{(j)}_{i})_{i=1}^{m_j}\}_{j=1}^{k} \) are conditionally independent given \( B^{(1)}, B^{(2)}, \ldots, B^{(k)} \). The assumption that \( p_j < 1/2 \) is justified as follows. If \( p_j = 1/2 \) for some \( j \), then \( S^{(j)} \) is i.i.d. \( \text{ER}(n, 1/2) \), and they carry no information on \( B^{(j)} \). If \( p_j > 1/2 \), then \( \text{BF}(B^{(j)}, p_j) \equiv \text{BF}(B^{(j)}, 1 - p_j) \), where \( B^{(j)} \) is the complement graph of \( B^{(j)} \). Thus, by replacing \( B_j \) by its complement we can reduce to the case where \( p_j < 1/2 \).

For each \( j \in [k] \), the graph in \( \{S^{(j)}_{i}\}_{i=1}^{m_j} \) represent the observed in-sample networks of type \( j \), which can be thought of as edge-noisy, vertex-aligned versions of the background graph \( B^{(j)} \). Consider further a fixed \( r \in [k] \) and further simulate \( A \sim \text{BF}(B^{(r)}, p_r) \) independent (conditionally given the \( B^{(1)}, B^{(2)}, \ldots, B^{(k)} \) of all \( \{S^{(j)}_{i}\} \) where \( 0 < p_r < 1/2 \) are fixed; letting \( P^* \) be a fixed but unknown permutation in \( \Pi_n \), we observe \( R = (P^*)^T A P^* \), which here represents the out-of-sample, label-obsfuscated graph.

Our task then is as follows: given the collection of vertex-aligned networks \( \{S^{(j)}_{i}\} \), we seek to recover both the vertex alignment (here \( P^* \)) and the graph label (here \( r \)) of \( R \). Matching \( R \) to \( \{S^{(j)}_{i}\} \) to recover the correct vertex alignment of \( R \) can here proceed at (at least) three levels of granularity:

i. (Coarse matching) Define the global average matrix \( C = \frac{1}{m} \sum_{j} S^{(j)} \); note each entry of \( C \) is in the interval \([0,1]\). We can match \( R \) to \( C \) to recover the labels of \( R \).

ii. (Clustered matching) Compute the class-level graph means: Let \( \ell \in [k] \), and let \( C_{\ell} \) be the set of graphs in class \( \ell \), define

\[
C_{\ell} := \frac{1}{|C_{\ell}|} \sum_{S^{(j)}_{i} \in C_{\ell}} S^{(j)}_{i}.
\]

Match \( R \) to each \( C_{\ell} \), computing \( \Delta_{\ell} = \min_{P \in \Pi_n} \|C_{\ell} - P R P^T F\|_F \). Letting \( \ell^{*} = \text{argmin}_\ell \Delta_{\ell} \), classify \( R \) as type \( \ell^{*} \) and label \( R \) via \( P_{\ell^{*}} \in \text{argmin}_{P \in \Pi_n} \|C_{\ell^{*}} - P R P^T F\|_F \). Note that if the class labels are initially unobserved for the in-sample graphs, we can obtain estimated labels via clustering the \( S^{(j)}_{i} \)'s into \( k \) clusters, and then use these cluster assignments as class labels for the above procedure.

iii. (Fine matching) Match \( R \) to each \( S^{(j)}_{i} \), computing \( \Delta_{ij} = \min_{P \in \Pi_n} \|S^{(j)}_{i} - P R P^T F\|_F \).

Letting \( \{i^{* \prime \prime}\} \in \text{argmin}_{i} \Delta_{ij} \), label \( R \) via \( P_{i^{* \prime \prime}} \in \text{argmin}_{P \in \Pi_n} \|S^{(j)}_{i^{* \prime \prime}} - P R P^T F\|_F \).

While we suspect (and empirically it is often the case; see Section V-C) that the clustered matching strategy would yield the highest fidelity recovery of \( P^* \) (i.e., of the permutation
that unshuffles $R$), this is not always the case. Indeed, the data smoothing obtained via cluster/class averaging can yield worst matchings if there is sufficient variability/bias across the elements being averaged, in which case the false matching may yield higher fidelity results. While this is an important issue to untangle, we do not pursue this further here as in our simulations and experiments, clustered averaging yields the best (or close to the best) results.

There is a further computational advantage to clustered matching, as it only requires computing $m$ matchings. In settings where $m$ and $n$ are large, computing all pairwise matchings can be prohibitively expensive. At the other extreme, while coarse matching is computationally less expensive, if there is significant structural differences across $B(1)$, $B(2)$, ..., $B(k)$, then it is natural to expect the signal of the true cluster to be whitened out in $C$, and matching $R$ to $C$ will not recover $P^*$.

We shall demonstrate below that the clustered matching balances computational feasibility and within-class signal fidelity to produce an accurate, more scalable estimate of $P^*$. Moreover, the clustered matching alone is able to solve both aspects of our inference task simultaneously, both matching and classifying $R$ in one step.

### III. The Good and the Bad of Coarse Matching

In this section, we explore both the potential benefits and potential problems associated with the coarse matching strategy. We consider first the case where $k = 2$; i.e., where we have two distinct asymmetric (i.e., $PB(B^i)^T \neq B(B^i)$ for all $P \neq I_n$) background graphs $B(1)$ and $B(2)$. Suppose further

$$\{I_n \neq \arg\min_{P \in \Pi_n} \|B(1) - PB(2) P^T\|_F.$$ (1)

Note that if (1) did not hold, then (under modest assumptions) coarse matching would be successful in unshuffling $R$ with high probability. Equation (1) is necessary for us to explore the break-down point when coarse matching may fail and clustered matching succeed. We note here that in this section $B(1)$ and $B(2)$ are still modeled as vertex-aligned in that the true underlying permutation between graphs is still the identity matrix. The setting in this section captures the often-true reality that the true underlying permutation (according to the assigned data labels) is not Graph Matching optimal.

Without loss of generality, let $A \sim BF(B(1), p_1)$ for $p_1 \in (0, 1/2)$, so that $R = (P^*)^T AP^*$ is our out-of-sample network and $P^*$ is the correct permutation that unshuffles $R$. Here, matching $R$ to $C$ amounts to trying to find $P^*$ by solving the following quadratic assignment problem (where, to ease notation, $f(P) := \sum_{ij} tr(S_{ij}^T P R P^T)$):

$$\min_P \|C - PRP^T\|_F \iff \max_P \sum_{ij} tr(S_{ij}^T P R P^T) \iff \max_P f(P)$$

Letting $\mathbb{E}_B(\cdot) = \mathbb{E}(\cdot | B(1), B(2))$, if $B(1) \in G_n$ (resp., $B(2)$) denotes the complement graph of $B(1)$ (resp., $B(2)$) we have, where $P^* := P(P^*)^T$ to ease notation,

$$\mathbb{E}_B\left(tr\left(S_{ij}^T P R P^T\right)\right) = (1-p_1)(1-p_2) tr\left(B(j)^T P^* B(1)^T (P^*)^T\right).$$

Moreover, assume for the moment that $P^* := P(P^*)^T$ shuffles exactly $\xi$ labels, and that $\mathbb{E}_B(f(P) - f(P^*)) < 0$, which implies that $P^*$ is better than $P$ for matching $R$ to $C$, on average. This condition ensures that there are enough “good” matches to $A$ (i.e., those from the same background) in the in-sample set to mitigate the effect of averaging the entire collection of $m$ networks, as those from $B(2)$ will, with high probability, not match correctly to $A$.

**Proposition 1:** With notation as above, if

$$-\mathbb{E}_B(f(P) - f(P^*)) = \omega\left(m\xi\sqrt{n\log n}\right),$$ (3)

holds for all $\xi \in \{2, 3, ..., n\}$ and all $P$ such that $P(P^*)^T \in \Pi_{n,\xi}$ (where $\Pi_{n,\xi}$ is the set of permutations shuffling exactly $\xi$ labels), then

$$\mathbb{P}\left(P^* \neq \arg\min_P \|C - PRP^T\|_F\right) = e^{-\omega(n\log n)}$$

The proof of this proposition combines McDiarmid’s inequality with a standard union over such $P$ and $\xi$; see Appendix 7.6 for derivation. Note that this union bound combined with McDiarmid or similar concentration bounds is a standard argument in the literature, appearing in multiple other graph matching works (see, for example, [38], [39], [54] among others). Lastly, as an example of the feasibility of (3), note that if the background graphs $B(1) \sim ER(n, q_i)$, then under mild assumptions $-\mathbb{E}_B(f(P) - f(P^*)) = \Theta(m\xi n) \in \omega(m\xi\sqrt{n\log n})$, and (3) holds.

### B. The Cost of Averaging

The case where coarse averaging is detrimental to matchability is a bit more nuanced. Assume that there exists a $P$ such that $P(P^*)^T \in \Pi_{n,\xi}$ and $\mathbb{E}_B(f(P) - f(P^*)) > 0$. This is tantamount to the noise contributed by the class 2 graphs obfuscating the alignment signal present in the in-sample class 1 graphs. Indeed, the optimal graph matching permutation between a class 1 and class 2 graph will, with high probability, not be the true latent (in the case of the out-of-sample graph) or observed (in the case of in-sample graphs) alignment.

To see the effect of averaging with this noise, we first define for each $x \in \{0, 1\}^4$, the following quantity, which captures the edge/non-edge patterns in the graphs before and after shuffling,

$$N_x := \left\{ h, \ell \in \binom{V}{2} \text{ s.t. } B(1)[\sigma(h), \sigma(\ell)], \right\}$$
We then have the following theorem (see Appendix 7.3 for the proof using Stein’s method).

**Theorem 1:** Under the setup as above, let \( p_1 = p_2 = p \) for fixed \( p \in (0, 1/2) \). If any of the following conditions hold

1. \( m_1 - m_2 = o(m) \) and \( N_{1110} + N_{0001} = \omega((n\xi)^{2/3}) \);
2. \( m_1, m_2 = O(m) \), \( m_1 - m_2 = \Theta(m) \) and \( N_{1110} + N_{0001} + N_{1001} + N_{0110} = \omega((n\xi)^{2/3}) \);
3. \( m_2/m_1 = \omega(1) \) and \( N_{1110} + N_{0001} + N_{1001} + N_{0110} = \omega((n\xi)^{2/3}) \);
4. \( \frac{m_2}{m_1} = \omega(1) \),

then we have that

\[
\frac{f(P) - f(P^*) - \mathbb{E}_B(f(P) - f(P^*))}{\sqrt{\text{Var}_B(f(P) - f(P^*))}}
\]

converges in law to a standard normal random variable with

\[
\text{Var}_B(f(P) - f(P^*)) = O\left(n \xi m^2 \right),
\]

The conditions in Theorem 1 ensure that \( B^{(1)} \) and \( B^{(2)} \) have sufficiently many edgewise structural differences post-shuffling to provide an adequate sample size for Stein’s normal approximation method to provide approximate normality of \( f(P) - f(P^*) \), as well as sufficient variance growth for \( f(P) - f(P^*) \) which will be used later to provide sharp concentration of this difference. We suspect these precise conditions are not necessary, and can be relaxed with more careful analysis of the mismatch between \( B^{(1)} \) and \( B^{(2)} \), though we do not pursue this further here.

As an immediate consequence of Theorem 1, we have the following corollary, which shows that the incorrect permutation \( P \) is a better solution of the quadratic assignment problem.

**Corollary 1:** Given the conditions of Theorem 1, if \( \mathbb{E}_B(f(P) - f(P^*)) > 0 \) we have the following:

1. With no further assumptions on \( \mathbb{E}_B(f(P) - f(P^*)) \), we have that \( \Pr(f(P) > f(P^*)) \geq 1/2(1-o(1)) \),
2. If we assume that \( \mathbb{E}_B(f(P) - f(P^*)) = \omega(\sqrt{\frac{n\xi}{\log n}}) \), then we have that \( \Pr(f(P) > f(P^*)) \geq 1-o(1) \).

Note that in the case where \( \mathbb{E}_B(f(P) - f(P^*)) < 0 \) for every \( P \neq P^* \), if we do not provide an associated growth rate, then the same proof as in Theorem 1 yields \( \Pr(f(P) > f(P^*)) \leq 1/2(1-o(1)) \). The growth rate assumption in (3) is made to uniformly bound these probabilities close to 0.

**Remark 2:** Sections III-A and III-B imply that the key for correctly recovering the latent vertex alignment for the out-of-sample graph is

\[
\text{tr} \left( B^{(2)} B^{(1)} \right) - \text{tr} \left( B^{(2)} P^* B^{(1)} (P^*)^T \right) < \frac{m_1 (1 - 2p_1)}{m_2 (1 - 2p_2)}
\]

This is akin to a signal-to-noise ratio bound, so that coarse matching is successful if the noise contributed by the class 2 graphs is comparatively small. Note that there is a gap in the growth rates of (3) and Corollary 1 used to ensure coarse matching will/will not fail with high probability. While we suspect a sharp phase transition is present, we do not pursue this further herein.

### C. Matching When \( k \) Greater Than 2

We next consider cases where \( k > 2 \); i.e., where we have multiple distinct backgrounds \( B^{(1)}, B^{(2)}, \ldots, B^{(k)} \). Further suppose that for all \( j = 2, 3, \ldots, k \),

\[
\{I_n\} \notin \arg\min_{p \in \Pi_n} \|B^{(1)} - PB^{(j)}P^T\|_F.
\]

Without loss of generality, let \( A \sim \mathbb{B}(B^{(1)}, p_1) \), so that we observe \( R = (P^*)^T A P^* \). In the \( k = 2 \) case, we saw that the noise contributed by the graphs not from the background class of \( A \) (i.e., the one satisfying (1)) could overwhelm the signal provided by the graphs from the same background class as \( A \). When \( k > 2 \), the effect of this noise can be more nuanced. In one direction, note that the same McDairmid’s inequality argument as in the \( k = 2 \) case yields that if \( -\mathbb{E}_B(f(P) - f(P^*)) \) is sufficiently big for all \( P \neq P^* \), then, with high probability, matching \( R \) to \( C \) will yield the correct alignment.

In the other direction, if there exists a \( P \) such that \( P^{(P^*)^T} \) shuffles \( \xi \) vertex labels and \( \mathbb{E}_B(f(P) - f(P^*)) > 0 \), then we have the following result (which is an immediate corollary of the analogue of Theorem 1 in the present setting).

**Corollary 2:** Under the setup as above with \( p_1 = p_2 = p \) for all \( i \in [k] \), if \( n\xi/m^3 = \omega(1) \) and \( \mathbb{E}_B(f(P) - f(P^*)) > 0 \), then

1. with no further assumptions on \( \mathbb{E}_B(f(P) - f(P^*)) \), we have that \( \Pr(f(P) > f(P^*)) \geq 1/2(1-o(1)) \),
2. if we assume that \( \mathbb{E}_B(f(P) - f(P^*)) = \omega\left(m \sqrt{n\xi \log n}\right) \),

we have that \( \Pr(f(P) > f(P^*)) \geq 1-o(1) \).

As in the \( k = 2 \) case, the behavior hinges on \( \mathbb{E}_B(f(P) - f(P^*)) \), which can be more nuanced in the \( k > 2 \) setting, as the following example illuminates.

For each \( i = 1, 2, 3 \), let \( B^{(i)} \ind \text{SBM}(3n, [n, n, n], \Lambda(i)) \), so that for each \( i \), the \( 3n \) vertices in \( B^{(i)} \) are divided into three communities, each of size \( n \). Next, sample independent \( S_{h}^{(i)} \ind \mathbb{B}(B^{(i)}, p_{i}) \) and let \( A \sim \mathbb{B}(B^{(1)}, p_{1}) \). Then,

\[
\text{Etr} \left( P^T \text{APC} \right) = \frac{m_1}{m} \text{Etr} \left( P^T \text{APS}_{1}^{(1)} \right) + \frac{m_2}{m} \text{Etr} \left( P^T \text{APS}_{2}^{(1)} \right) + \frac{m_3}{m} \text{Etr} \left( P^T \text{APS}_{3}^{(1)} \right).
\]

Let \( b_{i} : V \rightarrow \{1, 2, 3\} \) denote the community membership function (so that \( b_{i}(v) = j \) if vertex \( v \) is in community \( j \)), and assume that \( b_{1} = b_{2} = b_{3} \) with

\[
b_{i}(v) = 1 + \mathbb{I}(n + 1 \leq v \leq 2n) + 2 \mathbb{I}(2n + 1 \leq v \leq 3n).
\]

For each \( i, \Lambda^{(i)} \in [0, 1]^{3x3} \) is a symmetric \( 3 \times 3 \) matrix such that for each \( \{u, v\} \in \binom{V}{2} \), (where \( E_{i} \) is the set of edges of \( B^{(i)} \),

\[
\mathbb{I}\{u, v\} \in E_{i}\} \sim \text{Bernoulli}(\Lambda^{(i)}[b_{i}(u), b_{i}(v)]).
\]

Let \( p_1 = p, p_2 = p_3 = q \), and let \( a > r > 0 \), and \( \epsilon > 0 \). Define \( \Lambda^{(i)} \) as follows. Each \( \Lambda^{(i)} \) has all entries identically equal to \( r \) except that \( \Lambda^{(1)[1, 1]} = a, \Lambda^{(2)[2, 2]} = a + \epsilon, \) and \( \Lambda^{(3)[3, 3]} = a + c. \) To demonstrate the complications of averaging multiple backgrounds, consider for example (among other similar choices) \( a = 0.3, \epsilon = 0.5, r = 0.1, p = 0.4, q = 0.1 \). Let \( P \) be any fixed permutation that flips all the vertices between
blocks 1 and 2. When \( m_2 = 2m_1 \) and \( m_3 = 0 \),
\[
\text{Etr}(AC) = c_1n^2(1-o(1)); \quad \text{Etr}(PTAPC) = c_2n^2(1-o(1));
\]
and when \( m_2 = m_1 = m_3 \),
\[
\text{Etr}(AC) = c_1n^2(1-o(1)); \quad \text{Etr}(PTAPC) = c_3n^2(1-o(1)),
\]
where \( 1 < c_3 < c_1 < c_2 < 2 \) are constants that can be obtained from direct mathematical computation. As \( \text{tr}(AC) \) and \( \text{tr}(PTAPC) \) concentrate tightly about their means, we see that for sufficiently large \( n \), flipping blocks 1 and 2 via \( \Pi \) (an optimal alignment of \( \Lambda^{(1)} \) and \( \Lambda^{(2)} \)) when \( m_2 = 2m_1 \) and \( m_3 = 0 \) will, with high probability, result in a better match for the average than the true identity alignment. This is unsurprising, as \( \Lambda^{(2)} \) is designed for this end; i.e., to attract the dense blocks in \( \Lambda^{(1)} \) to block 2 in \( \Lambda^{(2)} \). If, however, the wrong-class-in-sample graphs are evenly split between classes 2 and 3 with \( m_1 \) from each of the three classes, then the alignment provided by \( P \) is no longer better than the identity alignment (again with high probability). Noting the same analysis holds for flipping blocks 1 and 3 (an optimal alignment of \( \Lambda^{(1)} \) and \( \Lambda^{(3)} \)), we see here that the noise from the in-sample, wrong-class networks effectively cancels across classes as the wrong-classes pushing the optimal permutation in different, counteracting directions.

It is clear that if all the \( P^{(i)} \)'s that optimally align \( B^{(1)} \) and \( B^{(2)} \) are equal (or overlap significantly), then the noise cancellation demonstrated in the example above will not occur. In the SBM setting, this can be achieved by ensuring that the optimal alignment of \( \Lambda^{(i)} \) to \( \Lambda^{(j)} \) is the identity mapping for \( i,j \neq 1 \). We next seek to generalize this idea to other network models. To this end, we consider the following multiple random dot product graph model from [2].

**Definition 2:** Let \( U \) be an \( n \times d \) matrix with orthonormal columns, and for \( j \in [n] \), let \( U_j \) denote the \( j \)-th row of \( U \). Let \( R^{(1)}, \ldots, R^{(m)} \) be \( d \times d \) symmetric matrices such that \( 0 \leq U_j R^{(i)} U_h^T \leq 1 \) for all \( j, h \in [n], i \in [m] \). We say that the random adjacency matrices \( B^{(1)}, \ldots, B^{(m)} \) are jointly distributed according to the common subspace independent-edge graph (COSIE) model with rank \( d \) and parameters \( U \) and \( R^{(1)}, \ldots, R^{(m)} \) if given \( U \) and \( \{R^{(i)}\}_{i=1}^m \), the collection of networks \( \{B^{(i)}\}_{i=1}^m \) is independent, and for each \( i \in [m] \), the upper-triangular entries of \( B^{(i)} \) are independent and distributed according to
\[
\mathbb{P}
\left( B^{(i)} \mid U, R^{(i)} \right) = \prod_{j<k} \left( U_j R^{(i)} U_h^T ight)^{B^{(i)}_{j,k}} \left( 1 - U_j R^{(i)} U_h^T ight)^{1-B^{(i)}_{j,k}}
\]

The COSIE model of Definition 2 provides a flexible framework for modeling a collection of networks on a common vertex set, and it encompasses many important network models including the multilayer stochastic blockmodel of [30]. The score matrices \( R^{(i)} \) in the COSIE model allow us a similar opportunity as in the SBM setting to ensure that the wrong-class, in-sample graphs are all misaligned in synchrony. We shall now demonstrate this in the following example.

Assume that \( B^{(1)}, \ldots, B^{(m)} \) are jointly distributed according to the COSIE model with rank \( d \) and parameters \( U, R^{(1)}, \ldots, R^{(m)} \), and assume further that the \( R^{(i)} \)'s are diagonal matrices for all \( j \) (this is similar to the model considered in [19], [63]). Suppose further that the diagonal of \( R^{(i)} \) are ordered to be non-decreasing, and that there exists a common \( Q \in \mathbb{R}^d \setminus \{I_d\} \) such that for all \( j \in [m] \setminus \{1\} \),
\[
Q \in \arg\min_{P \in \mathbb{I}_d} \|R^{(1)} - PR^{(j)} PT\|_F,
\]
\[
I_d \notin \arg\min_{P \in \mathbb{I}_d} \|R^{(1)} - PR^{(j)} PT\|_F.
\]

The following lemma, proven in Appendix 7.5, will codify sufficient conditions under which wrong-class in-sample graphs are all misaligned in synchrony.

**Lemma 1:** With setup as above, if there exists a permutation \( P \in \Pi_n \) such that for all \( j \neq 1 \),
\[
1 - 2\|UU^T Q - Q\|_F > \frac{\text{tr}\left( R^{(1)} I_d R^{(j)} I_d^T \right)}{\text{tr}\left( R^{(1)} Q R^{(j)} Q^T \right)},
\]
then \( \forall j \neq 1 \), \( \text{tr}(PU R^{(i)} U^T PT) \) is sufficiently close to the action of shuffling \( B^{(i)} \) by \( Q \) (and yielding \( U Q R^{(i)} Q^T U^T \)); this is used to then lift the shuffling of the unknown \( R^{(i)} \)'s to a shuffling of the observed \( B^{(i)} \)'s.

Next, define
\[
\hat{f}_j(P) := \text{tr}(PU R^{(i)} U^T B^{(i)} Q^T U^T Q^T) - \text{tr}(B^{(i)} Q^T U^T Q^T).
\]

If \( P \) satisfies the conditions in Lemma 1 and \( \sum_{i \neq 1} m_i \) is sufficiently large relative to \( m_1 \), we have
\[
\sum_{i \neq 1} m_i \hat{f}_i(P) > -m_1 \hat{f}_1(P).
\]

Consider now the setting where \( p_1 = \cdots = p_k = p \), and let \( A \sim BF(B^{(i)}, p) \) and let \( \{S_{ij}^{(i)}\} \) as before. We seek then to match the observed network \( R = (P^*)^T A P^* \) with \( C = \frac{1}{m} \sum_{i,j} S_{ij}^{(i)} \). Equation (5) ensures that
\[
\mathbb{E} \left( \text{tr}(PTAPC) \right) = \mathbb{E} \left( \mathbb{E}_B \left( \text{tr}(PTAPC) \right) \right)
\]
\[
= \sum_i \frac{m_i(1-2p)^2}{m} \text{tr} \left( P^T \mathbb{E} \left( B^{(1)} \right) P \mathbb{E} \left( B^{(i)} \right) \right)
\]
\[
> \sum_i \frac{m_i(1-2p)^2}{m} \text{tr} \left( \mathbb{E} \left( B^{(1)} \right) \mathbb{E} \left( B^{(i)} \right) \right)
\]
\[
= \mathbb{E} \left( \mathbb{E}_B \left( \text{tr}(AC) \right) \right) = \mathbb{E} \left( \text{tr}(AC) \right).
\]

A similar application of Stein’s method as in Theorem 4 will yield that \( \text{tr}(A(PCPT - C)) \) suitably scaled and centered will converge to a standard normal random variable. This will yield the following theorem.

**Theorem 2:** With assumptions as in Lemma 1, assume that \( p_i = p \) for some fixed \( 0 < p < 1/2 \) for all \( i \in [k] \). Letting \( P \) satisfy the conditions of Lemma 1, and assume that \( \{m_i\} \) is such that \( (5) \) holds. If \( P(PT)^T \) shuffles \( \ell \) vertex labels, then
\[
n\ell/m^3 = o(1) \implies \text{tr}(A(PCPT - C)) \implies \mathbb{E} \left( f(P) > f(P^*) \right) \geq 1/2(1-o(1)).
\]
if we assume that $\mathbb{E} \text{tr}(A(PCPT - C)) = \omega(\sqrt{n \log n})$, we have that $\mathbb{P}(f(P) > f(P^*)) \geq 1 - o(1)$.

### IV. Clustered Matching

Consider next the case of clustered matching, where for simplicity we will assume the class labels are observed or the clustering perfectly recovers the class labels amongst the in-sample networks $S^{(i)}$. The case in which the clusters are noisy is of great interest, and will be the subject of subsequent work. For each $i \in [k]$, let $C^{(i)}$ be the cluster average of the graphs from class $i$, so that $C^{(i)} = \frac{1}{m_i} \sum_{j=1}^{m_i} S_j^{(i)}$. With $A \sim \text{BF}(B^{(1)}, p_1)$ as before (recall that we observe the shuffled $A$, i.e., $R = (P^*)^T AP^*$), recalling the form of $\mathbb{E}_B(\text{tr}(C^{(i)} P R P^T))$ from (2), we have that for $P \neq P^*$ and $p = p_1 = \cdots = p_k$ (note that this equation is shown in Appendix 7.6),

$$
\mathbb{E}_B \left( \text{tr} \left( C^{(1)} P^* R (P^*)^T \right) \right) - \mathbb{E}_B \left( \text{tr} \left( C^{(i)} P R P^T \right) \right) = (1 - p)(1 - 2p)\|B^{(1)}\|_F^2 - p(1 - 2p)\|B^{(i)}\|_F^2 - (1 - 2p)^2 \text{tr} \left( B^{(i)} P (P^*)^T B^{(1)} P^* P^T \right).
$$

**Theorem 3:** With notation as above, denote $X_{i,P} = \text{tr}(C^{(1)} P^* R (P^*)^T) - \text{tr}(C^{(i)} P R P^T)$. If for all integer $2 \leq \xi \leq n$, and for all $i \neq 1$, and $P$ s.t. $P(P^*)^T \in \Pi_n, \xi$, we have (6) of order $\omega(\sqrt{n \log n})$, then

$$
\mathbb{P}(\exists i \in [k] \setminus \{1\}, P \in \Pi_n \text{ s.t. } X_{i,P} \leq 0) = e^{-\omega(\log(n))},
$$

The proof of Theorem 3 is a straightforward application of Hoeffding’s inequality; see Appendix 7.6.3 for detail.

Theorem 3 implies that with high probability the correct matching of $R$ to $C^{(1)}$ will yield a better objective function value than any other matching of $R$ to any other class mean. Hence, clustered matching can be used to both unshuffel and classify $R$ by assigning it to the cluster/class it matches best to (best in lowest objective function value). As an example, consider the SBM setup of Section III-C, with $\Lambda^{(1)}$ and $\Lambda^{(2)}$ defined as before, and $\Lambda^{(3)}$ set to be $\Lambda^{(2)}$. If $m_1 = m_2 = m_3$, then the results of Section III-C imply that coarse matching would not recover the true permutation, while Theorem 3 implies clustered matching would recover the right permutation with high probability.

### V. Simulations and Real Data Experiments

We will now explore the impact of the three different strategies for matching $R$ to $C$ outlined in Section II, namely coarse matching, clustered matching, and fine matching. Note that in the experiments below, as computing the exact solution of the graph matching problem is often computationally intractable, we rely on the approximate graph matching algorithm, SGM, of [24]. This algorithm will use seeded vertices across $R$ and $C$ (those whose alignments via $P^*$ are a priori provided), as this will help us to hone in on when $f(P^*)$ is sub-optimal, which is our chief computational question.

#### A. Matching in the ER Model

We first consider the effectiveness of the coarse matching strategy in the $k = 1$ setting in a simple Erdős–Rényi model with $n$ nodes and edge probability denoted by $p$. In the $k = 1$ setting, all in-sample networks are equally informative and averaging them into a background $C$ is sensible and recommended as long as the edge flipping probability is not too large. When the $Q$ matrix in Definition 1 is close to $1/2$, the in-sample and out-of-sample graphs become closer to independent, though this can be overcome to an extent by considering a large value of $m$. Formalizing this, we consider $B \sim \text{ER}(n, p)$, and $A, S^{(1)}_1 \overset{i.i.d.}{\sim} \text{BF}(B, q)$, and we match $A$ (i.e., $P^* = I_n$) to $C$ using SGM with 5 randomly chosen seed vertices. In Fig. 1 we consider $p = 1/3$ (similar results are obtained with $p = 0.5$, see Appendix 7.7 and Fig. 6 for detail), and we consider the effect of varying the number of nodes $n$ ($n = 100$ in the figure, see Appendix 7.7 for $n = 50$ plots), and the number of in-sample graphs ($m = 10$ in the left panel, $m = 100$ in the middle panel, and $m = 1000$ in the right panel). In each panel, we plot the SGM objective function value $f = \|A - PCPT\|_F^2$ versus the value of the edge perturbation parameter $q$. When combined with the information in Table I (see also Appendix 7.7 for a full table), we see that for sufficiently small $q$ (here less than 0.2), we will always recover the exact match, and the objective function is steadily increasing. The jump in the objective function scores correspond to the point at which the SGM algorithm no longer recovers the true alignment, which is evidence for the true alignment no longer being optimal. While subtle, we do see that this transition point occurs at a larger value of $q$ when $n$ and $m$ generally increase as expected. The nature of the jump, and the relatively flat objective function value post-jump, across all the figures when SGM fails is indicative of the presence of phantom alignment strength after this critical threshold; see [23] for further detail.

We next consider the case of two backgrounds $B^{(1)} \sim \text{ER}(n = 80, p = 0.2)$ and $B^{(2)} \sim \text{ER}(n = 80, p = 0.4)$. We let $S^{(1)}_1, \ldots, S^{(1)}_{m_1}$ i.i.d. sampled from $\text{BF}(B^{(1)}, q)$ and $S^{(2)}_1, \ldots, S^{(2)}_{m_2}$ i.i.d. sampled from $\text{BF}(B^{(2)}, q)$ where $m_1 = 200, m_2 = 2000$ and $0 < q < 0.5$ is the edge flipping probability. We draw two out-of-sample networks $A_i \sim \text{BF}(B^{(i)}, q)$ for $i = 1, 2$ and match them with the full average of all the $S$’s, the average of just the $S^{(1)}$’s and

| $n$ | 50 | 50 | 100 | 100 | 100 | 1000 |
|-----|----|----|-----|-----|-----|------|
| $m$ | 10 | 100| 1000| 10  | 100 | 1000 |
| $q$ | 0.200 | 1  | 1  | 1  | 1  | 1  |
|     | 0.225 | 0.14 | 1 | 1  | 0.10 | 1  |
|     | 0.250 | 0.40 | 0.30 | 0.42 | 0.12 | 0.15 |
|     | 0.275 | 0.20 | 0.12 | 0.36 | 0.12 | 0.12 |
|     | 0.300 | 0.20 | 0.30 | 0.12 | 0.07 | 0.07 |
|     | 0.325 | 0.22 | 0.14 | 0.20 | 0.06 | 0.07 | 0.11 |
|     | 0.350 | 0.14 | 0.24 | 0.14 | 0.08 | 0.08 | 0.08 |
|     | 0.375 | 0.20 | 0.18 | 0.10 | 0.05 | 0.06 | 0.06 |
|     | 0.400 | 0.10 | 0.14 | 0.10 | 0.05 | 0.07 | 0.10 |
the average of just $S^{(2)}$’s. We plot the objective function of the match versus $q$ in Fig. 2, and provide the corresponding matching error rates (i.e., the proportion of labels incorrectly recovered) in Table II; both are averaged over 50 Monte Carlo iterates.

![Objective function plot for different averaging methods](image)

**Fig. 2.** Objective function plot for different averaging methods for the two Erdős–Rényi background setting considered in Section V-A. For each of the two out-of-sample networks we perform coarse matching, clustered matching with its own cluster, and clustered matching with the incorrect cluster. We plot the objective function of the match versus $q$ for each matching strategy/out-of-sample graph pair, averaged over 50 Monte Carlo iterates. Note that the $A_2$-clustered and $A_2$-coarse point values and subsequent lines are nearly identical, and are hard to distinguish; see Table II.

### Table II

TABLE OF MATCHING ACCURACY IN THE TWO ERDŐS-RÉNYI BACKGROUND SETTING, AVERAGED OVER 50 MONTE CARLO ITERATES. VALUES ARE ROUNDED TO THREE DECIMAL PLACES

| Method | $A$, class | $q=0.1$ | $q=0.2$ | $q=0.3$ | $q=0.4$ | $q=0.5$ |
|--------|------------|---------|---------|---------|---------|---------|
| Coarse | 1          | 0.080   | 0.076   | 0.076   | 0.076   | 0.077   |
| Clustered | 1       | 1.000   | 0.737   | 0.129   | 0.084   | 0.076   |
| Misc.  | 1          | 0.074   | 0.075   | 0.076   | 0.075   | 0.074   |
| Coarse | 2          | 1.000   | 1.000   | 0.170   | 0.093   | 0.075   |
| Clustered | 2       | 1.000   | 0.987   | 0.199   | 0.089   | 0.074   |
| Misc.  | 2          | 0.074   | 0.075   | 0.076   | 0.075   | 0.074   |

We see that matching either graph $A_i$ to the coarse average, or the wrong cluster (i.e., matching $A_i$ to the average of $S^{(j)}$’s for $i \neq j$) yields poor matching accuracy and nearly uniformly high objective function value. The exception is matching $A_2$ to the coarse mean when $q$ is small, due to the large proportion of type-2 graphs in the in-sample data, still enables a high fidelity matching. As expected, matching to the correct in-sample cluster yields both better matching accuracy and better objective function value (compared to the wrong cluster matching), at least for modest values of $q$. This points to the utility of using the class labels to locally average (or clustering) before matching, as the objective function value of matching to the class means can be used to identify the right class to match to which will then yield higher matching accuracy.

### B. Clustered Matching in the COSIE Model

Our theoretical results in the COSIE model show that when the score matrices are disordered in a similar direction, averaging across samples drawn from multiple backgrounds can produce inferior label recovery in the downstream out-of-sample matching task. If the score matrices are disordered in different enough directions, we expect that the noise in the score matrices could cancel (as in the SBM case of Section III-C), which would result in strong label recovery in the downstream out-of-sample matching task even when averaging a large number of wrong-cluster in-sample networks.

We further explore this phenomenon in the following simple, yet illustrative experiment. We generate $k = 10$ COSIE background graphs as follows; We consider $k = 10$ independent $G_i \sim \text{ER}(100, 0.5)$ graphs (i.e., uniformly random graphs), and use the procedure in [2] to project these graphs into a common COSIE framework (i.e., finding a common $U$ and $R^{(i)}$’s such that $G_i \approx U R^{(i)T}$ for each $i \in [10]$). We then sample $B^{(i)} \sim \text{COSIE}(U, R^{(i)})$, and for each $i \in [10]$, we sample $m_i$ i.i.d. networks $S^{(i)}_1, \ldots, S^{(i)}_{m_i}$ from $B^{(i)}$. We consider $A \sim \text{BF}(B^{(i)}, 0.1)$, and $m_i = 10$, $m_i = 5$ for $i \neq 1$.

We then consider matching $A$ to $C_{a,b}$ where $C_{a,b}$ is formed via $C_{a,b} = \frac{1}{10} \sum_{i=1,a}^{b} \sum_{j=1}^{m_i} S^{(i)}_{j}$, and where $a \neq b$ range over $\{2, \ldots, 10\}$. We plot a pair of heatmaps in Fig. 3 with indices representing values of $a, b$ chosen. In the left (resp., right) heatmap, we plot the objective function value (resp., matching error rate) obtained from $\text{SGM}$ with 5 seeds. In both heatmaps, lighter shade denotes smaller values/better matches.
while darker shade denotes larger values/worse matches; note that the diagonal blocks are not included as we assume \( a \neq b \).

From the figure, we see a strong positive correlation between matching error rate and objective function score, and that which combination of background graphs are being averaged into \( C_{a,b} \) is consequential and nuanced. In Section III, we saw that the nature of the backgrounds was crucial for determining whether a coarse matching would produce good results. In this example, similar to the SBM example considered in Section III-C, we consider \( k = 3 \) and consider coarse matching of \( (P^*)' A P^* \) to \( C \), with the aim of better understanding when the coarse class averaging is beneficial/harmful for label recovery of the shuffled \( A \). To this end, we set \( m_1 = m_2 + m_3 \), and we consider different combinations of background graphs \( B^{(a)} \) and \( B^{(b)} \) for representing classes 2 and 3 (\( B^{(1)} \) will always represent class 1).

As demonstrated in Theorem 2, the wrong combination of in-sample backgrounds can lead to poor performance via coarse matching; this figure suggests that this phenomenon is neither uncommon nor straightforward. Indeed, while some background graph class pairs (e.g., (5,7)) have their order relative to \( B^{(1)} \) combine to provide poor matching accuracy and large matching objective function, those same graphs paired differently (e.g., (5,6) and (7,8)) are relatively innocuous when averaged with the \( S^{(1)} \)’s, as the true alignment is still well-recovered even with coarse matching.

### C. Matching Human Connectomes

We next consider a real data set of human connectomes from the HNU1 data repository [68]. In the dataset, for each of 30 subjects there are 10 test/retest DTMRI brain scans. The raw scans were processed via NeuroData’s MRI Graphs (m2g) pipeline of [31] and registered to the Desikan atlas [18], yielding a 70 vertex weighted graph for each scan. The graphs are a priori vertex-aligned both within and across subjects, with vertices in each graph representing regions of interest in the brain atlas, and with edges measuring the strength of the neuronal connections between regions. The post-processed brain graphs are available from neurodata.io.

For our experiment, we randomly select 15 different subjects and their corresponding \( 15 \times 10 = 150 \) scans. We perform the experiment as follows: for each individual, we randomly take 9 brain graphs as the existing matched graphs (i.e., in-sample), with 1 brain graph assumed to be the out-of-sample network. These 15 out-of-sample graphs will have both their class labels and vertex alignments (to the 135 in-sample graphs) treated as unknown/hidden in this experiment, with the goal then to recover the hidden class label (i.e., subject label) and vertex alignments for these out-of-sample graphs. To recover the vertex alignments, for each of these 15 out-of-sample networks, we match them with: (i) the average of all 135 in-sample graphs (coarse averaging); (ii) the average of the 9 in-sample graphs from the same subject (clustered averaging); and (iii) each of the in-sample graphs separately (fine averaging). Note that while we used the true class/subject labels in our clustered averaging, these can be readily obtained via a simple k-means procedure applied to an embedded inter-graph distance matrix; see Appendix 7.7.3 for detail.

We plot heatmaps of the matching objective function and matching error in Fig. 4. In the top heatmap, we plot the objective function value obtained from \( SGM \) with 5 seeds, and in the bottom heatmap we plot the matching error rate. In both heatmaps, lighter shade denotes smaller values/better matches while darker shade denotes larger values/worse matches. In each heatmap, the columns correspond to the 15 out-of-sample networks, with the rows corresponding to: the fine matching (top 135 thinner rows) with each in-sample network separately; the clustered matching (the second-to-the bottom thicker row) and the coarse matching (the bottom row) results. From the figure, we see that for the majority of subjects, the clustered matching yields smaller objective function error and better matching accuracy than coarse matching (the subject in column 11 being the notable exception). Moreover, we see that in some cases the best of the fine matchings yields better matching accuracy than even the clustered matching, though this is not always the case. For example, considering the matching accuracy at differing levels of granularity for a pair of subjects displayed in Table III, we see that for some patients the best fine matching yields the best matching accuracy while for others the clustered matching is best.

We next explore whether clustered averaging can be used to uncover the correct brain class labels as well. This would be a key step for identifying the correct cluster to average to in Fig. 5. To explore this, for each of the 15 out-of-sample brain networks, we plot a heatmap of the objective function obtained by \( SGM \) with 5 seeds by matching with each of the 15 in-sample cluster averages. In each heatmap, the columns correspond to the 15 out-of-sample networks, and the rows correspond to the 15 in-sample network averages (the diagonal corresponds to the matched indices). Larger values in the heatmap are denoted by darker colors. We indeed see that across the board, the cluster matching that obtains the best objective function is the one that

### TABLE III

| Subject | Coarse Matching | Clustered Matching | Fine Matching |
|---------|-----------------|--------------------|--------------|
| 0025433 | 0.8286          | 0.9429             | 0.8837       |
| 0025440 | 0.6000          | 0.8143             | 0.8371       |
matches the out-of-sample brains to the correct in-sample cluster average, pointing again to the validity of using this approach (with high fidelity clusters) for simultaneous classification and label alignment. While we do not suspect these brain graphs follow our posited bit-flipped model, the theory developed for our model nevertheless plays out in this real data setting: the differences among the background connectome classes cause coarse matching to be less effective than clustered matching. This is as predicted by the theory, and clustered matching here provides both a computationally more efficient alternative to fine matching (that can produce better matching results) and an empirically better match than coarse matching.

VI. CONCLUSION AND DISCUSSION

We investigate strategies for recovering the vertex labels of an out-of-sample graph by using the information in a collection of vertex-aligned in-sample graphs. In both theory and synthetic/real data simulations, we explore the effectiveness of recovering the out-of-sample graph vertex labels by matching it to the in-sample collection at three levels of granularity. While it can be the case that the best method is to match the out-of-sample graph to all individual in-sample graphs and take the labels according to the matching result with smallest loss function, often this is too computationally expensive and the data-smoothing inherent to clustered matching often yields better alignment than the fine-grain matching. At the other end of the granularity spectrum, in both theory and practice we demonstrate that labeling the out-of-sample graph by matching it to the full average of all in-sample graphs can yield poor label recovery, especially in settings where there are significant differences in the structures across the in-sample graphs.

Our proposed matching algorithm is a compromise between these two extremes. Our “clustered matching” involves matching the out-of-sample graph individually to each class’s average and labeling it via the matching result with smallest loss function. A consequence of our theory is that given high enough fidelity classes, under mild model conditions the clustered matching will recover the right cluster and the right alignment with high probability. We also used both simulated as well as real world data to demonstrate the validity of the proposed algorithm as well as the advantage of clustered matching compared to the fine-grain and coarse-grain strategies outlined in Section II.

We also proposed the following possible extension and questions. While we consider matching here to the usual sample average, there are a number of different notions of network means we could consider aligning to (e.g., Frechet means [26], [33] or smoothed means [58]). We next seek to relate this work to the phantom alignment strength conjecture proposed by Fishkind et al. in [23]. In particular, our result in the Erdős-Rényi model simulations (Fig. 1) showed matching objective functions similar to the “hockey stick” matchability plots in [23]. Both our work and that in [23] deal with edge-wise correlations, and we are working to unify our results and use our results and computations to support the foundation of the phantom alignment strength conjecture, ideally finding explanation or causation for the “hockey sticks” matchability plots. We would then be able to propose more precise conditions on when our
three fore-mentioned matching strategies will behave similarly and when they will differ significantly.

Another important issue we want to explore is the edge-wise matchability of the out-of-sample graph. In particular, standing on a single edge level, it is hard to predict if the matching is exact for both clustered matching and fine matching. We want to find conditions or ways to verify if the edge-wise matching is indeed the exact one by looking at the edge mismatch level and finding computationally tractable remedies for misaligned structure. Also, as in [65], we want to explore the information theoretic recovery limitations of clustered versus coarse matching as well.

Finally, it is important to note that if class labels are not known a priori, our proposed clustered matching relies heavily on a good graph clustering algorithm. If a clustering algorithm is provided, then our matching approaches are essentially standard GMP’s graph clustering algorithm. If a clustering algorithm is provided, we want to explore the information theoretic recovery limitations of clustered versus coarse matching as well.
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