A high-order stabilized solver for the volume averaged Navier-Stokes equations
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Abstract
The volume-averaged Navier-Stokes equations are used to study fluid flow in the presence of fixed or moving solids such as packed or fluidized beds. We develop a high-order finite element solver using both forms A and B of these equations. We introduce tailored stabilization techniques to prevent oscillations in regions of sharp gradients, to relax the Ladyzhenskaya–Babuska–Brezzi inf-sup condition, and to enhance the local mass conservation and the robustness of the formulation. We calculate the void fraction using the particle centroid method. Using different drag models, we calculate the drag force exerted by the solids on the fluid. We implement the method of manufactured solution to verify our solver. We demonstrate that the model preserves the order of convergence of the underlying finite element discretization. Finally, we simulate gas flow through a randomly packed bed and study the pressure drop and mass conservation properties to validate our model.
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1 | INTRODUCTION

Multi-phase flows are systems with two or more distinct phases flowing simultaneously within a mixture. Their classification depends on the combination of phases involved: solid–gas, solid–liquid, immiscible liquid–liquid, or liquid–gas flows. Solid–gas flows play a key role in the dynamics of fluidized and packed bed reactors, spouted beds, pneumatic conveyors and other technological applications. For the solid-fluid flows in most chemical engineering processes, it is well known that the phenomena that occur at the particle scale greatly influence the macroscopic behavior of the process. Generally, the design and scale-up of these beds are based on expensive and time-consuming pilot-scale tests. Therefore, modeling has become an important topic for researchers due to its contribution to our understanding of the processes involved as well as its predictive capabilities of solid-fluid flows in engineering-scale equipment. It has numerous advantages such as allowing the understanding of various phenomena occurring in processes, enabling sensitivity analysis on different input parameters, and testing several configurations and operational conditions at a much cheaper cost than experimental work. In order to study such systems, the volume-averaged Navier Stokes (VANS) equations are used as they ensure that the volume of fluid that can occupy a cell and the volume of solids occupying it respect the continuity
Mainly, there exist two forms of the VANS equations: Model A (Set II) and Model B (Set I). Model A is derived from Model B by decomposing the particle-fluid interactions into two components: a component accounting for the macroscopic variations in the fluid stress tensor on a large scale, and another component accounting for the variations in the point stress tensor when the fluid passes around particles. It is the most widely used set of equations as it is implemented in several commercial software such as FLUENT and CFX. Gidaspow derived a Model C which replaces the solid velocity in Model B with the relative velocity. According to Gidaspow, in order to be invariant under a change of frame of reference, entropy production should be a function of relative velocity and not of individual phase velocities. Zhou et al. simplified Model B (Set I) under the assumption \( \rho f (1 - \epsilon_f)\left[\frac{\partial u_f}{\partial t} + \nabla \cdot (u_f u_f)\right] = 0\) in order to obtain Set III. The main difference between these models is that the solid-fluid interaction forces in Set I are explicit while in Set III, they are implicit. However, Set III is not general but conditional as it is only valid when the assumption is satisfied. This assumption does not hold for numerous solid-fluid flows of interest and, as such, this model should not be considered.

Many numerical methods exist for solving these equations, but the majority of solvers for the VANS equation use the finite volume method or the lattice Boltzmann method. However, the finite element method (FEM) is an attractive candidate to solve these equations because of its inherent capacity for higher order formulations. It is considered a generalization of the classical variational (the Ritz) and weighted-residual (such as weak-form Galerkin least square, etc.) methods.

High-order formulations are methods possessing an order of accuracy greater than two. When the error in the solution \( e \) obtained with a method decreases with the size of the mesh \( h \) such that \( e \propto h^{k+1} \), then the method’s error is said to be of order \( k + 1 \). The use of low order methods is usually prevalent in simulations due to them being robust. Even though high-order methods can achieve higher accuracy for the same computational cost, they are less used due to their complexity and because they are often considered less robust. Steady-state convergence is more difficult and challenging to reach with high-order simulations, and for worse cases, the solution may even diverge. However, high-order methods have shown promise in efficiently solving problems with a requirement for high accuracy such as vortex dominated flows, numerical simulations of turbulence, and large-eddy simulations. The advantage of these methods is their relatively small error.

In this article, we build a high-order FEM stabilized VANS solver as a first step in realizing a coupled CFD-DEM solver within the open-source software Lethe. We present a fully implicit finite element VANS solver. Thus, it does not require any stability condition. Moreover, the formulation we introduce is well posed in the presence of smooth void fraction or by using void fraction smoothing and it is globally mass conservative as it accounts for the time variation of the void fraction in the continuity equation. The order of our solver is arbitrary and we prove that it can support a large scale of high-order methods. In our solver, we calculate the void fraction in each cell using the particle centroid method (PCM), then we project it onto the FEM mesh. When desired, we apply a smoothing factor to resolve the oscillations arising from the discontinuous void fraction and a primal-dual active set method to bound the void fraction. We use the continuity equation as the basis of the grad-div stabilization in order to improve local mass conservation. Using two different drag models, we calculate the drag force on individual particles which contributes to the particle-fluid interactions in the VANS equations. Through the method of manufactured solutions (MMS), we verify the solver by analyzing the order of convergence in space and time. Finally, we simulate a packed bed and study the pressure drop across the bed. We compare the results with the pressure drop obtained from the Ergun equation in order to validate our model.

### 2 GOVERNING EQUATIONS

As forms A and B of the VANS equations are the most commonly known models, we represent them in Equations (1)–(3). The conservative form of the continuity equation for an incompressible fluid remains the same for both models:

\[
\rho_f \frac{\partial (\epsilon_f)}{\partial t} + \rho_f \nabla \cdot (\epsilon_f \mathbf{u}) = m',
\]
where \( \rho_f \) the fluid density, which is assumed to be constant, \( \mathbf{u} \) is the fluid velocity, \( \epsilon_f \) the fluid’s void fraction, and \( m' \) the volumetric source of mass.\(^\text{6}\) The difference between the two models lies in the formulation of the momentum equations. The conservative form of Model A of the incompressible VANS equations is defined as:

\[
\rho_f \left( \frac{\partial}{\partial t} (\epsilon_f \mathbf{u}) + \nabla \cdot (\epsilon_f \mathbf{u} \otimes \mathbf{u}) \right) = -\epsilon_f \nabla p + \epsilon_f \nabla \cdot (\mathbf{r}_f) + F_{pf} + \rho_f \epsilon_f \mathbf{f}.
\]

(2)

The conservative form of Model B of the incompressible VANS equations is:

\[
\rho_f \left( \frac{\partial}{\partial t} (\epsilon_f \mathbf{u}) + \nabla \cdot (\epsilon_f \mathbf{u} \otimes \mathbf{u}) \right) = -\nabla p + \nabla \cdot (\mathbf{r}_f) + F_{pf} + \rho_f \epsilon_f \mathbf{f}
\]

(3)

with

\[
\mathbf{r}_f = \nu \left( (\nabla \mathbf{u}) + (\nabla \mathbf{u})^T \right) - \frac{2}{3} \nu \nabla \cdot \mathbf{u} I,
\]

(4)

where \( p \) is the pressure, \( \mathbf{r}_f \) the deviatoric stress tensor, \( \nu = \frac{\mu_f }{\rho} \) the kinematic viscosity, \( \mathbf{f} \) the external force (ex. gravity), and \( F_{pf} \) is the momentum transfer term between the solid and fluid phases and includes forces such as drag, virtual mass, Basset force, Saffman lift, and Magnus lift.\(^\text{16}\) \( I \) is the identity or unit matrix. In the case of incompressible fluid, \( \nabla \cdot \mathbf{r} = \nu \left( (\nabla \mathbf{u}) + (\nabla \mathbf{u})^T \right) \) in Equation (4).

Each form leads to a different pressure equation. In Form A, \( \epsilon_f \) is taken into account on the continuous equation and alters the saddle point problem for the pressure since \( \epsilon_f \) multiplies the pressure gradient directly while in form B, \( \epsilon_f \) is lumped with the momentum coupling term.\(^\text{17}\) Both models are mathematically equivalent and differ in the way they implement incompressibility. Form B of the equations achieves a realistic representation of the system where the total pressure drop occurs in the fluid phase and no pressure drop occurs in the solid phase. This is not true for the other model.\(^\text{6}\) This is because Form B uses pressure at previous times to calculate subsequent pressure values. Also, Form B possesses all real characteristics rendering the model well-posed as described by Gidaspow.\(^\text{6}\) On the other hand, and according to Bouillard et al.,\(^\text{18}\) Form A of the VANS equations represents an ill-posed initial value problem that possesses complex characteristics which make this model conditionally stable. We solved both Form A and Form B of the VANS equations and compared the results obtained from both models.

In order to obtain the weak form of the VANS equations, we determine its non-conservative form. Using the incompressibility constraint, we simplify our problem even further as the density becomes constant.

\[
\frac{\partial \epsilon_f}{\partial t} + \nabla \cdot \epsilon_f \mathbf{u} = \frac{m'}{\rho_f}.
\]

(5)

Form B:

\[
\epsilon_f \frac{\partial \mathbf{u}}{\partial t} + \epsilon_f \mathbf{u} \cdot \nabla \mathbf{u} + \mathbf{u} \left( \frac{\partial \epsilon_f}{\partial t} + \nabla \cdot \epsilon_f \mathbf{u} \right) = \frac{1}{\rho_f} \left( -\nabla p + \nabla \cdot (\mathbf{r}_f) + F_{pf} \right) + \epsilon_f \mathbf{f},
\]

(6)

Form A:

\[
\epsilon_f \frac{\partial \mathbf{u}}{\partial t} + \epsilon_f \mathbf{u} \cdot \nabla \mathbf{u} + \mathbf{u} \left( \frac{\partial \epsilon_f}{\partial t} + \nabla \cdot \epsilon_f \mathbf{u} \right) = \frac{1}{\rho_f} \left( -\epsilon_f \nabla p + \epsilon_f \nabla \cdot (\mathbf{r}_f) + F_{pf} \right) + \epsilon_f \mathbf{f}.
\]

(7)

Since the continuity equation is used along with the momentum equation to solve the fluid flow, the left hand side term in parenthesis of Equations (6) and (7), which represents the continuity equation, can be replaced by the mass source
term. We also expand the term \((\nabla \cdot \epsilon_f \mathbf{u})\).

\[
\frac{\partial \epsilon_f}{\partial t} + \epsilon_f \nabla \cdot \mathbf{u} + \mathbf{u} \nabla \epsilon_f = \frac{m'}{\rho_f}.
\]  

(8)

Form B:

\[
e_f \frac{\partial \mathbf{u}}{\partial t} + e_f \mathbf{u} \cdot \nabla \mathbf{u} + \mathbf{u} \left( \frac{\partial \epsilon_f}{\partial t} + \epsilon_f \nabla \cdot \mathbf{u} + \mathbf{u} \nabla \epsilon_f \right) = \frac{1}{\rho_f} (-\nabla p + \nabla \cdot (\tau_f) + \mathbf{F}_{pf}) + e_f f.
\]  

(9)

Form A:

\[
e_f \frac{\partial \mathbf{u}}{\partial t} + e_f \mathbf{u} \cdot \nabla \mathbf{u} + \mathbf{u} \left( \frac{\partial \epsilon_f}{\partial t} + \epsilon_f \nabla \cdot \mathbf{u} + \mathbf{u} \nabla \epsilon_f \right) = \frac{1}{\rho_f} (-e_f \nabla p + e_f \nabla \cdot (\tau_f) + \mathbf{F}_{pf}) + e_f f.
\]  

(10)

The equations were solved by the FEM using stabilization techniques which allows to circumvent the limitations of the classical Galerkin approach and satisfies the Ladyzhenskaya–Babuska–Brezzi (LBB) inf-sup condition. For a more detailed explanation, we refer the reader to the Lethe paper.\(^{15,19}\)

3 | FINITE ELEMENT FORMULATION FOR THE VANS EQUATIONS

We implement a stabilized formulation in order to solve the VANS equations. Two stabilizing terms, streamline-upwind/Petrov-Galerkin (SUPG) and pressure-stabilizing/Petrov-Galerkin (PSPG) were added. PSPG helps relax the LBB condition and allows the use of equal order elements while the SUPG term stabilizes unresolved boundary layers.\(^{15}\) The grad-div stabilization was added to ensure local mass conservation.

3.1 | The stabilized formulation

The detailed weak form of the VANS equations can be expressed by setting \(\nabla \cdot \mathbf{r} = v (\nabla^2 \mathbf{u})\).

\[
\int_{\Omega} \left( \epsilon_f \frac{\partial \mathbf{u}}{\partial t} + e_f \mathbf{u} \cdot \nabla \mathbf{u} + \mathbf{u} \nabla \epsilon_f \right) q d\Omega + \sum K \int_{\Omega} \epsilon_f \mathbf{u} \cdot \nabla q d\Omega = 0.
\]  

(11)

Form B:

\[
\int_{\Omega} \left( e_f \frac{\partial \mathbf{u}}{\partial t} + e_f \mathbf{u} \cdot \nabla \mathbf{u} \right) \cdot v d\Omega + \frac{1}{\rho_f} \left( \int_{\Omega} \nabla \cdot (\nabla \mathbf{u} \nabla \mathbf{u}) + \int_{\Omega} m' \mathbf{u} \cdot \nabla \mathbf{u} \right) - \int_{\Omega} p \nabla \cdot v d\Omega + \sum_k \int_{\Omega_k} \mathbf{F}_{pf} \cdot \nabla \mathbf{u} d\Omega_k = 0.
\]  

(12)

and

\[
SR = e_f \frac{\partial \mathbf{u}}{\partial t} + e_f \mathbf{u} \nabla \cdot \mathbf{u} + \frac{1}{\rho_f} \left( m' \mathbf{u} + \nabla \cdot \mathbf{u} - v (\nabla^2 \mathbf{u}) + \frac{\mathbf{F}_{pf}}{V_{\Omega}} \right) - e_f f.
\]  

(13)
Form A:

\[
\int_\Omega \left( \epsilon_f \frac{\partial \mathbf{u}}{\partial t} + \epsilon_f \mathbf{u} \cdot \nabla \mathbf{u} \right) \cdot \mathbf{v} d\Omega + \frac{1}{\rho_f} \left( \int_\Omega \left( \epsilon_f \nabla (\nabla^2 \mathbf{u}) + \nabla \mathbf{u} \nabla \epsilon_f \right) \cdot \mathbf{v} d\Omega + \int m' \mathbf{u} \cdot \mathbf{v} d\Omega \right) - \int_\Omega \left( \epsilon_f \rho f \cdot \nabla \mathbf{v} + p \nabla \epsilon_f \cdot \mathbf{v} \right) d\Omega = \int \Omega \mathbf{F}_{pf} \cdot \mathbf{v} d\Omega - \int_\Omega \epsilon_f \epsilon_f \cdot \mathbf{v} d\Omega + \sum K \int \Omega \left( \tau_u \mathbf{u} \cdot \nabla \mathbf{v} \right) d\Omega = 0, \tag{14}
\]

and

\[SR = \epsilon_f \frac{\partial \mathbf{u}}{\partial t} + \epsilon_f \mathbf{u} \cdot \nabla \mathbf{u} + \frac{1}{\rho_f} \left( m' \mathbf{u} + \epsilon_f \nabla p - \epsilon_f \left( \nabla^2 \mathbf{u} \right) + \frac{F_{pf}}{V_\Omega} \right) - \epsilon_f \mathbf{f}. \tag{15}\]

and $SR$ is the strong residual associated with the PSPG and SUPG stabilizations. $\mathbf{q}$ and $\mathbf{v}$ are the test functions of the FEM. $V_\Omega$ is the volume of the domain $\Omega$. The stabilization parameter $\tau_u$ is defined by Tezduyar and is explained in detail in the Lethe paper. Two forms of $\tau_u$ were implemented depending on whether the equations solved are stationary or time dependent. For transient simulations, $\tau_u$ is defined as:

\[\tau_u = \left( \frac{1}{\Delta t} \right)^2 + \left( \frac{2 |\mathbf{u}|}{h_{\text{conv}}} \right)^2 + 9 \left( \frac{4 \nu}{h_{\text{diff}}^2} \right)^2 \right]^{-1/2}, \tag{16}\]

while for stationary problems, $\tau_u$ is:

\[\tau_u = \left( \frac{2 |\mathbf{u}|}{h_{\text{conv}}} \right)^2 + 9 \left( \frac{4 \nu}{h_{\text{diff}}^2} \right)^2 \right]^{-1/2}, \tag{17}\]

where $\Delta t$ is the time step, $h_{\text{conv}}$ and $h_{\text{diff}}$ are the size of the element related to the convection transport and diffusion mechanism respectively.

The weak form of Model A has been derived in another work. However, the derivation is incomplete as the weak form of the pressure formulation lacks a term. The weak form of the pressure term is defined as:

\[\int_\Omega (\epsilon_f \nabla p) \cdot \mathbf{v} d\Omega = \int_\Omega \left( \epsilon_f p \cdot \nabla \mathbf{v} + p \nabla \epsilon_f \cdot \mathbf{v} \right) d\Omega. \tag{18}\]

The second term on the right hand side is missing in the weak form of Srivastava et al. Even though this term does not appear to have any physical meaning, its presence is important to make the equation mathematically correct and equivalent to that of Model B as well as to obtain the correct pressure drop in coupled simulations.

3.2 Grad-div stabilization

In order to improve mass conservation in incompressible flow simulations and to stabilize our system at higher $Re$ values, we apply grad-div stabilization to the VANS equations similarly to how it was applied to the Navier Stokes equations in Lethe. However, the void fraction should be accounted for when considering the VANS equations. The resulting stabilization term added to the weak form of the VANS momentum equation is expressed as:

\[\sum K \int \Omega_k \gamma \left( \frac{\partial \epsilon_f}{\partial t} + \nabla \cdot (\epsilon_f \mathbf{u}) \right) (\nabla \cdot \mathbf{v}) d\Omega_k, \tag{19}\]

where $\gamma$ is a parameter related to the augmented Lagrangian formulation. This $\gamma$ parameter is defined differently by multiple authors in the literature. We chose to implement the formulation derived by Olshanskii et al. where $\gamma = \nu + u h$ m$^2$/s where $h$ is the size of the element. The system we are solving is generally stiff and higher $Re$ values make it more difficult to solve. A constant value of $\gamma$ was initially used where we noticed that it did not completely help in solving the issue,
especially at a high Re number. Therefore, the formulation given by by Olshanskii et al.\textsuperscript{21} is used to stabilize the fluid flow. It is important to note that using heavy grad-div stabilization ($\gamma \gg 1$) significantly improves the mass conservation and does not affect the accuracy of the approximated solution.\textsuperscript{22} The appendix shows a simple test case with a sharp void fraction gradient which results in shocks in the velocity field. This was achieved by using a step function for the void fraction. We compare the velocity fields obtained using different combinations of stabilization terms. Before we implemented the grad-div stabilization, mass was not correctly conserved locally at the location of void fraction discontinuity where we had large velocity gradients. The application of this stabilization technique helps enhance the local conservation of mass. This conservation becomes much better as we refine the simulation mesh. This can be attributed to the element dependent $\gamma$. Refining the mesh also results in better oscillation control and reduces the distance over which the oscillations propagate.

4 | NUMERICAL IMPLEMENTATION

4.1 | Void fraction calculation

We consider two cases for the calculation of the void fraction. In the case of the manufactured solution (MMS), we calculate the void fraction from an analytical expression that satisfies the VANS equation. In the case where particles exist, we calculate the void fraction in a finite element as:

$$\varepsilon_f = \frac{v_{\text{element}} - v_{\text{particles}}}{v_{\text{element}}},$$

where $v_{\text{element}}$ is the volume of the finite element and $v_{\text{particles}}$ is the volume of all particles present within the element.

In order to determine the volume of particles in an element, we use the PCM even though it possesses several limitations, due to its simplicity.\textsuperscript{5} It assumes the volume of the particle to be located at its centroid. However, this method entails some disadvantages mainly the large fluctuation of the void fraction with time when particles’ centers cross cell boundaries.\textsuperscript{23} Another important limitation we should account for is the ratio of cell size to particle size which should be large enough in order to make the PCM accurate. Using a cell size which is much larger than particle size will prevent us from capturing the fluid flow field.\textsuperscript{23} Therefore, there is a trade-off between cell size and particle size in unresolved CFD-DEM. This latter issue can be mitigated by increasing the order of the scheme instead of refining the mesh.

The void fraction obtained using the PCM method is calculated at each cell of the FEM mesh. However, for the assembly of the finite element system, we need the values of the void fraction at the nodes of the mesh. This is equivalent to finding the coefficients $\varepsilon_j$ as to minimize the following equation:\textsuperscript{24}

$$\min_{\varepsilon \in \mathbb{R}} \frac{1}{2} \sum_i \left( \sum_j \varepsilon_j \varphi_j - f_i \right)^2,$$

where $\varepsilon_j$ is the projected void fraction on the finite element mesh and $f_i$ is the calculated void fraction in each cell. We, therefore, applied $L^2$ projection in order to project the calculated void fraction onto the quadrature points. This is done by assembling and solving the following finite element system:

$$\int_\Omega \varphi_i \varepsilon_j \varphi_j d\Omega = \int_\Omega f_i \varphi_j d\Omega.$$

In certain applications where the void fraction is discontinuous or semi-discontinuous such as in a packed bed, we observe high gradients in the void fraction which results in high velocity gradients and leads to undesired oscillations in the flow field at high Reynolds number. In order to circumvent this problem, we apply to the left hand side of Equation (22) a smoothing term similar to a Poisson equation to smooth the void fraction field. This smoothing term can be expressed as:

$$\int_\Omega L^2 \nabla \varphi_i \nabla \varphi_j d\Omega,$$

where $L$ is the smoothing length chosen to be a multiple of the particle’s diameter. In our case, $L$ is chosen to be twice the particle’s diameter. The resulting void fraction distribution is sufficiently smooth resulting in an enhanced convergence of the non-linear solver. However, implementing grad-div stabilization allows us to reduce the smoothing length required.
The projection of the void fraction solves one of the limitations of the PCM method, where now the void fraction becomes continuous in space between elements. However, the resulting values of the projected void fraction may exceed the value of 1 at certain locations (where there are strong gradients). Therefore, in order to ensure a realistic representation of the void fraction throughout the simulation domain, we bound the $L^2$ system with a lower bound of 0.36, which represents the void fraction in a non-uniform packing and an upper bound of 1.

The $L^2$ projection is bounded using a primal-dual active set method detailed in step-41 of the deal.II tutorials where we introduce a Lagrange multiplier $\lambda$ in order to bound the problem. This method allows us to keep the nature of the $L^2$ projection as a quadratic optimization problem with $n$ variables, but now with $n$ bound constraints on these variables. This is applicable in the case of bi/tri-linear elements. In the case of bi/tri-quadratic elements, this method becomes expensive and exhaustive since high-order elements do not have their minimum and maximum attained at the nodes. We used the following two bounds for our problem:

$$c_{\text{min}} \leq c_j \leq c_{\text{max}},$$

where $c_{\text{max}} = 1$ is the maximum void fraction in the absence of particles while $c_{\text{min}}$ is the minimum void fraction and can be set by the user. This method, however, might reduce the mass conservation of our system as it slightly changes the mass preservative properties of the $L^2$ projection. Therefore, we made it possible to enable or disable the bounding of the void fraction by the user.

### 4.2 Fluid-particle interactions

As an initial implementation of our FEM-VANS code, we determine that the drag force is the only non-negligible force. This is because the Basset and virtual mass forces are only significant in unsteady flows while the lift force is not significant in packed beds. However, since we are only simulating steady flow with a large number of particles, these forces become insignificant and can therefore be neglected.

When many particles exist in the fluid, the influence of particles on the drag of a neighboring particle should be taken into account. The drag for this type of flow can be calculated using:

$$F_D = \beta (\mathbf{u}_f - \mathbf{u}_p),$$

where $\mathbf{u}_p$ is the particle velocity, and $\beta$ is the interphase momentum exchange coefficient and is determined by several correlations found in the literature. Among these correlations, widely used models include the Gidaspow model which combines the Ergun equation for $\epsilon_f < 0.8$ and the Wen-Yu model for $\epsilon_f \geq 0.8$, Syamlal and O’Brien model, Di Felice Model, Koch and Hill model, Rong et al. model and Beestra et al. model. For more information about the different drag models, we direct the reader to the article by Norouzi et al. and the article by Bérard et al. Gidaspow explains that the interphase momentum exchange coefficient $\beta$ differs between models A and B according to Reference 6:

$$\beta_B = \frac{\beta_A}{\epsilon_f}.$$  

In our study, the drag force is calculated as a summation over particles of individual particle forces. We studied several drag models in order to evaluate the drag force. The drag force for Model B is calculated as:

$$F_{pf, B} = \sum_{n=1}^{n_p} \frac{1}{2} \rho_f C_D A_{ref} |\mathbf{u}_{f,p} - \mathbf{u}_p| (\mathbf{u}_{f,q} - \mathbf{u}_{p,\text{avg}}),$$

and by using Equation (26), we deduce that the drag force for model A is determined as:

$$F_{pf, A} = \frac{F_{pf, B}}{\epsilon_f},$$

where $n_p$ is the total number of particles in the cell, $\mathbf{u}_{f,p}$ is the interpolated fluid velocity at the particle’s location calculated at the previous time step, $\mathbf{u}_{f,q} = \mathbf{u}_f$ is the fluid velocity at the quadrature point, and $\mathbf{u}_{p,\text{avg}}$ is the average particles’
velocity in the cell both calculated at the current time step. This decomposition of the velocities allows us to consider the influence of the drag in the Jacobian of the matrix and makes the solid-fluid coupling semi-implicit thus resulting in faster and more robust convergence. $A_{\text{ref}}$ is the particle’s reference area which is taken as the cross-sectional area:

$$A_{\text{ref}} = \pi r_p^2,$$

(29)

where $r_p$ is the particle’s radius and $C_D$ is the drag coefficient and is determined depending on the model used.

For the Di Felice model, the drag coefficient is:

$$C_{D_a} = \left(0.63 + \frac{4.8}{\sqrt{Re_p}}\right) \varepsilon_f^2 \cdot 2^{\left[-3.7 + 0.65e^{-\left(\frac{11.5}{\log_{10}(Re_p)^2}\right)}\right]},$$

(30)

and $Re_p$ is the particle Reynolds number and is expressed as:

$$Re_p = \frac{\rho_f |\mathbf{u}_f - \mathbf{u}_p| d_p}{\mu_f},$$

(31)

while for the Rong et al. model, the drag coefficient is defined as:

$$C_{D_a} = \left(0.63 + \frac{4.8}{\sqrt{Re_p}}\right) \varepsilon_f^2 \cdot 2^{\left[-2.65(e_f + 1)-(5.3-3.5e)\varepsilon_f^2 + e_f^2e^{-\left(\frac{11.5}{\log_{10}(Re_p)^2}\right)}\right]},$$

(32)

For a packed bed, the particles are at rest and therefore, $\mathbf{u}_p = 0$.

5 | VERIFICATION OF THE STABILIZED VANS SCHEME BY THE METHOD OF MANUFACTURED SOLUTIONS

The MMS is a procedure which allows for the verification of a code’s accuracy by manufacturing an analytical problem with an exact solution. Since the verification is purely mathematical, the solution does not have to be physically realistic; however, it has to be sufficiently complex in order to ensure a complete verification. 34 With the help of a Python script and through symbolic manipulation, we created several test cases with increasing complexity in order to fully verify all aspects of the VANS equations. We adopted a similar approach as presented by Blais et al. 16 From Equations (1)–(3), we identify two source terms that should be accounted for in the MMS. The mass source term ($m'$) and the momentum source term $G$. We define the momentum source term for each form as:

$$G_R = \rho_f \left(\frac{\partial (e_f \mathbf{u})}{\partial t} + \nabla \cdot (e_f \mathbf{u} \otimes \mathbf{u})\right) - m' \mathbf{u} + \nabla p - \nabla \cdot (\mathbf{r}_f) - F_{pf} - e_f f,$$

(33)

$$G_A = \rho_f \left(\frac{\partial (e_f \mathbf{u})}{\partial t} + \nabla \cdot (e_f \mathbf{u} \otimes \mathbf{u})\right) - m' \mathbf{u} + e_f \nabla p - e_f \nabla \cdot (\mathbf{r}_f) - F_{pf} - e_f f.$$

(34)

No particles are considered in the MMS cases, and therefore, $F_{pf} = 0$. Four test cases were created for the verification of our code. All test cases presented in the following section can be found in the lethe repository on Github at https://github.com/lethe-cfd/lethe-utils/tree/master/cases/vans.

We performed the simulations with a mesh ranging from 256 cells to 4096 cell on a fixed domain of simulation $\omega = [-1, 1] \times [-1, 1]$. Different orders for the velocity and pressure shape functions are used in order to determine whether or not our solver conserves the order of accuracy. Convergence is reached when the residual of the non-linear solver becomes inferior to $10^{-8}$. We calculate the order of convergence by a least-square linear regression of the Euclidean
norm of the error with respect to the mesh size as was done by Blais et al.\textsuperscript{16}

\[ |E|_2 = \sqrt{\int_\Omega |e_q|^2}, \]  

(35)

where \( |E|_2 \) is the \( L^2 \) norm of the error and \( e \) is the error at the quadrature points \( q \).

We create four cases with increasing complexity to consider different possible scenarios. The zeroth case includes a constant void fraction and a steady state divergence-free velocity profile. Due to its simplicity, it is not presented in this article. For all other cases, the pressure, void fraction and velocity fields are chosen to be sufficiently differentiable. The first case investigates a spatially varying void fraction and a divergence free steady velocity. This is the only case that is studied for both Model A and Model B of the VANS equations to ensure both models are mathematically correct. Since the difference between the models is only related to the derivation of the pressure and stress tensor weak forms and in order to avoid repetition, we only present the other test cases for Model B. The second case investigates a non-divergence free steady velocity. The third case investigates a spatially and time varying void fraction as well as a transient velocity field.

The code was run for various finite element orders for velocity and pressure to determine whether or not the chosen order is well preserved within our implementation. The orders used were Q1-Q1, Q2-Q1, Q2-Q2, Q3-Q2, and Q3-Q3. The void fraction order is chosen to be equal to that of the velocity. For the transient case, and due to the large simulation time associated with higher orders, the study is limited to a highest order of Q2-Q2.

5.1 | Case 1: Steady state divergence-free flow problem

The velocity (\( u \)), pressure (\( p \)) and void fraction (\( e \)) for this case are defined as:

\[
\begin{bmatrix}
-2\sin^2(\pi x) \sin(\pi y) \cos(\pi y) \\
2\sin(\pi x)\sin^2(\pi y) \cos(\pi x) \\
0
\end{bmatrix},
\]

(36)

\[ p = \sin(\pi x) \sin(\pi y), \]

(37)

\[ e = \frac{1}{2} + \frac{1}{4} \sin(\pi x) \sin(\pi y). \]

(38)

In this case, there is no mass source term since mass conservation is satisfied. All fields are steady in this case, and the velocity field is divergence free which results in the normal stresses in the viscous stress tensor being zero. The velocity, pressure, and void fraction fields are shown in Figure 1 for Model B. The convergence plots for models B and A are shown in Figures 2 and 3 respectively.

5.2 | Case 2: Steady state non divergence-free flow problem

The velocity, pressure, and void fraction for this cases are defined as:

\[
\begin{bmatrix}
\frac{1}{2} \sin(\pi x) \sin(\pi y) \\
\frac{1}{2} \sin(\pi x) \sin(\pi y) \\
0
\end{bmatrix},
\]

(39)

\[ p = \frac{1}{2} + \frac{1}{2} \sin(\pi x) \sin(\pi y), \]

(40)

\[ e = \frac{1}{e} \sin(\pi x) \sin(\pi y). \]

(41)

In this case, mass conservation is inherently satisfied by the velocity field. Therefore, there is no mass source term.
All fields are steady in this case; however, the velocity field is not divergence free which results in the presence of all components of the stress tensor in the VANS equations. The velocity, pressure, and void fraction fields are shown in Figure 4. The convergence plot is shown in Figure 5.

### 5.3 Case 3: Unsteady non divergence-free flow problem

This case is defined as:

$$\mathbf{u} = \cos(2\pi t) \begin{bmatrix} \cos(\pi x) \cos(\pi y) \\ \cos(\pi x) \cos(\pi y) \\ 0 \end{bmatrix},$$

(42)
In this case, the velocity field as well as the void fraction are unsteady and the velocity field is not divergence free. This leads to a nonzero mass source that should be accounted for. A very fine mesh size ($\Delta x = \Delta y = 0.015625 \text{ m}$) is used in this case so that spatial errors are negligible. This is important for the convergence analysis in time. The velocity, pressure, and void fraction fields at $t = 1 \text{ s}$ are shown in Figure 6 for a timestep of 0.001 s as to clearly and accurately represent the pressure field since the analytical solution is zero. The convergence plot is shown in Figure 7.

### 5.3.1 Discussion

The plots presented in Figures 2, 3, and 5 show that the velocity and pressure converge spatially to the correct order for all finite element orders investigated. This demonstrates the high-order capabilities of the proposed stabilized scheme for the VANS equations. Due to longer simulation times, no scheme higher than Q3-Q3 is investigated. However, a similar behavior is expected for higher-order schemes. Since Lagrange polynomials are used as an interpolation basis, we do not expect the present code to be well conditioned for very high-orders (>6). In Figure 7A, we show that time convergence of our scheme is first-order for the different spatial schemes used. This is because time is discretized using the first order
backward differentiation formulation (BDF1). Similarly, in Figure 7B, we show second order convergence in time when using BDF2 as this represents a second order time discretization scheme. Thus, our code preserves the accuracy of the temporal discretization used. Higher order temporal schemes are also compatible with the code. Spatial convergence for the transient case is not shown since exact convergence is not attained for the finer meshes. We attribute this discrepancy to the fact that a very small time step should be used in the study of spatial convergence of the transient case to reduce temporal errors. For the MMS solution, this leads to the presence of a very small time step. Using MMS, we determined that our solver is globally mass conservative. The maximum global losses is of the same order of magnitude as the tolerance of the non-linear solver. Since the void fraction field in the MMS cases is always continuous, we always reach perfect mass conservation with respect to the non-linear solver. For steady flows, relative mass loss of the order of $10^{-17}$ could be obtained, which demonstrates the good mass conservation capabilities of this scheme. For the transient case, the global mass losses range between $10^{-6}$ and $10^{-8}$. This error is dependent on the time discretization scheme as well as on the tolerance of the non-linear solver.

6 | SIMULATION OF PACKED BED FOR THE VALIDATION OF THE STABILIZED VANS SCHEME

After verifying our model using the MMS, we validate our model through the simulation of a packed bed and the prediction of the pressure drop inside it.
6.1 Simulation setup

In order to realize this packed bed study, we perform two different simulations. The first simulation involves the discrete element method (DEM) which fills the bed with particles in order to create a non-uniform packing. The second simulation involves the VANS equations where we simulate a flow of fluid across the packing. A flow through a packed bed example on the documentation page of Lethe clearly represents the simulation setup with the different parameter files. All parameters necessary for the simulations can be found in Table 1.

6.1.1 Geometry description

The simulation is carried out in a 3D lab-scale cylindrical packed bed using Q1-Q1, Q2-Q1, and Q2-Q2 elements. The geometry is generated using the subdivided_cylinder function of Deal.II. It has a total length of 200 mm and a radius...
of 25 mm. The bed is divided into 20 divisions across its half length. The width of the bed walls is neglected. A stopper is defined at a distance of 45 mm below the centroid of the bed to allow the suspension of particles and prevent their fall to the bottom of the bed. We used a non-uniform grid containing 3200 cells to describe the system. This is done to ensure better accuracy while respecting that the particle size should be at least one third smaller than the cell size in CFD simulations. 35

6.1.2 Discrete element method (DEM)

We perform the DEM simulations using Lethe-DEM. 36,37 For the purpose of validation, 200,000 particles having the same physical properties were considered for this simulation. All parameters for the DEM simulation are shown in Table 1. The particles have a diameter of 1 mm and a density of 2500 kg/m³. The particles are inserted randomly above the stopper where they fall under the influence of gravitational forces. We use the velocity Verlet method as the integration scheme for the motion of the particles. We used non-linear viscoelastic particle-particle and particle-wall contact force models. This is because a non-linear viscoelastic model presents a higher accuracy in calculating the collision forces. 3 The particles are allowed to settle on the stopper until their velocity dissipates. The DEM simulation is performed in parallel on 8 processors for 2 s with a time step of $2 \times 10^{-5}$ s. We are left with a packed bed column with a height of 80 mm.
6.1.3 VANS-CFD simulation

The gas chosen for this simulation is air. We define the various parameters of the VANS-CFD simulation in Table 1. The gas is introduced with a uniform velocity distribution at the inlet located at the bottom of the cylindrical bed. The simulation is carried out in parallel on 8 processors for 0.5 s with a time step of $2 \times 10^{-3}$ s. For all cases, we ensure that steady state was reached at the end time. For the calculation of the fluid governing equations, we introduce a Dirichlet boundary condition for the velocity at the inlet of the bed. A slip boundary condition is applied to the walls of the cylinder. As an initial condition, the velocity is set to zero everywhere except at the inlet. We run the simulation for different inlet velocities which ranged between 0 and 0.6 m/s with an increment of 0.05 m/s. This ensures that we remain below the minimum fluidization velocity ($U_{mf}$). There exist various correlations to predict the minimum fluidization velocity. The choice is usually based on the particles’ diameter and density. For a more detailed review of the different available
correlations, we refer the reader to the article by Anantharaman et al.\textsuperscript{38} The minimum fluidization velocity ($U_{mf}$) was calculated based on the Wen-Yu correlation for Geldart D particles and is defined as:\textsuperscript{39}

$$U_{mf} = \left[ \left( 33.7^2 + 0.0408Ar \right)^{0.5} - 33.7 \right] \frac{\mu_f}{\rho_f d_p},$$

where $Ar$ is the Archimedes number and is defined as:

$$Ar = \frac{g \rho_f (\rho_p - \rho_f) d_p^2}{\mu_f^2},$$

and $\rho_p$ is the particles’ density, $g$ is the gravitational acceleration, and $\phi$ is the sphericity of the particle. $\phi = 1$ for spherical particles. In our case, $U_{mf} = 0.718$ m/s. For the purpose of determining $U_{mf}$, the void fraction $\epsilon_f$ of the bed is calculated as:

$$\epsilon_f = \frac{(\pi r_b^3) H_b - n_p (\frac{4}{3} \pi r_p^3)}{(\pi r_b^3) H_b},$$

where $n_p$ and $r_p$ are the particles’ number and radius respectively, and $r_b$ and $H_b$ are the bed’s radius and height respectively. From the DEM simulation, the bed height was found to be 89.86 mm.
### Table 1  Physical and numerical parameters for the packed bed simulation.

| Simulation control |  |
|--------------------|---|
| DEM end time (s)   | 2 | VANS-CFD end time (s) | 0.5 |
| DEM time step (s)  | $2 \times 10^{-5}$ | VANS-CFD time step (s) | $2 \times 10^{-3}$ |

| Geometry            |  |
|---------------------|---|
| Bed height (mm)     | 200 | Bed radius (mm) | 25 |
| Wall thickness (mm) | 0 |

| Particles           |  |
|---------------------|---|
| Number              | $2 \times 10^5$ | Diameter (m) | $1 \times 10^{-3}$ |
| Density (kg/m³)     | 2500 | Young modulus (N/m²) | $1 \times 10^6$ |
| Particle-particle Poisson ratio | 0.3 | Particle-wall Poisson ratio | 0.3 |
| Particle-particle restitution coefficient | 0.2 | Particle-wall restitution coefficient | 0.2 |
| Particle-particle friction coefficient | 0.1 | Particle-wall friction coefficient | 0.1 |
| Particle-particle rolling friction | 0.2 | Particle-wall rolling friction | 0.3 |

| Gas phase           |  |
|---------------------|---|
| Viscosity (Pa s)    | $1 \times 10^{-5}$ | Density (kg/m³) | 1 |
| Inlet velocity (m/s)| [0.05-0.6] | Void fraction smoothing factor $L^2$ | $5 \times 10^{-6}$ |

| Linear solver       |  |
|---------------------|---|
| Method              | GMRES | Max iterations | 5000 |
| Minimum residual    | $1 \times 10^{-11}$ | Relative residual | $10 \times 10^{-3}$ |
| ILU preconditioner fill | 1 | ILU preconditioner absolute tolerance | $1 \times 10^{-14}$ |
| ILU preconditioner relative tolerance | 1 |

| Non-linear solver   |  |
|---------------------|---|
| Tolerance           | $1 \times 10^{-9}$ | Max iterations | 10 |

### 6.2 Results and discussion

The particle packing result of the DEM simulation along with the meshed packed bed are shown in Figure 8. The particles take around 1.5 s to settle on the stopper. However, the simulation was run for 2 s in order to ensure that all particles become at rest. It is important that all particles possess a negligible velocity as the drag force is calculated using the relative velocity. If the particles had a non negligible velocity, the calculated drag would become incorrect resulting in an incorrect prediction of the pressure drop along the bed.

The velocity, pressure, and void fraction distributions are presented in Figure 9. The results shown are based on an inlet velocity $u_{in} = 0.5$ m/s, and the Rong et al. drag model. The void fraction shown in Figure 9A appears to be spatially continuous. This is due to the smoothed $L^2$ projection which overcomes the discontinuity of the PCM. This discontinuity is controlled using the smoothing length $L$. In this simulation, $L^2$ is taken to be equal to $5 d_p^2$. For the velocity distribution shown in Figure 9B, we can see some oscillations inside the packing region. This is explained by the non-uniform spacing between particles, resulting in higher velocities in regions with smaller spacing and vice versa. In Figure 9C, the pressure drops instantly inside the packing as expected. This is mainly due to friction inside the packing.

In order to validate our model, the results of our simulations are compared with the predicted $\Delta p$ of the Ergun equation as a function of Reynolds number. This equation is a correlation used to predict the pressure drop $\Delta p$ across a packed bed of spherical particles and is denoted as:

$$\Delta p = \frac{150 (1 - \epsilon_f)^2 u_f \mu_f H_B}{\epsilon_f d_p^2} + \frac{1.75 (1 - \epsilon_f) \rho_f u_f H_B}{\epsilon_f d_p}.$$

(48)
**FIGURE 8** xy plane particle packing and mesh (A) and yz plane mesh (B) of packed bed.

**FIGURE 9** Solution of gas flow through packed bed using Q1-Q1 elements for (A) void fraction, (B) velocity and (C) pressure. [Colour figure can be viewed at wileyonlinelibrary.com]
The Reynolds number used is the bed’s Reynolds number:

\[ Re = \frac{\rho_f u_f D}{\mu_f} \]  \hspace{1cm} (49)

where \( D \) is the bed’s diameter.

For the Ergun equation, \( H_b \) is calculated in the same way as for the minimum fluidization velocity (\( U_{mf} \)). Similarly, in this case, \( H_b = 89.86 \) mm. Figures 10 and 11 compare the pressure drop curves obtained from the simulations using Di Felice\(^29\) and Rong et al\(^31\) models for Q1-Q1, Q2-Q1, and Q2-Q2 elements using models B and A respectively with the predicted pressure drop obtained from the Ergun equation.

Using model B of the VANS equations, the two drag models show a good correlation with Equation (48). They both slightly over predict the pressure drop compared to the Ergun equation for higher \( Re \). In both cases, the Rong et al. drag model shows more over prediction compared to the Difelice drag model. The \( \beta \) coefficient in the Rong et al model takes into account not only the particle’s Reynolds number (\( Re_p \)) but also the bed’s void fraction (\( \epsilon_f \)). This can explain the over prediction of this model at higher \( Re \) values where the effects of the void fraction are amplified by the Reynold’s number. Moreover, for the same drag model, using higher order elements leads to a higher over prediction of the pressure drop at higher \( Re \) values and does not change the predicted results at lower \( Re \) values. Using model A of the VANS equations, both drag models give similar results for the different element orders. As the order of the elements increased, the variation of the pressure drop remained negligible compared to the values obtained from Model B. However, the
values of the pressure drop obtained using Model A were in general slightly greater than those obtained using Model B for the same element order. These results prove that the drag models’ implementation in the VANS solver is correct. The local calculation of the drag in each element along with the volumetric integral of its value over all the elements successfully predicts the pressure drop in the packed bed. It also demonstrates that higher order elements are better suited for efficiently solving problems with a requirement for high accuracy, but for which the minimum mesh size is limited.

For the same packed bed simulation without bounding the void fraction, we determined the global mass source term and the maximum local mass source term at every inlet velocity for the Rong et al. 31 drag model using both models A and B of the VANS equations. The maximum local mass source term was determined by integrating the continuity equation over each element and choosing the value of the element with the maximum absolute value. The global mass source term was determined by summing up all element-wise integration of the continuity equation. The mass source terms are shown in absolute value scaled by the inlet velocity as in Figure 12.

Both models A and B show the same trend as well as similar values of the global mass source for different inlet velocities. Therefore, both our models are globally mass conservative. The maximum local mass conservation error is in the magnitude of $10^{-10}$, which is the order of magnitude of the tolerance of the non-linear solver. Moreover, the two models show similar behavior for the maximum local mass conservation. As the inlet velocity increases, the local mass source for both models remains relatively constant in the magnitude of $10^{-9}$ for model B and $10^{-8}$ for model A. Even though model B achieves better local mass conservation, the magnitude of the local error obtained for both models is relatively small. Therefore, it is safe to consider that without bounding the void fraction, both models are mass conservative. In this case, bounding the void fraction does not add any benefits to the simulation as the projected void fraction had a maximum value of 1.00001 and thus it did not affect any aspect of the simulation. Some of the simulations were repeated while bounding the void fraction. The obtained results show diminished mass conservation in the magnitude of $10^{-6}$. As we bound the void fraction, we slightly change the values of the void fraction at the extremities of the packing and as a consequence alter the mass preservative properties of the $L^2$ projection. This explains the increase in the magnitude of the mass source term error.

7 | CONCLUSION

This work presents a verified and validated stabilized finite element approach for the modeling of both forms A and B of the volume-averaged Navier Stokes equations which are used to model multi-phase flows. We were able to develop a parallel high-order finite element solver for these equations within Lethe, thus enhancing accuracy without requiring finer meshes. This is important as it helps circumvent one of the solid-fluid flow limitations concerning mesh size. We verified our solver using the method of manufactured solution and showed that our model is consistent with the underlying discretization and globally mass conservative. The validation of the model through the prediction of the pressure drop in a packed bed simulation and its comparison with that of the Ergun correlation allowed us to confirm the validity...
of the drag models' implementation. In the presence of a discontinuous void fraction field, we controlled the stability of the simulation through our choice of the smoothing length $L$. This is often taken to be two or three times the particles' diameter. Finally, the methodology introduced here serves as a first step in developing a fully parallel high-order CFD-DEM solver by coupling the VANS solver presented in this article with Lethe-DEM. The rigorous verification and validation strategy deployed in this work can also be followed by other researchers who are developing solvers for the VANS equations, without regard to the numerical method used.
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In this appendix, we demonstrate the effect of proper grad-div stabilization on the stability of the VANS solver in the presence of a sharp void fraction gradient. A step function for the void fraction is defined as:

\[
\varepsilon_f = \begin{cases} 
1 & \text{if } x < -0.5 \\
0.5 & \text{if } -0.5 \leq x \leq 0.5 \\
0 & \text{if } x > 0.5 
\end{cases}
\]  

(A1)

and an inlet velocity \( u = 1 \) is defined in a square domain \([-1, 1]^2\). The simulation is performed with and without the grad-div stabilization. The results obtained are shown in Figure A1.

The simulation with only SUPG and PSPG stabilization is not enough to dampen the spurious oscillations in the velocity field arising from the sharp void fraction gradients at the location of the discontinuities. When grad-div stabilization is implemented, the oscillations disappear which makes the simulation much more stable. For our solver, using this grad-div stabilization method alleviates the need of a shock capturing scheme to diffuse the spurious oscillations.
FIGURE A1 Comparison of simulation results of a fluid flow through a section with a sharp void fraction gradient with SUPG stabilization only (A) and with SUPG and grad-div stabilization (B). [Colour figure can be viewed at wileyonlinelibrary.com]