We consider strongly-convex-strongly-concave saddle point problems assuming we have access to unbiased stochastic estimates of the gradients. We propose a stochastic accelerated primal-dual (SAPD) algorithm and show that SAPD sequence, generated using constant primal-dual step sizes, linearly converges to a neighborhood of the unique saddle point. Interpreting the size of the neighborhood as a measure of robustness to gradient noise, we obtain explicit characterizations of robustness in terms of SAPD parameters and problem constants. Based on these characterizations, we develop computationally tractable techniques for optimizing the SAPD parameters, i.e., the primal and dual step sizes, and the momentum parameter, to achieve a desired trade-off between the convergence rate and robustness on the Pareto curve. This allows SAPD to enjoy fast convergence properties while being robust to noise as an accelerated method. SAPD admits convergence guarantees for the distance metric with a variance term optimal up to a logarithmic factor—which can be removed by employing a restarting strategy. We also discuss how convergence and robustness results extend to the convex-concave setting. Finally, we illustrate our framework on distributionally robust logistic regression problem.
convex in $x$ and (strongly) concave in $y$ with moduli $\mu_x, \mu_y \geq 0$, respectively. The SP problem in (1) has a wide range of applications; in fact, many convex optimization problems arising in machine learning (ML) can be recast as (1) through Lagrangian duality. Prominent applications with SP formulations include empirical risk minimization (ERM) \cite{52, 42}, supervised learning with non-separable losses, or regularizers \cite{46, 38}, distributionally robust ERM \cite{29}, and robust optimization \cite{4}. In many of these applications, one does not have access to exact values of the gradients $\nabla_x \Phi$ and $\nabla_y \Phi$; but, rather has access to their unbiased stochastic estimates $\tilde{\nabla}_x \Phi$ and $\tilde{\nabla}_y \Phi$. This would typically be the case when the gradients are estimated from a subset of data points in the big-data regime (as in stochastic gradient and stochastic approximation methods) or if noise is injected to the gradients on purpose to protect the privacy of the user data \cite{45}.

We propose a first-order method, the Stochastic Accelerated Primal-Dual (SAPD) algorithm, to solve (1) under the assumption that we have access to unbiased stochastic oracles $\tilde{\nabla}_x \Phi$ and $\tilde{\nabla}_y \Phi$ with a bounded variance, see Assumption 1 for the details. This setting is commonly considered in the literature and is relevant to a number of applications, e.g., training GANs \cite{54} and robust learning \cite{44}. First, assuming that $\mathcal{L}$ is strongly convex strongly concave (SCSC) \cite{49}. In the rest of this discussion, we focus on the deterministic SCSC setup, for which there is a unique saddle point $\langle \bar{x}, \bar{y} \rangle$. In the following discussion, we summarize existing results closely related to our setting, and discuss our contributions.

1.1 Related Work

When the coupling term $\Phi(x, y)$ is bilinear, i.e., $\Phi(x, y) = \langle Kx, y \rangle$ for some linear operator $K : \mathcal{X} \to \mathcal{Y}^*$, (1) is well-studied for both strongly-convex-strongly-concave (SCSC) problems ($\mu_x, \mu_y > 0$) as well as for merely-convex-merely-concave (MCMC) problems ($\mu_x = \mu_y = 0$). The convergence results cover both the stochastic case (when only stochastic estimates of the gradients are available) and the deterministic case (when the gradient information is exact). In our work, we do not assume bilinear $\Phi$. When the coupling term $\Phi$ is non-bilinear, there exist some convergence results in the deterministic case; however, the stochastic setting remains relatively understudied. Two standard metrics to measure the quality of a random $\langle \bar{x}, \bar{y} \rangle \in \mathcal{X} \times \mathcal{Y}$ returned by a stochastic algorithm are the gap function $G : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}_+$ for the MCMC case and distance metric $D : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}_+$ for the SCSC case, for which there is a unique saddle point $\langle x^*, y^* \rangle$, i.e.,

$$G(\bar{x}, \bar{y}) \triangleq \mathbb{E}[\sup_{(x,y) \in \mathcal{X} \times \mathcal{Y}} \{\mathcal{L}(\bar{x}, y) - \mathcal{L}(x, \bar{y})\}], \quad D(\bar{x}, \bar{y}) \triangleq \mathbb{E}[\mu_x \|x - x^*\|^2 + \mu_y \|y - y^*\|^2], \tag{2}$$

where the expectation is taken with respect to the randomness encountered in the generation of the point $\langle \bar{x}, \bar{y} \rangle \in \mathcal{X} \times \mathcal{Y}$. In the following discussion, we summarize existing results closely related to our setting, and discuss our contributions.

1.1.1 The Deterministic Case

The bilinear structure has been thoroughly studied; some well-known algorithms include excessive gap technique \cite{34, 33}, primal-dual hybrid gradient (PDHG) \cite{7, 8} –also see \cite{41} achieving the best bound. On the other extreme, when $\mathcal{L}$ owns a general form and the smoothness cannot be guaranteed, primal-dual subgradient algorithms have been proposed in several works, e.g., \cite{30, 35, 21}. The iteration complexity of these subgradient-based methods can be significantly improved when $\mathcal{L}$ has further structure. Indeed, there are methods exploiting the structure when $\Phi$ is smooth, and $f, g$ have efficient prox maps, which include Mirror-Prox(MP) \cite{31}, Optimistic Gradient Descent Ascent (OGDA) and Extra-gradient (EG) \cite{28} methods. Additionally, the effect of Lipschitz constants along different blocks of variables also has been explored recently; some new works account for the individual effects of $L_{xx}, L_{yz}$ and $L_{yy}$, i.e., the Lipschitz constants of $\nabla_x \Phi(\cdot, y), \nabla_y \Phi(\cdot, y)$, and $\nabla_y \Phi(x, \cdot)$, respectively, instead of using the worst-case parameters $L \triangleq \max\{L_{xx}, L_{xy}, L_{yy}\}$, $\mu \triangleq \min\{\mu_x, \mu_y\}$. For bilinear SP problems, a lower complexity bound of $\Omega\left(\sqrt{1 + \frac{L_{xx}}{\mu_x \mu_y}} \cdot \ln(1/\epsilon)\right)$ is shown in \cite{49} for a class of first-order primal-dual algorithms employing proximal-gradient steps; on the other hand, the lower bound for gradient-based methods is $\Omega\left(\sqrt{\frac{L_{xx}}{\mu_x} + \frac{L_{xx}}{\mu_x \mu_y} + \frac{L_{yy}}{\mu_y} \cdot \ln(1/\epsilon)}\right)$ when $f(\cdot) = g(\cdot) = 0$ and $\Phi$ is SCSC \cite{49}. In the rest of this discussion, we focus on the deterministic SCSC setup, for which the results in $D$ metric can be converted into gap metric $G$ by only increasing the logarithmic term by problem parameters, see \cite{10} Appendix C.

Mokhtari et al. \cite{28} show that both OGDA and EG have an iteration complexity of $O\left(\frac{1}{\mu} \ln(1/\epsilon)\right)$ for $D$ metric defined in (2). Gidel et al. \cite{15} also show the same rate for OGDA from a variational inequality (VI) perspective. In the

\footnote{This definition of robustness for an algorithm is inspired by the robust control literature, and that it should not be mixed with robustness in \cite{32}.}
analysis of these algorithms, primal and dual step sizes are set equal, which may lead to conservative steps whenever \( L_{xx} \gg L_{yy} \), or vice versa. For instance, in the primal-dual formulation of empirical risk minimization problems in machine learning, choosing primal and dual step sizes to be different can lead to an improved convergence rate \(^5\). There are also some multi-loop algorithms. In particular, Lin et al. \(^{26}\) propose an inexact proximal point algorithm, which consists of 3-nested loops; each proximal step computation requires calling Nesterov’s accelerated gradient descent (AGD) iteratively to solve strongly convex smooth (SCS) optimization subproblems with a high precision that can be impractical.\(^3\) The computational complexity to compute \((\bar{x}, \bar{y})\) such that \( \mathcal{G}(\bar{x}, \bar{y}) \leq \epsilon \) is \( \mathcal{O}\left( \frac{L_{xx}}{\sqrt{\mu x y}} \cdot \ln^3(1/\epsilon) \right) \).

Although \(^{26}\) claims to achieve the lower complexity bound provided in \(^{49}\), this is not the case for problems with \( L_{yy} \ll L \). The algorithm in \(^{43}\) consists of 4-nested loops and has similar shortcomings in practice. The computational complexity to compute \((\bar{x}, \bar{y})\) such that \( \mathcal{D}(\bar{x}, \bar{y}) \leq \epsilon \) is \( \mathcal{O}\left( \frac{L_{xx}}{\mu x} + \frac{L_{yy}}{\mu y} + \frac{L_{xy}}{\mu x y} \cdot \ln^4(1/\epsilon) \right) \). More recently, after our paper has appeared, Jin et al. \(^{20}\) independently obtain the iteration complexity of \( \mathcal{O}\left( \frac{L_{xx}}{\mu x} + \frac{L_{yy}}{\mu y} + \frac{L_{xy}}{\mu x y} \cdot \ln(1/\epsilon) \right) \) for satisfying \( \mathcal{G}(\bar{x}, \bar{y}) \leq \epsilon \).

1.1.2 The Stochastic Case

While the deterministic SP problem has attracted much attention, the study on the first-order stochastic methods for \(^1\) is still relatively limited. For MCMC SP problems, proximal methods have been developed, e.g., Stochastic Mirror-Descent (SMD) \(^{32}\), the Stochastic Mirror-Prox (SMP) \(^{22}\) and its accelerated version (SAMP) \(^{9}\). In \(^53\), MCMC and strongly-convex-merely-concave (SCMC) scenarios are considered under additive unbiased noise with a bounded variance. When \( \mu_x > 0 \), a multi-stage scheme achieving the best known complexity for the stochastic SP problems is proposed in \(^{55}\); however, this is a two-loop method and each outer iteration requires solving a non-trivial sub-problem with an increasing accuracy, which is a function of some problem parameters that may not be known in practice, e.g., Bregman diameters of \( \mathcal{X}, \mathcal{Y} \) and noise variance. There are also some VI-based methods \(^{12, 15}\) for the MCMC scenario.

Our focus in this paper will be on the stochastic SCSC case. Let \( \delta^2 \) denote the variance bound on the stochastic first-order oracle. Yan et al. \(^{47}\) consider \( \min_{x \in \mathcal{X}} \max_{y \in \mathcal{Y}} \Phi(x, y) \) for possibly non-smooth, SCSC \( \Phi \), and propose Epoch-GDA with an oracle complexity of \( \mathcal{O}\left( \frac{1}{\epsilon} \ln(1/p) \right) \) for computing \((\bar{x}, \bar{y})\) such that \( \mathcal{G}(\bar{x}, \bar{y}) \leq \epsilon \) with probability \( 1 - p \). When \( \Phi \) is smooth, stochastic EG method \(^{19}\) for SCSC SP problems and Stochastic Operator Extrapolation method \(^{24}\) for strongly monotone VI’s, both using constant step sizes, can guarantee \( \mathcal{D}(x_k, y_k) \leq \epsilon \) within \( \mathcal{O}\left( \frac{1}{\epsilon} \right) \) and \( \mathcal{O}(\kappa \ln(1/\epsilon) + \frac{\delta^2}{\mu \epsilon} \ln(1/\epsilon)) \) iterations, respectively, where \( \kappa = L/\mu \). Fallah et al. \(^{13}\) propose multi-stage variants (employing restarts) of Stochastic Gradient Descent Ascent (S-GDA) and Stochastic OGD (S-OGDA) that can guarantee \( \mathcal{D}(x_k, y_k) \leq \epsilon \) within \( \mathcal{O}(\kappa^2 \ln(1/\epsilon) + \frac{\delta^2}{\mu \epsilon}) \) and \( \mathcal{O}(\kappa \ln(1/\epsilon) + \frac{\delta^2}{\mu \epsilon}) \) iterations, respectively. Unlike our paper, in both \(^{19, 13}\), Lipschitz constant of \( \nabla \Phi \), i.e., \( L \), is used to determine the step size, rather than exploiting the block Lipschitz structure.

1.2 Comparison

In table \(^1\) among the papers we discuss in section \(^1\), we compare the deterministic and stochastic methods for solving the SCSC saddle point problem in \(^1\) with a non-bilinear \( \Phi \) –to focus on more relevant papers, we did not include methods for \( \Phi \) that is bilinear and/or in the finite-sum form. For deterministic methods, having access to \( \nabla_x \Phi \) and \( \nabla_y \Phi \), we only provide the bias term of the oracle complexity –this term represents the work required against the bias introduced due to initialization of the algorithm while computing an \( \epsilon \)-solution. For methods employing stochastic first-order oracles (SFO) to get noisy estimates \( \tilde{\nabla}_x \Phi \) and \( \tilde{\nabla}_y \Phi \), we provide both the bias and variance terms in the oracle complexity result, where variance term denotes the additional oracle calls required due to persistent noise in gradient estimates compared to the (noiseless) deterministic case. For all the methods compared, we list how many nested loops they employ. Finally, in the last column “BV-tradeoff” of Table \(^1\) we indicate whether a systematic analysis is provided for the bias-variance trade-off for the stochastic methods discussed in the table. While ours is achieving near optimal state-of-the art complexities for both bias and variance as a single loop method, it also provides conditions on algorithm parameters describing the dependency between the parameter choice and corresponding certifiable rate –see \(^3\); hence, our admissibility rule for selecting algorithm parameters allows us to characterize the bias-variance trade-off for SAPD.

\(^2\)In each AGD call, an SCS function \( h \) with condition number \( \kappa_x = L/\mu_x \) is minimized to compute \( \bar{x} \approx \arg\min_{x \in \mathcal{X}} h(x) \) such that \( \|\bar{x} - \Pi_X (\bar{x} - \nabla h(\bar{x})/L)\| \leq \frac{\epsilon}{2(10 \mu x y \cdot L \kappa x y \Phi \sqrt{1 + \kappa x y \Phi L / \mu x y})}. \)
Table 1: Related work: Comparison of methods for solving SCSC saddle point problem in (1) with a non-bilinear $\Phi$. \cite{10} requires $\Phi$ to be twice differentiable. Results in $D$ metric can be converted into guarantees in the gap metric $G$ while still preserving $\ln(1/\epsilon) + 1/\epsilon$ complexity, see \cite{10} Appendix C). The metric $P_\varphi$ denotes the number of oracle calls for $G \leq \epsilon$ with probability at least $1 - p$. Among single-loop methods, \cite{28} employs $\tau = \frac{1}{\mu_2 \lambda}$ and $\sigma = \frac{1}{\nu_2 \lambda}$, where $\lambda = \frac{L_{xx}}{\mu_x} + \frac{L_{xy}}{\mu_y} + \frac{L_{yx}}{\mu_y}$, \cite{19} employs $\tau_k = \frac{1}{\alpha_k + \frac{L}{\mu}}$ for $\alpha \in (0, \mu)$. In the column “BV-tradeoff” we indicated whether a systematic analysis is provided for the bias-variance trade-off.

### 1.3 Contributions

We propose the Stochastic Accelerated Primal-Dual (SAPD) algorithm which extends the APD method proposed in \cite{13} to the stochastic gradient setting. We assume that the first-order oracles $\nabla \Phi_x$ and $\nabla \Phi_y$ return noisy partial gradients that are unbiased and have finite variance bounded by $\sigma^2_x$ and $\sigma^2_y$, respectively. Let $z^* = (x^*, y^*)$ denote the unique saddle point of the SCSC minmax problem in (1). For any $\epsilon > 0$, SAPD guarantees $D(x_N, y_N) \leq \epsilon$ within

$$N \leq O \left( \left( \frac{L_{xx}}{\mu_x} + \frac{L_{xy}}{\sqrt{\mu_x \mu_y}} + \frac{L_{yx}}{\mu_y} + \frac{\sigma^2_x}{\mu_x} + \frac{\sigma^2_y}{\mu_y} \right) \frac{1}{\epsilon} \ln \left( \frac{D(x_0, y_0)}{\epsilon} \right) \right)$$

iterations. The oracle complexity bound on the bias term $O(\kappa \ln(1/\epsilon))$ is optimal, where $\kappa = L/\mu$, and the bound on the variance term $O((\sigma^2_x/\mu_x + \sigma^2_y/\mu_y)/\epsilon)$ is optimal up to a log factor, which can be removed by employing a restarting strategy as in \cite{13}—see appendix D. Since the noise is persistent, linear convergence cannot be achieved unlike the finite sum problems where variance reduction-based methods are applicable to obtain linear convergence \cite{38}. However, for SCSC problems, SAPD with constant step size converges to a neighborhood of the saddle-point at a linear rate $\rho \in (0, 1)$, and the size of the neighborhood, defined as $\limsup_{N \to \infty} E[\|z_N - z^*\|^2]$, scales linearly with the gradient noise level; hence, we interpret the ratio $\limsup_{N \to \infty} E[\|z_N - z^*\|^2]/\delta^2$ as a measure of robustness, which we denote with $\mathcal{J}$, where $\delta^2 = \max(\delta^2_x, \delta^2_y)$. We evaluate the overall algorithmic performance with two metrics: SAPD parameters should be tuned to achieve a faster rate $\rho$ with a smaller noise amplification $\mathcal{J}$. Our analysis leads to explicit characterizations of $\mathcal{J}$ for a particular problem class, and of an upper bound $\mathcal{R}$ on $\mathcal{J}$ for more general problems; both $\mathcal{J}$ and $\mathcal{R}$ are given as functions of SAPD parameters. Based on these characterizations, we develop computationally tractable techniques for optimizing the SAPD parameters to achieve a desired systematic trade-off between $\rho$ and $\mathcal{J}$ without assuming the knowledge of noise variance bounds, $\sigma^2_x$ and $\sigma^2_y$. This allows SAPD to enjoy fast convergence with a robust performance in the presence of stochastic gradient noise. Achieving systematic trade-offs between the rate and robustness has been previously studied in \cite{2} in the context of accelerated methods for smooth strongly convex minimization problems. To our knowledge, our work is the first one that can trade-off $\rho$ with $\mathcal{J}$ in a systematic fashion in the context of primal-dual algorithms for (1).

For the stochastic MCMC case, SAPD can generate $(\tilde{x}, \tilde{y})$ such that $G(\tilde{x}, \tilde{y}) \leq \epsilon$ within $O(L/\epsilon + \delta^2/\epsilon^2)$ oracle calls, which is optimal for this setting in both bias and variance terms. For both SCSC and MCMC scenarios, the deterministic results\footnote{In the deterministic scenario, SAPD reduces to APD algorithm \cite{18}, which has the optimal rate guarantees for MCMC and SCMC (with $E_{y=0}$) settings; that said, deterministic SCSC setting was not studied in \cite{18}.} can be derived from our stochastic results immediately by setting the noise variances $\delta^2_x = \delta^2_y = 0$. In the deterministic setting, our algorithm, when applied to \cite{1} with a bilinear $\Phi$, generates the same iterate sequence with \cite{8} for a specific choice of step size parameters; therefore, SAPD, being able to handle noisy gradients and non-bilinear couplings, can be viewed as a general form of the optimal (method (CP)) proposed by Chambolle and Pock \cite{8} for MCMC and SCSC problems with a bilinear coupling. Indeed, in the deterministic case when $\Phi$ is bilinear, both CP and SAPD hit the lower complexity bounds, $O(L/\epsilon)$ for the MCMC and $\Omega(L/\epsilon)$ for the SCSC problems, given in \cite{37} and \cite{49}, respectively. Moreover, when $\Phi$ is not assumed to be bilinear, SAPD guarantees $O(L/\epsilon)$ complexity in the MCMC setting and $O((L_{xx}/\mu_x + L_{xy}/\mu_y + L_{yx}/\sqrt{\mu_x \mu_y}) \cdot \ln(1/\epsilon))$ complexity in the SCSC setting.
for the bias term, which are the best bounds shown for \([1]\). For the SCSC setup, the papers \([10,20]\) provide bias guarantees similar to our method; but, they are not applicable to the (noisy) stochastic setting like ours. Furthermore, our framework exploiting block Lipschitz constants \(L_{xx}, \ L_{yx}\) and \(L_{yy}\), provides larger step sizes compared to the traditional step size \(O(1/L)\).

Finally, the single-loop design of our algorithm make it suitable for solving large-scale problems efficiently—usually in methods with nested loops, inner iterations are terminated when a sufficient optimality condition holds and these conditions are usually very conservative, leading to excessive number of inner iterations. Furthermore, solving nonconvex-concave minimax problems using an inexact proximal point method requires solving SCSC subproblems to an increasing accuracy; hence, adopting single-loop algorithms as solvers for SCSC subproblems leads to simple implementations compared to using multi-loop methods as solvers—see \([51]\). Indeed, single loop algorithms are preferable compared to multi-loop algorithms in many settings, e.g., see \([50]\) for a discussion.

### 1.4 Notation

Throughout the paper, \(\mathbb{R}_{++}\) denotes the set of positive real numbers, and \(\mathbb{R}_+ = \mathbb{R}_{++} \cup \{0\}\). We adopted arithmetic using the extended reals with the convention that \(\frac{1}{0} \triangleq \infty\), \(\frac{0}{0} \triangleq 0\), \(\frac{0}{\infty} \triangleq 0\). We use \(\|\cdot\|\) to denote the Euclidean norm. The proximal operator associated with a proper, closed, convex function \(f : \mathcal{X} \to \mathbb{R} \cup \{\infty\}\) is given by \(\operatorname{prox}_f(x) \triangleq \arg\min_{v \in \mathcal{X}} f(v) + \frac{1}{2}\|x-v\|^2\), and \(\operatorname{prox}_g(\cdot)\) is defined similarly. We let \(S^d\) denote the set of symmetric \(d \times d\) real matrices.

### 1.5 Assumptions and Statement of SAPD Algorithm

In the following, we introduce the assumptions needed throughout this paper.

**Assumption 1.** \(f : \mathcal{X} \to \mathbb{R} \cup \{\infty\}\) and \(g : \mathcal{Y} \to \mathbb{R} \cup \{\infty\}\) are proper, closed, convex functions with moduli \(\mu_x, \mu_y \geq 0\). Moreover, \(\Phi : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}\) is such that

1. for any \(x \in \operatorname{dom} g \subset \mathcal{Y}\), \(\Phi(\cdot, y)\) is convex and differentiable; and \(\exists L_{xx} \geq 0, \exists L_{xy} > 0\) such that \(\forall x, \bar{x} \in \operatorname{dom} f \subset \mathcal{X} \) and \(\forall y, \bar{y} \in \operatorname{dom} g \subset \mathcal{Y}\),

\[
\|\nabla_x \Phi(x, y) - \nabla_x \Phi(\bar{x}, \bar{y})\| \leq L_{xx}\|x-\bar{x}\| + L_{xy}\|y-\bar{y}\|;
\]

2. for any \(x \in \operatorname{dom} f \subset \mathcal{X}\), \(\Phi(x, \cdot)\) is concave and differentiable; and \(\exists L_{yx} > 0\) and \(\exists L_{yy} \geq 0\) such that \(\forall x, \bar{x} \in \operatorname{dom} f \subset \mathcal{X} \) and \(\forall y, \bar{y} \in \operatorname{dom} g \subset \mathcal{Y}\),

\[
\|\nabla_y \Phi(x, y) - \nabla_y \Phi(\bar{x}, \bar{y})\| \leq L_{yx}\|x-\bar{x}\| + L_{yy}\|y-\bar{y}\|.
\]

**Remark 1.** In fact, in terms of strong convexity, we only need to assume that \(L\) defined in \([1]\) is \(\mu_x\)-convex in \(x\) and \(\mu_y\)-concave in \(y\) (\(f, g\) may be merely convex, e.g., indicator functions). We argue that Assumption \([7]\) holds without loss of generality even for this more general setting. Suppose \(\Phi \) is \((L_{xx}, L_{xy}, L_{yx}, L_{yy})\)-smooth, i.e., \([3]\) and \([4]\) hold, and \(\Phi\) is \(\mu_x\)-strongly convex in \(x\) and \(\mu_y\)-strongly concave in \(y\), and \(f, g\) are proper, closed, merely convex functions. After properly redefining \(f, g\) and \(\Phi\), Assumption \([7]\) holds for a different representation of the same problem. Indeed, define \(f^0, g^0, \Phi^0\) such that for any \((x, y) \in \operatorname{dom} f \times \operatorname{dom} g\), let

\[
f^0(x) \triangleq f(x) + \frac{\mu_x}{2}\|x\|^2, \quad g^0(y) \triangleq g(y) + \frac{\mu_y}{2}\|y\|^2, \quad \Phi^0(x, y) \triangleq \Phi(x, y) - \frac{\mu_x}{2}\|x\|^2 - \frac{\mu_y}{2}\|y\|^2,
\]

and consider \(\min_{x \in \mathcal{X}} \max_{y \in \mathcal{Y}} f^0(x) + \Phi^0(x, y) - g^0(y)\). The definition of \(\Phi^0\) implies that it is \((L_{xx}^0, L_{xy}^0, L_{yx}^0, L_{yy}^0)\)-smooth, where \(L_{xx}^0 \triangleq L_{xx} - \mu_x, L_{yx}^0 \triangleq L_{yx} - \mu_y, L_{yy}^0 \triangleq L_{yy} - \mu_y\) and \(L_{yx}^0 = L_{yx}\). Note that \(f^0, g^0\) and \(\Phi^0\) satisfy Assumption \([7]\). Furthermore, if \(f\) and \(g\) are prox-friendly functions, i.e., one can compute \(\operatorname{prox}_{f^0}\) and \(\operatorname{prox}_{g^0}\) efficiently for all \(t > 0\), then \(f^0\) and \(g^0\) are also prox-friendly. Indeed, given arbitrary \(\bar{x} \in \mathcal{X}, \bar{y} \in \mathcal{Y}\) and \(t > 0\), one has

\[
\operatorname{prox}_{t f^0}(\bar{x}) = \operatorname{prox}_{\frac{t}{\mu_x} \bar{x}} f^0, \quad \operatorname{prox}_{t g^0}(\bar{y}) = \operatorname{prox}_{\frac{t}{\mu_y} \bar{y}} g^0.
\]

**Remark 2.** We first analyze the error bounds and oracle complexity of SAPD (section \([2]\)) and its robustness properties (section \([3]\)) under the assumption that \(\mu_x \mu_y > 0\), i.e., for SCSC minimax problems. Later, in section \([4]\), we extend these results to MCMC setting, i.e., \(\mu_x = \mu_y = 0\).

In many ML applications, as passing over the whole dataset to compute a full gradient may be computationally impractical, the full gradients are estimated through sampling from data. Within the context of SP problems, this setting arises in supervised learning tasks, e.g., \([5,38]\). In the rest of the paper, we use \(\nabla_x \Phi\) and \(\nabla_y \Phi\) to denote such stochastic estimates of the true gradients \(\nabla_x \Phi\) and \(\nabla_y \Phi\). Given stochastic oracles \(\nabla_x \Phi\) and \(\nabla_y \Phi\), we propose SAPD algorithm to tackle with \([1]\), which is described in Algorithm \([1]\). We note that when \(\theta\) is zero, SAPD reduces to the well-known stochastic (proximal) gradient descent ascent (SGDA) method.
We make the following assumption on the statistical nature of the gradient noise.

**Assumption 2.** There exist $\delta_x, \delta_y \geq 0$ such that for all $k \geq 0$, given the SAPD iterates $(x_k, y_k, y_{k+1})$, the stochastic gradients $\bar{\nabla}_x \Phi(x_k, y_{k+1}; \omega^k_k)$, $\bar{\nabla}_y \Phi(x_k, y_{k}; \omega^k_y)$ and random sequences $\{\omega^k_x\}$, $\{\omega^k_y\}$ satisfy (i) $\mathbb{E}[\bar{\nabla}_x \Phi(x_k, y_{k+1}; \omega^k_x)|x_k, y_{k+1}] = \bar{\nabla}_x \Phi(x_k, y_{k+1})$; (ii) $\mathbb{E}[\bar{\nabla}_y \Phi(x_k, y_{k}; \omega^k_y)|x_k, y_{k}] = \bar{\nabla}_y \Phi(x_k, y_{k})$; (iii) $\mathbb{E}[\|\bar{\nabla}_x \Phi(x_k, y_{k+1}; \omega^k_x) - \bar{\nabla}_x \Phi(x_k, y_{k+1})\|^2|x_k, y_{k+1}] \leq \delta_x^2$; (iv) $\mathbb{E}[\|\bar{\nabla}_y \Phi(x_k, y_{k}; \omega^k_y) - \bar{\nabla}_y \Phi(x_k, y_{k})\|^2|x_k, y_{k}] \leq \delta_y^2$.

We should point out that we do not make any independence assumption on the random sequences $\{\omega^k_x\}_k$ and $\{\omega^k_y\}_k$. Assumption 2 applies to most unbiased estimation situations. For example, when the stochastic gradients $\tau, \sigma > 0$, Algorithm 1, using $\frac{\tau}{\rho} + \frac{\sigma}{\rho}$, the unique saddle point, $\bar{\nabla}_x \Phi(x_k, y_{k+1}; \omega^k_x) = \bar{\nabla}_x \Phi(x_k, y_{k+1}) + \omega^k_x$, $\bar{\nabla}_y \Phi(x_k, y_{k}; \omega^k_y) = \bar{\nabla}_y \Phi(x_k, y_{k}) + \omega^k_y$. This type of noise arises in the context of privacy-preserving algorithms. Indeed, when $\bar{\nabla}_x \Phi$ is associated with the user data, the user would inject additive noise to the gradients for protecting data privacy, see e.g., [27, Alg. 1], [25].

Unbiased noise with a finite variance assumption also holds for SP formulation of ERM problems if the gradients are estimated from mini-batches on bounded domains, e.g., [40, 52].

**Algorithm 1** Stochastic Accelerated Primal-Dual (SAPD) Algorithm

1: **Input:** $(\tau, \sigma, \theta) \in \mathcal{X} \times \mathcal{Y}$
2: $(x_{-\infty}, y_{-\infty}) \leftarrow (x_0, y_0)$
3: for $k \geq 0$ do
4: $\bar{d}_k \leftarrow \nabla_x \Phi(x_k, y_{k}; \omega^k_y) - \bar{\nabla}_y \Phi(x_{k-1}, y_{k-1}; \omega^k_{y-1})$
5: $\delta_k \leftarrow \nabla_y \Phi(x_k, y_{k}; \omega^k_y) + \theta \bar{y}_k$
6: $y_{k+1} \leftarrow \text{prox}_{\theta x}(y_k - \tau \bar{d}_k)$
7: $y_{k+1} \leftarrow \text{prox}_{\tau x}(x_k - \tau \bar{d}_k)$
8: end for

2 Performance Guarantees for SAPD

Under our noise model (Assumption 2), we next provide performance guarantees for the SAPD algorithm.

**Theorem 1.** Suppose $\mu_x, \mu_y > 0$ and Assumptions 1 and 2 hold, and $(x_k, y_k)_{k \geq 0}$ are generated by SAPD, stated in Algorithm 1 using $\tau, \sigma > 0$ and $\theta \geq 0$ that satisfy

$$
G \triangleq \begin{pmatrix}
\frac{1}{\tau} + \mu_x - \frac{1}{\rho} & 0 & 0 & 0 & 0 \\
0 & \frac{1}{\tau} + \mu_y - \frac{1}{\rho} & \left(\frac{\sigma}{\rho} - 1\right)L_{yx} & \left(\frac{\sigma}{\rho} - 1\right)L_{yy} & 0 \\
0 & \left(\frac{\sigma}{\rho} - 1\right)L_{yx} & \frac{1}{\tau} - L_{xx} & 0 & -\frac{\sigma}{\rho}L_{yx} \\
0 & \left(\frac{\sigma}{\rho} - 1\right)L_{yy} & 0 & \frac{1}{\tau} - \alpha & -\frac{\sigma}{\rho}L_{yy} \\
0 & 0 & -\frac{\sigma}{\rho}L_{yx} & -\frac{\sigma}{\rho}L_{yy} & \frac{1}{\rho}
\end{pmatrix} \succeq 0
$$

for some $\alpha \in [0, 1/\sigma]$ and $\rho \in (0, 1)$. Then for any $(x_0, y_0) \in \text{dom} f \times \text{dom} g$ and $N \geq 1$,

$$
\mathbb{E}[d_N^*] \leq \rho^N \left(\frac{1}{2\tau}\|x_0 - x^*\|^2 + \frac{1}{2\sigma}\|y_0 - y^*\|^2\right) + \frac{\rho}{1 - \rho} \left(\frac{\tau}{1 + \tau\mu_x} \Xi_{\tau, \sigma, \theta}^x \delta_x^2 + \frac{\sigma}{1 + \sigma\mu_y} \Xi_{\tau, \sigma, \theta}^y \delta_y^2\right).
$$

where $(x^*, y^*)$ is the unique saddle point, $d_N^* \triangleq \frac{1}{2\tau}\|x_N - x^*\|^2 + \frac{1}{2\sigma}\|y_N - y^*\|^2$, $\Xi_{\tau, \sigma, \theta}^x \triangleq 1 + \sigma\theta(1 + \theta)L_{yx} + \Xi_{\tau, \sigma, \theta}^y \triangleq \frac{\tau\theta(1 + \theta)L_{yx}}{2(1 + \tau\mu_x)} + \left(1 + 2\theta + \theta + \sigma\theta(1 + \theta)L_{yy}\right) + \frac{\tau\theta(1 + \theta)L_{yy} - \Xi_{\tau, \sigma, \theta}^y}{(1 + \tau\mu_x)(1 + \sigma\mu_y)}(1 + 2\theta)$.

Moreover, whenever $\delta_x = \delta_y = 0$, the gap metric defined in [2] satisfies $G(x_N, y_N) \leq D_{\tau, \sigma}/K_N(\rho)$ for all $N \geq 1$, where $D_{\tau, \sigma}$ is defined in [6], $(\bar{x}_N, \bar{y}_N) = \frac{1}{K_N(\rho)} \sum_{k=1}^N \rho^{-k+1}(x_k, y_k)$, and $K_N(\rho) \triangleq \sum_{k=0}^{N-1} \rho^{-k} = \frac{1 - \rho^N}{1 - \rho} \rho^{-N+1}$.

**Proof.** See section 2.1

**Remark 3.** Consider the stochastic case, i.e., $\delta_x, \delta_y > 0$. eq. (6) implies that when $\alpha \leq \frac{c}{\sigma}$ for some $c \in (0, 1)$, the weighted squared distance in expectation, $\mathbb{E}[D(x_N, y_N)]$, is bounded by a sum of two terms: bias term
\( \mathcal{O}(\max\{\tau, \sigma\} \rho N D_{\tau, \sigma}) \) that goes to zero as \( N \to \infty \) and a constant variance term \( \mathcal{O}(\max\{\tau, \sigma\} \frac{\rho}{\tau} \Xi_{\tau, \sigma, \theta}) \), which can be controlled by properly selecting \( \tau, \sigma \) and \( \theta \). Indeed, the term \( \Xi_{\tau, \sigma, \theta} \) depends on algorithm parameters \( \{\tau, \sigma, \theta\} \) in such a way that as \( \tau \to 0 \) and \( \sigma \to 0 \), we have \( \Xi_{\tau, \sigma, \theta} \to 0 \). Furthermore, there exists \( \theta \in (0, 1) \) depending only on problem parameters such that for all \( \theta \geq \bar{\theta} \), there is a solution to (5) satisfying \( \tau = \mathcal{O}(1 - \theta) \), \( \sigma = \mathcal{O}(1 - \theta) \) and \( \rho = \theta \)—see section 2.2—such that the variance term can be made arbitrarily small as \( \theta \to 1 \).

**Remark 4.** If we set \( \theta = \rho \) in eq. (5), we obtain a simpler matrix inequality:

\[
\min\{\tau \mu_x, \sigma \mu_y\} \geq \frac{1 - \theta}{\theta}, \quad \begin{pmatrix}
\frac{1}{\tau} - L_{xx} & 0 & -L_{yx} \\
0 & \frac{1}{\sigma} - \alpha & -L_{yy} \\
-L_{yx} & -L_{yy} & \frac{\rho}{\tau}
\end{pmatrix} \succeq 0.
\]

The SAPD complexity analysis is mainly based on the simpler system in eq. (7). On the other hand, when \( \theta = 0 \), SAPD reduces to SGD, of which step size conditions can be obtained immediately from eq. (5) by setting \( \alpha = 0 \)—see appendix B.2.

### 2.1 Proof of Theorem 1

We first provide some key inequalities for the SAPD iterate sequence \( \{x_k, y_k\}_{k \geq 0} \) generated by Algorithm 1. We omit the proofs in the appendix. Let

\[
q_k \triangleq \nabla_y \Phi(x_k, y_k) - \nabla_y \Phi(x_{k-1}, y_{k-1}), \quad s_k \triangleq \nabla_y \Phi(x_k, y_k) + \theta q_k, \quad \forall k \geq 0.
\]

Recall \( x_{-1} = x_0 \), \( y_{-1} = y_0 \), thus \( q_0 = 0 \); and for \( k \geq 0 \), Assumption 1 implies that

\[
\|q_{k+1}\| \leq L_{xx}\|x_{k+1} - x_k\| + L_{yy}\|y_{k+1} - y_k\|.
\]

Next, we give two intermediate results to bound the variance of the SAPD iterate sequence.

**Lemma 1.** Let \( \{x_k, y_k\}_{k \geq 0} \) be SAPD iterates generated according to Algorithm 1. Then for all \( x \in \text{dom} \ f \subset \mathcal{X} \), \( y \in \text{dom} \ g \subset \mathcal{Y} \), and \( k \geq 0 \),

\[
\mathcal{L}(x_{k+1}, y) - \mathcal{L}(x_k, y_k) \leq -\langle q_{k+1}, y_k - y \rangle + \Lambda_k(x, y) - \Sigma_{k+1}(x, y) + \Gamma_{k+1} + \varepsilon_k^x + \varepsilon_k^y,
\]

where \( \varepsilon_k^x \triangleq \langle \nabla_x \Phi(x_k, y_{k+1}; \omega_k^x) - \nabla_x \Phi(x_k, y_k), x - x_{k+1} \rangle \) and \( \varepsilon_k^y \triangleq \langle s_k - s_{k-1}, y_k - y_{k-1} \rangle \), \( q_{k} \) and \( s_{k} \) are defined as in (5), and

\[
\Lambda_k(x, y) \triangleq \frac{1}{2\tau} ||x - x_k||^2 + \frac{1}{2\sigma} ||y - y_k||^2, \quad \Sigma_{k+1}(x, y) \triangleq \left(\frac{1}{2\tau} + \frac{\mu_x}{2}\right)||x - x_k||^2 + \left(\frac{1}{2\sigma} + \frac{\mu_y}{2}\right)||y - y_k||^2,
\]

\[
\Gamma_{k+1} \triangleq \frac{L_{xx}}{2} ||x_{k+1} - x_k||^2 - \frac{1}{2\sigma} ||y_{k+1} - y_k||^2 + \theta \langle L_{yx}||x_k - x_{k-1}|| + L_{yy}||y_{k+1} - y_k|| \rangle.
\]

**Lemma 2.** Let \( \{x_k, y_k\}_{k \geq 0} \) be SAPD iterates generated according to Algorithm 1. For \( k \geq 0 \), let \( q_k \) and \( s_k \) be defined as in (5), and let

\[
\hat{x}_{k+1} \triangleq \text{prox}_{f\tau}(x_k - \tau \nabla_x \Phi(x_k, y_{k+1})), \quad \hat{y}_{k+1} \triangleq \text{prox}_{g\sigma}(y_k + \sigma s_k),
\]

\[
\hat{x}_{k+1} \triangleq \text{prox}_{f\tau}(x_k - \tau \nabla_x \Phi(x_k, y_k)), \quad \hat{y}_{k+1} \triangleq \text{prox}_{g\sigma}(y_k + \sigma \tau \nabla_y \Phi(x_k, y_k) - \sigma \theta \nabla_y \Phi(x_{k-1}, y_{k-1})) \bigg),
\]

then the following inequalities hold for all \( k \geq 0 \):

\[
\|x_{k+1} - \hat{x}_{k+1}\| \leq \frac{\tau}{1 + \tau \mu_x} \|\Delta_k^x\|, \quad \|y_{k+1} - \hat{y}_{k+1}\| \leq \frac{\sigma}{1 + \sigma \mu_y} \left( (1 + \theta) \|\Delta_k^y\| + \theta \|\Delta_k^y\| \right),
\]

\[
\|y_{k+1} - \hat{y}_{k+1}\| \leq \frac{\sigma}{1 + \sigma \mu_y} \left( (1 + \theta) \|\Delta_k^y\| + \theta \|\Delta_k^y\| \right) + \left( \frac{1 + \sigma (1 + \theta)L_{yx}}{1 + \tau \mu_x} + \frac{\sigma (1 + \theta)L_{yx}L_{yy}}{(1 + \tau \mu_x)(1 + \sigma \mu_y)} \right) \left( (1 + \theta) \|\Delta_k^y\| + \theta \|\Delta_k^y\| \right).
\]

The next result, which will be used in the variance analysis for SAPD, follows from Lemma 2.

**Lemma 3.** Let \( \{x_k, y_k\}_{k \geq 0} \) be SAPD iterates generated according to Algorithm 1. The following inequalities hold for all \( k \geq 0 \):

\[
E(||\Delta_k^x, \hat{x}_{k+1} - x_{k+1}||^2) \leq \frac{\tau}{1 + \tau \mu_x} \delta_k^x, \quad E(||\Delta_k^y, \hat{y}_{k+1} - y_{k+1}||^2) \leq \frac{\sigma}{1 + \sigma \mu_y} \delta_k^y,
\]

\[
E\left(||\Delta_k^y, \hat{y}_{k+1} - y_{k+1}||^2\right) \leq \frac{\tau}{1 + \tau \mu_x} \left[ \frac{1 + \sigma (1 + \theta)L_{yx}}{1 + \sigma \mu_y} + \frac{\tau \sigma (1 + \theta)L_{yx}L_{yy}}{(1 + \tau \mu_x)(1 + \sigma \mu_y)} \right] \delta_k^y + \frac{\tau (1 + \theta)L_{yx}}{2(1 + \tau \mu_x)} \delta_k^y.
\]
Before we move on to prove our main result in Theorem 1, we give two technical lemmas that help us simplify the SAPD parameter selection rule to the matrix inequality in (5).

**Lemma 4.** Let \( G \in \mathbb{R}^{5 \times 5} \) be the matrix on the left-hand side of (5), and

\[
G' \triangleq \begin{pmatrix}
\frac{1}{\sigma} + \frac{\mu_x}{\sigma} & 0 & 0 & 0 & 0 \\
0 & \frac{1}{\sigma} + \frac{\mu_y}{\sigma} - \frac{1}{\vartheta} & -|1 - \frac{\theta}{\rho}| L_{yx} & -|1 - \frac{\theta}{\rho}| L_{yy} & 0 \\
0 & -|1 - \frac{\theta}{\rho}| L_{yx} & \frac{1}{\tau} - L_{xx} & 0 & -\frac{\rho}{\sigma} L_{yy} \\
0 & -|1 - \frac{\theta}{\rho}| L_{yy} & 0 & \frac{1}{\tau} - \alpha & \frac{\sigma}{\vartheta} \\
0 & 0 & -\frac{\rho}{\sigma} L_{yx} & -\frac{\rho}{\sigma} L_{yy} & \frac{\sigma}{\vartheta}
\end{pmatrix},
\]

then \( G \succeq 0 \) if and only if \( G' \succeq 0 \).

**Proof.** \( \forall \ y = (y_1, y_2, y_3, y_4, y_5)^\top \in \mathbb{R}^5 \), letting \( \bar{y} = (y_1, -y_2, y_3, y_4, y_5)^\top \), we have

\[
y^\top G'y = \begin{cases} y^\top G y & \text{if } \theta \leq \rho, \\
\bar{y}^\top G \bar{y} & \text{else}; \end{cases} \quad y^\top G y = \begin{cases} y^\top G'y & \text{if } \theta \leq \rho, \\
\bar{y}^\top G' \bar{y} & \text{else} \end{cases}
\]

Thus, \( G \succeq 0 \) is equivalent to \( G' \succeq 0 \). \( \square \)

**Lemma 5.** Suppose the parameters \( \tau, \sigma > 0 \) and \( \theta \geq 0 \) satisfy eq. (5) for some \( \alpha \in [0, \frac{1}{\sigma}) \) and \( \rho \in (0, 1] \), then it follows that

\[
G'' \triangleq \begin{pmatrix}
\frac{1}{\sigma} (1 - \frac{\theta}{\rho}) + \frac{\mu_x}{\sigma} & 0 & 0 & 0 & 0 \\
0 & \frac{1}{\sigma} (1 - \frac{\theta}{\rho} - \frac{\theta}{\rho}) L_{yx} & -|1 - \frac{\theta}{\rho}| L_{yy} & 0 & 0 \\
0 & 0 & 1 - L_{xx} & 0 & 0 \\
0 & 0 & 0 & \frac{1}{\tau} - \alpha & 0 \\
0 & 0 & 0 & 0 & \frac{1}{\tau} - \alpha
\end{pmatrix} \succeq 0. \tag{12}
\]

**Proof.** Since eq. (5) holds, \( \forall x = [x_1, x_2, x_3]^\top \in \mathbb{R}^3 \), by Lemma 4, we have that \( x^\top G'' x = x^\top G' x' \geq 0 \), where \( G' \) is defined in Lemma 4 and \( x' = [0 \ x_1 \ x_2 \ x_3]^\top \). \( \square \)

Finally, with the following observation, we will be ready to proceed to the proof of Theorem 1. Let \( \{ \mathcal{F}_k^x \} \) and \( \{ \mathcal{F}_k^y \} \) be the filtrations such that \( \mathcal{F}_k^x \triangleq \mathcal{F}(\{x_i\}_{i=0}^k, \{y_i\}_{i=0}^{k+1}) \) and \( \mathcal{F}_k^y \triangleq \mathcal{F}(\{x_i\}_{i=0}^k, \{y_i\}_{i=0}^k) \) denote the \( \sigma \)-algebras generated by the random variables in their arguments. A consequence of Assumption 2 is that for \( \mathcal{F}_k^x \)-measurable random variable \( v \), i.e., \( v \in \mathcal{F}_k^x \), we have that \( \mathbb{E} \left[ (\nabla \Phi_x(x_k, y_{k+1}; \omega_k^x) - \nabla \Phi_x(x_k, y_k, v) \right] = 0 \); similarly, for \( v \in \mathcal{F}_k^y \), it holds that \( \mathbb{E} \left[ (\nabla \Phi_y(x_k, y_k; \omega_k^y) - \nabla \Phi_y(x_k, y_k, v) \right] = 0 \). We are now ready to give the proof of Theorem 1.

**Proof of Theorem 1.** Fix arbitrary \( (x, y) \in \text{dom } f \times \text{dom } g \). Since \( (x_{k+1}, y_{k+1}) \in \text{dom } f \times \text{dom } g \), using the concavity of \( \mathcal{L}(x_{k+1}, y) \) and the convexity of \( \mathcal{L}(x, y_{k+1}) \), we get

\[
K_N(\rho) (\mathcal{L}(\bar{x}_N, y) - \mathcal{L}(x, \bar{y}_N)) \leq \sum_{k=0}^{N-1} \rho^{-k} (\mathcal{L}(x_{k+1}, y) - \mathcal{L}(x, y_{k+1})) , \forall \rho \in (0, 1). \tag{13}
\]

Thus, if we multiply \( \rho^{-k} \) for both sides of (10) and sum the resulting inequality from \( k = 0 \) to \( N - 1 \), then using (13) we get

\[
K_N(\rho) (\mathcal{L}(\bar{x}_N, y) - \mathcal{L}(x, \bar{y}_N)) \leq \sum_{k=0}^{N-1} \rho^{-k} \left( -\Theta(q_k, y - y_k) + \Theta(q_k, y - y_k) + \Lambda_k(x, y) - \Sigma_{k+1}(x, y) + \Gamma_{k+1} \right), \tag{14}
\]

Using Cauchy–Schwarz inequality and (9) leads to

\[
|q_{k+1} - y_k| \leq \mathbb{E} \left[ (\nabla \Phi_x(x_{k+1}, y_{k+1}; \omega_k^x) - \nabla \Phi_x(x_k, y_k, v) \right] + L_{yy} \|y - y_k\| - y_{k+1} \|y - y_k\| \|y_{k+1} - y\| \tag{15}
\]

for \( k \geq -1 \). Recall \( x_{-1} = x_0, y_{-1} = y_0 \), thus \( q_0 = 0 \); therefore, for part 1,

\[
\sum_{k=0}^{N-1} \rho^{-k} (\Theta(q_k, y - y_k) - \Theta(q_{k+1}, y_{k+1} - y)) = \sum_{k=0}^{N-2} \rho^{-k} (\frac{\theta}{\rho} - 1) (q_k, y_k, y_{k+1} - y) - \rho^{-N-1} (q_N, y_{N-1} - y) \tag{16}
\]
where the first inequality follows from eq. (15). Next, for $\Delta^y_k$ and $\hat{x}_{k+1}$ defined as in Lemma 2 we write part 2 as follows:

$$\sum_{k=0}^{N-1} \rho^{-k} (\Delta^y_k, x_{k+1} - x) = \sum_{k=0}^{N-1} \rho^{-k} \left( \langle \Delta^y_k, \hat{x}_{k+1} - x_{k+1} \rangle - \langle \Delta^y_k, \hat{x}_{k+1} - x \rangle \right).$$  \hspace{1cm} (17)

Finally, for $\Delta^y_k, \hat{y}_{k+1}$ and $\hat{y}_{k+1}$ defined as in Lemma 2 we also write part 3 as follows:

$$\sum_{k=0}^{N-1} \rho^{-k} (\hat{s}_k - s_k, y_{k+1} - y) = \sum_{k=0}^{N-1} \rho^{-k} \left[ (1 + \theta) \langle \Delta^y_k, y_{k+1} - \hat{y}_{k+1} + \hat{y}_{k+1} - y \rangle - \theta \langle \Delta^y_k, y_{k+1} - \hat{y}_{k+1} + \hat{y}_{k+1} - y \rangle \right].$$  \hspace{1cm} (18)

Let $d_N(x, y) \triangleq \frac{1}{2\gamma} \| x - x_N \|^2 + \frac{1}{2\sigma} (1 - \alpha \sigma) \| y - y_N \|^2$. Adding $\rho^{-N} d_N(x, y)$ to both sides of (14), then using (16), (17) and (18), we get

$$K_N(\rho) (\mathcal{L}(\bar{x}_N, y) - \mathcal{L}(x, \hat{y}_N)) + \rho^{-N} d_N(x, y) \leq U_N(x, y) + \sum_{k=0}^{N-1} \rho^{-k} (P_k(x, y) + Q_k),$$  \hspace{1cm} (19)

where $U_N(x, y), P_k(x, y)$ and $Q_k$ for $k = 0, \ldots, N - 1$ are defined as

$$U_N(x, y) \triangleq \sum_{k=0}^{N-1} \rho^{-k} \left( \Gamma_k + \Lambda_k(x, y) - \Sigma_{k+1}(x, y) + \frac{|1 - \theta|}{\rho} |S_{k+1}| \right) + \rho^{-N} \left( d_N(x, y) + \theta S_N \right),$$

$$P_k(x, y) \triangleq \left( \Delta^y_k, \hat{x}_{k+1} - x \right) + (1 + \theta) \langle \Delta^y_k, \hat{y}_{k+1} - y \rangle - \theta \langle \Delta^y_k, \hat{y}_{k+1} - y \rangle,$$

$$Q_k \triangleq \left( \Delta^y_k, \hat{x}_{k+1} - x_{k+1} \right) + (1 + \theta) \langle \Delta^y_k, y_{k+1} - \hat{y}_{k+1} \rangle - \theta \langle \Delta^y_k, y_{k+1} - \hat{y}_{k+1} \rangle.$$

We first uniformly upper bound $\mathbb{E} \left[ Q_k \right]$ for all $k \geq 0$ using Lemma 3 i.e.,

$$\mathbb{E} \left[ \sum_{k=0}^{N-1} \rho^{-k} Q_k \right] \leq \left[ \frac{\tau}{1 + \tau \mu_x} \Xi_{x, \sigma, \theta}^\xi + \frac{\sigma}{1 + \sigma \mu_y} \Xi_{y, \sigma, \theta}^\xi \right] \sum_{k=0}^{N-1} \rho^{-k}.$$

Next, for arbitrarily fixed $(x, y) \in \text{dom } f \times \text{dom } g$, we analyze $U_N(x, y)$. After adding and subtracting $\frac{\alpha}{2} \| y_{k+1} - y_k \|^2$, and rearranging the terms, we get

$$U_N(x, y) = \frac{1}{2} \sum_{k=0}^{N-1} \rho^{-k} \left( \xi_k A \xi_k - \xi_k^{T+1} B \xi_{k+1} \right) + \rho^{-N} \left( d_N(x, y) + \theta S_N \right),$$  \hspace{1cm} (21)

where $A, B \in \mathbb{R}^{5 \times 5}$ and $\xi_k \in \mathbb{R}^5$ are defined for $k \geq 0$ as follows: $A \triangleq \begin{pmatrix} \frac{1}{\rho} & 0 & 0 & 0 & 0 \\ 0 & \frac{1}{\rho} & 0 & 0 & 0 \\ 0 & 0 & \frac{1}{\rho} & 0 & 0 \\ 0 & 0 & 0 & \frac{1}{\rho} & 0 \\ 0 & 0 & 0 & 0 & \frac{1}{\rho} \end{pmatrix}$, and $B \triangleq \begin{pmatrix} \frac{1}{\rho} & 0 & 0 & 0 & 0 \\ 0 & \frac{1}{\rho} & 0 & 0 & 0 \\ 0 & 0 & \frac{1}{\rho} & 0 & 0 \\ 0 & 0 & 0 & \frac{1}{\rho} & 0 \\ 0 & 0 & 0 & 0 & \frac{1}{\rho} \end{pmatrix}$ such that $x_{k+1} = x_0$ and $y_{k+1} = y_0$. In Lemma 4 we show that eq. (21) is equivalent to $B - \frac{1}{\rho} A \succeq 0$; therefore, it follows from (21) that for any given $(x, y)$, the following inequality holds w.p. 1,

$$U_N(x, y) \leq \frac{1}{2} \xi_0^T A \xi_0 - \rho^{-N+1} \frac{1}{2} \xi_0^T B \xi_N - \frac{1}{\rho} d_N(x, y) - \frac{\theta}{\rho} S_N.$$
Note that $\frac{1}{2}S_0^T A_0^T = \frac{1}{2} \| x - x_0 \|^2 + \frac{1}{2} \| y - y_0 \|^2$. Furthermore,

$$\frac{1}{2} \xi_N^T B \xi_N - \theta S_N = \frac{1}{2 \rho r} \| x_N - x \|^2 + \frac{1}{2} \left( \frac{1}{\rho r} - \frac{\alpha}{\rho} \right) \| y_N - y \|^2$$

$$+ \frac{1}{2} \xi_N^T \left( \frac{1}{r} (1 - \frac{1}{\rho}) + \mu_x \begin{bmatrix} 0_{1 \times 3} & 0 \\ 0_{1 \times 3} & 0 \end{bmatrix} \right) \eta_N \geq \frac{1}{\rho} d_N(x, y),$$

which follows from eq. (5) and Lemma [5] where $C''$ is defined in eq. (12). Since $(x, y) \in \text{dom } f \times \text{dom } g$ is fixed arbitrarily, all the results we have derived so far hold for any $(x, y)$; thus,

$$U_N(x, y) \leq \frac{1}{2 \rho} \| x - x_0 \|^2 + \frac{1}{2 \rho} \| y - y_0 \|^2, \quad \forall (x, y) \in \text{dom } f \times \text{dom } g \quad \text{w.p. 1.} \quad (22)$$

Finally, from Assumption 2 for $k \geq -1$, we have $\mathbb{E}[\langle \Delta z, x_{k+1} - x^* \rangle] = \mathbb{E}[\langle \Delta y, y_{k+1} - y^* \rangle] = \mathbb{E}[\langle \Delta z, \hat{y}_{k+1} - y^* \rangle] = 0$. Thus, $\mathbb{E}[\langle \hat{P}_k(x^*, y^*) \rangle] = 0$ for any $k \geq 0$. Therefore, from (20), we get

$$\mathbb{E} \left[ \sum_{k=0}^{N-1} \rho^{-k} \langle \hat{P}_k(x^*, y^*) + Q_k \rangle \right] \leq K_N(\rho) \Xi_{\tau, \sigma, \theta}. \quad (23)$$

Note $d_N^* = d_N(x^*, y^*)$; hence, it follows from (19), (22) and (23) that

$$\mathbb{E}[K_N(\rho) (\mathcal{L}(x^*, y^*) - \mathcal{L}(x, y))] \leq K_N(\rho) \Xi_{\tau, \sigma, \theta} + D_{\tau, \sigma},$$

Since $\mathcal{L}(x_N, y^*) - \mathcal{L}(x^*, y_N) \geq 0$, (6) immediately follows from above inequality. \hfill \Box

### 2.2 Parameter Choices for SAPD

We employ the matrix inequality (MI) in (7) to describe the admissible set of algorithm parameters that guarantee convergence. Our aim is to enjoy a wide range of parameters to improve the robustness of SAPD, i.e., to control the noise amplification of the algorithm, in the presence of noisy gradients. Although, it seems difficult to find an explicit solution to the MI in Theorem 1, we can compute a particular solution to it by exploiting its structure. Next, in Lemma 6 we give an intermediate condition to help us construct the particular solution provided in corollary 1 for the SCSC setting.

**Lemma 6.** Let $\tau, \sigma > 0, \theta \in (0, 1)$ be a solution to the following system:

$$\min \{ \tau \mu_x, \sigma \mu_y \} \geq \frac{1 - \theta}{\theta}, \quad \frac{1}{\tau} \geq L_{xx} + \pi_1 L_{xy}, \quad \frac{c}{\tau} \geq \frac{\theta L_{yx}}{\pi_1} + \left( \frac{\theta}{\pi_1} + \pi_2 \right) L_{yy},$$

for some $\pi_1, \pi_2 > 0$ and $c \in (0, 1)$. Then $\{ \tau, \sigma, \theta, \alpha \}$ is a solution to (7) for $\alpha = \frac{\theta L_{yx}}{\pi_1} + \frac{\theta L_{yy}}{\pi_2}$.

**Proof.** Since the first inequalities in both (24) and (7) are the same, we only need to show the MI in (7) holds. Substituting $\alpha = \frac{\theta L_{yx}}{\pi_1} + \frac{\theta L_{yy}}{\pi_2}$ into (7), we get

$$\begin{bmatrix}
\frac{1}{\tau} - L_{xx} & 0 & -L_{yx} \\
0 & \frac{1}{\sigma} - \alpha & -L_{yy} \\
-L_{yx} & -L_{yy} & \alpha / \theta
\end{bmatrix} \geq
\begin{bmatrix}
\frac{1}{\tau} - L_{xx} & 0 & -L_{yx} \\
0 & 0 & 0 \\
-L_{yx} & 0 & \frac{L_{yy}}{\pi_1}
\end{bmatrix} + \begin{bmatrix}
0 & \frac{\theta L_{yx}}{\pi_1} & 0 \\
0 & \frac{\theta}{\pi_1} + \pi_2 & -L_{yy} \\
0 & -L_{yy} & \frac{L_{yy}}{\pi_2}
\end{bmatrix}.$$

Therefore, since $\pi_1, \pi_2 > 0$, the second and the third inequalities in (24) imply $M_1 \geq 0$ and $M_2 \geq 0$, respectively. Thus, $M_1 + M_2 \geq 0$.

Lemma 6 shows that every solution to (24) can be converted to a solution to (7). Next, based on this lemma, we will give an explicit parameter choice for Algorithm 1.

**Corollary 1.** Suppose $\mu_x, \mu_y > 0$. If $L_{yy} > 0$, for any given $\beta \in (0, 1)$ and $\epsilon \in (0, 1]$, let $\tau, \sigma > 0$ and $\theta \in (0, 1)$ be chosen satisfying

$$\tau = \frac{1 - \theta}{\mu_x \theta}, \quad \sigma = \frac{1 - \theta}{\mu_y \theta}, \quad \theta \geq \theta \geq \max \{ \theta_1, \theta_2 \} \quad (25)$$

where $\theta_1, \theta_2 \in (0, 1)$, depending on the choice of $\beta$ and $\epsilon$, are defined as

$$\theta_1 \triangleq 1 - \frac{c^2 (1 - \beta)^2}{2 c_{\pi_1}^2 \mu_x^2} \left( 1 + \frac{2 c_{\pi_2} L_{xx} \mu_x}{c_{\pi_1} \mu_x (L_{xx} + \mu_x)^2} - 1 \right), \quad \theta_2 \triangleq 1 - \frac{1 - \frac{2 c_{\pi_1}^2 (1 - \beta)^2}{c_{\pi_2}^2} \mu_y^2}{8 \left( 1 + \frac{16 L_{yy}^2}{c_{\pi_2}^2 (1 - \beta)^2 \mu_y^2} - 1 \right)}. \quad (26)$$
On the other hand, if $L_{yy} = 0$, let $\tau, \sigma > 0$ and $\theta \in (0, 1)$ be chosen as in (25) for $\overline{\theta}_1$ in (26) with $\beta = 1$ and $\overline{\theta}_2 = 0$. Then $\alpha = \frac{c}{\sigma} - \sqrt{\theta}L_{yy} > 0$, and $(\tau, \sigma, \theta, \alpha)$ is a solution to (7). Moreover, when $L_{yy} > 0$, the minimum $\overline{\theta}$ is attained at the unique $\beta^* \in (0, 1)$ such that $\overline{\theta}_1 = \overline{\theta}_2$.

For this particular solution, we set $\rho = \theta$; hence, $\theta$ is not only the momentum parameter, but it also determines the linear rate for the bias term in (6).

### 2.3 Iteration Complexity Bound for SAPD

In this part, we study the iteration complexity bound for SAPD, to compute $(x_N, y_N)$ such that $D(x_N, y_N) \leq \epsilon$, where $\epsilon > 0$ is a given tolerance and $D(\cdot, \cdot)$ denotes the distance function defined in (2).

**Theorem 2.** Suppose $\mu_x, \mu_y > 0$, and Assumptions 1 and 2 hold. For any $\epsilon > 0$, suppose the SAPD parameters $(\tau, \sigma, \theta)$ are chosen such that

$$
\tau = \frac{1 - \theta}{\mu_x \theta}, \quad \sigma = \frac{1 - \theta}{\mu_y \theta}, \quad \theta = \max \{\overline{\theta}, \overline{\theta}_0\},
$$

where $\overline{\theta}$ is set as in (25) for some arbitrary $\beta \in (0, 1]$ and $c = \frac{1}{2}$, and

$$
\overline{\theta} \triangleq \max \left\{ \overline{\theta}_1, \overline{\theta}_2 \right\}, \quad \overline{\theta}_1 = \max \left\{ 0, 1 - \frac{1}{12 \bar{\tau} \tau (\beta) \delta^2 \epsilon} \right\}, \quad \overline{\theta}_2 = \max \left\{ 0, 1 - \frac{1}{12 \bar{\tau} \tau (\beta) \delta^2 \epsilon} \right\},
$$

such that $\Xi^x(\beta) \triangleq 1 + \Psi(\beta) \triangleq \frac{27 - 3\delta}{2} + \frac{3 \delta \bar{L}_{yx} \mu_x}{\rho \mu_y} + \frac{\rho \mu_x}{\rho \mu_y} \Psi(\beta)$ with $\Psi(\beta) \triangleq \min \left\{ \sqrt{\frac{\mu_x^2 \mu_y^2}{\rho^2}}, \frac{1 - \beta}{4} \frac{L_{yy}}{\rho \mu_y} \right\}$. Then, the iteration complexity of SAPD, as stated in algorithm 7 to generate $(x_\epsilon, y_\epsilon) \in X \times Y$ such that $D(x_\epsilon, y_\epsilon) = \Xi[\mu_x \|x_\epsilon - x^*\|^2 + \mu_y \|y_\epsilon - y^*\|^2] \leq \epsilon$ is

$$
O \left( \frac{L_{xx}}{\mu_x} + \frac{L_{yx}}{\mu_x \mu_y} + \frac{L_{yy}}{\mu_y} + \left( 1 + \frac{\rho \mu_x}{\mu_y} \right)^2 \frac{\rho^2}{\mu_y} + \left( 1 + \frac{L_{xx}}{\mu_x} + \frac{L_{yy}}{\mu_y} \right) \frac{\rho^2}{\mu_y} \frac{1}{\epsilon} \right) \ln \left( \frac{D(x_0, y_0)}{\epsilon} \right). \tag{29}
$$

Furthermore, choosing $\beta = \min \left\{ 1, \frac{\mu_x}{\mu_y}, \frac{\rho \mu_x}{\mu_y} \right\}$ leads to the following iteration complexity:

$$
O \left( \frac{L_{xx}}{\mu_x} + \frac{L_{yx}}{\min \{\mu_x, \mu_y\}} + \frac{L_{yy}}{\mu_y} + \frac{\rho^2}{\mu_y} \left( 1 + \frac{L_{xx}}{\mu_x} + \frac{L_{yy}}{\mu_y} \right) \frac{1}{\epsilon} \right) \ln \left( \frac{D(x_0, y_0)}{\epsilon} \right). \tag{30}
$$

**Proof.** Given $\beta \in (0, 1)$, let $(\tau, \sigma, \theta, \alpha)$ be a particular solution to (7) constructed according to corollary 1. Therefore, using these particular parameter values together with $\rho = \theta$ within Theorem 1 we know that (6) holds, i.e., for any $N \geq 0$, it follows that

$$
\mathbb{E} \left[ \frac{1}{2\tau} \|x_N - x^*\|^2 + \frac{1 - \alpha \sigma}{2\tau} \|y_N - y^*\|^2 \right] \leq \rho^N \left( \frac{1}{2\tau} \|x_0 - x^*\|^2 + \frac{1 - \alpha \sigma}{2\tau} \|y_0 - y^*\|^2 \right) + \rho \frac{1}{1 - \rho} \Xi_{\tau, \sigma, \theta}.
$$

Using the parameter choice $\tau = \frac{1 - \theta}{\mu_x \theta}$, $\sigma = \frac{1 - \theta}{\mu_y \theta}$, $\alpha = \frac{c}{\sigma} - \sqrt{\theta}L_{yy}$, $\rho = \theta$, and letting $c = \frac{1}{2}$, we first obtain that $\frac{1 - \alpha \sigma}{2\tau} \geq \frac{1}{2\tau}$; then this inequality together with our parameter choice leads to

$$
\mathbb{E} \left[ \frac{1}{2\tau} \|x_N - x^*\|^2 + \mu_y \|y_N - y^*\|^2 \right] \leq 2\rho^N \left( \frac{1}{2\tau} \|x_0 - x^*\|^2 + \mu_y \|y_0 - y^*\|^2 \right) + 4\Xi_{\tau, \sigma, \theta}. \tag{31}
$$

Note (27) implies $\Xi_{\tau, \sigma, \theta} = (1 - \theta)(\Xi_{\tau, \sigma, \theta} \frac{\delta^2}{\mu_x} + \Xi_{\tau, \sigma, \theta} \frac{\delta^2}{\mu_y})$, where $\Xi_{\tau, \sigma, \theta}^x$ and $\Xi_{\tau, \sigma, \theta}^y$ are defined in the statement of Theorem 1. Thus, for any $\epsilon > 0$, the right side of (31) can be bounded by $\epsilon$ when

$$
\theta^N \left( \frac{1}{2\tau} \|x_0 - x^*\|^2 + \mu_y \|y_0 - y^*\|^2 \right) \leq \frac{\epsilon}{6}, \quad (1 - \theta) \Xi_{\tau, \sigma, \theta} \frac{\delta^2}{\mu_x} \leq \frac{\epsilon}{12}, \quad (1 - \theta) \Xi_{\tau, \sigma, \theta} \frac{\delta^2}{\mu_y} \leq \frac{\epsilon}{12}. \tag{32}
$$

Therefore, to get a sufficient condition on $\theta$ for the last two inequalities in (32) to hold, we first upper bound $\Xi_{\tau, \sigma, \theta}^x$ and $\Xi_{\tau, \sigma, \theta}^y$. The parameter choice of $\tau$ and $\sigma$ in (27) implies that

$$
\Xi_{\tau, \sigma, \theta}^x = 1 + \theta(1 + \theta^2 - \theta) \frac{L_{yx}}{2\mu_y}, \quad \Xi_{\tau, \sigma, \theta}^y = (1 + \theta^2) + (1 + \theta)(1 + \theta^2) \frac{L_{yx}}{\mu_x \mu_y} + \theta(1 + \theta)(1 + \theta^2) \frac{L_{yx} L_{xx}}{\mu_x \mu_y} \frac{1}{2\mu_x}.
$$

Since $0 < \theta \leq 1$, we have $1 - \theta^2 \leq 2(1 - \theta)$; thus, $\Xi_{\tau, \sigma, \theta} \leq 1 + (1 - \theta) \frac{L_{yx}}{\mu_y}$ and

$$
\Xi_{\tau, \sigma, \theta} \leq 6 \left( 2 + (1 - \theta) \frac{L_{yx}}{\mu_x \mu_y} + (1 - \theta^2) \frac{L_{yx} L_{xx}}{\mu_x \mu_y} \right) + (1 - \theta) \frac{L_{yx}}{\mu_x}. \tag{33}
$$

---

4Our parameter selection when $L_{yy} = L_{xx} = 0$ recovers $(\tau, \sigma, \theta)$ choice in [8, Eq.(49)].
On the other hand, since $\theta \geq \overline{\theta} = \max\{\overline{\theta}_1, \overline{\theta}_2\}$ and $c = \frac{1}{2}$, the inequality $\sqrt{a} + \sqrt{b} \leq \sqrt{a + b}$ for all $a, b \geq 0$, and (26) together imply that $1 - \theta \leq \min\left\{\frac{\sqrt{\beta \mu_x \mu_y} / \mu_y}{L_{xy}}, (1 - \beta) \frac{\mu_y}{4L_{yy}}\right\}$. Thus, 

$$\Xi_{\theta}^{x,\gamma} \leq 1 + (1 - \theta) \frac{L_{xy}}{\mu_y} \leq \Xi^{\gamma}$$

(34)

and within (33) bounding $(1 - \theta) \frac{L_{xy}}{\mu_y}$ similarly and using $(1 - \theta)^2 \leq \frac{\beta \mu_x \mu_y}{2L_{xy}}$, we get 

$$\Xi_{\theta}^{y,\gamma} \leq 6 \left(2 + (1 - \theta) \frac{L_{yy}}{\mu_y} + 2\beta \frac{L_{xy}}{L_{yy}}\right) \leq \Xi^{\gamma}$$

Next, it follows from $1 - \theta \leq (1 - \beta) \frac{\mu_y}{2L_{xy}}$ that $\Xi_{\theta}^{x,\gamma} \leq \Xi^{\gamma}$. Therefore, this inequality together with eq. (34) and the definition of $\overline{\theta}$ imply that (27) provides us with a particular parameter choice for SAPD such that the last two inequalities in (32) hold. Indeed, our choice in (27) satisfies (1) which is a simpler MI obtained by setting $\theta = \rho$ in eq. (6); therefore, $\rho = \theta \in (0, 1)$ provides us with an upper bound on the actual convergence rate --see (6). To compute the upper complexity bound for SAPD, we next analyze how $N$ should grow depending on $\epsilon$ such that the first inequality in (32) holds. The first inequality in (32) holds for $N \geq \epsilon$.

In this section, assuming $\mu_x, \mu_y > 0$, we study the trade-offs between robustness-to-gradient noise and the convergence rate depending on the choice of SAPD parameters, i.e., bias-variance trade-off for SAPD. Given the saddle point

3 Robustness and Convergence Rate Trade-off

In this section, assuming $\mu_x, \mu_y > 0$, we study the trade-offs between robustness-to-gradient noise and the convergence rate depending on the choice of SAPD parameters, i.e., bias-variance trade-off for SAPD. Given the saddle point
z^* \triangleq (x^*, y^*) \in \mathcal{X} \times \mathcal{Y}$ of $\mathbb{I}$, we first define the **robustness** as follows:

$$J \triangleq \limsup_{N \to \infty} \mathcal{J}_N,$$

where $z_N \triangleq (x_N, y_N)$ and $\delta \triangleq \max\{\delta_x, \delta_y\}$. The quantity $\mathcal{J}_N$ is the expected squared distance of $z_N$ to $z^*$, normalized by the level of gradient noise $\delta^2$. Thus, using $J$ we measure how much SAPD amplifies the gradient noise asymptotically. Due to the persistent stochastic noise, $\{z_N\}$ does not typically converge to $z^*$ but oscillate around it with a positive variance. The limit $J$ provides a bound on the expected size of neighborhood $\{z_N\}$ accumulates in, i.e., from Jensen’s lemma, we get

$$\limsup_{N \to \infty} \mathbb{E}[\|z_N - z^*\|^2] \leq \limsup_{N \to \infty} \sqrt{\mathbb{E}[\|x_N - x^*\|^2 + \|y_N - y^*\|^2]} = \delta \sqrt{J}.$$ 

Therefore, smaller values of $J$ will lead to better robustness to noise and will give a better asymptotic performance. Below we derive an explicit characterization of $J$ for a particular class of SCSC problems; and we will obtain an upper bound on $J$ for more general SCSC problems in section $3.2$.

### 3.1 Explicit Estimates for Robustness to Noise

We consider the special case of $\mathbb{I}$ when $\Phi$ is bilinear and $f, g$ have simple quadratic forms, i.e.,

$$\Phi(x, y) = \langle Kx, y \rangle, \quad f(x) = \frac{\mu_x}{2} \|x\|^2, \quad g(y) = \frac{\mu_y}{2} \|y\|^2,$$

where $K \in \mathbb{R}^{d \times d}$ is a symmetric matrix, and the noise is additive, i.e.,

$$\tilde{v}_x \Phi(x_k, y_{k+1}; \omega_k) = \nabla_x \Phi(x_k, y_{k+1}) + \omega_k, \quad \tilde{v}_y \Phi(x_k, y_k; \omega_k) = \nabla_y \Phi(x_k, y_k) + \omega_k,$$

satisfying Assumption $2$. We also assume that there exists $\delta > 0$ such that $\{w^x_k\}$ and $\{w^y_k\}$ are i.i.d. Gaussian with zero mean and isotropic covariance, i.e.,

$$\mathbb{E}[w^x_k] = 0_d, \quad \mathbb{E}[w^y_k] = 0_d, \quad \mathbb{E}[w^x_k (w^x_k)^\top] = \delta^2 I_d, \quad \mathbb{E}[w^y_k (w^y_k)^\top] = \frac{\delta^2}{2} I_d.$$ 

Clearly, the unique saddle point to (38) is the origin, i.e., $(x^*, y^*) = (0_d, 0_d)$. We will show that the robustness measure $J$ defined in (37) is finite, and that it admits a closed form solution. We first note that according to algorithm $1$ for $k \geq 0$,

$$x_k = \frac{1}{1 + \tau \mu_x} (x_{k-1} - \tau K^\top y_k - \tau \omega^x_{k-1}),$$

$$y_{k+1} = \frac{1}{1 + \tau \mu_y} (y_k + \sigma(1 + \theta) K x_k - \sigma \theta K x_{k-1} + \sigma(1 + \theta) \omega^y_k - \sigma \theta \omega^y_{k-1}).$$

Next, for $k \geq 0$, we define $z_k \triangleq [x_k^\top y_k^\top]^\top \in \mathbb{R}^{2d}$ and $w_k \triangleq [(w^x_{k-1})^\top (w^y_{k-1})^\top]^\top \in \mathbb{R}^{2d}$, which is the vertical concatenation of the noise realization at step $k - 1$ and $k$. The vector $z_k$ satisfies

$$\tilde{z}_{k+1} = A z_k + B w_k,$$

$$A \triangleq \begin{bmatrix} \frac{1}{1 + \tau \mu_x} I_d & \frac{-\tau}{1 + \tau \mu_x} K \frac{1}{1 + \tau \mu_y} I_d & \frac{0_d}{1 + \tau \mu_y} \\ \frac{-\tau}{1 + \tau \mu_x} K^\top I_d & \frac{(1 + \theta)}{1 + \tau \mu_x} K K^\top I_d & \frac{0_d}{1 + \tau \mu_y} \\ \frac{0_d}{1 + \tau \mu_y} & \frac{0_d}{1 + \tau \mu_y} & \frac{\delta^2}{2} I_d \end{bmatrix}, \quad B \triangleq \begin{bmatrix} c_1 I_d & c_2 K^\top I_d & 0_d \\ c_2 K & c_1 K K^\top + c_1 I_d & 0_d \end{bmatrix}.$$ 

From (42), using the noise model, it is easy to see that $\Sigma_k \triangleq \mathbb{E}[z_k \tilde{z}_k^\top]$ satisfies

$$\Sigma_{k+1} = A \Sigma_k A^\top + \frac{\delta^2}{d} B B^\top + \mathbb{E}[B (z_k \tilde{z}_k^\top A^\top + A z_k \omega_k^y B^\top)]$$

$$= A \Sigma_k A^\top + \frac{\delta^2}{d} B B^\top + \mathbb{E}[B (A z_{k-1} + B w_{k-1}) A^\top + A (A z_{k-1} + B w_{k-1}) \omega_k^y B^\top] = A \Sigma_k A^\top + \frac{\delta^2}{d} R$$

for $k \geq 0$, where $R \triangleq \begin{bmatrix} c_1 I_d & c_2 K^\top I_d & 0_d \\ c_2 K & c_1 K K^\top + c_1 I_d & 0_d \end{bmatrix}$ and $\{c_i\}_{i=1}^3$ are some constants. Linear dynamical systems subject to Gaussian noise such as $\Sigma_k$ have been well studied in the robust control literature. In fact, the limit $\Sigma_{\infty} \triangleq \lim_{k \to \infty} \Sigma_k$ exists if the spectral radius of $A$, denoted by $\rho(A)$, is less than one, and it satisfies the Lyapunov equation:

$$\Sigma_{\infty} = A \Sigma_{\infty} A^\top + \frac{\delta^2}{d} R,$$

whose solution is given in the form of an infinite series $\Sigma_{\infty} = \frac{\delta^2}{d} \sum_{k=0}^{\infty} A^k R (A^k)^\top$ (see $[55]$). Note $J = \limsup_{k \to \infty} \frac{1}{d} \mathbb{E}[\|z_k - z^*\|^2] = \lim_{k \to \infty} \frac{1}{d} \text{Tr}(\Sigma_k) = \frac{1}{d} \text{Tr}(\Sigma_{\infty}) = \frac{1}{d} \sum_{k=0}^{\infty} \text{Tr}(A^k R (A^k)^\top)$. We

5 These constants can be computed explicitly as follows: $c_1 \triangleq \frac{\sigma^2}{(1 + \tau \mu_x) \tau}, c_2 \triangleq c_1 \frac{\sigma(1 + \theta)}{1 + \tau \mu_y} + \sqrt{c_1} \theta(1 + \theta) \frac{\sigma^2}{(1 + \tau \mu_y)^2}, c_3 \triangleq (1 + \theta)^2 \frac{\sigma^2}{(1 + \tau \mu_y)^2} (c_1 + \sqrt{c_1} \frac{2 \theta}{1 + \tau \mu_y}),$ and $c_4 \triangleq \frac{\sigma^2}{(1 + \tau \mu_y)^2} (1 + 2\theta(1 + \theta) \frac{\sigma^2}{1 + \tau \mu_y}).$
also observe that \( J \) is invariant under orthogonal transformations, i.e., for any orthogonal matrix \( Z \), \( \tilde{A} = Z^\top AZ \) and \( \tilde{R} = Z^\top RZ \) satisfy
\[
J = \frac{1}{\delta^2} \text{Tr}(\tilde{\Sigma}_\infty), \quad \text{where} \quad \tilde{\Sigma}_\infty \triangleq \frac{\delta^2}{\delta^2} \sum_{k=0}^{\infty} \tilde{A}^k \tilde{R}(A^k)^\top = Z^\top \Sigma_\infty Z
\]
solves the transformed Lyapunov equation \( \tilde{\Sigma}_\infty = \tilde{A}\tilde{\Sigma}_\infty \tilde{A}^\top + \delta^2 \tilde{R} \). In order to compute \( J \) explicitly, we will choose a particular orthogonal matrix \( Z \) so that solving the transformed Lyapunov equation explicitly will be simple. First, we consider the eigenvalue decomposition of \( K \in \mathbb{S}^d \), i.e., \( K = U\Lambda U^\top \), where \( \Lambda \) is a diagonal matrix such that \( \lambda_i = \lambda_i \), and \( \{\lambda_i\}_{i=1}^d \) are the eigenvalues in increasing order. \( \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_d \). Then, \( A = VA\Lambda V^\top \), where \( V \triangleq \begin{bmatrix} U & 0_d \\ 0_d & U \end{bmatrix} \)
and \( A_i \triangleq \begin{bmatrix} a_1 I_d & a_2 A \\ a_3 A & a_4 A^2 + a_5 I_d \end{bmatrix} \) for constants \( a_1 = \frac{1}{\delta^2 + \mu x} \), \( a_2 = \frac{1}{1 + \sigma \mu x} \), \( a_3 = \frac{1}{1 + \sigma \mu y} \left( \frac{1 + \theta}{1 + \tau \mu x} - \theta \right) \), \( a_4 = \frac{\sigma}{1 + \tau \mu x} \), \( a_5 = \frac{1}{1 + \sigma \mu y} \). Furthermore, we can permute the entries of \( A_i \) so that it becomes a block diagonal matrix, i.e., there exists a permutation matrix \( P \) such that \( PA_i P^\top = \text{diag}(\{\tilde{A}_i\}_{i=1}^d) \triangleq \tilde{A} \), where for each \( i \in \{1, \ldots, d\} \), \( \tilde{A}_i \in \mathbb{R}^{2 \times 2} \)
is defined by \( \tilde{A}_i \triangleq \begin{bmatrix} a_1 & a_2 \lambda_i \\ a_3 \lambda_i & a_4 \lambda_i^2 + a_5 \end{bmatrix} \) . Thus, for \( Z = VP^\top \), we have \( \tilde{A} = Z^\top AZ \), and \( \tilde{R} = Z^\top RZ = \text{diag}(\{\tilde{R}_i\}_{i=1}^d) \) such that \( \tilde{R}_i \triangleq \begin{bmatrix} c_1 & c_2 \lambda_i \\ c_2 \lambda_i & c_3 \lambda_i^2 + c_4 \end{bmatrix} \) , where \( c_1, c_2, c_3 \) and \( c_4 \) are explicitly given in footnote 5 . Both \( \tilde{A} \) and \( \tilde{R} \) have a block diagonal structure; therefore, \( \tilde{\Sigma}_\infty = \text{diag}(\{\tilde{S}_i\}_{i=1}^d) \), where for each \( i \in \{1, \ldots, d\} \), \( \tilde{S}_i \) is the unique solution to
\[
\tilde{S}_i = A_i \tilde{S}_i A_i^\top + \frac{\delta^2}{\delta} \tilde{R}_i.
\]
This Lyapunov equation is a \( 2 \times 2 \) system, which can be solved for \( \tilde{S}_i \) explicitly by inverting a \( 3 \times 3 \) symbolic matrix since \( \tilde{S}_i \) is symmetric, one needs to solve for 1 off-diagonal and 2 diagonal elements. Using (43) and \( \tilde{\Sigma}_\infty = \text{diag}(\{\tilde{S}_i\}_{i=1}^d) \) will yield us an explicit formula for \( J \).

Next, for \( A \) in eq. (42), we define \( \rho_{\text{true}} \triangleq (\rho(A))^2 \), which determines the exact (asymptotic) convergence rate of \( \mathbb{E}[\|\hat{z}_N - z^*\|^2] \); hence, \( \mathbb{E}[d_{\text{eff}}^2] \) in Theorem 1 also converges with this asymptotic rate. Furthermore, it can also be shown for this quadratic model that \( \mathbb{E}[\sup_{(x,y) \in X \times Y} \{L(x_k, y) - L(x, y_k)\}] \) converges with the same rate (see appendix C.2 for more details). Robustness measure \( J \) and convergence rate \( \rho_{\text{true}} \) computed in this section are independent of our theoretical analysis of the SAPD algorithm; they reflect the exact asymptotic behavior of the algorithm for a quadratic function in (38) and establishing the interaction between \( J \) and \( \rho_{\text{true}} \) helps us understand some fundamental relations for SAPD.

Figure 1: The rate-robustness trade-off for (38) when \( \mu_x = \mu_y = 1 \), \( \|K\|_2 = 10 \), \( d = 30 \) and \( \delta_x = \delta_y = \delta = 10 \). The best achievable rate is 0.67. The point indicated with a red "*" in fig. 1(a) is the particular choice of CP parameters given in (8), Eq.(49)). Fig. 1(b) illustrates that employing the SAPD parameters obtained through minimizing \( \mathcal{R} \), an upper bound on \( J \) defined in section 3.2, one can closely track the efficient frontier \( J^* \). The best certifiable rate is 0.9049.

We numerically illustrate the fundamental rate-robustness trade-off in section 3.1 for (38) through plotting 3 curves: \( J_1 \), \( J_2 \) and \( J^* \). For \( J_1 \), we uniformly grid the parameter space \( (\tau, \sigma, \theta) \in [0, 0.5] \times [0, 0.5] \times [0, 2] \) using 500 × 500 ×
200 points; then, for each grid point, we compute the corresponding $(\rho_{\text{true}}, J)$ values and plot it. For $J_2$, we employ the step sizes suggested in [8, Algorithm 5] for the CP method and plot $(\rho_{\text{true}}, J)$ (see the appendix C.1 for more details). For $J^*$, defining $J^*(\rho) \triangleq \min_{\tau, \sigma, \theta \geq 0} \{J : \rho_{\text{true}} = \rho\}$, we plot $(\rho, J^*(\rho))$ which illustrates the best robustness that can be achieved for a given rate. In the $J_2$ plot, there are vertical lines as there exist many points in the grid sharing the same rate while they have very different robustness values. As seen in fig. 1(a) for great majority of parameter choices from the uniform grid, the corresponding robustness is very poor, i.e., very high $J$ value. As a consequence, we infer that it is necessary to control the robustness through properly tuning the algorithm parameters. The $J_2$ plot demonstrates that for a fixed rate CP parameter choice ensures relatively lower $J$ values compared to the majority of points in the uniform grid; but, $J_2$ is still far away from the efficient frontier $J^*$. As indicated in $J_2$ plot, the best convergence rate CP parameters can achieve is only around 0.83, while the best rate achieved among the uniform grid is 0.67.

While the parameter optimization problem to compute $J^*(\rho)$ for a given convergence rate $\rho \in (0, 1)$ can be done for the special case of [1] given in (38), this is not a trivial task for a more general coupling function $\Phi$; therefore, we provide an alternative model to achieve a similar trade-off result between an upper bound on $J$ and a bound on the convergence rate in Theorem 3.

![Figure 2: The effect of the step sizes on rate and robustness of SAPD running on (38) when $d = 30$ and $\delta_x = \delta_y = \delta = 10$. The best achievable rate is 0.67.](image)

Next, we analyze how primal-dual step sizes, $\tau$ and $\sigma$, affect the convergence rate and the robustness level. For any given $\epsilon \in (0, 1)$, we define
\[
\rho^*_\epsilon(\tau, \sigma) \triangleq \min_{\theta \geq 0} \{\rho_{\text{true}} : \rho_{\text{true}} \leq 1 - \epsilon\}, \quad J^*_\epsilon(\tau, \sigma) \triangleq \min_{\theta \geq 0} \{J : \rho_{\text{true}} \leq 1 - \epsilon\}.
\]

We consider the same experiment described in the caption of Figure 3.1 setting x-axis as $\tau$, and y-axis as $\sigma$, we plot $\rho^*_\epsilon(\tau, \sigma)$ in fig. 2(a) and $J^*_\epsilon$ in fig. 2(b) for $\epsilon = 0.01$. We observe that except for the boundary points, simultaneously increasing $\tau$ and $\sigma$ leads to a faster convergence rate at the expense of a decrease in robustness level – as one approaches the boundary, there is a significant increase in both convergence rate coefficient $\rho^*_\epsilon(\tau, \sigma)$ and $J$ values. These results illustrate the fundamental trade-offs between the convergence rate and robustness for SAPD.

### 3.2 An Upper Bound for the Robustness Measure $J$

$J$ is hard to compute in general; to alleviate this issue, we can alternatively minimize an upper bound on $J$ to control the robustness level. We start with a proposition that provides an upper bound on the robustness measure $J$.

**Theorem 3.** Suppose Assumptions 1 and 2 hold, and $\{x_k, y_k\}_{k \geq 0}$ are generated by SAPD stated in Algorithm 1, the parameters $\{\tau, \sigma, \theta\}$ satisfy the conditions in Theorem 1 for some $\alpha \in [0, \frac{1}{\sigma}]$ and $\rho \in (0, 1)$. Then, for $\delta \triangleq \max\{\delta_x, \delta_y\}$, $J$ can be bounded as follows:

\[
J = \limsup_{N \to \infty} \frac{J_N}{N} \leq \frac{2\rho}{1 - \rho} \cdot \max \left\{\tau, \frac{\sigma}{1 - \alpha \sigma}\right\} \cdot B_{\tau, \sigma, \rho},
\]

where $B_{\tau, \sigma, \theta} \triangleq \frac{\tau}{1 + \tau \mu_x} \Xi_{\tau, \sigma, \theta} + \frac{\sigma}{1 + \sigma \mu_y} \Xi_{\tau, \sigma, \theta}^{y}$ and $\Xi_{\tau, \sigma, \theta}^{y}$ are defined in Theorem 1.

**Proof.** Let $C_{\tau, \sigma, \theta} \triangleq \min\left\{\frac{1}{2\tau}, \frac{1}{2\sigma}(1 - \alpha \sigma)\right\}$. Then, from Theorem 1 we have that
\[
C_{\tau, \sigma, \theta} \delta^2 J_N \leq C_{\tau, \sigma, \theta} \left\|x_N - x^*\right\|^2 + \left\|y_N - y^*\right\|^2 \leq \rho^N D_{\tau, \sigma} + \frac{\rho}{1 - \rho} \Xi_{\tau, \sigma, \theta}^{y}.
\]

\[\footnote{Although our method SAPD generalizes the CP method beyond the bilinear problem, SAPD coincides with CP on this particular problem as it has a bilinear coupling function $\Phi$.} \]
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which implies (45) since $\rho^N D_{\tau, \sigma} \to 0$ as $N \to \infty$, and we have $\frac{\delta^2}{x^2} \leq 1$ and $\frac{\rho^2}{\sigma^2} \leq 1$. 

This upper bound holds for the SAPD parameters satisfying our step size conditions in eq. (5), which are only sufficient for ensuring a linear rate; but, they may not be necessary. 

Next we investigate the trade-off between the convergence rate bound implied by the matrix inequality in eq. (5) and the robustness upper bound provided in Theorem 3.

**Lemma 7.** Given $\rho \in (0, 1)$, let $(t_\rho, s_\rho, \theta_\rho, \alpha_\rho)$ be an element of $\mathcal{P}_\rho$, where 

$$
\mathcal{P}_\rho \triangleq \{(t, s, \theta, \alpha) : t, s, \theta, \alpha \geq 0, \alpha \leq s, G_\rho(t, s, \theta, \alpha) \geq 0\}
$$

and 

$$
G_\rho(t, s, \theta, \alpha) \triangleq \begin{pmatrix}
(1 - \frac{1}{\rho})t + \mu_x & 0 & 0 & 0 \\
0 & (1 - \frac{1}{\rho})s + \mu_y & \left(\frac{\sigma}{\rho} - 1\right)L_{yx} & \left(\frac{\sigma}{\rho} - 1\right)L_{yy} \\
0 & \left(\frac{\sigma}{\rho} - 1\right)L_{yx} & t - L_{xx} & 0 \\
0 & \left(\frac{\sigma}{\rho} - 1\right)L_{yy} & 0 & s - \alpha - \frac{\rho}{\sigma}L_{yy} \\
0 & 0 & -\frac{\rho}{\sigma}L_{yx} & -\frac{\rho}{\sigma}L_{yy} & \frac{\sigma}{\rho} \\
\end{pmatrix}.
$$

Then the bias term, i.e., $\rho^N D_{\tau, \sigma}$ defined in (5), converges to 0 with rate $\rho$ for SAPD employing $\tau = 1/t_\rho, \sigma = 1/s_\rho$ and $\theta = \theta_\rho$. If $\mathcal{P}_\rho = \emptyset$, then (5) does not have a solution for the given $\rho$ value.

**Proof.** This result immediately follows from Theorem 1.

With the help of Lemma 7, one can do a binary search on $(0, 1)$ interval to compute the best rate $\rho^*$ we can justify using the matrix inequality in (5), i.e., $\rho^* \triangleq \min_{\rho \geq 0} \min \{\rho : \mathcal{P}_\rho \neq \emptyset\}$. For any $\rho \in (0, 1)$, checking whether $\mathcal{P}_\rho$ is nonempty or not requires solving a 4-dimensional SDP.

Next, we numerically illustrate that the explicit upper bound we derived in Theorem 3 provides a reasonable approximation to the actual robustness measure $J$. For this purpose, we consider the same example from Section 3.1 where $J$ can be explicitly computed, and compare $J$ to its upper bound given in (45). In (38), we take $x_\mu = y_\mu = 1$, where we generate the symmetric matrix $K \in \mathbb{R}^{d \times d}$ randomly with $\|K\|_2 = 10$ and $d = 30$. We assume the noise model given in (39) and (40) with $\delta_x = \delta_y = 10$. Consequently, we have $L_{xx} = L_{yy} = 0, L_{yx} = 10$. Employing the particular parameter choice in corollary 1, i.e., setting $\beta = 1, \bar{\theta}_2 = 0$ and $c = 1$, we can certify that SAPD converges with rate $\rho \approx 0.9049$ using $\tau$ and $\sigma$ as in (25) and $\theta = \rho$. We have found out that $\rho^*$ obtained using the binary search for this example was also equal to 0.9049, i.e., our special solution in Corollary 1 leads to the optimal rate bound $\rho^*$.

For any $\rho \in [\rho^*, 1)$, we can optimize SAPD parameters minimizing the bound for robustness in (45) while ensuring that the bias term converges linearly with rate not worse than $\rho$, i.e.,

$$
\mathcal{R}(\rho) \triangleq \min_{\tau, \sigma, \theta, \alpha \geq 0} \left\{ \frac{2\rho}{1 - \rho} \cdot \max \left\{ \tau, \frac{\sigma}{1 - \sigma} \right\} \cdot B_{\tau, \sigma, \theta} : (5) \text{ holds for } (\tau, \sigma, \theta, \rho, \alpha) \right\}.
$$

(46)

To be able to solve (46), we do not need to know $\delta_x$ or $\delta_y$. (46) is non-convex; however, it has some structure. In the next lemma, we provide a simpler optimization problem exploiting this structure.

**Lemma 8.** Given $\rho \in (0, 1)$ and $\tau > 0$, let $S_\rho(\tau) \triangleq \{(\sigma, \theta, \alpha) : \text{eq. (5) holds for } (\tau, \sigma, \theta, \rho, \alpha)\}$. Suppose $\cup_{\tau > 0} S_\rho(\tau) \neq \emptyset$. Then, $\frac{1}{\mu_x \rho} = \min \left\{ \tau : S_\rho(\tau) \neq \emptyset \right\}$. Moreover, for any $\tau_1 \geq \tau_2 \geq \frac{1}{\mu_x \rho}$, we have $S_\rho(\tau_1) \subset S_\rho(\tau_2)$.

Finally, $\mathcal{R}(\rho)$ defined in eq. (46) can also be computed as

$$
\mathcal{R}(\rho) = \min_{\rho, \tau, \sigma, \theta, \alpha \geq 0} \left\{ \frac{2\rho}{1 - \rho} \cdot \max \left\{ \tau, \frac{\sigma}{1 - \sigma} \right\} \cdot B_{\tau, \sigma, \theta} : \frac{1 - \rho}{\mu_x \rho}, \text{ eq. (5) holds} \right\}.
$$

(47)

**Proof.** Since $\cup_{\tau > 0} S_\rho(\tau) \neq \emptyset$, there exists $(\tau, \sigma, \theta, \rho, \alpha)$ satisfying eq. (5); thus, $\frac{1}{\rho} (1 - \frac{1}{\rho})^+ \mu_x \geq 0$, i.e., $\tau \geq \frac{1}{\rho} - \frac{1}{\mu_x \rho}$. 

Say $\tau \geq \tau$, then we have $\frac{1}{\tau} - L_{xx} \geq \frac{1}{\tau} - L_{xx}$, which implies that $(\sigma, \theta, \alpha) \in S_\rho(\tau)$. Therefore, we can conclude that $\frac{1 - \rho}{\mu_x \rho} = \min \left\{ \tau : S_\rho(\tau) \neq \emptyset \right\}$ because eq. (5) requires that $\tau \geq \tau$. 

Suppose $(\sigma, \theta, \alpha) \in S_\rho(\tau_1)$ for some $\tau_1 > 0$. The same arguments also show that for any $\tau_2 \in [\frac{1 - \rho}{\mu_x \rho}, \tau_1]$, we have $(\sigma, \theta, \alpha) \in S_\rho(\tau_2)$; hence, $S_\rho(\tau_1) \subset S_\rho(\tau_2)$. Furthermore, the objective in eq. (46) is strictly increasing in $\tau$; thus, the optimal values of $\mathcal{R}(\rho)$ in eq. (46) and eq. (47) are equal.
Proof. Given \( \theta \in (0, 1) \), we consider two necessary conditions for eq. (5): i) \( \tau \geq \frac{1-\rho}{\mu_x \rho} \), ii) \( \left( \frac{\theta}{\rho} \right) \frac{(\theta-1)L_{yx}}{1-L_{xx}} \geq 0 \), which further implies \( (\frac{\theta}{\rho} - 1)^2L_{yx} \leq \mu_y (\frac{\theta}{\rho} - 1)^2 \). Thus, for fixed \( \rho \), any solution to eq. (5) satisfies \( \theta \leq \hat{\theta}_\rho \), which is defined in (48). Indeed, either \( \theta \in (0, \rho] \), or when \( \theta \geq \rho \), the necessary conditions imply that
\[
\theta \leq \rho \left( 1 + \frac{\sqrt{\mu_y (\frac{\theta}{\rho} - 1)^2}}{L_{yx}} \right) \leq \rho \left( 1 + \frac{\sqrt{\mu_y (\frac{\theta}{\rho} - 1)^2}}{L_{yx}} \right) \triangleq \hat{\theta}_\rho.
\]

Next, we discuss how an upper bound on \( \mathcal{J} \) can be computed efficiently through bisection over the rate parameter \( \rho \) and a grid search on \( \theta \).

**Definition 1.** For \( \rho \in (0, 1) \), let \( C_\rho \triangleq \{c \in (0, 1) : \mathcal{P}_\rho \cap L_{c} \neq \emptyset\} \), where \( \mathcal{P}_\rho \) is as in Lemma 7 and \( L_{c} \triangleq \{(t, s, \theta, \alpha) \in \mathbb{R}_+^4 : \alpha = cs\} \). The definition implies that \( C_\rho \neq \emptyset \) for all \( \rho \in [0^*, 1) \).

**Remark 7.** For any \( \rho \in [0^*, 1) \), \( C_\rho \neq \emptyset \) is a convex set, see Lemma 12 hence, \( C_\rho \subset [0, 1] \) is an interval. Thus, \( \bar{c}_\rho \triangleq \sup C_\rho \) and \( \underline{c}_\rho \triangleq \inf C_\rho \) can be computed via bisection. Each bisection iteration is a 3-dimensional SDP checking the feasibility of \( \{(t, s, \theta) \in \mathbb{R}_+^3 : G_{\rho}(t, s, \theta, ts) \geq 0\} \) for a given \( \rho \in (0, 1) \).

**Lemma 9.** Given \( \rho \in [0^*, 1) \) and \( c \in C_\rho \), let \( \hat{\theta}_{c, \rho} \triangleq \inf \hat{\theta}_{c, \rho} \) and \( \bar{\theta}_{c, \rho} \triangleq \sup \hat{\theta}_{c, \rho} \), where \( \hat{\theta}_{c, \rho} \triangleq \{ \theta : \exists (s, \theta, \alpha) \in \mathcal{P}_\rho \text{ s.t. } t = \frac{\mu_x \alpha}{L_{yx}} \text{ and } \alpha = cs\} \) and \( S_{c, \rho} \triangleq \{(s, \theta) : \exists (t, s, \theta, \alpha) \in \mathcal{P}_\rho \text{ s.t. } t = \frac{\mu_x \alpha}{L_{yx}} \text{ and } \alpha = cs\} \). For fixed \( K_\rho \in \mathbb{Z}_+ \), let \( \theta_{k-1}^{\rho} \subset S_{c, \rho} \subset [0, \theta_{k-1}^{\rho}] \) be an arbitrary set of grid points such that \( \theta_{k-1}^{\rho} = \hat{\theta}_{c, \rho} \) and \( \theta_{k-1}^{\rho} = \bar{\theta}_{c, \rho} \). Define \( \mathcal{R}_c(\rho, \theta_{k}) \triangleq \min_{k = 1 \ldots K_\rho} \mathcal{R}_c(\rho, \theta_{k}) \), where
\[
\mathcal{R}_c(\rho, \theta_{k}) \triangleq \min_{\alpha \geq 0} \left\{ \max \left\{ \frac{2}{\mu_x}, \frac{2\sigma}{(1-c)(1-\rho)} \right\} \cdot B_{c, \rho, \theta_{k}} : \tau = \frac{1-\rho}{\mu_x \rho} \right\}.
\]

Then, \( \mathcal{R}_c(\rho) \geq \mathcal{R}(\rho) \). Furthermore, for any fixed \( \rho \in [0^*, 1) \), \( c \in C_\rho \) and \( \theta \in [\hat{\theta}_{c, \rho}, \bar{\theta}_{c, \rho}] \), \( \sigma_c(\rho, \theta) \triangleq \frac{1}{\max\{s : (s, \theta) \in S_{c, \rho}\}} \) is the unique optimal solution to (49).

**Proof.** Given \( \rho \in [0^*, 1) \) and \( c \in C_\rho \), since we fix \( \theta \) and \( \alpha = c/\sigma \) while deriving eq. (49), we immediately get \( \mathcal{R}_c(\rho) \geq \mathcal{R}(\rho) \) due to Lemma 8. Lastly, after fixing \( \rho \in [0^*, 1) \), \( c \in C_\rho \) and \( \theta \in [\hat{\theta}_{c, \rho}, \bar{\theta}_{c, \rho}] \), the objective in eq. (49) is increasing in \( \sigma > 0 \), and \( \sigma \rightarrow -1/\sigma = s \) is a bijection between the feasible region of (49) and \( \{s : (s, \theta) \in S_{c, \rho}\} \). Therefore, the unique solution \( \sigma_c(\rho, \theta) \) can be computed by solving a one-dimensional SDP, i.e., \( \max\{s : (s, \theta) \in S_{c, \rho}\} \) for fixed \( \rho \), \( c \) and \( \theta \).

Given \( K_\rho \in \mathbb{Z}_+ \), let \( P \triangleq \{\rho_k\}_{k=1}^{K_\rho} \subset [0^*, 1] \) and \( C_\rho \triangleq \{c_k\}_{k=1}^{K_\rho} \subset C_\rho \) be the grid points. Finally, for \( \rho \in P \), we define \( \mathcal{R}(\rho) \triangleq \min_{c \in C_\rho} \mathcal{R}_c(\rho, \theta_{k}) \), where \( \mathcal{R}_c(\rho, \theta_{k}) \) can be computed based on Lemma 9 for any \( c \in C_\rho \). Therefore, for any \( \rho \in P \), computing \( \mathcal{R}(\rho) \) using Lemma 9 will yield \( (\tau_{\rho}, \sigma_{\rho}, \theta_{\rho}) \) achieving \( \mathcal{R}_c(\rho) \) for some \( c \in C_\rho \) such that \( \mathcal{R}(\rho) = \mathcal{R}_c(\rho) \). Thus, for the quadratic model assumed in section 3.1, we can compute the robustness measure, defined in (37), corresponding to \( (\tau_{\rho}, \sigma_{\rho}, \theta_{\rho}) \), which we call \( \mathcal{J}(\rho) \). Recall that in Section 3.1, we defined \( \mathcal{J}^*(\rho) \triangleq \min_{\tau, \sigma, \theta \geq 0} \{J : \rho_{\text{me}} = \rho\} \). To numerically illustrate the rate vs robustness trade-off and also to demonstrate that we can control robustness through optimizing \( \mathcal{R} \), in fig. 1(b) we plot robustness measure \( \mathcal{J}(\rho) \), corresponding to \( (\tau_{\rho}, \sigma_{\rho}, \theta_{\rho}) \) computed by minimizing its upper bound \( \mathcal{R}(\rho) \), against the convergence rate values \( \rho \in P \) in the x-axis, and compare \( \mathcal{J}(\rho) \) with \( \mathcal{J}^*(\rho) \) and \( \mathcal{R}(\rho) \), where we set \( K_\rho = K_\theta = 100 \) and \( K_\epsilon = 50 \).

In fig. 1(b) we observe that \( \mathcal{J}(\rho) \) computed for SAPD parameters optimizing \( \mathcal{R}(\rho) \) closely tracks \( \mathcal{J}^*(\rho) \). Therefore, we infer that minimizing the upper bound helps us optimize the robustness for the problem class used in these experiments.

4 Extensions

We now show that SAPD admits the optimal oracle complexity bound for the stochastic MCMC case, i.e., when \( \mu_x = \mu_y = 0 \). This result can be viewed as a nontrivial extension of the deterministic complexity result in [18] to the stochastic gradient setting.

**Remark 8.** Suppose \( \mu_x = \mu_y = 0 \), and the parameters \( \tau, \sigma > 0 \) and \( \theta \in (0, 1) \) satisfy (7). The first condition (7) implies that \( \theta = 1 \).
Theorem 4. Suppose \( \mu_x = \mu_y = 0 \), Assumptions 1 and 2 hold. Assume that \( \Omega_x \equiv \sup_{x_1, x_2 \in \operatorname{dom} f} \|x_1 - x_2\| < \infty \) and \( \Omega_y \equiv \sup_{y_1, y_2 \in \operatorname{dom} g} \|y_1 - y_2\| < \infty \). For any \( \epsilon > 0 \), suppose \( \{\tau, \sigma, \theta\} \) are chosen such that
\[
\tau = \min \left\{ \frac{1}{L_{yx} + L_{xx}}, \frac{2}{15} \cdot \frac{\epsilon}{\delta_2^2} \right\}, \quad \sigma = \min \left\{ \frac{1}{L_{yx} + 2L_{yy}}, \frac{1}{72} \cdot \frac{\epsilon}{\delta_2^2} \right\}, \quad \theta = 1.
\]
(50)

Then for the gap metric \( G(\cdot, \cdot) \), defined in (4), \( G(\tilde{x}_N, \tilde{y}_N) \leq \epsilon \) for all \( N \geq N_\epsilon \) such that
\[
N_\epsilon = O \left( \frac{(L_{yx} + L_{xx})\Omega_x^2 + \max \{L_{yx} + L_{yy}, L_{xy}\} \Omega_y^2 + \delta_2^2\Omega_x^2 + \delta_2^2\Omega_y^2}{\epsilon^2} \right).
\]

Proof. Since \( \mu_x = \mu_y = 0 \), the first condition in (7) trivially holds for \( (\tau, \sigma, \theta) \) as in (50). Furthermore, (50) implies that \( \frac{1}{\tau} \geq L_{yx} + L_{xx} \) and \( \frac{1}{\sigma} \geq L_{yx} + 2L_{yy} \); therefore, \( (\tau, \sigma, \theta) \) in (50) with \( \frac{1}{\pi_1} = \frac{1}{\pi_2} = 1 \) satisfy the conditions in Lemma 6. Thus, \( (\tau, \sigma, \theta) \) with \( \alpha = L_{yx} + L_{yy} \) solves (7).

The analysis in the proof of Theorem 1 until the end of (22) is valid for our choice of parameters in (50). To get a bound for the expected gap, we next analyze \( \tilde{P} \equiv \sup \{ \sum_{k=0}^{N-1} P_k(x, y) : (x, y) \in \operatorname{dom} f \times \operatorname{dom} g \} \). For some arbitrary \( \eta_x > 0 \), define \( \tilde{x}_k \) sequence as follows: \( \tilde{x}_0 = x_0 \), and \( \tilde{x}_{k+1} \equiv \argmin_{x' \in \operatorname{dom} f} -\langle \Delta^x_k, x' \rangle + \frac{\eta_x}{2} \|x' - \tilde{x}_k\|^2 \), for \( k \geq 0 \), where \( \Delta^x_k \) is defined as in Lemma 2. Then, from (32) Lemma 2.1, for all \( x \in \operatorname{dom} f \) we get
\[
\sum_{k=0}^{N-1} \langle \Delta^x_k, x - \tilde{x}_k \rangle \leq \sum_{k=0}^{N-1} \frac{\eta_x}{2} \|x - \tilde{x}_k\|^2 - \frac{\eta_x}{2} \|x - \tilde{x}_{k+1}\|^2 + \frac{1}{2\eta_x} \|\Delta^x_k\|^2 \leq \frac{\eta_x}{2} \|x - x_0\|^2 + \frac{1}{2\eta_x} \sum_{k=0}^{N-1} \|\Delta^x_k\|^2.
\]
(51)

hence, using \( \tilde{x}_{k+1} \) defined in Lemma 2 we get
\[
\mathbb{E} \left[ \sup_{x \in \operatorname{dom} f} \left\{ \sum_{k=0}^{N-1} -\langle \Delta^x_k, \tilde{x}_k - x_k \rangle \right\} \right] \leq \sum_{k=0}^{N-1} \mathbb{E} \left[ \|\Delta^x_k, \tilde{x}_k - x_k\|^2 \right] + \frac{\eta_x}{2} \Omega_x^2.
\]
(52)

Similarly, for arbitrary \( \eta_y > 0 \), we construct two auxiliary sequences: let \( \tilde{y}_0 = y_0 \), and we define \( \tilde{y}_{k+1} \equiv \argmin_{y' \in \operatorname{dom} g} -\langle \Delta^y_k, y' \rangle + \frac{\eta_y}{2} \|y' - \tilde{y}_k\|^2 \), for \( k \geq 0 \), where \( \Delta^y_k \) is defined as in Lemma 2. Then, from (32) Lemma 2.1 that for all \( y \in \operatorname{dom} g \), we get
\[
\sum_{k=0}^{N-1} 2\langle \Delta^y_k, \tilde{y}_k - y \rangle - \langle \Delta^y_{k-1}, \tilde{y}_{k-1} - y \rangle \leq \frac{3\eta_y}{2} \|y - y_0\|^2 + \frac{1}{2\eta_y} \sum_{k=0}^{N-1} 2\|\Delta^y_k\|^2 + \|\Delta^y_{k-1}\|^2.
\]
(53)

hence, using \( \tilde{y}_{k+1} \) and defined in Lemma 2 we get
\[
\mathbb{E} \left[ \sup_{y \in \operatorname{dom} g} \left\{ \sum_{k=0}^{N-1} 2\langle \Delta^y_k, \tilde{y}_{k+1} - y \rangle - \langle \Delta^y_{k-1}, \tilde{y}_{k-1} - y \rangle \right\} \right] \leq \sum_{k=0}^{N-1} \mathbb{E} \left[ 2\langle \Delta^y_{k+1}, \tilde{y}_{k+1} - \tilde{y}_k \rangle - \langle \Delta^y_{k-1}, \tilde{y}_{k-1} - \tilde{y}_{k-2} \rangle \right] + \frac{3\eta_y}{2} \Omega_y^2.
\]
(54)

Thus, combining this bound with (52) we get
\[
\mathbb{E}[\tilde{P}] \leq N \left( \frac{1}{\tau} \Omega_x^2 + \frac{3}{\sigma} \Omega_y^2 \right) + \eta_x \Omega_x^2 + \frac{3}{\pi_x} \Omega_y^2,
\]
where we used \( \mathbb{E}[\|\Delta^x_k, \tilde{x}_k - \tilde{x}_{k+1}\|] = \mathbb{E}[\|\Delta^y_{k-1}, \tilde{y}_{k-1} - \tilde{y}_{k-2}\|] = 0 \) for \( k \geq 0 \). Therefore, setting \( \eta_x = 1/\tau \) and \( \eta_y = 1/\sigma \) and using the fact that \( \theta = 1 \) implies \( K_N(\theta) = N \), it follows from (19), (20) and (22) that
\[
\mathbb{E} \left[ \sup_{(x, y) \in \mathcal{Y}} \left\{ L(\tilde{x}_N, y) - L(x, y_N) \right\} \right] \leq \frac{1}{\tau} \Omega_x^2 + \frac{3}{\sigma} \Omega_y^2 + \tau(1 + 2\Xi_{\tau, \sigma, \theta}) \delta_2^2 + \sigma(3 + 2\Xi_{\tau, \sigma, \theta}) \delta_2^2 \leq \frac{1}{\tau} \Omega_x^2 + \frac{3}{\sigma} \Omega_y^2 + \frac{5\tau \delta_2^2}{2} + 24\sigma \delta_2^2,
\]
(53)

where for the last inequality we first substitute \( \Xi_{\tau, \sigma, \theta} \) and \( \Xi_{\tau, \sigma, \theta} \) defined in Theorem 1 and then use \( \tau L_{yx} \leq 1 \), \( \sigma \max \{L_{yx}, L_{xy}\} \leq 1 \) and \( \sigma L_{yy} \leq \frac{1}{\sigma} \) due to eq. (50). For any \( \epsilon > 0 \), requiring
\[
\frac{1}{\tau} \Omega_x^2 + \frac{3}{\sigma} \Omega_y^2 \leq \frac{\epsilon}{3}, \quad \frac{5\tau \delta_2^2}{2} \leq \frac{\epsilon}{3}, \quad 24\sigma \delta_2^2 \leq \frac{\epsilon}{3},
\]
(54)

implies that (53) can be bounded by \( \epsilon \). Our parameter choice in (50) implies that the second and the third inequalities in (54) trivially hold. It suffices to choose \( N \) large enough depending on given \( \epsilon \) so that (54) holds, i.e., \( N \geq \frac{3}{\tau} \left( \frac{1}{\tau} \Omega_x^2 + \frac{3}{\sigma} \Omega_y^2 \right) \). From (50) we have \( \frac{1}{\tau} \leq L_{yx} + L_{xx} + \frac{15}{2} \delta_2^2 \) and \( \frac{1}{\sigma} \leq \max \{L_{yx} + 2L_{yy}, L_{xy}\} + 7 \delta_2^2 \); thus, \( \mathbb{E} G(\tilde{x}_N, \tilde{y}_N) \leq \epsilon \) holds for all \( N \geq N_\epsilon \).
4.1 Robustness Measure for the MCMC Setting

In MCMC setting, based on the gap result in Theorem 4, one can adopt \( \tilde{J} \triangleq \limsup_{N \to \infty} \mathbb{E}[\text{sup}\{L(x, y) - L(x, y_N) : (x, y) \in X \times \mathcal{Y}\}] / \delta^2 \) as the corresponding robustness metric – this definition would be parallel to the definition in [2], where the authors consider first-order stochastic algorithms for smooth strongly convex minimization. Alternatively, one can extend the ideas of SCSC setting to MCMC setting in the following way based on Tikhonov regularization. Assume \( \mu_x = \mu_y = 0 \) and consider the MCMC saddle point problem \( \min_x \max_y L(x, y) \). Given a regularization parameter \( \mu > 0 \), let \( J_\mu \) be the robustness of the SAPD iterate sequence generated when SAPD is implemented on the following regularized problem:

\[
\min_{x \in X} \max_{y \in \mathcal{Y}} L_\mu(x, y) \triangleq L(x, y) + \frac{\mu}{2} \|x\|^2 + \frac{\mu}{2} \|y\|^2;
\]

where \( L_\mu \) is \( \mu \)-convex in \( x \) and \( \mu \)-concave in \( y \). Using the results in [14], under some technical conditions on \( L \), e.g., \( \Phi \) is smooth convex-concave and \( f, g \) are indicator functions of some polyhedra, one can show that there exists \( \mu > 0 \) and \( (x^*, y^*) \in X \times \mathcal{Y} \) such that \( (x^*, y^*) \) is the unique saddle point of \( L_\mu(\cdot, \cdot) \) for all \( \mu \in (0, \bar{\mu}] \); moreover, \( (x^*, y^*) = \arg\min_{(x, y) \in \mathcal{Z}^*} \|x\|^2 + \|y\|^2 \) where \( \mathcal{Z}^* \subset X \times \mathcal{Y} \) denotes the set of saddle points of the original MCMC problem \( \min_x \max_y L(x, y) \). Therefore, rather than directly solving the MCMC problem with SAPD using the parameters as stated in Theorem 4 and use the alternative robustness measure \( \tilde{J} \) based on the expected gap defined above, one can instead solve the regularized SCSC problem in (55) for \( \mu > 0 \) sufficiently small, which would generate a least-norm solution of the original MCMC problem, and directly use the originally defined robustness metric \( J_\mu = \limsup_{N \to \infty} \mathbb{E}[\|z_N - x^*\|^2] / \delta^2 \) corresponding to the SAPD iterate sequence generated while solving the SCSC problem in (55), where \( z_N = (x_N, y_N) \), \( z^* = (x^*, y^*) \) and \( \delta = \max\{\delta_x, \delta_y\} \).

5 Numerical Experiments

In this section, we compared SAPD against S-OGDA [13], SMD [32] and SMP [22] for solving (1) with synthetic and real-data.

5.1 Regularized Bilinear SP Problem with Synthetic Data

We first tested SAPD, S-OGDA and SMP on the regularized bilinear SP problem defined in (38). In this experiment, we set \( \mu_x = \mu_y = 1 \), \( \|K\|_2 = 10 \), \( d = 30 \) and \( \delta_x = \delta_y = \delta = 5 \). Since SAPD step size condition requires a bound on the stochastic gradients, we implement on (38) with additional \( (x, y) \in X \times Y \) constraint where \( X = \{x \in \mathcal{X} : \|x\| \leq \sqrt{d}\} \) and \( Y = \{y \in \mathcal{Y} : \|y\| \leq \sqrt{d}\} \). Letting the iteration counter, we plot the 50 sample paths for each algorithm in the left subfigure in Figure 5.1. The step sizes for S-OOGDA, SMD and SMP are selected as in [13], [32] and [22], respectively. Specifically, except for SAPD, all algorithms use primal and dual step sizes that are set equal, and their value is a function of \( L = \max\{\mu_x, \mu_y, L_{xy}, L_{yx}\} \); indeed, S-OOGDA uses \( \frac{1}{\sqrt{d}} \), SMP uses \( \frac{1}{\sqrt{4Ld}} \), and SMD uses \( \frac{1}{\sqrt{5GN}} \), where \( N \) denotes the total iteration budget for SMD, and \( G > 0 \) is such that \( \mathbb{E}[2\|\nabla L(x, y; \omega^x, \omega^y)\|^2] / G \) uniformly for all \((x, y) \in X \times Y\). The step sizes for SAPD are determined by minimizing \( R(\rho) \) for \( \rho \in \{\rho_1, \rho_2\} \), where \( \rho_1 = 0.99 \) and \( \rho_2 = 0.995 \). This process leads to \((\tau, \sigma, \theta) = (0.010, 0.012, 0.645)\) for SAPD(\( \rho_1 \)), and to \((\tau, \sigma, \theta) = (0.005, 0.008, 0.174)\) for SAPD(\( \rho_2 \)). In Figure 5.1, SAPD outperforms the others in both metrics, i.e., \( T \) and \( G \). Since \( \rho_1 < \rho_2 \), SAPD with \( \rho = \rho_1 \) leads to a faster decay of the bias term than that with \( \rho = \rho_2 \). However, due to rate and robustness trade-off, the choice of \( \rho = \rho_2 \) is more robust to noise, leading to a smaller asymptotic variance of \( \{z_k\} \) as expected.

5.2 Distributionally Robust Optimization with Real Data

Next, we consider \( \ell_2 \)-regularized variant of the distributionally robust optimization problem from [29], i.e., (DRO):

\[
\min_{x \in S} \max_{y \in \mathcal{P}_r} \frac{\mu_x}{2} \|x\|^2 + \sum_{i=1}^n \phi_i(x) \text{ where } \phi_i : \mathbb{R}^d \to \mathbb{R} \text{ is a strongly convex smooth loss function corresponding to the } i\text{-th data point, } \mu_x > 0 \text{ is a regularization parameter, } S \triangleq \{x \in \mathbb{R}^d : \|x\|^2 \leq D_x\} \text{ for some given model diameter } D_x > 0 \text{ and } \mathcal{P}_r \triangleq \{y \in \mathbb{R}^d : 1^T y = 1, \|y - 1/n\|_2^2 \leq \frac{1}{n^2}\} \text{ here, } 1 \text{ denotes the vector with all entries equal to one, and } \mathcal{P}_r \text{ is the uncertainty set around the uniform distribution } 1/n \text{ whose radius is determined by the parameter } r. \]

In the special case when \( r = 0 \), the problem recovers the ERM problems arising in supervised learning from labeled data which assigns uniform weights \( y_i = 1/n \) to all data points. When \( r > 0 \), the problem is to

---

[8] The code is made available at [https://github.com/XuanZhangg/SAPD](https://github.com/XuanZhangg/SAPD)
minimize a worst-case objective to be robust against uncertainty in the underlying data distribution. (DRO) has several advantages to construct confidence intervals for the parameters of predictive models in supervised learning, see [29]. This SP problem is affine in the dual variable $y$; therefore, it is not strongly convex with respect to $y$. However, we can approximate it, in a similar spirit to Nesterov’s smoothing technique in [34], with the following SCSC problem:

$$\min_{x \in S} \max_{y \in P_r} \mathcal{L}_{\mu_\ast}(x, y) \triangleq \frac{\mu_x}{2} \|x\|^2 + \Phi(x, y) - \frac{\mu_y}{2} \|y\|^2,$$

(56)

where $\Phi(x, p) = \sum_{i=1}^{n} y_i \phi_i(x)$ for some properly chosen smoothing parameter $\mu_\ast > 0$ – see remark [5]. In our tests, we consider the binary logistic loss with an $l_2$ regularizer, i.e., $\phi_i(x) = \ln(1 + \exp(-b_i a_i^T x))$ and set $r = 2\sqrt{n}$. We can then apply SAPD to the SCSC problem in (56) which admits the Lipschitz constants $L_{xy} = L_{yx} = \|A\|_2$, $L_{xx} = \max_{i=1,\ldots,n} \frac{1}{4} \|a_i\|^2$, and $L_{yy} = 0$, where $A \in \mathbb{R}^{n \times d}$ is the data matrix with rows $\{a_i\}_{i=1}^{n}$ and columns $\{A_j\}_{j=1}^{d}$. Since $D_y \triangleq \sup_{y \in P_r} \|y\| = 1$, for any given $\epsilon > 0$, we set $\mu_y = \frac{\epsilon}{2D_y}$ according to remark [5].

We perform experiments on two data sets: 1) Dry Bean data set [25] with $d = 16$, $n = 9528$ with a test data set of 4083 points; 2) Arcene data set [17] with $d = 10,000$, $n = 97$ and test size of 96 points. In these experiments, we set the regularization parameter $\mu_x$ through cross-validation. The source of noise in gradient computations is mini-batch sampling of data. For the Dry Bean data set, we set $\mu_x = 0.01$, $\mu_y = 10$ and use batch size 1, and normalize each feature column $A_j \in \mathbb{R}^n$ using $A_j \leftarrow \frac{A_j - \min(A_j)}{\max(A_j) - \min(A_j)}$, where both min and max are taken over the elements of $A_j$. 

Figure 3: Comparison of SAPD against SOGDA, SMP and SMD on a synthetic toy problem using the distance (left) and gap (right) metrics. The rates of SAPD are $\rho_1 = 0.99$ and $\rho_2 = 0.995$.

Figure 4: Comparison of SAPD against S-OGDA [13] and SMP [22] on real-data sets.
For the Arcene data set, we set $\mu_x = 0.02$ and $\mu_y = 10$, and use batch size 10, and normalize the data matrix such that $A \leftarrow A/\min\{\sqrt{d}, \sqrt{n}\}$. As described in Section 3.2, given a desired rate $\rho \geq \rho^*$, we compute $(\tau, \sigma, \theta)$ for SAPD that achieves $R(\rho)$. We plot SAPD statistics for two different rates to illustrate that our framework can trade-off rate and robustness in an effective manner. The other methods we tested set the primal and dual step sizes equal. Indeed, for S-OGDA $[19, 13]$ the step size is $1/\sqrt{\sigma}$, and for SMP $[22]$, it is $1/\sqrt{\tau}$, where $L = \max\{L_{xx}, \mu_x, L_{xy}, L_{yx}\}$. In section 5.2, we plotted the optimization error using the distance metric $D$, training and the test errors. We reported the results for 50 sample paths. Our results show that for both test and training errors, reported in terms of distances to the solution, SAPD achieves a good performance for both rate and robustness.

6 Future Work

In a follow-up paper $[51]$, we have considered SARAH variance reduction $[36]$ on weakly convex-strongly concave (WCSC) problems, and proposed an inexact proximal point method based on SAPD, which serves as a subroutine for inexactly solving SCSC sub-problems. We have implemented a variance reduction framework within SAPD, which not only improved the oracle complexity from $O(\epsilon^{-1})$ to $O(\epsilon^{-3})$; but, we have also improved the best condition number dependency from $O(L\epsilon^3/\epsilon^3)$ to $O(L\epsilon^2/\epsilon^3)$, where $\kappa \geq L/\mu_y$ with $L$ being the Lipschitz constant of $\nabla \Phi$ and $\mu_y$ being the strong concavity constant of $\mathcal{L}(x, \cdot)$ uniformly for all $x \in \text{dom } f$. While incorporating SARAH within SAPD helps for WCSC problems, using the same variance reduction analysis for SAPD on SCSC problems does not help in improving the complexity results we established in Theorem $[2]$. That being said, for the SCSC case, in a recent relevant paper, we have applied a bias reduction strategy called Richardson-Romberg extrapolation to SAPD $[6]$ and in our experiments we have observed that this technique has not only created an improved bias performance but also exhibits an improved dependency to gradient noise variance. As a future work on the SCSC setting with noisy gradients, it would be interesting to design efficient variance/bias reduction techniques for SAPD. The method in $[51]$ has two nested loops, another important future research direction involves establishing convergence guarantees for SAPD as a single-loop method when implemented for solving WCSC and weakly convex-merely-concave problems.
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A Proofs of Lemmas

A.1 Auxiliary Results

Lemma 10. Let \( f \) be proper, closed and strongly convex with modulus \( \mu > 0 \). Then for any \( x, x' \in \text{dom } f \), and \( c > 0 \), \( \| \text{prox}_{c f}(x) - \text{prox}_{c f}(x') \| \leq \frac{1}{1+c\mu} \| x - x' \| \).

Because Lemma 10 is a simple extension of [3, Theorem 6.42] to the strongly convex scenario, we omit its proof.

A.2 Proof of Lemma 1

Fix \( x \in \text{dom } f \) and \( y \in \text{dom } g \). Invoking [18, Lemma 7.1] for the \( y \)- and \( x \)-subproblems in Algorithm 1, and using the definitions of \( \varepsilon_k^x \) and \( \varepsilon_k^y \), we get

\[
\begin{align*}
\langle \nabla_x \Phi(x_k, y_{k+1}), x_{k+1} - x \rangle & \leq f(x) + \frac{1}{2\tau} \left( \| x - x_k \|^2 - \| x - x_{k+1} \|^2 - \| x_k - x_{k+1} \|^2 \right) - \frac{\mu x}{2} \| x - x_{k+1} \|^2 + \varepsilon_k^x, \\
-g(y) + g(y_{k+1}) & \leq \langle s_k, y_{k+1} - y \rangle + \frac{1}{2\tau} \left( \| y - y_k \|^2 - \| y - y_{k+1} \|^2 - \| y_k - y_{k+1} \|^2 \right) - \frac{\mu y}{2} \| y - y_{k+1} \|^2 + \varepsilon_k^y.
\end{align*}
\]

(57a)

(57b)

Since \( y_{k+1} \in \text{dom } g \), the inner product in (57a) can be lower bounded using convexity of \( \Phi(\cdot, y_{k+1}) \) in Assumption 1 as follows:

\[
\langle \nabla_x \Phi(x_k, y_{k+1}), x_{k+1} - x \rangle = \langle \nabla_x \Phi(x_k, y_{k+1}), x_k - x \rangle + \langle \nabla_x \Phi(x_k, y_{k+1}), x_{k+1} - x_k \rangle \\
\geq \Phi(x_k, y_{k+1}) - \Phi(x, y_{k+1}) + \langle \nabla_x \Phi(x_k, y_{k+1}), x_{k+1} - x_k \rangle.
\]

Using this inequality after adding \( \Phi(x_{k+1}, y_{k+1}) \) to both sides of (57a), we get

\[
\begin{align*}
\Phi(x_{k+1}, y_{k+1}) + f(x_{k+1}) & \leq \Phi(x, y_{k+1}) + f(x) + \Phi(x_{k+1}, y_k) - \Phi(x_k, y_{k+1}) - \langle \nabla_x \Phi(x_k, y_{k+1}), x_{k+1} - x_k \rangle \\
& + \frac{1}{2\tau} \left[ \| x - x_k \|^2 - \| x - x_{k+1} \|^2 - \| x_k - x_{k+1} \|^2 \right] - \frac{\mu x}{2} \| x - x_{k+1} \|^2 + \varepsilon_k^x \\
& \leq \Phi(x, y_{k+1}) + f(x) + \frac{L_{xx}}{2} \| x_{k+1} - x_k \|^2 \\
& + \frac{1}{2\tau} \left[ \| x - x_k \|^2 - \| x - x_{k+1} \|^2 - \| x_k - x_{k+1} \|^2 \right] - \frac{\mu x}{2} \| x - x_{k+1} \|^2 + \varepsilon_k^x,
\end{align*}
\]

(58)

where the last step follows from Assumption 1 i.e., \( \nabla_x \Phi(\cdot, y_{k+1}) \) is Lipschitz with constant \( L_{x,x} \). Rearranging the terms gives us

\[
\begin{align*}
f(x_{k+1}) - f(x) - \Phi(x, y_{k+1}) & \leq -\Phi(x_{k+1}, y_{k+1}) + \frac{L_{xx}}{2} \| x_{k+1} - x_k \|^2 \\
& + \frac{1}{2\tau} \left[ \| x - x_k \|^2 - \| x - x_{k+1} \|^2 - \| x_k - x_{k+1} \|^2 \right] - \frac{\mu x}{2} \| x - x_{k+1} \|^2 + \varepsilon_k^x.
\end{align*}
\]

(59)

Then, for \( k \geq 0 \), by summing (57b) and (59), we obtain

\[
\begin{align*}
\mathcal{L}(x_{k+1}, y) - \mathcal{L}(x, y_{k+1}) & = f(x_{k+1}) + \Phi(x_{k+1}, y) - g(y) - f(x) - \Phi(x, y_{k+1}) + g(y_{k+1}) \\
& \leq \Phi(x_{k+1}, y) - \Phi(x_{k+1}, y_{k+1}) + \langle s_{k}, y_{k+1} - y \rangle + \frac{L_{xx}}{2} \| x_{k+1} - x_k \|^2 \\
& + \frac{1}{2\tau} \left[ \| y - y_k \|^2 - \| y - y_{k+1} \|^2 - \| y_k - y_{k+1} \|^2 \right] - \frac{\mu y}{2} \| y - y_{k+1} \|^2 + \varepsilon_k^y \\
& + \frac{1}{2\tau} \left[ \| x - x_k \|^2 - \| x - x_{k+1} \|^2 - \| x_k - x_{k+1} \|^2 \right] - \frac{\mu x}{2} \| x - x_{k+1} \|^2 + \varepsilon_k^x.
\end{align*}
\]

(60)

From Assumption 1 the concavity of \( \Phi(x, \cdot) \) for fixed \( x \in \text{dom } f \subset \mathcal{X} \) implies

\[
\begin{align*}
\Phi(x_{k+1}, y) - \Phi(x_{k+1}, y_{k+1}) + \langle s_k, y_{k+1} - y \rangle & \leq \langle \nabla_y \Phi(x_k, y_k), y - y_{k+1} \rangle + \langle \nabla_y \Phi(x_k, y_k), \theta q_k, y_{k+1} - y \rangle \\
& = -\langle q_k, y_{k+1} \rangle - \langle q_k, y_{k+1} \rangle - \theta \langle q_k, y_{k+1} \rangle - \langle q_k, y_{k+1} \rangle.
\end{align*}
\]

Thus, using the above inequality within (60), we get

\[
\begin{align*}
\mathcal{L}(x_{k+1}, y) - \mathcal{L}(x, y_{k+1}) & \leq -\langle q_k, y_{k+1} \rangle - \langle q_k, y_{k+1} \rangle - \theta \langle q_k, y_{k+1} \rangle + \frac{L_{xx}}{2} \| x_{k+1} - x_k \|^2 \\
& + \frac{1}{2\tau} \left[ \| y - y_k \|^2 - \| y - y_{k+1} \|^2 - \| y_k - y_{k+1} \|^2 \right] - \frac{\mu y}{2} \| y - y_{k+1} \|^2 \\
& + \frac{1}{2\tau} \left[ \| x - x_k \|^2 - \| x - x_{k+1} \|^2 - \| x_k - x_{k+1} \|^2 \right] - \frac{\mu x}{2} \| x - x_{k+1} \|^2 + \varepsilon_k^x + \varepsilon_k^y.
\end{align*}
\]

Finally, (10) follows from using Cauchy-Schwarz for \( \langle q_k, y_{k+1} - y_k \rangle \) and (9).
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A.3 Proof of Lemma 2

The first inequality in eq. (11a) is from Lemma 10 for the second, we have
\[ \|y_{k+1} - \hat{y}_{k+1}\| \leq \frac{\sigma}{1 + \sigma \mu_y} \|\hat{s}_k - s_k\| \leq \frac{\sigma}{1 + \sigma \mu_y} \left( \left(1 + \theta\right)\|\Delta^y_k\| + \theta\|\Delta^x_{k-1}\| \right), \]
which follows from Lemma 10 and the triangle inequality. To show eq. (11b), we bound\[ \|y_{k+1} - \hat{y}_{k+1}\| \text{ and } \|\hat{y}_{k+1} - \hat{y}_{k+1}\|. \]

After adding and subtracting \( \nabla_y \Phi(x_k, y_{k+1}) \), Assumption 1 implies that
\[ \|x_{k+1} - \hat{x}_{k+1}\| \leq \frac{\tau}{1 + \tau \mu_x} \left( \|\Delta^x_k\| + L_{xy}\|y_{k+1} - \hat{y}_{k+1}\| \right). \]

We will use this relation to bound \( \|\hat{y}_{k+1} - \hat{y}_{k+1}\|. \) Indeed, using Lemma 10 we have
\[ \|\hat{y}_{k+1} - \hat{y}_{k+1}\| \leq \frac{1}{1 + \sigma \mu_y} \left( \|y_k - \hat{y}_k + \sigma(1 + \theta)\left( \nabla_y \Phi(x_k, y_k) - \nabla_y \Phi(\hat{x}_k, \hat{y}_k) \right) \right) \]
\[ \leq \frac{1}{1 + \sigma \mu_y} \left( (1 + \sigma(1 + \theta)L_{yy})\|y_k - \hat{y}_k\| + \sigma(1 + \theta)L_{yx}\|x_k - \hat{x}_k\| \right) \]
\[ \leq \frac{1}{1 + \sigma \mu_y} \left( (1 + \sigma(1 + \theta)L_{yy} + \frac{\tau \sigma(1 + \theta)L_{yx}}{1 + \tau \mu_y})\|y_k - \hat{y}_k\| + \frac{\tau \sigma(1 + \theta)L_{yx}}{1 + \tau \mu_y}\|\Delta^x_{k-1}\| \right) \]
\[ \leq \frac{\sigma}{1 + \sigma \mu_y} \left( (1 + \sigma(1 + \theta)L_{yy} + \frac{\tau \sigma(1 + \theta)L_{yx}}{1 + \tau \mu_y})\|y_k - \hat{y}_k\| + \frac{\tau}{1 + \tau \mu_y}\|\Delta^x_{k-1}\| \right) \]
\[ + \frac{1 + \sigma(1 + \theta)L_{yy}}{1 + \sigma \mu_y} + \frac{\tau \sigma(1 + \theta)L_{yx}L_{xy}}{1 + \tau \mu_y} \cdot \left( (1 + \theta)\|\Delta^y_{k-1}\| + \theta\|\Delta^x_{k-1}\| \right) \]
where the second, third and fourth inequalities follow from Assumption 1, eq. (61) and the second inequality in eq. (11a), respectively. Combining this with \( \|y_{k+1} - \hat{y}_{k+1}\| \leq \|y_{k+1} - \hat{y}_{k+1}\| + \|\hat{y}_{k+1} - \hat{y}_{k+1}\| \), and the second one in eq. (11a) give us the desired bound.

A.4 Proof of Lemma 3

With the convention that \( y_{-2} = y_{-1} = y_0 \), and \( x_{-2} = x_{-1} = x_0 \), Lemma 2 and Cauchy-Schwarz inequality imply for all \( k \geq 0 \)
\[ \langle \Delta^x_k, x_{k+1} - \hat{x}_{k+1} \rangle \leq \frac{\tau}{1 + \tau \mu_x} \|\Delta^x_k\|^2, \]
\[ \langle \Delta^x_k, y_{k+1} - \hat{y}_{k+1} \rangle \leq \frac{\sigma}{1 + \sigma \mu_y} \left( (1 + \theta)\|\Delta^y_k\|^2 + \theta\|\Delta^x_{k-1}\|\|\Delta^x_{k-1}\| \right), \]
\[ \langle \Delta^x_{k-1}, y_{k+1} - \hat{y}_{k+1} \rangle \leq \frac{\sigma}{1 + \sigma \mu_y} \left( (1 + \theta)\|\Delta^y_{k-1}\| + \theta\|\Delta^x_{k-1}\| \right) \]
\[ + \left( \frac{1 + \sigma(1 + \theta)L_{yy}}{1 + \sigma \mu_y} + \frac{\tau \sigma(1 + \theta)L_{yx}L_{xy}}{1 + \tau \mu_y} \right) \cdot \left( (1 + \theta)\|\Delta^y_{k-1}\|^2 + \theta\|\Delta^x_{k-1}\|\|\Delta^x_{k-1}\| \right) \]
Next, using Assumption 3 and \( \|a\|\|b\| \leq \frac{1}{2}\|b\|^2 + \frac{1}{2}\|b\|^2 \), which holds for \( a, b \in \mathbb{R}^n \), and taking the expectation leads to the desired result.

A.5 Proof of corollary 1

Consider arbitrary \( \tau, \sigma, \pi_1, \pi_2 > 0 \) and \( \theta \in (0, 1) \). By a straightforward calculation, \( \{\tau, \sigma, \theta, \pi_1, \pi_2\} \) is a solution to (24) if and only if
\[ \tau \geq \frac{1 - \theta}{\theta \mu_x}, \quad \sigma \geq \frac{1 - \theta}{\theta \mu_y}, \quad \pi_1 \geq \frac{\sigma \theta L_{yx} / c}{1 - \sigma (\pi_2 + \frac{\theta}{2}) L_{yy} / c}, \quad (62a) \]
\[ \sigma (\pi_2 + \frac{\theta}{2}) L_{yy} / c < 1, \quad \frac{1}{\tau} - L_{xx} \geq \pi_1 L_{yx}. \quad (62b) \]

In the remainder of the proof, we fix \( \{\pi_1, \pi_2\} \) as follows:
\[ \pi_1 = \frac{\sigma \theta L_{yx} / c}{1 - \sigma (\pi_2 + \frac{\theta}{2}) L_{yy} / c} = \frac{\sigma \theta L_{yx} / c}{1 - 2 \sqrt{\theta} L_{yy} / c}, \quad \pi_2 = \sqrt{\theta}. \]
Note the definition of \( \overline{\theta} \) implies that \( \overline{\theta} \in (0, 1) \). Next, we show that \( \theta \in [\overline{\theta}, 1) \) implies \( \pi_1, \pi_2 > 0 \); furthermore, we also show that \( \tau, \sigma > 0 \) defined as in \((25)\) for \( \theta \in [\overline{\theta}, 1) \) together with \( (\pi_1, \pi_2) \) as in \((63)\) is a solution to \((62)\).

First, setting \( \tau, \sigma \) as in \((25)\) and \( \pi_1, \pi_2 \) as in eq. \((63)\) imply that \((62a)\) is trivially satisfied. Next, by substituting \( \{\tau, \sigma, \pi_1, \pi_2\} \), chosen as in \((25)\) and eq. \((63)\), into \((62b)\), we conclude that \( \{\tau, \sigma, \theta, \pi_1, \pi_2\} \) satisfies \((62)\) for any \( \theta \in (0, 1) \) satisfying

\[
\frac{2L_{yy}}{\epsilon_m_y} \cdot \frac{1 - \theta}{\sqrt{\overline{\theta}}} \leq 1 - \beta, \tag{64}
\]

for some \( \beta \in (0, 1) \). Clearly, a sufficient condition for \((65)\) is

\[
\frac{\theta \mu_x}{1 - \theta} - L_{xx} \geq (1 - \theta) \frac{L^2_{yy}}{\epsilon_m_y} \cdot \left(1 - \frac{2L_{yy}}{\epsilon_m_y} \cdot \frac{1 - \theta}{\sqrt{\overline{\theta}}}\right)^{-1}, \tag{65}
\]

Note that \((64)\) implies that \( \pi_1 > 0 \). We also have \( \pi_2 = \sqrt{\overline{\theta}} > 0 \) trivially.

When \( L_{yy} > 0 \), given any \( \beta \in (0, 1) \), solving eqs. \((64)\) and \((66)\) for \( \theta \in (0, 1) \), we get the third condition in \((25)\). Indeed, it can be checked that \( \theta \in [\overline{\theta}, 1) \) satisfies \((64)\) and \( \theta \in [\overline{\theta}, 1) \) satisfies \((66)\); thus, \( \theta \in [\overline{\theta}, 1) \) satisfies \((64)\) and \((66)\) simultaneously. Moreover, when \( L_{yy} = 0 \), one does not need to solve eq. \((64)\) as the first inequality in \((62b)\) holds trivially; thus, the only condition on \( \theta \) comes from \((65)\) which is equivalent to \((66)\) with \( \beta = 1 \). The rest follows from Lemma \(\square\) by setting \( \alpha = \frac{\theta \mu_x}{1 - \theta} + \frac{L_{yy}}{\epsilon_m_y} \). Indeed, the particular choice of \( (\pi_1, \pi_2) \) in \((63)\) gives us \( \alpha = \frac{\beta}{\beta} = \frac{\overline{\theta}L_{xx}}{\epsilon_m_y} \).

Finally, it can be verified that \( \overline{\theta}_1 : [0, 1] \to \mathbb{R} \) and \( \overline{\theta}_2 : [0, 1] \to \mathbb{R} \) are monotonically decreasing and monotonically increasing functions of \( \beta \), respectively. Since \( \overline{\theta}_1(0) = 1 > \overline{\theta}_2(0) \) and \( \overline{\theta}_2(1) = 1 > \overline{\theta}_1(1) \), \( \overline{\theta} \) obtains its minimum at the unique \( \beta^* \in (0, 1) \) such that \( \overline{\theta}_1(\beta^*) = \overline{\theta}_2(\beta^*) \).

### B Extensions and Special Cases

In this section, we discuss the deterministic case, i.e., \( \delta_x = \delta_y = 0 \), and we also go over a special case of SAPD when \( \theta = 0 \), i.e., SGDA.

#### B.1 A Deterministic Primal-Dual Method (APD)

When \( \delta_x = \delta_y = 0 \), i.e., \( \nabla_x \Phi = \nabla_y \Phi \) and \( \nabla_y \Phi = \nabla_y \Phi \), we call this deterministic variant of SAPD as APD. APD, when applied to \((\square)\), with a bilinear \( \Phi \), generates the same iterate sequence with \((\square)\) for a specific choice of step sizes; therefore, APD can be viewed as a general form of the method proposed by Chambolle and Pock \((\square)\) for bilinear SP problems. For bilinear problems as in \((\square)\), APD hits the lower complexity bound when \( \mathcal{L} \) is strongly convex in \( x \) and strongly concave in \( y \), which is equivalent to \((66)\) for any \( \beta \in (0, 1) \).

**Corollary 2.** Suppose Assumption \(\square\) holds, \( \delta_x = \delta_y = 0 \), and \( \{x_k, y_k\}_{k \geq 0} \) be the iterates generated by APD, which is the deterministic version of algorithm \(\square\). The parameter \( \tau, \sigma > 0 \) and \( \theta \geq 0 \) satisfy eq. \((5)\) for some \( \alpha \in [0, \frac{1}{\sigma}] \) and \( \rho \in (0, 1] \). Then, for any \( (x, y) \) and \( (x_0, y_0) \in \mathcal{X} \times \mathcal{Y} \),

\[
\mathcal{L}(\bar{x}, \bar{y}) = \mathcal{L}(x, \bar{y}) + \rho^{-N} K_{N}(\rho) d_{N}(x, y) \leq \frac{1}{K_{N}(\rho)} \left( \frac{1}{2\tau} \|x - x_0\|^2 + \frac{1}{2\sigma} \|y - y_0\|^2 \right),
\]

for all \( N \geq 1 \), where \( d_{N}(x, y) = \frac{1}{2\tau} \|x - x_0\|^2 + \frac{1}{2\sigma} (1 - \alpha \sigma) \|y - y_0\|^2 \), \( (\bar{x}, \bar{y}) \) and \( K_{N}(\rho) \) are defined in Theorem \(\square\).

**Remark 9.** This result extends the Accelerated Primal-Dual (APD) method proposed in \((\square)\) for MCMC and SCMC SP problems to cover the SCSC scenario as well. Indeed, the result for the MCMC case in \((\square)\) can be recovered from corollary \(\square\) immediately by setting \( \theta = \rho = 1 \) and \( \mu_x = \mu_y = 0 \). Furthermore, the step sizes suggested in \((\square)\) Remark 2.3] satisfy eq. \((5)\) for a particular choice of \( \alpha > 0 \). Finally, since \( K_{N}(1) = N \), APD achieves the sublinear rate of \( O(1/N) \) for the MCMC scenario.

In the rest, we consider SP problem in eq. \((\square)\) under SCSC scenario. Let \( (x^*, y^*) \) denote the unique saddle point of eq. \((\square)\). Next, we account for the individual effects of \( L_{xx}, L_{yy} \) as well as \( \mu_x, \mu_y \) on the iteration complexity of
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APD. When \( \Phi \) is bilinear, APD requires \( O \left( \frac{1}{\epsilon^2} \right) \) iteration to compute \( (\bar{x}, \bar{y}) \) such that \( G(\bar{x}, \bar{y}) \leq \epsilon \); this complexity is shown to be optimal in [49]. Moreover, for the general case, i.e., \( \Phi \) may not be bilinear, the iteration complexity of APD is \( O \left( \frac{L_{xx}}{\mu_x} + \frac{L_{yy}}{\mu_y} \right) \cdot (\ln(1/\epsilon)) \).

Proposition 1. Suppose \( \mu_x, \mu_y > 0 \), and Assumption 7 hold. Let \((x^*, y^*) \in \mathcal{X} \times \mathcal{Y}\) denote the unique SP of (1). For any \( \epsilon > 0 \), and for any given \( \beta \in (0, 1) \), suppose the APD parameters \( \{\tau, \sigma, \theta\} \) are chosen such that

\[
\tau = \frac{1 - \theta}{\mu_x \bar{\theta}}, \quad \sigma = \frac{1 - \theta}{\mu_y \bar{\theta}}, \quad \theta = \bar{\theta}
\]

where \( \bar{\theta} \) is defined in (25). Then, the iteration complexity of APD to generate a point \( (\bar{x}, \bar{y}) \in \mathcal{X} \times \mathcal{Y} \) such that \( D(\bar{x}, \bar{y}) \leq \epsilon \) is

\[
O \left( \frac{L_{xx}}{\mu_x} + \frac{L_{yy}}{\mu_y} \right) \cdot (\ln(1/\epsilon))
\]

Moreover, when \( \Phi(x, y) \) is a bilinear function, the iteration complexity of APD reduces to \( O \left( \frac{L_{xx}}{\mu_x} \right) \cdot (\ln(1/\epsilon)) \). Furthermore, assuming \( \text{dom } f \times \text{dom } g \) is compact, APD can compute \( (\bar{x}, \bar{y}) \in \mathcal{X} \times \mathcal{Y} \) such that \( G(\bar{x}, \bar{y}) \leq \epsilon \) with the same iteration complexity stated above for both bilinear and general cases of \( \Phi \).

Proof. Using the particular parameters given in corollary 1 within corollary 2 and following the similar arguments as in the proof of Theorem 1, we immediately get the result. When \( \Phi(x, y) \) is bilinear, we only need to set \( L_{xx} = L_{yy} = 0 \) in the general result to get the complexity for the bilinear case.

According to [49], the complexity of APD for the bilinear case is optimal in terms of \( \mu_x, \mu_y, L_{xy} \), and \( \epsilon \). Furthermore, the complexity in (68) for the general case obtains the best we know for a single-loop first-order primal-dual algorithm.

B.2 Stochastic Gradient Descent Ascent Method (SGDA)

The SGDA algorithm can be analyzed as a special case of SAPD with \( \theta = 0 \). Our analysis leads to a wider range of admissible step sizes and establishes the iteration complexity bound for SGDA and shows its dependence on \( L_{xx}, L_{xy}, L_{yy} \) and \( \mu_x, \mu_y \) explicitly.

Corollary 3. Suppose Assumptions 1, 2 hold, and \( \{x_k, y_k\}_{k \geq 0} \) are generated by SAPD, stated in algorithm 1, using parameters \( \theta = 0 \) and \( \tau, \sigma > 0 \) satisfying

\[
\left( \begin{array}{ccc}
\frac{1}{\sigma} + \mu_y - \frac{1}{\rho} & -L_{yx} & -L_{yy} \\
-L_{yx} & \frac{1}{\tau} - L_{xx} & 0 \\
-L_{yy} & 0 & \frac{1}{\tau}
\end{array} \right) \succeq 0, \quad \tau \mu_x \geq \frac{1 - \rho}{\rho},
\]

for some \( \rho \in (0, 1) \). Then, for any compact set \( X \times Y \subset \text{dom } f \times \text{dom } g \) such that \( x_0 \in X \) and \( y_0 \in Y \), and for any \( \eta_x, \eta_y \geq 0 \), the following bound holds for \( N \geq 1 \):

\[
E \left[ \frac{1}{2\tau} \|x_N - x^*\|^2 + \frac{1}{2\sigma} \|y_N - y^*\|^2 \right] \leq \rho^N \left( \frac{1}{2\tau} \|x_0 - x^*\|^2 + \frac{1}{2\sigma} \|y_0 - y^*\|^2 \right) + \frac{\rho}{1 - \rho} \Xi_{\tau, \sigma},
\]

where \( \Xi_{\tau, \sigma} \triangleq \frac{\tau}{1 + \tau \mu_x} \delta_x^2 + \frac{\sigma}{1 + \sigma \mu_y} \delta_y^2 \).

Proof. Setting \( \theta = 0 \) in eq. (5) immediately leads to the above result.

Remark 10. When \( \mu_x = \mu_y = 0 \), unlike SAPD, SGDA does not have an admissible \( (\tau, \sigma) \) pair with convergence guarantees. Indeed, from eq. (69), \( \mu_x = 0 \) implies that \( \rho = 1 \) so that the second inequality is satisfied; furthermore, \( \rho = 1 \) and \( \mu_y = 0 \) imply that first diagonal element in the matrix inequality (MI) becomes 0; thus, there is no \( (\tau, \sigma) \) such that the MI holds. It is worth emphasizing that eq. (69) not having a solution when \( \mu_x = \mu_y = 0 \) is not because our analysis is not tight enough; indeed, there are examples for which SGDA iterate sequence does not converge to a saddle point when \( \mu_x = \mu_y = 0 \).
B.2.1 Parameter Choices for SGDA

We provide a particular solution to the matrix inequality eq. (69) following a similar technique we used for deriving a particular parameter choice for SAPD. Next, in Lemma 11, we provide an auxiliary system, simpler than eq. (69), to construct the particular solution given in corollary 4.

**Lemma 11.** Let $\tau, \sigma > 0$, $\rho \in (0, 1)$, and $\pi_1, \pi_2 > 0$ satisfy

\[
\begin{align*}
\frac{1}{\tau} &= L_{xx} - \pi_1 L_{yx} \geq 0, \\
\frac{1}{\sigma} &= -\pi_2 L_{yy} \geq 0, \\
\frac{1}{\sigma} (1 - \frac{1}{\rho}) + \mu_y &\geq \frac{L_{yx} \pi_1}{\pi_3} + \frac{L_{yy}}{\pi_2}, \\
\tau \mu_x &\geq \frac{1 - \rho}{\rho}.
\end{align*}
\]

Then $\{\tau, \sigma, \rho\}$ is a solution to (69).

**Proof.** We only need to verify that the matrix inequality in eq. (69) holds. Permuting the rows and columns in (70c),

\[
\rho = \left(\begin{array}{ccc}
\frac{1}{\tau} (1 - \frac{1}{\rho}) & \frac{L_{yx}}{\pi_1} & -L_{yx} \\
\frac{L_{yx}}{\pi_1} & \frac{1}{\sigma} - L_{xx} & 0 \\
-L_{yx} & 0 & 0
\end{array}\right) \triangleq \tilde{M}.
\]

Note $\tilde{M} = \tilde{M}_1 + \tilde{M}_2$ for

\[
\begin{align*}
\tilde{M}_1 &\triangleq \left(\begin{array}{ccc}
\frac{L_{yx}}{\pi_1} & -L_{yx} & 0 \\
\frac{L_{yx}}{\pi_1} & \frac{1}{\sigma} - L_{xx} & 0 \\
0 & 0 & 0
\end{array}\right), & \quad \tilde{M}_2 &\triangleq \left(\begin{array}{ccc}
\frac{L_{yx}}{\pi_1} & 0 & 0 \\
0 & 0 & 0 \\
-L_{yy} & 0 & \frac{1}{\sigma}
\end{array}\right).
\end{align*}
\]

The condition in (70a) and (70b) imply that

\[
\begin{align*}
\tilde{M}_1 &\geq \left(\begin{array}{ccc}
\frac{L_{yx}}{\pi_1} & -L_{yx} & 0 \\
\frac{L_{yx}}{\pi_1} & \frac{1}{\sigma} - L_{xx} & 0 \\
0 & 0 & 0
\end{array}\right) \geq 0, & \quad \tilde{M}_2 &\geq \left(\begin{array}{ccc}
\frac{L_{yx}}{\pi_1} & 0 & 0 \\
0 & 0 & 0 \\
-L_{yy} & 0 & \frac{1}{\sigma}
\end{array}\right) \geq 0,
\end{align*}
\]

respectively. Thus $\tilde{M}_1 + \tilde{M}_2 \geq 0$, which completes the proof.

**Corollary 4.** Suppose $\mu_x, \mu_y > 0$. For any $\beta_1, \beta_2 \in (0, 1)$ such that $\beta_1 + \beta_2 < 1$, $\{\tau, \sigma, \rho\}$ chosen satisfying

\[
\tau = \frac{1 - \rho}{\rho \mu_x}, \quad \sigma = \frac{1}{1 - \beta_1 - \beta_2}, \quad \rho \geq \tilde{\rho} \triangleq \left(1 + \frac{1}{L(\beta_1, \beta_2)}\right)^{-1}
\]

is a solution to (69), where $L(\beta_1, \beta_2) \triangleq \max \left\{ \frac{L_{xx}}{\mu_x} + \frac{1}{\beta_1}, \frac{L_{yx}^2}{\mu_x \mu_y}, \frac{1}{\beta_2(1 - \beta_1 - \beta_2)} + \frac{L_{yy}^2}{\mu_y^2}, \frac{L_{yx}^2}{\mu_x \mu_y}, \frac{1}{\beta_1(1 - \beta_1 - \beta_2)} + \frac{L_{xx}}{\mu_x} \right\}$.

**Proof.** The proof is based on the result in Lemma 11. Let $\beta_1, \beta_2, \beta_3 \in (0, 1)$ such that $\beta_1 + \beta_2 < 1$. Given any $\rho \in (0, 1)$, let $\tau = \frac{1 - \rho}{\rho \mu_x}$, $\sigma = \frac{1}{\beta_3}$, $\rho = \frac{L_{yy}}{\beta_2 \mu_y}$ and let $\pi_1 = \frac{L_{yx} \mu_x}{\beta_1 \mu_y}$, $\pi_2 = \frac{L_{yy}}{\beta_2 \mu_y}$. If we substitute $(\tau, \sigma, \rho, \pi_1, \pi_2)$ into (70a)–(70c), we get

\[
\begin{align*}
\beta_3 \mu_y \frac{L_{yx}}{\beta_1 \mu_y} &\geq 0, \\
\beta_3 \mu_y \frac{L_{yy}}{\beta_2 \mu_y} &\geq 0,
\end{align*}
\]

Next, we solve this inequality system in terms of $\rho \in (0, 1)$. Note (72a) holds for

\[
\rho \geq \max \left\{ \left(1 + \frac{L_{xx}}{\mu_x} + \frac{1}{\beta_1 \mu_x \mu_y} \right)^{-1}, \left(1 + \frac{\beta_2 \beta_3}{L_{yy}^2 / \mu_y^2} \right)^{-1} \right\}.
\]
and \((72b)\) holds whenever \(\beta_1 + \beta_2 + \beta_3 \leq 1\). To minimize the lower bound on \(\rho\), the optimal choice for \(\beta_3\) is \(\beta_3 = 1 - \beta_1 - \beta_2 > 0\). Thus, \(\{\tau, \sigma, \rho, \pi_1, \pi_2\}\) satisfying \((71)\) is a solution to eq. \((70)\), which implies that \(\{\tau, \sigma\}\) is a solution to eq. \((69)\).

To determine the best certifiable convergence rate, i.e., the smallest \(\rho\), one can optimize \(\beta_1\) and \(\beta_2\). Finally, using the above parameter choice, we establish the iteration complexity bound for SGDA in the next subsection.

### B.2.2 Iteration Complexity Bound for SGDA

In this part, we study the iteration complexity bound for SGDA to generate a point \((\bar{x}, \bar{y}) \in \mathcal{X} \times \mathcal{Y}\) such that \(\mathcal{D}(x_e, y_e) \leq \epsilon\).

**Proposition 2.** Suppose \(\mu_x, \mu_y > 0\), and Assumptions \([1,2]\) hold. For any \(\epsilon > 0\), and for any given \(\beta_1, \beta_2 \in (0, 1)\) satisfying \(\beta_1 + \beta_2 < 1\), suppose the parameters \(\{\tau, \sigma, \rho\}\) are chosen such that

\[
\tau = \frac{1 - \rho}{\mu_x \rho}, \quad \sigma = \frac{1}{1 - \beta_1 - \beta_2}, \quad \rho = \max\{\overline{\beta}, \overline{\rho}\},
\]

where \(\overline{\beta}\) is defined in eq. \((71)\) and \(\overline{\rho} \triangleq \max\{\overline{\beta}_1, \overline{\rho}_2\}\) such that

\[
\overline{\beta}_1 = \max\{0, 1 - \frac{(1 - \beta_1 - \beta_2) \mu_x}{6 \delta^2} \epsilon\}, \quad \overline{\beta}_2 = \max\{0, \frac{(1 - \beta_1 - \beta_2)^2 \mu_y}{6 \rho} \epsilon\}
\]

with the convention that \(\overline{\beta}_1 = 0\) if \(\delta^2 = 0\) and \(\overline{\beta}_2 = 0\) if \(\delta^2 = 0\). Then the iteration complexity of SGDA method, i.e., SAPD with \(\theta = 0\), as stated in algorithm \([7]\) to generate a point \((x_e, y_e) \in \mathcal{X} \times \mathcal{Y}\) such that \(\mathcal{D}(x_e, y_e) \leq \epsilon\) is

\[
\mathcal{O}\left(\frac{L_{xx}}{\mu_x} + \frac{L_{yy}}{\mu_y} + \frac{L_{yy}}{\mu_y} + \left(\frac{\delta^2}{\mu_x} + \frac{\delta^2}{\mu_y}\right) \frac{1}{\epsilon} \ln\left(\frac{\mathcal{D}(x_0, y_0)}{\epsilon}\right)\right).
\]

**Proof.** Given \(\beta_1, \beta_2 \in (0, 1)\) such that \(\beta_1 + \beta_2 < 1\), letting \(\{\tau, \sigma, \rho\}\) be chosen according to eq. \((73)\), we know that eq. \((69)\) is satisfied by corollary \([4]\). Therefore, using these particular parameter values, it follows from corollary \([3]\) that

\[
\mathbb{E}\left[\mu_x\|x_N - x^*\|^2 + (1 - \beta_1 - \beta_2) \mu_y\|y_N - y^*\|^2\right] \leq \rho^N \left(\mu_x\|x_0 - x^*\|^2 + (1 - \beta_1 - \beta_2) \mu_y\|y_0 - y^*\|^2\right) + \frac{2(1 - \rho)}{\mu_x} \delta_x^2 + \frac{2(1 - \rho)}{(1 - \beta_1 - \beta_2) \mu_y} \delta_y^2.
\]

Because \(1 - \beta_1 - \beta_2 \in (0, 1)\), we further know that

\[
\mathbb{E}\left[\mathcal{D}(x_N, y_N)\right] \leq \frac{1}{(1 - \beta_1 - \beta_2)} \rho^N \mathcal{D}(x_0, y_0) + \frac{2(1 - \rho)}{(1 - \beta_1 - \beta_2) \mu_x} \delta_x^2 + \frac{2(1 - \rho)}{(1 - \beta_1 - \beta_2) \mu_y} \delta_y^2.
\]

For any \(\epsilon > 0\), the right side of \((70)\) can be bounded by \(\epsilon > 0\) when

\[
\frac{1}{(1 - \beta_1 - \beta_2)} \rho^N \mathcal{D}(x_0, y_0) \leq \frac{\epsilon}{3}, \quad \frac{2(1 - \rho)}{(1 - \beta_1 - \beta_2) \mu_x} \delta_x^2 \leq \frac{\epsilon}{3}, \quad \frac{2(1 - \rho)}{(1 - \beta_1 - \beta_2) \mu_y} \delta_y^2 \leq \frac{\epsilon}{3}.
\]

Substituting \(\overline{\beta}\) values given in eq. \((71)\) into the second and the third conditions in \((77)\), we have that these two conditions will hold when \(\rho \geq \overline{\rho}\). Moreover, the first inequality in \((77)\) holds for \(N \geq 1 + \ln\left(\frac{3}{1 - \beta_1 - \beta_2} \mathcal{D}(x_0, y_0)/\epsilon\right)/\ln\left(\frac{1}{\rho}\right)\). Thus, SGDA can generate a point \((x_e, y_e) \in \mathcal{X} \times \mathcal{Y}\) such that \(\mathcal{D}(x_e, y_e) \leq \epsilon\) within

\[
N_e = \mathcal{O}\left(\ln\left(\frac{\mathcal{D}(x_0, y_0)}{\epsilon}\right)/\ln\left(\frac{1}{\rho}\right)\right)
\]

iterations. Then the rest of the proof is repeating the proof of Theorem \([2]\).

Since we adopt Gauss-Seidel type update rather than a Jacobi-type, the effect of Lipschitz constants in the complexity bound are different, i.e., compare \(\frac{L_{xx}}{\mu_x}\) with \(\frac{L_{yy}}{\mu_y}\). Furthermore, we also observe that adopting a momentum term as in SAPD, i.e., \(\theta > 0\), the \(\mathcal{O}(1)\) constant improves from \(\frac{L_{xx}}{\mu_x} + \frac{L_{yy}}{\mu_x \mu_y} + \frac{L_{yy}}{\mu_y}\) for SGDA to \(\frac{L_{xx}}{\mu_x} + \frac{L_{yy}}{\sqrt{\mu_x \mu_y}} + \frac{L_{yy}}{\mu_y}\) for SAPD.

### C Supporting Results for the Robustness Analysis

In this section, we provide some details about our robustness analysis.

---
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C.1 CP parameters

Consider (1) with \( \Phi, f \) and \( g \) defined as in (38). Using the notations in our paper, the step size condition in [8, Algorithm 5] can be summarized as

\[
1 + \mu_x \tau = 1 + \mu_y \sigma = \frac{1}{\theta}, \quad \frac{1}{\tau} \leq \theta L_{\mu_x}^2 \sigma. \tag{78}
\]

In fact, the above condition is a quadratic inequality of \( \theta \), which is

\[
\frac{\mu_x^2}{\mu_y \mu_x} (1 - \theta)^2 - \theta \leq 0; \quad \theta \in [1 + \frac{\mu_x \mu_y}{2L_{\mu_x}^2}, \sqrt{1 + \frac{\mu_x \mu_y}{2L_{\mu_x}^2} - 1}, 1].
\]

In fig. 1(a) we compute and plot the \((\rho_{\text{true}}, J)\) for all possible \((\tau, \sigma, \theta)\) satisfying eq. (78).

Moreover, condition eq. (78) holds with equality at the point indicated with “*” in red color.

C.2 Convergence of the Gap Function Bias Term for (38)

Consider (1) for \( \Phi, f \) and \( g \) as defined in (38). We will show \( G(x_k, y_k) \) and \( E[\|z_N - z^*\|^2] \) converge with the same rate, thus \( G(x_k, y_k) \) has the same rate with \( d_N^2 \), where \( G \) is defined in (3) and \( d_N^2 \) is defined in Theorem 1. First, we can compute \( G(x_k, y_k) \) explicitly, i.e.,

\[
G(x_k, y_k) = E \left[ \frac{\mu_x}{2} \|x_k\|^2 + \frac{1}{2\mu_y} \|K x_k\|^2 + \frac{\mu_y}{2} \|y_k\|^2 + \frac{1}{2\mu_x} \|K^\top y_k\|^2 \right]. \tag{79}
\]

Recall the augmented vector \( \tilde{z}_k = [x_{k-1}; y_k] \) obtained by vertical concatenation for all \( k \geq 0 \) such that \( x_{-1} = x_0 \) and \( y_{-1} = y_0 \), and \((x_0, y_0) \in X \times Y \) is a given initial point. Let \( P_x \) and \( P_y \) be matrices with appropriate dimensions such that \( x_k = P_x \tilde{z}_{k+1} \) and \( y_k = P_y \tilde{z}_k \). Note (42) implies \( \tilde{z}_k = A^k \tilde{z}_0 + \sum_{i=1}^{k-1} A^{i-1} B \omega_{k-i}; \) thus, \( \|x_k\|^2 = \|P_x \tilde{z}_{k+1}\|^2 = \|P_x A^{k+1} \tilde{z}_0 + \sum_{i=1}^{k+1} P_x A^{i-1} B \omega_{k+1-i}\|^2 \). The noise model assumed in eq. (39) and (40) implies that

\[
E[\|x_k\|^2] = \|P_x A^{k+1} \tilde{z}_0\|^2 + \sigma^2 \sum_{i=1}^{k+1} \text{Tr}((P_x A^{i-1} B)^\top P_x A^{i-1} B) = \|P_x A^{k+1} \tilde{z}_0\|^2 + \sigma^2 \sum_{i=1}^{k+1} \|P_x A^{i-1} B\|^2.
\]

We can also write the other terms in (79) using the same argument as above:

\[
E \left[ \|K x_k\|^2 \right] = \|P_x A^{k+1} \tilde{z}_0\|^2 + \sigma^2 \sum_{i=1}^{k+1} \|P_x A^{i-1} B\|^2, \quad E \left[ \|y_k\|^2 \right] = \|P_y A^{k} \tilde{z}_0\|^2 + \sigma^2 \sum_{i=1}^{k} \|P_y A^{i-1} B\|^2, \quad E \left[ \|K^\top y_k\|^2 \right] = \|P_y A^{k} \tilde{z}_0\|^2 + \sigma^2 \sum_{i=1}^{k} \|K^\top P_y A^{i-1} B\|^2.
\]

Therefore,

\[
G(x_k, y_k) = \frac{\mu_x}{2} \|P_x A^{k+1} \tilde{z}_0\|^2 + \frac{\mu_y}{2} \|P_y A^{k+1} \tilde{z}_0\|^2 + \frac{1}{2\mu_x} \|K P_x A^{k+1} \tilde{z}_0\|^2 + \frac{1}{2\mu_y} \|K P_y A^{k} \tilde{z}_0\|^2 + \sigma^2 \left( \frac{\mu_x}{2} \|P_x A^{k+1} B\|^2 + \frac{\mu_y}{2} \|P_y A^{k+1} B\|^2 \right) + \sigma^2 \sum_{i=1}^{k+1} \left( \frac{\mu_x}{2} \|P_x A^{i-1} B\|^2 + \frac{\mu_y}{2} \|P_y A^{i-1} B\|^2 \right) \right). \]

The matrix \( A \) is non-symmetric in general. By considering the Jordan decomposition of the \( 2d \times 2d \) matrix \( A \), it is known that there exists a positive constant \( c_1 \) and a non-negative integer \( 0 \leq m_1 < 2d \) such that \( \|A^k\| \leq c_1 k^{m_1} \rho(A)^k \), for all \( k \geq 1 \) (see e.g. [16, 39]). Therefore, the bias term of \( G(x_k, y_k) \) is bounded by \( c_2 (k+1) 2^{m_1} \rho(A)^{2k} \) for some positive constant \( c_2 \). Thus, we conclude that the bias diminishes exponentially with rate \( \rho(A)^2 \).

C.3 \( C_\rho \) is a connected set

Given \( \rho \), we next show that the set \( C_\rho \) is connected. This result allows us to use Lemma 5 for optimizing the robustness.

Lemma 12. For any \( \rho \in [\rho^*, 1) \), \( C_\rho \subset (0, 1) \) is a non-empty convex set where \( C_\rho \) is defined by (1). Hence, it is connected.

Proof. Since \( C_\rho \neq \emptyset \), let \( c_1, c_2 \in C_\rho \). Without loss of generality, suppose \( c_2 \geq c_1 \). We aim to show that for any \( \beta \in [0, 1] \), we have \( c_1^* \triangleq \beta c_1 + (1 - \beta) c_2 \in C_\rho \). Since \( c_1, c_2 \in C_\rho \), there exist \( t_i, s_i, \theta_i > 0 \) such that
Multi-stage Stochastic Accelerated Primal-Dual (M-SAPD) Algorithm
Consider running SAPD in stages as shown in algorithm 2. The main idea is to run each stage $t$ for $n_t$ iterations, where within each stage constant primal and dual stepsizes $\tau_t, \sigma_t$ and momentum parameter $\theta_t$ that depends on the stage is used. By choosing these constants $n_t, \tau_t, \sigma_t$ and $\theta_t$ in a particular fashion, we will show that we can improve the complexity of SAPD by a logarithmic factor.

Algorithm 2 Multi-stage Stochastic Accelerated Primal-Dual (M-SAPD) Algorithm
1: Initial point $\left( x_0^t, y_0^t \right)$, parameter sequence $\left\{ \tau_t, \sigma_t, \theta_t \right\}$, the stage-length sequence $\left\{ n_t \right\}$. Set $n_0 = 0$.
2: for $t \geq 0$ do
3: \(\left( x_0^{t+1}, y_0^{t+1} \right) \leftarrow \text{SAPD}(x_0^t, y_0^t, \tau_t, \sigma_t, \theta_t, n_t)\)
4: end for
The following result is a simple consequence of our corollary \[\text{Corollary 5. Suppose } \mu_x, \mu_y > 0. \text{ If } L_{yx} > 0, \text{ for any given } \beta \in (0,1), \text{ let } \tau, \sigma > 0 \text{ and } \theta \in (0,1) \text{ be chosen satisfying}
\]
\[
\tau = \frac{1 - \theta}{\mu_x \theta}, \quad \sigma = \frac{1 - \theta}{\mu_y \theta}, \quad \theta \geq \bar{\theta} = \max\{\bar{\theta}_1, \bar{\theta}_2\},
\]
where \(\bar{\theta}_1, \bar{\theta}_2 \in (0,1)\), depending on the choice of \(\beta\), are defined as
\[
\bar{\theta}_1 \triangleq 1 - \frac{\beta(L_{xx} + \mu_x)\mu_y}{4L_{yy}^2} \left(1 + \frac{8\mu_x L_{xx}^2}{\beta \mu_y (L_{xx} + \mu_x)^2} - 1\right), \quad \bar{\theta}_2 \triangleq 1 - \frac{(1 - \beta)^2 \mu_y^2}{32L_{yy}^2} \left(1 + \frac{64L_{yy}^2}{(1 - \beta)^2 \mu_y^2} - 1\right).
\]
If \(L_{yy} = 0\), let \(\tau, \sigma > 0\) and \(\theta \in (0,1)\) be chosen as in (80) for \(\bar{\theta}_1\) in (81) with \(\beta = 1\) and \(\bar{\theta}_2 = 0\). Then \(x^* = (x^*, y^*)\) be chosen as in (80) for \(\bar{\theta}_1\) in (81) with \(\beta = 1\) and \(\bar{\theta}_2 = 0\). Then \(x^* = (x^*, y^*)\) be chosen as in (80) for \(\bar{\theta}_1\) in (81) with \(\beta = 1\) and \(\bar{\theta}_2 = 0\). Then

\[
\theta \geq \min\{\frac{\mu_y}{L_{yx}}, \frac{\mu_y}{L_{yy}}, \sqrt{\frac{\mu_x \mu_y}{L_{yx} L_{xy}}, \frac{\mu_x}{L_{yx}}}, \}
\]
\[
\theta \geq \min\{\frac{\mu_y}{L_{yx}}, \frac{\mu_y}{L_{yy}}, \sqrt{\frac{\mu_x \mu_y}{L_{yx} L_{xy}}, \frac{\mu_x}{L_{yx}}}, \}
\]

**Proof.** It directly follows from corollary \[\text{Corollary 5. Suppose } \mu_x, \mu_y > 0. \text{ If } L_{yx} > 0, \text{ for any given } \beta \in (0,1), \text{ let } \tau, \sigma > 0 \text{ and } \theta \in (0,1) \text{ be chosen satisfying}
\]
\[
\tau = \frac{1 - \theta}{\mu_x \theta}, \quad \sigma = \frac{1 - \theta}{\mu_y \theta}, \quad \theta \geq \bar{\theta} = \max\{\bar{\theta}_1, \bar{\theta}_2\},
\]
where \(\bar{\theta}_1, \bar{\theta}_2 \in (0,1)\), depending on the choice of \(\beta\), are defined as
\[
\bar{\theta}_1 \triangleq 1 - \frac{\beta(L_{xx} + \mu_x)\mu_y}{4L_{yy}^2} \left(1 + \frac{8\mu_x L_{xx}^2}{\beta \mu_y (L_{xx} + \mu_x)^2} - 1\right), \quad \bar{\theta}_2 \triangleq 1 - \frac{(1 - \beta)^2 \mu_y^2}{32L_{yy}^2} \left(1 + \frac{64L_{yy}^2}{(1 - \beta)^2 \mu_y^2} - 1\right).
\]
If \(L_{yy} = 0\), let \(\tau, \sigma > 0\) and \(\theta \in (0,1)\) be chosen as in (80) for \(\bar{\theta}_1\) in (81) with \(\beta = 1\) and \(\bar{\theta}_2 = 0\). Then

\[
\theta \geq \min\{\frac{\mu_y}{L_{yx}}, \frac{\mu_y}{L_{yy}}, \sqrt{\frac{\mu_x \mu_y}{L_{yx} L_{xy}}, \frac{\mu_x}{L_{yx}}}, \}
\]
Then, for any \( N \geq 0 \), it follows that
\[
D(x_N, y_N) \leq 2^N D(x_0, y_0) + (1 - \theta)\delta_\mu,
\]
where \( \delta_\mu \triangleq 100(\frac{\delta^2}{\mu_x} + \frac{\delta^2}{\mu_y}) \), and \( D(x, y) = \mathbb{E}\left[\mu_x \| x - x^* \|^2 + \mu_y \| y - y^* \|^2\right] \).

**Proof.** For any \( N \geq 0 \), it follows from Theorem 1 that
\[
\mathbb{E}\left[\frac{1}{2\tau} \| x_N - x^* \|^2 + \frac{1 - \alpha}{2\sigma} \| y_N - y^* \|^2\right] \leq \rho^N \left(\frac{1}{2\tau} \| x_0 - x^* \|^2 + \frac{1}{2\sigma} \| y_0 - y^* \|^2\right) + \frac{\rho}{1 - \rho} \Xi_{\tau, \sigma, \theta}.
\]

Using the parameter choice
\[
\tau = \frac{1 - \theta}{\theta \mu_x}, \quad \sigma = \frac{1 - \theta}{\theta \mu_y}, \quad \alpha = \frac{1}{2\sigma} - \sqrt{\theta L_{yy}}, \quad \rho = \theta,
\]
we first obtain that \( \frac{1 - \alpha}{\sigma} \geq \frac{1}{2\sigma} \); then this inequality together with our parameter choice leads to
\[
D(x_N, y_N) \leq 2^N D(x_0, y_0) + 4\Xi_{\tau, \sigma, \theta}.
\]

Then the desired result follows directly from Lemma 13.

Next, in the following result, we choose the number of steps \( n_t \) and parameters \( \tau_t, \sigma_t \) for each stage \( t \) of M-SAPD in a particular fashion, and obtain performance bounds for each stage.

**Theorem 5.** Suppose Assumptions 2 hold. Let \( \{z_k = (x_k, y_k)\}_{k=0}^{n_t} \) be the iterates generated by M-SAPD stated in algorithm 2 with the following parameters
\[
\theta_t = 1 - \frac{1 - \theta}{2t}, \quad \theta = \max\left\{1 - \min\left\{\frac{\mu_y}{L_{yy}}, \frac{\mu_y}{L_{yy}} \sqrt{\frac{\mu_y \mu_x}{L_{yx}L_{yy}}}\right\}, \bar{\theta}\right\}
\]
\[
\tau_t = 1 - \frac{\theta_t}{\mu_x \theta_t}, \quad \sigma_t = 1 - \frac{\theta_t}{\mu_y \theta_t}, \quad n_t = \begin{cases} n_0, & t = 0 \\ \lceil p^2 \log(2) \rceil, & t \geq 1 \end{cases}
\]
where \( p \geq 3 \) is an arbitrary real number and \( \bar{\theta} \) is defined in eq. (80). Then for each \( t \geq 0 \),
\[
D(x_{0}^{t+1}, y_{0}^{t+1}) \leq \frac{\exp(-n_0(1 - \theta))}{2^t} D(x_0^0, y_0^0) + \frac{1}{2^{t-1}} (1 - \theta)\delta_\mu.
\]

**Proof.** For each \( t \geq 0 \), it is easy to see that \( \theta_t \geq \theta \). Then it follows from corollary 1 that \( \{\theta_t, \tau_t, \sigma_t\} \) is a solution to MI eq. (5). Recall that \( z_0^1 = z_0^0 \); therefore, it follows from corollary 2 that
\[
D(x_0^1, y_0^1) \leq 2^{n_0} D(x_0^0, y_0^0) + (1 - \theta)\delta_\mu
\]
\[
\leq 2\exp(-n_0(1 - \theta)) D(x_0^0, y_0^0) + (1 - \theta)\delta_\mu
\]
\[
\leq \frac{\exp(-n_0(1 - \theta))}{2^{t-1}} D(x_0^0, y_0^0) + \frac{1}{2^{t-1}} (1 - \theta)\delta_\mu
\]
where the first inequality is from corollary 2, the second inequality is from the fact that \( (1 - x)^n \leq \exp(-nx) \); the last inequality uses the fact \( \nu \geq 2 \). Thus, (86) is true for \( t = 0 \). Then, we suppose that (86) is true for \( t = i \). When \( t = i + 1 \), it also follows from corollary 2 that
\[
D(x_0^{i+1}, y_0^{i+1}) \leq 2^{n_{i+1}} D(x_0^{i+1}, y_0^{i+1}) + (1 - \theta_{i+1})\delta_\mu
\]
\[
\leq 2\exp(-n_{i+1}(1 - \theta)) D(x_0^{i+1}, y_0^{i+1}) + \frac{1}{2^{i+1}} (1 - \theta)\delta_\mu
\]
where \( \nu \geq 2 \). Thus, (86) is true for \( t = i + 1 \).
where the last inequality additionally uses the fact that \( n_{i+1} = \lceil \frac{p^{2i+1} \log(2)}{1-\theta} \rceil \). If we substitute (86) into (88), it follows that

\[
D(x_0^{i+2}, y_0^{i+2}) \leq \frac{1}{2^{i+1}} \left[ \exp(-n_0(1-\theta))D(x_0^0, y_0^0) + \frac{1}{2^{i-1}}(1-\theta)\delta \right] + \frac{1}{2^{i+1}}(1-\theta)\delta \\
= \exp(-n_0(1-\theta))D(x_0^0, y_0^0) + \frac{1}{2^{i+1}}(1-\theta)\delta \leq \exp(-n_0(1-\theta))D(x_0^0, y_0^0) + \frac{1}{2^i}(1-\theta)\delta,
\]

where the last inequality is due to the fact that \( p \geq 3 \). Then, by an induction argument, we conclude.

Finally, in the following corollary, we combine our previous results to obtain an iteration complexity result for M-SAPD given in algorithm 2. This corollary shows that it is possible to remove the logarithmic factor in the iteration complexity bounds we provided for SAPD, by using the multi-stage variant M-SAPD with parameters given in Theorem 5.

**Corollary 7.** Suppose \( \mu_x, \mu_y > 0 \), and Assumptions 7 and 2 hold. For any \( \epsilon > 0 \), suppose the parameters \( \{\tau_i, \sigma_i, \theta_i, n_i\}_{i=0}^T \) and \( p \) are chosen according to Theorem 5 and let \( n_0 = \mathcal{O}\left(\frac{1}{1-\theta} \ln \left( \frac{\delta}{\epsilon} \right) \right) \). Then, the complexity of M-SAPD, as stated in Algorithm algorithm 2 to generate \( z_T = (x_T, y_T) \in X \times Y \) such that \( D(x_T, y_T) \leq \epsilon \) is

\[
\mathcal{O}\left( \max\left\{ \frac{L_{xx} L_{xy}}{\mu_x^2}, \frac{L_{yx} L_{yy}}{\mu_y^2} \right\} + \frac{L_{xy} L_{yx}}{\mu_x \mu_y} \right) \ln\left( \frac{1}{\epsilon} \right) + p\frac{\delta^2}{\mu_x^2} + \frac{\delta^2}{\mu_y^2} \frac{1}{\epsilon},
\]

**Proof.** First, we define \( N(t) \triangleq \sum_{i=0}^t n_i \). Note that, for \( t \geq 1 \), it follows from the fact \( \lceil x \rceil < 2x \) that

\[
N(t) - n_0 = \sum_{i=1}^t n_i = \sum_{i=1}^t \lceil \frac{p^{2i} \ln(2)}{1-\theta} \rceil \leq 2p\ln(2) \sum_{i=1}^t 2^i = 4p(2^t - 1) \ln(2).
\]

Furthermore, given an arbitrary positive integer \( n \), there exists an unique \( T \) such that \( N(T) < n \leq N(T+1) \). For such pair of \( (n, T) \), it follow that

\[
n - n_0 \leq N(T+1) - n_0 \leq \frac{4p(2^{T+1} - 1) \ln(2)}{1-\theta}.
\]

Then, we can obtain that

\[
2^T \geq \frac{(1-\theta)(n - n_0)}{8p \ln(2)} + \frac{1}{2} \geq \frac{(1-\theta)(n - n_0)}{8p \ln(2)}.
\]

Moreover, letting \( z_n = z_{n-1}^{T+1} \), according to stage \( T + 1 \) of M-SAPD, it follows from corollary 6 that

\[
D(\hat{x}_n, \hat{y}_n) \leq \nu \cdot \theta_{T+1}^{-N(T)} \mathcal{D}(x_0^{T+1}, y_0^{T+1}) + \frac{1}{p^{T+1}}(1-\theta)\delta.
\]

If we use (86) within the above equation, it follows that

\[
D(\hat{x}_n, \hat{y}_n) \leq 2 \theta_{T+1}^{-N(T)} \left[ \frac{\exp(-n_0(1-\theta))}{2^{T(p-1)-1}}D(x_0^0, y_0^0) + \frac{1}{2^{T-1}}(1-\theta)\delta \right] + \frac{1}{2^{T+1}}(1-\theta)\delta \\
\leq \frac{1}{2^{T(p-1)-2}} \mathcal{D}(x_0^0, y_0^0) + \frac{1}{2^{T-2}}(1-\theta)\delta + \frac{1}{2^{T+1}}(1-\theta)\delta \leq \frac{1}{2^{T-3}}(1-\theta)\delta,
\]

where we used the fact that \( \theta \leq 1 \) in the second inequality and \( p \geq 3 \) in the third inequality. Furthermore, if we use (89) within above inequality, it follows that

\[
D(\hat{x}_n, \hat{y}_n) \leq \exp(-n_0(1-\theta))\mathcal{D}(x_0^0, y_0^0) + \frac{64p \ln(2)}{n - n_0} \delta \leq \frac{\epsilon}{2} \frac{64p \ln(2)}{n - n_0} \delta \leq \frac{\epsilon}{2}.
\]
Since we let \( n_0 = \mathcal{O}\left(\frac{1}{\alpha^2} \ln(\frac{1}{\epsilon})\right) \), the first inequality on the left hand-side is trivially satisfied. This means that after at most \( n_e \) iterations of M-SAPD, it will generate \( \hat{x}_{n_e}, s.t. D(\hat{x}_{n_e}, \hat{y}_{n_e}) \leq \epsilon \), where

\[
n_e = \mathcal{O}\left(\frac{1}{1 - \theta} \ln\left(\frac{1}{\epsilon}\right)\right), \quad n_e = \mathcal{O}\left(n_0 + p\frac{\delta_x^2}{\mu_x} + \frac{\delta_y^2}{\mu_y} \frac{1}{\epsilon}\right).
\]

Then, using the choice of \( \theta \), we conclude that

\[
n_e = \mathcal{O}\left(\frac{\max\{L_{xx}, L_{yy}\}}{\mu_x} + \frac{L_{yx}L_{yy}}{\mu_x\mu_y} + \max\{L_{yy}, L_{yx}\} \right) \ln\left(\frac{1}{\epsilon}\right) + p\left(\frac{\delta_x^2}{\mu_x} + \frac{\delta_y^2}{\mu_y} \frac{1}{\epsilon}\right).
\]

\[\] E Euclidean projection onto the Intersection of the Simplex and the \( f \)-divergence Ball

In this section, we show an efficient method to solve the proximal problems \( \min_{p \in \mathcal{P}} -\frac{1}{2} \|y\|^2 + \frac{1}{2\alpha} \|y - (y_k + \sigma_k \hat{s}_k)\|^2 \) arising when SAPD is applied to (96). In the rest, we consider a generic form of this problem. Indeed, given some \( \tilde{p} \in \mathbb{R}^n \) and \( R > 0 \), we aim to solve

\[
p^* = \arg\min_{p \in \mathcal{P}} \frac{1}{2}\|p - \tilde{p}\|^2: \|p\|^2 \leq R^2 + \frac{1}{n} \Delta \tilde{R}^2
\]

Next, we construct an equivalent problem to (90), mainly because computing a dual optimal solution for the new formulation would be easier. Let \( \mathcal{S} = \{p \in \mathbb{R}^n: 1^T p = 1\} \). For \( p \in \mathcal{P} \subset \mathcal{S} \), we have \( \|p - 1/n\|^2 = \|p\|^2 - 1/n \) since \( 1^T p = 1 \). Therefore, (90) is equivalent to

\[
p^* = \arg\min_{p \in \mathcal{S}} \frac{1}{2}\|p - \tilde{p}\|^2: \|p\|^2 \leq R^2 + \frac{1}{n} \Delta \tilde{R}^2
\]

In the literature, many efficient methods are provided to compute the Euclidean projection of a given point onto a unit simplex, e.g., see (11). Therefore, we assume that \( \|p^*\| > R \), where \( p^* = \arg\min_{p \in \mathcal{P}} \|p - \tilde{p}\|^2 \), i.e., \( \|p^*\| \leq R \), we trivially have \( p^* = p^* \); thus, \( p^* \) can be efficiently computed with one of these simplex projection methods from the literature. Since we assume that \( \|p^*\| > R \), \( p^* \) must satisfy \( \|p^*\| = \tilde{R} \). The Lagrangian function for the problem in eq. (91) can be written as

\[
\mathcal{L}(p, \lambda) = \mathbb{I}_\mathcal{S}(p) + \frac{1}{2}\|p - \tilde{p}\|^2 + \frac{\lambda}{2} (\|p\|^2 - \tilde{R}^2),
\]

where \( \mathbb{I}_\mathcal{S}(p) \) denotes the indicator function of \( \mathcal{S} \)

\[
p^*(\lambda) = \arg\min_{p \in \mathbb{R}^n} \mathcal{L}(p, \lambda) = \arg\min_{p \in \mathcal{S}} \|p - \frac{\tilde{p}}{1 + \lambda}\|^2.
\]

The aim is to compute \( \lambda^* \geq 0 \) such that \( \|p^*(\lambda^*)\| = \tilde{R} \), considering that \( (p^*(\lambda^*), \lambda^*) \) is a KKT point; thus, \( p^* = p^*(\lambda^*) \). It is essential to observe three critical points: i) \( p^*(0) = p^* \), which implies \( \|p^*(0)\|^2 > R; ii) \|p^*(\lambda)\|^2 \leq \|p^*(\lambda_2)\|^2 \) for all \( \lambda_2 \geq \lambda_1 \geq 0; iii) p^*(\lambda) \rightarrow 1/n \) as \( \lambda \rightarrow \infty \), which also implies that \( \|p^*(\lambda)\| < \tilde{R} \) for sufficiently large \( \lambda > 0 \) since \( 1/n \in \mathcal{P} \). These observations show that we can start from \( \lambda = 0 \) and keep gradually increasing it until the first time \( \|p^*(\lambda)\| = \tilde{R} \).

For numerical stability, i.e., for avoiding \( \lambda \rightarrow \infty \), instead of (93), we will consider an equivalent problem: for \( \gamma \in (0, 1) \),

\[
p^*_\gamma = \arg\min_{p \in \mathcal{S}} \frac{1}{2}\|p - \gamma \tilde{p}\|^2.
\]

Our aim is to compute \( \gamma_\ast \in (0, 1) \) such that \( \|p^*_\gamma\| = \tilde{R} \). Let \( u \in \mathbb{R}^n \) consist of elements of \( \tilde{p} \) in the descending order, i.e., \( u_1 \geq u_2 \geq \ldots \geq u_n \). Define \( K_\gamma = \max_{k \in [n]} \{ k \} : (\sum_{i=1}^{k} \gamma u_i - 1)/k < \gamma u_k \} \) and \( q_\gamma = \{ \sum_{i=1}^{K_\gamma} \gamma u_i - 1 \}/K_\gamma \). Note that \( K_\gamma \geq 1 \) is well-defined since \( \gamma u_1 - 1 < \gamma u_1 \). From (11) Algorithm 1, we know that

\[
p^*_\gamma = \begin{cases} 
\gamma u_i - q_\gamma & \text{if } i = 1, 2, \ldots, K_\gamma, \\
0 & \text{otherwise}.
\end{cases}
\]

It follows from eq. (95) that the equation \( \|p^*_\gamma\| = \tilde{R} \) has a unique positive solution,

\[
\gamma_\ast = \frac{\sqrt{\tilde{R}^2 - 1/K_\gamma}}{\sum_{i=1}^{K_\gamma} u_i^2 + (\sum_{i=1}^{K_\gamma} u_i)^2/K_\gamma}.
\]

\footnote{The indicator function \( \mathbb{I}_\mathcal{S}(\cdot) \) is defined as \( \mathbb{I}_\mathcal{S}(x) = 0 \) if \( x \in \mathcal{S} \), \( \mathbb{I}_\mathcal{S}(x) = +\infty \) otherwise.}

35
Since $K_{\gamma}$ depends on $\gamma \in (0, 1)$, we cannot solve (96) for $\gamma$ immediately.

At this point, it is essential to observe that for any $\gamma \in (0, 1)$, the definitions of $K_{\gamma}$ and $q_{\gamma}$ imply that $K_{\gamma} = k \in [n]$ if and only if
\[
\gamma u_{k+1} \leq q_{\gamma} < \gamma u_k,
\]
where we define $u_{n+1} \triangleq 0$. Since $K_{\tilde{\gamma}} \in [n]$, we can set $K_{\tilde{\gamma}} = k$ for $k = 1, 2, ..., n$ and check whether $K_{\tilde{\gamma}}$ satisfies the condition in eq. (97) for $\gamma$ computed by eq. (96). Then substituting such $K_{\tilde{\gamma}}$ into eq. (95) yields the solution $p^*$. 

