1. INTRODUCTION

Risk management is an important segment of an investment strategy. For managing risk, we have plenty of methods. It is also equally important to check the relevancy of an appropriate method. As value at risk (VaR) is mostly used market risk measures, we have various approaches to calculate VaR. To check the mobility of VaR method, back-testing is required. In back-testing original historical return data is compared with predicted VaR data values over the same historical period.

In this article, we will review the methodologies for Back-testing of VaR. VaR is risk indicator that quantifies the extent and probability of possible potential losses as single value on given investment with given probability, on given time horizon for a portfolio. VaR is particularly useful in portfolio optimization, especially
optimizing risk. Mostly for VaR we have used confidence level 95% & 99% and considered one day VaR.

There are mainly three methods to estimate value at risk Abad et al. (2014):

1) Parametric Method: Parametric methods involves statistical factors, such as volatility, distribution etc. it involves different Density functions, and Higher-order conditional time-varying moments. Variance-Covariance is firstly developed parametric method.

2) Semi-Parametric Method: Semi-parametric methods involve combination of parametric and non-parametric approach. Volatility-weight historical simulation, Filtered Historical Simulation, CAViaR model, Extreme Value Theory, and Monte Carlo Simulation are some of the methods.

We have introduced one more method that combines historical simulation method with fitting of a cubic polynomial to the sorted return data Vaniya and Gor, (2020), Vaniya and Gor (2021). VaR value is predicted by the value of polynomial at corresponding quantile (percentile) value.

3) Non-Parametric Method: This kind of approaches involves historical parameters, the non-parametric methods involve, Historical Simulation, and non-parametric density estimation methods.

In this paper basic four methods namely Variance Co-variance method, Historical simulation method, Monte-Carlo simulation, and cubic polynomial regression method Vaniya and Gor (2020), Vaniya and Gor (2021) are applied on nifty 50 index for calculating one day VaR. Predicted VaR with original return is given in the image below. We have used both 95% and 99% confidence intervals for one day VaR calculation.
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Figure 1 In section 2 of this paper, we have discussed a brief literature on back-testing methods. In the following section 3 we have discussed the back testing method such as Total number of exceptions by binary back-testing function, Basels’ Traffic Light Zone Test, Kupiec POF-test, Kupiec TUFF-test and Haas’ Mixed-Kupiec test. The paper end with conclusion and bibliography.
2. LITERATURE

Validating a VaR model is equally important as predicting VaR estimates. Especially on Indian stock market Yawalkar and Rao (2004) back-tested different VaR methods with different back testing approaches. There are various approaches for back testing, but they all look at rate that how often an actual return exceeded the one-day VaR. The term “exception” is used for a day where the return is below the predicted VaR estimate. For a confidence level of 95% or 99%, the one-day VaR should be exceeded approximately on 5% or 1% of all days. When there are significantly more (or less) exceptions observed, it can be concluded that model might not be suitable to estimate risk. A good overview on backtesting is provided by Nieppola Nieppola (2009). In general, back-tests are divided into two categories: unconditional coverage tests and conditional coverage Jorion (2007). Kupiec developed the point of failure test (POF-Test) in 1995, which tests the frequency of exceptions, also known as failure rate Kupiec et al. (1995). To take the independence of exceptions into account, Kupiec has also developed a second test, called TUFF-test (time until first failure). Haas Haas (2001) proposed a backtest that considers the time between successive exceptions. He takes advantage of the TUFF test to measure the time in-between exceptions and combines it with the POF test to check if the overall rate of failure is accurate.

Back-testing is a statistical procedure where actual profits and loss are systematically compared to corresponding VaR estimates. For example, if the confidence level used for calculating daily VaR is 99%, we expect an exception to occur once in every 100 days on average. In the back testing process, we could statistically examine whether the frequency of exceptions over some specified time interval is in line with the selected confidence level.

3. BACK-TESTING METHODS

There are different methods for back testing, in this paper we discussed four such methods. We have back tested VaR obtained by Variance Co-variance method, Historical simulation method, Monte-Carlo simulation, and cubic polynomial regression method. We have used Total exceptions method by binary function over entire population. We have also used Basel Traffic Light Zone Test, Kupiec POF-test, Kupiec TUFF-test to validate VaR model. We have also discussed about Haas’ Mixed-Kupiec test method.

3.1. TOTAL NUMBER OF EXCEPTIONS

The most basic method is of calculating total exceptions or exceptions probability generated for the test period. To calculate total exceptions, we set a binary function that compare the original return with predicted VaR as follows.

Binary function value of any day is defined as

\[ f(n) = \begin{cases} 1 & \text{if } r_n < VaR_{\alpha}(n) \\ 0 & \text{if } r_n \geq VaR_{\alpha}(n) \end{cases} \]

In this way, we get binary sequence of ones and zeros for the days of test period. Where one denotes the exception. By calculating total number of one in sequence we have total exceptions over test period. We can also get the probability of
exception by calculating mean of these sequence \((1,1,0,0, 1,...)\) that is required failure rate. i.e. for sequence \((1,1,0,0, 1,...)\) where 1 indicates failure and 0 indicate non-failure day

\[
\text{failure rate} = \frac{\text{total failure days}}{\text{total no. of days}}
\]

For NIFTY 50 index in our sample, we have calculated number of failures and failure rate for 95% VaR and 99% VaR.

We have calculated VaR for NIFTY 50 index from all four method and back tested with failure rate method. Results are given in Table 1.

### Table 1

| Confidence interval | Historical simulation | Analytical method | Monte-Carlo simulation | Cubic polynomial Regression |
|--------------------|-----------------------|-------------------|------------------------|-----------------------------|
| Failures at 95%    | 175                   | 147               | 147                    | 107                         |
| Prob.              | 0.062                 | 0.052             | 0.052                  | 0.038                       |
| Failures at 99%    | 50                    | 67                | 63                     | 61                          |
| Prob.              | 0.018                 | 0.024             | 0.022                  | 0.022                       |

### 3.2. BASEL TRAFFIC LIGHT ZONE TEST (BASEL II COVERAGE TEST)

It is with the statistical limitations of backtesting in mind that the Basel Committee introduced a framework for backtesting results that encompasses a range of possible BCBS (1996) responses, depending on the strength of the signal generated from the backtest. These responses are classified into three zones, distinguished by colours into a hierarchy of responses. The green zone corresponds to backtesting results that do not themselves suggest a problem with the quality or accuracy of a bank's model. The yellow zone encompasses results that do raise questions in this regard, but where such a conclusion is not definitive. The red zone indicates a backtesting result that almost certainly indicates a problem with a bank's risk model.

We have calculated VaR for NIFTY 50 index from all four method and back tested with Besels' traffic light zone method. Results are as in Table 3. Corresponding choice of color zone is in Table 2.

### Table 2

| Confidence interval | Red Zone     | Yellow Zone | Green Zone |
|---------------------|--------------|-------------|------------|
| At 99% confidence   | more than 56 | Up to 56    | Up to 28   |
| at 95% confidence   | more than 284| Up to 284   | Up to 142  |
3.3. KUPIEC’S TESTS

Kupiec (1995) has developed two type of back testing methods. A point of failure test (POF-Test) which is unconditional test, that tests the frequency of exceptions. From these exceptions we get failure rate. For conditional test Kupiec developed TUFF-test (time until first failure) to take the independence of exceptions into account.

These tests give negative results for the exceptions that are too high or too low. It is indicated that these tests must be used with care, taking note of such too high and too low failures cases. In case of too low exceptions, we can say that model is overestimating the risk. And in case of too low exceptions, risk is underestimated. We can accept low exceptions, but too low exceptions are not welcome for accepting the model. These test works better than the Basel traffic light zone test as they check the proportion, occurrence, and the frequency of exceptions. Clear idea for accepting or rejecting the VaR model can be observed when we look at the number of VaR failures, with the Kupiec backtest results. This will clear that whether the given VaR model is underestimating or overestimating risk. All Kupiecs’ test are based on likelihood ratio (LR) test with the ideal LR statistic zero. LR for model gets high when there are cases of too less or too many exceptions either. If this statistic exceeds the critical Chi squared value obtained at the given significance level, we accept the alternate hypothesis in place of the null hypothesis.

For all the three tests the Null hypothesis is as follows

\[ H_0 : p = \hat{p} \]

Here \( p \) = significance level = 0.01 or 0.05 corresponding to confidence level of 99% or 95% respectively.

3.3.1. KUPIEC’S POF TEST (UNCONDITIONAL)

It tests expectations frequency, also called a failure rate. The failure rate should match with the corresponding VaR confidence level chosen. If there are more or fewer failure than expected, then VaR model underestimate or overestimate risk respectively.

The failure rate is defined as \( x/T \) where, \( x \) is number of failures, and \( T \) is total number of observations. For a selected VaR confidence level of 95% or 99%, the failure rate should converge to 5% or 1% respectively (which is \( p = 1 - \text{confidence level} \) when the total number of observations is increased Jorion (2007). The total amount of VaR violations follows a binomial probability distribution:

\[ P(x) = \binom{T}{x} p^x (1 - p)^{T-x} \]
This can be approximated by normal distribution:

\[ f(x) = \frac{x - pT}{\sqrt{p(1 - p)T}} \cong N(0,1) \]

Based on this distribution, one can test the null hypothesis that

\[ H_0 : p = \hat{p} = \frac{x}{T} \]

If we can show that \( x/T \) is significantly different from \( p \), we should reject the VaR model. The POF test is a likelihood ratio test, were,

\[
LR_{POF} = -2 \ln \left[ \frac{(1 - p)^{T-x} p^x}{(1 - \frac{x}{T})^{T-x} \left( \frac{x}{T} \right)^x} \right]
\]

\( LR_{POF} \), Likelihood ratio should be chi-squared distributed, using one degree of freedom. The VaR model will be rejected if the likelihood ratio statistic exceeds the critical value of the chi-squared distribution.

This test has two problems:
1) the test performance is weaker in case of smaller samples. And
2) it cannot observe the exceptions in Cluster as already described above.
Hence other backtests have been developed.

VaR for NIFTY 50 index from all four method is calculated and back tested with Kupiec-POF method. Results of \( \chi^2 - test \) for Null Hypothesis \( H_0 : p = \hat{p} \) are as in table 4.

**Table 4**

| Confidence interval | Historical simulation | Analytical method | Monte-Carlo simulation |
|---------------------|-----------------------|-------------------|------------------------|
| 95%                 | Accept                | Accept            | Accept                 |
| 99%                 | Reject                | Reject            | Reject                 |

**3.3.2. KUPIEC’S TUFF TEST (CONDITIONAL)**

Kupiec has also developed a second test which takes time of first exception into consideration. This second test is called Kupiec’s TUFF-test (time until first failure) Kupiec et al. (1995). The Likelihood-ratio for the TUFF test is:
\[ LR_{TUFF} = -2 \ln \left( \frac{p (1-p)^{v-1}}{\left( \frac{1}{v} \right) \left( 1 - \frac{1}{v} \right)^{v-1}} \right) \]

where \( p \) is equal to \((1 - \text{VaR confidence level})\), and \( v \) is the time until the first exception. As in this test only first failure is considered, it do not discover the clustering of failures in the data in between.

To resolve this Haas (2001) has developed another method as combination of the POF and the TUFF test as a conditional coverage test. This test is also called Mixed-Kupiec test or Haas’ Mixed-Kupiec Test.

VaR for NIFTY 50 index from all four method is calculated and back tested with Kupiec-TUUF method. Results of \( \chi^2 - test \) for Null Hypothesis \( H_0 : p = \hat{p} \) are as in Table 5.

Table 5

| Confidence interval | Historical simulation | Analytical method | Monte-Carlo simulation |
|--------------------|-----------------------|-------------------|------------------------|
| 95%                | Accept                | Accept            | Accept                 |
| 99%                | Accept                | Accept            | Accept                 |

3.4. HAAS’ MIXED-KUPIEC TEST (CONDITIONAL)

Haas (2001) developed a back test that considers the time between successive failures. He takes advantage of the TUFF test to measure the time in-between failures and combines with the POF test to check if the overall rate of failure is accurate. Haas proposes the following test statistic:

\[ LR_{ind} = -2 \ln \left[ \frac{\left( 1 - \frac{1}{v_i} \right) \left( 1 - \frac{1}{v} \right)^{v_i-1}}{\left( \frac{1}{v_i} \right)^{v_i-1}} \right] \]

where \( v_i \) represents the time interval between two exceptions. Hence, a test statistic must be calculated for each exception. By combining the different likelihood-ratios, one gets \( LR_{ind} \):

\[ LR_{ind} = \sum_{i=2}^{n} \left( -2 \ln \left( \frac{\left( 1 - \frac{1}{v_i} \right) \left( 1 - \frac{1}{v} \right)^{v_i-1}}{\left( \frac{1}{v_i} \right)^{v_i-1}} \right) \right) - 2 \ln \left( \frac{p (1-p)^{v-1}}{\left( \frac{1}{v} \right) \left( 1 - \frac{1}{v} \right)^{v-1}} \right) \]

which is also chi-squared distributed, with \( n \) degree of freedom. Adding it with the POF test, we get our mixed test. The likelihood ratio is,

\[ LR_{mixed} = LR_{POF} + LR_{ind} \]
\[
LR_{POF} = -2 \ln \left( \frac{(1 - p)^{T-x} p^x}{(1 - x)^{T-x} (x^x)^x} \right) + \sum_{i=1}^{n} \left(-2 \ln \left( \frac{p (1 - p)^{(v_i-1)}}{(1 - 1)^{(v_i-1)}} \right) \right)
\]

\(LR_{\text{mixed}}\) is also chi-squared distributed with \(n+1\) degree of freedom.

4. CONCLUSION

In this monograph, we have calculated VaR of NIFTY 50 with four approaches. Approaches used are variance covariance method, historical simulation, a Monte Carlo simulation, and cubic polynomial regression method. The VaR estimates back-testing is discussed with total exception check, Basels’ Traffic light zone test, Kupiec’s POF-test, Kupiec TUFF-test, and Haas’ Mixed-Kupiec-test.

We observed that in calm market conditions all back testing approaches approves the VaR model performance. Monte-Carlo simulation and Cubic polynomial regression method works better compared to historical simulation and parametric approach. In highly volatile market conditions such as financial crises all four VaR models have weak performance according to back-testing results.

Based on this case study of Nifty 50 over 2834 days of data, we indicated that VaR model should be used for corresponding requirements if clustering of failures is of interest Kupiec TUFF-test and Mixed Haas Kupiec tests better validate the VaR model. If overall failures are of interest, then Total exceptions, Kupiec POF-test are good for validation of VaR model. If one is interested in reducing failures in overestimation and underestimation cases one can opt for Basels’ traffic light zone test.

For our case study of four methods of VaR using different back testing approaches on NIFTY 50 index, we observed that all four VaR method performs well for 95 % confidence interval. For 99% or higher confidence level all methods are rejected by back-testing approaches.

We also conclude that back-testing period should be of appropriate size two to three years to avoid the clustering of exceptions and volatility effects.
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