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Orbital magnetic susceptibility involves rich physics such as interband effects despite of its conceptual simplicity. In order to appreciate the rich physics related to the orbital magnetic susceptibility, it is essential to derive a formula to decompose the susceptibility into the contributions from each band. Here, we propose a scheme to perform this decomposition using the modified Wannier functions. The derived formula nicely decomposes the susceptibility into intraband and interband contributions, and from the other aspect, into itinerant and local contributions. The validity of the formula is tested in a couple of simple models. Interestingly, it is revealed that the quality of the decomposition depends on the degree of localization of the used Wannier functions. The formula here complements another formula using Bloch functions, or the formula derived in the semiclassical theory, which deepens our understanding of the orbital magnetic susceptibility and may serve as a foundation of a better computational method. The relationship to the Berry curvature in the present scheme is also clarified.

1. Introduction

The orbital magnetic susceptibility is one of the fundamental responses from electrons as charged particles. In solids, it is sensitive to band structures¹ and affected by the structure of Bloch wave functions in momentum space.²,³ Within the semiclassical interpretation, the band structure is reflected in normal velocity, while the wave function structure is reflected in anomalous velocity as Berry curvature. Therefore, experimental measurements of the susceptibility is useful in extracting information of electronic band structure. For instance, it can be used to detect singular band structures in solids such as Dirac electrons.⁴ In theory, despite its conceptual simplicity, i.e., the magnetic susceptibility is essentially just the lowest-order magnetic moment in external magnetic field, the formula for the orbital magnetic susceptibility is very involved as shown in the early studies.⁹–¹⁶ It was only when Fukuyama combined the Luttinger-Kohn representation¹⁷ and the Green’s function technique, that we had a gauge invariant compact formula for the orbital magnetic susceptibility.¹⁸

The Fukuyama formula involves Green’s function, velocity operator, and trace over all the states. When we apply this formula to a certain model and calculate the orbital magnetic susceptibility numerically, truncation of the trace at some finite number of states is unavoidable. Naively, this truncation by collecting finite number of energy bands sounds reasonable. However, it is not as straightforward as one might think, because it is generically not possible to diagonalize the Green’s function and the velocity operator simultaneously. In order to have a good formula, good in the sense that it is useful in numerics and easy to comprehend, we have to handle the offdiagonal matrix elements with great care. Indeed, if we start from the Fukuyama formula in a band basis, we have to make full use of sum rules to isolate the celebrated Landau-Peierls susceptibility from the correction terms,¹⁹ where the correction terms are mostly from the local contributions such as the atomic diamagnetism or the van Vleck paramagnetism. Physically, the importance of the offdiagonal matrix elements is from the fact that the orbital magnetic susceptibility is obtained by the second order perturbation that involves virtual hoppings to other bands. There is a big difference between completely neglecting the other bands from the beginning and taking account of the other bands via the sum rules. On the other hand, it is currently standard to derive localized Wannier functions near the Fermi energy in the first principle’s calculation. Therefore, it is necessary to obtain a formula for the orbital magnetic susceptibility expressed in terms of the Wannier functions. In this case, however, we have to be careful to use the truncation.

In this paper, we introduce a scheme to perform truncation of the orbital magnetic susceptibility, or decomposition of the susceptibility into contribution from each band, using localized Wannier functions, motivated from the observation that the correction to the Landau-Peierls susceptibility is from local terms.²⁰,²¹ In order to make the argument as transparent as possible, we work on a multi-orbital tight-binding model instead of a continuum model with periodic potential. Since the number of bands is finite in tight-binding models, we can have exact susceptibility free from truncation errors as a reference. Then, we demonstrate decomposition of the susceptibility for multiband models into contribution from the subset of the bands (see Fig. 1). We first derive a formula for the susceptibility that includes six terms χ₁–χ₆ using modified Wannier functions and the Green’s function technique. Importantly, there is an intuitive understanding of this decomposition into six terms: χ₁–χ₄ are intraband contributions and χ₅ and χ₆ are interband contributions.
Energy contributions from each band group consisting of band tight-binding model, we decompose the susceptibility into the and the inter-bandgroup contributions. In this example, N = 4, and the band group we focus on has two bands (M = 2).

Fig. 1. Schematic picture of our scheme. Starting from an N band tight-binding model, we decompose the susceptibility into the contributions from each band group consisting of M (< N) bands, and the inter-bandgroup contributions. In this example, N = 4, and the band group we focus on has two bands (M = 2).

2. Derivation of the formula

2.1 Model and basic notions

We start from the tight-binding Hamiltonian

$$H = \sum_{ij} H_{ij}^{(0)} c_i^\dagger c_j = \sum_{\alpha} H_{0,\alpha} d_i^\dagger d_\alpha,$$

where $c_i^\dagger$ ($c_i$) is a creation (annihilation) operator for the ith orbital, and $d_i^\dagger$ ($d_i$) is a creation (annihilation) operator for the Wannier state indexed by $\alpha$. The lattice points and the spin degrees of freedom are included in $i$ and $\alpha$. Using the Wannier functions $w_{i\alpha} = \langle i\mid W_{\alpha} \rangle$, $d_i^\dagger$ is written as

$$d_i^\dagger = \sum_{\alpha} c_i^\dagger w_{i\alpha},$$

and the matrices $H^{(0)}$ (in the original basis) and $H_0$ (in the Wannier basis) are related by a unitary transformation as

$$H_0 = W^\dagger H^{(0)} W; \quad (W)_{i\alpha} = w_{i\alpha}.$$

The Wannier functions are constructed so as to have $H_0$ block diagonal in the band group index. Generically, the index $\alpha$ is a combination of the lattice point index and the band group index, and possibly the orbital (or, sublattice) index when the corresponding band group has multiple bands (see Fig. 1).

In this paper, we assume that the magnetic field is added through the Peierls substitution in the original basis as

$$H = \sum_{ij} H_{ij}^{(0)} e^{i\frac{\pi}{2} A_{r_i r_j}} c_i^\dagger c_j,$$

where $q$ is the charge, $r_i$ is the position of the ith orbital, and $A_{r_i r_j}$ is defined as

$$A_{r_i r_j} = \int_{C_{r_i \rightarrow r_j}} dr \cdot A(r).$$

$C_{r_i \rightarrow r_j}$ is a path from $r_j$ to $r_i$, which is for simplicity, set to the straight line between $r_i$ and $r_j$ leading to (22)

$$A_{r_i r_j} = \int_0^1 ds (r_i - r_j) \cdot A(s(r_i - r_j) + r_j).$$

Note that the remaining effects of the magnetic field other than the Peierls phase are discussed in Ref. 21.

Assuming that the magnetic field is in the z-direction, the orbital magnetic susceptibility $\chi$ for free electrons can be obtained by expanding the thermodynamic potential with respect to $B_z$; resulting in the formula (23, 24)

$$\chi = k_B T \sum_n \frac{\partial F(i\omega_n + \mu, B_z)}{(\partial B_z)^2},$$

where $T$ is temperature, $\omega_n = (2n + 1)\pi k_BT$ ($n$: integer) is Matsubara frequency, and $F(z, B_z)$ satisfies

$$\frac{\partial F(z, B_z)}{\partial z} = \text{Tr} G(z, B_z),$$

with $G(z, B_z)$ being the Green function under the magnetic field associated with Hamiltonian Eq. (4).

2.2 Susceptibility in the original basis

Working with the original basis, it is straightforward to obtain $G(z, B_z)$ in terms of $\tilde{g} = (z1 - H^{(0)})^{-1}$. Then, the gauge invariant formula for $\chi$ is written as

$$\chi = \frac{q^2 k_B T}{h^2} \sum_n \text{Tr} \left( \frac{\tilde{g}_{\tilde{\alpha}_{\tilde{\alpha}'}} \tilde{g}_{\tilde{x}_{\tilde{y}}}}{\tilde{x}_{\tilde{y}}} + (\tilde{x}_{\tilde{y}} \leftrightarrow \tilde{y}_{\tilde{x}}) \right),$$

where $\tilde{g}_{\tilde{x}_{\tilde{y}}}$ is the current operator divided by $q/h$

$$\tilde{g}_{\tilde{x}_{\tilde{y}}} = i [\tilde{r}_{\tilde{\nu}}, H^{(0)}],$$

with

$$[\tilde{r}_{\tilde{\nu}}]_{ij} = r_{\nu} \delta_{ij},$$

and

$$\tilde{r}_{\nu \lambda} = -[\tilde{r}_{\nu}, \tilde{g}_{\tilde{x}_{\tilde{y}}, H^{(0)}}].$$

This is exactly the formula for a tight-binding model with the Peierls phase derived in the previous studies.23–25

We will use this formula as a reference to evaluate the usefulness of our decomposition by the formula derived in the following.
2.3 Susceptibility in the Wannier basis

Next, we would like to express the Green’s function under the magnetic field $G(z, B_z)$ in the Wannier bases, i.e., in terms of $g = (z I - H_0)^{-1}$ where $H_0$ is the Wannier Hamiltonian that is block diagonal in the band group index. For this purpose, we find that it is convenient to write the Green function using the Wannier functions as

$$ G_{jk} = \sum_{\alpha \beta} \tilde{w}_{j\alpha} \tilde{G}_{\alpha\beta} \tilde{w}^*_{k\beta}, $$

where $\tilde{w}_{i\alpha}$ is a Wannier function amended by the Peierls phase (22) defined by

$$ \tilde{w}_{i\alpha} = e^{i \frac{\pi}{2} A_{i\alpha}}, $$

with the Wannier center $\tilde{r}_\alpha$ defined as

$$ \tilde{r}_\alpha = \langle w_{i\alpha} | r_i \rangle = \sum_i r_i w^*_{i\alpha} w_{i\alpha}. $$

Expanding the Green function in terms of $\tilde{w}_{i\alpha}$ instead of $w_{i\alpha}$ helps us in keeping the gauge variation. However, in turn, the set $\{\tilde{w}_{i\alpha}\}$ is no longer orthonormalized, and we have to take care of the overlaps between $\tilde{w}_{i\alpha}$.

Then, some arithmetic gives us (see Appendix for details)

$$ \chi = \frac{q^2}{\hbar^2} k_B T \sum_{\alpha} \langle \Xi_1 + \Xi_{II} + \Xi_{III} + \Xi_{IV} + \Xi_{V} \rangle \frac{\partial}{\partial \alpha}, $$

with

$$ \Xi_1 = \frac{1}{4} \text{Tr} \left( (\gamma_x g_{xy} + \gamma_{xy}) g_{xy} \gamma_g g + (x \leftrightarrow y) \right), $$

$$ \Xi_{II} = -\text{Tr} \left( M_z - \frac{i}{2} (|\gamma_x, \eta_y| - |\gamma_y, \eta_x|) \right) g, $$

$$ \Xi_{III} = \text{Tr} \left( \{ S^z_i, L_z \} + \frac{1}{4} \{ S^z_i, [H_0, S^z_i] \} \right) g, $$

$$ \Xi_{IV} = -\text{Tr} L_z g L_z g, $$

$$ \Xi_{V} = -i \text{Tr} L_z g (g \gamma_x g \gamma_y - \gamma_y g \gamma_x) g. $$

Here

$$ \gamma_{\nu} = i [\tilde{r}_{\nu}, H_0], \quad \gamma_{\nu\lambda} = -[\tilde{r}_{\nu}, [\tilde{r}_{\lambda}, H_0]], $$

with

$$ \langle \tilde{r}_{\nu} \rangle_{\alpha\beta} = \tilde{r}_{\alpha\nu} \delta_{\alpha\beta}, $$

and $\tilde{r}_{\alpha\nu}$ is the $\nu (=x, y)$ component of $\tilde{r}_\alpha$. Note that in the Wannier basis, $g_{\nu\lambda}$ and $\gamma_{\nu\lambda}$ are all block diagonal in band groups, which makes it easy to separate intra- and inter-band contributions to $\chi$, as we will do in the following. We have also used

$$ L_z = H^*_2 - \frac{1}{2} \{ S^z_i, H_0 \}, \quad M_z = H^*_2 - \frac{1}{2} \{ S^z_i, H_0 \}, $$

$$ (S^z_i)_{\alpha\beta} = i \sum_{\nu} \phi_{\nu, r_i, r_i}^* w_{i\alpha} w_{i\beta}, $$

$$ (S^z_i)_{\alpha\beta} = -\sum_{\nu} \langle \phi_{\nu, r_i, r_i} \rangle^* w_{i\alpha} w_{i\beta}, $$

$$ (H^*_2)_{\alpha\beta} = i \sum_{\nu} \phi_{\nu, r_i, r_i}^* w_{i\alpha} H_{i\beta}^{(0)} w_{i\beta}, $$

with

$$ \phi_{\nu, r_i, r_i}^* = \frac{1}{2} \epsilon_z \cdot [(\tilde{r}_{\nu} - r_i) \times (\tilde{r}_\beta - r_i)], $$

$$ \phi_{\nu, r_i, r_i}^* = \frac{1}{2} \epsilon_z \cdot [(\tilde{r}_{\nu} - r_j) \times (\tilde{r}_\beta - r_i)], $$

and

$$ \eta_{\nu} = i [\tilde{r}_{\nu}, S^z]. $$

Note that $S^z_{21}$ takes account for the finite overlaps of the amended Wannier functions.

Because $H^{(0)}$ and $H_0$ are related to each other by a unitary transformation and the formula involves the trace, one may think that the formula should look the same in any basis. Actually, the contribution $\Xi_2$ shares the same form with Eq. (9). However, we have to note that

$$ \tilde{r}_{\nu} \neq W^T \tilde{r}_{\nu} W $$

holds since $\tilde{r}_{\nu}$ only picks up the diagonal elements by definition, while $(W^T \tilde{r}_{\nu} W)_{\alpha\beta} = \sum_i r_i w_{i\alpha} w_{i\beta}$ is generally finite for $\alpha \neq \beta$. This is the reason why the additional terms appear in Eq. (16). This means that $\Xi_{II}$, $\Xi_{III}$, $\Xi_{IV}$, and $\Xi_{V}$ are the correction terms that reflect $\tilde{r}_{\nu} \neq W^T \tilde{r}_{\nu} W$. We will come back to this point later.

2.4 Intra- and interband contributions

Now, we decompose $\chi$ into various kinds of contributions, such as intra- and inter-band contributions. For $\Xi_1$, since $g$, $\gamma_{\nu}$, and $\gamma_{\nu\lambda}$ are diagonal in band groups, we can simply extract the contribution from the band group $i$ by introducing

$$ \Xi_1^{[i]} = \frac{1}{4} \text{Tr} \left( (\gamma_x g_{xy} + \gamma_{xy}) g_{xy} \gamma_g g + (x \leftrightarrow y) \right), $$

where $\text{Tr}^{[i]}$ denotes the partial trace over the band group $i$, $\Xi_{II}$ and $\Xi_{IV}$ also have only interband contributions because of the trace structure, although $M_z$, $L_z$, and $\eta_{\nu}$ can have matrix elements between different band groups.

On the other hand, $\Xi_{III}$ and $\Xi_{IV}$ have both intra- and interband contributions, since they are in the second order with respect to $L_z$ or $S^z_i$ (or their cross terms). Note that it is sufficient to think of pairs of band groups due to the trace structure. Namely, starting from a band group $i$, and going to another band group $j$ by $L_z$ or $S^z_i$, then it has to be back on the band group $i$ by the second $L_z$ or $S^z_i$ to complete the trace. Therefore, for the intraband contribution of $\Xi_{III} + \Xi_{IV}$, we introduce

$$ \Xi_2^{[i]} = -\text{Tr}^{[i]} \left( M_z - \frac{i}{2} (|\gamma_x, \eta_y| - |\gamma_y, \eta_x|) \right) g + \text{Tr}^{[i]} \left( \{ S^z_i, L_z \} + \frac{1}{4} \{ S^z_i, [H_0, S^z_i] \} \right) g, $$

where $X^{[i]}$ means a matrix constructed from $X$ by leaving only the matrix elements within the band group $i$. Similarly, for the inter band contributions of $\Xi_{IV}$ and $\Xi_{V}$, we introduce

$$ \Xi_4^{[i]} = -\text{Tr}^{[i]} L_z g L_z g, $$

$$ \Xi_3^{[i]} = \text{Tr}^{[i]} L_z g L_z g, $$

$$ \Xi_4^{[i]} = \text{Tr}^{[i]} L_z g L_z g, $$
Table 1. Decomposition of the susceptibility. “Intra” and “inter” in the table denote “intra-bandgroup” and “inter-bandgroup”, respectively. “Cross term” means the cross term between itinerant motion and local moment. The column “in-gap” shows whether each contribution can be finite when the chemical potential is in the energy gap between the band groups at zero temperature. Note that all the terms can be finite in the energy gap which may exist inside a band group. (See Fig. 1.)

| band | type    | origin               | in-gap |
|------|---------|----------------------|--------|
| χ₁   | intra   | itinerant            |        |
| χ₂   | intra   | local                |        |
| χ₃   | intra   | orbital Zeeman & van Vleck | √      |
| χ₄   | intra   | both                 |        |
| χ₅   | inter   | local                |        |
| χ₆   | inter   | local                |        |

and

$$\chi^{ij}_a = -i \text{Tr}[L^a \gamma_z g (\gamma^z \gamma_y - \gamma_y \gamma^z)_g].$$  

Finally, for the interband contributions of $\Xi_{III}$ and $\Xi_{IV}$, we introduce

$$\Xi^{i[j]}_a = \text{Tr}\left\{ \{\Sigma^{i[j]}_1, L^i_x\} + \frac{1}{4}[\Sigma^{i[j]}_1, [H_0, \Sigma^{i[j]}_1]]g \right\},$$  

and

$$\Xi^{i[j]}_b = -i \text{Tr}[L^i_x g \Sigma^{i[j]}_1 g].$$  

where $X^{i[j]}$ denotes a matrix constructed from $X$ by leaving only the matrix elements connecting the band groups $i$ and $j$.

Now, we decompose $\chi$ as

$$\chi = \chi_1 + \chi_2 + \chi_3 + \chi_4 + \chi_5 + \chi_6,$$

where

$$\chi_a = k_B T \sum_n \sum_i \Xi^{ij}_a$$  

for $a = \{1,2,3,4\}$, and

$$\chi_a = k_B T \sum_{i<j} \sum_i \Xi^{i[j]}_a$$  

for $a = \{5,6\}$. For later use, we also define the susceptibility contributed from a set of band groups $X$ as

$$\chi^{(X)} = k_B T \sum_n \left( \sum_{i \in X, n=1}^4 \Xi^{ij}_a + \sum_{i \in X, i<j}^6 \Xi^{i[j]}_a \right).$$

2.5 Physical interpretation of each contribution

Here, we discuss the physical meaning of the decomposition. As we have already seen in the derivation, $\chi_1$-$\chi_4$ are the intraband contributions, while $\chi_5$ and $\chi_6$ are the interband contributions. In particular, $\chi_1$ has the same form as Eq. (9), and therefore, is interpreted as a contribution from the Peierls substitution in the Wannier basis. Since the Peierls phase affects the hopping, $\chi_1$ is, more or less, a response from electrons hopping around, and thus, we regard $\chi_1$ as itinerant contribution.

On the other hand, $\chi_2$, $\chi_3$, $\chi_5$, and $\chi_6$ are finite in the presence of $H^{\dagger}_{1,2}$ and $S^{\dagger}_{1,2}$. By definition, $H^{\dagger}_{1,2}$ and $S^{\dagger}_{1,2}$ are short ranged if the Wannier functions are well localized. Therefore, we categorize these terms as local contributions. When we look at each term more closely, we can see that $\chi_2$ and $\chi_5$ include a single $g$ in the formula, and give contributions proportional to $f(E_\alpha)$, where $f$ is the Fermi distribution function and $E_\alpha$ is eigenenergy in the band group. Namely, these terms depend on the filling of the band group, and can be interpreted as atomic diamagnetism generaliz to the Wannier orbitals. In particular, $\chi_5$ renormalizes atomic diamagnetism via interband effects. Here, we use the term “diamagnetism” to match it to the conventional terminology in the case of real atoms, but in the case of the Wannier functions in tight-binding models, the sign of this term is not necessarily negative, and there can be “atomic paramagnetism”. Especially for a tight-binding model where the energy range of the bands is bounded, the orbital magnetic susceptibility induced by the Peierls phase has to vanish at zero temperature when the chemical potential is higher than the upper limit of the band energy. This is to satisfy the susceptibility sum rule. Therefore, the atomic diamagnetism associated with some band has to be compensated by the atomic “paramagnetism” associated with the other band.

In contrast to $\chi_2$ and $\chi_5$, $\chi_3$ and $\chi_6$ include two $g$'s in the formula, and give contributions proportional to $(f(E_\alpha) - f(E_\beta))/(E_\alpha - E_\beta)$. These terms can be interpreted as the contributions from the fluctuation of the local moment $L_z$, which account orbital Zeeman type susceptibility and van Vleck type susceptibility. Note that each band group can have multiple bands in our formalism, and thus, $\chi_3$, categorized into intraband component, can also contain van Vleck type responses between the bands inside the band group.

Finally, interpreting $L_z$ as a local moment, $\chi_4$ can be seen as a cross coupling between the local moment and itinerant motion of electrons by hopping, which is similar to the cross coupling between spins and itinerant motion that arises in models with spin Zeeman term.

These interpretations are summarized in Table I. It is worth noting that among the intraband terms $\chi_{1,2,3,4}$, only $\chi_2$ can have finite value in the zero temperature limit when the chemical potential is outside of the energy range of the corresponding band, since $\chi_2$ depends on the orbital filling itself rather than some fluctuations. Therefore, $\chi$ at the band gap should be from $\chi_{2,5,6}$ at zero temperature.

3. Application to Tight-Binding Models

Now, we move on to some demonstrations of the derived formula applied to some tight-binding models. The Wannier functions play a central role in this study. In the following, the Wannier functions are derived by projecting candidate wave functions $w_i^{\dagger}$ to the Hilbert space spanned by a specific band group. In $w_i^{\dagger}$, $i$ denotes the ith site just as in $w_i$ above, while $l$ is for indexing the candidates. This procedure is often used in deriving an initial guess for a Wannier function in the well known method to obtain maximally localized Wannier functions. Here, we adapt a method to derive
an initial guess for the tight-binding models. First, we compute Bloch wave functions \( \psi_{i,nk} \) for the target band group with the momenta \( k \) on a regular grid in the Brillouin zone, where \( n \) specifies a band in the band group. Then, we derive a matrix \( A_k \) whose matrix elements are \( (A_k)_{nl} = \sum_i \psi^*_{i,nk} w_{il} \), and perform its singular value decomposition as \( A_k = U_k A_k V_k^T \). Using these unitary matrices \( U_k \) and \( V_k \), the initial guess Wannier functions can be fixed as

\[
\psi_{i,2R} = \sum_k \sum_n e^{-i \mathbf{k} \cdot \mathbf{R}} \psi_{i,nk}(U_k V_k^T)_{n2},
\]

with appropriate normalization, where the lattice point dependence of the Wannier function is explicitly indicated by replacing \( \alpha \to 2\mathbf{R} \) with \( \alpha \) for the degrees of freedom other than the lattice points. The unitarity of \( U_k V_k^T \) combined with the orthogonality of the Bloch wave functions ensures the orthogonality of the obtained Wannier functions. In the following, we only work with simple models, and this “initial guess” already shows fairly good localization as we will see shortly.

### 3.1 Honeycomb lattice with sublattice potential

The first model we tackle is a honeycomb lattice model with a sublattice dependent potential.\(^{29}\) As illustrated in the inset in the middle of Fig. 2, the matrix \( H_{ij}^{(0)} \) in the original basis consists of the nearest neighbor pairs of sites \( t \), and A (B) sublattice potential \( +e (−e) \) for \( i = j \). The finite \( e \) induces a gap at the Dirac cones for the pristine honeycomb lattice model, enabling us to decompose the bands into the lower and the upper bands. We use \( t = −1 \) and \( e = 0.2 \), resulting in the gap size of 0.4\(|t|\). Because the sublattice potential accounts for the gap, the candidate wave function is chosen to be completely localized on a single A (or, B) sublattice. For instance, in order to have a Wannier function for the lower band, we set \( w_{i_1}^{(c)} = 1 \) only for the B sublattice (whose site potential is \( −e \) with \( e > 0 \)) in the unit cell at the origin \( (\mathbf{R} = 0) \) and \( w_{i_2}^{(c)} = 0 \) for the rest of the sites. We can see from Fig. 2 that the obtained Wannier functions are fairly well localized.

Figure 3 summarizes the calculated susceptibility \( \chi \) at \( T = 0.01|t| \) as a function of the chemical potential \( \mu \). As a reference, exact \( \chi \) obtained with Eq. (9) in the original basis is shown as a gray shadow in Fig. 3(a). It is confirmed that the total \( \chi \) obtained with Eqs. (39)-(41) matches with the exact result within the line width in the scale of Fig. 3(a). (Not shown to avoid making the figure busy.)

A notable feature in Fig. 3(a) is that \( \chi^{(1)} \), which is the contribution from the band group 1 (lower band), nicely approximates the exact result for \( \mu < 0 \). The same feature is also noticed by the smallness of the interband contribution \( \chi_5 + \chi_6 \) over the whole range of \( \mu \). This means that the decomposition into the contribution from each band is successful in this model with our choice of the Wannier functions.

Figures 3(a) and 3(b) also tell us that the diamagnetic response at the gap \( (\mu \sim 0) \) is from \( \chi_2 \), intraband contribution corresponding to the atomic diamagnetism of the Wannier function. Among the terms in Eq. (34) relevant to \( \chi_2 \), the terms involving \( [\gamma_\alpha, \eta_\beta] \) and \( [S^{(2)}_1, [H_0, S^{(2)}_1]] \) are zero in this specific model, and \( \chi_2 \) is contributed by the terms involving \( M_L \) and \( \{S^{(2)}_1, L^{(1)}_1\} \). As we have noted, the atomic diamagnetism associated with the lower band is compensated by the atomic paramagnetism associated with the upper band, and this is the reason that \( \chi_2 \) has positive slope when \( \mu \) is in the energy range of the upper band. The same kind of compensation is found in the following examples as well.

### 3.2 Honeycomb lattice with Kekulé type modulation

The next model is a honeycomb lattice model with Kekulé type hopping texture.\(^{30–32}\) Specifically, we introduce two types of hopping, \( t_0 \) and \( t_1 \), as illustrated in Fig. 4(a). With this texture, the six site cluster connected by \( t_0 \) bonds forms a unit cell, resulting in the Brillouin zone folding and gapping out the Dirac cones in the pristine honeycomb lattice. In this study, we set \( t_0 = t − \delta \), \( t_1 = t + 2\delta \), \( t = −1 \), and \( \delta = 1/15 \), which gives a gap...
of 0.4|t| at zero energy. The state with \( \delta = 1/15 \) is adiabatically connected to the state with \( t_1 \to 0 \) (\( t_0 \neq 0 \)). In this limit, the system consists of six site clusters decoupled with each other. Then, each cluster can be regarded as a one-dimensional periodic chain with six sites, whose eigenstates can be expressed as plane waves along the chain \( \psi_n \sim e^{ik_n x} \) with \( k_n = \frac{2 \pi n}{N} \), where \( a \) denotes the unit length and \( n = \{0, \pm 1, \pm 2, 3\} \).

We use \( \psi_{\text{cluster}}^n \) with \( n = 0, \pm 1 \) as the candidate wave functions to build Wannier functions for the three bands at \( E < 0 \). [See Figs. 4(b)-4(d)] The obtained Wannier functions look fairly well localized [Fig. 4(b)]. Then, these Wannier functions are used to decompose the susceptibility in the contributions from the band group 1 (bands at \( E < 0 \)) and the band group 2 (bands at \( E > 0 \)), which are shown in Fig. 5. As in the previous example, the exact \( \chi \) obtained with the original basis is shown as gray shade in Fig. 5(a). Similarly to the previous example, \( \chi^{(1)} \) approximates the exact result very well for \( \mu < 0 \) [Fig. 5(a)], and the diamagnetism in the gap (\( \mu \sim 0 \)) is mostly contributed from \( \chi_2 \), signaling that the decomposition is effective and useful in this model with our choice of the Wannier functions.

Closely looking at the band structure, we notice that there is a small gap between the lowest band and the second lowest band [Fig. 4(e)]. Therefore, in principles, it is possible to decompose the bands into four band groups, the lowest, the second lowest (having two bands), the second highest (having two bands), and the highest band groups, instead of the two band groups (\( E < 0 \) and \( E > 0 \)). In the decomposition into the two groups, the condition for the Wannier function is that three Wannier functions should cover the space spanned by the three bands. On the other hand, in the decomposition into the four groups, the condition is that one Wannier function should strictly generate the space spanned by the lowest band, and two Wannier functions should cover the space spanned by the second lowest band group. Specifically, we use \( \psi_{\text{cluster}}^0 \) for the lowest band, and \( \psi_{\text{cluster}}^\pm \) for the second lowest band group. That is, there is stronger restriction in the four-group decomposition than the two-group decomposition. Because of this stronger restriction, the Wannier functions for the four-group decomposition [Fig. 4(f)] are less localized compared with those for the two-group decomposition [Fig. 4(b)].

The susceptibility obtained with the less localized Wannier functions is summarized in Fig. 6. As a sanity check, it is confirmed that we still have good agreement with the exact result if we collect all the terms, which strongly supports the validity of our formulation itself. However, when it comes to the quality of the approximation, the quality of the Wannier functions does matter.

Fig. 4. Band structure, candidate wave functions, and Wannier functions for the honeycomb lattice model with Kekulé type distortion. (a) Schematic picture of the model. (b,f) The obtained Wannier functions for the case (b) with the two band groups and (f) with the four band groups, respectively. (c,e) Band structure with band groups marked with the numbers. (d) Candidates are initial guess to obtain the Wannier functions.

Fig. 5. Susceptibility at \( T = 0.01|t| \) as a function of chemical potential for the honeycomb lattice model with Kekulé type distortion, where the six bands are decomposed into two band groups.

Fig. 6. Susceptibility at \( T = 0.01|t| \) as a function of chemical potential for the honeycomb lattice model with Kekulé type distortion, where the six bands are decomposed into four band groups.
If we focus on $\chi^{(1,2)}$ in Fig. 6(a), which corresponds to the contribution from the band at $E < 0$ (including the interband contribution between the band group 1 and 2), we can see some deviations from the exact result for $E < 0$. Inside the gap ($\mu \sim 0$), the deviation is from both $\chi_5$ and $\chi_6$ [Fig. 6(b)]. Another notable feature is found at $\mu \sim -2$, where there is a small gap between the lowest and the second lowest band. We find cancellation between the diamagnetic contribution from the intraband term $\chi_2$ and the paramagnetic contribution from the interband term $\chi_6$ [Figs. 6(a) and 6(b)]. Because of the small gap, the van Vleck type response is enhanced, but we know from the exact result by the original basis that there is no paramagnetic peak, and this discrepancy is resolved by the intraband atomic diamagnetism of the Wannier functions.

In short, this example tells us that the Wannier functions have to be carefully chosen to make the decomposition into each band effective. Both of $\chi^{(1)}$ in Fig. 5 and $\chi^{(1,2)}$ in Fig. 6 are for the contribution from the bands in $E < 0$. [See Figs. 4(c) and 4(e) for the numbering of the bands.] However, looking at the susceptibility at $\mu = 0$, $\chi^{(1)}$ in Fig. 5 is much closer to the exact result shown by the gray shadow than $\chi^{(1,2)}$ in Fig. 6, and this difference is originated from the difference in the Wannier functions [Figs. 4(b) and 5(f)].

### 3.3 Decorated square lattice model

Before going to the discussion part, we work on a lattice other than the honeycomb type. The model we handle here is a decorated square lattice model, which is a square network of diamond-shape four-site clusters as illustrated in the inset of Fig. 7. We have three parameters, $t_0$, $t_1$, and $d$. $t_0$ and $t_1$ are the hopping parameters within the four-site cluster and between the clusters, respectively, while $d$ determines the size of the diamond-shape cluster, i.e., the distance between the center and the vertex of the diamond. We set $t_0 = -1$, $t_1 = -0.5$, and $d = 1/5$ (in the unit of the lattice constant). With this choice, the bands are decomposed into three groups. It is noticed that these three bands are dominated by $s$-like, $p_{x,y}$, $d_{x^2-y^2}$-like orbitals on the four site cluster, and thus, we use candidate wave functions completely localized on a single cluster with $s$-, $p_{x,y}$-, $d_{x^2-y^2}$-like symmetry to obtain the Wannier functions (Fig. 7).

The calculated susceptibility is summarized in Fig. 8. As the previous examples, the exact result is shown as gray shade in Fig. 8(a). We notice that $\chi^{(1)}$, which is the contribution from the band group 1 (the lowest band), gives a good approximation for the lower half of the lowest band ($\mu < -2$), and $\chi^{(1,2)}$, which represents the contributions from the band groups 1 and 2 (including the interband terms between the band groups 1 and 2), nicely agrees with the exact result for $\mu < 0$. However, $\chi^{(1)}$ fails to reproduce the exact result in the gap between the band groups 1 and 2, and the deviation is from $\chi_6$ [Fig. 8(b)]. Another interesting feature found in Fig. 8(b) is that $\chi_4$, which is the cross term between the itinerant motion and the local moment, compensates the sharp peaks in $\chi_3$ to restore the exact result, telling us that the cross term cannot be simply neglected.

In Fig. 8(a), we focus on the region $-1.5 < \mu < -0.5$ where the chemical potential is located inside the gap between the lowest and the second-lowest bands. In this region, $\chi^{(1)}$ has a negative finite value while $\chi^{(2)}$ is zero. However, $\chi^{(1)}$ shows a significant deviation from the correct susceptibility given by the gray shadow. This means that $\chi^{(1)} + \chi^{(2)}$ is not a good approximation for the susceptibility in this region of $\mu$. On the other hand, $\chi^{(1,2)}$ is a good approximation in the same region. As we can see from Eq. (42), $\chi^{(1,2)}$ differs from $\chi^{(1)} + \chi^{(2)}$ by

$$k_B T \sum_n (\Xi^{[1,2]}_n + \Xi^{[1,2]}_n),$$

namely by the interband contributions. This is a typical example in which the decomposition method has a crucial effect on the calculated susceptibility.

### 4. Discussion and Summary

#### 4.1 Wannierization dependence

Along the course of this study, we learned that the quality of the Wannier functions has no effect on the total susceptibility, while it strongly affects the quality of the decomposition. Naively, one may find that this is a contradiction, since generically two sets of Wannier functions are related by a unitary transformation and our formula involves matrix traces. The origin of
the Wannier function dependence of the decomposition can be traced back to the definitions of $S^i_{1,2}$ and $H^i_{1,2}$, i.e., Eqs. (25)-(28). Since $\phi_{r_\mu,\alpha}^\dagger$ and $\phi_{r_\mu,\beta}^\dagger$ depend on the Wannier centers $r_{\alpha\beta}$, which are computed from the given Wannier functions, Eqs. (25)-(28) are acutally not simple unitary transformation from the original basis. Then, $S^i_{1,2}$ and $H^i_{1,2}$ for two different sets of Wannier functions may not be related by a unitary transformation, even if the two sets of Wannier functions span the same band groups.

The Wannierization dependence gives us a chance to optimize Wannier functions for susceptibility decomposition. Generically speaking, the decomposition becomes particularly powerful if we can suppress the interband contribution. Looking at the definitions, we notice that one of the interband contribution $\chi_5$ vanishes if $S^i_1 = 0$. Note that the matrix element $(S^i_1)_{\alpha\beta}$ for pairs of Wannier functions sharing the Wannier center is zero since $\phi_{r_\mu,\alpha}^\dagger \phi_{r_\mu,\beta}^\dagger = 0$ when $r_{\alpha} = r_{\beta}$. Then, if the given Wannier functions are very well localized such that the overlap between the pairs of Wannier functions not sharing the Wannier center is small, we expect that $\chi_5$ is small due to the small $S^i_1$. In the case where $\chi_5$ is negligible, we have $\chi = \chi_2 + \chi_6$ at zero temperature when $\mu$ is in some energy gap. Using the hermitian nature of $L^2$, it is straightforward to show that the remaining interband contribution $\chi_6$ is always positive. Then, minimizing the interband contribution $\chi_6$ means minimizing the negative, or diamagnetic contribution to $\chi_2$ since the sum is fixed. Very naively, we can make the diamagnetic contribution in $\chi_2$ small by using well localized Wannier functions, since $\chi_2$ corresponds to the atomic diamagnetism of Wannier orbitals. From all above, we speculate that using compact Wannier functions results in better decomposition with smaller interband contributions. However, we have to do much more extensive surveys to be conclusive.

4.2 Berry connections

It has been briefly noted that Eq. (32) is a key to obtain our formula. In order to elaborate this argument, we introduce $\tilde{q}_\mu$ as

$$W^\dagger \tilde{r}_\mu W = \tilde{r}_\mu + \tilde{q}_\mu. \quad (45)$$

By definition, we have $(\tilde{q}_\mu)_{\alpha\beta} = \sum_i d_{ij} w_{i\alpha}^* w_{i\beta}$ $(\alpha \neq \beta)$, i.e., $\tilde{q}_\mu$ is for the offdiagonal matrix elements of the position operator in the Wannier basis. When the system has lattice translation symmetry, it is convenient to include lattice point positions in the index to specify the Wannier functions as $w_{i\alpha} \rightarrow w_{i,\alpha \mathbf{R}}$, where $\mathbf{R}$ and $\alpha$ denote the lattice point and the remaining degrees of freedom in the unit cell, respectively. Then, we can construct a Bloch wave function corresponding to $w_{i,\alpha \mathbf{R}}$ as

$$\psi_{i,\alpha \mathbf{R}} = \sum_{\mathbf{R}} e^{i \mathbf{k} \cdot \mathbf{R}} w_{i,\alpha \mathbf{R}}. \quad \text{Then, it is known}^{29,35} \text{ that we have}$$

$$(\tilde{q}_\mu)_{\alpha \mathbf{R} \beta \mathbf{R}'} = \frac{i}{N} \sum_k e^{i \mathbf{k} \cdot (\mathbf{R} - \mathbf{R}')} \sum_i u_{i,\alpha \mathbf{R}}^* \frac{\partial w_{i,\beta \mathbf{R}}}{\partial \mathbf{k}_\mu}, \quad (46)$$

where $w_{i,\alpha \mathbf{R}}$ is the periodic part of the Bloch wave function extracted as $w_{i,\alpha \mathbf{R}} = e^{-i \mathbf{k} \cdot \mathbf{r}} \psi_{i,\alpha \mathbf{R}}$. Equation (45) also gives

$$W^\dagger \tilde{r}_\mu W = \tilde{r}_\mu + i[\tilde{q}_\mu, H_0]. \quad (47)$$

Comparing Eq. (9) and Eqs. (39)-(41), we know that $\chi_6$ contains at least one $\tilde{q}_\mu$, namely, the quantity $\tilde{q}_\mu$ that accounts for the difference between $W^\dagger \tilde{r}_\mu W$ and $\tilde{r}_\mu$ indeed generates $\chi_6$. Apparently from Eq. (46), $\tilde{q}_\mu$ is related to the Berry connection, and it is interesting that the terms $\chi_6$ are generated because of that. Note that the second term at the right hand side of Eq. (47) corresponds to $p_{\mu} v_{\mu}$ in Ref. 19, which plays an essential role in applying the sum rule. Also, it is worth noting that the Berry curvature plays an important role in the semiclassical theory of the orbital magnetic susceptibility through the anomalous velocity. These observations suggest that our formula complements the previous formulae relying on the Berry connection. Equipped with our formalism, we can use the matrices $S^i_{1,2}$ and $H^i_{1,2}$ to calculate the susceptibility, instead of the Bloch wave functions and their connections. Which formula, the formula in this paper or the former ones, does perform better may depend on situations. However, the current formula gives intuitive understanding of the origin of the susceptibility as summarized in Table I.

4.3 Summary and Outlook

To summarize, we have proposed a new formula to decompose the orbital magnetic susceptibility in the contributions from each band, and we have demonstrated the decomposition in some simple models. Here, we took a tight-binding model as a starting point. Since the size of the Hilbert space of the tight-binding model is finite, we can always get a rigorous result without any concerns about truncation error, making the evaluation of the decomposition easy and clear. We believe that almost the same procedure can be applicable to continuum models. Namely, once the explicit formula for $S^i_{1,2}$ and $H^i_{1,2}$ are obtained, the rest of the derivation will not be changed. Nowadays, it becomes more and more common to use Wannier functions obtained in the first-principles calculation for analyzing properties of real materials. In this situation, it is an interesting and important future work to demonstrate the decomposition in continuum models, having a generic formula working in real materials as an ultimate goal.

The work was partially supported by JSPS KAKENHI Grants No. JP17K14358 (T.K.), No. JP20K03844 (T.K.), and No. JP18H01162. Part of the computations in this work has been done using the facilities of the Supercomputer Center, the Institute for Solid State Physics, the University of Tokyo.

Appendix: Derivation of the formula

In the original bases, the Green function $G_{ij}(z, \mathbf{B})$ is defined through the equation

$$\sum_j \mathcal{L}_{ij}(z) e^{i \mathbf{A}_l \cdot \mathbf{r}_j} G_{jk}(z, \mathbf{B}) = \delta_{ik} \quad (A-1)$$

with

$$\mathcal{L}_{ij}(z) = z \delta_{ij} - H_{ij}^{(0)}. \quad (A-2)$$
Our goal is to expand the Green function $G_{ij}(z, B)$ up to the second order in $B$. In the following, we abbreviate $G_{jk}(z, B)$ as $G_{jk}$ and $Z_{ij}(z)$ as $Z_{ij}$.

Now, we introduce an ansatz,

$$G_{jk} = \sum_{\alpha\beta} \tilde{w}_{j\alpha} \hat{G}_{\alpha\beta} \tilde{w}_{k\beta}^*, \quad (A-3)$$

with

$$\tilde{w}_{i\alpha} = e^{i\hat{A}_{r_i} r_\alpha} w_{i\alpha}. \quad (A-4)$$

Here, $w_{i\alpha}$ is a Wannier orbital indexed by $\alpha$, and $r_\alpha$ is a Wannier center, i.e.,

$$r_\alpha = \langle w_{i\alpha} | r | w_{i\alpha} \rangle = \sum_r r_i w_{i\alpha}^* w_{i\alpha}. \quad (A-5)$$

Using the ansatz, we have

$$\text{Tr}G = \sum_i \sum_{\alpha\beta} \tilde{w}_{i\alpha} \hat{G}_{\alpha\beta} \tilde{w}_{i\beta}^* = \text{Tr} \hat{G} \hat{S} = \text{Tr} \hat{G} \hat{S} \quad (A-6)$$

with

$$\hat{S}_{\alpha\beta} = \sum_i \tilde{w}_{i\alpha}^* \tilde{w}_{i\beta} \quad (A-7)$$

and $\hat{G} = \hat{G} \hat{S}$. Then, Eq. (A-1) becomes

$$\sum_j Z_{ij} e^{i\hat{A}_{r_j} r_\beta} \tilde{w}_{j\beta} \hat{G}_{\beta\gamma} \tilde{w}_{k\gamma} = \delta_{ik}, \quad (A-8)$$

leading to

$$\sum_{ijk\gamma} Z_{ij} e^{i\hat{A}_{r_j} r_\beta} \tilde{w}_{j\beta} \hat{G}_{\beta\gamma} \tilde{w}_{k\gamma} = \sum_i \tilde{w}_{i\alpha} \tilde{w}_{i\beta}. \quad (A-9)$$

This can be rewritten as

$$\sum_{ij\beta} w_{i\alpha}^* Z_{ij} e^{i\hat{A}_{r_j} r_\beta} \tilde{w}_{j\beta} \hat{G}_{\beta\gamma} \tilde{w}_{k\gamma} = S_{\alpha\gamma}, \quad (A-10)$$

where $\mathcal{G}$ and $S$ are introduced as

$$\hat{G}_{\beta\gamma} = e^{i\hat{A}_{r_\beta} r_\gamma} \mathcal{G}_{\beta\gamma}, \quad \hat{S}_{\alpha\gamma} = e^{i\hat{A}_{r_\alpha} r_\gamma} \mathcal{S}_{\alpha\gamma}, \quad (A-11)$$

and

$$\Phi_{r_\alpha r_\beta r_\gamma} = A_{r_\alpha} + A_{r_\beta} + A_{r_\gamma} - A_{r_\alpha} A_{r_\beta} A_{r_\gamma}, \quad (A-12)$$

$$\Phi_{r_\alpha r_\beta r_\gamma} = A_{r_\alpha} A_{r_\beta} + A_{r_\beta} A_{r_\gamma} + A_{r_\gamma} A_{r_\alpha}, \quad (A-13)$$

Note that both $\mathcal{G}_{\beta\gamma}$ and $\mathcal{S}_{\alpha\gamma}$ are related to $G_{\beta\gamma}$ and $S_{\alpha\gamma}$, respectively, as defined in Eq. (A-1).

Similarly, the second order contribution involves a term like

$$\sum_{\beta\gamma} X_{\alpha\beta} Y_{\beta\gamma} \Phi_{r_\alpha r_\beta r_\gamma}, \quad (A-25)$$

in a series of $\Phi_{r_\alpha r_\beta r_\gamma}$, which can also be written as

$$\Phi_{r_\alpha r_\beta r_\gamma} = \frac{B}{2} \left[ (r_\alpha - r_\beta) \times (r_\gamma - r_\beta) \right]$$

$$= -\beta_{\alpha\lambda} (r_{\alpha\nu} - r_{\beta\nu}) (r_{\beta\lambda} - r_{\gamma\lambda}), \quad (A-26)$$

with $\beta_{\alpha\lambda} = B_\mu \epsilon_{\mu\nu\lambda}/2$ and $r_{\alpha\nu}$ being $\nu$ component of $r_{\alpha}$.

The first order contribution involves a term like

$$\sum_{\beta\gamma} \Phi_{r_\alpha r_\beta r_\gamma} = \delta_{\alpha\beta} X_{\alpha\beta} Y_{\beta\gamma}$$

with

$$\langle \hat{r}_\nu \rangle_{\alpha\gamma} = r_{\alpha\nu} \delta_{\alpha\beta}. \quad (A-28)$$

Similarly, the second order contribution involves

$$\sum_{\beta\gamma} X_{\alpha\beta} Y_{\beta\gamma} \Phi_{r_\alpha r_\beta r_\gamma}^2$$

$$= \left( \beta_{\alpha\lambda} \beta_{\nu\lambda} \phi_{r_{\alpha\nu}, \hat{X}} \phi_{r_{\beta\lambda}, \hat{Y}} \right)_{\alpha\gamma}. \quad (A-29)$$
Now, approximating $G$ as
\begin{equation}
G \sim g + \frac{q}{\hbar} g_1 + \frac{q^2}{\hbar^2} g_2 \tag{A-30}
\end{equation}
where $g_i$ is in the $i$th order in $B_\mu$ and $g \equiv g_0$. In the zeroth order in $B_\mu$, Eq. (A-14) leads to
\begin{equation}
L g = 1. \tag{A-31}
\end{equation}
In the first order in $B_\mu$, Eq. (A-14) gives
\begin{equation}
L_1 g + L g_1 - i \beta_{\nu\lambda}[\tilde{r}_\nu, L][\tilde{r}_\lambda, g] = S_1, \tag{A-32}
\end{equation}
ext in convenient forms in $S_2$ and $S_3$, we have
\begin{equation}
\text{Tr} g_2^{(1)} = \text{Tr} M g - \frac{1}{2} \text{Tr}[S_2, L] g = - \frac{\partial}{\partial z} \text{Tr} M g \tag{A-46}
\end{equation}
where the last identity follows from $\text{Tr}[S_2, L] g = \text{Tr}[g, S_2] = 0$ and
\begin{equation}
\frac{\partial g}{\partial z} = - g^2. \tag{A-47}
\end{equation}

**Term 2** Introducing a symmetrized operator $L$ instead of $\tilde{L}$ as
\begin{equation}
L = H_1 - \frac{1}{2} \{ S_1, H_0 \} \tag{A-48}
\end{equation}
we have
\begin{equation}
g^{(2)} = g \left( L - \frac{1}{2} \{ S_1, L \} \right) \left( L + \frac{1}{2} \{ S_1, L \} \right) g 
\end{equation}
\begin{equation}
= g L g L g - \frac{1}{4} \{ S_1, g \} L g - g L [g, S_1] \tag{A-49}
\end{equation}
For the first term of the right hand side, we obtain
\begin{equation}
\text{Tr} g L g L g = \frac{1}{2} \text{Tr} (L^2 g^2 + L g^2) 
\end{equation}
\begin{equation}
\quad = - \frac{1}{2} \frac{\partial}{\partial z} \text{Tr} L g L g. \tag{A-50}
\end{equation}
For the second term, we evaluate
\begin{equation}
\text{Tr} \{ S_1, g \} L g - g L [g, S_1] 
\end{equation}
\begin{equation}
\quad = \text{Tr} (g S_1 L g + S_1 g L g - g L g S_1) \tag{A-51}
\end{equation}
and for the third term, we evaluate
\begin{equation}
\text{Tr} \{ S_1, g \} L g, S_1 \}
\end{equation}
\begin{equation}
\quad = \text{Tr} (S_1 g S_1 + S_1 S_1 S_1 - S_1 g S_1) \tag{A-52}
\end{equation}
where the last line follows from
\begin{equation}
S_1 L S_1 = \frac{1}{2} [S_1^2, L] - \frac{1}{2} \{ S_1, S_1, L \}. \tag{A-53}
\end{equation}
Combining the above equations, $g^{(2)}$ becomes
\begin{equation}
\text{Tr} g^{(2)} = - \frac{1}{2} \frac{\partial}{\partial z} \text{Tr} [L g L g - \{ S_1, L \} g - \frac{1}{4} \{ S_1, H_0, S_1 \} g]. \tag{A-54}
\end{equation}

**Term 3** Using $\text{Tr} [A, B, C] = \text{Tr} [A, B] C$ and $\beta_{\nu\lambda} g_{\nu\lambda} = \beta_{\nu\lambda} g_{\lambda\nu} = \beta_{\nu\lambda} g_{\nu\lambda} = 0$, we obtain
\begin{equation}
\text{Tr} g^{(3)} = \beta_{\nu\lambda} \text{Tr} (g \nu L g^\lambda - g^\lambda g \nu L g - g L g^\lambda g \nu) 
\end{equation}
\begin{equation}
= \beta_{\nu\lambda} \text{Tr} (g^\lambda g \nu L g + g \nu L g g^\lambda L g + g L g^\lambda g \nu) 
\end{equation}
\begin{equation}
- \frac{1}{2} \frac{\partial}{\partial z} \text{Tr} (g^\lambda S_1 L g + g^\lambda g \nu [S_1, g] + \{ S_1, g \} g^\lambda g \nu). \tag{A-55}
\end{equation}
For the first term of the right hand side, we evaluate
\[ \text{Tr}(g \gamma_3 L g \gamma_0 g + g \gamma_0 g \gamma_3 L g + L g \gamma_0 g \gamma_3 g) = \text{Tr}(L g \gamma_0 g \gamma_3 g + L g \gamma_0 g \gamma_3 g) \]
\[ = -\frac{\partial}{\partial z} \text{Tr} L g \gamma_0 g \gamma_3 g. \quad (A.56) \]
For the second term, we evaluate
\[ \beta_\alpha \text{Tr}(g \gamma_3 [S, L] g - g \gamma_0 [S, L] g), \]
\[ = \beta_\alpha \text{Tr}(g \gamma_3 S_1 g - g \gamma_0 S_1 g - g \gamma_0 S_1 g) \]
\[ = \beta_\alpha \text{Tr}(g \gamma_3 S_1 g + g S_1 g \gamma_3 g) \]
\[ = \beta_\alpha \text{Tr}(g \gamma_3 S_1, \gamma_3 g) + g S_1 g \gamma_3 g. \quad (A.57) \]
where the second line is from
\[ \beta_\alpha \text{Tr}(g \gamma_3 g S_1 + S_1 g \gamma_3 g) = \beta_\alpha \text{Tr}(S_1 g \gamma_3 g + S_1 g \gamma_0 g \gamma_3 g), \quad (A.58) \]
and the last line is from
\[ g \lambda X g + g X g \lambda = i[\hat{r}_\lambda, X g] - ig[\hat{r}_\lambda, X g]. \quad (A.59) \]
Combining the above equations, Tr\(g^{(3)}\) becomes
\[ \text{Tr} g^{(3)} = -i \frac{\partial}{\partial z} \left( \beta_\alpha L g \gamma_0 g \gamma_3 g = -\frac{\beta_\alpha}{2} \text{Tr} g \gamma_0, i[\hat{r}_\lambda, S_1] g \right). \quad (A.60) \]
\textbf{Term 4} For the case \( B = \{0, 0, B_z\} \), we can simplify \( \text{Tr} g^{(4)} \) following the procedure in Ref. 24, as
\[ \text{Tr} g^{(4)} = \frac{B_z^2}{8} \frac{\partial}{\partial z} \left( (\gamma_x g \gamma_3 g + \gamma_y g) g g \gamma_3 g + (x \leftrightarrow y) \right). \quad (A.61) \]
Collecting the all terms, we eventually obtain for \( B = \{0, 0, B_z\} \)
\[ \frac{\partial^2}{\partial B_z^2} \text{Tr} g = \left( A \frac{\partial}{\partial z} \text{Tr} \left( M_z - \frac{i}{2} ([\gamma_x, \eta_0] - [\gamma_y, \eta_2]) \right) g \right) \]
\[ + \frac{\partial}{\partial z} \left( S_1, L_z \right) g \left( H_0, S_1 \right) \]
\[ - \frac{\partial}{\partial z} \text{Tr} L g \gamma_0 L g - i \frac{\partial}{\partial z} \left( \gamma_x g \gamma_3 g - \gamma_y g \gamma_3 g \right) g \]
\[ + \frac{1}{4} \frac{\partial}{\partial z} \left( \gamma_x g \gamma_3 g + \gamma_y g \gamma_3 g + (x \leftrightarrow y) \right) \]
where \( S_1, S_2, L_z, \) and \( M_z \) are introduced through
\[ S_1 = S^2_1 B_z, \quad S_2 = \frac{1}{2} S^2_2 B_z, \quad \]
\[ L = L_z B_z, \quad M = \frac{1}{2} M_z B_z, \quad \]
and \( \eta_\lambda \) is defined as
\[ \eta_\lambda = i[\hat{r}_\lambda, S^2_1]. \quad (A.65) \]
For the calculation of \( \chi \), we need \( \text{Tr} G \) as shown in Eq. (8). Now
\[ \text{Tr} G = \text{Tr} \hat{G} = \text{Tr} G = \text{Tr} \left( g + \frac{q}{h} g_1 + \frac{q^2}{h^2} g_2 \right). \quad (A.66) \]
Therefore, Eq. (A.62) leads to Eq. (16).
Finally, let us check the susceptibility formula in the original basis. Comparing Eqs. (A.1) and (A.14), we notice that the formula in the original basis can be obtained by
\[ H_0 \rightarrow H^{(0)}, \quad r_{\alpha \nu} \rightarrow r_{\alpha \nu}, \quad H_{1.2} = S_{1.2} = 0. \quad (A.67) \]
This means that only the last term of Eq. (A.62) remains, and thus we reproduce the result in Eq. (9).
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