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Circuit obfuscation is a recently proposed defense mechanism to protect the intellectual property (IP) of digital integrated circuits (ICs) from reverse engineering. There have been effective schemes, such as satisfiability (SAT)-checking based attacks that can potentially decrypt obfuscated circuits, which is called deobfuscation. Deobfuscation runtime could be days or years, depending on the layouts of the obfuscated ICs. Hence, accurately pre-estimating the deobfuscation runtime within a reasonable amount of time is crucial for IC designers to optimize their defense. However, it is challenging due to (1) the complexity of graph-structured circuit; (2) the varying-size topology of obfuscated circuits; (3) requirement on efficiency for deobfuscation method. This study proposes a framework that predicts the deobfuscation runtime based on graph deep learning techniques to address the challenges mentioned above. A conjunctive normal form (CNF) bipartite graph is utilized to characterize the complexity of this SAT problem by analyzing the SAT attack method. Multi-order information of the graph matrix is designed to identify the essential features and reduce the computational cost. To overcome the difficulty in capturing the dynamic size of the CNF graph, an energy-based kernel is proposed to aggregate dynamic features into an identical vector space. Then, we designed a framework, Deep Survival Analysis with Graph (DSAG), which integrates energy-based layers and predicts runtime inspired by censored regression in survival analysis. Integrating uncensored data with censored data, the proposed model improves the standard regression significantly. DSAG is an end-to-end framework that can automatically extract the determinant features for deobfuscation runtime. Extensive experiments on benchmarks demonstrate its effectiveness and efficiency.
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1. INTRODUCTION

The considerable high capital costs on semiconductor manufacturing motivate most hi-tech companies to outsource their designed integrated circuits (ICs) for fabrication. Despite the reduced cost and other benefits, this trend has led to ever-increasing security risks, such as concerns of risks on IC counterfeiting, piracy, and unauthorized overproduction by the contract foundries (Subramanyan et al., 2015). The overall financial risk caused by such counterfeit and unauthorized
ICs was estimated to be over $169 billion per year (Informa.com, 2012). The major threats from attackers arise from reverse engineering an IC by fully identifying its functionality layer-by-layer and extracting the unveiling gate-level netlist. To prevent such reverse engineering, IC obfuscation techniques have been extensively researched in recent years (Yasin et al., 2017). The general idea is to obfuscate some gates in an IC so that their gate type cannot be determined by reverse engineering optically, yet they preserve the same functionality as the original gates. As shown in Figure 1A, obfuscation is a process that selects a part of the circuit (in pink) and modifies the structure, whose functionality can be retrieved only if correct keys are provided at the additional input gates.

Such techniques were highly effective until recently, when attacking techniques based on logical attackers were invented and widely applied (El Massad et al., 2015). More recently, efficient methods, such as satisfiability (SAT)-checking based attacks have been proposed, which have attracted enormous attention (Liu et al., 2016). The runtime of reverse engineering by SAT attack on the IC mostly depends on the complexity of the obfuscated IC, which can vary from milliseconds to days or years. Therefore, a successful obfuscation requires a prohibitive amount of time (i.e., many years) for attackers to deobfuscate. However, gates to obfuscate come at a high cost in finance, power, and space; such trade-off forces us to search for an optimal layout instead of purely increasing their quantity. Therefore, the best set of gates for obfuscating maximizes the runtime for deobfuscating. However, until present, selecting the best set of gates is still generally based on human heuristics or experience, which is seriously arbitrary and suboptimal (Khaleghi and Rao, 2018). This is due to the inability to “try and error” all the different ways of obfuscation, as there are millions of combinations to try, and the runtime for each try (i.e., to run the attacker) can be extremely time-consuming. This situation also causes the early stop of numerous attack simulations since the unknown attack times may be dramatically long, and the computational resource is limited. Such incomplete simulations cannot be used by normal regression models due to their inaccurate labels (i.e., early stop time). These incomplete records are similar to censored data in survival analysis (Wang et al., 2019), as shown in Figure 1B. The actual event of censored data (i.e., the actual time of finishing deobfuscation) is unknown; however, the censored time point is recorded. For uncensored data, the recorded time is the exact time taken for completing deobfuscation.

This research topic is vastly underexplored because of its significant challenges: (1) Difficulty in characterizing the hidden and sophisticated algorithmic mechanism of attackers. Over the recent years, a large number of deobfuscation methods have been proposed with various techniques (Khaleghi and Rao, 2018). In order to practically beat the attackers, methods with sophisticated theories, rules, and heuristics have been proposed and adopted. The behavior of such highly non-linear and strongly coupled systems is prohibitive for conventional simple models [e.g., linear regression and support vector machine (Bishop and Mitchell, 2006)] to characterize. (2) Difficulty in extracting determinant features from discrete and dynamic graph-structured ICs. The inputs of the runtime estimation problem are the ICs with selected obfuscated gates. Conventional feature extraction methods are not intuitively applied to such type of varying-structured data without significant information loss. Hence, it is highly challenging to intactly formulate and seamlessly integrate them as mathematical forms that can be input to conventional machine learning models. (3) Requirement on high efficiency for deobfuscation runtime estimation. The key to the defense against deobfuscation is speed. The faster the defender can estimate the deobfuscation runtime for each candidate set of obfuscated gates, the more candidate sets the defender can estimate, hence, the better the obfuscation effect will be. Moreover, the estimation speed of deobfuscation runtime must not be sensitive to different obfuscation strategies in order to make the defender strategy controllable.

This study addresses all the above challenges and proposes the first generic framework for deobfuscation runtime prediction, based on conjunctive normal form (CNF) graph representation for obfuscated circuits. The major contributions of this paper are:

- Formulating a graph learning framework with survival analysis for predicting deobfuscation runtime. In the proposed method, a graph-based model is built by transforming obfuscated ICs into a CNF graph. The model then learns the relationship between the complexity of the CNF graph and deobfuscation runtime. By introducing survival analysis, the model can integrate complete simulations with incomplete simulations, significantly improving the prediction performance.

- Proposing a feature extraction method for deobfuscation runtime estimation based on graph deep learning. To model SAT-based deobfuscation, a multi-order CNF graph is proposed to derive informative representations from obfuscated ICs. Such an end-to-end deep graph regressor can automatically extract the discriminative features that are determinants to estimate the deobfuscation runtime to achieve accurate runtime prediction.

- Designing an energy-based neural layer to process varying-size of graph data. To unify the dynamic topology of the CNF graph, this study innovatively leveraged the energy of restricted Boltzmann machines to quantify the complexity of CNF. The bipartivity of the CNF graph is highly utilized to optimize the computational cost.

- Conducting comprehensive experimental evaluations and analyses on multiple datasets. The proposed method is compared with several state-of-the-art methods on three benchmark datasets. The analyses of the performance and effectiveness demonstrated the advantage of our method.

2. PROBLEM SETUP

Mathematically, solving the IC deobfuscation problem is often considered equivalent to solving the Boolean SAT of a CNF (Yasin et al., 2016a; Shamsi et al., 2017; Zhou et al., 2017; Roshanisefat et al., 2018; Xie and Srivastava, 2018; Zamiri Azar et al., 2018). Specifically, the obfuscated IC, where several gates
have been encrypted by replacing old gates with new gates and adding key inputs, can be equivalent to the original IC only when the key inputs are correctly inferred. Such a problem is routinely formulated as a CNF expression, and solving this problem is equivalent to solving a standard SAT problem, which has been proved to be NP-complete (Cook, 1971; Karp, 1972). This means that the solving runtime of obfuscated IC cannot be tightly estimated theoretically, and hence, an accurate runtime prediction method is imperative for obfuscation assessment. Therefore, the runtime prediction is dependent on the CNF expression because it stores all the necessary information for runtime estimation, as mentioned above. As a standard formula of a Boolean expression, CNF is a conjunction of one or more clauses, where a clause is a disjunction of variables. In other words, in CNF, different clauses are connected by “AND” operators, while each clause consists of one or more variables (or their negations) connected by “OR” operators. In practice, the CNF formation of an obfuscated IC can be conventionally generated through a set of handwritten rules (Subramanyan et al., 2015).

The above is a new yet extremely challenging research problem that involves three major technical challenges: 

1. **Difficulty in representing CNF in an intact and structured way for a machine learning model.** CNF, though typically written as a sequence, is mathematically not a sequence as the order among different clauses is meaningless. Moreover, one variable can appear in multiple clauses with or without their negation forms, which further complicates its representation. However, there is no such existing machine learning technique that is designed for directly modeling varying-size CNF expression; however, extracting handcrafted features from the technique will surely cause loss of information and would be easily biased.

2. **Difficulty in learning the mapping from the CNF to the runtime.** Different from conventional inputs of machine learning models, CNF inherently endorses logical operators (typically discrete) instead of numerical operators. Moreover, it is imperative, yet challenging, to automatically learn the determinant features that decide how “time-consuming” deobfuscating a CNF is.

**Problem Formulation:** Given the CNF (denoted as \( \Gamma_i \)) of the \( i \)th SAT instance, the goal of this study is (1) **Accuracy:** to predict the runtime by a prediction function, \( f_{\text{pred}}: \Gamma_i \rightarrow T_i \in \mathbb{R}^+ \), where \( T_i \) is runtime of an SAT solver on the SAT instance \( \Gamma_i \); (2) **Efficiency** \( t_i \ll T_i \), where \( t_i \) is the time consumption of \( f_{\text{pred}} \). This means that prediction should be much faster than the real runtime. Otherwise, there is no superiority beyond directly running an SAT solver.

### 3. DEEP SURVIVAL ANALYSIS FOR CNF GRAPH

To address the above challenges, we first present a comprehensive representation of the CNF graph representation and then present an energy model for feature aggregation. Last, we elaborate survival analysis with the proposed graph representation learning.

As shown in the first component in Figure 2, a CNF-SAT instance is represented in two graph formats, namely VG (variable graph) and CVG (clause-variable graph), which will be introduced in “CNF Graph Representation of IC” section. Then, multi-order information is generalized from these graphs by calculating the power series of its adjacency matrix. To minimize the computational cost, we leverage the bipartivity property among the graphs. After extracting a set of intermediate features from graph representations, an energy-based kernel is proposed to model the dynamic-size data. Finally, survival analysis is leveraged to improve the runtime estimation of deobfuscation.

#### 3.1. CNF Graph Representation of IC

It is clear that modern SAT solvers exploit the structure of CNF (Ansótegui and Levy, 2011; Ansótegui et al., 2012; Newsham et al., 2014; Giráldez-Cru and Levy, 2015; Mull et al., 2016). Unlike the previous existing studies, this study explores this hidden pattern by applying graph neural networks rather than using handcrafted graph features based on the domain knowledge. Given a CNF instance, we employ two graphs:

**Definition 3.1. Clause-Variable Graph (CVG)** Given a SAT instance, \( \Gamma \), over the set of variables, \( X \), and clause, \( c \), its clause-variable graph is a undirected and signed graph \( G(V,E) \), where \( V \in X \cup c \), and the value of \( E_{ij} \) is defined as: (a) \( 1 \) (positively connected), if \( X_i \) is in \( c_j \) and \( X_i \) is positive; (b) \(-1\) (negatively connected), if \( X_i \) is in \( c_j \) and \( X_i \) is negative; (c) 0 (disconnected), if \( X_i \) is not in \( c_j \).
Definition 3.2. **Variable Graph (VG)** Given a SAT instance, $\Gamma$, over the set of variables, $X$, its variable graph is a graph $G(V', E')$, where $V' \subseteq X$, and the value of $E'_{ij}$ is defined as the count of clauses in which both $X_i$ and $X_j$ exist.

Since there exist positive and negative entries in the connectivity of CVG, our model distinguishes the two groups by characterizing them separately. Specifically, CVG is divided into two groups: CVG$^+$ keeps all values that are 1, while CVG$^-$ keeps all values that are $-1$, and then, $-1$ entry has been set to 1 for convenience. To make the notation succinct in the rest of this study, CVG includes two matrices (CVG$^+$, CVG$^-$), and $A = A_{CVG}$. Typically, the CVG/VG for different instances are different, leading to VG$_m \neq $ VG$_n$, and CVG$_m \neq $ CVG$_n$, given $m \neq n$.

**Lemma 3.1.** The adjacency matrix of VG, $A_{VG}$, can be obtained from raising the adjacency matrix of CVG to the second power.

**Proof:** $A$ is the normal adjacency matrix of CVG. We define a matrix: $A^2 = |A| \cdot |A|$. Therefore, the entry at i-th row and j-th column of $A^2$ is:

$$a_{ij}^{(2)} = \sum_{k=1}^{N} a_{ik}^{(1)} \cdot a_{kj}^{(1)} = \begin{cases} 1 & \text{if } a_{ij}^{(2)} > 0 \\ 0 & \text{if } a_{ij}^{(2)} = 0 \end{cases}$$

where $a_{ij}^{(1)}$ and $a_{ij}^{(2)}$ denote the entry in $A$ and $A^2$, respectively, $[a_{ij}^{(n)}] = A^n(i,j)$, and $a_{ij}^{(1)} \in \{0,1\}$. Therefore, if there exist a path from node i to k (i.e., $a_{ik}^{(1)} = 1$) and a path from k to j (i.e., $a_{kj}^{(1)} = 1$), then count one more value for $a_{ij}^{(2)} \leftarrow a_{ij}^{(2)} + 1$. Note that $a$ could indicate literal-literal, literal-clause, or clause-clause relationship. Following definition 3.2, if literal i and j share $|C_{ij}|$ clauses in CVG, count $|C_{ij}|$ for the entry $A_{VG}(i,j)$. Therefore, $A_{VG}$ is included in $A^2$ when $a$ is literal-literal. Specifically, it can be written as:

$$A^2 = \begin{bmatrix} A_{VG} & 0 \\ 0 & A_{CG} \end{bmatrix},$$

where $A_{CG}$ is clause-to-clause matrix which has a similar definition as Equation (1).

**Extend to higher power:** Proof of Lemma 3.1 is provided in the support material. This Lemma means that VG can be mathematically obtained from raising the power of CVG to 2, i.e., $A^2$. Note that the adjacency of VG is not equal to $A^2$, but contained in $A^2$. Therefore, the first (CVG) and second (VG) power of $A$ represent different physical meanings, and CVG covers VG by raising its power. Similarly, higher powers of $A$ also derive determinant information. Suppose we have $\Gamma = (x_1 \lor x_2) \land (\neg x_1 \lor x_3)$, and $c_1 = (x_1 \lor x_2), c_2 = (\neg x_1 \lor x_3)$. Therefore, $x_2$ and $c_2$ are third order neighbors in CVG, and $x_2$ and $x_3$ are fourth order neighbors in CVG. To make this $\Gamma$ true, both $x_2$ and $x_3$ must be true. $x_1$ is not useful and no matter takes 1 or 0. Therefore, the constraint from the third and fourth order information also reveals critical inference for solving the SAT problem. This inspires the utilization of multiple powers of $A$ as input.

### 3.2. Energy Model for CNF Graph

Unlike the conventional graphs, the correlation among the neighboring nodes in the CNF graph does not indicate “proximity” or “similarity,” but instead it indicates logical relation with signed edges. Moreover, almost each CNF graph is with a different node size. To address those issues, a novel graph encoder layers have been proposed by leveraging and extending the energy of restricted Boltzmann machines (RBMs) (Nair and Hinton, 2010). By innovatively treating variables and clauses as visible and hidden units, CNF graphs can be modeled by RBMs.

Most existing graph deep learning operators focus on graphs with fixed topology, while the size and topology of CNF graph vary across different instances. To solve this problem, we design a kernel for aggregating interaction information in one graph. Specifically, a d-dimensional vector of pseudo-coordinates is associated with $[v, h]$, which denotes variable and clause, respectively. We define a weighting kernel $Z_{\Theta}(:,\cdot)$, so that, for one CNF bipartite graph $G_v$, we have:

$$E_{interaction} = \sum_{m \neq n} Z_{\Theta}(E(v_m, h_n)) \cdot E(v_m, h_n),$$

where mapping function $Z_{\Theta}(:,\cdot)$ projects the edge of variable-clause pair $E(v_m, h_n)$ into a new value as the weight, i.e., $Z_{\Theta}(E(v_m, h_n))$. $E$ is an energy function that the model will learn. Note that $Z_{\Theta}$ function is implemented by neural networks and controlled by fixed-size parameters $\Theta$. Similarly, we further generalize $E_{variable}, E_{clause}$ as $E_{variable} = \sum_{m} Z_{\Theta}(v_m) \cdot v_m,$ and
\[ E_{\text{clause}} = \sum_{m} Z_{\phi}(v_m) \cdot h_n, \]
where \( v \) and \( h \) indicate degree distribution of variable and clause, respectively. Clause and variable are also important, in that the ratio of clause over variable w.r.t. degree sum exhibits significant phase transition phenomenon, which is often widely recognized in CNF structure (Friedrich and Rothenberger, 2018). Therefore, the deep energy model for CNF graph (EnCNF) is:

\[
E = f \left( \sum_{m} Z_{\phi}(v_m) \cdot h_n, \sum_{n} Z_{\phi}(h_n) \cdot h_n \right),
\]

Equation (3) above does not consider the sign of the edges between variable and clauses. Hence, positive and negative entries are encoded separated, i.e., \( E = \{E^+, E^-\} \).

The following analysis provides the relationship analysis between EnCNF and an existing GNN. As a state-of-art of graph neural networks model, the superiority of DCNN (Atwood and Towsley, 2016) beyond the other graph deep learning models is the capacity in handling graphs with variable sizes and considering multiple orders, which is also one advantage of our model. The study demonstrates that DCNN is a special case of our EnCNF:

**Lemma 3.2.** **EnCNF is a generalization of DCNN, while DCNN is a special case of EnCNF when setting the feature aggregation to mean function.**

**Proof:** DCNN can be extended to whole graph modeling by taking the mean activation over the features on diffusion \( P_l^T X_l \):

\[
Z = f(W^c \odot \frac{1}{N_l} P_l^T X_l / N_l) = f(W^c \odot \left( \frac{1}{N_l} \right)^T P_l^T X_l),
\]

where \( \left( \frac{1}{N_l} \right)^T \) is a \( N_l \times 1 \) vector of value \( \frac{1}{N_l} \), \( t \) indicates the index of graph instance, \( W^c \) is a real-valued weight tensor, and \( P^T \) is power series of adjacency matrix. \( \odot \) and \( \top \) are element-wise multiplication and matrix transpose, respectively. Following the same representation, we can rewrite DSAG as:

\[
Z = f(W^c \odot \frac{f_E()}{aggregation} P_l^T X_l),
\]

where \( f_E() \) represents a vector of \( \{Z_{\phi}(\phi(i))\}_{i=0}^{d_{\text{feat}}-1} \), and \( d_{\text{feat}} \) indicate dimension of a feature and \( \phi(i) \) is the \( i \)-th value along a feature. Therefore, \( f_E() \) is a vector of dynamic size.

As shown in Figure 3, \( f_E() \) calculate a weight vector for each number of feature maps by repeatedly applying the one-dimensional function \( Z_{\phi} \). This difference brings two advantages: (1) The feature aggregation is learned from the data rather than average, which is extremely important for the high non-linearity in graph topology; (2) DSAG can work for the case where the dimension of feature changes across different instances, while DCNN still requires the dimension to be fixed.

### 3.3. RBM Model for Extracting Signed Information

#### 3.3.1. Energy Model for 1st-Order Graph Operators

To capture the sign information, the corresponding incidence matrix \( M \in \mathbb{R}^{N_{\text{variable}}} \times \mathbb{R}^{N_{\text{clause}}} \) is utilized:

1. Normalized positive and negative edge distribution in clause scope (NPNC): we count positive and negative edges for each clause and take normalization of both positive and negative counts, so there are two values for each clause, i.e., \( e^{\text{pos}} \) and \( e^{\text{neg}} \).

If there exist \( |V_{\text{clause}}| \) clauses, there will be two \( |V_{\text{clause}}| \) features:

\[
\{e^{\text{pos}, \text{clause}}_{\text{variable} = 0}, e^{\text{neg}, \text{clause}}_{\text{variable} = 0}, e^{\text{pos}, \text{clause}}_{\text{variable} = 1}, e^{\text{neg}, \text{clause}}_{\text{variable} = 1}, \ldots, e^{\text{pos}, \text{clause}}_{\text{variable} = |V_{\text{clause}}| - 1}, e^{\text{neg}, \text{clause}}_{\text{variable} = |V_{\text{clause}}| - 1} \}
\]

(6)

2. Normalized positive and negative edge distribution in variable scope (NPNL): Similarly, positive and negative degrees are counted for each variable, and normalization per variable is taken. There will be two \( |V_{\text{variable}}| \) features:

\[
\{e^{\text{pos}, \text{variable}}_{\text{variable} = 0}, e^{\text{neg}, \text{variable}}_{\text{variable} = 0}, e^{\text{pos}, \text{variable}}_{\text{variable} = 1}, e^{\text{neg}, \text{variable}}_{\text{variable} = 1}, \ldots, e^{\text{pos}, \text{variable}}_{|V_{\text{variable}}| - 1}, e^{\text{neg}, \text{variable}}_{|V_{\text{variable}}| - 1} \}
\]

(7)

Equations (6) and (7) then are fed as features into Equation (2).

#### 3.3.2. Energy Model for the 2nd-Order Graph Operators

The 2nd power of \( A \) with adjacency matrix \( A^2 \) denotes the variable-wise and clause-wise mutual information, which corresponds to non-zero blocks as shown in the upper matrix of the 2nd step in Figure 2. Their physical meaning includes (1) variable-wise frequency of two variables appearing in the same clause and (2) clause-wise frequency of two clauses sharing the same variable. Intuitively, whether two variables share the same clause or not is more important than how many times they share. To further emphasize this important trait and reduce the computational complexity, our model only distinguish zero with non-zero entries in 2nd power of \( A \), which means that we only consider if two variables co-appear in the same clause or two clauses share the same variable at least one time. This can be obtained by setting all non-zero value of \( A^2 \) to 1. Therefore, in VG graph (first component of Figure 2), there exists a positive link (in blue) only, but the original adjacency of \( A^2 \) (the second component of Figure 2) may have both positive and negative entries. Finally, Equation (3) is applied to calculate the energy of this graph, with first and second order of graph information.

### 3.4. Deep Survival Analysis

Due to the difficulty of obtaining labeled instance with large runtime (i.e., hard instance), it may take months. Therefore, there exist numerous records that stop early, and their exact runtime is unknown, which will be referred to as “censored” data in this context. Censored data cannot be provided as labels for the regression model, but they still offer information about runtime. For example, if a simulation stops within 1 h, the real runtime is probably larger than 1 h.

Survival analysis was introduced to integrate censored data with censored data, improving the performance of regression...
performance. Specifically, we borrowed the idea of parametric survival analysis (Li et al., 2016) that can be used to predict the time. It finds the best parameters by optimizing the likelihood function of all instances:

$$L(\beta) = \prod_{\delta_i=0}^{\text{uncensored}} f(T_i, \beta) \prod_{\delta_i=1}^{\text{censored}} S(T_i, \beta),$$  \quad (8)$$

where \( \delta_i = 0 \) and \( \delta_i = 1 \) mean uncensored and censored data, \( T_i \) denotes predicted time, and \( \beta \) is the model parameter. Note that taking logarithm on Equation (8) will convert the product into sum function, i.e., \( \log L(\beta) = \sum_{\delta_i=0} \log f(T_i, \beta) + \sum_{\delta_i=1} \log S(T_i, \beta) \). \( f(t) \) and \( S(t) \) indicate death density function and survival function, respectively (Wang et al., 2019). Under survival analysis, \( f(t) \) is defined as the probability that the instance dies at time \( t \), while \( S(t) \) indicates the probability that the instance can survive for longer than a certain time \( t \). However, Equation (8) is designed for the parametric model, in which \( f(t) \) and \( S(t) \) have analytical forms, which is difficult to be determined, especially in a complex and real-world scenario.

Inspired by these concepts, we designed a new objective function, imposing similar regularization to Equation (8). To further improve the accuracy of prediction, a consistence loss is added to reconcile uncensored loss and censored loss. Therefore, the proposed loss consists of three components with weight parameters \( \alpha \) and \( \beta \):

$$\mathcal{L} = \mathcal{L}_{\text{uncensored}} + \alpha \mathcal{L}_{\text{censored}} + \beta \mathcal{L}_{\text{consist}}.$$  \quad (9)$$

**Uncensored Loss** is designed to represent the regression loss for the uncensored data. We define \( f_{\text{reg}}(x) \) as regression model and the uncensored loss is written as:

$$\mathcal{L}_{\text{uncensored}} = \sum_{\delta=0} \|f_{\text{reg}}(X) - \log Y\|^2,$$  \quad (10)$$

where \( X \) is the features of instance, and \( Y \) is the labeled runtime of uncensored data (i.e., exact runtime). Both death density function and survival function are exponential based due to the death-age relationship. The exponential base is also employed in \( f_{\text{reg}} \), that is why our target is \( \log Y \) rather than \( Y \). **Censored Loss** characterizes the capacity that distinguishes whether an instance exceed a censor threshold or not. Utilizing both censored and uncensored data, a binary classification task is defined (i.e., larger or smaller than the threshold). Therefore, its binary cross-entropy loss is:

$$\mathcal{L}_{\text{censored}} = - \sum_{\delta \in \{0,1\}} \delta \log f_{\text{class}}(X),$$  \quad (11)$$

where \( f_{\text{class}}(x) \) is a binary classifier. Equation (10) is called uncensored loss since only uncensored data is considered. Equation (11) is termed as censored loss since it is designed to learn whether an instance is below or beyond the threshold.

Note that uncensored loss and censored loss correspond to those two components in Equation (8). However, there is an implicit connection between \( f(t) \) and \( S(t) \) (Wang et al., 2019):

$$f(t) = (1 - S(t))t = -S(t)t,$$  \quad (12)$$

and they share the same parameter \( \beta \). Therefore, a regularization is proposed to implement this mechanism between \( f_{\text{reg}} \) and \( f_{\text{class}} \). **Consistence Loss** is a constraint that forces \( f_{\text{reg}} \) to predict the right label as \( f_{\text{class}} \) does. Intuitively, if an instance is censored, \( f_{\text{reg}} \) must provide the value that is large than the threshold as output even though the exact runtime is unknown for the censored instance. Specifically, consistence loss is defined as a ReLU function:

$$\mathcal{L}_{\text{consist}} = \text{ReLU}[(f_{\text{reg}} - \Gamma) \cdot (1 - \delta)],$$  \quad (13)$$

where \( \Gamma \) is a fixed censor threshold, and \( (1 - \delta) \) is a mapping that transfers \( \delta \in [0,1] \) to \( \delta \in [1,-1] \). Therefore, when \( f_{\text{reg}} > \Gamma \) (i.e., the test instance is hard instance, and should be censored) and \( \delta = 0 \) (i.e., uncensored), it is inconsistent. In this case, we add a punishment as above: \( (f_{\text{reg}} - \Gamma) \) and \( (1 - \delta) \) always have the same sign if
inconsistency happens. ReLU is employed to remove consistent cases from loss.

4. BACKGROUND AND RELATED WORK

4.1. Logic Obfuscation and SAT Attacks

Logic obfuscation, often referred to as logic locking (Yasin et al., 2016b), is a hardware security solution that facilitates hiding the Intellectual Property (IP) using key-programmable logic gates. Although obfuscation schemes try to minimize the probability of determining the correct key by an attacker and avoid making pirated and illegal copies, introducing SAT attack shows that these schemes can be broken (Subramanyan et al., 2015). In order to perform the SAT attack, the attacker is required to have access to the functional IC along with the obfuscated netlist, and different SAT-hard schemes, such as Yasin et al. (2016a) and Xie and Srivastava (2018), are proposed.

Furthermore, new obfuscation schemes that focus on non-Boolean behavior of circuits (Xie and Srivastava, 2017), which are not convertible to an SAT circuit, is proposed for SAT resilience. Some of such defenses include adding cycles into the design (Roshanisefat et al., 2018). Adding cycles into the design may cause the SAT attack to get stuck in an infinite loop. However, advanced SAT-based attacks, such as cycSAT (Zhou et al., 2017), can extract the correct key despite employing such defenses. Before the proposed defense ensures robustness against SAT attacks, the defenders need to run the rigorous simulations, which could range from few minutes up to years.

4.2. Graph Neural Networks

Many graphs and geometric convolution methods have been proposed recently for modeling graph data (Bronstein et al.,...
| Linear | Ridge | Lasso | MLP | Lars | OMP | SGD | PAR | Theil | SVR | DLAP | GAT | GAT-SA | GCN | GCN-SA | Sage | Sage-SA | DSAG-WB | DSAG |
|-------|-------|-------|-----|------|-----|-----|-----|-------|-----|------|-----|-------|-----|-------|------|-------|--------|------|
| 1.1325e+00 | 1.0289e+00 | 1.5789e+00 | 2.5268e+00 | 9.6250e+00 | 9.8997e+00 | 7.0854e+00 | 3.8185e+00 | 1.3708e+00 | 4.4410e+00 | 2.7471e+00 | 2.2144e+03 | 7.7677e+00 | 7.5068e+03 | 7.5010e+00 | 3.2712e+03 | 7.7442e+00 | 3.4719e-01 |
| 7.2451e+00 | 8.5923e+00 | 1.1583e+01 | 1.8075e+00 | 5.1489e+00 | 9.7863e+00 | 7.8790e+00 | 3.7536e+00 | 1.2147e+01 | 6.6209e+00 | 1.6825e+00 | 1.5998e+00 | 1.5998e+02 | 1.5998e+00 | 1.5998e+00 | 4.2871e+01 | 1.2147e+01 | 1.2147e+01 |
| 2.3523e+00 | 2.2871e+00 | 3.2713e+00 | 4.6606e+00 | 3.6055e+00 | 2.9870e+00 | 9.1582e+00 | 3.8878e+00 | 3.1260e+00 | 7.0891e+00 | 3.7197e+00 | 2.4682e+00 | 2.4682e+00 | 2.4682e+00 | 4.4887e+01 | 3.1260e+00 | 3.1260e+00 |
| 2.0988e+00 | 2.1248e+00 | 2.5499e+00 | 3.2670e+00 | 2.1023e+02 | 2.3973e+02 | 2.9870e+00 | 4.8887e+00 | 2.7528e+00 | 6.5791e+00 | 2.8338e+00 | 3.9028e+00 | 3.9028e+00 | 3.9028e+00 | 4.7760e+01 | 2.7528e+00 | 2.7528e+00 |
| 3.6034e+00 | 4.2973e+00 | 4.7528e+00 | 6.9622e+00 | 6.8203e+00 | 4.3046e+02 | 2.9870e+00 | 6.0000e+00 | 4.7760e+00 | 6.5791e+00 | 5.6982e+00 | 7.2582e+00 | 7.2582e+00 | 7.2582e+00 | 9.9268e+02 | 4.7760e+00 | 4.7760e+00 |
| 9.9268e+02 | 1.0718e+03 | 1.1959e+03 | 1.5585e+03 | 1.8107e+02 | 1.1384e+03 | 6.8680e+00 | 1.5992e+03 | 1.3549e+03 | 7.0292e+00 | 6.7357e+00 | 7.2582e+00 | 7.2582e+00 | 7.2582e+00 | 4.9530e+02 | 4.7760e+00 | 4.7760e+00 |

TABLE 3 | Performance comparison on c880.

| Linear | Ridge | Lasso | MLP | Lars | OMP | SGD | PAR | Theil | SVR | DLAP | GAT | GAT-SA | GCN | GCN-SA | Sage | Sage-SA | DSAG-WB | DSAG |
|-------|-------|-------|-----|------|-----|-----|-----|-------|-----|------|-----|-------|-----|-------|------|-------|--------|------|
| 2.5265e+00 | 4.5527e+00 | 3.7568e+00 | 2.5268e+00 | 9.6250e+00 | 9.8997e+00 | 7.0854e+00 | 3.8185e+00 | 1.3708e+00 | 4.4410e+00 | 2.7471e+00 | 2.2144e+03 | 7.7677e+00 | 7.5068e+03 | 7.5010e+00 | 3.2712e+03 | 7.7442e+00 | 3.4719e-01 |
| 1.6825e+00 | 2.6167e+00 | 2.5577e+00 | 1.6808e+00 | 5.1489e+00 | 9.7863e+00 | 7.8790e+00 | 3.7536e+00 | 1.2147e+01 | 6.6209e+00 | 1.6825e+00 | 1.5998e+00 | 1.5998e+02 | 1.5998e+00 | 1.5998e+00 | 4.4693e+01 | 1.2147e+01 | 1.2147e+01 |
| 3.7197e+00 | 3.7197e+00 | 3.7197e+00 | 3.7197e+00 | 3.6055e+00 | 2.9870e+00 | 9.1582e+00 | 3.8878e+00 | 3.1260e+00 | 7.0891e+00 | 3.7197e+00 | 2.4682e+00 | 2.4682e+00 | 2.4682e+00 | 4.4887e+01 | 3.1260e+00 | 3.1260e+00 |
| 2.8338e+00 | 2.8338e+00 | 2.8338e+00 | 2.8338e+00 | 2.1023e+02 | 2.3973e+02 | 2.9870e+00 | 4.8887e+00 | 2.7528e+00 | 6.5791e+00 | 2.8338e+00 | 3.9028e+00 | 3.9028e+00 | 3.9028e+00 | 4.7760e+01 | 2.7528e+00 | 2.7528e+00 |
| 5.6832e+00 | 8.9931e+02 | 8.9931e+02 | 8.9931e+02 | 6.8203e+00 | 4.3046e+02 | 2.9870e+00 | 6.0000e+00 | 4.7760e+00 | 6.5791e+00 | 5.6982e+00 | 7.2582e+00 | 7.2582e+00 | 7.2582e+00 | 9.9268e+02 | 4.7760e+00 | 4.7760e+00 |

Influenced by this, graph convolutional neural networks (GCNNs) (Defferrard et al., 2016) successfully generalize the powerful convolutional neural networks (CNNs) in dealing with Euclidean data to modeling graph-structured data. Kipf and Welling (2017) proposed a simplified type of GCNNs, called graph convolutional networks (GCNs). The GCN model naturally integrates the connectivity patterns, features attributes of...
5. EVALUATION

5.1. Benchmark Datasets
Experiments were conducted on a machine with Intel (R) Xeon (R) CPU E3-2136 with 32 GB memory\(^1\). Evaluation instances were extracted from ISCAS-89 benchmarks\(^2\), and each instance is encoded as 3-CNF-SAT (three literals in one clause) by Tseytin transformation. An 80/20% split was employed for training/testing set. These benchmarks were synthesized using the Synopsys DC Compiler with the help of 32/28 nm Generic library\(^3\). The synthesized netlist was further converted to the bench format as per the SAT-solver requirements (Subramanyan et al., 2015). The in-house developed script replaces the gates with the lookup table of size 2, as described in a study by Kamali et al. (2018). The output of the script is the obfuscated bench file along with the adjacency matrix. The obfuscated bench file along with the original benchmark were given to the SAT-solver as input parameters, and a modern SAT-solver (MiniSAT-based) implementation (Subramanyan et al., 2015) was used to get the runtime to estimate.

5.2. Baselines and Metrics
We compare, against several state-of-the-art regression models\(^4\): Linear Regression (LR), Passive Aggressive Regression (PAR), LASSO, Support Vector Regression (SVR), Ridge Regression, Orthogonal Matching Pursuit (OMP), SGD Regression, Least Angle Regression (LARS), Theil-Sen Estimators (Theil), and Multilayer Perceptron (MLP). These regression models cannot directly learn pattern on graph data, so the experiments prepared several predefined features, such as size of the clause, size of the variable, the ratio of clause size to variable size, and so on (i.e., feature 1–27 of Figure 2 in Devlin and O’Sullivan, 2008). From the state-of-art graph deep learning models, competitive GNN models, such as GCN (Kipf and Welling, 2017), GAT (Veličković et al., 2017), GraphSAGE (Hamilton et al., 2017a), were selected as another set of baselines. Since GCN/GAT/GraphSAGE were designed for node embeddings originally, we took mean function to aggregate all node representations in each single CNF graph instance and added three fully-connected layers to predict runtime. Another competitive baseline is encoding SAT as images and applying CNNs (DLAP) (Loreggia et al., 2016). In this experiment, the mean square error (MSE) of the runtime prediction task was utilized as the metric for performance evaluation. All experiments were repeated five times, and the average of metrics was shown.

5.3. Runtime Prediction Task
Figure 4 shows the performance comparison among baselines and the proposed method. There were four groups in the first subplot: 1st group, as highlighted, contains most normal regression models; 2nd group, as marked, contains graph neural network models, and the remaining two are SGD (top and purple) and DSAG (bottom and red). It is obvious that normal regression, such as linear model, can hardly characterize non-linearity. Introducing graph topology, the 2nd group improves the normal regression models significantly (Note that the y-axis is in log scale). Further, the proposed DSAG improves the 2nd group dramatically. Several regression models in the 1st group have higher errors in smaller thresholds (e.g., 10 and 30), which is because a smaller threshold keeps less data for regression. On the contrary, the error of DSAG decreases significantly since DSAG still can utilize the censored data. This superiority of DSAG is consistent throughout all three datasets. Detailed numbers of runtime prediction is provided in Tables 1–3.

5.4. Ablation Test
To study each component in survival analysis, an ablation test on the proposed three losses was carried out. Figure 5 shows the performance using different loss combinations. If using neither censor loss or consistence loss, the model only applies MSE as the only objective and is inclined to the output with bigger errors, such as the threshold of 300 in the second dataset and threshold of 200 in the third dataset. If using only censor loss, the model also has large errors, such as threshold of 300 in the first dataset, threshold of 500 in the second, and threshold of 100 in the third. The remaining two combinations, i.e., consistence loss only and both, have similar performance and outperform the other two (i.e., neither and censor only). Both includes the censor loss and consistence loss, but the consistence loss performed better than censor loss. These two losses both compare the label and the representation of the censored data, but the difference is that censor loss use a classification model with cross-entropy, while consistence loss is associated with regression component. Therefore, it is natural that consistence loss is better than censor loss since regression model has loss value with fine granularity. Combining consistence loss and censor loss, both achieves the level of the better one, i.e., consistence loss. Therefore, we can conclude that consistence loss is the key factor that improves the one without survival analysis (i.e.,

---

\(^{1}\)Datasets and codes are available at https://github.com/demovis/DSAG.

\(^{2}\)http://www.pld.tu.ee/~maksim/benchmarks/iscas85/verilog/

\(^{3}\)https://www.synopsys.com

\(^{4}\)https://scikit-learn.org/stable/modules/linear_model.html
neither in red). Detailed numbers of ablation test is provided in Tables 4–6.

The default setting for the cumulative death distribution function (i.e., $1 - S$ where $S$ is the survival function) is the exponential function, which is not only simple but also effective. We also conducted different distribution assumptions, which include log-logistic and Weibull (DSAG-WB). Due to the inversion in log-logistic (e.g., a small value will cause a huge value), the gradient is unstable and failed to learn a model. This is because Weibull set a higher-order on the scale ($e^t$) regarding the time, which results in a much higher result and error, so Weibull may not be suitable for our problem.

### 5.5. Training and Prediction Efficiency

In c432, each training epoch takes 30.65 s, while c499 takes 36.60 s, and c880 takes 37.32 s. The training process takes around 25 epochs to achieve convergence for all the datasets. Therefore, it takes 766.25 s for c432, 915 s for c499, and 933 s for c880. Theoretically, the exponential time hypothesis (Impagliazzo and Paturi, 1999) states that no algorithm can solve 3-SAT in $exp(o(n))$ time, where the modern SAT solver follows exponential runtime growth as the best case w.r.t. the number of variables. On the contrary, DSAG is a neural network model, and neural networks accept the intermediate feature with fixed dimensions as input and apply vector multiplication with parameters. Therefore, DSAG only needs constant complexity of $O(1)$ to predict. Therefore, DSAG is exponentially faster than actually running the SAT solver in the runtime estimation task. This significantly boosts runtime estimation, especially when the SAT solver runtime is large. Specifically, DSAG takes 0.9223 s for c432 average, 1.0188 s for c499, and 1.1152 s for c880.

### 6. CONCLUSION

This study presents a novel framework to estimate the runtime of circuit deobfuscation. There is no existing study on representation learning to address the critical challenges, including learning on dynamic size, logic operation of the CNF-SAT instance, and utilizing censored data. We proposed an energy-based kernel that is designed to aggregate features of the varying-size graph. By introducing survival analysis, DSAG integrates the information from the censored data and improves the overall performance. Experiments on benchmarks demonstrated the advantageous performance of the proposed model over the existing graph neural networks and normal regression models.
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