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Abstract—Most value function learning algorithms in reinforcement learning are based on the mean squared (projected) Bellman error. However, squared errors are known to be sensitive to outliers, both skewing the solution of the objective and resulting in high-magnitude and high-variance gradients. To control these high-magnitude updates, typical strategies in RL involve clipping gradients, clipping rewards, rescaling rewards, or clipping errors. While these strategies appear to be related to robust losses—like the Huber loss—they are built on semi-gradient update rules which do not minimize a known loss. In this work, we build on recent insights reformulating squared Bellman errors as a saddlepoint optimization problem and propose a saddlepoint reformulation for a Huber Bellman error and Absolute Bellman error. We start from a formalization of robust losses, then derive sound gradient-based approaches to minimize these losses in both the online off-policy prediction and control settings. We characterize the solutions of the robust losses, providing insight into the problem settings where the robust losses define notably better solutions than the mean squared Bellman error. Finally, we show that the resulting gradient-based algorithms are more stable, for both prediction and control, with less sensitivity to meta-parameters.
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1 INTRODUCTION

Many algorithms in reinforcement learning (RL) are built on objectives that use squared errors. Temporal difference (TD) learning (Sutton, 1988) and its many variants use a semi-gradient update based on squared TD-errors and were later shown to minimize a squared projected Bellman error (Antos et al., 2008; Sutton et al., 2009). Residual gradient algorithms (Baird, 1995, 1999) use a biased gradient to minimize a mean squared Bellman error (MSBE), with later work deriving unbiased variants (Dai et al., 2017; Feng et al., 2019).

Squared errors, however, tend to magnify incorrect predictions; encouraging the function approximator to expend limited representation resources on states and actions that induce the highest TD-error. High magnitude TD-errors can occur during the learning process and can persist even for the best approximation due to state aliasing. When two states are aliased, they are restricted to having (nearly) identical value estimates. However, if these states have notably different rewards and next states, then this restriction can result in high Bellman error, even at convergence. Squared errors overly emphasize even a small number of such states, potentially at the cost of accuracy in many other states.

This focus on large Bellman errors can be particularly undesirable in control. As an example, consider the Cliff-World domain. The agent starts in one corner of a grid and seeks to walk alongside a cliff to reach the opposite corner on the same wall. If the agent steps into the cliff, it receives a high-magnitude negative reward and must start again. The agent otherwise receives -1 reward per step until it reaches the goal and the episode terminates. In order to successfully solve this domain, the agent need only learn that actions on the same wall. If the agent steps into the cliff, it receives a high-magnitude negative reward and must start again. The agent otherwise receives -1 reward per step until it reaches the goal and the episode terminates. In order to successfully solve this domain, the agent need only learn that actions which step into the cliff yield more negative return than actions which step toward the goal. Representing the exact magnitude of this expected negative return is unnecessary. Squared errors do just the opposite: by squaring large errors, they expend their limited representation capacity focusing on those states. As a result, the representation may suffer for other states and actions providing a suboptimal ordering over actions. Further, during the optimization, these high-magnitude errors can skew updates.

This challenge has been addressed heuristically through a variety of approaches in RL, which include clipping rewards (Hessel et al., 2018b), errors (Mnih et al., 2013), and gradients (Van Hasselt et al., 2016); careful manipulation of the reward function (Brockman et al., 2016; Young and Tian, 2019); and variance reduction methods (Wang et al., 2016; Hessel et al., 2018a). Some approaches, such as manipulating the reward function, require extensive domain knowledge and are not generally possible for all problem settings. Other approaches, such as clipping, inhibit analyzing the fixed-point of the update. Error clipping in Q-learning algorithms—often referred to as minimizing a Huber loss—is built on a semi-gradient update, which does not follow the gradient of any loss function. This makes analysis of the fixed-point challenging, leaving open the question: what is the effect of clipping the error on TD-like algorithms?

In this work, we develop a robust loss to address the issues presented by mean squared errors: the mean Huber Bellman error (MHBE). We first motivate the MHBE by showing several settings where the fixed-point under the MHBE is significantly better than the MSBE in terms of minimizing the value error. We then address how to optimize the MHBE, relying on the insight that the MSBE can be reformulated into a saddlepoint problem with the introduction of an auxiliary learned variable (Dai et al., 2017, 2018). Using the same strategy, we derive a biconjugate form for the MHBE amenable to simple gradient-descent techniques. We then derive a more practical algorithm, that facilitates optimizing the robust objective under (limited) function approximation, resulting in a mean Huber projected Bellman error (MHPBE). We show that, in this setting, our Huber Bellman error becomes a squared projected Bellman error, providing similar fixed-points to standard TD algorithms.

1 One of the reasons we chose the Huber loss is that it is convex and so is equal to its biconjugate; we require this for the reformulation and subsequent algorithms. Other robust losses, such as the Tukey biweight loss, are non-convex; it would not be clear how to optimize these losses.
but notably improved optimization surfaces. We empirically show that our algorithm 1) significantly outperforms existing deep RL algorithms that clip TD errors, and that we can do so without using target networks and 2) that the use of this Huber loss has a significant stabilizing effect during learning.

2 Problem Formulation

We model the agent’s interactions with its environment as a Markov Decision Process (MDP), \((S, A, P, R, \gamma)\). At each time-step \(t\), the agent observes state \(S_t \in S\), selects an action \(A_t \in A\) according to policy \(\pi : S \rightarrow \Delta(A)\), transitions to the next state \(S_{t+1} \in S\) according to transition function \(P : S \times A \rightarrow \Delta(S)\), and receives a scalar reward signal \(R_{t+1}\) and discount \(\gamma_{t+1} \in [0, 1]\). The discount depends on the transition (state, action and next state), and encodes termination when \(\gamma_{t+1} = 0\) (White, 2017).

For the prediction setting, the agent’s goal is to estimate the value function \(v_\pi\) for a given policy. The value function can be defined recursively, using the Bellman operator

\[
(T\pi)(s) \defeq \mathbb{E}[R_{t+1} + \gamma_{t+1}v(S_{t+1}) \mid S_t = s]
\]

where the expectation is taken with respect to the policy \(\pi\) and transition dynamics \(P\). The true values \(v_\pi\) are the fixed point for this operator: \(T\pi = v_\pi\). Our goal is to approximate \(v_\pi\), with \(v_\theta \in \mathcal{F}_v\) for some (parameterized) function space \(\mathcal{F}_v\). Typically, the quality of this approximation is evaluated under the value error, either mean squared value error (MSVE) or mean absolute value error (MAVE)

\[
\text{MSVE}(v_\theta) \defeq \sum_{s \in S} d(s) (v_\theta(s) - v_\pi(s))^2
\]

\[
\text{MAVE}(v_\theta) \defeq \sum_{s \in S} d(s)|v_\theta(s) - v_\pi(s)|
\]

where \(d : S \rightarrow [0, 1]\) is typically the visitation distribution under a behavior policy.\(^2\)

One objective used to learn approximation \(v_\theta\) is the mean squared Bellman error (MSBE)

\[
\text{MSBE}(\theta) \defeq \sum_{s \in S} d(s)((T\theta)(s) - v_\theta(s))^2
\]

\[
= \sum_{s \in S} d(s)\mathbb{E}[\delta(\theta) \mid S_t = s]^2
\]

where \(\delta(\theta) \defeq R_{t+1} + \gamma_{t+1}v(S_{t+1}) - v_\theta(S_t)\). If \(v_\pi \in \mathcal{F}_v\), then there exists a \(\theta\) such that \(v_\theta = v_\pi\) and MSBE(\(\theta\)) = 0. Otherwise, if \(v_\pi \notin \mathcal{F}_v\), then this objective trades off Bellman error \(\mathbb{E}[\delta(\theta) \mid S_t = s]\) across states \(s\).

This trade-off is impacted by the weighting \(d\) as well as the fact that a squared error is used. The function approximator focuses on states with high weighting \(d\); however, by using a squared error it also heavily emphasizes states with higher error, which may not be desirable. In the next section, we develop an approach to use more robust losses in place of squared error. The same approach as above can also be used for control to approximate the optimal action-values

\(^2\) For exposition, we assume discrete states and actions throughout this paper. The connection to continuous state-actions is straightforward; we will highlight and address where this connection is less obvious.

q*\(^\dagger\). These values can similarly be defined using a Bellman optimality operator

\[
(T^*q)(s, a) \defeq \mathbb{E}\left[R_{t+1} + \gamma_{t+1} \max_{a' \in A} q(S_{t+1}, a') \mid S_t = s, A_t = a\right]
\]

with \(T^*q^* = q^*\). The corresponding mean squared Bellman error for learning approximate \(q_\theta\) is

\[
\sum_{s \in S, a \in A} d(s, a)[(T^*q_\theta)(s, a) - q_\theta(s, a)]^2
\]

where we overload \(d\) to be a state-action weighting, which typically corresponds to the state-action visitation frequency.

3 The Utility of Robust Bellman Errors

In this section, we define the mean Huber BE (MHBE) and investigate properties of its minima. We likewise define the mean absolute BE (MABE), allowing us to study the extrema of the MHBE tuning parameter which interpolates between MABE and MSBE. These three Bellman errors have the same fixed-point in the tabular setting, but can have notably different fixed-points under function approximation. We design several small MDPs to empirically show the differences between the solutions under these objectives.

3.1 Conceptual Motivation for Robust Bellman Errors

The robust Bellman errors are straightforward to specify,

\[
\text{MABE}(\theta) \defeq \sum_{s \in S} d(s)|\mathbb{E}[\delta(\theta) \mid S = s]| \tag{2}
\]

\[
\text{MHBE}(\theta) \defeq \sum_{s \in S} d(s)p_\tau(\mathbb{E}[\delta(\theta) \mid S = s]) \tag{3}
\]

where \(p_\tau(\cdot)\) is the Huber function and is defined as

\[
p_\tau(a) \defeq \begin{cases} a^2 & \text{if } |a| \leq \tau \\ 2\tau|a| - \tau^2 & \text{otherwise} \end{cases}
\]

for some \(\tau \geq 0\). Using \(\tau = 1.0\) corresponds to using squared error when the magnitude of the error is below 1, and absolute error otherwise.

To gain some intuition on how these objectives differ, consider a two-state MDP where the agent observes only a single signal between states. The agent starts in the first state and deterministically transitions to the second state, where the agent remains with high probability or terminates the episode with low-probability. Because the length of each episode varies greatly and because the first state is visited frequently, the distribution of TD errors becomes skewed by large errors in the first state. Updating the prediction to decrease the high error in the first state harms the prediction in the second state due to the state aliasing. Because the true value function is not representable, the minimizer of each objective must trade-off prediction error in each state.

Figure 1 visualizes this trade-off among objectives. Surprisingly, even when our goal is to minimize a mean squared VE, the mean absolute BE provides the closest solution among the Bellman objectives. The MHBE provides a close approximation as well as a better optimization surface. The MSBE, on the other hand, defines a poor fixed-point, highly skewed by large errors in the first state of the MDP. This trade-off is due to a particular property of the MDP, specifically the
we further investigate properties of MDPs for which each (defined in Section 6). Dotted lines are drawn at the minima. The fixed-points of the robust objectives are much better provides a bound on the MSVE. Naturally, we would like to proxies for the MSVE. Note that the MAVE (not shown) has a similar fixed-point to the MSVE, so the MHBE and MABE also well approximate the fixed-point of the MAVE.

high skew in TD errors and the aliased states. In Section 3.3, we further investigate properties of MDPs for which each respective loss defines better minima.

Much of the theory for the MSBE highlights that it provides a bound on the MSVE. Naturally, we would like to have similar results for the MHBE to motivate that it acts as a proxy to the MAVE, as in Theorem 1. It is well-known that absolute errors are hard to optimize and so the Huber error acts as a smooth approximation to the absolute error. We use this connection to show that the MABE bounds the MAVE and the MHBE smoothly approximates the MABE. The proof is in Appendix A.1.

**Theorem 1.** For arbitrary \( v \in \mathbb{R}^{|S|} \) and 0 < \( \epsilon < \min(\tau, 1)^2 \) we have

\[
\|v - v_t\|_1 \leq (I - P_{\pi, \gamma})^{-1}_1 \|Tv - v\|_1 \\
\leq ((I - P_{\pi, \gamma})^{-1}_1 \sum_{s=0}^d \left( \frac{\sqrt{T}}{2\epsilon} \|P_{\tau}(Tv_s - v_s)\| + \frac{\sqrt{T}}{2} \right)
\]

where \( P_{\pi, \gamma} \) is the substochastic transition dynamics matrix with transition-dependent \( \gamma \).

By approximating the absolute error with a Huber error, we induce an irreducible bias term \( \sqrt{T} \) which is controlled by the Huber parameter \( \tau \). As \( \tau \) approaches zero, the Huber function approaches the absolute function and this term likewise goes to zero. We can observe the effect of this bias in Figure 1 by noticing the MABE and MHBE do not share the same fixed-points.

### 3.2 Contrast to Previous Uses of Robust Losses

In supervised learning, robust losses are used to mitigate issues with high-variance, stochastic targets. The target for Bellman errors, however, is an expectation with no variance. Instead, the robust Bellman losses impact the accumulation of error across states. In the tabular setting, all three Bellman errors share the same solution: the true expected return. Under function approximation, they distribute errors differently.

More similar to their use in supervised learning, distributional RL uses methods which can learn robust statistics of the target, i.e. the return, by using a modified Bellman residual (Dabney et al., 2017; Bellemare et al., 2017). Distributional RL methods no longer seek to learn expected returns. Even in the tabular setting, the optimal value function learned by distributional RL methods will be different from the optimal value function defined by the robust Bellman errors studied in this work. In fact, these two approaches are complimentary: one could seek to find the median return by minimizing the median error over states.

Huber-like losses have become commonplace in deep reinforcement learning implementations (Raffin et al., 2021; Dharfalw et al., 2017; Mnih et al., 2013). Although these implementations often claim to be minimizing a Huber loss, the iterative weight update does not minimize any known loss function. They apply the Huber function to the TD error, \( p_{\tau}(R_{t+1} + \gamma v_{\theta_{d_1}}(S_{t+1}) - v(\theta)_{S_t}) \), with a fixed target network \( v_{\theta_{d_1}} \). This update more closely resembles that of a mean Huber TD error, rather than Bellman error, because the Huber is inside the expectation: \( \mathbb{E}[p_{\tau}(\delta_t)|S_t = s] \neq p_{\tau}(\mathbb{E}[^{S_t}d_1]S_t = s) \). Further, the target network causes the objective to change with time. Analytically, the fixed-point of this DQN update remains an open question. Empirically, clipping the magnitude of the TD errors has led toward better learning stability on certain problem settings (Mnih et al., 2013), however this insight is inconsistent when validated across a wider testbed of problem settings (Obando-Ceron and Castro, 2021). By instead defining a Huber BE objective, we can concretely characterize the loss surface and solutions of the proposed objective.

### 3.3 Experiment: Comparing Fixed-points

Before developing online learning algorithms to minimize the robust Bellman objectives, we first seek to empirically understand the properties of these objectives and under what circumstances they provide better or worse solutions than the squared Bellman error. To do so, we investigate six different problem settings, each chosen to highlight particular properties of the objectives. Our goal is not to show that any one objective necessarily dominates the others, but rather to find problem settings where each objective performs particularly well and likewise where each performs poorly.

We assume that the state is fully observable and the agent constructs some features of this state, say by a neural network or tile-coding. For the following problems, we will assume that the feature generating function is fixed and given to the agent; for now, we only study the linear mapping from features to values. This models a common setting where the agent receives a complete Markov state, learns a feature generating function from those states, then learns a linear value function from those features—e.g. using an end-to-end neural network learning procedure such as DQN. Although the agent has access to the true underlying state, we cannot assume that the feature generating function will always yield useful features which cleanly discriminate between states of highly different value, especially early in the learning process.

The first two problem settings build on simple MDPs that have state representations which aggressively alias multiple states into a single feature. Because this aliasing skews the TD errors, we expect to find that the robust objectives perform well compared to the squared Bellman error. **HardAlias-1** is an 8-state random walk where the first, third, and final
states share a common feature, and the remaining five states share three features. HardAlias-2 is the 2-state problem from Tsitsiklis and Van Roy (1997), which was originally designed to highlight the insufficiency of minimizing the squared Bellman Residual, with lightly modified reward so the optimal value function cannot be perfectly represented.

The next investigated problem setting (Outlier) highlights the advantages of the MHBE by creating a single outlier state with a large magnitude return among a large set of states with approximately normally distributed returns. We use a randomly initialized frozen neural network to generate five features with a one-hot state encoding as input. The agent starts in a state that has an \( \epsilon = 0.01 \) chance of terminating immediately with -1000 reward, or a \( 1 − \epsilon \) chance of entering the middle state of a 49-state random walk.

The final two problems are chosen to highlight a scenario where the MSBE finds favorable solutions compared to the robust objectives, which we expect will behave more conservatively in this idealized setting. In these problems, the returns are distributed approximately normally across states and are lightly aliased. We use two random walks, the first with \( N = 5 \) states (SmallChain) and the other with \( N = 19 \) states (BigChain), with a randomly initialized neural network representation of size \( \frac{N}{2} \). The agent receives a reward of -1 or +1 on the left and rightmost states respectively.

Figure 2 shows the MSVE and MAVE for each fixed-point, relative to the best realizable value function on each problem. We find that the fixed-points of the MSBE were often poor on problems which were designed to have harmful aliasing; in the case of HardAlias-2, the fixed-point of the squared objective was approximately twenty times worse than the MHBE. Additionally, the robust objectives performed consistently well across all tested conditions, considerably outperforming the MSBE on the hard aliasing problems while only slightly underperforming on the idealistic chain problem settings. Knowing nothing about our problem setting ahead of time, this might suggest one should conservatively prefer a robust objective to avoid potential catastrophic performance.

4 Reformulating Robust Bellman Errors

In this section, we reformulate the MHBE and MABE to facilitate optimization. We highlight a double sampling issue which, similar to the MSBE, prevents us from simply applying standard optimization routines to the Bellman objectives. We generalize the conjugate formulation of the MSBE (Dai et al., 2017) to allow any proper, convex, and lower semi-continuous error function including the square, absolute, and Huber functions. Finally, we show that by parameterizing these objectives, the biconjugate Bellman errors belong to a class of generalized projected Bellman errors (Patterson et al., 2022). This connection between robust Bellman errors and the squared projected Bellman error underlying TD provides a new robustness perspective on the utility of projected errors.

4.1 The Double Sampling Issue

Though the MHBE is straightforward to specify, it is not necessarily straightforward to optimize. The difficulty is obtaining a sample of the gradient of this objective for the same reason as the MSBE: the double sampling issue. To see why, let us examine the gradient of the MSBE

\[
\nabla \text{MSBE}(\theta) = \sum_{s \in S} d(s) E[\delta(\theta) | S=s] \nabla E[\delta(\theta) | S=s].
\]

To sample this gradient requires a sample of \( \delta(\theta) \) for the first expectation and an independent sample of \( \delta(\theta) \) for the second expectation. Otherwise, using the same sample, we estimate the gradient of \( E[\delta(\theta)^2 | S=s] \) instead of \( E[\delta(\theta) | S=s]^2 \). Due to the chain rule and the nonlinearity of \(|·|\) and \( p_\tau(·) \), both the MABE and MHBE will suffer from the same issue as the MSBE.

This double sampling issue has made it difficult to design practical algorithms to minimize the MSBE (Baird, 1995; Sutton and Barto, 2018). The most naive approach—simply ignoring the issue and reusing the same sample for both expectations—results in a biased objective known as the mean squared TD error. This objective is well-known to be a poor proxy for the value error, resulting both in slow learning algorithms and inaccurate solutions (Antos et al., 2008; Sutton and Barto, 2018).

An alternative approach is to update weights using only a part of the gradient, deemed a semi-gradient. This semi-gradient approach is the underlying update mechanism for a wide-class of reinforcement learning algorithms, the temporal difference (TD) family of algorithms which includes its namesake algorithm, TD (Sutton, 1988), as well as more modern algorithms such as DQN (Mnih et al., 2013). These non-gradient updates are not guaranteed to converge to any fixed-point, diverging towards infinity for even simple MDPs (Baird, 1995). Algorithms constructed on these semi-gradient updates have suffered many downstream consequences as a result, such as soft-divergence with neural network weights (van Hasselt et al., 2018), or requiring a suite of domain-specific heuristics to induce convergence (Obando-Ceron and Castro, 2021; Ghiasian et al., 2020).

3. Note that the use of robust losses in supervised learning does not result in the same problem. In supervised learning it is straightforward to take gradients through the robust losses. The use of Bellman operators in our objectives, with our value function approximator in the targets, is the root of these difficulties, regardless of using the squared, Huber or absolute errors. The targets in supervised learning are unbiased samples, constant with respect to the parameters of the function approximator.
More recently, the double sampling issue has been addressed using a reformulation of the MSBE using conjugate functions (Dai et al., 2017, 2018). The reformulation results in a saddlepoint optimization problem, where a secondary estimator is used to estimate one of the expectations in the gradient. This approach has since been used to obtain a generalized objective (Patterson et al., 2022), that unifies these methods for the MSBE and the gradient TD methods developed for linear function approximation, including GTD (Sutton et al., 2008), GTD2 and TDC (Sutton et al., 2009), and TDRC (Ghiassian et al., 2020). The objective is called the mean squared projected Bellman error (MSBE), because the secondary estimator acts like a projection. We use the same conjugate approach in the next section to define the MHBE in a way that is more amenable to sample-based optimization. In the following section, we then connect the MHBE to a projected error which forms the basis for our optimization algorithms.

4.2 Conjugate Bellman Errors

To facilitate optimizing the MHBE and MABE, we reformulate the objectives using biconjugates. For a real-valued function \( f : \mathbb{R} \rightarrow \mathbb{R} \), the conjugate is \( f^*(h) = \sup_{x \in \mathbb{R}} xh - f(x) \). This function \( f^* \) also has a conjugate, \( f^{**} \), which is called the biconjugate of \( f \). Further, for any function \( f \) that is proper, convex, and lower semi-continuous, the biconjugate is \( f^{**} \). This result is well known, but for completeness we include the proof in Appendix A. The biconjugate allows us to reformulate these losses using biconjugates to avoid the double sampling issue without changing the solutions to these losses or even the loss surface.

To rewrite existing results in our notation and provide some intuition, we first write the reformulation for the MSBE. The conjugate of the squared error \( f(x) = \frac{1}{2}x^2 \) is \( f^*(h) = \max_{x \in \mathbb{R}} hx - \frac{1}{2}x^2 \). If we have function space \( F_{ab} \)—the set of all possible functions \( h : S \rightarrow \mathbb{R} \)—then we get that

\[
\text{MSBE}(\theta) = \sum_{s \in S} d(s) \max_{h \in F_{ab}} (2\mathbb{E}[\delta(\theta) | S = s] h - h^2)
= \max_{h \in F_{ab}} \sum_{s \in S} d(s) (2\mathbb{E}[\delta(\theta) | S = s] h(s) - h^2(s^2))
\]

where the maximization comes out of the sum using the interchangeability property (Shapiro et al., 2014; Dai et al., 2017) and \( h(s) \) is a function that allows us to independently pick a maximizer for every state in the summation.

If we have the maximizing function \( h^*(s) \), it is straightforward to sample the gradient. Because \( h^*(s) \) itself is not directly a function of \( \theta \), then the gradient is

\[
\nabla_\theta \sum_{s \in S} d(s)(2\mathbb{E}[\delta(\theta) | S_t = s] h^*(s) - h^*(s)^2)
= \sum_{s \in S} 2d(s)h^*(s)(\mathbb{E}[\gamma \nabla_\theta v(S') - \nabla_\theta v(s)] | S_t = s).
\]

Drawing samples \( S \sim d(\cdot), A \sim \pi(\cdot; S) \), and \( S' \sim P(\cdot; S, A) \), we can easily compute a stochastic sample of the gradient. In practice, we simply optimize the resulting saddlepoint problem with a minimization over \( \theta \) and maximization over \( h \). Note the optimal \( h^*(s) = \mathbb{E}[\delta(\theta) | S_t = s] \).

We can use the same procedure for the Huber error and the absolute error. We derive the biconjugate form for the Huber error in the following proposition. Though it is a relatively straightforward result to obtain, to the best of our knowledge, it is new and so worth providing formally.

**Proposition 4.1.** The biconjugate of the huber function is \( f^*_h(x) = \max_{\theta \in [-\tau, \tau]} \mathbb{E}[\delta(\theta) x] h - \frac{1}{2}h^2 \).

The absolute value has biconjugate \( \max_{h \in [-1,1]} xh \). As in the squared error case, this is a well known result but we include the proof for completeness. Notice that for both the MHBE and MABE, we have a constrained optimization problem for \( h \), which differs from the MSBE.

We can now provide the forms for MABE and MHBE:

\[
\text{MABE}(\theta) \triangleq \max_{h \in F_{ab}} \sum_{s \in S} d(s) h(s) \mathbb{E}[\delta(\theta) | S = s]
\]

\[
\text{MHBE}(\theta) \triangleq \max_{h \in F_{ab}} \sum_{s \in S} d(s) (2h(s) \mathbb{E}[\delta(\theta) | S = s] - h(s)^2)
\]

\( F_{\text{sign}} \) is the set of all functions \( h_{\text{sign}} : S \rightarrow \{-1, 1\} \) and \( F_{\text{clip}} \) is the set of all functions \( h_{\text{clip}} : S \rightarrow [-\tau, \tau] \).

4.3 Projected Robust Bellman Errors

In practice we will generally have parameterized functions \( v \) and \( h \), and so the biconjugate objectives will no longer perfectly obtain the maximum \( h^*(s) \). As a result, for parameterized \( h \) and finite samples, we will only approximate the original MABE and MHBE objectives, just as we only approximate the original MSBE with the current gradient TD family of algorithms. This approximation can actually be seen as a projection on the Bellman errors, previously highlighted for the MSBE (Patterson et al., 2022) and which we show in this section for the MHBE.

In the finite state setting, we can represent the parameterized function \( h \in F_h \) as a vector \( u \in \mathbb{R}^{|\mathcal{S}|} \) composed of entries \( \mathbb{E}[\delta(s) | S = s] \); thus the vector \( u = T v_0 - v_0 \). We can define a projection operator on \( u \) as

\[
\Pi_{F_h, d} u \triangleq \arg\min_{h \in F_h} \|u - h\|^d_d
\]

for convex subset \( F_h \), where \( d : S \rightarrow [0, 1] \) is a weighting over states. For the Huber, we further restrict \( h \), to get \( F_{\text{Huber}} = F_{\text{clip}} \cap F_h \). Because \( F_{\text{clip}} \) is convex, \( F_h \) is convex by assumption and the intersection of convex sets is convex, we get that \( \Pi_{F_{\text{Huber}}, d} \) is a valid projection.

We can therefore use the same approach as Patterson et al. (2022, Section 4.3), because we simply have a slightly
different convex set over the space of functions for \( h \). Consequently, using exactly the same steps, we get that
\[
\max_{h \in \mathcal{F}_{\text{Huber}}} \sum_{s \in S} d(s)(2\mathbb{E}[\delta | s] h(s) - h(s)^2) \\
\text{def} = \|\Pi_{\mathcal{F}_{\text{Huber}}} d(\mathcal{T} v_\theta - v_\theta)\|^2_d.
\] (4)

This result says that the MHBE with parameterized \( h \) is in fact an MSPBE! In other words, it seems we have started with a Huber error and returned to a squared error. Importantly, this squared projected Bellman error differs slightly from the typical MSPBE. The projection is onto a different set of functions, \( \mathcal{F}_{\text{clip}} \), as opposed to the set of all linear functions \( \mathcal{F} \). This projection plays the role of deemphasizing errors of high-magnitude.

Using this connection to projected BEs, we revisit our discussion of fixed-points now assuming a parameterized \( h \). In Section 3, we computed the fixed-point of the MSBE assuming that the class of functions for \( h \) was unconstrained, that \( h \in \mathcal{F} \). Likewise, for the MHBE, the only imposed constraint on \( h_{\text{clip}} \) was that it was any function with range \([-\tau, \tau]\), namely \( h_{\text{clip}} \in \mathcal{F}_{\text{clip}} \). Let us now consider projected BEs.

More specifically for the MSPBE defined for TD, we have the same set for \( h \) and \( v \), \( \mathcal{F}_h = \mathcal{F}_v \). To define the MHPBE with \( h \in \mathcal{F}_v \), we project the Bellman errors to \( \mathcal{F}_v \) and further restrict them to have range \([-\tau, \tau]\); we denote this function class \( \mathcal{F}_{\text{clip}} \).

Intuitively, we might expect that changing the projection operator from \( \Pi_{\mathcal{F}_v} \) for the MSPBE to \( \Pi_{\mathcal{F}_{\text{clip}}} \) for the MHPBE would result in different fixed-points. Both objectives, however, share the same fixed-point. The reason is that this TD fixed-point already has zero projected BE; further projection has no effect. We formalize this in the below theorem.

**Theorem 2.** Let \( \mathcal{F}_v \) be a convex set of functions for \( v_\theta \), where \( \text{MSPBE}(\theta) \equiv \|\Pi_{\mathcal{F}_v} d(\mathcal{T} v_\theta - v_\theta)\|^2_d \) and \( \mathcal{F}_{\text{clip}} \equiv \mathcal{F}_{\text{clip}} \cap \mathcal{F}_v \). Then the solution is the same for the MSPBE and the MHPBE with \( \mathcal{F}_{\text{Huber}} = \mathcal{F}_{\text{clip}} \) and \( \tau > 0 \). Further, this solution has zero error under both objectives.

**Proof:** Let \( \theta^* \) be the solution to the MSPBE. Then
\[
\text{MHPBE}(\theta^*) = \|\Pi_{\mathcal{F}_{\text{Huber}}} d(\mathcal{T} v_\theta^* - v_\theta^*)\|^2_d \\
\leq \|\Pi_{\mathcal{F}_{\text{clip}}} d(\mathcal{T} v_\theta^* - v_\theta^*)\|^2_d \\
\leq \|\Pi_{\mathcal{F}_v} d(\mathcal{T} v_\theta^* - v_\theta^*)\|^2_d = 0
\]

The first inequality follows from the fact that projecting onto the set \( \mathcal{F}_v \) first and then projecting further to \( \mathcal{F}_{\text{clip}} \) cannot have a smaller norm than projecting directly to \( \mathcal{F}_{\text{Huber}} \). The second inequality follows from the fact that the projection is a contraction under \( d \), again by definition.

Further, when \( \text{MSPBE}(\theta) > 0 \) then \( \text{MHPBE}(\theta) > 0 \) for some \( \theta \). We show this by contradiction. Assume that for some \( \theta \), \( \text{MSPBE}(\theta) > 0 \) and \( \text{MHPBE}(\theta) = 0 \). This implies that \( h(\delta) = 0 \) for all \( s \in S \) for the MHBE, however because \( h \in \mathcal{F}_{\text{Huber}} \) and \( \mathcal{F}_{\text{Huber}} \subseteq \mathcal{F}_v \), then \( h \) must also be in \( \mathcal{F}_v \) and so likewise \( \text{MHPBE}(\theta) = 0 \), yielding a contradiction.

This connection gives insight into why certain algorithms optimizing the MSPBE have improved stability properties. The TDRC algorithm (Ghiassian et al., 2020) optimizes the MSPBE, but with a regularization term on the parameters of \( h(s) \). This regularization plays a similar role to clipping, as it prevents \( h \) from producing too large of values. We visualize the connection in Figure 3.

The above result is only for the case where we use \( \mathcal{F}_v \) as the function class for \( h \). More generally, the minima of the MSPBE and MHPBE are not the same for \( \mathcal{F}_h \supset \mathcal{F}_v \). For example, we could add an additional set of features to those used for \( \mathcal{F}_v \), to get a strictly larger class of functions for \( \mathcal{F}_h \). The projected Bellman errors under \( \mathcal{F}_h \) are no longer zero and further projection by clipping may change the solution.

We now revisit the fixed-points in our six environments, with these projected objectives. In Figure 4, we visualize the fixed-points for three different choices of projection for both the Huber Bellman error and the squared Bellman error. We consider the two extremes—namely \( \mathcal{F}_h = \mathcal{F}_v \) to get unprojected Bellman errors and \( \mathcal{F}_h = \mathcal{F}_{\text{clip}} \) as well as an interim projection where \( h \) uses five additional features. To construct these five additional features, we use five random linear combinations of the original features for each problem setting then pass these combinations through a ReLU nonlinearity to simulate using a larger neural network to estimate \( h \) than that used to estimate \( v \).

We find that in most cases, the full projection yields the best fixed-points on these tasks. This result suggests that much of the robustness comes from projecting away excess errors. A natural conclusion, therefore, is that the primary role of the Huber function when optimizing these projected errors will be during the transient optimization, and not in the final asymptotic solution.

## 5 Optimizing the Objectives

In this section, we derive gradient-based updates for the MHPBE and MAPBE. The gradient in terms of \( \theta \), for a given \( h_\theta \), is actually the same: \( \sum_{s \in S} d(s) h(\delta \mid S = s) \mathbb{E} [\nabla \delta | S = s] \). This means that the job of selecting between the absolute, squared, and Huber Bellman errors rests solely on how we approximate the secondary variable, \( h(s) \).

There are many ways to estimate the \( h \) for the MHPBE and MAPBE. A natural starting point would be to use the same estimate, \( h_{\theta_0}(s) \approx \mathbb{E} [\delta | S = s] \), as for the MSPBE, then
The saddlepoint algorithms, on the other hand, rely fully on $h$—as in Equation (6)—providing a low-variance but possibly highly biased update.

Manipulating the update in Equation (6) shows the relationship between the saddlepoint and gradient-correction update, for transition $s, r, s'$:

$$-\nabla_{\theta} \delta(h(s)\nabla_\theta v(s) - \gamma h(s)\nabla_\theta v(s'))$$

$$= (h(s) - \delta(\hat{\theta}) + \delta(\hat{\theta}))\nabla_\theta v(s) - \gamma h(s)\nabla_\theta v(s')$$

$$= \delta(\hat{\theta})\nabla_\theta v(s) - \gamma h(s)\nabla_\theta v(s') + (h(s) - \delta(\hat{\theta}))\nabla_\theta v(s)$$

The extra term accounts for the deviation between $\delta$ and our estimate, $\hat{h}(s)$. In fact, in the case of linear function approximation, and when $h$ is the best linear approximation, the expected value of this additional term over all states is zero (Patterson et al., 2022, Section 7.1).

Similarly, we can construct a corresponding gradient correction update to optimize the robust objectives, but at the cost of some additional bias in the approximate gradient because the extra term does not go away in expectation for the MHPBE or MAPBE. The update for $\theta$ stays the same, given in Equation (7), with our alternative update for $h$. We report the bias of the gradient for this update, in Appendix C, and empirically investigate both updates in Section 6. We can convert these equations to the off-policy setting by incorporating importance sampling ratios; we provide these modified updates in Appendix B.

### 6 Experiment: Optimization Algorithms

We have seen that the robust objectives define sensible asymptotic solutions on this set of problems; however, this leaves open the question of how well we can find these fixed-points using a stream of online, off-policy data. We investigate the effectiveness of the optimization algorithms proposed in Section 5 on a subset of the linear prediction problem settings, using one problem designed to favor the MSPBE (Small chain), two problems designed to favor the MAPBE (HardAlias 1 and 2), and Baird’s counterexample. The three objectives all have the same solutions in Baird’s counterexample, because weights can be found to make the BE zero in every state. This counterexample, however, was specifically designed to highlight challenges in online optimization for temporal difference algorithms. We would expect all optimization algorithms to perform equivalently on this problem setting, given sufficient optimization steps and appropriately decayed stepsizes; however transiently and with a fixed-stepsize, we might expect the robust objectives to have better optimization properties.

We test both the saddlepoint and gradient-correction algorithms for each of the three objectives. To respect historical naming, we label the saddlepoint algorithms with GDT2 and the gradient-correction algorithms with TDC. TDC and GDT2 are the original algorithms with a regression update for $h$. Huber-TDC and Huber-GDT2 use the same regression update for $h$, and then when using $h$ to update $\theta$, clip to range $[-\tau, \tau]$ for $\tau = 1$. L1-TDC and L1-GDT2 also learn $h$ with linear regression and then take the sign of $h$. All of the GDT2 variants use the same update to the primary weights $\theta$, given in Equation (6). All of the TDC variants use the same update to $\theta$, given in Equation (7).
We look at performance across a wide range of stepsizes, and the extension to the control setting is straightforward, due to the development of the QRC algorithm (Q-learning with Regularized Corrections) for the MSPBE (Patterson et al., 2022). The MSPBE can be generalized to control for a fixed stepsize. However, the robust algorithms had far less error, and all robust algorithms showed much less sensitivity to the choice of stepsize.

Our hypothesis is that the robust objectives will provide lower variance update rules, allowing larger stepsizes and faster convergence to their fixed-points. In order to measure this, we run each algorithm for a fixed number of steps and compute the area under the learning curve, providing a sense of both convergence rate and asymptotic error. We look at performance across a wide range of stepsizes, \( \alpha \in \{2^{-10}, 2^{-15}, \ldots, 2^{-1}\} \), and report the mean and standard error over 100 independent trials for each stepsize, algorithm, and problem setting. In later experiments, we use the same stepsize for both \( h \) and \( v \), to reduce the number of hyperparameters for the algorithms. However, for this first set of experiments, the goal is to obtain a sense of idealized performance. We, therefore, also sweep over ratios \( \eta = \frac{\alpha}{\alpha^*} \in \{2^{-4}, 2^{-3}, \ldots, 2^3, 2^4\} \) for the stepsize \( \alpha \) for \( h \).

In Figure 5 we show stepsize sensitivities for each problem and algorithm measured using the MSVE. Due to the similarity in conclusions, we relegate the MAVE sensitivities to Appendix D. The L1-TDC variant appears to suffer as a result of biased gradient estimates and generally performs worse across stepsizes than its GTD2-based counterpart. Generally the robust GTD2 algorithms and the Huber-TDC algorithm show wider stepsize sensitivities and often the second head of the network, allowing the network’s full function approximation resources to be used for predicting \( q_\theta(s, a) \) as accurately as possible. The update rules are

\[
\begin{align*}
\delta &= r + \gamma \max_{a'} q_\theta(s', a') - q_\theta(s, a) \\
\theta_{t+1} &= \theta_t + \alpha (\delta \nabla q_\theta(s, a) - \gamma h(s, a) \nabla \max_{a'} q_\theta(s', a')) \\
\theta_{h,t+1} &= \theta_{h,t} + \alpha (\delta - \hat{h}(s, a)) \nabla \hat{h}(s, a) - \alpha \beta \theta_{h,t} \\
h(s, a) &= \text{clip}_\tau(\hat{h}(s, a))
\end{align*}
\]

where \( \theta \) refers to all of the parameters of the neural network, except the parameters \( \theta_{h,t+1} \) for the secondary head, and \( \beta \) is the regularization parameter. Following the recommendation in the original paper (Ghiassian et al., 2020), we chose to keep \( \beta = 1 \) for all experiments. This regularized version of our algorithm incorporates both robustness using clipping and regularization.

This algorithm uses a gradient-correction update. As before, we could also consider a saddlepoint update. However, we found that this had much worse performance in control, as we show in Appendix D. For this reason, we only outline the gradient-correction version of our control algorithm with the Huber loss, as the proposed control algorithm for this work, and use this version for the remaining experiments.

8 Experiment: Nonlinear Control

In this section we empirically investigate the QRC-Huber algorithm. We first compare to several control algorithms in five classic control domains, investigating both learning speeds and stability in performance over different runs. We then show that QRC-Huber performs better without target networks, highlighting that these gradient algorithms may provide an alternative path to stabilizing DQN without slowing down learning. Finally, we conclude with a demonstration in a larger environment called Minatar.

7 The QRC-Huber Algorithm

The extension to the control setting is straightforward, due to the development of the QRC algorithm (Q-learning with Regularized Corrections) for the MSPBE (Patterson et al., 2022). The MSPBE can be generalized to control for a fixed state weighting, by 1) learning action-values \( q_\theta \) and 2) using Bellman errors based on a maximum over actions in the next state. The reformulation of the MSPBE and resulting algorithm with two parameters is otherwise the same. The only difference from QRC is in our secondary estimator \( h \), which additionally incorporates clipping.

To learn \( q \) and \( h \), we use a two-headed neural network. The first head estimates \( q_\theta(s, a) \) and the second head estimates \( h(s, a) \). Each of these heads has one output for every action. We block gradients from being passed back from the second head of the network, allowing the network’s full function approximation resources to be used for predicting \( q_\theta(s, a) \) as accurately as possible. The update rules are

\[
\begin{align*}
\delta &= r + \gamma \max_{a'} q_\theta(s', a') - q_\theta(s, a) \\
\theta_{t+1} &= \theta_t + \alpha (\delta \nabla q_\theta(s, a) - \gamma h(s, a) \nabla \max_{a'} q_\theta(s', a')) \\
\theta_{h,t+1} &= \theta_{h,t} + \alpha (\delta - \hat{h}(s, a)) \nabla \hat{h}(s, a) - \alpha \beta \theta_{h,t} \\
h(s, a) &= \text{clip}_\tau(\hat{h}(s, a))
\end{align*}
\]
8.1 Experiments in Classic Control Domains

For the nonlinear control experiments, we investigate three classic control problems—Mountain Car, Cart-pole, and Acrobot—from the Gym suite (Brockman et al., 2016), a larger domain with a heavily shaped reward—Lunar Lander—and one additional domain designed to be particularly challenging for squared error algorithms, Cliff World. For all domains, we use discount factor $\gamma = 0.99$ and $\epsilon = 0.1$ for the $\epsilon$-greedy policy. The episode is cut off if the agent fails to reach a terminal state in a pre-specified number of steps. When cut off, the agent is teleported back to the start state and does not update its value function, thus preventing the agent from bootstrapping over the teleportation transition.

We compare the QRC-Huber algorithm with three baseline algorithms from prior work. Because QRC-Huber builds on the QRC algorithm, we use this as a baseline to determine the impact of using a Huber Bellman error in place of a squared Bellman error. All design decisions and other elements of the update rule are the same between QRC and QRC-Huber. We additionally compare to SBEED (Dai et al., 2018), the original algorithm stemming from the conjugate Bellman error work. We modify the SBEED algorithm to use a direct mellowmax policy based on its estimated value function, instead of a parameterized policy as in its original implementation, in order to match the update rules of the other baselines. Finally, we compare to DQN (Mnih et al., 2013). Due to DQN being a semi-gradient method, and because its use of a clipped error is only superficially a Huber error, we expect to find that DQN exhibits lower stability and higher sensitivity to meta-parameters.

We sweep a broad range of stepsizes and report results for every swept stepsize in Appendix D. For QRC-Huber, we fix the Huber threshold parameter $\tau = 1$ for all domains except Mountain Car, where we use $\tau = 2$. We further ablate the impact of this decision in Appendix D. For the QRC methods, we chose not to use target networks—a frozen, infrequently updated set of weights for the bootstrapping target—so that we can highlight the stability provided by using true gradient-based methods with robust losses. DQN and SBEED use targets networks and sweep over multiple refresh rates. DQN additionally sweeps over its Huber clipping parameter and SBEED sweeps over its objective tuning parameter $\eta$ and mellowmax parameter $\lambda$. In total, QRC and QRC-Huber tune over 6 meta-parameter combinations while DQN tunes over 120 and SBEED tunes over 360.

To demonstrate the stability of each algorithm, we report the full distribution of the performance metric over 100 independent trials for the best stepsize on each domain. We use the average return achieved over the last 25% of steps as our performance metric. We expect algorithms which exhibit stable performance to have a narrow, approximately normal distribution centered around higher return, whereas we expect algorithms which are unstable to have wide performance distributions or even multi-modal distributions. We also report standard learning curves, in Figure 7.

Figure 6 shows the performance distributions of each tested algorithm. QRC-Huber exhibits narrow and approximately normal performance distributions for every domain, suggesting the stability of the algorithm over random seeds. The QRC algorithm performs reasonably on the Acrobot and Cart-pole domains, but performs quite poorly on the Cliff World.
World domain. Because QRC is based on the mean squared Bellman error, the poor performance on Cliff World is exactly as expected, since this domain was chosen adversarially to highlight challenges with mean squared errors. While DQN is based on a clipped loss function that appears similar to the mean Huber Bellman error, it does not seem to enjoy the same stability as QRC-Huber, with average performance far worse than QRC-Huber on four of five domains due to high bimodality or long-tailed performance distributions. The learning curves in Figure 7 further highlight that QRC-Huber is the most robust of the three, across all five problem setting, either having comparable or notably better performance. The poor performance of DQN on Mountain Car and Cartpole is counterintuitive; given a sufficient number of learning steps and a large enough delay between target network updates, DQN can perform well in these environments. This results in a fundamental trade-off between stable performance and sample efficiency. The experiment in Figure 7 favors sample efficiency due to its short length.

8.2 Omitting Target Networks
A primary motivation for building on gradient TD methods is that they are a theoretically sound way to obtain stable, convergent TD methods. Target networks currently lack theoretical justification, but are believed to empirically improve the stability of semi-gradient learning rules such as in DQN. Considering the non-negligible overlap in intended use case between gradient algorithms and target networks, we test for interactions between these algorithmic tools by extending the gradient algorithms to include target networks and measuring the change in performance. In this section, we address the question: “could gradient-based algorithms benefit from the use of target networks?”.

We introduce target networks into QRC and QRC-Huber and sweep over the refresh rate—the number of learning steps before the target network weights are overwritten with the weights of the current network. If the target network refresh rate is one, then target networks are not used. We report the distribution of final performance over 100 random seeds, in Figure 8. The gradient-based algorithms perform better without target networks across environments. Because these algorithms already exhibit high stability, adding target networks serves only to harm the sample efficiency of the algorithms. DQN always required target networks in order to solve any of the tested problems, while requiring environment-specific tuning of the target network parameter.

On the excluded CliffWorld environment, we found that all algorithms performed best without target networks. This result is unsurprising given the simplicity of the environment dynamics: CliffWorld is designed to show differences in fixed-points, rather than differences during learning. We exclude Lunar Lander due to the high computational cost of performing extensive parameter sweeps and because QRC-Huber clearly already outperforms DQN on Lunar Lander without target networks as shown in Figure 6.

8.3 Experiments on Minatar
Finally, we demonstrate that QRC-Huber can scale to larger domains using more complex neural network architectures. We use the Minatar suite of five miniaturized Atari games which retain much of the complexity of the full Atari games, while considerably reducing the computational requirements and cost (Young and Tian, 2019). We use a convolutional neural network architecture with two hidden layers to learn value functions from images. We demonstrate that gradient-based learning rules without target networks, such as QRC and QRC-Huber, can outperform semi-gradient learning rules such as DQN, even when DQN is allowed to additionally tune its usage of target networks.

To avoid domain overfitting and reduce the cost of meta-parameter tuning, we treat the entire Minatar suite as a single problem setting. As such, each algorithm must pick one meta-parameter setting to use across all five games. The other benefit of this design is that it favors algorithms that are insensitive to hyperparameter choices. We allow all three control algorithms to sweep over a small range of stepsizes and allow DQN to additionally sweep over target network refresh rates. We set the discount factor $\gamma = 0.99$ for all domains and otherwise use the same design parameters as Young and Tian (2019).

In order to compare performance of each agent, we average scores over each game using probabilistic performance profiles (Jordan et al., 2020; Barreto et al., 2010), then report the average scaled performance across the entire suite with 95% confidence intervals. We run each algorithm with its best meta-parameter setting for 10 runs on each game allowing comparisons on the Minatar suite using a total of 150 samples for each algorithm. Additional procedural details can be found in Appendix E.

In Table 1, we report the average scaled return across games in the Minatar suite. Despite having four times the number of meta-parameter combinations and the ability to use target networks, DQN performs considerably worse than either gradient-based algorithm. Because QRC-Huber and QRC yield approximately normal performance distributions, we use a paired $t$-test and find that QRC-Huber has a statistically significant performance increase over QRC. DQN’s performance profile is notably skewed by a small number of failing runs, however the difference in performance between DQN and either gradient-based algorithm is significant according to both a paired $t$-test and a much less powerful bootstrap $t$-test (which allows for a skewed sampling distribution). That QRC and QRC-Huber perform similarly is unsurprising as the largest possible reward in any Minatar game is $+1$, a design decision made in part because many algorithms—such as DQN—are unstable when learning from large rewards. Additional results on the Minatar suite are included in Appendix D.

9 Conclusion
In this work, we extended the saddlepoint reformulation of the mean squared Bellman error, introducing a novel pair of robust losses, the mean absolute Bellman error and the mean Huber Bellman error. We demonstrated that the solutions to these robust objectives are comparable to the MSBE, and in some scenarios are significantly better according to the value error. The resultant gradient-based algorithms are less sensitive to choice of stepsize in prediction and have more stable performance distributions in control.
Fig. 8: Ablating the impact of the target network refresh rate (1, 50 and 500) on the performance of the nonlinear control algorithms. A refresh rate of 1 means no target networks are used. DQN requires target networks to achieve above random performance on Cart-pole and to reduce the bimodality of its performance on Mountain Car. Even with target networks, DQN still exhibits large skew and bimodality in its performance distributions, indicating instability. The gradient methods QRC-Huber and QRC both perform better without target networks (the last row).

|                | QRC-Huber | QRC    | DQN     |
|----------------|-----------|--------|---------|
| Average        | 0.53 ± 0.03 | 0.47 ± 0.02 | 0.36 ± 0.06 |

The table shows the average performance on Minatar for different methods. We considered robust losses to learn expected returns. This modification is complementary to robust estimates of value, like median returns and percentiles. For distributional RL, for example, quantile regression and a modification using a quantile Huber loss has been used (Dabney et al., 2017; Bellemare et al., 2017). But, like clipping in DQN, this was applied to the TD update with distributional Bellman operators without accounting for the semi-gradient update. Developing these conjugate forms for this broader class of value estimation problems is an exciting next step.
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**Appendix A**

**Biconjugate Forms**

**Proposition A.1.** The biconjugate of the square function

\[ f(x) = \frac{1}{2}x^2 \]

is \( f^{**}(x) = \max_{h \in \mathbb{R}} hx - \frac{1}{2}h^2 \).

**Proof:** Recall the definition of the convex conjugate and correspondingly the biconjugate:

\[
\begin{align*}
    f^*(x) &= \sup_{h \in \mathbb{R}} \{hx - f(h)\} \\
    f^{**}(x) &= \sup_{h \in \mathbb{R}} \{hx - f^*(h)\}.
\end{align*}
\]

Then the conjugate of the square function with dual parameter \( a \),

\[ f^*(x) = \sup_{a \in \mathbb{R}} xa - \frac{1}{2}a^2. \]

Applying the convex conjugate again and we obtain

\[ f^{**}(x) = \sup_{h \in \mathbb{R}} \left( xh - \sup_{a \in \mathbb{R}} \left( ha - \frac{1}{2}a^2 \right) \right). \]

Clearly, the inner supremum is achieved at \( a^* = h \), so plugging in the maximizing value of \( a \), we obtain

\[ f^{**}(x) = \sup_{h \in \mathbb{R}} \left( xh - h^2 + \frac{1}{2}h^2 \right) = \max_{h \in \mathbb{R}} \left( xh - \frac{1}{2}h^2 \right). \]

Finally multiplying by two, \( 2f(x) = x^2 \) and \( 2f^{**}(x) = \max_{h \in \mathbb{R}} (2xh - h^2) \), arriving at the biconjugate of the square function used in Dai et al. (2017) and Dai et al. (2018).

**Proposition A.2.** The biconjugate of the absolute value function \( f(x) = |x| \) is \( f^{**}(x) = \max_{h \in [-1,1]} xh \).

**Proof:** The proof follows the same format as the proof of the biconjugate for the square function. Defining the conjugate and biconjugate respectively,

\[
\begin{align*}
    f^*(x) &= \sup_{a \in \mathbb{R}} xa - |a| = \begin{cases} 0 & \text{when } |x| \leq 1 \\ \infty & \text{otherwise.} \end{cases} \\
    f^{**}(x) &= \sup_{h \in \mathbb{R}} xh - f^*(h).
\end{align*}
\]

Simplifying the biconjugate form, we get

\[
\begin{align*}
    f^{**}(x) &= \begin{cases} xh & \text{when } |h| \leq 1 \\ xh - \infty & \text{otherwise.} \end{cases} \\
    &= \begin{cases} xh & \text{is not feasible} \\ \sup_{h \in [-1,1]} xh. \end{cases}
\end{align*}
\]

Finally, considering the maximizing values of \( h \), we get \( h = -1 \) when \( x < 0 \) and \( h = 1 \) with \( x > 0 \) so the biconjugate simplifies to

\[ f^{**}(x) = \text{sign}(x)x = |x| = f(x) \]

thus completing the proof.

---

**A.1 Proof of Theorem 1**

We start by showing that the mean absolute Bellman error bounds the mean absolute value error. We then show in Lemma A.4 that the Huber function is a close approximation of the absolute function, and so emits an upper-bound with some approximation error controlled by the Huber parameter \( \tau \). Putting these together, then, we show that the mean Huber Bellman error upper bounds the mean absolute value error with a small non-vanishing approximation term.

**Lemma A.3.** For any vector \( v \in \mathbb{R}^d \), then

\[ \|v_\tau - v\|_1 \leq \|(I - P_{\tau,\gamma})^{-1}\|_1 \|Tv - v\|_1. \]

**Proof:** First notice that \( v_\tau = (I - P_{\tau,\gamma})^{-1}r_\tau \) where \( r_\tau \) is the expected reward function with respect to policy \( \pi \). Then we have

\[
\begin{align*}
    Tv - v &= r_\tau + P_{\tau,\gamma}v - v \\
    &= r_\tau - (I - P_{\tau,\gamma})v \\
    &= (I - P_{\tau,\gamma})v_\tau - (I - P_{\tau,\gamma})v \\
    &= (I - P_{\tau,\gamma})(v_\tau - v) \\
    &= v_\tau - v.
\end{align*}
\]

Finally, because the matrix norm induced by the 1-norm is compatible, we get that

\[ \|(I - P_{\tau,\gamma})^{-1}\|_1 \|Tv - v\|_1 \geq \|v_\tau - v\|_1 \]

thus completing the proof.

**Lemma A.4.** Let \( \tau_{\text{cap}} = \min(\tau, 1) \) and \( \tau > 0 \), then for any vector \( a \in \mathbb{R}^m \) and \( 0 < \epsilon \leq \tau_{\text{cap}}^2 \)

\[ \|a\|_1 \leq \sum_{i=0}^{m} \sqrt{\frac{\epsilon}{2\kappa}} p_{\tau}(a_i) + \sqrt{\frac{\epsilon}{2}}. \]

**Proof:** Our goal is to show \( |a| \leq C_P(a) \) for any \( a \in \mathbb{R} \). First notice that if \( |a| \geq \tau_{\text{cap}} \) then \( P_{\tau}(a) \geq \tau_{\text{cap}}|a| \) by definition of the Huber function and so we are done with this case. However, if \( |a| < \tau_{\text{cap}} \), then \( P_{\tau}(a) = a^2 \). Should we try to find some constant \( C \) such that \( |a| \leq Ca^2 \), then we easily find that \( C \geq \frac{1}{|a|^2} \) which goes to infinity as \( a \) goes to zero. Instead, we can find \( |a| \leq C(a^2 + \epsilon) \) for arbitrary \( \epsilon > 0 \) which yields \( C \geq \frac{|a|}{\sqrt{2\epsilon}} \) which is bounded. To find \( C \), we have

\[
\begin{align*}
    C &= \max_{|a| \leq \tau_{\text{cap}}} \frac{|a|}{a^2 + \epsilon} \\
    &= \max_{0 \leq a \leq \tau_{\text{cap}}} \frac{a}{a^2 + \epsilon} \\
    &= \frac{\sqrt{\epsilon}}{2\epsilon}
\end{align*}
\]

because the maximum is obtained at \( a = \sqrt{\epsilon} \). We now have that, for \( |a| < \tau_{\text{cap}} \) and \( C = \frac{\sqrt{\epsilon}}{2\epsilon} \) then \( |a| \leq C_P(a) \). Choosing \( C \geq 1 \) to satisfy the \( |a| \geq \tau_{\text{cap}} \) case, and \( C = \frac{\sqrt{\epsilon}}{2\epsilon} \) otherwise, we thus obtain our restriction on \( \tau_{\text{cap}} = \min(\tau, 1) \) completing the proof.
**APPENDIX B**

**OFF-POLICY UPDATES**

For all algorithms, let

\[
\rho_t = \frac{\pi(A_t | s_t)}{b_t(A_t | s_t)}
\]

\[
\delta_t = R_{t+1} + \gamma_{t+1} v(S_{t+1}) - v(s_t)
\]

\[
\theta_{h,t+1} = \theta_{h,t} + \alpha_h (\rho_t \delta_t - \tilde{h}_{\theta_{h,t}}(s_t)) \nabla_{\theta_h} \tilde{h}_{\theta_{h,t}}(s_t)
\]

for fixed target policy \( \pi \) and behavior policy \( b \).

**GTD2**

\[
h(s_t) = \tilde{h}_{\theta_{h,t}}(s_t)
\]

\[
\theta_{t+1} = \theta_t + \alpha_t h(s_t)(\nabla_{\theta_h} v(s_t) - \rho_t \gamma_{t+1} \nabla_{\theta_h} v(S_{t+1}))
\]

**GTD2-Abs**

\[
h(s_t) = \text{sign} \left( \tilde{h}_{\theta_{h,t}}(s_t) \right)
\]

\[
\theta_{t+1} = \theta_t + \alpha_t h(s_t)(\nabla_{\theta_h} v(s_t) - \rho_t \gamma_{t+1} \nabla_{\theta_h} v(S_{t+1}))
\]

**TDC**

\[
h(s_t) = \tilde{h}_{\theta_{h,t}}(s_t)
\]

\[
\theta_{t+1} = \theta_t + \alpha_t h(s_t)(\nabla_{\theta_h} v(s_t) - \rho_t \gamma_{t+1} \nabla_{\theta_h} v(S_{t+1}))
\]

**TDC-Huber**

\[
h(s_t) = \text{clip}_\tau \left( \tilde{h}_{\theta_{h,t}}(s_t) \right)
\]

\[
\theta_{t+1} = \theta_t + \alpha_t h(s_t)(\nabla_{\theta_h} v(s_t) - \rho_t \gamma_{t+1} \nabla_{\theta_h} v(S_{t+1}))
\]

**TDC-Abs**

\[
h(s_t) = \text{sign} \left( \tilde{h}_{\theta_{h,t}}(s_t) \right)
\]

\[
\theta_{t+1} = \theta_t + \alpha_t h(s_t)(\nabla_{\theta_h} v(s_t) - \rho_t \gamma_{t+1} \nabla_{\theta_h} v(S_{t+1}))
\]

**APPENDIX C**

**BIAS OF TDC GRADIENT**

In this section, we discuss the biased gradient estimate used by gradient-correction methods such as TDC or QRC-Huber. We show that in the case of linear function approximation, when \( h \) is the best linear approximation of \( \mathbb{E} [\delta(s) \mid s] \), then the gradient is unbiased for the MSBE. However, this is no longer the case when considering the robust objectives nor is it the case when \( h \) must be approximated online. As has been seen in past results (White and White, 2016; Ghiasiian et al., 2020; Patterson et al., 2022), this biased gradient does not seem to harm TDC’s performance—and in fact the lower variance gradient estimate seems to improve empirical performance—however, our own experiments in Section 6 suggest that for the MABE the biased gradient estimates can often prevent the gradient-correction algorithm from learning.

Manipulating the gradient of the conjugate Bellman error, we get

\[
- \nabla_{\theta} \delta(h(s)) = h(s) \nabla_{\theta} v(s) - \gamma h(s) \nabla_{\theta} v(S')
\]

\[
= \delta(h(s) - \theta) \nabla_{\theta} v(s) - \gamma h(s) \nabla_{\theta} v(S')
\]

Let \( h^* = \mathbb{E} [xx^\top]^{-1} \mathbb{E} [x\delta] \) be the optimal linear regression solution for \( h \) and let both \( h \) and \( v \) be parameterized with linear function approximation. Then because \( \nabla_{\theta} v(s) = x(s) \), we have

\[
\mathbb{E} [h^* - \delta \nabla_{\theta} (\delta) \mid s] = \mathbb{E} [x(x^\top h^* - \delta) \mid s] = x(x^\top h^* - \mathbb{E} [\delta \mid s])
\]

\[
= xx^\top h^* - x \mathbb{E} [\delta \mid s] = 0
\]

and in expectation across all states

\[
\mathbb{E} [(h(S) - \delta) \nabla_{\theta} (S)]
\]

\[
= \mathbb{E} [xx^\top] h^* - \mathbb{E} [x\delta]
\]

\[
= \mathbb{E} [xx^\top] \mathbb{E} [xx^\top]^{-1} \mathbb{E} [x\delta] - \mathbb{E} [x\delta]
\]

\[
= \mathbb{E} [x\delta] - \mathbb{E} [x\delta] = 0
\]

where \( x = x(s) \).

Unfortunately, consider the case of the robust objectives. Instead of the \( (h(s) - \delta) \) term, we apply a nonlinear transformation to only \( h(s) \). Intuitively, in the case of the MABE the difference between \( \text{sign}(h(s)) - \tilde{h} \) can be arbitrarily large. In the case of the MHBE, the bias due to ignoring this additional term is a function of the clipping parameter \( \tau \). Clearly as \( \tau \to \infty \), \text{clip}_\tau(h(s)) \to h(s) and the same argument applies as in the MSBE case.

The bias of the gradient estimate used by gradient-correction methods for the MHBE in the case of linear function approximation is

\[
\mathbb{E} \left[ \| \text{clip}_\tau(h^*(s) - \theta(s)) \|_\infty \right] = \mathbb{E} \left[ \| \text{clip}_\tau(h^*(s) - \theta(s)) \|_\infty \right]
\]

\[
\leq \sum_{s \in S} \frac{d(s)}{\tau \text{sign}(h^*(s) - \theta(s)) \| s \|_\infty} \quad \text{otherwise}
\]

\[
= \sum_{|h^*(s)| \leq \tau} \frac{d(s)}{|h^*(s)|} \text{sign}(h^*(s) - \theta(s)) \| s \|_\infty.
\]

Because when \( |h^*(s)| \leq \tau \), then \( \text{clip}_\tau(h^*(s)) = |h^*(s)| \) and we are again in the case of the gradient of the MSBE. However, when \( |h^*(s)| \geq \tau \), then \( \text{clip}_\tau(h^*(s)) = \tau \) and we accumulate some bias based on how far \( \delta \) is from \( \tau \). When \( \mathbb{E} [\delta] = 0 \), then likewise \( h^*(s) = 0 \) because the zero vector is always representable by a linear function approximator (by definition of linearity). Because \( \tau > 0 \), then \( \text{clip}_\tau(h^*(s)) = 0 \) and the bias is zero, so the fixed point of the algorithm remains unchanged.

**APPENDIX D**

**ADDITIONAL RESULTS**

In this section we include supplementary results to the main body of the paper. We first investigate the relative ordering
of the proposed optimization algorithms when measuring the MAVE instead of the MSVE. We then motivate empirically why we built our nonlinear control algorithm based on a gradient-correction method instead of a saddlepoint method by investigating the performance of nonlinear GQ on our benchmark control domains. Finally, we end with two ablation studies investigating the impact of the Huber threshold parameter on each domain as well as a second ablation investigating the impact of the choice to exclude target networks in the main body of the paper, especially for DQN.

In Figure 9, we investigate the stepsize sensitivity of each algorithm on four representative linear prediction problems. The robust algorithms generally have similar best performance as the MSBE algorithms, but with less sensitivity to choice of stepsize. The $\ell_1$-TDC algorithm often fails to learn a meaningful value function estimate in the given number of training steps. We hypothesize that this is due to the bias in the gradient estimate for gradient-correction methods, which is pronounced in the case of the MABE but not in the case of the other objectives. The results in Figure 9 are averaged over 100 independent trials for every choice of stepsize, algorithm, and domain. The shaded regions correspond to standard errors, though error bars are excluded from the TDC algorithms for readability and because the standard errors are negligible. The performance measure for each algorithm is the average error over the last 25% of steps in each domain.

Figure 11 investigates the saddlepoint optimization algorithm for nonlinear control across our four benchmark domains. Generally, the Greedy-GQ algorithm performs considerably worse than gradient-correction algorithms; a motivating factor for building on gradient-correction methods (Dai et al., 2018; Ghiassian et al., 2020). A possible explanation for this poor performance is the dependency of the representation learning process on having an accurate estimate of $h(s)$, which itself depends on having a well-learned representation. This circular dependency is less obviously present in gradient-correction methods, which depend on a sample of the error signal instead of an estimate of the error signal for the primary learning process. Improving the performance of saddlepoint optimization methods for nonlinear control is important future work.

### D.1 Ablating Design Decisions

One of the proposed robust objectives depends on a new meta-parameter—$\tau$—the threshold for the Huber function—which was not present in previous extensions of the conjugate Bellman error to nonlinear control. While for most of our domains we could reasonably pick a default value of $\tau = 1$ and avoid allowing our proposed algorithm more opportunities to tune meta-parameters, this choice impacted the claims made in the main body of the paper. The choice of $\tau$ depends on the magnitude of the TD errors experienced by the algorithm during optimization, which is driven in part by the magnitude of the rewards, and thus is domain-dependent. To decrease this dependency, we could consider scaling the magnitude of rewards in a domain-independent way, for instance using PopArt (Hessel et al., 2018b).

In Figure 10, we ablate over several choices of threshold parameter for the QRC-Huber algorithm. We likewise investigated the sensitivity of DQN to choice of threshold parameter, but due to the general instability of DQN it was less clear which values of $\tau$ were generally best. Allowing DQN to select its best $\tau$ for each domain does not change the conclusions in Figure 6, so for simplicity we choose to maintain consistency between DQN and QRC-Huber. We see long-tail performance distributions as the threshold parameter is made smaller, likely due to the optimization process spending more time in the mean absolute region of the Huber loss. On the Mountain Car domain, both QRC-Huber and DQN were significantly impacted by $\tau < 2$ and saw strongly bimodal performance distributions.

The poor performance of DQN in Figure 6—especially on the Cart-pole domain—is surprising; however recent work has also shown that DQN has shockingly poor performance on a wide variety of domains (Obando-Ceron and Castro, 2021). A potential explanatory factor for the poor performance could be the choice to exclude target networks from our investigation, which could adversely affect DQN disproportionately compared to the gradient-based algorithms. To understand the impact of our choice to not use target networks, we ablate over the number of steps taken between synchronizing the weights of the target network.

Figure 8 shows the number of steps between target network synchronization for QRC-Huber, QRC, and DQN, where one step of synchronization refers to not using target networks at all. For Acrobat and Cartpole, increasing the number of steps between synchronization appears to harm the performance of the gradient-based methods, likely due to artificially reducing the speed that the bootstrapping targets receive new information. DQN, on the other hand, benefits from the reduced variance in the bootstrapping targets and tends to perform better across all three domains as the target networks are updated less frequently; though even with 500 steps between synchronization, DQN performs poorly on Mountain Car.

### APPENDIX E

#### EXPERIMENTAL DETAILS

#### E.1 Environments

In this section we provide further details for the environments and problem settings used in Sections 6 and 8.

**HardAlias-1** is an 8-state random walk where the agent starts in the far left state and moves right with 90% probability. The episode terminates on taking the move right action in the far right state. The agent receives $-1$ reward per step with a discount factor of $\gamma = 0.99$. The first, third, and final states all share a common feature, and the remaining five states use the dependent feature representation from Sutton et al. (2009), resulting in a feature vector of size $d = 4$ for each state.

The second hard aliasing problem, **HardAlias-2**, is the 2-state problem from Tsitsiklis and Van Roy (1997). We lightly modify the reward function of the MDP so the optimal value function cannot be perfectly represented, thus allowing each objective to have different minima. The agent receives a reward of $+1$ after transitioning from the first state to the second, and a reward of $0$ for all other transitions.
Fig. 9: MAVE averaged over 100 independent trials, for each swept stepsize in key prediction domains. The mean squared algorithms generally performed well across environments—even the adversarially chosen environments—suggesting the difficulty in minimizing the MABE. The Huber algorithms performed best across many environments, often displaying less sensitivity to the choice of stepsize.

Fig. 10: Ablating the impact of the threshold parameter for the Huber loss function for the QRC-Huber algorithm across the benchmark domains. For three of the domains, QRC-Huber is robust to the choice of threshold parameter with a default value of $\tau = 1$ being a good choice. However, the Mountain Car domain shows high-bimodality in performance distribution across multiple random initializations of the neural network for smaller values of the threshold parameter.

Fig. 11: Comparing the mean return over the last 25% of steps across several saddlepoint methods against QRC-Huber. The saddlepoint methods generally perform very poorly, frequently finding a policy only slightly better than the random policy. These results are consistent with the findings of Ghiassian et al. (2020) and motivate building on gradient-correction methods for nonlinear control. Like QRC-Huber, GQ-Huber uses a twice differentiable estimate of the clip function and all algorithms use the ADAM optimizer.

Outlier is a large 49-state random walk with an additional “entry” state, where the agent has an $\epsilon = 0.01$ chance of terminating immediately with $-1000$, or a $1 - \epsilon$ chance of entering the middle state of the random walk. To emulate a more realistic learning scenario, we use a randomly initialized frozen neural network with ReLU activations and two hidden layers of sizes ten and five respectively to generate five features to describe 50 states. Taking the left action in the far left state of the random walk results in termination and a reward of $-1$ and correspondingly the right action in the right state results in termination with a reward of $+1$. The discount factor is set to $\gamma = 0.99$ and the left action was chosen with probability $\epsilon = 0.01$ in every state.

For the two random walks, the first with $N = 5$ states
Fig. 12: Comparing algorithms on benchmark control domains with the area under the learning curve as the performance metric. Unlike Figure 6, early learning is included in the performance metric, giving a sense of the sample complexity of each algorithm. QRC-Huber tends to perform favorably across all four domains compared to QRC and DQN, exhibiting much more narrow performance distributions that are often centered around higher rewards than the competitor algorithms.

Fig. 13: Evaluating the performance of each control algorithm on the Minatar suite of games. The learning curves show the scaled performance metric averaged across domains with 95% bootstrapped confidence intervals about the mean. Because each point in the learning curve has less underlying structure than the aggregate performance metric, the confidence intervals are significantly more pessimistic than reported in Table 1. As such, the sample mean performance of QRC-Huber is slightly higher than QRC during early learning, but not statistically significantly so in this result. Both gradient-based algorithms considerably outperform DQN with statistical significance, indicating both less domain-sensitivity to meta-parameters as well as better absolute performance.

(SmallChain) and the other with \( N = 19 \) states (BigChain), we use a randomly initialized neural network representation with ReLU activations and three hidden layers of sizes \( h_1 = 4N \), \( h_2 = N \), and \( h_3 = N^2 \) units respectively, resulting in a feature representation of size \( d = h_3 \). These problems are off-policy with the target policy taking the left action with 90% probability and the behavior policy taking both actions with equal probability. The discount is \( \gamma = 0.99 \) for both problems.

Finally, Baird is the well-known star MDP from Baird (1999). It is used to investigate optimization performance in a high-variance off-policy setting where TD diverges. We do not use it to evaluate the quality of fixed points, because the linear function approximation can represent the true values, and so the fixed-points of each objective are equal in quality.

In the nonlinear experiments, for all domains we use a discount factor of \( \gamma = 0.99 \) and an \( \epsilon \)-greedy policy with \( \epsilon = 0.1 \). In Mountain Car, Acrobat, and Cliff World, the agent receives a reward of -1 per step until termination and in Cart-pole the agent receives a reward of +1 per step. Every environment has an episode cutoff if the agent fails to reach a terminal state with a pre-specified number of steps. When cut off, the agent is teleported back to the start state and does not update its value function, thus preventing the agent from bootstrapping over the teleportation transition. All algorithms are run for one hundred thousand steps in total across all episodes, except in Lunar Lander where algorithms are run for 250k steps.

In the Mountain Car environment (Moore, 1990; Sutton, 1996), the goal is to drive an underpowered car to the top of a hill. The agent receives as state the position and velocity of the car, and can choose to accelerate forward, backward, or to do nothing on each timestep. The episode terminates when the agent reaches the top of the hill, or is cut off when the agent reaches a maximum 1000 steps. In the Cart-pole domain (Barto et al., 1983), the agent balances a pole attached to a cart which can move along a single axis. The agent receives as state the position and velocity of the cart, as well as the angle and angular velocity of the pole. The episode ends when the pole falls or if the agent reaches the maximum of 500 steps. Finally, the Acrobat domain (Sutton, 1996) has the agent swing a double-jointed arm above a threshold by moving only the inner joint. The agent receives as state the current angle and velocity of the joints and can take as action, swing left or swing right. The episode terminates when the specified height is achieved, or is cut off after 500 steps.

The Cliff World environment—lightly adapted from Sutton and Barto (2018)—is a discrete gridworld with 20 states. The agent starts in the bottom left state and seeks to reach the goal state in the bottom right. Along the bottom of the grid lies a cliff, where the agent receives a large penalty of -1000 reward for stepping into the pit and is teleported back to the initial state without terminating the episode. The episode terminates only when the agent reaches the goal state, or is cut off when the agent reaches a maximum of 500
steps.

For all environments, we fix meta-parameters other than the stepsize to their default values. For QRC-Huber, we fix regularizer parameter $\beta = 1$ and secondary stepsize ratio $\eta = 1$. For both mean Huber algorithms, we fix the Huber threshold parameter $\tau = 1$ for all domains except Mountain Car, where we use $\tau = 2$. We further ablate the impact of this decision in Section D. We sweep over the stepsize parameter for all algorithms and environments and report results for every swept stepsize.

E.2 Finding Fixed-points

To find the fixed-points of the objectives in Section 6, we performed subgradient descent. We decay the global stepsize (especially for the mean absolute objective, where we use $\tau = 2$). We further ablate the impact of this decision in Section D. We sweep over the stepsize parameter for all algorithms and environments and report results for every swept stepsize.

E.3 Linear Prediction

For the prediction problems comparing optimization methods in Section 6, we swept over the primary and secondary stepsize for all algorithms allowing each to be tuned independently. We swept values of the primary stepsize $\alpha \in \{2^{-1}, 2^{-2}, \ldots, 2^{-10}\}$ and the ratio between the primary and secondary stepsize $\eta = \frac{\alpha}{\alpha_t} \in \{2^{-6}, 2^{-4}, \ldots, 2^0, \ldots, 2^6\}$. All algorithms have the same number of meta-parameter combinations, so comparison between each algorithm remains fair. Reported results use SGD with a constant stepsize, though results using RMSProp yielded similar conclusions and thus were omitted. All algorithms were evaluated after 10k updates for each domain except the random walk which required 100k updates to reasonably converge.

E.4 Nonlinear Control

For all of the nonlinear control algorithms and domains, we used neural network function approximation with two hidden layers and ReLU activation units. For Acrobot, Mountain Car, and Cliff World we used 32 hidden units in both layers, and in Cart Pole we noticed significantly better performance for all algorithms when using 64 hidden units (consistent with the findings of Obando-Ceron and Castro (2021) which suggested Cart Pole needs considerably more parameters for good performance), finally for Lunar Lander we used 128 hidden units in both layers. We use experience replay buffers to store the 4000 (10k for Lunar Lander) most recent transitions and draw 32 samples to compute mini-batch updates on every timestep. We use the ADAM optimizer with default parameters for all algorithms ($\beta_1 = 0.9$ and $\beta_2 = 0.999$), but notice little difference in conclusions when using SGD or RMSProp optimizers. All agents are trained using $\epsilon$-greedy behavior policies, with $\epsilon = 0.1$ for every domain. Agents are trained for a fixed 100k steps for Acrobot, Mountain Car, and Cart Pole. Cliff World only required 50k steps to achieve good policies, and Lunar Lander required 250k steps.

For the Minatar games, we used the same function approximation architecture and meta-parameter settings as in Young and Tian (2019). Specifically the neural network uses a single convolutional layer with 16 channels, a stride-width of 1, and a kernel-width of 3 followed by a ReLU activation, the output of the convolutional layer is then flattened and sent to a single fully-connected layer with 128 hidden units and ReLU activation. We use the ADAM optimizer (Kingma and Ba, 2015) with default parameters and sweep over stepsizes in $\alpha \in \{2^{-13}, 2^{-12}, \ldots, 2^{-8}\}$. For DQN only, we additionally sweep over target network refresh rates in $\{1, 8, 32, 64\}$ steps. Experiments are run for 5M steps for each domain and a replay buffer of size 100k is used.

E.5 Minatar Experimental Procedure

For the Minatar demonstration, we treat the Minatar domain suite as a single problem setting. In doing so, we can take advantage of lower variance performance metrics by averaging performance over each of the domains, allowing us to report statistically significant claims using far fewer computational resources. The procedure is as follows.

1) We first sweep over several choices of stepsize using only five runs for each game.
2) We then scaled the AUC for each individual run using probabilistic performance profiles (Barreto et al., 2010) to a value between $[0, 1]$.
3) We picked the best performing stepsize for each algorithm by averaging the scaled AUC across runs and across games.
4) Finally we ran an additional 30 runs for each algorithm on each game using that algorithm’s best stepsize for a total of 150 runs and report the average scaled performance in Table 1 as well as the average scaled performance over time in Figure 13.

E.6 Computational Resources

For this paper, we used approximately eight CPU years of compute on a general purpose CPU cluster with modern hardware. We did not use GPUs for any experiment, nor other specialized hardware for training our models. We used the Torch library (Paszke et al., 2019) for defining neural networks and autodifferentiation for the nonlinear control experiments, and used the numpy library (Harris et al., 2020) for the linear prediction experiments.