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SUMMARY How to restore virtual network against substrate network failure (e.g. link cut) is one of the key challenges of network virtualization. The traditional virtual network recovery (VNR) methods are mostly based on the idea of centralized control. However, if multiple virtual networks fail at the same time, their recovery processes are usually queued according to a specific priority, which may increase the average waiting time of users. In this letter, we study distributed virtual network recovery (DVNR) method to improve the virtual network recovery efficiency. We establish exclusive virtual machine (VM) for each virtual network and process recovery requests of multiple virtual networks in parallel. Simulation results show that the proposed DVNR method can obtain recovery success rate closely to centralized VNR method while Yield ~70% less average recovery time.
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1. Introduction

In today’s social life, the Internet is playing an increasingly important function. The number of users on the Internet has grown exponentially each year. However, as the most widely distributed public network, the huge scale and coverage of the Internet poses obstacles to the introduction of new network technologies. In order to overcome the ossification of the Internet, the network virtualization [1], [2] is proposed as an innovative technology. This technology provides an effective way to build virtual network that allows multiple network architectures and applications to run simultaneously on the same substrate network. Virtual networks can support different kinds of network topologies, network services, and network experiments. However, each network application provided by the virtual network is actually provided by the substrate network devices [3]. These virtual networks and substrate devices must communicate in a reliable manner to ensure end-user requirements and QoS.

Once the virtual network fails, its corresponding network service will also be interrupted, resulting in the end-user needs not being met. Therefore, how to recover the virtual network effectively is a key challenge to the substrate network providers. The previous VNR methods are mostly based on the virtual network remapping [4]. When the substrate network fails, the substrate network management device remaps the failed virtual network to the available substrate devices. The traditional virtual network construction algorithm (e.g. [5]–[9]) provides a theoretical basis for VNR. Furthermore, these methods assume that there is a centralized entity that has a global view of the entire network, which contains information about all network nodes and network links. Based on this assumption, this centralized entity can obtain real-time network configuration information and helps the recovery of the virtual network. However, the real network environment is complex, dynamic, and changeable. The number of substrate devices in the network is huge and the structure is diverse. Therefore, centralized processing methods will face scalability limitations, barriers to information updates, and the impact of high latency. For example, if multiple virtual networks fail, their recovery processes are usually queued according to a specific priority, which may increase the average waiting time of users. Especially for real-time services, these services can greatly affect functionality due to long periods of unresponsiveness. Therefore, distributed VNR method may be more adapted to the needs of Internet development.

In this letter, we propose a novel VNR method called DVNR. The DVNR is based on the distributed idea and process recovery requests of multiple virtual networks in parallel. We establish exclusive virtual machine (VM) for each virtual network. The virtual network’s recovery request is processed by its own virtual machine. When the network resource owned by the local virtual machine is insufficient to recover the virtual network, the virtual machine can forward the recovery request to the adjacent virtual machine and perform resource consolidation to complete the entire recovery process. The simulation results show that the DVNR can obtain recovery success rate closely to centralized VNR method while Yield ~70% less average recovery time. We believe it will make sense for the network service with real-time requirement and will make a complementary to the previous studies on the recovery method of virtual network.

2. Method Design

In this section, we give the details of distributed adaptive virtual network recovery method. In general, the design goals of method are as follows: (1) Restore the failed virtual networks in parallel; (2) Divide the substrate network into several subnets in units of virtual machines, periodically detecting substrate network failures and performing VNR.
autonomously; (3) Each virtual machine of virtual network can exchange information and merge resources with the adjacent virtual machine to help the virtual network recovery.

2.1 DVNR Overview

Figure 1 gives an overview that the substrate network uses the DVNR method to recover virtual networks. In the virtualization environment, the heterogeneous virtual networks can share the substrate network resources, such as node capacity and link bandwidth. There are two virtual networks (e.g. VN1 and VN2), which map onto the substrate network in Fig. 1. We define the virtual networks that share the substrate network resources (e.g. substrate node or substrate link) as adjacent virtual network. Obviously, VN1 and VN2 share substrate node B, substrate node C, and substrate link BC. Therefore, they are adjacent. At the same time, we select two substrate nodes associated with VN1 and VN2 to run the virtual machine of two virtual networks (e.g. A, D in the figure). When VN1 and VN2 fail because of the substrate network failure, DVNR can complete the recovery of the virtual network according to predefined operational rules in virtual machine.

2.2 Virtual Machine Information

The virtual machine (e.g. VM1 and VM2) stores global information with corresponding virtual network (e.g. VN1 and VN2), including:

(1) Virtual network topology \(G' = (N', L', C_N', C_L')\), where \(N'\) represents the set of virtual node, \(L'\) represents the set of virtual link, \(C_N'\) represents the capability requirement of virtual node, and \(C_L'\) represents the bandwidth requirement of virtual link.

(2) The substrate network sub-graph \(G^p_{sub} = (N^p_{sub}, L^p_{sub}, C^p_N, C^p_L)\), which \(N^p_{sub}\) represents a set of substrate nodes, \(L^p_{sub}\) represents a set of substrate links, \(C^p_N\) represents the processing power of the substrate node, and \(C^p_L\) represents the bandwidth of the substrate link. For example, the sub-graph information stored in the virtual machine VM1 about VN1 is \(G^p_1 = ([A, B, C], [AB, BC, AC], C^p_N, C^p_L)\) in Fig. 1.

(3) The virtual machine location index set of adjacent virtual network \(I = [I_{VM_1}, I_{VM_2}, \ldots, I_{VM_n}]\) where \(I_{VM_i}\ (1 \leq i \leq n)\) represents the physical location index of the virtual machine.

The information of all the virtual networks is stored on each virtual machine in a distributed manner. Compared with centralized information storage, distributed information storage averages the storage space and improves the access efficiency of information. Each virtual machine has a part of independent information and a part of shared information, which facilitates information interaction between virtual machines.

2.3 Virtual Network Recovery Request Forwarding Mechanism

In general, due to the limitation of the local substrate network resources, the DVNR needs to forward the recovery request of the virtual network between the virtual machines, and complete the recovery of the virtual network by merging the substrate network resources. Therefore, a sophisticated message forwarding mechanism is essential. The message forwarding mechanism of DVNR includes three parts: forwarding strategy, subnet merging and message feedback:

(1) Forwarding strategy: DVNR uses virtual network recovery request forwarding strategy with breadth-first. The breadth-first policy can forward the virtual network recovery request to all the adjacent virtual machines until the hop limit is reached, or each possible forwarding path can no longer be extended.

(2) Subnet merge: DVNR uses the strategy of merging subnet resources to improve the success rate of virtual network recovery in the process of recovery request forwarding. For example, assume a recovery request req0 from a virtual machine of a virtual network VN0 has been forwarded k times (that is, req0 is forwarded by the virtual machine of the virtual network VN1, VN2, …, VNk−1 in turn). When req0 is received by the virtual machine of the next virtual network VNk, the virtual machine of VNk will be able to obtain the subnet resources owned by the previous k virtual network from VN0 to VNk−1 when attempting to recover the virtual network VN0.

(3) Message feedback: If the virtual network successfully recovers by forwarding the recovery request and merging the subnet resources, the virtual machine that completes the virtual network recovery will feed back a successful recovery message to its previous hop virtual machine. After the message is fed back to the previous hop virtual machine, the virtual machine continues to feed back the information to its previous hop virtual machine. This process continues until the feedback message arrives at the source virtual machine that sent the virtual network recovery request. If the virtual network fails to be restored when the recovery request of the virtual network reaches the forwarding hop limit, the current virtual machine will feed back a failure recovery message hop by hop in the same way on the message forwarding path.
2.4 DVNR Virtual Network Recovery Instance

Figure 2 (a) shows an example of virtual network recovery using DVNR. Each virtual network $V_i$ ($1 \leq i \leq 5$) has 3 virtual nodes, denoted as $a_i, b_i, c_i$. The solid line in the figure represents the substrate link, and the number on the substrate link represents the available bandwidth. The dotted line in the figure represents the virtual links that have mapped on the substrate link currently, and the number on the virtual links represents the remaining available bandwidth value after mapping an existing virtual link. Since there are five adjacent virtual networks share certain substrate resources (e.g. the virtual node $a_2$ of $V_1$ and the virtual node $b_1$ of $V_2$ share the substrate node $C$, and the virtual link $b_1c_1$ of $V_1$ and the virtual link $a_2c_2$ of $V_2$ share the substrate link $BC$), the virtual machines of the five virtual networks can be abstracted into the topology shown in Fig. 2 (b). Assuming a substrate link $GF$ fails unexpectedly, which will cause the virtual link $b_3c_3$ to not work, resulting in the virtual network $V_3$ fail. Figure 2 (c) shows the substrate subnet that the virtual machine of $V_3$ can perceive. Obviously, the resources of the substrate subnet cannot meet the bandwidth requirements of the failed virtual link, and the virtual machine forwards the recovery request to the adjacent virtual machine. Figure 3 shows the process of virtual network recovery using the breadth-first forwarding strategy. The forwarding strategy will generate three forwarding paths $V_3V_4, V_3V_2, V_3V_4$ at the same time. However, only the network bandwidth resources on the forwarding path $V_3V_4$ meet the remapping requirement of the virtual link $b_3c_3$. Therefore, the virtual machine of $V_3$ remapped the virtual link $b_3c_3$ to the substrate link $GDEF$ (the subnet merge order is shown in Fig. 4). After the virtual network $V_3$ is successfully restored, the virtual machine updates the substrate subnet topology information.

3. Experimental Details

The substrate network topology was generated by the GT-ITM [9]. We chosen the set of parameters conforms with the ones used in the research literature [10]. There were 50 nodes and each pair of substrate nodes were randomly connected with probability 0.5. The capabilities of the substrate nodes and the bandwidth of the substrate links were uniformly distributed between 50 and 100. The probability that multiple substrate links fail within a period of time obeyed a Poisson distribution, and the average time interval between failures was set to 20 seconds.

Before the start of the simulation experiment, a total of 30 virtual networks with random topology in the network environment run on the shared substrate network. The capacity requirements of the virtual nodes and the bandwidth requirements of the virtual links were uniformly distributed between 0 and 50. The simulation experiment lasted for 2200 seconds to obtain stable experimental results.

We compared the performance of DVNR-2 (the number of message forwarding hop is less than or equal to 2), DVNR-3 (the number of message forwarding hop is less than or equal to 3), DVNR-4 (the number of message forwarding hop is less than or equal to 4) and the centralized virtual network recovery method CVNR that we implemented based on [5] in terms of recovery success rate and recovery efficiency.
4. Results and Analysis

As shown in Fig. 5, with the number of message forwarding hops increasing, the recovery success rate of DVNR is closer to that of the centralized VNR method. This is because the substrate network resources that DVNR can obtain are continuously expanded with the increasing of the number of message forwarding hops and the recovery success rate is correspondingly increased. If the DVNR does not limit the number of forwarding hops, the DVNR will eventually perceive the resources of the entire network, thereby being equivalent to the network resources that the centralized VNR method can perceive.

More importantly, the recovery efficiency of DVNR is significantly higher than that of the centralized VNR method. As shown in Fig. 6, the average recovery time of CVNR is about 2.4 seconds and the average recovery time of DVNR-4 is about 0.7 seconds. This means DVNR method can reduce the virtual network recovery time by about ~70% on average. This is because virtual network recovery can be performed by DVNR in parallel, while the CVNR can only rely on serial recovery. We believe that this result is important for services or applications that have strict requirements for recovery time.
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