A central object featuring in a significant aspect of modern research in probability theory is a random metric space obtained by distorting Euclidean space using some form of random noise. A topic of fundamental importance in this regard is then how the geodesics behave in the presence of noise.

While examples of random metric spaces occur naturally in various physical situations, a few things have to be made precise before formulating concrete mathematical questions. For simplicity, we will work in a “discrete” setting, i.e., instead of $\mathbb{R}^d$, consider the lattice $\mathbb{Z}^d$ with the usual nearest neighbor graph metric. In the latter, the distance between two points is the smallest number of edges on any path connecting the same, i.e., this is simply the well known $\ell_1$ metric.

We can now describe a canonical model of random geometry introduced in 1965 by Hammersley and Welsh. The description is deceptively simple! For each edge $e \in \mathbb{Z}^d$, let $X_e$ be an i.i.d (independent and identically distributed) copy of a non-negative random variable with a fixed distribution, say $F$. Thus, the “edge weight” $X_e$ can be thought of as the random length of the edge $e$, which was previously simply one, and this leads to a new (random) shortest path metric on $\mathbb{Z}^d$. Let $T(x, y)$ and $\Gamma(x, y)$ denote the random distance and the corresponding shortest path(s) between $x$ and $y$ respectively.

Originally this was suggested as a model of fluid flow through a porous but random medium where for any edge $e$ its weight $X_e$ denotes the time taken by the fluid to cross it, often termed as the passage time. Hence the model is called First Passage Percolation (FPP). Subsequently this has been of interest in many areas of physics, biology as well as computer science, modeling various natural phenomena including spreading of bacteria and infection, propagation of forest fires and flame fronts, flow of current and more.

It might be instructive to begin by listing a series of questions for FPP that one might wish to answer (for several more, see [ADH17]).

1. How does the metric ball centered at any point, say $x$, i.e., $B_x(r) = \{y \in \mathbb{Z}^d, T(x, y) \leq r\}$, grow?
2. The above question can be broken down into two broad subparts. The first is about comparing the macroscopic behavior to the $\ell_1$ metric on $\mathbb{Z}^d$. How does $T(x, y)$ behave compared to $\|x - y\|_1$?
3. The next question is more refined and is about the order of fluctuations. How does $T(x, y) - E(T(x, y))$ ($E$ denotes the expectation) behave? More generally, how does the boundary of the metric ball fluctuate?

4. Moving on from $T(x, y)$, the next thing to investigate is $\Gamma(x, y)$, the geodesic(s) between $x$ and $y$. What is its fluctuation? In particular, how much does it deviate from the straight line joining $x$ and $y$?

5. Finally, is there any sense in which one can take the limit of the entire metric space? Is the limit universal, i.e., it does not depend on the edge weight distribution $F$, as long as it is “sufficiently nice”?

Perhaps a bit surprisingly, it turns out that this simple mathematical model is notoriously hard to analyze with most of the above questions in full generality still remaining open. Nonetheless, impressive, though somewhat limited, advances have been made over the years giving birth to key new ideas and techniques in mathematics, statistical physics and probability theory. Recent years have also seen an explosion of activity around related models of random geometry admitting certain “exact formulas”.

In this article we will review some of the general ideas, followed by the more recent developments around the specialized exactly solvable examples.

1 Limiting shape and fluctuations

Starting with Questions 1 and 2 about the growth rate of the metric, the classical law of large numbers result (LLN) states that for any i.i.d. sequence of random variables $X_1, X_2, \ldots$ with finite mean, i.e., $E(|X_1|) < \infty$, the long term average of the sequence converges to $E(X_1)$, i.e. $\sum_{i=1}^{n} X_i/n \to E(X_1)$. This in particular implies that the sum of i.i.d. variables grows linearly if $E(X_1) \neq 0$.

Given the above, it is natural to wonder if a counterpart result exists for FPP where the random metric is also driven by i.i.d. variables, albeit in a complicated way. This was answered by Richardson and further refined by Cox, Durrett and Kesten in the form of the following shape theorem (see Figure 1).
Theorem 1.1. (Informal) For any $F$, sufficiently nice, there exists a deterministic compact convex set $S$ (which depends on $F$) such that for any $\varepsilon > 0$,

$$\mathbb{P}\left((1 - \varepsilon)S \subset \frac{B_0(t)}{t} \subset (1 + \varepsilon)S \text{ for all large } t\right) = 1.$$ 

Thus, in words, the above says that the metric ball around the origin (or for that matter around any point) essentially looks like a dilated version (by a factor of $t$) of $S$. In particular it says that for each unit $\vec{v} \in \mathbb{R}^d$, the passage time has an asymptotic speed $\mu_{\vec{v}}$ depending on the geometry of $S$, i.e., $\frac{T(0, n\vec{v})}{n} \to 1/\mu_{\vec{v}}$. This answers the question about growth rate in full generality. Note that this a non-universal result, as the limiting shape $S$ depends on the details of the edge weight distribution $F$, although, perhaps surprisingly, the precise description is not explicitly known in any case.

We now arrive at Question 3, about fluctuations, i.e., say for $e_1 = (1, 0, 0, \ldots)$, how does $T(0, ne_1) - \mathbb{E}(T(0, ne_1))$ behave? This seemingly innocuous question is one of the key problems in probability theory!

To begin, let us start with a classical fluctuation counterpart of the above law of large numbers result. Under the additional assumption $\mathbb{E}(X_1^2) < \infty$, the well-known central limit theorem (CLT) states that

$$\frac{\sum_{i=1}^n X_i - n \mathbb{E}(X_1)}{\sqrt{n \operatorname{Var}(X_1)}} \to N(0, 1),$$

where $N(0, 1)$ is a standard Gaussian random variable and the convergence is in distribution. Note that unlike the LLN result, the above is universal, yielding the Gaussian distribution in the limit regardless of the distribution of the variables $X_i$.

Beyond weak convergence, often in applications, it is useful to obtain concentration bounds of the following kind (which need further assumptions that we will not spell out). There exists an universal constant $C > 0$ such that for all $t > 0$

$$\mathbb{P}\left(\left|\frac{\sum_{i=1}^n X_i - n \mathbb{E}(X_1)}{\sqrt{\operatorname{Var}(X_1)}}\right| \geq t\right) \leq C \exp\left(-\frac{t^2}{C n}\right). \quad (1.1)$$

Concentration of measure for linear functions of i.i.d. variables as above is very well understood. However in many natural examples, such as FPP, the observables of interest are complicated non-linear functions of i.i.d. variables. Proving concentration bounds for such random variables poses a major challenge in probability theory with diverse applications. Over the years the theory has seen major advances. In the context of FPP, concentration results have been proven in landmark results of Kesten followed by Talagrand, further by Benjamini, Kalai, Schramm and then subsequently improved across various works (see e.g., [ADH17]). Below we record a somewhat informal statement which captures the flavor of some of these results.

Theorem 1.2. (Informal and for simplicity stated only in the $e_1$ direction.) For FPP on $\mathbb{Z}^d$, under certain “tail” conditions on the edge-weight distribution, the following Gaussian tail bound holds:

$$\mathbb{P}\left(|T(0, ne_1) - \mathbb{E}(T(0, ne_1))| \geq t \sqrt{n}\right) \leq C \exp(-t^2/C). \quad (1.2)$$
Subsequently, the following improved variance bound was established.

\[ \text{Var}(T(0, ne_1)) \leq C \frac{n}{\log n} \]

Above, C is a universal constant.

Note that the above concentration result for \( T(0, ne_1) \) at scale \( \sqrt{n} \) is similar to the case of the sum of i.i.d. variables in (1.1). However, it is easy to verify that the minimum of a family of i.i.d. random variables is more concentrated than each of the individual variables. Thus we should expect \( T(0, ne_1) \), being the minimum over the lengths of all paths between 0 and \( ne_1 \), to be more concentrated than the length of any individual path which is a sum of i.i.d. random variables!

Towards this, observe that while the Gaussian tail bound immediately implies an order \( n \) bound on the variance, the second result above has a logarithmic improvement. Though perhaps not apparent, even this seemingly small improvement involves completely novel breakthrough ideas around the notion of hyper-contractivity, and is the best known bound in any generality currently!

More recently, corresponding improvements of (1.2) at scale \( \sqrt{n}/\log n \) have been established. Nonetheless, using non-rigorous methods one can in fact predict that \( T(0, ne_1) \) is concentrated at scale \( 1/3 \) instead of \( 1/2 \). Verifying the same mathematically is a driving force behind much of the advance in this area of probability. Most of the discussion in the remainder of the article will be focussed on this and related issues, eventually addressing Questions 4 and 5 as well.

## 2 Kardar-Parisi-Zhang universality

As indicated in the discussion following Theorem 1.1, while the growth rate is non-universal in the shape theorem, the fluctuation theory is expected to be universal and one might wonder what the counterpart object for FPP is, analogous to the Gaussian distribution appearing in the CLT. It turns out, in dimension 2 (recall we have been considering FPP on \( \mathbb{Z}^d \) for a general \( d \) so far) there is a very precise description of the predicted fluctuation behavior. Thus we will subsequently focus on the special case of the plane. The general predictions are expected to hold for a large class of examples modeling random growth beyond metric balls in random metric spaces.

To begin, we first introduce another model of stochastic growth which is closely related to FPP, but with some key differences, and with a similar name, Last Passage Percolation (LPP). Although expected to behave similarly, it turns out that the latter exhibits some extremely useful and surprising properties absent in FPP, which will be apparent soon.

**Last Passage Percolation:** Consider the lattice upper half plane \( \mathbb{H}_+^d = \{(x,y)/2^{1/2},(x+y)/2^{1/2} : (x, y) \in \mathbb{Z}^2, x + y \geq 0\} \) formed by rotating \( \mathbb{Z}^2 \) by 45° as shown in Figure 2 (it will be convenient later to work with this orientation). Equip each vertex \( v \) (instead of edges as in FPP) with a non-negative i.i.d. variable \( X_v \) with a common distribution, say \( F \). Further, unlike FPP, given two points \( x, y \in \mathbb{H}_+^d \), we will only consider oriented paths from \( x \) to \( y \) which only move north-east or north-west as in Figure 2. For any such path \( \gamma \), associate to it the weight \( L(\gamma) \) by summing up the random variables \( X_v \) along the same. Finally, instead of considering minimum passage times as in FPP, we consider maximum ones, i.e., define the last passage time \( L(x, y) = \sup_{\gamma: x \to y} L(\gamma) \).

This slight alteration of the setting, i.e., considering oriented paths and maximum passage times, along with certain special choices of the vertex weights, will lead to quite remarkable
Left: Last passage percolation on the upper half plane $\mathbb{H}_2^+$, with the horizontal direction as “space” and vertical direction as “time”. The cone emanating from the origin denotes the set of points which can be connected to the origin using oriented paths. Right: Growth cluster of the origin, where the boundary, properly scaled converges to a “truncated” hyperbola. A geodesic between the origin and a point on the boundary of the cluster is illustrated.

Figure 2: Left: Last passage percolation on the upper half plane $\mathbb{H}_2^+$, with the horizontal direction as “space” and vertical direction as “time”. The cone emanating from the origin denotes the set of points which can be connected to the origin using oriented paths. Right: Growth cluster of the origin, where the boundary, properly scaled converges to a “truncated” hyperbola. A geodesic between the origin and a point on the boundary of the cluster is illustrated.

algebraic properties which form the central underpinning of most of the significant advances in our understanding of such examples. Going forward, abusing terminology, we will call the maximizing path(s) the geodesic(s) between $G,H$. Note that owing to length maximization, the LPP weights $L(\cdot, \cdot)$ don’t form a metric but rather an anti-metric, i.e., it satisfies the reverse triangle inequality, $L(x, y) + L(y, z) \leq L(x, z)$. The reader is encouraged to review the concept of directed metric introduced by Dauvergne and Virág [DV21] which unifies the notions of metric and anti-metric.

As in FPP, one considers the growing cluster around any point, say the origin (to be denoted throughout by $0$), $\mathcal{U}_r(0) = \{ x \in \mathbb{H}_2^+ : L(0, x) \leq r \}$. The arguments of the shape theorem for FPP go through to show the existence of a limiting function $S : \mathbb{R} \rightarrow \mathbb{R}$ such that with high probability the boundary of $\mathcal{U}_r(0)$ is sandwiched between the graphs of $S$ scaled by $r(1 \pm \epsilon)$ respectively.

On simulating either FPP or LPP on the computer, one observes that the boundary of the growing cluster around the origin exhibits certain key features (it will be useful to view 2 dimensions as one “spatial” direction and one “time” direction, see Figure 2). This includes a global smoothening phenomenon involving faster growth in rougher portions on the boundary than smoother parts. Further, crucially, the growth rate is expected to depend non-linearly on the local gradient. Finally, as is obvious from the descriptions of the models, the local fluctuations is driven by i.i.d. noise.

In 1986, physicists Kardar, Parisi and Zhang (KPZ) [KPZ86] put forward a unified fluctuation theory predicting that the behavior of stochastic growth exhibiting the above features, e.g., the boundary of the growth cluster in LPP, should be the same as that of a canonical non-linear stochastic PDE (the KPZ equation). For more on the KPZ equation, see e.g., [Qua11, Cor16].

While several models are expected to be in the KPZ universality class, keeping with our theme of random metric spaces and geometry of geodesics, we will simply be focussing on FPP and LPP throughout the article, as they enjoy special geometric properties missing in the other examples.
2.1 Characteristic exponents governing fluctuation.

Much of the predictions about the fluctuation theory for such models can be summarized in the triple of “critical” exponents \(1/3 : 2/3 : 1\). To describe this, consider the LPP value \(L(0, (0, n))\). This grows at linear speed, as evident from the shape theorem, and hence is of order \(n\) (explaining the exponent 1). However as emphasized before, the most interesting aspect is its fluctuation!

Answering this and explaining the \(1/3\) exponent, it is predicted that

\[
|L(0, (0, n)) - \mathbb{E}(L(0, (0, n)))| \approx n^{1/3},
\]

confirming the intuition that this is much more concentrated than the weight of any given path joining the points, which has \(O(n^{1/2})\) fluctuations.

The exponent \(2/3\) is related to both correlation and geodesic behavior. Firstly, \(L(0, (x_1, n))\) and \(L(0, (x_2, n))\) exhibit non-trivial correlation as long as \(|x_1 - x_2| \approx n^{2/3}\). In particular, \(L(0, (x_1, n))\) and \(L(0, (x_2, n))\) are asymptotically (as \(n \to \infty\)) same if \(|x_1 - x_2| \ll n^{2/3}\) and independent if \(|x_1 - x_2| \gg n^{2/3}\).

Moreover, the exponent \(2/3\) also shows up rather nicely in terms of geodesic behavior answering Question 4 stated at the beginning, about its transversal fluctuations (see Figure 3). Namely, the geodesic \(\gamma\) between say 0 and \((0, n)\) fluctuates by \(\Theta(n^{2/3})\) away from the straight line joining its endpoints. As the reader might already be aware, a “uniformly” chosen path between the same endpoints fluctuates by \(\Theta(n^{1/2})\). Thus the geodesic has a bigger fluctuation than a random path, which at a very informal level is explained by the fact that it is inclined to fluctuate more on its quest to find vertices of high weights.

However, despite these intriguing predictions being around for multiple decades, the rigorous literature is lagging behind significantly as we have seen in FPP, where the best known bound on fluctuations is still \(O(\sqrt{n})\) up to a nontrivial logarithmic improvement, a far cry from the conjectured \(O(n^{1/3})\) behavior!

Nonetheless, while the general situation is admittedly somewhat disappointing, a handful of examples possess certain special properties that have opened the door to various external mathematical tools leading to spectacular progress over the last twenty years. This brings us into the world of integrable probability.

3 Integrable Probability

A class of models remarkably exhibit additional algebraic structure, though often quite difficult to discern, which can be exploited to obtain exact expressions for the observables of interest. The formulas can then be analyzed to extract information about their asymptotic behavior. These include connections to representation theory, algebraic combinatorics and in particular to permutations, random matrices and their eigenvalues, quantum integrable systems and so on.

To convey the basic idea, we will discuss a particular example of how a certain special choice of the vertex weights in LPP makes it integrable or exactly solvable. For more examples, see [BG16].
• **Exponential LPP:** This is a model of LPP when the vertex weights $X_v$ are i.i.d. Exponential variables, i.e., with distribution $\mathbb{P}(X_v \geq y) = e^{-y}$ for $y \geq 0$.

To describe a key consequence of the algebraic properties of this model, we need to recall a classical random matrix ensemble.

• **Laguerre Unitary Ensemble (LUE):** For any positive integers $n, m$, consider the $n \times m$ matrix $X$ with each entry being complex and i.i.d. with $X_{ij} = X_{ij}^1 + \sqrt{-1}X_{ij}^2$ where $X_{ij}^1, X_{ij}^2$ are i.i.d. standard Gaussian variables of variance $1/2$. The LUE with parameters $(m, n)$ is then given by $W = X^*X$.

We now discuss Johansson breakthrough observation: Exponential LPP is related to LUE and this can be used to verify KPZ predictions!

### 3.1 $1/3$ exponent guiding weight fluctuations via random matrix theory

The following remarkable identity for Exponential LPP was established by Johansson [Joh00a]:

$$L(0, 2^{1/2}(m - n, m + n)) \overset{d}{=} \lambda_1$$  \hspace{1cm} (3.1)

where $\lambda_1$ is the largest eigenvalue of the LUE with parameters $m, n$. He then analyzed the latter relying on the theory of orthogonal polynomials to prove the following seminal result.

$$\frac{L(0, (0, 2^{1/2}n)) - 4n}{2^{4/3}n^{1/3}} \overset{d}{\rightarrow} F_{\text{GUE}}$$  \hspace{1cm} (3.2)

where $F_{\text{GUE}}$ is the well known Tracy-Widom distribution. This describes the limiting fluctuation behavior of the largest eigenvalue of the Gaussian unitary ensemble (GUE), which analogous to LUE is another classical Hermitian random matrix whose entries are, up to conjugation, i.i.d. complex Gaussians. Interestingly, $F_{\text{GUE}}$ has the following non-Gaussian tail behavior: as $\lambda \to \infty$,

$$F_{\text{GUE}}((-\infty, -\lambda)) \approx e^{-(4/3+o(1))\lambda^{3/2}} , \quad F_{\text{GUE}}((\lambda, \infty)) \approx e^{-(1/12+o(1))\lambda^{3}}.$$  

Thus this surprising turn of events connecting random planar growth and random matrices not only rigorously establishes the predicted $1/3$ exponent for the weight fluctuation for Exponential LPP, but also tells us that $F_{\text{GUE}}$ is the universal counterpart of the Gaussian distribution to be expected in this context, which no one has found a way to predict by other means.

The first such result was proven by Baik, Deift and Johansson [BDJ99] in the context of a different model of LPP which is naturally connected to the well known problem of the longest increasing subsequence in a random permutation formulated by Ulam. We point the reader to the beautiful book [Rom15] discussing in depth the above problem.

Having established the $1/3$ weight fluctuation exponent, the next natural goal is to obtain multipoint correlation information with the goal of verifying the $2/3$ exponent. This will also allow us to predict how the boundary of the metric ball in FPP behaves, addressing Question 3 listed at the beginning. Again, we will see the power and usefulness of the surprising random matrix connections!
3.2 2/3 exponent and spatial correlation structure

Continuing from Section 2.1, to understand the correlation structure of $L(0, \cdot)$, at scale $n^{2/3}$, it will be convenient to consider the scaled geodesic weight profile,

$$L_n(x) := 2^{-4/3} n^{-1/3} [L(0, 2^{1/2} (x 2^{5/3} n^{2/3}, n)) - 4n], \quad (3.3)$$

which encodes the properly centered and scaled last passage times from 0 as the second endpoint is varied along the line $y = n$, generalizing the one point expression appearing in (3.2).

Again, it might be instructive to draw analogy with the classical case of a sequence of i.i.d. variables. Towards this, we recall Donsker’s invariance principle, a process version of the CLT result. Namely, if one considers the random function $W_n(\cdot) : [0, 1] \rightarrow \mathbb{R}$ obtained by setting

$$W_n(0) = 0, \quad W_n(j/n) = \sum_{i=1}^{j} [X_i - \mathbb{E}(X_i)]/\sqrt{n \text{Var}(X_1)} \quad \text{for} \quad 1 \leq j \leq n,$$

and linearly interpolating for other points, then the process $W_n$ converges to a one-dimensional Brownian motion. The latter is a random process with independent increments, whose one point distributions are Gaussians. It is not an overstatement to claim that Brownian motion is the most universally occurring process in probability theory and is often the first guess for what the scaling limit of a random process in nature should be!

However, we have already seen from (3.2) that $L_n(0)$ converges to $F_{GUE}$, which is not Gaussian, and hence the process $L_n(\cdot)$ cannot converge to Brownian motion. In fact, it was shown using analysis of exact formulas (see e.g., [BF08, Joh03]), that the finite dimensional distributions of $L_n$ converge to that of a new process which has been termed as the Parabolic Airy$_2$ process, which we will denote as (see Figure 4)

$$PA := A_2(x) - x^2.$$

This is the central object in the KPZ universality class expected to arise as the universal scaling limit of fluctuations in a large class of stochastic planar growth models including random metric spaces!

Here, $A_2(x)$, called the Airy$_2$ process (without the parabolic correction), is a stationary ergodic process, whose one point distribution is the Tracy-Widom distribution. A key feature of $A_2$ is that it is determinantal which admits usage of algebraic tools. Without dwelling much on this, we simply mention that the latter means that the joint distribution of the values taken at different points is given by determinants of certain matrices. This in particular tells us how the correlation of the geodesic weight behaves at scale $n^{2/3}$, establishing mathematically the exponent $2/3$ in the triple $(1/3 : 2/3 : 1)$.

The Airy$_2$ process was first constructed in the context of poly-nuclear growth, by Prähofer and Spohn [PS02] who analyzed its spatial correlations using methods from the statistical mechanics of Fermionic systems.

Finally, despite all the above acting as evidence that the first naive guess of every scaling limit being Brownian motion does not hold in this case, as we will now see, it wasn’t too far!
3.3 Local Brownianity of the Airy$_2$ process

Though the Airy$_2$ process is not literally Brownian motion, the fact that the LPP models are driven by i.i.d. variables indicates that the Airy$_2$ process ought to exhibit certain Brownian characteristics. In fact this is a theme at the forefront of current research with major applications. In particular, this allows one to transfer our geometric knowledge of Brownian motion developed over a century to the Airy$_2$ process.

The first result in this direction was proven by Hägg [Häg08]. Subsequently, Corwin and Hammond [CH14] showed that for the Parabolic Airy$_2$ process $\mathcal{P}A$, a single sample of the increment process on any compact interval $[c,d]$, i.e., the process $\mathcal{P}A(x + c) - \mathcal{P}A(c)$ on the interval $[0, d - c]$ is indistinguishable from a single sample of a properly scaled Brownian motion (see Figure 4). However one cannot hope to have such an indistinguishability result on the whole real line since Airy$_2$ is a stationary process while Brownian motion is diffusive, i.e., it is approximately $\sqrt{G}$ at location $x$.

The key tool in the proof? Again remarkable connections to random matrices. The argument in the Corwin-Hammond work relied on a gorgeous identity proved by O’Connell-Yor [OY02] which states that for Brownian LPP (a variant of Exponential LPP, where instead of sums of Exponential variables one has Brownian motions) the geodesic weight profile, also known to converge to $\mathcal{P}A$, admits an embedding as the top line in an ensemble of $n$ lines, such that the joint law of the $n$ lines is what is known as Dyson Brownian motion [Dys62], or $n$ Brownian motions conditioned to avoid each other! This is a central object in random matrix theory, denoting the evolution of the eigenvalues of an $n \times n$ GUE whose entries evolve with time as independent Brownian motions.

As an immediate application, since the same is true for Brownian motion, one concludes that the Airy$_2$ process is almost surely nowhere differentiable and in fact is Hölder $1/2$– continuous! A fact that could be rather complicated to establish via different means.

Thus, for certain models of LPP we have seen that the geodesic weight profile, scaled using KPZ exponents, converges to the Parabolic Airy$_2$ process which is locally Brownian like. This information can be used to analyze the boundary of the growth clusters in the corresponding models.

As the reader might have noticed, in all the results outlined so far, connections to random matrices play a major role, and these highly non-obvious features only exist because of certain special choices made while defining the models, such as using Exponential variables or Brownian
motions. There are other cases which are not directly connected to matrices but to other objects such as permutations but in the interest of brevity we will not be reviewing them and instead point the reader to [BG16].

We now come to Question 5 about the scaling limit of the metric space itself. Towards this, so far we have seen that when one point is fixed to be the origin, the distance to another point as the latter varies along a straight horizontal line, scales to \( PA \). One is naturally led to wonder if one can take a similar scaling limit of the entire metric space itself, when one freely varies both the endpoints. A recent breakthrough addresses this.

3.4 The Directed Landscape

To talk about such scaling limits, we need to first upgrade our notation \( \mathcal{L} \) used in (3.3), i.e., for \( G, H \in \mathbb{R} \) and \( 0 < B < C \), let

\[
\mathcal{L} = (H, B, G, C) = \left( H^2 \frac{5}{3}, \lfloor n \sigma \rfloor, 2^{1/3} \frac{2}{3}, \lfloor n t \rfloor \right) - 4n(t - s),
\]

which encodes the scaled geodesic weight between scaled points \((y, s)\) and \((x, t)\). (Note that the \( 4n \) term in (3.3) got replaced by \( 4n(t - s) \)). As mentioned in Figure 2, we will view the vertical coordinates \( B, C \) as time and the horizontal coordinates \( G, H \) as space.

In 2018, Dauvergne, Ortmann and Virag [DOV] constructed the Directed Landscape: a four parameter random energy field \( \mathcal{L}(H, B, G, C) : \mathbb{R}^4 \to \mathbb{R} \), which the pre-limiting field \( \mathcal{L}_n(\cdot) \) is expected to converge to. The convergence to the same for \( \mathcal{L}_n = (\cdot) \) and their counterparts in other integrable models have been proved across [DOV] and subsequent work by Dauvergne and Virág [DV21], making it conjecturally the universal scaling limit of such models of random geometry in two dimensions. Further, importantly, it was also shown that the geodesics in the pre-limiting models converge to their limiting counterparts in the Directed Landscape.

Having obtained the Directed Landscape \( \mathcal{L} \) as the scaling limit of the anti-metric structure in LPP, which is a rich universal object exhibiting intricate geometric features, unearthing the latter is in fact a topic of massive current interest. Before reviewing some of the recent advances in this direction, we begin by recording a few of its key properties:

- **Translation invariance:** \( \mathcal{L}(y, s) = \mathcal{L}(0, 0; x - y, t - s) \) in law.
- **Invariance under KPZ (1/3 : 2/3 : 1) scaling:** \( \mathcal{L}(y, s, x, t) = q^{-1/3} \mathcal{L}(q^{2/3} y, q s, q^{2/3} x, q t) \) in law, for \( q > 0 \).
- **Independence of increments:** for any time points \( s_1 < t_1 < s_2 < t_2 \ldots < s_k < t_k \), the processes \( \mathcal{L}(\cdot, s_i, \cdot, t_i) \) are independent across \( i \).

Note that \( \mathcal{L} \) contains several embeddings of the process \( \mathcal{P}A \). For instance, for any \( y \), \( \mathcal{L}(y, 0, y + \cdot, 1) = \mathcal{P}A(\cdot) \) in law. This should be interpreted as the scaled geodesic weight profile which starts from \( y \) instead of \( 0 \). In fact the random two dimensional field \( \mathcal{A}(y, x) := \mathcal{L}(y, 0, x, 1) \) is termed as the Parabolic-Airy sheet, providing a coupling of all the Parabolic-Airy \( 2 \) processes rooted at the different starting points. A lot has been recently proved about this coupling structure.
4 Geodesic geometry and its consequences

Recall that the article started by indicating that one of its main motivations was to study geodesics in random distortions of the Euclidean metric. All of the previous preparation now allows us to dive into geodesic geometry in integrable models of LPP, an area that has seen an explosion of activity recently. We start by recording some basic but fundamental properties.

• **Transversal fluctuations.** Recall that the transversal fluctuation of the geodesic from the straight line was mentioned to be governed by the exponent $2/3$. In fact, more can be said in terms of the process $P.A$. To see this consider Exponential LPP and the geodesic $\Gamma_2$ from 0 to $(0, 2n)$ and say we are interested in the typical location of the point $v$ where $\Gamma$ intersects the line $y = n$. Now such a $v$ maximizes $T(0, v) + T(v, (0, 2n))$ over all $v \in \{y = n\}$. Now using independence of the noise field, it follows that, properly scaled, $T(0, \cdot)$ and $T(\cdot, (0, 2n))$ converge to two independent $P.A$ processes. Thus $v$ typically behaves as $(1 + o(1))n^{2/3}x$, where

$$x_v = \arg\max_x P.A^{(1)}(x) + P.A^{(2)}(x)$$

and $P.A^{(1)}, P.A^{(2)}$ are two independent Parabolic Airy$_2$ processes. (That transversal fluctuations are dictated by the KPZ exponent of $2/3$ was first rigorously established by Johansson [Joh00b].)

• **Coalescence of geodesics.** We now come to perhaps the most striking feature of the random metric spaces being discussed, standing sharply in contrast to Euclidean geometry. This is the phenomenon of *coalescence*. As the name suggests, this means that geodesics between pairs of points that are not very far away from each other tend to meet and share a non-trivial amount of their journey (see e.g., the figure on the first page which illustrates a network of geodesics!). This is very different from Euclidean geometry where geodesics are straight lines and meet at a single point or not at all. In very brief, the reason for the above is that geodesics are weight maximizing paths, and hence each path, regardless of its endpoints, prefer to pass through the vertices whose random weights are the highest, leading them to meet each other, i.e., coalesce.

While the initial progress in understanding properties of random anti-metrics arising in LPP, such as their fluctuations, was mostly through algebraic methods, the past few years have seen several advances with a focus on geodesic behavior, based primarily on geometric and probabilistic analysis. While it is impossible to review all of them, we include a sample list below to provide the reader a flavor.

4.1 Applications

• **Fractal geometry.** Fractals are self-similar sets; they look the same at all scales. They are ubiquitous in nature and in mathematics, with the famous Cantor set being a classical example. Random fractal sets are also commonly occurring in probability. A good way is to think of them as rather sparse random subsets of $\mathbb{R}^d$, say, whose distribution as you zoom in or zoom out stays the same. Given such a set, a natural mathematical problem is to quantify how sparse it is. This is where the notion of the “dimension” of such a set comes in. Without going into precise definitions, informally it measures how many balls of size $\varepsilon$ (for some small $\varepsilon$) in the underlying metric space (which will
be $\mathbb{R}^d$ for us) is needed to cover it. E.g., the unit cube $[0, 1]^d \subset \mathbb{R}^d$ requires roughly $(1/\varepsilon)^d$ balls of size $\varepsilon$ indicating that its dimension is $d$.

The scale invariance satisfied by the Directed Landscape makes it a rich source of intricate fractal behavior. We now describe a particular example related to the behavior of geodesics. It turns out that for any two fixed points $(y, 0)$ and $(x, 1)$, almost surely, the geodesic between the two points in $\mathcal{L}$ is unique. Nonetheless, on account of there being uncountably many possible endpoints, a natural set to consider is the set of points $(x, y)$ such that there are two disjoint geodesics between the points $(y, 0)$ and $(x, 1)$. A sequence of recent articles (see e.g., [BGH21, BGH19, GH21] and the references therein) study this and related sets and in particular shows that this random set has dimension $1/2$ almost surely! More recently, there have been results comparing such sets to a canonical $1/2$ dimensional set, namely the set of zeros of a one dimensional Brownian motion.

- **Temporal correlation.** It is of much interest to understand how values at different points in space and time in the Directed Landscape are correlated. While determinantal formulas have provided a reasonable understanding of the spatial correlation observables such as $\text{corr}(\mathcal{L}(0,0,0,1), \mathcal{L}(0,0,x,1))$, i.e., the geodesic weights with one end fixed and the other end moving in the spatial direction, formulas for similar quantities in the temporal direction, say $\text{corr}(\mathcal{L}(0,0,0,1), \mathcal{L}(0,0,0,t))$ are much less amenable to asymptotic analysis. Predictions about the behavior of the latter as a function of $t$ were made in [FS16]. These have a clear interpretation in terms of geodesic coalescence and we outline below the simplest case of $\text{corr}(\mathcal{L}(0,0,0,1), \mathcal{L}(0,0,0,t))$ for short times, i.e. when $t \ll 1$. Consider the geodesics $\Gamma_s$ going from $0$ to $(0,s)$. When $t \ll 1$, the geodesic $\Gamma_t$ overlaps with a macroscopic fraction of $\Gamma_s$. Since the weight of $\Gamma_t$ beyond height $t$ depends on independent noise (recall the independence of increments of the directed landscape), for heuristic purposes one can assume that the latter contributes negligibly to the covariance. Thus the entire covariance comes from the overlap and hence is expected to have the same order as the variance of $\mathcal{L}(0,0,0,t)$. Arguments of this type have been made precise recently (see e.g. [BG, BGZ21] and the references therein).

- **Non-existence of bi-geodesics.** As we have seen, geodesics behave very differently in these types of random metric spaces compared to Euclidean spaces. Another related notion in which they are expected to differ pertains to the existence of bi-geodesics, i.e. a bi-infinite path such that every finite segment of it is a geodesic. Note that any straight line is a bi-geodesic in Euclidean space, whereas a central problem in FPP on $\mathbb{Z}^2$, first posed by Furstenberg, is to show that almost surely there are no bi-geodesics. The question has gained fame through its connection to the existence of non-trivial ground states of the two-dimensional Ising ferromagnet with random exchange constants. To see, roughly, why bi-geodesics are implausible, let us simply consider the possibility that a bi-geodesic passes through the origin $(0,0)$. The latter implies that, for any large $n$, there exists points $x_n$ and $y_n$ such that $|x_n|, |y_n| \approx n$ with the geodesic $\Gamma(x_n, y_n)$ passing through the origin. Now because of transversal fluctuation of the latter being expected to be of order $n^{2/3}$, the intersection of the geodesic with the line $y = 0$ should be roughly uniformly distributed on an interval of size $n^{2/3}$ and hence it containing the origin should have probability approximately $n^{-2/3}$. Since $n$ can be arbitrarily large, this shows the probability that a bi-geodesic passing through 0 has probability 0. To make this precise, one has to observe that, by coalescence, effectively one
has only finitely many such choices for $x_n, y_n$. Recently the above strategy, suggested by Newman, was implemented rigorously for Exponential LPP by Basu-Hoffman-Sly [BHS18]. (A separate argument was also provided by Balázs, Busani and Seppäläinen [BBS20] using different methods). It must also be pointed out that despite the lack of a comparable understanding of geodesics, the problem for FPP has also seen some impressive progress. We point the reader to [ADH17] for more on this.

• **Large deviations.** While we have discussed various typical features of random metric spaces, such as fluctuations of the metric and geodesics, guided by KPZ exponents and so on, there is still a non-trivial probability they behave very strangely. This is in fact an important topic in probability, i.e., to study the occurrence of rare events or, as it is commonly called, large deviations. In the context of LPP, for instance, this amounts to considering when the geodesic weight is atypically large or small. E.g., for Exponential LPP, since typically $T(0, (0, n)) = 4n + O(n^{1/3})$ (recall from (3.2)) one studies the events $T(0, (0, n)) \geq 5n$ (upper tail) or $\leq 3n$ (lower tail) (moderate deviation events such as $T(0, (0, n)) \geq 4n + n^{1/2}$ have also been studied). These probabilities were very precisely computed first by Seppäläinen using connections to particle systems and subsequently by Johansson using bijections to eigenvalues. However, often in the study of large deviations, it is of interest to understand how the system behaves conditioned on being atypical. It was shown recently that in contrast to the typical behavior of $O(n^{2/3})$, the transversal fluctuation of the corresponding geodesic becomes $O(n^{1/2})$ (localized) for the upper tail by Basu-Ganguly [BG19], and $O(n)$ (delocalized) for the lower tail by Basu-Ganguly-Sly [BGS], respectively.

At a very intuitive level, the discrepancy between the two behaviors is rooted in the fact that the upper tail simply demands one single path of high weight, while the lower tail forces all paths to have low weight.

• **Chaos.** The final topic we touch upon relates to how a random system behaves as the underlying randomness gets perturbed over time. In many complex disordered systems this leads the phenomenon of chaos. Without providing formal definitions, let us just mention that this means that several models in statistical mechanics are characterized by intricate energy landscapes where the ground state, the configuration with the lowest energy, is expected to alter profoundly when the disorder of the model is slightly perturbed (see [Cha14]).

In the context of FPP or LPP, very informally this amounts to saying that while given any fixed endpoints there is typically a unique geodesic between them, there are many “near” geodesics whose weights are very close to that of the geodesic. Now a slight perturbation of the underlying noise variables causes the geodesic to jump from its current position to one of these competing candidates.

There have been conjectures about how models in KPZ should react to dynamical perturbation in the physics literature, but it was only recently that the understanding of a particular model of LPP was rich enough to be able to undertake a mathematical investigation of its dynamical aspects. In [GH20], a phase transition was established which, very informally, asserts that perturbation smaller than a certain threshold does not alter the geodesic significantly while beyond that the geodesic exhibits very little similarity to its initial state.
5 Major research directions.

Having reviewed some of the recent and not so recent progress in understanding properties of random distortions of the Euclidean lattices using probabilistic and geometric ideas and often relying on crucial integrable inputs, we end with a brief discussion on some major research directions in this area.

- Fluctuation bounds: While it seems rather difficult to verify the KPZ predictions without any algebraic structure, a major goal is to significantly improve the current state of the art for FPP. While there have been several impressive results under certain unproven assumptions (see in particular work of Chatterjee [Cha13] verifying the so called ‘KPZ-relation’ between the weight and transversal fluctuation exponents under the assumption that they exist in some strong sense), the set of completely unconditional results is somewhat limited. Let us just state the following representative question in this direction pertaining to the variance bounds for the passage times in FPP:

  \[
  \text{Show that for FPP in } \mathbb{Z}^2, \text{ under "reasonable" assumptions, } n^\varepsilon \leq \text{Var}(T(0, ne_1)) \leq n^{1-\varepsilon} \text{ for some } \varepsilon > 0.
  \]

  It is worth pointing out that while the general known upper bound as stated earlier is \(O(n/\log n)\), the best known lower bound is only \(O(\log n)\)!

- High dimensions: While the shape theorem and concentration results from Section 1 hold in any dimensions, the KPZ exponent triple \((1/3 : 2/3 : 1)\) prediction holds only in \(2 = 1 + 1\) (one space and one time) dimensions. Thus, while there has been significant progress on the plane, at least for the integrable examples, the situation for higher dimensions is much less advanced with lack of consensus about what to expect even in the non-rigorous literature. In the three dimensional case, certain special growth models (anisotropic growth) admit projections to two dimensional growth which were analyzed in work of Borodin and Ferrari [BF14]. More recently, the KPZ equation in \(2 + 1\) dimensions was analyzed in certain regimes of the parameter space (see e.g., [CSZ20]).

- Non-i.i.d disorder: One of the key features of a model that lead to KPZ universal behavior is that growth is driven by noise that de-correlates fast in space and time and so throughout the article we have considered examples where the underlying disorder distorting the Euclidean geometry is independent in space-time. While certain results known for FPP with i.i.d. disorder carry over to the setting where the noise is simply ergodic and translation invariant, the fluctuation theory is expected to heavily depend on the correlation structure of the noise. There has recently been an explosion of activity in the planar case (see e.g. [Gwy19]), when the noise comes from the exponential of the Gaussian free field, a canonical two dimensional log-correlated Gaussian process, which can be considered as the natural higher dimensional analogue of Brownian motion.

Summary: While this article attempted to review the recent and past advances in understanding random planar metric spaces with a focus on geodesic geometry, there are several other aspects of this theory, and stochastic growth in general, that were overlooked. We strongly encourage the reader to refer to the excellent surveys [ADH17, Cor16, Qua11] and the references therein to gain a more comprehensive insight about this fascinating area of modern research.
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