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A B S T R A C T
COVID-19 or novel coronavirus disease, which has already been declared as a worldwide pandemic, at first had an outbreak in a large city of China, named Wuhan. More than two hundred countries around the world have already been affected by this severe virus as it spreads by human interaction. Moreover, the symptoms of novel coronavirus are quite similar to the general seasonal flu. Screening of infected patients is considered as a critical step in the fight against COVID-19. As there are no distinctive COVID-19 positive case detection tools available, the need for supporting diagnostic tools has increased. Therefore, it is highly relevant to recognize positive cases as early as possible to avoid further spreading of this epidemic. However, there are several methods to detect COVID-19 positive patients, which are typically performed based on respiratory samples and among them, a critical approach for treatment is radiologic imaging or X-Ray imaging. Recent findings from X-Ray imaging techniques suggest that such images contain relevant information about the SARS-CoV-2 virus. Application of Deep Neural Network (DNN) techniques coupled with radiological imaging can be helpful in the accurate identification of this disease, and can also be supportive in overcoming the issue of a shortage of trained physicians in remote communities. In this article, we have introduced a VGG-16 (Visual Geometry Group, also called OxfordNet) Network-based Faster Regions with Convolutional Neural Networks (Faster R-CNN) framework to detect COVID-19 patients from chest X-Ray images using an available open-source dataset. Our proposed approach provides a classification accuracy of 97.36%, 97.65% of sensitivity, and a precision of 99.28%. Therefore, we believe this proposed method might be of assistance for health professionals to validate their initial assessment towards COVID-19 patients.

1. Introduction

The outbreak of novel coronavirus, which is known as COVID-19, has created an alarming situation all over the world. Coronaviruses are enveloped non-segmented positive-sense RNA viruses belonging to the family Coronaviridae and the order Nidovirales and broadly distributed in humans and other mammals [1]. However, viruses that are responsible for Middle East Respiratory Syndrome (MERS) and Severe Acute Respiratory Syndrome (SARS) also belong to the coronavirus family [2,3]. The outbreak of COVID-19 started in Wuhan, a town of Eastern China, in December 2019. This virus causes Pneumonia with symptoms such as fever, dry cough, and fatigue. In severe cases, the patient feels difficulty in breathing. Some patients also experience headaches, nausea, or vomiting. It spreads from person to person through droplets of cough or sneeze of an infected person [4]. Even if an uninfected person touches the droplets and then touches his face, especially eyes, nose, or mouth without washing hands can be infected by this novel coronavirus. As of May 8, 2020, according to the situation report of the World Health Organization (WHO), there are 210 countries affected by the novel coronavirus. On April 25, 2020, it was declared as a pandemic by the World Health Organization (WHO). Reverse Transcription Polymerase Chain Reaction (RT-PCR) is one of the foremost methods of testing coronaviruses. This test is performed on respiratory samples, and the results are generated within a few hours to two days. Antibodies are also used to detect COVID-19, where blood samples are used to identify the virus. However, Health professionals use Chest X-Ray scans occasionally to
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specify lung pathology. In Wuhan, a study was performed on computerized tomography (CT) image reports, and it found that the sensitivity of CT images for the COVID-19 infection rate was about 98% compared to RT-PCR sensitivity of 71% [5]. At the early stage of this global pandemic, the Chinese clinical centers had insufficient test kits. Therefore, doctors recommend a diagnosis only based on clinical Chest CT results [6,7]. Even countries like Turkey uses CT images due to the insufficient number of test kits. Some studies state that lab reports and clinical image features are even better for early detection of COVID-19 [8–11].

Moreover, health experts also noticed changes in X-Ray images before the symptoms are visible [12]. Deep Neural Network approach techniques have had successful application to many problems in recent times, such as skin cancer classification [13,14], breast cancer detection [15,16], brain disease classification [17], pneumonia detection in the chest X-Ray [18], and lung segmentation [19–21]. Therefore, precise, accurate, and faster intelligence detection models may help to overcome this problem in the rapid rise of this COVID-19 epidemic. In this article, we propose a novel framework to detect COVID-19 infection from X-Ray images using Faster Region Convolutional Neural Network (Faster R-CNN) deep approach. Based on an available benchmark dataset of COVIDx, we examined X-Ray images reports of COVID-19 along with the reports of patients with other diseases and normal persons. Also, for feature extraction, we have used the VGG-16 network for building our model.

2. Relevant work

Deep learning is a popular area of research in the field of artificial intelligence. It enables end-to-end modeling to deliver promised results using input data without the need for manual feature extraction. The use of machine learning methods for diagnostics in the medical field has recently gained popularity as a complementary tool for doctors. A molecular diagnosis method of novel coronavirus was proposed [22] by developing two 1-step quantitative real-time reverse-transcription PCR assays for detecting regions of the viral genome. In another exploration, authors have analyzed [23] the Epidemiological and clinical features of novel coronavirus and included the records of all COVID-19 infected patients, which were reported by the Chinese Center for Disease Control.
and Prevention until January 26, 2020. In recent times, many radiological images have been extensively used to detect COVID-19 confirmed cases. Besides, Wang et al. [24] suggested a Deep model named COVID-Net, an open-source deep neural network specially created for COVID19 patients recognition and achieved an accuracy of 92.4% in the classification of standard classes, non-COVID, and COVID-19 Pneumonia. Sethy et al. [25] classified the properties obtained from different models of CNN with the Support Vector Machine (SVM) Classifier using X-Ray images. The authors have curated the COVIDx dataset to detect COVID-19 patients through the radiography image. In another study, a ResNet50 [26] model was proposed by Narin et al., and it achieved a COVID-19 detection accuracy of 98%. The dataset was composed using fifty COVID-19 patients images taken from the open-source GitHub repository shared by Dr. Joseph Cohen and another fifty healthy patients images from Kaggle repository of Chest X-Ray Images (Pneumonia).

The results were obtained using a five-fold cross-validation technique with 98% of accuracy using the ResNet50 model, 97% of accuracy using the Inception-V3 model, and 87% of accuracy with Inception-ResNetv2. Besides, in terms of COVID-19 patients detection using X-Ray images, the Deep model of Ioannis et al. [27] reached a success rate of 98.75% for two classes and 93.48% for three classes. Authors have experimented with a collection of 1427 X-ray images, including 224 images with confirmed COVID-19 disease, 700 images with confirmed common bacterial Pneumonia, and 504 images of normal conditions. Experimental results of authors suggested that the Deep Learning approach with X-Ray imaging may extract significant biomarkers related to the COVID-19 disease. By comprising multiple CNN models, Hemdan et al. [28] have proposed a COVIDX-Net model that is capable of detecting confirmed cases of COVID-19. Their study is validated on 50 Chest X-ray images with 25 confirmed COVID-19 cases. Authors have included seven different architectures of deep convolutional neural network models, such as modified Visual Geometry Group Network (VGG-19) and the second version of Google MobileNet. Each deep neural network model was capable of analyzing the normalized intensities of the X-ray image to classify the patient status in either negative or positive COVID-19 cases. A transfer learning-based framework has been advised by Karmany et al. [29] to identify medical diagnoses and treatable diseases using image-based deep learning. It can effectively classify images for macular degeneration and diabetic retinopathy by accurately distinguishing bacterial and viral Pneumonia on the images of chest X-Rays. Pereira et al. [30] have proposed a classification schema considering the mentioned perspectives: a) a multiclass classification; b) hierarchical classification since Pneumonia can be structured as a hierarchy. Authors have composed a database, named RYDLS-20, contained CXR images of Pneumonia caused by different pathogens as well as CXR images of healthy lungs. The proposed approach tested in RYDLS-20 and achieved a macro-average of F1-Score of 0.65 using a multiclass approach and an F1-Score of 0.89 for the COVID-19 identification in the hierarchical classification scenario. In another study of 10 convolutional neural networks on CT images compiled by Ardakkani et al. [31] claimed a rapid method for COVID-19 diagnosis using an artificial intelligence-based technique. 1020 Computed Tomography (CT) slices from 108 patients with laboratory proven COVID-19 (the COVID-19 group) and 86 patients with other atypical and viral

| Dataset       | Type | Normal | non-COVID Pneumonia | COVID19 | Total |
|---------------|------|--------|---------------------|---------|-------|
| Custom        | Train| 1100   | 3000                | 80      | 4180  |
|               | Test | 300    | 950                 | 20      | 1270  |
| COVIDx        | Train| 7966   | 5451                | 152     | 13569 |
|               | Test | 100    | 100                 | 31      | 231   |

Table 1 Different data representation of multiple datasets used in this research.

Fig. 3. Working procedure of proposed architecture (Faster R-CNN).
pneumonia diseases (the non-COVID-19 group) were included. AlexNet, VGG-16, VGG-19, SqueezeNet, GoogleNet, MobileNet-V2, ResNet-18, ResNet-50, ResNet-101, and Xception were used to distinguish between COVID-19 and non-COVID-19 CT images. ResNet-101 achieved the highest accuracy of 99.51% among all. In a recent study, Hall et al. [32] worked with 135 chest X-rays of patients diagnosed with COVID-19 cases and a set of 320 chest X-rays of patients diagnosed with viral Pneumonia with an overall accuracy of 91.24%. Through the experiment, authors have tried to observe whether chest X-ray images can be considered as a method for the diagnosis of COVID-19 cases. Pre-trained Resnet50 and VGG-16, along with their CNN, were trained on a balanced custom dataset for our use in the experiment, we combined and modified chest radiography images across 2500 patient cases. To prepare the custom dataset to train and evaluate, which comprised a total of 5450 chest radiography images across 2500 patient cases. To prepare the custom dataset for our use in the experiment, we combined and modified two different publicly available datasets: COVID chest X-Ray dataset curated by Dr. Joseph Cohen, a postdoctoral fellow at the University of Montreal [33], and RSNA pneumonia detection challenge dataset from …

### Table 2

| Type       | Shape          | Input size  |
|------------|----------------|-------------|
| Conv/32   | 3 x 3 x 32    | 224 x 224 x 3 |
| Conv/32 dw| 3 x 32 dw     | 112 x 112 x 32 |
| Conv/1x1  | 1 x 1 x 32    | 112 x 112 x 32 |
| Conv/32 dw| 3 x 32 dw     | 112 x 112 x 64 |
| Conv/1x1  | 1 x 1 x 64    | 56 x 56 x 64 |
| Conv/32 dw| 3 x 128 dw    | 56 x 56 x 128 |
| Conv/1x1  | 1 x 128 x 128 | 56 x 56 x 128 |
| Conv/32 dw| 3 x 128 dw    | 56 x 56 x 128 |
| Conv/1x1  | 1 x 128 x 256 | 28 x 28 x 128 |
| Conv/1x1  | 3 x 256 dw    | 28 x 28 x 256 |
| Conv/1x1  | 1 x 256 x 256 | 28 x 28 x 256 |
| Conv/32 dw| 3 x 256 dw    | 28 x 28 x 256 |
| Conv/1x1  | 1 x 256 x 512 | 14 x 14 x 256 |
| 5 x Conv/1| 1 x 256 x 512 | 14 x 14 x 512 |
| 5 x Conv/1| 1 x 512 x 512 | 14 x 14 x 512 |

### 3. Methodology

Convolutional Neural Networks (CNN) is a deep neural network-based learning architecture for processing a massive amount of data. Nowadays, it is widely applied for medical imaging analysis. The CNN is used extensively over other Machine Learning methods because it does not need any manual feature extraction as well as does not require specific segmentation. In Fig. 1(A), CNN architecture design is shown, which consists of several blocks of Input Layer, Hidden Layer (convolutional layer, pooling layer), fully connected layer, and Output Layer. However, for selecting an anchor, the anchors are divided into two categories (positive and negative) with an intersection-over-union (IoU) overlap ratio between ground-truth box and anchor as a classification index. The IoU overlap ratio is defined as in Equation (1).

\[ IoU = \frac{\text{Area of Intersection}}{\text{Area of Union}} \]

Using VGG-16, we minimize an objective function following the multi-task loss in Faster R-CNN, and the loss function is derived in Equation (2).

\[ L(p_i, x_i) = \frac{1}{N_{cls}} \sum_{t \neq i} L_{cls}(p_i, x_i) + \frac{\lambda}{N_{reg}} \sum_{t \neq i} L_{reg}(t_i, t_i^*) \]

\[ L_{cls} \] is the classification loss function, and \[ L_{reg} \] is the regression loss function. \[ N_{cls} \] and \[ N_{reg} \] are the normalization coefficients of the classification loss function \[ L_{cls} \] and the regression loss function \[ L_{reg} \] respectively. \[ \lambda \] is the weight parameter between \[ L_{cls} \] and \[ L_{reg} \]. The classification loss function \[ L_{cls} \] is the logarithmic loss of two categories (COVID-19 and non-COVID), and it is defined as in the following Equation (3).

\[ L_{cls}(p_i, x_i) = -\log[\hat{p}_i|x_i| + (1 - \hat{p}_i)(1 - |x_i|)] \]

For the regression loss function, it is defined as in Equation (4).

\[ L_{reg}(t_i, t_i^*) = R(t_i - t_i^*) \]

Here, R is defined as a robust loss function in Equation (5).

\[ R(s) = \begin{cases} 0.5s^2, & |s| < 1 \\ |s| - 0.5, & others \end{cases} \]

Regarding model development, rather than creating a model from scratch, we built it according to our sample input requirements. We have used similar layers and filters as compared to the original Faster R-CNN architectures and gradually increased the number of filters. In addition, it is essential to consider the Faster R-CNN when analyzing our proposed model and algorithm. Our proposed framework consists of 24 convolutional layers, followed by two fully connected layers and six pooling layers. These layers are typical CNN layers with different filter numbers, sizes, and stride values.

Besides, more modified versions of CNN are available for model development, such as R-CNN, Fast R-CNN, and Faster R-CNN. In this exploration, we have used Faster Regional based Convolutional Neural Network (Faster R-CNN). Fig. 1(B) is showing the architecture of Faster R-CNN. Furthermore, we used the VGG-16 network as the foundation for model classification. We combine this with Faster R-CNN to use this model in a real-time system. Finally, a deep model with a large number of layers is essential for the extraction of properties of an image in a real-time detection system. For that reason, the model classification structure is capable of grasping and learning small differences. An illustration of the proposed model used in this study is shown in Fig. 2.

#### 3.1. Data preparation

For dataset design, we have followed a two-step procedure for data preparation. Initially, we used the X-ray images of COVID-19 patients, which is available as open-source data. Furthermore, we developed a custom dataset to train and evaluate, which comprised a total of 5450 chest radiography images across 2500 patient cases. To prepare the custom dataset for our use in the experiment, we combined and modified two different publicly available datasets: COVID chest X-Ray dataset curated by Dr. Joseph Cohen, a postdoctoral fellow at the University of Montreal [33], and RSNA pneumonia detection challenge dataset from...

---

Fig. 4. It depicts the loss/accuracy curve, along with the number of Epoch values. It shows that training loss has decreased in every epoch and diverge to a minimum value after 100-epoch. Moreover, validity loss has also reduced like training loss; besides, accuracy on COVID-19 detection has increased after every epoch stage until 100 epoch.
Kaggle [34]. In the later phase of this exploration, we moved to a newly available dataset dedicatedly developed for COVID-19 positive case detection using chest X-Ray images named as COVIDx [24]. The number of image samples we used for both (custom and COVIDx) the dataset is showing in Table 1. For the custom dataset, we have used 5450 sample images, whereas, in the COVIDx dataset, we developed our dataset with 13800 images.

The COVIDx dataset is updated continuously with images shared by researchers from different regions. As of May 7, 2020, there are 183 X-Ray images diagnosed with COVID-19, 8066 patients as normal, and 5551 cases identified as non-COVID Pneumonia. By merging 'Normal' and 'non-COVID Pneumonia' into a single 'non-COVID' class, we designed it as a binary class dataset.

Fig. 5. Illustration of different sample images are shown here. Fig. 5 (A, B, D, E, and F) shows that the model predicts the sample as non-COVID, whereas the actual class is also a non-COVID. However, only 5 (C) predict the sample as non-COVID, whereas the actual class is COVID-19. 5(G) depicts the generated confusion matrix based on 10-fold cross-validation method.
of Leave-one-out cross-validation. Algorithm 1 provides insight into K-fold cross-validation working procedures.

Algorithm 1. K-fold cross-validation

1. Define sets of model parameter values
2. Randomly shuffle the dataset
3. Split the dataset into k=10 groups
4. for each parameter set, do
5. for each resampling iteration do
6. Hold-out specific samples
7. Train the model on the remainder
8. Predict the hold-out samples
9. end
10. Calculate the average performance across hold-out predictions
11. end
12. Determine the optimal parameter set
13. Fit the model to all the training data using the optimal parameter set

Our proposed framework of Faster R-CNN based COVID-19 positive case detection is developed and trained by using the support of Google’s Colaboratory. Detection experiment executed on Google’s cloud server’s GPU with 12 GB of RAM and with the support of TensorFlow version 2.1.0. The proposed model was trained with a learning rate of 2e-5, batch size of 8, and 100 epoch. The complete framework is built and evaluated using the Keras deep learning library with TensorFlow backend. All the experiment and data analysis is undergone in the Machine Intelligence Lab (MINTEL) of Dhaka International University.

3.2. Model building and training

The most noticeable fact is that very few patients of COVID-19 associated with X-ray images, which leads to the scarcity of availability of X-ray images. For the model building and training, we have used the Google’s TensorFlow library and VGG-16 for high-performance numerical computation. Regarding the cross-validation approach, our study used the K-fold cross-validation method (K = 10) with the support of Leave-one-out cross-validation. Algorithm 1 provides insight into K-fold cross-validation working procedures.

Table 3

10 fold cross-validation approach and results of different performance metrics.

| Number of Folds | Sensitivity (%) | Specificity (%) | Precision (%) | F1-score % | Accuracy % |
|-----------------|-----------------|-----------------|--------------|------------|------------|
| Fold-1          | 98.50           | 96.77           | 99.49        | 98.99      | 98.27      |
| Fold-2          | 99.50           | 100.00          | 100.00       | 99.75      | 99.57      |
| Fold-3          | 97.00           | 93.55           | 98.98        | 97.98      | 96.54      |
| Fold-4          | 99.50           | 93.55           | 99.00        | 99.25      | 98.70      |
| Fold-5          | 98.50           | 100.00          | 99.24        | 98.70      | 98.70      |
| Fold-6          | 97.50           | 93.55           | 98.98        | 98.24      | 96.97      |
| Fold-7          | 97.00           | 96.77           | 99.49        | 98.23      | 96.97      |
| Fold-8          | 96.50           | 90.32           | 98.47        | 97.47      | 95.67      |
| Fold-9          | 96.50           | 100.00          | 98.22        | 96.97      | 95.24      |
| Fold-10         | 96.00           | 90.32           | 98.46        | 97.22      | 95.24      |
| Average         | 97.65           | 95.48           | 99.29        | 98.46      | 97.36      |

3.3. Proposed architecture

According to proposed architecture (Fig. 3), we have used the output of conv5_3 layer of VGG-16 as the feature map to the subsequent network. Therefore, we combined the automated features extracted by conv3_3, conv4_3, and conv5_3 layers with additional elements. Generally, the size of the feature maps generated by each convolution layer are different, however, we kept the size of the feature map of conv3_3 unchanged, and changed the size of the conv3_3 and conv5_3 layers. The pooling by subsampling is adopted for the feature map of conv3_3, and then upsampling is used to improve the resolution of conv5_3 to make them more consistent with the conv4_3. Lastly, the merged map can be obtained by adding the included map along with subsampling the output of conv3_3, upsampling the output of conv5_3, and conv4_3. Before using the fusion of the three-layer convolutional feature maps, we first used the local response normalization so that the activated values of the feature map remains the same.

The value of the input (224 × 224 × 3) for VGG-16 classification has to remain fixed because the final block of the network uses Fully-Connected (FC) layers, which requires a fixed-length input. This operation is completed by flattening the output of the last convolutional layer to get a rank 1 tensor, before using the FC layers. Each layer details and parameters (Type, Shape, and Input size) of our proposed model is shown in Table 2. For the experiment, we have considered the learning rate (2e-5), momentum optimizer for weight updates, and cross-entropy loss function.

4. Results

In this section, we discuss the loss observation, followed by the results of model validation. We performed experiments to detect and classify COVID-19 confirmed cases using X-Ray images and train the models in two classes: non-COVID and COVID-19. The model was evaluated using 10-fold cross-validation technique. We have used 90% of X-Ray images for training, and the rest of the 10% are used for testing or validation. Moreover, the loss function is highly essential to understand the excellence of the prediction. From Fig. 4., we observe that the training loss and validity loss is decreased gradually after every 100 epoch.

It is also noticeable that both training loss and validation values increased significantly at the primary epoch because of the number of COVID-19 data in that specific class (Fig. 4). The effectiveness of the model is achieved through testing, cross-validation, and direct image input testing. In order to evaluate the performance of the model, the complete trained model is validated with the same model dataset using K-Fold cross-validation.

Time comparison is obtained by measuring the time model takes to complete the detection and classification. Based on the Confusion Matrix four-parameter: True Positive, False Positive, True Negative, and False Negative, our proposed architecture predicted the different samples of Chest X-ray images (Fig. 5). The model, however, made incorrect predictions mostly in poor images, and often it predicted the patient with Pneumonia as COVID-19 because they have similarities in image features.

Performance metrics of the proposed model and 10-fold cross-validation results of different metrics and their average results are tabulated in Table 3. It is observable that the developed model provided an average accuracy of 97.36%, and it obtained an average value of sensitivity, specificity, and F1-score of 97.65%, 95.48%, and 98.46%, respectively. It also provides a precision value of more than 99.00%.

5. Discussion

In this section, a necessary review of the deep learning approaches in detecting COVID-19 positive cases for some of the articles in Table 4 are provided. Moreover, we also discuss our proposed method with other similar deep learning approaches, and a discussion table has been designed (Table 4) to understand the impact of our framework over other studies. From Table 3, it is evident that Deep CNN ResNet-50 [28] based approach produces slightly higher (~0.64%) detection accuracy in comparison with our proposed method.

From the observation based on Table 4., most of the datasets contained a small amount of data (limited images for training and testing) to design and developed their model. However, in our study, we have used 183 COVID-19 positive images, and the number of total images was 13,800. Another noticeable fact, the most common techniques used by the authors for their model building were based on are VGG and ResNet. However, in our case, we have used Faster R-CNN to develop our model quicker and more reliable so that it can be utilized as a real-time assessment tool. The primary contribution of this research that our proposed approach is capable of classifying chest X-Ray images without using manual feature extraction. As such, it can assist the doctors and the radiologists in detecting COVID-19 positive cases and can be used as...
## Table 4
Overview of papers using deep learning approaches with their working procedure and performance metrics for COVID-19 case detection.

| Reference       | Modality | Method            | Remarks                                                                                                                                                                                                 | Performance Metrics and Results                                                                 |
|-----------------|----------|-------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------|
| Wang et al.     | Chest X-Ray | COVID-Net         | A deep learning-based model with a total of 16,756 X-Ray images with multiclass classification (three) and also proposed a dedicated dataset of COVID19 X-Ray images named COVIdx. | Accuracy: 92.40% for the classification of COVID19 positive cases, Sensitivity: 91.0% for COVID19 cases, Positive predictive value: 98.9%. |
| Sethy et al.    | Chest X-Ray | ResNet50+SVM      | The proposed model classified the characteristics obtained from various CNN (Convolutional Neural Network) models of the SVM (Support Vector Machine Classifier) using X-Ray images (25 COVID-19 positive and 25 Normal). The study claims that ResNet50 with the SVM classifier produces better results. | Accuracy: 95.38% for COVID-19 case detection, Sensitivity: 97.29%, Specificity: 97.29% |
| Narin et al.    | Chest X-Ray | Deep CNN ResNet-50 | This study used three different CNN models (ResNet50, InceptionV3, and InceptionResNetV2) using 50 open access COVID-19 X-Ray images from Joseph Cohen, and 50 typical images from a Kaggle repository. Besides, their used non-COVID images are images of children aged between 1 and 5 years. | Accuracy: 98%, Sensitivity: 96%, Specificity: 100% in detecting COVID-19 patients.            |
| Ioannis et al.  | Chest X-Ray | VGG-19            | In this study, 224 approved COVID-19, 700 cases of Pneumonia, and 504 normal radiology images were used. They performed on both binary and 3-class classification using a transfer learning method. | Accuracy: 98% for the binary class problem and 93% for the 3-class problem, Sensitivity: 92%. |
| Hemdan et al.   | Chest X-Ray | COVIDx-Net        | This study deployed deep learning models to diagnose COVID-19 patients using chest X-rays. It proposed a COVIDx-Net model that included seven CNN models with 50 Chest X-Ray images (25 COVID19 positives, 25 normal). | Accuracy: 90%, Precision: 100%, Sensitivity: 100% in detecting COVID-19 positive cases.     |
| Ying et al.     | Chest CT   | DRE-Net           | This approach used CT (777 COVID-19 positive, and 708 healthy) images with a deep model built into ResNet50 called DRE-Net.                                                                                   | Accuracy: 86.00%, Sensitivity: 92%, Precision: 80%.                                           |
| Wang et al.     | Chest CT   | M-Inception       | The authors used the modified Inception (M-Inception) deep model using CT images containing 195 COVID-19 positive images and 258 COVID-19 negative images. | Accuracy: 82.90%, Sensitivity: 81%, Specificity: 84%.                                         |
| Zheng et al.    | Chest CT   | UNet+3D Deep Network | This method proposed a three-dimensional Deep CNN model to detect COVID-19 from CT images. Their dataset contains 313 COVID-19 positive images and 229 non-COVID images. | Accuracy: 90.80%, Sensitivity: 90.70%, Specificity: 91.10% in detecting COVID-19 positive cases from CT images. |
| Xu et al.       | Chest CT   | ResNet            | This study was performed in detecting COVID-19 positive cases using ResNet coupled with CT images. Their dataset contains the images of 224 Viral pneumonia and 175 healthy images | Accuracy: 86.7%.                                                                               |

(continued on next page)
art deep learning approaches with our proposed framework. We have compared our proposed approach with DenseNet, ResNet50, InceptionV3, and AlexNet. However, after deploying the same dataset on available deep network approaches our proposed Faster R–CNN method still exhibits better results with an accuracy of 97.36% and a precision value of 99.29%.

### 6. Conclusion

In this study, we have proposed a deep learning model to detect COVID-19 cases from Chest X-Ray images. This automated system can perform binary classification without manual feature extraction with an accuracy of 97.36%. Moreover, this model is also capable of testing with a larger dataset and work with real-time systems. Furthermore, it can be helpful in areas where the test kit is not sufficient. Until now, there has been no recognition from the research community of medical experts for COVID-19 positive case detection from radiology images using deep learning framework. This proposed framework may be employed as a supplementary tool in screening COVID-19 patients in emergency medical support services with the rt-PCR machine. Therefore, for the initial assessment of COVID-19 patients, this tool can act as an effective medium of diagnosis under the supervision of radiologists and doctors. At this point, we are developing a custom larger dataset with more images of COVID-19 infected cases and working on our current framework to make our model more robust so that it can be used in detection of both CT and X-Ray images.
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