Assessing the Molecular Specificity and Orientation Sensitivity of Infrared, Raman, and Vibrational Sum-Frequency Spectra
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Abstract: Linear programming was used to assess the ability of polarized infrared absorption, Raman scattering, and visible-infrared sum-frequency generation to correctly identify the composition of a mixture of molecules adsorbed onto a surface in four scenarios. The first two scenarios consisted of a distribution of species where the polarity of the orientation distribution is known, both with and without consideration of an arbitrary scaling factor between candidate spectra and the observed spectra of the mixture. The final two scenarios have repeated the tests, but assuming that the polarity of the orientation is unknown, so the symmetry-breaking attributes of the second-order nonlinear technique are required. The results indicate that polarized Raman spectra are more sensitive to orientation and molecular identity than the other techniques. However, further analysis reveals that this sensitivity is not due to the high-order angle dependence of Raman, but is instead attributed to the number of unique projections that can be measured in a polarized Raman experiment.
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1. Introduction

The structural characterization of ordered systems has been a cornerstone of chemistry. Understanding the orientation of molecules with respect to each other, and with respect to a macroscopic entity such as a crystal structure, material profile, or surface can inform on the physical and chemical properties of the system. Molecular arrangements have been studied by X-ray and neutron scattering, nuclear magnetic resonance, and optical spectroscopy. Among the optical methods [1], vibrational techniques are of particular interest due to their ability to access sub-molecular information from the characteristic vibrational frequencies associated with specific chemical functional groups, thereby providing local bond-level orientation information, in addition to revealing markers of molecular conformation. The general idea exploits the relationship between transition dipole moment and electric field, as the strength of the interaction depends on the angle between these two vector quantities [2]. Combining these ideas, the use of polarized light in vibrational spectroscopy has long been used to qualitatively and quantitatively assess the identity and orientation of molecules [3].

The theory of polarized infrared (IR) absorption [4–12] and polarized Raman scattering [13–20] to elucidate the orientation of molecules in bulk materials, thin films, and on surfaces has been well-established. When dealing with monolayers on surfaces, infrared absorption experiments in either transmission or reflection geometry are challenging due to the low value of absorbance (in the $10^{-4}$ range), but are possible. Spontaneous Raman scattering from such a low number density is more of a challenge but has been addressed, primarily through the use of resonance Raman techniques [21–24]. Visible-infrared sum-frequency generation (SFG) spectroscopy [25–32], on the other hand, is ideally suited for the study of surfaces since sufficient signal may be detected even for monolayers. The...
niche application of SFG is the study of surfaces whose constituent molecules are the same as those in the bulk—for example the water vapour–liquid interface [33,34]. In such cases, only molecules at the surface contribute to the measured signal as a result of the inversion symmetry-breaking requirement of SFG [25,35]. In the present discussion, however, we can keep the application general, exploring the ability of these techniques to discriminate between different molecules in different orientations regardless of whether the assembly is two- or three-dimensional. Typical sample and experimental conditions will often limit the applicability of these three techniques but, in an idealized comparison, we can assess their sensitivity based on the nature of the response functions alone. In this work, we consider a mixture of six molecules with varying composition and orientations. This would, for example, describe a surface that is exposed to a solution of molecules. Even if we know the proportion of molecules in the bulk solution state, we cannot know in advance the composition of the surface due to variability in the surface preference. Furthermore, each species may adsorb with a preferred orientation; there are of course bulk analogies as well. As the assessment of molecular specificity and orientation requires the evaluation of thousands of combinations of spectra in a highly multi-dimensional parameter space, we employ linear programming to be guaranteed of the exact solution to the spectral unmixing problem that encodes the structural information we seek.

2. Background

2.1. Molecular and Ensemble Response Functions

When light with a time-varying \( j \)-polarized electric field \( E_j \) interacts with a molecule, the \( ij \) element of the linear polarizability \( \alpha^{(1)} \) determines the magnitude and phase of the resulting time-varying induced dipole moment, whose Cartesian component \( i \) is given by \( p_i = \alpha^{(1)}_{ij} E_j \). In general, higher order polarizabilities (the so-called hyperpolarizabilities) can contribute through the expansion [35,36]

\[
p_i = \alpha^{(1)}_{ij} E_j + \frac{1}{2} \alpha^{(2)}_{ijk} E_j E_k + \frac{1}{6} \alpha^{(3)}_{ijkl} E_j E_k E_l + \cdots + \frac{1}{n!} \alpha^{(n)} E^n
\]

where we have used Einstein notation for implicit summation over repeated indices. It is simplest to describe the above interactions when the induced dipole moment, electric fields, and polarizability tensors are all in the same coordinate system. We will use the indices \( i, j, k, \ell \) as placeholders for any of the molecule-fixed \((x, y, z)\) Cartesian coordinates as shown in Figure 1.

![Figure 1](image_url)

**Figure 1.** Illustration of the molecule-fixed \((x, y, z)\) and laboratory frame \((X, Y, Z)\) coordinates, related through three Euler angles. Here \( \theta \) is the tilt angle that projects the molecular long axis \( z \) onto the surface normal \( Z \), \( \phi \) is the azimuthal angle that describes rotation about \( Z \) and \( \psi \) is the twist angle that describes rotation about \( z \). The surface is represented by the \((X, Y)\)-plane.

However, this is not a practical description in reality, since the input and measured fields are in the laboratory frame. Now using \( I, J, K, L \) as placeholders for any of the
lab frame \((X, Y, Z)\) coordinates, we can write an expression for the polarization (dipole moment per unit volume)

\[
P_I = \varepsilon_0 \left( \chi_{1f}^{(1)} E_I + \frac{1}{2} \chi_{1jk}^{(2)} E_j E_k + \frac{1}{6} \chi_{1jkll}^{(3)} E_j E_k E_L + \cdots + \frac{1}{n!} \chi_{1}^{(n)} E^n \right). \tag{2}
\]

These expressions are related by the molecular number density \(N\) and the average over participating molecular orientations. For example, in a molecular dynamics simulation where the orientation of each molecule can be tracked independently, \(\chi_{1f}^{(1)} = \sum_{\text{molecules}} N \alpha_{1IJK} / \varepsilon_0\).

In an experiment, we do not have access to such information, and instead work with the ensemble average

\[
\chi_{1f}^{(1)} = \frac{N}{\varepsilon_0} \langle \alpha_{1IJK} \rangle. \tag{3}
\]

The point to note is that, before the ensemble average can be considered in Equation (3), it is required to project \(\alpha_{1IJK}\) from the molecular frame in which it is defined into the laboratory frame to arrive at \(\alpha_{1f}^{(1)}\), thereby encoding the molecular orientation. The manner in which these projections are performed is related to the light–matter interaction accompanying each of the \(\alpha^{(n)}\) processes. As a result, different spectroscopic techniques have different symmetry properties, sensitivity to molecular orientation, and fingerprinting abilities.

Figure 2. Energy level and double-sided Feynman diagrams of the IR absorption, visible–infrared sum-frequency generation, and spontaneous Stokes Raman scattering processes.

Figure 2 provides energy level and double-sided Feynman diagrams illustrating the interactions associated with the three spectroscopic techniques that we consider in this comparison. The first case illustrates that IR absorption spectroscopy is a probe of the linear polarizability \(\alpha^{(1)}\). Absorption of an IR photon causes a transition from the ground vibrational state \(|a\rangle\) to an excited vibrational state \(|b\rangle\). The emitted photon has the same frequency, polarization, and wavevector as the exciting photon, and hence this self-heterodyne experiment provides direct access to \(\text{Im}\{\chi^{(1)}\}\). In visible–infrared sum-frequency generation, a broadband or tuneable IR beam is spatially and temporally overlapped with a typically fixed frequency visible beam. In the absence of inversion
symmetry, this generates light at the sum of the two input frequencies, proportional to the second-order susceptibility $\chi^{(2)}$, through interaction with a non-resonant electronic virtual state $|n\rangle$. Intensity-only detection schemes measure a signal proportional to $|\chi^{(2)}|^2$, while phase-sensitive detection provides access to $\text{Im}\{\chi^{(2)}\}$ [37–42]. Of the large family of Raman scattering probes, we consider the case of spontaneous Raman scattering where the Stokes-shifted wavelengths are detected. Although the intensity of the detected light (frequency $\omega_2$ in Figure 2) is linearly proportional to the intensity of the pump beam (frequency $\omega_1$) [43], the observables commonly associated with Raman spectroscopy reveal that this is in fact a probe of $\text{Im}\{\chi^{(3)}\}$, and is associated with four light-matter interactions [44,45].

2.2. Accessing Elements of the Response Functions Using Polarized Light

**IR absorption.** In an infrared absorption experiment, one measures diagonal elements of the rank-2 tensor $\text{Im}\{\chi^{(1)}_{ij}\}$ that originates from a sum and orientational average over $\text{Im}\{a_{ii}^{(1)}\}$. As shown in Figure 3, these quantities have nine elements, but can almost always be diagonalized into three principle components. This is the origin of the typically single-subscripted refractive index and absorption coefficient. If we consider $D(\theta, \phi, \psi)$ to be the $3 \times 3$ direction cosine matrix (DCM) incorporating the Euler angles $\theta$, $\phi$, and $\psi$ defined in Figure 1, we can then carry out the projection [26,46]

$$\chi_{ij}^{(1)}(\theta, \phi, \psi) = N \sum_{\ell} \sum_{m} D_{ii}(\theta, \phi, \psi) \cdot D_{jj}(\theta, \phi, \psi) \cdot a_{ij}^{(1)}. \quad (4)$$

If we were to use the contracted version, such as the 3-element transition dipole moment vector, we would use

$$|\langle b_j | \mu | a_j \rangle|^2 = \left| \sum_{\ell} D_{ii}(\theta, \phi, \psi) \cdot |b_j | \mu | a_i \rangle \right|^2, \quad (5)$$

where $\mu$ is the dipole moment operator. Note that, even though we are now using a single application of the direction cosine matrix to transform a vector (tensor of rank 1) from the molecule-fixed to the laboratory-fixed coordinate system, the square results in the same angle-dependence. For the present demonstration, we assume an isotropic distribution of azimuthal angles $\phi$ and twist angles $\psi$ (see Figure 1) so the only orientation is that between the molecular reference axis and the laboratory z-axis. In the case of molecules adsorbed to surfaces, this is the often-encountered situation in which there is no preferred orientation in the ($x$, $y$) plane of the surface, and $\theta$ is the polar angle between the molecular long axis $c$ and the surface normal $z$. This may be realized by integrating over $\phi$ and $\psi$ to obtain

$$\chi_{ii}^{(1)}(\theta) = \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \chi_{ii}^{(1)}(\theta, \phi, \psi) \, d\phi \, d\psi = \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} |\langle b_j | \mu | a_j \rangle|^2 \, d\phi \, d\psi. \quad (6)$$

The main point is that, regardless of whether we use the rank 2 tensor $\chi^{(1)}$, or the vector $\langle b_j | \mu | a_j \rangle$, the $\theta$-dependence of the resulting function is the same. Furthermore, when this integration is carried out over all Cartesian coordinates, we find that there are only two unique elements; these are $\chi_{XX}^{(1)} = \chi_{YY}^{(1)}$ (due to azimuthal symmetry of the surface) and $\chi_{ZZ}^{(1)}$. A polarized IR absorption experiment is therefore carried out with a single polarizer placed before the sample. Owing to the symmetry of specific normal modes of vibration, the molecular frame $a_{ii}^{(1)}$ may have a simple form, for example $a_{xx}^{(1)} = a_{yy}^{(1)} \ll a_{zz}^{(1)}$ for a methyl symmetric stretch. In general, however, we can consider $a_{xx}^{(1)} \neq a_{yy}^{(1)} \neq a_{zz}^{(1)}$, as these
molecular values will be determined from electronic structure calculations. Regardless of any inherent symmetries in \( a^{(1)}_{ij} \), we can always write the result as

\[
\chi^{(1)}_{II}(\theta) = c_0 + c_1 \cos^2 \theta
\]

(7)

which, in turn, enables the polarized IR absorption spectra to be expressed in terms of an order parameter \( \langle P_2 \rangle \) derived from the second-order Legendre polynomial \( P_2(\cos \theta) = \frac{3}{2} \langle \cos^2 \theta \rangle - \frac{1}{2} \) \([47]\).

**Figure 3.** The tensoral nature of the IR absorption, visible–infrared sum-frequency generation, and Raman scattering processes illustrated. In the top row, the material response is arranged according to the rank of the process. In the bottom row, the most-often used contracted notation for an absorption process and Raman scattering are illustrated.

**Sum frequency generation.** In a vibrational SFG experiment, we can independently control the polarization of the incoming visible and infrared beams, and select a component of the emitted SFG field polarization. This enables measurement of all non-zero components of the 27-element rank-3 tensor \( \chi^{(2)}_{IJK} \). From the molecular response, we can again project into the laboratory frame to obtain

\[
\chi^{(2)}_{IJK}(\theta, \phi, \psi) = N \sum_l \sum_m \sum_n D_{li}(\theta, \phi, \psi) \cdot D_{lj}(\theta, \phi, \psi) \cdot D_{lk}(\theta, \phi, \psi) \cdot \alpha_{ijk}^{(2)}
\]

(8)

this time employing three direction cosine matrix elements to compute each element of \( \chi^{(2)}_{IJK} \) as this is a rank 3 tensor. We are interested in the result

\[
\chi^{(2)}_{IJK}(\theta) = \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \chi^{(2)}_{IJK}(\theta, \phi, \psi) \ d\phi \ d\psi
\]

\[
= c_1 \cos \theta + c_3 \cos^3 \theta.
\]

(9)
We note that, unlike the case of IR absorption, this function has odd symmetry with respect to \( \theta \). We can therefore express the solution in terms of the order parameters \( \langle P_1 \rangle \) and \( \langle P_3 \rangle \). Among the methods we discuss, SFG is the only technique that is capable of distinguishing molecules oriented in the quadrant \( 0^\circ \leq \theta \leq 90^\circ \) from those in the quadrant \( 90^\circ \leq \theta \leq 180^\circ \). That is, \( \lim \{ \chi^{(2)} \} \{ \theta \} = - \lim \{ \chi^{(2)} \} \{ 180^\circ - \theta \} \). In the most commonly-encountered case of electronic non-resonance, this integration results in only seven non-zero elements, of which three are unique. These are \( \chi_{XXZ}^{(2)} = \chi_{YYZ}^{(2)} = \chi_{ZZZ}^{(2)}, \chi_{XYZ}^{(2)} = \chi_{XYZ}^{(2)} = \chi_{XZZ}^{(2)} = \chi_{YZZ}^{(2)}, \) and \( \chi_{YZZ}^{(2)} = \chi_{YZZ}^{(2)} = \chi_{YZZ}^{(2)}. \)

**Raman scattering.** The Raman scattering process is the most complex and interesting among the techniques we compare, owing to the four-dimension response function. In a spontaneous Raman experiment, although we probe components of the 81-element rank-3 tensor \( \chi_{ijkl}^{(3)} \), only the elements \( \chi_{x1x1}^{(3)} \) are accessible. This readily lends itself to the contracted notation as shown in Figure 3, where the transition polarizability \( \pi \) (a rank 2 tensor with dimensions \( 3 \times 3 \) are used. In analogy to our description of the IR absorption experiment, we note that the transformation from molecular to laboratory coordinates can then be carried out on \( a_{ij}^{(3)} \) directly [48]:

\[
\chi_{x1x1}^{(3)}(\theta, \phi, \psi) = N \sum_{i} \sum_{j} \sum_{k} \sum_{l} D_{ii}(\theta, \phi, \psi) \cdot D_{jj}(\theta, \phi, \psi) \cdot D_{kl}(\theta, \phi, \psi) \cdot a_{ijki}^{(3)}.
\]

If we were to use the contracted version corresponding to the the transition polarizability matrix, we would use

\[
|\langle b_1 | \pi | a_1 \rangle|^2 = \left| \sum_{i} \sum_{j} D_{ii}(\theta, \phi, \psi) \cdot D_{jj}(\theta, \phi, \psi) \cdot \langle b_1 | \pi | a_1 \rangle \right|^2.
\]

Once again, we emphasize that, regardless of whether the rank 4 or rank 2 representation of the Raman response is used, the same angle dependence results, noting that the square of the transition polarizability must be used when determining the orientational average. Integrating over the angles that we consider to be uniformly distributed provides the tilt angle dependence

\[
\chi_{x1x1}^{(3)}(\theta) = \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \chi_{x1x1}^{(3)}(\theta, \phi, \psi) \, d\phi \, d\psi = \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} |\langle b_1 | \pi | a_1 \rangle|^2 \, d\phi \, d\psi = c_0 + c_2 \cos^2 \theta + c_4 \cos^4 \theta.
\]

The resulting functional form shares the same symmetry characteristics as IR absorption (insensitive to the polarity of the tilt angle distribution), but now includes a higher-order contribution as we can probe the average \( \langle \cos^4 \theta \rangle \), and therefore also have access to the order parameter \( \langle P_3 \rangle \). Further symmetry and electronic non-resonance reduce the probed elements to \( \chi_{XXX}^{(3)} = \chi_{YYY}^{(3)} = \chi_{XYY}^{(3)} = \chi_{XXY}^{(3)} = \chi_{XXZ}^{(3)} = \chi_{YYZ}^{(3)} = \chi_{ZZZ}^{(3)} \), and \( \chi_{ZZ}^{(3)} = \chi_{ZZZ}^{(3)}. \) In practice, all of the above-mentioned tensor elements are obtained using one or more polarization schemes, but those experimental details are not relevant to the current discussion. Instead, we focus on the maximum information content available from each experiment as a consequence of the symmetry of the relevant susceptibility tensor.

3. Methods

3.1. Generation of the Candidate Spectra

Methods for the calculation of infrared transition dipole moments \( \langle b_1 | \pi | a_1 \rangle \), Raman transition polarizabilities \( \langle b_1 | \pi | a_1 \rangle \), and their coupling to estimate vibrational hyperpolarizabilities \( \alpha^{(2)} \) = \( \langle b_1 | \pi | a_1 \rangle \otimes \langle b_1 | \pi | a_1 \rangle \) (direct product as illustrated in Figure 3) have been previously described [26,49]. In brief, calculations were carried out using GAMESS [50] at
the B3LYP/6-31G(d,p) level, using a finite difference approach to determine the transition matrix elements from the dipole moment frequency dependent polarizability variation with respect to the normal mode coordinates. It has been established this basis set reproduces vibrational spectra of amino acids \[51\]. A polarizable continuum model was used to simulate adsorbed states in an aqueous solution. A frequency scaling factor of 0.96 has been applied \[52\]. We consider the six amino acids methionine (Met), leucine (Leu), isoleucine (Ile), alanine (Ala), threonine (Thr) and valine (Val). We have previously demonstrated the manner in which the spectral lineshape is calculated from these quantum mechanical properties \[46\]. In the case of infrared spectroscopy, the absorbance is proportional to

\[
\text{Im}\{\chi_{II}^{(1)}\}(\omega_{IR}) = N \sum_q \frac{\langle b_I | \pi | a_I \rangle_q^2 \Gamma_q}{(\omega_q - \omega_{IR})^2 + \Gamma_q^2} 
\]

where \(\omega_q\) and \(\Gamma_q\) are the frequency and homogeneous linewidth of the \(q\)th normal mode. For a mixture of \(n = 6\) molecules each oriented at a different angle \(\theta\) according to the weighting factor \(f(n, \theta)\), the overall IR spectrum of the mixture, hereafter referred to as the target spectrum, is given by

\[
T_{II} = \sum_{n=1}^{6} \sum_{\theta} f(n, \theta) \cdot \text{Im}\{\chi_{II}^{(1)}\}(n, \theta),
\]

imposing the normalization condition

\[
\sum_n \sum_{\theta} f(n, \theta) = 1.
\]

The lineshape for the polarized heterodyne-detected SFG spectrum of a single molecule at a single tilt angle is given by

\[
\text{Im}\{\chi_{ijk}^{(2)}\}(\omega_{IR}) = N \sum_q \frac{\langle a_{I} | \pi | b_{J} \rangle_q \langle b_{K} | \pi | a_{K} \rangle_q \Gamma_q}{(\omega_q - \omega_{IR})^2 + \Gamma_q^2} 
\]

and the collection of molecules has the target spectrum

\[
T_{IJK} = \sum_{n=1}^{6} \sum_{\theta} f(n, \theta) \cdot \text{Im}\{\chi_{ijk}^{(2)}\}(n, \theta).
\]

The Raman spectra of individual candidate molecules are obtained from

\[
\text{Im}\{\chi_{III}^{(3)}\}(\Delta \omega) = N \sum_q \frac{\langle b_I | \pi | a_I \rangle_q^2 \Gamma_q}{(\omega_q - \Delta \omega)^2 + \Gamma_q^2} 
\]

where \(\Delta \omega\) is the Stokes shift with respect to the incident light frequency. We assume that the mixture of molecules then has an overall measured Raman spectrum given by

\[
T_{III} = \sum_{n=1}^{6} \sum_{\theta} f(n, \theta) \cdot \text{Im}\{\chi_{III}^{(3)}\}(n, \theta).
\]

Note that, with the exception of the hyperpolarizabilities \(\alpha^{(n)}\) and susceptibilities \(\chi^{(n)}\), we will not explicitly specify the \(n\)th order quantities with superscripts and instead rely on the \(n + 1\) Cartesian coordinates in subscripts such as \(T_{III}\) to indicate that this is an element of rank 4 tensor representing a third-order response function.
3.2. Linear Programming

Linear programming (LP) belongs to the class of convex optimization techniques that is known to provide exact solutions to problems that are challenging to solve using other methods, either due to the inherent complexity of the function to be minimized, or due to the number of local minima in the multidimensional parameter/error space [53–56]. In addition, LP can provide solutions in $O(n)$ time, compared to traditional techniques [57–59] that can require $O(n!)$ time. An example of a small LP problem that is convenient to visualize is minimization of the two-dimensional objective function

$$f(x, y) = 2y - x + 8$$

subject to the constraints

$$-x + 2y \leq 4 \quad (21a)$$
$$x + y \leq 8 \quad (21b)$$
$$y < 5 \quad (21c)$$
$$x > 0 \quad (21d)$$
$$y > 0. \quad (21e)$$

The region of the solution space is illustrated as the shaded region in Figure 4. The fundamental theorem of LP states that the minimum exists at the boundary of the convex polyhedron that defines the feasible region of the solution space. It can be shown that the solution is further restricted to the vertices of this polyhedron. In this simple two-dimensional example, there are only four vertices at $(0, 0), (8, 0), (4, 4)$ and $(0, 2)$. It is straightforward to evaluate the value of the function at each of these locations to select the vertex with the minimum value. In practice, for more difficult problems, the task of vertex finding and evaluation may be performed by algorithms such as simplex [60], and there are existing packages for this task. We used the GNU linear programming toolkit [61] to identify the LP solutions.

![Figure 4. A two-dimensional example of a minimization problem subject to constraints whose linear programming solution can be visualized graphically.](image)

In order to apply LP to spectroscopy problems, we need to have an appropriate formulation of the objective function to be minimized. For each polarization of the IR spectrum, we can a component of the objective function as

$$S_{II} = \min_{p=1}^{\text{points}} \left| T_{II,p} - \sum_{c=1}^{\text{candidates}} f_c \cdot \text{Im} \{ \chi_{II}^{(1)} \}_{c,p} \right|,$$

where $f_c$ are the unknown fractions of the candidate, the decision variables returned by the LP solver; $p$ is the number of points selected along the wavenumber axis, both for
candidates and target spectra; \( c \) is the number of candidates. We can then include both projections that come from the two unique polarization schemes identified in our problem by combining them in
\[ S_{IR} = S_{XX} + S_{ZZ}. \] (23)

Further details on the formulation of the objective function and its solution are given in Ref. [62]. In brief, the absolute residual between the target spectrum and the one composed by the decision variables is calculated for each data point. The objective function minimizes the sum of the absolute residuals over all the data points. Note that the LP model exactly describes our problem to be solved, yielding the target composition if we can provide precise enough data. Recall that if the solution space of an LP instance is feasible and bounded, then there is a unique optimum solution.

Analogous versions of the objective function in Equation (22) exist for the SFG data as
\[ S_{SFG} = S_{XZ} + S_{XZ} + S_{ZZ} \] (24)
is calculated, and \( S_{Raman} \) for the Raman spectra from which
\[ S_{Raman} = S_{XXXX} + S_{XYY} + S_{XX} + S_{ZZ} \] (25)
may be determined.

3.3. Construction of Test Cases

IR (2 polarizations), SFG (3 polarizations), and Raman (4 polarizations) spectra for each molecule were calculated as a function of tilt angle from \( \theta = 0^\circ \) to \( \theta = 180^\circ \) with a step size of 10° and stored, so subsequent calculations and spectra of mixtures could be computed quickly. A random number generator was then used to determine the composition of the mixture, and the result is normalized so the fraction of all candidates together does not exceed 100%. An independently-seeded random number generator determined the tilt angle of each amino acid in the mixture. An example of the semi-discrete parameter space is shown in Figure 5. Linear programming is then used to decipher the composition of the mixture, using all available polarization data, but possibly a subset of the experimental techniques in the following cases: IR data only, SFG data only, Raman data only, IR and SFG data combined, IR and SFG, SFG and Raman, and the combination of all data employing IR and SFG and Raman spectra. Each test case was then run 100 times in order to remove potential bias that may result from insufficient statistics.

4. Results and Discussion

The results of all test cases are summarized in Table 1. Instead of describing individual outcomes (that would appear as indicated in Figure 5) corresponding to a randomly selected distribution of molecules, we report on whether LP was able to determine the correct composition of the mixture (molecular identity of the species and tilt angle of each component) from data obtained in all trials. The advantage of LP is that we can be assured of finding the global minimum solution. In cases where we were not able to recover the target composition, the local minima and global minimum have identical scores \( S \).

4.1. Known Scaling Factors

The first set of cases we considered corresponds to the scenario in which the absolute intensity scaling (absorbance in the case of IR, and intensity with respect to a reference sample in the case of SFG and Raman, or expressed in terms of absolute units of \( \chi^{(2)} \) and \( \chi^{(3)} \)) is known. Although this is certainly possible, it is not common practice to go through this effort, especially for Raman data. Nevertheless, it is an important set of data for us to discuss first, as it represents the simplest case where all techniques can readily be compared on equal footing. We further divide this data set into cases where the polarity of the orientation of each molecule is known in advance (whether the tilt angle lies in the range \( 0^\circ \leq \theta \leq 90^\circ \) or \( 90^\circ \leq \theta \leq 180^\circ \)) or is unknown (\( 0^\circ \leq \theta \leq 180^\circ \)) and therefore
needs to be resolved through the spectral interpretation. For simplicity, we can consider the known polarity as corresponding to tilt angles restricted to the quadrant $0^\circ \leq \theta \leq 90^\circ$, since it is always possible to redefine the orientation of the molecular long axis to suit this definition. From an experimental perspective, this is equivalent to using chemical intuition to identify which end of the molecule is closest to the surface. In this case, column a of Table 1 indicates that IR data taken alone can return the correct composition of the mixture, but either SFG or Raman are able to do this. Immediately, two conclusions come to mind: SFG and Raman contain higher order response functions, sensitive to $\langle \cos^3 \theta \rangle$ and $\langle \cos^4 \theta \rangle$, and more unique polarization schemes compared to the $\langle \cos^2 \theta \rangle$ sensitivity of IR spectra and the two unique polarizations it offers. We will further comment on the origins of the molecular specificity and orientation sensitivity below. We note that determinations using combinations of the methods are moot within this set, as the results are predictable from the success of individual methods. This is indicated by the parenthetical (✓) in Table 1 representing successful spectral unmixing from an unnecessary combination of data.

**Figure 5.** An illustration of the semi-discrete parameter space that comprises a single mixture. In the case of molecules with known polarity, we consider the range $\theta = 0^\circ$ to $\theta = 90^\circ$ in discrete steps of $10^\circ$. In the case of unknown polarity, the tilt angles in the range $\theta = 0^\circ$ to $\theta = 180^\circ$ may be selected for each molecule. A fraction of each molecule (yellow squares) is then chosen as a weighting factor to generate the mixture. The mixture in the example shown contains 55% methionine tilted at $30^\circ$ as its largest component, and 2% isoleucine tilted at $30^\circ$ as its smallest component.

**Table 1.** A summary of the evaluated test cases indicating the ability of the spectral data to reveal the target composition in terms of the identity and orientation of the constituent molecules. An X indicates that the data set was insufficient to determine the target composition. A ✓ indicates that sufficient data was available for spectral unmixing, while a parenthetical (✓) indicates success, but a data set that is unnecessary since a subset of the data has been shown to be sufficient.
We next consider the interesting case where each molecule in the mixture can lie in any of the two quadrants covered by the tilt angle cones. These results, summarized in column b of Table 1. The fact that IR and Raman data, either alone or in combination, cannot resolve the tilt angle is expected, since the even powers of cosine are symmetric about $\theta = 90^\circ$ (the plane of the surface). We therefore anticipate requiring SFG data to answer any question that requires such symmetry breaking. It is interesting to see, however, that SFG spectra alone cannot consistently return the correct target composition, and so we label its data as insufficient. When SFG is combined with either IR or Raman data, the spectral unmixing then succeeds. We will return to the discussion of this result after considering the remaining cases.

4.2. Arbitrary Scaling Factors

In the data described above, we have used electronic structure calculations to determine the spectra of various molecules at particular tilt angles, created a linear combination of these results, and then evaluated the ability of different spectroscopic data to aid in the unmixing. We therefore had significant help from the fact that the candidate spectra and the target spectrum were on the same scale. In a real experiment, there are two factors that prevent such information from being available in most cases. One is that the response in SFG and particularly Raman is typically not calibrated through the use of a reference material. Furthermore, since we are not dealing with isotropic mixtures, it would be difficult to obtain oriented samples in order to know the response from each species. Hence the use of electronic structure calculations is valuable. This, however, poses the second challenge: the spectra predicted by any calculation will necessarily be on a different scale from the measured target spectrum. Furthermore, the arbitrary scaling factor differs in the case of IR absorption, SFG, and Raman scattering. Fortunately, linear programming enables us to readily consider such scaling factors by introducing slack variables. A detailed example on the use of slack variables with application to unmixing Raman data is provided in Ref. [62]. Here we introduce separate slack variables for IR, SFG, and Raman data thereby acknowledging that the scaling factors are constant within an experiment when changing only the beam/detector polarization (which still requires calibration, but is easy to achieve in practice), but is not related across the techniques. This is obviously a more challenging problem to solve, with the results indicated in column c of Table 1. In the case of molecular orientations restricted to a single known quadrant of the tilt angle, now only Raman data (and no longer SFG alone) can accurately reveal the molecular identities and orientations. Naturally, any combination with Raman also works, but provides no additional benefit. When we increase the complexity of the problem by lifting the polarity restriction, column d shows that the needed SFG data must now be combined with Raman data (as an IR complement to SFG is no longer sufficient).

4.3. Exploring the Origins of Orientation Sensitivity

As we have noted, many of the results presented above have displayed the trend Raman > SFG > IR in terms of the abilities of the techniques to resolve the components of the mixture including proper identification of the tilt angles of each component. Based on this information alone, one is curious about the origins of displayed sensitivities. On the one hand, this sequence follows from $\langle \cos^4 \theta \rangle$ being more sensitive than $\langle \cos^3 \theta \rangle$ which is in turn more sensitive to small differences in the tilt angle than $\langle \cos^2 \theta \rangle$. On the other hand, the techniques based on higher-order response functions necessarily have more unique elements of the response tensor that can be probed with different polarizations. The two features are intrinsically linked through the transformations between molecular and laboratory coordinates as illustrated. Nevertheless, in an attempt to further comment on the relative utility of multiple projections compared to higher angle sensitivity of individual spectroscopies, we have performed a separate comparison using only $z$-polarized version of each technique. In other words, the $\chi^{(1)}_{ZZ}$ response from IR absorption with a $z$-polarized input light field; the $\chi^{(2)}_{ZZZ}$ element of the SFG response (that typically needs to be separated
from a combination of terms when all beams are p-polarized), and \( \chi^{(3)}_{zzzz} \) that is measured in a Raman experiment with a z-polarized input field and the selection of the z-polarized scattered light for detection. For this evaluation, we consider all pairs of neighbouring angles that are separated by 10°, for example (0°, 10°), (10°, 20°), up to (70°, 80°). The specific angle \( \theta = 90° \) is avoided since it results in zero intensity for SFG due to the isotropy of the twist and azimuthal distributions. We then compute the pairwise Pearson’s correlation coefficient

\[
c_P = \frac{\sum_{i=1}^{N} (\omega_i - \bar{\omega}) \left( \text{Im}(\chi^{(n)}_i) - \text{Im}(\chi^{(2)}) \right)}{\sqrt{\sum_{i=1}^{N} (\omega_i - \bar{\omega})^2} \sqrt{\sum_{i=1}^{N} (\text{Im}(\chi^{(n)}_i) - \text{Im}(\chi^{(2)}) )^2}}
\]

where \( \omega \) refers to \( \omega_{1g} \) in the case of IR and SFG spectra, and to the Stokes shift \( \Delta \omega \) in the case of Raman spectra. When results from all pairs of angles were averaged over all six molecules, we obtained the result \( c_P = 0.99 \) for the set of z-polarized IR spectra, \( c_P = 0.97 \) for the set of z-polarized SFG spectra, and \( c_P = 0.98 \) for the z-polarized Raman spectra. These coefficients are invariant to scale, so we can compare across techniques without normalizing the spectra. We anticipate \( c_P \approx 1 \) in all cases, as the spectral features for the same molecule tilted by an additional 10° are small. Nevertheless, the result is counter-intuitive as the largest difference (smallest \( c_P \)) is not seen for the Raman spectra. There is in fact no trend in this data that is consistent with the results from LP that we have reported.

Further insight into this result may be obtained by plotting the spectrum obtained by averaging over all tilt angles (blue traces in Figure 6) along with the standard deviation about the mean (grey trace in Figure 6). Vector normalized spectra are used to allow for comparison between the three techniques. Visual inspection alone suggests that for all molecules the SFG spectra display the highest spectral variation across all tilt angles. This is numerically highlighted with the spectral deviation averaged over all frequencies \( \bar{\sigma} \). In the cases we have considered in this work, all molecules are assumed to be aligned at a fixed angle \( \theta_0 \), with no spread in angles. In other words, we have considered an orientation distribution described by \( f(\theta) = \delta(\theta - \theta_0) \). A more realistic system has a spread of tilt angles, and the goal of any complete orientation analysis is to reconstruct the orientation distribution from experimental data. In the next simplest case, where it is assumed that the distribution is Gaussian, experimental data must then provide the value of the mean tilt angle \( \theta_0 \) and the width of the tilt distribution \( \sigma \).
from IR absorption alone cannot provide even these two parameters, regardless of whether the polarity of the orientation is known. In such cases, one exploits the true power of higher-order spectroscopies [63–65]. Nevertheless, many experimental systems are either too complex for detailed analysis, or have too many undermined parameters. In such cases, it is common to assume a narrow distribution of tilt angles. This work has demonstrated how information obtained from different experiments can aid in these pursuits.

![Figure 6](image)

**Figure 6.** Average spectra (blue) computed from all tilt angles in the range 0°–80° and the standard deviation (grey) about the mean. The extent of the vertical axis is the same in all plots, as the spectra are vector normalized for this comparison only. The standard deviation averaged over all frequencies is indicated in red in the inset of each panel.
5. Conclusions

This work has addressed the challenging problem of a mixture of molecules in solution whose component molecules may preferentially adsorb to a surface and adopt a preferential orientation in their adsorbed state. We have theoretically investigated the ability of three spectroscopic techniques to unmix the spectral signatures in order to determine the composition and structure of the system. These included IR absorption spectroscopy, based on the rank 2 response function derived from the linear susceptibility; visible-infrared sum-frequency spectroscopy that is based on the rank 3 response of the second-order susceptibility; spontaneous Raman scattering that, although linear in its dependence on the incident light intensity, encodes information characteristic of a rank 4 third-order response function. Linear programming is ideally suited to this investigation as it is a convex optimization technique and hence can return the global minimum. The results indicate that polarized Raman scattering is always the preferred technique that is capable of returning the correct distribution of species and orientations, provided that there is no ambiguity in the polarity of the orientation. In cases where polarity resolution is required, one must incorporate a technique with an even-order response function (such as sum-frequency generation), but SFG alone cannot accurately describe complex mixtures without the aid of IR and, in the most general case, Raman data. Our analysis of these results indicates that it is the additional projections afforded by the unique elements of the response tensors that are responsible for the sensitivity of Raman spectroscopy.
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