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Abstract—Surgical instrument segmentation in robot-assisted surgery (RAS) - especially that using learning-based models - relies on the assumption that training and testing videos are sampled from the same domain. However, it is impractical and expensive to collect and annotate sufficient data from every new domain. To greatly increase the label efficiency, we explore a new problem, i.e., adaptive instrument segmentation, which is to effectively adapt one source model to new robotic surgical videos from multiple target domains, only given the annotated instruments in the first frame. We propose MDAL, a meta-learning based dynamic online adaptive learning scheme with a two-stage framework to fast adapt the model parameters on the first frame and partial subsequent frames while predicting the results. MDAL learns the general knowledge of instruments and the fast adaptation ability through the video-specific meta-learning paradigm. The added gradient gate excludes the noisy supervision from pseudo masks for dynamic online adaptation on target videos. We demonstrate empirically that MDAL outperforms other state-of-the-art methods on two datasets (including a real-world RAS dataset). The promising performance on ex-vivo scenes also benefits the downstream tasks such as robot-assisted suturing and camera control.

Index Terms—Surgical instrument segmentation, meta learning in robotics, online adaptation, robotic surgical video

I. INTRODUCTION

Robot-assisted surgery (RAS) has revolutionized the minimally invasive surgery by facilitating surgeons to perform complex and precise manipulations. Intelligently understanding the robotic instruments by pixel-wise semantic segmentation is highly desired for promoting the cognitive assistance to surgeons. Precise instrument segmentation serves as a building block for tool pose estimation [1], tool tracking and control [2], which are crucial for surgical robot navigation [3], [4]. Further providing the tool position by instrument segmentation contributes to automatic camera optimal view control, in a way of reducing the manual movement of the endoscopic camera [5], hence benefiting robotic autonomous operation. The semantic segmentation also enables various automatic post-operative capabilities, such as surgeon skill evaluation, surgical report documentation, and surgeon educational training [6], [7].

Instrument segmentation from robotic surgical videos is challenging, due to the complicated scene, instrument motion blur, and visual occlusion by blood or smoke. To tackle these challenges, deep learning based methods have been proposed and achieved promising segmentation results. In particular, fully-supervised methods are dominant, but rely on large amounts of annotations for training [8]–[11]. For label-effective training, some semi-supervised, self-supervised, and domain adaptation methods are explored to generate pseudo masks for unlabeled training data, respectively using the cycle consistency properties in robotic videos [12], [13], robot kinematic model [14], [15], and simulated surgical scene [16]. However, most studies assume that testing data should be drawn from the same distribution as the training data, i.e., one RAS dataset for model training and testing.

In real-world RAS, videos from different clinical sources can differ significantly in data distribution (Fig. 1), which is mainly caused by different recording systems and imaging protocols. Even from the same clinical site, surgical scene of each procedure may present various appearances caused by patient cohorts, unexpected deviation of bleeding or surgeon operative skills. Directly deploying the existing models would suffer from dramatic performance degradation once encountering the distribution shift issue between the training and testing data. It is arguably impossible to build a dataset that includes all kinds of data distributions and train a universal model on it. Also, it is expensive and sometimes impossible to fine-tune the pre-trained model for each clinical site or newly collected surgical datasets, considering the scarce nature of surgical data and annotations.

Unlike the domain adaptation scenario [17]–[19] where one specific model is trained for one target domain, given

Fig. 1. Typical endoscopic images from EndoVis17 dataset (source), EndoVis18, HKPWH, DSS, and PSH datasets (target). The segmentation targets vary from multiple instruments (EndoVis18, HKPWH, DSS) to tool tips (PSH). The distribution shift between two domains cannot be ignored.
In this paper, we focus on a new and crucial topic, adaptive instrument segmentation, which is to train a model from easily-accessible surgical robotic videos (source domain), so that given a new video with only the first frame annotation available (target domain), we can fast adapt the model with few steps of gradient descent to consistently segment the instruments across frames, a.k.a dense instruments tracking. The learned model can be applicable to the upcoming robotic operations, as long as we collect one initial scene and perform the labelling to specify the segmentation target.

One vanilla solution to this problem is fine-tuning the pre-trained model on the first frame annotation in the target video so that it can adapt to the new distribution. Unfortunately, the model requires hundreds of fine-tuning iterations to learn sufficient representation from the first frame, especially when we apply data augmentations. Model-agnostic meta-learning (MAML) [20] is a recent method for fast model adaptation on new domains or categories. It provides a paradigm to learn the general representations from a bunch of similar tasks, which can be quickly adapted to the new task with very few iterations. MAML has been widely used in few-shot learning [21]–[23], and domain adaptation [18], [19]. Many of them are proposed to solve high-level vision tasks such as classification [21], [22], estimation [24]–[26], and segmentation [27]. Such works inspire us to build a meta-learning based framework for this new problem, which teaches the model with fast adaptation capability.

Contributions: We propose MDAL, a meta-learning based dynamic online adaptive learning scheme for adaptive instrument segmentation in robotic surgical videos. MDAL consists of an offline meta-training stage and a dynamic online adaptation stage. Firstly, MDAL trains the model with a meta-learner to obtain the fast adaptation capability on the new videos. A video-level task space is introduced into the meta-learning framework so that the model leans to capture transferable internal representations of source instruments. In the second stage, MDAL tests the new videos in the target domain while online adapting the model parameters across frames with the fast adaptation ability. Given the first frame annotation, the model meta-adapts on the target instruments with very few iterations. To address the appearance variation and fast instrument motion problems in robotic surgical videos, MDAL further dynamically adapts the model on partial subsequent frames via a noise-aware online adaptation strategy that monitors the perfection of induced pseudo masks, in which each adaptation step only requires one gradient descent. Our main contributions include:

- Taking the first step to investigate the crucial yet challenging problem for robotic surgical videos, i.e., adaptive instrument segmentation (one-to-many adaptations). Improving the label efficiency with the only-first-frame-labelling rule in new domains.
- Designing a video-specific task space for meta-learning that enforces the model to capture the common knowledge of instruments shared across multiple video tasks.
- Online adapting the model on testing frames via a noise-aware gradient gate that filters out the imperfect supervision and selectively updates the parameters. Improving both the adaptation performance and efficiency against continuous online adaptation.
- Achieving an average instrument segmentation results of 75.5% IoU and 84.9% Dice on new domains.

MDAL was trained with a publicly available EnVis17 [3] dataset, and extensively evaluated on a more complex EndoVis18 [28] dataset containing porcine procedures, and a newly collected HKPWH dataset containing real-world prostatectomy. MDAL also achieves satisfying dense tracking results on ex-vivo scenes, including dVRK-based suturing videos (DSS) and phantom-based simulated hysterectomy videos (PSH), demonstrating the great potential of our method for crucial downstream tasks in RAS such as robot-assisted suturing and autonomous camera control.

II. METHODS

The proposed MDAL adapts the segmentation model to target robotic surgical videos from different domains. As shown in Fig. 2, MDAL involves two stages: (1) meta-training the model with a meta-learner that captures the general knowledge from the task-specific source domain; (2) online adapting the model on the target robotic surgical videos in a dynamic manner. The following subsections describe the problem setup, meta-learning scheme for training, and online adaptation strategy for testing.

A. Problem Setup

Adaptive instrument segmentation only requires the first frame mask rather than amounts of annotations from the target domain, compared to the fully- [8] and semi- [13] supervised setting. More practical than the domain adaptation scenario [19], it adapts one model to multiple domains without training multiple different models. Normally, the model (or segmentor) is trained with videos from the source domain $D_s$ and tested on the target domain $D_t$ where each video is provided with ground-truth mask of the first frame. By specifying the target in the first frame, the model can be used for the dense tracking tasks, e.g., multiple tool tracking, tool tip tracking, etc. We denote the target surgical video as $\{(I_1, y_1), I_2, \ldots, I_T\}$, where $y_1$ is the given mask and $T$ is the length that varies among different videos. The first frame $(I_1, y_1)$ is used for adaptation and the performance is evaluated on the predictions $\{\hat{y}_2, \ldots, \hat{y}_T\}$.

B. Video-level Meta-training

We adopt a meta-learner $(\theta, \alpha)$ to train the model $S_\theta$ on the source dataset $D_s$ from parameters $\theta$ and step size $\alpha$ in order to teach the online adaptation during testing. To achieve this, we learn the meta-learner to extract task-general knowledge through the experience of solving a number of related tasks. Formally, we consider a family of tasks $\mathcal{T}$ that sampled from $D_s$. These tasks share some common structures such that learning to solve a single task has the potential to aid in solving another [29]. Each task $\tau \in \mathcal{T}$

...
defines a distribution over data points, which we assume in this work to consists of frames I and either ground-truth masks y in a supervised manner. It is further split into meta-train and meta-test sets, such that minimizing a task-specific performance metric (e.g., segmentation loss) corresponding to any unseen task given only a small number of data from the task, enables the fast adaptation to a new task via one or few steps of gradient descent. In the context of video-level instrument segmentation, we define the task τ by segmenting a pair of frames (Ii, Ii+τ). The first frame (Ii, yi) and the subsequent frame (Ii+τ, yi+τ) in the pair are used to compose the meta-train and meta-test sets for the task-specific evaluation. We adopt the randomly sampled subsequent frame to simulate the possible variations in videos and enhance the generalization of the meta-learner.

The full algorithm is outlined in Algorithm 1 and consists of two For-loops. We firstly sample n videos from Da. The meta-train and meta-test sets are formulated by sampling the frame pair from each selected video vk. To quickly learn the task-specific parameters in the inner For-loop, we update the model on meta-train set using one step of gradient descent:

$$\theta^* \leftarrow \theta - \alpha \odot \nabla \theta L(I_i, y_i; \theta),$$  \hspace{1cm} (1)

where the step size α has the same size as θ and ⊙ denotes the element-wise product. Similar to the work [24], α is learnable instead of being fixed. Lseg is a segmentation loss that can be in different forms. Here, we use a hybrid loss that combines the cross-entropy term and the jaccard term, which is the same as [12]. The outer For-loop is the meta-learner that is optimized over the meta-test set, which can produce good task specific parameters after adaptation:

$$\theta^* \leftarrow \theta - \beta_\theta \nabla \frac{1}{n} L, \quad \alpha^* \leftarrow \alpha - \beta_\alpha \nabla \frac{1}{n} L, \quad \text{where} \quad L \text{is the accumulated loss evaluated on n videos,} \quad \beta_\theta \text{and} \quad \beta_\alpha \text{denote the fixed learning rates for updating} \quad \theta \text{and} \quad \alpha \text{in the meta-learner. Such learning scheme finally provides an optimal initialization} \quad (\theta^*, \alpha^*) \text{that enables the model} \quad S_{\theta^*} \text{to fast adapt to new videos from target domain} \quad D_b.$$  \hspace{1cm} (2)

Algorithm 1 Video-level meta-training

| Input: training video set: D_a, learning rate \( \beta_\theta, \beta_\alpha \) |
|-----------------|-----------------|
| 1: \( \text{Initialize } \theta, \alpha \) \hspace{1cm} // Initialize parameters |
| 2: \( \text{while not done do} \) |
| 3: \( \text{Sample } n \text{ videos } \{v_1, v_2, ..., v_n\} \text{ from } D_a \) |
| 4: \( L \leftarrow 0 \) \hspace{1cm} // Initialize accumulator |
| 5: \( \text{for } k \text{ from } 1 \text{ to } n \text{ do} \) |
| 6: \( \text{Sample a pair } \{(I_i, y_i), (I_{i+\tau}, y_{i+\tau})\} \text{ from } v_k \) |
| 7: \( \theta^* \leftarrow \theta - \alpha \odot \nabla \theta L(I_i, y_i; \theta) \) \hspace{1cm} // meta-k |
| 8: \( L \leftarrow L + L(I_{i+\tau}, y_{i+\tau}; \theta^*) \) \hspace{1cm} // meta-test |
| 9: \( \text{end for} \) |
| 10: \( \theta^* \leftarrow \theta - \beta_\theta \nabla \frac{1}{n} L \) |
| 11: \( \alpha^* \leftarrow \alpha - \beta_\alpha \nabla \frac{1}{n} L \) \hspace{1cm} // Meta-learner |
| 12: \( \text{end while} \) |
| Output: \( \theta^*, \alpha^* \) |

C. Dynamic Online Adaptation

After finishing meta-training, we can use the meta-learner \( (\theta^*, \alpha^*) \) to initialize and update the model on the first frame mask \( (I_1, y_1) \) of the testing videos from the target dataset \( D_b \) (line 4 in Algorithm 2). Benefited from the general knowledge of instruments extracted by the meta-learner, the model can well fit the target instrument in the \( (I_1, y_1) \) with merely a few iterations \( K \) \((K \leq 5)\). In contrast, the normal trained model needs hundreds of fine-tuning iterations to fit the target, which is time-consuming during inference (see the comparison in Table 1).

Only learning from one shot of the target instruments is insufficient to deal with the large appearance variation in the subsequent frames. To avoid the segmentation performance decay in the long-range videos, previous works induce pseudo mask from confidence estimation [27] or motion flows [13] across all testing frames to online update model parameters. Unfortunately, the induced masks show low quality when encountering the fast instrument motions in robotic surgical videos. Constantly adapting the model on all testing frames with these masks brings in the noisy supervision that easily leads to the target drift or missing after error accumulation. To this regard, we propose to dynamically and selectively adapt the model across the testing frames with a noise-aware online adaptation strategy.

1) Pseudo mask generation: We first generate the pseudo mask \( \bar{y}_i \) for the current frame \( I_i \) from the last frame prediction \( \bar{y}_{i-1} \) and updated parameters \( \theta^{i-1} \). Following [30],
Algorithm 2 Dynamic online adaptation

Input: testing video set \( D_b \), \((\theta^*, \alpha^*)\), fine-tuning iteration \( K \), balance weight \( \gamma \).

1: Testing \( v_T = \{(I_1, y_1), I_2, \ldots, I_T\} \) from \( D_b \)
2: \( \theta^1 \leftarrow \theta^* \), \( \hat{y}_1 \leftarrow y_1 \)
3: for \( i \) from 1 to \( K \) do
4: \( \theta^i \leftarrow \theta^{i-1} - \alpha^* \odot \nabla_{\theta} \bar{L}_{seg}(I_1, y_1; \theta^i) \) // Meta-adaptation
5: end for
6: for \( i \) from 2 to \( T \) do
7: \( \hat{y}_i \leftarrow \text{generate pseudomask}(\hat{y}_{i-1}) \)
8: \( \theta^i \leftarrow \theta^{i-1} \)
9: \( \nabla_{\theta} \bar{L} \leftarrow \gamma \nabla_{\theta} \bar{L}_{seg}(I_1, y_1; \theta^i) + (1 - \gamma) \nabla_{\theta} \bar{L}_{pse}(I_1, \hat{y}_i; \theta^i) \)
10: if \( \text{gradient\_gate}(\nabla_{\theta} \bar{L}) < 0 \) then
11: \( \theta^i \leftarrow \theta^i \) // Online adaptation
12: else
13: \( \theta^i \leftarrow \theta^i \) // No adaptation
14: end if
15: \( \hat{y}_i \leftarrow \mathcal{S}_{\theta^i}(I_i) \)
16: end for

Output: Predictions \( \{\hat{y}_2, \hat{y}_3, \ldots, \hat{y}_T\} \)

where we regard the pixels that are far from the predicted \( \hat{y}_{i-1} \) as the background \( \bar{y}_i^b \). It is obtained by thresholding the distance map with a pre-defined value \( \tau_b \). The distance map is transformed by calculating the Euclidean distance to the closest foreground pixels in \( \hat{y}_{i-1} \). The high-confidence elements (larger than \( \tau_f \)) in the prediction \( \mathcal{S}_{\theta^{i-1}}(I_i) \) is considered as the foreground \( \bar{y}_i^f \). The regions that neither belong to \( \bar{y}_i^f \) nor \( \bar{y}_i^b \) are assigned an ignore label. Once obtaining the pseudo mask \( \hat{y}_i \), we use a soft cross-entropy loss to estimate the gradient of the current frame:

\[
\mathcal{L}_{pse} = \frac{1}{HW} \sum_t -\bar{y}_{i,t}^f \log \hat{y}_{i,t}^f - \bar{y}_{i,t}^b \log (1 - \hat{y}_{i,t}),
\]

where \( t \) is the pixel index, \( HW \) is the prediction size. \( \mathcal{L}_{pse} \) imposes supervision on pixels that are confident to the foreground or background, while keeping the model away from being disrupted by hard pixels.

2) Dynamic adaptation with gradient gate: In order to avoid the negative effect of the noisy supervision and increase the model robustness to tackle large temporal variation, we propose to selectively update the model by leveraging the available label of first frame to assess the quality of each pseudo mask. Only the clean pseudo samples that can minimize the discrepancy towards ground truth are used to guide the model adaptation. Specifically, we first move forward to explore the updated model after one gradient descent. Apart from the gradient derived from the pseudo masks, we integrate the gradient calculated from the first frame with its ground truth to support the adaptation:

\[
\nabla_{\theta} \bar{L} \leftarrow \gamma \nabla_{\theta} \bar{L}_{seg}(I_1, y_1; \theta^i) + (1 - \gamma) \nabla_{\theta} \bar{L}_{pse}(I_1, \hat{y}_i; \theta^i),
\]

where \( \gamma \) is a hyper-parameter for balancing each term. The overall gradient in Eq. (4) not only introduces information from previous adjacent frame but also provides the trusted update direction from ground truth. After gradient integration, we measure the loss difference on the first frame using the parameters after performing one gradient descent or not:

\[
\Delta = \mathcal{L}_{seg}(I_1, y_1; \theta_i - \alpha^* \odot \nabla_{\theta} \bar{L}) - \mathcal{L}_{seg}(I_1, y_1; \theta_i),
\]

where \( \Delta < 0 \) demonstrates that the induced pseudo mask has high quality, so that calculated gradient positively optimizes the model; while \( \Delta > 0 \) means that the noise introduced by pseudo mask provides the adverse supervision on model update. We then form a gradient gate based on this loss measurement to dynamically adapt the model. As shown in Fig. 3, if \( \Delta < 0 \), the model will be updated using one gradient descent step:

\[
\theta^i \leftarrow \theta^i - \alpha^* \odot \nabla_{\theta} \bar{L},
\]

otherwise, the model will not adapt on the current frame with no gradient back-propagated. The proposed flexible online adaptation strategy can increase adaptation effectiveness to a large extent as the noisy supervision that mainly occurs in surgical videos with fast instrument motions can be mitigated. Additionally, it enhances the adaptation efficiency with only a part proportion of testing frames requiring adaptation.

III. EXPERIMENTS

We validate our method on the binary instrument segmentation task. The segmentation model is trained with EndoVis17 (source domain) and then extensively evaluated on four different target domains.

A. Datasets And Evaluation Metrics

Source: We employ the EndoVis17, a public challenge dataset from 2017 MICCAI EndoVis Instrument Segmentation [3] for model training. It releases 8×225-frame in-vivo surgical video sequences recorded from da Vinci Xi surgical system during different porcine procedures. We use all video data from the binary task for training.

Target: We use two datasets for testing, including: (i) EndoVis18: a larger surgical video dataset from 2018 MICCAI
TABLE I
SEGMENTATION RESULTS OF DIFFERENT METHODS ON ENDOVIS18 AND HKPWH DATASETS.

| Method       | Testing | EndoVis17 $\rightarrow$ EndoVis18 | EndoVis17 $\rightarrow$ HKPWH |
|--------------|---------|-----------------------------------|-------------------------------|
|              | FT      | FT iter. time | IoU (%) | Dice (%) | IoU (%) | Dice (%) | IoU (%) | Dice (%) |
| Base         | 0       | 0s            | 58.0    | 0.0      | 61.7    | 0.2      | 70.9    | 0.3      |
| Base-FT      | 100     | 25.1s         | 72.4    | 0.5      | 76.3    | 0.5      | 86.5    | 0.3      |
| Base-F5      | 8       | 1.85s         | 68.3    | 0.0      | 79.7    | 0.1      | 80.3    | 0.3      |
| Dual-MF [13] | 5       | 1.46s         | 0.0     | 0.0      | 41.9    | 0.3      | 84.1    | 0.3      |
| MVOS-OL [27] | 5       | 1.67s         | 71.0    | 0.1      | 74.7    | 0.4      | 83.4    | 0.4      |
| Base-Meta    | 5       | 1.46s         | 72.2    | 0.2      | 73.8    | 0.2      | 83.4    | 0.4      |
| Base-Metawonline | 5 | 1.46s         | 71.7    | 0.1      | 75.5    | 0.1      | 84.9    | 0.2      |
| MDAL (Ours)  | 5       | 1.46s         | 73.3    | 0.3      | 83.6    | 0.3      | 86.2    | 0.2      |

EndoVis Scene Segmentation Challenge [28]. It contains 15 in-vivo sequences in more complex surgery scenes acquired from da Vinci X / Xi surgical system. For evaluation, we ignore other segmentation classes such as surgical clips and anatomical objects. (ii) HKPWH: a newly collected robotic surgical dataset from Hong Kong Prince of Wales Hospital. It contains 8 fully annotated in-vivo sequences that record 4 real-world phases of prostatectomy performed by surgeons on da Vinci Xi surgical system. The videos are downsampled at 2 fps and contains 5 instruments. HKPWH captures the real-world RAS with surgeries performed on real patients. All videos in EndoVis18 and HKPWH are used for testing.

We employ two commonly used metrics including mean intersection-over-union (IoU) and Dice coefficient (Dice) to quantitatively analyze the results, which are also widely used in previous works [12], [13], [31].

B. Implementation Details

The backbone of our segmentation model is U-Net11 [32] with pretrained encoders from VGG11 [33], which is the same as [12], [13]. As for meta-training, the meta-learner is trained with Adam optimizer and the batch size is set as 1. The learning rates $\beta_0$ and $\beta_1$ are both set as $1e^{-5}$ and multiplied by 0.1 after 10K iterations. The learnable step size $\alpha$ is initialized as $1e^{-4}$. The sampling interval $\varepsilon$ varies in the range of [3, 7]. For testing on EndoVis18 and HKPWH datasets, we meta-adapt the model on the first frame with $K = 5$ iterations. The other hyper-parameters for dynamic online adaptation are set as: $\gamma = 0.5$, $\tau_0 = 90$, $\tau_f = 0.9$. The proposed method is implemented in PyTorch with a NVIDIA Titan Xp GPU. All the experiments are repeated 5 times to account for the randomness of network training. The metrics are first calculated on each video in the target dataset and then averaged to obtain the final results.

C. Comparison with Other Methods

We compare our method with several baselines, including the base model and fine-tuning baselines. For further comparisons with other methods, we adapt MVOS-OL [27] and Dual-MF [13] to the video adaptation setting, so that they can be applied in our protocols. Our comparisons include: (i) Base: the model trained on EndoVis17 and directly tested on target videos. (ii) Base-FT: the model further fine-tuned on the first frame of target videos before testing. (iii) Dual-MF [13]: the model meta-trained on EndoVis17 and adapted to target videos with online supervision induced from motion flows. (iv) MVOS-OL [27]: the model meta-trained on EndoVis17 and only specific layers adapted to target videos with online supervision induced from confidence estimation. We use the same backbone (U-Net11) among these methods for fair comparison, except for the task-specific MVOS-OL.

Table I summarizes the adaptation results to EndoVis18 and HKPWH datasets. We report the fine-tuning (FT) time of each method, which counts a major proportion of the adaptation speed. The following observations can be made: (i) Overall, our method, requiring only 5 iterations of meta-adaptation on the first frame, achieves the best results on two datasets. It greatly shortens the FT time by 23.7s compared with Base-FT (100 iterations). (ii) The base model trained on EndoVis17 cannot generalize well on target domains, especially for EndoVis18. This is because of the distribution shift between two domains. (iii) Fine-tuning on the first frame can alleviate this problem but the adaptation speed slows down as the iteration number increases. (iv) The performance of MVOS-OL and Dual-MF is still not comparable to our method. We attribute it to the inaccurate online adaptation strategies that fail to handle the fast instrument motions in videos. We further present some visual results of our method in Fig. 4. Some common challenges in robotic surgical videos, e.g., fast motion and multiple instances, can be alleviated by our method as it can still achieve robust and complete segmentation results.

D. Ablation Studies

1) Effectiveness of key components: We implement three configurations to analyze the effectiveness of key components: (i) Base-Meta: the model meta-trained on EndoVis17 and tested on target domain without online adaptation; (ii) Base-Meta+online: the model further tested on target domain with naive online adaptation (i.e., no gradient gate); (iii) MDAL: the model meta-trained on EndoVis17 and tested on target domain with dynamic online adaptation. In Table I, the meta-learning baseline has already improved Base-FT by a large margin. Further introducing naive online adaptation may degrade the performance instead, which is caused by the misleading supervision from the noisy pseudo masks. The dynamic online adaptation can reduce such issue to some degree, leading to consistent improvement, e.g., 2.5% Dice on EndoVis18 and 1.3% Dice on HKPWH.
TABLE II
ADAPTATION PERFORMANCE (MEAN IOU) ON HKPWH UNDER DIFFERENT FINE-TUNING ITERATIONS (K) ON THE FIRST FRAME.

| Method     | FT iterations (K) on the first frame |
|------------|--------------------------------------|
|            | K=0       | K=1       | K=3       | K=5       | K=7       | K=10      | K=100     |
| Base-FT    | 66.7      | 66.5      | 66.7      | 70.9      | 71.6      | 73.1      | 76.3      |
| Base-Meta  | 67.1      | 69.8      | 71.2      | 73.8      | 75.5      | 76.0      | -         |
| MDAL       | 73.7      | 75.8      | 76.5      | 77.7      | 77.9      | 78.3      | -         |

Fig. 5. Top row: the process of dynamic online adaption in MDAL. Each adaptation step causes the decrease of the loss on the first frame. Yellow region denotes no adaptation. Bottom row: performance comparison (mean IoU) of different methods across frames on HKPWH (seq1).

2) Behavior of meta-learning: Table II shows the adaptation performance with different fine-tuning iterations (K) on the first frame. Without adaptation (K = 0), our meta-trained model still achieves at least 5.4% IoU higher than the fine-tuning baseline. This is mainly because that the proposed meta-learning scheme captures the general structure of foreground dynamic objects in the source domain such that the unseen target from a new distribution can be better recognized. For the baseline, the normal fine-tuning with several iterations brings limited improvement. It needs more iterations (K = 100) to fit the target, especially when we do data augmentations on the first frame. In the contrary, by adopting the meta-learner (θ∗, α∗) to initialize the model, it can fast adapt to the new distribution with only several iterations. When K increases to 5, our method has already outperformed Base-FT with 100 iterations.

3) Behavior of online adaptation: To explicitly show the process of proposed dynamic online adaptation, we visualize the first frame loss curve (Lseg) over testing time in Fig. 5. It is observed that we only employ the clean pseudo labels that decline Lseg to update model, otherwise choose to suspend the current adaptation resulting in a constant Lseg shown in the yellow region. Note that the x-axis is normalized by the percentage of the sequence length. Fig. 5 also shows the performance comparison (mean IoU) along the temporal domain. Without online adaptation, we find that the performance decreases over time due to the appearance variation between the first frame and subsequent frames. If we online adapt the model on following frames, the performance over the last 30% frames can be largely improved. Notably, the proposed gradient gate contributes to a more stable performance than the naive online adaptation.

Fig. 6. Qualitative results of proposed MDAL on DSS and PSH datasets.

E. Potential for Downstream Applications
We further show the promising potential of our method on two crucial downstream applications for robotic surgery, including robot-assisted suturing and tool tip tracking for autonomous camera control. We directly adopt the model trained on EndoVis17 and adapt it to two ex-vivo robotic surgical videos with K = 10 considering the larger distribution shift between source and target domains.

1) Robot-assisted suturing: We record a robotic suturing procedure by da Vinci Research Kit (dVRK) system. The collected dVRK-based surgical suturing (DSS) video is downsampled at 5 fps, which results in 158 frames for evaluation. In Fig. 6, we see that our method can well adapt the model to a substantially different scene, and consistently segment the robotic suturing instruments across frames. Such segmentation results serve as the crucial shape information for image-guided automated suturing manipulations.

2) Autonomous camera control: We adapt the model to another scene with a new task, i.e., dense tool tip tracking, for autonomous camera control. Specifically, a phantom-based simulated hysterectomy (PSH) video is collected using Karl Storz Laparoscope and tools, and has 500 frames (at 8 fps) for evaluation. Only adapting on the first frame with 2.6s, our model can continuously track the tiny tips of Karl Storz instruments used in robotic system (see Fig. 6). Provided with the tool position, the camera can be automatically adjusted for presenting the optimal view in surgery.

IV. CONCLUSIONS AND FUTURE WORK
In this work, we propose a novel meta-learning based method for a new task, adaptive instrument segmentation from robotic surgical videos, given extremely scarce labels from target domain. Our method addresses the difficulties in this new task (most notably distribution mismatch, followed by fast instrument motion and large appearance variation) by fully leveraging the meta-learning episodic training strategy targeted at video segmentation, as well as applying dynamic online adaptation across frames. It achieves decent segmentation performance on different RAS datasets by fast adapting one source model, which exerts a significant impact in applicable research and clinical scenarios. Although the current inference speed with 4 fps can demonstrate great potential for several essential robotic tasks, we shall explore how to increase the inference speed in future for wider application in robotic automation. We plan to incorporate a lightweight network [9], [34] into our learning scheme, or learn to update part of parameters for efficient adaptations.
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