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Abstract: The fourth industrial revolution has brought several risks to factories along with its plethora of benefits. The convergence of new technologies, legacy technologies, information technologies and operational technologies in the same network generates a wide attack surface. At the same time, factories need continuous production to meet their customers’ demand, so any stopped production can have harsh effects on a factory’s economy. This makes cyber resilience a key requirement in factories nowadays. However, it is difficult for managers to define effective cyber resilience strategies, especially considering the difficulty of estimating adequate investment in cyber resilience policies before the company has suffered cyber incidents. In this sense, the purpose of this article is to define and model an effective cyber resilience strategy. To achieve this, the system dynamics methodology was followed in order to get five experts’ opinions on the best strategy to invest in cyber resilience. Interviews were conducted with these experts; their reasoning was put into behavior over time graphs and a system dynamics model was built from these findings. The main conclusion is that a cyber resilience investment strategy should be dynamic, investing in both technical security and personnel training, but at first with an emphasis on technical security and later shifting to have an emphasis on training.
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1. Introduction

Technology today has become crucial in the industrial sector in order to stay competitive. With the paradigm of industry 4.0 or smart manufacturing, companies are now able to be more efficient, more productive and more flexible [1]. The paradigm of smart manufacturing includes a collection of technologies and a convergence of humans, technology, and information. Two of the main technologies it includes are Cyber-Physical Systems (CPS) and the Internet of Things (IoT). Through these technologies, factories aim to obtain real-time data that will let them optimize their decision making, resources and client satisfaction [1–3].

With all these advantages, smart manufacturing has also brought a convergence between the Information Technologies (IT) and the Operational Technologies (OT) [3–5]. This convergence has increased the companies’ risk and insecurity since OT systems have unique characteristics that cannot be easily protected with standard IT security practices [6]. Even company directors are aware that
their risks are greater as technology is more embedded in their processes, but at the same time feel that companies are not prepared to face the challenges and implications of these new risks [3,5,7].

In fact, cyber incidents can have severe impacts on companies. The economic damage after a cyber incident comes from different sources: loss of reputation and clients’ trust, stopped production or services, loss of intellectual property, fines and contractual payment obligations, etc. [8–11]. In fact, several reports show that cyberattacks are one of the main risks for companies these days [12,13] and that cyber incidents cost around $445 billion annually [13].

In the industrial context, probably the most cited example of a cyber incident is Stuxnet, a malware designed to target the industrial control systems (ICS) and slow down the uranium enrichment plants outside of Natanz (Iran) in order to limit Iran’s nuclear weapon production in 2009. To do this, the malware made the centrifuges of the uranium enrichment plant spin faster than they were supposed to, and then slower to break the already fragile machines. The exact number of broken centrifuges in Natanz is unknown, but authors estimate between 900 and 2000 centrifuges were broken in less than a year [14].

Although Stuxnet was an attack on nuclear plants and many consider it to be the first announcement of cyberwarfare [14,15], it was a direct attack on an ICS and similar attacks could affect any kind of connected factory.

In this sense, in order for companies to thrive in this new industrial era, they must broaden their cybersecurity concept from only perimeter security to a prevention, detection, response and recovery point of view [16,17]. Many important institutions and researchers use the concept of cyber resilience to describe this broader point of view [18–21]. However, building cyber resilience is not a merely technical problem and it cannot be solved just through technological security tools. In fact, many cybersecurity problems in companies are caused by humans and the vulnerability that this human factor brings cannot be underestimated [7,18]. This means that for a company to be cyber resilient it needs to avoid focusing only on perimeter security [6], it needs to be prepared to face the before, during and after periods of an attack with both factors, technology and people, in mind [18,22].

Even though managers are becoming aware of the importance of including cyber resilience policies, there is still a significant number of companies that lack adequate funding for security practices [7]. Besides, it could be overwhelming to budget and execute a cyber resilience strategy because of the multiple aspects it encompasses, such as protective technology, awareness and training, asset management, response and recovery planning, etc. [23]. Moreover, it is difficult for managers to define an effective cyber resilience strategy considering that most of the time they lack a sufficient budget [7,24] and it is difficult to correctly budget for cyber resilience when there has not been any cyber incident experience yet to indicate the cost and effects it has. Besides, since the budget allocation can also change depending on the types of attacks that the company could expect, budgeting is different to for a company that expects only opportunistic attacks than for a company that can be targeted for an attack [25], adding another difficulty to the definition of an effective cyber resilience strategy.

The current literature seeks to optimize the investment in security measures for companies, however, most of them focus only on technological investments and how to find the balance between minimum investment and enough protection [24,26–30]. For this reason, these studies use game theoretic models, optimization models or a combination of both, but neither kind of model considers the variability and risks that the humans would include in a real situation. In other words, most of the security investment is done in anti-viruses, firewalls, encryption, intrusion detection systems, data backup, and hardware devices; but not in the human aspect that is often targeted through social engineering [30]. These studies also approach the optimization of a cyber resilience investment strategy with an economic point of view, however estimating cyber resilience costs is often a problem on its own, with its own implications [31].

The purpose of this article is to address the above-mentioned difficulties through the analysis and modeling of an effective cyber resilience investment strategy based on several experts’ mental models (i.e., ideas) of how a connected factory would behave in different scenarios. This approach is different
from previous studies because it uses a cyber resilience approach where the investment in security is not limited to technological measures and it uses a system dynamics approach where it is possible to model soft variables for which quantitative data is not available, but in practice play important roles in the behavior of other variables [32]. This approach is not focused on getting hard data on the economic part of the cyber resilience strategy, but on getting the knowledge and experience embedded in the experts’ minds.

Nowadays, this kind of study is especially important since the rapid evolution of technology and the lack of awareness from factory managers puts smart factories at high risk [5,7,33] and, as mentioned above, makes cyberattacks one of the risks with a higher impact and higher probability of occurring [12,13].

To achieve this article’s objectives, several interviews have been carried out with different cybersecurity experts to obtain the behavior over time of key variables in a hypothetical industrial company that has implemented the smart manufacturing paradigm. These behaviors were modeled and simulated in a system dynamics model for a better understanding of the experts’ reasoning and to check for unexpected long-term side effects of the reasoning they proposed in a dynamic simulation. The development of this study faced different challenges such as: defining a suitable scenario that all experts would understand equally considering their different profiles, defining the key variables that should be included in the scenarios the experts would analyze, and reaching a consensus on the behaviors of these variables. The latter was the most difficult to overcome, and thus the methodology is prepared to have several rounds of proposals until consensus was reached.

The article is structured in such way that: Section 2 of this article explains in a detailed manner how the interviews were done, and how the model was constructed. Section 3 shows the results of the interviews with the experts, the hypothesis drawn from these graphs, the model that was created and the simulations done with the model. Section 4 is a discussion of the results where the experts’ graphs are contrasted to the model simulations’ graphs. Finally, Section 5 summarizes the conclusions the authors of this article have drawn from this article.

2. Methodology

As stated in reference [34], the system dynamics (SD) modeling and simulation methodology is suitable for the purposes of this article. SD has been used in several disciplines of research such as in engineering, scientific humanitarian sciences, the economy, manufacturing and management, planning and logistics, healthcare, urban planning, etc. The SD simulation and modeling methodology uses a top-down approach that allows us to manage and analyze complex adaptive systems involving interdependencies [35,36]. This methodology is grounded in the theory of nonlinear dynamics and feedback control, which deals with the internal feedback loops and time delays that influence the whole system [37].

SD methodology allows the effective modeling of socio-technical systems, consisting of human, organizational and technological parts. This is possible because the SD methodology allows models to deal with “soft” variables that cannot be quantified, but that are often important factors that influence the behavior of other variables in the problem that is being modeled [32].

Another characteristic of SD is that it is used when the individual properties are not decisive and high-level aggregation is desired or required for management purposes. This is typically the case for management strategies and long-term planning [38,39].

Based on these specific characteristics of this modeling methodology, SD is especially suitable for the analysis of cyber resilience management. On the one hand, cyber resilience development involves multiple relationships between variables and the complexity increases because of the presence of significant delays. The process of building cyber resilience in an organization needs to consider variables that evolve quickly, like new types of cyber-attacks or software upgrades, with others that need longer times to change, such as organizational culture or individual attitudes towards security.
On the other hand, building cyber resilience involves “soft” variables that are hard to measure, such as “employees’ training level”.

To follow the methodology, the first step is to find the reference behavior modes that describe the problem to be modeled [40]. The reference behavior modes in the context of SD modeling refer to the behaviors over time (BoT) of the key variables in the problem. It is important to notice that, due to the nature of the variables involved in cyber resilience management, it is often difficult to find quantitative data on these variables. However, experts can graph these variables because they have acquired that knowledge through experience. By acquiring these experts’ experience and graphing it in a pseudo-quantitative way, the results can be used as input for a model to represent reality. Though this is not hard quantitative data it is vital to understanding the dynamics of managing cyber resilience [32,34].

For this reason, in order to find the reference behavior modes for an industrial factory implementing IoT devices, five experts were individually interviewed. The experts’ profiles were: two cybersecurity researchers that work closely with industrial companies, one CISO from a company, and two software engineers that work for industrial companies. All of these experts have vast experience in the industrial context, its current evolution, and the trade-offs of managing cyber resilience in a company.

During the interviews, the experts were asked to draw the BoT graphs of four variables (training level, technical security level, management’s awareness, and cyberattacks’ success probability) in three scenarios that only differed in the investment policies. The three considered scenarios were: (1) equal investment in personnel training and technical security, (2) significantly more investment in personnel training than in technical security, and, finally, (3) significantly more investment in technical security than in personnel training.

The scenarios were 250 weeks (around 5 years) of a hypothetical industrial company that started to invest in IoT and as a result, by week 20, had multiplied the number of connected devices to the network by five, abruptly increasing their attack surface. As a simplification, they were told that the change was immediate (such as the graph shown in Figure 1) and that before week 20 the company had a reasonable technical and personnel training level; meaning that they could assume that before that week the situation was stable for all of the variables.

![Figure 1. Change in devices connected to the network at week 20.](image)

To make sure all of the experts understood the same for the presented variables, the following definitions were given to them:
• **Cyberattacks’ success probability**: variable that shows how likely is a cyberattack to succeed in the current company’s conditions. As a probability, this variable is dimensionless (does not have units) and has a range from 0 to 1.

• **Training Level**: this variable shows how much knowledge the non-IT personnel has about the existence of threats to the current systems, their role in preventing them, and what to do in case they detect one. In other words, it measures the ability of the non-IT personnel to follow the established policies to prevent, detect, resist and recover from vulnerabilities and cyberattacks. The training level will also reflect the ability of the personnel to improvise and adapt to crisis situations or incidents whose solution is not previously known. Since this is a soft variable it is dimensionless and in this case, is considered to be proportional to the threats the company currently faces.

• **Technical security Level**: measures the ability of the installed technology to prevent, detect, resist and respond to the company’s current threats. In other words, how protected the company is from external threats through their antivirus software, firewalls, Intrusion Detection Systems (IDS), software security updates, etc. Like the training level, this variable is dimensionless and proportional to the threats the company currently faces.

• **Management’s awareness Level**: shows the knowledge and commitment of the management about the threats that the company faces and their potential impacts. The higher the management’s awareness the more likely they are to invest in technical security or personnel training. Since this is also a soft variable it is dimensionless as well. This variable could be influenced by the personnel’s training (since the personnel includes the management) or by the concern owed to the effects of a suffered cyber incident.

Once the experts had drawn the BoT graphs of these variables for the three scenarios they were asked several questions to see what would change if there were two cyber incidents in the company, one in week 90 and the other one in week 150. The questions emphasized focusing on two main aspects, the values of the variables they had already drawn and possible differences in the second incident once the company had suffered the first one.

The main goal of the five interviews with the experts was to capture their mental models and the reasoning behind them. With all this information, the experts’ mental models were compiled into one set of BoT graphs and textual descriptions about the reasons for these behaviors. These BoT graphs were sent with a written explanation to the experts to see if they agreed with those behaviors. When an expert disagreed with the graphs or their explanation, these were adapted to the expert’s suggestions and the process was repeated until consensus was achieved.

After getting the reference behavior modes, the SD methodology requires a dynamic hypothesis [40]. In SD the dynamic hypothesis is usually represented in a causal loop diagram (CLD), which represents the causal relationships between variables, the feedback loops they produce, and the interactions between feedback loops. For this article, with the BoT graphs the experts drew and their reasoning, the CLD was developed.

Finally, with the CLD defining the interrelationships of variables in the problem to be modeled, an SD model was developed. The model was designed to apply the experts’ reasoning, this way a better understanding of their point of view could be achieved, their reasoning could be checked for unintended side-effects in dynamic simulations and conclusions could be drawn.

### 3. Results

Using the methodology described above, three main results have been obtained. These three results are the reference behavior modes, the dynamic hypothesis, and the SD model that represents this behavior. The following subsections present these results in a detailed manner.
3.1. Reference Behavior Modes

After the interviews with the experts and the subsequent consensus-seeking process described previously, the BoT graphs obtained and their explanations were the following.

3.1.1. BoT for an Equal Investment Scenario

For a scenario with equal investment in technical security and in personnel training, the experts consider the BoT would look like the one in Figure 2.

![Figure 2. Behavior over Time (BoT) for an equal investment scenario.](image)

As shown in the graph, in a scenario with equal investment in technical security and in training, experts agree that the training level and the technical security that the company had before the investment in IoT technology is not enough after multiplying the number of devices in the network by five. The reason for this is that the personnel does not have enough knowledge about the new devices nor the risks that they bring to the company and that the new technical vulnerabilities are probably not covered with the currently installed technology. Therefore, there is a sudden decrease in the technical security and training levels at week 20 when all the new devices are installed.

Even though the investment in technical security and training is the same in this scenario, experts agree that the learning process is slower than the technology installation process, which they believe has an almost immediate effect. For this reason, the training level has a higher time delay than security technology in the BoT graph for this scenario. As a consequence, training reaches reasonable levels (like before week 20) later in time than technical security.

At the same time, since there is not enough training and technical security in the company for those new devices, the success probability of a cyberattack acutely increases during the period where these variables are not yet at adequate levels. However, as the company starts implementing more technical security and the personnel is trained (after week 20), the probability starts to decrease.

Meanwhile, the management’s awareness increases slowly between weeks 20 to 90 just due to the training they receive since it lets them have a better understanding of the threats the company is exposed to.
On week 90, when the experts were told that the company suffered the first cybersecurity incident, the management’s awareness noticeably increases for a couple of weeks because of the sudden concern that the incident brought to them. Though the peak awareness is short-lived, the management’s awareness level stays higher than before the company suffered the incident, because the experts agree that the management learns from incident to incident.

Also, according to the experts, the management would change its investment policies in order to mitigate the cause of the cyber incident. Meaning that, if the cause was a human mistake, they would invest more in training, but if the cause was a technological gap, they would invest more in technical security. In this case, the cause of the cyber incident was not specified in the scenario, so experts thought that it was safe to assume that the failure would be caused by each case’s lowest-valued variable between the technical security level and the training level, or in other words their “weakest link”. In this scenario, at week 90 the training level had a lower value than technology, so the experts assumed that the cause of the incident was a human mistake and that the management would invest more in training after the incident. Hence, the training level temporarily increases more than the technical security level after week 90. This effect, however, is not so immediate because of the delay between the investment and the increase in training level.

Experts have also considered that the success probability of a cyberattack increases drastically after a cyber incident. The cause of this is that the probability becomes a conditional probability, and their experience shows that it is usually easier to have a successful cyberattack right after another attack. However, after the incident and its causes are mitigated through the training and technology in the company, this probability starts to decrease again.

Finally, similar effects to those after week 90, can be observed after the second cyber incident at week 150. However, in this case, the increases in the technical security and training levels are smaller, because experts agree that after achieving a certain level in both variables it becomes harder and more expensive to increase these levels. This certain level of technical security or training where it becomes harder and more expensive to increase will be further referred to as the saturation level.

It is also worth mentioning that experts agree that this scenario would have the lowest cyberattack success probability of the three scenarios towards the end of the simulation. The reason for this lower success probability, according to the experts, is that neither technical security nor training can work without the other, and the mix of both of them will make the company more resilient in the long term.

3.1.2. BoT for a Training Biased Scenario

In a scenario where the company invests significantly more in training than in technical security, the experts consider the BoT would look like the graph in Figure 3.

In this scenario, experts have agreed that at week 20 the decreases in technical security and training levels would be similar to the previous scenario. The reason for this decrease is also the same: the cybersecurity technology and the training that the personnel had before is not enough for this sudden change.

However, when these variables start increasing because of the investment (after week 20), the training level increases faster than in the previous scenario and technical security level would reach a reasonable level (similar to the one before week 20) later in time due to the defined scenario.

As a consequence of the increased investment in training, the management reaches higher awareness levels in less time. According to the experts, the increase in training investment would also cause the awareness levels to stay at peak after-attack levels for longer than in the other two scenarios. This is because the training they receive lets them understand the risks the company faces better and thus be more aware.

Also, as in the previous scenario, the cyberattacks’ success probability would increase steeply after week 20 and decrease as the technical security and training levels increase. There would also be a temporary increase in this probability after the cyber incidents at weeks 90 and 150 as well.
The behavior of the training and technical security levels after the cyber incidents is similar to the previous scenario. Meaning that even though the investment in both variables increases because of the management’s concern, as in the previous scenario, experts consider there will be a change in the investment policies that will cause a higher increase in the “weakest link”. In this case, the technical security level is lower than the training level; hence, the experts have assumed that the cause of the incident was technological and therefore, they think there would be a higher investment in technical security and as a consequence, there is a higher increase in this variable.

Experts agree that the success probability of a cyberattack in this scenario stays the highest of the three scenarios throughout the whole simulation. They agree that even though both variables, the human and the technological, are important, technology reduces the cyberattacks’ success probability the most. The reason behind this is that industrial IoT technology itself brings technological vulnerabilities that cannot be controlled by humans, and that there are several exploits and attack vectors that cannot be mitigated only by humans, no matter how trained they are.

3.1.3. BoT for a Technical Security Biased Scenario

Figure 4 shows how the experts consider the key variable’s BoT would be in a scenario where the company invests significantly more in technical security than in training.

On a third and last scenario where there is more investment in technical security than in training, the decrease in training and technical security levels at week 20 maintains, but, when both start to increase due to the current investment policies, technical security is the one that reaches saturation faster. Experts agree that saturation in technology would be even faster than the saturation in training in the previous scenario and that due to its delay, the training level would stay even lower than the technical security level in the previous scenario.

As mentioned in the previous scenario, the technical security level is very important for the cyberattacks’ success probability, hence this variable decreases faster in this scenario than in both of the previous ones. However, in the long term, the lower training level leaves the cyberattacks’ probability of success higher than in the first scenario.
The management’s awareness would grow the slowest in this scenario, because of the lower investment in training. This results in a lower overall curve than in the previous scenarios.

Figure 4. BoT in a technical security biased scenario.

In this scenario, the behaviors after the cyber incidents are similar to the previous scenarios. In this case, the management would invest more in training because, according to the experts, it is most likely the cause of the cyber incident since it has a lower value than the technical security level. Therefore, after the time delay that this variable has, it will increase more noticeably than the technical security level after both incidents.

3.2. Dynamic Hypothesis

From the BoT graphs and the reasoning that the experts have agreed on, a dynamic hypothesis with four feedback loops is proposed. These four feedback loops are depicted in the CLD shown in Figure 5.

The arrows in the CLD represent causal relationships, and the (+) sign near the head of the arrows between variables means that the causal relationships are directly proportional. On the other hand, the (−) sign represents inversely proportional causal relationships.

The causal relationships in the CLD form feedback loops that can be of two types: reinforcing or balancing. Reinforcing loops represent behaviors where there is exponential growth or decay due to the interaction between variables involved in them. Balancing loops, on the other hand, represent limiting behaviors.

In this case, the dynamic hypothesis, through its four feedback loops, describes four main behaviors:

1. Training reinforces awareness (loop R1).
2. Cyber incidents can increase the chances of having another cyber incident (loop R2).
3. The management invests in training to improve cyber resilience (loop B1).
4. The management invests in technical security to improve cyber resilience (loop B2).
Figure 5. Causal loop diagram.

Besides the four main behaviors mentioned above, notice that the CLD considers the fact that investing in connected devices generates more attack surface and thus a higher cyberattacks' success probability. Although it is not inside a feedback loop, this consideration is important because it represents the real scenario companies are living and therefore, it is key to represent the problem that is being modeled.

It is also important to mention that not all the feedback loops in this hypothesis occur with the same frequency. B1, B2, and R2 can only act completely after a cyber incident occurs. This represents the fact that managers will become more aware when there is a cyber incident (B1 and B2), and that cyber incidents increase the probability of success of other cyberattacks due to the compromised systems (R2).

3.3. SD Model

SD models are usually represented with a stocks and flows diagram. This kind of diagram can depict a system in a way that the variables involved, and the relationships between them can be translated into mathematical formulas.

In a stocks and flows diagram, stocks represent the accumulation of material or state variables and are portrayed as rectangles. On the other hand, flows are represented as valves that control the inflow or outflow of the stocks.

Other variables involved that are neither stocks nor flows are called auxiliary variables. This kind of variable is necessary in order to close causal relationships inside any system. Moreover, the arrows that connect variables in a stocks and flows diagram represent the aforementioned causal relationships so that if variable A has an arrow that comes from variable B, then variable B is a cause of variable A and thus it will appear as part of the mathematical formula for variable A. Notice that variables A and B in an SD model can be stocks, flows or auxiliary.
One stocks and flows diagram that models the dynamic hypothesis posited in the previous subsection is shown in Figure 6.

As mentioned in Section 3.2, the dynamic hypothesis was made based on the experts’ reasoning, therefore the simulations done with the same scenarios that the experts were given should result in similar behaviors as the BoT that were explained in Section 3.1.

Figure 7 shows the BoT generated in a simulation of this model in an equal investment scenario. To interpret this and the following BoT graphs take into account that due to the fact that the variables in this model are soft or dimensionless, no numerical scale, even not an arbitrary one, has been provided. Accordingly, the values on y-axes should be interpreted as expressing low, medium or high values. In this sense, the features of interest in the graphs that should be taken into account instead are changes in shapes, inflections, maxima and minima.

In a training biased scenario, the BoT graph generated by the model looks as presented in Figure 8, which can be compared to Figure 3.

Finally, in a technical security biased scenario, the BoT graphs generated by the model look as presented in Figure 9, which should be compared to Figure 4.

Although the graphs generated by the model look fairly similar to the ones drawn by the authors, there is one difference that should be emphasized: as Figures 8 and 9 show that in a training biased scenario, the technical security level reaches higher levels faster than in a technical security biased scenario. This behavior, despite being paradoxical, has an explanation that will be further discussed in the next section.
In a training biased scenario, the BoT graph generated by the model looks as presented in Figure 8, which can be compared to Figure 3.

Finally, in a technical security biased scenario, the BoT graphs generated by the model look as presented in Figure 9, which should be compared to Figure 4.

**Figure 7.** SD model’s BoT of an equal investment scenario (compare to Figure 1).

**Figure 8.** SD model’s BoT of a training biased scenario.
4. Discussion

The literature posits that there are many domains to be considered when building cyber resilience in a company. These domains have a very heterogeneous nature as they include internal, external, technological, cultural and human aspects [18,19,22,23]. This heterogeneity makes building cyber resilience a complex process where managers have to invest time and money in different cyber resilience policies that encompass these domains. Even though this is widely known, there is no roadmap for the order in which these policies should be implemented or prioritized. In this line, this article’s results show the following:

After interviewing experts using hypothetical scenarios with different investment policies it is clear that technology plays an important role in the cyber resilience building process. In fact, as explained in previous sections, experts believe technology is the most important aspect to invest in when building cyber resilience since it is the one that will most significantly reduce a cyberattacks’ success probability and prevent it from becoming a cyber incident.

Nonetheless, experts have also agreed that training the personnel is still important in the cyber resilience building process. They unanimously agreed that neither technical security nor personnel training could build cyber resilience completely without the other being present.

Therefore, according to the experts, an investment should be made in both technical security and personnel training. However, taking into account their reasoning the investment strategy should be dynamic and change from technical security-biased policies to training-biased policies once the technology is saturated. Notice that this does not mean that companies should not invest in training until they have saturated the technical security level, but that without neglecting training they should focus on technical security at the beginning, and when they have a reasonable technical security focus on improving training. This way the company would minimize the cyberattacks’ success probability faster.

For a further understanding of the experts’ point of view, it was important to input their reasoning into a model. Even though no model can completely depict reality, some can be really useful to draw conclusions or show unexpected results that could affect a system. In fact, a distinctive feature of SD
models is their ability to capture these unintended side-effects and to help identify policies to minimize their impact. This is crucial since experience teaches that many strategies that initially seem to work often have disastrous unintended long-term consequences [35,36,41].

In this case, the model shows one unexpected behavior that could happen when applying the experts’ strategies to reality. The unexpected behavior is that in an equal investment scenario and in a training biased scenario, the company might end up investing more in technical security than in a technical security biased scenario. This is due to the dynamic behavior caused by the interaction between R1 and B2 feedback loops. The increase in the training level increases the management’s awareness level (R1), and the increase in management’s awareness level increases the investment in technical security (B2).

Even though when simulated and reasoned the results seem to be coherent with the experts’ reasoning, they were interviewed once more to see the results of the simulations and asked if they agreed with those behaviors. In these interviews, the unexpected behavior was explained to the experts with the graphs generated in the simulation and consensus BoT graphs were shown to them at the same time so they could see the difference more clearly.

In these interviews, the experts agreed that the unexpected behavior was reasonable, especially since in the scenario with a technical security bias, before the first cyber incident, the company is roughly at the same level than before installing the IoT devices. The experts reasoned that the behavior shown in the simulations explained the following: In a scenario where the management’s awareness does not increase, even when their strategy is to invest as much as possible in technical security, they settle for having a technical security level similar to the one before the increase in IoT. According to them, the management in a company such as this one would only invest to have more technical security when they have been affected by the cyber incident and thus are more concerned.

After the interviews, experts also acknowledged that there is a bias in the industry that favors technical security over personnel training, even though it is a commonly cited fact that the “weakest link” in cybersecurity is the human error.

It is important to highlight that the model emphasizes the effect of training the personnel, and especially the management, showing that this cannot be underestimated in a company; but that this result does not mean that the experts were wrong, or that the best strategy is to invest equally in personnel training and technical security from the beginning. On the other hand, this result stresses that even though when starting to invest technology should be a priority, training should not be completely forgotten, and that, as the experts have said, the technical security biased strategy should at some point be changed to a training biased strategy for an optimal strategy.

It is also important to highlight that the model developed in this paper, besides helping simulate and better understand the experts’ ideas and experience, could be a useful tool to raise awareness among factory managers because it depicts in simple graphs the behaviors of the main variables whose values are not easily quantifiable (soft variables). Knowing these behaviors and how the variables in cyber resilience management interact could, by itself, lead to a better and more effective management strategy. Besides, the model also depicts how these variables would evolve/change in situations such as: rapidly increasing the number of IoT devices and suffering a cyber incident in a highly connected factory; so, through the different simulations this model can help factory managers develop strategies to react to these situations. Thus, this model could be a useful tool in the decision-making process of a factory manager.

5. Conclusions

This article has found a roadmap to an efficient investment strategy for building cyber resilience. In order to achieve this, experts were interviewed and their points of view were summarized into behavior over time graphs of several key variables that led to the modeling of the problem in a system dynamics model.
The experts' point of view and the system dynamics model led to the conclusion that in the cyber resilience building process, both technology and personnel training are important, and neither should be overlooked in an investment strategy. However, to efficiently invest in cyber resilience the first step should be to invest more in tools and technical solutions, and when these are in place change to a more training-centered investment. This strategy will help factories minimize any cyberattacks' success probability faster and more efficiently.

The model developed in this paper can be used as a tool in the decision-making process of factory managers since it raises awareness and depicts in simple graphs how the important, yet intangible, variables of cyber resilience management behave in situations such as the rapid increase of IoT devices and the suffering of a cyber incident in different investment scenarios.

**Author Contributions:** Conceptualization, J.F.C., L.L., J.M.S. and J.H.; Funding acquisition, J.H.; Investigation, J.F.C., L.L. and J.H.; Project administration, J.H.; Supervision, J.M.S.; Visualization, J.F.C.; Writing—original draft, J.F.C.; Writing—review & editing, J.F.C., L.L., J.M.S. and J.H.

**Funding:** This research was funded by the Basque Government, project ELKARTEK 2017 KK-2017/00044.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Kagermann, H.; Wahlster, W.; Helbig, J. Recommendations for Implementing the Strategic Initiative INDUSTRIE 4.0; Forschungsunion: Essen, Germany, 2013.
2. Kang, H.S.; Lee, J.Y.; Choi, S.; Kim, H.; Park, J.H.; Son, J.Y.; Kim, B.H.; Noh, S. Do Smart manufacturing: Past research, present findings, and future directions. *Int. J. Precis. Eng. Manuf. Green Technol.* **2016**, *3*, 111–128. [CrossRef]
3. Schlaepfer, R.C.; Koch, M. *Industry 4.0. Challenges and Solutions for the Digital Transformation and Use of Exponential Technologies*; Deloitte: Basel, Switzerland, 2015.
4. Symantec. *Smarter Security for Manufacturing in the Industry 4.0 Era*; Symantec: Santa Clara, CA, USA, 2016.
5. Peasley, S.; Waslo, R.; Lewis, T.; Hajj, R.; Carton, R. *Industry 4.0 and Cybersecurity Managing Risk in an Age of Connected Production*; Deloitte University Press: Santa Clara, CA, USA, 2017.
6. Wegner, A.; Graham, J.; Ribble, E. A New Approach to Cyberphysical Security in Industry 4.0. In *Cybersecurity for Industry 4.0*; Springer Series in Advanced Manufacturing; Springer: Berlin/Heidelberg, Germany, 2017; pp. 59–72.
7. Hueltsman, T.; Peasley, S. *Cyber Risk in Advanced Manufacturing*; Deloitte: Basel, Switzerland, 2016.
8. IT Governance. *An Introduction to Implementing Cyber Resilience*; IT Governance Ltd: Ely, UK, 2018.
9. Manso, C.G.; Rekleitis, E.; Papazafeiropoulos, F.; Maritsas, V. *Information Security and Privacy Standards for SMEs*; ENISA: Heraklion, Greece, 2015.
10. Lewis, J. *Economic Impact of Cybercrime—No Slowing Down Report*; McAfee: Santa Clara, CA, USA, 2018.
11. McManus, S.; Seville, E.; Vargo, J.; Brunsdon, D. Facilitated Process for Improving Organizational Resilience. *Nat. Hazards Rev.* **2008**, *9*, 81–90. [CrossRef]
12. World Economic Forum. *The Global Risks Report 2018*, 13th ed.; World Economic Forum: Cologny, Switzerland, 2018.
13. Allianz Global Corporate & Speciality. *Allianz Risk Barometer: Top Business Risks 2017*; Allianz Global Corporate & Speciality: Hong Kong, China, 2017; Volume 17.
14. Zetter, K. *Countdown to Zero Day*, 1st ed.; Crown Publishers: New York, NY, USA, 2014; ISBN 978-0-7704-3618-6.
15. Norton Team. The 8 Most Famous Computer Viruses of All Time. Nort UK Blog 2016. Available online: https://uk.norton.com/norton-blog/2016/02/the_8_most_famousco.html (accessed on 27 June 2018).
16. Cybenko, G. Quantifying and measuring cyber resiliency. *Proc. SPIE* **2016**, *9825*, 1–6.
17. Craigen, D.; Diakun-Thibault, N.; Purse, R. Defining cyber-security. *Technol. Innov. Manag. Rev.* **2014**, *13*, 13–21. [CrossRef]
18. Deutscher, S.A.; Bohmayr, W.; Asen, A. *Building a Cyber resilient Organization*; BCG Perspectives: Boston, MA, USA, 2017.
19. World Economic Forum. *A Framework for Assessing Cyber Resilience*; World Economic Forum: Cologny, Switzerland, 2016.
20. DHS. Resilience. Dep Homel Secur 2018. Available online: https://www.dhs.gov/topic/resilience (accessed on 6 February 2018).
21. European Commission. *Resilience, Deterrence and Defence: Building Strong Cybersecurity in Europe*; European Commission: Brussels, Belgium, 2017.
22. Linkov, I.; Eisenberg, D.A.; Plourde, K.; Seager, T.P.; Allen, J.; Kott, A. Resilience metrics for cyber systems. *Environ. Syst. Decis.* 2013, 33, 471–476. [CrossRef]
23. NIST. *Framework for Improving Critical Infrastructure Cybersecurity*; NIST: Gaithersburg, MD, USA, 2018.
24. Fielder, A.; Panaousis, E.; Malacaria, P.; Hankin, C.; Smeraldi, F. Decision support approaches for cyber security investment. *Decis. Support Syst.* 2016, 86, 13–23. [CrossRef]
25. Wu, Y.; Feng, G.; Wang, N.; Liang, H. Game of information security investment: Impact of attack types and network vulnerability. *Expert Syst. Appl.* 2015, 42, 6132–6146. [CrossRef]
26. Sawik, T. Selection of optimal countermeasure portfolio in IT security planning. *Decis. Support Syst.* 2013, 55, 156–164. [CrossRef]
27. Lee, Y.J.; Kauffman, R.J.; Sougstad, R. Profit-maximizing firm investments in customer information security. *Decis. Support Syst.* 2011, 51, 904–920. [CrossRef]
28. Rakes, T.R.; Deane, J.K.; Paul Rees, L. IT security planning under uncertainty for high-impact events. *Omega* 2012, 40, 79–88. [CrossRef]
29. Cavusoglu, H.; Raghubhanathan, S.; Yue, W.T. Decision-Theoretic and Game-Theoretic Approaches to IT Security Investment. *J. Manag. Inf. Syst.* 2008, 25, 281–304. [CrossRef]
30. Chronopoulos, M.; Panaousis, E.; Grossklags, J. An Options Approach to Cybersecurity Investment. *IEEE Access* 2017, 6, 12175–12186. [CrossRef]
31. Gordon, L.A.; Loeb, M.P.; Lucyshyn, W.; Zhou, L. The impact of information sharing on cybersecurity underinvestment: A real options perspective. *J. Account. Public Policy* 2015, 34, 509–519. [CrossRef]
32. Forrester, J.W. Information Sources for Modeling the National Economy. *J. Am. Stat. Assoc.* 1980, 75, 555–566. [CrossRef]
33. World Economic Forum. *Advancing Cyber Resilience - Principles and Tools for Boards*; World Economic Forum: Cologny, Switzerland, 2017.
34. Carías, J.F.; Labaka, L.; Sarriég, J.M.; Hernantes, J. An Approach to the Modeling of Cyber Resilience Management. *Glob. IoT Summit 2018*, in press.
35. Sterman, J.D. *Business Dynamics: Systems Thinking and Modeling for a Complex World*; Irwin/McGraw-Hill: Boston, MA, USA, 2000; ISBN 0072311355. (alk. paper).
36. Forrester, J.W. *Industrial Dynamics*; MIT Press: Cambridge, MA, USA, 1961.
37. Casalicchio, E.; Galli, E.; Tucci, S. Federated Agent-based Modeling and Simulation Approach to Study Interdependencies in Critical Infrastructures. In Proceedings of the 11th IEEE International Symposium on Distributed Simulation and Real-Time Applications (DS-RT’07), Chania, Greece, 22–26 October 2007; pp. 182–189.
38. Iturriza, M.; Labaka, L.; Sarriég, J.M.; Hernantes, J. Modelling methodologies for analysing critical infrastructures. *J. Simul.* 2018, 1–16. [CrossRef]
39. Sarriég, J.M.; Sveen, F.O.; Torres, J.M.; Gonzalez, J.J. Adaptation of Modelling Paradigms to the Critical Interdependencies Problem. In Proceedings of the Critical Information Infrastructure Security CRITIS, Rome, Italy, 13–15 October 2008; pp. 295–301.
40. Richardson, G.P.; Pugh, A.L. *Introduction to System Dynamics Modeling; System Dynamics Series*; Pegasus Communications: Arcadia, CA, USA, 1981; ISBN 9781883823436.
41. Richardson, G.P.; Pugh, A.L. Introduction to system dynamics modeling with dynamo. *J. Oper. Res. Soc.* 1997, 48, 1146–1147. [CrossRef]