GORENSTEIN AND NORMAL PROPERTIES OF THE SUBREGULAR VARIETY OF A VARIETY OF SPECIAL LATTICES OVER WITT VECTORS

AKIRA SANO

Abstract. We recall the basic geometric properties of the projective variety \( \text{Lat}_n^p(K) \) parametrizing a family of special lattices over Witt vectors proved in [Hab05]. It is a ‘Schubert variety’ in the analog of the affine Grassmannian for \( G = \text{SL}(n) \) over a complete local field of mixed characteristic, and is normal and Gorenstein [San04, HS]. In this paper, we prove that there exists a set of subvarieties of \( \text{Lat}_n^p(K) \) that are also normal and Gorenstein. The set contains the subregular variety, that is, the complement of the smooth locus, of \( \text{Lat}_n^p(K) \).

1. Introduction

Let \( p \) be a prime, \( k \) the algebraic closure of the finite field \( \mathbb{F}_p \), \( \mathcal{O} = \mathcal{W}(k) \) the \( k \)-points of the Witt vectors, and \( K \) the fraction field of \( \mathcal{O} \). Let \( F = \mathcal{O}^n \) be the standard \( \mathcal{O} \)-free submodule of \( K^n \) with a basis \( \{ e_1, \ldots, e_n \} \) which is also a \( K \)-basis. A lattice \( L \subset K^n \) is a free maximal rank \( \mathcal{O} \)-submodule, it is special with respect to \( F \) if \( \bigwedge^n L = \bigwedge^n F \), and it is of height at most \( r > 0 \) if \( L \subset p^{-r} F \). We denote by \( \text{Lat}_n^p(K) \) the set consisting of all special lattices of height at most \( r \) with respect to \( F \).

Let \( G_0 = \text{SL}_n(\mathcal{O}) \) and \( B_0 \) be the Iwahori subgroup of \( G_0 \) whose subdiagonal entries are divisible by \( p \). From various parts of [Hab05], we have

Theorem 1.

(1) The set \( \text{Lat}_n^p(K) \) is a projective \( k \)-variety.
(2) For every dominant cocharacter \( \gamma = \text{diag}(p^{r_1}, \ldots, p^{r_n}) \in \Gamma^+ \), that is, \( (n-1)r \geq r_1 \geq \cdots \geq r_n \geq -r \) and \( \sum_{i=1}^n r_i = 0 \), the \( G_0 \)-orbit closures \( G_0 \gamma F \) (the proalgebraic action defined up to a suitable Frobenius cover of \( G_0 \)) have even dimensions equal to \( 2 \sum_{i=2}^n (1-i)r_i \).
(3) The smooth locus \( \text{Lat}_n^p(K)_{\text{reg}} \) is exactly the orbit \( G_0 \mu_r F \), where \( \mu_r \) is the diagonal matrix with respect to the basis \( \{ e_1, \ldots, e_n \} \) with the diagonal entries \( p^{(n-1)r}, p^{-r}, \ldots, p^{-r} \). In particular, \( \dim \text{Lat}_n^p(K) = \dim G_0 \mu_r F = (n-1)nr \).
(4) The orbit \( B_0 \mu_r F \) is isomorphic to the affine space \( \mathbb{A}_k^{(n-1)nr} \).
(5) The complement of \( G_0 \mu_r F \) is of codimension two.
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In [San04], the author proved

**Theorem 2.** The variety $\text{Lat}_n^p(K)$ is normal and Frobenius split.

In the recent paper [HS], we presented a shorter and more canonical proof of the normality, and observed that the basic construction in the proof of Theorem 2 carries the result further; namely,

**Theorem 3.** The variety $\text{Lat}_n^p(K)$ is normal and Gorenstein.

In this paper, we will study the subregular variety of $\text{Lat}_n^p(K)$ as a particular member in a set of subvarieties in $\text{Lat}_n^p(K)$. In Theorem 4, we shall prove the same geometric properties for them as those in Theorem 3. The proofs of Theorem 4 as well as that of the corresponding results for $\text{Lat}_n^p(K)$ in [San04] [HS] are both based on showing the complete intersection property of a certain covering variety. This approach is similar to the proof of the normality of the nilpotent variety in [KP79]. The geometry of $\text{Lat}_n^p(K)$ is similar to that of the nilpotent variety, with Gorenstein and normal properties also holding true for the subregular nilpotent variety, consisting of irregular nilpotent elements, of a semisimple Lie algebra proved in e.g., [Bro93, KLT99].

Over the complete local field $K$ of equal characteristic, more specifically for $K = k((t))$, it is known that all Schubert varieties in affine (partial) flag varieties for $G(K)$ with $G$ reductive, are normal and Cohen-Macaulay with rational singularities (see, e.g. [Fal03]). In particular, Cohen-Macaulay property is proved using various techniques including Frobenius splitting, induction on dimension and cohomology vanishing. Over the complete local field of mixed characteristic, more specifically for $K$ the fraction field of Witt vectors over $k$, the same geometric properties hold for the affine-Grassmannian-like variety with $G = \text{SL}_n$, denoted by $\lim \rightarrow r \text{Lat}_n^p(K)$ (which is defined over $k = \overline{\mathbb{F}}_p$ and not over $\mathbb{Z}$), using Frobenius splitting and related methods (San). The proofs of Theorems 2 3 and 4 of normal and Gorenstein properties of certain Schubert varieties in $\lim \rightarrow r \text{Lat}_n^p(K)$ require neither methods such as induction on the dimension nor cohomology vanishings, while they give a stronger property than being Cohen-Macaulay. The methods we use, also apply to the same set of Schubert varieties in the equal characteristic analog. They provide a class of normal and Gorenstein affine Schubert varieties in the affine Grassmannian associated with $G = \text{SL}_n$.

An application of the geometry of $\text{Lat}_n^p(K)$ is given in [HS] where the canonical generator of its Picard group is computed, and the space of its sections is an $\text{SL}_n(O)$-representation in characteristic $p$. Similar results are expected for the geometry of (proper) Schubert subvarieties of $\text{Lat}_n^p(K)$.

2. **Geometry of the matrix cover variety:** Summary

We shall review the basic construction and properties of the matrix cover variety $X_r$ and the morphism $\pi : X_r \rightarrow \text{Lat}_n^p(K)$. The proofs of the statements in this section are provided in [HS, San04]. Nonetheless, except for the proof of the smoothness of $\pi$, they will be provided in the proof of Theorem 4 as a special case.

Let $\nu : O \rightarrow O$ be the Verschiebung morphism, and define, for $F = O^n$ and $u_t = \sum_{i=0}^\infty \xi(u_{ij})\frac{p^i}{p^i}$, the morphism $\nu_F : F \rightarrow F$ by

$$\nu_F(u_1, \ldots, u_n)^T := (\nu(u_1), \ldots, \nu(u_n))^T.$$
Thus, localization (2.2) and let us define as a special case. Using this, we can compute the codimension of (2.5)

The proof of (2.4), which is in [San04], will appear in the proof of Theorem 4 by showing a series of inclusions,

Also we recall that, (2.3) for some $u$. We see from (2.3) that the ideal $I(X_r)$ of the localization $k[S]_{d_r}$ is defined by the simultaneous vanishings of the $nr$ polynomials

Thus, $X_r$ is a closed subvariety of the open set $\text{Spec}(k[S]_{d_r}) \subset \text{Mat}_n(\mathcal{O})$. Also we recall that,

by showing a series of inclusions,

The proof of (2.4), which is in [San04], will appear in the proof of Theorem 4 as a special case. Using this, we can compute the codimension of $X_r$ to be $nr$ in $\text{Mat}_n(\mathcal{O})$ by considering the orbit structure of $X_r$. Hence $X_r$ is a complete intersection in $\text{Mat}_n(\mathcal{O})$ and in particular Gorenstein. Further, one can show that $X_r$ is nonsingular in codimension one. Together with Serre criterion for normality, we conclude that $X_r$ is normal.

The morphism

$$
\pi : X_r \rightarrow \text{Lat}_r^n(K)
$$
defined by \(A \mapsto AF\) is surjective and can be shown to be smooth (cf. [HS, Proposition 1]). Note that in [HS, X_r is denoted by \(B_{nr}(F)\)). Therefore by a standard theorem in commutative algebra, \(\text{Lat}_r^n(K)\) is normal and Gorenstein (cf. [Mat89, Theorem 32.2]). The fiber of \(\pi\) at every point is a \(G\)-orbit. By another well-known theorem (cf. [Bor91, Proposition 6.22]), the normality of \(\text{Lat}_r^n(K)\) implies that it is the geometric quotient

\[
(2.6) \quad \text{Lat}_r^n(K) \simeq X_r/G.
\]

Remark 1. We can identify \(B_{0}\eta F \subset \text{Lat}_r^n(K)\) with \(B\eta G/G\) by \((2.6)\), and similarly \(G_{0}\eta F \subset \text{Lat}_r^n(K)\) with \(G\eta G/G\), so that \(\pi^{-1}(B_{0}\eta F) = B\eta G\) as well as \(\pi^{-1}(G_{0}\eta F) = G\eta G\). Since \(\pi\) is smooth everywhere, so are their restrictions to these inverse images.

3. THE MAIN THEOREM

We denote by \(\text{Lat}_r^n(K)_{sr}\), the subregular variety of \(\text{Lat}_r^n(K)\). It is the complement of the smooth locus of \(\text{Lat}_r^n(K)\). By Theorem 1 it is precisely given by the \(G_{0}\)-orbit closure \(G_{0}\gamma_{sr}F\), where \(\gamma_{sr}\) is identified, via the morphism \((2.6)\), with \(\text{diag}(\gamma_{sr})\) with \(\text{diag}(p^{nr-1}, p, 1, \ldots, 1)\). More generally, for all \(i = 0, 1, \ldots, \ell\) with \(\ell \leq nr/2\), we define \(\gamma_{sr}^{i} = \text{diag}(p^{nr-i}, p^{i}, 1, \ldots, 1)\), and \(\text{Lat}_r^n(K)_{sr}^{i} := G_{0}\gamma_{sr}^{i}F\). When \(i = 0\), it is equal to \(\text{Lat}_r^n(K)\) and when \(i = 1\), the subregular variety \(\text{Lat}_r^n(K)_{sr}^{1}\).

Our main theorem of this paper is

**Theorem 4.** For all \(i = 0, 1, \ldots, \ell\) such that \(\ell \leq nr/2\), the subvarieties \(\text{Lat}_r^n(K)_{sr}^{i}\) of \(\text{Lat}_r^n(K)\) are normal and Gorenstein.

**Proof.** As in the case of \(\text{Lat}_r^n(K)\), first we shall define the matrix cover varieties to \(\text{Lat}_r^n(K)_{sr}^{i}\), and prove that they are normal and Gorenstein. Then by the smoothness of the covering morphism, these properties in question are passed to those of the target varieties, hence proving the theorem.

Let \(A_{i,j}\) denote the minor matrix of \(A = (a_{i,j}) \in \text{Mat}_n(\mathcal{O})\) formed by removing its \(i\)-th row and the \(j\)-th column. Let \(b, c : \text{Mat}_n(\mathcal{O}) \to \mathcal{O}\) be the functions defined by

\[
\begin{align*}
    b(A) & := a_{1,1} = \sum_{j=0}^{nr} \xi(b_j(A))p^{-j}p^j, \\
    c(A) & := \det(A_{1,1}) = \sum_{j=0}^{nr} \xi(c_j(A))p^{-j}p^j,
\end{align*}
\]

where \(\{b_j, c_j \mid j = 0, 1, \ldots, nr\}\) is the set of polynomials in \(k[S]_{d_i}\). Let us denote the valuation map by \(v_p : \mathcal{O} \to \mathbb{Z}\).

For \(i = 0, 1, \ldots, \ell\), we define the subvarieties \(X_{r}^{i}\) of \(X_r\) as:

\[
(3.1) \quad X_{r}^{i} := \{A = (a_{i,j}) \in X_r \mid v_p(c(A)) \geq i, \text{ and } v_p(b(A)) \leq nr - i\}.
\]

Then \(X_{r}^{i}\) is defined by the ideal

\[
(3.2) \quad \langle d_0, d_1, \ldots, d_{nr-1}; b_{nr-i+1}, \ldots, b_{nr}, c_0, \ldots, c_{i-1}\rangle
\]

which is generated by \(nr + 2i\) polynomials in the regular local ring \(k[S]_{d_i,b_{nr-i},c_i}\). When \(i = 0\), \(X_{r}^{0}(0) = X_r\).

Our claim is that each \(X_{r}^{i}\) is a complete intersection in \(\text{Mat}_n(\mathcal{O})\) that maps smoothly onto \(\text{Lat}_r^n(K)_{sr}^{i}\). We do so by computing its dimension by showing that
it is an orbit closure, and showing that the codimension in \( \text{Mat}_n(O) \) matches the number of generators of its ideal in \( k[S]_{d_n, b_n, \ldots, c_l} \).

It suffices, by Remark 1, to show that
\[
X_r^{sr}(i) = G^{sr}G \tag{3.3}
\]
To check, let \( P \) be the subgroup of \( G \) whose elements are the matrices of the form:
\[
\begin{pmatrix} *
& \ast \\
0 & \text{GL}_{n-1}(O) \\
\end{pmatrix}
\]
and \( P^- \) be the subgroup whose elements are the matrices of the form:
\[
\begin{pmatrix} *
& 0 \\
0 & \text{GL}_{n-1}(O) \\
\end{pmatrix}
\]
Clearly, \( \gamma^{sr} \in X_r^{sr}(i) \). We have the action of the group \( P \times P^- \) on \( X_r \), restricted from the action of \( G \times G \). If
\[
X = \begin{pmatrix} x_{1,1} & X_{1,2} \\
0 & X_{2,2} \\
\end{pmatrix} \in P, \quad Y = \begin{pmatrix} y_{1,1} & 0 \\
y_{2,1} & y_{2,2} \\
\end{pmatrix} \in P^-,
\]
then
\[
c(X \gamma^{sr} Y^{-1}) = \det(X_{1,2}(p^{0} r^{0})Y_{2,2}).
\]
Since \( X_{2,2}, Y_{2,2} \in \text{GL}_{n-1}(O) \), we have \( v_p(c(X \gamma^{sr} Y^{-1})) \geq i \).

Also, we have
\[
b(X \gamma^{sr} Y^{-1}) = x_{1,1} p^{nr - i} y_{1,1} + X_{1,2}(p^{0} r^{0}) Y_{2,2}.
\]
To show that \( v_p(b(X \gamma^{sr} Y^{-1})) \leq nr - i \), first, we have an exercise to check:

**Remark 2 (Exercise).** If \( v \) is a valuation and \( v(a) \neq v(b) \), then
\[
v(a + b) = \min\{v(a), v(b)\}.
\]

The inequality \( \geq i \) is by the definition of a valuation. For the other direction, assuming \( v(a) < v(b) \) (with the symmetric argument for \( v(a) > v(b) \)), we have
\[
\min\{v(a), v(b)\} = v(a) = v(a + b - b) \geq \min\{v(a + b), v(-b)\} = \min\{v(a + b), v(b)\} = v(a + b)
\]
since otherwise, \( \geq i \) would give \( v(a) \geq v(b) \), a contradiction.

Therefore, for \( v_p(X_{1,2}(p^{0} r^{0}) Y_{2,1}) \neq nr - i \),
\[
v_p(b(X \gamma^{sr} Y^{-1})) = \min\{nr - i, v_p(X_{1,2}(p^{0} r^{0}) Y_{2,1})\}
\]
\[
= \begin{cases} v_p(X_{1,2}(p^{0} r^{0}) Y_{2,1}) \leq nr - i, & \text{if } v_p(X_{1,2}(p^{0} r^{0}) Y_{2,1}) \leq nr - i; \\
nr - i, & \text{if } v_p(X_{1,2}(p^{0} r^{0}) Y_{2,1}) \geq nr - i.
\end{cases}
\]
If \( v_p(X_{1,2}(p^{0} r^{0}) Y_{2,1}) = nr - i \), then
\[
b(X \gamma^{sr} Y^{-1}) = p^{nr - i} (x_{1,1} y_{1,1} + z)
\]
for some \( z \in O \), hence \( v_p(b(X \gamma^{sr} Y^{-1})) = nr - i \). Thus \( P^{sr}P^- \subset X_r^{sr}(i) \), and since \( X_r^{sr}(i) \) is a closed subvariety of \( U = \text{Spec}(k[S]_{d_n, b_n, \ldots, c_l}) \),
\[
P^{sr}P^- \subset X_r^{sr}(i),
\]
with the closure taken in \( U \).
For each \( a = i, \ldots, (n - 1)r \), let
\[
\Gamma_a := \{ \text{diag}(p^{nr-a}, p^{r^2}, \ldots, p^{rn}) \in \Gamma^+ \mid \sum_{j=2}^{n} r_j = a \}.
\]
Then \( \bigcup_{a = i}^{(n - 1)r} \Gamma_a \subseteq X^n_G(i) \). We identify the nonzero part of \((n - 1)\)-tuples \((r_2, \ldots, r_n)\)
with a partition of \( a \). We will show that \( X^n_G(i) \) is contained in the union of \( G \times G \)-orbits indexed by \( \bigcup_{a = i}^{(n - 1)r} \Gamma_a \).

If \( A = (a_{i,j}) \in X^n_G(i) \), we locate a non-zero entry \( a_{i,j} = p^{r_n}u \) with the smallest value \( r_n \) with \( nr \geq r_n \geq 0 \) and \( u \) a unit. Locate the largest row index \( i' \) \( \leq i \) in the column with \( a_{i',j} = p^{r_n}u' \) where \( r_n \) is achieved and \( u' \) a unit. For every non-zero entry below it in that column, the values are higher than \( r_n \). We multiply on the left by a product of elementary matrices in \( G \) to clear the entries below \( a_{i',j} = p^{r_n}u' \). For the non-zero entries above \( a_{i',j} \), we multiply on the left by elementary matrices in \( G \) to clear them. We may do these operations for every column, that is, leave aside the \( j \)-th column in which we have \( a_{i',j} \) in the \( i' \)-th row and 0 elsewhere, and repeat the same argument. We obtain the entry with the value \( r_n \) so that \( nr \geq r_n-1 \geq r_n \geq 0 \), and so on. The result is \( gA = m \) where \( g \) is in the product of elementary matrices in \( G \), and \( m \) is a monomial matrix with non-zero entries \( p^{r_i}u_i \)'s with \( u_i \) units in some permutation. We permute the rows and columns of \( m \) by some permutation matrices \( \sigma_1 \) on the left and by \( \sigma_2 \) on the right of \( m \) so that
\[
\sigma_1 gA \sigma_2 = \text{diag}(p^{r_1}u_1, \ldots, p^{rn}u_n),
\]
or equivalently
\[
A = (g^{-1} \sigma_1^{-1}) \gamma(\text{diag}(u_1, \ldots, u_n)\sigma_2^{-1}) \in G\gamma G,
\]
where \( \gamma = \text{diag}(p^{r_1}, \ldots, p^{rn}) \) has the properties
\[
\sum_{j=1}^{r_n} r_j = nr, \quad \sum_{j=2}^{n} r_j = a
\]
with \( i \leq a \leq (n - 1)r \). Hence
\[
X^n_G(i) \subseteq \bigcup_{a = i}^{(n - 1)r} \bigcup_{\gamma_a \in \Gamma_a} G\gamma_a G.
\]

Next, we shall prove the containment
\[
\bigcup_{a = i}^{(n - 1)r} \bigcup_{\gamma_a \in \Gamma_a} G\gamma_a G \subseteq G\gamma iG.
\]
Suppose that \( A \in G\eta G \) for some \( \eta \in \Gamma_a \), with \( i \leq a \leq (n - 1)r \). We want to show by a degeneration argument, \( A \in G\gamma_i iG \). Since the last closure is \( G \times G \)-stable, it suffices to show that for every pair \( \eta \in \Gamma_a, \eta' \in \Gamma_{a'} \), with \( i \leq a' \leq (n - 1)r \) such that
\[
\eta = \text{diag}(p^{r_1}, \ldots, p^{r_j}, \ldots, p^{rn}),
\]
\[
\eta' = \eta \text{diag}(p^b, 1, \ldots, 1, p^{-b}, 1, \ldots, 1)
\]
\[
= \text{diag}(p^{r_1+b}, \ldots, p^{r_j+b}, p^{r_{j+1}-b}, \ldots, \ldots, p^{rn})
\]
with \( r_{i-1} \geq r_i - b \geq r_{i+1} \), we have

\[ \eta \in G\gamma G. \]

In order to prove this, it now suffices to show that there is a family of matrices parametrized by \( k^x \)

\[ \mathcal{F} := \{ \eta(t) = \begin{pmatrix} p^{r_1} & & & & \\ & \cdots & & & \\ & & p^{r_j - b} & & \\ & & & \cdots & \\ & & & & p^{r_n} \end{pmatrix} \mid t \in k^x, 0 \leq b \leq r_j \} \]

so that \( \mathcal{F} \subset G\gamma G \). Then we would have

\[ \eta \in G\gamma G. \]

To construct such \( \mathcal{F} \), we shall show that for every \( t \in k^x \),

\[ (3.11) \quad \eta(t) = x\eta'y^{-1} \]

for some \( x, y \in G \). We will show that \( x, y \) are products of elementary unipotent matrices in \( G \). To simplify the matrix notations, first we consider \( \eta(t) = (a_{i,j}) \) and construct a \( 2 \times 2 \)-matrix \( \begin{pmatrix} a_{1,1} & a_{1,j} \\ a_{j,1} & a_{j,j} \end{pmatrix} \). Then we can reduce the checking of \( (3.11) \) to that of the corresponding \( 2 \times 2 \)-matrix. We consider, for all \( t \in k^x \), the problem of decomposing the matrix

\[ \begin{pmatrix} p^{r_1} \\ p^{r_j - b}\xi(t) \\ p^{r_j} \end{pmatrix} \in \text{Mat}_2(O) \]

which corresponds to \( \eta(t) \). We perform elementary row and column operations with matrices over \( \mathcal{O} \), and note that for all \( t \neq 0 \), we have \( \xi(t)^{-1} = \xi(t^{-1}) \). Then we can simply check that by computation

\[ (3.12) \quad \begin{pmatrix} p^{r_1} \\ p^{r_j - b}\xi(t) \\ p^{r_j} \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ p^{r_1 + b - r_i}(p^b - 1)\xi(t)^{-1} \end{pmatrix} \begin{pmatrix} p^{r_1 + b} \\ 0 \\ p^{r_j - b} \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ (p^b - 1)\xi(t)^{-1} \end{pmatrix}. \]

Therefore the second matrix factor on RHS of \( (3.12) \) corresponds to \( \eta' \) while the rest on RHS corresponds to the elements in \( G \). In particular, we take \( \eta' = \gamma_i^m \) so that \( r_1 + b = nr_i \). This proves the containment \( (3.9) \).

To finish the proof of \( (3.3) \), we need to prove

\[ (3.13) \quad \overline{P\gamma_i^m P} = G\gamma_i^m G. \]

Since the LHS is contained in the RHS, it suffices, by showing that

\[ (3.14) \quad \dim P\gamma_i^m P^{-} = \dim G\gamma_i^m G = \dim \text{Mat}_n(O) - (nr + 2i). \]
Let \( x, y \in G \). Write

\[
(3.15) \quad x = \begin{pmatrix} a & b & c \\ d & e & f \\ g & h & J \end{pmatrix}, \quad y = \begin{pmatrix} a' & b' & c' \\ d' & e' & f' \\ g' & h' & J' \end{pmatrix}.
\]

Then \( x \gamma_i^G y^{-1} = \gamma_i^G y \) if and only if \( x \gamma_i^G = \gamma_i^G y \), that is,

\[
\begin{pmatrix} a & b & c \\ d & e & f \\ g & h & J \end{pmatrix} \begin{pmatrix} p^{nr-i} \\ p^i \end{pmatrix} = \begin{pmatrix} p^{nr-i} \\ p^i \end{pmatrix} \begin{pmatrix} a' & b' & c' \\ d' & e' & f' \\ g' & h' & J' \end{pmatrix}
\]

that is,

\[
\begin{pmatrix} p^{nr-i}a & p^ib & c \\ p^{nr-i}d & p^ie & f \\ p^{nr-i}g & p^ih & J \end{pmatrix} = \begin{pmatrix} p^{nr-i}a' & p^{nr-i}b' & p^{nr-i}c' \\ p^{nr-2i}d_0 & p^i\phi & p^i\psi \\ p^{nr-2i}g_0 & p^ih_0 & J' \end{pmatrix}.
\]

It implies that, for \( i \leq nr/2 \) there exist block matrices over \( \mathcal{O} \) of obvious sizes \( b_0, c_0, f_0, d_0, g_0, h_0 \) such that

\[
(x, y) = \begin{pmatrix} a & p^{nr-2i}b_0 & p^{nr-i}c_0 \\ d & e & p^if_0 \\ g & h & J \end{pmatrix}, \quad \begin{pmatrix} a + p^{i+1} \alpha & b' \\ p^{nr-2i}d_0 & e + p^{nr+1-i} \beta \\ p^{nr-2i}g_0 & p^ih_0 \end{pmatrix}.
\]

We can solve the matrix equation \( x \gamma_i^G = \gamma_i^G y \), and it follows that

\[
\begin{align*}
 b_0 &= b' + p^{i+1} \nu, & c_0 &= c' + p^{i+1} \rho, & f_0 &= f' + p^{nr+1-i} \varepsilon, \\
 d_0 &= d + p^{i+1} \eta, & g_0 &= g + p^{i+1} \varphi, & h_0 &= h + p^{nr+1-i} \psi,
\end{align*}
\]

for some block matrices \( \nu, \rho, \varepsilon, \eta, \varphi, \psi \). Then

\[
(3.16) \quad (x, y) = \begin{pmatrix} a & p^{nr-2i}b' & p^{nr+1-i} \nu & p^{nr-i}c' \\ d & e & p^i \psi' \\ g & h & J \end{pmatrix},
\]

\[
\begin{pmatrix} a + p^{i+1} \alpha & b' & c' \\ p^{nr-2i}d + p^{nr+1-i} \eta & e + p^{nr+1-i} \beta & f' \\ p^{nr-i}g & p^ih & J \end{pmatrix}.
\]

We add the maximal possible dimensions each entries

\[
a, b', c', d, e, f', g, h, J, \alpha, \beta, \eta \text{ and } \nu
\]

can have, so that

\[
\dim \text{Stab}_{G \times G}(\gamma_i^G) = \dim G + \sum \frac{\nu}{i} + \frac{\alpha}{(nr - i)} + \frac{\eta}{i} + \frac{\beta}{i} = \dim G + nr + 2i.
\]

It follows that

\[
\dim G \gamma_i^G G = 2 \dim G - (\dim G + nr + 2i) = \dim G - (nr + 2i) = \dim \text{Mat}_n(\mathcal{O}) - (nr + 2i).
\]
Remark 1. We follow the same computation as before, computing explicitly the (3.13), we can show that $X_\gamma$ is regular in codimension one. It follows that $X_\gamma$ is normal by Serre criterion. By $\gamma$ Theorem 32.2, it shows that the class of subvarieties we proved to be normal and Gorenstein.

We can compute $\dim \operatorname{Stab}_{P \times P^+}(\gamma_\gamma)$ by the same manner by letting, in (8.15), $x \in P, y^{-1} \in P^-$, that is, $b' = c' = d = g = 0$ such that $x\gamma y^{-1} = \gamma_\gamma$. The corresponding description of the arbitrary elements of $\operatorname{Stab}_{P \times P^+}(\gamma_\gamma)$ is

$$(x, y) = \left( \begin{array}{ccc} a & b & c \\ p & e & f' \\ 0 & h & J \end{array} \right), \left( \begin{array}{ccc} a + p^{i+1} & 0 \\ p^{nr-i+1} & e + p^{nr-i+1} & \beta \\ 0 & p^i h & J' \end{array} \right).$$

Then

$$\dim \operatorname{Stab}_{P \times P^+}(\gamma_\gamma) = (nr + 1) + \underbrace{(nr + 1)}_{J} + (n-1)^2 + 1 + nr(1) + (n-2)(nr + 1)$$

$$= (nr + 1)(n-1)^2 + 1 + nr + 2i.$$

Since $\dim P = \dim P^- = [n^2 - (n-1)](nr + 1) = (nr + 1)(n^2 - n + 1)$,

$$\dim P^{\gamma_\gamma} P^- = 2(nr + 1)(n^2 - n + 1) - [(nr + 1)(n-1)^2 + 1 + nr + 2i]$$

$$= (nr + 1)n^2 - (nr + 2i)$$

$$= \dim \operatorname{Mat}_n(\mathbb{O}) - (nr + 2i).$$

Because $nr + 2i$ is exactly the minimal number of generators of the ideal $I(X_\gamma(i))$, $X_\gamma(i)$ is a complete intersection in $\operatorname{Spec}(k[\mathbb{O}]_{a_n b_{nr-i-1}})$; in particular, it is Gorenstein.

We know that $\pi : X_\gamma \rightarrow \operatorname{Lat}_n^\gamma(K)$ is smooth, hence so is its restriction to $\pi^{-1}(G_{0}\gamma G) = \gamma G_{\gamma} \subset X_\gamma$. The complement of the maximal dense orbit $G_{0}\gamma G$ in $\operatorname{Lat}_n^\gamma(K)$ is $G_{0}\gamma_{\gamma+1} F$, which is of codimension 2 by Theorem $\gamma$ so the inverse image in $X_\gamma$ of the complement is $X_\gamma(i)$ of which is also of codimension 2. Hence $X_\gamma(i)$ is regular in codimension one. It follows that $X_\gamma(i)$ is normal by Serre criterion. By $\gamma$ Theorem 32.2, $\operatorname{Lat}_n^\gamma(K)$ is Gorenstein and normal. For $i = 1$, it is the subregular variety of $\operatorname{Lat}_n^\gamma(K)$.

Remark 3. Let $B^-$ be the Iwahori subgroup whose super diagonals are in $p\mathbb{O}$. Like $\gamma$, we can show that $G_{\gamma} G = \gamma G_{\gamma} B^- \subset B_{\gamma}$. Below. Its consequence is

$$B_{\gamma} G \subset G_{\gamma} G = B_{\gamma} B^- \subset B_{\gamma} G,$$

and it shows that the class of subvarieties we proved to be normal and Gorenstein in Theorem $\gamma$ are indeed Schubert varieties $B_{\gamma} G / G \simeq B_{\gamma} G$ by definition and Remark $\gamma$. We follow the same computation as before, computing explicitly the dimension of $\operatorname{Stab}_{B \times B^-}(\gamma_\gamma)$. If

$$(x, y) = \left( \begin{array}{ccc} a & b & c \\ p & d & e \\ 0 & f & J \end{array} \right), \left( \begin{array}{ccc} a' & p b' & p c' \\ d' & e' & p f' \\ g' & h' & J' \end{array} \right) \in \operatorname{Stab}_{B \times B^-}(\gamma_\gamma),$$
then using the same notation as before,

\[
(x, y) = \left( \begin{array}{ccc}
    a & p^{n_r-2i+1}b' & p^{n_r-i+1}c' \\
    pd & e & p^{i+1}f' \\
    pg & ph & J_0
\end{array} \right),
\]

where \( J_0 \) is such that \( (I_r \ 0 \ J_0) \in B \cap B^- \). We compute the dimension of \( \text{Stab}_{B \times B^-}(\gamma_{i1}^*) \) to be

\[
\dim B \cap B^- + nr - i + \gamma f + i + i = n^2(nr) + n + nr + 2i,
\]

and the dimension of the orbit \( B_{\gamma_{i1}^*} B^- \) as

\[
2[n^2(nr) + n(n+1)/2] - [n^2(nr) + n + nr + 2i] = n^2(nr + 1) - (nr + 2i).
\]
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