A Little Robustness Goes a Long Way: Leveraging Robust Features for Targeted Transfer Attacks
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Abstract

Adversarial examples for neural network image classifiers are known to be transferable: examples optimized to be misclassified by a source classifier are often misclassified as well by classifiers with different architectures. However, targeted adversarial examples—optimized to be classified as a chosen target class—tend to be less transferable between architectures. While prior research on constructing transferable targeted attacks has focused on improving the optimization procedure, in this work we examine the role of the source classifier. Here, we show that training the source classifier to be “slightly robust”—that is, robust to small-magnitude adversarial examples—substantially improves the transferability of class-targeted and representation-targeted adversarial attacks, even between architectures as different as convolutional neural networks and transformers. The results we present provide insight into the nature of adversarial examples as well as the mechanisms underlying so-called “robust” classifiers.

1 Introduction

Neural-network image classifiers are well-known to be susceptible to adversarial examples—images that are perturbed in a way that is largely imperceptible to humans but that cause the neural network to make misclassifications. Much research has gone into methods for constructing adversarial examples in order to understand the nature of neural-network vulnerabilities and to develop methods to make neural-network classifiers more robust to attacks [7, 11, 21, 45, 50, 55, 73].

Untargeted adversarial examples are designed to elicit an unspecified incorrect class, while targeted adversarial examples are designed to elicit a specific (incorrect) target class. A given adversarial perturbation is designed via optimization with respect to a given trained network; here we call this the source network. While untargeted adversarial examples are often transferable—examples designed to attack a source network also successfully attack other trained networks with different parameters and architectures [21, 73]—targeted adversarial examples tend to be less transferable [44].

Prior research on constructing transferable adversarial examples for image classifiers has focused primarily on improving optimization methods for generating successful image perturbations. In this paper, we take a different tack—focusing on the source neural network used in constructing adversarial examples. Specifically, we find that “slightly-robust” convolutional neural networks (CNNs)—ones that have been trained to be robust to small adversarial perturbations—can be leveraged to substantially improve the transferability of targeted adversarial examples to different architectures. Surprisingly, we show that targeted adversarial examples constructed with respect to a slightly robust CNN transfer successfully not only to different CNN architectures but also to transformer architectures such as ViT [16], LeViT [22], CCT [24], and even CLIP [57], which is trained on different objective than the source CNN. Such transfers are all “black box” attacks—while generating an adversarial example
requires knowledge of the source network’s architecture, no such knowledge is required for the black-box architectures that can also be attacked by the same example.

The vulnerability of networks to both targeted and untargeted attacks has huge significance for security purposes, and thus understanding how to construct highly effective attacks can help motivate defenses. However, we believe that targeted attacks are especially important for understanding neural-network classifiers, as they provide a tool to compare the features of two models. When a targeted attack transfers from one network to another, it suggests that the two networks rely on similar information for classification, and that they use the information in the same way. In our work, we show that each individual slightly-robust neural network transfers features effectively to all tested non-robust networks, suggesting the surprising result that slightly-robust networks rely on features that overlap with every non-robust network, even though it is not the case that any particular non-robust network has features that substantially overlap with all other non-robust networks.

In addition, we leverage the techniques of adversarial transferability to examine which features are learned by neural networks. In accordance with prior work [71], we find that, on the spectrum from non-robust (standard) to highly robust classifiers, those that are only slightly robust exhibit the most transferable representation-targeted adversarial examples, suggesting that the features of slightly-robust networks overlap substantially with every tested destination network. This can explain why slightly robust networks give rise to more transferable adversarial attacks and have better weight initializations for downstream transfer-learning tasks [43, 62, 76, 80].

The main contributions of this paper are the following:

1. We demonstrate that adversarial examples generated with respect to slightly robust CNNs are more transferable than those generated with respect to standard (non-robust) networks. This transferability extends not only to other CNNs, but also to transformer architectures.
2. We find that, as the robustness of the source network increases, there is also a substantial increase in transferability of targeted adversarial examples to adversarially-defended networks.
3. We examine the role of the adversarial loss function in generating transferable adversarial examples.
4. We show, surprisingly, that non-robust neural networks do not exhibit substantial feature (representation) transferability, while slightly-robust neural networks do. This helps explain why slightly-robust neural networks enable superior transferability of targeted adversarial examples.

2 Background

Adversarial Examples. In this paper we are primarily concerned with properties of source networks that facilitate transferability of adversarial examples. Let $F : \mathcal{X} \rightarrow \mathcal{Y}$ denote a “white-box” network (i.e., one whose architecture and weights are known to the adversary) and let $G : \mathcal{X} \rightarrow \mathcal{Y}$ denote a “black-box” network (weights and architecture are unknown to the adversary). Let $(x, y) \in \mathcal{X} \times \mathcal{Y}$ be an (unperturbed) input-label pair, where $\mathcal{X}$ is the input-space and $\mathcal{Y}$ is the label-space. Given a maximum perturbation size $\varepsilon$, we construct an adversarial example $x + \delta$ where $\| \delta \|_{\infty} \leq \varepsilon$, such that $F(x + \delta) \neq y$ for the untargeted case, and $F(x + \delta) = t$ for some target class $t \in \mathcal{Y}$ for the targeted case. We then say that $x + \delta$ is transferable to black-box network $G$ if $G(x + \delta) \neq y$ for the untargeted case and $G(x + \delta) = t$ for the targeted case.

Optimizers. Prior research has identified a number of methods for optimizing adversarial examples given a white-box classifier $F$, many of which are based on the Iterative Fast Gradient Sign Method (I-FGSM) [21, 40], in which a perturbation $\delta_i$ is iteratively updated to maximize the loss of the network while obeying an $\ell_{\infty}$ norm constraint.

We adopt the state-of-the-art method recently proposed by [91], which combines three variants of I-FGSM and optimizes over many steps:

1. Diverse Input Iterative Fast Gradient Sign Method (DI$^2$-FGSM), which applies a random affine transformation to the input at each step prior to computing the gradient [87].
2. Translation-Invariant Iterative Fast Gradient Sign Method (TI-FGSM), which convolves the gradient with a Gaussian filter [14].
3. Momentum Iterative Fast Gradient Sign Method (MI-FGSM), in which a momentum term is added to the gradient [13].
We follow the convention of Zhao et al. [91] and call the combination of these processes \textit{TMDI-FGSM}. We describe the method in detail in the appendix.

For targeted adversarial examples, the loss function $L$ should be maximized when the target label is predicted with high confidence. For untargeted adversarial examples, this occurs when the predicted label differs from the true label, and when the true label is given a low confidence. A number of adversarial loss functions have been proposed, including standard cross-entropy loss [73], CW loss [7], and feature-disruption loss [34]. We use the highly-effective logit loss, proposed by [91], which is maximized for targeted examples when the logit score for a target class (i.e., the value of the output neuron associated with the target class prior to the softmax operation) is maximized. Similarly, the untargeted version aims to minimize the logit score associated with the true class.

**Constructing Robust Source Networks.** We construct robust source networks by performing adversarial training with projected gradient descent [21, 45]. Each source network is trained to be robust to adversarial examples with $\ell_2$ norm less than a specified $\varepsilon$ parameter, which we call the \textit{robustness parameter}. For this paper, we rely on pre-trained robust ImageNet models [62], which have been released under the MIT License. These source networks, along with many of our experiments, are implemented in PyTorch [56].

**Features.** In this paper, we will refer to neural network \textit{features} [32, 71, 78]. A feature $f : \mathcal{X} \rightarrow \mathbb{R}$ maps input to a real number to describe how “strongly” the feature appears in the image. Every neuron in a neural network computes a feature. However, we are primarily concerned with the \textit{representation-layer} features, i.e., the features computed by the neurons in the penultimate layer [32]. When we are referring to the features of a specific neural network, we are referring to the features described by the neurons in the representation layer. When we say that the features of two different neural networks overlap, we mean that the patterns of the input that affect the features of one neural network also affect the features of the other neural network. When features are easily manipulated by small perturbations to the input, they are said to be \textit{non-robust}; likewise when they are not easily manipulated in this way, they are said to be \textit{robust} [32]. Robust networks, i.e., networks that are less vulnerable to adversarial perturbations, should rely primarily on robust features, though non-robust networks can rely on a mixture of non-robust and robust features [32, 71].

### 3 Transferability of Adversarial Examples

In this section, we describe the methodology and results of our experiments on the transferability of adversarial examples as a function of the robustness of the source network. We evaluate the targeted and untargeted effectiveness of each constructed adversarial example on a collection of convolutional classifiers, Xception [9], VGG [68], ResNet [25, 26], Inception [74], MobileNet [29], DenseNet [30], NASNetLarge [93], and EfficientNet [75], as well as transformer-based classifiers, ViT [16], LeViT [22], CCT [24], and CLIP [57]. Here we use the term \textit{destination network} to denote the networks on which we will evaluate transferability of adversarial examples that were generated with respect to a source network. For our ImageNet experiments, we rely on pre-trained models [10, 62].

**Generating Adversarial Examples.** We choose 1000 images randomly from the ImageNet validation dataset such that every image has a different class. We generate target classes randomly for each image such that each class is a target for exactly one image, and no image has a target that is the same as its true class. For each classifier (of different robustness), we generate targeted adversarial examples for each of the 1000 selected images, targeting the associated target class. To optimize each adversarial example, we run the TMDI-FGSM algorithm for 300 iterations. When the exact image input dimensions differs between the source and destination network, we rescale the adversarial example to fit the dimensions required by the destination network using bilinear interpolation. To generate adversarial examples, we use the Robustness library [17].

**Transferability to Convolutional Network Classifiers.** We find that across every destination convolutional network, using adversarial examples optimized with respect to a source network with small robustness parameter improves transfer success rate in both the targeted and untargeted setting compared to the success rate of the non-robust ($\varepsilon = 0$) network (Figure 1). Our results on untargeted adversarial examples can be found in the Appendix. The success peak is approximately the same.
across every convolutional destination network ($\varepsilon = 0.1$), suggesting that there is an optimal source-network robustness parameter in order to maximize transferability to convolutional architectures trained on ImageNet. Note that our attacks do not exclude images that are already misclassified (untargeted case), and misclassified as the target class (targeted case) prior to adversarial perturbation. In Figure 1, we plot the baseline performance of the attacks, i.e., the performance of the attacks for unperturbed images.

Interestingly, we observe a substantial drop in attack success as robustness increases past the optimal value. While not shown in Figure 1, this trend continues as $\varepsilon$ increases above 1 (see Appendix). We hypothesize that as the robustness of a source network increases beyond a certain point, the network begins to entirely ignore many of the non-robust features relied upon by the (non-robust) destination networks, and thus attacks do not modify these features, reducing attack success. This is consistent with prior literature [78]. We dedicate the second half of this paper to describing a possible mechanism to explain these results.

**Transformer-Based Classifiers.** Few studies have addressed the robustness of transformer-based classifiers to transfer attacks [66]. To our knowledge, our paper is the first to address targeted transfer attacks against transformer architectures. Shao et al. [66] finds that transformer-based image classifiers are more robust to transfer attacks than convolutional classifiers, especially when the source model is convolutional. We find an even more striking result: with only minimal attack performance against transformer networks, previously published methods that use non-robust source networks are almost entirely ineffective at constructing targeted transferable adversarial examples using convolutional source models (Table 1). This suggests that the features learned by transformer-based models and non-robust convolutional models are largely different.

However, we find that using a slightly-robust ResNet50 classifier as a source network dramatically improves the transferability of targeted adversarial examples to transformer-based classifiers. The optimal robustness parameter for the source network is different for destination transformer networks and destination convolutional networks, though we find that any amount of robustness in the source model (below a critical value) substantially improves transferability. Thus, in a real-world black-box attack setting—in which the destination network’s architecture is entirely unknown—an adversary could find a balance between a source network robustness parameter that optimizes transfer performance for CNN classifiers and for transformer-based classifiers.
Table 1: Direct comparison of targeted transfer attack success rate between our technique (slightly-
robust source models, i.e., $\varepsilon > 0$) and previously proposed strong baseline attacks (non-robust source
models, i.e., $\varepsilon = 0$). We compare three different loss functions: cross-entropy, Poincaré distance
combined with triplet loss, and logit loss. In addition, we report the success rate of FDA from the
original paper (see text for discussion). We limit the $\ell_\infty$ norm of the adversarial examples to the
standard value of $16/255$.

| Xcept | VGG16 | RN50v2 | IncV3 | MNv2 | DN121 | NNL | ENB4 | ViT | CLIP |
|-------|-------|-------|-------|------|-------|-----|-----|-----|------|
| Xent  | $\varepsilon = 0$ | 10.4 | 9.6  | 4.6  | 10.6 | 6.4  | 40.5 | 13.1 | 6.8  | 0.8  | 0.1  |
| Po+Trip $\varepsilon = 0$ | 20.8 | 15.2 | 10.0 | 23.0 | 11.6 | 59.3 | 31.2 | 14.2 | 1.3  | 0.3  |
| Logit $\varepsilon = 0$ | 45.9 | 40.0 | 15.3 | 43.6 | 22.9 | 77.9 | 60.3 | 39.6 | 3.9  | 0.4  |
| FDA* $\varepsilon = 0$ | –    | –    | –    | –    | 22.9 | 57.9 | –    | –    | –    | –    |
| Xent  | $\varepsilon = 0.1$ | 54.0 | 59.4 | 45.8 | 50.8 | 32.1 | 78.8 | 66.0 | 41.1 | 8.6  | 2.4  |
| Po+Trip $\varepsilon = 0.1$ | 59.1 | 57.9 | 53.0 | 56.5 | 39.2 | 78.4 | 72.6 | 45.1 | 11.4 | 3.3  |
| Logit $\varepsilon = 0.1$ | 77.2 | 78.8 | 64.5 | 73.1 | 52.5 | 84.0 | 81.6 | 68.9 | 33.4 | 11.2 |
| Xent  | $\varepsilon = 1$ | 60.4 | 69.3 | 66.6 | 58.2 | 46.7 | 69.9 | 61.3 | 56.9 | 29.9 | 19.9 |
| Po+Trip $\varepsilon = 1$ | 48.5 | 54.4 | 60.2 | 49.5 | 39.9 | 62.6 | 53.3 | 45.0 | 22.0 | 12.4 |
| Logit $\varepsilon = 1$ | 56.1 | 62.4 | 59.5 | 55.0 | 47.2 | 67.0 | 58.3 | 53.6 | 36.0 | 26.7 |

CLIP. Radford et al. [57] describes CLIP, a transformer-based classifier based on the ViT architecture. CLIP is trained to simultaneously encode images and short textual descriptions of the images. CLIP can be used for highly effective zero-shot classification by determining which class label, encoded as text, has an encoding most similar to that of the input image. Despite the fact that CLIP has not been explicitly trained with ImageNet labels or to optimize for the classification task, we find that the transfer performance of targeted adversarial examples is improved substantially when the source network (ResNet50) is slightly robust (Table 1, rightmost column), again suggesting that slightly-robust neural networks rely on features which overlap with non-robust networks, even when the non-robust networks differ in architecture and training algorithm.

For our experiments, we use ViT-B/32, the CLIP architecture based on ViT-B/32, CCT-14t/7x2, and LeViT-256.

Improvements Upon Existing Attacks. We directly compare the targeted transfer attack success rate to previous state-of-the-art black-box attacks and find that our method substantially outperforms the previous methods under similar constraints (Table 1). In particular, we evaluate our method’s attack performance with three different loss functions: standard cross-entropy loss (Xent), Poincaré distance with a triplet loss term (Po+Trip) [41], and logit loss. We include a comparison with the feature distribution attack (FDA) [33], however, FDA requires that we train multiple supplemental models for each individual target class, which would require thousands of supplemental models to attack all thousand classes of ImageNet. Thus, we do not perform a direct comparison and instead report the targeted transfer attack success rate that is reported in the original FDA paper [33].

Attacking Adversarially-Trained Models. Adversarial training has been shown to improve robustness to transfer attacks [45]. We evaluate the transferability of adversarial examples to adversarially trained destination networks. Even though the adversarial perturbations which we use to attack each adversarially-trained network are larger than the magnitude for which the destination networks are trained to be robust, the adversarial examples generated using non-robust networks do not transfer to the adversarially trained networks. However, as shown in Figure 2, as the robustness of the source network increases, the attack success rate increases substantially. Similar to Figure 1, Figure 2 includes the baseline rate at which the destination network classifies unperturbed images as the (incorrect) target class.

Extending Our Methods to CIFAR-10. We repeat many of our experiments for the CIFAR-10 dataset [39]. The results are consistent with our ImageNet results. We present and discuss these results in detail in the Appendix.

Computational Limitations. Due to the computational requirement of training multiple robust ImageNet classifiers, we restrict our experiments to those we can compute using pre-trained robust
networks. Thus, we test adversarial attacks only using the ResNet50 architecture as a source network, and we evaluate attacks only on destination networks which are easily available to us. Similarly, we do not compute ensemble attacks using slightly-robust source networks, although we expect this technique to improve the success of our attacks.

4 Adversarial Transferability of Features

We have shown that we can construct class-targeted adversarial examples that transfer a specific (incorrectly) predicted class to destination networks. In this section, we aim to address an important question to help us answer why class-targeted adversarial examples transfer: to what extent do class-targeted adversarial examples transfer the representation-layer features across networks? One could imagine that class-targeted transferability arises from the overlap of a small number of especially vulnerable features where manipulation of these features can change the model classification, or, alternatively, the overlap of many features. To answer this question, we will construct and evaluate representation-targeted adversarial examples. We refer to the degree to which adversarial examples of a source model can analogously affect the features that are computed by the representation layer of the destination model as the representation transferability from source to destination. By contrast, class transferability (what is commonly referred to as just transferability) refers to the degree to which adversarial examples can analogously affect the output of the destination network.

Representation Transferability. Our goal is to study the representation transferability of source classifiers (with varying degrees of robustness) to non-robust models. We will show that slightly-robust networks exhibit a substantially higher degree of representation transferability than non-robust networks and more-robust networks. This can directly explain why class-targeted adversarial examples constructed using slightly-robust source networks are more transferable, as adversarial examples generated with slightly-robust networks will broadly transfer features, and will thus rely less on a small number of highly-vulnerable features that may not be present in every model. In this section, we show that representation-targeted adversarial examples generated with slightly-robust networks are highly transferable, even across a substantial difference in network architecture, such as the difference between CNNs and transformer networks.

Measuring Representation Transferability. To measure representation transferability, we rely on a simple but powerful test to assess the similarity between the representations produced by two different networks. Let \( x \) and \( y \) be two inputs that produce identical (or very similar) patterns of activation in the source network’s representation (penultimate) layer. If the source network has a high degree of representation transferability to the destination network, then the responses to \( x \) and \( y \) will be very similar in the destination network as well. By contrast, if \( x \) and \( y \) do not share similar representations in the destination network, then the source network has a low degree of representation transferability.

This method allows us to test the representation transferability of a source network to a destination network by constructing images \( x \) and \( y \) with similar representations in a source network and...
Figure 3: t-SNE plots of destination-network representations of representation-targeted adversarial examples generated by using whitebox ResNet50 models of specified $\epsilon$-robustness. The 10 images at the bottom are the ones from ImageNet that we use as representation targets, as described in the text. (Best viewed in color and magnified.)
measuring the similarity of the representations in the destination network. To construct these images, we select two images, \( x \) and \( y_0 \) from the ImageNet testset. We construct a representation-targeted adversarial example \( y = y_0 + \delta \) targeting the representation of \( x \). More precisely, we run the TMDI-FGSM algorithm to minimize the the \( \ell_2 \) distance between the representations of \( x \) and \( y \):

\[
\delta = \arg\min_{\|\delta\|_\infty \leq \varepsilon} \| F_{\text{rep}}(x) - F_{\text{rep}}(y_0 + \delta) \|_2
\]

where \( F_{\text{rep}} \) represents the representation layer of the source network. Since we want to observe how well the representations transfer under the conditions of typical adversarial examples, we limit the perturbation to have an \( \ell_\infty \) norm of \( \varepsilon \), which, for this paper, we set to be the standard \( 16/255 \). To limit the computational requirements of this experiment, we randomly select 10 images whose representations we use as targets \( x \) and 990 images to use as initial images \( y_0 \). Of these 1000 total images, no two share the same ImageNet class. For each source network, and for each initial image \( y_0 \), we construct ten representation-targeted adversarial examples—one for each target \( x \)—for a total of 9900 representation-targeted adversarial examples per source classifier. For each target \( x \), the 990 representation-targeted adversarial examples \( y \) will have similar representations to \( x \) in the source network. By measuring the similarity of the \((x, y)\) representations in the destination network, we can measure the representation transferability of the source network.

Here we present two different similarity metrics for comparing representations of \( x \) and \( y \). First, we plot the t-distributed stochastic neighbor embedding (t-SNE) of the representation vectors of each representation-targeted adversarial example \( y \) in the destination network (Figure 3). Each color corresponds to one of the 10 target images \( x \). The 10 stars in each plot correspond to the t-SNE embedding of the destination-network representation of each target \( x \). If the destination-network representation of each \( y \) associated with a particular color is near to its corresponding star, the representation transferability is high. When representation transferability is low, the destination-network representations of representation-targeted adversarial examples that target the same image will be dissimilar, and thus not appear grouped in Figure 3. By contrast, when representation-targeted adversarial examples transfer successfully, we observe clusters grouped by target image (in Figure 3 by color). The visual tightness of each cluster represents the similarity between the representations associated with each point and its neighbors. As a second similarity metric, we report the mean cosine similarity of the representations (in destination networks) between \((x, y)\) pairs, averaged over all 9900 such pairs for each source network (Table 2). The higher the mean cosine similarity, the higher degree of representation transferability from the source network to the corresponding destination network.

**Representation Transferability Is Poor in Non-Robust Networks.** Our first surprising result is that representation-targeted adversarial examples generated with standard (i.e., non-robust) networks do not have substantial representation transferability to most tested destination networks \((\varepsilon = 0\) columns of Figure 3 and Table 2). This suggests that even when the adversarial classification output
is successfully transferred, the individual features of the destination networks are not substantially
perturbed, suggesting that transferability from non-robust source networks arises from only a slight
overlap in features, or the overlap of only a few highly vulnerable features. The result implies that
the features of non-robust networks may not overlap substantially with each other. Interestingly,
we observed some degree of representation transferability of adversarial examples generated with
non-robust networks to DenseNet121, which may explain the high degree of class-transferability to
DenseNet121 observed in Figure 1.

Slightly-Robust Networks Exhibit Good Representation Transferability. We find that
representation-targeted adversarial examples generated with slightly-robust networks (approximately
0.03 \( \leq \varepsilon \leq 1 \)) have a high degree of representation transferability (i.e., clusters are tight and cosine
similarity is high for these values in Figure 3 and Table 2). This representation transferability appears
to peak, for convolutional networks, approximately when 0.1 \( \leq \varepsilon \leq 0.5 \), which is coincident with the
optimal source robustness for class-targeted transferability (Figure 1). For the transformer networks,
including ViT and CLIP, representation transferability peaks when 0.5 \( \leq \varepsilon \leq 1 \), which, similarly,
occurs close to the optimal robustness parameter for class-targeted transferability. Surprisingly,
representation transferability from slightly-robust ResNet50 classifiers to CLIP was high, despite
the fact that CLIP is not trained on the traditional classification problem and is instead trained to
encode images and a corresponding textual description similarly. The high degree of representation
transferability of slightly-robust networks likely explains the effectiveness of slightly-robust networks
for generating class-targeted adversarial examples. More broadly, the high degree of representation
transferability suggests that the features of slightly-robust networks overlap substantially with the
features of every tested (non-robust) destination network, which is the claim of Springer et al. [71].

Representation Transferability in Very Robust Networks is Poor. Interestingly, when networks
are adversarially-trained with a large \( \varepsilon \) parameter, the degree to which the features they learn overlap
with the features of non-robust networks diminishes as \( \varepsilon \) increases. We speculate that certain non-
robust features are ignored by robust neural networks with a sufficiently large \( \varepsilon \) parameter, and thus
as robustness increases past a point, many of the features of non-robust networks are ignored and
representation transferability decreases.

5 Related Work

The vulnerability and defense of neural networks to adversarial examples have been studied exten-
sively [1, 3, 5–8, 11, 18, 19, 21, 27, 37, 45, 49, 50, 55, 59, 64, 72, 73, 79, 83].

First proposed by Goodfellow et al. [21], transferable adversarial examples are generally constructed
by optimizing a perturbation to fool a white-box (source) network with hopes that it will transfer
to black-box (destination) networks. Recent transferability research has focused on improving the
optimizer to add generalization priors [40, 54, 88, 92]: researchers have added momentum to the
gradient descent process [13], introduced transformations to the input [14, 67, 87], modified the
adversarial loss functions [7, 41, 91], attacked intermediate feature representations [31, 33–35, 60, 92],
linearizing the source network [23], and additional manipulations to the gradient computation [65].
Additionally, some research has examined the role of source classifier(s): many of the aforementioned
disks test the difference between source classifier architectures and researchers have proposed using
generative networks [70, 90], and ensemble attacks [44, 77].

Robust networks have been shown to have a number of valuable properties, including serving as
a good starting point for transfer learning [43, 62, 76, 80] and gradient interpretability [18]. The
vulnerable features learned by neural networks have been studied both empirically [4, 15, 20, 52, 86,
46, 47, 52, 69, 71, 82, 84, 89] and theoretically [1, 2, 12, 28, 51, 65, 81, 86]. Similarly, there has been
some research related to the so-called “universality” hypothesis [38, 42, 53, 58], which speculates
that under the right conditions, all neural networks may learn analogous features.

In prior work, the similarity of the feature spaces of different neural networks has been compared via
linear transformations; however, these techniques are either anecdotal or do not account for possible
non-linear relationship between neural networks [38, 42, 53, 58].

Our research draws inspiration from recent work [71] that proposes that slightly-robust features
exhibit the universality principle, and presents a limited experiment that slightly-robust networks
can be used to increase transferability. By contrast, our work provides a comprehensive study demonstrating that the technique can be used to achieve state-of-the-art transferability across a wide variety of architectures.

6 Conclusion

We have demonstrated that slightly-robust networks learn features that can be exploited to construct highly transferable targeted adversarial examples. These adversarial examples, constructed with convolutional networks (ResNets), can attack other convolutional networks with state-of-the-art performance, as well as networks with substantially different architectures, such as the transformer-based networks including ViT, LeViT, and CCT, and with different learning objective, such as CLIP. In fact, this work is the first we are aware of that constructs targeted transferable attacks against transformer-based networks. We propose that the class-targeted transferability of adversarial examples generated with slightly-robust networks can be explained by the analogous representation-transferability of the networks. We find this to be true by showing that representation-targeted adversarial attacks generated with slightly-robust networks are highly transferable. Furthermore, since most previous transferable adversarial generation techniques rely on optimizing adversarial examples over a non-robust source network, our technique can be combined with virtually any previously existing optimization technique by replacing the non-robust source network with a slightly-robust network.

As discussed, our paper is important to the field of adversarial machine learning, as we improve transfer attacks and study the mechanism of adversarial examples. More generally, our paper reveals a phenomenon that is significant for the broader field of deep learning: we find that different non-robust networks, even when trained with similar convolutional architectures, do not necessarily have many features that substantially overlap. This can have important implications for the reliability of neural networks; when different networks rely on different features, they are susceptible to different types of errors. In addition, we present an argument that, for a given task, there are features that are useful to every tested neural network, and that these features can be learned with small-\(\varepsilon\) adversarial training, even when the source network architecture and learning objective are dissimilar to those of the destination network. Thus, by studying the features of a single slightly-robust network, we can empirically discover properties that will be applicable across all non-robust networks. We speculate that this phenomenon can explain why slightly-robust networks are successful at transfer-learning tasks \([43][62][76][80]\). With applications across the field of machine learning, we expect that the contributions in this paper will provide an important stepping stone toward discovering a general understanding of the features learned by neural networks.

Of course, our research has potential negative implications. Firstly, we propose a method to improve the generation of targeted transferable adversarial examples. While we hope that our research leads to the development of more robust and interpretable machine learning systems, in principle, an adversary could use our technique to attack existing systems. Secondly, we advocate for the use of adversarial training, which can be computationally intensive and could lead to excessive energy consumption.
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A Implementation Details

Constructing Robust Source Networks. We construct robust source networks by performing adversarial training \cite{21, 45}. We use projected gradient descent in order to find model parameters $\theta^*$ that minimize the following expression:

$$
\theta^* = \arg\min_{\theta} \mathbb{E}_{(x, y) \in \mathcal{D}} \left[ \max_{\|\delta\|_2 \leq \varepsilon} L(\theta, x + \delta, y) \right],
$$

where $L(\theta, x, y)$ represents the cross-entropy loss of a network with parameters $\theta$ evaluated on input $x$ with label $y$. We subject the adversarial examples constructed in the inner optimization procedure to an $\ell_2$ norm constraint. We will call this constraint $\varepsilon$ the robustness parameter of a classifier, as it represents the ($\ell_2$) magnitude of the adversarial examples with respect to which the classifier is trained to be robust. Due to the high computational cost of adversarial training, we rely on pre-trained robust ResNet50 models that have been pre-trained on ImageNet \cite{61}. For our experiments, we test classifiers with robustness parameters $\varepsilon \in \{0, 0.01, 0.03, 0.05, 0.1, 0.25, 0.5, 1, 3, 5\}$.

Prior research has identified a number of methods for optimizing adversarial examples given a white-box classifier $f$, many of which are based on the Iterative Fast Gradient Sign Method (I-FGSM) \cite{21, 40}, in which a perturbation $\delta_i$ is iteratively updated to maximize the loss of the network while obeying an $\ell_\infty$ norm constraint:

$$
\delta_{i+1} = \delta_i + \alpha \cdot \text{sign} \nabla_{\delta_i} L(x + \delta_i),
$$

where $L$ represents the adversarial loss function, $\alpha$ is a tunable step-size parameter, and $x + \delta_n$ is the final adversarial example after $n$ steps. At each step, $\delta_i$ is clipped such that $\|\delta\|_{\infty} \leq \varepsilon$ and $x + \delta_i$ is a valid image.

TMDI-FGSM. We adopt the state-of-the-art method recently proposed by \cite{91}, which combines three variants of I-FGSM and optimizes over many steps:

1. Diverse Input Iterative Fast Gradient Sign Method (DI$^2$-FGSM), which applies a random affine transformation to the input at each step prior to computing the gradient \cite{87},
2. Translation-Invariant Iterative Fast Gradient Sign Method (TI-FGSM), which convolves the gradient with a Gaussian filter \cite{14},
3. Momentum Iterative Fast Gradient Sign Method (MI-FGSM), in which a momentum term is added to the gradient \cite{13}.

Together called TMDI-FGSM, this optimization method can be described by the following process:

$$
\begin{align*}
\nabla_{\delta_i} L(T_i(x + \delta_i)) & \quad \text{(DI$^2$-FGSM)} \\
N^* \cdot g_{\text{DI}}^{(i)} & \quad \text{(TI-FGSM)} \\
\mu \cdot g_{\text{TMDI}}^{(i-1)} + \frac{g_{\text{DI}}^{(i)}}{\|g_{\text{DI}}^{(i)}\|_1} & \quad \text{(MI-FGSM)}
\end{align*}
$$

where $L$ again represents the adversarial loss function, $T_i$ represents a random affine transformation, $N^*$ represents a Gaussian convolutional filter, $\mu$ is a tunable momentum parameter, and $\alpha$ is a tunable step-size parameter, and $x + \delta_n$ is the final adversarial example over $n$ steps.

For the DI$^2$ component of the optimization algorithm, we use a random resize and crop operation where each image is resized by a factor selected uniformly between $3/4$ and $4/3$, and then cropped to be $224 \times 224$ pixels randomly, with 0-valued padding where appropriate. Then, a random horizontal flip is applied. This is equivalent to the PyTorch code:

```python
transforms.Compose([
    transforms.RandomResizedCrop(size=[224, 224],
                                scale=(3/4, 4/3),
                                ratio=(1., 1.)),
    transforms.RandomHorizontalFlip()])
```
For the TI component, we apply a Gaussian filter to the gradient at each step, with the filter size of $5 \times 5$, and the standard deviation of the filter 1.

For the MI component, we use a momentum of 0.9.

For generating representation-targeted adversarial examples, we exclude the TI step, as we found that the representation-targeted adversarial examples were less transferable when it was included.

**Model Details.** We use a number of models for our experiments. For all robust networks trained on ImageNet, we use the pre-trained weights that are available on the GitHub page associated with Salman et al. [62]. For all convolutional destination models, we use pre-trained weights that are included with Keras [10]. For the ViT model trained on ImageNet, we use pre-trained weights from Melas-Kyriazi [48]. For the CLIP model, we use the code and weights associated with [57].

We train robust CIFAR-10 models with the Robustness library [17]. We train for 100 epochs using a batch size of 128. We include data augmentation. We optimize using standard stochastic gradient descent with momentum, using a learning rate of 0.01 and a momentum parameter of 0.9, as well as a weight decay of 0.0001. For adversarial training, we generate each adversarial example with 7 steps, using a step-size of $0.3 \times \varepsilon$ for the given robustness parameter of $\varepsilon$. For the ViT model trained on CIFAR-10, we use pre-trained weights associated with Dosovitskiy et al. [16] and finetune on CIFAR-10 for 10 epochs.

All convolutional destination CIFAR-10 models were finetuned for 20 epochs from the pre-trained ImageNet weights that are included with Keras [10].

**B Extended ImageNet Data**

In this section, we present extended data from the ImageNet.

**Untargeted Adversarial Examples.** We use the 1000 transferable adversarial examples generated to transfer to ImageNet classifiers and plot the transfer success rate when we treat the adversarial examples as untargeted, i.e., we consider every adversarial example which is misclassified by the destination classifier as a success (Figure 4). In addition, we include analogous results for adversarially trained models (Figure 5).

**Additional Tested Source-Network Robustness Parameters.** In the main paper, we exclude certain values of $\varepsilon$ in the figures that illustrate the transferability of adversarial examples for clarity, so that the results from slightly-robust networks could be more easily seen. We include the extended results for both targeted and untargeted adversarial examples (Figures 6 and 7). We observe a decrease in transfer performance as robustness increases past the optimal point. We speculate that this arises from the fact that as robustness increases, smaller features on which non-robust neural networks rely are gradually thrown away, thus reducing transfer performance.
Figure 4: Error rate of destination networks (ImageNet classifiers) evaluated on untargeted transferable adversarial examples using $\varepsilon$-robust ResNet50 source models with perturbation size $\|\delta\|_\infty \leq 16/256$. Higher is a more successful attack. Baseline refers to the misclassification rate of unperturbed images. (Best viewed in color.)

Figure 5: Error rate of destination ($\varepsilon = 3$)-robust ImageNet classifiers evaluated on untargeted adversarial examples using $\varepsilon$-robust ResNet50 source networks with perturbation size $\|\delta\|_\infty \leq 16/256$. Higher is a more successful attack. Baseline refers to the misclassification rate of unperturbed images. (Best viewed in color.)
Figure 6: Extended ImageNet data (note extended horizontal axis in comparison with Figure 1): Transfer success rate of destination networks (CIFAR-10 classifiers) evaluated on targeted transferable adversarial examples using $\epsilon$-robust ResNet50 source models with perturbation size $\|\delta\|_\infty \leq 16/256$. Higher is a more successful attack. Baseline refers to the transfer rate of unperturbed images. (Best viewed in color.)

Figure 7: Extended ImageNet data (note extended horizontal axis in comparison with Figure 4). Error rate of destination networks (CIFAR-10 classifiers) evaluated on untargeted transferable adversarial examples using $\epsilon$-robust ResNet50 source models with perturbation size $\|\delta\|_\infty \leq 16/256$. Higher is a more successful attack. Baseline refers to the misclassification rate of unperturbed images. (Best viewed in color.)
C CIFAR-10 Data

We extend our experiments to the CIFAR-10 dataset to confirm that our results are general. We present the effectiveness of targeted and untargeted transferable adversarial examples (Figures 8 and 9). In addition, we present t-SNE plots of the destination-network representations of representation-targeted examples (Figure 10), as well as the cosine similarity between feature representations and the target images (Table 3). For all experiments, our results are not as exaggerated as with the ImageNet data, but nonetheless, we observe an increase in transferability of both class-targeted, untargeted, and representation-targeted adversarial examples when we use slightly-robust source networks, confirming that our claims generalize to networks trained on the CIFAR-10 dataset.

Figure 8: CIFAR-10 data: Transfer success rate of destination networks (CIFAR-10 classifiers) evaluated on targeted transferable adversarial examples using $\varepsilon$-robust ResNet50 source models with perturbation size $\|\delta\|_\infty \leq 16/256$. Higher is a more successful attack. Baseline refers to the transfer rate of unperturbed images. (Best viewed in color.)
Figure 9: CIFAR-10 data: Error rate of destination networks (CIFAR-10 classifiers) evaluated on untargeted transferable adversarial examples using $\varepsilon$-robust ResNet50 source models with perturbation size $\|\delta\|_\infty \leq 16/256$. Higher is a more successful attack. Baseline refers to the misclassification rate of unperturbed images. (Best viewed in color.)
Figure 10: CIFAR-10 data: t-SNE plots of destination-network representations of representation-targeted adversarial examples generated by using whitebox ResNet50 models of specified $\epsilon$-robustness. (Best viewed in color and magnified.)
Table 3: CIFAR-10 data: Cosine similarity between feature representations of representation-targeted adversarial examples and the targeted original images by robustness parameter of source model.

| Model  | 0    | 0.01 | 0.03 | 0.05 | 0.1  | 0.25 | 0.5  | 1    |
|--------|------|------|------|------|------|------|------|------|
| Xception | 0.609 | 0.633 | 0.665 | **0.667** | 0.655 | 0.608 | 0.552 | 0.494 |
| VGG16  | 0.736 | 0.744 | **0.749** | 0.749 | 0.728 | 0.697 | 0.668 | 0.638 |
| RN50   | 0.691 | 0.709 | **0.717** | 0.715 | 0.705 | 0.652 | 0.600 | 0.546 |
| IncV3  | 0.662 | 0.686 | **0.706** | 0.700 | 0.695 | 0.637 | 0.590 | 0.532 |
| MNV2   | 0.630 | 0.647 | 0.664 | **0.670** | 0.667 | 0.644 | 0.615 | 0.563 |
| DN121  | 0.714 | 0.726 | **0.739** | 0.739 | 0.727 | 0.683 | 0.639 | 0.595 |
| NNL    | 0.653 | 0.682 | **0.714** | 0.694 | 0.686 | 0.627 | 0.581 | 0.535 |
| ENB4   | 0.483 | 0.509 | 0.545 | **0.548** | 0.536 | 0.484 | 0.424 | 0.353 |
| ViT    | 0.269 | 0.324 | **0.375** | 0.370 | 0.362 | 0.295 | 0.211 | 0.134 |
| CLIP   | 0.768 | 0.771 | **0.773** | 0.772 | 0.772 | 0.767 | 0.762 | 0.755 |

D Examples of Adversarial Examples

We include class- and representation-targeted adversarial examples that have a perturbation generated with TMDI-FGSM and an $\ell_{\infty}$ constraint of $16/255$ (Figures 11 and 12).
Figure 11: Examples of class-targeted adversarial examples, where the horizontal axis represents the robustness of the source network used to generate the adversarial examples. The adversarial perturbations are subject to an $\ell_\infty$ constraint of $16/255$, and are optimized with the TMDI-FGSM algorithm. (Best viewed in color.)
Figure 12: Examples of representation-targeted adversarial examples, where the horizontal axis represents the robustness of the source network used to generate the adversarial examples. The adversarial perturbations are subject to an $\ell_\infty$ constraint of $16/255$, and are optimized with the TMDI-FGSM algorithm. (Best viewed in color.)