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Abstract

Voice conversion has made great progress in the past few years under the studio-quality test scenario in terms of speech quality and speaker similarity. However, in real applications, test speech from source speaker or target speaker can be corrupted by various environment noises, which seriously degrade the speech quality and speaker similarity. In this paper, we propose a novel encoder-decoder based noise-robust voice conversion framework, which consists of a speaker encoder, a content encoder, a decoder, and two domain adversarial neural networks. Specifically, we integrate disentangling speaker and content representation technique with domain adversarial training technique. Domain adversarial training makes speaker representations and content representations extracted by speaker encoder and content encoder from clean speech and noisy speech in the same space, respectively. In this way, the learned speaker and content representations are noise-invariant. Therefore, the two noise-invariant representations can be taken as input by the decoder to predict the clean converted spectrum. The experimental results demonstrate that our proposed method can synthesize clean converted speech under noisy test scenarios, where the source speech and target speech can be corrupted by seen or unseen noise types during the training process. Additionally, both speech quality and speaker similarity are improved.
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1. Introduction

Voice conversion (VC) is a technique to transform the speech signal of a source speaker to sound like that of a target speaker without changing the linguistic content [1]. This technique has many applications, including voice morphing, emotion conversion, speech enhancement [2], movie dubbing as well as other entertainment applications.

Voice conversion has taken some major strides in terms of speech quality and speaker similarity. Various approaches have been proposed, such as Gaussian mixture model (GMM) [3, 4, 5], frequency warping approaches [6, 7, 8], exemplar based methods [9, 10, 11], and neural network based methods [12, 13, 14, 15, 16, 17, 18, 19, 20, 21]. Recently, disentangling speaker and linguistic content representations based on deep learning for voice conversion [22, 23, 24, 25] has received much attention. Comparing with conventional methods, source speakers and target speakers during evaluation are not required to be seen in the training process. Disentangling approaches achieve good performance in terms of speech quality and speaker similarity when evaluated under a clean scenario, where both source speech and target speech are clean.

Despite recent progress, the test speech from source and target speaker can be corrupted by various environment noises in real applications. Recent studies [9, 26] show that many popular voice conversion frameworks, including disentangling methods: AdaIN-VC [22], and AUTOVC [23], DGAN-VC [27], suffer serious speech quality and speaker similarity degradation in noisy conditions. Corpora from studio settings are greatly different from real-world testing conditions. In noisy conditions, linguistic content, speaker identity, and noise are intermingled together in speech signals. How these factors are intermingled to compose the speech signal and impact each other are far from clear [28]. Due to the complex nature of the noise corruption process, the linguistic content representations and speaker representations from clean speech and corresponding noise corrupted speech have different distributions, respectively [29, 30].

There have been a few techniques to address such problem in voice conversion. Non-negative matrix factorization (NMF) [9, 31, 32] assumes that the speech can be expressed with exemplars and corresponding weights. NMF builds a dictionary consisting of corresponding exemplars from source speech and target speech. The converted spectrum is reconstructed with target exemplars and the picked weights related to the source exemplars. However, this method only considers background noise in source speech and target speech should be clean during evaluation. Recently, Hsu et al. [33] proposed to learn disentangled latent representations. Hsu et al. explored a hierarchical latent space which encodes different attributes into latent segment variables and latent sequence variables. At run-time, by replacing the latent sequence variable from noise speech with that of a clean utterance, this framework is able to synthesize denoised converted speech.
However, this method requires that the target speech is clean. Therefore, it remains a challenge to generate clean converted speech under complex noisy conditions in real applications, where both source and target speech are corrupted by various noises.

To build a noise-robust voice conversion system that is robust to complex noisy conditions, a straightforward idea is to use speech enhancement as a pre-processing module [34] to get denoised speech for downstream tasks. But the inevitable distortion of denoised speech can lead to clear quality deterioration to the synthesized speech. This conclusion has been further confirmed in [35]. Additionally, the method strongly relies on prior knowledge of noise [36], which limits their applications. Hsu et al. [37] explored adversarial training for disentangling speaker attribute from noise attribute. This technique can independently control the speaker identity and background noise in the generated speech. Learning noise-invariant features is another successful attempt. Domain adversarial training (DAT) is a popular method to extract domain-invariant representations. Domain adversarial neural network consists of a feature extractor, a gradient reversal layer (GRL) [38], a task classifier, and a domain classifier. The feature extractor extracts a representation that is discriminative to the task classifier, while is indiscriminate to the domain classifier with the help of GRL, which is referred as domain-invariant representation. Recently, due to easy implementation and great performance, DAT has been applied in speech recognition [29, 39], speaker verification [30, 40], speech enhancement [41] and wake-up word detection [42].

Building on the success of the prior studies on disentangling content and speaker representations and domain adversarial training, in this paper, we propose a novel encoder-decoder based noise-robust voice conversion method. AdaIN-VC [22] is a successful end-to-end disentangling approach, which consists of a speaker encoder, a content encoder, a decoder, and they are jointly optimized. Compared with GAN [16, 17] based and sequence to sequence [18, 19] based methods, AdaIN-VC can perform non-parallel [13] any-to-any voice conversion. Moreover, Huang et al. [26] confirmed that AdaIN-VC is more robust than DGAN-VC and AUTOVC in noisy conditions. Therefore, we use AdaIN-VC as a case study. Based on successful framework design of AdaIN-VC, we extend the content encoder and speaker encoder with a gradient reversal layer (GRL) and a domain classifier, respectively. Note that we do not need the phone or speaker related task classifier to extract content and speaker representations. The gradient reversal layer helps to reduce the performance of the domain classifier. At a result, the gap between representations extracted from noisy domain and clean domain also reduced. Domain adversarial training makes the learned content and speaker representations from noisy speech and clean speech noise-invariant, respectively. In this way, the decoder can synthesize clean converted speech with noise-invariant content representation from source speech and speaker representation from target speech when either source or target speech is corrupted by noises at run-time.

The main contributions are as follows: first, we learn noise-invariant content representation and speaker representation for voice conversion in an unsupervised manner. Second, since the available works concentrate on only source speech is corrupted by noise at run-time, this paper represents a new effort to approach real-life conditions where the utterances from source and target speaker may be corrupted by various noises. Third, we find that our proposed method is robust for different noise types. Even for unseen noise types, our system can synthesize clean converted speech.

The rest of the paper is organized as follows. In Section 2, we briefly discuss the related work, including disentangling content and speaker representations for voice conversion, and domain adversarial training. In Section 3, we introduce our proposed noise-robust voice conversion method. In Section 4, we introduce the experiment setups. In Section 5, we report and analyze the experimental results. We conclude this paper in Section 6.

2. Related Work

In this section, we will give an overview of disentangling content and speaker representations for voice conversion, and domain adversarial training, to set the stage for our study.

2.1. Disentangling content and speaker representations for voice conversion

The speech signal can be factorized into a speaker representation and a content representation, meanwhile speech signals can also be recovered by the two explanatory factors of variation [22]. Voice conversion asks to maintain content information while changing the speaker information in one utterance. Figure 1 shows the run-time process of voice conversion framework based on disentangling content and speaker representations. The speaker encoder $f_s(\cdot)$ takes spectrum from target speech as input and the output is speaker representation $z_s$ in utterance level. The content encoder $f_c(\cdot)$ takes spectrum from source speech as input and the output is linguistic content representation $z_c$ in frame level. The decoder utilizes the concatenated latent representation $(z_s, z_c)$ to reconstruct converted spectrum. In this way, we can control the speaker identity in the generated speech independently. The conversion process is formulated as follows, where $\hat{x}$ is the converted spectrum.

$$\hat{x} = f_b(z_s, z_c)$$ (1)

AdaIN-VC [22] adopts the same framework structure as Figure 1 for voice conversion. The speaker and content representations can be extracted successfully by designing the neural network of speaker encoder and content encoder.

Speaker identity is time-independent and merely changes in one utterance, hence it is static [22]. To disentangle speaker representation from spectrum, the speaker encoder first uses 1D convolution layers to get frame-level speaker features. Then it adopts average pooling layers to aggregate frame-level speaker information to form utterance level speaker representation [43, 44].
Linguistic content changes dramatically among frames in one utterance, hence it is dynamic [22]. It is important for the content encoder not to memorize the input spectrum but to encode it in a semantic way [45]. The content encoder compresses the spectrum to form bottleneck representation, which means that a part of the information, e.g., speaker information, is lost during the compressing process and the remaining information should provide the decoder with sufficient information that is necessary for perfect reconstruction [23]. To further remove speaker related information, the content encoder also utilizes instance normalization technique [46]. Finally, a multivariate content representation is sampled from bottleneck representation, which corresponds to semantically meaningful factors of variation of the observations (e.g., linguistic content) [13, 47].

To sum up, disentangling content and speaker representations for voice conversion requires that the speaker encoder and content encoder are designed to discard unnecessary information while preserving relevant information for the task of interest. The decoder attempts to reconstruct the spectrum from the compressed representations extracted by the content encoder and speaker encoder.

2.2. Domain adversarial training

Domain adversarial training (DAT) is designed to learn domain-invariant representation by reducing the bias presented in data from different domains [38]. The framework of domain adversarial neural network is shown in Figure 2, which consists of a feature extractor, a gradient reversal layer (GRL), a task classifier, and a domain classifier. The key component is the gradient reversal layer. Learning domain-invariant representation is achieved by inserting a gradient reversal layer between the feature extractor and the two classifiers: task classifier and domain classifier. The gradient reversal layer (GRL) can be formulated as Eq 2:

$$\text{GRL}(x) = \begin{cases} x, & \text{forward} \\ -\lambda \times \text{gradient}, & \text{backward} \end{cases}$$

(2)

where $x$ is input, $\lambda$ is a scaling factor of the gradient. In the forward-pass, the GRL acts as an identity layer that leaves the input unchanged. In backward-pass, the gradient is multiplied by a negative scalar $\lambda$ and propagated back to the shared feature extractor layers. The whole network is optimized to minimize the error of task classifier while maximizing the error of the domain classifier with the help of GRL [29, 30, 38]. The low performance of domain classifier indicates that the gap between learned representations from different domains is reduced. As a result, the extracted representations from different domains are projected into the same feature subspace, and they have very similar distributions [30], which are indistinguishable to the domain classifier but are discriminative to the task classifier. The downstream tasks will not take domain information into consideration, and thus will be robust to domain variation.

3. Noise-robust voice conversion with DAT

In this section, we will introduce our proposed noise-robust voice conversion method, which integrates disentangling content and speaker representations technique, and domain adversarial training technique.

3.1. Disentangling noise-invariant content and speaker representations with DAT

Domain adversarial training has been successfully applied to speech recognition [39, 39] and speaker verification [30]. For speech recognition task, the feature extractor extracts domain-invariant content representation by minimizing the loss of the phoneme classifier while maximizing the loss of the domain classifier. For speaker verification task, the feature extractor extracts domain-invariant speaker representation by minimizing the loss of speaker classifier while maximizing the loss of the domain classifier. But for our work, we extract noise-invariant speaker and content representations in an unsupervised manner. We do not add explicitly phoneme classifier and speaker classifier.

Previous work [37] adopts noise augmentation and domain adversarial training in text to speech (TTS). Our work substantially differs from the above work in following aspects: (1) VC is a related but different task from TTS. For TTS, the input is text and the output is spectrum. For VC, both input and output are spectrum. (2) The work [37] adopts noise augmentation and domain adversarial training mainly for extracting noise-invariant speaker embedding, while our work focuses on extracting noise-invariant speaker embedding...
and content embedding. (3) To extract noise-invariant representations, we only use domain classifier, while previous work uses both task and domain classifiers. Furthermore, domain adversarial training is separately used for each element of content representation in our work. (4) In the previous work, noise and speaker are correlated, and speech of one speaker is augmented with random SNRs to make SNRs less discriminative about speakers, while in our work, we consider more practical situations – the speech of one speaker is corrupted with various noise types at a random SNR to make learned representation robust against different noise types and SNRs. Next, we will introduce our proposed method.

We denote the training speech dataset as \( \{x_i,d_i\}_{i=1}^{N} \). \( x_i \) is the \( i \)-th data sample, \( d_i \) is the corresponding domain label. \( d_i = 0 \) indicates that \( x_i \) comes from the clean domain, \( d_i = 1 \) represents that \( x_i \) is from noisy domain. Note that we do not use explicit noise types, e.g. street, cafe, as noisy domain labels. We use \( d_i \) as domain-label to make the extracted representations noise-robust to different noise types and SNRs. The data from clean domain and noisy domain are paired. Our goal is to utilize these clean and noisy data to learn noise-invariant linguistic content representation and speaker representation for noise-robust voice conversion.

The framework of our proposed noise-robust voice conversion method is shown in Figure 3. It consists of the following components: a speaker encoder \( f_s(\cdot) \), a content encoder \( f_c(\cdot) \), two gradient reversal layers and two domain classifiers \( f_{\text{ml}}(\cdot), f_{d\text{ml}}(\cdot) \) for speaker encoder and content encoder, and a decoder \( f_{\text{d}}(\cdot) \). Here, \( \phi, \varphi, f_{\phi}, f_\varphi \) and \( \theta \) are the parameters of the corresponding network. The whole network shown in Figure 3 can be formulated as follows:

\[
\begin{align*}
  z_c &= f_\varphi(x) \quad (3) \\
  z_s &= f_\phi(x) \quad (4)
\end{align*}
\]

\[
d_{oc} &= f_{\text{dml}}(z_c) \\
d_{os} &= f_{\text{dml}}(z_s) \\
\hat{x} &= f_\text{d}(z_s, z_c) \quad (7)
\]

where the input \( x \) for speaker encoder and content encoder may be a noisy or clean utterance randomly selected from \( \{x_i,d_i\}_{i=1}^{N} \). \( z_s \) and \( z_c \) are the extracted noise-invariant speaker and content representation, respectively. \( d_{oc} \) and \( d_{os} \) are outputs of the two domain classifiers. The output \( \hat{x} \) of decoder is the clean converted spectrum. Our proposed model reconstructs clean speech from noisy speech, which makes the model like a denoising autoencoder [48, 49].

The proposed framework for noise-robust voice conversion consists of two steps: conversion model training and runtime conversion. The forward pass of training process is shown in Figure 3. On the one hand, the speaker encoder and content encoder extract speaker representation and content representation from clean or noisy speech. The learned representations from clean and noisy speech have different distributions. To make the representations \( z_s \) and \( z_c \) noise-invariant, two gradient reversal layers take \( z_s \) and \( z_c \) as input, respectively. Then the outputs of two gradient reversal layers are fed into two domain classifiers, respectively. As there are two domains, the domain classifiers are binary classifiers. On the other hand, the decoder takes the speaker and content representations to reconstruct the clean spectrum. The backward pass of training process is shown in Figure 3. \( L_{\text{Recon}}, L_{KL}, L_{\text{DAT}z_c}, \) and \( L_{\text{DAT}z_s} \) are four loss functions. The details of the loss functions will be introduced in Section 3.2. The parameters \( \varphi \) of speaker encoder are updated by \( L_{\text{Recon}} \) and \( L_{\text{DAT}z_s} \). The parameters \( \phi \) of content encoder are updated by \( L_{\text{Recon}}, L_{KL} \) and \( L_{\text{DAT}z_c} \). The gradients in two gradient reversal layers are multiplied by a negative scalar \( \lambda \) and propagated back to the content encoder and speaker encoder, respectively.

---

**Figure 3:** The diagram of our proposed noise-robust voice conversion method. This framework consists of a speaker encoder \( f_s(\cdot) \), a content encoder \( f_c(\cdot) \), two gradient reversal layers and two domain classifiers \( f_{\text{ml}}(\cdot), f_{d\text{ml}}(\cdot) \) for speaker encoder and content encoder, and a decoder \( f_{\text{d}}(\cdot) \).
In this way, the learned content and speaker representations make the error of two domain classifiers increase. The gap of distributions between representations from noisy speech and clean speech is reduced, which helps to project the speaker and content representations into a noise-invariant subspace, respectively. In this subspace, the learned speaker and content representations satisfy the following condition:

\[ f(x_{i,d=0}) = f(x_{i,d=1}) \]  

In this way, the domain information is not included in the learned representations. Therefore, the decoder can take noise-invariant speaker and content representations as input to reconstruct the clean speech.

During run-time process, only the speaker encoder, content encoder and decoder work. The inputs of content encoder and speaker encoder are from source speaker and target speaker, respectively. Then the learned noise-invariant speaker representation from target speaker and content representation from source speaker are fed into decoder to get clean converted output. As the speech from source speaker and target speaker may be clean or noisy, our proposed noise-robust voice conversion method can achieve voice conversion under four scenarios: (1) both source speech and target speech are clean (SC-TC); (2) source speech is clean while target speech is noisy (SC-TN); (3) source speech is noisy while target speech is clean (SN-TC); (4) both source and target speech are noisy (SN-TN).

### 3.2. Loss functions

Our proposed noise-robust voice conversion framework is jointly optimized. The overall loss function is a linear combination of reconstruction loss, Kullback-Leibler (KL) loss, and two domain classification losses. During the training process, we seek to minimize the reconstruction loss and KL loss while maximizing the two domain classification losses. The formula is expressed as follows:

\[
L(\phi, \varphi, \phi_d, \varphi_d, \theta) = \alpha L_{\text{Recon}}(\phi, \varphi, \theta) + \beta L_{\text{KL}}(\phi) + \tau L_{\text{DAT}_{z_c}}(\phi, \phi_d) + \gamma L_{\text{DAT}_{z_s}}(\varphi, \varphi_d)
\]  

where \( \alpha, \beta, \gamma, \tau \) are the hyper-parameters to balance different losses. The first term \( L_{\text{Recon}} \) is the reconstruction loss, which is a mean absolute error between reconstructed spectrum and clean spectrum. The second term \( L_{\text{KL}} \) is the Kullback-Leibler (KL) divergence loss between the content representation’s posterior \( q(z_c|x) \) and prior \( p(z_c) \). The prior is assumed to be a centered isotropic multivariate Gaussian \( p(z_c) = N(z_c; 0, I) \), where \( I \) is the identity matrix. Minimizing the KL loss encourages content encoder to learn linguistic content representation [13]. Minimizing the reconstruction loss encourages the decoder to learn to reconstruct the input with content and speaker representations.

The third term \( L_{\text{DAT}_{z_c}} \) and the fourth term \( L_{\text{DAT}_{z_s}} \) are the two domain classifier losses. As we want to make content and speaker representations noise-invariant, the learned representations \( z_c \) and \( z_s \) should make the well-trained two domain classifiers \( f_{\text{sd}}(\cdot) \) and \( f_{\text{ds}}(\cdot) \) fail to distinguish which domain the representation comes from. To achieve this, the two domain classification loss \( L_{\text{DAT}_{z_c}}(\phi, \phi_d) \) and \( L_{\text{DAT}_{z_s}}(\varphi, \varphi_d) \) are maximized.

Overall, by using the four loss functions, the learned content and speaker representations can keep enough relative information for perfect reconstruction. Meanwhile, they are robust to domain variations.

### 4. Experimental setups

To validate our proposed method, we develop three proposed systems with different configurations: domain adversarial training is used only for speaker encoder, content encoder, and both speaker encoder and content encoder, respectively. Then we select our best system and compare it with other baseline systems under four test scenarios: both source speech and target speech are clean (SC-TC); (2) source speech is clean and target speech is noisy (SC-TN); (3) source speech is noisy while target speech is clean (SN-TC); (4) both source and target speech are noisy (SN-TN).

#### 4.1. Database and feature extraction

CSTR-VCTK database [50] is a clean multi-speaker corpus, which contains 44 hours of speech samples from 109 speakers. A noise corpus from CHiME4 challenge [51] contains about 8.5 hours of background noises recorded in four different locations (bus, cafe, pedestrian area, and street), was used to simulate noisy speech. Three-fourths of noise corpus were used for training and the rest for testing. Each utterance from VCTK corpus was corrupted with four noise types at a random signal-to-noise ratio (SNR) ranging from 5dB to 20dB. The clean and augmented speech together were used as the training dataset to train the voice conversion model.

Voice conversion experiments were carried out on CMU-ARCTIC [52] database. We selected two female and two male speakers, and the following conversion pairs were conducted: female to male, female to female, male to male, male to female. Usually, a small number of utterances [11] for each speaker are used for test. In this paper, 30 utterances from each conversion pair were used for evaluation. 120 converted utterances were synthesized for the four speaker pairs in total. All audio files were downsampled to 16 kHz. To test performance of our proposed method, we conducted experiments under seen and unseen noise conditions. For the seen noise conditions, we used the remaining noise clips from CHiME-4 to simulate noisy test speech at 5 dB, 10 dB, 15dB, and 20 dB SNR. For the unseen noise condition, we selected babble and hfnchannel noises from NOISEX-92 [53] corpus and added them to the test speech at 5 dB, 10 dB, 15dB, and 20 dB SNR, respectively. A noisy speech corpus CSTR-NOISE [54] was used to test different systems under real noisy conditions. The noise conditions include cafe, restaurant, car, kitchen and meeting room. We selected two female and two male speakers, 30 utterances of each speaker were utilized for evaluation.
Mel spectrogram is a compact representation of the audio signal. Librosa [55] was employed to extract 256 dimensional mel spectrogram from clean and noisy speech with 50ms frame length and 12.5ms frame shift. Neural vocoder Parallel WaveGAN [56] was used to synthesize the converted speech.

4.2. System architectures

The details of baselines and the proposed noise-robust voice conversion systems are introduced as follows. All the following methods are conducted for any-to-any voice conversion. As NMF is a traditional one-to-one voice conversion method, we did not use it as a baseline.

1. Baseline systems
   • VAE-C-C: AdaIN-VC [22] system takes 256 dimensional mel spectrogram from clean speech as input and the output is 256 dimensional clean mel spectrogram.
   • VAE-CN-C: VAE-CN-C has the same setting as VAE-C-C except that this takes 256 dimensional mel spectrogram from clean or noisy speech as input and the output is 256 dimensional clean mel spectrogram.
   • VAE-CD-C: VAE-CD-C has the same setting as VAE-CN-C except that this system takes mel spectrogram from clean or denoised speech as input. For this denoising baseline system, we use the state-of-the-art speech enhancement model named DCCRN [57] to get denoised speech.
   • FHVAE-CN-CN: FHVAE-CN-CN [33] takes 256 dimensional mel spectrogram from clean or noisy speech as input and the output is 256 dimensional clean or noisy mel spectrogram. Note that this system only works in one kind of noisy scenario where the source speech is noisy and target speech is clean.

2. Proposed systems
   • VAEADCN-C: This is one of our proposed noise-robust voice conversion systems. Domain adversarial training is only used for the content encoder to extract noise-invariant content representation. This system takes 256 dimensional mel spectrogram from clean or noisy speech as input and the output is 256 dimensional clean mel spectrogram.
   • VAEADSCN-C: VAEADSCN-C has the same setting as VAEADCN-C except that domain adversarial training is only used for the speaker encoder to extract noise-invariant speaker representation.
   • VAEDCN-C: VAEDCN-C has the same setting as VAEDCN-C except that domain adversarial training is used for both content encoder and speaker encoder to extract noise-invariant content and speaker representations.

AdaIN-VC system adopts an encoder-decoder based framework. We make some adjustments to the speaker encoder and decoder to improve performance. The speaker encoder consists of a ConvBank block [22], a residual network (ResNet) and a dense block [22]. The content encoder follows original configurations. The speaker encoder and content encoder take 256 dimensional mel spectrogram as input and the output is 128 dimensional speaker and content representations, respectively. To further improve the speech quality, auto-regressive technique is used in the decoder. The domain adversarial neural network consists of a gradient reversal layer, a dense layer and a softmax layer. The whole network is optimized with Adam optimizer [58]. The scalar \( \lambda \) is set to 0.1. The hyper-parameters \( \alpha, \beta, \gamma, \tau \) are set to 10, 0.5, 0.1, 0.1, respectively.

Speech enhancement model DCCRN [57] ranked first for the real-time-track and second for the non-real-time track in terms of Mean Opinion Score (MOS). We used an internal DCCRN model. The noisy speech was simulated with dynamic mixing during model training. The total data seen by DCCRN was over 2000 hours. For the noise-robust voice conversion model FHVAE, we used the original neural network configurations [33].

4.3. Evaluation metrics

Both objective and subjective evaluations were conducted to evaluate the systems.

4.3.1. Objective evaluation

Mel-cepstral distortion (MCD) [5] was employed to measure the spectral distortion. Euclidean distance of the 40 dimensional mel cepstral coefficients (MCC) between the converted speech and the target speech is calculated with MCD formula. Given a speech frame, the MCD is defined as follows:

\[
\text{MCD}[\text{dB}] = 10 \ln 10 \left[ 2 \sum_{n=1}^{N} \left( X_{n}^{\text{conv}} - X_{n}^{\text{target}} \right)^2 \right],
\]

where \( X_{n}^{\text{conv}} \) and \( X_{n}^{\text{target}} \) are the \( n \)th coefficient of the converted and target mel cepstra, \( N \) is the dimension of MCC. The lower MCD indicates the smaller distortion.

Note that MCD is an indirect measurement, which is not directly related to speech quality [59]. As the durations of converted speech and target speech are different, we can not adopt perceptual evaluation of speech quality (PESQ) [60] to measure the speech quality. The results of subjective evaluation reflect the actual perceptual quality of generated speech.

Word error rate (WER) evaluated by automatic speech recognition (ASR) indicates intelligibility. The ASR model was Conformer [61] based and trained on the 960h of LibriSpeech corpus.

4.3.2. Subjective evaluation

For subjective evaluation, we evaluated speech quality and speaker similarity using AB and ABX preference tests, respectively. For the AB test, A and B represent the randomly selected samples, where A and B have the same linguistic content. Listeners are asked to select a sample with better quality from A and B. For the ABX test, X refers to the reference sample of the target, A and B represent the converted samples randomly selected from the proposed and baseline method. Then listeners are asked to choose the sample closer
to the reference sample or no preference in terms of speaker similarity.

We also assessed the speech naturalness with mean opinion score (MOS) test, where each listener is required to give opinion score on a five-point scale (5: excellent, 4: good, 3: fair, 2: poor, 1: bad). All the converted samples were used for listening tests. For each listener, we randomly selected 30 samples for listening test. Different listeners may listen to different samples. 20 listeners participated in all listening tests.

5. Experimental results and analysis

In this section, we report the experimental results to verify the effectiveness of proposed method under different test scenarios.

5.1. Disentangling noise-invariant speaker and content representations

First, we compared the MCD scores of proposed systems under noisy scenarios to select best proposed system. Figure 4 (a) compares the average MCD between VAEDS-CN-C and VAED-CN-C under SN-TC scenario to verify that domain adversarial training for content encoder is necessary. VAED-CN-C outperforms VAEDS-CN-C significantly under different SNR levels when source speech is corrupted by noises. Figure 4 (b) compares the average MCD between VAEDC-CN-C and VAED-CN-C under SC-TN scenario to verify that domain adversarial training for speaker encoder is necessary. VAED-CN-C outperforms VAEDC-CN-C significantly under different SNR levels when target speech is corrupted by noises. VAED-CN-C achieves the best performance among the proposed systems. This confirms that domain adversarial training for both content encoder and speaker encoder are necessary.

![Figure 4: Comparison of average MCD of proposed systems with and without domain adversarial training for the content encoder and speaker encoder under noisy scenarios.](image)

Then we show an example of speaker representations and content representations from the male to female conversion pair under 5dB SNR of cafe noise. The representations are projected to 2D using t-distributed stochastic neighbor embedding (t-SNE) [62]. Figure 5 (a) shows the speaker representations extracted by VAEDC-CN-C from clean and noisy target speech. The speaker encoder of VAEDC-CN-C takes clean or noisy speech as input, and the output of decoder is always the clean speech. Hence the speaker encoder learns to project the speaker representations extracted from clean speech and noisy speech into the same subspace. As a result, the speaker representations from two domains are partially overlapped. Due to the limited capability of projecting the speaker representations from different domains into the same space, the speaker representations of clean speech and noisy speech from the same speaker have different distributions when speaker encoder is trained without domain adversarial training.

Figure 5 (b) shows that the speaker representations extracted by VAED-CN-C have similar distributions with the help of DAT for speaker encoder. Figure 5 (c) shows that the content representations extracted by VAEDS-CN-C from clean and noisy source speech belong to different distributions. With the help of domain adversarial training for the content encoder of VAED-CN-C, the content representations are overlapped shown in Figure 5 (d). It was observed that the proposed system VAED-CN-C successfully learns to extract noise-invariant speaker and content representations with domain adversarial training. Note that we also observed some misalignments on the contours of distributions of extracted content and speaker representations from VAED-CN-C, respectively. This indicates that there is still room for improvement.

With the empirical observations above, we use VAED-CN-C in the rest of the experiments and compare it with baseline systems.

5.2. Objective evaluation

The objective evaluation results of different noise-robust voice conversion methods under three noisy test scenarios are shown in Table 1. Due to limited space, we report MCD and WER results at different SNR levels of two seen noise types: street and cafe, two unseen noise types: babble and hfchannel, respectively.

Under the SC-TN noisy scenario, noise is only from target speech, which affects the learned speaker representations. We first evaluated system performance under seen noise types. As the SNR increases from 5dB to 20dB, the MCD and WER scores of all systems decrease for street and cafe noises. Under the same noise type and SNR level, as the speaker representations extracted from clean and noisy speech have different distributions while the output of decoder is clean speech, this mismatch degrades the performance of decoder, VAE-CN-C gets the highest MCD and WER scores, which indicate that VAE-CN-C performs worst among all the systems. By using speech enhancement model DCCRN as a pre-processing module to get de-noised speech, VAE-C-D performs consistently better than VAE-CN-C. By learning noise-invariant speaker representations which reduce the gap in distributions of different domains, our proposed system VAED-CN-C consistently outperforms the baseline systems at different SNR levels of street noise and cafe noise. According
to WER, VAE-CN-C consistently performs better than VAE-CN-C and VAE-CD-C. Then we evaluated system performance under unseen noise types. It was observed that as the SNR level increases, the MCD and WER scores decrease for all systems. Additionally, VAED-CN-C consistently outperforms the baseline systems at all evaluated SNR levels in terms of MCD and WER. Finally, we compared the system performance between seen and unseen noise types. It was observed that VAE-CN-C and VAE-CD-C perform worse at all evaluated SNR levels of unseen noise types than that of seen noise types in terms of WER. Our proposed VAED-CN-C performs more stable between seen and unseen noise types.

Under the SN-TC noisy scenario, noise is only from source speech, which affects the learned content representations. We first evaluated system performance under seen noise types. The SNR level is set from 5dB to 20dB, the MCD and WER scores of all systems decrease under different SNR conditions. Compared at the same SNR level, VAE-CN-C performs worst under different SNR levels among all the systems, because the content representations extracted from clean and noisy domains have different distributions, which degrade the performance of decoder. VAE-CD-C outperforms VAE-CN-C at all evaluated SNR levels due to taking denoised speech as input. Since the content representation of FHVAE is noise-invariant [33], FHVAE-CN-CN performs better than VAE-CN-C. As speech enhancement model DCCRN introduces some processing artifacts, while domain adversarial training projects the representations from clean and noisy domains into the same subspace which mitigates the deterioration, our proposed system VAED-CN-C is able to perform better than VAE-CN-C in terms of MCD. According to WER, VAE-CN-C performs best. VAED-CN-C is slightly worse than VAE-CD-C under different SNR levels, since there still exists mis-alignments on the contours of distributions of extracted content representations shown in Figure 5. Then we evaluated system performance under unseen noise types. It was observed that VAED-CN-C consistently outperforms VAE-CN-C, VAE-CD-C and FHVAE-CN-CN at different SNR levels in terms of MCD. According to WER, VAE-CD-C performs best. VAED-CN-C outperforms VAE-CN-C and FHVAE-CN-CN significantly. Finally, we compared the system performance between seen and unseen noise types. VAE-CN-C, VAE-CD-C and VAED-CN-C perform similarly between seen and unseen noise types in terms of MCD, while FHVAE-CN-CN performs worse under hfchannel noisy condition. All the systems perform worse under unseen noise types than that of seen noise types according to WER.

Under the SN-TN noisy scenario, noise is from both source and target speech, which affects the learned content representations and speaker representations at the same time. First, we compared our proposed system with baseline systems. At all evaluated SNR levels of seen and unseen noise types, it was observed that VAED-CN-C consistently outperforms VAE-CN-C and VAE-CD-C in terms of MCD. According to WER, VAED-CN-C performs better than VAE-CN-C, while performing slightly worse than VAE-CD-C. Then we compared the system performance between seen and unseen noise types. The performances between seen and unseen noise types of all systems are similar in terms of MCD. Additionally, all the systems perform worse under unseen noise types than that of seen noise types according to WER.

We also compared all the systems under clean scenario where both source speech and target speech are clean. The MCD and WER scores are shown in Table 2. As the decoder of VAE-CN-C only takes representation from clean speech as input, while the decoder of VAE-CN-C takes representations from clean or noisy speech as input which have different distributions, the performance of VAE-CN-C seriously degrades compared with VAE-CN-C. By obtaining de-noised speech, VAE-CD-C performs better than VAE-CN-C. As FHVAE-CN-CN is able
Table 1: A comparison of average MCD and WER between the proposed noise-robust voice conversion system and baseline systems under different noisy test scenarios. At run-time, SC-TN indicates that source speech is clean and target speech is noisy. SN-TC represents that source speech is noisy and target speech is clean. SN-TN indicates that both source and target speech are noisy.

| Scenario | System     | Street  | Cafe    | Babble  | Hfchannel |
|----------|------------|---------|---------|---------|-----------|
|          |            | MCD(dB) | WER(%)  | MCD(dB) | WER(%)    | MCD(dB) | WER(%) |
| SC-TN    | VAE-CN-C   | 11.69   | 11.44   | 12.12   | 11.13     | 11.56   | 11.44 |
|          | VAE-CD-C   | 10.65   | 10.53   | 11.56   | 10.91     | 10.67   | 10.52 |
|          | VAED-CN-C  | 9.71    | 9.53    | 11.13   | 10.41     | 9.66    | 9.53  |
| SN-TC    | VAE-CN-C   | 11.95   | 11.59   | 38.52   | 13.63     | 11.98   | 11.57 |
|          | VAE-CD-C   | 10.75   | 10.62   | 18.83   | 12.11     | 10.87   | 10.65 |
|          | FHVAE-CN-CN| 11.40   | 10.37   | 22.43   | 12.50     | 11.95   | 10.83 |
|          | VAED-CN-C  | 9.75    | 9.42    | 19.95   | 12.43     | 9.91    | 9.45  |
| SN-TN    | VAE-CN-C   | 12.06   | 11.49   | 40.45   | 14.52     | 11.88   | 11.47 |
|          | VAE-CD-C   | 10.82   | 10.61   | 18.91   | 12.71     | 10.94   | 10.67 |
|          | FHVAE-CN-CN| 10.34   | 10.34   | 8.62    | 9.45      | 9.51    | 9.51  |

Table 2: A comparison of MCD and WER between proposed system and baseline systems under clean scenario. At run-time, SC-TC indicates that both source speech and target speech are clean.

| Scenario | System     | Street  | Cafe    |
|----------|------------|---------|---------|
|          | VAE-CN-C   | 9.39    | 9.32    |
|          | VAE-CN-C   | 11.32   | 10.74   |
|          | VAE-CD-C   | 10.45   | 9.81    |
|          | FHVAE-CN-CN| 10.34   | 8.62    |
|          | VAED-CN-C  | 9.47    | 9.25    |

Finally, Figure 6 shows the spectrogram of the converted speech from male speaker to female speaker by the systems VAE-CN-C, VAE-CD-C, VAED-CN-C under SN-TN scenario with 5dB SNR of cafe noise, respectively. Figure 6 (a) shows that the converted speech by VAE-CN-C is corrupted by noise, and high-frequency part is lost. Figure 6 (b) suggests that the converted speech from VAE-CD-C is clean. However, DCCRN introduces extra distortion. Figure 6 (c) shows that our proposed method effectively reduces the noise from the noisy input speech while the speech distortion is minimized.

In summary, learning noise-invariant representations is effective to predict clean converted spectrum under different noise types and SNR levels.
5.3. Subjective evaluation

Figure 7 reports the AB listening tests for speech quality under six types of noise with 5dB SNR. First, we would like to confirm that domain adversarial training helps to improve speech quality under noisy scenarios with low SNR level. Figure 7 (a) suggests that our proposed VAED-CN-C significantly outperforms VAEC-CN-C under 5dB SNR. Then we compared VAEC-CN-C with noise-robust voice conversion baseline systems. Figure 7 (b) shows that the preference scores of VAEC-CN-C and VAEC-CD-C fall into each other’s confidence intervals, which means they are not significantly different. Figure 7 (c) shows that VAEC-CN-C clearly outperforms FHVAEC-CN-CN.

Figure 8 reports the AB listening tests for speech quality under six types of noise with 20dB SNR. First, we would like to confirm that domain adversarial training helps to improve speech quality under noisy scenarios with high SNR level. Figure 8 (a) suggests that our proposed VAED-CN-C significantly outperforms VAEC-CN-C under 20dB SNR. Then we compared VAEC-CN-C with other noise-robust voice conversion systems. Figure 8 (b) and (c) show that VAEC-CN-C outperforms VAEC-CD-C and FHVAEC-CN-CN in terms of speech quality.

Figure 9 reports the AB listening tests for speech quality under clean scenario. Figure 9 (a) and (b) suggest that VAED-CN-C outperforms VAEC-CN-C and VAEC-CD-C. Figure 9 (c) shows that FHVAEC-CN-CN performs slightly worse than VAED-CN-C.

The speaker similarity ABX tests under six types of noise with 5dB SNR are presented in Figure 10. First, we would like to confirm that domain adversarial training helps to improve speaker similarity under noisy scenario with low SNR level. Figure 10 (a) suggests our proposed VAED-CN-C significantly outperforms VAEC-CN-C. Then we compared VAEC-CN-C with other noise-robust voice conversion systems. Figure 10 (b) and (c) show that VAED-CN-C outperforms VAEC-CD-C and FHVAEC-CN-CN, respectively.

The speaker similarity ABX tests under clean scenario are presented in Figure 11. Figure 11 (a) suggests our proposed VAED-CN-C clearly outperforms VAEC-CN-C under 20dB SNR level. Comparing with other noise-robust voice conversion systems, Figure 11 (b) and (c) show that VAED-CN-C outperforms VAEC-CD-C and FHVAEC-CN-CN, respectively.

We evaluated the naturalness of speech under noisy scenario with 5dB SNR, 20dB SNR, and clean scenario through MOS tests, respectively. Figure 13 shows the MOS results under noisy scenario with 5dB SNR. It suggests that VAEC-CD-C,
Figure 12: Similarity preference tests under clean scenario with 95% confidence intervals for (a) VAE-CN-C vs VAED-CN-C, (b) VAE-CD-C vs VAED-CN-C, (c) FHVAE-CN-CN vs VAED-CN-C.

Figure 13: Mean opinion score listening tests among different systems under six types of noise with 5dB SNR. Error bar represents 95% confidence interval.

Figure 14: Mean opinion score listening tests among different systems under six types of noise with 20dB SNR. Error bar represents 95% confidence interval.

Figure 15: Mean opinion score listening tests among different systems under clean scenario. Error bar represents 95% confidence interval.

Figure 16: Speech quality preference tests under real noisy scenario with 95% confidence intervals for (a) VAE-CN-C vs VAED-CN-C, (b) VAE-CD-C vs VAED-CN-C, (c) FHVAE-CN-CN vs VAED-CN-C.

6. Conclusion and future work

In this paper, we propose a novel noise-robust voice conversion framework. This framework can synthesize clean converted speech under complex noisy conditions, where both source speech and target speech at run-time can be corrupted by seen and unseen noise types. Specifically, based on the framework of encoder-decoder, we integrate disentangling speaker and content representations technique with domain adversarial training technique. Domain adversarial training makes speaker representations and content representations extracted by the speaker encoder and content encoder from clean speech and noisy speech in the same space, which are noise-invariant. Therefore, the noise-invariant representations can be taken as input for the decoder to predict clean converted spectrum. The experimental results demonstrate that our proposed method can synthesize clean converted speech under complex noisy conditions. The speech quality and speaker similarity are improved compared with baseline systems. In the future, we will continue to focus on the neural network architecture to make it work better under noisy conditions with low SNR level.
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