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I. INTRODUCTION

Nested sampling (NS; [1]) is a popular Monte Carlo algorithm for Bayesian computation that is widely used throughout physical sciences [2]. NS computes quantities for parameter inference and model comparison simultaneously. For the latter, NS results in an estimate of the evidence integral

\[ Z = \int L(\Theta)\pi(\Theta) \, d\Theta \]  

(1)

where \( \Theta \) are a model’s parameters, \( L(\Theta) \) is the likelihood function, and \( \pi(\Theta) \) is the choice of prior.

Two models, here labelled 0 and 1, may be compared through a so-called Bayes factor [3]

\[ B_{10} = \frac{Z_1}{Z_0} \]  

(2)

which indicates their relative change in plausibility in light of data.

NS writes evidence integrals using the volume variable \( X \)

\[ Z = \int_0^1 L(X) \, dX \]  

(3)

where \( L(X) \) is the inverse of \( X(L^*) = \int \pi(\Theta) \, d\Theta \) at known values of \( L \). The NS algorithm evolves a collection of \( M \) live points. At each iteration, the live point with the worst likelihood, \( L^* \), is replaced by one sampled from the prior subject to the constraint that \( L > L^* \).

The volume at iteration \( k \) may be estimated from a product of \( k \) independent compression factors,

\[ X_k = \prod_{i=1}^{k} t_i \]  

(5)

where the compression factors \( t \) are independent and identically distributed, and follow a \( \beta(1, M) \) distribution. We may thus estimate \( X_k \) through,

\[ \ln X_k \approx \sum_{i=1}^{k} \langle \ln t_i \rangle = -\frac{k}{M} \]  

(6)

The NS estimates of \( Z \) are subject to statistical and systematic errors. The statistical errors originate from the fact that the true \( X \) are unknown and estimated statistically and scale as \( 1/\sqrt{M} \) [4, 5]. Skilling [1] originally presented an error estimate for \( \ln Z \) based on entropy and
information theory, though recommended that should be checked using Monte Carlo simulations. Keeton [6], on the other hand, propagated uncertainties on estimates of $X$ to obtain the variance of estimates of $Z$.

Keeton [6] found that the two approaches yield remarkably similar numerical answers in many circumstances. This is slightly mysterious, though, as the analytic expressions are quite different and Keeton could only speculate about the cause of the agreement. In sections II and III we simplify the expressions from Skilling and Keeton, respectively, to demonstrate their approximate equivalence analytically. We assume $M \gg 1$ live points and discard terms $\mathcal{O}(1/M^2)$ and smaller in Keeton’s expression for the variance. In section IV we explore the coverage properties of the NS uncertainty estimate. We finish in section V by applying our results to some numerical problems.

II. INFORMATION THEORETIC

Skilling [1] argues that we can estimate the error in $\ln Z$ by

$$\Delta \ln Z = \sqrt{\frac{D_{\text{KL}}}{M}}$$

and thus when $\Delta \ln Z \ll 1$,

$$M \frac{\sigma_Z^2}{Z^2} = D_{\text{KL}}$$

where $D_{\text{KL}}$ is the Kullback-Leibler (KL) divergence [7] between the posterior and prior. This is motivated by considering the number of iterations, $N$, required to reach the posterior bulk, which Skilling assumes lies at about $\ln X = -D_{\text{KL}},$

$$N = MD_{\text{KL}}$$

Skilling argues that the uncertainty in $\ln X$ at the moment we reach the posterior bulk dominates the uncertainty in $\ln Z$. From this, we may derive eq. (7) and anticipate that $\ln Z$, rather than $Z$, follows a quasi-Gaussian symmetric distribution.

In general the KL divergence may be written

$$D_{\text{KL}}[p, q] = \int p(x) \ln \left( \frac{p(x)}{q(x)} \right) \, dx$$

and can be interpreted as a measure of compression. To see this, consider a simple problem: a flat prior, $\pi(\Theta) = \text{const.}$ and a likelihood function, $L(\Theta)$, that vanishes everywhere except a
region of volume $\epsilon$, in which it is constant. In this case, $D_{KL} = -\ln \epsilon$. The KL divergence between the posterior and prior may be written using the volume variable $X$ as

$$D_{KL} = \int p(X) \ln p(X) \, dX$$

where by definition

$$p(X) \equiv \frac{L(X)}{Z}$$

Although the results here make use of the volume variable $X$, they are general and don't assume the use of NS estimators or the NS algorithm.

We introduce the variable $y = -\ln X$ such that

$$p(y) = X p(X) = \frac{e^{-y} L(X)}{Z}.$$  

The KL divergence in eq. (11) may be written in the useful form

$$D_{KL} = -\int p(X) \ln X \, dX + \int p(y) \ln p(y) \, dy$$

Thus, the KL divergence is the expected $-\ln X$ minus the (differential) entropy associated with what is known about $y = -\ln X$,

$$D_{KL} = \langle -\ln X \rangle - H(-\ln X)$$

where

$$H(-\ln X) = -\int p(y) \ln p(y) \, dy.$$  

This explains the intuition about the posterior bulk lying at $\ln X = -D_{KL}$, as $D_{KL}$ may be written in terms of the expected $-\ln X$. In our analysis, we assume that the moments of $\ln X$ exist; we later check what happens numerically when they do not. We anticipate that usually the second term in eq. (15) would be $O(1)$,

$$H(-\ln X) \sim 1.$$  

In appendix E we establish bounds on $H(-\ln X) - 1$ such that

$$M \frac{\sigma^2}{Z^2} \approx -1 + \langle -\ln X \rangle.$$  

The bounds are shown in eq. (E11).
III. MOMENTS OF COMPRESSION FACTORS

Keeton [6] finds an alternative answer for the error,

\[ \sigma_Z^2 = \langle Z^2 \rangle - \langle Z \rangle^2 = \frac{2}{M(M+1)} \sum_{k=1}^{N} L_k \left( \frac{M}{M+1} \right)^k \sum_{i=1}^{k} L_i \left( \frac{M+1}{M+2} \right)^i - \langle Z \rangle^2, \tag{19} \]

for \( N \) iterations of NS with \( M \) live points, where

\[ \langle Z \rangle = \sum_{k=1}^{N} \frac{L_k}{M} \left( \frac{M+1}{M+1} \right)^k. \tag{20} \]

Keeton found this by considering the second moments of the compression factors, \( \langle X^2 \rangle \), and finding the corresponding \( \langle Z^2 \rangle \). We may write eq. (19) in the form of eq. (8),

\[ M \sigma_Z^2 = \frac{2}{M+1} \sum_{k=1}^{N} \frac{L_k}{Z} \left( \frac{M}{M+1} \right)^k \sum_{i=1}^{k} \frac{L_i}{Z} \left( \frac{M+1}{M+2} \right)^i - M \tag{21} \]

We will write eq. (21) as an expectation by defining the discrete probability

\[ P_k = \frac{L_k}{M} \left( \frac{M+1}{M+1} \right)^k \tag{22} \]

such that \( \sum_{k=1}^{N} P_k = 1 \). This is in fact a discrete form of \( p(y) \), i.e., \( P_i \approx p(y) \, dy \) for \( y = -\ln X \). We denote the corresponding cumulative mass function by \( F_i = \sum_{j=1}^{i} P_j \). We obtain

\[ M \sigma_Z^2 = \frac{2}{M+1} \sum_{k=1}^{N} \frac{L_k}{Z} \left( \frac{M}{M+1} \right)^k \sum_{i=1}^{k} \frac{L_i}{Z} \left( \frac{M}{M+1} \right)^i \left( 1 + \frac{1}{M^2 + 2M} \right)^i - M \tag{23} \]

\[ = \frac{2}{M+1} \sum_{k=1}^{N} MP_k \sum_{i=1}^{k} MP_i \left( 1 + \frac{1}{M^2 + 2M} \right)^i - M \tag{24} \]

\[ = 2 \sum_{k=1}^{N} P_k \left( M - 1 + \Theta \left( \frac{1}{M} \right) \right) \left[ F_k + \sum_{i=1}^{k} P_i \left( 1 + \frac{1}{M^2 + 2M} \right)^i \right] - M \tag{25} \]

where we also used \( M^2/(M+1) = M - 1 + \Theta(1/M) \).

We can approximate the second factor in the interior sum using a Taylor expansion,

\[ \left( 1 + \frac{1}{M^2 + 2M} \right)^i = 1 + \left( \frac{i}{M^2} \right) \left( 1 + \Theta \left( \frac{1}{M} \right) \right) + \Theta \left( \frac{i^2}{M^4} \right) \approx 1 + \frac{i}{M^2} + \Theta \left( \frac{i^2}{M^4} \right) \tag{26} \]

We neglect terms suppressed by \( \Theta (1/M) \) and ultimately neglect terms \( \Theta (i^2/M^4) \) — that is, we assume \( i/M^2 \ll 1 \). Assuming that \( i/M^2 \ll 1 \) implies that \( \Delta \ln Z \ll 1 \). To see this, first note that \( i/M^2 \) obtains a maximum at the final iteration, \( N/M^2 \). Based on Skilling’s arguments about
compression, or our analysis of the terms in $D_{\text{KL}}$, the final iteration should take us beyond $\ln X = -D_{\text{KL}}$. Combined with the estimator in eq. (6), this implies that $N/M \gg D_{\text{KL}}$, and so

$$\Delta \ln Z \approx \frac{D_{\text{KL}}}{M} \ll \frac{N}{M^2} \lesssim 1$$

(27)

This is significant as in this regime $\Delta \ln Z \approx \Delta Z / Z$. For well-behaved problems the sum in eq. (21) may be truncated once most evidence was accumulated, as negligible contributions to the evidence make negligible contributions to the variance of the evidence. Thus the requirement that $M^2 \gtrsim N$ cannot be made arbitrarily severe by running more and more iterations of NS.

Now let’s simplify eq. (25). Inside eq. (25) we have the term $\sum_{k=1}^{N} P_k F_k$. This is the expectation of a cumulative mass function. By connection to the continuous case in eq. (D1), we anticipate that this is approximately a half. We may compute it explicitly

$$\sum_{k=1}^{N} P_k F_k = \sum_{k=1}^{N} F_k \Delta F_{k-1}$$

$$= \frac{1}{2} + \frac{1}{2} \sum_{k=1}^{N} \Delta F_{k-1}^2$$

(28)

$$= \frac{1}{2} + \frac{1}{2} \sum_{k=1}^{N} P_k^2$$

(29)

$$= \frac{1}{2} + \frac{1}{2} \frac{1}{n_{\text{eff}}}$$

(30)

This is a Riemann sum approximation to the integral of $y = x$. The result differs from one half because the Riemann sum overestimates the integral by sum of triangles lying above the line $y = x$. In the final line, we make use of the effective sample size,

$$n_{\text{eff}} = \frac{1}{\sum_{k=1}^{N} P_k^2}$$

(31)

This gives

$$M \frac{\sigma_Z^2}{Z^2} = 2 \sum_{k=1}^{N} P_k \left[ M - 1 + \Theta \left( \frac{1}{M} \right) \right] \left[ \frac{1}{2} + \frac{1}{2} \frac{1}{n_{\text{eff}}} + \sum_{i=1}^{k} P_i \left( \frac{i}{M^2} + \Theta \left( \frac{i^2}{M^4} \right) \right) \right] - M$$

(32)

Finally simplifying,

$$M \frac{\sigma_Z^2}{Z^2} = -1 + M - 1 \frac{1}{n_{\text{eff}}} + 2 \sum_{k=1}^{N} P_k \sum_{i=1}^{k} P_i \left( \frac{i}{M} + \Theta \left( \frac{i^2}{M^3} \right) \right)$$

(33)

where we threw away $\Theta(1/M)$ terms.
Next we use summation by parts (see appendix B) to re-write the double sum at the end of eq. (34). We let $P_i = \Delta F_{i-1}$ and denote the interior sum by $I_k$, such that

$$\sum_{k=1}^{N} I_k \Delta F_{k-1} = (I_N F_N - I_1 F_0) - \sum_{k=1}^{N-1} F_k \Delta I_k$$

(35)

Noting that $I_N = \langle k/M + \mathcal{O}(k^2/M^3) \rangle$, $F_N = 1$ and that $F_0 = 0$,

$$= \left\langle \frac{k}{M} + \mathcal{O}\left(\frac{k^2}{M^3}\right) \right\rangle - \sum_{k=1}^{N} F_{k-1} P_k \left( \frac{k}{M} + \mathcal{O}\left(\frac{k^2}{M^3}\right) \right).$$

(36)

We write this as

$$= \frac{1}{2} \left\langle \frac{k}{M} + \mathcal{O}\left(\frac{1}{M}\right) \frac{k^2}{M^2} \right\rangle + \frac{1}{2} \frac{1}{n_{\text{eff}}} \sum_{k=1}^{N} F_{k-1} P_k \left[ \frac{k}{M} - \left\langle \frac{k}{M} \right\rangle + \mathcal{O}\left(\frac{1}{M}\right) \left( \frac{k^2}{M^2} - \left\langle \frac{k^2}{M^2} \right\rangle \right) \right]$$

(37)

where we used

$$\sum_{k=1}^{N} F_{k-1} P_k = \sum_{k=1}^{N} F_{k-1} \Delta F_{k-1} = \frac{1}{2} - \frac{1}{2} \frac{1}{n_{\text{eff}}}$$

(38)

where we follow similar reasoning as in eq. (28). The terms involving $k^2/M^2$ are related to the mean and variance of $\ln^2 X$. As they are suppressed by $\mathcal{O}(1/M)$ and we assume $M \gg 1$ we neglect them. Thus eq. (34) becomes

$$M \frac{\sigma_Z^2}{Z^2} = -1 + \left\langle \frac{k}{M} \right\rangle + \frac{M}{n_{\text{eff}}} - 2 \sum_{k=1}^{N} F_{k-1} P_k \left( \frac{k}{M} - \left\langle \frac{k}{M} \right\rangle \right)$$

(39)

We may write this result as

$$M \frac{\sigma_Z^2}{Z^2} = -1 + \langle -\ln X \rangle + \frac{M}{n_{\text{eff}}} - 2 \sum_{k=1}^{N} F_{k-1} P_k \left( \frac{k}{M} - \left\langle \frac{k}{M} \right\rangle \right)$$

(40)

where we used $\langle k/M \rangle$ as an estimator of the expectation $\langle -\ln X \rangle$ since $k/M$ is an unbiased estimator of $-\ln X_k$. The first two terms, $-1 + \langle -\ln X \rangle$, exactly match those in eq. (18). We bound the final two terms in appendices F and G, establishing the approximate equivalence of Skilling’s and Keeton’s error formulae in eqs. (8) and (21). The term $M/n_{\text{eff}}$ can be no more than than about a half. The magnitude of the final term is bounded by the standard deviation of $-\ln X$, $\sigma$. Skilling justified eq. (7) by arguing that $-\ln X$ was typically peaked about some region, in which case we expect $\sigma \ll \langle -\ln X \rangle$.

IV. FREQUENTIST COVERAGE

The error estimates that we considered represent the uncertainty in a single run. The likelihoods, $L$, are known, but the volumes, $X$, are uncertain. That is, the second factor in red isn’t known,

$$Z = \sum_{i=1}^{N} L_i \Delta X_i = \sum_{i=1}^{N} L(X(L_i)) \Delta X_i$$

(41)
We estimate $X_i$ from the statistics of the NS procedure and eq. (5). We denote this distribution by $X_i \sim \prod i \beta(1,M)$.

In repeated NS runs with fixed estimators for the volumes, $\hat{X}$, it is the likelihoods associated with each volume that change. That is, it is the first factor in red changes between runs

$$Z = \sum_{i=1}^{N} L_i \Delta \hat{X}_i = \sum_{i=1}^{N} L(X_i) \Delta \hat{X}_i$$

(42)

where as before $X_i \sim \prod i \beta(1,M)$. Making use of first order Taylor expansions of $L(X)$,

$$Z \approx \sum_{i=1}^{N} L(\hat{X}_i) \Delta \hat{X}_i + L'(\hat{X}_i)(X_i - \hat{X}_i) \Delta \hat{X}_i$$

(43)

$$= \sum_{i=1}^{N} L(\hat{X}_i) \Delta \hat{X}_i - (L(\hat{X}_i) - L(\hat{X}_{i+1}))(X_i - \hat{X}_i)$$

(44)

$$= \sum_{i=1}^{N} L(\hat{X}_i) \Delta \hat{X}_i - \Delta L(X_i)(X_i - \hat{X}_i)$$

(45)

$$= \sum_{i=1}^{N} L(\hat{X}_i) \Delta \hat{X}_i + \sum_{i=1}^{N-1} L(\hat{X}_{i+1})(\Delta X_i - \Delta \hat{X}_i)$$

(46)

where we used summation by parts in appendix B and the boundary terms are zero. Up to quadrature errors, we see that there is a cancellation such that

$$Z = \sum_{i=1}^{N} L(\hat{X}_i) \Delta X_i$$

(47)

and thus it varies in the same way as eq. (41). Since this required a first-order Taylor expansion of $L(X)$, we require $L(X)$ to be approximately linear on scales $\Delta X$ and $\hat{X} - X$, which are typically about $X/M$.

V. EXAMPLES AND NUMERICAL CHECKS

We turn our consideration to numerical examples. Our analysis used the mean and variance of ln $X$; we thus consider likelihood functions that result in heavy-tailed and multi-modal distributions in $p(\log X)$, including ones in which the mean or variance of ln $X$ don’t exist. The problems are detailed in appendix H.

For each problem, we compute

- The distribution of ln $Z$ in repeated calculations
- The distribution of ln $Z$ in single calculations from simulating the compression factors
• The error estimates and their constitute parts, such as $H(\ln X)$, $D_{KL}$, $\langle -\ln X \rangle$, and the variance of $\ln X$

We show our results in table I. Our final two toy problems pose problems for conventional automatic stopping criteria in NS. The likelihood is unbounded from above and so it is easy to overestimate the remaining evidence and continue integration. We sidestep this issue by halting integration manually after an $N = 50M$ iterations.

The distributions $p(y = -\ln X)$, critical to our analysis, are shown in fig. 1. We illustrate Skilling’s and Keeton’s error estimates by plotting $M\sigma^2_Z/Z^2$ as vertical lines. We take $L_i = L(\hat{X}_i)$ in this plot and stop at $N = 50M$ iterations. We furthermore show the bounds that we established in appendices E to G. In the first three toy problems, the Keeton and Skilling estimates lie in close agreement. In the fourth problem in which $p(\log X)$ was multimodal, they disagree somewhat. They may disagree in this case as the variance of $\ln X$ is moderate, owing to the multiple modes the posterior at different depths in $\ln X$. This moderate variance expands the allowed interval of the Keeton estimator towards zero. In such cases, the Skilling estimate is likely to be conservative and over-estimate the error, as in this case. This repeats in the fifth and sixth problems, heavy-tailed cases in which the variance of $\ln X$ in fact diverges.

| Problem | Simulations | Analytic |
|---------|-------------|----------|
|         | Standard deviation | Uncertainty | Skilling | Keeton |
| 1       | 0.148       | 0.154     | 0.149     | 0.150 |
| 2       | 0.148       | 0.152     | 0.149     | 0.150 |
| 3       | 0.145       | 0.146     | 0.146     | 0.147 |
| 4       | 0.133       | 0.131     | 0.148     | 0.134 |
| 5       | 0.070       | 0.074     | 0.088     | 0.071 |
| 6       | 0.051       | 0.062     | 0.070     | 0.051 |

Table I. The uncertainty in $\ln Z$ in our six toy problems. We find the uncertainty through analytic expressions and simulations of $\ln Z$. For the latter, first we simulate $\ln Z$ through repeated NS runs using fixed estimators of the volume, $\hat{X}$ and find the standard deviation. Second we simulate $\ln Z$ through simulations of the volume variable using fixed likelihood levels found from a single NS run.

Our numerical results are shown in table I. As well as the uncertainty estimates, we show the
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Figure 1. Distributions $p(-\ln X)$ for our six toy problems (solid lines) and likelihoods $L(X)$ (dashed lines). We show Skilling and Keeton error estimates (vertical lines) as well as the region containing 95% of the posterior mass. The error bars show the bounds in eqs. (E11) and (G6).

standard deviation of results from repeated NS runs using fixed estimators of the volume, $\hat{X}$, and from repeated simulations of the volumes for a single NS run. In each case we used $M = 1000$ live points and found standard deviations from 10000 repeats. We see close similarly between estimators and simulations in all cases.

Remarkably, Skilling’s estimator performs reasonably well even in the sixth problem for which
$D_{KL}$ diverges. The divergence occurs in the tail of the integral in $y = -\log X$. In NS, we integrate from $y = 0$ to $y = \infty$ in steps of about $1/M$. We stop after $N$ iterations reaching about $y \approx N/M$. We assume that at this point the evidence was accumulated with negligible truncation error. As we must stop integrating, we never see the divergences, and Skilling and Keeton are applied to a truncated problem with finite moments of $y$ and finite KL divergence. As we increase $N$, though, we see more of the tail and the moments grow. As the mean and variance of $y$ grow, the difference between Skilling and Keeton's estimates allowed by our formulas grows.

In fact, further consideration suggests that Keeton's error estimate in eq. (21) diverges for in the fifth and sixth problems in the limit $N \to \infty$ for fixed $M$. We may bound the error by including only the final term in the interior sum,

$$M \frac{\sigma^2_Z}{(Z)^2} \leq \frac{2}{M+1} \sum_{k=1}^{N} \frac{L_k}{Z} \left( \frac{M}{M+1} \right)^k \frac{L_k}{Z} \left( \frac{M+1}{M+2} \right)^k$$

(48)

$$= \frac{2}{M+1} \sum_{k=1}^{N} \frac{L_k^2 \hat{X}_k^2}{Z^2} \left( 1 + \frac{1}{M^2 + 2M} \right)^k$$

(49)

This may diverge. For example, for the sixth problem and using $L_k = L(\hat{X}_k)$ the bound would be proportional to the sum

$$\sum_{k=1}^{N} \frac{1}{(\beta^2 + k^2)^2} \left( 1 + \frac{1}{M^2 + 2M} \right)^k$$

(50)

for $\beta = \text{const}$. This diverges. Thus paradoxically, running NS for longer increases the error without bound, despite the fact that the integral is finite and that most mass was already accumulated.

We explore this phenomena in fig. 2 by showing NS results as we increase $N$ in problems five and six when $L_i = L(\hat{X}_i)$ and for $M = 100$ live points. The growth in the error in problems five and six may be partly understood by the fact that these problems are especially pathological. For example, for $X \sim U(0, 1)$ the variance of $L(X)$ in problems five and six diverges such that the variance of a Monte Carlo estimate of the evidence integral would diverge. The divergence in the variance originates from the $X = 0$ singularity in $L(X)$ and we approach it in NS as we increase the number of iterations. In problem five Skilling’s error asymptotes whereas Keeton’s slowly diverges whereas in problem six both estimates quickly diverge.
Figure 2. NS results with $L_i = L(\hat{X}_i)$ for problems five and six as we increase the number of iterations, $N$, for $M = 100$ live points. We show ln $Z$ as well as Skilling's and Keeton's error estimates.

VI. SUMMARY

We demonstrated that the dominant terms in Skilling's and Keeton's expressions for the statistical uncertainty in NS estimates of the evidence are both $-1 + \langle -\ln X \rangle$, assuming that $\Delta Z / Z \ll 1$. This explains the numerical agreement between them which was previously somewhat mysterious. We cross-checked our analytic findings across six toy problems, including pathological cases with phase transitions and cases in which the moments of $\ln X$ didn't exist. We showed that in well-behaved problems Skilling's and Keeton's estimates are reliable and in agreement with simulations. In pathological cases, however, may drive an arbitrary distance between them by, for example, increasing the variance of the posterior distribution of $-\ln X$, though Keeton's estimate remained in agreement with simulations. This validates the intuition that Skilling's estimate would apply in cases in which $-\ln X$ contained a single narrow peak. Lastly, we explored cases in which the uncertainty diverges as the number of iterations increases. This is a previously unknown weakness of the NS algorithm.

[1] J. Skilling, Nested sampling for general Bayesian computation, *Bayesian Analysis* 1 (2006) 833.
APPENDIX A: Properties of differential entropy

1. Definitions and notation

Differential entropy

\[ H(x) \equiv -\int p(x) \ln p(x) \, dx \quad (A1) \]

The notation may be misleading as this isn’t a function of \( x \); it’s a functional of \( p \). Thus where convenient we sometimes denote this as,

\[ H[p] \equiv -\int p(x) \ln p(x) \, dx \quad (A2) \]

in this case we use square brackets.

The conditional differential entropy,

\[ H(x \mid y) \equiv \int H[p(x \mid y)] \, p(y) \, dy \quad (A3) \]

where

\[ p(x \mid y) = \frac{p(x, y)}{p(y)} \quad (A4) \]

The KL divergence

\[ D_{\text{KL}}[p, q] \equiv \int p(x) \ln \left( \frac{p(x)}{q(x)} \right) \, dx \quad (A5) \]
2. Concavity of the differential entropy

First, note that

\[ H(x \mid y) = -D_{KL} \left[ p(x, y), p(x)p(y) \right] + H(x) \]  \hspace{1cm} (A6)

It is well-known that \( D_{KL} \geq 0 \) — this is Gibbs’ inequality — such that

\[ H(x) \geq H(x \mid y) \]  \hspace{1cm} (A7)

Now we write without loss of generality

\[ p(x) = \int p(x \mid y) p(y) \, dy \]  \hspace{1cm} (A8)

and we have

\[ H[p(x)] \geq \int H[p(x \mid y)] p(y) \, dy \]  \hspace{1cm} (A9)

which is all we need.

APPENDIX B: Summation by parts

This is an analogue of integration by parts,

\[ \int f \, dg = fg - \int g \, df \]  \hspace{1cm} (B1)

For sums, we have that

\[ \sum_{i=m}^{n} f_i \Delta g_i = (f_n g_{n+1} - f_m g_m) - \sum_{i=m}^{n-1} g_{i+1} \Delta f_i \]  \hspace{1cm} (B2)

where \( \Delta f_i = f_{i+1} - f_i \).

APPENDIX C: Expectation of maximum

Consider

\[ \langle \max(0, y) \rangle = \int p(y) \max(0, y) \, dy \]  \hspace{1cm} (C1)

for \( \langle y \rangle = 0 \). First note that

\[ \max(0, y) = \frac{y + |y|}{2} \]  \hspace{1cm} (C2)
such that
\[ \langle \max(0, y) \rangle = \frac{1}{2} \langle |y| \rangle \]  
\hfill (C3)

Now note that
\[ \langle |y| \rangle \leq \sqrt{\langle |y|^2 \rangle} = \sigma \]  
\hfill (C4)

by Jensen's inequality since squaring is convex. Putting things together,
\[ \langle \max(0, y) \rangle \leq \frac{1}{2} \sigma \]  
\hfill (C5)

when \( \langle y \rangle = 0 \).

**APPENDIX D: Expectation of cumulative density function**

For any distribution \( p \) with CDF \( F \), such that \( p(x) = \frac{dF}{dx} \),
\[ \langle F \rangle = \int p(x)F(x)\,dx = \int_0^1 F\,dF = \frac{1}{2} \]  
\hfill (D1)

This is intuitive — the expectation of a CDF is a half.

**APPENDIX E: Bounds on \( H(−\ln X) \)**

For fixed expectation, \( \langle x \rangle = \text{const.} \), the exponential distribution
\[ p(x) = \lambda e^{-\lambda x} \]  
\hfill (E1)

where \( 1/\lambda = \langle x \rangle \) maximises the entropy for a positive random variable [8]. The differential entropy of this distribution is \( 1 - \ln \lambda = 1 + \ln \langle x \rangle \). Applying this result to the positive random variable \( y = −\ln X \) with fixed expectation \( \langle y \rangle = \langle −\ln X \rangle \) results in an upper bound on the differential entropy,
\[ H(−\ln X) \leq 1 + \ln \langle −\ln X \rangle \]  
\hfill (E2)

since \( 1 + \ln(−\ln X) \) must be the maximum.

For a lower bound, consider the fact that any monotonic function may be written as a sum or integral of step functions. As \( L(X) \) is a monotonically decreasing function in NS, we can write it

\[ L(X) \]  
\hfill (1)

Although \( L(X) \) is increasing over an NS run, as \( X \) goes from 1 to 0 and so \( L(X) \) is a monotonically decreasing function.
as
\[ L(X) = \int_0^1 w(u) \Theta(u - X) \, du \quad (E3) \]
where \( \Theta \) is a step function and \( w(u) \geq 0 \). This would lead to a distribution for \( y = -\ln X \) from eq. (13)
\[ p(y) = \int w(u) \frac{e^{-y} \Theta(u - e^{-y})}{Z} \, du \quad (E4) \]
We can in fact write this as an integral over a marginal distribution
\[ p(y) = \int p(y \mid u) p(u) \, du \quad (E5) \]
where
\[ p(y \mid u) = \frac{e^{-y} \Theta(u - e^{-y})}{u} \quad (E6) \]
\[ p(u) = \frac{uw(u)}{Z} \quad (E7) \]
with \( \int p(u) \, du = 1 \) and \( \int p(y \mid u) \, dy = 1 \).

Because entropy is concave (see appendix A.2), combining distributions leads to an entropy that is bigger than the sum of the individual entropies. That means for our mixture in eq. (E5)
\[ H(-\ln X) = H(y) \geq \int p(u) H[p(y \mid u)] \, du \quad (E8) \]
We can evaluate the differential entropy \( H[p(y \mid u)] \) appearing inside that integral — it’s independent of \( u \). Equation (E6) is just an exponential distribution with \( \lambda = 1 \) shifted by \( \ln u \). Shifting a distribution doesn't change its entropy, which for \( \lambda = 1 \) is \( H = 1 \),
\[ H[p(y \mid u)] = 1 \quad \text{for all } u. \quad (E9) \]
Thus we get
\[ H(-\ln X) \geq \int p(u) \, du = 1. \quad (E10) \]
Combining eqs. (E2) and (E10) gives
\[ 1 \leq H(-\ln X) \leq 1 + \ln \langle -\ln X \rangle \quad (E11) \]
For these bounds to never be in conflict, we require \( \ln \langle -\ln X \rangle \geq 0 \) and so \( \langle -\ln X \rangle \geq 1 \). We can prove that this is indeed a bound by again making use of the representation of \( L(X) \) in eq. (E5),
\[ \langle -\ln X \rangle = \int_0^1 p(u) \left[ \int_0^\infty p(y \mid u) y \, dy \right] \, du \quad (E12) \]
\[ = \int_0^1 p(u) \left[ \int_{-\ln u}^\infty \frac{ye^{-y}}{u} \, dy \right] \, du \
\[ = \int_0^1 p(u) [1 - \ln u] \, du \quad (E14) \]
The factor in square brackets is a monotonically decreasing function of \( u \). Thus the minimum occurs at \( u = 1 \) and so the minimum \( \langle -\ln X \rangle = 1 \) occurs when \( p(u) = \delta(u - 1) \). This corresponds to \( L(X) = \text{const} \).

**APPENDIX F: Bounds on \( n_{\text{eff}} \)**

We wish to bound the effective sample size, \( n_{\text{eff}} \). In general, we could minimize it by assigning all weight to a single sample. In the context of NS, the closest we can get to that is to assign samples zero weight everywhere except a region \( X \leq f \), that is, \( L(X) \propto \Theta(f - X) \). Explicit computation gives

\[
n_{\text{eff}} \geq 2M + 1 \quad \text{(F1)}
\]

For an upper bound on the effective sample size, consider that by Jensen’s inequality,

\[
\frac{1}{n_{\text{eff}}} = \sum_{k=1}^{N} p_k p_k = \langle P \rangle \geq e^{\langle \ln P \rangle} \quad \text{(F2)}
\]

In fact, the right-hand side is the reciprocal of the channel capacity, which is another estimator of sample size. We find that,

\[
\frac{1}{n_{\text{eff}}} \geq e^{\langle \ln P \rangle} = \frac{1}{M} e^{\sum_{k=1}^{N} p_k \ln(p_k M)} = \frac{1}{M} e^{\sum_{k=1}^{N} p_k \ln(p_k X_k)} = \frac{1}{M} e^{-H(-\ln X)} \quad \text{(F3)}
\]

In the final line, we used the fact that the sum estimates the differential entropy in eq. (16). Thus

\[
n_{\text{eff}} \leq Me^{H(-\ln X)} \leq Me \langle -\ln X \rangle \quad \text{(F6)}
\]

The final inequality comes from the bound established in eq. (E2).

**APPENDIX G: Bounds on the remaining sum**

We may write the final term in eq. (40) as

\[
2 \sum_{k=1}^{N} p_k F_{k-1} z_k \quad \text{(G1)}
\]
where \( z_k = k/M - \langle k/M \rangle \). We may now construct the bounds,

\[
0 \leq 2 \sum_{k=1}^{N} P_k F_{k-1} z_k \quad (G2)
\]

\[
\leq 2 \sum_{k=1}^{N} P_k F_{k-1} \max(0, z_k) \quad (G3)
\]

\[
\leq 2 \sum_{k=1}^{N} P_k \max(0, z_k) \quad (G4)
\]

\[
= 2 \langle \max(z, 0) \rangle \leq \sigma \quad (G5)
\]

where \( \sigma \) is the standard deviation of \( z \) as well as of \( y \). The lower bound of 0 comes from the fact that \( \langle z \rangle = 0 \), and by multiplying by the monotonically increasing and positive \( F_{k-1} \) surely we’re favouring larger \( z \) than previously. The second inequality comes from the fact \( \max(0, z_k) \geq z_k \). The third inequality comes from the fact that \( F_{k-1} \leq 1 \). For the final inequality, we used the inequality in appendix C. Thus we find

\[
0 \leq 2 \sum_{k=1}^{N} P_k F_{k-1} z_k \leq \sigma \quad (G6)
\]

where \( \sigma \) is the standard deviation of \( y = -\ln X \).

**APPENDIX H: Toy problems**

We construct one-dimensional toy problems. For each problem, the prior is simply a uniform \( \mathcal{U}(0, 1) \),

\[
\pi(x) = \begin{cases} 
1 & 0 \leq x \leq 1 \\
0 & \text{elsewhere}
\end{cases} \quad (H1)
\]

The likelihood function, \( L(x) \), is a monotonically decreasing function such that \( L(x) \) and the overloaded \( L(X) \) are truly the same function.

We consider six problems:

1. A one-sided Gaussian density,

\[
L(x) = \frac{2}{\sqrt{2\pi}\sigma} e^{-\frac{x^2}{2\sigma^2}} \quad (H2)
\]

normalised such that \( Z = 1 \). We choose \( \sigma = 10^{-10} \). Analytically,

\[
D_{KL} = -\ln \sigma - \frac{1}{2} - \ln \frac{2}{\sqrt{2\pi}} \quad (H3)
\]
and
\[ \langle -\ln X \rangle = -\ln \sigma + \frac{1}{2}(\gamma_E + \ln 2) \] (H4)
where \( \gamma_E = 0.577 \ldots \) is the Euler-Mascheroni constant.

2. A one-sided student’s \( t \) with two degrees of freedom and a scale parameter
\[ L(x) = \frac{\gamma^2}{(\gamma^2 + x^2)^{3/2}} \] (H5)
normalised such that \( Z = 1 \). We choose \( \gamma = 10^{-10} \). Analytically,
\[ D_{KL} = -\ln \gamma + 3(\ln 2 - 1) \] (H6)

and
\[ \langle -\ln X \rangle = -\ln \gamma + \ln 2 \] (H7)

3. A one-sided Cauchy density
\[ L(x) = \frac{2 \gamma}{\pi \gamma^2 + x^2} \] (H8)
normalised such that \( Z = 1 \). We choose \( \gamma = 10^{-10} \). Analytically,
\[ D_{KL} = -\ln \gamma - \ln 2\pi \] (H9)

and
\[ \langle -\ln X \rangle = -\ln \gamma - \sqrt{\frac{2}{\pi}} G \] (H10)
where \( G = 0.916 \ldots \) is Catalan’s constant.

4. A likelihood that exhibits phase transitions,
\[ L(x) = \sum_i e^{\mu_i} \Phi(-\ln x; \mu_i, \sigma^2 = 1) \] (H11)
where \( \Phi \) is a normal cumulative density function. We choose \( \mu = \{10, 20, 30, 40\} \). Each term in the sum produces a plateau in the likelihood function that corresponds to a phase.

We show the phase transition phenomena in fig. 3. In annealing methods the likelihood is raised to the inverse temperature, \( L(X)^{\beta} \), and we cool from \( \beta = 0 \) to \( \beta = 1 \). The modes in the distribution of \(-\ln X\) change rapidly with temperature as we cool and evolving samples such that all modes are populated could be challenging.
5. A one-sided Log-student’s $t$ density with two degrees of freedom and a scale parameter,

$$L(x) = \frac{1}{x} \frac{\gamma^2}{(\gamma^2 + \ln^2 x)^{3/2}} \tag{H12}$$

with $\gamma \geq 1$ and normalised such that $Z = 1$. We choose $\gamma = 15$. The likelihood blows up at $x = 0$ like $1/(x \ln^3 x)$ though the evidence integral remains finite as $p(-\ln X)$ follows a student’s $t$ on $(0, \infty)$. The variance of $\ln X$ diverges. Analytically,

$$D_{KL} = \gamma - \ln \gamma + 3(\ln 2 - 1) \tag{H13}$$

and

$$\langle -\ln X \rangle = \gamma \tag{H14}$$

6. A one-sided Log-Cauchy density,

$$L(x) = \frac{1}{x} \frac{\gamma}{\pi} \frac{1}{\gamma^2 + \ln^2 x} \tag{H15}$$

with $\gamma \geq 1$ and normalised such that $Z = 1$. We choose $\gamma = 5$. The likelihood blows up at $x = 0$ like $1/(x \ln^2 x)$ though the evidence integral remains finite as $p(-\ln X)$ follows a Cauchy on $(0, \infty)$. The moments of $\ln X$ and the KL divergence diverge, though $H(\ln X) = \ln(2\pi \gamma)$.
In the final two problems, \( p(y = -\ln X) \) is monotonically decreasing — it doesn’t have a peak. However, problems with a peak and but with otherwise similar properties can easily be engineered. For example, we could multiply by the likelihood functions in the final two problems by a normal cumulative density function.

Lastly, note that we cannot construct pathological cases in which \( \langle -\ln X \rangle \) diverges whilst the KL divergence remains finite; if \( \langle -\ln X \rangle \) diverges, so does \( D_{\text{KL}} \). To see this, we can write

\[
D_{\text{KL}} = \int_0^\infty p(y)(y + \ln p(y)) \, dy. \tag{H16}
\]

where \( y = -\ln X \). For

\[
\langle -\ln X \rangle = \int_0^\infty p(y) y \, dy \tag{H17}
\]

to diverge, \( p(y) \) must go to zero no faster than \( 1/y^2 \). Such that in the factor \( y + \ln p(y) \) in eq. (H16), the term \( \ln p(y) \) cannot stop the divergence, as it grows no faster than logarithmically.