M-ORBIS: Mapping of mOleculaR Binding sites and Surfaces
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ABSTRACT

M-ORBIS is a Molecular Cartography approach that performs integrative high-throughput analysis of structural data to localize all types of binding sites and associated partners by homology and to characterize their properties and behaviors in a systemic way. The robustness of our binding site inferences was compared to four curated datasets corresponding to protein heterodimers and homodimers and protein–DNA/RNA assemblies. The Molecular Cartographies of structurally well-detailed proteins shows that 44% of their surfaces interact with non-solvent partners. Residue contact frequencies with water suggest that ~86% of their surfaces are transiently solvated, whereas only 15% are specifically solvated. Our analysis also reveals the existence of two major binding site families: specific binding sites which can only bind one type of molecule (protein, DNA, RNA, etc.) and polyvalent binding sites that can bind several distinct types of molecule. Specific homodimer binding sites are for instance nearly twice as hydrophobic than previously described and more closely resemble the protein core, while polyvalent binding sites able to form homo and heterodimers more closely resemble the surfaces involved in crystal packing. Similarly, the regions able to bind DNA and to alternatively form homodimers, are more hydrophobic and less polar than previously described DNA binding sites.

INTRODUCTION

A widely used approach in Biology/Bioinformatics is to detect patterns, identify their functions and to use these patterns to gain knowledge on unknown systems. Approaches such as BLAST, or the PROSITE or Pfam databases (1–3), are now commonly used to infer and annotate molecular functions based on sequence comparisons. Similarly, the comparison of protein structures reported and summarized in databases such as CATH and SCOP (4–6) have also been widely used to classify proteins into families and subfamilies, to infer functions and to give insights into the landscape of macromolecular folds available in the cell. The detection of common patterns can also serve other purposes such as the modeling of molecular structures by homology (7) that requires structural templates to function correctly. The last decades of research in experimental and computational structural biology have been mainly devoted to the analysis, characterization and prediction of protein structures and protein assemblies. With structural genomic projects and the work realized by structural biologists, the trend is moving increasingly towards the structural characterization of proteins and nucleic acids as functional and dynamic objects by predicting protein, DNA or peptide binding sites (1–4), by studying intrinsic variability (5) or by studying local differences between unbound and bound forms (6,7). To help in the prediction of protein–protein binding sites Porollo et al. (3) for instance proposed to retrieve the homologous structural chains. Some time before, Chung et al. (8) also proposed to predict binding sites by localizing the residues which were structurally conserved in several homologous structures. More recently, a Japanese group developed a database of interaction sites also based on the inference of binding sites by homology (9).

Nevertheless, the robust and systematic retrieval of homologous structures in specific ‘molecular contexts’ (structures sharing a same set of interaction types, such as protein–protein, protein–DNA, protein–ligand, etc.) as well as the identification and mapping by homology of all the different types of binding sites onto a single protein has not yet been investigated. It allows to characterize both the molecule and its binding sites in an integrative and systemic way by extracting their properties, dynamics and functions from the different sets of structures each reflecting a ‘molecular context’. In particular, it allows to evaluate if a region of a molecule is able to bind several
distinct partners of similar or different molecular types. Several major issues have to be considered carefully: the first problem is to avoid the systematic selection of non-specific binding sites due to crystal packing (10) as they can represent as much as 50% of all interactions detailed in structural databases (11). Indeed, although several protein quaternary structure databases exist (12,13) and some methods differentiate very well between biologically meaningful interfaces and crystal packing interfaces (14–17), it is still difficult to have access to a robust and automated process that tests each interface and gives full and easy access to the structures of biological assemblies. The second issue is the automatic identification of the different molecular types present in a structure file, and the distinction between each interface type, including the differentiation of true heterodimers (different molecules interacting), and false heterodimers (interaction between fragments of a same molecule). The work of scientists such as J. Janin, J.M. Thornton, S. Jones or R. Bahadur (18–23) has clearly shown the existence of distinct interface families, which suggests distinct binding site families. For instance, homodimeric binding sites are usually shown to be more hydrophobic and less planar than heterodimeric binding sites (18). As for DNA and RNA binding sites which necessarily reflect the negatively charged phosphate groups of nucleic acids, they are far more cationic than any other known binding sites (19,22). The last-but not least-issue to be considered, is that a structural homology at a global scale does not necessarily imply the same function at a local scale. For instance, even if two molecules share a global shape with a very low RMSD or a very high sequence identity, the mutation of a single residue at a binding site can still drastically change its functions (24–26).

The aims of this work are first, to propose a fully automated, yet robust and coherent approach named M-ORBIS (for Mapping of mOlecular Binding sItes and Surfaces) to extensively describe a molecule in specific ‘molecular contexts’ from the scattered structural data; and second, to give some insights into the general properties and behaviors of molecular surfaces and interactions. The global and extensive mapping of a molecule in specific ‘molecular contexts’ (describing a precise set of interaction types), has been named ‘Molecular Cartography’, as it gives a very detailed functional and dynamic representation of molecules. This definition of ‘molecular contexts’ is used to classify the retrieved structures into groups illustrating—like snapshots—some of the dynamic events of the studied molecule. As each interaction contained in each of the structural homologues is analyzed and stored, M-ORBIS also allows to transfer the binding site locations and corresponding partners onto the studied molecule. This inference is based on several sequence and structural criteria to ensure sufficient similarities at the global and local scales. Furthermore, as M-ORBIS exploits both sequence and structure alignments, it allows to quantitatively and qualitatively analyze the change of conformations between any two molecular contexts.

The M-ORBIS approach has been validated on four curated datasets (18,19,22,27) describing different interface types and demonstrates sensitivity and specificity >90%. Next, it has been used to demonstrate the existence of binding sites specific to a particular molecular type, and polyvalent binding sites which can bind two or more different molecular types. Interestingly, polyvalent binding sites exhibit amino acid compositions that are intermediate between the specific binding sites they represent. Specific homodimer binding sites are nearly twice as hydrophobic and are two times less charged than polyvalent homodimer binding sites. Our results reveal that at least 44% of the protein surface is designed to interact with non-solvent/ion partners. The characterization of protein–water interactions at different contact frequencies (observed in homologous structures) also suggests that ~86% of the surface can be transiently solvated, whereas only 15% appears to be specifically solvated.

**MATERIALS AND METHODS**

**Structural databases and crystal contacts**

Structural data are deposited in the Protein Data Bank (28) and are both easily accessible and retrievable. For some proteins, generally of therapeutic or cosmetic interest, there exists more than 500 structures of the same molecule (e.g. kinases), corresponding to specific environments (specific sets of interactions with different partners of different molecular types).

For the identification and mapping of non-specific binding sites due to crystal packing, another structural database, the Protein Quaternary Structure (PQS) database is used (12). PQS is based on the PDB but attempts to differentiate between specific and crystal packing interfaces based mainly on the buried ASA (Accessible Surface Area) observed at each interface and a solvation energy term. The classification error rate of PQS for the prediction of the oligomeric state of proteins is ~16% (11,29).

**Summary of the workflow**

In order to compute a Molecular Cartography, the M-ORBIS process requires only the selection of a structural chain as input data. This can be done either using the M-ORBIS command line and providing a PDB file and both the molecule and chain to be treated, or using the MSVM (molecular structure visualization and mapping) graphical-user interface. Once the structural chain is selected, M-ORBIS will process the data in a 7-step workflow described in Figure 1. Finally, M-ORBIS generates an output matrix file which is a specialized multiple alignment of structures storing several physico-chemical and geometrical properties for each analyzed residue. Scripts in Java to analyze the M-ORBIS output matrices are available upon request. Each of these steps is described in more detail in the following subsections.

**Alignment and retrieval of homologous structural chains**

A protein chain is used as input to a local version of the PipeAlign platform (30), in order to automatically construct a high quality hierarchical multiple alignment...
of sequences related to the query. To enhance the alignment quality, a maximum of 50 non-structure sequences that share <95% sequence identity (31) with the protein chain are introduced; all other sequences in the multiple alignment correspond to structure sequences derived from PQS. Once the alignment is obtained, only structures of resolution 3Å or better are kept to ensure a high-quality analysis. Also, structures with <30% sequence identity or >75% residues aligned with the query are excluded. For each sequence alignment between the query and a retrieved structure, a structural alignment is also performed, using the CE algorithm (32) with default parameters. Together, the sequence and structure alignments combined are used in the detection of conformational moves and in the inference of functional binding sites by homology. In this study, a necessary but not sufficient criterion for two related residues to share the same interacting states is an observed distance of <1.5Å between their two aligned Cα.

Further selection of structural chains is then achieved by M-ORBIS, by retrieving a subset of these stored chains using user criteria such as percentage of sequence identity, the presence of interaction types (depicting a molecular context), the presence of solvent molecules, etc. Figure 1 illustrates the properties stored in the M-ORBIS output matrix, for each residue of each analyzed chain, in particular their interacting status. The scripts developed in Java parse and analyze this output and allows for instance to retrieve the chains involved in protein–DNA interactions by searching for the chains that contains residues involved in protein–DNA interaction (here, first line). Similarly, it allows to retrieve the chains involved in at least homodimeric interaction (here, lines 1, 4 and 5), or exclusively homodimeric interaction (here, lines 4 and 5).

**Differentiating molecular types**

The MSVM research platform (http://www.bio-next.com) allows to read PDB files and to automatically differentiate between protein, peptide, small peptide, DNA, RNA, ligand, ion and solvent molecules. Each molecular type is automatically defined on the basis of written conventions defined by the PDB and the IUPAC code and is hierarchically managed via MSVM.

DNA residues are detected using both the old and new written conventions (+/D). Nevertheless, some differences in conventions are still observed in structural databases and may lead to some errors in the definition of molecular type (e.g. in the PDB 1AIS, DNA are coded with DG, DC, DT, DA, whereas in PQS, the same residues are coded with G, C, T, A). When using jointly PDB and PQS files, this problem is handled by defining the molecular types based solely on the PDB file and by further mapping this definition onto PQS chains.

Proteins, peptides and small peptides are differentiated on the basis of their size: chains composed of more than 60 amino acids are defined as protein, between 20 and
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**Figure 1.** The M-ORBIS matrix as a specialized multiple alignment of structures. The M-ORBIS output matrix is obtained via a 7-step workflow illustrated in the left part of the figure. As in traditional multiple alignments of sequences or structures, the M-ORBIS matrix gives access to every homologous chain and residue. Nevertheless, to perform the complex task of Molecular Cartography, M-ORBIS also stores information relative to the residue locations (field I.), to the physico-chemical and geometrical properties (field II.) and to the interacting state (field III.) of each analyzed residue. A cell of the M-ORBIS matrix is illustrated in the right-hand table and gives insights into some of the properties that are stored. For instance, field III.c indicates that the first residue is involved in only homodimeric interaction in two of six related structural chains. A polyvalent binding site is detected when for a given residue (column), the corresponding residues of related structural chains are involved in at least two different binding site types (residue described in column 5). A specific binding site is inferred when only one binding site type is detected at that position (residue described in column 1).
Residue interaction detection

The interactions between protein, peptide, small peptide, DNA and RNA residues are detected based on a change of ASA. A residue is considered to be interacting if it loses at least 1 Å² ASA during the assembly formation. ASA values were computed with the NACCESS program (33) and default parameters. For a few of these macromolecules (like the 70S ribosome subunit: 1vp0), NACCESS was not able to compute an ASA; therefore, the detection of interacting residues was inferred by distance criteria as described below.

For ligand, solvent and ion interactions, which may involve buried residues of the protein core, residue interactions are detected on a distance criteria basis. A protein–ligand interaction is observed if at least two atoms of the ligand and two atoms of the protein are nearer than their sum of van der Waals weighted by an uncertainty factor of 1.4. For instance, a C–O contact is observed if the distance separating these two atoms is less than (1.7 + 1.5) × 1.4, i.e. 4.48 Å. Nevertheless, and as previously described (34), this cutoff may not be restrictive enough to detect specific protein–water interactions. Therefore, these particular interactions are identified if two polar atoms (N, O, S) are within 3.5 Å.

Differentiating interface types

A first level of distinction for molecular interactions is between a homodimer (assembly of identical molecules) and a heterodimer (assembly of different molecules). Protein homodimers are detected if the chains involved in the interaction share the same Uniprot ID (DBREF field of PDB file), while heterodimers are detected if the chains involved have distinct Uniprot ID. For nucleic acids and in the cases where no Uniprot ID are available, chains involved in homodimeric interactions must have >90% sequence identity and chains involved in heterodimeric interactions must have <40% sequence identity. Other cases are considered uncertain and are discarded by M-ORBIS. As PQS does not conserve the DBREF section of PDB, all chains present in a PQS file structure are assigned a chain in the PDB file structure in order to have access to this information.

The interactions can then be classified, according to the types of molecules involved, into either protein–protein, protein–peptide, protein–small peptide, protein–DNA, protein–RNA, protein–ligand, protein–ion, protein–solvent, protein–crystal packing and/or protein–fragment. As each molecule has a molecular type identified automatically, each of the detected interactions is also assigned a type automatically. True heterodimers and interactions of the same fragmented molecule are differentiated when the Uniprot ID information is available: if two interacting proteins have the same Uniprot ID, but are non-overlapping fragments of the full sequence protein, then they represent a protein–fragment interaction.

To take into account the diversity of interaction types considered and to further differentiate between crystal packing and biological interfaces, a few simple criteria are added: the minimum buried ASA for homodimeric and heterodimeric binding sites are set to 450 Å² and 350 Å², respectively, while for peptide, DNA and RNA binding sites, we mainly discard artifacts by removing interfaces of <50 Å². Furthermore, each of the binding sites considered for homodimer, heterodimer, peptide binding sites must contain at least 10 residues, while binding sites for small peptides and ligands are simply required to have more than one interacting residue.

Phosphorylation or glycosylation sites are also mapped on the structure, using either the written conventions in PDB that indicate a phosphorylation, or using Uniprot information (35). For instance, phosphorylated serines (SEP), threonines (TPO) and phosphotyrosines (PTR) are identified from the PDB files and are used to locate the phosphorylation sites.

Molecular contexts

Each structural chain is involved in different types of interaction (protein–protein, protein–DNA, protein–RNA, protein–peptide, protein–small peptide, protein–ligand, protein–ion, protein–water) and can be assigned to a precise molecular context that can be further analyzed and compared to other molecular contexts in order to average, characterize and understand the dynamic events between two sets of contexts. More precisely, a specific molecular context is defined by selecting the structures with a requested set of interaction types and using different logical operators (Figure 1): at least one of the interaction type must be present (OR); at most one interaction type must be present (exclusive OR); all selected interaction types must be present but other are accepted (AND); only but all the selected interaction types must be present (exclusive AND); all interactions are accepted except the selected ones (NOT).

As a consequence, it is possible to examine several geometrical and physico-chemical parameters either for the structures of a same molecular context (to observe intrinsic variability) or for two sets of structures reflecting two different molecular contexts.

Contact frequencies and solvated surfaces

The residue contact frequency \( f_{\text{contact}} \) is a general measure that describes the fraction of interacting residues (for a specific interaction type) at a precise residue position and for a given molecular context (several related chains). Figure 1 illustrates how the \( f_{\text{contact}} \) is derived from the M-ORBIS matrix output file. The first residue which is seen involved in homodimeric interaction in two related structures has a \( f_{\text{contact}} \) of 2/6 for this particular
type of interaction, whereas the fifth residue which is seen involved in one homodimeric interaction and one protein–DNA interaction in all related structures has a $1/6 f_{contact}$ for homodimer interaction and a $1/6 f_{contact}$ for DNA interaction. Thus, the $f_{contact}$ can be used to indicate: (i) whether the residue is involved in a specific or polyvalent binding site and (ii) if the residue is frequently involved in a given type of interaction. In this context, the SWD$_{10}$ and SWD$_{90}$ parameters shown in Table 2 and computed on the SWD dataset (see below), describe the percentage of surface residues always involved ($f_{contact}$ of 90%) or occasionally involved ($f_{contact}$ of 10%) in a given type of interaction. As a consequence, the ratio SWD$_{90}$/SWD$_{10}$, indicates the fraction of interacting residues that is always seen interacting for a given type of interaction.

When a sufficient number of homologues is available, the $f_{contact}$ measure indicates whether the residue is specific or not for the given interaction type. In this study, unless otherwise stated, the $f_{contact}$ measures were computed on the SWD dataset, which is composed of proteins that are each described by at least 50 different structural chains. The solvating state of a residue is inferred from this residue contact frequency, although some more stringent criteria for the selection of related structural chains are added: (i) as the average number of water molecules observed per structure is correlated with the crystallographic resolution, only structures with a resolution between 1.5 and 2.5 Å were considered, (ii) structures containing the related chain must contain at least five water molecules to ensure they have been at least partially considered by the experimentalist. A residue is then considered as transiently solvated if it is in contact with water in at least 10% of the related structural chains. A residue that interacts with water in >90% of the related structural chains is considered to be specifically solvated.

As the contact frequency is dependent of a molecular context, it is possible to describe the variation of these contact frequencies for different sets of contexts. For solvation, this proves to be important as it allows to observe the change of residue solvation upon different assembly formation (protein–protein, protein–peptide, etc.).

**Inference of the interacting state**

Given a chain, it is possible to infer the interacting states of each of its residues by observing the interacting states of its aligned residues on related chains. M-ORBIS uses four main criteria to infer the interacting states of a residue from homologues: (i) the percentage of sequence identity between the studied chain and the related chain; (ii) the percentage of sequence identity for all the residues involved in the given interaction; (iii) a $f_{contact}$ value for the given interaction types; (iv) the distance between the Ca of aligned residues. These four parameters are highly dependent on the molecular context as it determines the chains selected.

As for the other criteria described previously, the selection of chains also depends on resolution criteria (e.g. the selection of structures with resolutions between $[R - \text{deviation}]$ Å and $[R + \text{deviation}]$ Å). In some cases, as for the study of protein–water contacts, it is preferable to select only the structures with at least five water molecules and to discard the structures in which the water was not or only partially resolved. These selections are available to users via the MSVM research platform and the M-ORBIS module.

**Structural datasets**

Four published non-redundant datasets (18,19,22,27) representing different types of interaction as well as the protein–protein docking benchmark 3.0 (7) are used throughout this study. These datasets are composed of structures extracted from the PDB and PQS using several criteria and are further curated by checking for crystal contacts, biological units and in some cases the literature. The docking benchmark dataset differs from other datasets by describing both a bound and unbound form for each protein.

A structurally well-defined dataset (SWD) of 102 proteins has been constructed by merging the four curated datasets and keeping only the protein chains with more than 100 residues that have at least 50 structural homologues in the PDB. The resulting dataset is composed of proteins having length varying from 107 to 796 amino acids.

**RESULTS**

In the following, we use the term ‘non-interacting surface’ to refer to the surface involved only in crystal packing, solvent or ion interactions, while the ‘interacting surface’ will refer to the different binding sites. Interacting residues will be referred to as IR and surface residues as SR.

**Validation of the interaction analysis**

The M-ORBIS Molecular Cartography of a molecule includes several annotations for each residue of each related chain analyzed (Figure 1). In particular, the interacting state of a residue, as well as its ASA values describing both its accessibility to solvent and its buried ASA are stored. The annotations present in the curated datasets (ASA and interacting state) were then compared to those provided by M-ORBIS (Supplementary Table S1). For each of the three tested datasets, the sensitivity and specificity of SR and IR detection were ~100%. The slight differences observed in IR sensitivity and specificity could be explained either by the choice of minimal buried ASA to detect IR or by the rare but wrong assignment of a modified nucleic acid residue to another molecular type. Surface ASA and Buried ASA values for both curated analysis and M-ORBIS also have a near perfect correlation ($\text{corr}^2$ columns). With the exception of protein–RNA assemblies, $\text{corr}^2$ indicates that both surface ASA and buried ASA can be accurately predicted from the analysis of structural homologues. It also suggests that when a residue is involved in a particular interaction type, its buried ASA is globally conserved over its family.

**Molecular context assignments**

For each structural chain analyzed in M-ORBIS, the set of interacting residues and partners can be easily retrieved
and it is possible to define a molecular context according to the types of interaction the chain is involved in (see ‘Materials and Methods’ section). The molecular context assignment was evaluated on the four curated datasets (18, 19, 22, 27), and results show that with the exception of the DNA dataset, 100% of the interactions described manually were correctly characterized by M-ORBIS. In the case of the DNA dataset, six structures (1asy; 1gtr; 1zd; 1urn; 1ttt; 1ser) were identified as participating in protein–RNA interactions rather than protein–DNA interactions but the consultation of the structures proves M-ORBIS to be right, where the nucleic acids were mainly tRNA (1asy; 1gtr; 1zd; 1ser).

The ability to correctly define a molecular context from a structure was further tested on the docking benchmark 3.0 dataset (7) where for each protein chain, both bound and unbound forms are described. Among the 124 assemblies, 191 partners were described as single protein chains (not as a group of chains). Starting from these 191 single protein chains in bound forms, M-ORBIS was able to find (by searching for homologous chains not involved in protein–protein, protein–peptide, protein–DNA or protein–RNA interactions) 155 of the corresponding unbound chains described in the article (81% accuracy). Another 11 chains from the benchmark 3.0 were described by M-ORBIS as participating in either protein–protein or protein–peptide interactions and were therefore not considered as unbound forms. Nevertheless, these interactions were present in these 11 structures and the M-ORBIS analysis was correct according to our unbound definition, thus raising our accuracy to 87%. The remaining 25 unbound chains described in the benchmark 3.0 but not found by M-ORBIS were due to three problems: (i) a change of PDB name, (ii) a change of chain name between the PDB and PQS files (due to the adding or removal of chains needed in PQS) and (iii) the non retrieval of the PDB chain by M-ORBIS.

**Binding site inferences**

In a previous section, we demonstrated that M-ORBIS stores and retrieves the correct mapping for each residue of each related chain. Here, we are interested in the inference of binding sites by homology. The inference of binding sites and putative partners by M-ORBIS is influenced mainly by four parameters described in ‘Materials and Methods’ section. In the following study, the minimal percentages of sequence identity for related chains and interacting residues are set to 50%; the minimal contact frequency $f_{\text{contact}}$ is set to 10%, while the accepted distance variation (in Å) between the Cz of the studied chain and the Cz of the related chains is set to 1.5 Å.

Table 1 illustrates the high sensitivity and specificity of the M-ORBIS binding site inference for each of the four interaction types considered. As the M-ORBIS annotations contains on average all the interacting residues detailed in the curated datasets (Supplementary Table S1), the Molecular Cartography of these datasets (which rely also on other homologous structures to infer binding sites) always describes a larger fraction of the surface as interacting. The fraction of surface involved in a binding site type ($f_{\text{contact}}$) was computed by considering only the structures with this type of binding site. By considering the residues described as interacting by M-ORBIS but not by the curated analysis as putative false positives, a lower bound of the binding site inference specificity is determined: 68.3% for heterodimers, and 86, 85.7% for homodimers and RNA, respectively. However, the Pearson product-moment correlations between the amino acid scales extracted from the curated and M-ORBIS analyses indicate that these new interacting residues respect the observed composition bias for each of these interaction types, suggesting they are not false positives. For instance, homodimer interacting residues are still shown to be more hydrophobic and aromatic, whereas DNA and RNA interacting residues are much more polar and cationic. To ensure the selection of only homologous chains and strengthen the inference of binding sites, a more drastic selection of related chains was performed with a minimal percentage of identity set to 90% and similar results with slightly smaller percentages of interacting surface were obtained (data not shown).

### The landscape of binding sites and interacting surfaces

The fractions of protein surface occupied by binding sites and solvent were first evaluated on the four manually
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**Table 1. Comparisons of binding site annotations provided by the curated datasets and M-ORBIS**

| Datasets       | Sensitivity (IR) | Lower bound specificity (IR) | Pearson correlation$^a$ | Manually curated interface$^b$ | M-ORBIS interface$^c$ | Interacting surface$^d$ |
|----------------|------------------|-----------------------------|-------------------------|-------------------------------|----------------------|------------------------|
| Homodimer (18) | 99.7             | 86.4                        | 0.98                    | 26.8 (12.8)                   | 31.8 (15.4)          | 33.8 (16)             |
| Heterodimer (27)| 96.5             | 68.3                        | 0.97                    | 19.1 (9)                      | 32.8 (23.6)          | 39.9 (18.5)           |
| RNA (19)       | 98.2             | 85.7                        | 0.99                    | 18.4 (8.3)                    | 21.4 (9.7)           | 28.2 (16)             |
| DNA (22)       | –                | –                           | 0.99                    | –                             | 26.8 (11)            | 40.3 (26.5)           |

The sensitivity corresponds to the fraction of residues that are inferred as interacting by M-ORBIS, among all the interacting residues described in each curated dataset. The lower bound specificity is the precision at which a residue described as interacting by M-ORBIS was annotated as such in the curated datasets. Numbers in parenthesis are standard deviations.

$^a$A Pearson correlation indicates the resemblance between the IR compositions calculated from the curated and M-ORBIS analysis.

$^b$The fractions of interacting surface described by the curated analysis.

$^c$The fractions of interacting surface described by M-ORBIS.

$^d$The interacting surface corresponds to the surface involved in at least one non-solvent interaction.
curated datasets. With a $f_{\text{contact}}$ of 10%, the interacting surface is shown to vary from 28.2% for the RNA dataset to 40.3% for the DNA dataset (Table 1). However, this first evaluation of the interacting surface suffers from the heterogeneity of the proteins studied: the M-ORBIS approach reveals that some of these proteins have less than ten homologous chains (1kq2:A, 1ser:A, etc.), thus leading to an incomplete mapping of their binding sites, whereas other proteins have more than 200 homologous chains (1us1:A, 1ajs:A, 1amk:A, etc.), leading to a more complete mapping of their binding sites and functions.

To cope with this problem and to strengthen our results, we used the SWD dataset where each protein has at least 50 structural homologous chains (see ‘Materials and Methods’ section). The results are summarized in Table 2 for different contact frequencies $f_{\text{contact}}$; interestingly, the binding site fractions of protein surface are not additive which suggests the existence of some overlap between binding sites (see specific and polyvalent binding sites).

For a $f_{\text{contact}}$ of 10%, the average interacting surface is 43.9% with the larger fraction of binding sites occupied by heterodimers (28.2%) and homodimers (26.5%), followed by DNA and RNA binding sites with 20.6 and 19.8%, respectively. Small peptide and ligand binding sites occupy the smallest fractions of the protein surface with 10.7 and 14.7%, respectively. We also verified that the average interacting surface described here in terms of residues (43.9%) was indeed similar to the average interacting surface in terms of accessible surface area (45%).

By increasing the minimal contact frequency to a more stringent value, the mapping can be set to emphasize the invariant interacting residues. At 90% minimal contact frequency, 31.9% of the surface is then seen as interacting, while at 90%, only 23.6% of the protein surface is described as interacting. The SWD$_{90}$/SWD$_{10}$ ratio indicates that 69 and 61% of RNA and DNA binding sites, respectively, are composed of residues that are seen interacting in $>90%$ of related structures, whereas the ligand binding site is composed of only 31% of these frequently interacting residues (see ‘Discussion’ section).

### The non-interacting surface landscape: the transient and specific protein–water contacts

The analysis of protein–water contact frequencies by M-ORBIS indicates that 86.5% of the surface residues are solvated in at least 10% of the structural homologues, whereas with a $f_{\text{contact}}$ of 50% and 90%, the fractions of solvated residues decrease to 58.4% and 15.1%, respectively (Figure 2, Table 2). Those residues that are in contact with water molecules in at least 90% of the related structural homologues are considered to specifically bind water molecules.

The analysis of the amino acid compositions involved in protein–water contacts on the SWD dataset shows, for a $f_{\text{contact}}$ of 10%, a high correlation of 0.95/0.94 with the non-interacting surfaces previously described in the literature (18,21,27). The correlation with a study dedicated to the hydration of protein surface and interface (34) is also good, with a 0.88 Pearson correlation. Interestingly, for a $f_{\text{contact}}$ of 90%, the first two correlations are decreased to 0.76/0.75, respectively, indicating some differences in the preferences of their amino acids to form contacts with water molecules. If Gly, Ala, Val, Leu, Ile, Pro and Met are considered as hydrophobic residues, and Asp, Glu, Lys and Arg as charged residues, a comparison with the previously published amino acid scales suggests that residues involved in specific water contacts are less hydrophobic (23.5% against 35.6%), and more charged (36.5% against 29.3%) than previously observed. Furthermore, the manual visualization of the SWD suggests that residues involved in specific water contacts are often co-localized with ligand binding sites. This result was partially verified in the following study concerning the polyvalent binding sites and is illustrated in Figure 2.

### Specific and polyvalent binding sites

It has been observed in a previous section, that the binding site fractions of the surfaces add up to more than the global interacting surface which suggests some overlap between binding sites. Using the M-ORBIS approach, it was possible to automatically locate the residues that had the ability to alternatively participate in at least two distinct interaction types (Figure 1). More precisely, two binding sites of different types (e.g. homodimer and heterodimer) are said to be polyvalent if at least 10 of their residues overlap and participate in both interaction types. In the case of overlap with ligand or small peptide binding sites which are smaller, only two residues were required.

Two questions are investigated: first, does a specific binding site (a binding site that is seen to be involved in

### Table 2. Average functional landscape of protein structures

| Dataset | Homodimer | Heterodimer | Peptide | S.Peptide | DNA | RNA | Ligand | Solvant | Int.Surface |
|---------|-----------|-------------|---------|-----------|-----|-----|--------|---------|-------------|
| SWD$_{10}$ | 26.5 (13.5) | 28.2 (14) | 16.9 (5.9) | 10.7 (6.5) | 20.6 (8.2) | 19.8 (9.4) | 14.7 (8.6) | 86.5 (11.7) | 43.9 (16.1) |
| SWD$_{50}$ | 23.4 (10.9) | 21.7 (9.1) | 16.6 (5.7) | 9.2 (5.1) | 18.7 (7.6) | 18 (8.3) | 9.9 (4.8) | 78.5 (14.5) | 37.6 (12.8) |
| SWD$_{90}$ | 19.2 (6.5) | 17.4 (6.8) | 15.3 (5.4) | 8.1 (3.8) | 17.5 (7.6) | 16.8 (7.6) | 7.1 (4.2) | 58.4 (17.9) | 31.9 (11.1) |
| SWD$_{100}$ | 16.6 (6.2) | 14.1 (6.9) | 11.9 (5.7) | 6.9 (2.8) | 15.6 (7) | 15 (7) | 5.1 (4.3) | 30 (16.9) | 26.7 (9.8) |
| SWD$_{90}$/SWD$_{10}$ (%) | 58 | 40 | 66 | 52 | 61 | 69 | 31 | 17 | 54 |

Each line described the average fractions of protein surface involved in each interaction type for a given $f_{\text{contact}}$. These fractions have been computed on the SWD dataset for $f_{\text{contact}}$ of 10, 25, 50, 75 and 90%, respectively. The contribution of a structure to each fraction of interacting surface was considered only when it presented the given interaction type. The ratio SWD$_{90}$/SWD$_{10}$ indicates the percentage of frequently interacting residues for a given binding site type. Numbers in parenthesis are standard deviations.
only one interaction type in all homologues) have the same physico-chemical properties as a polyvalent binding site (a binding site that is seen to be involved in at least two different interaction types) (Table 3); second, does a binding site observed to participate in an interaction type have some preference for participation in other interaction types (Table 4).

**Differences between specific and polyvalent binding sites.** The analysis of observed amino acid compositions between specific homodimer binding sites and polyvalent homodimer binding sites emphasizes several important differences. The most remarkable is the hydrophobic composition which is increased from 39.7% (for previously defined homodimer binding sites) to 66.5% for specific homodimer binding sites. Charged (Asp, Glu, Lys, Arg) and polar compositions (Ser, Thr, Asn, Gln) vary accordingly, being divided by a factor of 2. As a consequence, specific homodimer binding sites are shown to be much more correlated with the composition of the protein core than polyvalent homodimer binding sites and far less correlated with the composition of crystal packing interfaces. Indeed, homodimer interfaces had already been described as resembling the protein core (18,21). This hypothesis is further supported and detailed by our results on specific homodimer binding sites.

Concerning nucleic acids, as expected, both polyvalent homodimer/DNA and specific DNA binding sites and polyvalent homodimer binding sites are shown to be much more cationic than both polyvalent and specific homodimer binding sites. In addition, specific DNA binding sites tends to be less hydrophobic (31.3%) than polyvalent homodimer/DNA binding sites (39.1%) and more polar (30.3% against 26.7%).

As suspected, other homodimer polyvalent binding sites have amino acid compositions closer to what was previously described, explaining the observed differences between specific and polyvalent homodimer binding sites. For instance, polyvalent homodimer/heterodimer binding sites are more correlated to heterodimer (0.77) than specific homodimer binding sites (0.17). Furthermore, polyvalent homodimer/heterodimer and homodimer/solvent binding sites are seen to be more charged and polar which results in poor correlations with the protein core composition and higher correlations with the crystal packing binding sites.

**Favorable and unfavorable polyvalent binding sites.** Each binding site has different frequencies in the SWD dataset, the most frequent being the homodimer (17%), followed by ligand (15%) and heterodimer (11%) binding sites. Therefore, to perform unbiased observations of the likelihood of a binding site type A to be co-localized (polyvalent) with a binding site type B, we used the well established methodology described by Henikoff (36). A total of 525 co-localizations of binding site types were observed. Only 19 RNA binding sites were present; therefore, log-odd ratios concerning RNA should be considered as first approximations. The results are summarized in Table 4 and show that different polyvalent binding sites may be either favorable (as for the homodimer/heterodimer or heterodimer/peptide pairs), or unfavorable (homodimer/peptide or homodimer/RNA pairs). As expected, heterodimer binding sites can easily bind peptides (log odd: 0.79) and small peptides (log odd: 0.63), whereas a homodimer binding site are less able to bind peptides (-0.35) and small peptides (-0.3).
Table 3. Amino acid composition/contribution of the specific versus polyvalent binding sites

| Residue | HoD (A) | HoD,HeD (B) | Log(B/A) | HoD,HeD (C) | Log(C/B) | HoD,Solvent (D) | Log(D/B) | DNA | HoD,DNA |
|---------|---------|-------------|----------|-------------|----------|----------------|----------|-----|---------|
| GLY     | 6.3     | 7.2         | 0.05     | 5.4         | −0.12    | 6.2            | −0.07    | 5.3 | 2.6     |
| ALA     | 6.5     | 9.2         | 0.15     | 4.4         | −0.32    | 5.8            | −0.20    | 4.2 | 2.1     |
| VAL     | 5.5     | 10.5        | 0.28     | 5.2         | −0.31    | 4.1            | −0.41    | 6.0 | 11.3    |
| LEU     | 8.8     | 17.1        | 0.29     | 7.5         | −0.36    | 6.3            | −0.43    | 3.5 | 6.7     |
| ILE     | 4.8     | 10.2        | 0.33     | 2.8         | −0.56    | 3.2            | −0.51    | 3.9 | 4.6     |
| PRO     | 5.1     | 8.0         | 0.20     | 3.4         | −0.38    | 4.3            | −0.27    | 3.5 | 3.1     |
| MET     | 2.6     | 4.2         | 0.22     | 2.8         | −0.18    | 2.1            | −0.31    | 4.9 | 8.7     |
| PHE     | 4.4     | 6.9         | 0.20     | 8.0         | 0.07     | 3.5            | −0.29    | 0.9 | 0.0     |
| TRP     | 1.6     | 1.1         | −0.16    | 1.3         | 0.07     | 1.7            | 0.18     | 0.4 | 0.0     |
| SER     | 5.7     | 3.3         | −0.24    | 8.0         | 0.38     | 6.4            | 0.29     | 9.7 | 6.2     |
| THR     | 5.6     | 4.0         | −0.14    | 6.7         | 0.22     | 6.1            | 0.18     | 8.8 | 8.7     |
| ASN     | 4.2     | 1.5         | −0.45    | 2.8         | 0.27     | 5.0            | 0.52     | 7.2 | 6.2     |
| GLN     | 4.4     | 1.9         | −0.37    | 3.4         | 0.25     | 5.2            | 0.44     | 4.6 | 5.6     |
| ASP     | 5.8     | 1.9         | −0.49    | 5.2         | 0.43     | 7.0            | 0.57     | 4.6 | 2.6     |
| GLU     | 6.8     | 2.3         | −0.47    | 6.7         | 0.47     | 8.1            | 0.55     | 4.1 | 5.1     |
| CYS     | 1.2     | 1.5         | 0.09     | 0.5         | −0.47    | 1.1            | −0.13    | 0.9 | 0.0     |
| TYR     | 4.2     | 2.6         | −0.22    | 7.7         | 0.48     | 4.7            | 0.26     | 2.8 | 1.5     |
| HIS     | 3.3     | 1.5         | −0.33    | 2.3         | 0.18     | 3.8            | 0.39     | 2.7 | 3.1     |
| LYS     | 6.1     | 3.1         | −0.30    | 10.6        | 0.54     | 7.1            | 0.37     | 12.7| 11.3    |
| ARG     | 6.9     | 1.9         | −0.56    | 5.4         | 0.45     | 8.4            | 0.65     | 9.2 | 10.8    |

Hydropoph: 39.7; Anionic: 12.6; Cationic: 13; Polar: 19.9

Table 4. Average log-odd ratios for two binding sites to be co-localized

|          | Homodimer | Heterodimer | Peptide | S.Peptide | DNA | RNA | Ligand | Solvent |
|----------|-----------|-------------|---------|-----------|-----|-----|--------|---------|
| Homodimer| 0.12      | 0.13        | −0.35   | −0.30     | −0.02| −0.60| −0.09  | 0.02    |
| Heterodimer| 0.13     | 0.79        | 0.63    | 0.09      | −0.85| 0.12 | −0.06  |         |
| Peptide  | −0.35     | 0.79        | 0.84    |           | −0.09| −0.23|        |         |
| S.Peptide| −0.30     | 0.63        |         |           | 0.30 | −0.15|        |         |
| DNA      | −0.02     | 0.09        |         |           | 0.34 | 0.63 | −0.12  |         |
| RNA      | −0.60     | −0.85       |         |           | 2.37 | 0.43 | 0.04   |         |
| Ligand   | −0.09     | 0.12        | −0.09   | 0.30      | 0.63 | 0.43 | −1.56  | 0.15    |
| Solvent  | 0.02      | −0.06       | −0.23   | −0.15     | 0.12 | 0.04 | 0.15   | −0.01   |

C(X) is a Pearson product-moment correlation between the amino acid scale described in column and the published amino acid scale X. When X is HoD (homodimer), the amino acid scale is from Bahadur et al. (18); when X is HeD (Heterodimer) or Pcore (protein core), the amino acid scales are from Albou et al. (27); when X is Crystal (crystal packing), it is from Bahadur et al. (15). HoD,X (such as HoD,HeD) indicates an homodimer/X polyvalent binding site.

Interestingly, small peptides and ligands which both serve as key regulating factors of protein activities can preferentially share a same binding site (log odds: 0.3). As for ligand binding sites, they are the most polyvalent binding sites of all, being preferentially co-localized with all other binding site types considered, with the exception of homodimer and peptide where no clear preference can be observed. Concerning water binding sites, only the ligand binding sites seem to be preferentially co-localized with a moderate log odds ratio of 0.15; nevertheless, this result agrees with the manual visualization of the SWD Molecular Cartographies (example in Figure 2).

**DISCUSSION**

This work was dedicated to the analysis of protein surfaces and binding sites. In addition to describing an automated approach capable of performing fast comparative and integrated analysis of structures, we have demonstrated the existence of two major families of binding sites: (i) specific binding sites that are only able to bind a
specific type of molecule, (ii) polyvalent binding sites that can bind different types of molecules. Our analysis suggests that some of these specific and polyvalent binding sites can be distinguished based solely on their amino acid composition. Additionally, polyvalent binding sites often highlight an intermediate composition between the specific binding sites they represent, e.g. a polyvalent DNA/homodimer binding site exhibits properties both from specific DNA binding sites and homodimer binding sites.

The question of whether specific binding sites could demonstrate stronger or even permanent interaction remains to be answered. In the case of specific homodimer binding sites which are relatively well correlated to the core of proteins (Pearson correlation of 0.93), one should nevertheless emphasize that such localized hydrophobic regions (on average 66%) are unlikely to remain free in the cell and would indeed suggest stronger interaction. Similarly, the polyvalent binding sites which are capable of binding at least two different types of molecules are necessarily involved in weaker interactions since they need to dissociate and associate with different partners.

Three examples of polyvalent binding sites are reported in Figure 3. Among them, an important and well documented example is the Retinoid X Receptor (RXR) which belongs to the large and important family of nuclear receptors. Indeed, RXR differentially regulates gene expression by forming either homodimers or heterodimers with other nuclear receptors such as RAR, VDR or PPAR (25,37,38). As for the transcription factor TATA binding protein (TBP) involved in DNA melting, its homodimer binding site is also co-localized with its DNA binding site.

The examples above describe binary polyvalent binding sites, but the Molecular Cartography of the pancreatic α-amylase also suggests that a single binding site may accept the binding of more than three different molecular types.

Previous results based on the analysis of a single type of interaction identified on average 20% of the protein surface as interacting. Using our integrative approach, we show that by considering all types of binding sites, the average interacting surface is re-evaluated at 44% (in terms of surface residues) or 45% (in terms of accessible surface area). However, this average interacting surface should be considered as a lower approximation since it is probable that not all the biological binding sites of studied molecules were described in the PDB. Similarly, it is well known that the number of solved water molecules not only depends on the crystallographic resolution, but suffers from partial determination since their importance both in molecular stability and interaction mediation were recognized only recently (34,39,40). The averaging proposed by M-ORBIS reduces these effects and allows a mapping of protein–water contact frequencies (Figure 2). Although the specifically solvated residues can be regarded as an accurate result (criteria to detect residue–water contacts are very stringent and the contacts are seen in at least 50 structures), the transiently solvated surface should be considered as a lower approximation due to the possible omission of water molecules in structures.

Interestingly, the observation of the interacting surfaces at different minimal contact frequencies (Table 2), suggests that about half of the residues composing a binding site are not specific to the partner and always participate to a given type of interaction (ratio SWD90/ SWD10). This also implies that the other half of the residues could modulate the recognition specificity of distinct partners. In particular, DNA and RNA binding sites seem to have more physico-chemical constraints since 69 and 61%, respectively, of their binding sites are composed of residues that are always seen interacting in related structures. Inversely, ligand binding sites which can bind different ligands with different affinities are shown to be composed of only 31% of those frequently interacting residues, so the remaining 69% of the residues could serve to modulate the recognition specificity of different compounds. From these observations, we would like to propose the notion of a ‘core’ binding site defined by the residues that are always seen interacting for a given type of interaction. This core binding site would meet some of the requirements required for a given type of interaction, whereas the remaining residues of the binding site would be more fuzzy, thus serving the purpose of recognition specificity. If this core binding site is indeed used to meet the requirements for a given type of interaction, it may be more evolutionarily conserved than the remainder of the binding site. This notion of core binding site may also share similarities with the existing notion of ‘core’ and ‘rim’ residues composed a binding site which were defined according to the presence of fully buried atoms at the interface (20).

These results may have consequences for protein binding site predictions, for example to redirect attention towards the integrative prediction of the different types of binding sites (a harder computational problem) or to focus efforts towards the prediction and characterization of the core binding sites and hot spots (24). Such integrative mapping of the different types of binding sites (Molecular Cartography) of molecules will help to accelerate docking approaches by giving fast and easy access to existing structural data (Figure 5). In particular, since the docking problems now include the distinction between protein–protein, protein–nucleic acid and protein–ligand interactions, M-ORBIS should prove to be a tool of choice as it differentiates and locates all the known types of binding sites and identifies the frequently interacting residues and the frequently solvated residues.

Additionally, the likelihood of polyvalent binding sites indicates that small peptides and ligands are more co-localized than peptides and ligands or proteins and ligands. The logic behind the distinction of protein, peptide and small peptide relies on the observation that proteins (defined here as a polypeptide of more than 60 residues) often have a stabilizing protein core which may reflect conformational flexibility behaviors different from those of peptides, which generally do not have a well formed protein core. Also, small peptides are separated from peptides due to their small size and the intuitive idea that they can mimic ligands (small chemical compounds). Although arbitrary, previous studies of Stanfield (41) or Petsalaki (42) also suggested
differentiating small peptides from other polypeptides using a size limit near 20 residues. A clearer distinction between proteins, peptides and small peptides could be achieved either by studying the percentage of residues constituting the polypeptide core, or by studying the intrinsic conformational flexibilities, or by optimizing the likelihood of co-localization of small peptide and ligand binding sites.

As M-ORBIS collects and classifies structures according to their molecular contexts, it is possible to analyze the conformational flexibility for a given molecular context or upon the change from a context to another. For instance, the CDK is a well studied family of enzymes which catalyzes the transfer of a phosphate group from ATP onto the hydroxyl group of a serine or threonine. They play a crucial role in cell cycle regulation and are activated by their binding to different cyclins. The unbound (monomeric) form is known to be inactive due to several structural constraints (43). By defining two molecular contexts (the first corresponding to the structures of CDK in interaction only with water and ligands, the second corresponding to the structures of CDK involved only in heterodimeric, solvent and ligand interactions), the M-ORBIS cartography approach was able to automatically detect, average and map the changes of conformation between these two states (Figure 4). They correspond, with some minor differences, to what was previously observed in the literature (44), with the shifting of the T coil towards the heterodimeric partner (here the cyclin), and the displacement of the PSTAIRE helix in the

Figure 3. Examples of proteins exhibiting polyvalent binding sites. Polyvalent binding sites are a general phenomena in molecular structures. (A) The TATA-binding protein (TBP) processed by the M-ORBIS Molecular Cartography approach starting from structure 1ais:A. (B) The Retinoid X Receptor-Alpha (RXR) cartography from the structure 1dkf:A. (C) The Pancreatic Alpha-Amylase (PAA) cartography from the structure 1dhk:A. Binding site types are represented in different colors: blue for homodimer, red for heterodimer, yellow for DNA, green for ligand and salmon for peptide. For TBP and RXR, the homodimer partner shown is extracted from structures 1d3u and 1dkf, respectively. For PAA, the heterodimeric and peptide partners are extracted from structures 1dhk and 1clv, respectively, whereas the ligand partner was extracted from 1g9h.
opposite direction. It was also possible to define other molecular contexts, for instance representing (i) only solvent interactions, (ii) only heterodimer and solvent interactions or (iii) heterodimer, ligand, small peptide and solvent interactions. The comparison of these other molecular contexts demonstrates that the T coil displacement results only from the heterodimer formation and not from the binding of the ligand or the small peptide.

Most of the programs used to generate an M-ORBIS Molecular Cartography are generic and should be soon applicable to other molecules such as RNA and DNA. Furthermore, if our approach is aimed at describing the functional and dynamic behaviors of a single molecular chain, it has been observed that an assembly (group of chains) can be required to perform an interaction with another molecular partner (7,20). As a consequence, it

Figure 4. Change of conformation between molecular contexts: the case of CDK. Molecular Cartography obtained from the structure of the CDK2 (1fin:A). Two molecular contexts are defined: MC1 corresponds to the CDK2 in an environment where it interacts with water and ligand only, whereas MC2 corresponds to an environment where it also interacts with another protein to form a heterodimer. For each of these molecular contexts, the corresponding sets of structures has been automatically detected by M-ORBIS and an averaged backbone is computed and shown in (A and B). Two main conformational changes are involved between MC1 and MC2: the T-Coil helix moves towards the heterodimer binding site, while the PSTAIRE-helix is pushed in the opposite direction. The amount of conformational change has been mapped onto the protein surface in (C); blue, no change; green, small change; red, important change. The molecular cartography shown in (D) allows to correlate these conformational changes with the location of each binding site type.

Figure 5. Molecular Cartography of binding sites. Heterodimeric binding sites are represented in red, homodimeric and ligand binding sites in blue and green, respectively and DNA and peptide binding sites in yellow and salmon, respectively. Polyvalent binding sites are indicated in purple. From top left to bottom right, the cartography of proteins: ribonuclease inhibitor (1dfj), ferrodoxin-nadp reductase (1ewy); neuraminidase (3b7e); cAMP-dependent kinase (1ydr); p53 tumor suppressor (1tsr); neurotoxin bont/A (1xtg); acetylcholinesterase (1fss); guanine nucleotide-binding protein Gi(i) (1bof).
should be possible to search not only for the structures containing a specific single chain, but also for structures containing a specific assembly. For instance, the retrieval of related structural chains is currently achieved using a sequence-based comparison engine (PipeAlign), but recent advances in structural comparisons using spherical harmonics (45) could be used to retrieve structures containing a specific assembly. Such structural comparisons will also enhance both the rapidity and sensitivity of the molecular cartographies as some homologies are easier to detect on structures than on sequences. Other comparison methods are also being investigated. In further developments, our automated analysis will benefit from other databases such as PiSa (13) to help discriminate between biological and crystal packing interfaces.

As a conclusion, starting from a molecular structure with no or little functional knowledge, the ultimate goal of Molecular Cartography is to provide an extensive description and characterization of the dynamic functions and behaviors of a molecule by integrating the analysis of related structural data.
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