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Abstract. Nowadays, there are various techniques and methods used in land cover classification using remote sensing data especially in oil palm monitoring. This study discussed the oil palm mapping using satellite imagery (Sentinel-2) and classification of land cover features using machine learning algorithms such as linear support vector classifier (LSVC), random forests (RF) and deep neural network (DNN). A total 13218 sampling points (80% of the total sampling points used as training samples and 20% applied as testing samples) were randomly selected in the study area which were then classified into six land cover features; water, bare soil, forest, immature oil palm (the age of 2-8 year), mature oil palm (age >8 year) and built-up area. These data were validated by using spectral reflectance, Google Earth Pro and ground checking. The accuracy assessment was conducted by a confusion matrix method. The results showed that classification of land features using DNN with batch size 32 and epoch 100 has the highest accuracy which is 99.35% for overall accuracy and 98.49% kappa accuracy. This study demonstrated various machine learning algorithms that may be used to detect and classify the maturity of oil palm trees, which is vital to record in tree inventories for effective plantation management.

1. Introduction
Oil palm, *Elaeis guineensis* is the main contributor to Malaysia’s economy in the agriculture industry according to the Department of Statistics Malaysia (DOSM). The oil palm plantations have conquered approximately 11.10 million acres of land in Malaysia. It is difficult for the plantation staff to monitor the development of the oil palm trees and manage the plantation area due to the large number of oil palm trees in a wide area and it will require more human power, consume time, and be costly. In the plantations industry, it is essential to ensure the development of the crops is manageable to make sure the production of yield is high which leads to an increase in profit. Other than that, it is important for
efficient management in croplands and the expansion of the plantation has to be carefully arranged in order to prevent the destruction of ecosystems. Recently, remote sensing has been widely used in monitoring the oil palm plantation, where these remote sensing will be used in the oil palm mapping and the classification of land cover that is important for better inventory management and for the manager to plan the strategy for the replanting.

Researchers [1][2][3][13] had conducted various different techniques of classification and for oil palm yield estimation that utilize different machine learning algorithms such as the random forest (RF), modified AdaBoost algorithms, support vector machine (SVM), maximum likelihood (ML), artificial neural network (ANN), and more. The land cover mapping involved the selection of the high resolution of satellite images such as Landsat-8, Sentinel-1, Sentinel-2, and others. The machine learning algorithms were applied and the confusion matrix is calculated to generate the accuracy of the model. Accuracy assessments have been conducted in most of the studies. An evaluation to determine the accuracy of the used algorithms is essential in land cover mapping as it is to compare and determine the best land cover features classifier. Oil palm data extraction and land cover classification are conducted more efficiently in RF than other machine learning algorithms [1][3].

There is a trend using advanced machine learning algorithms to classify, and yet there is still a lack of studies using advanced machine learning, especially deep learning algorithms for land cover classification and oil palm mapping in high-resolution satellite data. Existing research or studies have used machine learning algorithms for land cover classification and crop mapping [1][2][3][13]. Furthermore, open-source plugins in GIS software using advanced machine learning algorithms especially deep learning algorithms are very limited. This study will use machine learning algorithms such as the linear support vector classifier (LSVC), random forest (RF), and deep neural network (DNN) to classify the land cover features and monitor the maturity of the oil palm trees. Therefore, the objective of this study is to examine oil palm mapping using high resolution freely available satellite imagery and carry out land cover classification and oil palm mapping using advanced machine learning algorithms.

2. Methodology

2.1 Study Area
Our study area comprises 23 blocks in a research plantation located in Pahang state in Peninsular Malaysia, covering 24-kilometer square.

![Figure 1. Map of study area location.](image)
2.2 Design of Study
The design study for this study is as shown in Figure 1. It consists of three main parts which are data acquisition, processing, and result.

2.3 Data Acquisition
The data used in this study is the Sentinel-2 imagery in the year 2020. The Sentinel-2 image is obtained from the Sentinel-2 satellite that was launched during the Copernicus Programme by the European Space Agency (ESA). This satellite consists of multispectral instruments which measure the reflection of radiance from Earth in 13 spectral bands (from near-infrared to shortwave infrared) obtained from 10, 20 and 60 m spatial resolution as shown. The Sentinel-2 image is analyzed by using Quantum GIS (QGIS), an open-source geographic information system (GIS) software. To overcome the limitation obstructed by cloud cover, we used a cloud percentage (of 10%) as a screening method for creating our cloud-free composite. Following that, the image was pre-processed using cloud masking. First, the QA60 bitmask band (a quality flag band) was utilized to detect and mask out opaque clouds and cirrus, and then sentinel2 images were scaled by 10,000. The spatial resolution of all satellite bands was resampled to 10m using the nearest neighbour method [4].

2.4 Sampling Strategy
The sampling strategy used in this study is random sampling, the most common sampling technique in remote sensing. The sampling strategy is important to improve the accuracy of the prediction of samples that have fewer samples otherwise it will cause an increase in cost and generate poor accuracy [5]. The training samples that were used to classify the S2 imagery in this research were 80% (10574 points) of the total samples and 20% (2644 points) of total samples applied as testing samples that were used to assess the accuracy of the classifiers used. The samples were verified by using Google Earth Pro and spectral reflectance signature in the EnMAP plugin.

2.5 Classification
Nowadays, machine learning is often being used to do classification of land cover classes. It is useful in remote sensing data classification because of its efficient classification of satellite imagery. Machine learning center of attention is the predicted features, the performance of the classifier to predict efficiently, and the method used to determine the success of the prediction [6]. In this study, there are
six land cover features used which are water, build up area, bare soil, forest, immature oil palm (the age of 2-8 year) and mature (age > 8 year). The classification in machine learning is dependent on the hyperparameters of the respective machine learning algorithms. These hyperparameters are derived through programming however since in this study, the classification using machine learning is processed through plugins as shown in Table 1 in QGIS.

**Table 1.** Machine learning algorithms and the parameters used.

| No. | Models | Plugins used for analysis | Parameters | Definition |
|-----|--------|---------------------------|------------|------------|
| 1   | LSVC   | EnMAP-Box                 | ‘C’ (0.001, 0.01, 0.1, 1, 10, 100, 1000). | ‘C’ = penalty parameter of the error term |
| 2   | RF     | EnMAP-Box                 | n_estimators (100), oob_score (TRUE). | n_estimators = number of trees |
| 3   | DNN    | Advanced Hyperspectral Data Analysis Software (Avhyas) | hidden_layers (2), epoch (50 and 100), learning rate (0.01) and batch sizes (32 and 64). | hidden_layers = number of hidden layer Epoch = number of times to train the entire data |

2.5.1 Linear Support Vector Classifier. The purpose of Linear support vector classifier (LSVC) is to fit the data that is user-provided by producing the best fit of a hyperplane that divides the data used in this research. The prediction of the classification is determined after the production of the hyperplane, where the desired features are added to the classifiers. Before the processing, the hyperparameters such as the penalty parameter of the error term (‘C’) which consist of seven values, 0.001, 0.01, 0.1, 1, 10, 100, and 1000. The higher the value of ‘C’, the more accurate the training sample. However, if the ‘C’ value is way too high, it might cause the overfitting of the training data. This overfitting data will cause problems for future observations if new data are being added. In these plugins, it will choose the suitable ‘C’ values for the classification.

2.5.2 Random Forests. Random forest (RF) classifier is the most common algorithm used nowadays due to its efficiency in classification. RF utilizing bagging ensemble method to train the random datasets. These datasets were trained separately and the outcomes are produced via majority voting or calculating the average to generate high accuracy models. There are several studies that compare the usage of random forest algorithms with other algorithms such as maximum likelihood classifiers [7]. In this study, the classification using random forest is conducted in ENMAP plugins. The model parameter is the number of trees (n_estimators) which default equal to 100. N_estimators is the number of trees that the users desired before the maximum or average voting is being taken. The higher the n_estimator, the better the performance of the classification. Next model parameter is out of bag score (oob_score) which is used to validate the outcomes of the classification model in random forest.

2.5.3 Deep Neural Network. Deep neural networks (DNN) contain one input layer, several hidden layers and one output layer. The higher the number of hidden layers, the deeper the network. Two hidden layers was implemented in Avhyas plugin. Those layers are linked, with the outcomes of the past layers that become the source of the current layer. These layers are weighted and these weights will determine the performance of the network [8]. In this study, the hyperparameters (epoch, learning rate, and batch size) were adjusted in Avhyas plugins in QGIS.
2.6 Accuracy Assessment
Accuracy assessment is significant in remote sensing as it is used to evaluate the accurateness of the land cover classification methods. The accuracy is tested by using ground truth data of the six features of the land cover. These accuracies are the result of the analysis of the image classification by the machine learning algorithms. The confusion matrix is used to evaluate the performance of a classification model by comparing the actual classes to the machine learning model's predictions. By summing the number of correctly classified classes and dividing by the total number of classes, the overall accuracy is obtained. The correctly classified classes are computed using a confusion matrix. The resulting kappa measure accounts for chance agreement in classification and indicates how much better the classification performed. These are two accuracies that will be used in this study which are the overall accuracy and Kappa accuracy.

3. Results and Discussion

3.1 Spectral reflectances of the features
Spectral reflectances are different for each of the classes. Therefore, it is used to confirm the classification during ground-truthing alongside using Google Earth Pro. These spectral reflectances are obtained from the Sentinel-2 image. By selecting the random area, the spectral reflectance can be determined at the respective area and the value can be compared with the confirmed features and the user can manually visualize the graph of the spectral reflectance.

![Figure 3](image)

**Figure 3.** The spectral reflectance profile for respective features.

Figure 3 shows the band number against spectral reflectance for six land cover features. The band number represents the wavelength of the respective band. This spectral reflectance profile is obtained from the EnMAP by randomly selecting the respective features. As shown in the graph, each of the features have different reflectance. Vegetation absorbs more visible light and reflects near infrared radiation due to the need for photosynthesis [9]. Different species of vegetation contain different content of pigment and texture. Thus, it will result in a difference of absorption of radiation.

3.2 Classification results
The classification result was evaluated by using a confusion matrix that was generated from the classification results in the plugins. Testing samples were used to evaluate the land cover classifications features and confusion matrix were produced that included the OA and KA (see Table 2) and UA and PA (see Table 3) for each of the algorithms. This confusion matrix determined the accuracy of the data processing from satellite image Sentinel-2 compared with real world situations [10]. The overall accuracy and kappa accuracy of the three algorithms were quite close to each other as shown in Table
3. The highest overall accuracy and kappa accuracy was generated by DNN with batch size (32) and epoch (100) which is 99.35% and 98.49% respectively. Followed by another scenario with different batch size (64) but different epoch (50), which it resulted 98.63% for overall accuracy and 96.81% for kappa accuracy and RF algorithms with an overall accuracy of 98.51% and kappa accuracy 96.63% and finally the LSVC that produced 98.12% overall accuracy and 95.7% kappa accuracy.
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**Figure 4.** Classification results of the study area: (a) LSVC, (b) RF, (c) DNN (Batch size= 32, Epoch= 100) and (d) DNN (Batch size= 64, Epoch= 50) methods.

| No. | Algorithms | Parameters | OA (%) | KA (%) |
|-----|------------|------------|--------|--------|
| 1   | LSVC       | ‘C’= 0.001, 0.01, 0.1, 1, 10, 100, 1000 | 98.12  | 95.7   |
| 2   | RF         | n_estimators= 100, oob_score= TRUE | 98.51  | 96.63  |
| 3   | DNN        | Batch size, Learning rate, Epoch | OA (%) | KA (%) |
|     |            | 32, 0.01, 100 | 99.35  | 98.49  |
|     |            | 64, 0.01, 50  | 98.63  | 96.81  |

**Table 2.** Comparison of classification results.
Table 3. Comparison of classification results for each class.

| No. | Map Class                  | Machine Learning |           | Deep Learning |           |
|-----|----------------------------|------------------|-----------|---------------|-----------|
|     |                            | LSVC             | RF        | DNN (BS=32)   | DNN (BS=64)|
|     |                            | UA (%)           | PA (%)    | UA (%)        | PA (%)    |
|     |                            |                  |           | UA (%)        | PA (%)    |
| 1   | Build up                   | 100.00           | 98.31     | 99.14         | 97.46     |
| 2   | Forest                     | 98.96            | 99.86     | 99.69         | 99.31     |
| 3   | Bare soil                  | 84.00            | 87.50     | 59.15         | 87.50     |
| 4   | Mature oil palm (>10 yr)   | 98.15            | 93.92     | 97.60         | 96.59     |
| 5   | Immature oil palm (2-10 yr)| 82.26            | 90.27     | 87.55         | 86.46     |
| 6   | Water                      | 98.73            | 100.00    | 95.00         | 97.44     |

UA: User’s accuracy; PA: Producer’s accuracy

The results showed deep learning algorithms (DNN) produce higher accuracy compared to other machine learning algorithms (LSVC and RF). For both models of machine learning algorithms which are LSVC and RF able to precisely detect and differentiate the vegetation (mature, immature and forest) classes which shows high accuracy. According to Figure 4 (c) and Figure 4 (d), it is easily confused with the classification of bare soil and water features compared to machine learning algorithms in Figure 4 (a) and Figure 4 (b) that could distinguish bare soil and water features in the study area. The causes of these problems could be the depth of the layers in the deep neural network processing, where this layer depth gives important impacts to the accuracy of the classification [11]. For all models, the build-up classes are the considerably most accurate differentiated features, where the values of accuracy are higher than 95 %. Between the machine learning algorithms; RF and LSVC, RF are able to provide more accuracy and are more efficient in classification of features than linear support vector classifiers. This is due to its ability to solve both classification and regression through majority voting or average calculation [12]. Based on table 4 shown above, the accuracy percentage (UA and OA) for both immature and mature oil palm trees show lower accuracy than in other classes. A previous study has shown this is due to the confusion in the classifier and caused misclassification between the oil palm trees and forests since both classes belong to the same class which is vegetation that has similar spectral properties [13].

4. Conclusion
This study represents the usage of advanced machine learning in production of land cover classification and oil palm age mapping using Sentinel-2 data. The results show the oil palm mapping using Sentinel-2 imagery is satisfying and acceptable. Based on the obtained result, the highest accuracy for both overall and kappa accuracy was generated by DNN that comprises batch size 32 and epoch 100 which is 99.35% and 98.49% respectively. This shows that deep learning algorithms are able to generate more accurate and satisfying classification over other machine learning algorithms such as RF and LSVC. In future studies, precise age separation of oil palm will be performed to facilitate inventory management in the plantation.
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