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Figure 1. A 3D scene composed of objects generated using only text prompts: lamp shade, round brown table, photograph of a bust of homer, vase with pink flowers, blue sofa, pink pillow, painting in a frame, brown table, apple, banana, muffin, loaf of bread, coffee, burger, fruit basket, coca cola can, red chair, computer monitor, photo of marios cap, playstation one controller, blue pen, excalibur sword, matte painting of a bonsai tree; trending on artstation. (The 3D positioning in the scene was done by a user)

Abstract

We present a technique for zero-shot generation of a 3D model using only a target text prompt. Without a generative model or any 3D supervision our method deforms a control shape of a limit subdivided surface along with a texture map and normal map to obtain a 3D model asset that matches the input text prompt and can be deployed into games or modeling applications. We rely only on a pre-trained CLIP model that compares the input text prompt with differentiably rendered images of our 3D model. While previous works have focused on stylization or required training of generative models we perform optimization on mesh parameters directly to generate shape and texture. To improve the quality of results we also introduce a set of techniques such as render augmentations, primitive selection, prompt augmentation that guide the mesh towards a suitable result.

1. Introduction

Gaming, virtual reality, films and most other multimedia experiences rely on the use of 3D models. While there are many methods of representing these models, many existing games and modeling software used 3D assets consisting of a polygonal mesh coupled with texture and normal maps. However, the creation and texturing of meshes is a time consuming and expensive task that often also needs specialized software. There has been a lot of research focused on synthesizing shapes but these look at generation in the form of point clouds, voxel grids and implicit functions. While they provide good results the issue is that they require additional steps to be used in existing software and this conversion can lead to undesirable results or artifacts.

The ideal scenario would be a technique where a user can generate any arbitrary 3D shape based on only a abstract text description of the object. This would greatly increase the use and accessibility of developing 3D based multimedia. Furthermore, if the shape generated is in the form of a mesh and corresponding texture maps it would be much easier to integrate as existing game engines, tools and software as these expect the user to provide a polygonal mesh with texture.

A big limitation in this type of work is the lack of large varied datasets of 3D object examples and corresponding natural language descriptions. Datasets such as Shapenet [1] and CO3D [13] provide 51 and 50 object categories re-
respectively. In contrast there are large datasets containing rich 2D images with a large variety of objects. For example Imagenet-21K [14] has 21,000 object categories. Furthermore, natural image data can often be accompanied by rich textual descriptions. Recently the CLIP has been trained on a large dataset of 400 million image text pairs to learn an aligned visual and textual representation [12]. This text and image scoring model was trained on text captions with combinations from a set of 500,000 query words, leading to a very large diversity in the potential objects it can represent.

We consider utilizing the knowledge from large scale deep learning models that are trained only on images and texts. This relies on the fact that a 3D shape can be projected to a 2D image from an arbitrary viewpoint through rendering. Using a differentiable renderer one can obtain images of a shape and then use CLIP to get a loss between the images and an input text. By backpropogating this loss the shape and texture of a shape can be changed based on the input prompt. However, doing this naively will lead to a tangled and noisy mesh therefore we incorporate a regularization loss to maintain mesh geometry. However, even this is not enough as the gradients from CLIP tend to be very noisy so we also incorporate limit subdivision to further smooth the mesh. Even though this helps us minimize the loss it often leads to an undesirable result in terms of texture as CLIP may prefer "painting" small artifacts in to the texture rather than deform and globally texture the object. To alleviate this we use multiple augmentations to render the object dynamically such that it optimizes to a good solution.

Our contributions can be summarized as followed:

- We introduce a set of techniques that allow zero-shot text-guided generation with a differentiable renderer
- We use these techniques to directly generate meshes with their texture maps and normal maps
- We present a differentiable implementation of loop limit subdivision that provides the benefits of subdivision smoothing without the overhead of more vertices

2. Related work

A number of works have previously attempted to generate 3-D models from text by utilizing datasets of text descriptions corresponding to 3-D models. For example [2, 3] proposed to train a joint embedding between 3-D shapes and text and combine this with a GAN to produce novel outputs. These approaches however are not zero-shot and are thus limited by the lack of available matched 3-D models and text descriptions. Another work generates shapes from text prompts [15] but it requires training of an encoder and decoder using a set of defined meshes which limits generalizability and they also use a voxel representation which lack textures. [7, 10] focus on stylization of pre-defined object meshes with text descriptions, while we tackle the problem of generating the entire shape and texture from a detailed natural language description.
Concurrent to our work, [6] proposed a zero-shot text guided generation using a NeRF model [11]. Unlike our approach this does not allow direct generation of a mesh but instead trains a neural radiance field. This method requires raycasting and training a set of neural network parameters which has a large computation overhead even for low quality generation where as our figures are all generated on a single 12GB GPU. Additionally editing of the object and getting a mesh is not straightforward since the shape is within the weights of a network and extraction requires a user determined thresholding which can lead to trade offs. Additionally the texture and shape cannot be disentangled but in our work the shape, texture and normal can be individually modified.

3. Method

An overview of our method is shown in Figure 3. We represent a 3D model using three components: (1) a 3D mesh whose vertices $V_0 \in \mathbb{R}^{n \times 3}$ are the control vertices of a Loop [9] subdivision surface $V = S(V_0)$, (2) a texture map $T$ and (3) a normal map $\hat{T}$. This is a standard way to represent geometric assets in video games and modeling applications. Furthermore, using a texture map allows to decouple the appearance from the geometry and the combination of normal map and subdivision surface control allows us to reduce the number of optimization parameters of the geometry while maintaining rendering details. Our method creates a 3D model by optimizing these three components using a differential renderer. Our rendering pipeline uses the initial control mesh to compute the limit surface $V$ of the Loop subdivision scheme [16]. This limit surface can be computed analytically and it is a differentiable function. The loop subdivision surface $V$ is also, by construction, smooth, this surface definition acts as an implicit regularizer and helps avoiding triangle inversion during the optimization phase as shown in Figure 3 i,j). We render this mesh using using a differential renderer $R$ [8] from several camera positions $D(\varphi, \theta)$. We uniformly sample a camera azimuth angle $\varphi$ from a range of 0° to 360° and for elevation $\theta$ we sample from a Beta distribution with $\alpha = 1.0$ and $\beta = 5.0$ within a range of 0° to 100° this allows the generation to focus on making the object consistent from a single elevation angle giving it a ”front view” but the distribution allows other elevations so that textures get painted in for triangles in those regions but the shape does not deform significantly. Using these camera positions and orientation we render a set of images $I_i$:

$$I_i = R(D(\varphi_i, \theta_i), V, T, \hat{T})$$

Images $I_i$ are encoded using the CLIP image encoder $C^I$:

$$E_i = C^I(I_i)$$

Where $E_i$ represents a set of encodings for each image in $I_i$. The input to our method is a text prompt $p$ that is encoded using the CLIP text encoder $C^T$:

$$e_t = C^T(p)$$

As the rendered images as well as the text prompt are now encoded in the same space we can compute the similarity:

$$L_{CLIP}(V, T, \hat{T}, p) = \frac{1}{K} \sum_{e_k \in E_t} e_k^T e_t$$

(1)

where $i$ iterates over the images $I_i$. Note that the encoder functions, $C^T$ and $C^I$, include a normalization at the end thus these are cosine similarities. As computing the limit Loop subdivision surface is differentiable [16] and the renderer is differentiable, our entire pipeline is differentiable using the chain rule.

Additionally we use a laplacian regularizer on the shape of the mesh to maintain the geometry and keep it intact as used in other related work [5]. We use the uniformly-weighted Laplacian operator: $\delta_i = v_i - \frac{1}{|N_i|} \sum_{j \in N_i} v_j$ where $N_i$ is the set of one-ring neighbours for vertex $v_i$. With this formulation the laplacian regularizer can be given by:

$$L_{\delta} = \frac{1}{N} \sum_{i=1}^N \| \delta_i \|^2$$

(2)

where $N$ is the number of vertices. This minimizes the difference in position between each vertex and the average position of its neighbouring vertices.

We thus formulate our problem as an optimization problem with the following objective function:

$$\min_{V_0, T, \hat{T}} L_{CLIP}(S(V_0), T, \hat{T}, p) + \lambda L_{\delta}(V)$$

(3)

Practical Considerations and Implementation Details

Our approach for the laplacian regularization follows that of [5], where the weight, $\lambda$, is decayed throughout the optimization process as the shape stabilizes its final form. Initially it is set to a high value when the learning rate is high and then slowly reduces to a minimum value. More specifically, for an epoch $\lambda_t$ it is defined as $\lambda_t = (\lambda_t - \lambda_{min}) \cdot 10^{-kt} + \lambda_{min}$. We set $k = 10^{-6}$ and $\lambda_{min}$ as 2% of the initial weight $\lambda_0$. The initial weight is a hyperparameter, in our examples we find that values between 10 to 50 work best.

The look-at and up vectors of the cameras are set towards the origin and the y-axis respectively. The distance of the camera from the object is set to 5.0 in our examples. Due to the known texture bias of visual recognition models such as CLIP [4] naively performing the optimization can lead to over emphasis on the texture versus shape. To deal with this we add in some randomization to the view generation.
process by randomly selecting a camera field of view between $30^\circ$ to $60^\circ$. This variance in the field of view has a zoom in/out effect that encourages changes in the vertex positions versus only changes in the texture. Furthermore, we add two randomized features to improve the results: random choice of background in the renderings and a random offset to the position of the object in the rendering.

The initial shape for generation is selected from a set of basic primitives: horizontal or vertical cuboid and a sphere. Initially all shapes are rendered once with the same texture from multiple views and the shape with the lowest average score across the views is selected as an initial shape. This helps speed up training and leads to better mesh results since picking the right initial primitive can minimize the total deformation required. The texture map, normal map and image background are initialized with random values.

4. Results and Discussion

We have used our method on a wide variety of prompts with results shown in Figures 1 and 3. To emphasize the flexibility of generating directly the ready modeling asset (i.e. mesh, texture, and normal maps) in Figure 1 we import these directly into Blender and place the objects into a scene. We observe that we can generate a diverse set of objects with multiple attributes and including diverse objects such as hats, game controllers, and paintings.

Figure 3 a-d) shows additional examples illustrating the wide variety of shape categories that can be generated and Figure 3 g-j) illustrates the effect of texture, normal map and the loop limit surface on the geometry.

Figure 3 e,f) shows a side by side example of the same text prompt generated by our method (Figure 3 e) and the concurrent work of Jain et al. [6] Figure 3 f). In contrast to [6] our method generates 3D modeling assets ready to be deployed into games or modeling applications and is overall much more efficient. Figure 3 e, f) shows our and their result for the prompt “red chair”. We executed both codes on the same GPU: NVIDIA Titan XP with 12GB. Our method took 17 minutes on one GPU while their method took 1 hour and required the use of two GPUs.

In Figure 3 we show an ablation study using the prompt “a red chair”. Figure 3 k) shows the result without a random translation of the object and the shape struggles to grow sharp features. Figure 3 l) shows the result without randomized backgrounds and Figure 3 m) does not vary the field of view. Both give a similar result where the CLIP loss is minimized but the resulting shape is not qualitatively desirable. Figure 3 n) shows the final result.

5. Conclusions and Future Work

We have demonstrated an approach for directly generating diverse 3D models using only text descriptions. Our generated models consists of a 3D mesh, texture and normal maps making them ready to be used as assets in games and modeling applications. Future work will aim to further improve shape based constraints as well as investigate approaches for creating multiple possible objects for a given input. Additionally, we will look at methods to provide more user control in the generative process.
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