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1 Introduction

Allomorphy, as defined by Lieber (1982: 27), is the study of morpheme variants which share such lexical information as semantic representation and argument structure but which differ unpredictably and arbitrarily in the phonological forms and in the morphological environments in which they occur (e.g., *kima* ~ *kimat* ‘wave’, *pern* ~ *pir* ~ *par* ‘take’). This dissertation presents a systematic theoretical view of analysis and processing of stem and affixal allomorphy in derivation. Here, it is also shown successfully that it is possible to treat and computationally parse allomorphy in Greek derivation.

Research on stem allomorphy was renewed by Aronoff (1994), whose work led to novel approaches to inflectional and derivational phenomena in morphological research by Booij (1997), Thornton (1997), Pirrelli & Battista (2000a, 2000b), Ralli (2000, 2007), Stump (2001), and Maiden (2004), among others. Aronoff’s main position, also followed by other morphologists, is that the signs (the formal side) of a lexeme is not a single phonological representation, but an array of indexed stems, which may stand in relations to one another ranging from identity through regular phonological alternation or arbitrary change to full suppletion.

On the other hand, there is a strong tendency among phonologists, more specifically by supporters of *Optimality Theory* (OT), to describe and analyze allomorphy as a (morpho-)phonological phenomenon and to treat it as such (see Drachman, Kager & Malikouti-Drachman 1995, Mascarò 1996, 2007, Thornton 1997, Drachman 2006, inter alia). In phonological research couched in OT, all arbitrary and predictable variations of morphemes are treated primarily with phonological criteria. Usually the selection of the appropriate form of morphemes depends on the different properties of the syllables of the material, the position of a tone or stress, and the phonological composition of suffixes. For example, in French, the adjective *beau* ‘beautiful’
has two allomorphs (beau ~ bel); when it is followed by a word with an initial vowel, the second allomorph (bel), as bel ami (*beau ami) is chosen, because the selection is based on phonological properties of specific syllables (Mascaro 2007).

In Computational Morphology, there have only been a few attempts to investigate the issue of allomorphy (Krieger, Pinker & Nerbonne 1993, Goldsmith 2001, Handl et al. 2009, Kohonen, Virpioja & Klami 2009, Virpioja & Kohonen 2009). Moreover, without avoiding the pitfalls of main theoretical problems, researchers usually deal with the phonological alternations of morphemes, and often they exclude groups of allomorphs and morphemes from their analysis due to the absence of a proper treatment. In this dissertation, we combine the advantages of each computational model (finite state automata and (un)supervised morphology learning) for the immediate and effective processing of allomorphy. Any effort to implement a computational model has some disadvantages, but we try to overcome these with similar and related strategies.

The aim of the dissertation is to cover the linguistic phenomenon of allomorphy both on a synchronic theoretical level as well as on a computational level of realistic and practical tactics for computational processing. More specifically, I define allomorphy, set its boundaries, and analyze the behavior of allomorphs. Theoretically, I deal with cases of pure allomorphy, excluding the ones which do not comply with the definition of Lieber (1982). Similarly, on the computational level, I propose a feasible solution of a structured model (see Koskenniemi 1983, Sgarmpas 1996, Markopoulos 1998) and strategies based on machine learning of morphology (Jurafsky & Martin 2000, Goldsmith 2001, Schone & Jurafsky 2001, Roark & Sproat 2007).

2 The Study

2.1 Theoretical Approach of Allomorphy

This study is couched in a theoretical framework centered on the morpheme, treating allomorphy as a morphological phenomenon which places derivation at a separate level of the word formation process. Therefore, I adopt here Ralli’s framework (1994, 1999, 2000, 2005, 2008) and Lieber’s (1982) theory of the Lexicon and allomorphy and thereby modify them. Allomorphs are defined with morphological criteria, and I introduce the term phonomorph, for phonologically-driven allomorphy. In addition, I classify allomorphy into various categories based on its variant forms. Moreover, I introduce the rules...
of allomorphy treatment, which is a model of registry information (inflection, derivation, and compounding) for adjectival, nominal, and verbal allomorphs, given that the morpholexical rules in Lexicon (Lieber 1982) include only inflectional information for allomorphs. These rules are placed outside of the Lexicon, in the area of Grammar and assign to each allomorph the proper information of their morphological environments of appearance. Based on Greek data, I also define the Principle of Allomorphic Behavior, according to which all morphemes exhibit the same allomorphic behavior, i.e., the presence or absence of allomorphy in all word formation processes without dependence on any specific process (Karasimos 2009). Finally, I propose the constraint of single allomorphy selection, according to which a correlation between derived words with a common base is ensured by the participation of only one form of the lexeme-base. This constraint applies to all nominal and adjectival bases and to ex-contracted verbs without exceptions, usually satisfying the optimal syllabic structure (CV).

2.2 Computational Processing of Allomorphy

In order to build a concrete model for the computational processing of allomorphy, I conducted two experiments, one with Linguistica, an unsupervised morphology learning implementation by Goldsmith (2001) and one with modified AMIS, a maximum entropy supervised model technique (Berger, Della Pietra & Della Pietra 1996).

For the first experiment (Linguistica), three different corpora were employed, C1 (55,867 tokens) from the newspaper Makedonia, C2 (30,907 words) a target-made corpus, and C3 (281,821 tokens) from a personal sci-fi novel. The goal was to test this morphological parser in Greek and to see how capable it is of determining allomorphy. The results from C1 were quite disappointing (7.31 % accuracy). The results from C3 were slightly better, but the accuracy was still very low (11.49%). On the other hand, the results from C2 were more specific and clear, although the accuracy was also low (23.41%). The system managed to detect several inflectional paradigms, few derivational suffixes, and some bound stems. Additionally, only two types of allomorphy were recognized, only one of which was correct, i.e., the karavi – karav–type allomorphs. The results from the Greek corpora do not require a closer study, as the errors form the rule rather than the exception. These errors typically stem from the collapse of two or more suffixes into one, the systematic inclusion of stem–final material into a set of (spurious) suffixes, and the failure to segment all words actually containing the same stem in a consistent fashion, the most
important problem being the fact that *Linguistica* failed to correctly treat allomorphy.

For the second experiment (AMIS) I modified a syntactic – maximum entropy – parser to predict allomorphic changes of nominally derived words with the help of a training corpus. A training corpus of 4,677 inflected nouns was created, combining various characteristics, such as: inflectional class, allomorphic class, syllables, genres, stress, etc. This model was trained and gave as an output a wide array of positive or negative weights. Based on these weights, I built *AlloMantIS*, an AMIS analyzer for allomorphy prediction, which was tested on a testing corpus of 2,755 derived nominal words. In the first attempt, AlloMantIS managed to predict the allomorphic changes of 86.49% words, and in the second attempt it scored 91.43%. The reason for accuracy improvement was the reverse syllabification of words\(^1\). It is important to point out that if the training corpus also included derived nominal words, the prediction accuracy would be more than 96%.

The results of the experiment led to the creation of a combined model of computational processing of allomorphy. The philosophy underpinning the proposed framework is to draw the basic layout for a computational treatment of allomorphy, inasmuch as it is an issue that commonly escapes the attention of researchers. The majority of approaches fail to confront allomorphy, and this study is inspired by Wicentowski’s (2002, 2004) strategy, which shows that the combination of supervised and unsupervised models has comparatively better results in inflectional morphology than each approach, taken individually.

The main priority here is to create a computational combinational model which implements the basic features of the theory and exploits the results of the experiments. The proposed rules of allomorphic transformation are geared towards the implementation of morpholexical rules (redundancy rules), which computationally produce allomorphs from a basic morpheme; typically, these rules are very similar to inactive morphological and phonological rules. The final result of the rules is to associate allomorphs to a corresponding morphological environment via a morphological context filter, which assigns the proper information to each allomorph of a morpheme. Simultaneously, based on the results of the AMIS experiment, I introduce a predictive model of allomorphic “regularity,” which fairly accurately guesses the allomorphic behavior

---

\(^1\) For my first attempt word syllabification was from left to right (e.g., *karavi* > Syl1_ka, Syl2_ra, Syl3_vi), and for the second attempt word syllabification was from right to left (e.g., Syl1_vi, Syl2_ra, Syl3_ka).
of derived words, both of stems and derived suffixes. Overall, the model predicts the allomorphy of a morpheme, the rules of allomorphic transformation producing all the forms of a morpheme, and it assigns to the morpheme morphological-context information.

3 Conclusion

Computational Morphology is a rapidly growing area of linguistics. Unsupervised and Supervised Morphology Learning models are a recent approach to morphological analysis problems. This dissertation investigates allomorphy, a morphological phenomenon which occurs with the same frequency in every word formation process in Greek. I present here a concrete theoretical analysis, which helped facilitate the processing of allomorphy computationally. On the whole, the results obtained from the two experiments provide additional support to build a combinational computational model of processing allomorphy. In other words, the results of a maximum entropy model provided evidence that it is possible to predict allomorphs, although their “alternations” are arbitrary and not produced by any morpho-phonological rule. Finally, it should be pointed out that only supervised morphology learning models with rules and imported human knowledge can serve as the basis for the computational treatment of the morphological phenomena of derivation in Modern Greek and morphologically rich languages.
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