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Abstract—Detection of any abnormalities in the human is a big challenge faced by many of the field experts. One such challenge is to detect the Breast Cancer. The prime motto behind in making this paper is to detect the breast cancer with the help of breast images in an advanced and appropriate way. In this study, an attempt is made in such a way by applying the combination of various existing techniques in the extracted breast images for getting better result in detecting the Breast Cancer. Consequently, feature extracting images are applied using Light gradient boosting ensemble decision tree classifier for identifying benign and malign features of an image. As a result, the normal and abnormal breast cancer image is detected by combining above applications. Besides classification accuracy and minimize classification time metrics are also achieved more appropriately than the existing detecting techniques.
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I. INTRODUCTION

In this study, the Light gradient boost machine learning technique is introduced for breast cancer detection. This method is developed to convert the weak learners into strong learners for getting high accuracy in detecting the breast cancer. But this weak learner method is used as a classifier, which does not provide high classification accuracy. At the same time, the strong learner is an ensemble of a weak classifier, which provides the accurate classification. This ensemble boosting technique performs the tree-based classification. A Light gradient boost machine learning technique constructs the decision tree classifier as a weak learner in the form of vertical manner. Hence it is called as Leaf-wise Decision Tree Algorithm, which minimizes the amount of training loss while comparing with any another developed algorithm.

II. RELATED WORK

A Max-Mean and Least-Variance method was introduced in [1] for breast tumor detection. The method does not handle a large number of breast images for accurate cancer detection.
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An Artificial Neural Network was introduced in [2] for breast cancer detection with the extracted features. The neural network has three different layers for cancer detection hence it was failed to minimize the detection time.

A Particle Swarm Optimized Wavelet Neural Network (PSOWNN) was introduced in [3] for identifying the breast cancer from the digital mammograms. Though the classifier provides high accuracy, the performance of the detection time unsolved.

An increased risk of breast cancer detection in women was minimized in [4] with the less false-positive test in mammographic screening. The other parameters such as classification accuracy, false positive rate were not computed. Though the system increases the breast lesion classification accuracy, the time was not minimized. In [5], a weighted K-means support vector machine (wKM-SVM) was introduced for increasing breast cancer detection. The weighting scheme does not provide the high accuracy in breast cancer detection.

A convolutional neural network-discrete wavelet and curvelet transform were developed in [6] for breast cancer detection using mammograms images. But the accurate detection of breast cancer was not attained.

An ensemble empirical mode decomposition (EEMD) was developed in [7] to discover breast cancer using ultra-wideband (UWB) microwave images. The breast cancer detection process was not efficient. A selective ensemble method KNN, SVM, and Naive Bayes were introduced in [8] to detect the breast cancer using both ultrasound images and mammography images. This ensemble method failed to concentrate on the features in images.

A fully automatic mass detection technique was introduced in [9] to attain less false positive rate in the breast cancer detection with high sensitivity. The technique does not minimize the detection time.

A CNN-based approach was developed in [10] for the classifying the histological breast cancer images with the extracted features. The approach does not use whole-slide breast histology images.

The combination of discrete cosine transform and discrete wavelet transform features were introduced in [11] for classifying the mammograms images for breast cancer detection with high accuracy rate. But, the transformation technique takes a large amount of time for detecting breast cancer.
III. ENSEMBLE CLASSIFICATION

Fig. 1. Ensemble classifications for breast cancer detection

Fig. 1 shows the ensemble classification process for accurate detection of breast cancer in less time. Let us consider the following training images \( \{x_i, y_i\} \) where \( x \) represents the input breast images \( b_i \) and \( y \) denotes a classification result. The set of base classifiers \( \{B_1(x), B_2(x), B_3(x), \ldots, B_n(x)\} \) are constructed to train the input training images with the extracted features.

This ensemble classifier combines the results of all base classifiers to make a strong one for minimizing the false positive rate. After that, the similar weights are initialized for all the base classifier. Then the Gaussian training loss is computed for each base classifier results based on the difference between actual and observed value. Based on the error value, the initial weights of all the classifiers are decreased or increased. Finally, the steepest descent function finds the best classifier with minimum training loss among the several base classifiers. This process increases the accurate classification and incorrect classification.

// Gaussian Light Gradient Boost Ensemble Decision Tree Classification Algorithm

Input: \( b_i \) Output: improve breast cancer detection accuracy
Begin
Collect \( b_i \);
Extract the features
Construct base classifier \( \{B_1(x), B_2(x), B_3(x), \ldots, B_n(x)\} \)
Compute Kullback-Leibler divergence \( d([p(f)], [q(f)]) \) splits the images into different classes \( N \) or \( AB \)
Combine all base classifier \( y = \sum_{i=1}^{n} B_i(x) \)
for each \( B_i(x) \)
Initialize similar weight \( \theta \) (\( t \))
Compute Gaussian training loss \( \sigma [y, B_i(x)] \)
Update the initial weights \( \theta (i') \)
If \( \theta (i - 1) \)
\( B_i(x) \) correctly classifies the images as \( N \) or \( AN \)
Else \( B_i(x) \) incorrectly classifies the images as \( N \) or \( AN \)
end if
Find classifier with lowest training loss \( \arg \min \sigma [y, B_i(x)] \)

End for
Obtain strong classification results \( \sum_{i=1}^{n} B_i(x) \theta (i') \)
End for

The above algorithm clearly describes the classification based breast cancer detection. From the above dataset, the breast images are collected and noises are removed from those input images for an accurate classification. The features of the tissues from the images are extracted. After extracting the features, the light gradient boost machine learning ensemble classifier is applied for identifying cancer from the images. The ensemble classifier uses the c4.5 wise decision tree as a base classifier for splitting the number of images into normal or abnormal based on the Kullback-Leibler divergence. After the classification, base classifier results are combined into a strong one by minimizing the training loss. The training loss is computed for each base classifier results. Based on the loss value, the initial weights are updated. Then the gradient decent function discovers best classifier with minimum training loss. This process reduces the false positive rate. As a result, the classification accuracy gets improved. The ensemble classification provides accurate results than the normal classifier. In general, there exists is several machine learning techniques have been presented for breast cancer detection. Recently, the size of the images increased and it becomes complex using traditional boosting algorithms to give faster results.

IV. SIMULATION METHOD

In this section, the simulation results and discussion of the proposed system using deep CNN [12] and SD-CNN [13] along with already existing methods are described using various parameters viz., Time Classification and Accurate Classification.

A. Sample calculation for classification accuracy

- Proposed GLGBDTC: Number of images correctly classified is 8 and the total number of images is 10. The classification accuracy is evaluated as given below.

\[
CA = \frac{8}{10} \times 100 = 80\%
\]

- Existing Deep CNN: Number of images correctly classified is 6 and the total number of images is 10. The classification accuracy is evaluated as given below.

\[
CA = \frac{6}{10} \times 100 = 60\%
\]

- Existing SD-CNN: Number of images correctly classified is 7 and image taken are ten. The classification accuracy is evaluated as given below.

\[
CA = \frac{7}{10} \times 100 = 70\%
\]
The classification accuracy is measured by conducting the experiments using breast cancer image database with a number of images varied from 10 to 100. For each classification techniques, ten different runs are described in table 1 with various input images are taken as input. The below table value clearly describes the classification accuracy using GLGBDTC technique is increased as compared to the conventional classification techniques namely deep CNN [12] and SD-CNN [13]. Let us consider the 10 images to calculate the classification accuracy. The GLGBDTC technique correctly classified 8 images from the 10 images and attaining 80% of accuracy. Whereas, the deep CNN [12] and SD-CNN [13] classified 6 and 7 images correctly from the 10 input images. Then the resultant classification accuracy of these two classification techniques is 60% and 70% respectively. The above said results are attained by the mathematical calculation. Similarly nine runs are performed and the attained results are plotted in the graphical representation.

**TABLE I Classification Accuracy**

| Number of images | GLGBDTC* | Deep CNN | SD-CNN |
|------------------|----------|----------|--------|
| 10               | 80       | 60       | 70     |
| 20               | 85       | 75       | 80     |
| 30               | 90       | 83       | 87     |
| 40               | 88       | 78       | 83     |
| 50               | 92       | 84       | 88     |
| 60               | 88       | 80       | 85     |
| 70               | 91       | 84       | 87     |
| 80               | 93       | 85       | 89     |
| 90               | 89       | 79       | 84     |
| 100              | 93       | 85       | 89     |

* see Table III, for GLGBDTC Result analysis

**B. Calculation For Classification Time:**

- **Proposed GLGBDTC:** Total number of images is 10 and the time taken for classifying the single image is 1.9ms. Then the classification time is computed as follows,

  \[ CT = 10 \times 1.9 = 19\text{ms} \]

- **Existing Deep CNN:** Total number of images is 10 and the time taken for classifying the single image is 3.1ms. Then the classification time is computed as follows,

  \[ CT = 10 \times 3.1 = 31\text{ms} \]

- **Existing SD-CNN:** Total number of images is 10 and the time taken for classifying the single image is 2.6ms. Then the classification time is computed as follows,

  \[ CT = 10 \times 2.6 = 26\text{ms} \]

**TABLE. II Classification Time**

| Number of images | Classification time (ms) |
|------------------|--------------------------|
| GLGBDTC*        | Deep CNN                 | SD-CNN                  |
| 10               | 19                       | 31                      | 26                        |
| 20               | 26                       | 40                      | 36                        |
| 30               | 38                       | 54                      | 45                        |
| 40               | 42                       | 64                      | 52                        |
| 50               | 45                       | 65                      | 55                        |
| 60               | 50                       | 66                      | 60                        |
| 70               | 56                       | 70                      | 62                        |
| 80               | 60                       | 76                      | 70                        |
| 90               | 67                       | 79                      | 74                        |
| 100              | 80                       | 88                      | 85                        |

* see Table III, for GLGBDTC Result analysis

**V. RESULT ANALYSIS**

**A. Performance Results of Classification Accuracy**

The classification accuracy is computed as the ratios of a number of images are correctly classified as normal or abnormal to the total number of breast images taken from the database. The classification accuracy is mathematically computed as follows,

\[ CA=(\text{Number of images correctly classified}/\text{Total number of images})\times100 \]

From equation (1), \( CA \) represents the classification accuracy. It is classified in terms of percentage (%). Higher the classification accuracy, the method is said to be more efficient for cancer detection.

Fig. 2 illustrates the classification accuracy for detecting cancer from the given mammogram images in the range of 10 to 100. The classification accuracy results are plotted in the two-dimensional graphical representation. The results of the proposed GLGBDTC technique and existing methods are illustrated with three different colors of lines. The results show that the proposed GLGBDTC technique achieves better performance than the deep CNN [12] and SD-CNN [13]. This improvement of the GLGBDTC technique is to use the ensemble classifier. Then the images are given to the input of the base classifier namely c4.5 classifier. The base classifier constructs the leaf wise decision trees to partition the images into classes based on the Kullback–Leibler divergence. The divergence is used for finding the probability of the disease occurrences with the features. The classified results are combined into single one for attaining accurate breast cancer detection. The ensemble classification technique finds the best classifier with minimum training loss. As a result, breast cancer is accurately detected from the input images.
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Simulation results
Totally ten various accuracy results are attained for three different classification techniques. Then the classification accuracy results of proposed GLGBDTC technique is Compared with the other two existing classification techniques, the average comparison results show that the GLGBDTC technique increases the classification accuracy by 13% and 8% when compared to existing deep CNN [12] and SD-CNN [13] respectively.

B. Performance Result of classification Time
The time to Classified the algorithm is defined as the amount of time required to classify the images as normal or abnormal. The mathematical formula for computing the classification time is expressed as follows,
\[ CT = \text{Total Images} \times \text{Time taken for classification} \]
From equation (2), \( CT \) represents the classification time which is measured in milliseconds (ms). The calculations for classification time are provided below using three different techniques. The result displays that the proposed GLGBDTC technique effectively minimizes the classification time than the Deep CNN [12] and SD-CNN [13]. The results of the classification time with three classification techniques are plotted in the graph.

Fig. 3. classification time versus number of images
Fig 3 depicts the simulation results of the classification time with respect to a number of breast images. The numbers of breast images are taken from the databases for detecting the brain cancer through the classification. The above graphical result shows that the classification time of GLGBDTC technique is comparatively minimized than the Deep CNN [12] and SD-CNN [13]. The existing deep convolutional neural network uses more layers for processing the input images. This process takes more time for disease classification. But the proposed ensemble classifier accurately finds the best classifier results with minimum loss using steepest descent function. This helps to reduce the classification time. In addition, the ensemble classifier categorizes the input images with the extracted features. This process also minimizes the classification time. The various results are observed with different input breast images. Then the performance results of GLGBDTC technique is compared with the two existing technique namely Deep CNN [12] and SD-CNN [13] results. After that, the average results clearly show that the classification time is significantly minimized by 26% and 16% using GLGBDTC technique than the existing Deep CNN [12] and SD-CNN [13] respectively.

The discussion of the parametric results clearly shows that the proposed GLGBDTC technique accurately detects the breast cancer through the high classification accuracy with minimum time.

Fig. 4. Feature Extracted Image
Fig 5. Light Gradient DetectionFig
6. Ensemble Classification
Fig 7. Weight Classification
Fig 8. Classified Image

TABLE. III Result Analysis of GLGBDTC

| Total number of Images | Accuracy | Classification Time (ms) |
|------------------------|----------|-------------------------|
| 10                     | 80       | 19                      |
| 20                     | 85       | 26                      |
| 30                     | 90       | 38                      |
| 40                     | 88       | 42                      |
| 50                     | 92       | 45                      |
| 60                     | 88       | 50                      |
| 70                     | 91       | 56                      |
| 80                     | 93       | 60                      |
| 90                     | 89       | 67                      |
| 100                    | 93       | 80                      |
Table III shows the results of better accuracy and classification time extracted from different images, using Gaussian Light Gradient Boost Ensemble Decision Tree Classification (GLGBDTC) Algorithm. The analysed outcomes are shown in Fig 4 to Fig.8. From the above extracted figures/images, enhanced forms of normal and abnormal tissues of breast cancer are to be identified and analysed.

VI. CONCLUSION
The accurate detection of breast cancer is the ultimate goal of many experts, which was not attained until now even though there were various stages of research were conducted. Thus, in this study some of the methods Light Gradient Boost Machine Learning ensemble classifier are applied through the proposed classification algorithm. This method detects the cancer from the images. By using the ensemble classifier technique, the numbers of images were split into normal and abnormal on the basis of Kullback-Leibler divergence method. For the above technique of splitting, the c4.5 leaf wise decision tree was used as a base classifier. By the end of this classification, the outcomes of base classifier are combined into a strong one by reducing or minimizing the training loss. Minimum Time Classification and Accurate Classification are the metrics acquired which were tabulated in Table 1 and 2, and displayed in fig.2 and 3. At the end the comparison was made with already existing above mentioned two methods. In future for the further analysis other forms of similar metrics would be preferred to be applied and compared for some better outcome.
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