The Delineation and Grading of Actual Crop Production Units in Modern Smallholder Areas Using RS Data and Mask R-CNN
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Abstract: The extraction and evaluation of crop production units are important foundations for agricultural production and management in modern smallholder regions, which are very significant to the regulation and sustainable development of agriculture. Crop areas have been recognized efficiently and accurately via remote sensing (RS) and machine learning (ML), especially deep learning (DL), which are too rough for modern smallholder production. In this paper, a delimitation-grading method for actual crop production units (ACPs) based on RS images was explored using a combination of a mask region-based convolutional neural network (Mask R-CNN), spatial analysis, comprehensive index evaluation, and cluster analysis. Da’an City, Jilin province, China, was chosen as the study region to satisfy the agro-production demands in modern smallholder areas. Firstly, the ACPUs were interpreted from perspectives such as production mode, spatial form, and actual productivity. Secondly, cultivated land plots (C-plots) were extracted by Mask R-CNN with high-resolution RS images, which were used to delineate contiguous cultivated land plots (CC-plots) on the basis of auxiliary data correction. Then, the refined delimitation-grading results of the ACPUs were obtained through comprehensive evaluation of spatial characteristics and real productivity clustering. For the conclusion, the effectiveness of the Mask R-CNN model in C-plot recognition (loss = 0.16, mean average precision (mAP) = 82.29%) and a reasonable distance threshold (20 m) for CC-plot delimiting were verified. The spatial features were evaluated with the scale-shape dimensions of nine specific indicators. Real productivities were clustered by the incorporation of two-step cluster and K-Means cluster. Furthermore, most of the ACPUs in the study area were of a reasonable scale and an appropriate shape, holding real productivities at a medium level or above. The proposed method in this paper can be adjusted according to the changes of the study area with flexibility to assist agro-supervision in many modern smallholder regions.
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1. Introduction

With population growth and social development, sustainable agriculture has become one of focuses of international communities [1,2]. The requirements for agricultural fine regulation are thus
increasing. The accurate identification and extraction of crop production units are the basis of agricultural supervision and management. In areas with a high degree of agricultural modernization, production units are mainly crop areas (CAs) [3,4] with scale-mechanized production and modern management. With the development of remote sensing (RS) and image processing technologies, especially deep learning (DL), an effective way to monitor CAs has been provided. However, in modern smallholder areas (e.g., some regions in China) [5], the agricultural scale and level of modernization are relatively low, and production heterogeneity is high within CAs because of complex reasons. CAs are too coarse to be regarded as actual production units. Therefore, dividing and evaluating actual production units using RS and DL are the keys to accurately determine actual crop productivity in modern smallholder areas. In this way, scientific supervision and guidance can be realized.

Until now, the combinations of RS and DL have shown higher performance in studies related to agro-production units than traditional methods. Relevant studies have mainly focused on CA mapping [6,7], crop classification [8–15], and crop yield estimation [16], which are all done at the pixel level. Castro et al. [15] proved that convolutional neural networks (CNNs) and autoencoders (AEs) outperform the traditional approaches for crop classification on multi-temporal optical data and synthetic aperture radar (SAR) images. Ikussul et al. [14] proposed a multilevel DL architecture with geospatial data post-processing for crop classification, whose accuracy was higher than 85% with multi-temporal Landsat-8 and Sentinel-1A images. Ji et al. [13] described a three-dimensional (3D) CNN with an active learning strategy to improve the automatic classification of crops from spatio-temporal GF-1/2 images. La Rosa et al. [12] presented a dense fully convolutional network (dense FCN) for crop classification with SAR image sequences. Zhong et al. [11] developed a one-dimensional convolutional (Conv1D) layer based classification framework using a time series enhanced vegetation index (EVI) calculated by Landsat data for classifying summer crops. Zhao et al. [10] separately combined one-dimensional (1D) CNNs, long short-term memory (LSTM) recurrent neural networks (RNNs), and gated recurrent unit (GRU) RNNs with an incremental classification method to classify early crops with Sentinel-1A image sequences. Zhou et al. [9] improved parcel-based crop classification with multi-temporal ZY-3 and Sentinel-1 images, in which spatial features were extracted and organized with multiple deep convolutional networks (DCNs) and LSTM. Cué La Rosa et al. The authors of [8] confirmed the effectiveness of DL (AEs, CNN, and FCN) for crop recognition based on multi-temporal Sentinel-1 images. However, the research on modern smallholder areas is still in its infancy.

In recent years, the agricultural scale and modernization in modern smallholder areas have been improved through land circulation [17], land consolidation, etc. The corresponding actual production unit is between the C-plot and CA. Only a few relevant studies exist [18,19]; these studies mainly proceed from farmers’ production demands rather than the requirements of agricultural supervision. Considering the difficulties in defining production units and supervising precision agriculture in modern smallholder areas, actual crop production unit (ACPU) is proposed in this paper. The output and process state of agro-production were particularly important in the ACPU’s conception. The ACPU is a set of spatially connected and form-similar cultivated land plots (C-plots) with basically uniform production modes, including cultivated land type, planting structure, tillage methods and processes, utilization intensity, agro-techniques, field management, etc. The actual productivity of each C-plot intra-ACPU is similar while the inter-ACPU is different. Even though DL with RS data is considered to be the most promising method to recognize and grade ACPUs, the process was decomposed in consideration of the related complicated factors, spatial analysis, complex calculations, and subjective decisions. In this process, C-plot recognition is the key that requires not only the total range of cultivated land but also clear individual boundaries. However,
the inter-class boundaries and intra-class individuals cannot be taken into account at the same time in most DL algorithms. Thus, instance segmentation was used in this paper. At present, the leading architectures mainly include fully convolutional instance-aware semantic segmentation (FCIS) [20], mask region-based convolutional neural network (Mask R-CNN) [21], path aggregation network (PANet) [22], MaskX R-CNN [23], hybrid task cascade (HTC) [24], and deep instance co-segmentation by co-peak search and co-saliency detection (DeepCO3) [25]. The training speed of FCIS is fast, but its performance against overlapping targets is unstable. The feature information propagation path in Mask R-CNN is improved by PANet, but PANet is not open source, and has limited applications. The advantages of a hybrid cascading structure and semantic segmentation are combined in HTC. Nevertheless, the HTC is complex and inflexible. Based on Mask R-CNN, the range of recognizable types is greatly expanded by MaskX R-CNN, while the requirement for the samples’ mask is decreased. However, MaskX R-CNN does not conform to C-plot application scenarios. Moreover, MaskX R-CNN is not open source. The interactive information and segmentation mask of instance objects repeatedly appearing in images can be obtained by DeepCO3 without training samples, but the content and instance types of images should be as simple as possible. As a milestone, Mask R-CNN offers stable performance [26], a simple structure, and good generalization ability. Thus, Mask R-CNN was ultimately selected as the instance segmentation algorithm in this paper.

Li et al. [27] proposed an algorithm based on Mask R-CNN to recognize the operational behavior of pigs with an accuracy of 94.5%. Qiao et al. [26] achieved cattle instance segmentation and contour extraction using Mask R-CNN. The mean pixel accuracy (MPA) of segmentation was 92%, and the average distance error (ADE) of contour extraction was 33.56 pixels. Yu et al. [28] proposed a strawberry detection algorithm with Mask R-CNN. The average detection precision was 95.78%, and the mean intersection over the union (MIOU) was 89.85%. Lin et al. [29] combined migration learning and Mask R-CNN to classify rice planthoppers with average recognition accuracy of 92.3%. Stewart et al. [30] trained a Mask R-CNN model to segment northern leaf blight disease lesions in unmanned aerial vehicle (UAV) images, for which the MIOU was 73% and the average precision was 96%. Lu et al. [31] developed a Mask R-CNN model to localize lettuce and segment leaf areas with an average precision of 97.63%. Li et al. [32] extracted individual pigs by Mask R-CNN; the segmentation accuracy and MPA were 94.92% and 83.83%, respectively. Overall, the agricultural applications of Mask R-CNN are still in their nascent stages. The study objects were mostly individual fruits, plants, or livestock, and the study goals were mainly form, behavior, growth, and lesions. Mask R-CNN has not been used for C-plot recognition. Thus, a meaningful attempt, applying Mask R-CNN to C-plot recognition, is presented in this paper.

Da’an City, Jilin Province, China, was chosen as the study area. In this study, we proposed a combinatorial method to achieve the delimitation and grading of ACPUs in modern smallholder areas, based on RS images, preprocessing (sample preparation, image computation, etc.), and a union of Mask R-CNN with traditional technologies (post-classification processing, spatial analysis, comprehensive index evaluation, cluster analysis, etc.). The structure of following article is as follows: Section 2 describes the basic situation of the research area and data acquisition; Section 3 introduces all the methods and principles used in this paper; Section 4 presents the experimental results, analysis, and discussion; and Section 5 summarizes the research conclusions.

2. Study area and data

2.1. Study area

Da’an City lies in a geographical range of 123°8′–124°22′E and 44°57′–45°46′N in the World Geodetic System 1984 (WGS84). It is located in the northwest of Jilin Province, China, and in the hinterland of Songnen Plain (Figure 1). Da’an City has a population of more than 430,000, occupying approximately 4879 km². The terrain of whole study region is low and flat, with an elevation almost in the range of 120–160 m. Cultivated land resources account for 30% of the total area and are mainly distributed in the north and central areas, 90% of which is protected by Chinese laws. Da’an City is
an important commodity grain base for China and is located in a globally famous gold corn-belt. However, the average area of household cultivated land is less than 1.67 ha. Salinized land accounts for 51.49% of the total area, of which moderate–severe salinized land makes up 66%. Da’an City is a typical area with limited agricultural resource supplies.

Da’an City has a temperate, semi-arid continental monsoon climate with four distinct seasons [33]. Spring is dry and windy. Summer is hot with concentrated precipitation. Autumn is cool with a large temperature difference. Winter is cold and dry. The average annual precipitation is 415.7 mm and the average annual evaporation is 951.2 mm, which does not support rain-fed agriculture. The annual average temperature is 4.3 °C. The difference of the average daily temperature between the warmest month and the coldest month is above 42 °C. A variety of soil types are distributed in Da’an City [34]. Chernozem and meadow soil are the major soil types. The main crops in Da’an City are corn, rice, soybean, and sorghum. At present, Da’an City has become one of China’s typical modern smallholder economic areas and modern agricultural core potential regions, for which research on precision agriculture supervision is important.

![Study area](image)

Figure 1 Study area. (a) Location of Da’an City; (b) distribution of cultivated land in Da’an City; (c) distribution of soil subtypes in Da’an City; (d) distribution of landscape types in Da’an City.

2.2. Data acquisition

According to the research process, the basic data for preparing the C-plot instance samples included digital orthophoto map (DOM) (2 × 2 m) and a land use change survey vector database (V-database) from the Da’an City Land Use Change Survey in 2016 and the Landsat 8 OLI images of the crop’s flourishing period in 2016. The scale of V-database is 1:10,000. The V-database was not only the main reference for drawing C-plot samples, but also an important basis for revising the segmentation results. The land use change survey data were taken from the Natural Resources Bureau of Da’an City. The RS base map for instance segmentation was formed by DOM and Landsat 8 OLI images: (1) The Landsat 8 images were pre-processed and resampled. (2) The resampled near-infrared band (2 × 2 m) of Landsat 8 and the red and green bands of DOM were extracted and composited to 3-band images with false colors.
Landsat 8 images were used to calculate the vegetation indexes (VIs) at the C-plot level. The local crop’s flourishing period is mainly from August to September. Two periods of images were selected to be merged and applied, which were photographed on August 28 and September 20, 2016. In this paper, five VIs including normalized difference vegetation index (NDVI), green normalized difference vegetation index (GNDVI), ration vegetation index (RVI), transformed vegetation index (TVI), and vegetation condition index (VCI), were selected and calculated (see Table 1). These five VIs are all commonly used and effective indicators for crop yield predictions, vegetation coverage detection, and vegetation status monitoring [35–39], which are suitable for situations with high vegetation coverage and dense vegetation growth. In the research process, these five VIs were highly available, of which the computation results had much spatial variability and difference information.

### Table 1. Vegetation indexes (VIs) and calculation principle.

| VI                                      | Formula                                                                 | Interpretation                                                                 |
|-----------------------------------------|-------------------------------------------------------------------------|--------------------------------------------------------------------------------|
| Normalized difference vegetation index  | $\text{NDVI} = \frac{\rho_{\text{NIR}} - \rho_{\text{R}}}{\rho_{\text{NIR}} + \rho_{\text{R}}}$ | $\rho_{\text{NIR}}$: near-infrared reflectance value; $\rho_{\text{R}}$: red reflectance value; |
| (NDVI) [35]                             |                                                                         | $\rho_{\text{G}}$: green reflectance value; $\text{NDVI}_{\text{min}}$: NDVI’s multi-year minimum value of each pixel; $\text{NDVI}_{\text{max}}$: NDVI’s multi-year maximum value of each pixel |
| Green normalized difference vegetation  | $\text{GNDVI} = \frac{\rho_{\text{NIR}} - \rho_{\text{G}}}{\rho_{\text{NIR}} + \rho_{\text{G}}}$ |                                                                                   |
| index (GNDVI) [36]                      |                                                                         |                                                                                 |
| Ration vegetation index (RVI) [37]      | $\text{RVI} = \frac{\rho_{\text{NIR}}}{\rho_{\text{R}}}$              |                                                                                   |
| Transformed vegetation index (TVI) [38] | $\text{TVI} = \sqrt{\text{NDVI} + 0.5}$                               |                                                                                   |
| Vegetation condition index (VCI) [39]   | $\text{VCI} = \frac{\text{NDVI} - \text{NDVI}_{\text{min}}}{\text{NDVI}_{\text{max}} - \text{NDVI}_{\text{min}}}$ |                                                                                   |

The pre-processing (including collection, screening, matching, mosaic, clipping, etc.) and VI calculation of the Landsat 8 images was undertaken on the Google Earth Engine (GEE, https://earthengine.google.com/) platform. GEE is a cloud-based platform for geospatial analysis, archiving a large catalog of earth observation data and supporting various pixel-based supervised and unsupervised classifiers to monitor or map multi-temporal land-use and land-cover change (LUCC), including machine learning [40–43]. GEE is suitable for large-scale data processing, greatly reducing space and time requirements [44].

### 3. Methods

The main flow of this paper includes two blocks (Figure 2): (1) recognizing the C-plots of the study area using the instance segmentation approach and (2) delineating and grading ACPUs through analyses of spatial features and real productivity. Instance segmentation combines the advantages of semantic segmentation and object detection. The location and category of each object can be determined to achieve individual recognition based on classification.

To recognize individual C-plots, this process involved three parts: (1) collecting and preparing the data (Landsat 8 OLI images, DOM, V-database, RS base image, VIs dataset, etc.) for instance segmentation and subsequent productivity analysis, following the procedures described in the data acquisition section; (2) achieving the instance segmentation of C-plots with Mask R-CNN using the above RS base image, of which the process included three stages. The first was the training stage: using Google Earth and V-database as the ground truth, a unified sample set was obtained through image segmentation, visual interpretation, manual labeling, format transformation, data augmentation, etc. The training set was randomly extracted from the sample set in a certain proportion and fed into the Mask R-CNN to train the model. The parameters of the model were adjusted by the loss function and gradient descent method through an iterative process. The second was the model accuracy verification stage: for the trained model, the inference mean average
precision (mAP) of the test set and the loss value from the training stage were calculated. The third was the prediction and recognition stage: pre-processed image plots of the whole study area were fed into the trained model to generate the primary recognition results of the C-plots; (3) obtaining the final recognition results of the C-plots from the primary results by classification post-processing with reference to V-database. This process mainly included spatial analysis, vectorization, etc.

The delineation and grading of ACPUs entailed three steps: (1) obtaining the primary delineation results of ACPUs. First, the optimal distance threshold for merging C-plots was determined by experiments and comparisons to form the primary results of the contiguous cultivated land plots (CC-plots). Second, the primary results of the CC-plots were corrected by barrier factor patches in the V-database to obtain the preliminary delineation results of the ACPUs; (2) obtaining the primary delineation-grading results of ACPUs using a comprehensive index evaluation of the spatial characteristic indicator system. The indicator system was built from ACPU’s definition; (3) obtaining the final delineation-grading results of the ACPUs. Some studies have shown that various VIs are effective representations of real agro-productivity, crop yield, and crop growth status [45–47]. The actual crop production capacities could be characterized by the consistency of multiple aspects of crop growth states at pivotal time periods, which were used as the evidence for refining the ACPUs. Thus, the VIs of C-plots were clustered and analyzed to obtain the final delineation-grading results of the ACPUs, by two-step cluster and K-Means cluster.

Figure 2. Technical flowchart.
3.1. Instance segmentation of C-plots

3.1.1. Network structure and working process of Mask R-CNN

Mask R-CNN is developed from Faster Region-Convolutional Neural Networks (Faster R-CNN) [48,49], and Faster R-CNN is inherited from Fast Region-Convolutional Neural Networks (Fast R-CNN) [50]. Fast R-CNN is formed on the basis of Region-Convolutional Neural Networks (R-CNN) [51]. The architecture of Mask R-CNN is shown in Figure 3, including the feature extraction module, region proposal network (RPN), the region of interest (ROI) alignment layer, the classification-regression-mask prediction module (three-branch module), etc.

The backbone of the feature extraction module is a 101-layer residual net (ResNet101) [52], while the framework includes feature pyramid networks (FPN) [53]. The essence of ResNet101 is a series of shared convolutional layers (Shared Convs) that are used to extract multi-layer feature maps of the input images from the bottom-up. The bottom-up process is a common forward propagation for extracting feature maps using neural networks. The convolution kernels in a neural network are usually arranged from a large size to a small size in the same order as the convolution computation process. The FPN is a network connection form for combining and enhancing the semantic information in multi-layer feature maps, which is effective for solving multi-scale problems in object detection. The process of FPN has three steps: (1) the nearest neighbor up-sample is carried out for every layer except the 1st and 2nd based on a multi-layer feature map from ResNet101; (2) the up-sample results are horizontally connected to the Conv1D [54] results of the upper layer for summation. Conv1D means a one-dimensional convolution, which is used for parameter reduction and data simplification in a neural network; (3) the nearest neighbor down-sample is carried out for the last layer. As a result, the feature pyramid is constructed so that each feature layer features strong semantic and spatial information.

Based on the FPN, ROIs are generated by two sub-modules (classification and regression) of the RPN. The purpose of the RPN is to identify the possible targets, while specific types are temporarily ignored. The processing steps are as follows: (1) traversing each pixel in every feature layer to generate the anchors per center pixel. An anchor is a rectangular target box on the corresponding center pixel on a feature map. The target box is an optional item of object detection. The area of the anchor is determined by the corresponding feature map, which is equal to the square value of the relative step size between the feature map and the original image. There are three anchors generated on each central pixel with three horizontal-vertical ratios of 0.5, 1, and 2. Then, the anchors are divided into positive and negative classes with a ratio of about 1:1 according to the threshold screening of the intersection over union (IOU). The IOU is calculated between each anchor and ground truth box:

$$\text{IOU} = \frac{\text{area} \cap \text{area}^*}{\text{area} \cup \text{area}^*}$$  (1)

where $\text{area}$ and $\text{area}^*$ represent the predicted area and the ground truth area, respectively; (2) for the positive and negative anchors, the foreground or background score of every anchor and coordinate offset between each anchor and the corresponding ground truth are calculated by forward propagation; (3) updating the weights of the network by back propagation. For the classification sub-module, the binary cross-entropy loss of the Softmax function is adopted in the RPN:

$$S_j = \frac{e^{a_j}}{\sum_{k=1}^{T} e^{a_k}}$$  (2)

$$L_{RPN1} = - \sum_{j=1}^{T} Q_j \log S_j$$  (3)

where $a_j$ represents the score of category $j$ calculated through network forward propagation; $T$ is the total number of categories; $S_j$ expresses the probability of category $j$ covered by the Softmax function; $L_{RPN1}$ means the classification loss of RPN; and $Q_j$ stands for the true class label.
difference between \( S_j \) and \( Q_j \) is calculated as a gradient of each feature layer when \( L_{RPN} \) is transmitted back, and is used to guide the weight parameter update of the network at the next forward propagation. For the bounding box (bbox) regression sub-module, the loss function of the SmoothL1 function is employed in RPN, whose derivative is used to guide the weight updating of the feature layer:

\[
Smooth_{L1} = \begin{cases} 
0.5x^2 & \text{if } |x| < 1 \\
|x| - 0.5 & \text{otherwise}
\end{cases} \tag{4}
\]

\[
L_{RPN2} = \sum_{i=x,y,w,h} Smooth_{L1}(t_i - t_i^*) \tag{5}
\]

\[
t_x = \frac{x - x_a}{w_a}, \quad t_y = \frac{y - y_a}{h_a}, \quad t_w = \log \frac{w}{w_a}, \quad t_h = \log \frac{h}{h_a} \tag{6}
\]

\[
t_x^* = \frac{x^* - x_a}{w_a}, t_y^* = \frac{y^* - y_a}{h_a}, t_w^* = \log \frac{w^*}{w_a}, t_h^* = \log \frac{h^*}{h_a} \tag{7}
\]

where \( L_{RPN2} \) expresses the bbox regression loss of RPN; \( x/y/w/h, x_a/y_a/w_a/h_a, \) and \( x^*/y^*/w^*/h^* \), respectively, represent the coordinates of the prediction box calculated by forward propagation, the anchor and truth box; \( t_i = \{t_x, t_y, t_w, t_h\} \) is a vector that stands for the offset between the anchor and prediction box from RPN; \( t_i^* \) is a vector that has the same dimension as \( t_i \) and indicates an offset between the anchor and truth box. (4) On the proposal layer, a number of anchors at the top of the list are considered to be ROIs in descending order of foreground scores. The coordinates of the ROIs are adjusted to obtain more accurate prediction boxes by offset from forward propagation. Redundant boxes are removed by non-maximum suppression (NMS) to obtain the final ROIs. (5) On the detection target layer, the truth boxes containing multiple objects are deleted. The IOUs between the retained ROIs and truth boxes are calculated, while the ROIs are divided into positive samples and negative samples by the IOU threshold. For each positive sample, the category, regression offset and mask information from the closest truth box are calculated to form the R-CNN dataset.

The ROI alignment layer is used to map every ROI to a multi-layer feature map according to uniform alignment rules: (1) determining the corresponding feature layer of each ROI through the width-height size; (2) defining the relevant step size from the corresponding feature layer; (3) calculating the mapping size of the ROI to the feature layer based on the width-height size of the ROI and the step size from the feature layer; (4) setting the fixed alignment rules, where the mapping result on the feature layer per ROI is split, recombined, and interpolated to receive the corresponding fixed size feature map and to meet the input requirements of the subsequent fully connected layer (FC layer).

The three-branch module consists of a classification-bbox regression branch and a mask prediction branch. The former is similar to the classification-regression principle in RPN. The difference is that there are only two categories (foreground and background) in RPN, while the three-branch module has more categories. The latter is described below. Based on the results of the RPN and ROI alignment layer, for every ROI, (1) forward propagation is used to obtain the prediction masks of various categories using the deconvolution of the fixed size feature maps with FCN; (2) categories and mask information are returned by the R-CNN dataset and are used as the truth masks for various categories; (3) after assigning the per-prediction mask to the appropriate category, the final prediction results of the mask are output with the weight update guided by reverse propagation using the average binary cross-entropy loss:

\[
L_{mask} = -\sum_{i=1}^{n} \hat{y}_i \log y_i + (1 - \hat{y}_i) \log (1 - y_i) \tag{8}
\]

\[
\frac{\partial L_3}{\partial y} = -\sum_{i=1}^{n} \frac{\hat{y}_i}{y_i} - \frac{1 - \hat{y}_i}{1 - y_i} \tag{9}
\]
where $y_i$ indicates prediction probability calculated from a per-pixel sigmoid; $\tilde{y}_i$ is the true class label; and $\tilde{y}_j$ expresses the pixel number per ROI. The mask branch outputs a $T \times M^2$ matrix for each ROI, which means one $M \times M$ mask for each of the $T$ categories. For an ROI associated with the ground truth class $m$, $L_{\text{mask}}$ is defined on the $m$th mask (other masks do not contribute to the loss). In addition, $L_{\text{mask}}$ is calculated only on positive ROIs. An ROI is considered positive if the IOU between the ROI and the relevant ground truth box is at least 0.5, while negative otherwise.

Finally, the loss of the Mask R-CNN ($L_{\text{MRCNN}}$) mainly involves multi-classification Softmax cross-entropy loss ($L_{\text{cls}}$) and SmoothL1 loss ($L_{\text{box}}$) from the classification-bbox regression branch and $L_{\text{mask}}$ from the mask branch:

$$L_{\text{MRCNN}} = L_{\text{cls}} + L_{\text{box}} + L_{\text{mask}}$$ (10)

![Figure 3. Architecture of the mask region-based convolutional neural network (Mask R-CNN).](image)

In this paper, Mask R-CNN for C-plot instance segmentation was built in Colaboratory, and the environments were configured with python3, Keras, and TensorFlow. Colaboratory is a Jupyter Notebook environment stored on Google Drive, which is run entirely on the cloud and offers free hardware accelerators (GPU or TPU) to train neural networks for developers. The parameters used in Mask R-CNN were divided into four types: (1) The 1st type was generally determined by the Mask R-CNN network structure and the default values were maintained, e.g., backbone for feature extraction, the step size of each feature layer, the length size of the anchor in RPN, fixed size for feature maps in the ROI alignment layer, the size of the mask output from the mask prediction branch, etc. (2) The 2nd type was mainly influenced by the hardware, e.g., GPU number, image number trained at once, etc. (3) The 3rd type had common value rules which were obtained in many existing studies, e.g., validation number in each epoch, the step length of the anchor generation in RPN, the horizontal–vertical ratios of the anchor in RPN, etc. Among them, partial parameters were also influenced by the characteristics of specific research objects, the situation of RS base image, and the relative relation between actual plots and image pixels, e.g., input image size, maximum ground truth instances for each image, the total number of positive and negative anchors for RPN training, the ROI number output from the proposal layer for training (inference), the ROI number exported from the detection target layer, the positive ratio of the ROI for three-branch, the maximum number of ROIs validated per image, the classification confidence of the ROIs validated, learning rate, learning momentum, etc. (4) The 4th type were carefully optimized in our research process, mainly including epoch number of training, iteration number in each epoch, the IOU threshold of NMS to filter proposals in RPN, the IOU threshold of the NMS to avoid ROI or mask stacking, etc., which was determined by comparing training loss and inference accuracy through experiments with a unified input dataset. Meanwhile, the grid search method was adopted to optimize parameters.

### 3.1.2. Sample preparation and model training

Taking spatial morphology, boundary range, and cultivated land distribution characteristics into account, 14 image blocks ($6144 \times 6144$) were randomly and uniformly selected from the study area.
area as base maps for sample preparation. These image blocks almost covered all types of cultivated land in the research region. Each of the image blocks was divided into 36 sample images (1024 × 1024). To obtain a limited amount of the original C-plots sample set through instance annotation with Labelme software, 300 initial sample images were retained by deleting the cases with poor local image quality or complicated visual interpretations based on multi-temporal high-resolution images and V-database. In order to improve the convergence speed of the training, avoid overfitting, and promote robustness and generalization ability of the model, data augmentation [55] is usually adopted to produce a more diverse sample set. In this paper, the initial sample images and corresponding labels were transformed synchronously through a random combination of five transformations: translation, flip, rotation, random pixel changes, and brightness adjustment. The original sample set was expanded by five times to 1800 samples. With a ratio of 7:3, the final samples were randomly divided into training set (1260 samples) for model training and test set (540 samples) for accuracy verification.

A total of 1260 training samples and 540 test samples were used in each training epoch. The experimentation with initializing the model from random weights was usually unsuccessful, perhaps because of insufficient training samples to adequately train the complex model [56]. Thus, the model from the Microsoft Common Objects in Context (MS COCO) [57] dataset (http://cocodataset.org/#home) was loaded into Mask R-CNN as the pre-trained model by transfer learning. The parameter set in the model based on Mask R-CNN was determined according to the characteristics of the research objective and the actual data. Taking efficiency (training time) and effect (loss value) into account, the model with the optimal parameter set was selected as the final model by training and contrasting experiments.

3.1.3. Model validation

The prediction performance of the optimal Mask R-CNN model for target category and group spatial distribution was evaluated from two perspectives, including the total loss of the Mask R-CNN and the inference accuracy of the test sample set. A relevant discussion on the former was provided in a previous section, and this section focuses on the latter. Taking the ground truth as the standard, the mean average precision (mAP) is commonly used as an identification precision indicator for target detection. The mAP is the mean value of the average precision (AP) for multiple categories:

$$mAP = \frac{\sum_{k=1}^{T} AP_k}{T} \quad (11)$$

where $AP_k$ is the AP for the $k$th category. The range of mAP is [0,1]. A higher mAP value means that the model is better. The AP is calculated by the confusion matrix of each category (see Table 2). For all ROI samples in the three-branch module, TP/TN/FP/FN separately represents the frequency, through which positive samples or negative samples are correctly identified or misidentified. Precision (P) and recall (R) are also computed by the confusion matrix.

$$P = \frac{TP}{TP + FP} \quad (12)$$

$$R = \frac{TP}{TP + FN} \quad (13)$$

For a certain category, AP is the integral of P to R. Generally, the better the model is, the higher the AP is.

| Ground Truth | Prediction | Positive | Negative |
|--------------|------------|----------|----------|
| True         | True Positive (TP) | False Negative (FN) |
| False        | False Positive (FP) | True Negative (TN) |

Table 2. Structure of the confusion matrix.
To construct a confusion matrix, it is necessary to provide the IOU to determine whether the objects in the test samples are correctly identified; 0.5 is considered to be a common reasonable threshold for the IOU. When the IOU is greater than 0.5, the target in the ROI is correctly identified; otherwise, it is misidentified. Thus, the average precision was calculated with an IOU threshold of 0.50 ($\text{AP}^{50}$) in this paper.

### 3.1.4. Identification and post-processing

In this paper, the RS base map of the whole region (47,072 $\times$ 46,523) was separated into unified image blocks (1023 $\times$ 1011), which were put into the optimal Mask R-CNN model to receive the C-plots in every block. The recognition results of the global C-plots were comprised of the image blocks’ result graphs according to the order of the image blocks and the original size of whole base map. However, the resulting graph was superposition of the instance mask and the initial RS base map, where the values of the overlapping pixels were changed significantly and regularly. The regular differences were used in the decision tree (DT) solely to extract the instance mask. The preliminary C-plot identification results in a vector format were obtained by several types of spatial analyses such as vectorization, area screening, clip, etc.

Verifying the Mask R-CNN model mainly concerns the prediction performance of the model in the target category and the group’s spatial distribution, while the ability to distinguish intra-class individuals is not fully tested. The discrimination ability of C-plot instances is further improved through post-processing. In this paper, the preliminary C-plot identification results were constrained and corrected by the V-database with authoritative auxiliary data regarded as the approximate ground truth. Specifically, the barrier factor patches of the V-database (some roads, rivers, etc.) were used for the erase operation. Cultivated land patches (CLPs) in the V-database were used to update the preliminary results and modify the instance boundaries. More detailed identification results were obtained, which are the data foundation for the delineation and grading of ACPU.s.

There were three steps in the updating process: (1) the elementary recognition results were identified by CLPs to obtain the overlapping region between each CLP and C-plot instance; (2) the area ratio of every overlapping region was counted to determine the spatial fit degree between each C-plot instance and the corresponding CLP with IOU; (3) various update rules were determined by setting IOU thresholds. If IOU = 0 or $0.3 \leq \text{IOU} < 0.6$, the corresponding CLP would be preserved. If $0 < \text{IOU} < 0.3$, the C-plot instance would be retained. If $0.6 \leq \text{IOU} \leq 1.0$, the union of relevant C-plot instance and CLP would be reserved. If the C-plot instance did not overlap with any CLP, it would also be retained.

### 3.2. Delineation and grading of ACPU

#### 3.2.1. Spatial characteristic indicator system

Spatial characteristics are the main evidence for the preliminary delineation and grading of ACPU.s. These characteristics are usually analyzed from the perspectives of scale (area and spatial distribution) and shape, combined with the physical significance of various landscape indexes and the influence rules of the cultivated land’s spatial characteristics on agricultural production-ecology [18,58]. Considering the research scale of the ACPU, CC-plots are the units used for indicator calculation and analysis and are interpreted as a set of adjacent C-plots within a reasonable distance in a non-blocking state.

In terms of scale-area, the mean of the C-plot scale within the CC-plot (I1), the CC-plot scale (I2), and the standard deviation of the C-plot scale within the CC-plot (I3) were selected as the indicators. For the scale–spatial distribution, two indicators, including C-plot density (I4) and C-plot separation (I5), within the CC-plot were determined. In terms of shape, the mean of the C-plot shape index (I6), the standard deviation of the C-plot shape index (I7), the mean of the C-plot fractal dimension (I8), and the standard deviation of the C-plot fractal dimension (I9) within the CC-plot were comprehensively considered. Relevant formulas and explanations of the indicators are shown in
Table 3. Given the different dimensions of the indicators, normalization of the indicators was needed to simplify the analysis process and acquire indicator scores. All indicator scores were segmented into four grades (1.0, 0.8, 0.6, and 0.4). Among these scores, 0.6 was chosen as the eligibility threshold, with which the qualified level and below-qualified level of the scores were divided. For the same indicators, there are different grading criteria in different study areas according to the policy constraints and requirements, regional characteristics, etc. In this paper, a grading threshold of I1 was determined by the agro-production features of the smallholder area and the C-plot characteristics of the Chinese Northeast plain. Grading thresholds of I2 were decided by the local agro-background of land circulation and the coexistence situation of various new agro-management entities. In relevant land regulations in China [59], the shape targets of the C-plots are rectangles with a length–width ratio in a certain range; in this way, the scoring thresholds of I6 and I8 were confirmed. I4 and I5 are landscape indexes with physical meanings, whose grading thresholds were determined by the natural break point method from regional characteristics, physical meanings, and a priori knowledge. I3, I7, and I9 are the derivative indicators of related intuitive indicators that represent the relative advantages/disadvantages and consistency within a certain region. Their scoring thresholds were also determined by the natural break point method from regional characteristics and a priori knowledge.

Table 3. The spatial feature indicator system and calculation principle.

| Indicator (unit) | Formula | Interpretation |
|------------------|---------|----------------|
| I1 (ha)          | $area_{ave} = \frac{1}{k} \sum_{i=1}^{k} area_i$ | $area_{ave}$: average area of C-plots in each CC-plot; $area_i$: area of $i$th C-plot in each CC-plot; $k$: number of C-plots in each CC-plot |
| I2 (ha)          | $al\_area = \sum_{i=1}^{k} area_i$ | $al\_area$: area of each CC-plot |
| I3 (ha)          | $std\_area = \sqrt{\frac{1}{k} \sum_{i=1}^{k} (area_i - area_{ave})^2}$ | $std\_area$: area standard deviation of C-plots in each CC-plot |
| I4 (/ha)         | $dens = \frac{k}{al\_area}$ | $dens$: density of C-plots in each CC-plot |
| I5 (/km$^3$)     | $sepa = \sqrt{\frac{dens}{2al\_area}}$ | $sepa$: separation degree of C-plots in each CC-plot |
| I6               | $shape_{ave} = \frac{1}{k} \sum_{i=1}^{k} \left(0.25 \frac{p_i}{\sqrt{area_i}}\right)$ | $shape_{ave}$: average landscape shape index of C-plots in each CC-plot; $p_i$: perimeter of $i$th C-plot in each CC-plot |
| I7               | $std\_shape = \sqrt{\frac{1}{k} \sum_{i=1}^{k} \left(\frac{0.25p_i}{\sqrt{area_i}} - shape_{ave}\right)^2}$ | $std\_shape$: landscape shape index standard deviation of C-plots in each CC-plot |
| I8 (/km)         | $FRAC_{ave} = \frac{1}{k} \sum_{i=1}^{k} \left(2 \ln \left(\frac{p_i}{4} \right) / \ln(area_i)\right)$ | $FRAC_{ave}$: average landscape fractal dimension of C-plots in each CC-plot |
| I9 (/km)         | $std\_FRAC = \sqrt{\frac{1}{k} \sum_{i=1}^{k} \left(2 \ln \left(\frac{p_i}{4} \right) / \ln(area_i) - FRAC_{ave}\right)^2}$ | $std\_FRAC$: landscape fractal dimension standard deviation of C-plots in each CC-plot |
3.2.2. Preliminary delineation and grading

The essence of an ACPU is an open agricultural system with an uncertain and fuzzy boundary [60], and the ACPU s were delineated in this paper. First, the optimal threshold of spatial distance was determined through experiments. The C-plots were fused to CC-plots. The CC-plots were cut by the barrier elements in V-database. Then, the preliminary delineation of the ACPU s was obtained. Determining a reasonable distance threshold was the key to the above processes. Wang et al. [61] considered 20 m to be the best distance threshold for cultivated land for contiguous basic farmland management in China. Therefore, 10, 20, and 30 m were selected as the distance thresholds. Three different CC-plot delineation scenarios were employed in this paper. The basis for choosing the best scheme involved quantitative constraints from the above indicators (I3, I7, and I9, etc.). The best delineation scheme had more C-plots with indicator scores no less than 0.6.

The initial delineation of the ACPU s was preliminarily evaluated and graded with the spatial feature indicator system and comprehensive index evaluation. For evaluating the scale and shape characteristics in this paper, each related indicator was considered to be of similar importance. The scale characteristic score and shape characteristic score were obtained by a weighted summation of the equal-weight assignment. Then, two kinds of characteristic scores were divided into excellent (I), qualified (II), and under-qualified (III) levels by taking 0.8 and 0.6 as the threshold values.

3.2.3. Refined delineation and grading

In the study area, local climatic conditions and soil properties decide the ripening of a single crop (one-year-one-harvest) and its planting structure mainly based on maize and rice. Thus, the annual phenophases of mainstream crops have a generally consistent trend, which ensures that we can scientifically obtain crop growth states and the actual production capacity by clustering multiple VIs. In addition, salinization is considered to be one of the most intuitive factors that affects productivity and causes spatial differentiation. The internal C-plots within the same ACPU are required to have consistent actual productivity. In the refining process of ACPU s, the productivity grading of C-plots is required. In the flourishing period of crops, the greater the VIs are, the better the growth state is, and the higher the real production capacity is. The grouping of C-plot productivities was achieved by the unsupervised cluster method, due to the complicated formation mechanism of real productivity and a lack of prior knowledge.

Common cluster algorithms include partitioning methods, hierarchical methods, density-based methods, and sliding-window-based methods. Partitioning methods are simple to calculate and suitable for a large sample size. However, the number of groups should be known beforehand, and the interference of outliers cannot be excluded. Hierarchical methods can provide rich cluster schemes without the number of groups being specified in advance. However, the applicable conditions and presuppositions are relatively strict. Each step for merging or splitting cannot be undone or changed. Density-based methods are greatly influenced by the density threshold and have unstable effects. Sliding-window-based methods do not need to know the number of groups beforehand and are less affected by mean values but are greatly affected by the radius of the sliding window. Various clustering methods have their own advantages and disadvantages but also complement each other. Therefore, a cluster method [62] combining the hierarchical method (two-step cluster) with the partitioning method (K-Means cluster) was adopted in this paper. The two-step cluster algorithm is an improved version of the balance iterative reducing and clustering using the hierarchies (BIRCH) method. The optimal group number is automatically determined. The abnormal values are deleted, thus combining the advantages of density-based methods. The specific process is divided into two stages: (1) the pre-clustering stage: the clustering feature (CF) tree is built by reading data points in turn, which is used to explore the relevant distances based on the idea of constructing the CF tree in BIRCH. Data points in the same tree node are highly similar, while points with poor similarity are used to generate new nodes. Tree nodes are sub-clusters; (2) the clustering stage: the sub-clusters are taken as objects and merged using the hierarchical agglomerative clustering (HAC) algorithm based on the distances measured by the log-likelihood function. Each
cluster is judged by the Bayesian information criterion (BIC) or Akaike’s information criterion (AIC). Then a reasonable number of clusters and clustered results are obtained.

In this paper, the VIs dataset at the C-plot level was selected as the initial clustering data set. Firstly, the optimal group number was determined, and the outliers were found through a two-step cluster. Then, the interference of outliers was removed from the initial data set, and the final data set was obtained. Finally, the K-Means cluster was adopted to obtain the real productivity clustering result of each C-plot, in which the value of K was adjusted through experiments based on the optimal group number. The final delineation-grading results of the ACPUs were acquired by refining preliminary delineation-grading using groups of actual productivities.

4. Results and discussion

4.1. Identification results of C-plots through Mask R-CNN and post-processing

The optimal network parameter set (see Table 4) was determined by comparing the training loss and inference accuracy through contrast experiments. In total, the training process lasted 16 epochs with 16 model files (.h5) saved. The model parameters were optimized based on the loss of the whole framework ($L_{all}$), using equal sums of $L_{RPN}$ (including $L_{RPN1}$ and $L_{RPN2}$) and $L_{MRCNN}$. A set of samples and the corresponding recognized results is illustrated in Figure 4.

### Table 4. Optimal network parameters for Mask R-CNN training.

| Parameter                                      | Value                  | Parameter                                      | Value          |
|------------------------------------------------|------------------------|------------------------------------------------|----------------|
| GPU number                                     | 1                      | Total number of positive and negative anchors for RPN training | 256            |
| Input image size                               | $3 \times (1024 \times 1024)$ | IOU threshold of NMS to filter proposals in RPN | 0.9            |
| Image number trained at once                   | 2                      | ROI number output from the proposal layer for training (inference) | 2000 (1000)    |
| Iteration number in each epoch                 | 2,000                  | ROI number exported from the detection target layer | 200            |
| Validation number in each epoch                | 50                     | Positive ratio of the ROI for three-branch | 0.66           |
| Backbone for feature extraction                | ResNet101              | Fixed size for feature maps in the ROI alignment layer | $[7,7]/[14,14]$ |
| Step size of each feature layer                | $[4,8,16,32,64]$       | Size of the mask output from the mask prediction branch | $[28,28]$      |
| Category                                       | C-plot, background     | Maximum number of ROIs validated per image | 100            |
| Step length of the anchor generation in RPN    | 1                      | Classification confidence of the ROIs validated | 0.7            |
| Length size of the anchor in RPN               | $[32,64,128,256,512]$ | IOU threshold of the NMS to avoid ROI or mask stacking | 0.3            |
| Horizontal–vertical ratios of the anchor in RPN| $[0.5, 1, 2]$         | Learning rate | 0.0001         |
| Maximum ground truth instances for each image  | 100                    | Learning momentum | 0.9            |
Figure 4. A set of samples and the corresponding recognized results by the Mask R-CNN model: (a) the origin images, (b) the instance labels, (c) the recognized results.

The changes of $L_{\text{all}}$ and mAP with epoch number are shown in Figure 5. After about 6 h of training with an epoch number of 12, $L_{\text{all}}$ stopped dropping when it reached about 0.16. Therefore, the training results of the 12th epoch were selected as the prediction model to preliminarily identify global C-plot instances (see Figure 6) with an inference accuracy of 82.29%. This offered a superior matched degree to the reality for the area and the overall distribution of recognized C-plots. However, the separating capacity of the model between the instances in the C-plot group was not proven. The quantity-space matched degree between the initial identification results and the reality is shown in Table 5: (1) the quantity difference was relatively small when comparing the C-plot area with the total cultivated area of the approximate ground truth. (2) The space-overlap ratio was comparatively large when contrasting the distribution of C-plots with the real cultivated land. The revised results are shown in Figure 7 after spatial analysis and post-processing based on auxiliary data. The differences of the C-plot numbers between the recognition results and the ground truth are shown in Table 5: (1) before post-processing, the primary recognition results were 17,336 fewer than the ground truth. The C-plot instances from Mask R-CNN were rougher than the actual situation. It was common for many pieces of cultivated land to be misidentified to the same C-plot instance, likely because of the RS base image’s resolution limitations. (2) After post-processing, the quantity and space-matched degree were both improved. The C-plot number for final recognition results obviously exceeded the ground truth, while the area was closer to the ground truth. In this way, the instance boundaries of the C-plots were refined, and the individual-level discrimination accuracy of the C-plot group was improved.
Figure 5. Changes of $L_{all}$ and mean average precision (mAP) with epoch number.

Figure 6. Primary C-plot recognition results from Mask R-CNN. 1.

Figure 7. Final C-plot recognition results after correction. 1.

Table 5. Statistical comparison of the recognition results with the approximate ground truth.

| Dataset                  | Comparison item         | Ground truth | Preliminary results | Post-processing results |
|--------------------------|-------------------------|--------------|---------------------|-------------------------|
| Area of cultivated land (ha) | 139,050.60              | 163,811.71   | 157,911.17          |
| Quantity match area ratio | --                      | 82.19%       | 86.44%              |
| Space overlap area ratio | --                      | 79.11%       | 100%                |
| Number of C-plots        | 20,680                  | 3344         | 37,726              |
| Diff-number of C-plots   | --                      | -17,336      | +17,046             |

4.2. Preliminary delineation of ACPU

The delineation plans for the CC-plots were obtained by the distance threshold values of 10, 20, and 30 m. The statistical results of I3, I7, and I9 are shown in Table 6: (1) plans using 20/30 m were much better than that using 10 m based on the ratio of reasonable CC-plots. (2) The proportion difference between the plans using 20 and 30 m was small, but the threshold of 30 m was significantly more likely to form production barriers than 20 m. Thus, 20 m was ultimately determined as the most reasonable distance threshold to delineate the CC-plots, considering previous studies [61]. In total, 3305 initial ACPUs were obtained after erasing the block elements.
Table 6. Statistical comparison of the CC-plot delineation plans.

| Distance threshold (m) | 10    | 20    | 30    |
|------------------------|-------|-------|-------|
| Number of CC-plots     | 4136  | 3305  | 2719  |
| Number of reasonable CC-plots | 3922  | 3139  | 2585  |
| Number ratio of reasonable CC-plots | 94.83% | 94.98% | 95.07% |
| Area of CC-plots       | 157,911.17 |
| Area of reasonable CC-plots | 133,274.96 | 151,116.35 | 154,082.92 |
| Area ratio of reasonable CC-plots | 84.40% | 95.70% | 97.58% |

2 Reasonable CC-plots refer to CC-plots with scores of I3, I7, and I9 higher than 0.6.

4.3. Preliminary grading of ACPUs through spatial characteristic analysis

Grades of the scale and shape features are shown in Figure 8 based on the initial ACPUs, the aforementioned spatial characteristic indicator system, grading rules, and a comprehensive index evaluation: (1) the scale feature scores of the initial ACPUs were [0.52, 1.00], with little spatial differentiation. The average score was 0.76. Grade I accounted for a large proportion, while there were a small proportion and a dispersed distribution in the lower grades. Thus, the scale of most initial ACPUs was reasonable. The higher grades mainly corresponded to the area with dense cultivated land, while the lower grades corresponded to the area with scattered and fragmented cultivated land. This result is in line with local agricultural reality. (2) The shape feature scores were [0.45, 1.00] with an average of 0.84. The cultivated land mainly belonged to Grade II, while areas of Grade I or III were relatively small. The higher grades were mostly concentrated in the northwest, central, and eastern regions; meanwhile, the lower grades were largely distributed in the north central, and northeast areas. Most of the initial ACPUs featured reasonable shape characteristics (Grade I or II), and others featured less qualified shapes corresponding to regions with shape-complicated cultivated land. (3) For the initial ACPUs, higher scale feature scores were usually associated with better shape features and vice versa. The superimposed grading results of the spatial features are also shown in Figure 8: (1) a total of eight combination grades were formed: I-I, I-II, I-III, II-I, II-II, II-III, III-I, and III-II. (2) The combined grading results featured strong spatial consistency with their shape features while the spatial differences of the scale features were very small, which indicates that their shape was better than their scale in determining spatial feature grading.
4.4. Refined results of ACPU across productivity cluster

The two-step cluster results (see Figure 9) were illustrated, showing that (1) the cluster quality was good with an optimal cluster number of 3. The proportions of all clusters were within an acceptable range. The differentiation degree of variables among the clusters was high. (2) A total of 994 outliers were found and identified, while the mean values of all variables were significantly lower than the non-outliers.

In total, 994 outliers were extracted from the original objects to a separate cluster named Outlier, while the K-Means cluster was used for the rest of the original objects. In reference to the optimal cluster number from the two-step cluster, K-values of 2, 3, and 4 were applied to the test (see Table 7): (1) each of the three clustering results ensured greater inter-cluster differences, smaller intra-cluster variances, and obvious differences with the Cluster Outlier. (2) The distribution of the cluster size was unreasonable when K was set to 3 because the size of Cluster 3 was significantly larger than that of the others. (3) The results with K = 4 were relatively more detailed and reasonable than those with K = 2 due to refining inter-cluster differences and keeping intra-cluster variances. Therefore, the real productivities of the global C-plots were divided into five clusters—four from K-Means and one Outlier. There was a uniform relative relationship among the variables’ mean values for the five clusters in descending order: Cluster 1 > 4 > 3 > 2 > Outlier. Cluster 1 corresponded...
to superior (Grade I) productivity. Cluster 4 was consistent with good (Grade II) productivity. Cluster 3 coincided with medium (Grade III) productivity. Cluster 2 agreed with low (Grade IV) productivity. The Outlier cluster corresponded to poor (Grade V) productivity. Details are shown in Figure 10: the productivities at all grades involved a certain spatial aggregation. Notably, Grades I–III were mainly distributed in areas with the concentrated contiguous cultivated land. Here, the benefits of large-scale agro-production and the spatial distribution law of the natural background are reflected.

Table 7. Statistical comparison of K-Means cluster plans.

| K Cluster ID (Number ratio) | Statistics Value | VCI  | TVI  | RVI  | NDVI | GNDVI |
|----------------------------|------------------|------|------|------|------|-------|
| 1 (44.48%)                 | Mean             | 80.09| 1.05 | 4.49 | 0.60 | 0.60  |
|                            | Std.             | 1.53 | 0.01 | 0.47 | 0.03 | 0.02  |
| 2 (55.52%)                 | Mean             | 75.36| 1.00 | 3.38 | 0.51 | 0.53  |
|                            | Std.             | 2.49 | 0.03 | 0.44 | 0.05 | 0.04  |
| 3 (13.04%)                 | Mean             | 82.22| 1.07 | 5.14 | 0.64 | 0.63  |
|                            | Std.             | 1.05 | 0.01 | 0.32 | 0.02 | 0.02  |
| 2 (21.23%)                 | Mean             | 72.89| 0.98 | 2.94 | 0.46 | 0.49  |
|                            | Std.             | 2.38 | 0.03 | 0.35 | 0.05 | 0.04  |
| 3 (65.73%)                 | Mean             | 78.00| 1.03 | 3.92 | 0.56 | 0.57  |
|                            | Std.             | 1.29 | 0.01 | 0.32 | 0.03 | 0.02  |
| 1 (10.53%)                 | Mean             | 82.60| 1.07 | 5.25 | 0.65 | 0.64  |
|                            | Std.             | 0.75 | 0.01 | 0.24 | 0.01 | 0.01  |
| 2 (12.99%)                 | Mean             | 71.57| .96  | 2.74 | 0.43 | 0.47  |
|                            | Std.             | 2.17 | 0.02 | 0.31 | 0.04 | 0.04  |
| 4 (33.03%)                 | Mean             | 76.55| 1.01 | 3.59 | 0.53 | 0.55  |
|                            | Std.             | 0.99 | 0.01 | 0.24 | 0.02 | 0.02  |
| 3 (43.45%)                 | Mean             | 79.34| 1.04 | 4.27 | 0.59 | 0.59  |
|                            | Std.             | 0.54 | 0.01 | 0.17 | 0.01 | 0.01  |
| Overall                    | Mean             | 77.46| 1.02 | 3.88 | 0.55 | 0.56  |
|                            | Std.             | 3.16 | 0.03 | 0.71 | 0.06 | 0.05  |

After refining using productivity grades, the final delineation-grading results of the ACPUs were obtained (as shown in Figure 11). In the whole region, a total of 3314 ACPUs were obtained, and eight spatial feature grades were superimposed with five productivity levels to form 38 combined grades. According to the distribution acreage, the final combined grades of the ACPUs in the study area were dominated by I-II-II, I-II-III, I-II-I, I-II-III, I-II-IV, I-I-IV, I-I-II, and I-II-V (Figure 12), while other grades featured limited distribution. Grade I-II-II, Grade I-II-III, and Grade I-II-I occupied most of the ACPUs in the central, eastern, and northwestern areas, covering the main distribution area of the local cultivated land. Therefore, there were reasonable scale-shapes for most of the ACPUs, which met the needs of large-scale, mechanized production and ensuring a productivity of medium or above. A statistical chart comparing spatial characteristic grades with productivity grades is provided in Figure 13: (1) Grade I-II, for spatial features, covered much of the area in each grade of productivities, especially in Grade II. (2) Grade I-I, for spatial features, was mainly distributed in Grade I and II for productivity. (3) Grade I-III for spatial feature was mostly deposited in Grade III for productivity. The spatial characteristics of ACPUs were not completely consistent with the distribution of productivities. Productivities were not only influenced by spatial features but also by regional natural resource distribution, farming management, etc. In actual agro-production, productivity can be improved by adjusting spatial features or farming
management using natural resources as the basis. In addition, farming management is also heavily influenced by spatial characteristics.

**Figure 10.** Crop productivity grade of C-plots.

**Figure 11.** Final delineation and grading results of the ACPU.

**Figure 12.** Area chart of the major final combined grades.

**Figure 13.** Corresponding area chart between crop productivity and spatial feature grades.

### 4.5. Discussion

Production information acquisition is significant to achieve agricultural supervision and guidance in modern smallholder areas. The delineation and grading of production units are the basis for obtaining such production information. However, most of the existing studies are about the overall extraction and evaluation of the crop area, not the production units in modern smallholder areas based on multi-source/multi-scale RS images and ML. Thus, in this paper, a combined delineation-grading method for ACPUs in modern smallholder areas was proposed on the basis of RS images, Mask R-CNN, spatial analysis, comprehensive index evaluation, and cluster analysis. Da’an City features abundant agricultural water-soil resources. The benign coexistence of various agro-subjects has been achieved in recent years through land transfer and other measures [17]. The agricultural production units are representative and feature typical modern smallholder characteristics. Therefore, there are reference values for similar modern smallholder regions based on the research methods and results of this paper.

Firstly, the ACPU concept was presented using modern smallholder features with a scale between traditional agricultural C-plots and modern crop areas. The definition rules for ACPUs mainly consider the consistency of output and production modes, which are different from the
production resource allocation considered by previous farming units. The advantages include the following: (1) the delineation results were more objective when the real outputs were taken as the reference standards. (2) Various production resources have different service modes and scopes in the work process, so delineating production units is very difficult using previous definition rules, whose validation tests are also difficult.

Secondly, a C-plot identification method was proposed to assist ACPU delineation, which is suitable for modern smallholder areas based on high-resolution RS images and Mask R-CNN. In recent years, the accuracy of crop area recognition, classification, and mapping has improved. In particular, significant results have been presented with the development of RS and ML technology. Originally, the main crop classification accuracy could reach about 85% [14] by combining multilevel DL architecture based on multi-temporal medium-resolution RS and SAR with geographical spatial data post-processing. Subsequently, the incorporation of time series data from medium-resolution RS (MODIS, Landsat, GF1, etc.) and various CNNs brought the accuracy up to 85.54% [11]. Recently, the effectiveness and superiority of using more DL algorithms in crop area extraction based on multi-temporal SAR or high-resolution optical images has been proven [8–10,12,13,15]. Some studies have made efforts in smallholder farming areas. The relevant accuracies can reach 85% [6] or even 95% [7] by using an improved FCN or a variety of deep semantic segmentation networks with multi-temporal SAR or sub-meter resolution RS images. Referring to Section 4.1, the method proposed in this paper was evaluated in the following ways: (1) instance segmentation was used to recognize C-plots for the first time. Instance segmentation was mainly used to solve the classification problems of natural close shot images, while RS images are much different in their responses to the effects of resolution, target diversity, and the relative size of target and view field. (2) For the recognition results, the overall regional distribution at the pixel level have focused on common algorithms (semantic segmentation, etc.), while individual C-plots and the boundaries of C-plots at the object level were emphasized in this paper. (3) The evaluation units of existing studies are usually random sample points, and the evaluation results are only related to a single pixel. In this paper, the object-level instance boxes were the assessment units. The estimation results were related to all pixels in the whole box and the IOU threshold. Thus, the latter approach is more stringent than the former. In conclusion, there is no absolute but rather relative comparability between existing methods and the presented method in this paper. Furthermore, mAP reached more than 82%, so the presented method is considered to be an effective attempt to provide relatively reliable C-plots for modern smallholder regions.

Thirdly, comparing the initial C-plots from instance segmentation with the CLPs from V-database, the area and spatial overlaps were well matched, respectively, with 82.19% and 79.11%: (1) the CLPs in V-database were obtained from RS images with a sub-meter resolution, while the C-plots used a 2 m resolution. These two kinds of images are inherently different in several ways, such as boundary detail, richness, and separability, especially in areas with dense C-plots. Therefore, a number of adjacent C-plots were roughly segmented into one instance for the preliminary identification results of the C-plots. The boundaries of the C-plots were likely refined, and the matching degree of each individual number was likely increased when the RS images’ spatial resolutions were improved to a sub-meter level. (2) The area and spatial overlaps were significantly enhanced. The individual boundaries of the C-plots were refined to increase the discrimination accuracy at instance level in the densely distributed area of cultivated land based on the auxiliary data and spatial analysis.

Fourth, the delineation basis for ACPU was the CC-plot designation according to specific rules: (1) a reasonable spatial threshold for judging whether the C-plots are contiguous under their scale characteristics for modern smallholder production; (2) the distribution of barrier elements in production, which is emphasized by landscape ecology [63]; (3) the required shape and scale consistency for internal C-plots in the ACPU concept. Based on previous studies [61] and the actual situation of the research area, 10, 20, and 30 m were taken as the distance thresholds of the CC-plots to determine the best option. Meanwhile, the blocking effects of the barrier elements in production were mainly achieved by a spatial analysis based on data from V-database. The shape and scale
consistency of the C-plots within the CC-plots were achieved by calculating the spatial characteristic indicators’ standard deviation, with which the rationality of the CC-plots was quantitatively described. The basis for selecting the best distance threshold was also provided. The final CC-plots were regarded as the initial ACPUs, which were more objective than those in existing studies. Moreover, a spatial characteristic indicator system was constructed for preliminary ACPU grading, while multiple VIs in the crop flourishing period were calculated to cluster the C-plots’ productivities to refine the initial delineation-grading results of the ACPUs.

The method of ACPU delineation-grading was applied to Da’an City. The results agree with local reality. However, there are still some problems that need further study: (1) for C-plot instance segmentation, the boundaries of the C-plots were coarse due to the limitations of the resolution of the RS base map. (2) For the RS images, only three characteristic bands were used for instance segmentation with limited feature information. The accuracy of the recognition results will likely be improved if multi-temporal and multi-feature data with more useful information are adopted. (3) The grade thresholds of the part indicators in the spatial characteristic indicator system need to be uniformly defined. Determination based on the natural break point method and prior knowledge may lead to irrationality.

5. Conclusions

The acquisition and evaluation of production units are an important basis for agricultural production and management in modern smallholder regions. In this paper, a method of delimitation-grading for agro-production units in modern smallholder regions was explored. Some conclusions can be drawn:

1) The ACPU is interpreted reasonably from the perspectives of production mode, spatial form, and productivity, combining regulatory needs with production results.

2) An effective method for C-plot instance recognition is provided by using Mask R-CNN and high-resolution RS images. The loss of the best model is about 0.16, with the mAP at about 82.29%. The recognition accuracy of the C-plots is significantly improved by combining traditional methods (spatial analysis, etc.) with the instance segmentation algorithm. The area–space overlap and fine degree of C-plots are improved noticeably after the modification of auxiliary data.

3) The reasonable designation of CC-plots is the basis for ACPU delineation-grading; 20 m is the most reasonable distance threshold for CC-plots. The preliminary grading of ACPUs can be achieved by a comprehensive index evaluation. The spatial feature indicator system of the comprehensive index evaluation is constructed from the two dimensions of scale and shape, including nine specific indicators that involve multiple landscape indexes and standard deviations.

4) The VIs are used to characterize the C-plots’ actual productivities by combining two-step cluster and K-Means. The global C-plots’ productivities are divided into five grades with clear physical significances, through which the ACPUs’ delineation-grading results were reasonably refined.

5) Most of the ACPUs in the study area have a reasonable scale and appropriate shape, demonstrating medium or above actual productivities. These ACPUs are suitable for large-scale mechanized production for modern smallholders. However, the spatial characteristics of ACPUs are not completely consistent with their productivities. Natural resources are taken as the basis to improve productivity by adjusting the ACPUs’ spatial characteristics, farming management, etc.

The delimitation-grading method for the ACPUs proposed in this paper is flexible and can be adjusted according to the changes in the study areas with strong extensibility to provide a reference for the supervision of agro-production in many modern smallholder areas.
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