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Abstract—Minimum Jerk trajectories have been long thought to be the reference trajectories for human movements due to their impressive similarity with human movements. Nevertheless, minimum jerk trajectories are not the only choice for $C^\infty$ (i.e., smooth) functions. For example, harmonic trajectories are smooth functions that can be superimposed to describe the evolution of physical systems. This paper analyses the possibility that motor control plans using harmonic trajectories, will be experimentally observed to have a minimum jerk likeness due to control signals being transported through the Central Nervous System (CNS) and muscle-skeletal system. We tested our theory on a 3-link arm simulation using a recently developed planner that we reformulated into a motor control architecture, inspired by the passive motion paradigm. The arm performed 100 movements, reaching for each target defined by the clock experiment. We analysed the shape of the trajectory planned in the CNS and executed in the physical simulator. We observed that even under ideal conditions (i.e., absence of delays and noise) the executed trajectories are similar to a minimum jerk trajectory; thus, supporting the thesis that the human brain might plan harmonic trajectories.

I. INTRODUCTION

Human reaching trajectories have been widely studied for understanding human motor control, laying the foundation not only of rehabilitation robotics but also influencing trajectory planning in robotics. Thus, improving our understanding about these mechanisms can contribute to designing better robot and rehabilitation therapies for people suffering from motor impairments.

Flash and Hogan identified minimum jerk trajectories as the closest to the hand tangential trajectories in human movements [1]. This evidence has determined the deployment of minimum jerk trajectories to compute the “Cost to Go” that is used by the basal ganglia as a cost function for identifying the optimal strategy in the optimal motor-control theory [2]–[4]. However, this motor-control theory is incompatible with the information delays associated with neural transmission. The Passive Motion Paradigm (PMP) has been proposed to overcome this issue by using a passive impedance controller which is robust to information delays [5]–[9]. A similar approach has been recently used to define the inclusion of dynamic primitives via the optimisation of multiple impedance controllers connected in parallel [10], [11]. Nevertheless, all these models still rely on the minimum jerk for planning task-space trajectories.

Minimum jerk trajectories are smooth (i.e., $C^\infty$) polynomial functions. Nevertheless, there are other functions (polynomial and non) that are smooth. M. J. Richardson et al. in [12] also studied other alternative polynomial trajectories to replicate human movement. Harmonic trajectories are smooth functions [13], which describe the autonomous functions are the primitive trajectories used for the generation of biological movements. The Central Pattern Generator (CPG) provides further support to the possibility that harmonic trajectories used by physical systems for transferring energy. The natural frequency of a system refers to the frequency that is preferred for information transferal. Thus, it determines oscillation of an isolated system after perturbation. For example, acoustic dissipation has a natural frequency equal to the musical note associated with it. The natural frequency (i.e., cut-off frequency) also indicates the maximum frequency that information can propagate through a system without information loss. In fact, the system transfer functions show a reduction in amplitude and a shift in phase beyond the system’s natural frequency [14], [15]. The Fourier’s series also guarantees that any smooth function can be described as a superimposition of harmonic functions [16], making them an ideal candidate for representing the primitive shape of biological movements. The Central Pattern Generator (CPG) provides further support to the possibility that harmonic functions are the primitive trajectories used for the generation of human movements. CPGs are specialised neural network oscillators found in the spinal cord, which are responsible for the generation of rhythmic motions and movement coordination [17], [18]. The output of a CPG is a modulated harmonic function, making them variable frequency oscillators.
Fig. 2. The H-PMC is hierarchical architecture taking a desired target state in input and transforming into an action via a cascade of controllers. The elastic band pulls the end-effector along the harmonic trajectory. The dynamic task adds an internal model of the task using the end-effector position error ($X_d - X$) and the unit vector of the expected interaction direction ($W_t$). Its outputs are the end-effector poses ($X_{ld}$) for every link of the kinematic chain. The region of attraction generates the postural control $Q_d$ by identifying the joints’ configuration and the desired wrenches for every link in the chain ($W_{ld}$), based on the current pose ($Q$). The joints’ coordination uses an haptic controller that transform the $W_{ld}$ in joints’ torques ($T_d$) which are passed together with $Q_d$ to the joints’ controllers.

This manuscript proposes a Harmonic Passive Motor Control (H-PMC) architecture that uses harmonic trajectories as motor primitives based on the PMP. A similar architecture was theoretically proposed in [9], but it was not feasible due to the lack of an adequate controller. The recently developed Fractal Impedance Controller [19] enables the development of the hierarchical architecture of semi-autonomous controllers. The architecture was initially proposed, to the best of the authors’ knowledge, for locomotion in [20].

II. METHOD

A. Fractal Impedance Controller

The controller uses a fractal attractor to ensure passive asymptotically stable behaviour. Multiple FIC’s can be combined both in parallel and in series without affecting the system stability [21], meaning the controller is able to plan and deal with redundant degrees of freedom. This marks a change from the method proposed by [10], since this system does not need to solve a numerical optimisation problem to coordinate multiple controllers without affecting their stability [21], [22]. We have also recently proved that the system can act as a soft admittance controller to interact with unknown external dynamics [23]. Another benefit of the FIC is its conservative energy, making it intrinsically robust to significant information delay, and reducing communication bandwidth between the architecture components [19], [24].

The controlling command from the FIC is determined using the following equation [23]:

$$
\tau = \begin{cases} 
J^T F_{FIC} (\tilde{x}) & \text{divergence} \\
J^T 2 \mu_{FIC} (\tilde{x}_{max}) (\tilde{x} - \tilde{x}_{max})/2 & \text{convergence}
\end{cases}
$$

where $F_{FIC}$ is a generic continuous finite effort (force/torques) profile, $\tilde{x}$ is the end-effector distance from the desired pose and $\tilde{x}_{max}$ is the maximum distance reached during the divergent phase.

B. Harmonic Passive Motor Control

The architecture in Fig. 2 shows an input target $x_t$ in the task-space and generates a smooth optimised movement to reach it.

1) Elastic Band: The elastic band is implemented, with a more detailed description of its function is available in [22]. It uses a Model Predictive Control (MPC) algorithm to project the information forward using the desired task-dynamics. A 2D linear elastic band on the xy-plane is implemented in this manuscript, as follows:

$$
X_d = \int_{t_i}^{t_f} \dot{X}_d dt^2 = \int_{t_i}^{t_f} \frac{K_d (X_d (t - 1) - X_i)}{M_d} dt^2
$$

where $X_i$ is the current target location, $K_d$ is the stiffness of the elastic band and the $M_d$ is the desired inertia for the end-effector. $K_d$ is determined FIC algorithm by rewriting Eq. [7] as a non-linear stiffness centred in the desired pose as shown in [19]. We opted for a linear force profile with upper-bounded force magnitude ($F_{max}$) for this controller. The value of $F_{max}$ is determined by the product of $M_d$ and the maximum desired acceleration ($a_{max}$).

2) Dynamic Tasks: The dynamics tasks use the current end-effector pose $X$ and the expected direction of interaction for the task $W_t$ to maximise the orthogonality between the tangent-space of the kinematic chain with the expected direction of the perturbation $W_t$. The output of this block is the end-effector pose for each link ($X_{ld}$) or the equivalent joint configuration. This can be completed by solving the optimisation problem:

$$
\min \{ W_t^T J (Q(t)) J^T (Q(t)) W_t (t) \}
$$

s.t.

$$
X (t) = X_d (t)
\quad |Q (t) - Q (t - dt)| \leq \Delta Q_m
$$

where $J$ is the geometric Jacobian of the kinematic chain and $\Delta Q_m$ is the maximum arc that each joint can move during $dt$. However, this optimisation problem has an algebraic solution for a 3-link arm that entails solving the inverse kinematics using the orientation of the force as the orientation of the desired end-effector. The wrist end-effector target pose is then defined as:

$$
X_W = X_d - l_H \begin{bmatrix} \cos (\phi_{W_1}) \\ \sin (\phi_{W_1}) \end{bmatrix}
$$
where \( l_h \) is the distance from the hand of the end-effector to the wrist joint and \( \phi_{w_1} = \text{atan2}(W_i(2), W_i(1)) \).

\[
X_A = l_A \begin{bmatrix} \cos(\phi_A) \\ \sin(\phi_A) \end{bmatrix} \\
\phi_A = \phi_{w_1} + |\tan^{-1}(\alpha(2)/\alpha(1))|
\]
\[
\alpha = \begin{bmatrix} 2l_A ||X_W||^2 - (||X_W||^2 - l_a - l_{FA}^2)^2 \\ ||X_W||^2 - l_a - l_{FA}^2 \end{bmatrix}^2
\]  
\[
(5)
\]

where \( l_A \) and \( l_{FA} \) are the lengths of the arm and the forearm.

3) Region of Attraction: The system generates a region of attraction for each end-effector of the 3 links (arm, forearm and hand) by superimposing the non-linear FIC controllers as in [21]. The non-linear force profile used for the impedance is:

\[
F = \begin{cases} 
K_0 \ddot{x} - K_0 (x_d - K(Q)) , & \text{if } \Delta F = F_{\text{max}} - F_0, \\
\frac{\Delta F (\tanh(\frac{x - x_d}{\Delta x} + 1) + F_0)}{2}, & \text{o/w}
\end{cases}
\]

where \( K_0 \leq F_{\text{max}}/\ddot{x}_b \) is the constant stiffness, \( K(Q) \) is the direct kinematics, \( \Delta F = F_{\text{max}} - F_0 \), and \( F_0 = 0.95K_0\ddot{x}_b \), and \( \ddot{x}_b \) is the position error at force saturation.

4) Joints’ Coordination: This component is the haptic module that tracks the desired end-effector wrench as follows:

\[
T_d = J(Q)^T (2W_d - W);
\]

where \( T_d \) are the desired torques, \( W_d \) the desired wrench and \( W \) the wrench measured at the end-effector. The coordination with the other task-space controller is achieved through the online tuning of the maximum torques of the joint space controllers (\( T_{\text{max}} \)), which are derived as follows:

\[
T_{\text{max}} = \begin{bmatrix} \min(T_{A_{\text{max}}}(1), |J_i^T(Q)W_{Ad}|) \\ \min(T_{A_{\text{max}}}(2), |J_i^T(Q)W_{FAd}|) \\ \min(T_{A_{\text{max}}}(3), 2|J_3^T(Q)W_d|) \end{bmatrix}
\]

where \( T_{A_{\text{max}}} \) are the maximum actuation torques, \( J_i^T \), \( i = 1, 2, 3 \) are the first, second and third row of the geometric Jacobian transposed. \( W_{Ad} \) and \( W_{FAd} \) are the desired end-effector wrenches for the arm and forearm, respectively, that have been received as input from the region of attraction.

5) Joints’ Torque Controllers: The implementation of the joints’ torque controllers is similar to its use in the region of attraction presented in section II-B.3. However, their torques profiles have two plateaus, and the tracking error is computed directly by the difference from the desired and the measured joint angle. The first plateau occurs at the desired torque, and the second for the saturation at the maximum joint torque. The additional plateau has been added to guarantee the desired torque, until the tracking error is considered acceptable for the task. Currently, these values are static but they can be adjusted online to alter the arm’s mechanical properties for different task requirements.

C. Experiment Design

1) Simulator: A simulation of the clock experiment using a planar 3-Link arm has been implemented in Simulink (Mathworks, USA) using the Simscape library. The solver used for the simulation is a ode45 with time-steps in the range [10^-5, 10^-3] s. All the output signals are sampled at 1kHz. The centre of the clock is located at [0.3, 0] m and the eight targets were equally spaced around a circumference with a radius of 0.1 m. The length of the links are \( l_A = 0.282 m, l_{FA} = 0.269 m \) and \( l_h = 0.044 m \). The masses of the links are \( M_A = 4 kg, M_{FA} = 2.5 kg \) and \( M_h = 1 kg \). We have run 200 reaching movements for each target, which include 100 Home to Target and 100 Target to Home movements. The targets were updated at a frequency of 1 Hz.

2) Data Analysis: The ratio between the average and the peak velocity (\( r \)) has been used to compare the planned trajectories \( X_d \) and the executed trajectories \( X \). The coefficient was initially used in [1], and more precisely explained in [12], representing the ratio between the peak and the average power. The \( r \) values from the simulation trajectories are compared with the human data reported in [1], a theoretical minimum jerk trajectory \( r_{mj} = 1.875 \) and a harmonic trajectory \( r_h = 1.596 \). We have also analysed the tracking accuracy of the trajectories computing the Root Mean Square Error (RMSE) between \( X_d \) and \( X \) for both position and velocity data. We will compare the tracking of the trajectory and the velocity profiles for the different targets, and compare it with the arm manipulability ellipsoid [25]. Finally, we will compare the trajectory data for position and velocity against minimum jerk (\( x_{mj}(t) \)) and harmonic (\( x_h(t) \)) trajectories reported below.

\[
x_{mj}(t) = D \left(10 \left(\frac{t}{\Delta t}\right)^3 - 15 \left(\frac{t}{\Delta t}\right)^4 + 6 \left(\frac{t}{\Delta t}\right)^5\right)
\]
\[
x_h(t) = \frac{2}{\Delta t} \left(\sin\left(\frac{\pi}{\Delta t} t - \frac{\pi}{2}\right) + 1\right)
\]

where \( \Delta t \) is the movement duration.

III. RESULTS

The \( r \)-value recorded from the 1600 trajectories is \( 1.616 \pm 0.007 \) for \( x_d \) and is \( 1.84 \pm 0.127 \) for the end-effector trajectories, which is close to the human movement value of \( r_{nd} = 1.805 \pm 0.153 \) reported in [1]. Fig. 3 shows the values for the single targets. The figure indicates that the \( r \) values are related to the direction of motion due to the anisotropic characteristics of the mechanical structure, which have a preferable direction of motions—meaning Targets 5 and 6 are the more difficult to reach. The RMSE for the trajectories and the RMSE for the velocity are reported in Fig. 4. The figure shows that altering the trajectories velocity does not have an impact on the systems trajectory tracking accuracy. The analysis of the trajectories and velocity profiles, described in Fig. 5 confirms that the tracking error in velocity observed in Fig. 4. It also indicates that the velocity tracking error is directional and related to the anisotropic behaviour of the kinematic chain. In fact, the tracking worsens when moving to an area with lower manipulability, as reported in Fig. 6.
The r values for planned trajectories (Xd) have values close to an harmonic trajectory (r_h = 1.596), compared against the end-effector trajectories showing values closer to human values (r_H = 1.805) and the minimum jerk (r_mj = 1.875) [1].

Fig. 4. The RMSE values show that a high difference in the velocity tracking does not have an evident effect on the trajectory tracking accuracy.

IV. DISCUSSION

The results show that the proposed method is capable of generating smooth reaching trajectories with r-values in the range of human reaching movements reported in literature [1]. The tracking accuracy is lower than 1 mm, but the velocities are distorted due to the kinematic chain. The distortion is clearly connected to the manoeuvrability of the system, and it is predominant in the regions with lower manipulability. Nevertheless, it remains clear that the executed trajectories are closer to a harmonic rather than a minimum jerk trajectory. The velocity data also show an emergent behaviour that seems consistent with submovements when going through difficult manoeuvres (e.g., Target 5 and 6).
spring used in the PMP model. The dynamic tasks use the expected principal direction of the environmental dynamics to optimise the robot posture, and the region of attraction guarantees accurate tracking advantage of non-linear FIC to compensate the perturbation. These two modules perform compensate for the environmental dynamics, although we have not taken advantage of this property in this work. We proved that the proposed method could generate trajectories within the range of √ values of human movements and show behaviours consistent with the submovement theory. In future, we aim to add delays consistent with the neuronal transmission, and the controller performances during dynamic interactions with external dynamics.
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