Abstract—Networks are used as highly expressive tools in different disciplines. In recent years, the analysis and mining of temporal networks have attracted substantial attention. Frequent pattern mining is considered an essential task in the network science literature. In addition to the numerous applications, the investigation of frequent pattern mining in networks directly impacts other analytical approaches, such as clustering, quasi-clique and clique mining, and link prediction. In nearly all the algorithms proposed for frequent pattern mining in temporal networks, the networks are represented as sequences of static networks. Then, the inter- or intra-network patterns are mined. This type of representation imposes a computation-expressiveness trade-off to the problem. In this paper, we propose a novel representation that can preserve the temporal aspects of the network losslessly. Then, we introduce the concept of constrained interval graphs (CIGs). Next, we develop a series of algorithms for mining the complete set of frequent temporal patterns in a temporal network data set. We also consider four different definitions of isomorphism for accommodating minor variations in temporal data of networks. Implementing the algorithm for three real-world data sets proves the practicality of the proposed approach and its capability to discover unknown patterns in various settings.
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I. INTRODUCTION

Networks have been extensively adopted for modeling systems where in addition to the systems’ components, the inter-component interactions may provide deeper insights into the systems’ behavior. Networks, with a long history of applications [1], [2], are used as highly expressive tools for system modeling in different domains [3].

Among different analytical and mining techniques proposed for network research, the mining of frequent network patterns has an essential place [4]. The underlying idea behind this problem is that the recurring patterns observed more frequently may represent essential characteristics of the system that networks represent [5], [6]. However, the implementation of network mining for identifying frequent patterns is a non-trivial and computationally costly task. The main reason is the requirement to verify the graph and subgraph isomorphism in different iterations of the frequent pattern mining process.

Furthermore, in many applications, the temporality of the systems should be included in the modeling effort. It is shown that when the time scale of the changes in the system is comparable, using dynamic and time-varying network models can inform the identification of important components more effectively [7], [8]. One approach is to represent the temporal aspects of the system as attributes of the vertices and edges of the corresponding network. However, this approach might obscure some of the temporal information [9], [10]. Besides, some of the well-defined metrics and concepts in static networks, such as distance, diameter, centralities, and connectivity, have been differently defined and interpreted for temporal networks. Therefore, aggregating and representing temporal aspects of
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the system as static networks’ characteristics might adversely impact the derived insight [11], [12], [13], [14], [15].

A. Background

Frequent subgraph mining problem has attracted substantial attention in domains where the data can be represented as networks, such as in chemo-informatics [16], [17], [18], health informatics [19], [20], [21], [22], [23], public health [24], [25], [26], bioinformatics [27], [28], [29], social network analysis [30], [31], [32], computer vision [33], [34], [35], [36], [37], [38], and security [39], [40], [41], [42], [43]. The frequent subgraph mining in these disciplines are either applied to a data set of small networks [44] or a data set of one large network [45]. These tasks are traditionally called network-transaction setting and motif discovery, respectively. Also, the output of the mining process is called frequent subgraphs (similar to frequent itemsets in the frequent itemset mining literature) for the former setting and motifs after a study by Milo et al. [46] for the latter setting.

Fig. 1 provides a taxonomy of the algorithms in the frequent subgraph mining literature. These algorithms can be categorized based on the network data available, either a single network or a set or sequence of networks. These algorithms are then can be categorized based on the temporality of the data. In cases where the data set is composed of a set of static networks, the algorithms can be classified based on the adopted approach for graph traversal and pattern search strategy [17], [18], [47], [48]. In the temporal network case, the algorithms can be classified based on the patterns being mined; either each network in the sequence is mined (inter-network subgraph mining) [49], [50], [51] or the changes occurring between each pair of consecutive networks in the sequence (intra-network subgraph mining) [52], [53]. In some algorithms, the inter-network subgraph mining approach is generalized to multiple sequences (extended inter-network subgraph mining) [54], [55]. Besides, in some applications, the networks are added to the sequence in real-time, which creates a separate category of algorithms [56], [57]. For further details and a discussion of algorithms in each subcategory, refer to [44]. The algorithms can be classified based on the adopted approach for frequency computations in single static networks in the motif discovery problem [58], [59]. For motif discovery in a large temporal network, the algorithms can be classified based on the temporal changes occurring in the network data, such as in the network’s attributes, network topology, or when the network data is provided in real-time [60], [61], [62].

B. Our Contribution

One common approach for mining frequent subgraphs in temporal networks is representing the temporal network as a sequence of static networks. This type of representation of temporal networks has attracted some popularity as it can capture the system’s temporal aspects to some extent. However, as will be discussed in the following section, adopting this modeling approach creates a computation-expressiveness trade-off. In other words, increasing the expressiveness of the network representation increases computational costs. For reducing the computational cost, we need to sacrifice some of the system’s temporal aspects. Due to this fact, when the duration of interactions between system’s entities is not identical for all the interactions, the equal-width temporal aggregation approach might over-represent some of the interactions.

C. Problem Formulation and Paper Organization

Unlike other approaches proposed in the literature, our objective is to mine all frequent patterns in a data set of continuous-time temporal networks while retaining their actual temporal information. Therefore, this paper is dedicated to addressing the following problem.

Problem definition: Given a data set $D_S = \{N_1, N_2, \ldots, N_n\}$ of $n$ continuous-time temporal networks and a user-defined support threshold $\epsilon \in [0, 1]$, the problem of frequent pattern mining in continuous-time temporal networks aims to identify
all patterns that appear in at least $\epsilon \times n$ of the networks in $DS$ while preserving their actual temporal information.

To solve this problem, we first introduce a novel concept to represent temporal networks in $DS$. In some cases, we might be interested in mining structurally identical structures while accepting minor variations in temporal information. To make this possible, we propose a series of isomorphism definitions in the context of temporal networks, adding some levels of tolerance in temporal variations to find more generalizable patterns. Next, we explain the algorithm developed for mining frequent patterns in continuous-time temporal networks, called tempowork. We discuss the performance of the proposed algorithms analytically and evaluate them experimentally using three real-world data sets from different disciplines. To accomplish all these tasks, we need to introduce several novel concepts and heuristics and provide definitions for some other available concepts.

II. Temporal Network Representation

Networks are considered temporal if their components, vertices and edges, or their associated attributes, change over time. We define temporal networks as follows:

**Temporal Network:** A temporal network $N$ is defined over a range of $\mathbb{W}$ as an ordered pair, $N = (V, E)$, of two sets, $V = \{v_1, v_2, \ldots, v_n\}$ which is the set of vertices of the network and referred to as $V_N$, and $E = \{e_{v_1}, e_{v_2}, \ldots, e_m\} \subseteq V \times V$, which is the set of temporal edges of the network and referred to as $E_N$. An edge $e_k$ is represented as $e_k = \{v_i, v_j, a_i, l_k, a_j, s_k, \delta_k\}$ where:

- $v_i$ and $v_j$: identifiers of the edge’s two end-points.
- $a_i$ and $a_j$: attributes of $v_i$ and $v_j$, respectively. These attributes might be different between the same pair of vertices in various interactions. Also, the same vertex might take different attributes in its interaction with other vertices in overlapping intervals.
- $l_k$: edge attribute, which might differ between the same or different pairs of vertices in various interactions.
- $s_k$: the starting point of the interaction window in which $e_k$ is active.
- $\delta_k$: length of the interaction window in which $e_k$ is active.

In some literature, the temporal networks are represented as either a contact sequence or an interval network [13], [14], [15]. The contact sequence representation is composed of edges in the form of $\{(v_i, v_j, t)\}$, where $v_i$ and $v_j$ are identifiers of the edge’s two end-points and $t$ is the point in time that these vertex pairs are connected. Fig. 2 shows an example of a list of edges in a contact sequence and the corresponding visualization.

In applications where the interactions are instantaneous, adopting a contact sequence representation is preferable (for example, in email correspondence where send and receive events happen in a fraction of seconds). However, in other applications, the duration of interactions is not negligible, for example, in face-to-face interactions, transportation networks, or some of the applications of proximity networks. Therefore, edges are shown as $\{(v_i, v_j, s, \delta)\}$ or $\{(v_i, v_j, s, f)\}$, where $s$ is the start time of the interaction and $\delta$ ($f$) is the duration (finish time) of the interaction. In this case, the contact sequences are a special case in which $\delta = 0$ ($s = f$). We adopt this latter representation in this paper and generalize that to both attributed and unattributed networks. Fig. 3 visualizes an unattributed temporal network of this type. This network is composed of five pairs of vertices’ interactions over some period of time. Here, for example, we have $v_0$ at the starting time of interaction connected to $v_3$ at the ending time of interaction, meaning that $v_0$ and $v_3$ interact for the entire duration where they are connected. In Fig. 3, an undirected network is shown. Therefore, we can change the starting point and ending point to be $v_3$ and $v_0$, respectively. To establish a standard visualization approach for directed networks, we can opt to draw the edges from the tail vertices to the head vertices.

In the literature of frequent subgraph mining, on the other hand, the common approach toward temporal network representation and analysis is converting the temporal dimension to a sequence of intervals and representing the continuous network as a sequence of aggregated static networks [44]. In this representation, for the range of temporal network, $\mathbb{W}$, and aggregation window, $agg_w$, the number of aggregation windows or static networks would be $|seq| = |\mathbb{W}/agg_w|$. For each aggregation window, the relationship between each pair of vertices is aggregated. In other words, for each pair of vertices, a connecting edge is assumed if at least there is one connection between the pair of vertices in that aggregation window, independently from the duration of the connection. It implies that by increasing the $agg_w$, the probability of having a connection between every two vertices in each aggregation window increases. On the other hand, the number of static networks, $|seq|$, decreases. This representation of temporal network is shown in Fig. 4(a) for multiple $agg_w$ as a sequence of static networks related to the temporal network in Fig. 4(b).

When the $agg_w = \infty$, we consider an edge between each pair of vertices if there is at least one connection between these two vertices at some point in $\mathbb{W}$. When the $agg_w = \infty$, all the network’s dynamic aspect is overlooked, and the continuous network is represented as a single static network. By decreasing

![Fig. 2. Example of a contact sequence. The list of edges on the left is visualized on the right with an explicit temporal dimension.](image1.png)
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the $agg_w$, more continuity characteristics of the network are captured. This is also shown in Fig. 4(a) as we move from $agg_t = \infty$ to $agg_w = 0.1$. However, there are some downsides to this type of representation. For example, in Fig. 4(a), considering $agg_w = 0.2$, the representation can capture most of the dynamics associated with the temporal network except for $t \in [0.6, 0.8]$. In this period, the corresponding static network shows a connection between $v_0$ and $v_2$ in $[0.6,0.8]$, which is not correct, as this interaction ends at $t = 0.7$. Therefore, the $agg_w = 0.2$ over-represents the edge between these two vertices from $[0.6,0.7]$ to $[0.6,0.8]$. This over-representation can be modified by reducing the $agg_w$ to 0.1. In this case, all the temporal network’s dynamic characteristics are correctly captured by static networks at regular time-stamps. However, many duplicate static networks are generated at consecutive time-stamps. These duplications negatively impact both the memory requirements and the processing resources needed for frequent pattern mining. Furthermore, considering that the actual duration of some of the interactions might be more than the $agg_w$, some post-processing might be necessary to evaluate the relationships between edges mined in the sequence of static networks and their corresponding interactions in the original network. To overcome these challenges, we adopt an interval network representation (examples are shown in Figs. 3 and 4(b)). Besides, because there might be multiple edges between each pair of vertices with different attributes, a starting-point sorted edge-based representation is utilized for each pair of vertices in the form of:

$$v_i = \{v_j : [(a^1_i,e^1_i,a^2_j,s^1_j,\delta^1_j), (a^2_i,e^2_i,a^2_j,s^2_j,\delta^2_j), \ldots, (a^k_i,e^k_i,a^k_j,s^k_j,\delta^k_j)]\}$$  \hspace{1cm} (1)

Then, the network can be written as follows (and potentially as adjacency lists with extra dimensions for labels and interaction windows):

$$N = \{v_i = \{v_j : edge_list_j\}\}$$  \hspace{1cm} (2)

where $edge_list_j$ is the list of edges between vertices $v_i$ and $v_j$ in the form of (1).

Note that there might be multiple edges between each pair of vertices appearing at different intervals in $\mathbb{W}$. The vertices might appear or disappear over the continuous dimension. Besides, the attribute of vertices, $a_i$ and $a_j$, and edges, $l_k$, might change in different interactions, even between the same pair of vertices interacting at different intervals in $\mathbb{W}$.

Some other network representations would be special cases of the proposed representation. For example, one can use identical attributes for the network components; then, it is considered an unlabeled or unattributed temporal network. Or, by considering starting point for $e_i$ as constant and $\delta_i = \infty$ for $i \in \{1, \ldots, m\}$, the network would represent a static network.

III. PRELIMINARY CONCEPTS AND ALGORITHMS

Based on the proposed representation, the next step is defining and introducing the basic concepts of frequent subgraph mining and concepts needed to adopt or develop for mining frequent patterns in temporal networks. The typical approach adopted by different algorithms for mining frequent subgraphs is composed of multiple steps recursively repeated. First, the frequent single vertices or edges in the network database are identified by comparing these simple subgraphs’ frequencies with a user-defined threshold. In the subsequent step, some algorithms in the existing literature employ an Apriori-like approach to generate a set of candidates from already identified frequent subgraphs to detect larger frequent subgraphs [17], [18]. Conversely, others aim to eliminate candidate generation and false positive pruning adopting an optimized pattern growth strategy [47], [48]. We have chosen the latter approach; however, incorporating temporality into the data set of temporal networks introduces an additional layer of complexity into the problem of frequent pattern mining. These complexities arise due to the inclusion of interaction duration and the delay between the initiation of interactions. To effectively utilize the established practices from the frequent pattern mining literature, such as efficient pruning strategies and frequency computation, it is necessary to transform temporal networks into well-established concepts within the domain of graph theory. These concepts must be customized in a manner that not only preserves the structural data of the networks but also enables the lossless retrieval of associated temporal information when required. Furthermore, given the computational complexities inherent in the frequent pattern mining problem, it is crucial to minimize other computational costs by adopting efficient data structures for storing and retrieving network data. Therefore, in addition to the fundamental concepts of frequent pattern mining in network data sets, these considerations have guided us to adopt, customize, and design a series of concepts as outlined in the subsequent section. To understand both the process of frequent pattern mining and complexities associated with this problem, one must familiarize themselves with various essential concepts. These include the graph and subgraph isomorphism problems, common pruning strategies, and canonical labeling. Detailed explanations of these concepts can be found in Appendix A, available online.
A. Constrained Interval Graph

Compared to the previous approaches proposed in the literature in which the temporal dimension of networks are transformed into equal-width intervals, we are interested in preserving the actual duration of and delays between interactions. Considering the uniqueness of this approach, we needed to design a novel concept, Constrained Interval Graph (CIG), to preserve both structural and temporal information of networks. It also makes it possible to traverse the temporal network as a crucial step in frequent pattern mining. The constrained interval graph concept is developed on top of the definition of interval graphs. Interval graphs are a special class of intersection graphs with a rich history of analysis [63], [64]. Given a collection of nonempty sets, an intersection graph is composed of vertices representing sets in the collection and edges as connections between vertices if and only if their corresponding sets’ intersection is nonempty. In cases where the objects of the collection are intervals, and edges represent interval intersections, the resulting graph is called interval graph. In the following, after providing the formal definition of intervals and interval graphs, the constrained interval graphs are explained in detail.

An interval $I$ denoted by $[x, \pi]$ as a subset of the real line is defined as follows:

$$I = [x, \pi] = \{z \in \mathbb{R} | x \leq z \leq \pi\} \quad (3)$$

We consider an interval closed if it includes both end-points of the interval [65]. Then, given two intervals, $I = [x, \pi]$ and $I' = [y, \gamma]$, the intersection of two intervals would be considered empty if $\gamma < x$ or $\pi < y$, otherwise it is defined as follows [66]:

$$I \cap I' = \{z | z \in I \land z \in I'\} = [\max\{x, y\}, \min\{\pi, \gamma\}]$$

Interval Graph: Given a set of intervals, $S(I)$, an interval graph $IG$ is defined as a network composed of:

- $V_{IG}$, in which each vertex of $IG$ is associated with an interval in $S(I)$, and

- $E_{IG}$, in which an edge represents two connected vertices if and only if the intersection of their corresponding intervals in $S(I)$ is non-empty [67].

Fig. 5 shows an interval graph constructed from four intervals. The vertices of intersecting intervals are connected with an edge.

Constrained Interval Graph: For any given edge $e_i$ in a temporal network $N$, the edge and its corresponding end-points are associated with an interval, $s_i = [s_i, s_i + \delta_i]$. We can transform temporal networks into a particular type of interval graph by using the intervals associated with edges and their corresponding end-points. For each edge in the temporal network $N$, we add one node to the interval graph. Then, for each pair of overlapping edges $e_i$ and $e_j$ in $N$, we connect their corresponding nodes in the interval graph if they have end-points representing the same vertex. In other words, using the definition of interval graphs, the constrained interval graph $CIG$ is defined as a network composed of a set of vertices, $V_{CIG}$, which are the edges in the temporal network $N$ and an edge set, $E_{CIG}$, composed of edges connecting pairs of overlapping edges’ in the temporal network if they have a vertex in common. Fig. 6 shows how a temporal network composed of two edges is transformed to a CIG, as the two edges $e_i$ and $e_j$ overlap, and they have one vertex in common.

Furthermore, we utilize edges in $E_{CIG}$ to capture the differences between starting points of edges in $N$. For this purpose, an attribute is added to each edge of $E_{CIG}$ computed as the difference between the starting points of the corresponding temporal edges in $N$ connected by an edge in $E_{CIG}$, i.e., $max(s_i, s_j) - min(s_i, s_j)$. Fig. 7 shows examples of two temporal networks and their associated $CIG$s composed of one edge with an attribute representing the differences between starting points of the two temporal edges.

Although this definition of constrained interval graph creates a deterministic representation of the corresponding temporal network, it suffers from the edges’ delay’s symmetric nature. Fig. 8 visualizes this problem. In this figure, two edges $e_i$ and $e_j$ are shown in two configurations wherein the left configuration,
In other words, given a CIG without the information related to the starting point of edges and vertices, it is impossible to reconstruct the original temporal network from the constrained interval graph because none of the current labels and attributes of CIG expresses which edge appears first.

To solve this problem, we make the edges in CIG directed, e.g., connecting the vertex related to the edge with the smaller starting point to the vertex pertaining to the edge appearing later in the temporal network by a directed edge. As shown in Fig. 9, now the two different temporal networks are uniquely represented by two constrained interval graphs.

With the above solution, we can now preserve and retrieve the precise temporal information of networks. However, the proposed design involves summarizing the information of each edge in the temporal network, including the two end points, into one vertex in the corresponding CIG. This aggregation makes it challenging to extract the structural information of the temporal network directly without prior knowledge. To address this issue, edges in CIG will be assigned a second label (in addition to the delay label), which takes the form of “xy” & x, y ∈ {1, 2}. As the edges in CIG are directed, the label xy indicates that the end point located in position x of the tail vertex is connected to the end point located in position y of the head vertex. To maintain the order of end points associated with each vertex in CIG when referred to with xy labels, we will use an auxiliary map \( M = \{v : (v_i, v_j)\} \), where each vertex v in CIG is mapped to the corresponding temporal edge’s end points.

Fig. 10 shows the CIG associated with a continuous-time temporal network. Each vertex of the CIG represents one edge of the temporal network. The direction of edges in CIG shows the relative delay between starting points of each pair of edges in the temporal network. The edges are attributed with these delays and the labels associated with the structural information of the corresponding temporal edges. However, for the sake of clarity, these attributes are not shown in this figure.

We assume that the temporal network data available as a list of temporal edges, \( \mathcal{L} \), in which the edges are sorted based on their starting time. Therefore, to read the data and construct the corresponding CIG, we need to iterate over \( \mathcal{L} \) edge by edge. For each temporal edge \( e_i \) in \( \mathcal{L} \) we need to perform two checks:

- whether any of the edges appeared earlier in \( \mathcal{L} \) has a vertex in common with one of the two end-points of \( e_i \), and if yes,
- whether any of those edges appeared earlier overlap with the interval associated with \( e_i \).

Considering that there might be multiple other edges passing these checks for each edge, we need to create an efficient data structure to keep track of each vertex and its associated intervals. Once we read a new edge, the data structure should be updated with the new edge information. The data structure adopted for this purpose is the interval tree. Therefore, to efficiently accomplish reading and updating the interval trees, we use a map of vertex ids to interval trees, \( \mathcal{M} = \{id : IT(id)\} \), where the keys of \( \mathcal{M} \) are interval trees keeping track of intervals associated with edges having vertex id as one of their end-points. When we read a new edge \( e_i \) with two vertices \( v_m \) and \( v_n \), we update the interval trees mapped to \( v_m \) and \( v_n \) with the interval of \( e_i, [s_i, s_i + \delta_i] \). In the following, the characteristics of interval trees are described. Then, we explain the CIG construction step in detail.

**B. Interval Tree**

There are multiple data structures developed for operations associated with intervals and ranges, such as interval trees, range trees, and segment trees [68], [69]. Among them, the interval tree is typically known as the most efficient data structure for storing and querying continuous intervals. For the construction of interval trees for the temporal network’s vertices, we follow the approach proposed in [70]. The interval tree data structure can be considered an augmented data structure constructed on top of red-black trees. The red-black trees are (approximately) balanced binary search trees with specific properties. The properties should hold for interval trees to make them efficient data structure for implementing different types of operations, including insertion, deletion, and interval search, on sets of intervals.

In our application, we focus on interval insertion and search operations. The interval insertion is used when we read a new edge from \( \mathcal{L} \), and we want to update the interval trees associated with the two end-points of the edge in \( \mathcal{M} \). On the other hand, the interval search is used to connect the end-points of the newly added edge to the end-points of edges already inserted. Therefore, we need to know in which of the earlier appearances of the desired vertices, their corresponding intervals overlap with the new edge’s interval. The interval search and insertion operations, based on their applications in this paper, are described in more detail in Appendix B, available online.
Algorithm 1: CIG Construction Algorithm.

1: procedure CONSTRUCT_CIG(\mathcal{L})
2:  Initialize CIG = (V, E), V_{CIG} = \emptyset, E_{CIG} = \emptyset
3:  Initialize \mathcal{M} = \{id : IT\}
4:  while 'End of \mathcal{L}' do
5:    Read edge \(e_i\) from \mathcal{L} \hspace{1cm} >> e_i = \{v_m, v_n, a_m, t_i, a_n, t_i, \delta_i\}
6:    Define \mathcal{I} = [t_i, t_i + \delta_i]
7:    Add one vertex to CIG representing \(e_i\) with an associated attribute, "a_i-e_i,a_j-\delta_ij"  
8:    \(v_m\)-neighbors \(\leftarrow\) IntervalTree_Search(IT_{m}, \mathcal{I}) \hspace{1cm} >> IT_m = \mathcal{M}[v_m]
9:    for \(v \in v_m\)-neighbors do
10:      Retrieve interval \mathcal{I}_v = [t_v, t_v + \Delta_v] associated with \(v\)
11:      Compute edges' delay \(d = t_i - t_v\)
12:      Connect vertex including \(v\) in CIG to the vertex in CIG representing \(e_i\) with a directed edge \(e\)
13:    end loop
14:    Label \(e\) with \(d\)
15:    \(v_n\)-neighbors \(\leftarrow\) IntervalTree_Search(IT_{n}, \mathcal{I}) \hspace{1cm} >> IT_n = \mathcal{M}[v_n]
16:    for \(v \in v_n\)-neighbors do
17:      Retrieve interval \mathcal{I}_v = [t_v, t_v + \Delta_v] associated with \(v\)
18:      Compute edges' delay \(d = t_i - t_v\)
19:      Connect vertex including \(v\) in CIG to the vertex in CIG representing \(e_i\) with a directed edge \(e\)
20:    end loop
21:    Call IntervalTree_Insert(IT_{m}, \mathcal{I})
22:    Call IntervalTree_Insert(IT_{n}, \mathcal{I})
23:  end loop
24: return CIG & \mathcal{M}

C. Constrained Interval Graph Construction

Once we have operational functions for insertion and search of intervals in interval trees, we are ready to construct the constrained interval graph, CIG, representing the temporal network \(N\). For doing that, first, we create an empty map associating vertex identifiers to the interval trees, \(\mathcal{M} = \{id : IT\}\) and initialize CIG with empty sets for vertices and edges. Besides, we assume that the temporal network data is provided as an edge list \(\mathcal{L}\) sorted based on the starting points of edges. Then, we iterate over \(\mathcal{L}\) edge by edge. For each edge \(e_i\), the corresponding interval \(\mathcal{I} = [s_i, s_i + \delta_i]\) is created. The edge \(e_i\) has two end points, \(v_m\) and \(v_n\). Corresponding to the edge \(e_i\), a new vertex, \(v_i\), is added to the vertex set of CIG. In the next step, we search the \(\mathcal{M}\) to see if the interval trees associated with \(v_m\) and \(v_n\), namely \(IT_{m}\) and \(IT_{n}\), have any intervals overlapping with \(\mathcal{I}\). Each of \(IT_{m}\) and \(IT_{n}\) might have none, one, or more than one intervals overlapping with \(\mathcal{I}\) representing different edges in \(N\). Then, we connect vertices representing these edges of \(N\) in CIG to \(v_i\) with a directed edge. Each vertex in CIG is labeled with the data of the temporal edge it represents. The labels of vertices in CIG are composed of the labels of the two end-points, \(a_i\) and \(a_j\), the edge's label, \(l_k\), and the length of the interval, \(\delta_k\) of the corresponding edge in the temporal network. Each edge in CIG is attributed with the difference in starting points of the associated edges with the vertices (as shown in Fig. 9). Next, we update \(IT_{m}\) and \(IT_{n}\) interval trees with the new interval \(\mathcal{I}\). After reading all the edges in the edge list, we have the CIG representing the temporal network ready for downstream analysis. Algorithm 1 provides the pseudo-code for the construction of CIG.

D. Temporal Network Reconstruction

In some of the applications, we need to convert subgraphs of a CIG to the corresponding temporal networks that they represent. It can be easily shown that the relationships between CIGs and temporal networks are not one-to-one. In other words, although Algorithm 1 always constructs a unique CIG for any temporal network given, there might be multiple subgraphs of CIG representing the same temporal network. The mapping of CIG to the corresponding temporal network is accomplished using the attributes of vertices and edges and edge directions. The vertices’ attributes in CIG provide the attributes of edges in the associated temporal network. The edges’ attributes and directions in CIG are to infer the magnitudes of overlaps and delays between pairs of edges in the temporal network.

Taking a more in-depth look into the constrained interval graph and the temporal relationships of edges represented by directed edges in this graph, it can be deduced that the constrained interval graph is a directed acyclic graph (as we assume that time has a given direction).

For reconstructing a temporal network from a CIG, we always start with the vertices having the smallest identifiers and proceed in the vertex set. It is because the edge list \(\mathcal{L}\) that the CIG is created from in the first place has been sorted based on the starting points of the edges. Therefore the vertices with the smallest identifiers represent the edges that appear earlier in \(\mathcal{L}\) and have a smaller starting time. Besides, we assume that the first vertex in CIG has a starting point of zero (or any other arbitrary value). The starting points of other edges are derived from relative delays to the other edges in CIG.
Algorithm 2: Temporal Network Reconstruction Algorithm.

1: procedure RESTRUCTURE_TEMPORAL_NETWORK(CIG, support)  \( \triangleright \) support is one of DS networks supporting CIG
2: Initialize \( \mathcal{L} \) as an empty list  \( \triangleright \) This list is used for recording edges of temporal network
3: for all \( v \) in \( V_{CIG} \) do
4: \( v \).visited = False
5: Using the first node read from \( CIG \), extract \( \{a_1, e_1, a_2, \delta_1\} \)
6: Using the \( support \), identify the two nodes representing \( v_1 \) and \( v_2 \)  \( \triangleright \) Note: each \( v \in CIG \) represent two vertices \( v_i \) and \( v_j \) of the temporal network, and their connecting edge
7: Define \( temp\_edge = \{v_1, v_2, a_1, e_1, a_2, 0, \delta_1\} \)
8: \( \mathcal{L} \).push_back(temp_edge)
9: Create an empty stack, \( S \)
10: \( S\).push(\( v_1 \))
11: Create an empty map for recording start times of edges, \( STs = {} \)
12: while \( !S\).empty() do
13: \( v = S\).pop()
14: if \( v\).visited then
15: \( v\).visited = True
16: for all \( u \) in \( v\).neighbors() do
17: if \( u\).visited then
18: \( \triangleright \) \( \triangleright \) Extra code relative to DFS starts here!
19: Extract temporal edge attributes from \( u \), \( \{a_i, e_i, a_j, \delta_{ij}\} \)
20: Using the \( support \), identify the two nodes representing \( v_i \) and \( v_j \)
21: \( STs[u] = STs[v] + e_{uv} \)  \( \triangleright \) \( e_{uv} \) is the label of the edge connecting vertices \( u \) and \( v \) in \( CIG \)
22: Define \( temp\_edge = \{v_i, v_j, a_i, e_i, a_j, STs[u], \delta_{ij}\} \)
23: \( \mathcal{L} \).push_back(temp_edge)
24: \( S\).push(\( u \))
25: return \( \mathcal{L} \)

The reconstruction of a temporal network from a \( CIG \) or a subgraph of \( CIG \) is performed as follows. We start with the vertex with the smallest identifier in the (subgraph of) \( CIG \), \( v_1 \). Then we traverse the \( CIG \) with one of the directed acyclic graph traversal strategies (such as breadth-first search or depth-first search). We consider the starting point of the edge represented by \( v_1 \) as zero. Therefore, we create the first edge of the temporal network, \( e_1 = \{v_1, v_2, a_1, l_1, a_2, 0, \delta_1\} \) using the attributes of the edges originating from \( v_1 \), we can find the starting time of the neighbor vertices (representing edges in the temporal network).

We traverse the \( CIG \) vertex by vertex to generate the temporal network’s edges using this strategy. Algorithm 2 provides the pseudo-code for reconstructing temporal networks from their associated \( CIGs \).

IV. THE TEMPOWORK ALGORITHM

After being able to construct constrained interval graphs from temporal networks and reconstruct temporal networks from (any subgraphs of) constrained interval graphs, we can discuss the \( \text{tempowork} \) algorithm for the identification of frequent patterns in temporal networks. Specifically, given a data set of \( n \) temporal networks, \( DS = \{N_1, N_2, \ldots, N_n\} \) and support threshold \( \epsilon \in [0, 1] \), we would like to identify all the patterns appearing in at least \( \epsilon \times n \) networks of the \( DS \). The format of the input data would be a list composed of network \( ids \) and edges for each network, where the edges are sorted based on their starting times.

In this format, \( N \) and \( e \) at the beginning of each line inform the algorithm whether the line is associated with a network or an edge. The line \( N \# t \) specifies the \( id=t \) of the network. The lines starting with an \( e \) represent the list of edges for each network. In each edge line, the vertices \( (v_i, v_j) \in V \) are the two end points of each edge, \( (a_i, a_j) \) are the labels associated with the vertices, \( e_i \) is the label of the edge, and \( s \) and \( \delta \) are the starting point and duration of the interaction between the two vertices, all space-separated. The algorithm should produce an output with the exactly similar format. However, the list of edges provided represent a frequent pattern appearing at least in \( \epsilon \times n \) networks of \( DS \). Also, the lines starting with an \( N \)
denote the occurrence list of patterns, i.e., the space-separated ids of the temporal networks in DS including the pattern. Note that the sequence of edges considered as frequent patterns might be separated with infrequent edges in different networks of DS.

To accomplish these goals, first, we convert the \( N_i \in DS \) for \( i \in \{1, n\} \) to their associated CIGs, and create a secondary data set of constrained interval graphs, DS'. The DS' can be considered as a data set of static networks. However, CIGs has multiple characteristics which should be noted in the mining process. Furthermore, we need to adopt a series of strategies for pattern growth, subgraph enumeration, graph isomorphism, and subgraph isomorphism checks and verification. It would be beneficial to adopt strategies such that no duplicates subgraphs are generated, and any brute-force implementation of graph and subgraph isomorphism problems are avoided.

During frequent pattern mining, the verification of graph isomorphism is carried out to confirm that the current candidate has not been examined earlier in the process and prevent any redundant exploration of patterns. The algorithm should either avoid generating duplicate candidates or identify identical candidates as soon as possible in the mining process. On the other hand, the subgraph isomorphism is used when we want to verify if any of the networks in the data set contain the candidates being enumerated. In the worst-case scenario, we need to iterate over the networks in the data set one by one and verify if any of them contain the candidate of interest. Both of these tasks are computationally very expensive. We adopt a set of heuristics to avoid both of them as much as we can.

We start the mining process with the identification of frequent vertices in DS'. These vertices represent frequent temporal edges in the DS. Besides, we identify frequent edges in DS'. Each frequent edge in DS' represents a two-edge pattern in DS. The frequent edges in DS' can be reordered based on their frequencies. We use these frequent edges (as seeds and in combination with other frequent patterns already detected) to generate new candidates in each iteration of the mining process.

As we discussed, the CIGs of temporal networks are directed cyclic graphs, DAGs. However, in addition to the characteristics that CIGs inherit from DAGs, CIGs have an essential feature; for mining the CIGs, we do not need to mine all the edges. All the frequent subgraphs of temporal networks can be represented with subtrees of the corresponding CIGs. This characteristic results from the temporal relationships between vertices in CIG (representing temporal edges in temporal networks). In other words, if some of the temporal relationships between vertices of CIG are known, we might be able to deduce the temporal relationships between other vertices of CIG.

Therefore, we start mining by adding one edge (with only their delay attributes) at a time to known frequent subgraphs. The first set of frequent subgraphs are frequent edges. We add an edge to a frequent subgraph to create a new candidate; we make sure that this new edge does not create any cycle in the candidate’s undirected version. Also, to minimize the number of duplicates generated, we will be using the lexicographic ordering introduced in gSpan [47, 48]. For the sake of space, we do not repeat the principles of and pattern growth strategies based on the lexicographic ordering, as they are perfectly discussed in gSpan papers. However, there are some changes we need to apply to these principles based on the characteristics of DAGs and CIGs that will be addressed in the following.

The CIGs are directed networks. Therefore, we need to consider the direction of edges when we are generating new candidates. We only create new candidates by adding forward-edges, as we are interested in mining non-cyclic patterns. The edges that their addition to the candidates create cyclic subgraphs in undirected versions of CIGs result in duplicate candidates. As discussed, each edge \( e \) of the CIGs carries the delay information between temporal edges that the two end-points of the \( e \) represent. If these two end-points are already connected through a different path, the delay that \( e \) represents can be deduced from the path that connects these two end-points. In other words, we do not need to create candidates using backward edges. This approach eliminates a large number of duplicate candidates. Although adopting the lexicographic ordering and forward growth of candidates prevents the generation of many duplicate candidates, the graph isomorphism problem cannot be avoided entirely. In fact, it is even worse than the case where we mine a data set of static networks. It is because two completely acyclic candidate might still represent the same temporal network. Furthermore, the addition of a single edge can create different valid patterns based on the structural information connected to the edge’s vertices. To ensure the correct identification of both duplicate candidates and patterns with distinct structures, we begin by converting candidates into their temporal networks (using Algorithm 2) and recreating their CIGs (using Algorithm 1). If candidates represent identical temporal networks, their corresponding CIGs should be isomorphic, considering the structural information of edges within CIGs. Furthermore, upon adding a new edge to a parent pattern, we examine various frequent canonical labelings that the parent pattern might represent. This validation step is vital for both pattern growth and frequency computation. Thus, by recording the canonical labeling of the CIGs, we ensure the prevention of generating duplicate candidates for pattern growth and identify all frequent and structurally distinct patterns. The canonical labeling can be created using the same lexicographic ordering principles or any other known to be efficient approaches proposed in the literature, such as nauty and Traces [71], or bliss [72]. The computational complexity of this process is discussed in Section V.

We create an embedding list for each frequent subgraph for frequency computation. When we add a forward edge to a frequent parent subgraph to create a new child candidate, we only check the embeddings that support the parent subgraph (instead of searching all the networks in the data set). Suppose the new edge added to a parent subgraph creates a valid child subgraph. In that case, we check whether the embeddings supporting the parent subgraphs can be extended in their associated networks with the new edge. If the list of networks that support the child subgraph meets the user-defined support threshold, we consider the child frequent, which can be used for candidate generation in the next iterations. Otherwise, neither the child nor the candidates created from this child (based on the downward-closure property) would be frequent and can be eliminated. We can avoid the subgraph isomorphism problem altogether by adopting
Inexact-time graph isomorphism: Two networks, \( N_1 = (V_1, E_1) \) and \( N_2 = (V_2, E_2) \), are inexact-time isomorphic \( (N_1 \cong_{\delta} N_2) \) if there is a bijective function \( I^\delta \) such that in addition to the constraints defined for graph isomorphism, for any \( \{v_i, v_j\} \in E_1 \) mapped to \( \{I^\delta(v_i), I^\delta(v_j)\} \) \( \in E_2 \) and any pair of edges \( e_i, e_j \in E_1 \) mapped to \( I^\delta(e_i), I^\delta(e_j) \) \( \in E_2 \):
\[
\delta\{v_i, v_j\} \simeq \delta\{I^\delta(v_i), I^\delta(v_j)\} \\
\Delta(e_i, e_j) = \Delta(I^\delta(e_i), I^\delta(e_j))
\] (5)

Exact-time sequence-preserved graph isomorphism: Two networks, \( N_1 = (V_1, E_1) \) and \( N_2 = (V_2, E_2) \), are exact-time sequence-preserved isomorphic \( (N_1 \cong_{es} N_2) \) if there is a bijective function \( I^{es} \) such that in addition to the constraints defined for graph isomorphism, for any \( \{v_i, v_j\} \in E_1 \) mapped to \( \{I^{es}(v_i), I^{es}(v_j)\} \) \( \in E_2 \) and any pair of edges \( e_i, e_j, e_k \in E_1 \) mapped to \( I^{es}(e_i), I^{es}(e_j), I^{es}(e_k) \) \( \in E_2 \):
\[
\delta\{v_i, v_j\} = \delta\{I^{es}(v_i), I^{es}(v_j)\} \\
\Delta(e_i, e_j) < \Delta(e_j, e_k) \iff \\
\Delta(I^{es}(v_i), I^{es}(v_j)) < \Delta(I^{es}(v_j), I^{es}(v_k)) \\
\Diamond(\Delta(e_i, e_j) \neq \Delta(I^{es}(v_i), I^{es}(v_j))) \land \\
\Diamond(\Delta(e_j, e_k) \neq \Delta(I^{es}(v_j), I^{es}(v_k)))
\] (6)

Here, the expressions starting with \( \Diamond \) means that the magnitude of delays can differ between corresponding isomorphisms. The sequence of appearance of edges is identical among the two networks.

Inexact-time sequence-preserved graph isomorphism: Two networks, \( N_1 = (V_1, E_1) \) and \( N_2 = (V_2, E_2) \), are inexact-time sequence-preserved isomorphic \( (N_1 \cong_{\delta} N_2) \) if there is a bijective function \( I^{\delta es} \) such that in addition to the constraints defined for graph isomorphism, for any \( \{v_i, v_j\} \in E_1 \) mapped to \( \{I^{\delta es}(v_i), I^{\delta es}(v_j)\} \) \( \in E_2 \) and any pair of edges \( e_i, e_j, e_k \in E_1 \) mapped to \( I^{\delta es}(e_i), I^{\delta es}(e_j), I^{\delta es}(e_k) \) \( \in E_2 \):
\[
\delta\{v_i, v_j\} \simeq \delta\{I^{\delta es}(v_i), I^{\delta es}(v_j)\} \\
\Delta(e_i, e_j) < \Delta(e_j, e_k) \iff \\
\Delta(I^{\delta es}(v_i), I^{\delta es}(v_j)) < \Delta(I^{\delta es}(v_j), I^{\delta es}(v_k)) \\
\Diamond(\Delta(e_i, e_j) \neq \Delta(I^{\delta es}(v_i), I^{\delta es}(v_j))) \land \\
\Diamond(\Delta(e_j, e_k) \neq \Delta(I^{\delta es}(v_j), I^{\delta es}(v_k)))
\] (7)

In these definitions, we need to provide user-defined thresholds to show how much temporal variations are tolerable for identifying exact time equivalences. Also, we can discretize the duration of edges. The discretization problem has its own rich literature [73]. Different characteristics of the networks (such as attribute of vertices and edges and classes of networks) can be used to perform discretization in supervised or unsupervised modes. To preserve the sequences, we can assume that all the edges in the CIGs have the same attribute and let the differences between the duration of edges and their starting points create the sequences of edge appearances.
Algorithm 3: Tempowork Algorithm.

1: procedure PREPROCESSING (DS, min_supp, ISO_type)  
2:   Initialize DS′  
3:   Initialize 1_Node_map  
4:   Initialize 1_Edge_map  
5: for all N in DS do  
6:     CIG = Construct_CIG(T)  
7:     DS′.push(CIG)  
8:     Order node labels (”a_i,e_{ij},a_{ij},s) and edge labels (Δs) descendingly based on their frequencies in CIGs of DS′  
9:     Remove node and edge labels in CIGs with frequencies < min_supp  
10: Relabel lexicographically node and edge labels in CIGs with frequencies ≥ min_supp  
11: Update 1_Node_map and 1_Edge_map dictionaries with the location of their embeddings in DS′  
12: Return 1_Node_map, 1_Edge_map  

13: procedure tempoworkDS, min_supp, ISO_type  
14: Initialize frequent_patterns  
15: Initialize cl_list  
16: 1_Node_map, 1_Edge_map = Preprocessing(DS, min_supp, ISO_type)  
17: Update frequent_patterns with 1_Node_map and 1_Edge_map  
18: temp_1_Edge_map = 1_Edge_map  
19: procedure CIG_MINING(pattern, pattern_support)  
20: for all edge in temp_1_Edge_map do  
21:   new_pattern = add edge to pattern as forward edge  
22:   if new_pattern has the minimum lexicographical form then  
23:     temp_tw = Reconstruct_TemporalNetwork(new_pattern, support)  
24:     temp_cig = Construct_CIG(temp_tw)  
25:     cl = canonical_labeling(temp_cig)  
26: if cl not already in cl_list then  
27:     cl_list.push(cl)  
28:     frequent_patterns[new_pattern] = new_pattern_support  
29: Call CIG_MINING(new_pattern, frequent_patterns[new_pattern])  
30: for all edge, frequent_patterns[edge] in 1_Edge_map do  
31:   Call CIG_MINING(edge, frequent_patterns[edge])  
32: Remove edge from temp_1_Edge_map  
33: Return frequent_patterns

V. COMPUTATIONAL COMPLEXITY ANALYSIS

The frequent pattern mining process primarily drives the computational complexity of the proposed approach. However, for the sake of completeness, we provide the analysis of the computational complexity for all steps. Also, the worst-case computational complexity is discussed, including an explanation of how often it might occur. The algorithm processes a data set of temporal networks, transforming each temporal network into a corresponding CIG to create a secondary data set DS'. For each network in DS, the algorithm reads each edge, searches the two interval trees associated with the edge's end points, and then updates these interval trees with the new edge using two insertion operations. Assuming the worst-case scenario, where all edges overlap with one another and share one common vertex, the interval search at iteration i + 1 has a computational complexity of O(i). The insertion operation's computational complexity is O(log i) [70], which is less expensive than the interval search operation in the corresponding iteration. As the algorithm iterates over each edge and performs the interval search for each edge, the total computational complexity for network N with the set of edges E_N amounts to O(|E_N|^2). This complexity, associated with Algorithm 1, should be performed once for all the networks in DS to generate DS' in lines 5–7 of Algorithm 3 and also repeated for all the candidate patterns reaching to line 24 of the same Algorithm.

The computational complexity of reconstructing the temporal network associated with a given (subgraph of) CIG is similar to that of Depth-First Search (DFS), as we traverse the CIG to reconstruct the temporal network. The complexity of DFS depends on the data structure used to represent the network. If an adjacency matrix representation is used, it is in the order of O(|V_{CIG}|^2). However, using an adjacency list representation can reduce the complexity to O(|V_{CIG}| + |E_{CIG}|) [70], where |V_{CIG}| is the number of vertices and |E_{CIG}| is the number of edges in the CIG. This complexity is associated with Algorithm 2 called in line 23 for all the candidate patterns reaching to this line in Algorithm 3.
Mining frequent patterns in $DS'$ requires its own analysis. The proposed approach mitigates the issue of subgraph isomorphism by creating embedding lists for frequent patterns. However, for a subgraph $s$, we might still need to perform graph isomorphism verification after reconstructing the temporal network associated with $s$ and constructing its $CIG$ to ensure that it has not been already evaluated (lines 25 and 26 of Algorithm 3). A breakthrough study by Babai in [74], [75] shows that graph isomorphism can be solved in quasipolynomial time ($\exp((\log n)^\Theta(1))$), where $n$ is the number of vertices in $s$, which would be identical to the number of edges in the corresponding temporal network. He later proposed an approach for canonical labeling of graphs within the same time bound [76]. Therefore, in the worst-case scenario a canonical labeling should be constructed for each pattern being mined. In [47], it was demonstrated that the computational complexity of mining frequent patterns from a data set of static networks is $\mathcal{O}(kFn + rF)$, where $k$ is the maximum number of subgraph isomorphism verifications needed between a subgraph and networks in $DS'$, $F$ is the number of frequent patterns, and $r$ is the maximum number of duplicate labels generated (related to line 22 in Algorithm 3 and for support enumeration in line 28 of the same algorithm).

As noted, mining frequent patterns in networks is inherently computationally expensive due to the verifications required for graph and subgraph isomorphism. Adding the temporal layer exacerbates the problem’s complexity due to the $CIG$ construction and reconstruction. However, there are several considerations that can significantly improve performance. First, mining labeled network data sets, prevalent in many real-world applications, is less costly. Moreover, the variations in interaction durations and delays act as implicit labels, reducing the complexities associated with graph and subgraph isomorphism considerably. Additionally, adopting established pruning strategies, such as those discussed in [47], can significantly enhance the mining algorithms’ performance. The degree of contribution of each of these factors is highly application-dependent, determined by the structural attributes of the networks being investigated, the number and distribution of labels attributed to vertices and edges, as well as the temporal properties of the networks. The following section provides an experimental analysis for real-world scenarios.

VI. Experiments

To the best of our knowledge, this is the first algorithm proposed for mining frequent patterns in continuous-time temporal networks. We evaluated the proposed algorithm’s performance using three real-world data sets with different numbers of vertices, edges, and time windows:

- **Hospital Ward Proximity Networks**: A data set of proximity networks representing interactions between patients and healthcare providers in a hospital ward in Lyon, France [77], [78].
- **High school Contact Networks**: This data set includes seven days of temporal interactions among high school students of five classes [78], [79].
- **Sepsis EHR Data Set**: This data set includes retrospectively collected EHR data related to cellular and physiological responses of sepsis patients in 13,229 visits [80].

A comprehensive depiction of these data sets is available in Appendix C.1, available online, along with a detailed explanation of the preprocessing conducted on these data sets for the proposed approach in Appendix C.2, available online. Table I summarizes these three data sets’ characteristics.

The proposed algorithm was applied to the three network data sets described above using multiple frequency thresholds. Also, we implemented the algorithm for different definitions of isomorphism with different discretization parameters to evaluate the impact of temporal variations allowed on the number of frequent pattern detected by the algorithm. The results are shown in Figs. 12, 13, and 14. The numerical values of results are provided in Appendix D-Table 2, available online. The findings are discussed in the following subsection. The Python implementation of the algorithm used in this study is publicly available from the PyPI repository and can be installed under “tempowork”. The experiments were conducted on a personal computer with an Intel Core i7-8700 3.20 GHz CPU processor with 16.0 GB installed RAM.

A. Discussion

The proposed algorithm was applied to the pre-processed data sets. We used the four different types of isomorphisms, different support values, and different discretization parameters. The results show that increasing the support thresholds decreases the number of frequent patterns in all three data sets consistently (Fig. 12).

The results of the implementation for the high school contact networks when the ids are used as labels showed that most of the frequent patterns are composed of either one temporal edge (the interactions between two specific students for a particular period) or two temporal edges (the interactions among three specific students in different arrangements) (Fig. 12-(b)). This can be attributed to the unique labels considered in this implementation for each student. Also, the algorithm did not find many frequent subgraphs for the sepsis EHR data set when it is implemented in the exact-time or exact-time sequence-preserved modes (Fig. 12-(d)). It can be attributed to the nature of this data set. The lab measurements are recorded at times with a precision of fractional portions of a second. At this precision, it is very rare to find patterns with identical durations among patients. However, when we implement the algorithm for the high school contact networks with classes as labels (Fig. 12-(c))

| data set                        | $|\mathcal{N}|$ | $|\mathcal{V}|$ | $|\mathcal{E}|$ |
|---------------------------------|----------------|----------------|----------------|
| Hospital ward proximity network | 5              | 48             | 2806           |
| High school contact networks    | 7              | 151            | 2824           |
| Sepsis EHR data set             | 13,229         | 5              | 24             |
Fig. 12. Number of frequent patterns detected by the algorithm using different definitions of isomorphism from (a) hospital ward proximity, (b) high school contact networks with ids as labels, (c) high school contact networks with classes as labels, and (d) sepsis EHR data sets at different support thresholds ($|E|$: number of edges in the frequent subgraphs, $|s|$: number of frequent subgraphs detected, $|p|$: total number of patients in the sepsis EHR data set, 13,229).

Fig. 13. Computation time (left) and impact of different discretization parameters (right) on the number of frequent subgraphs detected at different support thresholds for (a) hospital ward proximity networks, (b) high school contact networks with ids as labels, (c) high school contact networks with classes as labels, and (d) sepsis EHR data sets. For discretization parameters, the inexact version of isomorphism is used. ($|E|$: number of edges in the frequent subgraphs, $|s|$: number of frequent subgraphs detected, $|p|$: total number of patients in the sepsis EHR data set, 13,229).
or for sepsis EHR data set for other two modes of isomorphism (Fig. 12-(d)), the algorithm could find many frequent patterns at different support thresholds.

It should be noted that although adoption of inexact-time isomorphism increased the number of frequent patterns detected, it might decrease the total number of frequent patterns in some cases. In fact, inexact-time isomorphism has two opposing effects. It may group some infrequent patterns into one frequent pattern (if they are isomorphic based on the inexact-time isomorphism definition). In this case, the number of frequent subgraphs increases. Simultaneously, some of the different frequent subgraphs detected based on the exact-time isomorphism might be considered one subgraph based on the inexact-time isomorphism definition, consequently decreasing the total number of frequent subgraphs.

In all the data sets, we observed that using the sequence-preserved definitions almost always results in a higher number of frequent patterns compared to their exact-time and inexact-time counterparts, respectively. It is because we are relaxing the constraints related to the overlaps between edges, as far as they follow the same sequence of edge appearances.

Implementing the algorithm for different discretization parameters shows that these variations impact data sets differently (Fig. 13). In the first and second data sets, using different discretization parameters does not significantly change the number of frequent patterns. However, due to the nature of the sepsis EHR data set and the temporal precision in data collection, we do not have many frequent exactly identical patterns common among patients. However, as we increase the discretization parameters and allow higher tolerance of temporal variations, we observe many frequent patterns among the patients. Also, it should be noted that the opposing effect of inexact-time isomorphism discussed earlier can affect the number of frequent subgraphs detected for various discretization parameters differently as well.

The three data sets used in this study have some significant differences that directly impact the frequent subgraph mining computation time. The first data set is composed of five networks. The average number of vertices and edges in this data set is 48 and 2,806, respectively, and each vertex is labeled with one of the four possible labels. On the other hand, although the second data set comprises seven networks (about the same number of networks as the first data set), it is composed of a larger number of vertices (about three times more than the first data set) with almost the same number of edges (and nearly the same number of vertex labels). This difference between the number of vertices in these two data sets results in the lower density in the second data set and consequently decreases the computation time (Fig. 13)-(a) versus Fig. 13-(c)). When the vertices in the second data set are labeled with unique ids of students, it results in a lower number of frequent patterns and, accordingly, significantly lower computation time (Fig. 13-(b) versus Fig. 13-(c)). In the sepsis EHR data set, we have a maximum of 19 vertices in each of 13,229 networks. However, all the vertices are uniquely labeled with one of the associated cellular and physiological responses or biomarkers they represent. Also, not all of them are necessarily present in the patients’ hospitalization records. The labeling approach significantly reduces the computation time required for performing the graph isomorphism (Fig. 13-(d)).

Fig. 14 shows two sample frequent subgraphs detected in the four implementations of the algorithm on the three data sets. Nearly all the frequent subgraphs detected in the first data set were composed of paramedical staff interacting with each other (Fig. 14-(a)-top). However, the algorithm also detected a few frequent patterns among medical doctors 14-(a)-bottom). The exact-time instances of these patterns are observed in at least three (out of 5) networks of the data set. Fig. 14-(b) and (c) show four frequent temporal patterns observed in at least 4 (out of 7) networks of the second data set in the ids as labels and class as labels implementations, respectively. The algorithm detected a few frequent patterns in the second data set with ids as labels with more than one temporal edge. These patterns are among three students interacting in different formations, such as three specific students interact for some particular time at the same time, one student joins the other two students somewhere in between of the first two students’ interaction 14-(b)-top), or two
students are interacting for some time, and one of them ends this interaction and start another interaction with a different student for a while. The students are labeled with classes, there are many frequent patterns with a larger number of temporal edges. However, most of the patterns are among students of the same class.

Finally, Fig. 14-(d) shows two patterns identified as frequent patterns in at least 100 sepsis patients by running the algorithm in the inexact-time isomorphism mode. Although these patterns show some changes in the patterns' edges over time, most of the frequent patterns detected in the sepsis EHR data set are related to the simultaneous failures of multiple cellular and physiological responses over some period of time (Fig. 15). It can be attributed to the nature of laboratory test measurements performed almost simultaneously in pre-defined intervals. These patterns can also be considered complete networks, as all the vertices are connected with one another. Both patterns are identified using the algorithm in the inexact-time sequence-preserved setting, one with 15 minutes duration deviation tolerance (left) and the other one with one-hour duration deviation tolerance (right).

Given the novel nature of the proposed method in extracting patterns unattainable by existing approaches, conventional benchmarking methods are not applicable for performance evaluation. Nevertheless, the performance of the proposed approach can be assessed through alternative methods. One crucial aspect of evaluation involves exploring the significance of patterns detected by the proposed approach in critical real-world scenarios. For instance, in a medical context, we investigated the importance of considering these patterns in predicting the outcomes of sepsis patients. The results demonstrated the potential of integrating these discovered patterns with traditional features used for patient outcome prediction, leading to significant performance improvements and early identification of deteriorating patient conditions.

Moreover, evaluating the efficiency of the proposed approach is essential for practical applications. One way to achieve this is by measuring the algorithm's execution time under various scenarios and data set sizes. In our research, we provided an analysis of the approach's computational complexities and experimental execution times to better understand its scalability and resource requirements.

VII. Conclusion

This study proposed a novel approach for mining the complete set of frequent patterns in continuous-time temporal networks. A novel representation of temporal networks for frequent pattern mining is described. We developed an original method for continuous-time temporal network traversal and considered four types of isomorphism to detect frequent subgraphs in a temporal network data set.

Additionally, we tested the proposed algorithms on three real-world data sets, and the results revealed considerable variations in interactions' durations in many of these patterns (e.g., refer to Fig. 14). This suggests that the transformation of continuous-time temporal networks into sequences of networks might hinder the detection of these patterns. Moreover, this transformation necessitates prior knowledge of the appropriate interval width, which may not be feasible in numerous real-world applications.

One avenue for future research would be mining frequent patterns in network data streams. Most of the previous work defines network streams as updating batches of network components at discrete intervals. Investigating the frequent pattern mining problem, including the data structure requirements, for temporal networks with continuous updates of network components would be a challenging future direction with a wide variety of applications. Furthermore, in our future work, we want to use the outcome of the proposed algorithm for mining the evolution among frequent patterns, where patterns might emerge, merge, shrink, or grow.

In conclusion, our approach represents a novel contribution to the field of continuous-time temporal networks, offering promising results in mining frequent patterns. There remain opportunities for further enhancements that could significantly amplify its effectiveness. Future research endeavors could focus on refining and optimizing various steps within our proposed framework, including the construction and reconstruction of CIGs, along with the formulation of pruning techniques to circumvent graph isomorphism verifications, ultimately leading to even more remarkable performance gains.
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