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A kinetic description of how interfaces accelerate reactions in micro-compartments

Kevin R. Wilson, a Alexander M. Prophet, ab Grazia Rovelli, a Megan D. Willis, a Rebecca J. Rapf a and Michael I. Jacobs c

A kinetic expression is derived to explain how interfaces alter bulk chemical equilibria and accelerate reactions in micro-compartments. This description, aided by the development of a stochastic model, quantitatively predicts previous experimental observations of accelerated imine synthesis in micron-sized emulsions. The expression accounts for how reactant concentration and compartment size together lead to accelerated reaction rates under micro-confinement. These rates do not depend solely on concentration, but rather the fraction of total molecules in the compartment that are at the interface. Although there are ~10^7 to 10^13 solute molecules in a typical micro-compartments, a kind of ‘stochasticity’ appears when compartment size and reagent concentration yield nearly equal numbers of bulk and interfacial molecules. Although this is distinct from the stochasticity produced by nano-confinement, these results show how interfaces can govern chemical transformations in larger atmospheric, geologic and biological compartments.

I. Introduction

Complex reaction networks, important for the chemistry of biological (cells), environmental (mineral pores), and atmospheric (aerosols and cloud droplets) systems, often occur in micron-sized compartments. Measurements of reaction rates and mechanisms required to understand the evolution of these systems are often broken into elementary steps and measured in the laboratory using macroscopic reaction vessels. However, as reviewed in a number of studies, there is emerging evidence that when chemical reactions are confined in microdroplets, Leidenfrost droplets, thin films and emulsions, they are accelerated by many orders of magnitude (10 to 10^6) relative to large reaction vessels. These results have potentially important ramifications for understanding chemical reactivity in atmospheric and industrial aerosols, the biochemistry within liquid–liquid phase-separated and other cellular compartments and the development of more efficient synthetic methods.

Despite extensive observations, the molecular origin of these enhanced rates, in many cases, remains unclear. Factors that likely contribute to observed accelerated rates in droplets, such as those formed in electrospray ionization (ESI) sources, include the concentration of reagents due to solvent evaporation, electrochemistry, interference from gas phase reactions, surface charge, enrichment and acidity as well as surface reactions that become more pronounced in small droplets or thin films. These factors likely all contribute to varying extents when ESI droplets are used for both compartmentalization and detection of reactants and products. The multiphase processes inherent in ESI mass spectrometry make it extremely difficult to design control experiments needed to isolate the exact mechanism(s) responsible for observed reaction acceleration in droplets.

Alternatively, emulsions have smaller surficial charge, lack solvent evaporation and interferences from competing gas phase reactions. As a result, emulsions can be used to isolate the relative importance of interfacial reactions in the observed acceleration factors. For example, Fallah-Araghi et al. studied a condensation reaction in monodisperse emulsions: the synthesis of an imine from the reaction of an amine with an aldehyde. Although unfavorable in bulk aqueous solutions due to the elimination of H_2O, the apparent equilibrium constant for this reaction is observed to be enhanced 29-fold in an 8.4 μm radius (R) emulsion. Both the equilibrium and the forward rate constant for imine synthesis increase linearly with 1/R; a clear signature of surface effects. To explain their results, Fallah-Araghi et al. proposed a reaction-adsorption mechanism to show how surface adsorption, desorption and reaction couple with bulk reactions to produce the observed size-dependent kinetics. For a set of limiting cases, an analytical expression was derived to describe how the effective equilibrium constant depends upon radius, adsorption length, surface reaction and desorption rates.
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Motivated to further generalize the results reported in ref. 1, we have developed a new stochastic model of compartmentalized chemistry. The simulations are parameterized using literature rate coefficients, which makes them physically realistic. The simulation results are first benchmarked against the size dependent kinetic data reported by Fallah-Araghi et al., providing additional molecular insights into the coupling of surface and bulk reactivity, interfacial propensity and bulk phase depletion. Next, the simulations are expanded to a larger range of compartment sizes and concentrations than were originally considered in ref. 1. Together, the simulation results and the prior experimental data are then used to develop and validate a theoretical description, beyond the limiting cases considered in ref. 1, which allows for more general predictions of how surface reactions modify equilibria and lead to accelerated reaction kinetics in micro-compartments.

This work is organized as follows: Section II outlines some general considerations for understanding chemistry in micro-compartments, which guide the development of the stochastic model detailed in Section III. In Section IV, the simulation results are benchmarked against the data reported in ref. 1 and then extended over a much larger range of compartment sizes and concentrations. Finally, in Section V a general kinetic expression is derived that correctly predicts the scaling of the apparent equilibrium constant in micro-compartments observed both in the numerical simulations developed here and in the previous dataset reported by Fallah-Araghi et al.¹

II. Compartment dimensions, concentrations and characteristic lengths for reactions in micro-compartments

There are many examples where nano-confinement²⁰ of a small number of molecules or atoms has a profound influence on physical and chemical properties; including the electronic structure of quantum dots and the transport and reactivity in carbon nanotubes, zeolites, nanovessels, metal organic frameworks, cells, etc. For these cases, compartmentalization produces properties and behavior not observed in their macroscopic analogs or described by continuum theories because confinement is on the order of molecular/atomic dimensions, solvent correlation lengths²³,²⁴ and/or is governed by stochastic fluctuations of small numbers of molecules.²⁵–²⁸

In contrast, it is not immediately obvious why confinement of many, many millions of solute molecules in a micron-sized droplet or emulsion would produce behavior substantially different from what is observed in a beaker. One difference between macro- and microscale environments is illustrated in Fig. 1A where the ratio of surface to bulk molecules \( f_s \) in a spherical aqueous compartment is shown as a function of radius and solute concentration \([\text{solute}]\). Here, the ratio \( f_s \) is,

\[
    f_s = \frac{I_{\text{max}} A}{[\text{solute}] V}
\]

where \( A \) and \( V \) are the surface area and volume of a sphere, respectively. \( I_{\text{max}} \) is the maximum surface excess concentration. Fig. 1A is intended to only illustrate the differences between compartment sizes, since eqn (1) assumes an idealized case where the surface is saturated at all concentrations and there are no chemical reactions. Below, a more realistic and complex expression for \( f_s \) will be considered explicitly. The lines in Fig. 1A are computed assuming \( I_{\text{max}} = 1.66 \times 10^{14} \text{molec. per cm}^2 \), corresponding to a molecular area of 60 Å² per molecule.

For large compartments (e.g. \( R = 10^2 \text{microns} = 10 \text{cm} \)), \( f_s \) is much less than 1 for the concentrations shown. At mM concentrations, ~1 in every 10 000 molecules is, on average, at the surface and it is only under the most dilute conditions (e.g. 10⁻⁷ M) that the number of molecules at the surface and in the bulk are equivalent (\( f_s = 1 \), dashed line Fig. 1A). For reactions in macroscale compartments conducted under typical laboratory concentrations (10⁻³ to 1 M), processes that occur at the interface would involve, on average, only a small fraction of the total number of molecules in the system and therefore remain invisible, except to the most interface sensitive analytical techniques.

This is in contrast to micro-compartments (\( R = 1–100 \text{microns} \)), where a substantial number (\( f_s > 0.1 \)) of molecules in the concentration range of (0.1 to 10⁻⁴ M) reside at the interface (shaded region, Fig. 1A). Many of the reports of accelerated reactions in ESI micro-droplets are in fact conducted within this shaded region. At these sizes and concentrations (as will be shown below) there is strong coupling between surface and bulk kinetics, which cannot be neglected. Generally, these simple observations suggest that dividing a bulk mM solution into a large number of micron-sized compartments (e.g. in sprays or emulsions) might be an effective way to study surface reaction kinetics that would otherwise be difficult to observe in a single large reaction vessel.

There are a number of characteristic lengths relative to compartment size that likely impact whether a reaction is “chemically confined” (Fig. 1B). The reacto-diffusive length \( L_{\text{rxn}} \) is the distance, on average, a reagent travels prior to a reaction. This length is related to the Kuramoto Length²⁶ and the Damköhler number, or reaction diffusion index.²⁷ \( L_{\text{rxn}} \) depends upon the square root of diffusion coefficient \((D)\) and the chemical lifetime \((\tau_{\text{rxn}})\). For a bimolecular reaction, \( \tau_{\text{rxn}} \), and therefore \( L_{\text{rxn}} \), can be changed via reactant concentration. When reactions are slow and diffusion is fast, \( L_{\text{rxn}} > L_{\text{compartment}} \) as shown in Fig. 1B), reagents can sample the surface region of the compartment repeatedly before reacting. For this case, the chemical evolution of the compartment will be governed by reactions occurring in the compartment interior as well as at its surface. For the opposite case (i.e. fast reaction rates and slow diffusion) where \( L_{\text{rxn}} < L_{\text{compartment}} \), the surface will play a more minor role as reagents, on average, will be consumed prior to encountering the interface. For the imine synthesis reaction considered here \( L_{\text{rxn}} \sim 400 \mu\text{m} \).

In the surfactant literature a critical radius \( R_{\text{critical}} \) is used to describe mass transfer to a curved interface (i.e. bubble or droplet, Fig. 1B).²⁸ For compartment sizes larger than \( R_{\text{critical}} \), diffusion limits transport timescales to the interface. For compartments smaller than \( R_{\text{critical}} \), energetic barriers for
surface adsorption are kinetically limiting. It is expected that the overall rate of a chemical transformation in a compartment might depend sensitively upon the mode of mass transfer (i.e. diffusion vs. adsorption). For the synthesis reaction considered here, $R_{\text{critical}} \sim 200$–300 cm, indicating that the flux of reactants to the surface is kinetically limited.

### III. Model formulation

Kinetiscope© is used to numerically simulate the chemistry as a function of compartment size. This open access software package uses a stochastic algorithm to propagate the chemical evolution of a system by randomly selecting among probability-weighted elementary reaction and diffusion steps. The rate law is used to compute the probability for each elementary step. Stochastic methods differ from the more common approach of constructing and solving sets of deterministic coupled ordinary differential equations, which provide a reasonable description of kinetics at the macroscale. As physical dimensions are reduced and the number of molecules become small, discreteness is likely to have a larger influence on overall system behavior. Models built in Kinetiscope© have been used extensively to predict multiphase transformations in submicron aerosols, where quantitative descriptions of surface and bulk reactions, diffusion, and evaporation are required.

#### Simulation geometry

To model the data reported in Fallah-Araghi et al.¹ the emulsions are assumed to be spherical. Houle and coworkers showed that to model a spherical aerosol, with radius $R$, the simulation geometry could be simplified to a rectangular prism with a height of $R/3$, as shown in Fig. 2. Here, the prism is divided into two sub-volumes: a surface (located at the top, Fig. 2) with a bulk region below. The rectangular prism with surface and bulk sub-volumes preserves the correct scaling between surface and bulk processes and is computationally more efficient than simulating an entire sphere. Molecules move between these volumes by Fickian diffusion.

The length and width of the prism are $1 \times 1$ nm (Fig. 2). The simulation results presented below are found to be insensitive to these dimensions and were checked by using larger $10 \times 10 \times R/3$ nm and $100 \times 100 \times R/3$ nm simulation volumes. These expanded dimensions correspond to a 4 orders of magnitude change in the total number of molecules in the simulation. An additional parameter is required to define the surface volume—the interface thickness. A thickness of 1 nm is used and is consistent with Molecular Dynamics simulations of the density profile across an oil/water interface.

#### Bulk and surface concentrations

For the imine synthesis reaction reported in ref. 1, stoichiometric amounts of reactant amine and aldehyde (i.e. [amine] = [aldehyde] = 15 mM) are used. Molecular structures of the reactants and products are shown in Fig. 2. In the simulation, the compartment volume and reactant concentration are specified separately. This means that in order to maintain the same concentrations for different emulsion sizes, the total number of molecules in the simulation volume must naturally change as is shown in Table S1.†

A Langmuir framework (detailed below) is used to describe the kinetics of the adsorption and desorption of molecules at the interface. This is implemented in the simulation by defining the concentration of available adsorption sites in the surface volume. It is assumed that a site is occupied by a single species.

---

**Fig. 1** (A) Number ratio ($f_s$) of surface to bulk molecules as a function of radius and concentration (colored lines). $f_s = 1$ is indicated with a dashed line. (B) Compartment diameter ($L_{\text{compartment}}$) relative to the reacto-diffusive length ($L_{\text{rxn}}$) and critical radius ($R_{\text{critical}}$).
and that reactants and products compete for the same set of adsorption sites. In the absence of measurements, the surface excess concentration is assumed, since to our knowledge neither of reactants are not commercially available and were synthesized by Fallah-Araghi et al.\textsuperscript{1} It is assumed that a site corresponds to a mean molecular area of 60 \(\text{Å}^2\). This corresponds to a surface excess of 1.67 \(\text{M}^2\) and a volumetric concentration in the 1 nm thick surface compartment of 1.67 \(\text{M}^3\) molecules per cm\(^3\). The estimated pure liquid densities of the amine and aldehyde are 4.39 \(\text{M}^2\) and 2.09 \(\text{M}^3\) molecules per cm\(^3\), which correspond to mean molecular areas of 23 \(\text{Å}^2\) and 48 \(\text{Å}^2\), respectively. A larger average value of 60 \(\text{Å}^2\) for a surface site appears to be reasonable, since it is generally observed that the molecular footprint derived from experiments often exceeds geometric estimates of molecular area. The simulation results depend on the assumed molecular area, which governs, together with the surface reaction rate coefficient, the overall rate of the interfacial reaction.

Table S1\textsuperscript{†} shows the computed number of available surface sites and bulk molecules as a function of size for the rectangular prism simulation geometry for \([\text{reactant}] = 15 \text{mM}\) and \(T = 1.67 \times 10^{14}\) molecules per cm\(^2\). This is compared with the numbers of bulk and surface molecules in a sphere using the same reagent concentration and surface excess. It can be seen that \(f_r\) for the rectangular prism and sphere exhibit identical scaling with size. This scaling accurately weights bulk vs. surface processes (described below) and is important for accurately capturing the differences one might expect between micro- vs. macro-scale systems discussed above and shown in Fig. 1A.

**Reaction mechanism**

Shown in Table S2\textsuperscript{†} is the list of elementary reaction and diffusion steps used in the simulation. There are two elementary steps in the bulk compartment, corresponding to the forward bimolecular synthesis of the imine and its backward unimolecular decomposition. As shown in Fig. S1\textsuperscript{†} the rate coefficients for these two steps are determined using a single reactor simulation (i.e. no compartmentalization) where only reagent concentrations are specified \([\text{amine}] = [\text{aldehyde}] = 15 \text{mM}\). To replicate the observed bulk kinetics, a forward rate coefficient for step 12 (Table S2\textsuperscript{†}) of \(2.60 \times 10^{-5} \text{M}^{-1} \text{s}^{-1}\) is used; consistent with the value \(2.85 \times 10^{-5} \text{M}^{-1} \text{s}^{-1}\) reported in Table S3 of the ESI in ref. 1. The reverse rate coefficient for step 13 \((1.52 \times 10^{-3} \text{s}^{-1})\), Table S2\textsuperscript{†} is slightly larger than the range previously reported ref. 1 \((0.68-1.06 \times 10^{-3} \text{s}^{-1})\), but nevertheless replicates the bulk kinetics shown in Fig. S1.\textsuperscript{†} The diffusion coefficients for the amine, aldehyde and imine (steps 9–11, Table S2\textsuperscript{†}) are fixed at the values determined by Fallah-Araghi et al.\textsuperscript{1}
The elementary steps in the surface compartment comprise both adsorption/desorption (steps 1–6, Table S2†) and reaction (steps 7 and 8, Table S2†) steps. It is assumed that the amine and aldehyde react in the surface compartment only after they adsorb; consistent with a Langmuir–Hinshelwood mechanism. Adsorption/desorption rate constants \( (k_{\text{ads}} \text{ and } k_{\text{des}}) \) for the aldehyde and amine synthesized by Fallah-Araghi et al.\(^1\) are not available, so rate coefficients are used that are consistent with, though not identical to, those reported by Tomaia et al.\(^4\) for structurally similar molecules adsorbing to the benzene/water interface. For the three molecules in that study, dibucaine, tetracaine, and steaic acid, \( k_{\text{ads}} \) is measured to be 0.1204, 0.0831 and 0.0035 \( \text{M}^{-1} \text{s}^{-1} \), respectively. The corresponding values for \( k_{\text{des}} \) are 2.65 \( \times 10^{-3} \), 2.48 \( \times 10^{-3} \) and 6.53 \( \times 10^{-4} \text{s}^{-1} \). Of the three molecules, dibucaine and tetracaine are the most structurally similar (structure and charge) to the molecules considered here and thus provide a reasonable constraint for the values of \( k_{\text{ads}} \) and \( k_{\text{des}} \) used in the simulation and shown in Table S2.†

If \( k_{\text{des}} \) (step 6, Table S2†) for the imine is set to values similar to those used for the amine and aldehyde, large surface-to-bulk gradients form in the simulations, which are inconsistent with observations.\(^1\) Therefore, \( k_{\text{des}} \) for the imine is selected to be larger in order to yield simulation results that are consistent with the observation that the product is uniformly distributed in the emulsion. The underlying physical reason why the imine desorption rate is so much faster than the amine/aldehyde is unclear, but likely related to its enhanced solubility in the oil phase of the emulsion as discussed below and in Fallah-Araghi et al.\(^1\)

Steps 7 and 8 in Table S2† describe the forward rate of imine formation and its dissociation at the surface. Fallah-Araghi et al.\(^1\) concluded that the dissociation of the imine back to reactants occurred roughly with the same rate coefficient as in the bulk and furthermore found it to be independent of emulsion size. So the dissociation rate constant at the surface (step 8) is set to be equivalent to the bulk value (step 13).

The forward bimolecular rate constant for imine synthesis (Table S2† simulation 1, step 7) at the surface is selected to be 1.54 \( \times 10^{-3} \text{M}^{-1} \text{s}^{-1} \). This is the value previously measured by Meguellati et al.\(^6\) for the same reaction conducted in an aqueous solution containing sodium dodecyl sulfate micelles at \( 3 \times \) the critical micelle concentration. In that study,\(^6\) the presence of the micelle phase favorably alters the free energy for the reaction over the bulk aqueous solution—leading to faster imine formation rates in the presence of micelles. It seems plausible that the emulsion surface, considered here, could play a similar role as small micellar structures; serving as a hydrophobic environment of higher local concentration leading to more favorable interactions between reactants.\(^6\) These observations are also consistent with the observation that imine synthesis is more efficient in organic solvents since the reaction requires the elimination of \( \text{H}_2\text{O}.\)\(^1\) Finally, a second simulation (simulation 2, Table S2†) is developed, which uses all of the same rate coefficients as simulation 1 except step 7. This value is increased slightly in order to provide the best representation of the observed \( 1/R \) dependence of the equilibrium constant as will be described in detail below.

### IV. Results: simulation vs. experiment

Shown in Fig. 3 are the experimentally observed [imine] as a function of reaction time for the bulk solution and a \( R = 8.4 \mu \text{m} \) emulsion. At steady state, the [imine] is \( 4.3 \times \) larger in the \( 8.4 \mu \text{m} \) emulsion than the bulk (inset, Fig. 3). The observed kinetic rise in the \( 8.4 \mu \text{m} \) emulsion is markedly sigmoidal compared to the near exponential rise observed for the bulk. Also shown in Fig. 3 are the results from simulation 1. The agreement between the simulation and the \( 8.4 \mu \text{m} \) emulsion is reasonable with some differences apparent at early reaction times (\( \sim 500 \text{s} \)). The bulk is simulated as a \( R = 10 \text{ cm} \) sphere and is similarly consistent with the observed bulk kinetics. The model replicates both the steady state [imine] as well as the change from sigmoidal to exponential kinetics observed in \( 8.4 \mu \text{m} \) emulsion and bulk, respectively.

Shown in Fig. 4 are the simulated time dependent concentrations of the aldehyde, amine and imine in the surface and bulk compartments for \( R = 8.4 \mu \text{m} \) and 10 cm. As expected for both cases, the steady state concentration of adsorbed reactants at the interface is much higher than in the bulk compartment (i.e. M vs. mM). This surface enrichment (e.g. \( \sim 100 \times \) for the aldehyde) is a consequence of the relative magnitude of adsorption and desorption rate coefficients and the surface excess concentration (i.e. available sites). From the difference in surface and bulk concentrations alone, we would expect that the rate of imine formation to be faster at the interface.

In the surface compartment (Fig. 4A), reactants adsorb to the interface over the first 1000 seconds. The relatively slow adsorption timescales compete with reaction and govern the sigmoidal shaped rise in imine formation observed for \( R = 8.4 \mu \text{m} \) and as discussed in ref. 1. Also shown is the fraction of
occupied sites, which reaches only 60% at steady state; indicating a sub-saturated surface in the linear region of the Langmuir isotherm. In the simulation, the aldehyde is more surface active than the amine and its interfacial concentration throughout the reaction is larger (cf. adsorption/desorption rate coefficients, Table S2†). Notably, the surface kinetics and concentrations in the $R = 8.4$ μm and 10 cm simulations are nearly indistinguishable. This suggests that the overall enhancement in imine formation in small compartments is not due to substantial differences in surface chemistry as a function of size as will be discussed below.

The largest difference between the $R = 8.4$ μm and 10 cm actually appears in the bulk compartment (Fig. 4B). For $R = 10$ cm, the amine and aldehyde concentrations (on the scale shown) remain nearly invariant over the course of the reaction, in contrast to the $R = 8.4$ μm case where bulk depletion is observed. Although the depletion is small (2% for the amine and 5% for the aldehyde), it nevertheless reflects the 10$^4$ difference in the relative numbers of surface and bulk molecules in the micro-compartment. $f_s$ for $R = 10$ cm is $5.5 \times 10^{-6}$ compared with 0.07 for $R = 8.4$ μm.

Additional differences between $R = 8.4$ μm and 10 cm are observed by examining the event fraction vs. reaction step number (Table S2†) as shown in Fig. S2.† Since the probability for an event is computed using the rate law, the event fraction reflects the relative importance of a particular step for the overall chemical evolution of the system. For $R = 10$ cm, 98% of the events occur in the bulk compartment, corresponding to the forward (step 12, Table S2†) synthesis and backward (step 13, Table S2†) decomposition of the imine.

This is in contrast to $R = 8.4$ μm, where reactions in the bulk compartment account for only 12% of the total events, with the largest event fractions corresponding to the surface (88%). It is clear from Fig. S2† that for the $R = 8.4$ μm compartment imine synthesis occurs at the interface (step 7) while its decomposition happens in the bulk (step 13). This is consistent with the difference in magnitude of imine dissociation vs. desorption rate coefficients (steps 8 vs. 6) as well as the conclusions drawn by Fallah-Araghi et al.† It is expected that the large differences in the bulk and surface event fractions observed for these extreme cases ($R = 8.4$ μm and 10 cm) will evolve as a function of $f_s$ (i.e. emulsion size).

As reported previously,† the steady state [imine] is observed to increase with decreasing droplet size, with the most dramatic

---

**Fig. 4** Concentration of amine and aldehyde reactants as a function of reaction time in the (A) surface and (B) bulk compartments of simulation 1. Solid lines are for $R = 8.4$ μm and dashed lines are for $R = 10$ cm. In (A) the surface site occupancy is also shown.

**Fig. 5** Imine concentration as a function of reaction time for $R = 8.4, 13.4, 21.2$ and 33.7 μm. (A) data reproduced from ref. 1. To compare with simulations, the non-zero [imine] at time = 0, likely arising from an interference from the weakly fluorescent aldehyde, has been subtracted from experimental data. (B) Simulation 1 results. The dotted line (denoted with a *) reflects the concentration of non-fluorescent product sequestered in the oil phase of the emulsion; see ref. 1 and text for details.
change observed in going from $R = 8.4$ to 13.4 μm. This is shown in Fig. 5A where the imine formation kinetics as a function of emulsion size are reproduced from ref. 1. The kinetics observed for the $R = 33.7$ μm are nearly identical to the bulk solution (as is shown in Fig. 3, inset). For all sizes, the kinetic rise in the [imine] is sigmoidal. Shown in Fig. 5B are the results from simulation 1. The shape of the simulated kinetics as a function of size are reasonably consistent with the data shown in Fig. 5A. The most notable difference between simulation and experiment is the steady state [imine], which in the simulations, shows a more modest decrease in going from $R = 8.4$ to 13.4 μm. There is a ∼2× difference in simulated vs. observed [imine] for $R = 13.4, 21.2$ and 33.7 μm.

Unfortunately, after exploring a range of parameters in simulation 1 we were unable to replicate the exact size dependence observed in the experiment. This difference, however, likely originates from the partitioning of the imine product into the oil fraction of the emulsion, which quenches its fluorescence as discussed by Fallah-Araghi et al.1 The solubility of the product in the oil phase is not explicitly included in the simulation. Fallah-Araghi et al.1 estimated the imine solubility in the oil phase to be ∼0.056 mM (shown as a dotted line in Fig. 5A), which likely explains the factor of ∼2 difference between simulation and experiment.

Shown in Fig. 6A is the observed equilibrium constant ($K_{eq}^{obs}$) vs. $1/R$ reported in ref. 1. $K_{eq}^{obs}$ is computed using the [amine] at equilibrium and the concentrations of amine and aldehyde. In the experiment, $K_{eq}^{obs}$ increases linearly with $1/R$, with a 29× enhancement of $K_{eq}^{obs}$ for $R = 8.4$ μm relative to the bulk. A linear fit to the data exhibits a negative y-intercept and reflects the solubility of the imine product in the oil phase as described above and discussed in Fallah-Araghi et al.1 Results from simulation 1 are shown for comparison. Although, simulation 1 (Fig. 6A) exhibits a linear $1/R$ dependence, the slope is smaller than what is observed experimentally (dashed line Fig. 6A). Simulation 1 over-predicts $K_{eq}^{obs}$ for the intermediate emulsion sizes ($R = 13.4, 21.2, 33.7$ μm), which is anticipated given the comparison of simulation with experiment shown in Fig. 5.

Without sufficient kinetic information to explicitly simulate the solubility of the imine in the oil phase, a constant offset is applied to the experimental data as shown in Fig. 6B. This offset eliminates the negative y-intercept shown in Fig. 6 and facilitates a closer comparison of the experimental and simulated $K_{eq}^{obs}$. To best replicate the slope of $K_{eq}^{obs}$ vs. $1/R$ in the corrected data set, (see solid line in Fig. 6B), requires a surface forward rate coefficient (step 7, Table S2†) that is 2× larger than the one used in simulation 1. This larger rate coefficient, used in simulation 2 (3.22 × 10$^{-3}$ M$^{-1}$ s$^{-1}$, step 7, Table S2†) produces a slope of 8.5 M$^{-1}$ μm and is consistent with the experiment (8.3 M$^{-1}$ μm). Although this rate coefficient is 124× larger than the bulk value (see step 12, Table S2†) it appears consistent with the previous micelle studies46 of the same reaction, in which a similar order of magnitude increase over the bulk is observed when increasing the micelle concentration. For reference, Fig. S3† shows the sensitivity of the simulated results to the magnitude of this surface rate coefficient. This figure shows only a minimal increase of $K_{eq}^{obs}$ for the case where the forward surface rate coefficient for imine synthesis is equal to the bulk value (i.e. step 12, Table S2†).

To gain additional insights into the origin of the size dependence of $K_{eq}^{obs}$, the total surface (steps 1–8, Table S2†) and bulk (steps 12–13) event fractions [amine] = [aldehyde] = 15 mM) from simulation 2 are computed and plotted as a function
of size in Fig. S4† For values of R larger than \( \sim 10^4 \) microns (i.e. 1 cm) > 90% of the reactive events occur in the bulk compartment, consistent with only a modest increase in \( K_{eq}^{obs} \) above its bulk macroscopic value. As size decreases, the relative fraction of surface events increase; accounting for \( \sim 50\% \) of the total events at \( R \sim 1500 \) microns (1.5 mm). Below 100 microns, surface events dominate (>80\%).

Although the simulation results in Fig. S4† show the increasing importance of the surface with decreasing compartment size, large changes in the event fraction occur only after correspondingly large changes in compartment size (i.e. note log x-axis in Fig. S4†). For the narrow range of emulsion sizes, \( R = 8.4, 13.4, 21.2, 33.7 \) µm, the relative event fractions are nearly indistinguishable, suggesting that surface event fraction alone is not sufficient to explain the scaling behavior of \( K_{eq}^{obs} \) with 1/R observed in Fig. 6.

Since the simulations are constrained by physically realistic rate coefficients and provide a reasonable description of the experimental data, we have some confidence that they can be reliably extended over a larger range of size and reactant concentrations. This allows a more comprehensive view of the factors that govern reactivity in micro-compartments. Although simulations 1 and 2 both capture the key features of imine synthesis in small emulsions, simulation 2 is used in the following sections since it provides a slightly better representation of the observed scaling of \( K_{eq}^{obs} \) with micro-compartment size (Fig. 6).

Shown in Fig. S5† are results from simulation 2 as a function of concentration for a stoichiometric mixture of reactants. For each concentration, linear scaling of \( K_{eq}^{obs} \) with 1/R is observed, with the absolute value of the slope increasing with decreasing concentration. A factor of \( \sim 7 \) change from the concentrations used in Fallah-Araghi et al.† (15 mM to 100 mM) produces only a modest difference in \( K_{eq}^{obs} \) from what is observed in the bulk solution. In contrast, for the \( R = 8.4 \) micron compartment (1/R = 0.12 µm\(^{-1} \)) a factor of 3 decrease in concentration (30 mM to 10 mM) produces a factor of 5 increase in \( K_{eq}^{obs} \). These results point to additional scaling relationships that depend sensitively on concentration.

Shown in Fig. 7 are simulated \( K_{eq}^{obs} \) vs. reactant concentration and size, again assuming a stoichiometric mixture of reactants. At large reactant concentrations (>0.1 M) all compartment sizes asymptotically approach \( K_{eq}^{obs} = 0.017 \) M\(^{-1} \); the bulk macroscopic value. As concentration decreases there is an overall increase in \( K_{eq}^{obs} \), the magnitude of which depends on compartment size. As expected, in large compartments (\( R = 10 \) cm) there is only a modest increase in \( K_{eq}^{obs} \) with decreasing concentration. This is in contrast to micro-compartments, where at low concentration (10\(^{-5} \) to 10\(^{-4} \) M), \( K_{eq}^{obs} \) approaches much larger asymptotic values. For example, for \( R = 8.4 \) microns (at 10\(^{-5} \) M) \( K_{eq}^{obs} \sim 50 \) M\(^{-1} \), which is \( \sim \)3000 times larger than the bulk value.

Also included in Fig. 7 is a single measurement† of \( K_{eq}^{obs} \) (1.24 M\(^{-1} \)) for \( R = 8.5 \) micron at [amine] = [aldehyde] = 5 mM. Although, \( K_{eq}^{obs} \) is larger relative to the 15 mM case, which is generally consistent with the simulated trends, the simulated value is a factor of \( \sim 3 \) larger. The reason for this difference is unclear and difficult to evaluate in the absence of a complete set of size dependent measurements at 5 mM. As discussed above, this difference could originate from the unknown amounts of the imine product partitioning to the oil phase of the emulsion. Nevertheless, it would be highly desirable to compare these simulation results, and the derivation that follows, to larger experimental data sets that systematically measure how observed rate or equilibrium constants depend both on compartment size and concentration.

**Discussion**

Together, the experimental data reported by Fallah-Araghi et al.† and the results of simulation 2 provide a self-consistent set of observations that reveal how microdroplet reactivity depends both on concentration and compartment size. Below, we derive a set of governing kinetic equations and predictions that can be directly evaluated against these observations.

**A. \( K_{eq}^{obs} \) in micro-compartments.** \( K_{eq}^{obs} \) is related to the observed product and reactant concentrations in the compartment at equilibrium,

\[
K_{eq}^{obs} = \frac{[\text{amine}]_{\text{total}}}{[\text{amine}]_B[\text{aldehyde}]_B}
\]

where the subscript B refers to the bulk concentration of the reactants. \([\text{amine}]_{\text{total}}\) has two contributions that originate from imine formation in the bulk and at the surface (denoted with S subscript). Eqn (3) explicitly accounts for these two contributions,

\[
[\text{amine}]_{\text{total}} = [\text{amine}]_S V_S + [\text{amine}]_B V_B
\]

where \( V_T \) is the total compartment volume and \( V_B \) and \( V_S \) are bulk and surface sub-volumes, respectively. For micro-compartments, \( V_B \gg V_S \) so \( V_T \approx V_B \). Here, \([\text{amine}]_S\) is a three-dimensional concentration, with the surface region having a finite volume. This differs from other equivalent expressions.
that could be written for surface area and coverage (i.e. molecules per cm$^2$). Simplifying eqn (3) yields,

$$[\text{Imine}]_{\text{total}} = \frac{[\text{Imine}]_S V_S}{V_B} + [\text{Imine}]_B,$$  

(4)

where the [Imine] in the surface and bulk sub-volumes are,

$$[\text{Imine}]_S = K^S_{\text{eq}} [\text{amine}]_S [\text{aldehyde}]_S$$  

(5)

$$[\text{Imine}]_B = K^B_{\text{eq}} [\text{amine}]_B [\text{aldehyde}]_B.$$  

(6)

As noted above, both $K^S_{\text{eq}}$ and $K^B_{\text{eq}}$ have units of inverse concentration (i.e. M$^{-1}$). Substituting eqn (5) and (6) into eqn (4) yields,

$$[\text{Imine}]_{\text{total}} = \frac{K^S_{\text{eq}} [\text{amine}]_S [\text{aldehyde}]_S}{V_B} + \frac{K^B_{\text{eq}} [\text{amine}]_B [\text{aldehyde}]_B}{V_B}.$$  

(7)

Eqn (7) is then substituted into eqn (2) to yield,

$$K_{\text{obs}} = \frac{K^S_{\text{eq}} [\text{amine}]_S [\text{aldehyde}]_S}{V_B [\text{amine}]_B [\text{aldehyde}]_B} + \frac{K^B_{\text{eq}} [\text{amine}]_B [\text{aldehyde}]_B}{V_B}.$$  

(8)

The surface and bulk concentrations in eqn (8) are recast as numbers of molecules ($n$),

$$[\text{amine}]_S = \frac{n_{\text{amine}}}{V_S} \text{ and } [\text{aldehyde}]_S = \frac{n_{\text{aldehyde}}}{V_S}$$  

(9)

$$[\text{amine}]_B = \frac{n_{\text{amine}}}{V_B} \text{ and } [\text{aldehyde}]_B = \frac{n_{\text{aldehyde}}}{V_B},$$  

(10)

to yield $K_{\text{obs}}$, expressed as ratios of volumes and numbers of molecules.

$$K_{\text{obs}} = \frac{K^S_{\text{eq}} V_B}{V_S} \frac{n_{\text{amine}}}{n_{\text{aldehyde}}} + \frac{K^B_{\text{eq}}}{V_B}.$$  

(11)

$f_s$ is the ratio of surface to bulk molecules,

$$f_s^{\text{amine}} = \frac{n_{\text{amine}}}{n_{\text{amine}}^{\text{B}}} \text{ and } f_s^{\text{aldehyde}} = \frac{n_{\text{aldehyde}}}{n_{\text{aldehyde}}^{\text{B}}}.$$  

(12)

Eqn (12) is an equivalent way of expressing $f_s$ as in eqn (1), which computes $f_s$ using compartment area and surface excess in units of cm$^2$ per mole. $V_B$ can be computed for any compartment geometry; for a sphere $V_S$ and $V_B$ are,

$$V_S = V_B = \frac{4}{3} \pi (r - \delta)^3 \text{ and } \frac{V_B}{V_S} = \frac{r^3}{r^3 - (r - \delta)^3}.$$  

(14)

where $\delta$ is surface thickness. This yields the following expression,

$$K_{\text{eq}} = K^S_{\text{eq}} f_s^{\text{amine}} + K^B_{\text{eq}}.$$  

(15)

$K_{\text{eq}}$ in eqn (15) depends upon $K^S_{\text{eq}}$ and three additional terms that are together a function of compartment size and concentration. This expression has similarities to the kinetic formulation for gas-surface bimolecular reactions in thin films developed by Valsaraj.$^{17}$ The term is the ratio of the total compartment volume to surface volume and increases linearly with increasing compartment size. $f_s$ is a nonlinear function that increases with both decreasing radius and decreasing concentration as shown in Fig. 1. Together

$$f_s^{\text{amine}} f_s^{\text{aldehyde}} \left( \frac{r^3}{r^3 - (r - \delta)^3} \right)$$  

is a function that increases linearly with $1/R$, consistent with the scaling of $K_{\text{obs}}^{\text{eq}}$ observed in the experiments and simulations described above.

For large compartment sizes and/or reactant concentrations, the first term on the RHS of eqn (15) approaches zero and the system exhibits the expected macroscopic behavior (i.e. $K_{\text{obs}}^{\text{eq}} = K^B_{\text{eq}}$). For small compartments under dilute conditions this term becomes sizable leading to $K_{\text{obs}}^{\text{eq}} \gg K^B_{\text{eq}}$. It should be noted that eqn (15) is a different expression than was derived by Fallah-Araghi et al.$^1$ Although their expression for $K_{\text{eq}}^{\text{obs}}$ (eqn 8 in ref. 1) exhibits linear $1/R$ scaling, it does not explicitly account for the concentration dependence in eqn (15), which is needed to explain what is observed in the experiments and simulations shown above.

B. Derivation of $f_s$. To use eqn (15) to make quantitative predictions requires deriving an expression for $f_s = \frac{n_s^{\text{B}}}{n_s^{\text{S}}}$. Here, $f_s$ depends upon adsorption/desorption and reaction rates as well as bulk concentration. These factors were explicitly neglected, for discussion purposes, in the idealized expression in eqn (1). $n_s$ is straightforward to compute using compartment volume and bulk concentration. However, for a system undergoing reaction, $n_s$ cannot be simply computed from the Langmuir equation, the equilibrium constant for adsorption ($k_{\text{ads}}/k_{\text{des}}$) and the bulk concentrations. This is because $n_s$ will depend upon both the rates of reaction and the rates of adsorption/desorption to and from the interface. The following kinetic expressions are used to derive $f_s$ for this more complex case. Eqn (16) and (17) describe the time dependent concentrations of species (denoted $x$ and $y$) at the surface,

$$\frac{dx}{dt} = k_{\text{ads}} x^\gamma \theta - k_{\text{des}} x y - k_1 x Y$$  

(16)

$$\frac{dy}{dt} = k_{\text{ads}} y^\gamma \theta - k_{\text{des}} y x - k_1 y X$$  

(17)

with the following substitutions and definitions,

$$[\text{amine}] = X \text{ and } [\text{aldehyde}] = Y$$  

(18)

$$[\text{amine}] = A \text{ and } [\text{aldehyde}] = B$$  

(19)
\[
\theta_{\text{total}} = [\text{total surface sites}]
\]
\[
\theta = [\text{unoccupied surface sites}]
\]
\[
\theta = \theta_{\text{total}} - X - Y
\]
\[
k_f^A is the surface forward rate coefficient (e.g. step 7, Table S2) and \(k_{\text{ads}}^A and k_{\text{des}}^A are reactant adsorption (e.g. steps 1 and 3, Table S2) and desorption (e.g. steps 2 and 4, Table S2) rate coefficients, respectively. For simplicity, we neglect the dissociation step of the surface imine back to reactants (step 8, Table S3) since the imine desorption rate (step 6, Table S2) from the interface is \(\sim 1000\) times faster. At equilibrium, \(\frac{dx}{dt} = \frac{dy}{dt} = 0\), so eqn (16) and (17) become,
\[
0 = k_{\text{ads}}^A A \theta - k_{\text{des}}^A X - k_f^A XY
\]
\[
0 = k_{\text{ads}}^B B \theta - k_{\text{des}}^B Y - k_f^B XYZ
\]
Substituting the expression for \(\theta\) in eqn (22) into eqn (23) and solving for \(X\) and \(Y\) yields the following two expressions,
\[
X = k_{\text{ads}}^A A (\theta_{\text{total}} - Y) / (Ak_{\text{ads}}^A + k_{\text{des}}^A + k_f^A Y)
\]
\[
Y = k_{\text{ads}}^A A (\theta_{\text{total}} - X) - k_{\text{des}}^A X / (Ak_{\text{ads}}^A + k_f^A X + k_{\text{des}}^A)
\]
Similarly, substituting \(\theta\) in eqn (22) into eqn (24) and rearranging yields two additional expressions for \(X\) and \(Y:\)
\[
X = k_{\text{ads}}^B B (\theta_{\text{total}} - Y) - k_{\text{des}}^B Y / (Bk_{\text{ads}}^B + k_f^B Y)
\]
\[
Y = k_{\text{ads}}^B B (\theta_{\text{total}} - X) / (Bk_{\text{ads}}^B + k_f^B X + k_{\text{des}}^B)
\]
Setting the two expressions for \(X\) in eqn (25) and (28) to be equal yields,
\[
\frac{k_{\text{ads}}^B A (\theta_{\text{total}} - Y)}{Ak_{\text{ads}}^B + k_{\text{des}}^B + k_f^B Y} = \frac{k_{\text{ads}}^B B (\theta_{\text{total}} - Y) - k_{\text{des}}^B Y}{Bk_{\text{ads}}^B + k_f^B Y}.
\]
Eqn (30) can be solved for \(Y\) (using Mathematica) yielding,
\[
Y = \frac{-\sqrt{N_1 - N_2 + N_3}}{2k_f^B (Ak_{\text{ads}}^B + Bk_{\text{ads}}^B - k_{\text{des}}^B)}
\]
where,
\[
N_1 = (-A \theta k_{\text{ads}}^B x_k^B - Ak_{\text{ads}}^B x_k^A + B \theta k_{\text{ads}}^B x_k^A - Bk_{\text{des}}^B x_k^A)
\]
\[
N_2 = 4B \theta k_{\text{ads}}^B x_k^B (Ak_{\text{ads}}^B x_k^A - Bk_{\text{ads}}^B x_k^A - k_{\text{des}}^B x_k^B)
\]
\[
N_3 = A \theta k_{\text{ads}}^B x_k^B + Ak_{\text{ads}}^B x_k^A + B \theta k_{\text{ads}}^B x_k^A - Bk_{\text{des}}^B x_k^A + k_{\text{des}}^B x_k^B
\]
\(X\) is computed by substituting the expression for \(Y\) in eqn (31) into eqn (25). It should be noted that the equations above are a general solution for a bimolecular reaction occurring via the Langmuir–Hinshelwood mechanism. Both \(X\) and \(Y\) are concentrations and can be converted to numbers of molecules (\(n_1^A\) and \(n_2^A\)) using eqn (9) (where \(X = [\text{amine}], \) and \(Y = [\text{aldehyde}]\) ). Eqn (31), although somewhat lengthy, is straightforward to compute using the adsorption, desorption, and reaction rate coefficients and bulk concentrations of reactants, \(A\) and \(B\). As an internal check of this derivation, eqn (31) and (25) are used to compute the concentration of \([\text{amine}],[\text{aldehyde}],\) as well as \(\theta\) (the fraction of occupied sites), which are compared to the numerical results of simulation 2. As is shown in Fig. S6, these equations quantitatively predict the surface concentrations and sites as a function of bulk concentration that are observed in the simulation.

To make global predictions of how \(K_{\text{eq}}^\text{obs}\) depends upon compartment size and reactant concentration, eqn (31) and (25) are used to compute \(f_{\text{amine}}^\text{obs}\) and \(f_{\text{aldehyde}}^\text{obs}\) in eqn (15). Rate coefficients needed for eqn (31) and (25), for the specific system considered here, are found in Table S2.† The predictions are shown as a function of size and concentration in Fig. S5 and S7.† Eqn (15) quantitatively predicts the linear scaling of \(K_{\text{eq}}^\text{obs}\) with \(1/R\) observed by Fallah-Araghi et al.† and in simulation 2 (Fig. S5†). Eqn (15) also correctly predicts the asymptotic approach of \(K_{\text{eq}}^\text{obs} \rightarrow K_{\text{eq}}^\text{obs}\) with increasing concentration shown in Fig. 7. Eqn (15) accounts for the increase in \(K_{\text{eq}}^\text{obs}\) with decreasing concentration (and its dependence on size) as well as the eventual plateau of \(K_{\text{eq}}^\text{obs}\) at low concentrations (10\(^{-4}\) to 10\(^{-5}\) M). This plateau is a natural consequence of the small surface occupancy at low bulk concentrations (cf. Langmuir Equation). We have further verified the predictions of eqn (15) against simulation results for the case of non-stoichiometric reactant concentrations as is shown in Fig. S7.†

At low concentrations (10\(^{-4}\) to 10\(^{-5}\) M), eqn (15) over-predicts \(K_{\text{eq}}^\text{obs}\) by \(\sim 10\)–20% from what is observed in simulation 2. Although the number of interface molecules at 10\(^{-4}\) to 10\(^{-5}\) M is small they are still factors of 10 larger (Fig. 1) than the number in the bulk, suggesting that more complex phenomena may emerge when the system is very dilute. Nevertheless, the near quantitative agreement between eqn (15) and both the experimental and simulated observations suggest that the majority of the underlying kinetic behavior is correctly predicted by eqn (15).

V. Conclusions

Using a combination of new stochastic simulations and previous experimental data, a general kinetic expression is derived that connects \(K_{\text{eq}}^\text{obs}\) with \(K_{\text{eq}}^\text{obs}\) and \(K_{\text{eq}}^\text{obs}\). The relative contribution of \(K_{\text{eq}}^\text{obs}\) to the observed equilibrium is found to be governed by the ratio of molecules at the surface, which becomes more pronounced when compartment sizes are small and concentrations are dilute. \(f_{\text{ads}}\) in turn depends upon the relative adsorption, desorption and surface reaction rates—all features of the reaction-adsorption mechanism proposed by Fallah-Araghi et al.† Unlike prior work, however, eqn (15) provides a more general prediction of how \(K_{\text{eq}}^\text{obs}\) scales with compartment size and concentration. These results also highlight
the importance and experimental need to make measurements as a function of concentration and well-defined compartment size or film thickness, which together are needed to assess the role that surface chemistry (e.g. rather than evaporative concentration of reactants, etc.) plays in accelerating reactions in micro-droplets.

It is clear to fully understand the chemistry occurring inside of micro-compartment interfaces, detailed insights (and new measurements) into adsorption/desorption dynamics of reactants, intermediates, and products are needed, since these steps kinetically link the surface with bulk reactivity and together ultimately determine the magnitude of the acceleration. Although, these linkages are present in macroscale systems, since surface partitioning is governed by thermodynamics and not by compartment size at these scales, the role of the surface remains obscured due to the relatively small number of surface molecules participating in the overall chemical transformation. For micro-compartment or thin films, however, the finite system size enhances the overall importance of interfacial phenomena, where reaction rates and mechanisms can be modified due to partial solvation, stabilization of unique transition states and by molecular alignment and enrichment. For gas-surface reactions, it has been observed that diffusive confinement at semi-solid and glassy interfaces can alter product distributions and enhance reaction pathways that would normally be too slow in well-mixed liquids or at aqueous interfaces.

The magnitude of the observed rate acceleration in micron-sized spaces will depend on the enhancement of the surface reaction rate constant (relative to the bulk) and the adsorption/desorption rate coefficients embedded in eqn (15). These rate coefficients will be sensitive to the molecular structure of the reactants, intermediates and products as well as additional compartment features such as solvent, electric fields and pH gradients that can alter reaction energetics and transition states at the interface. Rate coefficients for adsorption and desorption, which also control surface reaction rates via interfacial concentration, will be similarly sensitive to the exact nature of the interface (i.e. liquid/vapor vs. oil/aqueous) as well as the solvent environment of the compartment. The kinetic framework and simulation methods described here can be adapted to account for these different environments.

Liquid/vapor interfaces are regions in which hydrophobic reactants concentrate and orient, providing unique environments for the acceleration of those reactions that are unfavorable in water (e.g. condensation reactions, peptide bond formation, etc.). Thus, micro-compartment interfaces appear to behave somewhat analogously to micelles and aqueous suspensions, and, perhaps, nanovessels for catalytic reactions, in that molecules can sample and react in two rather different solvent environments (bulk aqueous vs. surface hydrophobic).

Whether a reaction is accelerated in a micro-compartment depends not only on the interfacial reaction rate but also on the surface concentration as well as the timescales for adsorption/desorption. For example, the adsorption kinetics at the oil–aqueous interface examined here, are \(10^3\) to \(10^4\) times slower than the observed kinetics of surfactants and other small molecules to the air–water interface (e.g. ESI droplets). For these faster systems, the interface reaches its equilibrium enriched concentration on ~10 to 100 ms timescales. Many of the previous reports of accelerated reactions in ESI droplets operate under conditions, \(L_{\text{compartment}} \ll R_{\text{critical}}\), where adsorption kinetics rather than diffusion is likely limiting mass transfer to the interface. In order for surface reactions to contribute substantially to the observed rate acceleration, the droplet interface would thus require millisecond timescales to fully relax. It appears likely that some other acceleration mechanism is operative for those experiments that report product formation at microsecond timescales.

Yet there is no reason a priori to expect that all reactions are accelerated at micro-compartment interfaces since this will depend upon the fine details of how surface solvation structure, molecular orientation, acidity, and electric fields alter reaction energetics and transition states; topics that can be addressed theoretically by quantum chemistry and/or statistical mechanics. Rather, the kinetic framework presented here provides a way of using these theoretical determinations to predict the overall chemical kinetics in a micro-compartment or thin film. Eqn (15) also provides a way of extrapolating beaker scale kinetic measurements in the laboratory to transformations for example in atmospheric compartments such as cloud droplets and aerosols, provided that adsorption and desorption kinetics are known.

The expression for \(K_{\text{obs}}\) shown in eqn (15) is not simply related to concentration, but instead depends upon the ratio of molecules at the micro-compartment interface. This suggests a kind of “stochasticity” in micro-compartment despite the total number of molecules being rather large. In a 10 mM, \(R = 5 \mu m\) droplet there are ~\(10^9\) solute molecules, but unlike its macroscale analog, ~17% of these molecules, on average, reside at the interface. This is distinct from the stochasticity that governs reaction rates under nano-confinement or in subcellular biological structures where the average concentrations of proteins or other small molecules corresponds to less than 1 molecule/compartment. Nevertheless, given the widespread occurrence of micro-confinement in environmental, atmospheric and biological settings, these results suggest that surfaces likely play a central role in governing the overall reaction rates and mechanisms observed in these systems.
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