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Abstract. For non-critical almost Mathieu operators with Diophantine frequency, we establish exponential asymptotics on the size of spectral gaps, and show that the spectrum is homogeneous. We also prove the homogeneity of the spectrum for Schrödinger operators with (measure-theoretically) typical quasi-periodic analytic potentials and fixed strong Diophantine frequency. As applications, we show the discrete version of Deift’s conjecture [23, 24] for subcritical analytic quasi-periodic initial data and solve a series of open problems of Damanik-Goldstein et al [12, 20, 22, 28] and Kotani [37].

1. Introduction and main results

We consider one-dimensional discrete Schrödinger operators on $\ell^2(\mathbb{Z})$:

$$(H_{V,\alpha,\theta} u)_n = u_{n+1} + u_{n-1} + V(\theta + n\alpha)u_n, \quad \forall \ n \in \mathbb{Z},$$

where $\theta \in \mathbb{T}^d := (\mathbb{R}/\mathbb{Z})^d$ is the phase, $V : \mathbb{T}^d \to \mathbb{R}$ is the potential, and $\alpha \in \mathbb{T}^d$ is the frequency. It is well known that the spectrum of $H_{V,\alpha,\theta}$, denoted by $\Sigma_{V,\alpha}$, is a compact subset of $\mathbb{R}$, independent of $\theta$ if $(1, \alpha)$ is rationally independent. The integrated density of states (IDS) $N_{V,\alpha} : \mathbb{R} \to [0, 1]$ of $H_{V,\alpha,\theta}$ is defined as

$$N_{V,\alpha}(E) := \int_{\mathbb{T}} \mu_{V,\alpha,\theta}(-\infty, E] \ d\theta,$$

where $\mu_{V,\alpha,\theta}$ is the spectral measure of $H_{V,\alpha,\theta}$. Any bounded connected component of $\mathbb{R}\setminus\Sigma_{V,\alpha}$ is called a spectral gap. By the Gap-Labelling Theorem [32], for any spectral gap $G$, there exists a unique $k \in \mathbb{Z}^d$ such that $N_{V,\alpha}|_G \equiv \langle k, \alpha \rangle \mod \mathbb{Z}$. Thus, the gaps in the spectrum of the operator $H_{V,\alpha,\theta}$ can be labelled by integer vectors: we denote by $G_k(V) = (E_k^-, E_k^+)$ the gap with label $k \neq 0$. When $E_k^- = E_k^+$, we say the gap is collapsed. We also set $E := \inf \Sigma_{V,\alpha}$, $E := \sup \Sigma_{V,\alpha}$, and we let $G_0(V) := (-\infty, E) \cup (E, \infty)$.

1.1. Estimates on spectral gaps. In this paper, we will focus on gap estimates for quasi-periodic operators as in (1). Before formulating our main results, let us first comment on the importance of gap estimates. From the perspective of physics, (1) is a model for quantum Hall effect, and thus has attracted constant interest. In particular, after von Klitzing’s discovery of quantum Hall effect [35], Thouless and his coauthors [45], assuming that all gaps are open for almost Mathieu operators, gave a theoretic explanation of the quantization of the Hall conductance by Laughlin’s argument, i.e., the Hall conductance is quantized whenever the Fermi energy lies in an energy gap (Thouless was awarded the 2016 Nobel Prize partly due to this work). From the mathematical point of view, gap estimates are a core problem in the spectral theory of quasi-periodic Schrödinger operators. The question of lower bound estimates on spectral gaps is deeper than the well-known “Dry Ten
Martini Problem", while upper bound estimates provide an efficient way for proving the homogeneity of the spectrum, which is a key subject in the study of inverse spectral theory. As we will see, it is also related to Deift’s conjecture [23, 24] on the dynamics of solutions to KdV equation with almost periodic initial data.

We start with the most important example of (1), namely almost Mathieu operators (AMO), which are defined as

\[(H_{λ,α,θ}u)_n = u_{n+1} + u_{n-1} + 2λ \cos 2π(θ + nα)u_n, \quad ∀ n \in \mathbb{Z},\]

with \(λ \in \mathbb{R}\) and \(α \in \mathbb{R}\setminus\mathbb{Q}\). For simplicity, we denote by \(Σ_{λ,α}\) the spectrum of \(H_{λ,α,θ}\) and by \(G_k(λ) = (E_k^-, E_k^+)\) the gap with label \(k\). Our first result is to establish exponential asymptotics for the spectral gaps of the AMO with Diophantine frequency. Recall that \(α \in \mathbb{R}^d\) is Diophantine if there exist \(γ > 0\) and \(τ > d - 1\) such that \(α \in DC_d(γ, τ)\), where

\[DC_d(γ, τ) := \left\{ x \in \mathbb{R}^d : \inf_{j \in \mathbb{Z}} |⟨n, x⟩ - j| > \frac{γ}{|n|^τ}, \quad ∀ n \in \mathbb{Z}^{d}\setminus\{0\}\right\}.

Let \(DC_d := \bigcup_{γ > 0, τ > d - 1} DC_d(γ, τ)\). In particular, when \(d = 1\), we simplify the above notations as \(DC(γ, τ)\) and \(DC\). Our precise result is the following:

**Theorem 1.1.** For \(α \in DC\), and for any \(0 < ξ < 1\), there exist \(C = C(λ, α, ξ) > 0\), \(\tilde{C} = \tilde{C}(λ, α)\), and a numerical constant \(ξ > 1\), such that for all \(k \in \mathbb{Z}\setminus\{0\}\),

\[\tilde{C}λ^{[k]} \leq |G_k(λ)| \leq Cλ^{[k]}, \quad \text{if } 0 < λ < 1,
\[\tilde{C}λ^{-[k]} \leq |G_k(λ)| \leq Cλ^{-[k]}, \quad \text{if } 1 < λ < \infty,
\]

where \(|G_k(λ)|\) denotes the length of \(G_k(λ)\).

Let us review some recent works in connection with the question of gap estimates for quasi-periodic Schrödinger operators. The study of lower bounds dates back to a long-standing conjecture, referred to in the literature as the “Ten Martini Problem” [41], i.e., whether the spectrum of the almost Mathieu operator \(H_{λ,α,θ}\) is a Cantor set, in the case where \(λ \neq 0\) and \(α\) is irrational. This problem was finally solved by Avila-Jitomirskaya [5]: readers are invited to consult the history and references therein. The so-called “Dry Ten Martini Problem” is a further elaboration of the “Ten Martini Problem” asking whether for any \(λ \neq 0\) and irrational \(α\), all possible spectral gaps of \(H_{λ,α,θ}\) predicted by the Gap-Labelling theorem are non-collapsed. In [11], Avila-You-Zhou solved this problem for any non-critical coupling constant \(λ \neq 1\) (consult [11] for earlier advances on this problem). Note that the “Dry Ten Martini Problem” only concerns the openness of the spectral gaps, without asking any quantitative estimates on their size. After we claimed the result about the Dry Ten Martini Problem in the conference “Almost Periodic and Other Ergodic Problems" in 2015, Goldstein [28] asked us whether any quantitative lower bound on the size of the gaps could be obtained. Theorem 1.1 gives an answer to his question.

Let us move on to upper bounds. The first result in this direction is due to Moser-Pöschel. In [39], given an analytic potential \(V: \mathbb{T}^d \to \mathbb{R}, d \geq 2\), and \(ω \in DC_d\), they consider the continuous quasi-periodic Schrödinger operator on \(L^2(\mathbb{R})\):

\[\mathcal{L}_V(x, y)(t) = -y''(t) + V(ωt)y(t)\]

Thanks to KAM techniques, Moser-Pöschel proved that if \(V\) is small enough, then \(|G_k(λ)|\) is exponentially small with respect to \(|k|\) provided that \(|k|\) is sufficiently
large and $\langle k, \varpi \rangle$ is not too close to the other $\langle m, \varpi \rangle$.\footnote{More precisely, $\langle k, \varpi \rangle \in \mathcal{R}(k)$, where
\[ \mathcal{R}(k) := \left\{ \langle k, \varpi \rangle \in \mathbb{R} : \inf_{j \in \mathbb{Z}} |(m - k, \varpi) - j| \geq \frac{\gamma}{|m|^2}, \quad \forall \; m \in \mathbb{Z}^d \setminus \{k\} \right\}. \]}
Later, Amor \cite{Amor} proved that in the same setting, the spectral gaps have sub-exponential decay for any $k \in \mathbb{Z}^d \setminus \{0\}$. Although Amor \cite{Amor} presented the result for discrete Schrödinger operators, her method applies to the continuous case as well. Damanik-Goldstein \cite{DamanikGoldstein14} gave a stronger result: $|G_k(V)| \leq \varepsilon e^{-\frac{1}{2}|k|}$ if $V \in C^1_{\text{loc}}(\mathbb{T}^d, \mathbb{R})$ (i.e., the collection of bounded analytic functions on the strip $\{z \in \mathbb{C} : |\Im z| < r_0\}$) and $\varepsilon := \sup_{|\Im x| < r_0} |V(x)|$ is sufficiently small. We obtain the following upper bound:

**Theorem 1.2.** Let $\alpha \in \mathbb{D}_d$ and $V \in C^1_{\text{loc}}(\mathbb{T}^d, \mathbb{R})$. For any $r \in (0, r_0)$, there exists $\varepsilon_0 = \varepsilon_0(V, \alpha, r_0, r) > 0$ such that if $\sup_{|\Im x| < r_0} |V(x)| < \varepsilon_0$, then for the discrete operator $H_{V, \alpha, \theta}$, we have

$$|G_k(V)| \leq \varepsilon_0^2 e^{-r|k|}, \quad \forall \; k \in \mathbb{Z}^d \setminus \{0\}. $$

We remark that the exponential decay rate of $|G_k(V)|$ can be arbitrarily close to the initial length $r_0$ of the strip.\footnote{After this work was completed, D. Damanik and M. Goldstein mentioned to us that in their setting it is also possible to get the sharp decay based on their method.}

**1.2. Homogeneous spectrum.** The exponential decay of the spectral gaps can be used to prove the homogeneity of the spectrum. The concept of homogeneous set was introduced by Carleson \cite{Carleson}, and is defined as follows:

**Definition 1.1.** Given $\mu > 0$, a closed set $S \subset \mathbb{R}$ is called $\mu$–homogeneous if for any $0 < \varepsilon \leq \text{diam}S$ and any $E \in S$, we have

$$|S \cap (E - \varepsilon, E + \varepsilon)| > \mu \varepsilon.$$ 

Homogeneity of the spectrum plays an essential role in the inverse spectral theory of almost periodic potentials (as in the fundamental work of Sodin-Yuditskii \cite{SodinYuditskii, SodinYuditskii2}). Assuming finite total gap length, homogeneity of the spectrum and the condition of being reflectionless (see Subsection 2.2 for the precise definition), Sodin-Yuditskii \cite{SodinYuditskii} proved that the corresponding potential is almost periodic, and Gesztesy-Yuditskii \cite{GesztesyYuditskii} proved that the corresponding spectral measure is purely absolutely continuous.

Let us recall recent results on the homogeneity of the spectrum. Building on the localization estimates developed in \cite{DamanikGoldstein14}, Damanik-Goldstein-Lukic \cite{DamanikGoldsteinLukic} proved that the spectrum is homogeneous for continuous Schrödinger operators $\mathcal{L}_{V, \varpi}$ with Diophantine $\varpi$ and sufficient small analytic $V$. For the discrete operator $H_{V, \alpha}$ in the positive Lyapunov exponent regime, Damanik-Goldstein-Schlag-Voda \cite{DamanikGoldsteinSchlagVoda} proved...
that the spectrum is homogeneous for any $\alpha \in \text{SDC}^3$ and for some $\alpha \in \text{DC}_d$ [26].

Inspired by the above results, it is natural to expect a global description of the homogeneity of the spectrum for quasi-periodic Schrödinger operators (see Remark (2) after Theorem 1 in [22]). In this paper, we will prove the following:

**Theorem 1.3.** Let $\alpha \in \text{SDC}$. For a (measure-theoretically) typical analytic potential $V \in C^0(\mathbb{T}, \mathbb{R})$, the spectrum $\Sigma_{V,\alpha}$ is $\mu$-homogeneous for some $\mu \in (0, 1)$.

Let us first explain the meaning of “measure-theoretically typical”. In infinite-dimensional settings, it is common to replace the notion of almost every by prevalence: we fix some probability measure $\mu$ of compact support (describing a set of admissible perturbations $w$), and declare a property to be measure-theoretically typical if it is satisfied for almost every perturbation $v + w$ of every starting condition $w$. In finite-dimensional vector spaces, prevalence implies full Lebesgue measure.

For any $E \in \mathbb{R}$, we define a Schrödinger cocycle $(\alpha, S^V_E(\cdot))$, where $S^V_E(\theta) := \begin{pmatrix} E - V(\theta) & -1 \\ 1 & 0 \end{pmatrix}$. The energy $E \in \Sigma_{V,\alpha}$ is called supercritical (resp. subcritical), if the associate Lyapunov exponent satisfies $L(\alpha, S^V_E) > 0$ (resp. $L(\alpha, S^V_E(\cdot + ie)) = 0$ for any $|e| < \delta$, with $\delta > 0$). By Avila’s global theory of one-frequency quasi-periodic Schrödinger operators [4], for a (measure-theoretically) typical analytic potential $V \in C^0(\mathbb{T}, \mathbb{R})$, any $E \in \Sigma_{V,\alpha}$ is either subcritical or supercritical. More precisely, Avila [4] proved that for a (measure-theoretically) typical $V \in C^0(\mathbb{T}, \mathbb{R})$, there exist some integer $n \geq 1$ and a collection of points $a_1 < b_1 < \cdots < a_n < b_n$ in the spectrum $\Sigma_{V,\alpha}$ such that $\Sigma_{V,\alpha} \subset \bigcup_{j=1}^{n}\{a_j, b_j\}$, where energies alternate between supercritical and subcritical along the sequence $(\Sigma_{V,\alpha} \cap [a_j, b_j])_j$. We denote by $I_i := [a_j, b_j]$ the intervals such that the energies in $\Sigma_{V,\alpha} \cap [a_j, b_j]$ are subcritical, and let $\Sigma^{\text{sub}}_{V,\alpha} := \bigcup_i (\Sigma_{V,\alpha} \cap I_i)$ be the set of subcritical energies. Since Theorem 1.3 in the supercritical regime has been proved in [22], we only need to prove the result for energies $E$ in the subcritical part of the spectrum. Let $p_n/q_n$ be the best approximants of $\alpha$ and $\beta(\alpha) := \limsup_{n \to \infty} \frac{\ln n_{\text{gap}}}{q_n}$. Our precise result is the following:

**Theorem 1.4.** Let $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ satisfy $\beta(\alpha) = 0$. For typical potentials $V \in C^0(\mathbb{T}, \mathbb{R})$, the following assertions hold.

1. There exist constants $C, \vartheta > 0$ depending on $V, \alpha$, such that
   \[ |G_k(V)| \leq Ce^{-\vartheta|k|}, \quad \forall \ k \in \mathbb{Z} \setminus \{0\} \text{ with } G_k(V) \cap \Sigma^{\text{sub}}_{V,\alpha} \neq \emptyset. \]

2. For any $\bar{\epsilon} > 0$, there exists $D = D(V, \alpha, \bar{\epsilon}) > 0$ such that
   \[ \text{dist}(G_k(V), G_{k'}(V)) \geq De^{-\bar{\epsilon}|k' - k|}, \]
   if $k \neq k' \in \mathbb{Z}$ satisfy $G_k(V) \cap I_i \neq \emptyset$ and $G_{k'}(V) \cap I_i \neq \emptyset$ for some $i$.

3. There exists $\mu_0 \in (0, 1)$ such that
   \[ |\Sigma_{V,\alpha} \cap (E - \epsilon, E + \epsilon)| > \mu_0 \epsilon, \quad \forall \ E \in \Sigma^{\text{sub}}_{V,\alpha}, \quad \forall \ 0 < \epsilon \leq \text{diam} \Sigma_{V,\alpha}. \]

---

3 We say $\alpha \in \mathbb{R}$ is strong Diophantine if there exist $\gamma, \tau > 0$ such that

\[ \inf_{j \in \mathbb{Z}} |\gamma a - j| \geq \frac{\gamma}{|\gamma| (\log |\gamma|)^\tau}, \quad \forall \ a \in \mathbb{Z} \setminus \{0\}. \]

For fixed $\gamma, \tau$, let $\text{SDC}(\gamma, \tau)$ be the set of numbers satisfying (3), and let $\text{SDC} := \bigcup_{\gamma, \tau > 0} \text{SDC}(\gamma, \tau)$. 

Theorem 1.4 answers an open question raised by Damanik-Goldstein-Schlag-Voda [22] (Problem 1 of [22], see also Question 3.1 of [20]), i.e., whether the spectrum $\Sigma_{\lambdaV,\alpha}$ is homogeneous, assuming that $L(\alpha, S^V_\epsilon)$ vanishes identically on $\Sigma_{\lambdaV,\alpha}$ for $0 < |\lambda| < \lambda_0$. Actually, Theorem 1.4 gives an even more precise description of the structure of the spectrum.

Let us make a short comment on Damanik-Goldstein-Schlag-Voda’s open problem (Problem 1 of [22]). Under the assumption that $L(\alpha, S^V_\epsilon)$ vanishes on the spectrum for $0 < |\lambda| < \lambda_0$, they initially asked whether one could find a complete set of Bloch-Floquet eigenfunctions for $0 < |\lambda| < \lambda_0$. In fact, this point is an easy consequence of Avila’s Almost Reducibility Conjecture (subcriticality implies almost reducibility)\(^4\) [3, 4]: one could follow for instance Theorem 4.2 of [10] to give a proof. What they really asked was whether the spectrum is homogenous; we refer the reader to [3, 4] for more explanations (one may also consult Question 3.1 of [20]).

For the most important example of AMO, Damanik-Goldstein-Lukic (Question 3.2 of [20]) asked for which values of $\lambda$ the spectrum of AMO is homogeneous. Back in 1997, Kotani [37] already asked a similar question: whether the spectrum is homogeneous under the conditions $\lim_{n \to \infty} q_n^2/q_{n+1} = 0$ and $0 < \lambda < 1$. In this paper we answer their questions as follows:

**Theorem 1.5.** Assume that $\beta(\alpha) = 0$ and $\lambda \neq 1$. The following assertions hold:

1. For any given $r \in (0, \frac{1}{12}|\ln \lambda|)$, there exists $C = C(\lambda, \alpha, r) > 0$ such that
   \[ |G_k(\lambda)| \leq Ce^{-r|k|}, \quad \forall k \in \mathbb{Z}\{0\}. \]

2. For any $\bar{\epsilon} > 0$, there exists a constant $D > 0$ depending on $\bar{\epsilon}, \lambda, \alpha$, such that
   \[ \text{dist}(G_k(\lambda), G_k'(\lambda)) \geq De^{-\bar{\epsilon}|k'-k|}, \quad \forall k \neq k' \in \mathbb{Z}\{0\}, \]
   \[ |E_k^- - E|, |E_k^+ - E| \geq D e^{-\bar{\epsilon}|k|}, \quad \forall k \in \mathbb{Z}\{0\}. \]

3. $\Sigma_{\lambda, \alpha}$ is $\mu$-homogeneous for some $\mu \in (0, 1)$.

If $\lambda = 1$, one knows that $|\Sigma_{\lambda, \alpha}| = 0$ for every $\alpha \in \mathbb{R}\{Q [8, 38]$, hence the spectrum is not homogeneous. Prior to us, Damanik-Goldstein-Schlag-Voda [22] proved that if $\alpha \in SDC$ and $\lambda \neq 1$, then $\Sigma_{\lambda, \alpha}$ is homogeneous. Compared to their result, not only we weaken the condition $\alpha \in SDC$ to $\beta(\alpha) = 0$, but more importantly, we establish a calibration between the gaps and the bands of the operator (see (1) and (2) in the above statements). Indeed, as pointed out by Damanik-Goldstein-Schlag-Voda [22]: “This feature was not known for the almost Mathieu operator even in the regime of small coupling”. In their work, they established the following weaker estimate: there exists $N_0(\alpha, \lambda) \geq 0$ such that if $N \geq N_0$ and if $G_k(\lambda), G_k'(\lambda)$ are two gaps with $|G_k(\lambda)|, |G_k'(\lambda)| > e^{-N^{1-}}$, then $\text{dist}(G_k(\lambda), G_k'(\lambda)) > e^{-\alpha(\log N)^{C_0}}$ for some constant $C_0 = C_0(\lambda, \alpha) > 0$.

The arithmetic property $\beta(\alpha) = 0$ is essential to the homogeneity of the spectrum. After this work, Avila-Last-Shamis-Zhou [9] proved that if $\beta > 0$ and $e^{-(\beta)^2} < \lambda < e^{\beta^2}$, then $\Sigma_{\lambda, \alpha}$ is not homogeneous.

1.3. Deift’s conjecture. As an application of homogeneity of the spectrum, we can prove the discrete version of Deift’s conjecture for some almost periodic initial datum (not necessarily small). Recall that Deift’s conjecture (Problem 1 of [23, 24])

\(^4\)Consult Section 2.5 for details.
asks whether for almost periodic initial datum, the solutions to the KdV equation are almost periodic in the time variable.

The calibration estimates between the gaps and the bands of Schrödinger operators (similar to items (1) – (3) in Theorem 1.4) played an important role in the proof of Deift’s conjecture for small analytic quasi-periodic data [12, 19, 21]. Let us make a short review of the recent developments on this important conjecture. Tsugawa [47] proved local existence and uniqueness of solutions to the KdV equation when the frequency is Diophantine and the Fourier coefficients of the potential decay at a sufficiently fast polynomial rate. Damanik-Goldstein [19] then proved global existence and uniqueness for a Diophantine frequency and small quasi-periodic analytic initial datum. Recently, Binder-Damanik-Goldstein-Lukic [12] showed that in the same setting, the solution is in fact almost periodic in time, thus proving Deift’s conjecture in this special case. In this paper, we consider the discrete version of Deift’s conjecture for small analytic quasi-periodic data [12, 19, 21]. Let us make a short review of the recent developments on this important conjecture. Tsugawa [47] proved local existence and uniqueness of solutions to the KdV equation when the frequency is Diophantine and the Fourier coefficients of the potential decay at a sufficiently fast polynomial rate. Damanik-Goldstein [19] then proved global existence and uniqueness for a Diophantine frequency and small quasi-periodic analytic initial datum. Recently, Binder-Damanik-Goldstein-Lukic [12] showed that in the same setting, the solution is in fact almost periodic in time, thus proving Deift’s conjecture in this special case. In this paper, we consider the discrete version of Deift’s conjecture, namely that for almost periodic initial data, the Toda flow is almost periodic in the time variable.

The Toda flow is defined to be any solution of the Toda lattice equation

\[
\begin{align*}
\frac{d}{dt} a_n(t) &= a_{n+1}(t) - a_n(t), \\
\frac{d}{dt} b_n(t) &= 2(b_{n+1}(t) - b_n(t)), \quad n \in \mathbb{Z}.
\end{align*}
\]

In view of Theorem 12.6 in [44], with initial condition \((a(0), b(0)) \in \ell^\infty(\mathbb{Z}) \times \ell^\infty(\mathbb{Z}),\) there is a unique solution \((a, b) \in C^\infty(\mathbb{R}, \ell^\infty(\mathbb{Z}) \times \ell^\infty(\mathbb{Z}))\) to (4). If we identify \((a(t), b(t))\) with a doubly infinite Jacobi matrix \(J(t),\) i.e.,

\[
(J(t)u)_n = a_{n-1}(t) u_{n-1} + b_n(t) u_n + a_n(t) u_{n+1},
\]

then (4) can be expressed equivalently as a Lax pair:

\[
\frac{d}{dt} J(t) = P(t) J(t) - J(t) P(t)
\]

where \(P(t)\) is an operator defined as

\[
(P(t)u)_n := -a_{n-1}(t) u_{n-1} + a_n(t) u_{n+1}.
\]

Now, we take the almost periodic initial condition \((a_n(0), b_n(0)) = (1, V(\theta + n\alpha)),\) \(n \in \mathbb{Z},\) with \(V \in C^\omega(\mathbb{T}, \mathbb{R})\) and \(\alpha \in \mathbb{R} \setminus \mathbb{Q},\) i.e., \(J(0) = H_{V,\alpha,\theta},\) and consider the almost periodicity of the solution \((a(t), b(t)).\) In fact, Binder-Damanik-Goldstein-Lukic [12] asked whether one could generalize their result to Avila’s subcritical regime: in particular, for the most important example of almost Mathieu operators, whether the result holds for \(0 < \lambda < 1.\) For partial advance on this problem, one can consult [13]. In this paper, we give an affirmative answer to their question as follows:

**Theorem 1.6.** Let \(\alpha \in \mathbb{R} \setminus \mathbb{Q} \) with \(\beta(\alpha) = 0.\) Given a potential \(V \in C^\omega(\mathbb{T}, \mathbb{R})\) which is subcritical\(^5\), we consider the Toda flow \((4)\) with initial condition \((a_n, b_n)(0) = (1, V(\theta + n\alpha))\). We then have:

1. For any \(\theta \in \mathbb{T},\) \((4)\) admits a unique solution \((a(t), b(t))\) defined for all \(t \in \mathbb{R}.
2. For every \(t,\) the Jacobi matrix \(J(t)\) given by (5) is almost periodic with constant spectrum \(\Sigma_{V,\alpha}.\)
3. The solution \((a(t), b(t))\) is almost periodic in \(t\) in the following sense: there exists a continuous map \(M : \mathbb{T}^\mathbb{Z} \to \ell^\infty(\mathbb{Z}) \times \ell^\infty(\mathbb{Z}),\) a point \(\varphi \in \mathbb{T}^\mathbb{Z}\) and a direction \(\varpi \in \mathbb{R}^\mathbb{Z},\) such that \((a(t), b(t)) = M(\varphi + \varpi t).\)

\(^5\)i.e., for any \(E \in \Sigma_{V,\alpha},\) the cocycle \((\alpha, S^V_{\varphi})\) is subcritical.
1.4. Ideas of the proofs. While we answer a series of open problems posed in [12, 20, 22, 28], we used a totally different approach compared to these papers. Our approach is from the perspective of dynamical systems, and is based on quantitative almost reducibility. The philosophy is that nice quantitative almost reducibility should induce nice spectral applications. This approach has been proved to be very fruitful [3, 6, 10, 11].

As for the upper and lower bounds on the size of spectral gaps, we need to analyze the behavior of Schrödinger cocycles at the edge points of the spectral gaps. At the edge points, the cocycles are reducible to constant parabolic cocycles. The crucial points for us are the exponential decay of the off-diagonal element of the parabolic matrix and the control of the growth of the conjugacy with respect to the label $k$. Furthermore, in order to obtain uniformity of the decay rate with respect to the label $k$, we need some strong almost reducibility result, namely that the cocycle is almost reducible in a fixed band.

Now, we distinguish between two cases in the proof. If the frequency is Diophantine, we will develop a new KAM scheme to prove the almost reducibility with nice estimates (which works for multifrequencies, and for both continuous and discrete cocycles). Moreover, in order to get a sharp decay of the spectral gaps (Theorem 1.2), we prove almost reducibility of the cocycle in a fixed band, arbitrarily close to the initial band. We remark that although Chavaudret [17] developed some kind of strong almost reducibility result, the estimates there are not sufficient to yield good spectral applications. On the other hand, if the frequency $\alpha$ satisfies $\beta(\alpha) = 0$, we need the almost localization argument (via Aubry duality) given by Avila [1] (initially developed by Avila-Jitomirskaya [6]); as we can see from the proof, Corona estimates are the key ingredient for these nice almost reducibility estimates.

However, each of these two approaches leads to local results. In order to deal with the global regime, we need Avila’s global theory of analytic $\text{SL}(2,\mathbb{R})$–cocycles [4], especially his proof of the Almost Reducibility Conjecture [3, 4]. Moreover, in order to have a uniform control on the conjugacies with respect to $E \in \Sigma_{V,\alpha}$ (which ultimately yields uniform decay rate with respect to the label $k$), we shall perform some compactness argument. Here, the key point still follows from Avila’s global theory, namely openness of the almost reducibility property, and compactness of the subcritical spectrum. We should also point out that for AMO, the strategy is different, since the proof is based on Avila-Jitomirskaya’s almost localization technique [6] instead of Avila’s Almost Reducibility Conjecture. In particular, it is the main reason why we can get sharp decay of the spectral gaps for noncritical AMO (Theorem 1.1). Avila’s Almost Reducibility Conjecture does not allow us to get this sharp result since the analytic strip has to be shrunked greatly in his proof.

In Section 6, we will prove a criterion (Theorem 6.1) to get quantitative upper and lower bounds on the size of the gaps, building on quantitative reducibility results which even work for Liouvillian frequencies. Although the method developed by Moser-Pöschel [39] and Amor [29] can be used to obtain some decay of the upper bounds for small potentials, yet, when dealing with large potentials, their approach does not work since their estimates need explicit dependence on the parameters. In fact, when reducing the global potential to local regimes by Avila’s global theory, the explicit dependence of the parameters is lost. However, our method is purely
2.1. Continued Fraction Expansion. Let $\alpha \in (0,1)\setminus \mathbb{Q}$, $a_0 := 0$ and $a_0 := \alpha$. Inductively, for $k \geq 1$, we define

$$a_k := \lfloor \alpha_{k-1}^{-1} \rfloor, \quad \alpha_k := \alpha_{k-1}^{-1} - a_k.$$ 

Let $p_0 := 0$, $p_1 := 1$, $q_0 := 1$, $q_1 := a_1$. We define inductively $p_k := a_k p_{k-1} + p_{k-2}$, $q_k := a_k q_{k-1} + q_{k-2}$. Then $(q_n)_n$ is the sequence of denominators of the best rational approximations of $\alpha$, since we have $\|k\alpha\|_T \geq \|q_n \alpha\|_T$, $\forall 1 \leq k < q_n$, and

$$\frac{1}{2q_{n+1}} \leq \|q_n \alpha\|_T \leq \frac{1}{q_{n+1}}.$$ 

Let $\beta(\alpha) := \limsup_{n \to \infty} \frac{\ln q_{n+1}}{q_n}$. Equivalently, we have

$$\beta(\alpha) = \limsup_{k \to \infty} \frac{1}{|k|} \ln \frac{1}{\|k\alpha\|_T}.$$ 

2.2. Schrödinger operators. Given $V \in C^\omega(\mathbb{T}^d, \mathbb{R})$ and $\alpha \in \mathbb{R}^d$, we define the Schrödinger operator $H_{V,\alpha,\theta}$ as in (1). For any $\psi \in \ell^2(\mathbb{Z})$, we let $\mu_{V,\alpha,\theta}$ be the spectral measure of $H_{V,\alpha,\theta}$ corresponding to $\psi$:

$$\langle (H_{V,\alpha,\theta} - E)^{-1} \psi, \psi \rangle = \int_{\mathbb{R}} \frac{1}{E - E'} d\mu_{V,\alpha,\theta}(E'), \quad \forall E \in \mathbb{C}\setminus \Sigma_{V,\alpha}.$$ 

We denote $\mu_{V,\alpha,\theta} := \mu_{V,\alpha,\theta}^{e^{-1}} + \mu_{V,\alpha,\theta}^{e_0}$, where $\{e_n\}_{n \in \mathbb{Z}}$ is the canonical basis of $\ell^2(\mathbb{Z})$.

More generally, we consider the self-adjoint Jacobi matrices $J$:

$$(Ju)_n = a_{n-1}u_{n-1} + b_n u_n + a_n u_{n+1}, \quad n \in \mathbb{Z}.$$ 

Let $\Sigma \subset \mathbb{R}$ be the spectrum of $J$. Given any $z \notin \Sigma$, the Green’s function of $J$ is the integral kernel of $(J - z)^{-1}$:

$$G_J(m, n; z) := \langle e_n, (J - z)^{-1} e_m \rangle.$$
The Lyapunov exponent number of the projective skew-product \(F\) for some constants \(C, c>0\), \(G\) (8) maps \(\mathbb{H}\) into itself. For almost every \(E \in \mathbb{R}\), the non-tangential limits \(\lim_{\epsilon \to 0^+} m^+_j(E + i\epsilon)\) exist. Note that we have
\[
G_j(0, 0; z) = \frac{1}{a_0^2(m^+_j(z) + m^-_j(z))}, \quad z \in \mathbb{H}.
\]

2.3. Quasiperiodic cocycles. Given \(A \in C^\omega(\mathbb{T}^d, \text{SL}(2, \mathbb{C}))\) and \(\alpha \in \mathbb{R}^d\) rationally independent, we define the quasi-periodic cocycle \((\alpha, A)\):
\[
(\alpha, A): \begin{cases}
\mathbb{T}^d \times \mathbb{C}^2 & \to \mathbb{T}^d \times \mathbb{C}^2 \\
(x, v) & \mapsto (x + \alpha, A(x) \cdot v)
\end{cases}
\]
The iterates of \((\alpha, A)\) are of the form \((\alpha, A)^n = (na, A_n)\), where
\[
A_n(x) := \begin{cases}
A(x + (n - 1)\alpha) \cdots A(x + \alpha)A(x), & n \geq 0 \\
A^{-1}(x + n\alpha)A^{-1}(x + (n + 1)\alpha) \cdots A^{-1}(x - \alpha), & n < 0
\end{cases}
\]
The Lyapunov exponent is defined by \(L(\alpha, A) := \lim_{n \to \infty} \frac{1}{n} \int_{\mathbb{T}^d} \ln |A_n(x)| dx\).

The cocycle \((\alpha, A)\) is uniformly hyperbolic if, for every \(x \in \mathbb{T}^d\), there exists a continuous splitting \(\mathbb{C}^2 = E^s(x) \oplus E^u(x)\) such that for every \(n \geq 0\),
\[
|A_n(x) v| \leq Ce^{-cn}|v|, \quad v \in E^s(x),
|A_n(x)^{-1} v| \leq Ce^{cn}|v|, \quad v \in E^u(x + n\alpha),
\]
for some constants \(C, c > 0\). This splitting is invariant by the dynamics, i.e.,
\[
A(x)E^s(x) = E^s(x + \alpha), \quad *= \text{“} s \text{” or “} u \text{”,} \quad \forall x \in \mathbb{T}^d.
\]

Assume that \(A \in C(\mathbb{T}^d, \text{SL}(2, \mathbb{R}))\) is homotopic to the identity. It induces the projective skew-product \(F_A: \mathbb{T}^d \times \mathbb{S}^1 \to \mathbb{T}^d \times \mathbb{S}^1\) with
\[
F_A(x, w) := \left(x + \alpha, \frac{A(x) \cdot w}{|A(x) \cdot w|}\right),
\]
which is also homotopic to the identity. Thus we can lift \(F_A\) to a map \(\tilde{F}_A: \mathbb{T}^d \times \mathbb{R} \to \mathbb{T}^d \times \mathbb{R}\) of the form \(\tilde{F}_A(x, y) = (x + \alpha, y + \psi_x(y))\), where for every \(x \in \mathbb{T}^d\), \(\psi_x\) is \(\mathbb{Z}\)-periodic. The map \(\psi: \mathbb{T}^d \times \mathbb{T} \to \mathbb{R}\) is called a lift of \(A\). Let \(\mu\) be any probability measure on \(\mathbb{T}^d \times \mathbb{R}\) which is invariant by \(\tilde{F}_A\), and whose projection on the first coordinate is given by Lebesgue measure. The number
\[
\rho(\alpha, A) := \int_{\mathbb{T}^d \times \mathbb{R}} \psi_x(y) \, d\mu(x, y) \mod \mathbb{Z}
\]
depends neither on the lift \(\psi\) nor on the measure \(\mu\), and is called the fibered rotation number of \((\alpha, A)\) (see [30, 32] for more details).
Given \( \theta \in \mathbb{T}^d \), let \( R_\theta := \begin{pmatrix} \cos 2\pi \theta & -\sin 2\pi \theta \\ \sin 2\pi \theta & \cos 2\pi \theta \end{pmatrix} \). If \( A: \mathbb{T}^d \to \text{PSL}(2, \mathbb{R}) \) is homotopic to \( \theta \mapsto R_{(n,\cdot)} \) for some \( n \in \mathbb{Z}^d \), then we call \( n \) the degree of \( A \) and denote it by \( \deg A \). The fibered rotation number is invariant under real conjugacies which are homotopic to the identity. More generally, if \( (\alpha, A_1) \) is conjugated to \( (\alpha, A_2) \), i.e., \( B(\cdot + \alpha)^{-1} A_1(\cdot) B(\cdot) = A_2(\cdot) \), for some \( B: \mathbb{T}^d \to \text{PSL}(2, \mathbb{R}) \) with \( \deg B = n \), then

\[
(9) \quad \rho(\alpha, A_1) = \rho(\alpha, A_2) + \frac{\langle n, \alpha \rangle}{2}.
\]

Moreover, it follows immediately from the definition of rotation number that

**Lemma 2.1.** If \( A: \mathbb{T}^d \to \text{SL}(2, \mathbb{R}) \) is homotopic to the identity, then

\[
|\rho(\alpha, A) - \theta| < |A - R_\theta|_{\mathbb{T}^d}.
\]

A typical example is given by the so-called Schrödinger cocycles \( (\alpha, S_E^V) \), with

\[
S_E^V(\cdot) := \begin{pmatrix} E - V(\cdot) & -1 \\ 1 & 0 \end{pmatrix}, \quad E \in \mathbb{R}.
\]

Those cocycles were introduced because in connection with the eigenvalue equation \( H_{V,\alpha,\theta} u = E u \); indeed, any formal solution \( u = (u_n)_{n \in \mathbb{Z}} \) of \( H_{V,\alpha,\theta} u = E u \) satisfies

\[
\begin{pmatrix} u_{n+1} \\ u_n \end{pmatrix} = S_E^V(\theta + n\alpha) \begin{pmatrix} u_n \\ u_{n-1} \end{pmatrix}, \quad \forall \, n \in \mathbb{Z}.
\]

The spectral properties of \( H_{V,\alpha,\theta} \) and the dynamics of \( (\alpha, S_E^V) \) are closely related by the well-known fact: \( E \in \Sigma_{V,\alpha} \) if and only if \( (\alpha, S_E^V) \) is **not** uniformly hyperbolic.

For any fixed \( E \in \mathbb{R} \), the map \( x \mapsto S_E^V(x) \) is homotopic to the identity, hence the rotation number \( \rho(\alpha, S_E^V) \) is well defined. Moreover, \( \rho(\alpha, S_E^V) \in [0, 1/2] \) relates to the integrated density of states \( N = N_{V,\alpha} \) as follows:

\[
N_{V,\alpha}(E) = 1 - 2\rho(\alpha, S_E^V).
\]

By Thouless formula, we also have the following relation between the integrated density of states \( N \) and the Lyapunov exponent \( L \):

\[
L(\alpha, S_E^V) = \int \ln |E - E'| \, dN_{V,\alpha}(E').
\]

### 2.4. Aubry duality and almost localization.

Let \( \theta \in \mathbb{T} \), \( V \in C^\omega(\mathbb{T}, \mathbb{R}) \), and denote by \( (\hat{v}_l)_{l \in \mathbb{Z}} \) the Fourier coefficients of \( V \). The dual Schrödinger operator \( \hat{H}_{V,\alpha,\theta} \) is defined on \( l^2(\mathbb{Z}) \) by:

\[
(\hat{H}_{V,\alpha,\theta} u)_j := \sum_{l \in \mathbb{Z}} \hat{v}_l u_{j-l} + 2 \cos 2\pi(\theta + j\alpha) u_j, \quad \forall \, j \in \mathbb{Z}.
\]

**Aubry duality** involves an algebraic relation between the families of operators \( \{H_{V,\alpha,\theta}\}_{\theta \in \mathbb{T}} \) and \( \{\hat{H}_{V,\alpha,\theta}\}_{\theta \in \mathbb{T}} \): given an eigenvector of \( \hat{H}_{V,\alpha,\theta} \) whose coefficients decay exponentially, one can construct an analytic Bloch wave for the dual operator \( H_{V,\alpha,\theta} \). However, if one wants to obtain information for all energies \( E \), one cannot expect that all the eigenfunctions decay exponentially. The weaker notion of almost localization proved to be very useful in this context.
Definition 2.2 (Resonances). Fix $\epsilon_0 > 0$ and $\theta \in \mathbb{T}$. An integer $k \in \mathbb{Z}$ is called an $\epsilon_0$-resonance of $\theta$ if $\|2\theta - k\alpha\|_T \leq e^{-\epsilon_0 |k|}$ and $\|2\theta - k\alpha\|_T = \min_{|l| \leq |k|} \|2\theta - l\alpha\|_T$. We denote by $\{n_l\}$ the set of $\epsilon_0$-resonances of $\theta$, ordered in such a way that $|n_1| \leq |n_2| \leq \ldots$. We say that $\theta$ is $\epsilon_0$-resonant if the set $\{n_l\}_l$ is infinite.

Definition 2.3 (Almost localization). The family $\{\hat{H}_{V,\alpha,\theta}\}_{\theta \in \mathbb{T}}$ is said to be almost localized if there exist constants $C_0, C_1, \epsilon_1, \epsilon_1 > 0$ such that for all $\theta \in \mathbb{T}$, any generalized solution $u = (u_k)_{k \in \mathbb{Z}}$ to the eigenvalue problem $\hat{H}_{V,\alpha,\theta} u = Eu$ with $u_0 = 1$ and $|u_k| \leq 1 + |k|$ satisfies

$$|u_k| \leq C_1 e^{-\epsilon_1 |k|}, \quad \forall C_0|n_j| \leq |k| \leq C_0^{-1}|n_{j+1}|,$$

where $\{n_l\}_l$ is the set of $\epsilon_0$-resonances of $\theta$.

The basic fact for us is the following result of Avila and Jitomirskaya [6]:

**Theorem 2.1.** [6] Let $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ satisfy $\beta(\alpha) = 0$. There exists an absolute constant $c_0 > 0$ such that for any given $0 < r_0 < 1$, $C_0 > 1$, there exist $\epsilon_0 = \epsilon_0(r_0) > 0$, $\epsilon_1 = \epsilon_1(r_0, C_0) \in (0, r_0)$ and $C_1 = C_1(\alpha, r_0, C_0) > 0$ such that the following is true: given any $V \in C^\omega(\mathbb{T}, \mathbb{R})$ satisfying $|V|_{r_0} \leq c_0 r_0^3$, the family $\{\hat{H}_{V,\alpha,\theta}\}_{\theta \in \mathbb{T}}$ is almost localized with parameters $C_0, C_1, \epsilon_0, \epsilon_1$ as in (10).

If we restrict ourselves to almost Mathieu operators, then we expect the decay rate of the eigenfunction to be $\ln \lambda$, which is the content of the following result.

**Theorem 2.2.** Let $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ satisfy $\beta(\alpha) = 0$. If $\lambda > 1$, then $\{H_{\lambda,\alpha,\theta}\}_\theta$ is almost localized. Moreover, for any $\delta \in (0, \ln \lambda)$, any $C_0 > 1$, there exists $\epsilon_0 = \epsilon_0(\lambda, C_0, \delta) > 0$ such that the following holds. Let $H_{\lambda,\alpha,\theta} u = Eu$ for some $E \in \Sigma_{\lambda,\alpha}$, with $|u_j| \leq 1$ for all $j \in \mathbb{Z}$.

1. If $\theta$ is not $\epsilon_0$-resonant, then $|u_j| \leq e^{-(\ln \lambda - \delta)|j|}$ for $|j|$ large enough.
2. Else, let $\{n_l\}_l$ be the set of $\epsilon_0$-resonances of $\theta$. Given any $\eta > 0$,

$$|u_j| \leq e^{-(\ln \lambda - \delta)|j|}, \quad \forall 2C_0|n_l| + \eta|n_{l+1}| < |j| < (2C_0)^{-1}|n_{l+1}|,$$

provided that $|j|$ is large enough.

If $\alpha \in \text{DC}$, then the above result is shown in [33] for a full measure set of $\theta \in \mathbb{T}$. As for the case $\beta(\alpha) = 0$, we could not find a reference in the literature. For completeness, we give a proof in Appendix A.

As a direct corollary of Theorem 2.1, one can see that the dual cocycle has sub-exponential growth on the strip $\{|\Im z| < \frac{\epsilon_1}{2\pi}\}$, which was first realized by Avila (one may consult footnote 5 of [1]). We sketch the proof here for completeness.

**Corollary 2.1.** Let $\alpha \in \mathbb{R}$ satisfy $\beta(\alpha) = 0$ and $V \in C^\omega(\mathbb{T}, \mathbb{R})$ satisfy $|V|_{r_0} \leq c_0 r_0^3$ for the absolute constant $c_0$ in Theorem 2.1. For any $\delta > 0$, there exists a constant $C_2 = C_2(\alpha, \epsilon_1, \delta) > 0$ such that for any $E \in \Sigma_{V,\alpha}$, the iterates of the cocycle $(\alpha, S_E^V)$ satisfy

$$\sup_{|\Im z| < \frac{\epsilon_1}{2\pi}} |\mathcal{A}_m(z)| \leq C_2 e^{\delta|m|}, \quad \forall m \in \mathbb{N}. $$

**Proof.** We first show that for any $E \in \Sigma_{V,\alpha}$,

$$L(\alpha, S_E^V(\cdot + iy)) = 0, \quad \forall |y| < \frac{\epsilon_1}{2\pi}. $$


As above, given any $E \in \Sigma_{V,\alpha}$, there exist $\theta = \theta(E) \in \mathbb{R}$ and $\tilde{u}$ such that $\tilde{H}_{V,\alpha,\theta} \tilde{u} = E \tilde{u}$, with $\tilde{u}_0 = 1$ and $|\tilde{u}_j| \leq 1$ for all $j \in \mathbb{Z}$. We claim that it is enough to show (12) at energies $E \in \Sigma_{V,\alpha}$ such that $\theta = \theta(E)$ is not $\epsilon_0$-resonant. Indeed, by Theorem 4.2 in [6], there exists $c > 0$ depending on $V, \alpha$ such that if $\theta$ is $\epsilon_0$-resonant, then $\rho(E)$ is $c$-resonant. Then, it follows from a standard Borel-Cantelli argument that the set of $E \in \Sigma_{V,\alpha}$ such that $\theta$ is $\epsilon_0$-resonant has zero Lebesgue measure (indeed, it has zero Hausdorff dimension, as shown by Avila [1]). On the other hand, by [15, 34], we know that given any $|y| < \frac{\epsilon_0}{2\pi}$, the map $E \mapsto \Re(\alpha, S_E^V(\cdot + iy))$ is continuous, and thus, the claim is proved.

Now, fix $E \in \Sigma_{V,\alpha}$ such that $\theta$ is not $\epsilon_0$-resonant and let $\tilde{u}$ be as above. By (10), $|\tilde{u}_j| \leq C_1 e^{-\epsilon_1|j|}$ for all sufficiently large $|j|$. Therefore, the function $u : z \mapsto \sum_{j \in \mathbb{Z}} \tilde{u}_j e^{2\pi i jz}$ is well-defined on $\{|z| < \frac{\epsilon_1}{2\pi}\}$, and $U : z \mapsto \left(\begin{array}{cc} e^{2\pi i \theta}u(z) & \epsilon \sin \theta \kappa(z) \\ u(z - \alpha) & -\epsilon \sin \theta \kappa(z) \end{array}\right)$ satisfies $S_E^V(u(z)) = e^{2\pi i \theta}U(z + \alpha)$. Set $Z := (U, \frac{1}{|\delta|} R_1 U)$, where $R_1$ denotes the rotation of angle $\frac{\pi}{2}$. Then $Z$ is defined on $\{|z| < \frac{\epsilon_1}{2\pi}\}$ and conjugates $(\alpha, S_E^V)$ to $(\alpha, B)$, with $B(z) = \left(\begin{array}{cc} e^{2\pi i \theta} & \kappa(z) \\ 0 & e^{-2\pi i \theta} \end{array}\right)$ for some continuous function $\kappa$ on $\{|z| < \frac{\epsilon_1}{2\pi}\}$. Thus, $L(\alpha, S_E^V)$ vanishes identically on the strip $\{|z| < \frac{\epsilon_1}{2\pi}\}$. Combining this fact with the previous claim, this concludes the proof of (12).

Let $(m, A_m^\alpha)$ be the $m$th iterate of $(\alpha, S_E^V(\cdot + iy))$. Following Remark 2.1 in [6] (see also Lemma 3.1 of [10]), by subadditivity and compactness of $\Sigma$, we see that for any $\delta > 0$, there exists $C = C(\alpha, \epsilon_1, \delta) > 0$ such that for any $m \geq 0$, $\sup_{E \in \Sigma_{V,\alpha}} \sup_{|y| < \frac{\epsilon_1}{2\pi}} |A_m^\alpha|_T \leq C + m \left(\sup_{E \in \Sigma_{V,\alpha}} \sup_{|y| < \frac{\epsilon_1}{2\pi}} L(\alpha, S_E^V(\cdot + iy)) + \delta\right) = C + m\delta,$ which concludes the proof of Lemma 2.1.

2.5. Global theory of one-frequency Schrödinger operators. Let us make a short review of Avila's global theory of one-frequency $\SL(2, \mathbb{R})$–cocycles [4]. Suppose that $A \in C^\omega(\mathbb{T}, \SL(2, \mathbb{R}))$ admits a holomorphic extension to $\{|z| < h\}$. Then for $|\epsilon| < h$, we define $A_\epsilon \in C^\omega(\mathbb{T}, \SL(2, \mathbb{C}))$ by $A_\epsilon(\cdot) = A(\cdot + i\epsilon)$. The cocycles which are not uniformly hyperbolic are classified into three classes: subcritical, critical, and supercritical. In particular, $(\alpha, A)$ is said to be subcritical if there exists $h > 0$ such that $L(\alpha, A_\epsilon) = 0$ for $|\epsilon| < h$.

One main result of Avila’s global theory is the following:

**Theorem 2.3** (Avila [4]). Given any $\alpha \in \mathbb{R} \setminus \mathbb{Q}$, for a (measure-theoretically) typical $V \in C^\omega(\mathbb{T}, \mathbb{R})$, there exist $n \geq 1$ and a collection of points $a_1 < b_1 < \cdots < a_n < b_n$ in the spectrum $\Sigma_{V,\alpha}$ such that $\Sigma_{V,\alpha} \subset \bigcup_{i=1}^n [a_i, b_i]$, and energies alternate between supercritical and subcritical along the sequence $\{\Sigma_{V,\alpha} \cap [a_i, b_i]\}_i$. Moreover, for any $i = 1, \ldots, n$, the set $\Sigma_{V,\alpha} \cap [a_i, b_i]$ is compact, and it depends continuously (in the Hausdorff topology) on $(\alpha, V)$.

A cornerstone in Avila’s global theory is the “Almost Reducibility Conjecture” (ARC), which says that $(\alpha, A)$ is almost reducible if it is subcritical. Recall that the cocycle $(\alpha, A)$ is said to be reducible if it can be conjugated to a constant cocycle, i.e., there exist $Z \in C^\omega(\mathbb{T}^d, \PSL(2, \mathbb{R}))$ and $B \in \SL(2, \mathbb{R})$ such that $Z(\cdot + \alpha)^{-1}A(\cdot)Z(\cdot) = B$. This concludes the proof of Lemma 2.1.
Moreover, \((\alpha, A)\) is (analytically) \textit{almost reducible} if the closure of its analytic conjugates contains a constant. The complete solution of ARC was recently given by Avila in [2, 3]. In the case where \(\beta(\alpha) = 0\), it is the following:

**Theorem 2.4** (Avila [3]). \textit{Given} \(\alpha \in \mathbb{R}\setminus \mathbb{Q}\) \textit{with} \(\beta(\alpha) = 0\), \textit{and} \(A \in C^\omega(T, \text{SL}(2, \mathbb{R}))\), \textit{if} \((\alpha, A)\) \textit{is subcritical}, \textit{then} \it\ is \textit{almost reducible}.

### 3. Quantitative KAM Scheme

In this section, we present a new KAM scheme and give a quantitative almost reducibility result for the local quasi-periodic linear system

\[
\begin{aligned}
\dot{x} &= (A_0 + F_0(\theta))x, \\
\dot{\theta} &= \varpi,
\end{aligned}
\]

where \(A_0 \in \text{sl}(2, \mathbb{R})\), and \(F_0(\theta)\) is a perturbation. We also abbreviate (13) as \((\varpi, A_0 + F_0)\). There is a parallel result for the quasi-periodic cocycle introduced in Subsection 2.3. The reason why we chose to present the detailed proof in the continuous case is simply for comparing our Theorem 1.2 with the result of Damanik-Goldstein [18].

Given any \(A_1, A_2 \in B_{r_0} := C^\omega_r(T^d, \text{sl}(2, \mathbb{R}))\) and \(W \in C^\omega(T^d, \text{PSL}(2, \mathbb{R}))\), we say that \((\varpi, A_1)\) is conjugated to \((\varpi, A_2)\) by \(W\) if \(\partial_\varpi W = A_1 W - W A_2\), where \(\partial_\varpi W := (\varpi, \nabla W)\). The system \((\varpi, A_1)\) is called \textit{reducible} if it is conjugated to a constant system \((\varpi, B)\) with \(B \in \text{sl}(2, \mathbb{R})\). It is called \textit{almost reducible} if the closure of its analytical conjugates contains a constant system \((\varpi, B)\).

**3.1. Iteration.** Suppose that \(A \in \text{sl}(2, \mathbb{R})\) and \(F \in B_r\) with \(|F|_r \leq \varepsilon\) for some \(r, \varepsilon > 0\). For any given \(r_+ \in (0, r)\), the aim of the following argument is to find \(\hat{W} \in C^\omega_r(T^d, \text{PSL}(2, \mathbb{R}))\), \(A_+ \in \text{sl}(2, \mathbb{R})\) and \(F_+ \in B_{r_+}\) with \(|F_+|_{r_+} \ll \varepsilon\) such that \((\varpi, A + F)\) is conjugated to \((\varpi, A_+ + F_+)\) by \(\hat{W}(\theta)\).

**Proposition 3.1.** \textit{Let} \(\varpi \in \text{DC}_d(\gamma, \tau)\). \textit{Given any} \(r_+ \in (0, r)\), \textit{there is a constant} \(D_0 = D_0(\gamma, \tau, d) > 0\) \textit{such that if} \(\varepsilon\) \textit{satisfies}

\[
\varepsilon \leq D_0 \left(1 + |A|^{120d(1+\frac{1}{r})} \right) (rr_+ - r_2^2)^{800d(r+1)},
\]

\textit{then there exist} \(F_+ \in B_{r_+}\), \(\hat{W} \in C^\omega_r(T^d, \text{PSL}(2, \mathbb{R}))\) \textit{and} \(A_+ \in \text{sl}(2, \mathbb{R})\) \textit{such that}

\((\varpi, A_+ + F_+)\) \textit{is conjugated to} \((\varpi, A + F)\) \textit{by} \(\hat{W}\). \textit{Let} \(N := \frac{2|\ln \varepsilon|}{r'd} + 1\), \textit{and} \(\pm 2\pi \xi\) \textit{be the two eigenvalues of} \(A\). \textit{Then we have the following}:

- \textit{(Non-resonant case)} \textit{Assume that}

\[
|2\xi - \langle n, \varpi \rangle| \geq \varepsilon^\frac{1}{10}, \quad \forall \ n \in \mathbb{Z}^d \text{ with } 0 < |n| \leq N.
\]

\textit{In this case, we have the estimates}:

\[
|F_+|_{r_+} \leq \varepsilon^2, \quad |\hat{W} - \text{Id}|_{r_+} \leq 2\varepsilon^\frac{1}{2}, \quad |A_+ - A| \leq \varepsilon^\frac{1}{2}.
\]

- \textit{(Resonant case)} \textit{If there exists} \(n_* \in \mathbb{Z}^d\) \textit{with} \(0 < |n_*| \leq N\) \textit{such that}

\[
|2\xi - \langle n_*, \varpi \rangle| < \varepsilon^\frac{1}{10},
\]

\textit{then} \(|F_+|_{r_+} \leq \varepsilon e^{-r_+} e^{-\frac{19}{18}r_+}\), \textit{deg} \(\hat{W} = n_*\), \textit{with the estimate}

\[
|\hat{W}|_{r''} \leq \frac{4\sqrt{|A|}^\frac{1}{2} e^{\frac{1}{10}r''|n_*|}}{\sqrt{\gamma}}, \quad \forall \ 0 < r'' \leq r_+.
\]
Lemma 3.1 (Hou-You [31]). Given $\hat{F} \in B_h$ with $|\hat{F}|_h \leq \tilde{\varepsilon}$, assume that $\tilde{\varepsilon} \in (0, 10^{-8})$ and $\eta \geq \tilde{\varepsilon}^{1/2}$. There exist $Y \in B_\eta$, $G \in B^{(\text{re})}_h(\eta)$, with the estimates $|Y|_h \leq \tilde{\varepsilon}^{1/2}$, $|G|_h \leq 2\tilde{\varepsilon}$, such that $(\varpi, \hat{A} + \hat{F})$ is conjugated to $(\varpi, \hat{A} + G)$ by $e^{Y(\theta)}$.

3.1.1. Non-resonant case. Consider the linear system $(\varpi, A + F)$, where $\varpi \in DC_d(\gamma, \tau)$, $A \in \mathfrak{sl}(2, \mathbb{R})$ has two eigenvalues $\pm 2\pi i \xi$, and $F \in B_r$ satisfies $|F|_r \leq \varepsilon$.

For $\tilde{\varepsilon} = \varepsilon/10$, we focus on the decomposition $B_r = \mathcal{B}^{(\text{re})}_r(\eta) \oplus \mathcal{B}^{(\text{re})}_r(\eta)$.

The key observation is the following:

**Lemma 3.2.** Assume that (15) holds. For any $G \in \mathcal{B}^{(\text{re})}_r(\eta)$, we have $\hat{G}(n) = 0$ if $0 < |n| \leq N$.

**Proof.** Since $\varpi \in DC_d(\gamma, \tau)$, we have

$$|\langle n, \varpi \rangle| \geq \frac{\gamma}{N^2} \geq \varepsilon^{1/2}, \quad \forall n \in \mathbb{Z}^d \text{ with } 0 < |n| \leq N,$$

if $\varepsilon$ satisfies (14). Combining (19) with the non-resonant condition (15), it is easy to check that

$$|\partial_\varpi G_N - [A, G_N]|_h \geq \varepsilon^{1/2} |G_N|_h,$$

holds for any $G_N := \sum_{0 < |n| \leq N} \hat{G}(n)e^{2\pi i(n, \varphi)}$. One can consult Lemma 1 of [25] for details. Hence $G_N \in \mathcal{B}^{(\text{re})}_r(\eta)$, which means

$$\hat{\mathcal{P}}^{(\text{re})}_r G(n) = 0 \text{ if } 0 < |n| \leq N.$$

This finishes the proof. \hfill \Box

Applying Lemma 3.1, we know that $(\varpi, A + F)$ is conjugated to a cocycle $(\varpi, A + G)$ with $G \in \mathcal{B}^{(\text{re})}_r(\eta)$. By Lemma 3.2, we know that the only non-vanishing Fourier mode $\hat{G}(n)$ with $|n| \leq N$ is $\hat{G}(0)$. Recalling that $N = \frac{2|\ln \varepsilon|}{r - r_+}$, for $\varepsilon$ small enough, we have

$$|G - \hat{G}(0)|_{r_+} \leq \sum_{|n| > N} |\hat{G}(n)| e^{2\pi r_+ |n|} \leq |G|_r e^{-2\pi N(r-r_+)} \sum_{j=0}^{d-1} (d-1)! \frac{N^j}{(r-r_+)^{d-j}} \leq \varepsilon^2.$$
Let $\hat{W} := e^{Y}$, $A_+ := A + \hat{G}(0)$ and $F_+ := G - \hat{G}(0)$. This concludes the proof of Proposition 3.1 for the non-resonant case.

3.1.2. Resonant case. Recall that $A \in \mathfrak{sl}(2, \mathbb{R})$ has two eigenvalues $\pm 2\pi i\xi$ with $\xi \in \mathbb{R} \cup i\mathbb{R}$. In view of the Diophantine property (2) of $\varpi \in \mathbb{R}^d$, it is easy to see that the resonant case of $A$ does not occur unless $A$ is of elliptic type, i.e., $\xi \in \mathbb{R}\setminus\{0\}$. Moreover, the resonant condition (16) implies that

$$|\xi| \geq \frac{1}{2}((|n_\ast, \varpi|) - \varepsilon \frac{1}{16}) \geq \frac{\gamma}{2|n_\ast|^r} - \frac{1}{2} \varepsilon \frac{1}{16} \geq \frac{\gamma}{3|n_\ast|^r}.$$  

In view of Lemma 8.1 in [31], there is $C_A \in \text{SL}(2, \mathbb{R})$ with

$$|C_A| \leq 2 \sqrt{\frac{|A|}{|\xi|}} \leq \frac{2\sqrt{3} \sqrt{|A|}}{\sqrt{|\xi|}|n_\ast|^\frac{1}{2}}$$

such that $A = C_A \begin{pmatrix} 0 & 2\pi i\xi \\ -2\pi i\xi & 0 \end{pmatrix} C_A^{-1}$. Let $\hat{F} := C_A^{-1} F C_A$. Then we have

$$|\hat{F}|_r \leq \frac{12|A|}{\gamma} |n_\ast|^r \varepsilon =: \tilde{\varepsilon}.$$  

Let $\hat{A} := \begin{pmatrix} 0 & 2\pi i\xi \\ -2\pi i\xi & 0 \end{pmatrix}$ and $\eta := 2\tilde{\varepsilon} \frac{1}{4}$. Applying Lemma 3.1, one can conjugate $(\varpi, \hat{A} + \hat{F})$ to $(\varpi, \hat{A} + G)$ with $G \in \mathcal{B}_r^{(\text{re})}(\eta)$. Let us now characterize the precise structure of $G \in \mathcal{B}_r^{(\text{re})}(\eta)$.

**Lemma 3.3.** Assume that (16) holds. For any $G \in \mathcal{B}_r^{(\text{re})}(\eta)$ with $|G|_r \leq 2\tilde{\varepsilon}$, there exist $g_0 \in \mathbb{R}$, $g_\ast \in \mathbb{C}$ and $P \in \text{C}^{(\text{re})}(\mathbb{T}^d, \text{su}(1, 1))$ satisfying

$$|g_0| \leq \varepsilon \frac{15}{16}, \quad |g_\ast| \leq \varepsilon \frac{15}{16} e^{-2\pi r|n_\ast|}; \quad |P|_{r_+} \leq \varepsilon e^{-r_+ \varepsilon - \frac{1}{16}}, \quad \forall 0 < r_+ < r,$$

such that $MG(\theta)M^{-1} = 2\pi \begin{pmatrix} i g_0 & g_\ast e^{-2\pi i(n_\ast, \theta)} \\ g_\ast e^{2\pi i(n_\ast, \theta)} & -i g_0 \end{pmatrix} + P(\theta)$.

**Proof.** First we note that $M = \frac{1}{1+\tau^2} \begin{pmatrix} 1 & -i \\ 1 & i \end{pmatrix}$ induces an isomorphism from $\mathfrak{sl}(2, \mathbb{R})$ to $\text{su}(1, 1)$, which is the group of matrices of the form $\begin{pmatrix} it & \nu \\ -\bar{\nu} & -it \end{pmatrix}$ with $t \in \mathbb{R}$, $\nu \in \mathbb{C}$. Thus for any $\hat{G}(n) \in \mathfrak{sl}(2, \mathbb{R})$, there exist $g_{11}(n) \in \mathbb{R}$, $g_{12}(n) \in \mathbb{C}$ such that

$$M\hat{G}(n)M^{-1} = \begin{pmatrix} ig_{11}(n) & g_{12}(n) \\ g_{12}(n) & -ig_{11}(n) \end{pmatrix}.$$  

By the decay property of Fourier coefficients, we get

$$|g_{11}(n)|, |g_{12}(n)| \leq 4\tilde{\varepsilon} e^{-2\pi r|n|}.$$  

Since $\hat{A} = M^{-1} \begin{pmatrix} 2\pi i\xi & 0 \\ 0 & -2\pi i\xi \end{pmatrix} M$, a direct computation shows that

$$M(\partial_{\varpi}G - [\hat{A}, G])M^{-1} = 2\pi i \sum_{n \in \mathbb{Z}^d} \begin{pmatrix} i\langle n, \varpi \rangle g_{11}(n) & \langle n, \varpi \rangle + 2\xi g_{12}(n) \\ (\langle n, \varpi \rangle - 2\xi)g_{12}(n) & -i\langle n, \varpi \rangle g_{11}(n) \end{pmatrix} e^{2\pi i(n, \theta)}.$$
By the definition of $\mathcal{B}_r^{(\text{are})}(\eta)$ in (18), for any $G \in \mathcal{B}_r^{(\text{are})}(\eta)$, $MG(\theta)M^{-1}$ equals
\[
\sum_{n \in \Lambda_1} \begin{pmatrix} ig_{11}(n) & 0 \\ 0 & -ig_{11}(n) \end{pmatrix} e^{2\pi i(n,\theta)} + \sum_{n \in \Lambda_2} \begin{pmatrix} 0 & g_{12}(-n)e^{-2\pi i(n,\theta)} \\ g_{12}(n)e^{2\pi i(n,\theta)} & 0 \end{pmatrix}
\]
with $\Lambda_1 := \{ n \in \mathbb{Z}^d : |(n,\bar{n})| < 2\varepsilon^{\frac{1}{4}} \}$, $\Lambda_2 := \{ n \in \mathbb{Z}^d : |2\xi - (n,\bar{n})| < 2\varepsilon^{\frac{1}{4}} \}$. Hence $G \in \mathcal{B}_r^{(\text{are})}(\eta)$ means $MG(\theta)M^{-1}$ has the form
\[
\sum_{n \in \Lambda_1} \begin{pmatrix} ig_{11}(n) & 0 \\ 0 & -ig_{11}(n) \end{pmatrix} e^{2\pi i(n,\theta)} + \sum_{n \in \Lambda_2} \begin{pmatrix} 0 & g_{12}(-n)e^{-2\pi i(n,\theta)} \\ g_{12}(n)e^{2\pi i(n,\theta)} & 0 \end{pmatrix}
\]

Claim 3.1. We have the following observations:

(22) $\Lambda_1 \cap \{ n \in \mathbb{Z}^d : |n| \leq \gamma \frac{1}{\varepsilon} e^{-\frac{1}{15\varepsilon}} \} = \{ 0 \}$,
(23) $\Lambda_2 \cap \{ n \in \mathbb{Z}^d : |n| \leq 2^{-\frac{1}{2}} \gamma \frac{1}{\varepsilon} e^{-\frac{1}{15\varepsilon}} - N \} = \{ n_* \}$.

Proof. Indeed, given any $n \in \Lambda_1$ and $n \neq 0$, we have
\[
\frac{\gamma}{|n|^\tau} < |(n,\bar{n})| < 2\varepsilon^{\frac{1}{4}} < \varepsilon^{\frac{1}{15}}.
\]
Therefore, $|n| > \gamma \frac{1}{\varepsilon} e^{-\frac{1}{15\varepsilon}}$, which gives (22).

For any $n_*' \neq n_*$ with $|2\xi - (n_*,\bar{n})| < \varepsilon^{\frac{1}{15}}$, since $\bar{n} \in DC_d(\gamma,\tau)$, we have
\[
\frac{\gamma}{|n_*' - n_*|^\tau} \leq |(n_*' - n_*,\bar{n})| < 2\varepsilon^{\frac{1}{4}},
\]
which implies $|n_*'| > 2^{-\frac{1}{2}} \gamma \frac{1}{\varepsilon} e^{-\frac{1}{15\varepsilon}} - N > N$ under the hypothesis (14), and thus (23) follows. \qed

Let $N_1 := \gamma \frac{1}{\varepsilon} e^{-\frac{1}{15\varepsilon}}$ and $N_2 := 2^{-\frac{1}{2}} \gamma \frac{1}{\varepsilon} e^{-\frac{1}{15\varepsilon}} - N$. In view of (22) and (23), the two parts of $MG(\theta)M^{-1}$ given in (21) can be decomposed as
\[
\sum_{n \in \Lambda_1} \begin{pmatrix} ig_{11}(n) & 0 \\ 0 & -ig_{11}(n) \end{pmatrix} e^{2\pi i(n,\theta)}
= \begin{pmatrix} g_{11}(0) & 0 \\ 0 & -g_{11}(0) \end{pmatrix} + \sum_{n \in \Lambda_1_{|n| > N_1}} \begin{pmatrix} ig_{11}(n) & 0 \\ 0 & -ig_{11}(n) \end{pmatrix} e^{2\pi i(n,\theta)},
\]
\[
\sum_{n \in \Lambda_2} \begin{pmatrix} 0 & g_{12}(n)e^{-2\pi i(n,\theta)} \\ g_{12}(n)e^{2\pi i(n,\theta)} & 0 \end{pmatrix}
= \begin{pmatrix} 0 & g_{12}(n_*)e^{2\pi i(n_*,\theta)} \\ g_{12}(n_*)e^{-2\pi i(n_*,\theta)} & 0 \end{pmatrix} + \sum_{n \in \Lambda_2_{|n| > N_2}} \begin{pmatrix} 0 & g_{12}(n)e^{-2\pi i(n,\theta)} \\ g_{12}(n)e^{2\pi i(n,\theta)} & 0 \end{pmatrix}.
\]
Let $g_0 := \frac{1}{2\pi} g_{11}(0)$, $g_* := \frac{1}{2\pi} g_{12}(n_*)$ and let $P(\theta)$ be
\[
\sum_{n \in \Lambda_1_{|n| > N_1}} \begin{pmatrix} ig_{11}(n) & 0 \\ 0 & -ig_{11}(n) \end{pmatrix} e^{2\pi i(n,\theta)} + \sum_{n \in \Lambda_2_{|n| > N_2}} \begin{pmatrix} 0 & g_{12}(n)e^{-2\pi i(n,\theta)} \\ g_{12}(n)e^{2\pi i(n,\theta)} & 0 \end{pmatrix}.
\]
By (20), and noting that $\mathcal{N}_2 < \mathcal{N}_1$, we have
\[ |P|_{r_+} \leq (d - 1)! \left( N_2 + \frac{1}{r - r_+} \right)^d \cdot 4\varepsilon e^{-2\pi(r-r_+)N_2} \leq \varepsilon e^{-r_+e^{-\frac{1}{16}}}. \]

\[ \square \]

Now we define
\[ Z(\theta) := e^{-\frac{\langle n_*, \theta \rangle}{2\varepsilon}} \quad \tilde{A} \quad = \quad M^{-1} \begin{pmatrix} e^{-\pi\langle n_*, \theta \rangle} & 0 \\ 0 & e^{\pi\langle n_*, \theta \rangle} \end{pmatrix} M. \]

Obviously, $Z \in C_\varepsilon^\omega(\mathbb{T}^d, \text{PSL}(2, \mathbb{R}))$, and for any $r'' \in (0, r)$, $|Z|_{r''} \leq 2e^{r''|n_*|}$. Given any $G \in B_\varepsilon^{(\omega)}(\eta)$, we have thus
\[ \partial_{\varpi} Z = (\tilde{A} + G) Z - Z \left[ \left( 1 - \frac{\langle n_*, \varpi \rangle}{2\varepsilon} \right) \tilde{A} + Z^{-1} G Z \right]. \]

By a direct calculation, we get
\[ Z(\theta)^{-1} G(\theta) Z(\theta) = 2\pi M^{-1} \begin{pmatrix} ig_0 & g_* \\ \frac{g_*}{g_0} & -ig_0 \end{pmatrix} M + Z(\theta)^{-1} P(\theta) Z(\theta). \]

Let $F_+ := Z^{-1} P Z$ and
\[ A_+ := \left( 1 - \frac{\langle n_*, \varpi \rangle}{2\varepsilon} \right) \tilde{A} + 2\pi M^{-1} \begin{pmatrix} ig_0 & g_* \\ \frac{g_*}{g_0} & -ig_0 \end{pmatrix} M. \]

Therefore the system $(\varpi, \tilde{A} + G)$ is conjugated to $(\varpi, A_+ + F_+)$ by $Z$, with estimates
\[ |A_+| \leq 2\pi e^{\frac{1}{16}} + 4\pi e^{\frac{1}{16}} (1 + e^{-2\pi|r|n_*}) \leq \varepsilon e^{\frac{1}{16}}, \]
\[ |F_+|_{r_+} \leq 4e^{2\pi r + |n_*|} \cdot \varepsilon e^{-r_+e^{-\frac{1}{16}}} \leq \varepsilon e^{-r_+e^{-\frac{1}{16}}} \quad \forall \quad 0 < r_+ < r. \]

Let $\hat{W} := C_A \cdot e^Y \cdot Z$ with $e^Y$ obtained in Lemma 3.1. Obviously, $\text{deg} \hat{W} = n_*$. Then we finish the proof for the resonant case of Proposition 3.1.

3.2. Reducibility of quasi-periodic linear systems. Consider the quasi-periodic linear system $(\varpi, A_0 + F_0)$. Denote by $\rho(\varpi, A_0 + F_0)$ its rotation number (we refer to [25, 32] for the detailed definition). In the same way as in [25], one can prove that if $\rho(\varpi, A_0 + F_0)$ is Diophantine or rational with respect to $\varpi$, then the system $(\varpi, A_0 + F_0)$ is reducible. For our purpose, in this paper we will specially focus our attention on the quantitative reducibility in the case where $\rho(\varpi, A_0 + F_0) = \frac{k(\varpi)}{2}$ for some $k \in \mathbb{Z}^d \setminus \{0\}$.

**Theorem 3.1.** Assume that $\varpi \in DC_d(\gamma, \tau), \ d \geq 2$. Given any $r \in (0, t_0)$, there is $\varepsilon_* = \varepsilon_*(|A_0|, \gamma, \tau, r_0, r, d) > 0$ such that if $|F_0|_{t_0} = \varepsilon_0 < \varepsilon_*$, then the following holds.

1. The system $(\varpi, A_0 + F_0)$ is almost reducible in the strip $|3\theta| < r$.
2. If $\rho(\varpi, A_0 + F_0) = \frac{k(\varpi)}{2}$ for $k \in \mathbb{Z}^d \setminus \{0\}$, and $(\varpi, A_0 + F_0)$ is not uniformly hyperbolic, then there exists $W \in C_\varepsilon^\omega(\mathbb{T}^d, \text{PSL}(2, \mathbb{R}))$ such that
\[ \partial_{\varpi} W = (A_0 + F_0) W - W \begin{pmatrix} 0 & \kappa \\ 0 & 0 \end{pmatrix} \]
with $|\kappa| \leq \frac{3}{4} e^{-2\pi|r|k|}$. Moreover, for any $r'' \in (0, r)$, $|W|_{r''} \leq D_1 e^{\frac{3\pi r'}{2} |k|}$ with $D_1 = D_1(\gamma, \tau, |A_0|, r_0, d) > 0$. 
Proof. The result can be proved by applying Proposition 3.1 iteratively. Take \( \varepsilon_0, r_0 \) and \( r \) as above. Assume that we are at the \((j + 1)\)th KAM step, where we have \( A_j \in \text{sl}(2, \mathbb{R}) \) with eigenvalues \( \pm 2\pi i \xi_j \) and \( F_j \in B_{r_j} \) satisfying \( |F_j|_{r_j} \leq \varepsilon_j \) for some \( \varepsilon_j \leq \varepsilon_0 \). Let \( \tilde{r} = \frac{\varepsilon_0^2}{j} \). Then we define

\[
(24) \quad r_j - r_{j+1} := \frac{r_0 - \tilde{r}}{4^{j+1}}, \quad N_j := \frac{2|\ln \varepsilon_j|}{r_j - r_{j+1}} = \frac{2 \cdot 4^{j+1} |\ln \varepsilon_j|}{r_0 - \tilde{r}}.
\]

If \( \varepsilon_j \) is sufficiently small such that the condition (14) is satisfied for \( \varepsilon = \varepsilon_j, r = r_j, r_+ = r_{j+1} \) and \( A = A_j \), then, by Proposition 3.1, we can construct

\[
\tilde{W}_j \in C_{r_{j+1}}^\omega (\mathbb{T}^d, \text{PSL}(2, \mathbb{R})), \quad A_{j+1} \in \text{sl}(2, \mathbb{R}), \quad F_{j+1} \in B_{r_{j+1}},
\]

such that \((\varpi, A_j + F_j)\) is conjugated to \((\varpi, A_{j+1} + F_{j+1})\) by \( \tilde{W}_j(\theta) \). Moreover,

- if for any \( n \in \mathbb{Z}^d \) with \( 0 < |n| \leq N_j \), we have \( |2\xi_j - \langle n, \varpi \rangle| \geq \varepsilon_j^{\frac{1}{16}} \), then

\[
(25) \quad |A_{j+1} - A_j| \leq \varepsilon_j^{\frac{1}{16}}, \quad \tilde{W}_j - \text{Id}|_{r_{j+1}} \leq 2\varepsilon_j^{\frac{1}{2}}, \quad |F_{j+1}|_{r_{j+1}} \leq \varepsilon_{j+1} := \varepsilon_j^{2};
\]

- if there is \( n_j \in \mathbb{Z}^d \) with \( 0 < |n_j| \leq N_j \) such that \( |2\xi_j - \langle n_j, \varpi \rangle| < \varepsilon_j^{\frac{1}{16}} \), then

\[
(26) \quad |A_{j+1}| \leq \varepsilon_j^{\frac{1}{10}}, \quad |F_{j+1}|_{r_{j+1}} \leq \varepsilon_j^{\frac{1}{10}} := \varepsilon_j^{\frac{1}{10}}, \quad \text{deg} \tilde{W}_j = n_j
\]

and for any \( r'' \in (0, r_{j+1}) \),

\[
(27) \quad |\tilde{W}_j|_{r''} \leq 4 \sqrt{\frac{|A_j|}{\gamma}} |n_j|^2 e^{\pi r'' |n_j|}.
\]

In view of (25) and (26), one sees that \( \varepsilon_j \leq \varepsilon_j^{2j} \) and \(|A_j| \leq 2|A_0| \) for any \( j \geq 0 \).

So, if \( \varepsilon_0 \) is sufficiently small (depending on \(|A_0|, \gamma, r, r_0, r, d|\) such that (14) holds, then Proposition 3.1 can be applied iteratively. Indeed, \( \varepsilon_j \) on the left side of the inequality (14) decays at least super-exponentially with \( j \), while \((r_j - r_{j+1})^{-20000(r+1)} \) on the right side decays exponentially with \( j \). Hence \((\varpi, A_0 + F_0)\) is almost reducible.

Assume that there are at least two resonant steps in the above almost reducibility procedure. Let us focus on two consecutive resonant steps, say the \((j_i + 1)\)th and \((j_i + 1 + 1)\)th. At the \((j_i + 1)\)th—step, the resonance condition implies \(|\xi_{j_i+1} - \langle n_{j_i+1}, \varpi \rangle| \leq \frac{1}{2} \varepsilon_{j_i+1}^{\frac{1}{10}}, \) hence \(|\xi_{j_i+1}| > \frac{\gamma}{2 |n_{j_i+1}| r} \). On the other hand, according to Proposition 3.1, after the \((j + 1)\)th—step, \(|\xi_{j+1}| \leq \varepsilon_j^{\frac{1}{10}} \). By (25),

\[
(28) \quad |n_{j_i+1}| \geq \varepsilon_j^{\frac{1}{10}} |n_{j_i}|.
\]

Recall that \( \text{deg} \tilde{W}_{j+1} = n_j \) if the \((j + 1)\)th—step is resonant. In view of (9) and (28), we deduce that there are at most finitely many resonant steps in the above almost reducibility procedure under the hypothesis \( \rho(\varpi, A_0 + F_0) = \frac{k(\varpi)}{\gamma} \). This means that we can find a sequence \((\tilde{W}_i)_{i \in \mathbb{N}}\) with \( \tilde{W}_i \in C_{r_{j+1}}^\omega (\mathbb{T}^d, \text{PSL}(2, \mathbb{R})), \) in which the resonant case occurs only finitely many times. By the estimate of \( \tilde{W}_j \) in (25) and the sequence \((r_j)_{j \in \mathbb{N}} \) given in (24), we see that the product \( \prod_{i=0}^j \tilde{W}_{i+1} \) converges
to some $W \in C^\omega_p (\mathbb{T}^d, \text{PSL}(2, \mathbb{R}))$ such that $\partial_\infty W = (A_0 + F_0)W - WB$ for some $B \in \text{sl}(2, \mathbb{R})$ with $\rho(\infty, B) = 0$.

Assuming that there are $s + 1$ resonant steps, associated with integers vectors

$$n_{j_0}, \ldots, n_{j_s} \in \mathbb{Z}^d, \quad 0 < |n_{j_i}| \leq N_{j_i}, \quad i = 0, 1, \ldots, s,$$

then $k = n_{j_0} + \cdots + n_{j_s}$. In view of the inequalities (28) and the fact that

$$|n_{j_i}| - \sum_{i=0}^{s-1} |n_{j_i}| \leq |k| \leq |n_{j_s}| + \sum_{i=0}^{s-1} |n_{j_i}|,$$

we get

$$(1 - 2\varepsilon_0^{1/\tau^s})|n_{j_s}| \leq |k| \leq (1 + 2\varepsilon_0^{1/\tau^s})|n_{j_s}|.$$  

By (27), for any $r'' \in (0, r]$,

$$|W|_{r''} \leq 2|\tilde{W}_{j_0+1}|_{r''} \cdots |\tilde{W}_{j_s+1}|_{r''} \leq \frac{2^{2s+3}}{\gamma^{s+1}} \prod_{i=0}^{s} |A_{j_i}| |n_{j_i}|^{2} e^{\pi r'' |n_{j_s}|} \leq D_1 e^{\frac{3\pi r''}{2} |k|}$$

for some $D_1 = D_1(\gamma, \tau, |A_0|, r_0, d) > 0$.

Now we estimate the constant matrix $B$. Since we have assumed that the initial system $(\infty, A_0 + F_0)$ is not uniformly hyperbolic, one concludes that $B$ can not be a hyperbolic matrix. As we have proved, $\rho(\infty, B) = 0$, thus det$B = 0$. Assume that $B = \begin{pmatrix} B_{11} & B_{12} \\ B_{21} & -B_{11} \end{pmatrix}$. Then there exists $\phi \in \mathbb{T}$ such that $R_{-\phi} BR_\phi = \begin{pmatrix} 0 & 0 \\ 0 & -B_{12} \end{pmatrix}$. By taking $WR\phi$ instead of $W$ and $\kappa = B_{21} - B_{12}$, we know that $(\infty, A_0 + F_0)$ is conjugated to $\tilde{B} = \begin{pmatrix} 0 & \kappa \\ 0 & 0 \end{pmatrix}$.

To estimate $|\kappa|$, let us focus on $(\infty, A_{j_s+1} + F_{j_s+1})$, i.e., the system just after the last resonant step. In view of (17), we have

$$A_{j_s+1} = 2\pi M^{-1} \begin{pmatrix} i \left( \xi_{j_s} - \frac{\langle n_{j_s}, \infty \rangle}{2} + q_0 \right) \\ \frac{q_{j_s}}{q_{j_s}} \end{pmatrix} - i \left( \xi_{j_s} - \frac{\langle n_{j_s}, \infty \rangle}{2} + q_0 \right)$$

with $q_0 \in \mathbb{R}$, $q_{j_s} \in \mathbb{C}$ satisfying

$$|\xi_{j_s} - \frac{\langle n_{j_s}, \infty \rangle}{2} + q_0| \leq \varepsilon_{j_s}^{\frac{1}{15}} + \varepsilon_{j_s}^{\frac{15}{16}} \leq 2\varepsilon_{j_s}^{\frac{1}{15}}, \quad |q_{j_s}| \leq \varepsilon_{j_s}^{\frac{15}{16}} e^{-2\pi r_{j_s} |n_{j_s}|}.$$  

Since $(j_s + 1)^{th}$-step is the last resonant step, we have $|A_{l+1} - A_l| \leq \varepsilon_{l}^{\frac{1}{2}}, l \geq j_s + 1$. Hence, noting that $\varepsilon_{j_s+1} = \varepsilon_{j_s} e^{-r_{j_s+1}} e^{-\frac{1}{15}}$, we get

$$|A_{j_s+1} - B| \leq \sum_{l=j_s+1}^{\infty} |A_{l+1} - A_l| \leq 2\varepsilon_{j_s}^{\frac{1}{2}} e^{-r_{j_s+1}} e^{-\frac{1}{15}}.$$  

Rewrite $B$ as $B = M^{-1} \begin{pmatrix} i\beta_{11} & \beta_{12} \\ \beta_{12} & -i\beta_{11} \end{pmatrix} M$ with $\beta_{11} \in \mathbb{R}$, $\beta_{12} \in \mathbb{C}$. In view of (29), we have

$$|\beta_{12}| \leq 2\pi \varepsilon_{j_s}^{\frac{15}{16}} e^{-2\pi r_{j_s} |n_{j_s}|} + 4\varepsilon_{j_s}^{\frac{1}{2}} e^{-r_{j_s+1}} e^{-\frac{1}{15}} \leq \varepsilon_{j_s}^{\frac{7}{2}} e^{-2\pi r_{j_s+1} |n_{j_s}|}.$$
Then we have $|\beta_{11}| \leq \varepsilon_j^2 e^{-2\pi r_j} |n_j|$ since $\det B = 0$. So

$$|B_{12}|, |B_{21}| \leq 2 \varepsilon_j^2 e^{-2\pi r_j} |n_j| \leq \frac{1}{2} \varepsilon_j^3 e^{-2\pi r_j} |n_j|.$$

Hence, in view of the fact $|\kappa| \leq (1 + 2\varepsilon_j^3) |n_j|$, we have

$$|\kappa| = |B_{21} - B_{12}| \leq \varepsilon_j^3 e^{-2\pi r_j} |n_j| \leq \varepsilon_j^3 e^{-2\pi r_j} |n_j| \leq \varepsilon_j^3 e^{-2\pi r_j} |n_j|.$$

\[\square\]

### 3.3. Reducibility of quasi-periodic cocycles

In analogy with Theorem 3.1 for quasi-periodic linear systems, we obtain a similar result for quasi-periodic cocycles

$$\begin{pmatrix} u_{n+1} \\ u_n \end{pmatrix} = (A_0 + F_0(\theta + n\alpha)) \begin{pmatrix} u_n \\ u_{n-1} \end{pmatrix}.$$

**Theorem 3.2.** Let $\alpha \in DC_d(\gamma, \tau)$ and $A_0 \in \text{SL}(2, \mathbb{R})$. Given $r \in (0, r_0)$, there is $\varepsilon_* = \varepsilon_*(|A_0|, \gamma, \tau, r_0, r, d) > 0$ such that if $|F_0|_{r_0} = \varepsilon_0 < \varepsilon_*$, then the following holds:

1. The quasi-periodic $\text{SL}(2, \mathbb{R})$ cocycle $(\alpha, A_0 + F_0)$ is almost reducible in the strip $|3\theta| < r$.
2. If $2p(\alpha, A_0 + F_0) - \langle k, \alpha \rangle \in \mathbb{Z}$ for $k \in \mathbb{Z} \setminus \{0\}$, and $(\alpha, A_0 + F_0(\cdot))$ is not uniformly hyperbolic, then there exists $W \in C^\omega(\mathbb{T}^d, \text{PSL}(2, \mathbb{R}))$, such that

$$W(\cdot + \alpha)^{-1}(A_0 + F_0(\cdot))W(\cdot) = B = \begin{pmatrix} 1 & \kappa \\ 0 & 1 \end{pmatrix},$$

with $|\kappa| \leq \varepsilon_*^2 e^{-2\pi r_j} |n_j|$. Moreover, for any $r'' \in (0, r]$, $|W|_{r''} \leq D_1 e^{3r''} |\kappa|$ with $D_1 = D_1(\gamma, \tau, |A_0|, r_0, d) > 0$.

**Remark 3.1.** Let $\gamma, \tau > 0$ be fixed. If $A_0$ varies in $\text{SO}(2, \mathbb{R})$, then $\varepsilon_* = \varepsilon_*(\gamma, \tau, r_0, r, d) > 0$ can be taken uniform with respect to $A_0$.

### 4. Almost localization and duality argument

While in the previous part, we considered the case of a Diophantine vector of frequencies, here, we let $\alpha \in \mathbb{R}$ be a frequency satisfying $\beta(\alpha) = 0$, and we study the reducibility of associate quasi-periodic Schrödinger cocycles by non-perturbative methods. The quantitative statement we prove is based on two important ingredients: quantitative almost localization properties of dual Schrödinger operators and quantitative Aubry duality.

From now on, in the formulations and proofs of various assertions about quasi-periodic Schrödinger cocycles and Schrödinger operators, we shall encounter several positive constants depending on the potential $V$, the frequency $\alpha$, etc. For the convenience of notation, we denote by $C$ constants depending only on $V$, $\alpha$ (or only on $\lambda$, $\alpha$ for the almost Mathieu case). And we use other notations ($c_1, c_2, \cdots, c'_1, c'_2, \cdots, C_3, C_4, \cdots$) to denote absolute constants or constants depending on some other quantities (e.g., the given radius of analyticity).
4.1. Quantitative reducibility – general analytic potential. Assume that the family \( \{ \tilde{H}_{V,\alpha,\theta} \}_{\theta} \) is almost localized. Given \( E \in \Sigma_{V,\alpha} \) on the boundary of a spectral gap, it is well-known that the cocycle \((\alpha, S^V_E)\) can be reduced to a constant parabolic cocycle. The main goal of this section is to show that the off-diagonal coefficient of the parabolic matrix is exponentially small in terms of the label of the spectral gap. We stress that the exponential decay rate of the off-diagonal element is directly related to the exponential decay rate of the spectral gaps (c.f. Theorem 6.1). If one just wants to show that the off-diagonal element is exponentially small, one may consult [1] where a more concise proof is given. However, if one wants to explicitly estimate the decay rate as in our paper, it is more technically involved (consult Remark 4.1 for more discussions).

As in [1], we use truncations to obtain lower bounds on the Bloch waves involved in the definition of conjugacies. As was first realized by Avila [1], a crucial fact to obtain sharp estimates in the non-perturbative regime is the Corona Theorem (with the Uchiyama estimates), whose statement we now recall.

**Theorem 4.1** ([1], see also [46], [48]). Let \( M \in C^\omega(T, \mathbb{C}^2) \). Assume that for some constants \( a, \delta_1, \delta_2 > 0 \), we have \( \delta_1 \leq |M(z)| \leq \delta_2^{-1} \) for \( |z| < a \). Then there exists \( Z \in C^\omega(T, SL(2, \mathbb{C})) \) with first column \( M \) and such that \( |Z|_a \leq \delta_1^{-2} \delta_2^{-1} (1 - \ln(\delta_1 \delta_2)) \).

We first use the parametrization by some auxiliary phase \( \theta(E) \in \mathbb{R} \), and the estimates are expressed in terms of its last resonance. Then we show how they can be translated in terms of the label of the spectral gap. A key fact is that the constants in the following statements are independent of the spectral gap we focus on. Indeed, our proof is based on almost localization, which provides constants that are uniform with respect to the energy. Our main statement is as follows.

**Theorem 4.2.** Let \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \) satisfy \( \beta(\alpha) = 0 \). Given \( r_0 \in (0, 1) \), let \( V \in C^\omega_0(T, \mathbb{R}) \) with \( |V|_{r_0} \leq c_0 r_0^3 \) and take \( \epsilon_1 = \epsilon_1(r_0) \in (0, r_0) \) as in Theorem 2.1. For any \( r \in (0, \frac{1}{2\pi}) \), there exists \( k_1 = k_1(\alpha, r_0, r) > 0 \) such that for any \( E \in \Sigma_{V,\alpha} \) satisfying \( 2\rho(\alpha, S^V_E) - \kappa \alpha \in \mathbb{Z} \) with \( |k| \geq k_1 \), there exist \( U \in C^\omega_r(T, PSL(2, \mathbb{R})), \varphi \in \mathbb{R} \) and \( n = n(k) \in \mathbb{Z} \) satisfying \( |n| \geq \frac{|k|}{4} \) such that

\[
U(\cdot + \alpha)^{-1} S^V_E(\cdot) U(\cdot) = \begin{pmatrix} 1 & \varphi \\ 0 & 1 \end{pmatrix}
\]

with \( |\varphi| \leq C_3 e^{-\frac{\pi}{2\delta_1}|n|} \) for some \( C_3 = C_3(\alpha, r_0, r) > 0 \). Moreover, for any \( r'' \in (0, r] \), \( |U|_{r''} \leq C_4 e^{2 \epsilon r''|n|} \) for some \( C_4 = C_4(\alpha, r_0, r'') > 0 \).

**Proof.** If \( 2\rho(\alpha, S^V_E) - \kappa \alpha \in \mathbb{Z} \), then by Theorem 3.3 in [6], for some phase \( \theta = \theta(E) \in \mathbb{R} \), there exists a solution \( \hat{u} \) to \( \tilde{H}_{V,\alpha,\theta} \hat{u} = E \hat{u} \) with \( \hat{u}_0 = 1 \) and \( |\hat{u}_j| \leq 1 \) for every \( j \in \mathbb{Z} \). By Theorems 2.5 (also Theorem 4.2) in [6], \( \theta = \pm \rho(\alpha, S^V_E) + \frac{j_0}{2} \) for some \( j_0 \) in \( \mathbb{Z} \). Since \( |V|_{r_0} \leq c_0 r_0^3 \), by Theorem 2.1, \( \{ \tilde{H}_{V,\alpha,\theta} \}_{\theta} \) is almost localized: let \( \epsilon_1 := \epsilon_1(r_0, 2) > 0 \), \( C_1 := C_1(\alpha, r_0, 2) > 0 \) be the constants defined in Theorem 2.1. Then it follows from (10) that

\[
|\hat{u}_j| \leq C_1 e^{-\epsilon_1 |j|}, \quad \forall \ |j| \geq 2|n|.
\]
Therefore, the function \( u: z \mapsto \sum_{j \in \mathbb{Z}} \tilde{u}_j e^{2\pi i j z} \) is analytic on the strip \( \{|z| < \frac{\epsilon_1}{2\pi} \} \), and the analytic Bloch wave \( U: z \mapsto \begin{pmatrix} e^{2\pi i \theta} u(z) \\ u(z - \alpha) \end{pmatrix} \) satisfies

\[
S_E^V(z) U(z) = e^{2\pi i \theta} U(z + \alpha), \quad \forall \ z \in \mathbb{C}/\mathbb{Z} \text{ with } |z| < \frac{\epsilon_1}{2\pi}.
\]

In particular, by the minimality of \( x \mapsto x + \alpha \), and the fact that \( \tilde{u}_0 = 1 \), we see that \( U \) does not vanish. Define \( U^{(1)}(z) := e^{\pi i n z} U(z) \in \mathbb{C}^2 \setminus \{0\} \). Since \( 2\theta - n\alpha \in \mathbb{Z} \), we get

\[
S_E^V(\cdot) U^{(1)}(\cdot) = e^{\pi i (2\theta - n\alpha)} U^{(1)}(\cdot + \alpha) = \pm U^{(1)}(\cdot + \alpha).
\]

Without loss of generality, we assume that \( S_E^V(\cdot) U^{(1)}(\cdot) = U^{(1)}(\cdot + \alpha) \). Set \( \mathcal{S} := \Re(U^{(1)}) \) and \( \mathcal{T} := \Im(U^{(1)}) \). Then, by the minimality of \( x \mapsto x + \alpha \), the map \( x \mapsto \det(\mathcal{S}(x), \mathcal{T}(x)) \) is constant on \( \mathbb{T} \), equal to \( \pm d_0 \) for some \( d_0 \geq 0 \).

If \( d_0 > 0 \), let \( \sigma = \pm 1 \) be chosen such that \( d_0^{-1/2}(\mathcal{S}, \sigma \mathcal{T}) \) conjugates \( (\alpha, S_E^V) \) to \( (\alpha, \Id) \). Otherwise, there exist \( \psi: \mathbb{T} \to \mathbb{C} \) with \( |\psi| = 1 \) and \( V: \mathbb{T} \to \mathbb{R}^2 \setminus \{0\} \) such that \( U^{(1)} = \psi V \) on \( \mathbb{T} \). By (32), we have

\[
S_E^V(x) V(x) = \frac{\psi(x + \alpha)}{\psi(x)} V(x + \alpha), \quad \forall \ x \in \mathbb{T},
\]

hence \( \frac{\psi(x + \alpha)}{\psi(x)} \in \mathbb{R} \). By the minimality of \( x \mapsto x + \alpha \), we deduce that \( \psi|_{\mathbb{T}} \equiv e^{2\pi i \theta_0} \in \mathbb{C} \) for some \( \theta_0 \in \mathbb{R} \). The map

\[
V: z \mapsto e^{\pi i(nz - 2\theta_0)} U(z)
\]

is analytic on \( \{|z| < \frac{\epsilon_1}{2\pi} \} \) and satisfies

\[
S_E^V(z) V(z) = V(z + \alpha), \quad \forall \ z \in \mathbb{C}/\mathbb{Z} \text{ with } |z| < \frac{\epsilon_1}{2\pi}.
\]

**Proposition 4.1.** For any \( r \in (0, \frac{\epsilon_1}{2\pi}) \), there is \( k_1 = k_1(\alpha, r_0, r) > 0 \) such that for any \( E \in \Sigma_{r, \alpha} \) satisfying \( 2\rho(\alpha, S_E^V) - k_\alpha \in \mathbb{Z} \text{ with } |k| \geq k_1 \), there exist \( U \in C_r^\ast(\mathbb{T}, \text{PSL}(2, \mathbb{R})) \), \( \varphi \in \mathbb{R} \) and \( n = n(k) \in \mathbb{Z} \) with \( |n| \geq \frac{|k|}{r} \) such that

\[
U(\cdot + \alpha)^{-1} S_E^V(\cdot) U(\cdot) = \begin{pmatrix} 1 & \varphi \\ 0 & 1 \end{pmatrix}.
\]

Moreover, for any \( r'' \in (0, r] \), \( |U|_{r''} \leq C_4 e^{2\pi r'' |n|} \) for some \( C_4 = C_4(\alpha, r_0, r'') > 0 \).

**Proof.** Fix \( r \in (0, \frac{\epsilon_1}{2\pi}) \), choose some \( \delta \in (0, \frac{\epsilon_1}{2\pi} - \pi r) \), and set \( h := r + \frac{\delta}{r} \). Recall that \( |\tilde{u}_j| \leq 1 \), for all \( j \in \mathbb{Z} \). In view of (31) and (33), for any \( r'' \in (0, h] \), there exists \( C_4' = C_4'(\alpha, r_0, r'') > 0 \) such that for \( |n| \) sufficiently large, we have

\[
|V|_{r''} \leq 4|n| e^{5\pi r'' |n|} + 4C_1 e^{\pi r'' |n|} \sum_{j \geq 2|n|} e^{-(\epsilon_1 - 2\pi r'') j} \leq C_4' e^{5(\pi r'' + \delta) |n|}.
\]

Let us now show the lower bounds on \( V \). Set \( I := [-2|n| + 1, 2|n| - 1] \) and consider the trigonometric polynomial \( u^I: z \mapsto \sum_{j \in I} \tilde{u}_j e^{2\pi i j z} \). We define \( U^I, V^I \) accordingly, for \( u^I \) in place of \( u \). By (31), for any \( r'' \in (0, h] \), we have

\[
|U - U^I|_{r''} \leq \frac{4C_1}{1 - e^{-(\epsilon_1 - 2\pi r'')}} e^{-2(\epsilon_1 - 2\pi r'') |n|}.
\]
Given any analytic function \( f \) defined on the strip \( \{ |z| < \frac{d}{2\pi} \} \), any \( |y| \leq h \), let \( f_y : x \mapsto f(x + iy), x \in \mathbb{T} \). Recall that \( \int_{\mathbb{T}} u_y(x)dx = \widehat{u}_0 = 1 \). By (37), we thus get

\[
\int_{\mathbb{T}} |U_y^I(x)| dx \geq \int_{\mathbb{T}} U_y(x)dx - \frac{4C_1}{1 - e^{-(\epsilon_1 - 2\pi h)|n|}} \geq \frac{3}{4}
\]

for \( |n| \geq n_1(\alpha, \epsilon_1, h) \) large enough. Let us denote by \((\widehat{v}_j)_{j \in \mathbb{Z}}\) the Fourier coefficients of \( V \), and let \( \chi_I \) be the characteristic function of \( I \). We get

\[
S_E^V(\cdot) U^I(\cdot) = e^{2\pi i \theta} U^I(\cdot + \alpha) + e^{2\pi i \theta} \left( g(\cdot) \right)
\]

for some function \( g \in C^\omega(\mathbb{T}, \mathbb{C}) \) whose Fourier coefficients \((\widehat{g}_j)_{j \in \mathbb{Z}}\) satisfy

\[
\widehat{g}_j = \chi_I(j) (E - 2 \cos 2\pi (\theta + j\alpha)) \widehat{u}_j - \sum_{l \in \mathbb{Z}} \chi_I(j - l) \widehat{u}_{j-l} \widehat{v}_l.
\]

Since \( \bar{H}\widehat{u} = E\widehat{u} \), we also have

\[
\widehat{g}_j = -\chi_{\mathbb{Z}\setminus I}(j) (E - 2 \cos 2\pi (\theta + j\alpha)) \widehat{u}_j + \sum_{l \in \mathbb{Z}} \chi_{\mathbb{Z}\setminus I}(j - l) \widehat{u}_{j-l} \widehat{v}_l.
\]

If \( E \in \Sigma_{V, \alpha} \), then \( |E| \leq 2 + |V|_\mathbb{T} \leq 2 + c_0 r_0^3 \). By (31) and (40), we therefore obtain

\[
|g|_{r''} \leq \sum_{j \in \mathbb{Z}} \chi_{\mathbb{Z}\setminus I}(j) (4 + c_0 r_0^3) C_1 e^{-(\epsilon_1 - 2\pi r'')|j|} + \sum_{j, l \in \mathbb{Z}} \chi_{\mathbb{Z}\setminus I}(j - l)c_0 r_0^3 C_1 e^{-(\epsilon_1 - 2\pi r'')|j - l|} e^{-2\pi (r_0 - r'')|l|}
\]

\[
\leq C_1 (4 + c_0 r_0^3) \left( 1 + \sum_{l \in \mathbb{Z}} e^{-2\pi (r_0 - r'')|l|} \right) \sum_{|j| \geq 2|n|} e^{-(\epsilon_1 - 2\pi r'')|j|} \leq C'_2(\alpha, r_0, r'') e^{-2(\epsilon_1 - 2\pi r'')|n|}.
\]

Together with (39), this implies that for all \( z \in \mathbb{C}/\mathbb{Z} \) with \( |3z| \leq r'' \leq h \), all \( m \geq 1 \):

\[
|U^I(z + m\alpha)| \leq |A_m(z)| |U^I(z)| + \sum_{j=1}^m |A_{m-j}(z + j\alpha)| \cdot C_2 e^{-2(\epsilon_1 - 2\pi r'')|n|}.
\]

To get a lower bound on \( V \), we will use the following result of Avila-Jitomirskaya.

**Lemma 4.1** (Theorem 6.1 in [6]). Let \( \ell \geq 1 \) and \( 1 \leq p \leq \lfloor q_{\ell+1}/q_\ell \rfloor \). If \( P \) has essential degree\(^6\) at most \( pq_\ell - 1 \) and \( x_0 \in \mathbb{T} \), then for some absolute constant \( K_0 > 0 \),

\[
|P|_\mathbb{T} \leq K_0 e^{K_0 p} \sup_{0 \leq m \leq pq_\ell - 1} |P(x_0 + ma)|.
\]

Choose \( \ell \geq 1 \) and \( 1 \leq p \leq \lfloor q_{\ell+1}/q_\ell \rfloor \) such that \( (p-1)q_\ell - 1 \leq 4|n| < pq_\ell - 1 \leq q_{\ell+1} \). In particular, under the assumption \( \beta(\alpha) = 0 \), it implies that

\[
|P|_\mathbb{T} \leq K_0 e^{a(n)} \sup_{0 \leq m \leq 4|n| + q_\ell} |P(x + ma)| \leq K_0 e^{a(n)} \sup_{0 \leq m \leq 8|n|} |P(x + ma)|.
\]

---

\(^6\)Recall that a trigonometric polynomial \( P_\lambda : \mathbb{T} \rightarrow \mathbb{C} \) has essential degree at most \( d \geq 1 \) if its Fourier coefficients outside an interval of length \( d \) are vanishing.
Since $U^I$ has essential degree at most $4\|n\|$, by Lemma 4.1, for any $x \in T$, we have
\[
|U^I_y|_T \leq K n^{-\delta} |n| \sup_{0 \leq m \leq 8\|n\|} |U^I_y(x + m\alpha)|, \quad \forall \ |y| \leq r''.
\]

Let us show that for any $\delta > 0$, there exists $C_3' = C_3'(\alpha, r_0, r'', \delta) > 0$ such that
\[
\inf_{|\alpha| \leq r''} |U^I(\alpha)| \geq 2C_3' e^{-2\pi|\alpha|}\|n\|.
\]

Else for some $\delta' \in (0, \frac{\delta}{2\pi} - r'')$, we would have $|U^I_y(x)| \leq e^{-4\pi\delta'|n|}$ for $|n|$ arbitrarily large, and $y = y(n) \in [-r'', r'']$. We deduce from Corollary 2.1, (41) and (42) that $|U_y(z)|^T \leq e^{-2\pi\delta'|\alpha|} \leq \frac{1}{2}$ for $|n|$ large enough, which contradicts (38). Combining with (33) and (37), for $\delta > 0$ arbitrarily small, we get
\[
\inf_{|\alpha| \leq r''} |\mathcal{V}(\alpha)| \geq C_3'' e^{-\pi(\delta + r'')\|n\|}, \quad \forall \ r'' \in (0, h).
\]

Applying Theorem 4.1 to $\mathcal{V}$, combining with (36) and (44), we deduce that there exists $U_1 = (\mathcal{V}, \mathcal{W}) \in C^\omega_h(T, \text{PSL}(2, \mathbb{C}))$ such that for all $r'' \in (0, h)$,
\[
|U_1|^r'' \leq C_4'(\alpha, r_0, r'', \delta)e^{7\pi(r'' + \delta)}\|n\|.
\]

Indeed, one can choose $U_1 \in C^\omega_h(T, \text{PSL}(2, \mathbb{R}))$, since $\mathcal{V}|T$ takes values in $\mathbb{R}^2 \setminus \{0\}$, then one only need to replace $U_1$ by $U_1 = (\mathcal{V}, \tilde{\mathcal{W}})$, with $\tilde{\mathcal{W}}: z \mapsto \frac{1}{2}(\mathcal{W}(z) + \mathcal{W}(\bar{z}))$.

By (34), there exists $\varphi^{(1)} \in C^\omega_h(T, \mathbb{R})$ such that
\[
U_1(\cdot + \alpha)^{-1} S_E^\varphi(\cdot) U_1(\cdot) = \begin{pmatrix} 1 & \varphi^{(1)}(\cdot) \\ 0 & 1 \end{pmatrix}.
\]

By (45) and (46), we have:
\[
|\varphi^{(1)}|_h \leq (4 + c_0 r_0^3) (C_4')^2 e^{14\pi(h + \delta)}\|n\|.
\]

Since $\beta(\alpha) = 0$, we can solve the cohomological equation
\[
\phi(z + \alpha) - \phi(z) = \varphi^{(1)}(z) - \int_T \varphi^{(1)}(x) \, dx,
\]
with $\int_T \phi(x) \, dx = 0$. Moreover, $\phi \in C^\omega_T(T, \mathbb{R})$, and for any $r'' \in (0, r)$, one has
\[
|\phi|^r'' \leq C_5'(\alpha, r_0, r'', \delta)e^{14\pi(r'' + \delta)}\|n\|.
\]

Let $U := U_1 \begin{pmatrix} 1 & \phi \\ 0 & 1 \end{pmatrix}$ and $\varphi := \int_T \varphi^{(1)}(x) \, dx$. (46) and (47) implies that
\[
U(\cdot + \alpha)^{-1} S_E^\varphi(\cdot) U(\cdot) = \begin{pmatrix} 1 & \varphi \\ 0 & 1 \end{pmatrix}.
\]

Obviously, $U \in C^\omega_h(T, \text{PSL}(2, \mathbb{R}))$. By (45) and (48), we get the estimate
\[
|U|^r'' \leq C_4(\alpha, h_0, r'') e^{22\pi r''\|n\|}, \quad \forall \ r'' \in (0, r).
\]

To find a relation between $k$ and $n = n(k)$, we estimate the topological degree of the conjugacy map $U$. Recall that $2\rho(\alpha, S_E^\varphi) = k\alpha \in \mathbb{Z}$, and then, by (49), we have $|k| = |\text{deg}U|$. Since $x \mapsto \begin{pmatrix} 1 & \phi(x) \\ 0 & 1 \end{pmatrix}$ is homotopic to the identity, we also know that
Let $|k| = |\deg U_1|$. Thus, it remains to estimate $\deg U_1$. For this purpose, we look at the degree of the first column $V : \mathbb{T} \to \mathbb{R}^2 \setminus \{0\}$ of $U_1$. By (44), for any $\delta > 0$,

$$
\inf_{x \in \mathbb{T}} |V(x)| \geq e^{-\pi \delta |n|}
$$

for all sufficiently large $|n|$. Consider the truncated vector $V^f$ as defined above. Since $V(z) = e^{\pi i (nz - 2\theta_0)} U(z)$, we deduce from (37) that

$$
|V - V^f|_{\mathbb{T}} \leq \frac{4C_1}{1 - e^{-c_1}} e^{-2\pi_1 |n|}.
$$

Comparing with (50), for any sufficiently large $|n|$, we obtain

$$
|V(x) - V^f(x)| \leq |V(x)|, \quad \forall x \in \mathbb{T}.
$$

By Rouché’s theorem, we deduce that $\deg V = \deg V^f$. Consider a coordinate of $V^f$ which is not identically vanishing. It is a trigonometric polynomial of degree less than $4|n|$, so it has at most $4|n|$ zeros in $\mathbb{T}$, and we get $|\deg V| \leq 4|n|$. Therefore, for $|k|$ sufficiently large, we conclude that $|k| = |\deg U_1| \leq 4|n|$.

Let us now estimate the size of $\varphi$. We will first need the following.

**Proposition 4.2.** Let $\{n_l\}_l$ be the set of resonances of $\theta$. For any $\delta \in (0, \frac{s_1}{20\pi})$, there exist constants $C'_i = C'_i(\alpha, r_0, \delta) > 0$, $i = 6, 7, 8$, such that the following holds. There exists $B \in C^\omega(\mathbb{T}, \text{PSL}(2, \mathbb{C}))$ with $|B|_{\psi_1} \leq C_3 e^{\delta |n_l|}$ such that

$$
B(\cdot + \alpha)^{-1} S_E^V(\cdot) B(\cdot) = \begin{pmatrix} e^{2\pi i \theta} & 0 \\ 0 & e^{-2\pi i \theta} \end{pmatrix} + \begin{pmatrix} \beta_1(\cdot) & \beta(\cdot) \\ \beta_3(\cdot) & \beta_4(\cdot) \end{pmatrix},
$$

with $|\beta_j|_{\psi_1} \leq C_7 e^{-(\frac{s_1}{10} - 2\pi \delta) |n_l|}$ for $j = 1, 3, 4$ and $|\beta|_{\mathbb{T}} \leq C_8 e^{-(\frac{s_1}{10} - 2\pi \delta) |n_l|}$.

**Proof.** Without loss of generality, we assume in the following that $n_l \geq 0$. Let $u^J : z \mapsto \sum_{j \in J} \hat{u}_j e^{2\pi i jz}$ and $U^J : z \mapsto \begin{pmatrix} e^{2\pi i \theta} u^J (z) \\ u^J (z - \alpha) \end{pmatrix}$, where $J := [-\frac{n_l}{4}, \frac{n_l}{4}]$. Consequently, we have

$$
S_E^V(\cdot) U^J(\cdot) = e^{2\pi i \theta} U^J(\cdot + \alpha) + e^{2\pi i \theta} \begin{pmatrix} g^*(\cdot) \\ 0 \end{pmatrix}
$$

for some analytic function $g^* \in C^\omega(\mathbb{T}, \mathbb{C})$ whose Fourier coefficients $(\hat{g}_j^*)_{j \in \mathbb{Z}}$ satisfy

$$
\hat{g}_j^* = \chi_J(j) (E - 2 \cos 2\pi (\theta + j \alpha)) \hat{u}_j - \sum_{m \in \mathbb{Z}} \chi_J(j - m) \hat{u}_{j-m} \hat{v}_m.
$$

Since $\hat{H} \hat{u} = E \hat{u}$, we also have

$$
\hat{g}_j^* = -\chi_{\mathbb{Z} \setminus J}(j) (E - 2 \cos 2\pi (\theta + j \alpha)) \hat{u}_j + \sum_{m \in \mathbb{Z}} \chi_{\mathbb{Z} \setminus J}(j - m) \hat{u}_{j-m} \hat{v}_m.
$$

Let us assume that $j \notin J$, i.e., $|j| > \frac{n_l}{4}$. By (31), and since $2n_{\ell - 1} = o(\frac{n_l}{4})$ we have $|\hat{u}_{j-m}| \leq C_1 e^{-c_1 |j-m|}$ for $\frac{n_l}{4} < |j-m| < \frac{n_l}{2}$, while $|\hat{u}_{j-m}| \leq 1$ in other cases.
Besides, $|\tilde{v}_m| \leq c_0 r_0^3 e^{-2\pi r_0|m|}$ for all $m \in \mathbb{Z}$. Thus, we deduce from (53) that
\[
|\tilde{g}_j| \leq \sum_{|j-m| \leq n_l/\pi} |\tilde{u}_{j-m}||\tilde{v}_m| + \sum_{n_l/\pi < |j-m| \leq n_l/4} |\tilde{u}_{j-m}||\tilde{v}_m|
\]
\[
\leq c_0 r_0^3 \left( \sum_{|m| \geq |j| - n_l/\pi} e^{-2\pi r_0|m|} + \sum_{n_l/\pi < |j-m| \leq n_l/4} C_1 e^{-\epsilon_1 |j-m|} e^{-2\pi r_0|m|} \right)
\]
\[
\leq c_0 r_0^3 \left( \frac{nl}{2} C_1 e^{-\epsilon_1 n_l} + \sum_{|m| \geq n_l/4} e^{-2\pi r_0|m|} \right)
\]
\[
\leq C_9 e^{-\epsilon_1 n_l}
\]
for some constant $C_9 = C_9'(\alpha, r_0) > 0$. Similarly, if $j \in J$, by (54) we get
\[
|\tilde{g}_j| \leq \sum_{n_l/4 \leq |j-m| < n_l/2} |\tilde{u}_{j-m}||\tilde{v}_m| + \sum_{|j-m| \geq n_l/2} |\tilde{u}_{j-m}||\tilde{v}_m|
\]
\[
\leq c_0 r_0^3 \left( \frac{nl}{2} C_1 e^{-\epsilon_1 n_l} + \sum_{|m| \geq n_l/4} e^{-2\pi r_0|m|} \right)
\]
\[
\leq C_{10} e^{-\epsilon_1 n_l}
\]
for some constant $C_{10} = C_{10}'(\alpha, r_0) > 0$. We thus obtain
\[
\sup_{|3z| \leq |\beta_1|} |S_E^V(z) U^J(z) - e^{2\pi i \theta} U^J(z + \alpha)| = |g^*|_{\beta_1} \leq C_{11}(\alpha, r_0) e^{-\epsilon_1 n_l}.
\]
Arguing as in (43), we deduce that for any $\delta > 0$, one has
\[
\inf_{|3z| \leq |\beta_1|} |U^J(z)| \geq C_{12}(\alpha, r_0, \delta) e^{-\delta n_l}.
\]
On the other hand, since $|\tilde{u}_j| \leq C_1 e^{-\epsilon_1 |j|}$ for $2n_{l-1} \leq |j| \leq \frac{1}{2} n_l$\footnote{In the case of an almost Mathieu operator $H_{\lambda, a, \theta}$ with $\lambda < 1$, then by Theorem 2.2, for all $r \in (0, -\frac{\ln \lambda}{2\pi})$ and for $m > 0$ arbitrarily small, we have $|\tilde{u}_j| \leq C_1 e^{-2\pi r |j|}$ for $2n_{l-1} + m n_l \leq |j| \leq \frac{1}{2} n_l$, which is also sufficient for our purpose.}, $|\tilde{u}_j| \leq 1$ in other cases, and since $n_{l-1} = o(n_l)$, we also have
\[
\sup_{|3z| \leq |\beta_1|} |U^J(z)| \leq C_{13}(\alpha, r_0, \delta) e^{\delta n_l}.
\]
Combining (55)–(57), and by Theorem 4.1, we can define $U_2 \in C_{\beta_1}^{\alpha} (\mathbb{T}, \text{PSL}(2, \mathbb{C}))$ with $U^J$ as first column which satisfies
\[
U_2(\cdot + \alpha)^{-1} S_E^V(\cdot) U_2(\cdot) = \begin{pmatrix} e^{2\pi i \theta} & 0 \\ 0 & e^{-2\pi i \theta} \end{pmatrix} + \begin{pmatrix} \tilde{\beta}_1(\cdot) & \varphi(2)(\cdot) \\ \beta_3(\cdot) & \tilde{\beta}_4(\cdot) \end{pmatrix}.
\]
Besides, we have $|U_2|_{\beta_1} \leq C_{14}(\alpha, r_0, \delta) e^{\delta n_l}$, $|\varphi(2)|_{\beta_1} \leq C_{15}(\alpha, r_0, \delta) e^{2\delta n_l}$, and for $j = 1, 3, 4$, $|\tilde{\beta}_j|_{\beta_1} \leq C_{16}(\alpha, r_0) e^{-\epsilon_1 n_l}$.
Let us write \( \varphi^{(2)}(z) = \sum_j \hat{\varphi}_j e^{2\pi jz} \), and let \( \tau \) satisfy
\[
\varphi^{(2)}(z) - e^{-2\pi i\theta} \tau(z + \alpha) + e^{2\pi i\theta} \tau(z) = \sum_{|j| \geq n_1} \hat{\varphi}_j e^{2\pi jz}.
\]
We have \( \tau(z) = \sum_{|j| < n_1} \hat{\varphi}_j e^{2\pi jz} \), where \( \hat{\varphi}_j := \frac{-\hat{\varphi}_j e^{-2\pi ij\theta}}{1 - e^{2\pi ij\theta - j\theta}} \). By the assumption \( \beta(\alpha) = 0 \), and the definition of resonances, for \( j \neq n_1 \), we have
\[
\|2\theta - j\alpha\|_T \geq \|(j - n_1)\alpha\|_T -\|2\theta - n_1\alpha\|_T \geq e^{-\alpha(j - n_1)} - e^{-\epsilon_0 n_1} \geq \frac{1}{2} e^{-\alpha(j - n_1)}.
\]
Therefore, we deduce that \( |\tau|_h \leq C'_{17}(\alpha, r_0, \delta) e^{2\delta n_1} \).

Let \( B := U_2 \begin{pmatrix} 1 & \tau \\ 0 & 1 \end{pmatrix} \) conjugate the initial cocycle to the following:
\[
B(\cdot + \alpha)^{-1} S_E^V(\cdot) B(\cdot) = \begin{pmatrix} e^{2\pi i\theta} & 0 \\ 0 & e^{-2\pi i\theta} \end{pmatrix} \begin{pmatrix} \beta_1(\cdot) & \beta_2(\cdot) + \varsigma(\cdot) \\ \beta_3(\cdot) & \beta_4(\cdot) \end{pmatrix}
\]
with \( \varsigma : z \mapsto \sum_{|j| \geq n_1} \hat{\varphi}_j e^{2\pi jz}, \beta_1(\cdot) := \bar{\beta}_1(\cdot) - \bar{\beta}_3(\cdot) \tau(\cdot + \alpha), \beta_3(\cdot) := \bar{\beta}_3(\cdot), \beta_4(\cdot) := \bar{\beta}_4(\cdot) + \bar{\beta}_3(\cdot) \tau(\cdot + \alpha) \) and
\[
\beta_2(\cdot) := \bar{\beta}_1(\cdot) \tau(\cdot) - \bar{\beta}_4(\cdot) \tau(\cdot + \alpha) + \bar{\beta}_3(\cdot) \tau(\cdot) \tau(\cdot + \alpha).
\]
By the estimates on \( \bar{\beta}_1, \bar{\beta}_3, \bar{\beta}_4 \), we have \( |\beta_j|_{20} \leq C'_{19}(\alpha, r_0, \delta) e^{-(\frac{\delta}{2\theta} - 4\delta)n_1} \) for all \( j = 1, 2, 3, 4 \). On the other hand,
\[
|\varsigma|_T \leq \sum_{|j| \geq n_1} |\varphi(2)|_h e^{-\frac{\delta}{2\theta} |j|} \leq C'_{19}(\alpha, r_0, \delta) e^{-(\frac{\delta}{2\theta} - 2\delta)n_1},
\]
which concludes. \( \square \)

Let us apply the previous result for \( n_1 = n \) when \( 2\theta - na \in \mathbb{Z} \). According to Proposition 4.2, for any \( \delta > 0 \), there exists \( C'_{20} = C'_{20}(\alpha, r_0, \delta) > 0 \) such that
\[
\sup_{0 \leq t \leq \frac{r_1|n|}{|\tau|}} |A_t|_T \leq C'_{20} e^{\delta|n|}.
\]
On the other hand, for any \( l \in \mathbb{N} \), we obtain by iterating (49):
\[
\begin{pmatrix} 1 & l \varphi \\ 0 & 1 \end{pmatrix} = U(\cdot + l\alpha)^{-1} A_l(\cdot) U(\cdot).
\]
Take \( l := \left\lfloor \frac{r_1|n|}{|\tau|} \right\rfloor \). By Proposition 4.1, \( |U|_T, |U^{-1}|_T \leq C'_{21} e^{\delta|n|} \) for some \( C'_{21} = C'_{21}(\alpha, r_0, \delta) > 0 \), and by (59), \( |A_t|_T \leq C'_{20} e^{\delta|n|} \). We conclude that \( e^{\frac{r_1|n|}{|\tau|}} |\varphi| \leq C'_{20}(C'_{21})^2 e^{3\delta|n|} \), and the desired estimate on \( \varphi \) follows. \( \square \)

**Remark 4.1.** The readers should compare our Proposition 4.2 with Theorem 3.8 in [1]. In Theorem 3.8 in [1], we only know that \( \beta(z) \) has exponential decay, while the decay rate is very small. However, in our result, \( \beta(z) \) has a large and explicit decay, which allows us to show that \( \varphi \) has large exponential decay.
4.2. Quantitative almost reducibility – almost Mathieu case. For almost Mathieu operators, we have the following improved result.

**Theorem 4.3.** Let \( \alpha \in \mathbb{R} \) satisfy \( \beta(\alpha) = 0 \). If \( 0 < \lambda < 1 \), then for any \( r \in (0, -\frac{1}{2\pi} \ln \lambda) \), \( E \in \Sigma_{\lambda, \alpha} \), the following holds on \( \{|3z| < r\} \):

1. either \((\alpha, S_E^\lambda)\) is almost reducible to \((\alpha, R_\theta)\) for some \( \theta = \theta(E) \in \mathbb{R} \): for any \( \varepsilon > 0 \), there exists \( U \in C^\omega_r(\mathbb{T}, \text{PSL}(2, \mathbb{R})) \) such that
   \[
   |U(\cdot + \alpha)^{-1}S_E^\lambda(\cdot)U(\cdot) - R_\theta|_r < \varepsilon;
   \]

2. or \((\alpha, S_E^\lambda)\) is reducible:
   a. if \( 2\rho(\alpha, S_E^\lambda) - j\alpha \notin \mathbb{Z} \) for any \( j \in \mathbb{Z} \), then \((\alpha, S_E^\lambda)\) is reducible to \((\alpha, R_\theta)\) for some \( \theta = \theta(E) \in \mathbb{R} \);
   b. if \( 2\rho(\alpha, S_E^\lambda) - k\alpha \notin \mathbb{Z} \) for some \( k \in \mathbb{Z} \), then there is \( k_2 = k_2(\lambda, \alpha, r) > 0 \) such that if \( |k| \geq k_2 \), then there exist \( \varphi \in \mathbb{R}\setminus\{0\} \) and \( U \in C^\omega_r(\mathbb{T}, \text{PSL}(2, \mathbb{R})) \) such that
   \[
   U(\cdot + \alpha)^{-1}S_E^\lambda(\cdot)U(\cdot) = \begin{pmatrix} 1 & \varphi \\ 0 & 1 \end{pmatrix};
   \]
   and there is \( n = n(k) \in \mathbb{Z} \) with \( |n| \geq \frac{|k|}{2\pi} \), such that \( |\varphi| \leq C_5 e^{-2\pi r^\prime n|n|} \) for some \( C_5 = C_5(\lambda, \alpha, r) > 0 \) and for any \( 0 < r^\prime \leq r \), \( |U|_{r^\prime} \leq C_6 e^{2\pi r^\prime n|n|} \) for some \( C_6 = C_6(\lambda, \alpha, r^\prime) > 0 \).

**Proof.** Fix \( 0 < r < -\frac{\ln \lambda}{2\pi} \), and set \( \tilde{r} := \frac{1}{2}\left(-\frac{\ln \lambda}{2\pi} + r\right) \). Hence \( -\frac{\ln \lambda}{2\pi} - \tilde{r} = \tilde{r} - r \). The proof that follows is similar to those of Proposition 4.1 and Proposition 4.2, but with the improved estimates obtained in Theorem 2.2 for almost Mathieu operators. For any \( E \in \Sigma_{\lambda, \alpha} \), there exist \( \theta = \theta(E) \in \mathbb{R} \) and \((\tilde{u}_j)_{j \in \mathbb{Z}}\) satisfying \( \tilde{H}_{\lambda, \alpha, \theta} \tilde{u} = E \tilde{u} \) with \( \tilde{u}_0 = 1 \) and \( |\tilde{u}_j| \leq 1 \) for every \( j \in \mathbb{Z} \). Let us denote by \( \{n_i\}_i \) the set of \( e_0 \)-resonances of \( \theta \). We fix \( \eta \in (0, \frac{\pi}{4(\ln \lambda)} - \frac{\pi}{4(\ln \lambda)}) \) sufficiently small and let \( \delta \in (-\eta, \pi(\frac{r - \tilde{r}}{4})) \). By Theorem 2.2, there exists \( N_0 \geq 0 \) such that for \( |n_i| \geq N_0 \), we have

\[
|\tilde{u}_j| \leq e^{-2\pi \eta |j|}, \quad \forall \ 2|n_{i-1}| + \eta|n_i| < |j| < \frac{1}{2}|n_i|.
\]

Let \( n_i \geq N_0 \) and set \( J := [-|n_i| + 2, |n_i| - 2] \). We define \( u^J: z \mapsto \sum_{j \in J} \tilde{u}_j e^{2\pi i j z} \) and \( U^J: z \mapsto \begin{pmatrix} e^{2\pi i \theta} u^J(z) \\ u^J(z - \alpha) \end{pmatrix} \). Then

\[
S_E^\lambda(\cdot)U^J(\cdot) = e^{2\pi i \theta} U^J(\cdot + \alpha) + e^{2\pi i \theta} \begin{pmatrix} g^*(\cdot) \\ 0 \end{pmatrix}
\]

for some analytic function \( g^* \) whose Fourier coefficients \((\tilde{g}_j^*)_{j \in \mathbb{Z}}\) satisfy

\[
\tilde{g}_j^* = \chi_J(j)(E - 2\cos 2\pi(\theta + j\alpha)) \tilde{u}_j - \lambda \sum_{m=\pm 1} \chi_J(j - m) \tilde{u}_{j-m}.
\]

Since \( \tilde{H} \tilde{u} = E \tilde{u} \), we also have

\[
\tilde{g}_j^* = -\chi_{\mathbb{Z}L}(j)(E - 2\cos 2\pi(\theta + j\alpha)) \tilde{u}_j + \lambda \sum_{m=\pm 1} \chi_{\mathbb{Z}L}(j - m) \tilde{u}_{j-m}.
\]
Applying either (61) or (62), we see that \( \widehat{g}^*_j = 0 \) if \( |\bar{j}| \notin (\lfloor \frac{m}{P} \rfloor, \lceil \frac{m}{P} \rceil) \). Then by (60), there exists a constant \( c'_1 = c'_1(\lambda, \alpha, \bar{r}) > 0 \) such that

\[
\inf_{|3z| \leq \bar{r}} |S^j(\bar{z}) U^j(z) - e^{2\pi i \theta} U^j(z + \alpha)| = |g^*_| \leq c'_1 e^{-\pi(\frac{\ii \alpha}{\ii \pi \bar{r}} - r)} = c'_1 e^{-\pi(\bar{r} - r)}.
\]

Similarly to (56) and (57), we deduce that

\[
c'_2(\alpha, \lambda, \delta, \bar{r}) e^{-\delta n_t} \leq \inf_{|3z| \leq \bar{r}} |U^j(z)| \leq \sup_{|3z| \leq \bar{r}} |U^j(z)| \leq c'_3(\alpha, \lambda, \delta, \bar{r}) e^{\delta n_t}.
\]

As previously in (58), we can define \( U_2 \in C^\omega_\bar{r}(\bar{T}, \text{PSL}(2, \mathbb{C})) \) with first column \( U^j \) such that

\[
U_2(\cdot + \alpha)^{-1} S_E^\omega(\cdot) U_2(\cdot) = \begin{pmatrix} e^{2\pi i \theta} & 0 \\ 0 & e^{-2\pi i \theta} \end{pmatrix} + \begin{pmatrix} \bar{\beta}_1(\cdot) & \varphi(2)(\cdot) \\ \bar{\beta}_3(\cdot) & \bar{\beta}_4(\cdot) \end{pmatrix}
\]

for some function \( \varphi(2) : z \mapsto \sum_j \widehat{\varphi}_j e^{2\pi i j z} \). Besides, \( |U_2|_{\bar{r}} \leq c'_4(\alpha, \lambda, \delta, \bar{r}) e^{\delta n_t} \), \( |\varphi(2)|_{\bar{r}} \leq c'_5(\alpha, \lambda, \delta, \bar{r}) e^{2\delta n_t} \), and for \( j = 1, 3, 4 \), \( |\bar{\beta}_j|_{\bar{r}} \leq c'_6(\alpha, \lambda, \delta, \bar{r}) e^{-\pi(\bar{r} - r)} \).

Consequently, one can define \( B \in C^\omega_\bar{r}(\bar{T}, \text{PSL}(2, \mathbb{C})) \) such that

\[
B(\cdot + \alpha)^{-1} S_E^\omega(\cdot) B(\cdot) = \begin{pmatrix} e^{2\pi i \theta} & 0 \\ 0 & e^{-2\pi i \theta} \end{pmatrix} + \begin{pmatrix} \beta_1(\cdot) & \beta_2(\cdot) + \varsigma(\cdot) \\ \beta_3(\cdot) & \beta_4(\cdot) \end{pmatrix}
\]

with \( |B|_{\bar{r}} \leq c'_7(\alpha, \lambda, \delta, \bar{r}) e^{2\delta n_t} \) and \( |\beta_j|_{\bar{r}} \leq c'_8(\alpha, \lambda, \delta, \bar{r}) e^{-\pi(\bar{r} - r) - 4\delta n_t} \) for all \( j = 1, 2, 3, 4 \). Moreover, \( \varsigma(z) := \sum_{|j| \geq n_t} \widehat{\varphi}_j e^{2\pi i j z} \). Therefore, we have

\[
|\varsigma|_{\bar{r}} \leq \sum_{|j| \geq n_t} |\varphi(2)|_{\bar{r}} e^{-2\pi(\bar{r} - r)} \leq c'_9(\alpha, \lambda, \delta, \bar{r}) e^{-\pi(\bar{r} - r) - 4\delta n_t}.
\]

If \( \theta \) is \( \epsilon_0 \)-resonant, which means that the collection \( \{n_t\} \) is infinite, then we set

\[
U := \frac{1}{1 + \epsilon} \begin{pmatrix} i & -1 \\ i & 1 \end{pmatrix} \in C^\omega_\bar{r}(\bar{T}, \text{PSL}(2, \mathbb{R})),
\]

so that

\[
|U(\cdot + \alpha)^{-1} S_E^\omega(\cdot) U(\cdot) - R_\theta|_{\bar{r}} \leq c'_9(\alpha, \lambda, \delta, \bar{r}) e^{-\pi(\bar{r} - r) - 4\delta n_t}.
\]

This concludes the proof of the almost reducibility statement in (1).

Assume now that \( \theta \) is not \( \epsilon_0 \)-resonant, then \( \theta = \pm (\alpha, S_E^\omega) + \frac{k' \alpha}{2} \) for some \( k' \in \mathbb{Z} \) (see Remark 4.2 in [6]). If \( 2\rho(\alpha, S_E^\omega) - j \alpha \notin \mathbb{Z} \) for all \( j \in \mathbb{Z} \), then \( 2\theta - j \alpha \notin \mathbb{Z} \) for all \( j \in \mathbb{Z} \). Theorem 4.3 (a) actually follows from Theorem 2.5 of [6]. Now if \( 2\rho(\alpha, S_E^\omega) - k \alpha \in \mathbb{Z} \) for some \( k \in \mathbb{Z} \), we thus have \( 2\theta - n \alpha \in \mathbb{Z} \) for some \( n = n(k) \in \mathbb{Z} \). As in Proposition 4.1, there exist \( \bar{U} \in C^\omega_\bar{r}(\bar{T}, \text{PSL}(2, \mathbb{C})) \), \( \varphi \in \mathbb{R} \) such that

\[
U^j \lambda(\cdot + \alpha)^{-1} S_E^\omega(\cdot) U^j = \begin{pmatrix} 1 & \varphi \\ 0 & 1 \end{pmatrix}.
\]

Note that the case \( \varphi = 0 \) cannot happen. Otherwise \( \widehat{\Lambda}_{\lambda, \alpha, \theta} \) would have an eigenvalue with two linearly independent eigenvectors in \( l^2(\mathbb{Z}) \), which is impossible by the limit-point character of Schrödinger operators. The estimate on \( \bar{U} \) and the relation between \( k \) and \( n \) are obtained as in Proposition 4.1. To estimate \( \varphi \), we argue as in the proof of Theorem 4.2, but using the following improved version of Proposition 4.2 in the case of almost Mathieu operators.

\[ \square \]
Lemma 4.2. Assume that $2\theta - n\alpha \in \mathbb{Z}$ for some $n \in \mathbb{Z}$. For any $\delta \in (0, \frac{\ln \lambda}{6\pi})$, there exist $c'_i = c'_i(\alpha, \lambda, \delta) > 0$, $i = 10, 11, 12$, and there exists $B \in C^\omega(\mathbb{T}, \text{PSL}(2, \mathbb{C}))$ with $|B|_{\frac{\ln \lambda}{6\pi}} \leq c_{10}^\delta |n|$ such that

$$B(\cdot + \alpha)^{-1}S_E^B(\cdot)B(\cdot) = \begin{pmatrix} e^{2\pi i \theta} & 0 \\ 0 & e^{-2\pi i \theta} \end{pmatrix} + \begin{pmatrix} \beta_1(\cdot) & \beta(\cdot) \\ \beta_3(\cdot) & \beta_4(\cdot) \end{pmatrix},$$

with $|\beta_j|_{\frac{\ln \lambda}{6\pi}} \leq c'_{11} e^{-(-\frac{\ln \lambda}{6\pi} - 2\pi \delta)|n|}$ and $|\beta|_T \leq c'_{12} e^{-(-\frac{\ln \lambda}{6\pi} - 2\pi \delta)|n|}$.

Proof. Set $h := -\frac{\ln \lambda}{6\pi}$ and let $\delta > 0$ be taken arbitrarily small. With the same notations as above, for $|n|$ which is large enough, (63) becomes now

$$|g^*|_h \leq c'_1(\alpha, \lambda, \delta) e^{-2\pi(h-\delta)|n|}.$$ 

Consequently, (64) holds with $|B|_h \leq c'_1(\alpha, \lambda, \delta) e^{\delta|n|}$, $|\beta_j|_h \leq c'_3(\alpha, \lambda, \delta) e^{-2\pi(h-\delta)|n|}$, for $j = 1, 2, 3, 4$, while

$$|s|_T \leq \sum_{|j| \geq |n|} |\varphi^{(2)}|_h e^{-2\pi h|j|} \leq c'_4(\alpha, \lambda, \delta) e^{-2\pi(h-\delta)|n|},$$

which concludes. \qed

5. Global to local reduction

In this section, we extend the reducibility results for Schrödinger cocycles, which were obtained previously for small potentials, to the global subcritical regime.

5.1. General subcritical potential. We first consider typical $V \in C^\omega(\mathbb{T}, \mathbb{R})$ such that $\Sigma_{V,\alpha}$ presents the structure given in Theorem 2.3. We denote by $\{I_i\}_{1 \leq i \leq m}$ the intervals such that the energies in $\Sigma_{V,\alpha} \cap I_i$ are subcritical, and by $\{J_i\}_{1 \leq i \leq m'}$ (the number $m'$ of intervals can be $m - 1$, $m$ or $m + 1$) the intervals such that the energies in $\Sigma_{V,\alpha} \cap J_i$ are supercritical. Let $\Sigma_{V,\alpha}^{\text{sup}} := \bigcup_i (\Sigma_{V,\alpha} \cap I_i)$ and $\Sigma_{V,\alpha}^{\text{sub}} := \bigcup_i (\Sigma_{V,\alpha} \cap J_i)$.

Let us focus on the case where $E \in \Sigma_{V,\alpha}^{\text{sub}}$. By Theorem 2.4, the Schrödinger cocycle $(\alpha, S_E^V)$ is almost reducible. While almost reducibility allows one to conjugate the dynamics of a cocycle close to constant, it is convenient to have the conjugated cocycle in Schrödinger form, since many results (particularly those depending on Aubry duality) are obtained only in this setting.

Proposition 5.1. Let $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ satisfy $\beta(\alpha) = 0$. There exists $h_1 = h_1(V, \alpha) > 0$ such that for any $\eta > 0$, $E \in \Sigma_{V,\alpha}^{\text{sub}}$, one can find $\Phi_E \in C^\omega(\mathbb{T}, \text{PSL}(2, \mathbb{R}))$ with $|\Phi_E|_{h_1} < \Lambda$ for some $\Lambda = \Lambda(V, \alpha, \eta, h_1) > 0$, $E_\ast = E_\ast(E)$ locally constant (as a function of $E$), and $V_\ast = V_\ast(E) \in C^\omega_{R_1}(\mathbb{T}, \mathbb{R})$, $|V_\ast|_{h_1} < \eta$, such that

$$\Phi_E(\cdot + \alpha)^{-1}S_E^{V\ast}(\cdot)\Phi_E(\cdot) = S_{E_\ast}^{V\ast}(\cdot).$$

Remark 5.1. The crucial fact in this proposition is that we can choose $h_1$ to be independent of $E$ and $\eta$, and choose $\Gamma$ to be independent of $E$.

Proof. The key ingredient for us is the following:

Lemma 5.1 (Avila-Jitomirskaya [7]). Let $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ and $A \in C^\omega_{R_1}(\mathbb{T}, \text{SL}(2, \mathbb{R}))$ for some $h_0 > 0$, such that $(\alpha, A)$ is almost reducible. There exists $h_0 \in (0, h_\ast)$ such
that for any $\eta > 0$, one can find $V \in C^\omega_h(T, \mathbb{R})$ with $|V|_{h_0} < \eta$, $E \in \mathbb{R}$, and $Z \in C^\omega_h(T, \text{PSL}(2, \mathbb{R}))$ such that

$$Z(\cdot + \alpha)^{-1}A(\cdot)Z(\cdot) = S^V_E(\cdot).$$

Moreover, for every $0 < h < h_0$, there is $\delta > 0$ such that if $A' \in C^\omega_h(T, \text{SL}(2, \mathbb{R}))$ satisfies $|A - A'|_h < \delta$, then there exist $V' \in C^\omega_h(T, \mathbb{R})$ with $|V'|_h < \eta$ and $Z' \in C^\omega_h(T, \text{PSL}(2, \mathbb{R}))$ such that $|Z - Z'|_h < \eta$ and

$$Z'(\cdot + \alpha)^{-1}A'(\cdot)Z'(\cdot) = S^V_{E'}(\cdot).$$

For any $E_0 \in \Sigma_{V, \alpha}^{\text{sub}}$, the cocycle $(\alpha, S^V_{E_0})$ is subcritical, hence almost reducible by Theorem 2.4. Fix $\eta > 0$. By Lemma 5.1, there is $h_0 = h_0(E_0, V, \alpha) > 0$, such that one can find $V_*(E_0) \in C^\omega_h(T, \mathbb{R})$ with $|V_*(E_0)|_{h_0} \leq \eta$, $E_* = E_*(E_0) \in \mathbb{R}$ and $\Psi_{E_0} \in C^\omega_h(T, \text{PSL}(2, \mathbb{R}))$ with $|\Psi_{E_0}|_{h_0} \leq \bar{\Lambda}$ for $\bar{\Lambda} = \bar{\Lambda}(V, \alpha, \eta, h_0, E_0) > 0$ such that

$$\Psi_{E_0}(\cdot + \alpha)^{-1}S^V_{E_0}(\cdot)\Psi_{E_0}(\cdot) = S^V_{E_*}(\cdot).$$

Moreover, for every $0 < h < h_0$, there exists $\delta > 0$ such that for any $E \in (E_0 - \delta, E_0 + \delta)$, one can find $\Psi_E \in C^\omega_h(T, \text{PSL}(2, \mathbb{R}))$ with $|\Psi_E - \Psi_{E_0}|_h \leq \eta$, and $V'(E) \in C^\omega_h(T, \mathbb{R})$ with $|V'(E)|_h \leq \eta$ satisfying

$$\Psi_E(\cdot + \alpha)^{-1}S^V_E(\cdot)\Psi_{E}(\cdot) = S^V_{E_*}(\cdot).$$

By Theorem 2.3, $\Sigma_{V, \alpha}^{\text{sub}}$ is compact, by compactness argument, we obtain $h_1 = h_1(V, \alpha)$ and $\Lambda = \Lambda(V, \alpha, \eta, h_1)$, both independent of $E$, such that for any $E \in \Sigma_{V, \alpha}^{\text{sub}}$, there exist $\Phi_E \in C^\omega_{h_1}(T, \text{PSL}(2, \mathbb{R}))$ with $|\Phi_E|_{h_1} < \Lambda$, and $V_* = V_*(E) \in C^\omega_{h_1}(T, \mathbb{R})$ with $|V_*(E)|_h < \eta$, such that (66) holds.

**Corollary 5.1.** Let $\alpha \in \mathbb{R}\setminus\mathbb{Q}$ satisfy $\beta(\alpha) = 0$. There exist $h_1 = h_1(V, \alpha) > 0$, $0 < c = c(V, \alpha) < h_1$, $k = k(V, \alpha) > 0$, such that for any $E \in \Sigma_{V, \alpha}^{\text{sub}}$ satisfying $2\rho(\alpha, S^V_E) - k\alpha \in \mathbb{Z}$ with $|k| \geq k$, there exist $Y \in C^\omega_{\pi}(T, \text{PSL}(2, \mathbb{R}))$ and $\varphi \in \mathbb{R}$ s.t.

$$Y(\cdot + \alpha)^{-1}S^V_E(\cdot)Y(\cdot) = \begin{pmatrix} 1 & \varphi \\ 0 & 1 \end{pmatrix}.$$

Moreover, there is $n = n(k) \in \mathbb{Z}$ satisfying $|n| \geq |k|/5$ such that $|\varphi| \leq C e^{-c|n|}$ and $|Y|_{r''} \leq C T(V, \alpha, r'') e^{22\pi r''|n|}$, $\forall r'' \in (0, \frac{c}{2\pi})$.

**Proof.** Let $(\eta_n)_n$ be a sequence of positive numbers going to zero. For any $E \in \Sigma_{V, \alpha}^{\text{sub}}$, we can apply Proposition 5.1 and get $h_1 = h_1(V, \alpha) > 0$, $\Lambda_n = \Lambda_n(V, \alpha, \eta_n, h_1) > 0$, $\Phi^n_E \in C^\omega(T, \text{PSL}(2, \mathbb{R}))$, $E^n = E^n(E) \in \mathbb{R}$ and $V^n = V^n(E) \in C^\omega_h(T, \mathbb{R})$ such that

$$\Phi^n_E(\cdot + \alpha)^{-1}S^V_{E^n}(\cdot)\Phi^n_{E^n}(\cdot) = S^V_{E^n}(\cdot),$$

with $|\Phi^n_E|_{h_1} < \Lambda_n$ and $|V^n|_{h_1} < \eta_n$. Note that since $h_1(V, \alpha)$ is fixed, one can always find $N_* = N_*(h_1)$ large enough such that $\eta_{N_*} \leq c_0 h^3_1$, where $c_0 > 0$ is the absolute constant given by Theorem 2.1. It follows that $|\Phi^n_{E^n}|_{h_1} \leq \Lambda = \Lambda(V, \alpha, c_0 h^3_1, h_1)$. By footnote 5 of [2], $|\deg \Phi^n_{E^n}| \leq C |\ln \Lambda|$ with $C = C(V, \alpha)$ independent of $E$. 
Assume that $2\rho(\alpha, S_E^{V_\infty}) - k\alpha \in \mathbb{Z}$. We abbreviate $E_* = E^{N_\ast}(E)$, $V_* = V^{N_\ast}(E)$, and $k_* = \deg \Phi_{E_*}^{N_\ast}$. Then $2\rho(\alpha, S_E^{V_*}) - (k - k_*)\alpha \in \mathbb{Z}$. Clearly, $E_* \in \Sigma_{V_\ast, \alpha}$ since uniform hyperbolicity is invariant under conjugacy, and then $(\alpha, S_E^{V_*})$ is not uniformly hyperbolic. Applying Theorem 4.2, we thus get

Moreover, we use Theorem 4.3, for any sequence of positive numbers $(\eta_n)$ such that

$$\Phi_{E_*}^{N_\ast}(\cdot)U(\cdot) = \begin{pmatrix} 1 & \varphi \\ 0 & 1 \end{pmatrix}.$$

Moreover, if $|k - k_*| \geq k_1$, then we have

$$|\varphi| \leq C_3(\alpha, h_1, \frac{c}{2\pi})e^{-\frac{\pi}{n}|n|} < C(V, \alpha)e^{-\frac{\pi}{n}|n|}$$

and for any $r'' \in (0, \frac{c}{2\pi})$,

$$|U|_{r''} \leq C_4(\alpha, h_1, r'')e^{22\pi r''|n|}$$

for some $n$ satisfying $|\deg U| = |k - k_*| \leq 4|n|$. Set $Y := \Phi_{E_*}^{N_\ast}U$. Thus, if

$$|k| \geq k_1 + C\ln \Lambda := \tilde{k}(V, \alpha),$$

and hence $|k - k_*| \geq k_1$, then

$$|\deg Y| \leq |k| \leq |k_*| + |k - k_*| \leq C\ln \Lambda + 4|n| \leq 5|n|.$$

Furthermore,

$$|Y|_{r''} \leq \Lambda(V, \alpha, c_0h_1^3, h_1)C_4(\alpha, h_1, r'')e^{22\pi r''|n|} \leq C_7(V, \alpha, r'')e^{22\pi r''|n|}.$$

Finally, let us emphasize that the constants $c = c(h_1)$, $C_3 = C_3(\alpha, h_1, \epsilon)$, which come from almost localization estimates, only depend on the sizes of the strip, but not on the potential $V$, thus not on our choice of $E$. It is the main reason why the estimates we get are uniform with respect to $k$. \qed

5.2. Almost Mathieu operator. Now we focus on the subcritical almost Mathieu operator. Compared with Corollary 5.1, we obtain even stronger results for $\alpha \in \text{DC}$:

**Proposition 5.2.** Let $\alpha \in \text{DC}$. Given $0 < \lambda < 1$, we consider the operator $H_{\lambda, \alpha, \theta}$. For any $E \in \Sigma_{\lambda, \alpha}$ satisfying $2\rho(\alpha, S_E^V) - k\alpha \in \mathbb{Z}$ with $k \in \mathbb{Z}\setminus\{0\}$, for any $0 < r < \frac{1}{2\pi}|\ln \lambda|$, there exist $U \in C_\infty(\mathbb{T}, \text{PSL}(2, \mathbb{R}))$ and $\varphi \in \mathbb{R}\setminus\{0\}$ such that

$$U(\cdot + \alpha)^{-1}S_E^\lambda(\cdot)U(\cdot) = \begin{pmatrix} 1 & \varphi \\ 0 & 1 \end{pmatrix}.$$

Moreover, there exist $C_8, C_9 > 0$, depending on $\lambda, \alpha, r$, such that $|\varphi| \leq C_8e^{-2\pi r|k|}$ and for any $r'' \in (0, r)$, $|U|_{r''} \leq C_9e^{3\pi r''|k|}$.

**Proof.** Assume that $\alpha \in \text{DC}$. Fix $r \in (0, \frac{1}{2\pi}|\ln \lambda|)$. Let $\tilde{r} := \frac{1}{2}(-\frac{\ln \Lambda}{2\pi} + r)$. By Theorem 4.3, for any sequence of positive numbers $(\eta_n)_n$ going to zero, there are $\Phi_{E}^{\infty}(\cdot, \text{PSL}(2, \mathbb{R})), F_n \in C^\infty(\mathbb{T}, \text{SL}(2, \mathbb{R}))$ and $\phi_n = \phi_n(E) \in \mathbb{T}$ such that

$$\Phi_{E}^{\infty}(\cdot + \alpha)^{-1}S_E^\lambda(\cdot)\Phi_{E}^{\infty}(\cdot) = R_{\phi_n} + F_n(\cdot),$$

with $|F_n|_{\tilde{r}} < \eta_n/2$ and $|\Phi_{E}^{\infty}(\cdot, \text{PSL}(2, \mathbb{R}))|_{\tilde{r}} < \Gamma_n$ for some $\Gamma_n = \Gamma_n(\lambda, \alpha, \eta_n, \tilde{r}, E) > 0$. As a consequence, for any $E' \in \mathbb{R}$, one has

$$\left|\Phi_{E}^{\infty}(\cdot + \alpha)^{-1}S_E^\lambda(\cdot)\Phi_{E}^{\infty}(\cdot) - R_{\phi_n}\right|_{\tilde{r}} < \frac{\eta_n}{2} + |E - E'|\left|\Phi_{E}^{\infty}(\cdot, \text{PSL}(2, \mathbb{R}))\right|_{\tilde{r}}.$$
It follows that with the same $\Phi^n_E$, we have $|\Phi^n_E(x+\alpha)^{-1}S^\lambda_E(x)\Phi^n_E(x) - R_{\phi_n}| < \eta_n$ for any energy $E'$ in a neighborhood $U(E)$ of $E$.

One can always take $N_\alpha$ large enough such that $\eta_{N_\alpha} \leq \varepsilon_*(\gamma, \tau, \tilde{r}, r, 1)$, where $\varepsilon_*(\gamma, \tau, \tilde{r}, r, 1)$ is define in Theorem 3.2 (see also Remark 3.1). It follows that

$$|\Phi^n_{N_\alpha}| \leq \Gamma := \Gamma(E, \lambda, \alpha, \eta_{N_\alpha}, \tilde{r}, E).$$

By the compactness of $\Sigma_{\lambda, \alpha}$, $\Gamma > 0$ can be chosen independently of $E$.

Let $k_* := \deg \Phi^n_{N_\alpha}$, the assumption $2\rho(\alpha, S^k_E) - k\alpha \in \mathbb{Z}$ implies $2\rho(\alpha, R_{\phi_{N_\alpha}} + F_{N_\alpha}) - (k - k_*)\alpha \in \mathbb{Z}$. Since we have chosen $\eta_{N_\alpha} \leq \varepsilon_*(\gamma, \tau, \tilde{r}, r, 1)$, then by Theorem 3.2, we get $\phi \in \mathbb{R}$ and $W \in C^\omega(T, \text{PSL}(2, \mathbb{R}))$ such that

$$W(\cdot + \alpha)^{-1}(R_{\phi_{N_\alpha}} + F_{N_\alpha}(\cdot))W(\cdot) = \begin{pmatrix} 1 & \phi \\ 0 & 1 \end{pmatrix}.$$  

Letting $U := \Phi^n_{N_\alpha}W \in C^\omega(T, \text{PSL}(2, \mathbb{R}))$, we have (67). Moreover,

$$|\phi| \leq \varepsilon_* 2^2 e^{2\pi r|k_*|} e^{-2\pi r|k|} \leq C_8(\lambda, \alpha, r) e^{-2\pi r|k|},$$

$$|U|_{p'} \leq \Gamma \cdot D_1 e^{2\pi r|k_*|} e^{2\pi r|k|} \leq C_9(\lambda, \alpha, r) e^{2\pi r'|k|}, \quad \forall \, r'' < 0, r'.

The above inequalities follows since by (68) and footnote 5 of [2], we have $|\deg \Phi^n_{N_\alpha}| \leq C|\ln \Gamma|$. \hfill \Box

6. Gap estimates via Moser-Pöschel argument

We consider the quasi-periodic Schrödinger operator on $\ell^2(\mathbb{Z})$:

$$(H_{V,\alpha,\theta} u)_n = u_{n+1} + u_{n-1} + V(\theta + n\alpha)u_n,$$

with $\alpha \in \mathbb{T}^d$ such that $(1, \alpha)$ is rationally independent, and $V \in C^\omega(\mathbb{T}^d, \mathbb{R})$ non-constant. Based on Moser-Pöschel argument [39], we will estimate the size of the spectral gap $G_k(V) = (E^-_k, E^+_k)$ via quantitative reducibility of corresponding Schrödinger cocycle at its edge points.

Now we assume that the cocycle $(\alpha, S^V_{E^+_k})$ is reducible, i.e., there exist $X \in C^\omega(\mathbb{T}^d, \text{PSL}(2, \mathbb{R}))$ for some $0 < R < 1$ and a constant matrix $B$, such that

$$X(\cdot + \alpha)^{-1}S^V_{E^+_k}(\cdot)X(\cdot) = B.$$ 

Since $E^+_k \in \Sigma_{V, \alpha}$ is a right edge point of a gap, $(\alpha, S^V_{E^+_k})$ is reduced to a constant parabolic cocycle $B = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$ with $0 \leq \zeta < 1$. Recall that $\zeta = 0$ if and only if the corresponding gap is collapsed. We will show that the size of gap is determined by $X$ and $\zeta$.

For any $0 < \delta < 1$, a direct calculation yields

$$X(\cdot + \alpha)^{-1}S^{V}_{E^+_k - \delta}(\cdot)X(\cdot) = B - \delta P(\cdot)$$

with

$$P(\cdot) := \begin{pmatrix} X_{11}(\cdot)X_{12}(\cdot) - \zeta X^2_{11}(\cdot) & -\zeta X_{11}(\cdot)X_{12}(\cdot) + X^2_{12}(\cdot) \\ -X^2_{11}(\cdot) & -X_{11}(\cdot)X_{12}(\cdot) \end{pmatrix}.$$ 

Obviously,

$$|P|_{r''} \leq (1 + \zeta)|X|_{r''}^2 < 2|X|_{r''}^2, \quad \forall \, r'' \in (0, R].$$

\hfill \Box
In fact, moving the energy $E$ from the right end of the gap $E^+_k$ to $E^+_k - \delta$, we can determine the other edge point of the spectral gap according to the variation of the rotation number $\rho(\alpha, X(\cdot + \alpha)^{-1}S^V_{E^+_k - \delta}(\cdot)X(\cdot))$. Note that the rotation number of the constant cocycle $(\alpha, B)$ vanishes since $B$ is parabolic. Then, as shown symbolically in Figure 1, we have the following:

- If the rotation number of $(\alpha, X(\cdot + \alpha)^{-1}S^V_{E^+_k - \delta_1}(\cdot)X(\cdot))$ is positive, then $E^+_k - \delta_1$ is beyond the left edge of $G_k(V)$, thus $|G_k(V)| \leq \delta_1$.
- If the rotation number of $(\alpha, X(\cdot + \alpha)^{-1}S^V_{E^+_k - \delta_2}(\cdot)X(\cdot))$ vanishes, then $E^+_k - \delta_2$ is still in $G_k(V)$ and hence $|G_k(V)| \geq \delta_2$.

Of course, one can estimate the size of spectral gap $G_k(V)$ similarly by starting from the left edge point $E^-_k$.

Although we focus on the case of a Diophantine frequency, our approach also works for a Liouvillean frequency. For any rationally independent $\alpha \in \mathbb{T}^d$, we set

$$\beta = \beta(\alpha) := \limsup_{k \to \infty} \frac{1}{|k|} \ln \frac{1}{\| (k, \alpha) \|_\mathbb{T}},$$

which is a generalization of (7) to the multi-frequency case. For convenience, we let

$$D_{\alpha,R} := 2 + 40 \sum_{n \in \mathbb{Z}^d} e^{-R - 3|\beta||n|/2} \frac{e^{-(R+3|\alpha|)|n|/2}}{|e^{(n,\alpha)} - 1|^3},$$

which is finite if $R > 3|\beta|$. For $\tau > d - 1$, let

$$D_{\tau} := 2^{4\tau+9} \Gamma(4\tau + 2).$$

In the following, we first apply one standard KAM step to the cocycle $(\alpha, B - \delta P(\cdot))$, which is the starting point of our estimate on the size of the gap.

**Lemma 6.1.** Given $\alpha \in \mathbb{T}^d$ with $R > 3|\beta| \geq 0$. We have the following:

1. If $0 < \delta < D_{\alpha,R}^{-1}|X|_R^{-2}$, then there exist $\tilde{X} \in \mathcal{C}_{R-3|\beta|}^{\omega}(\mathbb{T}^d, \text{SL}(2, \mathbb{R}))$ and $P_1 \in \mathcal{C}_{R-3|\beta|}^{\omega}(\mathbb{T}^d, \text{gl}(2, \mathbb{R}))$ such that

$$\tilde{X}(\cdot + \alpha)^{-1}(B - \delta P(\cdot))\tilde{X}(\cdot) = e^{b_0 - \delta b_1} + \delta^2 P_1(\cdot),$$
Indeed, by identifying the Fourier coefficients of the two sides of (75), we have
\begin{equation}
\hat{Y}_{21}(n) = \frac{\hat{G}_{21}(n)}{e^{\epsilon(n,\alpha) - 1}}, \\
\hat{Y}_{11}(n) = \frac{\hat{G}_{11}(n) + \zeta \hat{Y}_{21}(n)}{e^{\epsilon(n,\alpha) - 1}}, \\
\hat{Y}_{12}(n) = \frac{\hat{G}_{12}(n) - \zeta (1 + e^{\epsilon(n,\alpha)}) \hat{Y}_{11}(n)}{e^{\epsilon(n,\alpha) - 1}}, \quad \forall \, n \in \mathbb{Z}^d \setminus \{0\}.
\end{equation}
Hence, by the decay property of the Fourier coefficient \( \hat{G}(n) \), we have
\begin{equation}
|Y|_{R-\delta} = \sum_{n \in \mathbb{Z}^d} |\hat{Y}(n)| e^{R-\delta|n|} \leq \frac{1}{2} (D_{\alpha,R} - 2) \delta |P|_R.
\end{equation}
In the same manner as in Proposition 2 of [29], for \( \tilde{X} := e^Y \), we have
\[ \tilde{X} (\cdot + \alpha)^{-1} (B - \delta P(\cdot)) \tilde{X}(\cdot) = B e^{[G]} + \tilde{P}(\cdot), \]
where
\[ \tilde{P}(\cdot) := BY(\cdot) - Y(\cdot + \alpha)B - B[G] - \delta P(\cdot) + \sum_{m+n \geq 2} \frac{1}{m!} (-Y(\cdot + \alpha))^m B \frac{1}{n!} Y(\cdot)^n \]
\[ + \delta \sum_{m+n \geq 1} \frac{1}{m!} (-Y(\cdot + \alpha))^m P(\cdot) \frac{1}{n!} Y(\cdot)^n + B \sum_{n \geq 2} \frac{1}{n!} [G]^n. \]
Obviously, $|\tilde{X} - \text{Id}|_{R-\frac{3\beta}{2}} \leq 2|Y|_{R-\frac{3\beta}{2}} \leq D_{\alpha,R} \delta |P|_R$. Since $\sum_{m+n=k} \frac{k^2}{m!n!} = 2k$ and $|G|_R \leq \delta |P|_R$, we get

$$\left| \sum_{m+n\geq 2} \frac{1}{m!}(\cdot)Y(x)^m \right|_{R-\frac{3\beta}{2}} \leq (D_{\alpha,R} - 2)^2 \delta^2 |P|^2_R,$$

$$\left| \delta \sum_{m+n\geq 1} \frac{1}{m!}(\cdot)^m Y(x)^n \right|_{R-\frac{3\beta}{2}} \leq (D_{\alpha,R} - 2) \delta^2 |P|^2_R,$$

$$\left| \sum_{n\geq 2} \frac{1}{n!}[G]^n \right|_{R-\frac{3\beta}{2}} \leq \delta^2 |P|^2_R.$$

Note that (75) implies $BY(\cdot) - Y(\cdot + \alpha)B - B[G] - \delta P(\cdot) = 0$. We thus get

$$|\tilde{P}|_{R-\frac{3\beta}{2}} \leq D_{\alpha,R}^2 \delta^2 |P|^2_R.$$

With $\tilde{P}_1 := \delta^{-2} \tilde{P} + \sum_{j\geq 2} \frac{(-\delta)^{j-2}}{j!} B[B^{-1}P]^j$, we have

$$B e^{[G]} + \tilde{P}(\cdot) = B - \delta [P] + \delta^2 \tilde{P}_1(\cdot).$$

By a direct calculation, we can see that

$$B - \delta [P] = \text{Id} + (b_0 - \delta b_1) - \frac{\delta}{2}(b_0b_1 + b_1b_0).$$

Then, with $P_1 := \tilde{P}_1 - \frac{1}{2}\delta b_1 - \delta^{-2} \sum_{j\geq 3} \frac{1}{j!}(b_0 - \delta b_1)^j$, we obtain (72). Note that $b_0$ is nilpotent. Thus, combining with (69), we get (73).

If $\alpha \in \text{DC}_\gamma(\gamma, \tau)$, then, by (76), we have

$$\left| Y \right|_{\frac{3\beta}{2}} \leq 10 \delta |P|_R \sum_{n \in \mathbb{Z}^d} \frac{e^{-\frac{B|x|}{2}}}{|e^{(n,\alpha)} - 1|^3} \leq 20 \gamma^{-3} \delta |P|_R \sum_{n \in \mathbb{Z}^d} |n|^{3\tau} e^{-\frac{B|x|}{2}} \leq 40 \gamma^{-3} \delta |P|_R \int_0^{+\infty} x^{d-1} x^{3\tau} e^{-\frac{B|x|}{2}} dx,$$

where the above integral can be estimated as

$$\int_0^{+\infty} x^{d-1} x^{3\tau} e^{-\frac{B|x|}{2}} dx \leq 2 + \int_0^{+\infty} x^{3\tau} e^{-\frac{B|x|}{2}} dx \leq 2^{d+2}\Gamma(4\tau + 2) \cdot R^{-(4\tau+1)}.$$

The rest proof of (74) is similar to that of (73). \qed

Since $\tilde{X}$ is homotopic to identity by construction, we have

$$\rho(\alpha, B - \delta P(\cdot)) = \rho(\alpha, e^{b_0 - \delta b_1} + \delta^2 P_1(\cdot)).$$

Let $d(\delta) := \det(b_0 - \delta b_1)$. By a direct calculation, we get

$$d(\delta) = -\delta |X_{11}^2| + \delta^2 \left( |X_{11}^2| |X_{12}^2| - |X_{11}X_{12}|^2 \right).$$

As we will see, $d(\delta)$ is the key quantity in our estimates on the size of the gaps.
6.1. Criterion for quantitative bounds of spectral gaps. In this subsection, we give a criterion to obtain bounds on the size of the gaps in terms of the information provided by quantitative reducibility. With this criterion at our disposal, the exponential decay of the spectral gaps in various settings follows at once.

**Theorem 6.1.** Let \( \alpha \in \mathbb{T}^d \) with \( R > 3\beta(\alpha) \geq 0, \kappa \in (0, \frac{1}{4}) \), and \( V \in C^\omega(\mathbb{T}^d, \mathbb{R}) \) be a non-constant function. Let \( E \) be an edge point of the spectral gap \( G(V) \). Assume that there are \( \zeta \in (0, \frac{1}{2}) \) and \( X \in C^\omega_R(\mathbb{T}^d, \text{PSL}(2, \mathbb{R})) \) such that

\[
X(\cdot + \alpha)^{-1} S_E^V(\cdot) X(\cdot) = \begin{pmatrix} 1 & \zeta \\ 0 & 1 \end{pmatrix}.
\]

Then the following holds:

1. If

\[
|X|_{R, \zeta} \leq 10^{-5} D_{\alpha,R},
\]

then \( \zeta^{1+\kappa} \leq |G(V)| \leq \zeta^{1-\kappa} \), where \( D_{\alpha,R} \) is the constant defined in (70).

2. In particular, for \( \alpha \in DC_{\delta}(\gamma, \tau) \), if

\[
|X|_{R, \zeta} \leq 10^{-5} D_{\tau}^{-4} \gamma^{12} R^{4(4\tau+1)},
\]

then \( \zeta^{1+\kappa} \leq |G(V)| \leq \zeta^{1-\kappa} \), where \( D_{\tau} \) is the constant defined in (71).

**Remark 6.1.** We remark that the optimal condition for reducibility at the edge points of spectral gaps was assumed to be \( R > 2\beta(\alpha) \), which was first conjectured by Avila-Jitomirskaya [5]. For technical reasons, we have to require \( R > 3\beta(\alpha) \) in this approach (due to Lemma 6.1).

Before giving the proof of Theorem 6.1, we first make some technical preparations:

**Lemma 6.2.** For any \( X \in C^\omega(\mathbb{T}^d, \text{PSL}(2, \mathbb{R})) \), \( [X^2_{11}] \geq (2|X|_{\mathbb{T}^d})^{-2} \).

**Proof.** The proof is essentially contained in Lemma 4.2 of [10], we include the proof here for completeness. Let

\[
u_1(\theta) := \begin{pmatrix} X_{11}(\theta) \\ X_{21}(\theta) \end{pmatrix}, \quad \nu_2(\theta) := \begin{pmatrix} X_{12}(\theta) \\ X_{22}(\theta) \end{pmatrix}
\]

Since \( \det X(\theta) = 1 \), we have \( \|\nu_1\|_{L^2(\mathbb{T}^d)}^2 \|\nu_2\|_{L^2(\mathbb{T}^d)} > 1 \), which implies that

\[
\|X_{11}\|_{L^2(\mathbb{T}^d)}^2 + \|X_{21}\|_{L^2(\mathbb{T}^d)}^2 = \|\nu_1\|_{L^2(\mathbb{T}^d)}^2 > \|\nu_2\|_{L^2(\mathbb{T}^d)}^2 > (|X|_{\mathbb{T}^d})^{-1}.
\]

By (78), we know \( X_{21}(\cdot + \alpha) = X_{11}(\cdot) \). So \( [X^2_{11}] = \|X_{11}\|_{L^2(\mathbb{T}^d)}^2 \geq (2|X|_{\mathbb{T}^d})^{-2} \). \( \square \)

Once we have Lemma 6.2, then we have the following key observation for the transformation \( X(\cdot) \).

**Lemma 6.3.** For any \( \kappa \in (0, \frac{1}{4}) \), if

\[
|X|_{R, \zeta} \leq \frac{1}{4},
\]

then the following holds:

\[
0 < \frac{[X^2_{11}]}{[X^2_{11}][X^2_{12}] - [X_{11}X_{12}]^2} \leq \frac{1}{2} \zeta^{-\kappa},
\]

\[
[X^2_{11}][X^2_{12}] - [X_{11}X_{12}]^2 \geq 8\zeta^{2\kappa}.
\]
Proof. Assume by contradiction that

$$\frac{[X_{11}^2]}{[X_{11}^2][X_{12}^2] - [X_{11}X_{12}]^2} > \frac{1}{2}\zeta^{-\kappa}.$$  

The quadratic polynomial

$$Q(z) := [(X_{12} - zX_{11})^2] = [X_{11}^2]z^2 - 2[X_{11}X_{12}]z + [X_{12}^2]$$

attains its minimum when $$z = \frac{[X_{11}X_{12}]}{[X_{11}^2]}$$, and we have

$$Q\left(\frac{[X_{11}X_{12}]}{[X_{11}^2]}\right) = \left(\frac{[X_{11}X_{12}]}{[X_{11}^2]} - \frac{[X_{11}X_{12}]}{[X_{11}^2]}\right)^2 = \frac{[X_{11}^2][X_{12}^2] - [X_{11}X_{12}]^2}{[X_{11}^2]} < 2\zeta^\kappa.$$  

Hence, $$X_{12} = \frac{[X_{11}X_{12}]}{[X_{11}^2]}X_{11} + \sigma$$ for some $$\sigma : \mathbb{T}^d \to \mathbb{R}$$ with $$\|\sigma\| < 2\zeta^\kappa$$.

By (78), we can check that

$$X_{11}(\cdot + \alpha)X_{12}(\cdot) - X_{11}(\cdot)X_{12}(\cdot + \alpha) = 1 + \zeta X_{11}(\cdot + \alpha)X_{11}(\cdot).$$

Hence, we obtain

$$X_{11}(\cdot + \alpha)\sigma(\cdot) - X_{11}(\cdot)\sigma(\cdot + \alpha) = 1 + \zeta X_{11}(\cdot + \alpha)X_{11}(\cdot).$$

By Cauchy-Schwarz inequality and (81), we have

$$\|X_{11}(\cdot + \alpha)\sigma(\cdot) - X_{11}(\cdot)\sigma(\cdot + \alpha)\| \leq \frac{\sqrt{2}}{2}.$$  

On the other hand, $$\zeta|X_{11}(\cdot + \alpha)X_{11}(\cdot)|_{\mathbb{T}^d} \leq \frac{1}{16}\zeta^{1-\kappa}$$, which implies

$$\|(1 + \zeta X_{11}(\cdot + \alpha)X_{11}(\cdot))\| > 1 - \frac{1}{16}\zeta^{1-\kappa}.$$  

By (84) and (85), we reach a contradiction.

Combining with Lemma 6.2, we get $$[X_{11}^2] \geq \frac{1}{4}|X|_{\mathbb{T}^d}^{-2} \geq 4\zeta^\kappa$$, which implies (83).  \[\square\]

Proof of Theorem 6.1. By (77), the quantity $$d(\delta) = \det(b_0 - \delta b_1)$$ satisfies

$$d(\delta) = -\delta[X_{11}^2]\zeta + \delta^2([X_{11}^2][X_{12}^2] - [X_{11}X_{12}]^2)$$

$$= \delta([X_{11}^2][X_{12}^2] - [X_{11}X_{12}]^2)\left(\zeta - \frac{[X_{11}^2]}{[X_{11}^2][X_{12}^2] - [X_{11}X_{12}]^2}\right).$$

Fix $$\kappa \in (0, \frac{1}{4})$$, and let $$\delta_1 = \zeta^{1-\kappa}$$. If $$\zeta > 0$$ satisfies (79), then it is obvious that $$0 < \delta_1 \leq D^{-1}_{\alpha,R}|X|_{R^{-2}}$$. In particular, for $$\alpha \in \text{DC}_d(\gamma, \tau)$$, (80) implies that $$0 < \delta_1 \leq D_{\tau}^{-1}\gamma^{3}R^{1+(r)}|X|_{R^{-2}}^{-2}$$. Hence, we can apply Lemma 6.1, and conjugate the system to the cocycle $$(\alpha, e^{b_0 - \delta_1 b_1} + \delta_1^2 P_1)$$.

As shown symbolically in Figure 1, in order to show $$|G(V)| \leq \delta_1$$, it is sufficient to show that $$\rho(\alpha, e^{b_0 - \delta_1 b_1} + \delta_1^2 P_1) > 0$$. By (79) or (80), one has $$|X|_R^{\frac{3}{2}} \leq \frac{1}{4}$$. Then we can apply Lemma 6.3, and get

$$\frac{[X_{11}^2]}{[X_{11}^2][X_{12}^2] - [X_{11}X_{12}]^2} \leq \frac{1}{2}\delta_1.$$  

Hence, for $$d(\delta_1) = \det(b_0 - \delta_1 b_1)$$, we have

$$d(\delta_1) \geq \zeta^{1-\kappa} \cdot 8\zeta^{2\kappa} \cdot \frac{1}{2}\zeta^{1-\kappa} = 4\zeta^2.$$
Following the expressions of $b_0$ and $b_1$ in Lemma 6.1, we have
\begin{equation}
|b_0 - \delta_1 b_1| \leq \zeta + \delta_1 (1 + \zeta)|X| d \leq 2 \zeta^{1-\kappa}|X|^2 R.
\end{equation}

In view of Lemma 8.1 in [31], there exists $\mathcal{P} \in \text{SL}(2, \mathbb{R})$, with $|\mathcal{P}| \leq 2 \left( \frac{|b_0 - \delta_1 b_1|}{\sqrt{d(\delta_1)}} \right)^\frac{1}{2}$ such that
\[ \mathcal{P}^{-1} e^{b_0 - \delta_1 b_1} \mathcal{P} = R \sqrt{d(\delta_1)}. \]
Combining (86) and (87), we have
\[ |b_0 - \delta_1 b_1| \leq \frac{2 \zeta^{1-\kappa}|X|^2 R}{\sqrt{4\zeta^2}} = |X|^2 R \zeta^{-\kappa}. \]
Then, according to Lemma 2.1 and Lemma 6.1,
\[ |\rho(\alpha, e^{b_0 - \delta_1 b_1} + \delta_1^2 P_1) - \sqrt{d(\delta_1)}| \leq \delta_1^2 |\mathcal{P}|^2 |P_1| \leq 8D_{\alpha,R}^2 |X| R S^{-3\kappa}. \]
Under the assumption (79), combining with (86), we have
\[ 4D_{\alpha,R}^2 |X|^6 R \zeta^{1-3\kappa} < 1, \]
which implies that
\[ \rho(\alpha, e^{b_0 - \delta_1 b_1} + \delta_1^2 P_1) \geq \sqrt{d(\delta_1)} - |\rho(\alpha, e^{b_0 - \delta_1 b_1} + \delta_1^2 P_1) - \sqrt{d(\delta_1)}| > 0. \]
In particular, when $\alpha \in \text{DC}_d(\gamma, \tau)$, in view of (74), we have
\[ |\rho(\alpha, e^{b_0 - \delta_1 b_1} + \delta_1^2 P_1) - \sqrt{d(\delta_1)}| \leq 8D_{\tau \gamma}^2 \gamma^{-6} R^{-2(4\tau+1)} |X|^6 \zeta^{-3\kappa}. \]
Since (80) implies that
\[ 4D_{\tau \gamma}^2 \gamma^{-6} R^{-2(4\tau+1)} |X|^6 \zeta^{-1-3\kappa} < 1, \]
and we get $\rho(\alpha, e^{b_0 - \delta_1 b_1} + \delta_1^2 P_1) > 0$. This concludes the proof of the upper bound estimate.

Let us now consider the lower bound estimate on the size of the gap. Let $\delta_2 := \zeta^{1+\kappa}$. We are going to show that $|G(V)| \geq \delta_2$. We first note that
\[ \delta_2^2 |[X_1^2]| [X_1^2] - [X_1 X_2]^2 | \leq 2 \zeta^{2+2\kappa} |X|^4 R, \]
and, by Lemma 6.2, one has $\delta_2 [X_1^2] \zeta \geq \frac{1}{4} \zeta^{2+\kappa} |X|^2 R$. Thus, if $\zeta$ is small enough such that $|X|^6 \zeta^\kappa \leq \frac{1}{4\pi}$ (which can be deduced from (79) or (80)), then
\[ d(\delta_2) = -\delta_2 [X_1^2] \zeta + \delta_2^2 ([X_1^2] [X_1^2] - [X_1 X_2]^2) < -\frac{1}{5} \zeta^{2+\kappa} |X|^2 R, \]
and hence
\begin{equation}
\sqrt{-d(\delta_2)} > \frac{1}{\sqrt{5}} \zeta^{1+\frac{3}{2}} |X|^{-1} R.
\end{equation}
In view of Proposition 18 of [40], there exists $\mathcal{P} \in \text{SL}(2, \mathbb{R})$, with $|\mathcal{P}| \leq 2 \left( \frac{|b_0 - \delta_2 b_1|}{\sqrt{-d(\delta_2)}} \right)^\frac{1}{2}$ such that
\[ \mathcal{P}^{-1} e^{b_0 - \delta_2 b_1} \mathcal{P} = \begin{pmatrix} e^{\sqrt{-d(\delta_2)}} & 0 \\ 0 & e^{-\sqrt{-d(\delta_2)}} \end{pmatrix}. \]
Since $|X|^6 \zeta^\kappa \leq \frac{1}{8}$, we have
\[ |b_0 - \delta_2 b_1| \leq \zeta + \zeta^{1+\kappa}(1 + \zeta)|X|^2 d \leq 2\zeta, \]
and then, by (88), one has
\[
\frac{|b_0 - \delta_2 b_1|}{\sqrt{-d(\delta_2)}} \leq \frac{\sqrt{5} \cdot 2\zeta}{\zeta^{1+\frac{1}{2}}} = 2\sqrt{5}|X|_{R^2}^{-\frac{1}{2}}.
\]
By (73) of Lemma 6.1, we have
\[
P^{-1}\delta_2^2|P_1|_{(R-3\beta)/2} \leq 16\sqrt{5}D_{1,R}\zeta^{2^{\frac{3}{2}}} |X|_{R^2}^{\frac{5}{2}}.
\]
Then, under the condition (79), we have
\[
P^{-1}\delta_2^2|P_1|_{(R-3\beta)/2} \leq -d(\delta_2),
\]
consequently, the cocycle \((\alpha, e^{b_0 - \delta_2 b_1} + \delta_2^2 P_1)\) is uniformly hyperbolic, and \(E - \delta_2 \notin \Sigma_{V,\alpha}^c\), which means that \(|G(V)| \geq \zeta^{1+\kappa}\). In particular, if \(\alpha \in DC_d(\gamma, \tau)\), by (74) of Lemma 6.1, we have
\[
P^{-1}\delta_2^2|P_1|_{R/2} \leq 16\sqrt{5}D_{1,R}^{2}R^{-2(4r+1)}\zeta^{2^{\frac{3}{2}}} |X|_{R^2}^{\frac{5}{2}}.
\]
Similarly as above, under the condition (80), we have \(|G(V)| \geq \zeta^{1+\kappa}\).

6.2. Applications of the criterion – upper bound. As the first application of Theorem 6.1, for discrete quasi-periodic Schrödinger operator with small potential, we get exponentially decaying upper bounds on the size of spectral gaps. As we mentioned before, the result is perturbative for a multifrequency. However, it is non-perturbative in the case of a one-dimensional frequency.

**Corollary 6.1.** Consider the operator \(H_{V,\alpha,\theta}\) with \(V \in C^\infty_r(\mathbb{T}^d, \mathbb{R})\) non-constant.

1. If \(\alpha \in DC_d(\gamma, \tau)\), then for any \(r \in (0, r_0)\), there exists \(\varepsilon_* = \varepsilon_*(\gamma, \tau, r_0, r, d) > 0\) such that if \(|V|_{r_0} = \varepsilon_0 < \varepsilon_*\), then
   \[
   |G_k(V)| \leq \varepsilon_0^2 e^{-2\pi r|k|}, \quad \forall \; k \in \mathbb{Z}^d \setminus \{0\}.
   \]
   If \(d = 1, \beta(\alpha) = 0, \) and \(|V|_{r_0} \leq c_0 r_0^3\) with \(c_0\) the absolute constant in Theorem 2.1, then there are \(C_{10} = C_{10}(r_0, \alpha) > 0\) and \(\vartheta = \vartheta(r_0) \in (0, r_0)\) such that
   \[
   |G_k(V)| \leq C_{10} e^{-\vartheta|k|}, \quad \forall \; k \in \mathbb{Z} \setminus \{0\}.
   \]

**Proof.** We first consider the case \(\alpha \in DC_d(\gamma, \tau)\). Fix \(r \in (0, r_0)\) and set \(\tilde{r} := \frac{r_0 + r}{2}\). Write the Schrödinger cocycle \((\alpha, S_{E}^V(\cdot))\) as \((\alpha, A_E + F_0(\cdot))\), where
\[
A_E = \begin{pmatrix} E & -1 \\ 1 & 0 \end{pmatrix}, \quad F_0(\cdot) = \begin{pmatrix} -V(\cdot) & 0 \\ 0 & 0 \end{pmatrix},
\]
Since we consider the case where \(V\) is small, we have
\[
E \in \Sigma_{V,\alpha} \subset [-2 - \inf V(\theta), 2 + \sup V(\theta)] \subset [-3, 3].
\]
Then the norm of \(A_E\) is bounded uniformly with respect to \(E\). Hence one can apply Theorem 3.2 to obtain a uniform \(\varepsilon_* = \varepsilon_* (\gamma, \tau, r_0, \tilde{r}, d) > 0\) which is independent of \(E\), such that if \(|V|_{r_0} = \varepsilon_0 < \varepsilon_*\), then \((\alpha, A_E + F_0(\cdot))\) is almost reducible. Moreover, since \(2\rho(\alpha, S_{E}^V) - \langle k, \alpha \rangle \in \mathbb{Z}\), by Theorem 3.2, we have
\[
X(\cdot + \alpha)^{-1}S_{E}^V(\cdot)X(\cdot) = \begin{pmatrix} 1 & \zeta \\ 0 & 1 \end{pmatrix},
\]
with \(\zeta \leq \varepsilon_0^2 e^{-2\pi \tilde{r}|k|}\) and \(|X|^r \leq D_1(\gamma, \tau, r_0, d)e^{2\pi \tilde{r}|k|}\) for any \(r' \in (0, \tilde{r})\).
Let \( \kappa := \frac{r-r}{9\gamma} \) and \( R := \epsilon_0^{\frac{r-r}{9\gamma}} \). Then for any \( k \in \mathbb{Z}^d \setminus \{0\} \), we have
\[
|X|_{\mathcal{R}^1}^{4\kappa} \leq D_1^{14}e^{21\pi R|k|} \cdot \epsilon_0^{\frac{r-r}{9\gamma}} e^{-2\pi (r-r)|k|} \leq 10^{-5} D^{12\gamma} R^{4(4\gamma+1)}.
\]
The above inequality is possible since \( \epsilon_0 \) is sufficiently small (the smallness only depend on \( \gamma, \tau, r, \tilde{r}, d \)). Hence, by Theorem 6.1, we have
\[
|G_k(V)| \leq \zeta^{1-\kappa} \leq \epsilon_0^\frac{8\pi r}{9\gamma} e^{-2\pi (8\gamma+r)|k|} \leq \epsilon_0^\frac{2}{\gamma} e^{-2\pi |k|}, \quad \forall k \in \mathbb{Z}^d \setminus \{0\}.
\]
This concludes the proof of the first statement.

Now we consider the case where \( d = 1, \beta(\alpha) = 0 \) and \( |V|_{r_0} \leq \epsilon_0 r_0^3 \). By Theorem 4.2, there exists \( r_1 = r_1(r_0) \in (0, r_0) \), such that for any \( r \in (0, r_1) \), one has \( X \in C_r^\omega(\mathbb{T}, \text{PSL}(2, \mathbb{R})) \) and \( \zeta \in \mathbb{R} \) such that
\[
X(\cdot + \alpha)^{-1} S^V_{E^\alpha_k}(\cdot) X(\cdot) = \begin{pmatrix} 1 & \zeta \\ 0 & 1 \end{pmatrix}.
\]
Moreover, there exists \( k_1 = k_1(\alpha, r_0, r) > 0 \) such that if \( |k| \geq k_1 \), then for some \( n = n(k) \in \mathbb{Z} \) with \( |n| \geq \frac{|k|}{4} \), one has \( \zeta \leq C_3(\alpha, r_0, r) e^{-\frac{4\pi}{\gamma}|n|} \), and for any \( \zeta \), \( |X|_{\mathcal{R}} \leq C_4(\alpha, r_0, r) e^{22\pi r^2|n|} \).

Fix any \( \kappa \in (0, \frac{1}{4}) \) and let \( R := \frac{r_0}{2\tau}, \; r' := \frac{\tilde{r}}{r_1} \). By a direct calculation, if \( |k| \) is large enough (hence \( |n| \) is large enough), then
\[
|X|^{4\kappa}_R \leq C^{14} C_3^{14} e^{-\pi \tau \tilde{r}/(\frac{1}{4} \frac{4}{22})}|n| \leq 10^{-5} D^{4}_{\alpha, R}.
\]
Thus, by Theorem 6.1, we have
\[
|G_k(V)| \leq \zeta^{1-\kappa} \leq C(\alpha, r_0) e^{-\frac{\pi}{6}(1-\kappa)|n|} \leq C_1(\alpha, r_0) e^{-\frac{3\pi r_1}{24}|k|}.
\]
Modifying the constant coefficient \( C_1 \), we get the exponential upper bound for all \( k \in \mathbb{Z} \setminus \{0\} \). This thus concludes the whole proof. \( \square \)

As the second application of Theorem 6.1, we get exponential decay of the upper bounds of the spectral gaps for subcritical quasi-periodic Schrödinger operators.

**Corollary 6.2.** Consider the Schrödinger operator \( H_{V, \alpha, \theta} \) with \( \beta(\alpha) = 0 \). For a typical potential \( V \in C^\omega(\mathbb{T}, \mathbb{R}) \), there exist constants \( C, \vartheta > 0 \) depending only on \( V \) and \( \alpha \), such that
\[
|G_k(V)| \leq C e^{-\vartheta |k|}, \quad \forall k \in \mathbb{Z} \setminus \{0\} \text{ with } G_k(V) \cap \Sigma_{V, \alpha} \neq \emptyset.
\]

**Proof.** The proof is the same as that of Corollary 6.1 (2). One only needs to replace Proposition 4.2 with Corollary 5.1. \( \square \)

If we restrict ourselves to subcritical almost Mathieu operators, we obtain much better estimates:

**Corollary 6.3.** Consider the almost Mathieu operator \( H_{\lambda, \alpha, \theta} \) with \( 0 < \lambda < 1 \). For any \( 0 < \xi < 1 \), the following assertions hold.

1. For \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \) with \( \beta(\alpha) = 0 \), there exists \( C_{11} = C_{11}(\lambda, \alpha, \xi) > 0 \) such that
\[
|G_k(\lambda)| \leq C_{11}(\lambda, \alpha, \xi) \lambda^{|\xi|}, \quad \forall k \in \mathbb{Z} \setminus \{0\}.
\]

2. For \( \alpha \in \text{DC} \), there exists \( C_{12} = C_{12}(\lambda, \alpha, \xi) > 0 \) such that
\[
|G_k(\lambda)| \leq C_{12}(\lambda, \alpha, \xi) \lambda^{|\xi|}, \quad \forall k \in \mathbb{Z} \setminus \{0\}.
\]
Hence, by Theorem 6.1, we have

\[ X(\cdot + \alpha)^{-1}S_{E_0}(\cdot)X(\cdot) = \begin{pmatrix} 1 & \zeta \\ 0 & 1 \end{pmatrix} \]

with \( \zeta \leq C_5(\lambda, \alpha, \tilde{r})e^{-\frac{2\pi n}{3}|n|} \) and \(|X|_{\nu''} \leq C_6(\lambda, \alpha, \tilde{r}, \nu''e^{22\pi
\nu''|n|})\) for any \( \nu'' \in (0, \tilde{r}] \),

where \( n = n(k) \in \mathbb{Z} \) satisfies \(|n| \geq \frac{|k|}{4} \).

For any \( \xi \in (0,1) \), let \( r := \frac{\xi}{2\pi}, \tilde{r} := \frac{1}{2}(r - \frac{\ln \lambda}{2\pi}) \), \( \kappa := \frac{\tilde{r}-r}{10r} \) and \( R := \frac{\xi r}{100} \). By a direct calculation, if \( k \) is large enough (thus \( n \) is large enough too), then we have

\[ |X|^{14}_{R} \zeta^{\kappa} \leq C_7^{14} C_5^{n} e^{-\pi \kappa \frac{n \ln \lambda}{2}} \leq 10^{-5} D_{\alpha, R}. \]

Hence, by Theorem 6.1, we have

\[ |G_k(\lambda)| \leq 1^{1-\kappa} \leq C_5^{1-\kappa} e^{-\frac{2\pi n}{3}(9\tilde{r}+r)|n|} \leq C_{11}(\lambda, \alpha, \xi) \zeta^{\frac{\xi}{12}|k|}, \]

since \(|n| \geq \frac{|k|}{4} \). Modifying the constant coefficient \( C_{11} \), we get the exponential upper bound for all \( k \in \mathbb{Z} \setminus \{0\} \).

If \( \alpha \in \text{DC} \), the proof is similar to that of Corollary 6.1 (1). One only needs to replace Theorem 3.2 with Proposition 5.2 and corresponding arguments. Therefore, for any \( 0 < \alpha < -\frac{\ln \lambda}{2\pi} \), one has \(|G_k(\lambda)| \leq C_8(\lambda, \alpha, r)e^{-2\pi r|k|} \). Now for any \( 0 < \xi < 1 \), let \( r := -\frac{\xi}{2\pi} \), which gives the desired result. 

Proof. We first consider the case \( \beta(\alpha) = 0 \). If \( 2\rho(\alpha, S^E_0) - k\alpha \in \mathbb{Z} \), then by Theorem 4.3, for any \( 0 < \tilde{r} < -\frac{\ln \lambda}{2\pi} \), there exist \( X \in C_c^{\nu}(\mathbb{T}, \text{PSL}(2, \mathbb{R})) \), \( k_2 = k_2(\lambda, \alpha, \tilde{r}) > 0 \) such that if \(|k| \geq k_2 \), then we have

\[ X(\cdot + \alpha)^{-1}S_{E_0}(\cdot)X(\cdot) = \begin{pmatrix} 1 & \zeta \\ 0 & 1 \end{pmatrix} \]

for any \( \zeta < C_3(\lambda, \alpha, \tilde{r})e^{-\frac{2\pi n}{3}|n|} \) and \(|X|_{\nu''} \leq C_6(\lambda, \alpha, \tilde{r}, \nu''e^{22\pi
\nu''|n|})\) for any \( \nu'' \in (0, \tilde{r}] \),

where \( n = n(k) \in \mathbb{Z} \) satisfies \(|n| \geq \frac{|k|}{4} \).

In the same way, we can also derive a criterion to obtain quantitative upper bounds on the size of spectral gaps for continuous quasi-periodic Schrödinger operators on \( L^2(\mathbb{R}) \):

\[ (L_{V, \varpi}\psi)(x) = -\psi''(x) + V(\varpi x)\psi(x) \]

with \( V \in C_c^{\omega}(\mathbb{T}^d, \mathbb{R}) \) sufficiently small and \( \varpi \in \text{DC}_d \), \( d \geq 2 \). As the proof is the same as Theorem 6.1, we state the result without proof. In fact, as the reader can see, our result is based on Moser-Pöschel argument [39], which was first stated in the case of a continuous operator.

**Theorem 6.2** (Continuous version of Theorem 6.1 – upper bound). Consider the operator \( L_{V, \varpi} \) with \( V \in C_c^{\omega}(\mathbb{T}^d, \mathbb{R}) \) non-constant and \( \varpi \in \text{DC}_d(\gamma, \tau), d \geq 2 \). Assume that there are \( \zeta > 0 \) and \( X \in C^2_R(\mathbb{T}^d, \text{PSL}(2, \mathbb{R})) \) for some \( R > 0 \) such that

\[ \partial_{\varpi}X = \begin{pmatrix} 0 & 1 \\ V(\theta) - E & 0 \end{pmatrix} X - X \begin{pmatrix} 0 & \zeta \\ 0 & 0 \end{pmatrix}. \]

Fix \( \kappa \in (0, \frac{1}{3}) \). If \(|X|^{14}_{R} \zeta^{\kappa} \leq 10^{-5} D_{\gamma, \tau}^{4\gamma} R^{4(4\gamma+1)} \), then \(|G(V)| \leq \zeta^{1-\kappa} \).

**Theorem 6.3.** Let \( \varpi \in \text{DC}_d \) and \( V \in C_c^{\omega}(\mathbb{T}^d, \mathbb{R}) \). For any \( r \in (0, r_0) \), there exists \( \varepsilon_0 = \varepsilon_0(V, \varpi, r_0, r) > 0 \) such that if \(|V|_{r_0} < \varepsilon_0 \), then for the operator \( L_{V, \varpi} \),

\[ |G_k(V)| \leq \varepsilon_0^{\frac{2}{3}} e^{-r|k|}, \quad \forall k \in \mathbb{Z}^d \setminus \{0\}. \]

**Proof.** The proof is exactly the same as that of Corollary 6.1 (1). One only needs to replace Theorem 3.2 with Theorem 3.1, and replace Theorem 6.1 with Theorem 6.2. □
6.3. Applications of the criterion – lower bound. For general Schrödinger operators, the spectral gaps may collapse since the corresponding off-diagonal element $\zeta$ may vanish. However, this is not true for non-critical almost Mathieu operators $H_{\lambda,\alpha,\theta}$ [6, 11]. Now we further derive exponentially decaying lower bounds on the size of the gaps $G_k(\lambda)$.

**Corollary 6.4.** Consider the almost Mathieu operator $H_{\lambda,\alpha,\theta}$ with $0 < \lambda < 1$, $\alpha \in \text{DC}(\gamma, \tau)$. There exists an absolute constant $\xi > 1$ such that

$$|G_k(\lambda)| \geq C(\lambda, \alpha)\lambda^{\xi |k|}, \quad \forall k \in \mathbb{Z}\setminus\{0\}.$$  

The following proposition plays a key role in Avila-You-Zhou’s proof in solving the non-critical “Dry Ten Martini Problem” [11]. We point out that it works for all irrational frequencies while in [11] the authors mainly deal with Liouvillean frequencies.

**Proposition 6.1** (Avila-You-Zhou [11]). Let $\alpha \in \mathbb{R}\setminus\mathbb{Q}$, $0 < \lambda < 1$, $E \in \Sigma_{\lambda, \alpha}$ and $0 < R < -\frac{1}{2\pi} \ln \lambda$. There exists $T = T(R, \lambda) > 0$ such that for $\varepsilon > 0$ sufficiently small, there is no $Z \in C^\omega_R(\mathbb{T}, \text{PSL}(2, \mathbb{R}))$ satisfying

$$(89) \quad Z(\cdot + \alpha)^{-1}S_E^\lambda(\cdot)Z(\cdot) = \text{Id} + F(\cdot),$$

with $|Z|_R \leq \varepsilon^{-1}$, $|F|_R \leq \varepsilon^T$.

**Remark 6.2.** If one checks the argument in [11], it gives us $T(R, \lambda) = C'(\frac{\ln \lambda}{2\pi R})^2$ where $C'$ is a large absolute constant. If (89) in the above proposition can be promoted to reducibility, i.e.,

$$Z(\cdot + \alpha)^{-1}S_E^\lambda(\cdot)Z(\cdot) = \text{Id} + F$$

for some constant $F$, then one can actually obtain more precise estimates on $C'$.

**Proof of Corollary 6.4.** By Proposition 5.2 (2), for $r = -\frac{1}{2\pi} \ln \lambda$, and any $k \in \mathbb{Z}\setminus\{0\}$, there exist $\zeta \in \mathbb{R}$ and $X \in C^\omega_r(\mathbb{T}, \text{PSL}(2, \mathbb{R}))$ such that

$$X(\cdot + \alpha)^{-1}S_E^\lambda(\cdot)X(\cdot) = \begin{pmatrix} 1 & \zeta \\ 0 & 1 \end{pmatrix},$$

with $0 < \zeta < C_8(\lambda, \alpha)e^{-2\pi r|k|}$ and $|X|_r \leq C_9(\lambda, \alpha)e^{2\pi r|k|}$ for any $0 < r'' < r$. Then for $R := \frac{r}{2\pi}$ and $\kappa := \frac{1}{10}$, it is easy to see that for $|k|$ large enough,

$$|X|_R^{14-\kappa} \leq C_9 C_8^{\frac{1}{10}} e^{-\frac{\pi r}{10}|k|} \leq 10^{-5} D_r^{-4} \gamma^{12} R^{4(4\tau + 1)}.$$  

Hence, by Theorem 6.1, we get $|G_k(\lambda)| \geq \zeta^{\frac{11}{10}}$.

Now it suffices to obtain a lower bound on $\zeta$. By Proposition 6.1 (see also Remark 6.2), for $|k|$ large enough, we have

$$\zeta > C_9^{-T(R, \lambda)} e^{-\frac{r(T(R, \lambda))}{40\tau}|k|} > C(\lambda, \alpha)e^{-\frac{40\tau}{10\tau} \xi |k|},$$

where $\xi > 1$ is an absolute constant. As a consequence, one can conclude that

$$|G_k(\lambda)| > C(\lambda, \alpha)\lambda^{\xi |k|}.$$

By modifying the constant $C$, we get the above lower bound for every $k \in \mathbb{Z}\setminus\{0\}$. This finishes the proof of Corollary 6.4. \qed
Proof of Theorem 1.1. By Aubry duality, it is enough to consider the case where $0 < \lambda < 1$. Then the result follows from the assertion (2) of Corollary 6.3 and Corollary 6.4. \qed

7. Homogeneous spectrum

7.1. Criterion for homogeneity of spectrum. We first present a general criterion for establishing the homogeneous spectrum via gap estimates. The idea first appeared in Corollary 3 of [29] and then Theorem H of [20]. The philosophy is that the Hölder continuity together with some decay of the spectral gaps should yield homogeneity of the spectrum. In the following, contrary to [20, 29], we give a criterion which works for a large potential and a Liouvillean frequency. We emphasize that the homogenous spectrum for $\beta(\alpha) = 0$ can be obtained if the exponential decay of the spectral gaps is established.

Theorem 7.1. Let $\alpha \in \mathbb{T}^d$ with $\beta = \beta(\alpha) \geq 0$, and let $V \in C^\omega(\mathbb{T}^d, \mathbb{R})$ be non-constant. Assume that

(H1) $N = N_{V, \alpha}$ is $\sigma-$Hölder continuous on $[a, b]$ with $0 < \sigma < 1$.

Then for any $\varepsilon > 0$, there exists $C_{12} = C_{12}(V, \alpha, \sigma, \varepsilon) > 0$ such that for any two spectral gaps $G_k(V)$ and $G_k'(V)$ with $G_k(V) \cap [a, b], \ G_k'(V) \cap [a, b] \neq \emptyset,$

we have

$\|G_k(V) - G_k'(V)\| \geq C_{12}e^{-\frac{\varepsilon}{\sigma}|k-k'|},$ \quad $\ if \ k \neq k'$,

$|E_k^- - E| \geq C_{12}e^{-\frac{\varepsilon}{\sigma}|k|},$ \quad $\ if \ a = E,$

$|E_k^+ - E| \geq C_{12}e^{-\frac{\varepsilon}{\sigma}|k|},$ \quad $\ if \ b = E.$

Furthermore, for an interval $[a, b]$ with $a = E$ or $E^+_{m}$ for some $m \in \mathbb{Z}^d \setminus \{0\}$ and $b = E$ or $E^-_{m}$ for some $n \in \mathbb{Z}^d \setminus \{0\}$, if

(H2) there exist $C, \vartheta > 0$, which only depend on $V, \alpha$, such that $|G_k(V)| \leq C e^{-\vartheta|k|}$

if $G_k(V) \cap [a, b] \neq \emptyset,$

(H3) $\beta = \beta(\alpha) \leq \frac{\sigma \vartheta}{2},$

hold, then there exists $\mu = \mu(a, b, V, \alpha, \sigma, C, \vartheta, d) \in (0, 1)$, such that

$|\langle E - \epsilon, E + \epsilon \rangle \cap \Sigma_{V, \alpha}| > \mu \epsilon, \quad \forall \ E \in \Sigma_{V, \alpha} \cap [a, b], \ \forall \ 0 < \epsilon \leq \text{diam}\Sigma_{V, \alpha}.$

Remark 7.1. Since the decay rate $\vartheta$ is related to the analytic radius of the potential, (H3) means that the radius should be relatively large compared to $\beta$. This kind of condition is necessary for the homogeneity of the spectrum, see counterexamples of Avila-Last-Shamis-Zhou [9].

Proof. For two different gaps $G_k(V), G_k'(V)$ with $G_k(V) \cap [a, b] \neq \emptyset$ and $G_k'(V) \cap [a, b] \neq \emptyset$, without loss of generality, we assume that $E_k^- \leq E_k^+.$ Hence

$\text{dist}(G_k(V), G_k'(V)) = E_k^- - E_k^+.$

On the one hand, the $\sigma-$Hölder continuity of $N$ on $[a, b]$ implies

$|N(E_k^-) - N(E_k^+)| \leq c'(E_k^- - E_k^+)^\sigma$
for some constant \( c' > 0 \) independent of \( E \). On the other hand, the definition of \( \beta = \beta(\alpha) \) means that for any \( \tilde{\epsilon} > 0 \), there exists \( \tilde{c} = \tilde{c}(\alpha, \sigma \tilde{\epsilon}) > 0 \) such that
\[
|N(E^+_k) - N(E^-_k)| - (k' - k) \| \alpha \| - \tilde{c} e^{-(\beta + \sigma \tilde{\epsilon})k}.
\]
Combining the above estimates, we conclude that
\[
\text{dist}(G_k(V), G_{k'}(V)) \geq \left( \frac{\tilde{c}}{\sigma^2} \right)^{\frac{1}{2}} e^{-(\beta + \sigma \tilde{\epsilon})k},
\]
which gives (90). The proof of (91) and (92) is similar, we omit the details.

By assumption (H3), we have \( D := \frac{\sigma^2 + 2\beta}{2\beta} > 2 \). Given any \( E \in \Sigma_{V,\alpha} \cap [a, b] \) and any \( \epsilon > 0 \), let
\[
\mathcal{N} = \mathcal{N}(E, \epsilon) := \{ k \in \mathbb{Z}^d \setminus \{0\} : G_k(V) \cap (E - \epsilon, E + \epsilon) \neq \emptyset, G_k(V) \cap [a, b] \neq \emptyset \},
\]
and let \( k_0 \in \mathcal{N} \) be such that \( |k_0| = \min_{k \in \mathcal{N}} |k| \). By (90)–(92), there exists a constant \( C_{12} = C_{12}(\Sigma_{V,\alpha}, \sigma, \vartheta) > 0 \) such that
\[
(93) \quad \text{dist}(G_k(V), G_{k_0}(V)) \geq C_{12} e^{-\frac{\sigma}{2}|k - k_0|} \geq C_{12} e^{-\frac{\sigma}{2}|k|}, \quad \forall k \in \mathcal{N} \setminus \{k_0\},
\]
\[
(94) \quad |E_k - E| \geq C_{12} e^{-\frac{\sigma}{2}|k|}, \quad \forall k \in \mathcal{N}, \quad \text{if} \ a = E,
\]
\[
(95) \quad |E_k^+ - E| \geq C_{12} e^{-\frac{\sigma}{2}|k|}, \quad \forall k \in \mathcal{N}, \quad \text{if} \ b = E.
\]
Since \( E \in \Sigma_{V,\alpha} \), it is easy to see that
\[
|G_k(V) \cap (E - \epsilon, E + \epsilon)| \leq \epsilon,
\]
\[
|(-\infty, E] \cap (E - \epsilon, E + \epsilon)| \leq \epsilon, \quad \text{if} \ a = E,
\]
\[
|\{E, +\infty\} \cap (E - \epsilon, E + \epsilon)| \leq \epsilon, \quad \text{if} \ b = E.
\]
Without loss of generality, assume that \( \epsilon < \frac{b - a}{2} \). Then \([a, b] \not\subset (E - \epsilon, E + \epsilon) \). We consider the following three cases.

**Case 1.** \((E - \epsilon, E + \epsilon) \subset [a, b] \). By the definition of \( \mathcal{N} \), we have
\[
\text{dist}(G_k(V), G_{k_0}(V)) \leq 2\epsilon, \quad \forall k \in \mathcal{N}.
\]
Combining with (93), we get \( |k| \geq \frac{D}{2\beta} \ln \frac{2\epsilon}{C_{12}} \) for any \( k \in \mathcal{N} \setminus \{k_0\} \). Thus,
\[
\sum_{k \in \mathcal{N} \setminus \{k_0\}} |G_k(V) \cap (E - \epsilon, E + \epsilon)| \leq C \sum_{|k| \geq \frac{D}{2\beta} \ln \frac{2\epsilon}{C_{12}}} e^{-\frac{\sigma}{2}|k|} \leq \epsilon^{\frac{D+2}{4}},
\]
provided that \( 0 < \epsilon \leq \epsilon_1 \) for some \( \epsilon_1 = \epsilon_1(V, \alpha, \sigma, \vartheta, d) > 0 \) (but independent of the choice of \( E \)). So we have
\[
|(E - \epsilon, E + \epsilon) \cap \Sigma_{V,\alpha}| \geq 2\epsilon - |G_{k_0}(V) \cap (E - \epsilon, E + \epsilon)| - \sum_{k \in \mathcal{N} \setminus \{k_0\}} |G_k(V) \cap (E - \epsilon, E + \epsilon)| \geq 2\epsilon - \epsilon^{\frac{D+2}{4}} \geq \frac{3}{4} \epsilon, \quad \forall 0 < \epsilon \leq \epsilon_1.
\]

**Case 2.** \((E - \epsilon, E + \epsilon) \cap (-\infty, a) \neq \emptyset \). In this case, one has
\[
|E_k^- - a| \leq 2\epsilon, \quad \forall k \in \mathcal{N}.
\]
We need to distinguish two cases: if \( a = \mathbb{E} \), then by (94), we get \( |k| \geq D \frac{2e}{C_{12}} \ln \frac{2e}{C_{12}} \). If \( a = \mathbb{E}^{\dagger}_{m} \), then by (93), if \( \epsilon \) is small enough (the smallness depends on \( m \)), we have

\[
|k| \geq D \frac{2e}{C_{12}} \ln \frac{2e}{C_{12}} - |m| \geq D \frac{2e}{2C_{12}} \ln \frac{2e}{C_{12}}.
\]

Hence, if \( 0 < \epsilon \leq \epsilon_{2} \) for some \( \epsilon_{2} = \epsilon_{2}(a, V, \alpha, C, \vartheta, d) \), then we have

\[
\sum_{k \in \mathbb{N}} |G_{k}(V) \cap (E - \epsilon, E + \epsilon)| \leq C \sum_{k \in \mathbb{N}} e^{-\vartheta|k|} \leq \epsilon^{D}_{4+2}.
\]

So we have

\[
|E - \epsilon, E + \epsilon) \cap \Sigma_{V,\alpha}| \geq \frac{3}{4} \epsilon, \quad \forall \ 0 < \epsilon \leq \epsilon_{2}.
\]

**Case 3.** \( (E - \epsilon, E + \epsilon) \cap (b, +\infty) \neq \emptyset \). Similarly to the above case, there exists \( \epsilon_{3} = \epsilon_{3}(b, V, \alpha, \sigma, C, \vartheta, d) > 0 \) such that

\[
|E - \epsilon, E + \epsilon) \cap \Sigma_{V,\alpha}| \geq \frac{3}{4} \epsilon, \quad \forall \ 0 < \epsilon \leq \epsilon_{3}.
\]

Let \( \epsilon_{0} := \min\left\{ \frac{b-a}{2}, \epsilon_{1}, \epsilon_{2}, \epsilon_{3} \right\} \). By (96) – (98), for any \( E \in \Sigma_{V,\alpha} \cap [a, b] \), we have

\[
|E - \epsilon, E + \epsilon) \cap \Sigma_{V,\alpha}| \geq \frac{3}{4} \epsilon, \quad \forall \ 0 < \epsilon \leq \epsilon_{0}.
\]

As for the case \( \epsilon \in (\epsilon_{0}, \text{diam}\Sigma_{V,\alpha}) \), we have

\[
|E - \epsilon, E + \epsilon) \cap \Sigma_{V,\alpha}| \geq \frac{3}{4} \epsilon_{0} \geq \frac{3\epsilon_{0}}{4 \text{diam}\Sigma_{V,\alpha}} \cdot \epsilon,
\]

which completes the proof. \( \square \)

**7.2. Applications of the criterion.** Let us consider the spectrum of \( H_{V,\alpha,\beta} \) with \( \alpha \in \mathbb{R} \) satisfying \( \beta(\alpha) = 0 \), and \( V \in C^{\omega}(\mathbb{T}, \mathbb{R}) \). Split \( \Sigma_{V,\alpha} \) into \( \Sigma_{V,\alpha}^{\sup} \cup \Sigma_{V,\alpha}^{\sub} \) as presented in Theorem 2.3. As an application of Theorem 7.1, we can get the homogeneity of \( \Sigma_{V,\alpha}^{\sub} = \bigcup_{i}(\Sigma_{V,\alpha} \cap I_{i}) \) after showing the \( \frac{1}{2} \)-Hölder continuity of the integrated density of states \( N = N_{V,\alpha} \) in the global subcritical regime.

**Proposition 7.1.** If \( \beta(\alpha) = 0 \), then IDS is \( \frac{1}{2} \)-Hölder continuous on \( I_{i} \), \( 1 \leq i \leq m \).

In the non-perturbative regime considered in Section 2.4, the above result has been shown in [1] and [6]. In the global subcritical regime, the result was assumed to be known, however, we could not find a reference in the literature. For completeness, we give a proof in Appendix B.

**Proof of Theorem 1.4.** Let us focus on \( E \in \Sigma_{V,\alpha} \cap I_{i} \) such that the corresponding cocycle is subcritical. Set \( I_{i} := [a_{i}', b_{i}'] \). By Theorem 2.3, \( a_{i}' = \mathbb{E} \) or \( E^{\dagger}_{m_{i}} \), for some \( m_{i} \in \mathbb{Z} \backslash \{0\} \) and \( b_{i}' = \mathbb{E} \) or \( E_{n_{i}}^{\dagger} \), for some \( n_{i} \in \mathbb{Z} \backslash \{0\} \).
Assertion (1) in Theorem 1.4 was already shown in Corollary 6.2. Since \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \) with \( \beta(\alpha) = 0 \), hypothesis (H2) holds with \( C \) and \( \vartheta \) given by Corollary 6.2. Moreover, (H1) follows from Proposition 7.1 with \( \sigma = \frac{1}{2} \), while (H3) holds automatically, since \( \vartheta > 0 = \beta(\alpha) \). Hence, by applying Theorem 7.1, we get the assertion (2) of Theorem 1.4, and there exists \( \mu_i = \mu_i(a_i', b_i', V, \alpha) \in (0, 1) \), such that

\[
|(E - \epsilon, E + \epsilon) \cap \Sigma_{V, \alpha}| > \mu_i \epsilon, \quad \forall \ E \in \Sigma_{V, \alpha} \cap [a_i', b_i'], \quad \forall \ 0 < \epsilon \leq \text{diam} \Sigma_{V, \alpha}.
\]

Taking \( \mu_0 := \min_{1 \leq i \leq m} \{\mu_i\} \), we can show assertion (3) of Theorem 1.4. Note that the structure of \( \Sigma_{V, \alpha} \) is uniquely determined by \( V \) and \( \alpha \), thus \( \mu_0 \) only depends on \( V \) and \( \alpha \).

**Proof of Theorem 1.3.** For \( \alpha \in \text{SDC} \) as defined in (3), we have that \( \Sigma_{V, \alpha}^{\sup} \) is \( \mu_1 \)–homogeneous for some \( \mu_1 \in (0, 1) \) in view of Theorem H in [22]. In particular, \( \alpha \in \text{SDC} \) implies that \( \beta(\alpha) = 0 \). Combining with the homogeneity of \( \Sigma_{V, \alpha}^{\sup} \) (Theorem 1.4 (3)), we can prove directly that \( \Sigma_{V, \alpha} = \Sigma_{V, \alpha}^{\sup} \cup \Sigma_{V, \alpha}^{\sup} \) is \( \mu \)–homogeneous for some \( 0 < \mu \leq \min\{\mu_0, \mu_1\} \).

As another application of the criterion, we prove the homogeneity of spectrum for the noncritical almost Mathieu operator \( H_{\lambda, \alpha, \vartheta} \).

**Proof of Theorem 1.5.** By Aubry duality, it is enough for us to consider the case where \( 0 < \lambda < 1 \). If \( \beta(\alpha) = 0 \), assertion (1) was shown in Corollary 6.3, which implies the hypothesis (H2) for \( [a, b] = [E^-_k, E^+_k] \) with \( \vartheta = -\ln \lambda \), while the hypothesis (H3) holds automatically since \( \vartheta > 0 = \beta(\alpha) \). Moreover, the \( \frac{1}{2} \)–Hölder continuity of the integrated density of states on \( [E, E^-] \) was shown in Corollary 3.10 of [1]. So we can apply Theorem 7.1 and get assertions (2) and (3).

8. Deift’s conjecture – Proof of Theorem 1.6

To consider Toda lattice equation (4) or equivalently the Lax pair (6), let us recall some basic notions and results about the almost periodic Jacobi matrix in the work of Sodin-Yuditskii [42, 43].

Consider a self-adjoint almost periodic Jacobi matrix \( J \):

\[
(Ju)_n = a_{n-1}u_{n-1} + b_nu_n + a_nu_{n-1},
\]

with a compact spectrum \( \Sigma = [\inf \Sigma, \sup \Sigma] \setminus \bigcup_{k \in \mathbb{Z}} (E^-_k, E^+_k) \). Assume that \( \Sigma \) is homogeneous, and let \( J_{\Sigma} \) be the class of reflectionless Jacobi matrices with spectrum \( \Sigma \). Let \( \pi_1(\mathbb{C}\setminus \Sigma) \) be the fundamental group of \( \mathbb{C}\setminus \Sigma \). This is a free group admitting a set of generators \( \{c_k\}_{k \in \mathbb{Z}} \), where \( c_k \) is a counterclockwise simple loop intersecting \( \mathbb{R} \) at \( \inf \Sigma - 1 \) and \( \frac{1}{2}(E^+_k + E^-_k) \). Then, consider the Abelian compact group \( \pi_*(\mathbb{C}\setminus \Sigma) \) of unimodular characters on \( \pi_1(\mathbb{C}\setminus \Sigma) \). Here a character means a function \( K: \pi_1(\mathbb{C}\setminus \Sigma) \to \mathbb{T} \) satisfying

\[
K(\gamma_1\gamma_2) = K(\gamma_1)K(\gamma_2), \quad \gamma_1, \gamma_2 \in \pi_1(\mathbb{C}\setminus \Sigma).
\]

An element \( K \in \pi_*(\mathbb{C}\setminus \Sigma) \) is uniquely determined by its action on loops \( c_k \), so we can write \( K = (K(c_k))_{k \in \mathbb{Z}} = (e^{2\pi i K_k})_{k \in \mathbb{Z}} \).

**Theorem 8.1** (Sodin-Yuditskii [43]). There is a continuous one-to-one correspondence between almost periodic Jacobi matrices \( J \in J_{\Sigma} \) and characters \( K \in \pi_*(\mathbb{C}\setminus \Sigma) \).
If we identify the Jacobi matrix $J$ given in (99) with $(a, b) \in \ell^\infty(\mathbb{Z}) \times \ell^\infty(\mathbb{Z})$, then by Theorem 8.1, there exists a continuous map $\mathcal{H}: \mathbb{T}^\mathbb{Z} \to \ell^\infty(\mathbb{Z}) \times \ell^\infty(\mathbb{Z})$ such that for any $J \in \mathcal{J}_\mathbb{Z}$ given as in (99), one can find a unique $K \in \pi_+ (\mathbb{C} \setminus \Sigma)$ such that

$$
(a, b) = \mathcal{H} \left( \left( \mathcal{K}(c_k) \right)_{k \in \mathbb{Z}} \right) = \mathcal{H} \left( \left( e^{-2\pi i K_k} \right)_{k \in \mathbb{Z}} \right).
$$

Now we consider the Lax pair (6) in a more general form. Given any $f \in L^\infty(X, \mathbb{R})$ with $\Sigma \subset X$, we define the infinite-dimensional matrix $f(J)$ in the sense of standard functional calculus and decompose it into $f^+(J) + f^-(J)$, the sum of an upper triangular matrix $f^+(J)$ and a lower triangular matrix $f^-(J)$. We also set $M_f(J) := f^+(J) - f^-(J)$. Then, given an almost periodic Jacobi matrix $J_0 \in \mathcal{J}_\mathbb{Z}$, we define the Lax pair

$$
\frac{d}{dt} J(t) = [M_f(J(t)), J(t)], \quad J(0) = J_0.
$$

**Theorem 8.2** (Vinnikov-Yuditskii [49]). Assume that $\Sigma$ is homogeneous and the almost periodic Jacobi matrix $J_0 \in \mathcal{J}_\mathbb{Z}$ has purely absolutely continuous spectrum. Given $f \in L^\infty(X, \mathbb{R})$ with $\Sigma \subset X$, the following holds.

1. There exists a unique solution $J = J(t)$ of (101), well-defined for all $t \in \mathbb{R}$. Moreover, for every $t$, $J(t)$ is an almost periodic Jacobi matrix with constant spectrum $\Sigma$.

2. For $t \in \mathbb{R}$, let $\mathcal{K}^t \in \pi_+ (\mathbb{C} \setminus \Sigma)$ be the character corresponding to $J(t)$. There exists a homomorphism $\xi: \pi_1(\mathbb{C} \setminus \Sigma) \to \mathbb{R}$, depending on $f$, such that $\mathcal{K}^t(c_k) = \mathcal{K}^0(c_k) e^{-2\pi i \xi(c_k)}$.

Obviously, with $f(x) = x$ and assuming that all the diagonal elements of $M_f(J)$ vanish, we get the Lax pair (6), which is equivalent to the Toda flow (4). By the assertion (2) of Theorem 8.2, combining with (100), we get

$$
(a(t), b(t)) = \mathcal{H} \left( \left( e^{-2\pi i K^t_k} \right)_{k \in \mathbb{Z}} \right) = \mathcal{H} \left( \left( e^{-2\pi i [\tilde{K}^0 + t \xi(c_k)]} \right)_{k \in \mathbb{Z}} \right),
$$

which implies the time almost periodicity of solutions of (4).

Now we are going to prove Theorem 1.6. Let $V \in C^\omega(\mathbb{T}, \mathbb{R})$ be subcritical and $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ with $\beta(\alpha) = 0$. By Kotani’s theory [36], for almost every $\theta \in \mathbb{T}$, for almost every $E$ such that $V_{\alpha, \theta}(E) = 0$, we have $m^+_{H_{V, \alpha, \theta}}(E) = -m^-_{H_{V, \alpha, \theta}}(E)$. It was later improved in Theorem 2.2 of [1], where it is shown that the above assertion is true for every $\theta \in \mathbb{T}$. By (8), we have that $H_{V, \alpha, \theta}$ is reflectionless for every $\theta \in \mathbb{T}$. Moreover, it follows from Theorem 1.4 that $\Sigma_{V, \alpha}$ is homogeneous. Thus, by Theorem 8.2, it is sufficient to verify the purely absolute continuity of spectrum.

**Theorem 8.3** (Avila [3]). If $\beta(\alpha) = 0$ and $V \in C^\omega(\mathbb{T}, \mathbb{R})$ is subcritical, then the spectrum of the operator $H_{V, \alpha, \theta}$ is purely absolutely continuous.

Theorem 8.3 was proved from the viewpoint of dynamics. Roughly speaking, in view of Theorem 2.3, we can transform the corresponding Schrödinger cocycle into the “non-perturbative regime” (Proposition 5.1), for which the purely absolute continuity has been shown in [1].

Theorem 8.3 can also be shown by inverse spectral theory. Assuming finite total gap length, homogeneity of the spectrum together with the reflectionless condition, Geszttesy-Yuditskii [27] have shown that the corresponding spectral measure is purely absolutely continuous. Then, Theorem 8.3 follows from Theorem 1.4.
Appendix A. Proof of Theorem 2.2

Given $\theta \in \mathbb{R}$ and $\epsilon_0 > 0$, we denote by $\{n_l\}_l$ the set of $\epsilon_0$-resonances of $\theta$, i.e.,
\[
\|2\theta - n_l\alpha\|_\mathbb{T} \leq e^{-\epsilon_0|n_l|}, \quad \text{and} \quad \|2\theta - n_l\alpha\|_\mathbb{T} = \min_{|m| \leq |n_l|}\|2\theta - m\alpha\|_\mathbb{T}.
\]

Let $\lambda > 1$. By [6], the family $\{H_{\lambda,\alpha,\theta}\}_\theta$ is almost localized. Fix $\theta \in \mathbb{R}$, and let $u = (u_j)_{j \in \mathbb{Z}}$ be a generalized solution to $H_{\lambda,\alpha,\theta}u = Eu$, with $u_0 = 1$ and $|u_j| \leq 1$ for all $j \in \mathbb{Z}$. Given an interval $I = [i_1, i_2] \subset \mathbb{Z}$ of length $N \geq 0$, we denote by $G_I$ the Green's function $(x, y) \mapsto (H_{\lambda,\alpha,\theta} - E)^{-1}(x, y)$ restricted to $I$ with zero boundary conditions at $i_1 - 1$ and $i_2 + 1$. Then for any $j \in I$, we have
\[
(102) \quad u_j = -G_I(i_1, j)u_{i_1-1} - G_I(j, i_2)u_{i_2+1}.
\]

Let us denote by $P_m(\theta)$ the upper-left coefficient of the $m^{th}$ iterate $(m\alpha, A_m(E))$ of the cocycle $(\alpha, S_E^\lambda)$. Then by Cramer's rule, we have
\[
|G_I(i_1, j)| = \left| \frac{P_{i_2-j}(\theta + (j+1)\alpha)}{P_N(\theta + i_1\alpha)} \right|, \quad |G_I(j, i_2)| = \left| \frac{P_{i_1-j}(\theta + i_1\alpha)}{P_N(\theta + i_1\alpha)} \right|.
\]

Given $\xi > 0$ and $m \in \mathbb{N}$, we say that $y \in \mathbb{Z}$ is $(\xi, m)$-regular if there exists an interval $J = [x_1, x_2] \subset \mathbb{Z}$ of length $m$ such that $y \in J$ and
\[
|G_J(y, x_i)| < e^{-\xi |y-x_i|}, \quad |y-x_i| \geq \frac{1}{7}m, \quad i = 1, 2.
\]

Recall that $L(\alpha, S_E^\lambda) = \ln \lambda$ for any energy $E \in \Sigma_{\lambda,\alpha}$. By subadditivity, for any $\eta > 0$, any $E' \in \Sigma_{\lambda,\alpha}$, and for $m \geq 0$ large enough, we have $|A_m(E')|^\mathbb{T} \leq e^{(\ln \lambda - \eta)m}$. In particular, $P_m(\alpha) \leq e^{(\ln \lambda - \eta)m}$.

Let $(q_i)_{i \geq 1}$ be the sequence of denominators of best approximants of $\alpha$. We associate with any integer $C_0|n_l| < |j| < C_0^{-1}|n_{l+1}|$ scales $\ell \geq 0$ and $s \geq 1$ so that
\[
2sq\ell \leq \zeta j < \min(2(s+1)q\ell, 2q\ell+1),
\]
where $\zeta := \frac{1}{32}$ if $2|n_l| < j < 2^{-1}|n_{l+1}|$, and $\zeta := \frac{C_0-1}{16C_0}$ otherwise. We set
- $I_1 := [-2sq\ell + 1, 0]$ and $I_2 := [j - 2sq\ell + 1, j + 2sq\ell]$ if $j < |n_{l+1}|/3$, $n_l \geq 0$.
- $I_1 := [1, 2sq\ell]$ and $I_2 := [j - 2sq\ell + 1, j + 2sq\ell]$ if $j < |n_{l+1}|/3$ and $n_l < 0$.
- $I_1 := [-2sq\ell + 1, 2sq\ell]$ and $I_2 := [j - 2sq\ell + 1, j]$ if $|n_{l+1}|/3 < j < |n_{l+1}|/2$.
- $I_1 := [-2sq\ell + 1, 2sq\ell]$ and $I_2 := [j + 1, j + 2sq\ell]$ if $j \geq |n_{l+1}|/2$.

In particular, the total number of elements in $I_1 \cup I_2$ is $6sq\ell$. Fix $\delta > 0$ arbitrary. If $\epsilon_0 > 0$ is chosen sufficiently small, then in view of $\beta(\alpha) = 0$, Lemma 5.8 in [6] implies that there exists an integer $j_0 = j_0(C_0, \alpha, n, \delta) > 0$ such that for $j > j_0$, the set $\{m \in I_1 \cup I_2: \theta_m := \theta + m\alpha\}$ is $\delta$-uniform, i.e.,
\[
\max_{z \in [-1,1]} \max_{m \in I_1 \cup I_2} \prod_{m^p \in I_1 \cup I_2} \frac{|z - \cos(2\pi \theta)|}{|\cos(2\pi \theta^m) - \cos(2\pi \theta)|} < e^{(6sq\ell-1)\delta}.
\]

Following the proof of Lemma 5.4 in [6], we conclude that for any $\eta > 0$, there exists $j_1 = j_1(C_0, \alpha, \lambda, \eta) > 0$ such that any $j > j_1$ is $(\ln \lambda - \eta, 6sq\ell - 1)$-regular.

Proof of Theorem 2.2 (2). We consider the case that $\theta$ is $\epsilon_0$-resonant. We will show that the sequence $(u_j)_j$ decays exponentially in some suitable interval between two consecutive resonances, with a rate close to the Lyapunov exponent $L(\alpha, S_E^\lambda) = \ln \lambda$. By the condition $\beta(\alpha) = 0$, we know that $|n_l| = o(|n_{l+1}|)$. Let us fix some small $\eta > 0$. Given $l > 0$ sufficiently large, take $\ell > 0$ such that $2q\ell \leq \zeta(2C_0|n_l| + 1) < 2q\ell+1$,
and let $2C_0|n| + \eta|n_{l+1}| \leq |j| \leq (2C_0)^{-1}|n_{l+1}|$. We set $b_l := 2C_0|n_l| + 1$. Then for any $y \in [b_l, 2j]$, there exists an interval $I(y) = [x_1, x_2] \subset \mathbb{Z}$ with $y \in I(y)$ and

$$\text{dist}(y, \partial I(y)) \geq \frac{1}{7}|I(y)| \geq \frac{6q_l - 1}{7} \geq \frac{q_l}{2},$$

where $\partial I(y) := \{x_1, x_2\}$, and such that

$$|G_{I(y)}(y, x_i)| \leq e^{-(\ln \lambda - \eta)|y - x_i|} \leq e^{-(\ln \lambda - \eta)^{\frac{2q_l}{q_l}}} \quad i = 1, 2.$$

For $z \in \partial I(y)$, we denote by $z'$ the neighbour of $z$ not belonging to $I(y)$. If $x_2+1 < 2j$ or $x_1 - 1 > b_l$, we can expand $u_{x_2+1}$ or $u_{x_1-1}$ following (102), with $I = I(x_2 + 1)$ or $I = I(x_1 - 1)$. We continue to expand each term until we arrive to $z$ such that either $\tilde{z} \leq b_l$, or $\tilde{z} > 2j$, or the number of $G_I$ terms in the following product becomes $\lceil \frac{2j}{q_l} \rceil$, whichever comes first:

$$u_j = \sum_{r, z_{r+1} \in \partial I(z_i')} G_I(j, z_1)G_I(z'_1, z_2) \cdots G_I(z'_r, z_{r+1})u_{z_{r+1}}'.$$

In the first two cases, we estimate

$$|G_I(j, z_1)G_I(z'_1, z_2) \cdots G_I(z'_r, z_{r+1})u_{z_{r+1}}'| \leq e^{-(\ln \lambda - \eta)(j - z_1) + \sum_{i=1}^r |z'_i - z_{i+1}|)}$$

$$\leq e^{-(\ln \lambda - \eta)(j - z_{r+1})-(r+1))}$$

$$\leq \max(e^{-(\ln \lambda - \eta)\left(j - b_l - \frac{2j}{q_l}\right)}, e^{-(\ln \lambda - \eta)(2j - j - \frac{2j}{q_l})})$$

$$\leq e^{-(\ln \lambda - \eta)(j + o(j))},$$

where we have used that $|b_l| = o(|j|)$, while in the third case, we have

$$|G_I(j, z_1)G_I(z'_1, z_2) \cdots G_I(z'_r, z_{r+1})u_{z_{r+1}}'| \leq e^{-(\ln \lambda - \eta)^\frac{2q_l}{q_l}\lceil \frac{2j}{q_l} \rceil}.$$

Fix $\delta > 0$ arbitrarily small. By taking $|j|$ to be sufficiently large, resp. $\eta$ small enough in the previous expression, we conclude that $|u_j| \leq e^{-(\ln \lambda - \delta)|j|}$ for $|j|$ large enough with $2C_0|n| + \eta|n_{l+1}| \leq |j| \leq (2C_0)^{-1}|n_{l+1}|$. \hfill $\square$

**Proof of Theorem 2.2 (1).** We consider the other case, i.e., when $\theta$ is not $e_0$–resonant. Denote by $n$ its last $e_0$–resonance, set $b := 2C_0|n| + 1$ and let $|j| \geq b$. Let us fix some small $\eta > 0$. Then for any $y \in [b, 2j]$, there exists an interval $I(y) = [x_1, x_2] \subset \mathbb{Z}$ with $y \in I(y)$ and

$$\text{dist}(y, \partial I(y)) \geq \frac{1}{7}|I(y)| \geq \frac{6q_l - 1}{7} \geq \frac{q_l}{2},$$

where $\partial I(y) := \{x_1, x_2\}$, and such that

$$|G_{I(y)}(y, x_i)| \leq e^{-(\ln \lambda - \eta)|y - x_i|} \leq e^{-(\ln \lambda - \eta)^{\frac{2q_l}{q_l}}} \quad i = 1, 2.$$

As previously, we can expand $u_{x_2+1}$ or $u_{x_1-1}$ following (102), with $I = I(x_2 + 1)$ or $I = I(x_1 - 1)$. We continue to expand each term until we arrive to $\tilde{z}$ such that either $\tilde{z} \leq b$, or $\tilde{z} > 2j$, or the number of $G_I$ terms in the following product becomes $\lceil \frac{2j}{q_l} \rceil$, whichever comes first:

$$u_j = \sum_{r, z_{r+1} \in \partial I(z_i')} G_I(j, z_1)G_I(z'_1, z_2) \cdots G_I(z'_r, z_{r+1})u_{z_{r+1}}'.$$
In the first two cases, we estimate
\[
|G_{I(j)}(j, z_1)G_{I(z'_1)}(z'_1, z_2) \ldots G_{I(z'_{r+1})}(z'_{r+1}, z_{r+1})u_{z_{r+1}}| \\
\leq e^{-(\ln \lambda - \eta)(j - z_1 + \sum_{i=1}^r |z'_i - z_{i+1}|)} \\
\leq e^{-(\ln \lambda - \eta)(j - z_{r+1} - (r+1))} \\
\leq \max \left( e^{-\left(\frac{b}{\eta} - \frac{j-b}{\varphi} \epsilon \right)}, e^{-\left(\frac{2j}{\varphi} \epsilon \right)} \right),
\]
while in the third case, we have
\[
|G_{I(j)}(j, z_1)G_{I(z'_1)}(z'_1, z_2) \ldots G_{I(z'_{r+1})}(z'_{r+1}, z_{r+1})u_{z_{r+1}}| \\
\leq e^{-(\ln \lambda - \eta)(j + o(j))},
\]
Fix \(\delta > 0\) arbitrarily small. By taking \(|j|\) sufficiently large, resp. \(\eta\) small enough in the previous expression, we conclude that \(|u_j| \leq e^{-(\ln \lambda - \delta)|j|}\) for \(|j|\) large enough. \(\square\)

**APPENDIX B. PROOF OF PROPOSITION 7.1**

The proof follows Theorem 1.6 of [6] (see also Corollary 3.10 of [1]), the key points are the quantitative almost reducibility results and Thouless formula.

If \(\beta(\alpha) = 0\), then by Proposition 5.1 (see also Corollary 5.1), there exists \(0 < h_1 = h_1(V, \alpha) < 1\), such that for any \(E \in \Sigma_{V, \alpha} \cap I_i, 1 \leq i \leq m\), there exists \(\Phi_E \in C^{(\mathcal{P} \cup \text{PSL}(2, \mathbb{R}))}\) with \(|\Phi_E|_{h_1} < \Lambda = \Lambda(V, \alpha, c_0 h_1^3, h_1), E_* = E_*(E)\) locally constant, and \(V_\ast = V_\ast(E) \in C^{(\mathbb{C})}_{h_1}(\mathbb{T}, \mathbb{R}), |V_\ast|_{h_1} < c_0 h_1^3\), such that
\[
\Phi_{E}(\cdot + \alpha)^{-1}S_{E_\ast}(\cdot)\Phi_{E}(\cdot) = S_{E_\ast}(\cdot),
\]
where \(c_0 > 0\) is the absolute constant given in Theorem 2.1. In particular, the family \(\{\hat{H}_{V_\ast, \alpha, \theta}\}_{\theta \in \mathbb{T}}\) is almost localized.

Therefore, by Theorem 3.8 of [1], there exist a phase \(\theta' = \theta'(E) \in \mathbb{T}\) and positive constants \(C = C(\alpha, h_1), c = c(\alpha, h_1), c_0 = c_0(h_1)\) such that the following is true. Let \(\{n_j\}\) be the set of \(c_0\)-resonances of \(\theta',\) ordered in such a way that \(|n_j| \leq |n_{j+1}|\). For any small \(\varepsilon > 0\), take \(j\) such that \(e^{-cN} \leq \varepsilon \leq e^{-o(n)}\), with \(n := |n_j| + 1\) and \(\mathcal{N}' := |n_{j+1}|\) (if defined, otherwise \(\mathcal{N}' := +\infty\)). By composing \(\Phi_{E}\) with the conjugacy \(B\) given by Theorem 3.8 of [1], and noting that \(\Phi_{E}\) is uniformly bounded, we get \(\Psi := \Phi_{E}B \in C^{(\mathcal{P} \cup \text{PSL}(2, \mathbb{C}))}\) satisfying \(|\Psi|_c \leq e^{o(n)}\), such that
\[
\Psi(\cdot + \alpha)^{-1}S_{E}(\cdot)\Psi(\cdot) = \begin{pmatrix}
\begin{array}{cc}
\varepsilon^{2\pi i \theta'} & 0 \\
0 & e^{-2\pi i \theta'}
\end{array}
\end{pmatrix} + \begin{pmatrix}
\begin{array}{cc}
q_1(\cdot) & q_2(\cdot) \\
q_3(\cdot) & q_4(\cdot)
\end{array}
\end{pmatrix},
\]
with \(|q_1|_c, |q_3|_c, |q_4|_c \leq C e^{-cN}\) and \(|q_2|_c \leq C e^{-cN}\). Let \(D := \begin{pmatrix} d^{-1} & 0 \\
0 & d \end{pmatrix}\) with \(d := \frac{1}{\varepsilon}\) \(|\Psi|_c\), and set \(W := \Psi D \in C^{(\mathcal{P} \cup \text{PSL}(2, \mathbb{C}))}\). It follows from the bounds on \(\Psi\) and \(\varepsilon\) that \(|W|_c \leq C' e^{-\frac{1}{2}}\) for some uniform constant \(C' > 0\). Hence, for
\[
U_{\varepsilon}(\cdot) := W(\cdot + \alpha)^{-1}S_{E+i\varepsilon}W(\cdot) = W(\cdot + \alpha)^{-1}S_{E}(\cdot) + \begin{pmatrix}
\frac{i \varepsilon}{d} & 0 \\
0 & 0
\end{pmatrix} W(\cdot),
\]
we get \(|U_{\varepsilon}|_c \leq 1 + C'' \varepsilon^{\frac{1}{2}}\) for some uniform constant \(C'' > 0\). As a result, we obtain the following estimate on the Lyapunov exponent:
\[
L(\alpha, S_{E+i\varepsilon}) = L(\alpha, U_{\varepsilon}) \leq \ln |U_{\varepsilon}|_c \leq C'' \varepsilon^{\frac{1}{2}},
\]
(103)
The above conclusions are similar to Theorem 4.4 and Corollary 4.6 in [6], and we refer to them for more details.

On the other hand, by Thouless formula, there exists a constant $c' > 0$ such that for any $\varepsilon > 0$,

$$L(\alpha, S_{E+\varepsilon}^V) = L(\alpha, S_{E+\varepsilon}^V) - L(\alpha, S_E^V) = \frac{1}{2} \int \ln \left( 1 + \frac{\varepsilon^2}{(E - E')^2} \right) dN_{V,\alpha}(E') \geq c'(N_{V,\alpha}(E + \varepsilon) - N_{V,\alpha}(E - \varepsilon)).$$

Combining the last estimate with (103), we deduce that

$$N_{V,\alpha}(E + \varepsilon) - N_{V,\alpha}(E - \varepsilon) \leq C'' c'^{-1} \varepsilon^{1/2}$$

for $E \in \Sigma_{V,\alpha} \cap I_i$ and $0 < \varepsilon < 1$ such that $[E - \varepsilon, E + \varepsilon] \subset I_i$. Since $N_{V,\alpha}$ is locally constant on the complement of $\Sigma_{V,\alpha}$, we have that $N_{V,\alpha}$ is $\frac{1}{2}$-Hölder on $I_i$.
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