A SEMANTIC-BASED MEDICAL IMAGE FUSION
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ABSTRACT

It is necessary for clinicians to comprehensively analyze patient information from different sources. Medical image fusion is a promising approach to providing overall information from medical images of different modalities. However, existing medical image fusion approaches ignore the semantics of images, making the fused image difficult to understand. In this work, we propose a new evaluation index to measure the semantic loss of fused image, and put forward a Fusion W-Net (FW-Net) for multimodal medical image fusion. The experimental results are promising: the fused image generated by our approach greatly reduces the semantic information loss, and has better visual effects in contrast to five state-of-art approaches. Our approach and tool have great potential to be applied in the clinical setting.

\textbf{Index Terms}— Medical image fusion, Unsupervised learning, Image assessment

1. INTRODUCTION

Medical images of different modalities provide different types of information, and they play an increasingly important role in clinical diagnosis. For example, computed tomography (CT) images display the information of dense structures such as bones and implants, while magnetic resonance (MR) images show high-resolution anatomical information like soft tissue \textsuperscript{1}. Generally, clinicians must thoroughly study medical images of different modalities in order to provide an accurate diagnosis for each patient. The industry is working towards developing devices with hybrid imaging technologies for obtaining images directly, such as MR/PET and SPECT/CT \textsuperscript{2,3}. However, the devices are not only very expensive, but also difficult to obtain mixed medical images of any two modalities. Fortunately, there is another low-cost alternative: for each patient, we can fuse existing medical images of different modalities, i.e., CT and MR-T2 (T2 weighted) images. This alternative is easy to popularize, since it is able to fuse any modal medical image with minimal loss of information \textsuperscript{4}.

In detail, these low-cost approaches are as follows: On the basis of transformation domain \textsuperscript{5,7,8,6,1}, first, they transform source images into specific coefficients of different scales, and then fuse the coefficients according to several hand-crafted rules, and finally invert the coefficients into fused images.
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\caption{Problems of existing approaches. (a) and (b) are the source images to be fused, and (c) - (e) are the fusion results of the three mainstream approaches.}
\end{figure}

Unfortunately, there are semantic conflicts in medical images of different modalities, which is overlooked by previous approaches. The concept of semantics here refers to the fact that brightness in medical images of different modalities represents different meanings. For example, the brightness of CT image represents the density of tissue, while the brightness of MR-T2 image represents the fluidity and magnetic property of tissue. So the semantics of brightness in different source images are totally different. Without resolving the semantic conflicts, the fused images are difficult to read and hence useless in the clinical setting. Specifically, two significant drawbacks of those approaches are as follows: (1) The existing approaches overlook semantic conflicts of different source images, which will result in severe semantic loss in the fused images. In Figure 1 the blue arrow points to a high-density, low-flowing skull, and the red arrow points to a low-density, high-flowing cerebrospinal fluid (in the ventricles). The semantics of brightness in source images (a) and (b) are significantly different. However, in the fusion results (c) - (e), there is no difference in the brightness of the skull (blue arrow) and cerebrospinal fluid (red arrow). (2) The fusion approaches that
do not consider semantics of brightness can cause some brain tissue boundaries to blur. In the green frame of Figure 1 (b), we can clearly see the inflammation area of the frontal sinus, which is the focus of clinicians. However, since the corresponding part in Figure 1(a) is bright, the frontal sinus boundaries in fusion results (c) - (e) become blurred.

In this paper, motivated by the above issues, we first propose a semantic-based fusion approach. We provide an autoencoder-based framework, which we name Fusion W-Net (FW-Net). FW-Net encodes all kinds of information extracted from the source image sequence in the fused image as much as possible, and our proposed semantic loss combined with the structural loss in [9] can effectively organize the information into a visually fused image. This work is not the first to combine U-Net [10] and autoencoder framework. W-Net [11] was proposed for image segmentation task. However, our FW-Net is different from it in terms of loss function and network structure. In this paper, we focus on medical image fusion of CT and MR-T2. However, our approach can be generalized to other images.

Our contributions are as follows:

1) We reveal the reason why current image fusion approaches are difficult to apply in the clinical setting, that is, semantic conflicts are ignored.
2) We propose a novel FW-Net model to fuse medical images of different modalities.
3) A metric is proposed to evaluate the semantic loss in the fused image, and it is used as part of the loss function.

2. PROPOSED APPROACH

The overall framework of the proposed model is shown as Figure 2. A pair of registered images $x_{ct}$ and $x_{mr}$ are stacked and fed to the encoder $E_0$ in order to generate a fused image $y$ of the same size as the source images. And then the decoder $D_0$ takes the fused image and generates two reconstructed images $\hat{x}_{ct}$ and $\hat{x}_{mr}$. The framework is an unsupervised end-to-end model. Our overall objective is

$$L_{total} = L_{reconstrcut}(x, \hat{x}) + \alpha L_{SL}(x, y) + \beta L_{MEF, SSIM}(x, y),$$

where $x$ denotes source image sequence, $\hat{x}$ denotes reconstruct image sequence and $y$ denotes the fused image.

$L_{reconstrcut}$ is to measure the difference between the source images and the reconstructed images from pixel-level. $L_{SL}$ and $L_{MEF, SSIM}$ measure the semantic and structural loss between source images and the fused image from patch-level. The reconstruct loss is calculated as

$$L_{reconstrcut} = \frac{1}{N} \sum_i \| \hat{x}_{ct}^{(i)} - x_{ct}^{(i)} \| + \| \hat{x}_{mr}^{(i)} - x_{mr}^{(i)} \|,$$

where $\| \|$ is the $L_2$ norm of image, $x^{(i)}$ is the i-th training example, and $N$ is the number of training samples. By minimizing the mean squared error (MSE) between the reconstructed images and the source images, the encoder keeps the structure information, texture and more important semantics of the source images to the fused image. However, the fusion image generated by encoder is not limited to visual considerable. We add additional $L_{SL}$ and $L_{MEF, SSIM}$ to constrain the semantics and structure of the fused image, so that the fused image becomes visually impressive. A ablation study is in Section 3.3. The following subsection details loss function and the network architecture.

2.1. Semantic Loss

In Section 1 we mentioned that brightness indicates the properties of the tissue in the image. For example, in CT images, the brightness indicates the density of tissue, while in MR images, brightness indicates the fluidity and magnetic property of tissue. In the fused image, since the range of pixel values of the fused image and the source image are the same, we need to give more meaning to the brightness in the fused image. Hence we propose an evaluation index to evaluate the semantic loss ($SL$) in the fused image.

let $\{x_k\} = \{x_k| k = 1, 2\}$ denotes the set of image patches extracted from the same spatial location in the source image sequence $x$, and let $y$ be the corresponding patch in the fused image $y$. Given the source image sequence $x$ and the fused image $y$, we define the semantic evaluation index of medical image as follows:

$$SL(x, y) = \frac{1}{C} \sum_{i=1}^{M} \sum_{k=1}^{M} \max \| \mu_{x_k} - \mu_{y_k} \| - | \mu_{y} - \mu_{y} |,$$

where $M$ is the number of patches in an image, $x_k$ and $y^i$ are the i-th patch in $x$ and $y$, and $\mu_{x_k}$ and $\mu_{y_i}$ are the mean value of the $x_k$ and $y^i$ respectively. $C$ is used to find the mean, and the value is $\frac{(M+1)M}{2}$. Both $x$ and $y$ are normalized to the $[0, 1]$ interval.

$| \mu_{x_k} - \mu_{y_k} |$ denotes the brightness difference between two patches under one modality, while $| \mu_{y} - \mu_{y} |$ denotes the brightness difference of the corresponding patches in the fused image. The difference between the two terms indicates whether the semantic changes of one modality are consistent in the fused image. Considering that the semantics of the fused image is the combination of all the source images, we take the maximum semantic difference between the fused patch and the different modality patches to represents the semantic loss of the fused patch. Our semantic loss enumerates all combinations of patches to get the final result. It’s worth noting that we have removed the background patches from the calculation because they don’t contain any semantic information. A lower SL indicates a lower semantic loss of the fused image. Our semantic loss is as follows:

$$L_{SL} = \frac{1}{N} \sum_i SL(x^{(i)}, y^{(i)}).$$

For multi-channel images, we need to convert them to YCbCr color channel data, and then compare them in luminance channel. This is due to the fact that the brightness of the luminance channel changes more significantly than other channels.

2.2. MEF SSIM Loss

Multi-exposure image fusion (MEF) is considered as an effective quality enhancement technology, which is widely used in electronic products [12]. MEF takes a sequence of images with different exposure levels as input, and synthesizes an image with more information [13, 14]. MEF structural similarity index (MEF SSIM) is proposed by [9] to evaluate different MEF algorithms. After that, Prabhadra [15] proposed a state-of-the-art model, which takes MEF SSIM as the loss function and is used for MEF tasks. Inspired by [15], we use MEF SSIM as a part of the loss function, expect to retain the structure and clearer part of the source images.

The SSIM [16] framework divides patch into three parts: structure (s), luminance (l) and contrast (c). Decompose a given image
It can be observed that where \( \tau \) is the structural consistency between the input patches. The structure consistency \( R \) is defined by Ma [9] to measure the degree of direction agreement among the set of patches. Its expression is:

\[
R(\{\hat{x}_k\}) = \frac{\|\sum_{k=1}^N \hat{x}_k\|}{\sum_{k=1}^N \|\hat{x}_k\|}.
\] (8)

It can be observed that \( 0 \leq R \leq 1 \), and a larger \( R \) value indicates higher structural consistency between patches. Then \( w(\hat{x}_k) \) is calculated by

\[
p = \tan \frac{\pi R}{2} \quad \text{and} \quad w(\hat{x}_k) = \|\hat{x}_k\|^p.
\] (9)

When the structure consistency of patches is low, the weighting function will distribute their weight equally to them. On the contrary, when all patches have similar structure, patches with high contrast will take up more weight.

Combine the estimated \( \hat{s} \) and \( \hat{c} \) to produce the desired result patch \( \hat{x} = \hat{c} \cdot \hat{s} \). The quality score of the fused patch is calculated by SSIM [10] framework:

\[
\text{Score}(\{x_k\}, y) = \frac{2\sigma_{xy} + C}{\sigma_{x}^2 + \sigma_{y}^2 + C},
\] (10)

where \( \sigma_{x} \) and \( \sigma_{y} \) denote the variances of \( x \) and \( y \) respectively, \( \sigma_{xy} \) is the covariance between \( x \) and \( y \), and \( C \) is a small positive constant.

\[ \mathcal{L}_{MEF, SSIM} = \frac{1}{N} \sum_k \left( 1 - \sum_{(x_k) \in D, (y) \in K} \text{Score}(\{x_k\}, y) \right) \] (11)

2.3. Network Architecture

The basic framework of our encoder \( E_\theta \) and decoder \( D_\phi \) follows the structure of U-Net [10]. U-Net is a fully convolutional network (FCN) [17], which is used for medical image segmentation. It copies the feature map of layer \( i \) to the layer \( n - i \), where \( n \) is the total number of layers. The low-level feature map of the network preserves the fine-grained information of the image, while the high-level feature map retains the higher-level semantic information and the high-frequency portion of the image. It is beneficial to medical image fusion tasks, so we use U-Net in our encoder and decoder. The stride of \( 3 \times 3 \) convolution is 1, and its padding is 1. So after each convolution operation, the size of feature map does not change.

The structure of decoder is almost identical to that of the encoder, except that the input size is \( 1 \times 256 \times 256 \) and the output size is \( 2 \times 256 \times 256 \).

We replace the deconvolution operation with a bilinear interpolation operation. Although deconvolution operation can increase the capacity of the model, it makes the quality of the fused image generated by the encoder poor. The deconvolution operation produces obvious pepper noise and blur in the fused image, while the bilinear interpolation operation produces clearer and smoother images.

3. EXPERIMENTS

3.1. Experimental settings

In our FW-net, \( \alpha \) and \( \beta \) are 0.005 and 1 respectively. In semantic loss calculation, the patch size is \( 5 \times 5 \), and its stride size is 3. In MEF SSIM loss calculation, the patch size is \( 7 \times 7 \), its stride size is 1, and \( C \) is \( 9 \times 10^{-4} \). The batch size is set to 1. The optimizer is Adam [18], where the learning rate is 0.001. Our FW-Net is implemented in the pytorch framework and run on the Tesla M40 GPU.

We compare our approach with five mainstream algorithms, including the guided filtering-based (GF) approach [7], the fuzzy-adaptive reduced pulse-coupled neural network in non-subsampled contourlet (NSCT) domain (NSCT-RPCNN) approach [8], the phase congruency and directive contrast in NSCT domain (NSCT-PCDC) approach [8], the the convolutional neural network in Laplacian pyramid domain (LP-CNN) approach [5], and the parameter-adaptive pulse coupled neural network in nonsubsampled shearlet.
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3.2.1. Quantitative evaluation
As the experimental results shown in Table 1 our model has an excellent performance compared with other approaches. First, there is no doubt that the fused image generated by our approach has the least semantic loss. Second, our results are the best in $Q_{MI}$, indicating that our approach retains the information of the source images very well. Finally, in the $Q^{AB/F}$ evaluation index, our approach is comparable to other approaches, neither the best nor the worst. It shows that our approach also preserve the edge information of the source images well. By the way, after training, our approach only needs a forward propagation to get the fused image. Therefore, as shown in Table 2 our approach has the shortest running time.

Moreover, the $SSIM$ index shows that compared with other approach, the fused image generated by our approach has the highest structural similarity with the source CT image and the lowest structural similarity with the source MR-T2 image. This is because the $SSIM$ index is related to not only the structure information, but also the pixel value. The fused image generated by our approach tends to represent the new semantic space based on the brightness values of CT. In the brain structure, most of the brightness values of CT and MR-T2 images are reversed, such as bone and ventricles, which leads to a large gap in scores of $SSIM$ index.

3.2.2. Qualitative evaluation
Figure 3 shows a section of a patient with cerebral toxoplasmosis. The yellow arrow points to the left ventricle, and the blue arrow points to the outer skull. It should be noted that the red arrow indicates calcification, which should be the focus of clinicians. In the source CT image, we can clearly see the bright calcification. Although this information should be the focus of fused images, the existing approaches tend to retain brightness and other significant image information regardless of semantics. Therefore, the bright calcification in CT is mixed with the bright right ventricle in MR-T2, blurring the key information. It can be seen from the figure that (e), (d), (e) and (g) do not retain the information of calcification well. Although (f) highlighting the information of calcification, the left and right boundaries of ventricles are blurred. However, in our approach (h), the brain tissue boundaries and the information of calcification are well preserved.

Another fundamental issue is semantic conflicts. For example, the bone (the blue arrow in Figure 3) appears bright in CT while dark in MR-T2, and the ventricle (the yellow arrow in Figure 3) appears dark in CT while bright in MR-T2. The previous approaches do not distinguish the brightness in different source images, which results in the same brightness values of ventricles and skulls in fusion results (c) - (g). However, they have different semantics in fact. The semantic conflicts here are reflected in the high-density, low-flowing skull and low-density, high-flowing cerebrospinal fluid (in the ventricles) that present the same brightness values in the fused image. Our approach resolves the semantic conflicts well, making the brightness of the skull and the cerebrospinal fluid opposite.

It is also worth mentioning that our approach produces “cleaner” images, and the brightness is biased towards the source CT image, but the semantics are more abundant. The thin blood vessels that are not present in the source CT image are well presented in the source MR-T2. In our fusion result, the thin blood vessels are converted to be dark, indicating their low-density, high-flowing characteristics (the same semantics as cerebrospinal fluid). Our FW-Net converts the same part of the different modal source images into a new semantic space, eliminating noise caused by inconsistencies in images of different modalities. This makes fused images shaper and semantically richer.

3.3. Ablation Study
In this sub section, we analyze the effect of each loss function. For simplicity, we use $L_1$, $L_2$, and $L_3$ to represent $L_{MRF,SSIM}$, $L_{reconstruct}$, and $L_{SL}$ respectively, and use w/ to represent with and w/o to represent without. It is worth noting that the experiment w/ $L_1$ is the same as the DeepFuse [15] approach except that the network structure is different.

In Table 1 the results show that $L_1$ loss keeps the edge and structure information of the source images well, but it also finds that there is almost no semantic information. It is shown in (i) of Figure 3 $L_2$ loss has the ability to retain all kinds of information in the source images, but due to the lack of semantic and structural constraints, the performance is not so well. It is shown in (j) of Figure 3...
4. CONCLUSION

In this paper, we propose a new evaluation index to measure the semantic loss of the fused image, and a novel framework which combines semantic loss and structural loss is used for medical image fusion. We perform a detailed quantitative and qualitative evaluation as well as ablation study. In contrast to five state-of-the-art approaches, our approach effectively solves semantic conflicts and produces visually pleasing images. Our approach is promising and expected to be applied in the clinical setting in future.
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