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Abstract

Channel estimation is challenging for the reconfigurable intelligent surface (RIS) aided wireless communications, since the passive RIS cannot transmit or receive pilots. The existing channel estimation methods estimate the cascaded channel among the base station (BS), the RIS and the user ends (UEs), i.e., the BS-RIS-UE cascaded channel, which is the compound of the channel between the base station (BS) and the RIS (BS-RIS channel). Since the number of coefficients of the BS-RIS-UE cascaded channel is the product of the number of BS antennas, the number of RIS elements, and the number of UEs, the pilot overhead can be prohibitively high. In this paper, we propose a two-timescale channel estimation framework. The key idea of the framework is to exploit the property that the BS-RIS channel is high-dimensional but quasi-static, while the RIS-UE channel is mobile but low-dimensional. Specifically, to estimate the quasi-static BS-RIS channel, we propose a dual-link pilot transmission scheme, where the BS transmits downlink pilots and receives uplink pilots reflected by the RIS. Then, we propose a coordinate descent-based algorithm to recover the BS-RIS channel. Since we only need to estimate the quasi-static BS-RIS channel in a large timescale, the pilot overhead associated with this high-dimensional channel can be neglected from a long-term perspective. For the mobile RIS-UE channel, although it has to be frequently estimated in a small timescale, its dimension is much smaller than that of the cascaded channel, so the pilot overhead can be significantly reduced. Simulation results show that the proposed two-timescale channel estimation framework can achieve accurate channel estimation with low pilot overhead.
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I. INTRODUCTION

The emerging reconfigurable intelligent surface (RIS) has been recognized as a potential technology for the future 6G communications [1]. Different from conventional wireless communications where the propagation environment between the base station (BS) and the user ends (UEs) is considered uncontrollable, the RIS enables us to manipulate the wireless propagation environment by controlling the reflection coefficients on all RIS elements [2]. In the RIS-aided wireless communication system, accurate channel state information (CSI) is required to design the precoding matrix and the RIS reflection coefficients [3]. Consequently, it is of great importance to estimate the CSI in the RIS-aided wireless communication systems.

However, channel estimation for the RIS-aided wireless communication systems is a challenging problem due to the following two difficulties. Firstly, there are no active transmitters or receivers at the passive RIS, so the RIS can neither transmit nor receive pilots. By utilizing the active transceivers at the BS and UEs, most existing channel estimation methods only estimate the cascaded channel among the BS, the RIS and the UEs, i.e., the BS-RIS-UE cascaded channel [4]–[9], where the BS-RIS-UE cascaded channel is the compound of the channel between the BS and the RIS (BS-RIS channel), and the channel between the RIS and the UEs (RIS-UE channel). However, some precoding schemes [10]–[12] require the individual CSI about both the BS-RIS channel and the RIS-UE channel, so the cascaded channel estimation methods cannot meet the requirements of these precoding schemes. Secondly and more importantly, the pilot overhead for the cascaded channel estimation methods is prohibitively high. A typical RIS-aided multi-user wireless communication system has a large number (e.g., dozens to hundreds) of reflective elements and dozens of UEs, while the pilot overhead of typical cascaded channel methods is the product of the number of RIS elements and the number of UEs [4], [5]. Consequently, the pilot overhead to estimate the BS-RIS-UE cascaded channel can be prohibitively high (e.g., hundreds to thousands) in practice.

A. Prior works

Up to now, the research on channel estimation for the RIS-aided communication systems is limited. There are only a few recent works on this topic [4]–[9], all of which estimate the BS-RIS-UE cascaded channel. In [4], only a single RIS element is turned on in one time slot, and the cascaded channel of this RIS element can be estimated. The channel estimation accuracy suffers from the degradation of the receiver signal-to-noise ratio (SNR), because all other RIS elements
do not reflect the pilots. The authors in [5] designed a series of reflection coefficient vectors, and achieved a minimum variance unbiased (MVU) estimate of the cascaded channel. However, the pilot overhead for these schemes [4], [5] equals to the number of RIS elements multiplied by the number of UEs, which prohibits their application in a system with a large number of RIS elements. In [6], the authors propose an ingenious method to reduce the pilot overhead. The cascaded channel of the first UE is estimated at first and used as a reference channel. Then the cascaded channel of other UEs are estimated with reduced pilot overhead. However, the estimation is not accurate when the SNR is low. Another solution to reduce the pilot overhead is to use the sparse matrix factorization and matrix completion method if the channel exhibits the low-rank property [7]. In addition, the spatial channel sparsity can be leveraged to reduce the pilot overhead based on the compressive sensing technique for the RIS-aided communication systems operating at high-frequency bands [8], [9]. However, these methods in [7]–[9] are not applicable in the general scenario where the channel is not low-rank or sparse.

B. Contributions

In this paper, by leveraging the two-timescale property of the channel, we propose a two-timescale channel estimation framework to significantly reduce the pilot overhead in RIS-aided wireless communication systems. The contributions are summarized as follows:

1) We exploit the two-timescale channel property that the BS-RIS channel is quasi-static since the BS and the RIS are fixed, while the RIS-UE channel and the channel between the BS and the UEs (BS-UE channel) can change with time due to the mobility of the UEs. Then, we propose a two-timescale channel estimation framework to significantly reduce the pilot overhead. In this framework, the quasi-static BS-RIS with high dimension is estimated in a large timescale, while the mobile RIS-UE and BS-UE channels with low dimension are estimated in a small timescale.

2) To estimate the quasi-static BS-RIS channel, we propose a dual-link pilot transmission scheme, where the BS transmits downlink pilots and receives uplink pilots reflected by the RIS. Then, we propose a coordinate descent-based algorithm to recover the BS-RIS channel. Since we only need to estimate the quasi-static BS-RIS channel in a large timescale, the pilot overhead associated with this high-dimensional channel can be neglected from a long-term perspective.

3) For the mobile RIS-UE and the BS-UE channels, they can be easily estimated by the
existing solutions such as the least square algorithm. Although they have to be frequently estimated in a small timescale, their dimension is much smaller than that of the BS-RIS-UE cascaded channel, which still has to be frequently estimated in the existing cascaded channel estimation methods, so the associated pilot overhead can be significantly reduced.

C. Organization and Notations

The remainder of the paper is organized as follows. In Section II, we introduce the model of the RIS-aided wireless communication systems. In Section III, we propose the two-timescale channel estimation framework, to exploit the property that the BS-RIS channel is high-dimensional but quasi-static, while the RIS-UE and BS-UE channels are mobile but low-dimensional. The pilot overhead and the computational complexity are also discussed. We provide the simulation results in Section IV, and conclude this paper in Section V.

Notations: In this paper, light symbols, boldface lower-case symbols and upper-case symbols denote scalars, column vectors and matrices, respectively. \((\cdot)^*\) and \(|\cdot|\) denote the conjugate and the amplitude, while \(\|\cdot\|_0\), \(\|\cdot\|_2\) and \(\|\cdot\|_F\) denote the \(\ell_0\)-norm, the \(\ell_2\)-norm and the Frobenius norm, respectively. \((\cdot)^T\) and \((\cdot)^H\) are the transpose and the conjugate transpose, respectively. \([x]\) denotes the smallest integer that is greater than or equal to \(x\). \(\text{diag}(x)\) is the diagonal matrix with the vector \(x\) on its diagonal. \(\text{vec}(X)\) is the vectorization of the matrix \(X\). \(\odot\) is the Hadamard product. \(I_K\) is the \(K \times K\) identity matrix. Finally, \(\mathcal{C}\mathcal{N}(\mu, \Sigma)\) is the complex-valued Gaussian distribution with mean \(\mu\) and covariance \(\Sigma\).

II. System Model

We consider an RIS-aided wireless communication system as shown in Fig. 1. \(N_{\text{UE}}\) UEs are served simultaneously by a BS with \(N_{\text{BS}}\) antennas and an RIS with \(N_{\text{RIS}}\) elements. The uplink signal model is given by

\[
y = \sum_{k=1}^{N_{\text{UE}}} \left[ G (\phi \odot u_k) + h_k \right] x_k + n, \tag{1}
\]

where \(y \in \mathbb{C}^{N_{\text{BS}} \times 1}\) is the received signal at the BS, \(G \in \mathbb{C}^{N_{\text{BS}} \times N_{\text{RIS}}}\) is the BS-RIS channel, \(\phi \in \mathbb{C}^{N_{\text{RIS}} \times 1}\) is the vector of reflection coefficients on the \(N_{\text{RIS}}\) RIS elements, \(u_k \in \mathbb{C}^{N_{\text{RIS}} \times 1}\) is the channel between the RIS and the \(k\)-th UE, \(h_k \in \mathbb{C}^{N_{\text{BS}} \times 1}\) is the direct channel between the BS and the \(k\)-th UE, \(x_k \in \mathbb{C}\) is the transmitted signal from the \(k\)-th UE, and \(n \in \mathbb{C}^{N_{\text{BS}} \times 1}\), \(n \sim \mathcal{C}\mathcal{N}(0, \sigma_n^2 I_{N_{\text{BS}}})\) is the additive noise. We assume uncorrelated Rayleigh fading channels,
i.e., $h_k \sim \mathcal{CN}(0, \rho_{h_k} I_{N_{BS}})$, $\text{vec}(G) \sim \mathcal{CN}(0, \rho_{g} I_{N_{BS}N_{RIS}})$, $u_k \sim \mathcal{CN}(0, \rho_{r_k} I_{N_{BS}})$, where $\rho_{h_k}$, $\rho_{g}$ and $\rho_{r_k}$ are the large-scale fading factors of the three channels, respectively. As demonstrated in the existing RIS hardware prototype [13], RIS elements are mainly used to control the phases of the reflected signal, i.e., $|\phi(n)| = 1, 1 \leq n \leq N_{RIS}$. The signal model (1) can be equivalently written as

$$
y = \sum_{k=1}^{N_{UE}} [G \text{diag}(u_k) \phi + h_k] x_k + n
$$

(2)

where the BS-RIS-UE cascaded channel is defined by

$$
B_k \triangleq G \text{diag}(u_k),\ k = 1, 2, \cdots, N_{UE},
$$

(3)

which is the compound of the BS-RIS channel and the RIS-UE channel [7].

Most cascaded channel estimation methods in literature are based on the uplink pilot transmission [5–8]. In the $t$-th time slot, different UEs transmit different pilots $x_{k,t}$, while the RIS use the same reflection coefficient vector $\phi_t$ to reflect the uplink pilots from all UEs. The received pilots at the BS can be modeled by

$$
y_t = \sum_{k=1}^{N_{UE}} [B_k \phi_t + h_k] x_{k,t} + n_t
$$

(4)

$$
= \sum_{k=1}^{N_{UE}} B_k \phi_t x_{k,t} + \sum_{k=1}^{N_{UE}} h_k x_{k,t} + n_t.
$$
We repeat (4) for multiple time slots to received enough pilots, then the BS-RIS-UE cascaded channel \( \{ B_k | 1 \leq k \leq N_{\text{UE}} \} \) and the BS-UE direct channel \( \{ h_k | 1 \leq k \leq N_{\text{UE}} \} \) can be estimated by the methods in [4], [5]. Since the dimension of the received pilots should be no smaller than the dimension of the channels in [4], [5], the pilot overhead is extremely large to estimate the \((N_{\text{BS}}N_{\text{RIS}}N_{\text{UE}} + N_{\text{BS}}N_{\text{UE}})\) coefficients in the BS-RIS-UE cascaded channel and the BS-UE direct channel for all the UEs.

III. The proposed two-timescale channel estimation framework

In this section, we propose a two-timescale channel estimation framework, including a quasi-static channel estimation in a large timescale and a mobile channel estimation in a small timescale.

A. Basic idea

We leverage the two-timescale channel property. On one hand, the BS and the RIS are placed in fixed positions, so the BS-RIS channel \( G \) is quasi-static. We only need to estimate \( G \) in a large timescale, i.e., estimate \( G \) once over a long period of time. On the other hand, the RIS-UE channel and the BS-UE channel are time-varying due to the mobility of the UEs, so we need to estimate them in a small timescale, i.e., estimate them once in a short period of time.

To estimate the quasi-static BS-RIS channel, the main difficulty is that the RIS can neither transmit nor receive pilots because the RIS does not have active transceivers [2]. To overcome this difficulty, we propose a dual-link pilot transmission scheme. Specifically, the BS works at full-duplex mode [14]. The BS transmits pilots to the RIS via the downlink channel with a single antenna, and then the RIS reflects pilots back to the BS via the uplink channel with a set of pre-designed reflection coefficients, which will be explained later in detail. At the same time the BS also receives pilots with the rest antennas. Though the self-interference can be severe in the full-duplex system, the self-interference mitigation techniques have been extensively studied to solve this problem, e.g., [14]–[16]. After the self-interference mitigation, the BS-RIS channel can be estimated based on the dual-link pilots which are received at the BS. Then, for the mobile RIS-UE and BS-UE channels, since they are low-dimensional, they can be estimated with a conventional uplink pilot transmission scheme and an LS-based algorithm.

Compared with the existing cascaded channel estimation methods, the pilot overhead can be significantly reduced. On one hand, the BS-RIS channel is high-dimensional but quasi-static.
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Fig. 2. The proposed two-timescale channel estimation frame structure.

Since we only need to estimate the quasi-static BS-RIS channel in a large timescale, the pilot overhead associated with this high-dimensional channel can be neglected from a long-term perspective. On the other hand, the BS-UE and RIS-UE channels are mobile but low-dimensional. We estimate \( \{h_k, u_k\mid 1 \leq k \leq N_{\text{UE}}\} \) with only \((N_{\text{BS}} + N_{\text{RIS}}) N_{\text{UE}}\) coefficients, rather than estimating \( \{h_k, B_k\mid 1 \leq k \leq N_{\text{UE}}\} \) with \((N_{\text{BS}} + N_{\text{BS}} N_{\text{RIS}}) N_{\text{UE}}\) coefficients by the cascaded channel estimation methods. The required pilot overhead can thus be significantly reduced.

The proposed channel estimation frame structure is exhibited in Fig. 2. At the beginning, we estimate the high-dimensional quasi-static BS-RIS channel based on the proposed dual-link pilot transmission scheme. Then, in a small timescale, the low-dimensional mobile BS-UE and RIS UE channels are estimated based on the uplink pilots before data transmission.

B. Estimating the quasi-static BS-RIS channel

In this subsection, we propose a dual-link pilot transmission scheme and a coordinate descent-based algorithm to estimate the quasi-static BS-RIS channel.

1) Dual-link pilot transmission:

Before we start, we show that we cannot uniquely estimate the BS-RIS channel based on the pilot transmission model in (4). Note that according to the definition of the cascaded channel in
for any non-zero $p_1, \cdots, p_{N_{\text{RIS}}} \in \mathbb{C}$,

$$B_k = G \text{diag}(u_k)$$

$$= \left( G \begin{bmatrix} p_1 & \cdots & \cdot & \cdot & \cdots & p_{N_{\text{RIS}}} \end{bmatrix} \right) \cdot \left( \begin{bmatrix} p_1^{-1} & \cdots & \cdot & \cdot & \cdots & p_{N_{\text{RIS}}}^{-1} \end{bmatrix} \text{diag}(u_k) \right)$$

$$\Rightarrow = G' \text{diag}(u'_k), \quad k = 1, 2, \cdots, N_{\text{UE}},$$

where $G' = G \text{diag}\left([p_1, \cdots, p_{N_{\text{RIS}}}]^T\right)$, $u'_k = u_k \otimes [p_1, \cdots, p_{N_{\text{RIS}}}]^T$. Equation (5) shows that the decomposition of the cascaded channel $B_k$ is not unique. Therefore, no matter what pilots and no matter what reflection coefficients are used in the uplink pilot transmission in (4), both $G, \{u_k|1 \leq k \leq N_{\text{UE}}\}$ and $G', \{u'_k|1 \leq k \leq N_{\text{UE}}\}$ can lead to the same received pilots. As a result, we cannot uniquely estimate $G$ and $\{u_k|1 \leq k \leq N_{\text{UE}}\}$ based on the conventional uplink pilot transmission model in (4) [7]. So, we have to propose a pilot transmission scheme different from (4) to estimate the quasi-static BS-RIS channel.

In the proposed dual-link pilot transmission scheme, we do not need the UEs to transmit or receive pilots. The key idea of the dual-link pilot transmission is that the BS transmits pilots to the RIS via the downlink channel, and then the RIS reflects pilots back to the BS via the uplink channel. Assuming we have a full-duplex BS\footnote{The full-duplex BS is one of the possible realizations of the dual-link pilot transmission. Other realizations remain open problems for future works.} that can transmit and receive pilots with different antennas simultaneously [14].

To be specific, the proposed dual-link pilot transmission frame consists of $(N_{\text{RIS}} + 1)$ sub-frames, and each sub-frame lasts for $N_{\text{BS}}$ time slots. In the $t$-th sub-frame ($t = 1, 2, \cdots, N_{\text{RIS}} + 1$), the reflection coefficient vector at the RIS is $\tilde{\phi}_t \in \mathbb{C}^{N_{\text{RIS}} \times 1}$, while the $N_{\text{BS}}$ BS antennas take turns to transmit pilots during the $N_{\text{BS}}$ time slots. In the $m_1$-th time slot ($m_1 = 1, 2, \cdots, N_{\text{BS}}$) of the $t$-th frame, the $m_1$-th BS antenna transmits a pilot $z_{m_1, t}$, and the rest ($N_{\text{BS}} - 1$) BS antennas receive the pilot reflected by the RIS. The received pilots at the rest BS antennas can be written as

$$\begin{align*}
\bar{y}_{m_1, m_2, t} &= \left[ g_{m_2}^T \text{diag}(\tilde{\phi}_t) g_{m_1} + s_{m_1, m_2} \right] z_{m_1, t} + \bar{n}_{m_1, m_2, t} \\
&= \left[ g_{m_2}^T \text{diag}(g_{m_1}) \tilde{\phi}_t + s_{m_1, m_2} \right] z_{m_1, t} + \bar{n}_{m_1, m_2, t},
\end{align*}$$

$$m_2 = 1, 2, \cdots, N_{\text{BS}}, m_2 \neq m_1.$$
where \( m_1 \neq m_2 \) means the receiver antenna is different from the transmitter antenna. \( \bar{y}_{m_1,m_2,t} \in \mathbb{C} \) is the received pilot at the \( m_2 \)-th BS antenna, \( \mathbf{g}_{m_2}^T \triangleq \mathbf{G}(m_2,:) \in \mathbb{C}^{N_{\text{RIS}} \times 1} \), \( \mathbf{g}_{m_1} \triangleq \mathbf{G}(m_1,:)^T \in \mathbb{C}^{N_{\text{RIS}} \times 1} \). Since \( \mathbf{G} \) is BS-RIS channel matrix, \( \mathbf{g}_{m_2}^T \), \( \mathbf{g}_{m_1}^T \) are row vectors that denote the uplink channels from the RIS to the \( m_2 \)-th and the \( m_1 \)-th BS antenna, respectively. Thanks to the channel reciprocity, the column vector \( \mathbf{g}_{m_1} \) can be used to express the downlink channel from the \( m_1 \)-th BS antenna to the RIS. \( s_{m_1,m_2} \) is the self-interference after mitigation from the \( m_1 \)-th BS antenna to the \( m_2 \)-th RIS antenna, which will be explained later. Finally, \( \bar{n}_{m_1,m_2,t} \sim \mathcal{CN}(0,\sigma_n^2) \) is the received noise at the \( m_2 \)-th BS antenna.

The self-interference \( s_{m_1,m_2} \) is mainly caused by the direct transmission from the \( m_1 \)-th BS antenna to the \( m_2 \)-th BS antenna when the BS is working at the full-duplex mode. In a typical full-duplex system, the self-interference can be much larger than the desired signal (e.g., 110 dB larger than the desired signal \([14]\)) before mitigation. However, the self-interference suppression methods have been extensively studied to solve the problem, e.g., \([14]–[16]\). In \([14]\), the authors reported that the interference can be mitigated to as low as about only 3 dB higher than the receiver noise with their self-interference mitigation method. Therefore, we assume \( s_{m_1,m_2} \sim \mathcal{CN}(0,\sigma_{SI}^2) \) after the self-interference mitigation, where there is no considerable differences in orders of magnitude between \( \sigma_{SI}^2 \) and \( \sigma_n^2 \).

After \( (N_{\text{RIS}}+1) \) sub-frames, we can get all the received pilots \( \{\bar{y}_{m_1,m_2,t}|1 \leq m_1,m_2 \leq N_{\text{BS}}, m_1 \neq m_2, 1 \leq t \leq N_{\text{RIS}}+1\} \) in the dual-link pilot transmission frame. For a given \( m_1, m_2, 1 \leq m_1,m_2 \leq N_{\text{BS}}, m_1 \neq m_2 \), we collect the received pilots corresponding to the \( m_1 \)-th transmit antenna and the \( m_2 \)-th receive antenna in \( (N_{\text{RIS}}+1) \) sub-frames, to define

\[
\bar{y}_{m_1,m_2}^T \triangleq [\bar{y}_{m_1,m_2,1}, \bar{y}_{m_1,m_2,2}, \cdots, \bar{y}_{m_1,m_2,N_{\text{RIS}}+1}].
\]  

Then, by substituting the dual-link pilot model (6) into (7), and assuming the transmitted pilot is \( z_{m_1,t} = \sqrt{P_{\text{BS}}} \) without loss of generality, where \( P_{\text{BS}} \) is the transmitted power of the BS, we can write the model in the vector form:

\[
\bar{y}_{m_1,m_2}^T = \{\mathbf{g}_{m_2}^T \text{diag}(\mathbf{g}_{m_1}) \left[ \tilde{\phi}_1, \tilde{\phi}_2, \cdots, \tilde{\phi}_{N_{\text{RIS}}+1} \right] + s_{m_1,m_2} 1_{1 \times (N_{\text{RIS}}+1)} \} \sqrt{P_{\text{BS}}} + \bar{n}_{m_1,m_2}^T
\]

\[
= \sqrt{P_{\text{BS}}} \mathbf{w}_{m_1,m_2}^T \begin{bmatrix} 1_{1 \times (N_{\text{RIS}}+1)} \end{bmatrix} + \bar{n}_{m_1,m_2}^T,
\]

where we define the vector of unknown variables by

\[
\mathbf{w}_{m_1,m_2} \triangleq \begin{bmatrix} s_{m_1,m_2} & \mathbf{g}_{m_2}^T \text{diag}(\mathbf{g}_{m_1}) \end{bmatrix}^T,
\]
\[ \Phi = [\bar{\phi}_1, \bar{\phi}_2, \ldots, \bar{\phi}_{N_{\text{RIS}}+1}] \in \mathbb{C}^{N_{\text{RIS}} \times (N_{\text{RIS}}+1)}, \ 1_{1 \times (N_{\text{RIS}}+1)} \] is a row vector with all elements equal to 1, and \( \bar{n}_{m_1, m_2} = [\bar{n}_{m_1, m_2, 1}, \bar{n}_{m_1, m_2, 2}, \ldots, \bar{n}_{m_1, m_2, N_{\text{RIS}}+1}]^T \).

For the convenience of signal processing, the reflection coefficient vectors are designed as
\[ \bar{\phi}_t = \left[ e^{-j 2 \pi \frac{1}{N_{\text{RIS}}+1}}, e^{-j 2 \pi \frac{2(t-1)}{N_{\text{RIS}}+1}}, \ldots, e^{-j 2 \pi \frac{N_{\text{RIS}}(t-1)}{N_{\text{RIS}}+1}} \right]^T, \ t = 1, 2, \ldots, N_{\text{RIS}} + 1, \] which leads to
\[
\begin{bmatrix}
1_{1 \times (N_{\text{RIS}}+1)} \\
\bar{\Phi}
\end{bmatrix} = \left[
\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
1 & e^{-j 2 \pi \frac{1}{N_{\text{RIS}}+1}} & \cdots & e^{-j 2 \pi \frac{N_{\text{RIS}}}{N_{\text{RIS}}+1}} \\
\vdots & \vdots & \ddots & \vdots \\
1 & e^{-j 2 \pi \frac{N_{\text{RIS}}}{N_{\text{RIS}}+1}} & \cdots & e^{-j 2 \pi \frac{N_{\text{RIS}}}{N_{\text{RIS}}+1}} \\
\end{array}
\right] = \sqrt{N_{\text{RIS}} + 1} \mathbf{F}_{N_{\text{RIS}}+1},
\]
where \( \mathbf{F}_{N_{\text{RIS}}+1} \) is the \((N_{\text{RIS}} + 1) \times (N_{\text{RIS}} + 1)\)-dimensional unitary DFT matrix. Therefore, (8) becomes
\[
\hat{\mathbf{y}}_{m_1, m_2}^T = \mathbf{w}_{m_1, m_2}^T \sqrt{P_{\text{BS}} (N_{\text{RIS}} + 1)} \mathbf{F}_{N_{\text{RIS}}+1} + \bar{n}_{m_1, m_2}^T. \tag{12}
\]

2) The coordinate descent-based channel estimation algorithm:

We estimate the quasi-static BS-RIS channel in two stages. The first stage divides the problem into \( N_{\text{RIS}} \) independent subproblems, where each subproblem is to estimate the channel between the BS and a single RIS element. Then, the second stage estimates the BS-RIS channel by solving these subproblems respectively.

In the first stage, for all \( m_1 \neq m_2 \), based on the model (12), we can easily obtain an estimate of \( \mathbf{w}_{m_1, m_2} \) defined in (9) by
\[
\hat{\mathbf{w}}_{m_1, m_2}^T \triangleq \left[ \hat{s}_{m_1, m_2} \ a_{m_1, m_2, 1} \ a_{m_1, m_2, 2} \ \cdots \ a_{m_1, m_2, N_{\text{RIS}}} \right] = \frac{1}{\sqrt{P_{\text{BS}} (N_{\text{RIS}} + 1)} \hat{\mathbf{y}}_{m_1, m_2}^T \mathbf{F}_{N_{\text{RIS}}+1}^H}, \tag{13}
\]
where \( \hat{s}_{m_1, m_2}, a_{m_1, m_2, 1}, \ldots, a_{m_1, m_2, N_{\text{RIS}}} \) denote the elements of \( \hat{\mathbf{w}}_{m_1, m_2} \).

By substituting (8) into (13), we have
\[
\left[ \hat{s}_{m_1, m_2} \ a_{m_1, m_2, 1} \ a_{m_1, m_2, 2} \ \cdots \ a_{m_1, m_2, N_{\text{RIS}}} \right] = \left[ s_{m_1, m_2} \ \mathbf{g}_{m_2}^T \text{diag}(\mathbf{g}_{m_1}) \right]^T + \frac{\bar{n}_{m_1, m_2}^T \mathbf{F}_{N_{\text{RIS}}+1}^H}{\sqrt{P_{\text{BS}} (N_{\text{RIS}} + 1)}}. \tag{14}
\]
Therefore, \( a_{m_1, m_2, n} \) is an estimate of \( g_{m_1,n} g_{m_2,n} \), with
\[
a_{m_1, m_2, n} = g_{m_1,n} g_{m_2,n} + \varepsilon_{m_1, m_2, n}, \quad n = 1, 2, \ldots, N_{\text{RIS}}, \tag{15}
\]
where \( g_{m,n} = g_m(n) = G(m,n) \) is the channel between the \( m \)-th BS antenna and the \( n \)-th RIS element, \( \varepsilon_{m_1,m_2,n} \) is the error, and \( \varepsilon_{m_1,m_2,n} \sim \mathcal{CN}(0, \frac{\sigma_n^2}{P_{BS}(N_{RIS}+1)}) \).

Now that for a specific \( n, 1 \leq n \leq N_{RIS} \), the variables \( \{a_{m_1,m_2,n} | 1 \leq m_1,m_2 \leq N_{BS}, m_1 \neq m_2\} \) are dependent to the channel coefficients between the BS and the \( n \)-th RIS element, i.e., \( \{g_{m,n} | 1 \leq m \leq N_{BS}\} \), but independent to the channel coefficients of other RIS elements. That is to say, the problem of estimating the quasi-static BS-RIS channel can thus be divided into \( N_{RIS} \) independent subproblems, where the \( n \)-th subproblem is to estimate \( \{g_{m,n} | 1 \leq m \leq N_{BS}\} \)
from the variables \( \{a_{m_1,m_2,n} | 1 \leq m_1,m_2 \leq N_{BS}, m_1 \neq m_2\} \).

In the second stage, we estimate the quasi-static BS-RIS channel by solving the \( N_{RIS} \) subproblems respectively. For \( 1 \leq n \leq N_{RIS} \), we formulate the \( n \)-th subproblem as

\[
g_1(n), g_2(n), \ldots, g_{N_{BS},n} = \arg\min_{g_1(n), \ldots, g_{N_{BS},n}} f_n(g_1(n), \ldots, g_{N_{BS},n}),
\]

where

\[
f_n(g_1(n), \ldots, g_{N_{BS},n}) = \sum_{m_1=1}^{N_{BS}} \sum_{m_2=1}^{N_{BS}} \sum_{m_3 \neq m_1}^{N_{BS}} |a_{m_1,m_2,n} - g_{m_1,n}g_{m_2,n}|^2.
\]

The goal of the subproblem is to estimate \( N_{BS} \) coefficients of the channel between the BS and the \( n \)-th RIS element. To solve this subproblem, we propose a coordinate-descent based algorithm. There are multiple outer iterations in the coordinate-descent based algorithm, each of which consists of \( N_{BS} \) inner iterations. The key idea is that, in each outer iteration, the estimates of all the \( N_{BS} \) coefficients are refined from the first one to the last one. In each inner iteration, we refine the estimate of one of the \( N_{BS} \) coefficient while fixing the estimates of the rest \( (N_{BS} - 1) \) coefficients. To be specific, we generate the initial estimate \( \hat{g}^{(0)}_1(n), \hat{g}^{(0)}_2(n), \ldots, \hat{g}^{(0)}_{N_{BS,n}} \) by random. Then, in the \( i \)-th outer iteration, we loop for \( 1 \leq m \leq N_{BS} \). In the \( m \)-th inner iteration, given \( \hat{g}^{(i-1)}_{m+1,n}, \hat{g}^{(i-1)}_{m+2,n}, \ldots, \hat{g}^{(i-1)}_{N_{BS,n}} \) that has been refined in the \( (i-1) \)-th outer iteration and \( \hat{g}^{(i)}_1(n), \hat{g}^{(i)}_2(n), \ldots, \hat{g}^{(i)}_{m-1,n} \) that has been refined before refining \( \hat{g}^{(i)}_{m,n} \) in the \( i \)-th outer iteration, the problem of refining the estimate of \( g_{m,n} \) is formulated as

\[
g^{(i)}_{m,n} = \arg\min_{g_{m,n}} f_n\left(g^{(i)}_1(n), \ldots, g^{(i)}_{m-1,n}, g_{m,n}, g^{(i-1)}_{m+1,n}, \ldots, g^{(i-1)}_{N_{BS,n}}\right).
\]

As a univariate convex optimization problem, the close-form solution for \( g_{m,n} \) can be derived by solving \( \frac{\partial f_n}{\partial g_{m,n}} = 0 \). According to the definition of the objective function \( f_n \) in (17), the
partial derivatives are given by
\[
\frac{\partial f_n}{\partial g_{m,n}} = \frac{\partial}{\partial g_{m,n}} \sum_{m' = 1}^{N_{\text{BS}}} \sum_{m' \neq m} |a_{m,m',n} - g_{m,n}g_{m',n}|^2 + \frac{\partial}{\partial g_{m,n}} \sum_{m' = 1}^{N_{\text{BS}}} |a_{m',m,n} - g_{m',n}g_{m,n}|^2
\]
(19)
\[
= 2g_{m,n}^* \sum_{m' = 1}^{N_{\text{BS}}} |g_{m',n}|^2 - \sum_{m' = 1}^{N_{\text{BS}}} \left( a_{m,m',n}^* + a_{m',m,n}^* \right) g_{m',n},
\]
and similarly
\[
\frac{\partial f_n}{\partial g_{m,n}^*} = 2g_{m,n} \sum_{m' = 1}^{N_{\text{BS}}} |g_{m',n}|^2 - \sum_{m' = 1}^{N_{\text{BS}}} \left( a_{m,m',n} + a_{m',m,n} \right) g_{m',n}^*.
\]
(20)
Therefore, \( \frac{\partial f_n}{\partial g_{m,n}} = \frac{\partial f_n}{\partial g_{m,n}^*} = 0 \) yields to
\[
g_{m,n} = \frac{\sum_{m' = 1}^{N_{\text{BS}}} b_{m,m',n} g_{m',n}^*}{\sum_{m' = 1}^{N_{\text{BS}}} |g_{m',n}|^2},
\]
(21)
where
\[
b_{m,m',n} \triangleq \frac{1}{2} (a_{m,m',n} + a_{m',m,n}), \quad m' \neq m.
\]
(22)
As a result, the close-form solution to (18) is given by
\[
\hat{g}_{m,n}^{(i)} = \frac{\sum_{m' = 1}^{m-1} b_{m,m',n} \left( g_{m',n}^{(i)} \right)^* + \sum_{m' = m+1}^{N_{\text{BS}}} b_{m,m',n} \left( g_{m',n}^{(i-1)} \right)^*}{\sum_{m' = 1}^{m-1} \left| g_{m',n}^{(i)} \right|^2 + \sum_{m' = m+1}^{N_{\text{BS}}} \left| g_{m',n}^{(i-1)} \right|^2}.
\]
(23)

The coordinate descent-based channel estimation algorithm is summarized in Algorithm 1.

In Steps 1-6, we divide the quasi-static channel estimation problem into \( N_{\text{RIS}} \) independent subproblems, each of which estimates the channel between the BS and one specific RIS element. In Steps 7-17, the subproblems are solved respectively using the coordinate descent method. As described in Steps 11-16, the outer iterations are run until a well-fit solution is found or the number of outer iterations reaches \( I_{\text{max}} \). In Step 14, we refine the \( m \)-th channel coefficients in the inner iterations. Finally, the algorithm will find an estimate of the quasi-static BS-RIS channel.
Algorithm 1 Proposed coordinate descent-based channel estimation algorithm

**Input:** The received pilots \( \{ \bar{y}_{m_1, m_2, n} \mid 1 \leq m_1, m_2 \leq N_{\text{BS}}, 1 \leq n \leq N_{\text{RIS}} \} \), the transmitted power \( P_{\text{BS}} \), the termination threshold \( \epsilon \), the maximal number of outer iterations \( I_{\text{max}} \).

**Output:** Estimated coefficients \( \{ \hat{g}_{i,j} \mid 1 \leq i \leq N_{\text{BS}}, 1 \leq j \leq N_{\text{RIS}} \} \) of the BS-RIS channel.

1: for \( m_1 = 1 : N_{\text{BS}} \) do
2: for \( m_2 = 1 : N_{\text{BS}}, m_2 \neq m_1 \) do
3: \( \bar{y}_{m_1, m_2}^T \triangleq [\bar{y}_{m_1, m_2, 1}, \bar{y}_{m_1, m_2, 2}, \cdots, \bar{y}_{m_1, m_2, N_{\text{RIS}}+1}] \).
4: \[
\begin{bmatrix}
    \hat{s}_{m_1, m_2} & a_{m_1, m_2, 1} & a_{m_1, m_2, 2} & \cdots & a_{m_1, m_2, N_{\text{RIS}}}
\end{bmatrix} = \frac{1}{\sqrt{P_{\text{BS}}(N_{\text{RIS}}+1)}} \bar{y}_{m_1, m_2}^T F_{N_{\text{RIS}}+1}^H.
\]
5: end for
6: end for
7: for \( n = 1 : N_{\text{RIS}} \) do
8: Calculate \( b_{m,m',n} \) according to (22) for all \( m' \neq m \).
9: Randomly initialize \( \hat{g}_{1,n}^{(0)}, \hat{g}_{2,n}^{(0)}, \cdots, \hat{g}_{N_{\text{BS}},n}^{(0)} \).
10: \( i = 0 \).
11: while \( f_n \left( \hat{g}_{1,n}^{(i)}, \cdots, \hat{g}_{N_{\text{BS}},n}^{(i)} \right) > \epsilon \) and \( i < I_{\text{max}} \) do
12: \( i \leftarrow i + 1 \).
13: for \( m = 1 : N_{\text{BS}} \) do
14: Calculate \( \hat{g}_{m,n}^{(i)} \) according to (23).
15: end for
16: end while
17: \( \hat{g}_{m,n} = \hat{g}_{m,n}^{(i)}, 1 \leq m \leq N_{\text{BS}} \).
18: end for
19: return \( \{ \hat{g}_{m,n} \mid 1 \leq m \leq N_{\text{BS}}, 1 \leq n \leq N_{\text{RIS}} \} \)

C. Estimating the mobile RIS-UE and BS-UE channels

Given the estimate of the quasi-static BS-RIS channel, we can estimate the mobile RIS-UE channel \( \{ u_k \mid 1 \leq k \leq N_{\text{UE}} \} \) and the BS-UE channel \( \{ h_k \mid 1 \leq k \leq N_{\text{UE}} \} \). Since the mobile channels are low-dimensional, they can be estimated with the conventional uplink pilot transmission scheme and an LS-based algorithm.

1) Uplink pilot transmission:
To estimate the mobile RIS-UE and BS-UE channels, we follow the conventional uplink...
pilot transmission scheme \[5\]. The uplink pilot transmission frame consists of \(\tau_0\) sub-frames, and each sub-frame lasts for \(N_{\text{UE}}\) time slots. In the \(t\)-th sub-frame \((t = 1, 2, \cdots, N_{\text{RIS}} + 1)\), the reflection coefficient vector at the RIS is \(\tilde{\phi}_t \in \mathbb{C}^{N_{\text{RIS}} \times 1}\). The reflection coefficient vector is randomly generated by \(\tilde{\phi}_t(n) = e^{j\omega_{t,n}}, t = 1, 2, \cdots, \tau_0\), where the random phase \(\omega_{t,n}\) is uniformly distributed in \([0, 2\pi)\), \(n = 1, 2, \cdots, N_{\text{RIS}}\). During the \(N_{\text{UE}}\) time slots in a sub-frame, the UEs transmit uplink pilot sequences, i.e., \(x_k \in \mathbb{C}^{N_{\text{UE}} \times 1}, k = 1, 2, \cdots, N_{\text{UE}}\). In order to distinguish the pilots from different UEs, we assign orthogonal pilot sequences to different UEs, i.e.,

\[
x_{k_1}^H x_{k_2} = \begin{cases} N_{\text{UE}} P_{\text{UE}}, & k_1 = k_2, \\ 0, & k_1 \neq k_2, \end{cases}
\]

with \(P_{\text{UE}}\) denoting the transmitted power of each UE.

In the \(t\)-th sub-frame, based on \(2\), we write the multi-slot pilot transmission model by

\[
Y_t = \sum_{k=1}^{N_{\text{UE}}} \left[ G \text{diag} \left( u_k \right) \tilde{\phi}_t + h_k \right] x_k^T + N_t,
\]

where \(Y_t \in \mathbb{C}^{N_{\text{BS}} \times N_{\text{UE}}}\) is the matrix of received pilots at the BS. Each column of \(Y_t\) is the received pilots in a single time slot. \(N_t \in \mathbb{C}^{N_{\text{BS}} \times N_{\text{UE}}}\) is the noise.

Then, by right multiplying the conjugate of the pilot sequences, we can distinguish the channel of different UEs:

\[
\tilde{y}_{k,t} = \frac{1}{N_{\text{UE}} P_{\text{UE}}} Y_t x_k^* \\
= \frac{1}{N_{\text{UE}} P_{\text{UE}}} \sum_{k'=1}^{N_{\text{UE}}} \left[ G \text{diag} \left( u_{k'} \right) \tilde{\phi}_t + h_{k'} \right] x_{k'}^T x_k^* + \frac{N_t x_k^*}{N_{\text{UE}} P_{\text{UE}}} \\
= \left[ G \text{diag} \left( \tilde{\phi}_t \right) u_k + h_k \right] + \tilde{n}_{k,t}
\]

where \(\tilde{n}_{k,t} = \frac{N_t x_k^*}{N_{\text{UE}} P_{\text{UE}}}, \) and

\[
A_t \triangleq \left[ G \text{diag} \left( \tilde{\phi}_t \right) \ I_{N_{\text{BS}}} \right].
\]

In \(26\), \(\tilde{y}_{k,t} \in \mathbb{C}^{N_{\text{BS}} \times 1}\) is the equivalent received pilot for the \(k\)-th UE, \(\left[ u_k^T, h_k^T \right]^T \in \mathbb{C}^{(N_{\text{BS}} + N_{\text{RIS}}) \times 1}\) is the vector of all coefficients of the mobile channels of the \(k\)-th UE. Since the number of received pilots must be no smaller than the dimension of the mobile channels, i.e., \(\tau_0 N_{\text{BS}} \geq \)
we have \( \tau_0 \geq \tau_{\min} = \lceil \frac{N_{\text{BS}} + N_{\text{RIS}}}{N_{\text{BS}}} \rceil \). Then, by collecting the equivalent received pilots in \( \tau_0 \) frames, we have

\[
\tilde{y}_k = A \begin{bmatrix} u_k \\ h_k \end{bmatrix} + \tilde{n}_k, \quad k = 1, 2, \ldots, N_{\text{UE}},
\]

(28)

where \( \tilde{y}_k \triangleq [\tilde{y}_{k,1}^T, \tilde{y}_{k,2}^T, \ldots, \tilde{y}_{k,\tau_0}^T]^T \), \( A \triangleq [\tilde{A}_1^T, \tilde{A}_2^T, \ldots, \tilde{A}_{\tau_0}^T]^T \), and \( \tilde{n}_k \triangleq [\tilde{n}_{k,1}^T, \tilde{n}_{k,2}^T, \ldots, \tilde{n}_{k,\tau_0}^T]^T \).

2) LS-based channel estimation algorithm:

In (28), \( A \) is determined by the exact quasi-static channel \( G \) and the series of reflection coefficients \( \{\tilde{\phi}_t|1 \leq t \leq \tau_0\} \). The reflection coefficients \( \{\tilde{\phi}_t|1 \leq t \leq \tau_0\} \) are predesigned, while the exact value of \( G \) is not known to us. So we can only use \( \hat{G} \) which is estimated in the quasi-static channel estimation. Similar to (27), we define \( \hat{A} \) based on \( \hat{G} \)

\[
\hat{A} \triangleq \begin{bmatrix} \hat{G} \operatorname{diag} \left( \tilde{\phi}_1 \right) & I_{N_{\text{BS}}} \\ \vdots & \vdots \\ \hat{G} \operatorname{diag} \left( \tilde{\phi}_{\tau_0} \right) & I_{N_{\text{BS}}} \end{bmatrix}.
\]

(29)

Finally, we have the least square (LS) estimate of the mobile channels

\[
\begin{bmatrix} \hat{u}_k \\ \hat{h}_k \end{bmatrix} = \hat{A}^H \hat{y}_k = \left( \hat{A}^H \hat{A} \right)^{-1} \hat{A}^H \tilde{y}_k, \quad k = 1, 2, \ldots, N_{\text{UE}},
\]

(30)

where \( \hat{u}_k \) and \( \hat{h}_k \) are the estimates of the RIS-UE channel and the BS-UE channel of the \( k \)-th UE, respectively.

D. Pilot overhead analysis

In the quasi-static channel estimation, there are \( (N_{\text{RIS}} + 1) \) sub-frames, each of which consists of \( N_{\text{BS}} \) time slots. So the associated pilot overhead is \( \tau_1 = (N_{\text{RIS}} + 1) N_{\text{BS}} \). In the mobile channel estimation, there are \( \tau_{\min} = \lceil \frac{N_{\text{BS}} + N_{\text{RIS}}}{N_{\text{BS}}} \rceil \) sub-frames, each of which consists of \( N_{\text{UE}} \) time slots, so the pilot overhead for the mobile channel estimation is \( \tau_2 = N_{\text{UE}} \lceil \frac{N_{\text{BS}} + N_{\text{RIS}}}{N_{\text{BS}}} \rceil \).

In the proposed two-time channel estimation framework, the quasi-static BS-RIS channel is estimated in a large timescale. Consequently, the pilot overhead of the quasi-static channel estimation can be neglected. We only need to estimate the mobile channel to get the instant CSI that changes with the movement of the UEs, so the effective pilot overhead is \( \tau = \tau_2 = N_{\text{UE}} \lceil \frac{N_{\text{BS}} + N_{\text{RIS}}}{N_{\text{BS}}} \rceil \), which is much lower than \( (N_{\text{BS}} + N_{\text{RIS}}) N_{\text{UE}} \) in [5] and \( N_{\text{UE}} + N_{\text{RIS}} + \max \left\{ N_{\text{UE}} - 1, \lceil \frac{(N_{\text{UE}} - 1) N_{\text{RIS}}}{N_{\text{BS}}} \rceil \right\} \) in [6].
E. Computational complexity analysis

In the quasi-static channel estimation, the computation complexity mainly lies in Step 4 and Step 14 of Algorithm 1. In Step 4, we can use fast Fourier transformation (FFT) with the computational complexity of $O(N_{\text{RIS}} \log N_{\text{RIS}})$. In Step 14, it takes $O(N_{\text{BS}})$ calculations to refine $g_{m,n}$. Considering the number of iterations, the computational complexity of Algorithm 1 is $O(N_{\text{BS}}^2 N_{\text{RIS}} \log N_{\text{RIS}} + N_{\text{BS}}^2 N_{\text{RIS}} I_{\text{max}})$. In the mobile channel estimation, the computational complexity of is determined by that of the LS channel estimation in (30), which is $O((N_{\text{BS}} + N_{\text{RIS}})^3)$.

IV. Simulations

A. Simulation setup

In our simulations, $N_{\text{BS}} = 32$, $N_{\text{RIS}} = 32$, $N_{\text{UE}} = 8$. The large-scale fading is modeled as

\[
\rho_{h_k} = \rho_0 \left( \frac{d_{h_k}}{d_0} \right)^{-\alpha_h}, \quad \rho_g = \rho_0 \left( \frac{d_g}{d_0} \right)^{-\alpha_g}, \quad \rho_{r_k} = \rho_0 \left( \frac{d_{r_k}}{d_0} \right)^{-\alpha_r},
\]

where $\rho_0 = -20$ dB is the large-scale fading factor at the reference distance of $d_0 = 1$ m, and we set $\alpha_h = 2.2$, $\alpha_g = 2.1$ and $\alpha_r = 4.2$, which are also adopted in the simulations in [6]. The BS-RIS distance is $d_g = 10$ m, the BS-UE distance is $d_{h_k} = 100$ m, and the RIS-UE distance is $d_{r_k} = 100$ m. For the ease of defining the receiver SNR, we assume all the UEs are 100 m away from the BS, and also 100 m away from
the RIS. The SNR is defined to be the ratio between the expected power of the received pilot and the power of the additive noise when one of the UEs is transmitting a pilot, i.e.,

$$\text{SNR} = \mathbb{E}_{G, \phi, u_k, h_k} \left\{ \frac{P_{UE} \| \mathbf{G} (\phi \odot u_k) + h_k \|^2}{N_{BS} \sigma_n^2} \right\}$$

$$= \frac{P_{UE} (N_{RIS} \rho_g \rho_{r_k} + \rho_{h_k})}{\sigma_n^2}. \quad (31)$$

We assume the pilots sent by both the BS and the UEs have unit power, i.e., $P_{BS} = P_{UE} = 1$. The after-mitigation self-interference level is set to be 20 dB stronger than the receiver noise, i.e., $\sigma_{SI}^2 = 100 \sigma_n^2$.

B. Simulation results

First of all, we examine the convergence of the coordinate descent-based channel estimation algorithm by simulations. The SNR is set at 50 dB in order to show the convergence more clearly. We randomly generate 1000 channels and run the entire channel estimation procedure for each of them. In each channel estimation, we need to solve $N_{RIS}$ subproblems (16). For each subproblem, we can evaluate the normalized value of the objective function by

$$\tilde{f}_n^{(i)} = \frac{f_n \left( \hat{g}_{1,n}^{(i)}, \cdots, \hat{g}_{N_{BS},n}^{(i)} \right)}{f_n (0, \cdots, 0)}, \quad i = 1, \cdots, I_{\text{max}}, \quad (32)$$
so we can record how the value of $\bar{f}_n^{(i)}$ decreases with $i$ for the 1000 $N_{\text{RIS}} = 32,000$ independent subproblems. We find out the best case (the curve that decreases the fastest), the median case (the curve of median convergence speed), and the worst case (the curve that decreases the most slowly) among the 32,000 cases. As shown in Fig. 3, the normalized value of the objective function can decrease below $10^{-7}$ in 6 outer iterations in the median case. Even for the worst case among the 32,000 instances, the algorithm can still decrease below $10^{-7}$ in 10 outer iterations. Therefore, we set the maximum number of outer iterations $I_{\text{max}} = 10$, and the termination threshold $\epsilon = 10^{-7}f_n(0,\cdots,0)$ for Algorithm 1.

Then, we compare the pilot overhead of different channel estimation schemes in Fig. 4. We can see that the pilot overhead of the proposed two-timescale channel estimation framework is lower than the multi-user channel estimation method in [6], and significantly lower than the minimum variance unbiased (MVU) estimator [5], by leveraging the two-timescale channel property.

In Fig. 5-6, we investigate the normalized mean square error (NMSE) performance for the proposed two-timescale channel estimation framework. Most existing channel estimation methods only estimate the BS-UE direct channel $\{h_k|1 \leq k \leq N_{\text{UE}}\}$ and the BS-RIS-UE cascaded channel $\{B_k|1 \leq k \leq N_{\text{UE}}\}$. As a result, to compare the NMSE performance with the existing cascaded channel estimation methods, we should also calculate the estimate of the cascaded channel $\{B_k|1 \leq k \leq N_{\text{UE}}\}$ based on our estimates of $G$ and $\{u_k|1 \leq k \leq N_{\text{UE}}\}$ according to
\( \hat{B}_k = \hat{G}\text{diag}(\hat{u}_k), 1 \leq k \leq N_{\text{UE}} \). The NMSE of the cascaded channel is defined by

\[
\text{NMSE}_{B} \triangleq \frac{\mathbb{E} \left\{ \sum_{k=1}^{N_{\text{UE}}} \left\| \hat{B}_k - B_k \right\|_F^2 \right\}}{\mathbb{E} \left\{ \sum_{k=1}^{N_{\text{UE}}} \left\| B_k \right\|_F^2 \right\}},
\]

while the NMSE of the BS-UE channel is

\[
\text{NMSE}_{h} \triangleq \frac{\mathbb{E} \left\{ \sum_{k=1}^{N_{\text{UE}}} \left\| \hat{h}_k - h_k \right\|_2^2 \right\}}{\mathbb{E} \left\{ \sum_{k=1}^{N_{\text{UE}}} \left\| h_k \right\|_2^2 \right\}}.
\]

Fig. 5 shows the NMSE of the cascaded channel against the SNR, while Fig. 6 shows the NMSE of the BS-UE channel against the SNR. The proposed channel estimation method can achieve lower NMSE than that in [6]. The MVU channel estimation [5] is more accurate, but it is mainly because the pilot overhead is 32 times as high as that of our proposed method.

Fig. 7 is the sum-rate performance comparison. We adopt a cross entropy optimization based precoding scheme similar to that in [17] to jointly optimize the precoding matrix at the BS and the reflection coefficient vector at the RIS. The precoding is conducted based on the CSI estimated from different schemes. The sum-rate based on perfect CSI is also adopted as an upper bound for comparison. The result is consistent with Figs. 5-6, that the proposed channel estimation method can outperform the method in [6].
V. CONCLUSIONS

In this paper, we propose a two-timescale channel estimation framework for the RIS-aided wireless communication systems. The key idea of the framework is to exploit the two-timescale property, which means that the BS-RIS channel is high-dimensional but quasi-static, while the RIS-UE channel and the BS-UE channel are mobile but low-dimensional. Specifically, to estimate the quasi-static BS-RIS channel under the constraint that the RIS can neither transmit nor receive pilots, we propose a dual-link pilot transmission scheme, where the BS transmits downlink pilots and receives uplink pilots reflected by the RIS. Then, we propose a coordinate descent-based algorithm to estimate the quasi-static BS-RIS channel. We reveal that the pilot overhead can be significantly reduced by exploiting the two-timescale channel property. For the quasi-static BS-RIS channel, the associated pilot overhead can be neglected from a long-term perspective since we can estimate it in a large timescale. For the mobile RIS-UE and BS-UE channels that have to be frequently estimated in a small timescale, their dimension is much smaller than that of the cascaded channel, so the pilot overhead can be significantly reduced. Simulation results show that the proposed two-timescale channel estimation framework can achieve accurate channel estimation with low pilot overhead.
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