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Abstract—We propose a learning framework to find the representation of a robot’s kinematic structure and motion embedding spaces using graph neural networks (GNN). Finding a compact and low-dimensional embedding space for complex phenomena is a key for understanding its behaviors, which may lead to a better learning performance, as we observed in other domains of images or languages. However, although numerous robotics applications deal with various types of data, the embedding of the generated data has been relatively less studied by roboticists. To this end, our work aims to learn embeddings for two types of robotic data: the robot’s design structure, such as links, joints, and their relationships, and the motion data, such as kinematic joint positions. Our method exploits the tree structure of the robot to train appropriate embeddings to the given robot data. To avoid overfitting, we formulate multi-task learning to find a general representation of the embedding spaces. We evaluate the proposed learning method on a robot with a simple linear structure and visualize the learned embeddings using t-SNE. We also study a few design choices of the learning framework, such as network architectures and message passing schemes.

I. INTRODUCTION

The recent success of deep learning heavily relies on the representation learning of input data. However, most representation learning methods have focused on structured data, such as images or texts [1]–[3]. On the other hand, researchers have made less attention to understand various robotics data, such as robots’ structures, motions, controls, and sensory observations, where their structures remain unveiled. In this paper, we focus on the problem of understanding the robot’s data by finding its low-dimensional embedding space.

Given the fact that the robot’s structure can be represented as a graph, it seems to be a natural choice to leverage Graph neural networks (GNNs) to represent the robot’s data. Particularly, we employ the framework of message passing neural networks (MPNNs) proposed by Gilmer et al. [4] as the network architecture, which extends the message passing schemes between nodes. This scheme has been applied to learn a variety of graph-structured data, from a single large graph (e.g., social network) to multiple small graphs (e.g., molecules). While the former data typically involves the per-node or per-edge data, the latter focuses on graph-level tasks. Inspired by the success of molecule works [5]–[7], we also formulate the learning with graph-level tasks that involve the data generated from the robot’s entire structure.

In addition, we take an approach of multi-task learning (MTL) when we learn embeddings. This is a well-known approach for learning a shared representation that is agnostic to the selection of tasks while avoiding overfitting. In particular, we set two related tasks in this work: solving forward kinematics (FK) and inverse kinematics (IK) while sharing robot structure representation. Because the robot’s morphologies and motions are related to each other, we expect that this simultaneous learning of FK and IK allows us to find general embeddings more efficiently.

We evaluate the proposed learning framework on a simple 2D robot with a linear structure. We generate a large size of data while varying the number of joints and link lengths, and augment the structure data set with pose data. Then we process the given multi-dimensional data to find a compact fixed eight-dimensional embedding space. We visualize the learned embedding space using t-SNE and compare it with the embedding of the multilayer perception (MLP), which gives us different insights into the robot design and motion spaces.

II. RELATED WORK

In this work, we focus on the problem of embedding structural features of various robots through message passing neural networks [4]. Our goal of finding the robot design embedding differs from other existing tasks [8], which do not consider any kinematic constraints. This section will review the prior work that leverages GNN for robotics and then go over more recent works on multi-task learning.

A. Graph Neural Networks in Robotics

The existing works on a single robot with a graph neural network can be categorized into two tasks, design optimization, and locomotion task. The problem of design optimization, which aims to find the optimal design that can maximize the performance, can have a more structured search by obtaining embedded design space. Instead of manually constructing the manifolds [9], [10], the recent advances in GNN allow us to learn them from the data automatically. RoboGrammar [11] aims to solve the problem of robot design in a terrain environment, which exploits GNN for estimating design value functions to efficiently search the robot design space defined by the predefined grammar. Xu et al. [12] expand RoboGrammar to a multi-objective task, which uses graph heuristic search (GHS) iteratively to sample different directions of the objective spaces while learning a GNN-represented heuristic function shared across these directions. Instead of learning value functions, Wang
et al. [13] propose a technique to optimize the robot design using evolution strategy algorithms while evaluating designs using GNN based controllers.

In addition, a number of works [14]–[16] seek to obtain a generalizable control policy without the notion of design optimization, although they are two related problems. NerveNet [14] seeks to train generalized locomotion skills using GNN that can be transferred to the robot with a different number of joints or even with broken actuators in a zero-shot manner. Modular RL [15] introduces Shared Modular Policies (SMP), a structure agnostic optimal locomotion policy based on each module by utilizing two-way message passing between them. Whitman et al. [16] also propose an algorithm to find a kinematic chain agnostic control policy by leveraging both a message-passing network on the robot structure and a model-based reinforcement learning algorithm.

B. Multi-task Representation Learning.

In this work, we perform multi-task learning (i.e., forward kinematics and inverse kinematics) to find the structural embedding of robot designs. We started with the Shared Trunk architecture [17], [18] that utilizes a global feature extractor shared for all tasks with designated output heads. Prediction distillation [19], [20] extends this idea based on the intuition that the answer for one task will help in learning another task. Similarly, we can formulate an auxiliary task to boost the learning of general representation without decreasing the performance of the original task. For instance, Liebe et al. [21] targets vision-based road scene understanding by defining auxiliary tasks as unrelated tasks but has similar features as the main tasks. Furthermore, one can use multiple input domains (e.g., image and text) with each feature extractor, and this structure is called Multi-Modal architecture. Giannone et al. [22] presents architecture composed of two encoders for RGB and depth images and concatenate them to obtain common representation for both semantic segmentation and depth completion. Our proposed method belongs to Multi-Modal architecture that is similar to Giannone et al., where we simultaneously learn structure and pose embeddings by solving multiple tasks.

III. LEARNING ROBOT EMBEDDING WITH GNN

A well-formed robot design embedding has the potential to solve structure-relevant problems such as design optimization or robot-agnostic tasks. Our method encodes robotic data into two separated spaces: structure embedding and pose embedding. The pose embedding is decoupled from the structure embedding, so that structure embedding targets particularly for invariant information which is specific to the robot structure. Instead, the pose embedding helps to capture kinematics information, which fundamentally involves robots’ physical feasibility, robotic properties, or skills expected to learn through the embeddings. To this end, we use graph neural networks to embed diverse robotic structures with non-fixed dimensional robotic data into a fixed dimensional space.

In this section, we suggest a method to exploit a tree structure on learning representations of robotic data. Then we describe how our method employs message passing neural networks and creates the embedding space through multi-task representation learning.
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where $\text{dir}$ denotes the direction of the message passing, and $e_{(s, r)}$ denotes the feature of the edge $(s, r)$. Either parent or child node can be the sender based on the direction of the message passing. Then, the messages from the senders are aggregated by the aggregation function $A_{\text{dir}}$ as

$$m^t = A_{\text{dir}}(m^t_{s_1}, m^t_{s_2}, \ldots, m^t_{s_n}). \quad (2)$$

Finally, the hidden state of the receiver node $r$ is updated as

$$h_r^t = U_{\text{dir}}(h_r^{t-1}, m^t) \quad (3)$$

where $t$ denotes the time step that the hidden state be updated.

Within the tree structure, we define message passing in two directions, from root to leaf or leaf to root, which will be referred to as downward passing and upward passing, respectively. For the downward passing, each node is updated only based on its parent node, thus an identity function is used as an aggregation function $A$. This passing can also be viewed as spreading a parent node’s information to child nodes. Contrarily, upward message passing has to collect the information from multiple child nodes using an aggregation function. Typical choices of an aggregation function include mean, pooling, and recurrent neural networks.

**A. Tree Message Passing**

We can model a robot’s structure as a tree by converting joints to nodes and links to edges while assuming no loops as shown in Fig. 1. Then a leaf node represents a null joint that makes the connected edge an end-effector. We focus on this tree structure of the robots and exploit it to learn compact but meaningful structural or pose embeddings.

Since a tree is a special case of graphs, our method starts with the message passing strategy, generating messages at nodes and passing them via edges. Unlike undirected graphs, trees have directional relationships between parent and child nodes that define the hierarchy of nodes. We explicitly use this hierarchy on the message passing scheme.

Fig. 1 describes how the messages are generated and passed throughout the tree structure. Each message passing step updates the hidden state $h_r$ of receiver node $r$ with message function $M$, aggregation function $A$, and update function $U$. Let us assume a set of $n$ sender nodes $S = \{s_1, s_2, \ldots, s_n\}$ that need to send their message to the receiver node $r$. Then each node $s \in S$ will generate its own message using the function $M$:

$$m_s^t = M_{\text{dir}}(h_r^t, e_{(s, r)}),$$

where $\text{dir}$ denotes the direction of the message passing, and $e_{(s, r)}$ denotes the feature of the edge $(s, r)$. Either parent or child node can be the sender based on the direction of the message passing. Then, the messages from the senders are aggregated by the aggregation function $A_{\text{dir}}$ as

$$m^t = A_{\text{dir}}(m^t_{s_1}, m^t_{s_2}, \ldots, m^t_{s_n}).$$

Finally, the hidden state of the receiver node $r$ is updated as

$$h_r^t = U_{\text{dir}}(h_r^{t-1}, m^t)$$

where $t$ denotes the time step that the hidden state be updated.

Within the tree structure, we define message passing in two directions, from root to leaf or leaf to root, which will be referred to as downward passing and upward passing, respectively. For the downward passing, each node is updated only based on its parent node, thus an identity function is used as an aggregation function $A$. This passing can also be viewed as spreading a parent node’s information to child nodes. Contrarily, upward message passing has to collect the information from multiple child nodes using an aggregation function. Typical choices of an aggregation function include mean, pooling, and recurrent neural networks.

**B. Pretraining of Encoders**

Ahead of multi-task learning, we pre-train both structure and pose encoders to facilitate the whole learning process. This is because we observe that the proposed multi-task learning is difficult to learn from scratch. For this purpose, we design new self-reconstructing tasks that encode node features and decode to reconstruct the given inputs. Because each node feature may consist of more than one type of information, we also consider this task MTL.

The straightforward formulation is to reconstruct all the node features (Fig. 3) in the encoder-decoder (ED) architecture. Both encoder and decoder use the tree message passing networks. Because each data may have a different tree structure, we stick to a pre-order traversal, starting from the root node. However, the ambiguity is still not fully considered, as identical robot structures may have different tree representations.

We also investigate another method for pretraining, which is to reconstruct the missing node’s features from the given other nodes’ features. This approach is inspired by fill-in-the-blank tasks in other domains, such as text infilling in natural language processing [23]-[25] and image inpainting in computer vision [26]. We leave one node out randomly and let the networks only predict the blanked information rather than reconstructing all the node features. Both the whole graph and blank graph are encoded with the same tree encoder, and then an MLP predicts the blanked information as in Fig. 3, called a fill-in-the-blank (FB) architecture. We expect that this method would capture even minor differences in each node features and also relieve the ambiguity compared to ED reconstruction. For simplicity, we concatenate edge features into its child node features, and treat everything as node features.

**C. Multi-task Representation Learning on Kinematics**

We suggest learning an embedding space of robot through multi-task representation learning (MTL) as illustrated in Fig. 3 to learn the space that is generalizable across multiple tasks. Because our goal is to make the embedding space of the robot’s kinematics, we select two popular tasks: forward kinematics and inverse kinematics.

As shown in Fig. 3 the tasks are sharing structure and pose embedding space. We separate structure-specific data
to create its own embedding space. For the structure embedding, we use link lengths \( l \) and binary flags \( ee \) to note whether the node is an end-effector as node features. For the pose embedding, we use joint positions \( s \) as the node features, which vary in a single robot structure.

The first task, forward kinematics (FK, Fig. 3a), is to find the end-effector position in Cartesian space from the given joint angles. First, we obtain a structure embedding of a robot using a structure-tree encoder while computing a pose embedding from joint angles using a pose-tree encoder. Then, both the structure and pose embeddings are concatenated and fed to a multilayer perceptron (MLP) to predict the end-effector position.

On the other hand, the inverse kinematics task (IK, Fig. 3b) predicts joint angles from the given position of the end-effector. Note that the IK task naturally has ambiguity with multiple solutions while the FK task predicts the unique end-effector position. The structure embedding is obtained through the aforementioned structure-tree encoder and then combined with the given end-effector position. Then an MLP layer maps the combined information to the pose-tree embedding space to reconstruct the pose-tree structure, which holds the joint angle configuration.

We weight each loss based on initial loss to prevent the learning dominated by one task and linearly combine as

\[
\mathcal{L}_{\text{total}} = w_{\text{FK}} \mathcal{L}_{\text{FK}} + w_{\text{IK}} \mathcal{L}_{\text{IK}}.
\]  

For the following experiments, the loss is computed using the mean absolute error between the targeted and predicted positions, and the weights \( w_{\text{FK}} \) and \( w_{\text{IK}} \) are set as 5.0 and 0.5, respectively.

IV. EXPERIMENTS

This section presents experimental results of validating our approach. We first describe the experimental setup, including data generation and implementation detail. Then, we present the results on learning robot structural and pose embeddings and visualize the learned latent space to discover what is emphasized in the learning and how the message passing affects the learning. In this pilot study, we focused on a simple robot with a linear structure.

Fig. 4. Data distribution of the first and second node features, labeled with the number of joints of each robot structure. (a) Structure data, link lengths, sampled from a uniform distribution. (b) Pose data, joint angles, computed values from random end-effector positions sampled from a uniform distribution.

Fig. 5. Learning curves compared with a MLP model. Top: pretraining of (a) structure and (b) pose embeddings. Bottom: multi-task learning tasks (c) forward kinematics and (d) inverse kinematics.

A. Data Generation

We built our data set using the Reacher environment in OpenAI Gym [27], which is a well-known benchmark in reinforcement learning. A reacher is a robot arm with one end-effector, so we can represent the robot’s structure with a tree with one child node for each parent node. We vary the number of joints and the length of each link to generate various robot structures while changing the poses of each robot to learn kinematics. As a result, the generated dataset consists of two distinct types of graphs: structure data and pose data. Both are in tree structure holding node features and edge features, but for simplicity, we assign edge features to the child node’s node features in this study as aforementioned.

In the robot structure data, the joint number varies from two to four, and the link lengths were randomly sampled from a uniform distribution \( \mathcal{U}(0.1, 0.4) \). For each number of joints, we collected 1000 different robot structures. Each node feature includes link length and end-effector information, which are the unique attributes of each robot structure.

On the other hand, the pose data is composed of joint configurations and end-effector positions, which are assigned as a node feature and a graph feature, respectively. We generate multiple pose data from one robot structure. We first sample 10,000 end-effector positions randomly from each robot structure, and joint configurations are calculated via inverse kinematics using the PyBullet library [28]. Then, we clean the data to filter any collision occurrence.

In the robot structure data, the joint number varies from two to four, and the link lengths were randomly sampled from a uniform distribution \( \mathcal{U}(0.1, 0.4) \). For each number of joints, we collected 1000 different robot structures. Each node feature includes link length and end-effector information, which are the unique attributes of each robot structure.

On the other hand, the pose data is composed of joint configurations and end-effector positions, which are assigned as a node feature and a graph feature, respectively. We generate multiple pose data from one robot structure. We first sample 10,000 end-effector positions randomly from each robot structure, and joint configurations are calculated via inverse kinematics using the PyBullet library [28]. Then, we clean the data to filter any collision occurrence.

In the robot structure data, the joint number varies from two to four, and the link lengths were randomly sampled from a uniform distribution \( \mathcal{U}(0.1, 0.4) \). For each number of joints, we collected 1000 different robot structures. Each node feature includes link length and end-effector information, which are the unique attributes of each robot structure.

On the other hand, the pose data is composed of joint configurations and end-effector positions, which are assigned as a node feature and a graph feature, respectively. We generate multiple pose data from one robot structure. We first sample 10,000 end-effector positions randomly from each robot structure, and joint configurations are calculated via inverse kinematics using the PyBullet library [28]. Then, we clean the data to filter any collision occurrence.

In the robot structure data, the joint number varies from two to four, and the link lengths were randomly sampled from a uniform distribution \( \mathcal{U}(0.1, 0.4) \). For each number of joints, we collected 1000 different robot structures. Each node feature includes link length and end-effector information, which are the unique attributes of each robot structure.
bit due to inverse kinematics computation.

B. Implementation Details

The structure and pose encoders are trained to encode the given input into a fixed-dimension vector, which is empirically set to 8. The size of hidden layers in MLP is also set to 8. The model is trained with the Adam optimizer [29] with an initial learning rate of 0.0001. Each message passing with hidden state update repeated twice, both downward and upward so that every node knows the accumulated information, even of sibling nodes.

C. Learning Curves

In Fig. 5, we plot the progress of representation learning in terms of the loss values. For comparison, an MLP encoder is trained to build the embedding space in the same dimension as our method does. When training MLP encoder, all inputs are expanded to the maximum number of joints with zero-filling for unused joints. We draw various insights from the given learning curves. First, both MLP and ours manage to lower the structure reconstruction loss to a similar scale. However, our approach does not perform well in the pose reconstruction task and FK task in MTL. We suspect that the reconstruction tasks are too easy for MLP because it can simply copy the inputs, which sharply drops the loss values to zero. For the IK task, ours performs slightly better than the other. Rather, they just provide different perspectives for understanding the robot structure data. The MLP embedding space is not what we wanted to obtain because it does not give us any intuition for relating structures with different numbers of links. On the other hand, the embedding with our approach associates structures with three and four links, which can be reasonable in terms of their kinematic capabilities, such as reachability and singularity against IK.

D. Embedding Space Visualization

To explore the learned latent space, we plot the embedding vectors to two-dimensional space using t-SNE [30] as shown in Fig. 6. The color in the upper row indicates the number of joints, while the bottom row figures are colored based on the first node’s feature value, i.e., link length or joint angle.

Structure embedding. Fig. 6a compares the structure embedding spaces learned with two architectures, our GNN with fill-in-blank architecture (column (a-1)) and the standard MLP (column (a-2)). We present both embeddings with two different colorizations based on the number of joints (upper) and the link length of the first node (lower). Both embeddings build clusters based on those two features, the number of joints and the link length of the first node, which affect the kinematic performance of the robot significantly, i.e., the reachable workspace of the robot. However, the overall shapes are quite different from each other: the MLP produces more dispersed clusters while our method creates two long-curved lines. We suspect that our method maintains a single cluster for three-linked and four-linked structures because both offer multiple solutions for a single IK problem. We argue that one embedding is not particularly better than the other. Rather, they just provide different perspectives for understanding the robot structure data. The MLP embedding space is not what we wanted to obtain because it does not give us any intuition for relating structures with different numbers of links. On the other hand, the embedding with our approach associates structures with three and four links, which can be reasonable in terms of their kinematic capabilities, such as reachability and singularity against IK.

Pose embedding As shown in Fig. 6b, pose embeddings are in a single cluster and correlate to the node feature (i.e., joint angle), not the number of joints. The embeddings of MLP (column (b-1)) are distributed all over the space without any recognizable shape, but ours are connected in a lengthy cluster with sharp ends (column (b-2)). Fig. 7 shows the actual robot poses sampled from each end of the pose embedding space learned with our method. Left column robots have three joints, while right column robots have four joints. Similar to our observation from the latent space visualization, the embedding is mostly correlated to the first joint angle that determines the range of end-effector position.
Fig. 7. Sampled robot poses from pose embedding space. (a) and (b) are each end of the cluster. The pose embeddings are mostly determined by the first joint angle.

Fig. 8. Comparison of reconstruction strategies. (a) Encoder-decoder (ED) (b) Fill-in-the-blank (FB).

E. Reconstruction Strategies Comparison

In Fig. 8, we further compare two different reconstruction strategies discussed in Sec. III-B. ED reconstruction embeddings (Fig. 8a) create a long line connected all together with a bit of noise, but no specific correlation shown with neither the number of node nor node features. Contrarily, the embeddings learned by FB reconstruction are in more stretched shapes but subject to the node features. That is, FB reconstruction distinguishes each input in detail and be expected to facilitate further tuning in the embedding space.

F. Impacts of Message Passing on Embedding Space

We investigate how the message passing scheme affects the learned embedding through the lens of t-SNE visualizations. Four different structure embedding spaces are visualized in Fig. 9 (a) downward only; (b) downward then upward, or one round-trip; (c) two round-trips; and (d) three round-trips. Different number of joints are depicted with different colors. With a single message passing (Fig. 9a), the structures are likely to be sorted in a single line. However, two-joint robots start to be separated from the cluster by having an additional pass from leaf to root. Again, another round trip also managed to separate three- and four-joint structures. However, adding one more round trip here shapes the embedding space differently. Instead of lines, circular clusters are formed per number of nodes, and additionally, multiple small groups are also spread around as if they are outliers.

V. CONCLUSION

In this paper, we have proposed a tree-based message passing neural network for creating an embedding space for robotic structures and motions. We leverage the tree structure existing in kinematic structures to encode the given robot data into the corresponding embedding spaces. We further incorporate the kinematic movements of the robot through the multi-task learning to learn more meaningful representations. We visualized the learned embeddings via t-SNE dimensional reduction and analyzed how the embedding space formed for different structures and pose data.

There exist several different interesting future research directions. First, while we have tested embedding diverse structures in terms of joint number and link length, we only explored simple linear structures in this study. Therefore, we hope to add more complexity to the robot structure, such as more nodes, various types of revolute joints, and graph structures including closed chain. This will also require investigating different aggregation strategies while accumulating the messages from multiple child nodes. In addition, it would be interesting to extend this work by applying the learned embedding spaces to solve the tasks associated with robot structure, such as design optimization.
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