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Abstract—Nowadays, recommender systems (RSes) are becoming increasingly important to individual users and business marketing, especially in the online e-commerce scenarios. However, while the majority of recommendation algorithms proposed in the literature have focused their efforts on improving prediction accuracy, other important aspects of recommendation quality, such as diversity of recommendations, have been more or less overlooked. In the latest decade, recommendation diversity has drawn more research attention, especially in the models based on user-item bipartite networks. In this paper, we introduce a family of approaches to extract fabricated experts from users in RSeS, named as the Expert Tracking Approaches (ExTrA for short), and explore the capability of these fabricated experts in improving the recommendation diversity, by highlighting them in a well-known bipartite network-based method, called the Mass Diffusion (MD for short) model. These ExTrA-based models are compared with two state-of-the-art MD-improved models HHP and BHC, with respect to recommendation accuracy and diversity. Comprehensive empirical results on three real-world datasets MovieLens, Netflix and RYM show that, our proposed ExTrA-based models can achieve significant diversity gain while maintain comparable level of recommendation accuracy.

1. INTRODUCTION

Recommender systems (RSes) are powerful tools of helping users confront the challenge of information overload, by uncovering users’ potential preferences on uncollected items and accordingly delivering personalized recommendation lists. Accuracy used to be regarded as the most important concern for RSeS \cite{1,2,3,4,5,6}. However, with the fast development of on-line e-commercial services, users’ satisfaction with RSeS is not only related to recommendation accuracy, but also dependent on the diversity, which measures the personalization levels of recommendation results \cite{7,8,9,10}. However, people found that accuracy and diversity seem to be two sides of the seesaw: when one side rises, the other side falls \cite{11}. Recommending more popular items would result in high accuracy but low diversity, while recommending more niches would bring high diversity but low accuracy. Diffusion-based recommendation is a vital branch to solve this accuracy-diversity dilemma in recommender systems, which makes recommendations for users by simulating a basic physical dynamic process on the user-item bipartite network \cite{11,16,22}. The Mass Diffusion (MD) \cite{16} model is the pioneer of diffusion-based recommendation methods, which works as follows. Initially, each item collected by the target user is assigned one-unit resource. Then the resource is redistributed among all the items through a two-step allocation process on the user-item bipartite graph, first from each item averagely to its neighbor users, then from each user averagely to its neighbor items. MD can achieve more accurate recommendations than the traditional item-based Collaborative Filtering (CF) model \cite{16}, although it can be categorized into a special case of CF with the RA similarity rather than the common Cosine or Jaccard similarity \cite{22}. Another model, called the Heat Conduction (HC) \cite{23}, is a similar process, but allocating resource in a different way, which results in the exposure of more niches, however with rather low accuracy, thus, could not be applied alone in real RSeS. Subsequently, Liu et al. \cite{20} proposed a biased heat conduction (BHC) model to enhance the accuracy of HC model; Zhou et al. \cite{17} integrated MD and HC methods together to generate a hybrid recommendation model, which improves accuracy and diversity simultaneously.

Clearly, a system producing more personalized results could satisfy different kinds of users, and meanwhile, facilitate the huge niche market. However, the difficulty therein lies in the lack of enough usage data of niche items for RSeS to mine from. In this so-called cold-start scenarios, state-of-the-art HHP and BHC models will lose their performance advantages on accuracy and diversity as illustrated in Section \textsection V A straightforward way to solve this problem is to involve more side information, for example, \cite{24} developed a content-based model that automatically extracts features from audio content. \cite{25} exploited explicit trust and distrust (social) side information, and \cite{26} combined matrix factorization with side information for click prediction of web advertisements. However, there are many restrictions in the real application scenarios when accessing and utilizing side information. For example, it’s hard to acquire useful side information, and also, adding more side information aggravates the inefficiency of the RSeS. Thus, in the point of view of practical applications for large scale online services, we propose to simply modify the first resource allocation step of the MD model, by assigning more resource to the fabricated expert users, instead of averagely to all the neighbor users of an item. These fabricated expert users are expected to have better capability to help the target user find relevant and diverse items. Then, the solution to the cold-start problem reduces to the approaches of extracting fabricated experts from users in the systems, dubbed as the Expert Tracking Approaches, (ExTrA for short), and the corresponding fabricated expert users are called ExTrA users, ExTrA experts, or just experts for short.
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This paper focuses on improving the diversity with no or trivial accuracy loss. The straightforward candidates for ExTrA users are the highly-active users who collected many items, because they are good at discovering both popular and niche items. Yet, the long-tail phenomenon exists in the active levels of users, which means that most of the users are not that active in the system. Although the highly-active users will be more good at exploring both popular and niche items, it doesn’t mean that the low-active users could not help to achieve this goal. Let’s take the movie watching records of two persons as an example. John is a low-active user who collected only 3 movies: *Green Book* (2018), *Jaws* (1975), and *The Lobster* (2015). Green Book is a 2018 Oscar movie, which is very famous and popular. *Jaws* is very famous, however, whose popularity have decayed over time in the time-aware data set. The *Lobster* has never been popular (in a generalized concept of popularity). Mary is a highly-active user who collected 1000 movies, which are all famous ones. Recommending Mary’s selections to most users would improve the accuracy of the system, but John can help people who have the same niche interests to find the wanted movie (The Lobster). Thus, the users who have collected many diverse items should also be recruited into the ExTrA users, and more resource should be assigned to these users in the first step of diffusion process of the MD model.

In this paper, our main contributions are threefold:

- We propose a family of fabricated expert extraction methods inspired by different intuitions, highlighting these experts may be helpful to improve the performance of many existing recommendation models.
- Comprehensive empirical results show that the ExTrA-based methods can achieve significant diversity improvement, while the recommendation accuracy is comparable with state-of-the-art HHP and BHC models.
- Our contribution is not proposing a better expert extraction approach for more accurate predictions, but aiming at highlighting the significance of the concept of experts in improving recommendation diversity of RSes.

II. FRAMEWORK OF EXTRA-BASED MODELS

In this section, we first introduce the standard diffusion-based method, the MD model. Then, we present how to incorporate the ExTrA experts into the MD model, called ExTrA-based model. Finally, we tentatively explore what kinds of fabricated experts might help to improve the diversity when applied to the MD model.

A. The mass diffusion model

In this paper, we use \( u, v \) to denote users, and \( i, j \) items. Let \( A \) be a user-item matrix, where the value of element \( a_{ui} \) in \( A \) represents whether user \( u \) has collected item \( i \) (\( a_{ui} = 1 \)) or not (\( a_{ui} = 0 \)). Let \( U \) and \( I \) represent the user and item sets respectively. For user \( u \), we denote his/her active level (or degree) as \( k_u \) (\( u \) has collected \( k_u \) items) and the popularity (or degree) of item \( i \) as \( k_i \) (\( i \) has been collected by \( k_i \) users). The user-item matrix can also be represented by a bipartite network, in which users and items are represented by nodes, respectively. For user \( u \) has collected item \( i \) (\( a_{ui} = 1 \)) or not (\( a_{ui} = 0 \)). Let \( U \) and \( I \) represent the user and item sets respectively. For user \( u \), we denote his/her active level (or degree) as \( k_u \) (\( u \) has collected \( k_u \) items) and the popularity (or degree) of item \( i \) as \( k_i \) (\( i \) has been collected by \( k_i \) users).

![Fig. 1. (Color online) The resource assignment process for the MD model.](image)

user \( u \) and item \( i \) are connected by an edge iff the value of \( a_{ui} \) is 1.

Figure 1 shows an example for the resource assignment process for the MD model on a user-item bipartite graph. \( u_3 \) is the target user that needs recommendations and the candidates for \( u_3 \) are his/her uncollected items \( i_2, i_3 \) and \( i_5 \). Figure 1(a) shows the initial resource distribution, that the collected items \( i_1 \) and \( i_4 \) are assigned with resource of 1, and the other items are assigned with 0. In the first step (as shown in Figure 1(b) and Figure 1(c)), \( i_1 \) assigns its resource averagely to its connected users \( u_1, u_2, u_3 \) and \( i_4 \) to \( u_3, u_4 \). In the next step, \( i_2 \) would obtain resource from \( u_1, u_2, u_3 \) from \( u_1 \) and \( u_4, i_5 \) from \( u_4 \), the amount of resource are all assigned from each node averagely to all its neighbors. Note that, although the collected items \( i_1 \) and \( i_4 \) of the target user \( u_3 \) are not painted red in Figure 1(d), they would also get resource from the neighbor users, but as they are not candidates, we do not paint them in red color.

We then formulate this two-step resource redistribution process to an item-to-item transfer function, which writes as

\[
\text{trans}(i, j) = \frac{1}{k_j} \sum_{u \in U} \frac{a_{ui}a_{uj}}{k_u}
\]  

where \( j \) is the collected item of the target user, \( i \) is one of the candidate items, and the resource is transferred from \( j \) to \( i \). The total resource that \( i \) would get is the sum of resource from all the collected items.

B. The ExTrA-based diffusion model

In many applications, RSes involve side information, such as user profiles, item features, social trust information, or natural language comments, to help to predict which items
the target user might prefer. For example, in news recommendation system, the latest news is usually more likely to be viewed than the earlier ones, then, in their RS models, they could set a time decay function to decrease the weights of news. However, incorporating extra information usually leads to the increase of computational cost, especially when involving complicated data processing techniques, such as natural language processing, image processing and computer vision. In our model, to demonstrate the significant effect of highlighting fabricated experts in the methods based on bipartite network structures, we do not involve any side information, instead, we extensively mine users’ tracks on items and extract those who have diverse item preferences.

To appropriately formulate one’s capability in finding diverse items, we first qualitatively figure out what features these specified experts might have as the example shown in Table 1 corresponding to Figure 1.

### Table 1
ILLUSTRATION OF EXPERTISE LEVEL OF USERS IN FIGURE 1
ACTIVE, NORMAL AND INACTIVE ARE DIFFERENT LEVELS OF ACTIVENESS.
POPULAR, NORMAL AND UNPOPULAR ARE THE POPULARITY OF ITEMS.

| Users     | Active | Normal | Inactive | Popular (1, 2) | Normal (1, 3, 4) | Unpopular (5) | Expertise Level |
|-----------|--------|--------|----------|---------------|-----------------|--------------|-----------------|
| u1        | √      |        |          |               |                 |              | Highest         |
| u2        | √      | √      |          |               |                 |              | Normal          |
| u3        | √      | √      |          |               |                 |              | High            |
| u4        | √      | √      |          |               |                 |              | Normal          |
| u5        | √      | √      |          |               |                 |              | Low             |

At the very beginning, we believe that the active users who prefer selecting unpopular items (niches) have the best ability to improve the exposure of niches. To appropriately formulate it, Equation 2 is designed for extracting the expertise level of users who are active and could explore unpopular items (niches). If user u have collected many unpopular items, his/her expertise level $e(u)$ will be the largest, otherwise, if u have collected only a few popular items, $e(u)$ will be the smallest. Thus, $e(u)$ can evaluate the expertise level of users properly. Note that, we only improve the weights of expert users during the resource transfer process rather than pick these experts out from the bipartite graph [21].

$$e(u) = \frac{a_{ui}}{k_i} \sum_{i \in T} \lambda$$

Next we show how to incorporate the expertise level of users $e(u)$ into the resource transfer process. That is, in the first step, not assigning the resource of an item averagely to all its neighbor users, but proportional to the expertise values of neighbor users. For example, in Figure 2(b), the resource of $v_i$ received from $i_1$ is $\frac{e(u_1)}{e(u_1) + e(u_2) + e(u_3)}$, similar for $u_2$ and $u_3$. The final transfer function could be written as:

$$\text{trans}(i, j) = \frac{1}{k_j} \sum_{u \in U} a_{ui} a_{uj} N(e(u))$$

where

$$N(e(u)) = \left( \frac{e(u) \sum_{v \in V} a_{uv} e(v)}{\sum_{v \in V} a_{uv} e(v)} \right)^\lambda$$

represents the resource percentage that user $u$ will get from item $j$, with an adjustable exponential parameter $\lambda$.

We found that the $e(u)$ formula defined above does not work well for improving diversity. For the real-world data, most users would be inactive users, thus, this function has effect on only a small part of users, in other words, can distinguish only a few users with others. In this way, the overall performance improvement would not happen. Instead, we find that taking into consideration the average degree of selected items for a user will recruit more users (see Figure 3(b)). For example, if user $u$ and $v$ are both of degree 2, and user $u$ has selected one niche item and one popular item, but user $v$ has selected two niches. In the case of above $e(u)$, $u$ and $v$ would obtain almost the same expertise value. However, $u$ is clearly more capable of finding diverse items. Thus, we design another applicable $e(u)$ formula, which is defined as the average value of the popularity of collected items of users. This Mass Diffusion model with Experts collecting Large-degree items is short as MDEL. This kind of expert neighbors transfer resource to a larger range of items, from popular to unpopular ones (see Equation 5).

$$e(u) = \frac{\sum_{i \in I} a_{ui} k_i}{\sum_{i \in I} a_{ui}} \lambda$$

### C. Data sets for performance evaluation

Hear we introduce three data sets used in this paper. MovieLens is the data set used in this subsection, which was collected by the GroupLens Research Project at the University of Minnesota and can be found at the website[4]. The other two real-world datasets we will use in the later sections are Netflix and RYM. Netflix Prize[2] is a randomly sampled subset of the huge data set provided by the Netflix company for the Netflix Prize[2]. RYM is obtained by downloading publicly available data from the music ratings website[3]. In this paper, we make use of nothing but the binary information whether there exists an interaction or explicit preference between a user and an item in the past. The datasets and experiment codes are released to facilitate the research community[3].

In our experiments, each data set is randomly divided into two subsets: the training set $E^T$, and the probe set $E^P$. We name the dataset with the title and the percentage of training set. For example, on MovieLens, if the size of $E^T$ is 80% and $E^P$ is 20%, we represent it as MovieLens($E^T$=80). Training set is treated as known information, which is also used for extracting the specific experts, and the testing set is used to

1[https://grouplens.org/datasets/movielens/]
2[www.netflixprize.com]
3[www.RateYourMusic.com]
4[https://github.com/anyahui/10Extra-Expert-track-based-Recommendation-Algorithm]
evaluate the performance of different methods. The statistics of three datasets are presented in Table II.

| Table II: The basic statistics of three data sets, where #users, #items and #links denote the number of users, items and edges, respectively; (k_u) and (k_i) are the average degrees of users and items. Degree of a user is the number of items the user collected, which is also defined as activeness. Degree of an item is the number of users that have collected the target item, which is defined as popularity. |
|---|---|---|---|---|
| Data set | #users | #items | #links | \( (k_u) \) | \( (k_i) \) |
| MovieLens | 945 | 1,682 | 100,000 | 106 | 39.5 |
| Netflix | 10,000 | 5,640 | 701,947 | 70.2 | 124.5 |
| RYM | 33,762 | 5,261 | 675,817 | 20 | 128.3 |

**D. Primary effect of an ExTrA-based model**

In this subsection, a simple experiment is conducted on the MovieLens data set to show the diversity-accuracy performance of the MDEL model, compared with the original MD model.

We compare the performance of MDEL and the standard MD models on MovieLens dataset, and this comparison result is presented as the accuracy-diversity plot in Figure 2. The accuracy and diversity metrics we used here is described in Section IV-B. Particularly, the first panel of Figure 2 (MovieLens(\( E^2 \) =80)) shows that, compared to the standard MD method (red square), MDEL increases recommendation diversity from 162 to 716 (\( \lambda = 0.9 \)); however, the recommendation accuracy is dropped from 25.3% to 23.1%. In this case, diversity is gained 342% with a little loss of accuracy (8.7%), however, with a proper \( \lambda \) (from 0.3 to 0.8), both the accuracy and diversity would be improved (when \( \lambda = 0.7 \), \( x = 464 \) and \( y = 27.7\% \)). But in the other cold start dataset, MovieLens(\( E^2 \) =20), shown in the second panel of Figure 2 despite the significant diversity gain from 396 to 1061 (167.9%), such a significant accuracy loss (from 26.3% to 3.4%) would not be acceptable in most real-life personalized applications. Therefore, in real applications, the trade-off between accuracy and diversity by adjusting parameter \( \lambda \) allows to achieve significant diversity gains while bounding accuracy loss, which depends on how much accuracy loss is tolerable in a given application.

**III. SEVERAL OTHER EXPERT EXTRACTION METHODS**

The above simple experiment on MovieLens shows that MDEL is effective for our objective. Next we will introduce several other Expert extraction methods inspired by different motivations, from simple to complicated ones, and check the distribution of expert level for each method on three data sets. Finally, we will check their abilities of improving recommendation diversity when combined with the MD model.

First, we employ the most simple idea, that is to extract the most active users as experts and apply it in the MD model, which is called MDActivity, and regard it as the baseline of other well-designed ExTrA-based models. Therefore, we simply use the activity level as the expertise level of users. MDActivity is formulated as:

- **MDActivity**: Active in History Data, i.e., the expertise for a user is the activity level of the user.
  
  \[
  e(u) = \sum_{i \in I_u} a(u_i) \]

  The distribution of \( e(u) \) values of different users is shown in Figure 3(a) which is a diagonal line.

  Next we propose 3 delicately designed methods of extracting the experts, considering the Gini coefficient of popularity of collected item by the user (MDGini), the similarity of the user to all other users (MDSim), the similarity of the user to all other users divided by his/her activity level (MDSim2).

  In economics, the Gini coefficient, sometimes called Gini index, or Gini ratio, is a measure of inequality of the income or wealth distribution of a nation’s residents. In MDGini, we use Gini coefficient of popularity of collected items as the expertise value of users in the process of diffusion, where higher Gini coefficient means more diverse item-popularity preference of one user:

- **MDGini**: Diversity of Preference, i.e., gini-coefficient of popularity of user’ selected items:
  
  \[
  e(u) = 2 \sum_{k=1}^{\lfloor \frac{|I_u|}{2} \rfloor} \left( \frac{|I_u|+1-k}{|I_u|} \right) \cdot \left( \frac{\text{count}(i_k)}{\text{count}(i_k)+1} \right) \]

  The distribution of \( e(u) \) values of different users for MDGini is shown in Figure 3(c).

  MDEL, MDActivity and MDGini are three typical methods that extract features based on only each user’s collection records on popular/unpopular items. We already know that the classic item-based Collaborative Filtering (CF) method is based on the similarity between items, which treats users indistinguishably. Similarly, the MD model, in the first step of the resource diffusion, also assigns users connected with the same item with equal amount of resource. However, if we distribute the resource to users based on their similarity to the target user, neighbors who are more similar would obtain more resource. We call this ExTrA-based model as MDSim. The biggest difference of MDSim from MDActivity is that MDSim would recruit more users whose activity are similar but not that active users:

- **MDSim**: More Similar to Others, i.e., the expertise value of a user \( u \) is the sum of cosine similarity to all the other users: \( e(u) = \sum_{v \in U, v \neq u} \sqrt{|I_u| \cdot |I_v|} \cdot \frac{|I_u \cap I_v|}{|I_u| \cdot |I_v|} \) where \( I_u \) and \( I_v \) are the item sets that user \( u \) and \( v \) have selected.

  Based on MDSim, we further penalize the similarity between the active user pair to increase the importance of the similar but not that active users:

- **MDSim2**: More Similar to Inactive users, i.e., the similarity between the active users are penalized:
  
  \[
  e(u) = \sum_{v \in U, v \neq u} \frac{|I_v \setminus I_u|}{|I_v|} \cdot \frac{|I_u \setminus I_v|}{|I_u|} \]

  The distribution of \( e(u) \) values of different users for MDSim2 is shown in Figure 3(d).
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Figure 2. (Color online) The accuracy vs diversity performance of standard diffusion-based method MD (red square) and an ExTrA-based MD method MDEL (black triangle) on MovieLens(E\textsuperscript{T}=80) and MovieLens(E\textsuperscript{T}=20), where the recommendation length is 20. The points on each line are the values for a range of \(\lambda\), from 0.1 to 0.9.

Figure 3 presents the distribution of expertise level for each method on three data sets, with sharply different shapes. Clearly, the distribution of expertise level against user activity for MD Activity is a diagonal line (Figure 3(a)), which is used for comparing baseline with other models. From the macro perspective, the distribution of expertise are of different shapes in Figure 3(a-e). Figure 3(a), 3(c) and 3(d) show positive correlations between the expertise and user activity, while Figure 3(b) and 3(e) with negative correlations. This is because the effects of user activity are not that significant in MDEL and MDSim2. In the MD models, the user activity plays an important role in the resource transfer function. Thus, even with the similar distribution shape, the slope of expertise values for MDSim2 is sharper than MDEL, which would further weaken the effect of user activity and increase the effect of users with diverse selections, no matter they are active or not.

Next we tested these 5 ExTrA-based MD models on three datasets to see the effectiveness and robustness in improving the diversity, using the standard MD model as the baseline. The test is conducted on a fix sparsity (\(E\textsuperscript{T}=80\)) for each dataset. The performance of each proposed ExTrA-based method is measured in terms of F1-Score@K and Diversity-in-top-K (see Sec. IV-B), and, since there is no criterion for the trade-off between accuracy and diversity, we empirically select some typical values of \(\lambda\) (in order to save the space) to show the increasing/decreasing tendency for both accuracy and diversity in Table III for MovieLens(\(E\textsuperscript{T}=80\)), Netflix(\(E\textsuperscript{T}=80\)) and RYM(\(E\textsuperscript{T}=80\)).

The overall performance is consistent with the trade-off of accuracy and diversity discussed in subsection IV-D. As \(\lambda\) changes from 0.5 to 0.9, the accuracy for each proposed methods follows the shape of first increasing and then decreasing, one except case is the MDSim2 on the RYM data set, which also follows the same shape if we show the result from \(\lambda = 0.1\) to \(\lambda = 0.9\). While, for MovieLens and Netflix, the diversity of each method keeps increasing, which is significantly improved, and for RYM, the improvement of diversity for each method is not significant, but still has a increasing shape. Therefore, choosing a proper \(\lambda\) allows the system to improve both accuracy and diversity in some cases, or at least achieve a desired balance between accuracy and diversity.

In particular, if we compare the 5 ExTrA-based methods with the original MD model in the potential of diversity improvement and the ability to keep accuracy when improving diversity, on all three datasets, they show the similar performance ranking sequence : MDSim2 >MDEL >MDSim >MDGini >MD Activity >MD. MDSim2 gets the best overall performance, which achieves the best accuracy and diversity compared to all the other methods, MDEL is ranked the second best, MDSim and MDGini are similar to each other and ranked the third and fourth positions, and, MD Activity is the worst one but still much better than the original MD model.

IV. PERFORMANCE COMPARISON WITH EXISTING MODELS

A. Two typical diffusion variant models

We have evaluated the performance of the proposed 5 ExTrA-based methods with comparisons with the original MD model. To further validate the diversity performance of the ExTrA-based methods extensively, we will compare them with two state-of-the-art MD-improved models, HHP and BHC, which were proposed to improve simultaneously the diversity and accuracy and also work based on the history behavior data without involving any side-information. Note that, we could also apply the best expert extraction method to HHP and BHC, which could be named as HHPSim2 and BHCSim2, however, that would bring more computing cost because of introducing more parameters. Therefore, we only compare the ExTrA-based methods with standard HHP and BHC models to show the effectiveness of fabricated experts.

- HHP is a nonlinear hybrid of MD and HC models,
Fig. 3. The expertise distribution for 5 ExTrA-based models. The $x$ axis represents the activity of users and the $y$ axis represents the values of user expertise. For each subfigure, the datasets from left to right are MovieLens($E^T=80$), Netflix($E^T=80$) and RYM($E^T=80$), respectively.
which tries to solve the dilemma of accuracy and diversity and increases both the accuracy and diversity.

- **BHC** is a biased Heat Conduction model, which tries to reduce the bias that niche items absorb more resource than the popular ones, which leads to very poor accuracy in HC. This method compensates the resource absorbed by popular items in the last step of the resource propagation.

The performance of HHP and BHC on solving the dilemma of accuracy and diversity is significant, however, the performance would degrade when the dataset is very sparse. The performance of HHP and BHC, comparing with MD are shown in Table IV. We can see that, compared with MD, the diversity has been improved significantly for Netflix($E^T=80$). However, for the cold start dataset ($E^T=20$), although HHP and BHC still work, the improvement for accuracy (F1-Score@20) and diversity (Diversity@20), on Netflix($E^T=20$), degrades to some extent. For example, on Netflix($E^T=20$), the improvement percentage of Diversity@20 for HHP compared to MD is 590%, however 78% on Netflix($E^T=20$). Note that, the values of Precision@20 on Netflix($E^T=20$) are larger than those on Netflix($E^T=80$), because of the size of probe data (for the same dataset, usually the larger is the size of probe set, the larger is the precision).

### B. Metrics of performance evaluation

In the above, we measure the recommendation diversity by the total number of distinct items that are recommended across all users. It is necessary to measure whether each user gets a more diverse recommendation list. Thus, in this part, we also use two more metrics to measure the intra- and inter-list diversity. All the metrics that are used in this paper are list below:

- **Accuracy**: We assess the relevance of ranked items with Precision@K, Recall@K and F1-Score@K. Precision@K counts the number of hits among the top-K items of the recommendation list. Recall@K is the fraction of items (user likes) that have been retrieved over the total amount of relevant items. For real application scenario, users typically only see a few recommendations, thus, we set K as 10, 20, 30, 40, 50.

- **Diversity-in-top-K**: The diversity metric we use in Sec. II-D is called Diversity-in-top-K, which is defined as the total number of distinct items in the recommendation lists of all users of length K [28], also known as the Coverage diversity.

- **Intra-Diversity**: We also measure the recommendation diversity for a single user by intra-diversity (intraD-I@K for short), which is based on a concept of intra-similarity defined as [19]:

$$I_u(K) = \frac{1}{K(K-1)} \sum_{i \neq j, i < j \in L_u(K)} s_{ij},$$  \hspace{1cm} (6)

where $s_{ij}$ is the similarity between items $i$ and $j$, which in our case is represented by the cosine similarity. The average value of $I_u(K)$ on all users is the system’s intra-similarity. A good recommendation algorithm is expected to give fruitful recommendations and has the ability to guide or help the users to exploit their potential interest fields, and thus leads to a lower intra-similarity, i.e., higher intra-diversity. We assign the value of one minus intra-similarity to the final value of intraD-I@K.

- **Inter-Diversity**: Besides intra-diversity, the inter-diversity (also known as aggregative diversity), which considers the difference between the recommendation lists of each user pair, should be taken into consideration. Here we use hamming distance (HD@K for short) to evaluate it. Borrowing inspiration from the hamming distance between two strings [29], the diversity is calculated in a similar way:
TABLE IV
THE ACCURACY AND DIVERSITY PERFORMANCE OF THE MD, HHP AND BHC MODELS ON NETFLIX($E^T=80$) AND NETFLIX($E^T=20$).

| Data          | Methods | $\lambda_{opt}$ | Precision@20 | Recall@20 | F1-Score@20 | Diversity@20 |
|---------------|---------|-----------------|--------------|-----------|-------------|--------------|
| Netflix($E^T=80$) | MD      | NA              | 0.140        | 0.269     | 0.184       | 262          |
|               | HHP     | 0.8             | 0.161        | 0.299     | 0.209       | 1809         |
|               | BHC     | 0.8             | 0.156        | 0.293     | 0.203       | 1454         |
| Netflix($E^T=20$) | MD      | NA              | 0.360        | 0.197     | 0.254       | 1708         |
|               | HHP     | 0.3             | 0.369        | 0.202     | 0.261       | 9028         |
|               | BHC     | 0.3             | 0.362        | 0.202     | 0.259       | 2284         |

\[HD_{u,v}(K) = 1 - \frac{q_{uv}}{K}, \quad (7)\]

where $q_{uv}$ is the number of common items in the top $K$ positions of both lists of user $u$ and user $v$. Clearly, if user $u$ and $v$ receive the same recommendation list, $HD_{uv}(K) = 0$, while if their lists are completely different, $HD_{uv}(K) = 1$. Averaging $HD_{uv}(K)$ over all pairs of active users in the probe set, we obtain the hamming distance $HD(K)$ of the whole system, where greater value means better personalization of users’ recommendation lists.

C. Diversity comparison with existing models

In Sec.III, we measure recommendation diversity as the total number of distinct items that are being recommended across all users, then one could possibly argue that, this kind of diversity could be easily improved by recommending more newly-released items. Thus, here we further evaluate the intra-diversity and inter-diversity of ExTrA-based models, measured by intraD-I@K and HD@K, respectively. The overall performance of diversity for all the methods on three datasets (MovieLens($E^T=80$), Netflix($E^T=80$), and RYM($E^T=80$)) are shown in Figure 4.

From Table III we inferred that, as $\lambda$ changed from 0.5 to 0.9, the accuracy followed the shape of first increasing, and then decreasing, and the diversity of all the proposed methods keep increasing. Apparently, the intra-diversity (intraD-I@20) and inter-diversity (HD@20) in Figure 4 show the same trends, one except case is the MDSim2 model on MovieLens for intra-diversity. Figure 4(a) shows the comparison results of the proposed 5 ExTrA-based methods with the state-of-the-art methods HHP and BHC for intra-diversity, we could easily find out that on Netflix and RYM, MDSim2 model shows the best overall performance, which is followed by HHP. The MDEL, BHC, MDGini and MDSim models have almost the same performance and their performance are ranked after HHP. The MDActivity is the worst one but still much better than MD (see Sec.III). For the inter-diversity, the performance of the 7 methods on three datasets are consistent with the above discussions.

D. Effect of Sparsity of data sets

Figure 5 shows the performance of proposed 5 ExTrA-based methods and 2 state-of-the-arts methods on data sets of different sparsity, $E^T=20$ and $E^T=80$. Firstly, we focus on data sets of $E^T=80$ (5(a)). For all 3 datasets, MDSim2 shows the best performance, HHP is a little lower than MDSim2, and the performance of BHC are all close to MDEL. But in the real applications, some recommendation systems often suffer the problem of cold start problem (which is simulated by sparse data in our case). Our proposed methods are based on extracting different features of users, thus, whether each of them could keep effective in the cold start scene? To answer this question, we test these methods on three datasets, which simulates the cold start problem: MovieLens($E^T=20$), Netflix($E^T=20$) and RYM($E^T=20$). The performance of these models on sparse datasets are shown in Figure 5(a). The performance of diversity for all the 7 methods on data sets of $E^T=20$ are similar with the performance on data sets of $E^T=80$, which confirms that our proposed methods are robust in the cold start condition.

E. Effect of Recommendation Length

Figure 6 shows the performance comparison of the best-performed MDSim2 model on Diversity-in-top-K, intraD-I@K and HD@K on Netflix($E^T=80$) with different values of $K$. We observe that, with any recommendation length $K$, the tendency of performance are similar with the change of $\lambda$. In Figure 6(a) from left to right, Diversity-in-top-K for five values of $K$ have a similar shape: monotonically increasing; for intraD-I@K in Figure 6(b) the tendency is keeping increasing, but in particular, the performance gaps between intraD-I@10 and intraD-I@50 have narrowed from $\lambda = 0.7$ to $\lambda = 0.8$. It is not hard to understand this result with reference to Table III as a large number of new items are added to the recommendation lists, from 1100 to 1503, it would affect the dis-similarity within each user’s recommendation list. The results in Figure 6(c) show that the longer is the recommendation length, the lower is the hamming distance. Therefore, when selecting recommendation length in real applications, it is not the truth that longer is better. It depends on what kind of measurement and the selection of $\lambda$.

V. RELATIONSHIP WITH SOME RELATED WORKS

Users’ satisfaction with recommendation results depends not only on prediction accuracy, but also on some other aspects of the recommendation quality such as diversity of the recommendation lists. So far, some works have been conducted for the objective of increasing recommendation diversity, which could be divided into the intra-diversity and the inter-diversity (also known as aggregate diversity). The intra-diversity describes the diversity of the items in a user’s recommendation list, thus, increasing the diversity means...
avoiding over specialization of items in a recommendation list. Strategies developed so far for increasing the intra-diversity mostly calculate the quality of an item based on its dissimilarity to the items that are already added into this user’s recommendation list. The inter-diversity describes the dissimilarity between recommendation lists for each pair of users in the system.

At present, there are many works on addressing how to improve the diversity of recommender systems in different application areas. Wu et al. [30] introduced a simple yet elegant method to address this challenge from the aggregate perspective in folksonomy-based social systems. Belem et
al. [31] considered three factors, the relevance, explicit topic diversity, and novelty conjointly in tag recommendations. Wu et al. [32] took into account users’ personality and proposed a generalized, dynamic personality-based greedy re-ranking approach to improve the personalized diversity in web applications. Yu et al. [33] proposed an adaptive trust-aware recommendation model to improve the trade-off strategy of accuracy and diversity by studying the trust relationships among users, which could balance and adapt individual and aggregate diversity measures.

All these works utilize side information, more or less. However, there are many constraints in the real application scenarios when utilizing side information. Thus, in the following, we will describe the efforts that increase the diversity of recommender systems by improving the exposure of niches in the diffusion-based model without introducing more side information. There are two lines of research that try to fulfill this task.

The first line improves the diffusion process on the bipartite network particularly for the exposure of niche items [11], [16–20]. The second line of research tries to extract core users from all users in the system [21], [34] and rely on only these core users instead of all the users to generate recommendations.

Zhou et al. [11] designed a nonlinear hybrid model of heat-spreading (HeatS, also known as HC) and ProbS (also known as MD), called Hybrid of HeatS and ProbS (HHP), which achieves significant improvements in both accuracy and diversity. Both of HC and MD work by assigning collected items of the target user an initial level of “resource”, and then redistribute it via a transformation function from an item to another item via common users. The recommendation list is obtained by sorting the uncollected items according to the obtained resource in descending order. The difference between MD and HC is that, the niche items that to be recommended in HC would actively absorb more resource from common users than the niches that passively receive averagely allocated resource in MD. In this way, niche items are pushed to the head of recommendation lists and very popular items are rejected in HC. In MD, the popular items are generally assigned more resource. As a result, the candidate items in HC are mostly niches, which leads to high diversity but very low accuracy and on the contrary, MD with high accuracy but low diversity. By a non-linear hybrid of HC and MD, HHP balances the resource distribution during the process of resource assignment and improve the diversity without losing accuracy. Another effective method modified delicately from original HC, named Biased Heat Conduction (BHC) [20], also makes a good trade-off on accuracy and diversity. The recommendation procedure for BHC is the same with HC, but in the second step from users to candidate items, the resource absorbed by niche candidates are decreased by a manually tuned parameter. Further statistical analysis on the recommendation lists in this paper show that the items with large or small degrees are all recommended frequently in BHC, but large-degree items are recommended more frequently in MD and small degree items are recommended more frequently in HC. It suggests that BHC could simultaneously identify the public and personalized tastes of users, resulting in better performance than the standard HC algorithm.

The other line of research on bipartite graph tries to extract core users from the system. Zeng et al. [21] found that in each online system there exists a group of core users who carry more useful information for recommendation. They designed core user extraction methods in the individual level and the system level respectively that could enable the recommender systems to achieve 90% of the accuracy of the standard procedure by utilizing only 20% of the users to generate recommendations. In practical applications, the most time-consuming process for this work is to extract core users, which could be calculated offline that enables the online recommendation process efficient. Cao et al. [34] proposed to identify core users based on trust relationships and interest similarity to acquire more accurate recommendations. In this work, the trust and interest similarity between all user pairs are calculated and sorted first, and two strategies based on frequency and weight of location are used to select core users. One method is called frequency-based strategy, namely, to select users who appear the largest number of times in all other users’ nearest neighbor list. The other one is rank-based strategy, which selects users who have the highest weight of location in all other users’ nearest neighbor list. The results show that core users usually appear in many users’ top-K neighbor lists with small ranking.
numbers. They got the similar conclusion with Zeng’s study that the core users usually carry more useful information for recommendation, and the RSes can make use of only core users to achieve satisfactory recommendation accuracy.

Our proposed ExTrA-based methods try to enhance the role of fabricated experts in discovering niche items and thus fall into the latter research line mentioned above. In contrast to the other approaches of this line, however, it does not require any semantic metadata (which is often not available or incomplete) but calculates the expertise of a user based on the history data. Also, it utilizes all the users instead of only core users, but highlights the weights of core users compared with other users. Thus, it is not a hybrid but a new diffusion-based approach. The first research line reconstructs the network based on the diffusion characteristics to push niche items from the long tail to the head to improve the diversity of the RSes, which is in line with our purpose. However, we put our emphasis on the roles of user nodes in the bipartite graph rather than the edges, which means that when using the ExTrA-based methods to calculate the predicted preferences for a user-item pair, these reconstructed approaches (HHIP, BHC et al.) can also benefit from it.

VI. CONCLUSIONS AND FUTURE WORKS

In this paper, we introduce a family of approaches to extract fabricated experts from all users in recommender systems, and highlight them in the mass diffusion model. Comprehensive empirical experiments witness the significant diversity improvement brought by the proposed methods, with no or trivial accuracy loss of recommendation results. Note that, some delicately designed expert discovering methods might obtain better performance than our proposed ones, however, our motivation is not proposing the best expert extraction approach for more accurate and diverse predictions, but aiming at highlighting neighbor users’ different capability of recommending relevant and personalized items to the target user.

This work might shed light on several interesting directions for the future research. First, additional expert selection criteria should be explored for the given application domains. This may introduce more side information and also more sophisticated techniques (for example, knowledge graph-based methods [6]) depending on the specific applications, which comes with possibly significant increase in computational complexity. Second, although the MD model is a special case of memory-based Collaborative Filtering (CF) with the RA similarity [22], to explore the limitations of the proposed methods, the usefulness of highlighting the fabricated experts should be checked for the model-based CF (such as the matrix factorization models), and the memory-based CF models with common similarity measures, such as the Cosine similarity and the Jaccard similarity. Third, improvement of recommendation diversity when recommending for a group of users (instead of individual users) [3] also constitutes interesting topics for the future research.
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