Learning Pair Potentials using Differentiable Simulations
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Learning pair interactions from experimental or simulation data is of great interest for molecular simulations. We propose a general stochastic method for learning pair interactions from data using differentiable simulations (DiffSim). DiffSim defines a loss function based on structural observables, such as the radial distribution function, through molecular dynamics (MD) simulations. The interaction potentials are then learned directly by stochastic gradient descent, using backpropagation to calculate the gradient of the structural loss metric with respect to the interaction potential through the MD simulation. This gradient-based method is flexible and can be configured to simulate and optimize multiple systems simultaneously. For example, it is possible to simultaneously learn potentials for different temperatures or for different compositions. We demonstrate the approach by recovering simple pair potentials, such as Lennard-Jones systems, from radial distribution functions. We find that DiffSim can be used to probe a wider functional space of pair potentials compared to traditional methods like Iterative Boltzmann Inversion. We show that our methods can be used to simultaneously fit potentials for simulations at different compositions and temperatures to improve the transferability of the learned potentials.

I. INTRODUCTION

Molecular simulation has been an invaluable technique in various fields of modern science, including chemistry, physics, and materials science.1–11 Ideally, an atomistic computer simulation would combine the accurate description of the Born–Oppenheimer potential energy surface (PES) with the treatment of nuclear motion, both at the quantum mechanical level. However, this is computationally infeasible for most of the relevant molecular sizes and time scales. It is typically necessary to approximate the PES with simpler and faster surrogate functions, such as force fields or interatomic potentials. Therefore, the development of accurate and computationally efficient force fields has become one of the most important topics in molecular simulation.12–17

Covalent bonds in organic molecules are typically described in force fields as harmonic or polynomial expressions in short-range many-body terms (bonds, angles, torsions), while numerous types of description have been proposed for noncovalent interactions.18,19 Of all these variants, the pairwise potential is most commonly used in molecular simulations, as it has been shown to be sufficient to capture significant molecular mechanics, and is also the most computationally cost-effective way to describe noncovalent interactions between particles.20 For example, rigid water models with pairwise additive PESs such as SPC/E10 and TIP4P11 recover many thermodynamic properties, e.g., densities and heat capacities, that are consistent with experimental measurements across a wide range of temperatures. These models with pairwise additive PESs are efficient in terms of computational cost and scalability.12 It is noted that the many-body expansion of PESs has been widely appreciated for its role in accurately predicting behaviors or properties, such as phase transitions of water, which the pairwise additive PES cannot predict.21,22 However, these potential formulations that carry the many-body effect are usually not as efficient; depending on the size of the system, they are usually 10 to 1000 times slower to simulate than pairwise potentials.23

In addition to all-atom potentials, the derivation of effective pair potentials also plays an important role for the efficient simulation of coarse-grained systems.21,24 Various variational frameworks have been developed to derive coarse-grained potentials. Based on the idea of force matching,18 Izvekov and Voth developed a force-based coarse-graining method, i.e., multiscale coarse-grained method (MS-CG).19 The MS-CG method aims to reproduce the many-body potential of the mean force (PMF) of the fine-grained system (FG) in the mapped CG representation by matching the force acting on the CG bead.20 This framework can also be extended to different architectures of force fields, e.g., machine learning potentials, optimized with stochastic gradient descent.21–22 However, it is a known issue that the potentials learned from force matching do not necessarily recover target structural distributions due to missing cross-correlations between degrees of freedom.21 The use of machine learning potentials naturally incorporates many-body correlation terms, but they often suffer from instabilities in dynamics and often fail to generate robust simulation trajectories.22,23 Beyond force matching, Shell et al. developed a series of coarse-graining approaches using relative entropy to measure coarse-graining information loss.23 The standard relative entropy framework uses the Newton-Raphson algorithm as the solver, which, however, is computationally expensive for optimizing models such as deep neural networks that have a large number of parameters.24 There is another class of structure-based coarse-graining method which does not require atomistic position or force data and directly aims at reproducing structural distributions, of which iterative Boltzmann inversion (IBI) is the most notable.25 IBI constructs potentials for a CG model
by iteratively correcting errors in simulated radial distribution function until convergence.\textsuperscript{27} It has been widely employed for coarse-graining various soft-matter systems such as organic liquids\textsuperscript{28}, ionic liquids\textsuperscript{29} and polymers\textsuperscript{29}. IBI does not necessarily require reference all-atom simulations. However, its application is limited to tabulated pair potentials and does not generalize to other forms of potential.

Most coarse-graining approaches only aim at reproducing statistics in a single thermodynamic state, so the developed potentials are rarely transferable. Several approaches have been proposed to improve the transferability of the coarse-graining frameworks mentioned in previous sections. For example, Mullinax and Noid proposed an extended ensemble method in the MS-CG framework\textsuperscript{30}, in which datasets from multiple equilibrium ensembles are collected to develop CG potentials that reproduce the potential of mean force of FG systems in these ensembles. This approach requires a considerable amount of atomistic force data, which hinders its application.

CG models created by the IBI method can reproduce the structural correlations of the FG model at a single thermodynamic state, but they do not produce potentials that are transferable to a wide range of thermodynamic states with different temperatures and compositions. Attempts have been made to derive transferable CG potentials using multi-state data based on IBI, but these are still challenging, for example, in finding appropriate weighting functions.\textsuperscript{31}

In recent years, machine learning (ML) has emerged as an important tool for molecular modeling. Much of the success has been based on the application of differentiable programming, which enables the exact generation of gradient programs. The process of generating the gradient program is termed Automatic Differentiation (AD). Although emerging as a relatively new tool, AD has shown great progress in many domains of computational science, such as quantum computing\textsuperscript{32} and fluid dynamics.\textsuperscript{33} For the modeling of PES, AD has transformed the fitting of force fields from first-principle calculations: once a forward program that transforms nuclear coordinates to a scalar (energy) is constructed, the gradient (force) program is automatically generated with AD. The generated force field is also trainable with respect to the data, enabling parameterization of ML potentials with near ab initio accuracy.\textsuperscript{34}

Differentiable programming is applicable to many controlled iterative mathematical procedures in the physical sciences, ranging from learning exchange correlation functionals for Density Functional Theory (DFT) calculations from data\textsuperscript{35–36} or fine-tuning molecular basis sets\textsuperscript{37}. This requires differentiating through mathematical procedures such as fixed-point iteration\textsuperscript{38} and eigendecomposition\textsuperscript{39}. Similarly, differentiation operations of molecular simulations, as solutions to some ordinary differential equation (ODE), can also be defined.\textsuperscript{40} Recently, many applications have been proposed using differentiable molecular dynamics (DiffSim)\textsuperscript{41–45}. Specifically, recent work on DiffSim suggests a differentiable top-down approach to learning interatomic potentials directly based on macroscopic observations from experiments or simulations. Compared to previously proposed machine learning potentials that are trained from the bottom-up, DiffSim enables experimentally informed parameterization of force fields. However, to improve fitting flexibility, these methods utilize neural network (NN) potentials based on graph neural networks, which have limited interpretability and are less scalable for large-scale simulations. Another method of machine learning-assisted top-down parameterization involves directly predicting force field parameters from macroscopic structure correlation using a machine-learned function to bypass the inverse problem.\textsuperscript{46} This approach requires abundant labeled simulation data and is limited to a simple functional form of Lennard-Jones type, which has limited capacity to encode complex structural correlations.

In this work, we propose simulation-informed parameterization of pair potentials using DiffSim. Compared to structure-based methods like IBI, our approach can be used to optimize flexible functional forms and can be easily configured to fit multiple systems simultaneously; compared to force-matching-based methods, our method does not require atomistic position or force data and aims at directly reproducing the target distributions. First, we introduce our method and training protocols. For numerical examples, we demonstrate our method on simple liquid systems where ground truth potentials are known. We show that our method is good at obtaining a diverse set of pair potentials that reproduce the target liquid structure. To demonstrate the flexibility of the method, we show that the model can learn pair potentials for binary mixture systems involving multiple interactions and compositions. Our results indicate that fitting multiple states simultaneously helps to improve the transferability of learned potentials. Furthermore, our method can be used to learn coarse-grained potentials where there is no ground truth for pairwise potentials. We show that the learning of interactions can be combined with flexible functional forms that involve temperature dependence for improved transferability.

II. METHOD

A. Observable-based Differentiable Simulations

Differentiable programming is a programming paradigm in which the gradient of a mathematical procedure can be automatically synthesized. In deep learning, automatically computed gradients allow gradient-based optimization using “backpropagation” to train deep neural networks. As universal approximators, neural networks of various architectures have been used as a drop-in module for optimization and learning. However, without the appropriate incorporation of inductive biases, many NN models tend to overfit the data and often fail to generalize.\textsuperscript{42} With the development of differentiable algorithms, many sampling and optimization procedures can now be directly incorporated into the machine learning framework. These structures serve as inductive biases to regularize learning, improve data efficiency, and improve model interpretability.\textsuperscript{43} Machine learning of dynamical systems and differentiable equations is a domain where differentiable sampling operations are used as strong inductive biases.\textsuperscript{49–51}
In molecular dynamics, the simulation of systems of many particles requires integrating per-particle state variables in time following the governing equations of motion. Although continuous, the computational solution of state variable dynamics is solved in discrete time steps, involving the composition of differentiable mathematical procedures. With AD, the computation of observables from molecular simulations is, therefore, end-to-end differentiable. Specifically, given a defined forward computational program, the AD framework traces the computation backward and recursively applies chain rules as vector Jacobian products. This requires the implementation of the accompanying gradient function for every primitive operation used for the forward computation. AD can be applied to arbitrarily complex numerical programs, as long as the gradient of each elementary step can be computed. Auto-differentiable code has been implemented in many modern numerical computing packages.

The evolution of atomic coordinates in MD is typically obtained by integrating the equations of motion through a discretized update rule of the following form:

$$x_t = F_\theta(x_{t-1}, v_{t-1}, \eta_{t-1}) dt + x_{t-1}$$

where $x$ is the coordinate, $v$ is the velocity, $\eta$ is the bath variable, $\theta$ represents the set of learning parameters, and $F$ is the discretized update procedure. The simulation observables $O$ are usually extracted from the trajectories. Examples of such observables include radial distribution functions (RDF), velocity autocorrelation functions, etc. To learn or control the simulated observables, a scalar loss function $L$ must be defined to quantify the discrepancy between the simulated and target observables. The loss function $L$ needs to be minimized using gradient descent with gradient on $\theta$. We first consider the computation of the gradient on $x$, or the adjoint state, at each time step:

$$\frac{dL}{dx_t} = \frac{\partial L}{\partial x_t} + \frac{\partial L}{\partial x_{t+1}} \frac{dx_{t+1}}{dx_t}$$

with $\frac{dx}{dt}$ at each step $t$, the gradient of $\theta$ can be accumulated using the chain rule:

$$\frac{dL}{d\theta} = \sum_t \frac{dL}{dx_t} \frac{dx_t}{d\theta} = \sum_t \frac{dL}{dx_t} \frac{dF_\theta(x_t, \ldots)}{d\theta} dt$$

Alternatively, one can treat eq. (3) as a dynamical system solved backward in time. With the gradient accumulated from MD simulations for $T$ steps, gradient-based optimization can be applied to minimize the observable optimization objective $L$ until convergence.

1. Differentiable Computation of Radial Distributions Functions

The goal of our method is to learn pair interactions from RDFs, which are treated as our observable $O$. RDF is defined as:

$$g(r) = \frac{V}{N^2 4\pi r^2} p(r)$$

where $V$ is the volume, $N$ is the number of particles and $r$ is the radial distance from a target particle; $p(r)$ is the histogram of pair distances. To propagate the gradient from $O$ to the model parameters, $p(r)$ must be differentiable, while the operation to obtain a histogram is not differentiable. To make the computation of $g(r)$ differentiable, we apply the kernel density trick with Gaussian kernels to make the procedure for computing histograms differentiable. By definition,

$$p(r) = \sum_{i \neq j} \delta(r_{ij} - r) \frac{1}{\sum_{i \neq j} 1}$$

where $r_{ij}$ is the distance between the particle $i$ and $j$, and $\delta(\cdot)$ is the Dirac Delta function. To estimate $\delta(\cdot)$ in a differentiable way, we approximate the probability density of two particles that are $\mu_k$ apart in distance as:

$$p(\mu_k) \approx \sum_{i \neq j} p_k(r_{ij}) = \sum_{i \neq j} \frac{e^{-(\mu_k - r_{ij})^2/d}}{\sum_{k=0}^{K-1} \sum_{k'=0}^{K-1} e^{-(\mu_{k'} - r_{ij})^2/d}}$$
where $d = \mu_{k+1} - \mu_k$ is the size of the histogram bin and $K$ is the total number of evenly spaced Gaussian kernels. The summation in the denominator ensures that the histogram is normalized over $[\mu_0, \mu_{K-1}]$. This approximation provides a density estimate over binned domains. Similar methods with triangular kernels have also been proposed before.\textsuperscript{55} As $d \to 0$, the Gaussian kernel function approximates $\delta(\cdot)$.

2. Design for Neural Pair Potentials

We propose a design for the neural network $NN : \mathbb{R} \to \mathbb{R}$ with a parameter set $\theta$ as an approximation function for pair potentials. We choose neural networks (NN) to parameterize pair potentials, because NNs are universal approximators\textsuperscript{52} and can be easily stacked in a model for end-to-end training. The approach is also applicable to parameterizing fixed functional forms such as Lennard-Jones or other choices. Given a distance $r_{ij}$ within a cutoff distance $r_{\text{cut}}$, we expand the distance with a Gaussian basis to obtain a distance feature:

$$e_k(r_{ij}) = e^{-\frac{(r_{ij} - r_{ij})^2}{d_k^2}}$$

where the initial $d_k$ is learnable with the initial value set as $r_{\text{cut}}/K$ and $K$ is the number of Gaussian bases used to parameterize $r_{ij}$. The $K$ dimensional distance feature is then fed into a standard multilayer perceptron (MLP) with $n_{\text{layer}}$ hidden layers and $W$ hidden nodes per layer to parameterize a scalar energy output. We term our neural pair potential $u_\theta$ with $\theta$ indicating the set of learnable parameters that include $d_k$ and weights and biases in MLP. AD can be applied to generate the force on an individual particle $i$ to be used for simulation. The force program is also differentiable to receive gradient signals to adjust the parameter set $\theta$. In addition to the MLP-based pair potential, we also include an unlearnable prior pair potential $U_{\text{prior}}$ to guide the initial simulations to explore reasonable regions of the configuration space. For $U_{\text{prior}}$, we simply use a repulsive potential of the form $\sum_{i,j} \sigma_{ij} \exp(c r_{ij})$ where $c$ is the repulsive exponent, which is also treated as a hyperparameter. The total pair potentials used for DiffSim take the form:

$$U_\theta(x) = \sum_m \sum_{i,j \in P_m} u^m_\theta(r_{ij}) + U_{\text{prior}}(r_{ij})$$

where $m$ indicates the type of pair interactions and $P_m$ indicates the set of atom pairs that are governed by the pair potential of the same type. In case faster convergence is needed, we also perform an extra pre-training step to set the pair potentials with the direct Boltzmann inversion\textsuperscript{52} so that $u^m_\theta(r_{ij}) + U_{\text{prior}}(r_{ij}) \approx -kT \ln g^m(r)$ with $g^m(r)$ being the target RDF.

3. Learning Protocols

In this section, we introduce our protocols for learning neural pair potentials. The learning protocol follows the concept of learning-to-simulate\textsuperscript{58} with the simulator performing the coupled task of sampling data points and learning. We first initialize the MD systems as crystal structures (FCCs or BCCs) at a target density. We then apply DiffSim to evolve the system for $T$ steps and compute the observable of interests. The examples used in this work are simulated in the canonical ensemble (NVT) using the Nose-Hoover chain integrator\textsuperscript{59}.

To learn pair potentials, we are interested in learning a $U_\theta$ that produces a target RDF $g_{\text{ref}}(r)$. We term the RDF obtained from DiffSim as $g_{\text{sim}}(r)$. We then want to minimize the L2 loss between targets and simulated RDFs:

$$L = \sum_m \int_r (g^m_{\text{sim}}(r) - g^m_{\text{ref}}(r))^2 dr$$

where $m$ again indicates the type of pair potential. With DiffSim, we can then obtain gradients on the parameters according to eq. (3). The simulation explores the configuration space within an initial potential and accumulates gradients based on the simulated trajectories.

Gradients can be fed into a gradient-based optimizer, such as Adam\textsuperscript{60}, to update $U_\theta$. We simulate and update the pair potentials for $N_{\text{epoch}}$ epochs until the learning converges. Because differentiable simulations can be susceptible to exploding or vanishing gradient\textsuperscript{61,62}, we tend not to evolve the system too long before each gradient updates. In practice, we observe poor learning outcomes with simulation steps that are more than 300 steps. We applied small learning rates to perturb the simulation slightly between forward and backward passes. The learning rate is also scheduled to decrease if it reaches a plateau during learning. The decreasing learning rate facilitates fine-tuning of the learned potentials when the sampled configurations produce an observation close to the target. To report the equilibrium RDF, we simulate our example systems sufficiently long to reflect the true RDF governed by the learned pair interactions. In our experiments, we choose $T$ between 100 and 300 to ensure a stable gradient calculation and to provide sufficient time for the system to evolve based on the updated force field.

B. Iterative Boltzmann Inversion

We compared our proposed learning protocol with iterative Boltzmann inversion (IBI), a popular structure-based method to determine effective pair potentials from RDF\textsuperscript{21}. IBI is the iterative version of the Boltzmann inversion (BI)\textsuperscript{21} and is a simple method based on the fact that the distribution of an independent degree of freedom $x$ corresponds to a Boltzmann distribution in a canonical ensemble:

$$p(x) \propto \exp\left(-\frac{u(x)}{k_T}\right)$$

where $p(x)$ is the normalized distribution; $k_B$ and $T$ are the Boltzmann constant and the temperature, respectively. The potential $u(x)$ can be obtained by inverting the above equation:

$$u(x) = -k_B T \log g_{\text{ref}}(x)$$
The potential obtained is in the form of tabulated pair potentials. Such a direct inversion ignores the indirect force contribution to the pair statistics, and therefore introduces errors in reproducing the target RDF\cite{63,65}. As a natural extension of BI, IBI iteratively corrects the potential using the difference between the target distribution and the distribution obtained from the trial potential energy function:

\[ u_{t+1}(x) = u_t(x) + \alpha \Delta u_t \]  

(12)

and

\[ \alpha \Delta u_t = k_B T \ln \left( \frac{g_t(x)}{g_{\text{ref.}}(x)} \right) \]  

(13)

where \( u_t \) is the effective potential at iteration \( t \) and \( \alpha \) is the size of the update step. Here, \( g_t(x) \) is the RDF simulated with \( u_t \), and \( g_{\text{ref.}}(x) \) represents the RDF calculated from a reference system. Since the IBI is only compatible with tabulated pair potentials, it cannot be used to optimize a broader class of potentials such as neural networks and pair potentials with explicit thermodynamic dependence, which are used in this work. Practically, IBI also suffers from convergence issues, as in some cases hundreds of iterations are required to converge.\cite{63,65} In our work, we use IBI as a baseline comparison, and all CG potentials are obtained using the Versatile Object-Oriented Toolkit for Coarse-Graining Applications (VOTCA).\cite{35}

III. RESULTS

A. Learning Simple Pair Potentials

As a first example, we apply our method to simple Lennard-Jones (LJ) systems at different densities. We obtain target RDFs for LJ particles simulated at three densities \( \rho = (0.3, 0.5, 0.7) \) with temperature set at 1.0, and we use the obtained RDFs as the optimization target for our DiffSim protocol. We obtain the target RDFs by simulating the systems for 500,000 steps after the initial equilibration of 100,000 steps. We use a time step of 0.005. To test the transferability of learned potentials at different system densities, we first learn pair potentials at a single density and use the learned potentials from the ground truth using the metric:

\[ MM(\rho, \psi)(r) = \frac{e^{2\psi(1-r^\psi)} - 2e^{\psi(1-r^\psi)} - A}{1 + A} \]  

(14)

where \( A = 0 \) for \( \psi \leq 0 \) and \( A = e^{2\psi/\psi} - 2e^{\psi/\psi} \) for \( \psi < 0 \). One can tune \((\rho, \psi)\) to generate a diverse set of pair potentials. We tested our method for three different potentials \( MM(6.5, -0.45) \), \( MM(5.5, 0.44) \), and \( MM(4.5, 1.52) \) at four different densities \( \rho = (0.3, 0.5, 0.7, 0.9) \) to infer pair potentials from target RDFs in those systems. For quantitative evaluation, we calculate the average deviation of learned potentials from the ground truth using the metric:

\[ \Delta = \int_{r_0}^{r_c} |U_{f_{\text{true}}}(r) - U_{f_{\text{true}}}(r)|dr \]  

(15)

where we choose \( r_c = 2.5 \) and \( r_0 = 0.9 \). fig. \[ \text{fig} \] shows that the learned potentials deviate less from the ground truth as the density decreases, which is consistent with the trend observed for LJ systems. This is also in line with observations in the past literature.\cite{67} For denser systems, we attribute the low sensitivities of the learned potentials to dense local packing that downplays the effect of intermolecular forces, largely due to the “entropic effect of packing”.\cite{68,69}
Figure 3. Comparison of fitted potentials with modified Morse potentials MM(6.5, -0.45) (top), MM(5.5, 0.44) (middle), and MM(4.5, 1.52) (bottom). The figure includes learned pair potentials obtained from 10 independent runs.

B. Learning Pair Potentials for Binary Systems

Our DiffSim-based learning protocol is highly flexible. For example, it can be modified to incorporate multiple learning targets to learn pair interactions between different particle types. During training, this involves the simultaneous optimization of different interaction functions between different types of particles.

To demonstrate the efficacy of our method in this case, we construct a similar example as presented in Rosenberger et al.\textsuperscript{[20]} The binary mixture system involves three types of LJ interactions with the following parameters: \{\{\varepsilon_{AA} : 1.0, \sigma_{AA} : 0.9\}, \{\varepsilon_{AB} : 1.0, \sigma_{AB} : 1.0\}, \{\varepsilon_{BB} : 1.0, \sigma_{BB} : 1.1\}\}. We simulate 500,000 steps at a temperature of \(k_b T = 1.0\) with a time step of 0.005 to generate the target RDFs for \(x = (0.25, 0.5, 0.75)\), where \(x\) is the composition of particle A: \(\frac{n_A}{n_A + n_B}\). We optimize based on targets at \(x = 0.25\) and test the transferability of the learned potential at \(x = (0.5, 0.75)\). During the simulation, we learn the three types of interaction simultaneously by optimizing a joint loss of equally weighted loss terms.

\[
L = L_{AA} + L_{AB} + L_{BB} = \int r \left( g_{AA}^{\text{sim.}}(r) - g_{AA}^{\text{ref.}}(r) \right)^2 dr + \int r \left( g_{AB}^{\text{sim.}}(r) - g_{AB}^{\text{ref.}}(r) \right)^2 dr + \int r \left( g_{BB}^{\text{sim.}}(r) - g_{BB}^{\text{ref.}}(r) \right)^2 dr
\]

(16)

We optimize three potentials for 300 epochs using the Adam optimizer with a learning rate of 0.001, with each epoch consisting of 250 MD steps. In fig.\textsuperscript{[5]} we show that DiffSim accurately reproduces the three target RDFs for \(x = 0.25\). However, as the learned potential correctly recovers the repulsive part of the target potential, the attractive part shapes are dissimilar to the ground truth and feature a concave-down shape. As a transferability test, we apply the learned potential at \(x = 0.25\) to systems with different compositions, that is, \(x = 0.5\) and \(x = 0.75\), and observe poor transferability. Specifically, the learned potentials overestimate the height of the first peak for the target RDFs at \(x = 0.5\) and \(x = 0.75\). In this case, the learned potential overfits to the composition state point on which it is trained.

For improved transferability, our model can also be configured to train systems simultaneously in different states. This involves applying DiffSim to simulate multiple systems and combining multiple gradient updates to the potential arising from the different trajectories. In practice, we initialize all three systems and simulate them in parallel with the same shared potentials. Gradient updates are collected through eq.\textsuperscript{[2]} and eq.\textsuperscript{[9]} from each trajectory, and the pair potentials of AA, AB, and BB are updated with the combined three gradients from the three state points. For each training epoch, three systems are simulated with gradients accumulated on the parameters of the pair potential with the total loss as the sum of individual losses evaluated for each system, i.e., \(L_{\text{tot.}} = L_{x=0.25} + L_{x=0.5} + L_{x=0.75}\). Each loss takes the form described in eq.\textsuperscript{[16]}, giving us 9 optimization targets in total, namely the RDF of AA, AB, and BB at the three concentrations. Our training results in fig.\textsuperscript{[6]} show that potentials can be learned to simultaneously fit target RDFs at multiple systems and state points at the same time. Compared to potentials solely fitted at \(x = 0.25\) (fig.\textsuperscript{[5]}), the learned potentials in all three states show a better resemblance to ground-truth LJ potentials for both repulsive and attractive portions.

C. Learning Transferable Coarse-Grained Potentials

As the third example, we show that DiffSim can learn pair potentials for CG simulations of water with a temperature-transferable functional form. For the ground truth simulations, we simulate all-atom water molecules at 1g/cm\(^3\) at 288K, 338K and 388K with the SPC/E force field\textsuperscript{[18]} We choose to map each water molecule onto the oxygen atom and use the oxygen-oxygen RDF as our fitting target. We first run a single-state fitting experiment at single temperatures and use the learned potentials to simulate systems at other temperatures.
we initialize three coarse-grained water systems and simulate

For each system, we train the potential using DiffSim for 500
epochs, with each epoch including 180 simulation steps with a
time step of 2fs. For comparison, we also performed the IBI
at all three temperatures. fig. 5 shows the fitting and trans-
ferability results. As DiffSim and IBI manage to accurately
fit single states, they manifest large RDF errors when using
similar systems at other temperatures. The learned potentials
using IBI and DiffSim show similar shapes, with an inner po-
tential well at 2.7Å, approximately where the RDF of water
has the first peak. Furthermore, the depth decreases with tem-
perature, showing a clear temperature dependence of the pair
potential. This observation agrees with the water potentials
obtained in the past literature, suggesting that an explicit
temperature dependence is required for the pair potential to be
transferable.

To incorporate the temperature-dependent nature of CG
potentials, we made our neural pair potentials temperature-
dependent for improved transferability across temperatures.
With AD, our method enables more flexible forms of pair
potentials. Specifically, we optimize pair potentials with explicit
temperature dependence. Inspired by previous work studying
the energy and entropy decomposition of CG potentials, we
propose the following form of neural pair potential.

\[ u_T(r, T) = u_1(r) - k_B T u_2(r) \]  \hspace{1cm} (17)

where \( u_1 \) and \( u_2 \) are two distinct neural pair potentials.\( u_1(r) \) can be understood as the energy contribution to pair
potentials, and \( u_2(r) \) is the entropy contribution. For training,
we initialize three coarse-grained water systems and simulate

them at different temperatures. We simulate and train the three
systems simultaneously to optimize \( u_1(r) \) and \( u_2(r) \) jointly. In
fig. 6, we show the RDFs obtained and the learned pair po-
tentials at the three different temperatures used for learning.
The learned potentials at different temperatures show simi-
lar shapes. All three potentials have a characteristic barrier
around 3.2, and the change in temperature affects their height.
Compared to the potential obtained by fitting on single states,
the learned temperature-dependent pair potential shows excel-
ent transferability to all three temperatures used for optimiza-
tion. To quantify the deviation between the simulated RDF
and the target RDF, we use the following metric proposed by
Pretti, et al.:

\[ D = 4\pi \rho \int_0^{r_c} r^2 (g(r) - g_{\text{ref.}}(r))^2 \, dr \]  \hspace{1cm} (18)

In fig. 7, we compare the deviation of the simulated RDF
obtained from different training protocols. The result shows
that fitting in a single state can produce an accurate RDF in
the state used for fitting, but it does not transfer well to other
states. The temperature-transferable potential produces over-
all lower RDF deviations for all three states.

IV. CONCLUSION

In this work, we propose a flexible method based on Diff-
Sim to directly learn pair potentials. We demonstrate our
methods in several computational examples. First, we ap-
ply our method to learning simple pair potentials where the
Figure 7. Learning coarse-grained water potential at single state points and transfer to other state points. The results include learned pair potentials and simulated RDFs from 20 independent runs with DiffSim. The learned potentials using IBI is also included.

Figure 8. Simulated RDF and learned transferable potential at 288K, 338K, 388K. The learned potential shows temperature-dependent barrier height, with the height increasing with lowering in temperature.

ground truth is known. We show that our method recovers a diverse set of possible pair potentials given a target RDF and, therefore, can be used to probe sensitivities for fitting pair potentials. For a dense system, our results are in line with previous reports, indicating that fitted potentials can be highly insensitive. In contrast, the fitting for the dilute system shows a better sensitivity, with the obtained potentials in reasonable agreement with the ground truth potential. We further demonstrate the multistate fitting capabilities of the method by applying it to binary mixtures that involve learning of multiple pair interactions under multiple composition conditions. Learning involves the incorporation of multiple loss functions in different RDF targets. Our experiment shows that simultaneous learning on systems with different compositions is possible and produces potentials that have better transferability. Our method is also applied to learning the CG pair potentials. We demonstrate the learning of water CG potentials at three different state points using a single temperature-dependent CG potential that is more transferable than a potential obtained from fitting a single state point.

The proposed DiffSim protocol can be understood as a gradient-based extension of the iterative Boltzmann inversion. Our method directly optimizes potentials with the gradient signal obtained from simulations. It allows simultaneous simulation and fitting for systems at different temperatures and compositions, allowing direct parameterization of pair potentials to improve transferability. The learning pipeline can be flexibly set up with the incorporation of multiple optimization objectives and allows for the optimization of a broader range of pair potentials, such as pair potentials with explicit thermodynamic dependence. Our method opens up broader possibilities for learning-based simulations: objectives can be extended to include more observables such as stress tensors and velocity autocorrelation functions to enable gradient-based top-down parameterization of force fields.

DiffSim learns potentials by directly optimizing unrolled simulation operations that involve updates of positions, velocities, and forces. The procedure directly learns to match an observation without atomistic data, which requires extensive sampling that often requires active learning. Compared to force-based optimization of machine learning potentials, our method produces direct simulation feedback and guaran-
tees the stable production of desired observables. In comparison, relying on matching atomistic forces, highly flexible machine learning force fields often suffer from unstable dynamics, which is common even for models showing very low force errors. In comparison, pair potentials constrain interactions between pairs of particles and are therefore easier to interpret and more efficient to simulate than machine learning potentials. Although observable-informed and gradient-based, our learning protocol can also be combined with force matching to incorporate top-down and bottom-up parameterization into optimization.

In this work, we present a flexible machine learning method that uses differentiable simulations to directly parameterize pair potentials from radial distribution functions. We anticipate that the proposed framework provides improved modeling flexibility for multiscale simulation of molecular liquids.
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V. APPENDIX

A. Model and training hyper-parameters

Here, we detail the hyperparameters used in our experiments. For all training runs, a learning rate scheduler is used to dynamically decrease the learning rate when the pre-defined convergence criterion is met. The learning rate is expected to decrease by half when the improvement in training loss is less than 0.1%.

Lennard Jones and MM systems. The model is trained for 500 epochs, with each epoch comprising 120 simulation steps. The learning rate is set at 0.002. Neural pair potentials are constructed with Gaussian-smeared distance inputs of 100 bins ($K = 100$) with $d = 0.1$. The smeared inputs are fed into a multilayer perceptron of 3 hidden layers with a hidden layer size of 128. The activation function that we use is ELU. The prior potential $u_{\text{prior}} (r)$ that we use takes the form $\epsilon (\frac{r}{\sigma})^6$ with $\sigma = 0.9$ and $\epsilon = 0.4$. During simulations, the neighbor list is updated for every integration step.

Binary mixtures. The model is trained for 500 epochs, with each epoch comprising 120 simulation steps. The learning rate is set at 0.0003. Three neural pair potentials are initialized to represent the three types of pair interaction involved in the system. For the computation of RDF loss, each pair statistics is equally weighted. Each pair potential uses 100 bins ($K = 100$) to smear all distance inputs with $d = 0.15$. The parameterization MLP consists of 3 hidden layers with each layer of 128 neurons. The activation function used is SELU. The prior potential $u_{\text{prior}} (r)$ we use the form $\epsilon (\frac{r}{\sigma})^6$ with $\sigma = 1.0$ and $\epsilon = 2.0$. Before training, a pre-training step is performed to initialize neural network potentials with shapes similar to the Boltzmann inverted potentials derived from the target RDF. This step is used to facilitate faster convergence of training and sampling of relevant parts of the configuration space.

Temperature-transferable water simulations. The model is trained for 500 epochs, with each epoch comprising 190 simulation steps. The learning rate is set at 0.00065. We similarly apply 3-layer neural networks to represent $u_1$ and $u_2$ with hidden layers of 115 neurons. The pair distances are smeared with $K = 120$ equally spaced Gaussian kernels with $d = 0.15$. The activation function used is ELU. The prior potential $u_{\text{prior}}$ is used with $\sigma = 40$ kcal/mol and $\epsilon = 1.7$ Å. A pre-training procedure is also performed using the Boltzmann inverted RDF at 298K as the target.
B. Supplementary results

We provide additional results in fig. 10 to show the RDFs generated by learned pair potentials for different MM systems at different densities. fig. 10 provides supplementary information for fig. 3. The simulations are carried out for 100,000 steps with each step being 0.005.

C. Molecular dynamics simulations of water

The FG model of water used in this work is an all-atom water model described by SPC/E force field. The large-scale atomic / molecular massively parallel simulator (LAMMPS) is used to perform MD simulations of systems with $N = 1500$ water molecules at constant density $\rho = 1.0$ g/cm$^3$ and at temperatures of $T = 288 K$, $T = 338 K$ and $T = 388 K$, with a time unit $\delta t = 1$ fs. We apply periodic boundary conditions in the x, y and z directions, and the Nose-Hoover thermostat with a damping time of $\tau = 100$ fs to keep the temperature during the simulation. The water systems are first equilibrated for 10 ns. Subsequently, it was subjected to a simulation run of 1 ns to collect data every 0.1 ps to calculate the reference radial distribution functions of oxygen atoms with bin size 0.001 nm. In the CG representation, a water molecule is replaced by a single bead placed on the oxygen atom. CG simulations are also performed in LAMMPS.

D. Protocol for Iterative Boltzmann Inversion

Lennard-Jones systems. The RDFs of the MD simulations with LJ potentials are the target distribution fed to the IBI machinery. The cutoff radius used for IBI optimization and simulations with IBI refined potential is $r_{\text{cut}} = 2.0$ with space size $\delta r = 0.01 \sigma$. For each state point, the MD simulation performed under the canonical ensemble in each IBI iteration consisted of $5 \times 10^5$ equilibration steps and $5 \times 10^5$ sampling steps for the calculation of the RDF. The entire IBI optimization takes between 10 and 20 iterations to yield converged distributions that match the target RDFs.

Water simulations. The RDFs from the SPC/E water simulation are obtained by mapping the CG beads to the oxygen atoms and are fed into the IBI optimization protocol. The cutoff radii used for IBI optimization and CG simulations are $r_{\text{cut}} = 0.625$ nm with a space size $\delta r = 0.0005$ nm. For each state point, the CG-MD simulation performed in the canonical ensemble in each IBI iteration consisted of $2 \times 10^5$ equilibration steps and $1 \times 10^5$ sampling steps for the calculation of the RDF. The entire IBI optimization takes between 10 and 20 iterations to yield converged distributions that match the target RDFs.
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