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Abstract: Acoustic event and scene analysis has seen extensive development because it is valuable in applications such as monitoring of elderly people and infants, surveillance, life-logging, and advanced multimedia retrieval. This article reviews the basics of acoustic event and scene analysis, including its term and problem definitions, available public datasets, challenges, and recent research trends.
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1. INTRODUCTION

Listen carefully to the sounds surrounding you. There are various sounds such as voices, music, footsteps, and the rumble of traffic. We use sound not only to communicate with others and enjoy listening to music but also to understand our surroundings: we use sound to sense danger, sense the presence of someone, and understand what someone is doing. Research about how humans understand the various sounds in their environment and on human-like listening systems for computers has been going on for the last several decades; however, for many of those years, the machine listening systems developed in those studies could deal with only a few kinds of sound, such as voices and music. In recent years, though, along with a spread of the sophisticated CPUs and GPUs and advances in machine learning theory, it has become possible to analyze any kind of sound, including voices, music, and environmental sounds, and extract useful information from it.

Researchers have attempted to use information extracted from various sounds to enrich various applications, such as monitoring systems for elderly people or infants [1,2], automatic surveillance systems [3–5], automatic life-logging systems [6,7], and advanced multimedia retrieval systems [8–10]. The techniques used in these applications include acoustic scene analysis (ASA) that analyzes scenes in terms of the places, situations, and user activities they depict and acoustic event analysis (AEA) that analyzes various sounds, such as footsteps, the rumble of traffic, and scream. This paper gives an introduction to acoustic event and scene analysis, by reviewing the terms and problem definitions of acoustic event and scene analysis, the available open datasets, challenges to be solved, and recent research topics in this area.

2. WHAT IS ACOUSTIC EVENT AND SCENE ANALYSIS?

In this section, we review the technical terms and definitions used in acoustic event and scene analysis while referring to Plumbley’s [11] and Richard’s [12] introductions to this research topic.

2.1. Technical Terms Used in Acoustic Event and Scene Analysis

Figure 2 shows the problem of acoustic scene classification. Acoustic scene classification is a task that takes as the label of the place where the sound was recorded (e.g., train, car, park, indoor), the situation (e.g., in a meeting, in an emergency), and the human activity involved (e.g., cooking, chatting, vacuuming). In many problems, acoustic scene labels are given to each sound clip. An acoustic scene means a specific type of sound, such as footsteps, running water, exhaust fan noise, scream, or music. Many sound clips contain multiple acoustic events that overlap on the time axis.

2.2. Problem Definitions

2.2.1. Acoustic scene classification and acoustic event classification

Figure 2 shows the problem of acoustic scene classification. Acoustic scene classification is a task that takes as
input a relatively long (several seconds to tens of seconds) sound clip of a single acoustic scene and outputs a single acoustic scene label representing the sound clip from a list of predefined acoustic scene classes. In acoustic scene classification, acoustic features are first extracted from a training dataset and an acoustic scene model is constructed using the acoustic features. After that, an acoustic feature extracted from a test sound clip is input to the acoustic scene classification system, and the system produces an acoustic scene label of the test sound clip.

Conventional approaches to acoustic scene classification use cepstrum coefficients, Mel-frequency cepstrum coefficients (MFCC), and MPEG-7 audio features [13] as acoustic features, and use Gaussian mixture models (GMM), hidden Markov models (HMM) and support vector machines (SVM) for constructing classification models [14–16]. More recently, deep-learning frameworks such as the convolutional neural network (CNN) [17,18] and recurrent neural network (RNN) as well as the Bayesian generative model of sound from an acoustic scene [19,20] have been applied to acoustic scene classification.

Acoustic event classification is a similar task to acoustic scene classification. In acoustic event classification, a relatively short (tens milliseconds to several seconds) sound clip including a single acoustic event is input and a single acoustic event label is output. However, because acoustic events often overlap temporally in actual situations, acoustic event classification is not a practical problem.

2.2.2. Acoustic event detection

Acoustic event detection, shown in Fig. 3, is a more practical problem setting. Acoustic event detection is a task in which a relatively long (several seconds to tens of seconds) sound clip including multiple acoustic events is input and acoustic event labels and their time stamps (start and end times) are output.

The whole process of acoustic event detection is similar to acoustic event classification, meanwhile, how to detect active durations of acoustic events is a more difficult problem than classifying acoustic events. For instance, Lee et al. proposed an acoustic event detection based on a convolutional neural network, which calculates a posterior for the existence of acoustic events time frame by time frame [21]. Ohishi et al. proposed a method combining non-negative matrix factorization (NMF) and a non-parametric Bayesian generative model, which detects the active durations of acoustic events by utilizing an activation matrix of NMF [10].

2.2.3. Abnormal sound detection

Abnormal sound detection (anomalous sound detection) is also being studied by many researchers. As shown in Fig. 4, abnormal sound detection is a task in which a relatively long (several seconds to tens of seconds) sound clip is input and abnormal sound labels and their time stamps (start and end times) are output. The difference between acoustic event detection and abnormal sound detection is in the size of the training data of ‘‘abnormal’’ sounds including “screaming,” “gun-shot sounds,” and “abnormal mechanical noise.” That is, we face this sort of problem when it is difficult to collect abnormal sounds to be detected. To detect abnormal sounds, some methods
use a criterion for how different input sounds are from "normal" sounds [22–24]. One-shot learning and few-shot learning [25] can be applied when we can collect a few samples of abnormal sounds. These techniques use normal sounds for training of common properties of abnormal and normal sounds; they construct an abnormal sound model by using a few abnormal sounds and the common properties.

2.2.4. Other problems of acoustic event and scene analysis

Some researchers have tried event and scene analysis using multimedia information including sounds, images, and text. For example, TRECVID MED (Media event detection)* [26] is a task in which a relatively long (several seconds to dozens of seconds) video clip including a single scene is input, and a single scene label representing the video clip is selected from a list of predefined scene classes and output. Some methods submitted to this competition utilize image and sound information simultaneously, and they outperform conventional methods that use only image information.

Much interest has been also expressed in bio-acoustic event detection, especially bird song detection [27].

3. WHICH DATASETS SHOULD WE USE FOR ACOUSTIC EVENT AND SCENE ANALYSIS?

Compared with speech or music, it is not easy to collect environmental sounds because there are numerous types of acoustic events and some of them occur infrequently. Therefore, having a publicly available sound dataset for acoustic event and scene analysis is very helpful when developing new methods for acoustic event and scene analysis. Moreover, it is important to use a common dataset and evaluation metric when comparing one method against another. In this section, public sound datasets that can be used for our research on acoustic event and scene analysis are described.

3.1. RWCP Sound Scene Database in Real Acoustical Environments (RWCP-SSD) [28]

RWCP-SSD is a sound dataset comprised of dry sounds of 105 types of acoustic event such as “spray,” “clapping,” and “bell jingling.” It contains ten thousand samples of acoustic events. Nine impulse responses are also included, so that various sound recording conditions with reverberation can be simulated. Each sound clip ranges from 0.5 s to 2.0 s and includes a single acoustic event.

3.2. TUT Acoustic Scenes 2017/TUT Sound Events 2017 [29]

This dataset series includes i) TUT Acoustic Scenes 2017 for acoustic scene classification, ii) TUT Sound events 2017, and iii) TUT Rare Sound Event 2017 for acoustic event detection. All samples in TUT Acoustic Scenes 2017 and TUT Sound events 2017 were recorded with an in-ear stereo microphone. The dataset series were recorded and published for the Detection and Classification of Acoustic Scenes and Events (DCASE) 2017, which was a competition and workshop on computational acoustic scene and event analysis methods.

The TUT Acoustic Scenes 2017 dataset consists of sound clips including 15 classes of acoustic scenes such as “bus,” “park,” “home,” and “office.” For each acoustic scene, the development dataset contains 312 clips of 10 seconds, and the evaluation dataset contains 108 clips of 10 seconds. A fourfold cross-validation setup is provided, which enables us to readily develop systems with this dataset. This dataset was used for task 1 of the DCASE 2017 Challenge (Acoustic scene classification), and thus, we can compare the performance of a system under development with those of the systems submitted to the competition [30].

The TUT Sound events 2017 dataset consists of six classes of acoustic events, including “brakes squeaking,” “car,” “children,” “large vehicle,” “people speaking,” and “people walking.” It is a subset of TUT Acoustic Scenes 2017. Each sound clip runs 3 minutes to 5 minutes and includes multiple and temporally overlapping acoustic events. It has 659 acoustic events in the development sound clips and 272 acoustic events in the evaluation sound clips. Note that there is a difference of about seven times between the largest and smallest samples in terms of the acoustic events, so we need to use this imbalanced dataset with care. This dataset was used in task 3 of the DCASE 2017 Challenge (Sound event detection in real-life audio).

The TUT Rare Sound Event 2017 was used for task 2 of the DCASE 2017 Challenge (Detection of rare sound event). This dataset includes rare acoustic events of three

*TRECVID is a competition on automated understanding of video content held by the National Institute of Standards and Technology (NIST).
classes such as “baby crying,” “glass breaking,” and “gunshot,” as well as sound clips for background noise. Additionally, it provides a python script that generates mixture sounds of rare acoustic events and background noise with various signal-to-noise ratios. To make the dataset, sounds including three rare acoustic events are downloaded from Freesound [31], and the rare sounds are mixed with the background noise sound clips used for task 1 of DCASE 2016 Challenge (TUT Acoustic Scenes 2016 [32]). The resulting sound mixture includes a rare acoustic event at most once within 30 seconds.

3.3. AudioSet [33]

AudioSet is a sound dataset including sound clips of 623 classes of acoustic events such as “aircraft,” “fire alarm,” “harmonica,” “rain.” The classes of acoustic events are categorized based on an Is-a hierarchy in sound ontology [34], which is an abstraction level in an environmental sound. In total, this dataset has 2 million samples of acoustic events. Each sound clip is part of a ten-second video clip from Youtube™. A csv file including the URL of the Youtube™ video clip, the start and end times of the target acoustic event in the video clip, and acoustic event labels can be downloaded from the Web page of the AudioSet [35].

Part of this dataset was used for task 4 of the DCASE 2017 Challenge (Large-scale weakly supervised sound event detection for smart cars).

3.4. CHiME-Home [36]

The CHiME-Home dataset was originally recorded for the CHiME challenge [37], which aimed to develop speech separation and recognition methods for domestic environments. Afterwards, nine classes of acoustic event labels such as child speech, adult male speech, video game/TV, percussive sound, and unidentifiable sounds, were given to 6,100 sound clips, and these sound clips were used for task 4 of the DCASE 2016 Challenge (Domestic audio tagging). Each sound clip comprises a single acoustic event, four seconds in length. Isolated labels are given to “child speech,” “adult male speech,” and “adult female speech,” while acoustic events such as door knocks and footsteps are merged into events labeled “percussive sounds.” This dataset is aimed at the development of preprocessing methods for speech recognition.

3.5. Other Sound Datasets

UrbanSound and UrbanSound8K [38] are sound datasets recorded in an outdoor environment; they each consist of ten classes of acoustic events. They contain 1,302 and 8,732 labeled sound clips, where each clip may contain multiple and overlapping acoustic events. The Environmental sound classification (ESC) [39] is another sound dataset for acoustic event analysis; it consists of 50 classes of acoustic events. The ESC contains 2,000 labeled short sound clips and 250,000 unlabeled sound clips; the clips were collected from Freesound [31]. There are also multi-channel sound datasets that were recorded in indoor environments, such as the DIRHA Simulated Corpus [40] and TU Dortmund Multi-channel Acoustic Event Dataset [41].

4. WHAT IS THE CHALLENGE OF ACOUSTIC EVENT AND SCENE ANALYSIS?

4.1. Difficulty of Constructing Sound Corpus for Acoustic Event and Scene Analysis

Acoustic event and scene analysis based on machine learning makes use of an environmental sound corpus, which consists of sound clips with content labels. Compared with speech or music, there are numerous types of acoustic event, and thus, it is not easy to record environmental sounds for acoustic event and scene analysis. Moreover, acoustic events often overlap each other and the sound level of a recorded environmental sound is often very small. Because of these difficulties, giving acoustic event labels and time stamps to environmental sounds is much laborious than, say, labeling speech signals.

Another difficulty in constructing a sound corpus is the hierarchy based on abstraction level for environmental sounds. For example, in giving an acoustic event label to the sound of a saxophone, we could, depending on the circumstance, choose from various labels such as “musical instrument,” “saxophone,” or even “alto saxophone.” This hierarchical property of environmental sound is called as the Is-a hierarchy in sound ontology [34]. Thus, when we annotate environmental sounds with acoustic event labels, we need to preliminarily determine which abstraction level is to be used for each acoustic event.

4.2. Noise in the Environment

In acoustic event and scene analysis, we often analyze sounds recorded in outdoor environments, often in the presence of noise. In such cases, recorded sounds may be unclear because of wind noise, rustling sounds, or saturation of the sound pressure level, and thus, we need to analyze sounds affected by such noise. Moreover, when we analyze acoustic events and scenes using cloud computation, packet loss in data transmission over the network might cause some parts to be completely lost.

In Sect. 5, we review recent trends (see Fig. 5) in research aimed at meeting these challenges.

5. WHAT IS THE TREND OF ACOUSTIC EVENT AND SCENE ANALYSIS?

5.1. Acoustic Event and Scene Analysis for Poor-Quality Sound Data

The public sound datasets described in Sect. 3 include
and IoT devices are everywhere these days. Combining microphone array.

Giannoulis et al. [45] proposed acoustic event analyses based on distributed microphone array processing to them. For extracting spatial information using an unsynchronized and distributed microphone array, Küry et al. [41] and Phan et al. [48] devised scene classification methods based on late fusion of scene classification results in each microphone. Imoto et al. [49–51] proposed a spatial cepstrum that can extract spatial information robustly when microphones are not synchronized.

5.3. Acoustic Event and Scene Analysis for Small-scale Sound Dataset

Recent machine learning techniques, including deep-learning frameworks, require a large-scale sound dataset to achieve high performance. However, since a lot of sound clips cannot always be collected, developing acoustic event and scene analyzing methods using a small-scale sound dataset is still an important problem. To analyze acoustic events and scenes from a small sound dataset, Bisot et al. [52] and Komatsu et al. [53] proposed methods based on non-negative matrix factorization (NMF). Kim et al. [19] and Imoto et al. [54] proposed acoustic scene analyzing methods based on acoustic topic models, which are Bayesian generative models of acoustic events from acoustic scenes. These methods focus on the sparsity of sound structures and extract acoustic features of lower dimension to train an acoustic event or scene model with a small number of sound clips.

5.4. Automatic Data Annotation and Data Augmentation for Acoustic Event and Scene Analysis

Some researchers have tried to construct acoustic event corpuses automatically. One such a technique is acoustic event and scene analysis using weakly labeled data, which can reduce labor of annotating large numbers of samples [55–57]. As shown in Fig. 6, acoustic event detection using weakly labeled data is a task in which a relatively long (several seconds to tens of seconds) sound clip and acoustic event labels are input, and acoustic event labels and their time stamps (strong labels) are output. The time stamps are not manually assigned, and the resulting strong labels can be used in other acoustic event detection methods. Task 4 of the DCASE 2017 Challenge (Large-scale weakly supervised sound event detection for smart cars) was this sort of task, and many algorithms were submitted to it [29].

Data augmentation, which composes new data artificially from existing sound data, has also been investigated. For example, Takahashi et al. [58] and Mun et al. [59] proposed data augmentation methods based on machine such sensors into an array is a promising way to extract spatial information. However, such microphones are usually not accurately synchronized and their positions and geometry cannot be used for acoustic event and scene analysis. This makes it hard to apply the conventional sort of microphone array processing to them. For extracting spatial information using an unsynchronized and distributed microphone array, Küry et al. [41] and Phan et al. [48] devised scene classification methods based on late fusion of scene classification results in each microphone. Imoto et al. [49–51] proposed a spatial cepstrum that can extract spatial information robustly when microphones are not synchronized.

5.2. Acoustic Event and Scene Analysis Utilizing Spatial Information

Many methods of acoustic event and scene analysis utilize spectral information such as spectrum, cepstrum, and Mel-frequency cepstral coefficients (MFCCs) as acoustic features. The sounds of a window breaking and a glass breaking sound from a TV have very different meanings; thus, spatial information is also important in acoustic event and scene analysis. Kwon et al. [46], and Giannoulis et al. [47] proposed acoustic event analyses that use spatial information extracted with a synchronized microphone array.

Acoustic sensors on smartphones, wearable devices, and IoT devices are everywhere these days. Combining relatively high quality sound clips. Meanwhile, in practical situations in which acoustic event and scene analysis would be deployed, recorded sounds often have intermittently unreliable parts because of wind noise, rustling sounds, or saturation of the sound pressure level. Thus, we need to analyze acoustic events and scenes affected by such noise. The conventional methods of acoustic event detection in noisy environments use noise suppression techniques as preprocessings for speech [42,43]. However, conventional noise suppression techniques focus only on the statistical properties of voices and background noise and are sometimes ineffective for acoustic event and scene analysis. Thus, we need to develop a noise suppression method especially for acoustic event and scene analysis.

If a client server system is used in acoustic event and scene analysis, data may get lost when it is transmitted over the network. In addition, continuous recording threatens privacy in some cases, so we may have to make do with incomplete recordings [44]. As an acoustic scene analysis for these situations, Imoto et al. have proposed an acoustic topic model (ATM) that considers temporal transitions of acoustic events; their method can analyze acoustic scenes and restore missing observations at the same time [45].
learning techniques such as the convolutional neural network and the generative adversarial network (GAN).

6. CONCLUSION

In this article, we reviewed acoustic event and scene analysis, which analyzes various sounds and extracts useful information such as types of acoustic events, locations where sounds were recorded, and situations. In particular, we defined the terms and problems of acoustic event and scene analysis, reviewed the public datasets that are available for this sort of analysis, and recent research trends. Acoustic event and scene analysis will be very valuable in applications such as monitoring of elderly people and infants, surveillance, life-logging, and advanced multimedia retrieval. This topic has received a lot of attention from researchers for several decades. However, many challenges remain to be met. I hope this review will help readers address them.
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