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Abstract
Non-degeneracy was first defined for hyperplanes by Elekes–Tóth, and later extended to spheres by Apfelbaum–Sharir: given a set \( P \) of \( m \) points in \( \mathbb{R}^d \) and some \( \beta \in (0, 1) \), a \((d-1)\)-dimensional sphere (or a \((d-1)\)-sphere) \( S \) in \( \mathbb{R}^d \) is called \( \beta \)-nondegenerate with respect to \( P \) if \( S \) does not contain a proper subsphere \( S' \) such that \( |S' \cap P| \geq \beta |S \cap P| \). Apfelbaum–Sharir found an upper bound for the number of incidences between points and nondegenerate spheres in \( \mathbb{R}^3 \), which was recently used by Zahl to obtain the best known bound for the unit distance problem in three dimensions. In this paper, we show that the number of incidences between \( m \) points and \( n \beta \)-nondegenerate 3-spheres in \( \mathbb{R}^4 \) is \( O(\beta, \epsilon)(mn^{15/19} + \epsilon n^{16/19} + mn^{2/3}) \). As a consequence, we obtain a bound of \( O(\epsilon(n^{2+4/11} + \epsilon)) \) on the number of similar triangles formed by \( n \) points in \( \mathbb{R}^4 \), an improvement over the previously best known bound \( O(n^{2+2/5}) \). While proving this, we find it convenient to work with a more general definition of nondegeneracy: a bipartite graph \( G = (P, Q) \) is called \( \beta \)-nondegenerate if \( |N(q_1) \cap N(q_2)| < \beta |N(q_1)| \) for any two distinct vertices \( q_1, q_2 \in Q \); here \( N(q) \) denotes the set of neighbors of \( q \) and \( \beta \) is some positive constant less than 1. A \( \beta \)-nondegenerate graph can have up to \( \Theta(|P| |Q|) \) edges without any restriction, but must have much fewer edges if the graph is semi-algebraic or has bounded VC-dimension. We show that Elekes–Tóth’s bound for nondegenerate hyperplanes, Apfelbaum–Sharir’s bound for nondegenerate spheres in \( \mathbb{R}^3 \), and our new bound for nondegenerate spheres in \( \mathbb{R}^4 \), all hold under this new definition.
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1 Introduction

1.1 Nondegenerate Hyperplanes and Spheres

Counting the number of incidences between points and algebraic varieties (such as hyperplanes or spheres) in high dimensions has been a center of interest in incidence geometry. However, this problem is only interesting under certain constraints—indeed, an arbitrary set of \( m \) points and a set of \( n \) hyperplanes in \( \mathbb{R}^d \) for \( d \geq 3 \) can have up to \( mn \) incidences by putting all the points in a low dimensional flat and letting all the hyperplanes contain that flat. To avoid this situation, one can impose conditions such as the points must be vertices in the arrangement of the hyperplanes (see [3]), or the incidence graph is \( K_{r,s} \)-free for some fixed small \( r, s \) (Zarankiewicz’s problem). In this paper, we focus on another type of restriction: nondegeneracy.

Nondegeneracy was introduced by Elekes and Tóth in [15]. Given a set \( P \) of \( m \) points in \( \mathbb{R}^d \), a hyperplane \( H \) is \( \beta \)-nondegenerate if there does not exist a lower dimensional flat \( F \subset H \) that contains more than \( \beta \) fraction of the number of points of \( P \) in \( H \), i.e., \( |F \cap P| > \beta |H \cap P| \). Otherwise, \( H \) is \( \beta \)-degenerate. Elekes and Tóth proved \(^1\) that \( m \) points and \( n \) \( \beta \)-nondegenerate hyperplanes in \( \mathbb{R}^d \) can have at most

\[
O_d,\beta \left( (mn)^{d/(d+1)} + mn^{1-1/(d-1)} \right)
\]

incidences. Here we use the notation \( O_d \) to indicate the constant depends on \( d \).

The concept of nondegeneracy extends naturally to spheres. Given a set \( P \) of \( m \) points in \( \mathbb{R}^d \) and some \( \beta \in (0, 1) \), a \((d-1)\)-dimensional sphere (or a \((d-1)\)-sphere) \( S \) in \( \mathbb{R}^d \) is \( \beta \)-nondegenerate with respect to \( P \) if it does not contain a proper subsphere \( S' \) such that \( |S' \cap P| \geq \beta |S \cap P| \). By lifting the spheres to be hyperplanes \(^2\) in \( \mathbb{R}^d+1 \), we immediately get the following bound on the number of incidences between \( m \) points and \( n \) \( \beta \)-nondegenerate spheres in \( \mathbb{R}^d \):

\[
O_d,\beta \left( (mn)^{(d+1)/(d+2)} + mn^{1-1/d} \right);
\]

When \( d = 3 \), Apfelbaum and Sharir in [8] improved this bound to \(^3\)

\[
O_3 \left( m^{8/11} + m^{9/11} + mn^{1/2} \right).
\]

These incidence bounds with nondegenerate hyperplanes and spheres have many applications in discrete geometry. For example, the bound (1) was used in [1] to derive an efficient algorithm for the point covering problem in \( \mathbb{R}^3 \). It was also used in [7] to derive a lower bound on the maximum size of a complete bipartite subgraph one can find in a point-hyperplane incidence graph with many edges. Nondegenerate spheres

\(^1\) What they actually proved is that the maximum number of \( \beta \)-nondegenerate, \( k \)-rich (i.e., containing at least \( k \) points of \( P \)) hyperplanes is \( O_{\beta,k}(md+1/k^d+2 + m^{d-1}/k^{d-1}) \) for \( \beta < \beta_d \) for some small \( \beta_d \). It is later shown in [23] that we can indeed let \( \beta_d = 1 \). See [7] for how this implies (1).

\(^2\) via the map \((x_1, \ldots, x_d) \mapsto (x_1, \ldots, x_d, x_1^2 + \cdots + x_d^2)\)

\(^3\) To see this bound is indeed an improvement from \( (mn)^{4/5} + mn^{2/3} \); clearly \( mn^{1/2} \leq mn^{2/3} \); \( m^{8/11} n^{9/11} \leq (mn)^{4/5} \) iff \( n \leq m^4 \), which holds true by Claim 1.8.
have been used in the analysis of the distinct distance problem in [9] and in the mutually similar simplices problem in [2]. Recently, Zahl [30] used $O(n^{295/197+\epsilon})$ on the number of unit distance formed by $n$ points in $\mathbb{R}^3$, the first improvement over the well-known $n^{3/2}$ upper bound.

It is not obvious how to extend the concept of nondegeneracy to other geometric objects. In this paper, we propose a similar but slightly different definition of nondegeneracy that can be applied more widely. Under this more general framework, we extend Apfelbaum–Sharir’s method in [8] to some other families of surfaces in $\mathbb{R}^3$ and use that to prove a new upper bound for incidences with nondegenerate spheres in four dimensions.

1.2 New Definition of Nondegeneracy

Definition 1.1 Consider a bipartite graph $G = (P, Q)$ and some $0 < \beta < 1$. For each $q \in Q$, let $N(q)$ denote the set of neighbors of $q$ in $P$. We say a vertex $q \in Q$ is $\beta$-nondegenerate with respect to $P$ if $|N(q) \cap N(q')| < \beta |N(q)|$ for any $q' \in Q$, $q' \neq q$ (otherwise $q$ is $\beta$-degenerate). We say $G$ is a $\beta$-nondegenerate graph if every vertex of $Q$ is $\beta$-nondegenerate.

Remark 1.2 (i) This definition is not symmetric between $P$ and $Q$. We sometimes make it clear by saying $Q$ is $\beta$-nondegenerate with respect to $P$. If $P$ is also $\beta$-nondegenerate with respect to $Q$, we say $G$ is dually $\beta$-nondegenerate.

(ii) If all vertices in $Q$ have $d$ neighbors (which holds for $d$-regular graphs), the condition of $\beta$-nondegeneracy is equivalent to $G$ being $K_{\beta d, 2}$-free. This is related to Zarankiewicz’s problem, that is, finding the maximum number of edges in a $K_{r,s}$-free graph on $n$ vertices where $r, s$ are fixed.

(iii) Comparison with the previous definitions of nondegenerate hyperplanes and spheres: It is easy to see that the incidence graphs between points and $\beta$-nondegenerate hyperplanes (or spheres) in some Euclidean space are $\beta$-nondegenerate graphs. Indeed, since a hyperplane (sphere) does not contain any subflat (subsphere) of more than $\beta$ fraction number of points of $P$, its intersection with any other hyperplane (sphere) must contain fewer than a $\beta$ fraction of the points. The other direction does not always hold, hence this definition strictly generalizes the previous one. Therefore, any upper bound for points-hyperplanes or points-spheres incidence under this new definition would immediately imply the same bound for the old definition.

From now on, we shall use this definition of nondegeneracy, and refer to the old one as geometrically nondegenerate.

1.3 Our Results

The questions we would like to investigate have the following form: what is the maximum number of edges a graph $G = (P, Q)$ can have, given that $G$ is $\beta$-nondegenerate and satisfies various other conditions? It turns out that $\beta$-nondegeneracy alone is not enough for a $o(|P||Q|)$ bound on $|E(G)|$:
Theorem 1.3 For any $0 < \beta < 1$, there exists a $\beta$-nondegenerate bipartite graph $G = (P, Q)$ with at least $\beta|P||Q|/6$ edges.

However, as we will show, stronger bounds on $|E(G)|$ hold for graphs which are semi-algebraic and graphs with bounded VC dimension. When $G$ is an incidence graph between points and certain families of geometric objects such as planes and spheres in $\mathbb{R}^3$, we show that a bound similar to (1) and (3) holds. Finally, our main result is a new upper bound on the number of incidences between nondegenerate 3-spheres in $\mathbb{R}^4$, which implies an improved bound on the number of similar triangles spanned by a collection of points in $\mathbb{R}^4$.

1.3.1 Graphs with Bounded VC Dimensions and Semi-algebraic Graphs

A set system $F$ over a ground set $P$ is a collection of subsets of $P$ (here we allow $F$ to contain repeated elements). The Vapnik–Chervonenkis dimension (VC-dimension) of $F$ is the largest integer $d$ for which there exists a $d$-element set $S \subset P$ such that for every subset $B$ of $S$, we can find a set $A \in F$ such that $A \cap S = B$. The VC-dimension of a graph with vertex set $V$ is the VC-dimension of the set system formed by the neighbor sets over the ground set $V$. When $G$ is bipartite, say $G = (P, Q)$, we can define two set systems: $F_1$ consists of all neighbor sets of $P$ over the ground set $Q$, and $F_2$ consists of all neighbor sets of $Q$ over the ground set $P$. We use left and right VC-dimension to denote the VC-dimensions of $F_1$ and $F_2$ respectively. It is easy to see that the VC-dimension of $G$ is the maximum of its left and right VC-dimensions.

Graphs with bounded VC-dimension obey a dramatically improved regularity lemma [5,22]: here $\epsilon$-regular partitions require only $\text{poly}(1/\epsilon)$ parts, as opposed to the tower-type bound which is tight for general graphs. Using this, Fox, Pach, and Suk in [19] get improvements on the Erdős–Hajnal conjecture bound and Turán–Ramsey number bound for graphs with bounded VC dimensions. In this paper we show another special property of such graphs.

Theorem 1.4 Assume a bipartite graph $G = (P, Q)$ has left VC-dimension at most $d$ and $Q$ is $\beta$-nondegenerate with respect to $P$, then $|E(G)| = O_{d, \beta}(mn^{1-1/d} + n)$ where $m = |P|$, $n = |Q|$.

This implies a similar result for semi-algebraic graphs. Fixing some positive integers $d_1, d_2$, let $G = (P, Q, E)$ be a bipartite graph on sets $P$ and $Q$, where we think of $P$ as a set of $m$ points in $\mathbb{R}^{d_1}$ and $Q$ as a set of $n$ points in $\mathbb{R}^{d_2}$. We say $G$ is semi-algebraic with description complexity $t$ if there are $t$ polynomials $f_1, \ldots, f_t \in \mathbb{R}[x_1, \ldots, x_{d_1+d_2}]$, each of degree at most $t$ and a Boolean function $\Phi(X_1, \ldots, X_t)$ such that for any $p \in P, q \in Q$:

$$(p, q) \in E \iff \Phi(f_1(p, q) \geq 0, \ldots, f_t(p, q) \geq 0) = 1.$$

In other words, we can describe the incidence relation using at most $t$ inequalities involving polynomials of degree at most $t$. Semi-algebraic graphs have been studied recently in [13,17,18]. They are important in discrete geometry because many graphs coming from discrete geometry problems (such as incidence graphs and intersection
graphs of popular geometric objects) are semi-algebraic. As shown in [16], such a graph satisfies a same condition on the *shatter function*\(^4\) that a graph with VC dimension \(d_2\) satisfies. Therefore, we have the following result.

**Theorem 1.5** Assume \(G = (P, Q)\) is a semi-algebraic graph with description complexity \(t\) as above. If \(G\) is \(\beta\)-nondegenerate, then it has at most \(O_{\beta, d_1, d_2, t}(mn^{1-1/d_2} + n)\) edges.

This immediately implies if \(G\) is the incidence graph between \(m\) points and \(n\) \(\beta\)-nondegenerate hyperplanes in \(\mathbb{R}^d\), then \(|e(G)| = O(mn^{1-1/d} + n)\). Similarly, if \(G\) is the incidence graph between \(m\) points and \(n\) \(\beta\)-nondegenerate \((d-1)\)-spheres in \(\mathbb{R}^d\), then \(|e(G)| = O(mn^{1-1/(d+1)} + n)\). However, as mentioned earlier, we expect much stronger bounds for these cases.

### 1.3.2 Nondegenerate Surfaces in \(\mathbb{R}^3\)

We show that the Apfelbaum–Sharir bound (3) can be extended to other families of surfaces in \(\mathbb{R}^3\) that satisfy certain constraints.

**Definition 1.6** Let \(P\) be a set of finite points in \(\mathbb{R}^3\). Given positive integers \(s, t, w\), we say that \(\mathcal{F}\) is a *good* \(s\)-dimensional family with respect to \(P\) with complexity \(t\) in \(\mathbb{R}^3\) if

1. Each element of \(\mathcal{F}\) is an algebraic surface in \(\mathbb{R}^3\) of degree at most \(t\).
2. The parameter space of \(\mathcal{F}\) is a \(s\)-dimensional subvariety of \(\mathbb{R}^{(t+3)/3}\), the space of all degree \(t\) polynomials in three variables.
3. Any two surfaces in \(\mathcal{F}\) intersect at at most one irreducible curve.
4. Let \(\Gamma\) denote the set of all intersection curves between two surfaces in \(\mathcal{F}\), then \(\Gamma\) belongs to a family of curves with \(s-1\) degrees of freedom and multiplicity at most \(t\), i.e., for any tuple of \(s-1\) points in \(P\) there are at most \(t\) curves in \(\Gamma\) passing through all of them.

For example, planes in \(\mathbb{R}^3\) form a good 3-dimensional family and spheres in \(\mathbb{R}^3\) form a good 4-dimensional family. Given a set of points \(P\) in \(\mathbb{R}^3\), a surface \(S\) in \(\mathcal{F}\) is called *geometrically* \(\beta\)-nondegenerate (w.r.t. \(P\)) if there does not exist a curve \(\gamma \in \Gamma\) such that \(\gamma \subset S\) and \(|\gamma \cap P| \geq \beta|S \cap P|\).

**Theorem 1.7** The number of incidences between \(m\) points and \(n\) \(\beta\)-nondegenerate algebraic surfaces taken from a good \(s\)-dimensional family \(\mathcal{F}\) of complexity \(t\) in \(\mathbb{R}^3\) is

\[
O_{s, t, \beta, \epsilon}(mn^{2s/(3s-1) + \epsilon}n^{(3s-3)/(3s-1)} + mn^{1/2} + n).
\]

Note that the term \(n\) is unnecessary here if the set of \(n\) surfaces is a set of geometrically nondegenerate planes or spheres because of the following claim (for the proof see Sect. 4).

**Claim 1.8** Let \(P\) be a set of \(m\) points in \(\mathbb{R}^d\) and \(\beta\) some constant between 0 and 1. There are at most \(\binom{m}{d}\) geometrically \(\beta\)-nondegenerate hyperplanes with respect to \(P\). Similarly, there are at most \(\binom{m}{d+1}\) geometrically \(\beta\)-nondegenerate spheres with respect to \(P\).

\(^4\) defined at the beginning of the proof of Theorem 1.4
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Indeed, by the claim, for planes in $\mathbb{R}^3$, $n \leq m^3$, which implies $n \leq (mn)^{3/4}$. For spheres, $n \leq m^4$ which implies $n \leq m^{8/11}n^{9/11}$. This result is thus a generalization of (3) and (1) (in three dimensions and up to $\varepsilon$). It is not easy to find any good family of surfaces other than planes and spheres, hence this theorem may appear pointless. However, we include it here because its proof implies a result which we will need in the proof of our main result, Theorem 1.10.

**Corollary 1.9** The number of incidences between $m$ points and $n$ $\beta$-nondegenerate 2-spheres in $\mathbb{R}^d$ for $d \geq 3$ is at most

$$O_{d,\varepsilon}(m^{8/11+\varepsilon}n^{9/11} + mn^{1/2} + n).$$

Basicallly this means (3) still holds for nondegenerate 2-spheres in any dimension $d$ at least 3. We prove this by projecting to a generic 3-dimensional subspace, and think of the projected 2-spheres as a good 4-dimensional family. One can find the proofs of these three results in Sect. 4. Before the proof of Theorem 1.7, we sketch the main idea and how it is related to the proof for spheres in [8].

### 1.3.3 Nondegenerate Spheres in $\mathbb{R}^4$

This is our main new result.

**Theorem 1.10** The number of incidences between $m$ points and $n$ $\beta$-nondegenerate 3-spheres in $\mathbb{R}^4$ is

$$O_{d,\varepsilon}(m^{15/19+\varepsilon}n^{16/19} + mn^{2/3} + n).$$

**Remark 1.11**

(i) If assuming geometrically nondegenerate, we can ignore the last term.

(ii) This bound is stronger than $O(m^{5/6}n^{5/6} + mn^{3/4})$, the bound in (2) for $d = 4$.

(iii) By a result in [16], the number of incidences between $m$ points and $n$ 3-spheres in $\mathbb{R}^4$ without $K_{r,s}$ in their incidence graph is $O_{\varepsilon}(m^{15/19+\varepsilon}n^{16/19} + m + n)$. Notice the first term here is the same with the first term in (9). See also Remark 1.2 (ii).

(iv) The second term $mn^{2/3}$ is the same with the second term in Elekes–Tóth’s bound (1) for hyperplanes in $\mathbb{R}^4$. This is consistent with Apfelbaum–Sharir’s result (3).

This theorem is proved in Sect. 5. Before the proof, we give a brief outline and how it is related to the proof of Theorem 1.7. We conjecture that a similar result holds for spheres in all dimensions. In the bound below, the first term is the same with the one in [16] for point-sphere incidences in $\mathbb{R}^d$ with no $K_{r,s}$ for big $r, s$, and the second term is the same with the second one in (1).

**Conjecture 1.12** Given $d \geq 3$ and $\beta \in (0, 1)$. The number of incidences between $m$ points and $n$ $\beta$-nondegenerate $(d - 1)$-spheres in $\mathbb{R}^d$ is

$$O_{\varepsilon,d}(m^{(d^2-1)/(d^2+d-1)+\varepsilon}n^{d^2/(d^2+d-1)} + mn^{1-1/(d-1)} + n).$$
1.3.4 Application to the Similar Triangle Problem

Erdős and Purdy asked the following question (see [10, Problem 10, Sect. 6.1]): What is the maximum number of mutually similar $k$-dimensional simplices among $n$ points in $\mathbb{R}^d$? Let denote that number by $f_{k,d}(n)$. When $k = 2$, it is called the similar triangles problem. As mentioned in [2], the only interesting cases are $d = 3, 4, 5$ because $f_{2,2}(n) = \Theta(n^2)$ and $f_{2,6} = \Theta(n^3)$. In that paper, Agarwal et al. showed that

$$f_{2,3}(n) = O(n^{13/6}); \quad f_{2,4}(n) = O(n^{12/5}); \quad f_{2,5}(n) = O(n^{8/3}).$$

Later in [8], Apfelbaum and Sharir used this to show $f_{2,3}(n) = O_\epsilon(n^{58/27 + \epsilon})$. In Sect. 6, we prove a better bound for $f_{2,4}(n)$.

**Theorem 1.13** Let $P$ be a set of $n$ points in $\mathbb{R}^4$ and $\Delta$ is a fixed triangle. The number of triples of points in $P$ that span a triangle similar to $\Delta$ is at most $O_\epsilon(n^{\frac{58}{27} + \epsilon})$.

1.4 Organization

In the subsequent sections, we present the proofs for Theorems 1.3, 1.4, 1.5, 1.7, 1.10, and 1.13 respectively.

2 General Nondegenerate Graphs

**Proof of Theorem 1.3** We use the probabilistic method. Assume $|P| = m$, $|Q| = n$. Pick each edge in $P \times Q$ independently with probability $\rho$ for some $\rho \in (0, 1)$ chosen later. For each $q, q' \in Q$, let $X_q$ be the random variable that represents the number of neighbors of $q$ and $X_{q,q'}$ represents the number of common neighbors of $q$ and $q'$ in this random graph. Each vertex $p \in P$ is a neighbor of $q$ with probability $\rho$ and is a common neighbor of $q$ and $q'$ with probability $\rho^2$. By the linearity of expectation, we have $E[X_q] = \rho m$ and $E[X_{q,q'}] = \rho^2 m$. Moreover, by Chernoff’s bound (see for example [6, Appx. A]), each variable is strongly concentrated around its expectation:

$$\mathbb{P}\left(|X_q - \rho m| > \frac{\rho m}{2}\right) < e^{-\rho^2 m / 2}, \quad \mathbb{P}\left(|X_{q,q'} - \rho^2 m| > \frac{\rho^2 m}{2}\right) < e^{-\rho^4 m / 2}.$$

By the union bound, the probability there exists a vertex in $Q$ of degree less than $\rho m/2$ or two vertices in $Q$ with more than $3 \rho^2 m/2$ common neighbors is at most

$$me^{-\rho^2 m/2} + \left(\begin{array}{c}m \\ 2 \end{array}\right)e^{-\rho^4 m/2},$$

which is less than 1 for $m$ big enough. Hence there exists a graph where $|N(q)| \geq \rho m/2$ and $|N(q) \cap N(q')| \leq 3 \rho^2 m/2$ for any distinct $q, q' \in Q$. This implies the graph is $\beta$-nondegenerate if we choose $\rho = \beta/3$. Moreover, the graph has at least $\rho mn/2 = \beta mn/6$ edges. \hfill $\square$
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3 Graphs with Bounded VC Dimension

**Proof of Theorem 1.4** Recall that \( F_1 \) is the set system of all neighbor sets of \( P \) on the ground set \( Q \), i.e., \( F_1 = \{ N(p) : p \in P \} \), and \( F_2 \) is the set system \( \{ N(q) : q \in Q \} \) on the ground set \( P \). The shatter function of \( F_1 \), denoted by \( \pi_{F_1} \), is defined as follows:

\[
\pi_{F_1}(z) := \max_{B \subset Q, |B| = z} | \{ A \cap B : A \in F_1 \} |.
\]

By a famous result (see for example [26, 28, 29]), when \( F_1 \) has VC-dimension at most \( d \), there exists a positive constant \( c \) that depends on \( d \) such that

\[
\pi_{F_1}(z) \leq cz^d.
\]  

(5)

Given \( B, S \) two subsets of \( Q \) where \( S \) has size at least 2, we say \( B \) crosses \( S \) if and only if \( B \cap S \) is neither the empty set nor \( S \). The following lemma follows from [16, Observation 2.6].

**Lemma 3.1** For a given bipartite graph \( (P, Q) \) of size \( (m, n) \) where the set system \( F_1 \) of all neighbor sets of \( P \) on the ground set \( Q \) satisfies (5) for some \( d \), there exist \( q_1, q_2 \in Q \) such that the number of sets in \( F_1 \) that cross \( \{ q_1, q_2 \} \) is at most \( c' mn^{-1/d} \) for some \( c' \) that depends on \( d \).

A set \( N(p) \) in \( F_1 \) (where \( p \in P \)) crosses \( \{ q_1, q_2 \} \) if and only if \( p \) is connected to exactly one of the two points \( q_1 \) and \( q_2 \), i.e., \( p \in N(q_1) \Delta N(q_2) \). Hence the above claim implies \( |N(q_1) \Delta N(q_2)| \leq c' mn^{-1/d} \). Since \( Q \) is \( \beta \)-nondegenerate, \( |N(q_1)| \leq |N(q_1) \setminus N(q_2)| / (1 - \beta) \leq c' mn^{-1/d} / (1 - \beta) \). This means we can find a vertex \( q_1 \) in \( Q \) of degree at most \( c' mn^{-1/d} / (1 - \beta) \). Deleting this vertex and repeating the process at most \( |Q| = n \) times, we find

\[
|E(G)| \leq n \cdot \frac{c'}{1 - \beta} (mn^{-1/d} + n) = \frac{c'}{1 - \beta} (mn^{1-1/d} + n).
\]

Proof of Theorem 1.5 The following lemma is implied in the proof of [16, Cor. 2.3].

**Lemma 3.2** Let \( G = (P, Q) \) be a semi-algebraic graph of complexity \( t \) where \( P, Q \) are points in \( \mathbb{R}^{d_1} \) and \( \mathbb{R}^{d_2} \) respectively. Then \( F_1 \), the set system of all neighbor sets in \( P \), \( \{ N(p) : p \in P \} \), satisfies \( \pi_{F_1}(z) = O_{t,d_1,d_2}(z^{d_2}) \).

This lemma implies (5) holds for semi-algebraic graphs (with \( d \) replaced by \( d_2 \)). Since (5) is the only property of VC-bounded dimension graph used in the previous proof, the same conclusion holds in this case.

4 Nondegenerate Surfaces in \( \mathbb{R}^3 \)

In this section we first introduce \( r \)-decomposition and some lemmas, then prove Theorem 1.7 and Corollary 1.9. Finally we prove Claim 1.8.
Given an arrangement of \( n \) algebraic varieties in \( \mathbb{R}^d \) and a positive integer \( r < n \), an \( r \)-decomposition of the arrangement is a way to decompose the space \( \mathbb{R}^d \) into cells so that each cell is crossed (i.e., intersects but is not contained) by at most \( n/r \) varieties. It is an important problem in discrete and computational geometry to find such \( r \)-decomposition using few cells with low complexity. Before the breakthrough polynomial partitioning method by Guth–Katz [20], the most popular ways to find such a decomposition were cutting hyperplanes and vertical decomposition using cylinder structure. For example, in two dimensions, given an arrangement of curves, vertical decomposition involves drawing projection lines from all intersection points of those curves to some axis. For a more complete introduction on vertical decomposition, see [4, Sect. 10.2]. In this paper, we recite two main results on vertical decomposition, the first one used in the proof of Theorem 1.7 and the second one used in Theorem 1.10.

**Lemma 4.1** Consider a set \( \Gamma \) of \( n \) algebraic varieties of bounded degree in \( \mathbb{R}^d \). Given any \( \varepsilon > 0 \) and \( r < n \), we can construct an \( r \)-decomposition for \( \Gamma \) of size \( O(\varepsilon, d, r^{2d-3+\varepsilon}) \).

**Proof** Uniformly sample \( r \) surfaces from \( \Gamma \), and construct a vertical decomposition from those \( r \) surfaces. By [4, Theorem 10.1] (proved in [11]), the number of cells from this decomposition is \( O(\varepsilon^2d-4\lambda_q(r)) \) where \( \lambda_q(r) \) is the maximum length of an \((r, q)\)-Davenport–Schinzel sequence for some \( q \) depending on \( d \). From [27], \( \lambda_q(r) = O(r^{1+\varepsilon}) \), hence the number of cells is at most \( O(r^{2r-3+\varepsilon}) \). Because of the random sampling, with high probability each cell is crossed by at most \( O(n/r) \) varieties from \( \Gamma \), which means this vertical decomposition is an \( r \)-decomposition of \( \Gamma \). \( \square \)

**Lemma 4.2** Consider a set \( \Gamma \) of \( n \) algebraic varieties of bounded degree in \( \mathbb{R}^d \). Given any \( \varepsilon > 0 \) and \( r < n \), we can construct an \( r \)-decomposition for \( \Gamma \) of size \( O(\varepsilon, d, r^{4+\varepsilon}) \).

**Proof** Uniformly sample \( r \) surfaces from \( \Gamma \), and construct a vertical decomposition from those \( r \) surfaces. By [21, Theorem 3.1], the number of cells from this decomposition is \( O(r^{4+\varepsilon}) \). Because of the random sampling, with high probability, this decomposition is an \( r \)-decomposition of \( \Gamma \). \( \square \)

To prove Theorem 1.7, we use induction on \( m+n \). In the inductive step, we divide the set of surfaces into two types: the good ones that do not contain many intersection curves, and the bad ones that do. For the good surfaces, we use \( r \)-decomposition as above to apply induction assumption on smaller \( m+n \). For the bad surfaces, we use the nondegenerate properties. This strategy is similar to that of Apfelbaum and Sharir in [8] for spheres. However, to extend from spheres to any surfaces we need substantially stronger tools. In particular, we need a cutting method for general surfaces by Chazelle et al. [11] (instead of the cutting for spheres in [12]), incidence bound for curves with bounded degrees of freedom by Pach and Sharir [25] (instead of point-circle incidence bound in [24]) and a bound from Theorem 1.5 (instead of (2)).

**Proof of Theorem 1.7** Let \( I_{\mathcal{F}, \beta}(m, n) \) denote the maximum number of incidences between \( m \) points and \( n \) \( \beta \)-nondegenerate surfaces in \( \mathcal{F} \). Fix some \( \varepsilon > 0 \), we will prove by induction on \( m+n \) that there exists some constant \( C(\varepsilon, \beta, s, t) \) such that

\[
I_{\mathcal{F}, \beta}(m, n) \leq C(m^{2s/(3s-1)+\varepsilon}n^{(3s-3)/(3s-1)} + mn^{1/2} + n).
\] (6)
By choosing the constant big enough we can assume the bound holds for small values of \( m + n \). For the induction step, let \( P \) be the set of \( m \) points, \( Q \) be the set of \( n \) \( \beta \)-nondegenerate algebraic surfaces taken from \( \mathcal{F} \), \( \Gamma \) be the set of all intersection curves between surfaces in \( \mathcal{F} \) and \( j \) be a parameter to be chosen later. A surface in \( Q \) is called bad if it contains a \( j \)-rich curve (i.e., a curve that contains at least \( j \) points of \( P \)) from \( \Gamma \), and called good otherwise.

**Incidences from the good surfaces** For some parameter \( r \) to be chosen later (think of \( r \) as a big constant depending on \( \varepsilon \)), we construct a \( r \)-cutting of the surfaces in \( Q \) as follows: we choose each surface in \( Q \) independently at random with probability \( C_1 r / (n \log r) \) for an appropriate sufficiently large constant \( C_1 \). Applying Lemma 4.1 with \( d = 3 \), for any \( \varepsilon_0 > 0 \), we can construct a decomposition of the arrangement of the random sample with \( C_2 r^{3+\varepsilon_0} \) open cells (where \( C_2 \) is some constant depending on \( \varepsilon_0 \)), each of constant description complexity. With high probability, each cell is crossed (i.e., is intersected by but not contained in) by at most \( n / r \) surfaces of \( Q \). We may also assume that each cell contains at most \( m / r^3 \) points of \( P \) by partitioning any cell which contains more into smaller cells (which can create at most \( r^3 \) new cells).

Consider a cell \( \Omega \) and a good surface \( S \) that crosses \( \Omega \). If \( S \) contains more than \( j / \beta \) points in \( P \cap \Omega \) then \( S \) is \( \beta \)-nondegenerate with respect to \( P \cap \Omega \) (in fact it is geometrically \( \beta \)-nondegenerate). We can apply our induction assumption for the set of points in \( \Omega \) and these spheres to get at most \( I( m / r^3, n / r) \) incidences. On the other hand, the contribution from the good surfaces with fewer than \( j / \beta \) points are \( jn / (\beta r) \). Therefore the total contribution from good surfaces is at most

\[
C_2 r^{3+\varepsilon_0} \left( I \left( \frac{m}{r^3}, \frac{n}{r} \right) + \frac{jn}{r} \right).
\]

**Incidences from the bad surfaces** Let \( Q_0 \) denote the set of all \( j \)-rich curves in \( \Gamma \) which belong to some bad surface in \( Q \). By condition (iv) of Definition 1.6, these curves have \( s - 1 \) degree of freedom and multiplicity \( t \). Project these curves to a generic plane, they still belong to a family of curves with \( s - 1 \) degrees of freedom and multiplicity at most \( t \) in a plane. By Pach–Sharir [25], the number of incidences between \( P \) and \( Q_0 \) is at most

\[
C_3 \left( m^{(s-1)/(2s-1)} |Q_0|^{(2s-2)/(2s-1)} + m + |Q_0| \right)
\]

for some \( C_3 \) depending on \( s, t \). On the other hand, since each curve is \( j \)-rich, there are at least \( j |Q_0| \) incidences. We can assume \( j > 2C_3 \) and get the following bound for some \( C_4 \) depending on \( s, t \):

\[
|Q_0| \leq C_4 \left( \frac{m^{s-1}}{j^{2s-1}} + \frac{m}{j} \right).
\]

For a fixed curve \( \gamma \in Q_0 \), if it belongs to only one surface in \( Q \), the total number of incidences involving \( \gamma \) is at most \( m \). Otherwise, when \( \gamma \) belongs to at least two surfaces \( S_1, S_2 \), because of the nondegeneracy, \( |\gamma \cap P| \leq \beta |S_i \cap P| \) for \( i = 1, 2 \). This
implies \(|(S \setminus \gamma) \cap P| \geq (1 - \beta)|S \cap P| \) for any surface \(S\) containing \(\gamma\). Moreover the sets in \(\{S \setminus \gamma: S \in Q, \gamma \subset S\}\) are mutually disjoint because by assumption, each pair of surfaces intersect in at most one irreducible curve, which is \(\gamma\) in this case. Hence

\[
\sum_{S \supset \gamma} |(S \setminus \gamma) \cap P| \leq m. \tag{7}
\]

So the total number of incidences in this case is at most

\[
|Q_0| \leq C_5 \left( \frac{m^s}{j^{2s-3}} + \frac{m^2}{j} \right)
\]

for some \(C_5\) depending on \(s, t, \beta\). Adding two cases we get

\[
I_{\mathcal{F}, \beta}(m, n) \leq C_2 r^{3+\varepsilon_0} I_{\mathcal{F}, \beta} \left( \frac{m}{j^3} \frac{n}{r} \right) + C_2 r^{2+\varepsilon_0} jn + C_5 \left( \frac{m^s}{j^{2s-3}} + \frac{m^2}{j} \right).
\]

Applying the induction assumption for the first term and let \(j = m^{s/(2s-2)}n^{1-1/(2s-2)} + mn^{-1/2}\) (to balance \(jn\) with the last two terms), we get

\[
I_{\mathcal{F}, \beta}(m, n) \leq C_2 r^{3+\varepsilon_0} C \left( \left( \frac{m}{j^3} \right)^{2s/(3s-1)+\varepsilon} \left( \frac{n}{r} \right)^{(3s-3)/(3s-1)} + \frac{m}{j^3} \left( \frac{n}{r} \right)^{1/2} + n \right)
\]

\[
= C_2 r^{2+\varepsilon_0} \left( m^{s/(2s-2)}n^{1-1/(2s-2)} + mn^{1/2} \right)
\]

\[
+ (CC_2 r^{\varepsilon_0-3s} m^{2s/(3s-1)+\varepsilon} n^{(3s-3)/(3s-1)})
\]

\[
+ (CC_2 r^{\varepsilon_0-1/2} + C_6 r^{2+\varepsilon_0}) mn^{1/2}
\]

\[
+ Cr^{3+\varepsilon_0} n + C_6 r^{2+\varepsilon_0} m^{s/(2s-2)} n^{1-1/(2s-2)}.
\]

We choose \(\varepsilon_0 < \min \{\varepsilon, 1/4\}\) and \(r\) big enough so that \(\max \{C_2 r^{\varepsilon_0-3s}, C_2 r^{\varepsilon_0-1/2}\} < 1/2\), but not too big so that \(C_6 r^{2+\varepsilon_0} < C/4\). This takes care of the first two terms. For the last two, we use Theorem 1.5 to get \(I_{\mathcal{F}, \beta} = O_{\beta, t} (mn^{1-1/s} + n)\). Indeed, the incidence graph between \(P\) and \(Q\) is semi-algebraic with description complexity \(t\) and \(Q\) lives in a variety of dimension \(s\). As a consequence, if \(n > C_7 m^s\) for some \(C_7\), we have \(I_{\mathcal{F}, \beta} = O_{\beta, t} (n)\), and we can choose \(C\) large enough to make (6) hold. So we can assume \(n < C_7 m^s\), which implies

\[
\max \left\{ n, m^{s/(2s-2)} n^{1-1/(2s-2)} \right\} = O \left( m^{2s/(3s-1)+\varepsilon} n^{(3s-3)/(3s-1)} \right).
\]

All four terms in (8) are bounded by the right hand side of (6), which completes the proof of Theorem 1.7.

**Proof of Corollary 1.9** Let \(P\) denote the set of \(m\) points and \(Q\) denote the set of \(n\) \(\beta\)-nondegenerate 2-spheres in \(\mathbb{R}^d\). Project \(P\) and \(Q\) to a generic 3-dimensional flat

---

\(^5\) As observed in [14], it does not matter whether \(Q\) belongs to \(\mathbb{R}^s\) or a \(s\)-dimensional variety of bounded degree in a larger space
V to get $P'$, $Q'$ respectively so that $P'$ is a set of $m$ distinct points, $Q'$ consists of $n$ distinct ellipsoids, and $I(P', Q') = I(P, Q)$. Let $\Gamma$ be the set of all intersection curves between two ellipsoids in $Q'$. Then it is easy to see each curve in $\Gamma$ is projection from some circle in $\mathbb{R}^4$, hence $\Gamma$ still has three degrees of freedom. Each ellipsoid in $Q$ remains $\beta$-nondegenerate, i.e., contains no curve in $\Gamma$ with more than $\beta$ fraction of points. We would be done by applying Theorem 1.7 if $Q'$ satisfies condition (ii) of Definition 1.6. Unfortunately this is not quite true: the parameter space for all ellipsoids has dimension six. However, if we look closely at the above proof, the only place we need (ii) is at the very end which allows us to use Theorem 1.5. All we need is that $I(P', Q') = O_{\varepsilon}(m^{8/11+\varepsilon}n^{9/11} + mn^{1/2})$ holds whenever $n > cm^4$ for some constant $c$.

To show this, return to the space $\mathbb{R}^d$. By Claim 1.8, $n \leq m^4$. Consider the standard lifting: $\phi: \mathbb{R}^d \to \mathbb{R}^{d+1}$ where $\phi(x_1, \ldots, x_d) = (x_1, \ldots, x_d, \sum_{i=1}^{d} x_i^2)$. Each 2-sphere in $Q$ is mapped to a 3-flat in $\mathbb{R}^d$. Project to a generic 4-flat $V$, these flats remain $\beta$-nondegenerate 3-flats in $H$. Hence we can apply Elekes–Tóth's bound (1) in four dimensions to get $I(P, Q) = O(m^{4/5}n^{4/5} + mn^{2/3})$. When $n > cm^4$ for some $c$, or $n = \Theta(m^4)$, this implies $I(P, Q) = O(n) = O(m^4)$ and the RHS of (4) is $\Theta(m^4)$, hence (4) holds true in this case.

**Proof of Claim 1.8** A hyperplane $H$ is called spanning w.r.t. $P$ if $H$ contains some $d$ points in $P$ that are in general position (i.e., no three points collinear, no four points coplanar and so on). Equivalently, $H$ is spanning if it has no proper sub-flat that contains all the points of $H \cap P$. There are at most $\binom{m}{d}$ choices of $d$ points from $P$, each define at most one distinct spanning hyperplane, hence the number of spanning hyperplanes is at most $\binom{m}{d}$. It is easy to see any geometrically $\beta$-nondegenerate hyperplane w.r.t. $P$ must be spanning, hence there are at most that many geometrically $\beta$-nondegenerate hyperplanes as well. The statement for spheres is proved similarly by using the concept of spanning spheres, i.e., one that contains $d + 1$ points in $P$ and that does not belong to any proper sub-sphere.

**5 Point-Spheres Incidence Graph in Four Dimensions**

In this section we prove Theorem 1.10. Again we follow the strategy in [8] with modifications. In particular (assuming the readers are familiar with the proof in the previous section), we need a good cutting method for spheres in $\mathbb{R}^4$ which is done by Koltun [21]. The analysis for the bad 3-spheres, i.e., the ones that contain some $j$-rich 2-sphere, is more complicated: if the $j$-rich 2-spheres are $\beta$-nondegenerate, we can use Corollary 1.9 to bound the number of such spheres, then use the mutually disjoint argument in (7). Otherwise they contain some $\beta j$-rich circles in which case we also get a bound on the number of such rich circles. What is significantly different in this case is that it is harder to bound the contribution from all the 3-spheres that contain a fixed circle. Here is the detailed proof.

---

6 The image of a sphere in this projection is either an ellipsoid or a solid ellipse. This is similar to if we project a circle in $\mathbb{R}^3$ to plane we either get an ellipse or a line segment.
Proof of Theorem 1.10 Let $I(m, n)$ denote the maximum number of incidences between $m$ points and $n$ 3-spheres in $\mathbb{R}^4$. We want to show that there exists a constant $C$ that depends on $\beta$ and $\epsilon$ such that

$$I(m, n) \leq C \left( m^{15/19 + \epsilon} n^{16/19} + mn^{2/3} \right).$$

(9)

We prove by induction on $m + n$. By choosing the constant big enough we can assume the bound holds for small values of $m + n$. For the induction step, let $P$ be the set of $m$ points and $Q$ be the set of $n$ 3-spheres in $\mathbb{R}^4$. Let $j$ be a parameter to be chosen later. A 3-sphere is called bad if it contains a $j$-rich two dimensional subsphere, and called good otherwise.

Incidences from the good spheres We construct an $r$-cutting of the spheres for some small $r$ to be chosen later. We sample spheres by choosing each sphere in the sample independently at random with probability $C r / (n \log r)$ for an appropriate sufficiently large constant $C$. By Lemma 4.2, for some small positive $\epsilon_0$ to be chosen later, we can construct a decomposition of the arrangement of the random sample with $O(r^{4+\epsilon_0})$ open cells, each of constant description complexity. With high probability, each cell is crossed (i.e., is intersected by but not contained in) by at most $n/r$ spheres of $Q$. We may also assume that each cell contains at most $m/r^4$ points of $P$ by partitioning any cell which contains more into smaller cells (which can create at most $r^4$ new cells).

Consider a cell $\Omega$ and a good 3-sphere $S$ that crosses $\Omega$. If $S$ contains more than $j/\beta$ points in $P \cap \Omega$ then $S$ is $\beta$-nondegenerate with respect to $P \cap \Omega$. We can apply our induction assumption for the set of points in $\Omega$ and these spheres to get at most $I(m/r^4, n \log r/r)$ incidences. On the other hand, the contribution from the good spheres with fewer than $j/\beta$ points are $O(jn \log r/r)$. Summing over all the cells, we get the total number of incidences with the good spheres is at most

$$C_1 r^{4+\epsilon_0} \left( I \left( \frac{m}{r^4}, \frac{n}{r} \right) + \frac{jn}{r} \right).$$

(10)

for some constant $C_1$.

Incidences from the bad spheres Let $Q_0$ denote the set of all $j$-rich 2-spheres which are subspheres of some bad spheres in $Q$. Divide $Q_0$ further into two sets: $Q_2$ which consists of all spheres that are $\beta$-nondegenerate with respect to $P$, and $Q_1$ the rest. By Corollary 1.9 we have $|Q_2| \leq C_2 (m^4/j^{11/2} + m^2/j^2)$ for some constant $C_2$. For each sphere $\gamma \in Q_2$, the set $S \setminus \gamma$ for all spheres $S$ in $Q$ that contains $\gamma$ is disjoint. Hence $\sum_{S \supseteq \gamma} |S \setminus \gamma| \leq m$. Because of the nondegenerate condition $|S \setminus \gamma| \geq (1 - \beta)|S|$. The total number of incidences from spheres in $Q$ that contain some subsphere in $Q_2$ are then

$$\sum_{\gamma \in Q_2} \sum_{S \supseteq \gamma} |S| \leq |Q_2| \frac{m}{1 - \beta} \leq \frac{C_2}{1 - \beta} \left( \frac{m^5}{j^{11/2}} + \frac{m^3}{j^2} \right).$$

(11)
Each 2-sphere in $Q_1$ contains some $(\beta j)$-rich circle. By Pach–Sharir’s bound from [25], the number of $(\beta j)$-rich circles is

$$O\left(\frac{m^3}{(\beta j)^5} + \frac{m}{\beta j}\right) = O\left(\frac{m^3}{j^5} + \frac{m}{j}\right).$$

Fix one such circle $C$. Let $\Gamma_1$ denote the set of all 2-spheres in $Q_2$ that degenerates to $C$. Assume $\Gamma_1 = \{\gamma_1, \ldots, \gamma_k\}$ for some positive integer $k$. For each $i = 1, \ldots, k$, let $\Pi_1\gamma_i$ be the set of all spheres in $Q$ that contain $\gamma_i$ but none of the $\gamma_1, \ldots, \gamma_{i-1}$. This guarantees all the $\Pi_1\gamma_i$ are disjoint sets whose union is the set of all spheres in $Q$ that contains $C$. We can bound the number of incidences on those spheres outside $C$ as follows:

$$\sum_{S: S \in Q, S \supset C} |S \setminus C| = \sum_{\gamma \in \Gamma_1} \sum_{S \in \Pi_1\gamma} |S \setminus C| = \sum_{\gamma \in \Gamma_1} \sum_{S \in \Pi_1\gamma} (|S \setminus \gamma| + |\gamma \setminus C|)$$

$$= \sum_{\gamma \in \Gamma_1} \sum_{S \in \Pi_1\gamma} |S \setminus \gamma| + \sum_{S \in \Pi_1\gamma} \sum_{\gamma \in \Gamma_1} |\gamma \setminus C| \leq m + \sum_{S \in \Pi_1\gamma} m$$

$$\leq m + \frac{m^2}{(1 - \beta) j} = O\left(\frac{m^2}{j} + m\right).$$

In the second the last inequality, we use the fact that all the sets in each summation are disjoint (similarly to the argument for $Q_2$ above). In the last inequality, we use the fact that each $\gamma \in Q_1$ is belonged to at most $m/((1 - \beta) j)$ 3-spheres in $Q$ because $S \setminus \gamma$ are all disjoint and each contains at least $(1 - \beta) j$ points.

Since $|C| \geq \beta|\gamma| \geq \beta^2|S|$, we have again $|S| \leq |S \setminus C|/(1 - \beta^2)$ for each sphere $S \in Q$ that contains $C$. So the total number of incidences from spheres in $Q$ that contain some 2-spheres in $Q_1$ is at most

$$C_3\left[\left(\frac{m^2}{j} + m\right)\left(\frac{m^3}{j^5} + \frac{m}{j}\right)\right] = C_3\left(\frac{m^5}{j^6} + \frac{m^4}{j^5} + \frac{m^3}{j^2} + \frac{m^2}{j}\right)$$

for some constant $C_3$. Combining (10), (11), and (12) we have

$$I(m, n) \leq C_1 r^{4+\varepsilon_0} I\left(\frac{m}{r^4}, \frac{n}{r}\right) + C_1 j nr^{3+\varepsilon_0} + C_2 \frac{m^5}{1 - \beta} \left(\frac{m^3}{j^{11/2}} + \frac{m^3}{j^{1/2}}\right)$$

$$+ C_3\left(\frac{m^5}{j^6} + \frac{m^4}{j^5} + \frac{m^3}{j^2} + \frac{m^2}{j}\right)$$

$$\leq C_1 r^{4+\varepsilon_0} I\left(\frac{m}{r^4}, \frac{n}{r}\right) + C_4\left(r^{3+\varepsilon_0} n j + \frac{m^5}{j^{11/2}} + \frac{m^4}{j^5} + \frac{m^3}{j^2} + \frac{m^2}{j}\right).$$

\footnote{There is a stronger point-circle incidence bound in [24], but this one has fewer terms and is enough for our purpose.}
Apply the induction assumption for the first term:

\[ I \left( \frac{m}{r^2}, \frac{n}{r} \right) \leq C \left( \frac{m}{r^4} \right)^{15/19 + \epsilon} \left( \frac{n}{r} \right)^{16/19} + \frac{Cm}{r^4} \left( \frac{n}{r} \right)^{2/3} \]

and let \( j = m^{10/13}n^{-2/13} + m^{4/6}n^{-1/6} + mn^{-1/3} + mn^{-1/2} \) to balance \( nj \) with the rest, we get

\[ I(m, n) = O_{r, \epsilon_0} \left[ \frac{r^{\epsilon_0-4\epsilon}}{n^{15/19 + \epsilon}} m^{15/19 + \epsilon} n^{16/19} + \frac{r^{\epsilon_0-2/3}}{n^{5/6}} m^{2/3} + \frac{r^{3+\epsilon_0}}{n^{11/13}} m^{6/5} + mn^{2/3} + mn^{1/2} \right]. \]

Similarly to the proof in the previous section, we can choose \( \epsilon_0 \) so that the exponents of \( r \) in the first two terms are negative, hence we can choose \( r \) so that the constants in the first two term is less than \( C/2 \). It is easy to see \( m^{4/6}n^{5/6} < m^{15/19}n^{16/19} \) and \( mn^{1/2} < mn^{2/3} \). Finally, we have \( m^{10/13}n^{11/13} < m^{15/19}n^{16/19} \) when \( n < m^5 \). We can assume \( n \leq m^5 \) because of Claim 1.8. So if we choose \( r \) such that \( r^{3+\epsilon_0} < m^\epsilon \), we can bound the all the terms by the RHS of (9). This finishes the proof of Theorem 1.10.

\[ \square \]

6 Application to the Similar Simplices Problem

In this section we will prove Theorem 1.13. We follow the strategy in [2] for bounding the number of similar triangles in three dimensions, but again the details are much more complicated with one extra dimension.

Proof of Theorem 1.13 Fix two points \( a, b \) in \( P \). The orbit of all points \( c \) that form a triangle similar to \( \Delta \) where \( ab \) is the longest edge and \( ac \) is the second longest one is the intersection of two 3-spheres centered at \( a, b \), which is a 2-sphere lying on a hyperplane perpendicular to the line spanned by \( a \) and \( b \). We denote this 2-sphere by \( \gamma_{a,b} \), and let \( \Gamma := \{ \gamma_{a,b} : a, b \in P \} \). The number of triangles similar to \( \Delta \) is of the same order with the number of incidences between \( n \) points in \( P \) and \( O(n^2) \) 2-spheres in \( \Gamma \). The result in [2] for \( f_2,4(n) \) is obtained by estimating this incidence which depends on whether these 2-spheres are nondegenerate or not. We, on the other hand, use the fact that the point \( c \) also belongs to a 3-sphere \( S \) centered at \( a \), hence reduce the problem to estimate incidences between points and 2-spheres \( \gamma_{a,b} \) within a 3-sphere \( S \). This is similar to what was used to prove the bound for the number of similar triangles in \( \mathbb{R}^3 \) in [8].

For a fixed vertex \( a \in P \), let \( R_a \) denote all possible distances from other points in \( P \) to \( a \). For each \( r \in R \), let \( S_{a,r} \) be the 3-sphere centered at \( a \) and radius \( r \) and \( |S_{a,r}| \) be the number of points of \( P \) which lie in \( S_{a,r} \). Clearly \( \sum_{r \in R_a} |S_{a,r}| = n - 1 \).

The number of triangles similar to \( \Delta \) with \( a \) as a vertex adjacent to two longest edges and \( b \in S_{a,r} \) is equal to the number of incidences between \( |S_{a,r}| \) 2-spheres

\[ \text{If } \Delta \text{ has more than one longest edges, pick either one and the calculation may be off by at most a constant factor.} \]
\( \{y_{a,b} : b \in S_{a,r}\} \) (of same radius) and \( |S_{a,r,d}| \) points in \( S_{a,r,d} \) where \( d \) is the ratio between the second longest edge with the longest one in \( \Delta \). By [16, Theorem 6.4], the number of incidences between \( n \) unit spheres and \( m \) points on a 3-sphere is \( O((mn)^{3/4+\varepsilon} + m + n) \) as their incidence graph is \( K_{3,3} \)-free (which holds true in \( \mathbb{R}^3 \) and also in a 3-sphere). Therefore we have the following bound:

\[
I \lesssim \sum_{a \in P} \sum_{r \in R_a} \left( |S_{a,r}||S_{a,r,d}| \right)^{3/4+\varepsilon} + |S_{a,r}| + |S_{a,r,d}|
\]

By Theorem 1.10, the number of 2\( \beta \)-rich and at least one of them is \( \beta \)-degenerate. Let \( I_1, I_2, I_3 \) denote the contribution to \( I \) from case (1), (2), and (3), respectively, then \( I = I_1 + I_2 + I_3 \).

**Bounding \( I_1 \):** WLOG we can assume \( |S_{a,r}| \leq t \). Using Hölder’s inequality the contribution from this case is

\[
I_1 \leq \sum_{a \in R} t^{1/2+2\varepsilon} \sum_{r \in R} |S_{a,r}|^{1/4-\varepsilon} |S_{a,r,d}|^{3/4+\varepsilon}
\]

\[
\leq \sum_{a \in R} t^{1/2+2\varepsilon} \left( \sum_{r \in R_a} |S_{a,r}| \right)^{1/4+\varepsilon} \left( \sum_{r \in R_a} |S_{a,r,d}| \right)^{3/4+\varepsilon}
\]

\[
\leq \sum_{a \in P} t^{1/2+\varepsilon} (n - 1) \leq t^{1/2+\varepsilon} n^2.
\]

**Bounding \( I_2 \):** We use dyadic decomposition: let \( R_i \) denote the set of all pairs \( (a, r) \) where \( r \in R_a \) such that

\[
2^i t < \max \{|S_{a,r}|, |S_{a,d,r}|\} < 2^{i+1} t.
\]

By Theorem 1.10, the number of 2\( i \)t-rich \( \beta \)-nondegenerate 3-spheres with respect to \( P \) is \( O(n^{5+\varepsilon}/(2^i t)^{19/3} + n^3/(t2^i)^3) \).

\[
I_2 \lesssim \sum_{i=1}^{\log(n/t)} \sum_{(a,r) \in R_i} |S_{a,r}| |S_{a,d,r}|^{3/4+\varepsilon} \leq \sum_{i=1}^{\log(n/t)} |R_i| (2^{i+1} t)^{3/2+2\varepsilon}
\]

\[
\lesssim \sum_{i=1}^{\log(n/t)} \left( \frac{n^4}{(2^i t)^{19/3}} + \frac{n^3}{(t2^i)^3} \right) (2^{i+1} t)^{3/2+2\varepsilon}
\]

\[
\leq \frac{n^{5+\varepsilon}}{t^{29/6-2\varepsilon}} \sum_{i=1}^{\log(n/t)} \frac{1}{2i(29/6-2\varepsilon)} + \frac{n^3}{t^{3/2-2\varepsilon}} \sum_{i=1}^{\log(n/t)} \frac{1}{2^{3/2i}} \lesssim \frac{n^{5+\varepsilon}}{t^{29/6-2\varepsilon}} + \frac{n^3}{t^{3/2-2\varepsilon}}.
\]
Bounding $I_3$: Both $S_{a,r}$ and $S_{a,dr}$ are $t$-rich and at least one of them is $\beta$-degenerate. WLOG assume $S_{a,dr}$ is $\beta$-degenerate. This means there exists a 2-sphere $\gamma_1$ inside $S_{a,dr}$ which contains at least $\beta |S_{a,dr}|$ points of $P$. We remove the points of $P \cap \gamma_1$. If $S_{a,dr}$ remains $t$-rich $\beta$-degenerate, find another rich 2-sphere $\gamma_2$ and remove it. Keep doing it until $S_{a,dr}$ is either non $t$-rich then apply case (1), or $\beta$-nondegenerate then apply case (2). Hence it remains to estimate the contribution to $I$ from the removed points.

There are two cases. First consider incidences of the form $(p, \gamma)$ where $p$ is removed and $\gamma$ is a removed 2-sphere. For any $\gamma$, there are at most two choices for $(a, b)$ such that $\gamma = \gamma_{a,b}$, hence $\gamma$ can be removed at most twice. The contribution from this type of incidence is thus at most twice the number of incidences between $P$ and the set of $\beta t$-rich spheres in $\Gamma$. If the spheres are $\beta$-nondegenerate, by (3) and dyadic decomposition, the number of incidences is at most $O\left(\frac{n^4}{t^{9/2}} + \frac{n^3}{t^2} + n^2\right)$.

If the spheres are $\beta$-degenerate, each contains a $\beta^2 t$-rich circle. The number of point-circle incidences with these rich circles is at most $O\left(n^3/t^{9/2} + n^2/t^2 + n\right)$ by bounding the number of rich circles and dyadic decomposition. Moreover, each circle has multiplicity at most $n$ because for each choice of $a \in P$, there is at most one choice for $b$ so that $\gamma_{a,b}$ contains this circle: the point on a line through $a$ and the center of the circle and has a certain distance to $a$. So the total contribution in this case is $O\left(n^4/t^{9/2} + n^3/t^2 + n^2\right)$.

Now consider incidences of form $(p, \gamma)$ where $p$ is removed and $\gamma$ is not a removed 2-sphere. Note that the total number of removed 2-spheres on $S_{a,dr}$ is $O(\log n)$ because each time removing a sphere, the number of points shrinks by at least $1 - \beta$ fraction. Hence for a fixed non-removed sphere $\gamma$, any point $p$ being removed must belong to $O(\log n)$ circles which are the intersection of $\gamma$ with the removed spheres. The contribution to $I_3$ from such circles that are not $\sqrt{t}$-rich is $O\left(n^2 \sqrt{t} \log n\right)$, while the contribution from $\sqrt{t}$-rich circles, as argued in the previous paragraph, is $O\left(\frac{n^4}{(\sqrt{t})^{9/2}} + \frac{n^3}{(\sqrt{t})^2} + n^2\right)$.

Summing all three cases we have

$$I \leq \frac{1}{2+\varepsilon} n^2 + \frac{n^{5+\varepsilon}}{t^{29/6-2\varepsilon}} + \frac{n^3}{t^{3/2-2\varepsilon}} + n^2 \log n \sqrt{t} + \frac{n^4}{(\sqrt{t})^{9/2}} + \frac{n^3}{(\sqrt{t})^2} + n^2.$$

Finally, by choosing $t = n^{8/11}$, we get the bound $I = O\left(n^{2+4/11+\varepsilon}\right)$. \hfill $\square$

---

9 The other case can be treated similarly by rewriting $I_3$ as incidences between $|S_{a,dr}|$ 2-spheres and $|S_{a,r}|$ points on $S_{a,r}$. 

\hfill Springer
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