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The design of an electrical machine can be quantified and evaluated by Key Performance Indicators (KPIs) such as maximum torque, critical field strength, costs of active parts, sound power, etc. Generally, cross-domain tool-chains are used to optimize all the KPIs from different domains (multi-objective optimization) by varying the given input parameters in the largest possible design space. This optimization process involves magneto-static finite element simulation to obtain these decisive KPIs. It makes the whole process a vehemently time-consuming computational task that counts on the availability of resources with the involvement of high computational cost. In this paper, a data-aided, deep learning-based meta-model is employed to predict the KPIs of an electrical machine quickly and with high accuracy to accelerate the full optimization process and reduce its computational costs. The focus is on analyzing various forms of input data that serve as a geometry representation of the machine. Namely, these are the cross-section image of the electrical machine that allows a very general description of the geometry relating to different topologies and the classical way with scalar parametrization of geometry. The impact of the resolution of the image is studied in detail. The results show a high prediction accuracy and proof that the validity of a deep learning-based meta-model to minimize the optimization time. The results also indicate that the prediction quality of an image-based approach can be made comparable to the classical way based on scalar parameters.

Index Terms—Key performance indicator, multi-objective optimization

I. INTRODUCTION

A. Motivation

An electrical machine is a paramount part of an electrical drive. The automotive industry currently favors permanent magnet synchronous machines (PMSM) due to their numerous advantages like greater power density, high efficiency, broad speed range, large torque-current ratio etc., see for example [1]–[3]. Usually, the use of materials such as neodymium-iron-boron magnets, copper, and electrical steel makes a significant contribution to the cost of the electrical machine. Only the smaller part of the final cost is due to the added value. This is why numerical optimization of the active parts (rotor, magnets, stator, winding), i.e., minimizing material usage, can decrease the costs dramatically, before the PMSM is manufactured. Especially when the design space (e.g. winding topology, current/voltage range, geometry parameter range, material parameter, material parameter) is large. For PMSMs, a large design space requires approximately 50-100 input parameters, the impact of which must be evaluated and optimized for around 10-20 Key Performance Indicators (KPIs). In such a large design space, multi-objective optimization is very time consuming and thus cost-intensive if the use of finite element (FE) models is needed to extract the KPIs. Meta-models (also known as surrogate models, kriging) are often fed to the optimizer in order to overcome this and to adapt to continuously reduced development cycles in the automotive industry. This enables optimizations in a large design space in short time.

Another driver of this research work is to reuse simulation data or, in other words, to implement prior knowledge to a new optimization problem. Obviously, any optimization problem benefits if all the data (input parameters and output KPIs) of a previous problem were reused to direct the optimizer even faster into the optimal regions for the new problem. To date, transferring knowledge from one optimization to another is limited by the parametrization or the topology of an electrical machine. As shown in Figure 1, different topologies of electric machines can be used to perform parametric optimization. However, the parametrization varies greatly for each topology and so does the input of the corresponding meta-model. Hence, a more general geometry description, such as an image can be used to transfer knowledge from one optimization to another.

This paper investigates approaches to predict large numbers of KPIs of PMSM with a deep learning-based meta-model. It includes cross-domain KPIs, i.e. maximum torque, field strength, sound power level, cost of components, temperature level, etc. We address two questions. One is how accurately a classic scalar parameter-based meta-model can predict the KPIs with a given number of samples, and another is how the prediction accuracy of a more general and topology-invariant image-based meta-model performs (in dependency of the image resolution). To answer these questions, two datasets are used which vary in design parameters and KPIs with different distribution of input data.
The paper is structured as follows: Section II briefly discusses the current state of the art in industrial simulation and optimization workflows. Section III details of datasets and KPIs. Section IV presents network architecture and training specifics. Section V discusses the results and is followed by the conclusion.

II. STATE OF THE ART

Optimizing the design of an electromagnetic machine involves cross-domain analysis, such as electromagnetic performance, stress and thermal behavior, etc., which essentially boils down to a multi-physics and multi-objective optimization (MOO) problem, e.g. [4]–[6]. To carry out MOO, various optimization approaches are outlined for example in [7]–[11].

A. Multi-objective optimization

The design of an electromagnetic machine shall be obtained by multiobjective optimization [7]. Its goal functions are the (possibly conflicting) KPIs $y_j(p) \in \mathbb{R}$ with $j = 1, \ldots, n_y$, e.g. maximum torque, maximum power, the tonality of a machine, torque ripple behavior, mass of the rotor, which depend on a parameter vector $p \in \mathbb{R}^{n_p}$ (geometry, material and electrical excitation). This optimization problem can be abstractly written as

$$\begin{align*}
\min_{p} & \quad y_j(p), \\
\text{s.t.} & \quad c_k(p) \leq 0, \\
& \quad k = 1, \ldots, n_c
\end{align*}$$

where $c_k(p)$ may denote additional constraints, e.g. to avoid intersections of the geometry. The simulation and optimization chain is illustrated in Figure 2.

Most common multiobjective optimizers solve (1-2) by creating first an initial population $P^{(0)} = \{p_1^{(0)}, \ldots, p_{n_{\text{init}}}^{(0)}\}$, e.g., using Latin hypercube sampling (LHS) [12]. For each realization $p \in P^{(0)}$ a finite element approximation of a magneto-static problem, e.g. on a 2D parameterized geometry $\Omega(p) \subset \mathbb{R}^2$,

$$-\nabla \cdot (\nu \nabla A_z(p)) = J_{\text{src}}(z) + \nabla \times M(p) \cdot e_z,$$

is required, [13], [14]. Here, the (nonlinear) reluctivity is denoted by $\nu$, the z-component of the magnetic vector potential by $A_z(p)$, the current density by $J_{\text{src}}(z)$, and the permeability is $\chi_k$ and currents $i_k(p)$ [15]. The magnetization of the permanent magnets is taken into account by $M(p)$ and homogeneous Dirichlet boundary conditions $A_z = 0$ are set on $\partial \Omega$. The computed electromagnetic fields are post-processed with various cross-domain tools and the end-results of this analysis are the KPIs used for optimization. They will be addressed by slight misuse of notation as

$$y_j^{(i)} := y_j(A_z(p^{(i)}), p^{(i)}).$$

The pareto front consisting of the current optimal designs is created from those evaluations. Then, the optimizer generates new ensembles $P^{(i)} (i > 0)$ e.g. with an evolutionary algorithm by selecting, recombining, and mutating [16]. The process repeats until convergence, see Figure 2. The entire operation will take days or weeks depending on the availability of high estimated computational resources. Meta-models which approximate the KPIs $y_j$ by inexpensive surrogates $\hat{y}_j$ can overcome the computational burden by reducing the amount of evaluations of the costly FE problem [3].

B. Meta-model

Meta-modelling imitates the behavior of computationally expensive simulation model to evaluate desired objective functions as close as possible to the actual with being computationally cheap. Polynomial interpolation (also known as spectral method or polynomial chaos) is often used, in particular in the context of uncertainty quantification [17]–[19]. The other hand, Kriging is another common approach to obtain a meta-model under suitable assumptions on priors [20]. In order to solve the optimization problem of electromagnetics in an inexpensive way, the possibility of meta-modelling with Kriging is for example proposed in [21]. To optimize electromagnetic design by putting focus on achieving balance between exploitation and exploration during global optimum search with Kriging is proposed in [22]. It is demonstrated in [23], how Kriging can be combined with evolutionary algorithms for MOO of PMSM design to lower the time-consuming computations. In [24], to enhance sensorless control capability along with torque behavior of the multi-objective surface mounted PMSM design for decreased optimization calculation time, a Kriging supported evolutionary algorithm is proposed.

At present, fast-paced developments in the domain of machine learning (ML), especially with deep learning, have unfolded new insight for complex non-linear function approximation for multi-out regression [25], [26]. The convolutional neural network (CNN) which is a special class of artificial neural network has been used for decades now. The advantage of CNN is the extraction of features to represent the hierarchical expression of image form data [27], [28]. The applications of CNN in various fields increased after the success in the image net challenge (classification and object detection via Figure 2: Flowchart of the process for calculating KPIs.
supervised learning) [29]. The ability to transfer pre-trained network knowledge from one application to another makes it prominent for faster training. It has shown good results even when training data is limited [30].

In the domain of electrical machines, deep learning applications are still in an early stage. The prediction of efficiency, speed and torque using DL based multi-regression was demonstrated for the performance analysis of PMSMs in [31]. In [32] it is shown how hybrid electric vehicles at system level can be optimized by modeling non-linear system behavior using neural networks. In another article, estimation of the magnetic field solution for different EM devices such as a coil in air, a transformer, and an interior permanent magnet (IPM) machine have been investigated by using deep CNNs [33]. There is an application with recurrent neural network (RNN) and CNN for real time monitoring of high-fluctuating temperature inside PMSMs probed in [34]. Deep neural networks were shown to work as torque predictors for different states of (steady or transient) interior PMSM drives [35]. DL based on CNN has been shown to be effective for quick evaluation of electric motor performance in order to reduce FE analysis for the topology optimization [36]. This idea has been expanded for multi-objective topology optimization using Deep convolutional neural network (DCNN) [37]. The efficiency map for a motor drive was computed with DL in [38]. One of the recent work demonstrates a multi-layer perceptron as a meta-model for shape optimization of PMSMs [39]. In the recent past, a combination of the CNN based model and a reduced FE model were analyzed for accelerated optimizations in electromagnetics [40].

C. Comparison of parameter and image based meta-models

The image-based approach is a very general way to access the performance of the electrical machine. The DL based meta-model becomes deterministic, once it is trained. The image-based DCNN model only considers the final image space in which it was trained. It is not concerned with how it is generated. So if we re-parameterize such that image space remains invariant, then it is possible to predict the KPIs by the same image based trained meta-model. However, this does not hold for (scalar) parameter based meta-models as any re-parametrization alters the input space. For example, as shown in Figure 3 two plates are differently parameterized but have the same image space. The plate 1 is generated with input scalar parameters \(a, b, c\) while plate 2 is produced with parameters \(d, e\) which are different. Now, if we train a parameter based meta-model with the input space of parameters \(a, b, c\) and test with input space of parameters \(d, e\) to make predictions, e.g. about the stiffness of plate, then it will not give correct prediction (if we do not find a suitable transformation). On the contrary, an image based trained DCNN model will still give correct predictions.

III. DATASET GENERATION

In this study, an optimization workflow is applied to generate a large amount of training data. Two datasets are considered. Each set consists of machine realizations, i.e., the parameter values \(p^{(i)}\), the Computer-Aided Design (CAD) models, which are then used for simulation and the corresponding KPIs \(y^{(i)}\). Details on two datasets can be found in the following subsections. Only a half pole and full pole cross-section are considered in both datasets since geometrical symmetry of the electrical machines can be exploited.

A. Dataset 1

The rotor model takes into account \(n_p = 49\) scalar parameters for the generation of samples. Seven important stator parameters that represent stator geometry information

| Parameter | Dataset 1 | Dataset 2 | Unit |
|-----------|-----------|-----------|------|
| \(p_1\) Tooth head overhang | 0.76 | 1.19 | mm |
| \(p_2\) Height of tooth head | 12.41 | 18.91 | mm |
| \(p_3\) Tangential groove width | 4.23 | 6.37 | mm |
| \(p_4\) Stator inner diameter | 143.41 | 158.34 | mm |
| \(p_5\) Tooth head overhang 2 | 1.20 | 1.64 | mm |
| \(p_6\) Tooth width near air gap | 5.05 | 8.60 | mm |
| \(p_7\) Iron length | 160.49 | 168.00 | mm |

Table I: Stator parameter detail dataset 1

| Parameter | Dataset 1 | Dataset 2 | Unit |
|-----------|-----------|-----------|------|
| No pl pole pair | 4 | 4 | - |
| Stator type | Asymmetric | Asymmetric | - |
| Rotor type | VC-Design | VC-Design | - |
| No of slots (stator) | 48 | 48 | - |
| Max. phase voltage | 640 | 640 | V |
| Max. phase current | 480 | 600 | A |
| Slots per pole per phase | 2 | 2 | - |

Table II: Constant parameters
Table III: KPIs information dataset 1

| KPI                                      | Unit   |
|------------------------------------------|--------|
| y1                                      | Costs of active parts | Euro      |
| y2                                      | Critical field strength | kA/m     |
| y3                                      | Maximum torque of machine | Nm     |
| y4                                      | Maximum power of machine | W     |
| y5                                      | Weighted efficiency value | %     |
| y6                                      | Maximum torque-ripple | Nmp     |
| y7                                      | Torque-ripple behavior of machine | -     |
| y8                                      | Inverter losses | W     |
| y9                                      | Sound power level of machine | dBA  |
| y10                                     | Maximum magnet temperature | K  |
| y11                                     | Maximum winding temperature | K  |

are detailed in Table I. Other electrical parameters such as the number of slots, phase current, phase voltage, which remain constant during the data generation are given in Table II. Likewise, material features such as copper filling factor, remanence, and type of magnet cluster also remain invariant. The Table III gives a short description of the KPIs. The distributions in the spaces of parameters and KPIs of the model and its simulation results are visualized on affine 2D subspaces in Figure 4(a) and Figure 4(c) respectively. The total number of samples produced using the Figure 2 process is \( n_1 = 68099 \) and the distribution of the input parameters is rather inhomogeneously distributed.

The pre-processing of the data involves the transformation of the parametrized CAD model into a rectangular pixelized image in which each pixel has a unique identifier value related to the electrical machine component (air: 0, metal: 1, magnet: 2). The resulting cross-sectional images of a half pole of the rotors, shown for one example in Figure 5, are used for the images-based training.

One interesting observation is that the parameter-based KPI estimation is only dependents on the scalar parameters such that a even a tiny change of a single parameter will in general lead to a different prediction while the image-based model relies on the image accuracy. In an initial examination, a resolution of \( 136 \times 216 \) pixels for the geometrical domain \( 79\text{mm} \times 50\text{mm} \) is selected. This results in \( 0.36\text{mm/pixel} \) which is larger than the minimum variation of any input scalar parameter, in other words, it takes approx. 3 pixels to indicate a change of 1mm in a geometry parameter. This obviously affects the sensitivity of the network. Thus, if the pixel precision is increased, the interpretation of variations in the geometry parameters is enhanced. Four rotor parameters, which vary from minimum to maximum range, are set out in Table IV. The last three columns in the table give data about how many number of pixels required to show variation in the geometry for a unit length. Eventually, we compare three resolution values, \( 136 \times 216, 272 \times 432 \) and \( 544 \times 864 \) pixels.

**B. Dataset 2**

[Figure 6] illustrates dataset 2. It differs from dataset 1 by its parametrization, which is now given in terms of \( n_p = 12 \) values, and consequently by the image form. In the geometry image the stator and the rotor full pole cross-sections are visible. The transformed pixel-matrix includes an additional identifier tag value 3 to show copper material. Twelve major variable scalar parameters (rotor and stator) with their respective ranges are specified in Table VI. Other constant parameters similar to dataset 1 appear in Table II. Table V details the respective KPIs. In the Figure 4(d) and Figure 4(b) respectively, the joint distribution of KPIs and scalar parameters is shown. The distribution of input parameters is almost uniform. For this dataset, the total number of samples generated is \( n_2 = 7744 \)

**IV. NETWORK ARCHITECTURE AND TRAINING**

The network architecture is being determined based on the form of input data used for the training. A deep neural network (DNN) or multilayer perceptron (MLP) architecture is derived for the meta-model based on scalar parameters. The DCNN is used for image-based data training. The network structure of [Figure 11] is also applied for the input combination of scalar and image-based data. The idea here is to explore how different forms of input data can affect predictive accuracy. The scalar parameters contain the full information of both rotor and the stator. While the combination of half-pole rotor cross-section image and stator parameters for dataset 1 sets the visual and scalar information of the electrical machine model. The images consist only of geometric details for the rotor and stator cross-sections for dataset 2. A trial and error approach was used to finalize three different candidates for each input. Details on the network architecture for each of these inputs are provided in the following subsections.
Table IV: Pixel Resolution Detail concerning to geometry parameter variation with dataset 1

|   | Min [mm] | Max [mm] | Image resolution in pixels, X-direction=50mm, Y-direction=79mm | Pixel value |
|---|---------|---------|-------------------------------------------------------------|-------------|
|   |          |         | Precision [mm/pixel] | 136 × 216 | 272 × 432 | 544 × 864 | 544 × 864 |
| p1 | 0.8528   | 1.4895  | 0.3676           | 0.1838   | 0.0919   | 2      | 4      | 7      |
| p2 | 5.1302   | 5.9875  | 0.3676           | 0.1838   | 0.0919   | 3      | 5      | 10     |
| p3 | 6.6480   | 12.967  | 0.3676           | 0.1838   | 0.0919   | 18     | 35     | 70     |
| p4 | 141.6990 | 145.3637| 0.3676           | 0.1838   | 0.0919   | 38     | 75     | 149    |

Figure 5: Dataset 1 visualization

Figure 6: Dataset 2 visualization
**Table V: KPIs information dataset 2**

| KPI                                      | Unit  |
|------------------------------------------|-------|
| $y_1$ Total cost                         | £     |
| $y_2$ Maximum torque of machine          | Nm    |
| $y_3$ Maximum power at maximum rpm       | KW    |
| $y_4$ Iron losses                        | W     |
| $y_5$ Copper losses                      | W     |
| $y_6$ Maximum torque ripple              | Nmp   |
| $y_7$ Torque-ripple behavior of machine  | -     |
| $y_8$ Mass of copper                     | Kg    |
| $y_9$ Mass of magnet                     | Kg    |
| $y_{10}$ Mass of iron                    | Kg    |

**Table VI: Parameter detail dataset 2**

| Parameter                              | Min. | Max. | Unit   |
|----------------------------------------|------|------|--------|
| $p_1$ Angle of inner magnets           | 15   | 40   | degree |
| $p_2$ Height of outer magnet           | 3    | 7    | mm     |
| $p_3$ Pole angle of outer magnet       | 45   | 80   | degree |
| $p_4$ Height of tooth head             | 4    | 7    | mm     |
| $p_5$ Rotor outer diameter             | 160  | 170  | mm     |
| $p_6$ Height of inner magnets          | 4    | 7    | mm     |
| $p_7$ Width of inner magnets           | 7.0  | 11.5 | mm     |
| $p_8$ Angle of inner magnets           | 28   | 58   | degree |
| $p_9$ Width of outer magnet            | 7    | 12   | mm     |
| $p_{10}$ Angle of outer magnet         | 15   | 38   | degree |
| $p_{11}$ Height of tooth head          | 12   | 17   | mm     |
| $p_{12}$ Tooth head width              | 5    | 9    | mm     |

**A. DNN structure**

The MLP based DL model is shown in [Figure 9](#) comprises of five dense layers. The network has an input layer with number of scalar parameters (rotor, stator) and output layer neurons with the number of target KPIs. The whole structure is defined as $56 - 448 - 250 - 224 - 224 - 198 - 11$ and $12 - 448 - 250 - 224 - 224 - 198 - 10$ for dataset 1 and dataset 2, respectively. The ELU activation function has been chosen from the different non-linear activation functions between hidden layers [41].

**B. DCNN structure**

The network architecture, as indicated in [Figure 10](#) consists of two parts: convolution layers and dense layers. The objective of the convolutional layers is to extract spatially related features from the visual form of the input geometry. The dense layer section then uses this information to semantically project the discriminatory features that the convolution layers have extracted to predict KPIs in the final output layer. It must have sufficient capacity to successfully capture the complexity of the problem to train the network effectively. This functionality is accomplished by selecting an experience value by trial and error for the number of layers, the number of kernels ($64, 32, 16$), the kernel size ($8 \times 8, 5 \times 5, 3 \times 3$), and regularization parameters (learning rate). As presented in [Figure 10](#) there are five convolutional layers for down sampling. This network architecture is invariant to the input dimension. The dense layer structure after flattening the layer is the same as the model based on scalar parameters, see [Figure 9](#) to allow for reasonable comparisons.

**C. Multi-input DCNN structure**

The network architecture remains the same in this model as in the preceding [Section IV-B](#). The only difference being that the additional input layer is concatenated with the output of the convolution layer as shown in [Figure 11](#). Detailed information is provided in [Table I](#) for various scalar parameters of the stator geometry for dataset 1. The reason for this is to provide information on the missing stator geometry. This multi-input structure is only used for dataset 1 training as dataset 2 has already stator geometry information in image form.
D. Training process

The data set is partitioned into training, validation and test sets. The networks are trained on the training set with back-propagation algorithm \[42\] to learn any arbitrary mapping of input parameters to output KPIs. Hyper-parameters include the total number of training epochs maximum (100), batch size (50), early stopping over validation error (not decreasing continuously for 5 epochs compared to the lowest error recorded so far during training), learning rate range \((0.001-0.0001)\), metric evaluation (mean squared error), non-linear activation function (ELU), and optimizer (Adam) \[43\], network depth (count of hidden layers), and number of hidden units within each layer. Hyper-parameters also play a role in the model’s performance to an extent, but it is difficult to fix specific values, so they are chosen randomly (trial and error) and kept constant for all the three model candidates to be trained. As mentioned in the section \[11\] dataset 1 and dataset 2 consists of \(n_1 = 68099\) and \(n_2 = 7744\) samples, respectively. Approximately 90% of the total number of samples is used during the training process, while around 5% is reserved for validation and testing of both datasets, i.e., for dataset 1: \(n_{\text{train}} = 61290\), \(n_{\text{validation}} = 3405\), \(n_{\text{test}} = 3404\) and for dataset 2 \(n_{\text{train}} = 6970\), \(n_{\text{validation}} = 387\), \(n_{\text{test}} = 387\). Figure 7 and Figure 8 shows training curve over the validation set for all the meta-models. The entire training process is carried out on a NVIDIA Quadro M4000 GPU. Training on the scalar parameter based MLP model takes approximately 1 to 4 minutes for the dataset 2 and dataset 1 respectively. For the training of image based DCNN models, roughly 1 to 8 minutes per epoch (depending on image resolution, total number of training samples, and batch size), resulting in a total run time of 1 h to 6 h for both datasets. All meta-models take about \(\sim 1\) ms/sample to evaluate new geometries that is much lower than the FE model, which calculates 6 h to 8 h on a single core CPU for one evaluation. If memory requirements
are met, the advantage of parallelization over GPU during the training process can be further utilized with a higher number of geometries. The meta-model can then be trained in a short time, and thus the duration of training is memory-bound rather than compute-bound\cite{33}. Therefore, training time is greater for the large dataset (dataset 1).

V. RESULTS AND ANALYSIS

As the problem characterizes as a non-linear multi-out regression and all the KPIs are on different scales, the dimensionless mean relative error (MRE), \cite{44}, i.e.,

\[ \varepsilon_{mre}(y_j) = \frac{1}{n_{test}} \sum_{i=1}^{n_{test}} \frac{|y_j^{(i)} - \tilde{y}_j^{(i)}|}{|y_j^{(i)}|} \times 100 \]  

(5)

is selected for the final evaluation of the \( j \)-th KPI on the \( n_{test} \)-dimensional validation data set. It quantifies how accurate the prediction \( \tilde{y}_j^{(i)} \) is compared to the true value \( y_j^{(i)} \) for a given parameter configuration \( p^{(i)} \). On the other hand the Pearson correlation coefficient (PCC)

\[ \varepsilon_{pcc}(y_j, \tilde{y}_j) = \frac{\sum_{i=1}^{n_{test}} (y_j^{(i)} - \bar{y}_j)(\tilde{y}_j^{(i)} - \bar{\tilde{y}}_j)}{\sqrt{\sum_{i=1}^{n_{test}} (y_j^{(i)} - \bar{y}_j)^2} \sqrt{\sum_{i=1}^{n_{test}} (\tilde{y}_j^{(i)} - \bar{\tilde{y}}_j)^2}} \]  

(6)

gives an idea of how the input parameters are mapped to the target output values \cite{45}. If the PCC is close to one between the predicted and the actual values, then the performance of the model is better.

A. Evaluation of dataset 1

Figure \ref{fig:12} displays the predicted KPIs for the dataset 1 over their actual target values. An evaluation of all the KPIs is
presented in Table VII over their mean values. A cumulative plot for below 5% relative error is shown in Figure 13. The MLP based model has input information on geometry parameters from both, the stator and the rotor, while the deep multi-input network receives information in the form of the half-pole rotor cross-section image and the stator geometry configuration. Training, test, validation set and hyper parameter settings remain constant during the training of all the meta-models.

The KPIs related to the torque behavior of the machine, e.g., \(y_6\), \(y_7\), have lower prediction performance compared to other KPIs with average \(\varepsilon_{\text{mre}}\) of 1.28% and 1.43%, respectively, see Table VII. It can be observed that the average \(\varepsilon_{\text{mre}}\) over all the KPIs for the DNN is 0.64%, which is much lower than the best performing multi-input DCNN model (with resolution 544 x 864 pixel) with average \(\varepsilon_{\text{mre}}\) of 1.43%. The DCNN based multi-input model is trained and evaluated with three different image resolutions. The network architecture is shown in Figure 11. The network with the higher resolution image data (544 x 864) has average \(\varepsilon_{\text{mre}}\) over all the KPIs that is \(\sim 12.05\%\) and \(\sim 24.96\%\) lower than the input data with image resolution 432 x 272 and 216 x 136, respectively. Detailed result is described in Table VII. However, as a consequence of the higher resolution, the network takes twice or sometimes even more time to train as compared the lower one, i.e., approx. 1h (136 x 216 pixel) vs. approx. 2h (272 x 472 pixel) with average over all KPIs \(\varepsilon_{\text{mre}}\) lower \(\sim 14.68\%\) for high resolution, so it is trade-off between the training time of meta-model and performance.

### Table VII: Evaluation summary dataset 1

| KPI        | DNN 544 x 864 | DCNN 272 x 432 | DCNN 136 x 216 |
|------------|---------------|----------------|----------------|
| \(\varepsilon_{\text{mre}}\) | 0.12 | 0.20 | 0.22 | 0.98 |
| \(\varepsilon_{\text{ippc}}\) | 0.99 | 0.99 | 2.21 | 0.89 |

**B. Evaluation of dataset 2**

Dataset 2 has fewer samples which are more uniformly distributed than dataset 1 and has a different set of KPIs as well. Prediction plot and evaluations are exhibited in Figure 14 and Table VIII, respectively. A cumulative plot for the error is illustrated in Figure 15. The KPIs related to the machine torque \(y_6\) and \(y_7\) have the down predictability than other KPIs with average \(\varepsilon_{\text{mre}}\) of 5.9% and 3.47% over all the KPIs. It is also evident from the results that the prediction accuracy improves with image accuracy for this dataset, too. The scalar parameter based meta-model has average \(\varepsilon_{\text{mre}}\) of 1.66% which is 7.45%, 15.78%, 34.28% lower than the image based DCNN 512 x 512, image based DCNN 256 x 256, and 128 x 128, respectively. Here, it is important to note that dataset 2 has a less scalar parameters, i.e., 12 and cross-section of EM consists geometry information of one full pole rotor and stator.
Table VIII: Evaluation summary dataset 2

|     | DNN  | DCNN 512 × 512 | DCNN 256 × 256 | DCNN 128 × 128 |
|-----|------|----------------|----------------|----------------|
| ε_{mre} | ε_{pcc} | ε_{mre} | ε_{pcc} | ε_{mre} | ε_{pcc} | ε_{mre} | ε_{pcc} |
| y1  | 0.42 | 1.00         | 0.47          | 1.00          | 0.56 | 1.00    | 0.78   | 0.99 |
| y2  | 0.51 | 1.00         | 0.45          | 1.00          | 0.46 | 0.99    | 0.68   | 0.98 |
| y3  | 0.91 | 1.00         | 0.90          | 1.00          | 1.16 | 0.99    | 1.49   | 0.99 |
| y4  | 1.52 | 0.98         | 1.33          | 0.99          | 1.26 | 0.99    | 1.31   | 0.96 |
| y5  | 1.83 | 0.99         | 1.82          | 0.99          | 1.64 | 0.99    | 2.06   | 0.97 |
| y6  | 5.9  | 0.98         | 6.70          | 0.98          | 7.99 | 0.96    | 9.67   | 0.97 |
| y7  | 1.06 | 0.99         | 0.78          | 0.99          | 0.62 | 0.98    | 0.93   | 0.94 |
| y8  | 0.84 | 1.00         | 0.97          | 1.00          | 1.15 | 1.00    | 1.53   | 0.98 |
| y9  | 0.13 | 1.00         | 0.14          | 1.00          | 0.14 | 1.00    | 0.17   | 0.99 |
| y10 | 3.47 | 0.98         | 4.36          | 0.98          | 4.72 | 0.97    | 6.58   | 0.95 |

VI. CONCLUSION

This contribution shows that the deep learning meta-models can be effectively used to approximate a large number cross-domain KPIs in a high dimensional parameter space. The data for demonstration is taken from a real-world industrial design workflow. The meta-model enables us to predict KPIs for new geometries at much lower computational costs. The prediction performance depends on how accurately the input information can be mapped to the target KPIs. The mapping accuracy relies mainly on two factors, hyper-parameter settings and the precision of the input data. In this work, hyper-parameter settings are the same for all meta-models and the focus is on the precision of the input data. This paper proposes two models for parameter and image-based learning. The image-based approach increases the flexibility and re-usability of the model for example in the case of a reparametrization. Our
results show that it performs close to scalar-parameter-based models if the pixel resolution of the training data is sufficient. Future work will make use of the meta-model in many-query-scenarios, e.g., uncertainty quantification or multi-objective optimization.
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