STRICTLY CONVEX CORNERS SCATTER
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Abstract. We prove the absence of non-scattering energies for potentials in the plane having a corner of angle smaller than π. This extends the earlier result of Blåsten, Päivärinta and Sylvester who considered rectangular corners. In three dimensions, we prove a similar result for any potential with a circular conic corner whose opening angle is outside a countable subset of (0, π).

1. Introduction

1.1. Background. This article is concerned with non-scattering energies. These are energies λ > 0 for which there exists a nontrivial incident wave that does not scatter (equivalently, the far field operator at energy λ > 0 has nontrivial kernel).

Certain reconstruction methods in inverse scattering theory, such as the linear sampling method [CK96] or the factorization method [KN08], may fail at non-scattering energies and therefore these energies are to be avoided. This has led people to study the usually larger class of interior transmission eigenvalues which first appeared in [CM88] [Ki86]. For acoustic scattering, the transmission eigenvalues often form an infinite discrete set [PS08, CGH10], and in recent years they have been studied intensively. For more information about transmission eigenvalues, we recommend the survey [CH13a] as well as the articles mentioned in the recent editorial [CH13b] and their references.

Results on non-scattering energies appear to be scarce, apart from discreteness results which follow from corresponding results for transmission eigenvalues. For radial compactly supported potentials, the set of non-scattering energies coincides with the infinite discrete set of transmission eigenvalues [CM88]. Non-scattering energies are exactly those energies for which the scattering matrix has 1 as an eigenvalue, and [GH12] constructs $C^\infty_c$ potentials with no non-scattering energies.

It is relevant to mention here the related topic of transparent potentials. These are nonzero potentials whose far field operator is identically zero at some fixed energy λ, and thus no incident wave with energy λ scatters. Several constructions of such radial potentials have been given, see e.g. the works [Re59, Ne62, Sa66, GM86, GN95].

The recent work [BPS14] suggests that corner points in the scattering potential always generate a scattered wave. More precisely, [BPS14] proves the absence of non-scattering energies in acoustic scattering for...
certain contrasts having corners with a right angle, i.e. for contrasts supported in a rectangle $K$ that do not vanish at a corner point of $K$. In this paper we extend this result to corners with arbitrary opening angle $< \pi$ in two dimensions. In three dimensions, we prove that circular conic corner points with angle outside an at most countable subset of $(0, \pi)$ lead to absence of non-scattering energies. By the “opening angle” of a cone

$$\{ (x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R} \mid |x'| \leq cx_n \},$$

say, where $c \in \mathbb{R}_+$, we mean the angle $\vartheta \in (0, \pi)$ such that $\tan(\vartheta/2) = c$.

1.2. Non-scattering energies. Let us state the precise definition of non-scattering energies. This notion makes sense in the context of short range scattering theory in $\mathbb{R}^n$, and we will formulate our results using the notation of quantum mechanical scattering following [Ho83, Chapter XIV]. We will discuss later the analogous case of acoustic scattering, where the term non-scattering wavenumbers is more appropriate.

Let $V$ be a short range potential, which in this paper will mean that $V$ is in $L^\infty(\mathbb{R}^n)$ and there are $C > 0, \varepsilon > 0$ such that $|V(x)| \leq C\langle x \rangle^{-1-\varepsilon}$ a.e. in $\mathbb{R}^n$.

Here we write $(x) = (1 + |x|^2)^{1/2}$. For any $\lambda > 0$ and $g \in L^2(S^{n-1})$, we consider the incident wave

$$u_0(x) = \int_{S^{n-1}} e^{i\sqrt{\lambda}x \cdot \omega} g(\omega) \, d\omega,$$

which solves the free Schrödinger equation $(-\Delta - \lambda)u_0 = 0$ in $\mathbb{R}^n$. Corresponding to the incident wave $u_0$, there is a unique solution of the perturbed Schrödinger equation

$$(-\Delta + V - \lambda)u = 0 \quad \text{in } \mathbb{R}^n$$

having the form

$$u = u_0 + v,$$

where $v$ satisfies the outgoing radiation condition. There are many equivalent formulations of this condition that selects the unique outgoing solution of the Schrödinger equation: we follow [Ho83] and say that $v$ satisfies the outgoing radiation condition if $v = (-\Delta - \lambda - i0)^{-1}f$ for some $f$ in the Agmon–Hörmander space $B$ (see Section 2 for the precise definitions). The function $v$ is called the outgoing scattered wave corresponding to $u_0$, and $u$ is called the total wave.

If $u_0$ corresponds to $g \in L^2(S^{n-1})$ as above and if $x = r\theta$ where $\theta \in S^{n-1}$, then $u_0$ has the following asymptotics as $r \to \infty$:

$$u_0(r\theta) \sim cr^{-\frac{n-1}{2}} \left( e^{i\sqrt{\lambda}r} g(\theta) + r^{n-1} e^{-i\sqrt{\lambda}r} g(-\theta) \right).$$

The scattered wave $v$ has the asymptotics

$$v(r\theta) \sim cr^{-\frac{n-1}{2}} e^{i\sqrt{\lambda}r} A\lambda g(\theta)$$
where \( A_\lambda \) is the \textit{far field operator}, which is a bounded linear operator

\[
A_\lambda : L^2(S^{n-1}) \to L^2(S^{n-1}).
\]

The function \( A_\lambda g \) is called the \textit{far field pattern} of the scattered wave \( v \). If the far field pattern vanishes and additionally \( V \) is compactly supported, the Rellich uniqueness theorem (see [Ve14] for references) implies that also the scattered wave \( v \) must be compactly supported. Thus the vanishing of the far field pattern may be interpreted so that the incident wave \( u_0 \) does not produce any scattered wave at infinity.

We may then divide all energies \( \lambda > 0 \) in two classes: those for which all nontrivial incident waves scatter, and those for which there exist nontrivial incident waves that cannot be observed at infinity. The latter case is the case of non-scattering energies:

**Definition.** Let \( V \) be a short range potential in \( \mathbb{R}^n \). We say that \( \lambda > 0 \) is a non-scattering energy for the potential \( V \), if there exists a nonzero \( g \in L^2(S^{n-1}) \) for which \( A_\lambda g = 0 \).

1.3. Main results. Our argument for the absence of non-scattering energies is based on suitable complex geometrical optics solutions to the Schrödinger equation. Since these solutions grow exponentially at infinity, it will be natural to assume that the potentials satisfy a corresponding decay condition.

**Definition.** \( V \in L^\infty(\mathbb{R}^n) \) is called \textit{superexponentially decaying} if for any \( \gamma > 0 \) there is \( C_\gamma > 0 \) such that \( |V(x)| \leq C_\gamma e^{-\gamma|x|} \) a.e. in \( \mathbb{R}^n \).

The main results of this paper are as follows. Below we will write \( \chi_E \) for the characteristic function of a set \( E \) and \( C^s(\mathbb{R}^n) \) for the Hölder spaces with norm (for \( 0 < s < 1 \))

\[
\|f\|_{C^s} = \|f\|_{L^\infty} + \sup_{x \neq y} \frac{|f(x) - f(y)|}{|x - y|^s}.
\]

**Theorem 1.1.** Let \( V(x) = \chi_C(x)\varphi(x) \) where \( C \subset \mathbb{R}^2 \) is a closed strictly convex cone with its vertex at the origin, and \( \varphi \) is a superexponentially decaying function in \( \mathbb{R}^2 \) such that \( \langle x \rangle^\alpha \varphi \in C^s(\mathbb{R}^2) \) for some \( \alpha > 5/3 \) and \( s > 0 \). Let also \( \varphi(0) \neq 0 \). Then there are no non-scattering energies for the potential \( V \).

**Theorem 1.2.** Let \( V(x) = \chi_C(x)\varphi(x) \) where \( C \subset \mathbb{R}^3 \) is a closed circular cone with opening angle \( \gamma \in (0, \pi) \) having its vertex at the origin, and \( \varphi \) is a superexponentially decaying function in \( \mathbb{R}^3 \) such that \( \langle x \rangle^\alpha \varphi \in C^s(\mathbb{R}^3) \) for some \( \alpha > 9/4 \) and \( s > 1/4 \). Let also \( \varphi(0) \neq 0 \).

There exists an at most countable subset \( E \subset (0, \pi) \) such that if \( V \) is as above and if \( \gamma \in (0, \pi) \setminus E \), then there are no non-scattering energies for the potential \( V \).
Remark. The technical conditions for $\varphi$ in the above theorems are satisfied for instance if $\varphi$ is a compactly supported $s$-Hölder continuous function in $\mathbb{R}^n$ where $s > 0$ if $n = 2$ or $s > 1/4$ if $n = 3$.

The above theorems also imply analogous statements in acoustic scattering. In this case we consider $\mathbb{R}^n$ as a medium where acoustic waves propagate, and the refractive index of the medium is assumed to be $(1 + m)^{1/2}$ where the contrast $m$ satisfies the short range condition (one often writes $n^2 = 1 + m$ where $n$ is the refractive index). Let $k > 0$ be a wavenumber, and write $\lambda = k^2$. We consider an incident wave $u_0$ as in (1.1) solving $(-\Delta - k^2)u_0 = 0$ in $\mathbb{R}^n$. There is a corresponding total wave $u = u_0 + v$ that solves $(-\Delta - k^2(1 + m))u = 0$ in $\mathbb{R}^n$, where the scattered wave $v$ satisfies the outgoing radiation condition.

Now, we say that $k > 0$ is a non-scattering wavenumber for the contrast $m$ if there is a nontrivial incident wave $u_0$ such that the scattered wave $v$ has trivial asymptotics at infinity. The proofs of Theorems 1.1 and 1.2 apply in this situation, and we obtain corresponding results which state the absence of non-scattering wavenumbers for contrasts $m$ that satisfy exactly the same conditions as the potentials $V$.

We mention that the method of complex geometrical optics solutions that is used for proving the above theorems has a long history both in inverse scattering problems [NK87, Na88, No88, Ra88] and inverse boundary value problems [Ca80, SU87]. See [No08, Uh09] for further references.

1.4. Structure of argument. We follow the approach of [BPS14] and argue by contradiction. Assume that $\lambda \in \mathbb{R}_+$ is a non-scattering energy for the potential $V$. Then, we have nontrivial solutions $w, v_0 \in B_2^*$ to

$$(-\Delta + V - \lambda) w = 0, \quad \text{and} \quad (-\Delta - \lambda) v_0 = 0$$

in $\mathbb{R}^n$, satisfying $w - v_0 \in \dot{B}_2^*$. Since $v_0$ is real analytic, the lowest degree non-vanishing terms in its Taylor series at the origin form a harmonic homogeneous polynomial $H(x) \not\equiv 0$ of degree $N \geq 0$. The desired contradiction will be obtained by showing that $H(x) \equiv 0$.

It is proved in Section 2 that for non-scattering energies $\lambda$,

$$\int_{\mathbb{R}^n} V uv_0 = 0$$

for any $u \in e^{\gamma \langle \cdot \rangle} L^2(\mathbb{R}^n)$ solving $(-\Delta + V - \lambda) u = 0$, where $\gamma \in \mathbb{R}_+$ is arbitrary.

In Section 3 we shall discuss the existence of solutions of the form $u = e^{-\rho x} (1 + \psi)$ to $(-\Delta + V - \lambda) u = 0$ for $\rho \in \mathbb{C}^n$ with $\rho \cdot \rho = -\lambda$ and $\psi$ being well controlled as $|\rho| \to \infty$. In Section 4 we show that substituting the complex geometrical optics to the above integral
identity implies the vanishing of a certain Laplace transform. More precisely, after some estimations we see that
\[
\int_C e^{-\rho \cdot x} H(x) \, dx \lesssim |\rho|^{-N-2-\beta},
\]
for some small \( \beta \in \mathbb{R}_+ \), as \( |\rho| \to \infty \), and we restrict to a suitable subset of vectors \( \rho \in \mathbb{C}^n \) with \( \rho \cdot \rho = -\lambda \). On the other hand, from the homogeneity of \( H(x) \), we see that
\[
\int_C e^{-\rho \cdot x} H(x) \, dx = |\rho|^{-N-2} \int_C e^{-|\rho| \cdot |\rho|^{-1} \rho \cdot x} H(x) \, dx,
\]
for the same \( \rho \) as before. The last two estimates turn out to be compatible only if
\[
\int_C e^{-\rho \cdot x} H(x) \, dx = 0
\]
for certain vectors \( \rho \in \mathbb{C}^n \) with \( \rho \cdot \rho = 0 \) (as opposed to \( \rho \cdot \rho = -\lambda \)). The last identity asserts the vanishing of the Laplace transform of \( \chi_C H \), where \( H \) is a harmonic homogeneous polynomial and \( \chi_C \) is the characteristic function of the cone \( C \), for certain complex vectors.

Up to this point, we have closely followed the approach of [BPS14]. We now depart from this approach and move to polar coordinates in the Laplace transform identity. This implies the vanishing of the following integrals over a spherical cap for certain \( \rho \in \mathbb{C}^n \):
\[
\int_{C \cap S^{n-1}} (\rho \cdot x)^{-N-n} H(x) \, dS(x) = 0.
\]
As a restriction of a harmonic homogeneous polynomial, \( H \) can be expanded in terms of spherical harmonics of fixed degree. The main difference between our approach and [BPS14] is that we will perform computations in terms of these spherical harmonics.

In Section 5 we discuss the case \( n = 2 \), which is particularly simple. There \( H(x) \) must be of the form \( a(x + iy)^N + b(x - iy)^N \) for some constants \( a, b \in \mathbb{C} \). When this is inserted in the above vanishing relation, the ensuing integrals can be evaluated explicitly and one obtains a concrete homogeneous linear pair of equations for \( a \) and \( b \). It is not difficult to prove that the corresponding determinant is nonzero, and so we conclude that \( a = b = 0 \) and \( H(x) \equiv 0 \) as desired.

Section 6 considers the three-dimensional case. The polynomial \( H(x) \) can be written as a finite linear combination of spherical harmonics, and one can again obtain a homogeneous linear system; this time the “unknowns” are the constant coefficients multiplied by certain concrete but complicated integrals, and the determinant of the system can be arranged to be a Vandermonde determinant. Thus, the vanishing of the coefficients of \( H(x) \) is reduced to proving that all of these complicated integrals are nonzero. It is not clear to us how to do so. However, the integrals depend analytically on the opening angle, and we can prove
that they are not identically zero as functions of the opening angle. In this way we get the desired contradiction when the opening angle is outside some at most countable set of exceptional angles. We remark that there are two complications in extending the methods to dimensions \( n \geq 4 \). First of all, the construction of complex geometrical optics solutions is carried out by a Neumann series argument where the potential \( V \) appears as a pointwise multiplier. The fact that \( V \) is not very regular (it is essentially the characteristic function of a cone) implies that our construction of complex geometrical optics solutions, which is based on \( L^p \) estimates from [KRS87] that were also used in an early version of [BPS14], only gives good enough estimates when \( n = 2, 3 \). In [BPS14] another construction of solutions was employed, this construction works when \( n \geq 2 \) but seems to apply to “polygonal” cones instead of the circular cones that we use. The second complication is related to the more complex structure of spherical harmonics in high dimensions, which makes the resulting integrals difficult to evaluate.
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2. Short range scattering

In this section we recall some basic facts in short range scattering theory that are required for the setup in this paper. The following proposition is the main result in this section, and only its statement will be used in the subsequent sections.

**Proposition 2.1.** Let \( V \) be a superexponentially decaying potential. If \( \lambda > 0 \) is a non-scattering energy for \( V \), then

\[
\int_{\mathbb{R}^n} V v v_0 \, dx = 0
\]

for some nontrivial solution \( v_0 \in B^* \) of \((-\Delta - \lambda)v_0 = 0 \) in \( \mathbb{R}^n \), and for all \( u \in L^2_{\text{loc}}(\mathbb{R}^n) \) such that \((-\Delta + V - \lambda)u = 0 \) in \( \mathbb{R}^n \) and \( u \in e^{\gamma(x)} L^2(\mathbb{R}^n) \) for some \( \gamma > 0 \).

The results in this section are stated in terms of Agmon–Hörmander spaces \( B \) and \( B^* \). The basic reference is [HÖ83, Chapter XIV]. However, most of the next results are also contained in [PSU10] (see also [Me95]).
in a convenient form. Thus the reader may refer to [PSU10] for proofs and further details on the statements in this section.

2.1. Function spaces. The space $B$ (see [Hö83, Section 14.1]) is the set of those $u \in L^2(\mathbb{R}^n)$ for which the norm
$$
\|u\|_B = \sum_{j=1}^{\infty} (2^j - 1)^{1/2} \int_{X_j} |u|^2 \, dx
$$
is finite. Here $X_1 = \{|x| < 1\}$ and $X_j = \{2^{j-2} < |x| < 2^j - 1\}$ for $j \geq 2$. This is a Banach space whose dual $B^*$ consists of all $u \in L^2_{\text{loc}}(\mathbb{R}^n)$ such that
$$
\|u\|_{B^*} = \sup_{R>1} \left[ \frac{1}{R} \int_{|x|<R} |u|^2 \, dx \right]^{1/2} < \infty.
$$
The set $C^\infty_c(\mathbb{R}^n)$ is dense in $B$ but not in $B^*$. The closure in $B^*$ is denoted by $\tilde{B}^*$, and $u \in B^*$ belongs to $\tilde{B}^*$ if and only if
$$
\lim_{R \to \infty} \frac{1}{R} \int_{|x|<R} |u|^2 \, dx = 0.
$$
We will also need the Sobolev space variant $B^*_2$ of $B^*$, defined via the norm
$$
\|u\|_{B^*_2} = \sum_{|\alpha| \leq 2} \|D^\alpha u\|_{B^*}.
$$

If $\lambda > 0$ we will consider the sphere $M_\lambda = \{\xi \in \mathbb{R}^n : |\xi| = \sqrt{\lambda}\}$ with Euclidean surface measure $dS_\lambda$. The corresponding $L^2$ space is $L^2(M_\lambda) = L^2(M_\lambda, dS_\lambda)$, and of course $L^2(S^{n-1}) = L^2(M_1)$.

2.2. Scattering solutions. We consider scattering in $\mathbb{R}^n$ with respect to incident waves $u_0$ with fixed energy $\lambda > 0$, where $u_0$ has the form
$$
u_0 = P_0(\lambda) g, \quad g \in L^2(M_\lambda).
$$
Here $P_0(\lambda)$ is the Poisson operator
$$
P_0(\lambda) g(x) = \frac{i}{(2\pi)^{n-1}} \int_{M_\lambda} e^{ix \cdot \xi} g(\xi) \frac{dS_\lambda(\xi)}{2\sqrt{\lambda}}, \quad x \in \mathbb{R}^n.
$$
Thus $u_0$ is a Herglotz wave corresponding to a pattern $g$ at infinity. The function $u_0$ belongs to $B^*_2$ and it satisfies the Helmholtz equation
$$
(-\Delta - \lambda) u_0 = 0 \quad \text{in} \mathbb{R}^n.
$$
Now consider quantum scattering in $\mathbb{R}^n$ where the medium properties are described by a short range potential $V$. By this we mean that $V \in L^\infty(\mathbb{R}^n)$ is real valued, and for some $C > 0, \varepsilon > 0$ one has
$$
|V(x)| \leq C|x|^{-1-\varepsilon} \quad \text{for a.e.} \ x \in \mathbb{R}^n.
$$
The outgoing resolvent $R_V(\lambda + i0) = (-\Delta + V - \lambda - i0)^{-1}$ is well defined for all $\lambda > 0$, and it is a bounded operator
$$
R_V(\lambda + i0) : B \to B^*_2.$$

[UV02]
For any incoming wave \( u_0 = P_0(\lambda)g \) where \( g \in L^2(M_\lambda) \), there is a unique total wave \( u \) solving the equation
\[
(-\Delta + V - \lambda)u = 0 \quad \text{in } \mathbb{R}^n
\]
such that \( u = u_0 + v \) where \( v \) is outgoing (meaning that \( v = R_0(\lambda + i0)f \) for some \( f \in B \)). In fact, if \( u_0 = P_0(\lambda)g \), then one has
\[
u = P_V(\lambda)g
\]
where \( P_V(\lambda) : L^2(M_\lambda) \to B_2^*(\mathbb{R}^n) \) is the outgoing Poisson operator
\[
P_V(\lambda)g = P_0(\lambda)g - R_V(\lambda + i0)(VP_0(\lambda)g).
\]

2.3. Asymptotics. We write \( u \sim u_0 \) to denote that \( u - u_0 \in \hat{B}^* \), which is interpreted so that \( u \) and \( u_0 \) have the same asymptotics at infinity. Now if \( g \in L^2(M_\lambda) \), then \( P_V(\lambda)g \) has asymptotics
\[
P_V(\lambda)g \sim c_\lambda r^{-\frac{n+1}{2}} \left[ e^{i\sqrt{\lambda}r}(S_V(\lambda)g)(\sqrt{\lambda}\theta) + i^{n-1}e^{-i\sqrt{\lambda}r}(-\sqrt{\lambda}\theta) \right]
\]
as \( r = |x| \to \infty \), where \( x = r\theta \) and \( c_\lambda = (\sqrt{\lambda}/2\pi i)^{\frac{n-1}{2}}/4\pi \). Here
\[
S_V(\lambda) : L^2(M_\lambda) \to L^2(M_\lambda)
\]
is the scattering matrix for \( V \) at energy \( \lambda \). It is a unitary operator, \( S_V(\lambda)^*S_V(\lambda) = \text{Id} \), and if \( V = 0 \) one has \( S_0(\lambda) = \text{Id} \). The operator
\[
A_V(\lambda) = S_V(\lambda) - S_0(\lambda) : L^2(M_\lambda) \to L^2(M_\lambda)
\]
is called the far field operator, and \( A_V(\lambda)g \) is the far field pattern of the outgoing scattered wave \( v \) at infinity.

Recall from the introduction that if \( \lambda > 0 \) is such that there exists a nontrivial Herglotz wave \( v_0 = P_0(\lambda)g \) for which the far field pattern \( A_V(\lambda)g \) is identically zero, we say that \( \lambda \) is a non-scattering energy. Thus, \( \lambda \) is a non-scattering energy if and only if there is a nontrivial function \( g \in L^2(M_\lambda) \) such that
\[
(S_V(\lambda) - S_0(\lambda))g = 0.
\]

2.4. Orthogonality identities. We now recall the "boundary pairing" for scattering solutions [Me95, [PSU10, Proposition 2.3].

**Proposition 2.2.** Let \( u, v \in B^* \) and \((H_0 - \lambda)u \in B, (H_0 - \lambda)v \in B\). If \( u \) and \( v \) have the asymptotics
\[
u 
\]
\[
u 
\]
for some \( g_\pm, h_\pm \in L^2(M_\lambda) \), then
\[
(u(H_0 - \lambda)v)_{\mathbb{R}^n} - ((H_0 - \lambda)u|v)_{\mathbb{R}^n}
\]
\[
= 2i\lambda^{\frac{n+2}{2}} [(g_+|h_+)_{M_\lambda} - (g_-|h_-)_{M_\lambda}].
\]
Here \((u|v)_{\mathbb{R}^n} = \int_{\mathbb{R}^n} uv \, dx\) and \((g|h)_{M_\lambda} = \int_{M_\lambda} gh \, d\lambda\).
As a consequence, the existence of a nontrivial \( g \in L^2(M_\lambda) \) for which \( A_V(\lambda)g = 0 \) is characterized by the following orthogonality identity:

**Proposition 2.3.** Let \( V \) be a short range potential, let \( \lambda > 0 \), and let \( g \in L^2(M_\lambda) \). Then \( A_V(\lambda)g = 0 \) if and only if for all \( f \in L^2(M_\lambda) \) one has

\[
\int_{\mathbb{R}^n} Vuv_0 \, dx = 0
\]

where \( u = P_V(\lambda)f \) and \( v_0 = P_0(\lambda)g \).

**Proof.** Apply Proposition 2.2 with \( S \) since the integral over \( \mathbb{R}^n \) obtain

\[
\int_{\mathbb{R}^n} Vuv_0 \, dx = 2i\lambda^{-\frac{n+2}{2}}c_\lambda^2 \left[ (S_V(\lambda)S_V(\lambda)^*f|g)_{M_\lambda} - (S_V(\lambda)^*f|g)_{M_\lambda} \right]
\]

\[
= -2i\lambda^{-\frac{n-2}{2}}c_\lambda^2 (f|S_V(\lambda) - S_0(\lambda))g)_{M_\lambda}
\]

since \( S_V(\lambda) \) is unitary and \( S_0(\lambda) = \text{Id} \). Now \( A_V(\lambda)g = 0 \) if and only if the integral over \( \mathbb{R}^n \) vanishes for all \( f \in L^2(M_\lambda) \). \( \square \)

The last proposition shows that if \( A_V(\lambda)g = 0 \), then the function \( Vv_0 \) where \( v_0 = P_0(\lambda)g \) is orthogonal to all scattering solutions \( P_V(\lambda)f \) where \( f \in L^2(M_\lambda) \). It is well known that if \( V \) has certain decay properties, then solutions of \((-\Delta + V - \lambda)u = 0\) satisfying corresponding growth conditions can be approximated by scattering solutions. The next result from [UV02] (see also [PSU10, Proposition 2.4]) concerns exponentially decaying potentials.

**Proposition 2.4.** Assume that \( V \in L^\infty(\mathbb{R}^n) \) satisfies \(|V(x)| \leq Ce^{-\gamma_0(x)}\) for some \( \gamma_0 > 0 \). Let \( 0 < \gamma < \gamma_0 \). Given any \( u \in e^{\gamma(x)}L^2 \) with \((-\Delta + V - \lambda)u = 0\), there exist \( g_j \in L^2(M_\lambda) \) such that \( P_V(\lambda)g_j \to u \) in \( e^{\gamma(x)}L^2 \).

We will later want to use complex geometrical optics solutions \( u \). Since these may have arbitrarily large exponential growth, it is natural to assume that the potential is superexponentially decaying.

**Proposition 2.5.** Let \( V \) be a superexponentially decaying potential, let \( \lambda > 0 \), and let \( g \in L^2(M_\lambda) \). Then \( A_V(\lambda)g = 0 \) if and only if one has

\[
\int_{\mathbb{R}^n} Vuv_0 \, dx = 0
\]

for \( v_0 = P_0(\lambda)g \) and for all \( u \in L^2_{\text{loc}}(\mathbb{R}^n) \) such that \((-\Delta + V - \lambda)u = 0\) in \( \mathbb{R}^n \) and \( u \in e^{\gamma(x)}L^2(\mathbb{R}^n) \) for some \( \gamma > 0 \).

**Proof.** Follows by combining Propositions 2.3 and 2.4. \( \square \)

**Proof of Proposition 2.1.** Follows immediately from Proposition 2.5. \( \square \)
3. Complex geometrical optics solutions

By Proposition 2.1 we know that if $V$ is superexponentially decaying and if $\lambda > 0$ is a non-scattering energy for $V$, then there exists a nontrivial $v_0 \in B^*$ satisfying $(-\Delta - \lambda)v_0 = 0$ such that we have

$$\int_{\mathbb{R}^n} Vuv_0 \, dx = 0$$

for any exponentially growing solution $u$ of $(-\Delta + V - \lambda)u = 0$.

We will employ complex geometrical optics solutions as the solutions $u$ above. It will be important to have $L^q$ estimates for large $q$ with suitable decay for the remainder term $\psi$ in these solutions. In [BPS14], such solutions were constructed in all dimensions $n \geq 2$ but for “polygonal” cones $C$ (that is, the cross-section of the cone is a polygon). For our higher dimensional result it is more convenient to use circular cones, and it turns out that the argument of [BPS14] is not valid in this case. Therefore we base our construction on certain $L^p$ estimates from [KRS87]. This argument gives sufficient estimates for $n = 2, 3$ but not for $n \geq 4$.

**Theorem 3.1.** Let $\lambda > 0$, assume that $n \in \{2, 3\}$, and let $q = \frac{2(n+1)}{n-1}$. Let $V(x) = \chi_C(x)\varphi(x)$ where $C \subset \mathbb{R}^n$ is a closed circular cone with opening angle $< \pi$, and where $\varphi$ satisfies $\langle x \rangle^\alpha \varphi \in C^s(\mathbb{R}^n)$ for some $\alpha > 5/3$ and $s > 0$ if $n = 2$ (resp. $\alpha > 9/4$ and $s > 1/4$ if $n = 3$).

If $\rho \in \mathbb{C}^n$ satisfies $\rho \cdot \rho = -\lambda$ and $|\text{Im}(\rho)|$ is sufficiently large, there is a solution of $(-\Delta + V - \lambda)u = 0$ in $\mathbb{R}^n$ of the form $u = e^{-\rho \cdot x}(1 + \psi)$, where $\psi$ satisfies for some $\delta > 0$

$$\|\psi\|_{L^r(\mathbb{R}^n)} = O(|\text{Im}(\rho)|^{-n/q - \delta}) \text{ as } |\rho| \to \infty.$$

We begin by stating some a priori inequalities. Below we will write $D = -i\nabla$, $\mathcal{S}$ will be the space of Schwartz test functions, and $H^{s,p}$ for $s \in \mathbb{R}$ and $1 < p < \infty$ will be the Bessel potential space with norm $\|u\|_{H^{s,p}} = \|\langle D \rangle^s f\|_{L^p}$ with $\langle D \rangle = (1 + D^2)^{1/2}$. Also, $r'$ will denote the Hölder conjugate exponent of $r$ (so that $1/r + 1/r' = 1$).

**Proposition 3.2.** Let $n \geq 2$, let $1 < r < 2$, and assume that

$$\frac{1}{r} - \frac{1}{r'} \in \left\{ \begin{array}{rl} \left[ \frac{2}{n+1}, \frac{2}{n} \right] & \text{if } n \geq 3, \\
\left[ \frac{2}{n+1}, \frac{2}{n} \right) & \text{if } n = 2. \end{array} \right.$$

There is a constant $M > 0$ such that for any $\zeta \in \mathbb{C}^n$ with $\text{Re}(\zeta) \neq 0$, one has

$$\|f\|_{L^{r'}} \leq M|\text{Re}(\zeta)|^{n(1/r - 1/r') - 2}\|(-\Delta + 2\zeta \cdot D)f\|_{L^r}, \quad f \in \mathcal{S}.$$

**Proof.** This is a consequence of the uniform Sobolev inequalities in [KRS87]. In particular, the case $n \geq 3$ follows from [KRS87] Theorem...
2.4] after dilations and conjugations by the exponentials $e^{\pm i \text{Re}(\zeta) \cdot x}$. For the case $n = 2$ and more details, see [Ru02, Section 5.3]. □

The next result shows solvability for an inhomogeneous equation related to complex geometrical optics solutions.

**Proposition 3.3.** Let $n \geq 2$, let $1 < r < 2$, and assume that
\[
\frac{1}{r} - \frac{1}{r'} \in \left( \frac{2}{n+1}, \frac{2}{n} \right).
\]

Let $s \in \mathbb{R}$, and let $V$ be a measurable function in $\mathbb{R}^n$ satisfying the following multiplier property for some constant $A > 0$:
\[
\|Vf\|_{H^{s,r'}} \leq A\|f\|_{H^{s,r}}, \quad f \in \mathcal{S}.
\]

There exist constants $C > 0$ and $R > 0$ such that whenever $\zeta \in \mathbb{C}^n$ satisfies $|\text{Re}(\zeta)| \geq R$, then for any $f \in H^{s,r}(\mathbb{R}^n)$ the equation
\[
(-\Delta + 2\zeta \cdot D + V)u = f \quad \text{in } \mathbb{R}^n
\]
has a solution $u \in H^{s,r'}(\mathbb{R}^n)$ satisfying
\[
\|u\|_{H^{s,r'}} \leq C|\text{Re}(\zeta)|^{\frac{n(1/r-1/r')-2}{2}}\|f\|_{H^{s,r}}.
\]

**Proof.** Let $\zeta \in \mathbb{C}^n$ with $\text{Re}(\zeta) \neq 0$. We will use a standard duality argument to obtain a solvability result from the a priori estimates in Proposition 3.2. Write $P = (-\Delta + 2\zeta \cdot D)$, so the formal adjoint is $P^* = (-\Delta + 2\overline{\zeta} \cdot D)$. Applying Proposition 3.2 to $\langle D \rangle^{-s}w$, we have the inequality
\[
\langle w \rangle_{H^{-s,r'}} \leq M|\text{Re}(\zeta)|^{\frac{n(1/r-1/r')-2}{2}}\|P^*w\|_{H^{s,r}}, \quad w \in \mathcal{S}.
\]

Fix $f \in H^{s,r}$ and define a linear functional
\[
l : P^*(\mathcal{S}) \subset H^{-s,r} \to \mathbb{C}, \quad l(P^*w) = (w, f)
\]
where $(\cdot, \cdot)$ is the distributional pairing, defined to be conjugate linear in the second argument. By (3.1) any element of $P^*(\mathcal{S})$ has a unique representation as $P^*w$ for some $w \in \mathcal{S}$, so $l$ is well defined and satisfies
\[
|l(P^*w)| = |(w, f)| \leq \|w\|_{H^{-s,r'}} \|f\|_{H^{s,r}} \leq M|\text{Re}(\zeta)|^{\frac{n(1/r-1/r')-2}{2}}\|P^*w\|_{H^{s,r}}\|f\|_{H^{s,r}}.
\]

By Hahn-Banach we may extend $l$ as a continuous linear functional $\tilde{l} : H^{-s,r} \to \mathbb{C}$ with the same norm bound, and by duality there is $v \in H^{s,r'}$ such that $\tilde{l}(w) = (w, v)$ for $w \in H^{-s,r}$ and
\[
\|v\|_{H^{s,r'}} \leq M|\text{Re}(\zeta)|^{\frac{n(1/r-1/r')-2}{2}}\|f\|_{H^{s,r}}.
\]

If $w \in \mathcal{S}$ we have
\[
(w, Pv) = (P^*w, v) = \tilde{l}(P^*w) = l(P^*w) = (w, f)
\]
so that $Pv = f$.

By the above argument, for any $s \in \mathbb{R}$ there is a linear operator
\[
G_\zeta : H^{s,r} \to H^{s,r'}, \quad f \mapsto v
\]
where \( v \) solves \((-\Delta + 2\zeta \cdot D)v = f\), and one has the norm estimate
\[
\|G_\zeta f\|_{H^{s,r}} \leq M|\text{Re}(\zeta)|^{n(1/r-1/r')-2}\|f\|_{H^{s,r}}.
\]
This proves the result in the case \( V = 0 \).

Let us now consider nonzero \( V \). Notice that one has
\[
\|V G_\zeta f\|_{H^{s,r}} \leq AM|\text{Re}(\zeta)|^{n(1/r-1/r')-2}\|f\|_{H^{s,r}}.
\]
Since \( n(1/r - 1/r') - 2 < 0 \), we may choose \( R > 0 \) so that it satisfies \( AMR^{n(1/r-1/r')-2} = 1/2 \). Assuming that \( |\text{Re}(\zeta)| \geq R \), we have
\[
\|V G_\zeta f\|_{H^{s,r}} \leq \frac{1}{2}\|f\|_{H^{s,r}}.
\]
Now, we can solve \((-\Delta + 2\zeta \cdot D + V)u = f\) by taking \( u = G_\zeta v \) where \( v \) is a solution of
\[
(\text{Id} + V G_\zeta) v = f.
\]
By the above estimate, this equation for \( v \) can be solved by Neumann series and one has \( \|v\|_{H^{s,r}} \leq 2\|f\|_{H^{s,r}} \). Then \( u = G_\zeta v \) is the required solution and it satisfies
\[
\|u\|_{H^{s,r}} \leq M|\text{Re}(\zeta)|^{n(1/r-1/r')-2}\|v\|_{H^{s,r}} \leq 2M|\text{Re}(\zeta)|^{n(1/r-1/r')-2}\|f\|_{H^{s,r}}.
\]

**Proposition 3.4.** Let \( n \in \{2,3\} \), let \( r = \frac{2(n+1)}{n+3} \) so that \( r' = \frac{2(n+1)}{n-1} \), and assume that \( V(x) = \chi_C(x)\varphi(x) \) where \( C \subset \mathbb{R}^n \) is a closed circular cone with opening angle \( < \pi \) and \( \langle x \rangle^\alpha \varphi \in C^s(\mathbb{R}^n) \) for some \( \alpha > 5/3 \) and \( 0 < s < 1/2 \) if \( n = 2 \) (respectively \( \alpha > 9/4 \) and \( 1/4 < s < 1/2 \) if \( n = 3 \)). Then \( V \in H^{s-\varepsilon,r}(\mathbb{R}^n) \) for any \( \varepsilon > 0 \), and there is a constant \( A > 0 \) such that
\[
\|V f\|_{H^{s-\varepsilon,r}} \leq A\|f\|_{H^{s-\varepsilon,r'}}.
\]

**Proof.** We write \( V = \tilde{\varphi} g \) where
\[
\tilde{\varphi}(x) = \langle x \rangle^\alpha \varphi(x),
\]
\[
g(x) = \langle x \rangle^{-\alpha} \chi_C(x).
\]
Also write \( q = r' \) and \( \tilde{q} = \frac{q}{q-2} \), so that
\[
(q, q', \tilde{q}) = \begin{cases} 
(6, 6/5, 3/2) & \text{if } n = 2, \\
(4, 4/3, 2) & \text{if } n = 3.
\end{cases}
\]
We first observe that, by assumption,
\[
\tilde{\varphi} \in C^s(\mathbb{R}^n).
\]
Next, note that Proposition 3.7 gives that
\[
g \in H^{\tau,p}(\mathbb{R}^n) \text{ if } 1 < p \leq 2, \alpha > n/p, \tau < 1/2.
\]
The assumption on \( \alpha \) implies
\[
g \in H^{s,q} \cap H^{s,q'}(\mathbb{R}^n).
\]
Since functions in $C^s(\mathbb{R}^n)$ act as pointwise multipliers on $H^{s-\varepsilon,p}(\mathbb{R}^n)$ for any $\varepsilon > 0$ and $1 < p < \infty$ [Tr92, Section 4.2], we have

$$V \in H^{s-\varepsilon,q} \cap H^{s-\varepsilon,q'}(\mathbb{R}^n).$$

Proposition 3.5 then implies that

$$\|Vf\|_{H^{s-\varepsilon,q'}} \leq A\|f\|_{H^{s-\varepsilon,q}}. \quad \Box$$

**Proposition 3.5.** Let $F \in H^{\tau,p}(\mathbb{R}^n)$ where $\tau \in [0, 1]$ and $\tilde{p} = p/(p-2)$, and $p \geq 2$. Then the pointwise multiplier $T_F = f \mapsto Ff$ maps

$$T_F : H^{\tau,p}(\mathbb{R}^n) \rightarrow H^{\tau,p}(\mathbb{R}^n)$$

continuously.

For the proof of Proposition 3.5, we need the following well-known theorem on bilinear complex interpolation.

**Theorem 3.6.** Let $(A_0, A_1)$, $(B_0, B_1)$, $(C_0, C_1)$ be compatible Banach couples. Assume that

$$T : (A_0 \cap A_1) \times (B_0 \cap B_1) \rightarrow C_0 \cap C_1$$

is bilinear and one has the bounds

$$\|T(a, b)\|_{C_j} \leq M_j \|a\|_{A_j} \|b\|_{B_j}$$

for $a \in A_0 \cap A_1$, $b \in B_0 \cap B_1$, $j = 0, 1$. Then the operator

$$T : [A_0, A_1]_\theta \times [B_0, B_1]_\theta \rightarrow [C_0, C_1]_\theta$$

is bounded for all $\theta \in (0, 1)$ with norm $\leq M_0^{1-\theta}M_1^\theta$, where $[\cdot, \cdot]_\theta$ denotes the usual complex interpolation spaces.

This is a special case of e.g. Theorem 4.4.1 in [BL76], see also the original theorem due to Calderón [Ca64].

**Proof of Proposition 3.5.** We first show that if $f \in L^p(\mathbb{R}^n)$ and $g \in L^\tilde{p}(\mathbb{R}^n)$, where $p \geq 2$ and $\tilde{p} = p/(p-2)$, then

$$(*) \quad fg \in L^q(\mathbb{R}^n) \quad \text{and} \quad \|fg\|_{L^q(\mathbb{R}^n)} \leq \|f\|_{L^p(\mathbb{R}^n)} \|g\|_{L^{\tilde{p}}(\mathbb{R}^n)}.$$

We use Hölder’s inequality with $q = p/p' = p-1$ and $q' = (p-1)/(p-2)$, so that

$$\int_{\mathbb{R}^n} |fg|^{p'} \leq \left( \int_{\mathbb{R}^n} |f|^{p/q'} \right)^{1/q'} \left( \int_{\mathbb{R}^n} |g|^{p'/q} \right)^{1/q}. \quad \Box$$

Now $p'q = p$ and $p'q' = \tilde{p}$ and $(*)$ follows.

Write $T(f, g) = fg$, so that $T_F(f) = T(f, F)$. We show that

- a) $T : L^p(\mathbb{R}^n) \times L^{\tilde{p}}(\mathbb{R}^n) \rightarrow L^q(\mathbb{R}^n)$ and
- b) $T : H^{1,p}(\mathbb{R}^n) \times H^{1,\tilde{p}}(\mathbb{R}^n) \rightarrow H^{1,q}(\mathbb{R}^n)$
continuously, and the the claim of Proposition 3.5 follows from Theorem 3.6. But \( a) \) is just \( (\ast) \) and if \( f \in H^{1,p}(\mathbb{R}^n) \) and \( g \in H^{1,\tilde{p}}(\mathbb{R}^n) \), then we have

\[
\nabla (fg) = (\nabla f)g + f(\nabla g),
\]

and \( b) \) follows from \( (\ast) \). \( \square \)

**Proposition 3.7.** Let \( c > 0 \) and let \( C \) be the circular cone

\[
C = \{(x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R} \mid |x'| \leq cx_n\}.
\]

Then \( |x|^{-\alpha} \chi_C(x) \) belongs to \( H^{r,p}(\mathbb{R}^n) \) if \( 1 < p \leq 2, \alpha > n/p, \tau < 1/2 \).

**Proposition 3.8.** Let \( c > 0 \) and let \( C \) be the circular cone

\[
C = \{(x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R} \mid |x'| \leq cx_n \text{ and } x_n \leq 1\}.
\]

Then \( \chi_C \in H^{r,p}(\mathbb{R}^n) \) for \( \tau \in [0, 1/2) \) and \( p \in (1, 2] \).

It is useful to first consider the easier case of characteristic functions of finite straight cylinders.

**Proposition 3.9.** Let \( C' \) be the finite straight cylinder

\[
C' = \{(x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R} \mid |x'| \leq 1 \text{ and } |x_n| \leq 1\},
\]

where \( n \geq 2 \). Then the characteristic function \( \chi_{C'} \) belongs to \( H^{r,p}(\mathbb{R}^n) \) for all \( \tau \in [0, 1/2) \) and \( p \in (1, 2] \).

**Proof.** The point is that we can compute the Fourier transform of \( \chi_{C'} \) explicitly. First, since \( \chi_{C'} \in L^1(\mathbb{R}^n) \), the Fourier transform \( \hat{\chi}_{C'} \) is continuous, and there are no singularities. Thus, only the decay of \( \hat{\chi}_{C'} \) needs to be considered.

Next, using the usual radial Fourier transform (see e.g. Sect. §IV.3 in [SW71]), and the fact that

\[
\frac{d}{dx}(x' J_\nu(x)) = x' J_{\nu-1}(x),
\]

(see e.g. [Le72], Section 5.2), we can compute the Fourier transform of the characteristic function of the ball \( B = B^m(0, 1) \subset \mathbb{R}^m \) for \( m \geq 2 \),

\[
\hat{\chi}_B(\xi') = \int_{|x'| \leq 1} e^{-ix' \cdot \xi'} dx' = (2\pi)^{m/2} \int_0^1 J_{m/2-1}(|\xi'| s) s^{m/2} ds
\]

\[
= (2\pi)^{m/2} |\xi'|^{-m/2} \int_0^1 (|\xi'| s)^{m/2} J_{m/2-1}(|\xi'| s) ds
\]

\[
= (2\pi)^{m/2} |\xi'|^{-m/2} \left[ \frac{J_{m/2}(|\xi'| s)}{|\xi'| s} \right]_0^s = (2\pi)^{m/2} |\xi'|^{-m/2} J_{m/2}(|\xi'|) \]
for all \(\xi' \in \mathbb{R}^n \setminus 0\). By the asymptotics of \(J\)-Bessel functions (see e.g. [Le72], Section 5.11), this is \(\lesssim \langle \xi'^n \rangle^{-m/2-1/2}\) for large \(|\xi'|\). Similarly, for \(\xi \in \mathbb{R} \setminus 0\), we get
\[
\hat{\chi}_{[-1,1]}(\xi) = \frac{2 \sin \xi}{\xi},
\]
and this is \(\lesssim \langle \xi \rangle^{-1}\) for large \(\xi\).

Finally, since \(\chi_{C'}(x', x_n) = \chi_B(x') \chi_{[-1,1]}(x_n)\) where \(B\) is the unit ball in \(\mathbb{R}^{n-1}\), we have
\[
|\hat{\chi}_{C'}(\xi', \xi_n)| = |\hat{\chi}_B(\xi')| |\hat{\chi}_{[-1,1]}(\xi_n)| \lesssim \langle \xi' \rangle^{-n/2} \langle \xi_n \rangle^{-1}.
\]
Thus we can estimate
\[
\|\chi_{C'}\|_{H^{r,2}(\mathbb{R}^n)}^2 = \int_{\mathbb{R}^n} \langle \xi' \rangle^{2r} |\hat{\chi}_{C'}(\xi', \xi_n)|^2 \, d\xi' \, d\xi_n
\]
\[
\lesssim \int_{\mathbb{R}^{n-1}} \langle \xi' \rangle^{2r} \langle \xi' \rangle^{-n} \, d\xi' \int_{\mathbb{R}} \langle \xi_n \rangle^{2r} \langle \xi_n \rangle^{-2} \, d\xi_n,
\]
and this product is finite for any \(\tau < 1/2\), so \(\chi_{C'} \in H^{r,2}\) for \(\tau < 1/2\).

More generally, choose a fixed \(\varphi \in C^\infty_c(\mathbb{R}^n)\) such that \(\chi_{C'} = \varphi \chi_{C'}\), and note that for \(1 < p \leq 2\) we have by the Hölder inequality
\[
\|\varphi f\|_{H^{r,p}} \leq C_{r,p} \|f\|_{H^{r,2}},\quad k = 0, 1.
\]
By interpolation, multiplication by \(\varphi\) maps \(H^{s,2}\) to \(H^{s,p}\) for \(0 < s < 1\), so we have \(\chi_{C'} \in H^{r,p}\) for \(\tau < 1/2\) and \(1 < p \leq 2\).

**Proof of Proposition 3.8** So, let \(\tau < 1/2\). Through a simple change of variables, it is enough to consider the cone
\[
C = \left\{ (x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R} \mid |x'| \leq x_n \leq 1 \right\}.
\]
We shall break this cone into pieces of the form
\[
C(\alpha, \beta) = \left\{ (x', x_n) \in C \mid \alpha \leq x_n \leq \beta \right\},
\]
where \(\alpha, \beta \in \mathbb{R}_+\). By a simple change of variables, Prop. 3.9 shows that \(\chi_{C(1/2, 1)} \in H^{r,p}(\mathbb{R}^n)\). Since
\[
\chi_{C(1/4, 1/2)} = \chi_{C(1/2, 1)}(2\cdot),\quad \chi_{C(1/8, 1/4)} = \chi_{C(1/2, 1)}(4\cdot),\quad \ldots,
\]
we also have
\[
\chi_{C(1/2, 1), C(1/4, 1/2), C(1/8, 1/4), \ldots} \in H^{r,p}(\mathbb{R}^n),
\]
and
\[
\chi_C = \sum_{j=1}^{\infty} \chi_{C(2^{-j}, 2^{1-j})},
\]
in the sense of distributions, and so it suffices to prove that this series converges in \(H^{r,p}(\mathbb{R}^n)\). Finally, this follows from the scaling of the Sobolev norm, see Proposition 3.10 below. \(\Box\)
Proposition 3.10. Let $\tau \in [0, 1]$, $p \in (1, \infty)$, and let $\psi \in H^{\tau,p}(\mathbb{R}^n)$. Then, for $\lambda \in [1, \infty)$,

$$
\|\psi(\lambda \cdot)\|_{H^{\tau,p}(\mathbb{R}^n)} \lesssim \lambda^{-n/p}\|\psi\|_{H^{\tau,p}(\mathbb{R}^n)},
$$
and for $\lambda \in (0, 1]$,

$$
\|\psi(\lambda \cdot)\|_{H^{\tau,p}(\mathbb{R}^n)} \lesssim \lambda^{-n/p}\|\psi\|_{H^{\tau,p}(\mathbb{R}^n)}.
$$

Proof. The result follows from complex interpolation once the cases $\tau = 0$ and $\tau = 1$ have been dealt with. The case $\tau = 0$ follows immediately from

$$
\|\psi(\lambda \cdot)\|_{L^p(\mathbb{R}^n)} = \lambda^{-n/p}\|\psi\|_{L^p(\mathbb{R}^n)}.
$$

When $\tau = 1$ we have

$$
\|\psi(\lambda \cdot)\|_{H^{1,p}(\mathbb{R}^n)} \lesssim \|\psi(\lambda \cdot)\|_{L^p(\mathbb{R}^n)} + \sum_{j=1}^{n}\|\partial_j(\psi(\lambda \cdot))\|_{L^p(\mathbb{R}^n)}
$$

$$
= \lambda^{-n/p}\|\psi\|_{L^p(\mathbb{R}^n)} + \lambda\sum_{j=1}^{n}\|\partial_j(\psi(\lambda \cdot))\|_{L^p(\mathbb{R}^n)}
$$

$$
\leq \max\{\lambda^{-n/p}, \lambda^{1-n/p}\}\|\psi\|_{H^{1,p}(\mathbb{R}^n)}. \quad \square
$$

Proof of Proposition 3.11 We continue to use the notation $C(\alpha, \beta)$ from the proof of Proposition 3.8. Proposition 3.8 tells us that $\chi_{C(0,1)} \in H^{\tau,p}(\mathbb{R}^n)$, and since $\langle \cdot \rangle^{-\alpha} \in C^\infty(\mathbb{R}^n)$, also $\langle \cdot \rangle^{-\alpha}\chi_{C(0,1)} \in H^{\tau,p}(\mathbb{R}^n)$.

Thus, it suffices to prove that $\langle \cdot \rangle^{-\alpha}\chi_{C(1,\infty)} \in H^{\tau,p}(\mathbb{R}^n)$. We split this into series

$$
\sum_{j=0}^{\infty}\langle \cdot \rangle^{-\alpha}\chi_{C(2^j,2^{j+1})} = \sum_{j=0}^{\infty}\langle \cdot \rangle^{-\alpha}\chi_{C(1,2)}(\frac{\cdot}{2^j}),
$$

and each of the individual terms belongs to $H^{\tau,p}(\mathbb{R}^n)$, and so it only remains to prove that the series converges in $H^{\tau,p}(\mathbb{R}^n)$. For this purpose, let $\varphi \in C^\infty_c(\mathbb{R}^n)$ be such that $\varphi \equiv 1$ on supp $\chi_{C(1,2)}$ and such that $\varphi$ is supported on an $\varepsilon$-neighbourhood of supp $\chi_{C(1,2)}$ for some $\varepsilon \in (0, 1/4)$, say. Now we may estimate

$$
\|\langle \cdot \rangle^{-\alpha}\chi_{C(1,2)}(\cdot/2^j)\|_{H^{\tau,p}(\mathbb{R}^n)} = \|\langle \cdot \rangle^{-\alpha}\varphi(\cdot/2^j)\chi_{C(1,2)}(\cdot/2^j)\|_{H^{\tau,p}(\mathbb{R}^n)}
$$

$$
\lesssim \|\langle \cdot \rangle^{-\alpha}\varphi(\cdot/2^j)\|_{C^1(\mathbb{R}^n)}\|\chi_{C(1,2)}(\cdot/2^j)\|_{H^{\tau,p}(\mathbb{R}^n)} \lesssim 2^{-\alpha j} \cdot 2^{jn/p},
$$

and since the exponent $-\alpha + n/p$ is negative, the series in question is comparable to geometric series and converges, as required. \square

Proof of Theorem 3.12 We look for a solution of $(-\Delta + V - \lambda)u = 0$ of the form $u = e^{i\zeta \cdot \cdot + \psi}$ where $\zeta \in \mathbb{C}^n$ satisfies $\zeta \cdot \zeta = \lambda$. Now $u$ will be a solution if and only if $\psi$ satisfies

$$
(-\Delta + 2\zeta \cdot D + V)\psi = -V.
We wish to use Propositions 3.3 and 3.4 to solve this equation. Note that Proposition 3.4 has the assumption 
\[ r = \frac{2(n+1)}{n+3}, \]
which implies that 
\[ \frac{1}{r} - \frac{1}{r'} = \frac{2}{n+1}. \]
This is consistent with Proposition 3.3, which requires that 
\[ \frac{1}{r} - \frac{1}{r'} \in \left[ \frac{2}{n+1}, \frac{2}{n} \right]. \]
We have chosen \( r \) so that \( \frac{1}{r} - \frac{1}{r'} \) is as small as possible, in order to arrange the best power of \( |\text{Re}(\zeta)| \) in the estimates.

Note that one has 
\[ (r, r', 1/r - 1/r') = \begin{cases} 
(6/5, 6, 2/3) & \text{if } n = 2, \\
(4/3, 4, 1/2) & \text{if } n = 3.
\end{cases} \]
By Proposition 3.4, the function \( V \) satisfies the condition in Proposition 3.3 with \( s \) replaced by some \( t < s \), where \( t > 0 \) if \( n = 2 \) and \( t > 1/4 \) if \( n = 3 \). If \( |\text{Re}(\zeta)| \) is sufficiently large, we obtain a solution \( \psi \) satisfying 
\[ \|\psi\|_{H^{r',r}} \leq C|\text{Re}(\zeta)|^{-2(n+1)/2(n+1)} \leq C|\text{Re}(\zeta)|^{-2/(n+1)}. \]
We have the Sobolev embedding 
\[ H^{t, r'} \subset L^q \]
where 
\[ q = \frac{nr'}{n - tr'} > r' \]
(here we assume \( t < n/r' \)). Thus we have 
\[ \|\psi\|_{L^q} \leq C|\text{Re}(\zeta)|^{-\frac{2}{n+1}} = C|\text{Re}(\zeta)|^{-\frac{n}{q} - \delta} \]
where 
\[ \delta = \frac{2}{n+1} - \frac{n}{q} = \frac{2}{n+1} - \frac{n - tr'}{r'} > 0 \]
by our assumptions on \( r' \) and \( t \).

The result follows by taking \( \rho = -i\zeta \). \( \square \)

4. Reduction to Laplace transform

We also need to analyze further the solution \( v_0 \) in Proposition 2.1. 
As a solution of \((-\Delta - \lambda)v_0 = 0\) in \( \mathbb{R}^n \), \( v_0 \) is real-analytic and has a Taylor series at the origin. If \( v_0 \) is nonzero, the Taylor series is not identically zero. Assume that the first nonvanishing term has degree \( N \), and denote by \( H(x) \) the homogeneous polynomial of all terms of degree \( N \). Thus 
\[ v_0(x) = H(x) + R(x), \quad |R(x)| \leq C|x|^{N+1}, \]
for \( x \) near the origin. The next observation is [BPS14, Lemma 3.4].

**Lemma 4.1.** If \( v_0 \in B^* \) is a nontrivial solution of \((-\Delta - \lambda)v_0 = 0\), then the lowest degree nonvanishing terms \( H \) in the Taylor expansion of \( v_0 \) form a harmonic homogeneous polynomial in \( \mathbb{R}^n \).

The main point in this section is the following result, proved by using the solutions of Theorem 3.1 in Proposition 2.1. This result implies that whenever \( \lambda \) is a non-scattering energy, then the Laplace transform of \( \chi_C H \) vanishes in a certain complex manifold.
Proposition 4.2. Let $\lambda > 0$, let $n \in \{2, 3\}$, and let $V(x) = \chi_C(x)\varphi(x)$ where $\varphi \in \langle \cdot \rangle^{-\alpha} C^n(\mathbb{R}^n)$ is superexponentially decaying with $\alpha > 5/3$ and $s > 0$ for $n = 2$ (resp. $\alpha > 9/4$ and $s > 1/4$ for $n = 3$), $\varphi(0) \neq 0$, and $C \subset \mathbb{R}^n$ is a closed circular cone opening in direction $e_n$ with angle $\pi$ having vertex at the origin. Let $U$ be a neighborhood of $e_n$ in $S^{n-1}$ such that $e^{-\tau\omega \cdot x}$ is exponentially decaying in $C$ whenever $\tau > 0$ and $\omega \in U$.

Assume that $\lambda$ is a non-scattering energy for $V$, let $v_0$ be the solution in Proposition 2.1, and write $v_0 = H + R$ where $H$ is a harmonic homogeneous polynomial of degree $N$ as in Lemma 4.1. Then

$$\int_C e^{-\rho \cdot x} H(x) \, dx = 0, \quad \rho \in W_0,$$

where $W_\lambda$ is the set of all $\rho \in \mathbb{C}^n$ of the form

$$\rho = \rho(\tau, \omega, \omega') = \tau \omega + i(\tau^2 + \lambda)^{1/2} \omega'$$

and where the parameters satisfy

$$\tau > M, \quad \omega \in U, \quad \omega' \in S^{n-1} \text{ with } \omega \cdot \omega' = 0$$

for some sufficiently large $M$.

Notation: All implicit constants below are allowed to depend on all the parameters except for $\rho$.

Proof. Let $\rho \in W_\lambda$. Theorem 3.1 guarantees the existence of a CGO solution $u = e^{-\rho \cdot x} (1 + \psi)$, where $\psi$ depends on $\rho$, with

$$\|\psi\|_{L^q(\mathbb{R}^n)} \lesssim \frac{1}{|\rho|^c},$$

where $q = 2(n + 1)/(n - 1)$ and $c = n(n - 1)/2(n + 1) + \delta$ for some small $\delta \in \mathbb{R}_+$. To simplify notation, we assume, as we may, that $\delta < s$. We also remark that $(V(x) - 1)/(|x|^s)$ is bounded in $C$, where for simplicity we have assumed that $\varphi(0) = 1$.

We define $F(\rho)$ to be the Laplace transform

$$F(\rho) := \int_C e^{-\rho \cdot x} H(x) \, dx, \quad \Re(\rho) \in U.$$ 

Our goal is to prove that

(4.1) \quad $F(\rho) = 0, \quad \rho \in W_0.$

To do this, we observe that Proposition 2.1 yields

$$\int_{\mathbb{R}^n} V e^{-\rho \cdot x} (1 + \psi)(H + R) \, dx = 0, \quad \rho \in W_\lambda,$$

which can be rewritten as

(4.2) \quad $F(\rho) = -\int_C e^{-\rho \cdot x} [(V - 1)H + V(R + \psi(H + R))] \, dx, \quad \rho \in W_\lambda.$
By the homogeneity of $H(x)$ and using that $C$ is a cone, the left hand side satisfies

$$F(\rho) = |\rho|^{-N-n} F(|\rho|).$$

For the right hand side, we claim that for all $\rho \in W_\lambda$ one has

$$\int_C e^{-p x} [(V - 1) H + V (R + \psi (H + R))] \, dx \lesssim |\rho|^{-N-n-\delta}.$$  \hspace{1cm} (4.3)

Assuming that (4.3) holds, (4.2) implies

$$F \left( \frac{\rho}{|\rho|} \right) \lesssim |\rho|^{-\delta} ,$$

which holds for $\rho \in W_\lambda$, and more precisely,

$$F \left( \frac{\tau \omega \sqrt{2\tau^2 + \lambda}}{\sqrt{2\tau^2 + \lambda}} + \frac{i \omega' \sqrt{2\tau^2 + \lambda}}{\sqrt{2\tau^2 + \lambda}} \right) \lesssim \left( \frac{\sqrt{2\tau^2 + \lambda}}{\sqrt{2\tau^2 + \lambda}} \right)^{-\delta} \lesssim \tau^{-\delta}$$

for $\tau \gg 1$, $\omega \in U$ and $\omega' \in S^{n-1}$ with $\omega' \perp \omega$. Now, taking $\tau \to \infty$ gives

$$F \left( \frac{\omega}{\sqrt{2}} + \frac{i \omega'}{\sqrt{2}} \right) = 0 ,$$

which holds for all $\omega \in U$ and all $\omega' \in S^{n-1}$ with $\omega \perp \omega'$. By homogeneity we have

$$F(t \omega + it \omega') = 0$$

for all $t \in \mathbb{R}_+$, $\omega \in U$ and $\omega' \in S^{n-1}$ with $\omega \perp \omega'$, which proves (4.1) as required.

It remains to show (4.3). We shall split the left hand side of (4.3) into many integrals which are easier to estimate. The following is essentially Lemma 3.6 from [BPS14].

**Lemma 4.3.** Let $R: \mathbb{R}^n \setminus \{0\} \to \mathbb{C}$ be a continuous homogeneous function of degree $N$, and let $e^{-\Re(p)\cdot x}$ be exponentially decaying in $C$. Then, for any $f \in L^q(\mathbb{R}^n)$, where $q \in [1, \infty)$, we have

$$\int_C e^{-p \cdot x} R(x) f(x) \, dx \lesssim |\rho|^{n/q - N - n} \| e^{- (p/|\rho|) \cdot x} R \|_{L^q(\mathbb{R}^n)} \| f \|_{L^q(\mathbb{R}^n)} .$$

This follows immediately from the change of variables $y = x/|\rho|$ and Hölder’s inequality.

First we observe that, by Hölder’s inequality,

$$\int_{C \setminus B(0, \epsilon)} e^{-p \cdot x} (1 + \psi(x)) V(x) v_0(x) \, dx \lesssim e^{-\epsilon d |\rho|} \left( \| V v_0 \|_{L^1(\mathbb{R}^n)} + \| \psi \|_{L^q(\mathbb{R}^n)} \| V v_0 \|_{L^q(\mathbb{R}^n)} \right) \lesssim e^{-\epsilon d |\rho|} ,$$

where $d$ is some suitably small positive real constant. We also have

$$\int_{C \setminus B(0, \epsilon)} e^{-p \cdot x} H(x) \, dx \lesssim e^{-\epsilon d |\rho|} .$$
Also, Lemma 4.3 gives, observing that 
\[ n \left( n - 1 \right) / 2(n + 1) - c = -\delta, \]
the estimates
\[
\int_{C \cap B(0,\varepsilon)} e^{-\rho \cdot x} H(x) |x|^s V(x)\ dx \lesssim |\rho|^{-N-n-s},
\]
\[
\int_{C \cap B(0,\varepsilon)} e^{-\rho \cdot x} \psi(x) V(x)\ dx \lesssim |\rho|^{-N-n-\delta},
\]
\[
\int_{C \cap B(0,\varepsilon)} e^{-\rho \cdot x} \psi(x) V(x) O(|x|^{N+1})\ dx \lesssim |\rho|^{-N-n-1-\delta}, \quad \text{and}
\]
\[
\int_{C \cap B(0,\varepsilon)} e^{-\rho \cdot x} V(x) O(|x|^{N+1})\ dx \lesssim |\rho|^{-N-n-1}.
\]
Combining the above estimates gives the desired claim (4.3). \(\square\)

5. The two-dimensional case

We now restrict our attention to the two-dimensional case and prove Theorem 1.1. Assume for the sake of contradiction that \(\lambda > 0\) is a non-scattering energy for a potential \(V\) as in Theorem 1.1. By Proposition 4.2, this implies the vanishing of the following Laplace transform for a nonzero homogeneous harmonic polynomial \(H\) of degree \(N\),

\[
\int_{C} e^{-(\omega + i\omega') \cdot x} H(x)\ dx = 0
\]

for all \(\omega \in U\) where \(U\) is an open subset of the unit circle \(S^1\), and for all \(\omega' \in S^1\) is such that \(\omega \perp \omega'\). Since we are in two dimensions, \(H\) must be of the form

\[
H(x) = a (x_1 + ix_2)^N + b (x_1 - ix_2)^N
\]

for some constants \(a\) and \(b\), when \(N > 0\). If \(N = 0\), then \(H(x)\) will be just a constant \(a\). The goal is to prove that \(a = b = 0\), which will contradict the fact that \(H\) is nonzero and will prove Theorem 1.1.

First we introduce some notation. For simplicity, we assume that the cone \(C\) opens in direction \(e_1\) instead of \(e_2\) as in Proposition 4.2. We shall write \(S\) for the arc \(S^1 \cap C\), and \(I\) for the interval \([-L/2, L/2]\) parametrizing \(S\) under the mapping \(r \mapsto e^{i\vartheta} : (-\pi, \pi) \rightarrow S^1\). Here \(L \in (0, \pi)\) is the opening angle of the sector \(C\). Now we can take \(U\) to be the arc of \(S^1\) corresponding, in the same coordinates, to the interval \((-\pi/2 + L/2, \pi/2 - L/2)\).

In polar coordinates, we have

\[
\int_{S} \int_{0}^{\infty} e^{-((\omega + i\omega') \cdot \vartheta) r^{N+1}}\ dr\ d\vartheta = 0.
\]

We wish to rewrite the \(r\)-integral. Let \(\alpha \in \mathbb{C}\) have a positive real part (we will take \(\alpha = (\omega + i\omega') \cdot \vartheta\)). Then, by Cauchy’s integral theorem,
as the integrand is exponentially decaying in the right half-plane of the complex plane, we can rotate the path of integration from the half-ray \( \{ \alpha r \mid r \in \mathbb{R}_+ \} \) to \( \mathbb{R}_+ \) giving
\[
\int_0^\infty e^{-\alpha r} (\alpha r)^{N+1} \alpha \, dr = \int_0^\infty e^{-r} r^{N+1} \, dr = \Gamma(N + 2) = (N + 1)!.
\]
Thus we obtain
\[
\int_S ((\omega + i\omega') \cdot \vartheta)^{-N-2} H(\vartheta) \, d\vartheta = 0.
\]
With the parametrization \( \omega = e^{i\phi} \) and \( \vartheta = e^{i\psi} \), we can compute
\[
(\omega + i\omega') \cdot \vartheta = \begin{bmatrix} \cos \phi + i \sin \phi \\ \sin \phi \pm i \cos \phi \end{bmatrix} \cdot \begin{bmatrix} e^{i\psi} \\ \pm ie^{i\psi} \end{bmatrix} \cdot \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} = e^{i\phi} (\cos \psi \pm i \sin \psi) = \mp e^{i\phi} e^{i\phi} = e^{i(\psi - \phi)} = e^{i(\psi - \phi)}.
\]
Thus, the expression involving \( \omega \) and \( \omega' \) factors nicely and the variables \( \phi \) and \( \psi \) become separated.

In the case \( N = 0 \) we then have
\[
a \int_S e^{i2\psi} \, dx = 0,
\]
or more simply
\[
a \hat{\chi}_I(\pm 2) = 0.
\]
The Fourier coefficient is easy to compute and we get
\[
a \sin L = 0,
\]
and so we must have \( H(x) \equiv a = 0 \).

When \( N > 0 \) we get
\[
\int_S e^{i(2N+2)\psi} (ae^{iN\psi} + be^{-iN\psi}) \, d\psi = 0.
\]
This leads to the pair of equations
\[
\begin{align*}
\left\{ \begin{array}{l}
a \int_{-L/2}^{L/2} e^{-2i\psi} \, d\psi + b \int_{-L/2}^{L/2} e^{-i(2N+2)\psi} \, d\psi = 0, \\
a \int_{-L/2}^{L/2} e^{i(2N+2)\psi} \, d\psi + b \int_{-L/2}^{L/2} e^{i2\psi} \, d\psi = 0.
\end{array} \right.
\end{align*}
\]
In terms of Fourier coefficients this reads
\[
\begin{align*}
\left\{ \begin{array}{l}
a \hat{\chi}_I(2) + b \hat{\chi}_I(2N + 2) = 0, \\
a \hat{\chi}_I(2N + 2) + b \hat{\chi}_I(2) = 0,
\end{array} \right.
\end{align*}
\]
where we have used the fact that \( \chi_I \) is even. This is a homogeneous linear system of equations for \( a \) and \( b \), and if the determinant of the coefficient matrix is nonzero, then we must have \( a = b = 0 \). The determinant can vanish only if
\[
\hat{\chi}_I(2) = \pm \hat{\chi}_I(2N + 2).
\]
The Fourier coefficients of \( \chi_I \) are easy to compute, and the vanishing of the determinant simplifies to

\[
\sin L = \pm \frac{1}{N+1} \sin \left((N+1)L\right).
\]

It is now straightforward to check that this equation has no solutions \( L \) in the interval \( (0, \pi) \). The derivative

\[
\frac{d}{dL} \left( \sin L \mp \frac{1}{N+1} \sin \left((N+1)L\right) \right) = \cos L \mp \cos \left((N+1)L\right)
\]

is clearly positive when \( 0 < L < \pi/(N+1) \). When \( L \in \left[\pi/(N+1), N\pi/(N+1)\right] \), we clearly have

\[
\sin L > \frac{1}{N+1} \geq \frac{1}{N+1} \sin \left((N+1)L\right).
\]

Finally, the case where \( L \) belongs to \((N\pi/(N+1), \pi)\) reduces to the case where \( L \) belongs to \((0, \pi/(N+1))\) by the change of variables \( L \mapsto \pi - L \).

6. The three-dimensional case

By the same argument as in the beginning of Section 5, the proof of Theorem 1.2 reduces to showing the following result.

**Lemma 6.1.** Let \( n = 3 \), and let \( S_\gamma = \{x \in S^{n-1}; x_n > \cos \gamma\} \) be a spherical cap where \( 0 < \gamma < \pi/2 \). There is a countable subset \( E \subset (0, \pi/2) \) such that for any \( \gamma \in (0, \pi/2) \setminus E \), the condition

\[
\int_{S_\gamma} ((e_n + i\eta) \cdot x)^{-N-n} H(x) \, dx = 0, \quad \eta \in S^{n-1}, \quad \eta \cdot e_n = 0,
\]

implies that \( H \equiv 0 \) whenever \( H \) is a spherical harmonic on \( S^{n-1} \) of degree \( N \).

To prepare for the proof, write \( x = ((\sin \alpha)\omega', \cos \alpha) \) where \( \omega' \in S^{n-2} \). Writing also \( \eta = (\eta', 0) \) where \( \eta' \in S^{n-2} \), the integral becomes

\[
\int_{S_\gamma} ((e_n + i\eta) \cdot x)^{-N-n} H(x) \, dx
\]

\[
= \int_0^\gamma \int_{S^{n-2}} (\cos \alpha + i(\sin \alpha)\eta' \omega')^{-N-n} H((\sin \alpha)\omega', \cos \alpha) \sin^{n-2} \alpha \, d\omega' \, d\alpha.
\]

Let \( \{Y_1^N, \ldots, Y_r^N\} \) be some basis of spherical harmonics of degree \( N \) where \( r = r_N \), and write \( H = \sum_{j=1}^r a_j Y_j^N \). It is convenient to rephrase this in terms of rotation matrices: we write \( \eta' = Re_1 \) where \( R \) is a
rotation matrix, that is, \( R \in SO(n-1) \). The condition in Lemma 6.1 then becomes

\[
(6.1) \quad \sum_{j=1}^{r} a_j f_j^N(\gamma; R) = 0, \quad R \in SO(n-1),
\]

where

\[
f_j^N(\gamma; R) := \int_0^\gamma \int_{S^{n-2}} (\cos \alpha + i(\sin \alpha)\omega'_1)^{-N-n} Y_j^N((\sin \alpha)R\omega', \cos \alpha) \sin^{n-2} \alpha d\omega' d\alpha.
\]

Here we have changed variables \( \omega' \mapsto R\omega' \) in the integral (note that this uses the fact that \( S_\gamma \) is a spherical cap).

The next result together with an analyticity argument will imply Lemma 6.1.

Lemma 6.2. Assume that \( n = 3 \). For any \( N \geq 0 \), there exists a basis \( \{Y_1^N, \ldots, Y_r^N\} \) of spherical harmonics of degree \( N \) and there exist rotation matrices \( R_1, \ldots, R_r \in SO(n-1) \) such that the function

\[
g^N : (0, \pi/2) \to \mathbb{C}, \quad g^N(\gamma) := \det [(f_j(\gamma; R_k))_{j,k=1}^r]
\]

is not identically zero.

Proof. Assume that \( n = 3 \). In this case there is an explicit basis of spherical harmonics of degree \( N \) given by

\[
Y_j^N((\sin \alpha)\omega', \cos \alpha) = P_{\gamma_j}^{(j)}(\cos \alpha)e^{ij\beta}, \quad -N \leq j \leq N
\]

where \( P_{\gamma_j}^{(j)} \) are associated Legendre polynomials and \( \omega' = (\cos \beta, \sin \beta) \).

(As is customary, we index the basis by \( -N \leq j \leq N \) instead of \( 1 \leq j \leq 2N + 1 \).) Let \( R_k \) be the rotation in \( S^1 \) by angle \( \theta_k \). Then

\[
Y_j^N((\sin \alpha)R_k\omega', \cos \alpha) = e^{ij\theta_k}Y_j^N((\sin \alpha)\omega', \cos \alpha).
\]

This implies that

\[
f_j^N(\gamma; R_k) = e^{ij\theta_k}f_j(\gamma)
\]

where \( f_j(\gamma) := f_j^N(\gamma; \text{Id}) \), and

\[
g^N(\gamma) = f_1(\gamma) \cdots f_r(\gamma) \det \left[ (e^{ij\theta_k})_{j,k=1-N}^N \right]
\]

The last determinant is of Vandermonde type. We choose the rotations so that \( e^{i\theta_k} \neq e^{i\theta_l} \) for \( k \neq l \), and then the last determinant is nonzero.

To show that \( g^N(\gamma) \) is not identically zero, we need to demonstrate that there is some \( \gamma \in (0, \pi/2) \) such that the product \( f_1(\gamma) \cdots f_r(\gamma) \) is nonzero. We first prove that none of the functions \( f_j \) is identically zero in \( (0, \pi/2) \). Now

\[
f_j(\gamma) = \int_0^\gamma \int_{S^1} (\cos \alpha + i(\sin \alpha)\omega'_1)^{-N-n} Y_j^N((\sin \alpha)\omega', \cos \alpha) \sin \alpha d\omega' d\alpha.
\]
Each $f_j$ extends analytically near $[0, \pi/2)$, and its derivative satisfies

$$f_j'(\gamma) = \sin \gamma \int_{S^1} (\cos \gamma + i \sin \gamma) \omega' e^{-N-n} Y_j^N((\sin \gamma) \omega', \cos \gamma) d\omega'.$$

Inserting the explicit form for $Y_j^N$ we get

$$f_j'(\gamma) = P_j^{|j|}(\cos \gamma) \sin \gamma \int_0^{2\pi} (\cos \gamma + i \sin \gamma \cos \beta)^{-N-n} e^{i j \beta} d\beta.$$

It is enough to show that the function $\gamma \mapsto \int_0^{2\pi} \cdots d\beta$ is not identically zero. For $j = 0$ this follows just by taking $\gamma = 0$, and for $j \neq 0$ the result follows by differentiating $|j|$ times with respect to $\gamma$ and taking $\gamma = 0$. More precisely, writing $p = \cos \gamma + i \sin \gamma \cos \beta$ and $p' = dp/d\gamma = -\sin \gamma + i \cos \gamma \cos \beta$, the $|j|$th derivative of the integral has the form

$$\int_0^{2\pi} \frac{\nu_0(p')^{|j|} + \nu_1 p(p')^{|j|-1} + \cdots + \nu_{|j|}^{|j|}}{p^{N+n+|j|}} e^{i j \beta} d\beta,$$

for some constants $\nu_0, \nu_1, \ldots, \nu_{|j|} \in \mathbb{C}$, and in particular, the coefficient $\nu_0$ is

$$\nu_0 = \pm(N+n)(N+n+1) \cdots (N+n+|j|-1) \neq 0.$$

At $\gamma = 0$, we have $p = 1$ and $p' = i \cos \beta$, and the integral simplifies to

$$\int_0^{2\pi} \left( \nu_0 \cos^{|j|} \beta + \nu_1 \cos^{|j|-1} \beta + \cdots + \nu_{|j|} \right) e^{i j \beta} d\beta,$$

where the coefficients $\nu_0, \nu_1, \ldots$ are the same coefficients as before except for the obvious powers of $i$. Writing the cosines in terms of exponentials, there will be exactly one term which resonates with $e^{i j \beta}$, namely the exponential $e^{-ij \beta}$ coming from $\cos^{|j|} \beta$, and its coefficient is nonzero. Thus the $|j|$th derivative of $\int_0^{2\pi} \cdots d\beta$ at $\gamma = 0$ is nonzero, and as an analytic function of $\gamma$, the integral can not be identically zero.

We have proved that each $f_j$ is not identically zero, and since $f_j$ extends analytically near $[0, \pi/2)$ it is nonvanishing in $(0, \pi/2) \setminus E_j$ for some countable discrete subset $E_j \subset (0, \pi/2)$. Then $f_1 \cdots f_r$ is nonvanishing in $(0, \pi/2) \setminus E$ where $E = \bigcup_{j=1}^r E_j$ is a countable set. \hfill $\square$

**Proof of Lemma 6.2.** Each function $\gamma \mapsto f_j^N(\gamma, R)$ extends as an analytic function in some neighborhood of the interval $[0, \pi/2)$ in the complex plane, and the same is true for the functions $g^N$ in Lemma 6.2. For each $N$, by Lemma 6.2 we can choose $Y_j^N$ and $R_j$ such that $g^N$ is analytic in some neighborhood $U_N$ of $[0, \pi/2)$ and $g^N|_{(0,\pi/2)}$ is not identically zero. By analyticity the set $E_N = \{ z \in U_N : g^N(z) = 0 \}$ is countable and discrete in $U_N$. 
Define
\[ E = \bigcup_{N=0}^{\infty} (E_N \cap (0, \pi/2)). \]

Then \( E \) is a countable subset of \((0, \pi/2)\), and each \( g^N \) is nonvanishing in \((0, \pi/2) \setminus E\).

Assume now that \( \gamma \in (0, \pi/2) \setminus E \), let \( N \geq 0 \), and let \( H \) be a spherical harmonic of degree \( N \) such that the condition in Lemma 6.1 holds. Writing \( H = \sum_{j=1}^{r} a_j Y^N_j \) where \( Y^N_j \) and \( R_j \) were chosen above, by (6.1) we have
\[
\sum_{j=1}^{r} a_j f^N_j (\gamma; R_k) = 0, \quad k = 1, \ldots, r.
\]

But \( g^N(\gamma) \neq 0 \) so the matrix \((f^N_j (\gamma; R_k))_{j,k=1}^{r}\) is invertible, which implies that \( a_j = 0 \) for \( j = 1, \ldots, r \). This proves that \( H \equiv 0 \). \[\square\]
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