DUAL NULL FIELD METHOD FOR DIRICHLET PROBLEMS OF
LAPLACE’S EQUATION IN CIRCULAR DOMAINS WITH
CIRCULAR HOLES

M.G. LEE, L.P. ZHANG, Z.C. LI, A.L. KAZAKOV

ABSTRACT. The dual techniques have been widely used in many engineering papers, to deal with singularity and ill-conditioning of the boundary element method (BEM). In this paper, we consider Laplace’s equation with circular domains with one circular hole. The explicit algebraic equations of the first and second kinds of the null field method (NFM) are provided for applications. Traditionally, the first and the second kinds of the NFM are used for the Dirichlet and the Neumann problems, respectively. To bypass the degenerate scales of Dirichlet problems, however, the second and the first kinds of the NFM are used for the exterior and the interior boundaries, simultaneously, called the dual NFM (DNFM) in this paper. The excellent stability and the optimal convergence rates are explored in this paper. By using the simple Gaussian elimination or the iteration methods, numerical solutions can be easily obtained. Recently, the study on degenerate scales is active, many removal techniques are proposed, where the advanced solution methods may be needed, such as the truncated singular value decomposition (TSVD) and the overdetermined systems. In contrast, the solution methods of the DNFM in this paper are much simpler, with a little risk of the algorithm singularity from degenerate scales.
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1. Introduction

For Dirichlet problems by the boundary element methods (BEM) and the boundary integral equation methods (BIEM), there may exist the algorithm singularity for some geometric domains, to cause a failure in yielding the unique solutions, called the degenerate scale problems (or simply the degenerate scales). To overcome the degenerate scales, the dual techniques were proposed and reported in many engineering papers. A review paper was given in Chen and Hong [4] in 1999, accompanied by 249 references. Also, the dual techniques of BEM were applied to crack singularity in Portela, Aliabadi and Rooke [20]. The algebraic equations can be easily found, and the unique numerical results may be solved by the Gaussian elimination, or iteration methods. In fact, the dual techniques are the early removal techniques to bypass the degenerate scales. The simple solution methods of dual techniques are advantageous over other advanced removal techniques, such as [3, 9, 11, 10]. So far, it seems to exist no strict theoretical analysis for the dual techniques. In this paper, the null field method (NFM) for Laplace’s equation is discussed, and the circular domains with one circular hole are confined. The goal is to provide some theoretical analysis for dual techniques of NFM (DNFM), thus to fill some gap between analysis and computation. The algorithm singularity, unique solutions, error bounds, convergence rates, condition numbers, and stability are explored in this paper, while analysis of algorithm singularity of the dual BEM is reported in Chen et al. [5] by using the singular value decomposition (SVD).

In [3, 9, 11, 10], to deal with the degenerate scales for Dirichlet problems, the advanced techniques of solution methods may be solicited, such as the truncated singular value decomposition (TSVD) and the overdetermined systems. There may raise questions: Can the degenerate scales be removed by the NFM itself? Can the simple Gaussian elimination be used, to reach the optimal stability? Based on the Green representation formula (2.9) and its derivatives (2.14) shown later, the first and the second kinds of NFM are derived, respectively, and the explicit computational formulas of the NFM can be derived for circular and elliptic domains (see [10, 14, 21]). In classic algorithms, the first kind NFM is used for Dirichlet problems; the second kind NFM for Neumann problems. The algorithms using both (2.9) and (2.14) together are called the “dual” boundary element method (BEM) in [4, 5, 20], and the “dual” techniques of NFM (simply denoted as the DNFM) in this paper. For the circular domains with circular holes, the second kind of the NFM (simply as the second kind NFM) are developed in [10] for Neumann problems, with the explicit algebraic equations. The first kind NFM in [14] may also be applied to Neumann problems, and the numerical performance is as good as that of the second kind NFM, see [10]. Hence, the second kind NFM can also be applied for Dirichlet problems. After a study in Section 2, when the second and the first kind NFMs are applied for the exterior and the interior boundaries, respectively, the algorithms of the DNFM have a little risk of the algorithm singularity from degenerate scales. Such algorithms are called the dual techniques (such as the DNFM) in this paper. Not only are the numerical solutions solved easily by the simple Gaussian elimination (or iteration methods), but also the optimal stability can be reached. Note that the algorithms of the DNFM are analogous to those for the mixed problems in [21]. The optimal convergence rates can be achieved by the DNFM. The DNFM can also be applied to eigenvalue problems for circular domains with circular holes [2].
The study on degenerate scale problems is still active, many techniques are proposed to remove the degenerate scales, where the advanced solution methods may be needed, such as the truncated singular value decomposition (TSVD) and the overdetermined systems. Nevertheless, the solution methods of the DNFM in this paper are much simpler, with a little risk of the algorithm singularity from degenerate scales. Interestingly, from the outcome of this paper, the degenerate scales can be removed by the NFM itself via dual techniques.

This paper is organized as follows. In the next section, the first and the second kinds of the NFM are introduced according to [14, 10] for circular domains with one circular hole, and the dual techniques of NFM (denoted as the DNFM) are proposed. In Section 3, the degenerate scales of the DNFM are studied, and in Section 4, the analysis of stability and error is explored. In Section 5, numerical experiments of the DNFM are reported, and in the last section, a few concluding remarks are made.

2. Null Field Methods and Dual Techniques

2.1. The First Kind NFM. Consider Laplace’s equation in circular domains with one circular hole. The discussions for circular domains with multiple circular holes are similar. Denote the disks $S_R$ and $S_{R_1}$ with radius $R$ and $R_1$, respectively. Let $S_{R_1} \subset S_R$, and the eccentric circular domains $S_R$ and $S_{R_1}$ have different origins. Define the annular solution domain $S = S_R \setminus S_{R_1}$ with the exterior and the interior boundaries $\partial S_R$ and $\partial S_{R_1}$. Denote two systems of polar coordinates by $(\rho, \theta)$ and $(\bar{\rho}, \bar{\theta})$ with origins $(0, 0)$ and $(x_1, y_1)$ of $S_R$ and $S_{R_1}$, respectively. There exist the following conversion relations,

\begin{align}
\rho &= \sqrt{(\bar{\rho}\cos \bar{\theta} + x_1)^2 + (\bar{\rho}\sin \bar{\theta} + y_1)^2}, \quad \cos \theta = \frac{\bar{\rho}\sin \bar{\theta} + y_1}{\rho}, \\
\bar{\rho} &= \sqrt{(\rho\cos \theta - x_1)^2 + (\rho\sin \theta - y_1)^2}, \quad \cos \bar{\theta} = \frac{\rho\sin \theta - y_1}{\bar{\rho}}.
\end{align}

On the exterior boundary $\partial S_R$, suppose that there exist the approximations of Fourier expansions,

\begin{align}
u \approx a_0 + \sum_{k=1}^{M} \{a_k \cos k\theta + b_k \sin k\theta\} &\quad \text{on} \quad \partial S_R, \\
\frac{\partial u}{\partial \nu} \approx \frac{\partial u}{\partial \bar{\nu}} = p_0 + \sum_{k=1}^{M} \{p_k \cos k\theta + q_k \sin k\theta\} &\quad \text{on} \quad \partial S_R,
\end{align}

where $a_k, b_k, p_k$ and $q_k$ are coefficients. On the interior boundary $\partial S_{R_1}$, similarly suppose

\begin{align}
\bar{u} \approx \bar{a}_0 + \sum_{k=1}^{N} \{\bar{a}_k \cos k\bar{\theta} + \bar{b}_k \sin k\bar{\theta}\} &\quad \text{on} \quad \partial S_{R_1}, \\
- \frac{\partial \bar{u}}{\partial \nu} \approx \frac{\partial \bar{u}}{\partial \bar{\nu}} = \bar{p}_0 + \sum_{k=1}^{N} \{\bar{p}_k \cos k\bar{\theta} + \bar{q}_k \sin k\bar{\theta}\} &\quad \text{on} \quad \partial S_{R_1},
\end{align}

where $\bar{a}_k, \bar{b}_k, \bar{p}_k$ and $\bar{q}_k$ are coefficients, and $\nu$ and $\bar{\nu}$ are the outer normals of $\partial S_R$ and $\partial S_{R_1}$, respectively. In (2.3)-(2.6), $(r, \theta)$ and $(\bar{r}, \bar{\theta})$ are two systems of polar coordinates of $S_R$ and $S_{R_1}$ with origins $(0, 0)$ and $(x_1, y_1)$, respectively.
Denote two nodes, \( x = Q = (x, y) = (\rho, \theta) \) and \( y = P = (\xi, \eta) = (r, \phi) \), where \( x = \rho \cos \theta, y = \rho \sin \theta, \xi = R \cos \phi \) and \( \eta = R \sin \phi \). Then \( \rho = \sqrt{x^2 + y^2} \) and \( r = \sqrt{\xi^2 + \eta^2} \). The fundamental solutions (FS) of Laplace’s equation are given by \( \ln |PQ| = \ln \sqrt{\rho^2 - 2\rho R \cos(\theta - \phi) + R^2} \). Based on the Green representation formulas [1], there exist different field equations,

\[
(2.7) \quad \int_{\partial S} \left\{ \ln |PQ| \frac{\partial u(y)}{\partial y} - u(y) \frac{\partial \ln |PQ|}{\partial y} \right\} d\sigma_y = \begin{cases} 
-2\pi u(Q), & Q \in S, \\
-\pi u(Q), & Q \in \partial S, \\
0, & \text{otherwise},
\end{cases}
\]

where \( P(y) \in (S \cup \partial S) \), and \( Q(x) \) are the field nodes (or simply nodes) in three different locations. The series expansions of the FS are given by (see [7]),

\[
(2.8) \quad \ln |PQ| = \ln |P(y) - Q(x)| = \ln |P(r, \phi) - Q(\rho, \theta)|
\]

\[
= U(x, y) = \begin{cases} 
U^i(x, y) = \ln r - \sum_{n=1}^{\infty} \frac{1}{n} \left( \frac{\rho}{r} \right)^n \cos n(\theta - \phi), & \rho < r, \\
U^e(x, y) = \ln \rho - \sum_{n=1}^{\infty} \frac{1}{n} \left( \frac{\rho}{\rho} \right)^n \cos n(\theta - \phi), & \rho > r,
\end{cases}
\]

where \( x = (\rho, \theta), y = (r, \phi) \), and the superscripts “\( e \)” and “\( i \)” designate the exterior and the interior field nodes \( x \), respectively. Based on the third equation of (2.7), the first kind NFM can be derived from

\[
(2.9) \quad \int_{\partial S \cup \partial S_R^c} U(x, y) \frac{\partial u(y)}{\partial y} d\sigma_y = \int_{\partial S \cup \partial S_R^c} u(y) \frac{\partial U(x, y)}{\partial y} d\sigma_y, \quad x \in \tilde{S}^c,
\]

where expansions (2.8) are used, and \( \tilde{S}^c \) is the complementary domain of \( S \cup \partial S \).

First, consider the exterior field nodes \( x = (\rho, \theta) \) with \( \rho > r = R \). The explicit algebraic equations of the first kind NFM for the exterior field nodes are obtained in [14], as

\[
(2.10) \quad \mathcal{L}_{ext}(\rho, \theta; \bar{\rho}, \bar{\theta}) = -\frac{1}{2} \sum_{k=1}^{M} \left( \frac{R}{\rho} \right)^k (a_k \cos k\theta + b_k \sin k\theta)
\]

\[
+ \frac{1}{2} \sum_{k=1}^{N} \left( \frac{R_1}{\bar{\rho}} \right)^k (\bar{a}_k \cos k\bar{\theta} + \bar{b}_k \sin k\bar{\theta})
\]

\[
- \left\{ R_1(\ln \rho)p_0 - \frac{R}{2} \sum_{k=1}^{M} \frac{1}{k} \left( \frac{R}{\rho} \right)^k (p_k \cos k\theta + q_k \sin k\theta)
\]

\[
+ R_1(\ln \bar{\rho})\bar{p}_0 - \frac{R_1}{2} \sum_{k=1}^{N} \frac{1}{k} \left( \frac{R_1}{\bar{\rho}} \right)^k (\bar{p}_k \cos k\bar{\theta} + \bar{q}_k \sin k\bar{\theta}) \right\} = 0.
\]
Next, consider the exterior field nodes \( x = (\bar{\rho}, \bar{\theta}) \) with \( \bar{\rho} < R_1 \). The other explicit algebraic equations of the first kind NFM are obtained in [14], as

\[
\mathcal{L}_{\text{int}}(\rho, \theta; \bar{\rho}, \bar{\theta}) = -\bar{a}_0 - \frac{1}{2} \sum_{k=1}^{N} \left( \frac{\bar{\rho}}{R_1} \right)^k (\bar{\alpha}_k \cos k\theta + \bar{b}_k \sin k\theta)
\]

\[
+ a_0 + \frac{1}{2} \sum_{k=1}^{M} \left( \frac{\rho}{R} \right)^k (a_k \cos k\theta + b_k \sin k\theta)
\]

\[
- \left\{ R_1 (\ln R_1) \bar{p}_0 - \frac{R_1}{2} \sum_{k=1}^{N} \frac{1}{k} \left( \bar{\rho} \right)^k (\bar{\alpha}_k \cos k\theta + \bar{b}_k \sin k\theta)
\]

\[
+ R (\ln R) p_0 - \frac{R}{2} \sum_{k=1}^{M} \frac{1}{k} \left( \frac{\rho}{R} \right)^k (p_k \cos k\theta + q_k \sin k\theta) \right\} = 0,
\]

where the common factor \( 2\pi \) are canceled. By the first equation with \( Q \in S \) of the Green formula (2.7) as used in the boundary element methods (BEM), the solution at the interior field nodes, \( x = (\rho, \theta) \in S \), is expressed by

\[
(2.12) \quad u(x) = u(\rho, \theta)
\]

\[
= -\frac{1}{2\pi} \int_{\partial S_R \cup \partial S_{R_1}} \left\{ \frac{U(x, y) \partial u(y)}{\partial \rho} - u(y) \frac{\partial U(x, y)}{\partial \rho} \right\} d\sigma_y, \quad x \in S.
\]

Then the explicit solution in \( S \) is also given in [14] as

\[
(2.13) \quad u_{M-N} = u_{M-N}(\rho, \theta; \bar{\rho}, \bar{\theta}) = a_0 - R (\ln R) p_0 - R_1 (\ln \bar{\rho}) \bar{p}_0
\]

\[
+ \frac{1}{2} \sum_{k=1}^{M} \left( \frac{\rho}{R} \right)^k (a_k \cos k\theta + b_k \sin k\theta) + \frac{1}{2} \sum_{k=1}^{N} \left( \frac{R_1}{\rho} \right)^k (\bar{\alpha}_k \cos k\theta + \bar{b}_k \sin k\theta)
\]

\[
+ \frac{R}{2} \sum_{k=1}^{M} \frac{1}{k} \left( \frac{\rho}{R} \right)^k (p_k \cos k\theta + q_k \sin k\theta)
\]

\[
+ \frac{R_1}{2} \sum_{k=1}^{N} \frac{1}{k} \left( \frac{R_1}{\rho} \right)^k (\bar{\alpha}_k \cos k\theta + \bar{b}_k \sin k\theta), \quad (r, \theta) \in S.
\]

Explicit formulas (2.10) and (2.11) are derived directly from (2.9) by means of the expansions (2.3)-(2.6) and (2.8). Equations (2.10), (2.11) and (2.13) are called the explicit field (i.e., algebraic) equations of the first kind NFM. In this paper, only Dirichlet problems are confined, where the coefficients, \( a_k, b_k, \bar{\alpha}_k \) and \( \bar{b}_k, \) in (2.3) and (2.5) are given. Once the unknown coefficients, \( p_k, q_k, \bar{p}_k \) and \( \bar{q}_k \), have been obtained from (2.10) and (2.11), the interior solutions are provided by (2.13).

### 2.2. The Second Kind NFM.

The normal derivatives of the Green formulas (2.9) are given by

\[
(2.14) \quad \frac{\partial}{\partial \nu_x} \left\{ \int_{\partial S_R \cup \partial S_{R_1}} U(x, y) \frac{\partial u(y)}{\partial \nu_y} d\sigma_y
\]

\[
- \int_{\partial S_R \cup \partial S_{R_1}} u(y) \frac{\partial U(x, y)}{\partial \nu_y} d\sigma_y \right\} = 0, \quad x \in \bar{S}^c,
\]

where \( \frac{\partial}{\partial \nu_x} = \frac{\partial}{\partial \rho} \) for \( \rho > R \) and \( \frac{\partial}{\partial \nu_x} = -\frac{\partial}{\partial \rho} \) for \( \bar{\rho} < R_1 \). Based on (2.14), the second kind NFM is developed in [10], where two explicit algebraic equations for exterior...
field nodes are provided as

\[
D_{\text{ext}}(\rho, \theta; \bar{\rho}, \bar{\theta}) = \frac{\partial}{\partial \rho} \mathcal{C}_{\text{ext}}(\rho, \theta; \bar{\rho}, \bar{\theta}) = \frac{1}{2} \sum_{k=1}^{M} k \left( \frac{R_k}{\rho^{k+1}} \right) (a_k \cos k \theta + b_k \sin k \theta) \\
- \frac{1}{2} \sum_{k=1}^{N} k \left( \frac{R_k}{\rho^{k+1}} \right) (\bar{a}_k \cos((k + 1)\bar{\theta} - \theta) + \bar{b}_k \sin((k + 1)\bar{\theta} - \theta)) \\
- \left\{ \left( \frac{R}{\rho} \right) p_0 + \frac{1}{2} \sum_{k=1}^{M} \left( \frac{R}{\rho} \right)^{k+1} (p_k \cos k \theta + q_k \sin k \theta) + \left( \frac{R_1}{\bar{\rho}} \right) \bar{p}_0 \cos(\theta - \bar{\theta}) \right. \\
+ \frac{1}{2} \sum_{k=1}^{N} \left( \frac{R_1}{\bar{\rho}} \right)^{k+1} (\bar{p}_k \cos((k + 1)\bar{\theta} - \theta) + \bar{q}_k \sin((k + 1)\bar{\theta} - \theta)) \right\} = 0,
\]

and

\[
D_{\text{int}}(\rho, \theta; \bar{\rho}, \bar{\theta}) = -\frac{\partial}{\partial \rho} \mathcal{C}_{\text{int}}(\rho, \theta; \bar{\rho}, \bar{\theta}) = \frac{\partial}{\partial \rho} \mathcal{C}_{\text{int}}(\rho, \theta; \bar{\rho}, \bar{\theta}) \\
= -\frac{1}{2} \sum_{k=1}^{N} k \left( \frac{\rho^{k-1}}{R_k} \right) (\bar{a}_k \cos k \bar{\theta} + \bar{b}_k \sin k \bar{\theta}) \\
+ \frac{1}{2} \sum_{k=1}^{M} \left( \frac{\rho^{k-1}}{R_k} \right) \left( a_k \cos((k - 1)\theta + \bar{\theta}) + b_k \sin((k - 1)\theta + \bar{\theta}) \right) \\
+ \frac{1}{2} \sum_{k=1}^{N} \left( \frac{\rho}{R_1} \right)^{k-1} (\bar{p}_k \cos k \bar{\theta} + \bar{q}_k \sin k \bar{\theta}) \\
+ \frac{1}{2} \sum_{k=1}^{M} \left( \frac{\rho}{R_1} \right)^{k-1} (p_k \cos((k - 1)\theta + \bar{\theta}) + q_k \sin((k - 1)\theta + \bar{\theta})) = 0.
\]

Although Eqs. (2.10), (2.11), (2.15) and (2.16) are derived from (2.9) and (2.14), where the nodes \( Q \) are located outside of \( S \), they are still valid for the nodes on the domain boundary, \( Q \in \partial S \), under a certain smoothness of the solutions (e.g., \( u \in H^3(\partial S) \land u_n \in H^2(\partial S) \)). Although Eq. (2.13) is derived from (2.12), where the nodes \( Q \) are inside of \( S \), the solutions of (2.13) and their normal derivatives are still valid for the nodes \( Q \in \partial S \), under the same smoothness of the solutions. A strict analysis is explored in [14, 10]. Since the solutions (2.13) are harmonic functions to satisfy Laplace’s equation already, the unique solutions of Dirichlet problems can be obtained directly by satisfying (2.3) & (2.5). Under a consistent condition, however, the solutions of Neumann problems by satisfying (2.4) & (2.6) are existent and solvable, see [10]. Such algorithms are called the interior field method (IFM) of the first and the second kinds, respectively. It is proved in [8, 10] that the IFM is the special case of the NFM at \( Q \in \partial S \). From computed results and theoretical analysis, the stability of the NFM is optimal among all nodes used in the NFM. Hence, the NFM is replaced by the IFM in many applications, see [8, 9, 11, 10, 14].

2.3. Dual Null Field Methods. Traditionally, the first and the second kinds of the NFM are used for the Dirichlet and Neumann problems, respectively, see [14, 10]. The first kind NFM may also be applied to Neumann problems, where Eqs. (2.4) and (2.6) are given with known coefficients \( p_k, q_k, \bar{p}_k \) and \( q_k \), but the coefficients \( a_k, b_k, \bar{a}_k \) and \( \bar{b}_k \) are sought. The numerical performance is as good as
that by the second kind NFM, see [10]. Hence, we may also apply (2.15) and (2.16) of the second kind NFM for Dirichlet problems, where the coefficients $a_k, b_k, \tilde{a}_k$ and $\tilde{b}_k$ are given, but the coefficients $p_k, q_k, \tilde{p}_k$ and $\tilde{q}_k$ are sought. When two kinds of NFMs are applied for exterior and interior boundaries, there are four types, I-I, II-II, I-I and II-I, where I and II denote the first and the second kind NFMs, respectively, and their appearances before and behind from ‘−’ denote the exterior and the interior boundaries, respectively.

First, consider (2.10) and (2.11) of the first kind NFM in [14] for the exterior and the interior boundaries, respectively,

$$I - I := \begin{pmatrix} R \ln \rho & R_1 \ln \tilde{\rho} & \rho_0 & \tilde{\rho}_0 \end{pmatrix} + \begin{pmatrix} f_0 \tilde{f}_0 \end{pmatrix} = \vec{0},$$

(2.17)

where $f_0$ and $\tilde{f}_0$ are the rest parts of algebraic equations without $p_0$ and $\tilde{p}_0$. The algorithm singularity occurs from degenerate scales, if and only if the zero determinant of the matrix of the leading coefficients $p_0$ and $\tilde{p}_0$ in (2.17). For type I-I, the singularity happens when $\rho = R = 1$, which is an important case of degenerate scales in applications, called Degenerate Case I in [11]. A complete analysis of algorithm singularity is explored in [11], to discover a new Degenerate Case III called.

For Dirichlet problems, we may use both of the second kind NFM for the exterior and the interior boundaries, respectively, and obtain from (2.15) and (2.16),

$$II - II := \begin{pmatrix} R \rho & R_1 \cos(\theta - \bar{\theta}) \end{pmatrix} \begin{pmatrix} p_0 & \tilde{p}_0 \end{pmatrix} + \begin{pmatrix} f_0 \tilde{f}_0 \end{pmatrix} = \vec{0}.$$

(2.18)

Next, we also use the first and second kinds of NFM for the exterior and interior circular boundaries, respectively, and obtain from (2.10) and (2.16),

$$I - II := \begin{pmatrix} R \ln \rho & R_1 \ln \tilde{\rho} \end{pmatrix} \begin{pmatrix} p_0 & \tilde{p}_0 \end{pmatrix} + \begin{pmatrix} f_0 \tilde{f}_0 \end{pmatrix} = \vec{0}.$$

(2.19)

For types II-II and I-II, the singularity always happens. Hence, the second kind NFM can not be used for the interior boundary of Dirichlet problems.

Lastly, let us apply the second and first kinds of NFM for the exterior and interior circular boundaries, respectively, and obtain from (2.15) and (2.11),

$$II - I := \begin{pmatrix} R \tilde{\rho} & R_1 \cos(\theta - \bar{\theta}) \end{pmatrix} \begin{pmatrix} p_0 & \tilde{p}_0 \end{pmatrix} + \begin{pmatrix} f_0 \tilde{f}_0 \end{pmatrix} = \vec{0}.$$

(2.20)

From the analysis in the next section, type II-I is effective to overcome degenerate scales. This kind combination of two kinds of the NFM is called the dual NFM (denoted as the DNFM) in this paper. The numerical solutions can be obtained easily by using the Gaussian elimination or iteration methods. More importantly, the optimal stability and optimal convergence rates can be reached, and given in Section 4. Note that these approaches are analogous to deal with the mixed problems by the NFM in [21]. The theoretical analysis and numerical performance of Type II-I in (2.20) are the goals of this paper.

For the DNFM, Eq. (2.15) and (2.11) are denoted simply as

$$D_{ext}(\rho, \theta; \tilde{\rho}, \tilde{\theta}) = 0, \quad \text{on} \quad \partial S_R,$$

(2.21)

$$L_{int}(\rho, \theta; \tilde{\rho}, \tilde{\theta}) = 0, \quad \text{on} \quad \partial S_{R_1}.$$
For better stability, the field nodes \((\rho, \theta)\) are confined on the same circle, i.e., \(\rho = \text{constant}\), based on the analysis in [11]. We may choose \(2(M+N)+2\) collocation equations uniformly located on the exterior and the interior circles, \(\rho = R + \epsilon \geq R\) and \(\tilde{\rho} = R_1 - \tilde{\epsilon}\). For (2.21) and (2.22), the collocation equations are given by

\[
\begin{align*}
\frac{1}{M} \mathcal{D}_{\text{ext}}(R + \epsilon, jh; \tilde{\rho}_j, \tilde{\theta}_j) &= \frac{1}{M} f(jh), \; j = 0, 1, \ldots, 2M, \\
\mathcal{L}_{\text{int}}(\rho_j, \theta_j; R_1 - \tilde{\epsilon}, j\tilde{h}) &= g(j\tilde{h}), \; j = 0, 1, \ldots, 2N,
\end{align*}
\]

where \(\epsilon \geq 0, \tilde{\epsilon} \in [0, R_1]\), \(h = \frac{2\pi}{2M+1}\) and \(\tilde{h} = \frac{2\pi}{2N+1}\). The factor \(\frac{1}{M}\) is used in (2.23) for optimal convergence rates, based on the mixed Dirichlet and the Neumann conditions in [12, 15, 16]. The corresponding polar coordinates \((\rho_j, \theta_j)\) and \((\tilde{\rho}_j, \tilde{\theta}_j)\) in (2.23) and (2.24) can be evaluated from \((R_1 - \tilde{\epsilon}, j\tilde{h})\) and \((R + \epsilon, jh)\), based on (2.1) and (2.2). Eqs. (2.23) and (2.24) are denoted as the following linear algebraic equations,

\[
Ax = b,
\]

where the matrix \(A \in \mathbb{R}^{n \times n}\), the unknown vector \(x \in \mathbb{R}^n\) \(= \{p_k, q_k, \tilde{p}_k, \tilde{q}_k\}^T\) and \(n = 2(M + N + 1)\). The unknown coefficients in \(x\) can be solved from (2.25) directly, if the matrix \(A\) is nonsingular. Once all the coefficients are known, the explicit solutions in \(S\) are given in (2.13).

2.4. Derivatives of the First Kind NFM along Other Directions. The type II-I of the dual techniques implies that the hypersingularity is applied to the exterior circular boundary. Can we find other kinds of dual techniques? The second kind NFM is derived based on (2.14), where \(\frac{\partial}{\partial \ell_x}\) are the derivatives along the radial direction \(\ell_x\). In fact, we may have other directional derivatives \(\frac{\partial}{\partial \ell_x}\), denoted as

\[
\frac{\partial}{\partial \ell_x} \left\{ \int_{\partial S_R \cup \partial S_{R_1}} U(x, y) \frac{\partial u(y)}{\partial \nu_y} d\sigma_y \\
- \int_{\partial S_R \cup \partial S_{R_1}} u(y) \frac{\partial U(x, y)}{\partial \nu_y} d\sigma_y \right\} = 0, \; x \in \bar{S}^c,
\]

where \(\ell_x\) is any direction in \(x\). Since only the degenerate scales are our concern, we derive the algebraic equations only related to the leading coefficients of \(p_0\) and \(\tilde{p}_0\) from (2.26). By following \([10]\), we have from (2.15)

\[
\frac{\partial}{\partial \ell} \{-R(\ln \rho)p_0 - R_1(\ln \tilde{\rho})\tilde{p}_0\} = -R \frac{p_0}{\rho} \cos(\ell, \rho) - R_1 \frac{\tilde{p}_0}{\tilde{\rho}} \cos(\ell, \tilde{\rho}).
\]

Denote the angle \(\xi\) of \(\ell\) from \(x\) axis, there exist the equalities,

\[
\cos(\ell, \rho) = \cos(\theta - \xi), \; \cos(\ell, \tilde{\rho}) = \cos(\tilde{\theta} - \xi).
\]

The leading coefficients \(p_0\) and \(\tilde{p}_0\) in (2.15) are modified from (2.27) as

\[
R \frac{p_0}{\rho} \cos(\theta - \xi) + R_1 \frac{\tilde{p}_0}{\tilde{\rho}} \cos(\tilde{\theta} - \xi).
\]

Other dual techniques may be designed, where \(\frac{\partial}{\partial \ell_x} \mathcal{L}_{\text{ext}} = 0\) and \(\mathcal{L}_{\text{int}} = 0\) are used for the exterior and the interior boundaries, respectively. Then Eqs. (2.20) are modified, as

\[
II^* - I := \begin{pmatrix} \frac{R}{\rho} \cos(\theta - \xi) & \frac{R}{\rho} \cos(\theta - \xi) \\ R \ln R & R_1 \ln R_1 \end{pmatrix} \begin{pmatrix} p_0 \\ \tilde{p}_0 \end{pmatrix} + \begin{pmatrix} f_0^p \\ f_0 \end{pmatrix} = 0.
\]
When \( \ell \) is along the radial direction \( \nu_x \), we have \( \xi = \theta \), Eqs. (2.30) lead to (2.20). When \( \ell \) is along the radial direction \( \theta \), we have \( \xi = \theta + \frac{\pi}{2} \) and \( \cos(\theta - \xi) = \cos(\frac{\pi}{2}) = 0 \). Eqs (2.30) lead to

\[
(2.31) \quad II^* - I := \left( \begin{array}{c} 0 \\ R \ln R \end{array} \right) \left( \begin{array}{c} \frac{R_1}{\rho} \sin(\theta - \bar{\theta}) \\ R_1 \ln R \end{array} \right) \left( \begin{array}{c} p_0 \\ \bar{p}_0 \end{array} \right) + \left( \begin{array}{c} f_0 \\ \bar{f}_0 \end{array} \right) = \vec{0}.
\]

The zero determinant of matrix of leading coefficients in (2.31) occurs,

\[
(2.32) \quad \text{Det}(II^* - I) = -\frac{RR_1}{\rho} (\ln R) \sin(\theta - \bar{\theta}) = 0,
\]

provided that \( R = 1 \). Hence, type \( II^* - I \) of dual techniques fails to overcome Degenerate Case I, if \( \ell \) is along the radial direction \( \theta \). For the general dual techniques with \( \xi \neq \theta \) but \( \xi \neq \theta + \frac{\pi}{2} \), by following similar arguments above, we may prove the non-singularity of the coefficient matrix in (2.30), to also bypass the degenerate scales. However, the corresponding algorithms are more complicated, so that they are not effective for real applications, compared with (2.20). We write this conclusion as a proposition.

**Proposition 2.1.** The general dual techniques (2.30) fail to overcome the Degenerate Case I, if \( \ell \) is along the radial direction \( \theta \). The algorithms of the dual techniques (2.20) of type II-I are the simplest among (2.30), if \( \ell \) is not along the radial direction \( \theta \).

We may solicit higher order derivatives on the NFM for the exterior boundary conditions, to have

\[
(2.33) \quad \frac{\partial^k}{\partial(\nu_x)^k} \left\{ \int_{\partial S_R \cup \partial S_{R_1}} U(x,y) \frac{\partial u(y)}{\partial \nu_y} \, d\sigma_y 
- \int_{\partial S_R \cup \partial S_{R_1}} u(y) \frac{\partial U(x,y)}{\partial \nu_y} \, d\sigma_y \right\} = 0, \quad x \in \bar{S}^c,
\]

where \( k \geq 1 \). When Eq. (2.33) is used for the exterior boundary, the degenerate scales can also be removed. However, they are not recommended, since the corresponding algorithms are much more complicated, and since higher super-singularity is involved wherein.

### 3. Analysis on Degenerate Scales for the DNFM

The discrete form from (2.20) of type II-I is denoted as

\[
(3.1) \quad \frac{R}{\rho_j} p_0 + \frac{R_1}{\rho_j} \cos(\theta_j - \bar{\theta}_j) \bar{p}_0 + f_0(\rho_j, \theta_j; a_k, b_k, ..., \bar{q}_k) = 0, \quad j = 0, 1, ..., 2M,
\]

\[
(3.2) \quad R(\ln R) p_0 + R_1(\ln R_1) \bar{p}_0 + \bar{f}_0(\rho_j^*, \bar{\theta}_j^*; a_k, b_k, ..., \bar{q}_k) = 0, \quad j = 0, 1, ..., 2N,
\]

where \( P(\rho_j, \theta_j) = P(\bar{\rho}_j, \bar{\theta}_j) \). In fact, Equations (3.1) and (3.2) are the discrete forms of (2.23) and (2.24). For simplicity in analysis, the factors \( \frac{1}{M} \) in (2.23) are omitted, since they do not affect on the matrix singularity. Denote the matrix and
vectors related to $p_0$ and $\bar{p}_0$ of (3.1) and (3.2) as

$$
\begin{pmatrix}
R_{p_0} & R_{\bar{p}_0} \\
R_{p_1} & R_{\bar{p}_1} \\
\vdots & \vdots \\
R_{p_{2M}} & R_{\bar{p}_{2M}} \\
R \ln R & R_1 \ln R_1 \\
R \ln R & R_1 \ln R_1 \\
\end{pmatrix}
\begin{pmatrix}
\theta_0 - \bar{\theta}_0 \\
\theta_1 - \bar{\theta}_1 \\
\vdots \\
\theta_{2M} - \bar{\theta}_{2M} \\
\end{pmatrix}
\begin{pmatrix}
p_0 \\
\bar{p}_0 \\
\end{pmatrix},
$$

(3.3)

where $y = (p_0, \bar{p}_0)^T$, and the matrix $T_{\text{deg}} \in \mathbb{R}^{n \times 2}$ with $n = 2(M + N + 1)$. The algorithm singularity of degenerate scales is defined in [11], provided that the constants $p_0$ and $\bar{p}_0$ can not be determined uniquely from (3.1) and (3.2), which is equivalent to the deficiency of matrix $T_{\text{deg}}$

$$
\text{rank}(T_{\text{deg}}) \leq 1.
$$

(3.4)

Equation (3.4) indicates that two column vectors of $T_{\text{deg}}$ are parallel to each other, thus causing a singularity of the discrete matrix of (3.1) and (3.2). If $\text{rank}(T_{\text{deg}}) = 1$, all exterior nodes are called pitfall nodes of degenerate scales, and there occurs a singularity of matrix $A$ in (2.25), see [11].

3.1. Basic Theorem. First, we study the usual collocation nodes, where exterior field nodes are all located on the same circle: $\rho \geq R$ and $\rho = \text{constant}$ in (2.23). We have the following theorem.

**Theorem 3.1.** Suppose that the second and the first kinds of NFM (i.e., (2.15) and (2.11)) are used for the exterior and the interior circular boundaries, respectively. For $\rho = R + \epsilon$ with constant $\epsilon \geq 0$ and $M \geq 1$ in (3.1), there does not exist the algorithm singularity from degenerate scales.

**Proof.** The algorithm singularity from degenerate scales occurs if and only if only the zero determinant of the leading coefficients $p_0$ and $\bar{p}_0$ of (2.20) occurs,

$$
\text{Det}(II - I) = RR_1\left\{ \frac{\ln R_1}{\rho} - \frac{\ln R}{\bar{\rho}} \cos(\theta - \bar{\theta}) \right\} = 0,
$$

(3.5)

where $R > R_1 > 0, \rho > 0$ and $\bar{\rho} > 0$. Eq. (3.5) leads to

$$
\bar{\rho} \ln R_1 = \rho(\ln R) \cos(\theta - \bar{\theta}).
$$

(3.6)

Without loss of generality, let $(\rho, \theta)$ and $(\bar{\rho}, \bar{\theta})$ be two polar coordinate systems at $O(0, 0)$ and $\bar{O}(-a, 0)$ with $a \geq 0$, respectively, see Figure 1. First, for the concentric boundaries, $\partial S_R$ and $\partial S_{\bar{R}}$ have the same origin $(0, 0)$ (i.e., $a = 0$). Then we have $\bar{\rho} = \rho$ and $\theta = \bar{\theta}$. Eq. (3.6) leads to

$$
\rho \ln R_1 = \rho \ln R,
$$

(3.7)

which is impossible since $R_1 < R$. This implies that there does not exist any degenerate scale for the concentric boundaries. Next, when $R = 1$, we have $\ln R = 0$ and $\ln R_1 < \ln R = 0$, to confirm the invalidity of (3.6). Note that the exterior boundary with radius $R = 1$ is the important case of degenerate scales in the NFM, called Degenerate Case I in [11], which is removed successfully in the dual type II-I.
Fig. 1. The distances $\rho$ and $\bar{\rho}$ of the exterior field $P$ to two origins $O$ and $\bar{O}$.

Below, we discuss the eccentric boundaries (i.e., $a \neq 0$) with $R \neq 1$, and seek all nodes to satisfy (3.6), called the pitfall nodes in [11]. Consider the triangle $\triangle OPO\bar{O}$ consisting of $O(0, 0), P(\rho, \theta)$ and $O(-a, 0)$, see Figure 1. The distance $a$ between $O$ and $\bar{O}$ is given by

$$a^2 = \rho^2 + \bar{\rho}^2 - 2\rho\bar{\rho}\cos(\theta - \bar{\theta}).$$

Then we have

$$\cos(\theta - \bar{\theta}) = \frac{\rho^2 + \bar{\rho}^2 - a^2}{2\rho\bar{\rho}}.$$

Combining (3.6) and (3.9) gives

$$2\bar{\rho}^2 \ln R_1 = (\ln R)(\rho^2 + \bar{\rho}^2 - a^2).$$

For $R \neq 1$, we have

$$\left(2\frac{\ln R_1}{\ln R} - 1\right)\bar{\rho}^2 = \rho^2 - a^2.$$

Since $\rho > a$, one root $\bar{\rho}$ of (3.11) is found by

$$\bar{\rho} = \sqrt{\frac{\rho^2 - a^2}{2\ln R_1}} = \sqrt{\frac{\rho^2 - a^2}{\mu}},$$

provided that

$$\mu = 2\frac{\ln R_1}{\ln R} - 1 > 0.$$

Eq. (3.13) indicates $\mu \neq 1$ since $R_1 < R \neq 1$. From the symmetry, two field nodes $P^+(\bar{\rho}, \bar{\theta})$ and $P^-(\bar{\rho}, -\bar{\theta})(\bar{\theta} \neq 0, \pi)$ may have the same $\bar{\rho}$ of (3.12). Hence, there exist, at most, two field nodes to satisfy (3.5). When $M \geq 1$, the number of collocation equations in (3.1) is $2M + 1 \geq 3$. When $\rho = constant$, there are, at least, two different values $\bar{\rho}$ of nodes from (2.2). Then not all pairs $[\rho, \bar{\rho}]$ can satisfy (3.11), so that the left two column vectors from (3.3) are linearly independent to each other.
Hence \( \text{rank}(\mathbf{T}_{\text{deg}}) = 2 \), and the discrete matrices from leading coefficients \( p_0 \) and \( \bar{p}_0 \) are nonsingular, thus to remove the degenerate scales. This completes the proof of Theorem 3.1. \( \square \)

Based on Theorem 3.1, for \( \rho = \text{constant} \), all degenerate scales, including Degenerate Case I, can be bypassed, when \( M \geq 1 \) in (2.23). This is significant, compared with the singularity of the NFM (i.e., type I-I) at \( \rho = \bar{R} = 1 \), called Degenerate Case I in [11].

### 3.2. Degenerate Case IIIA

Theorem 3.1 confirms no degenerate scales under condition \( \rho = \text{constant} \). It is challenging to seek all kinds of degenerate scales of the dual techniques, as done in [11] for the NFM. In this subsection, we assume \( \rho \geq R \), but do not confine \( \rho = \text{constant} \). To this end, let us first study condition (3.13) more in detail. Since \( R = 1 \) is excluded in pitfalls, there exist only two cases from (3.13),

\[
\begin{align*}
(3.14) & \quad 2 \ln R_1 < \ln R \quad \text{for} \quad R < 1, \quad \text{called Case III}, \\
(3.15) & \quad 2 \ln R_1 > \ln R \quad (i.e., R^2_1 > R) \quad \text{for} \quad R > 1, \quad \text{called Case IVA}.
\end{align*}
\]

Since \( R^2_1 < R_1 R < R \) for \( R < 1 \), Eq. (3.14) holds. Case III for \( R_1 < R < 1 \) and Case IV for \( 1 < R_1 < R \) are called in [11, p.163]. Since Eq. (3.15) is a special of Case IV under condition, \( R^2_1 > R > 1 \), and then called Case IVA in this paper. Therefore, there may have the solution \( \tilde{\rho} \) from (3.12), under \( R < 1 \) or \( R^2_1 > R > 1 \). Otherwise, no solution of (3.11) exists. From (2.2), for the one \( \tilde{\rho} \), at most, two field nodes \( (\rho, \theta) \) and \( (\rho, -\theta) \) may be found. We may follow the analytic outlines in [11, Section 3.3], to find all pitfall nodes to satisfy (3.5). The pitfall nodes are defined by the nodes \( (\tilde{\rho}, \tilde{\theta}^\pm) \) of (3.12) to satisfy the conditions of the solution region \( \Omega_R \) of nodes \( P(\rho, \tilde{\rho}) \) (see Figure 2)

\[
(3.16) \quad \rho - a \leq \tilde{\rho} \leq \rho + a, \quad \rho \geq R,
\]

which is given in [11, Lemma 3.1].

Below, we will consider the general choices of the exterior nodes \( \rho \geq R \), which are not confined on the same circle as those in (2.23). We choose

\[
(3.17) \quad \frac{\sqrt{R}}{M} D_{\text{ext}}(R + \epsilon_j, \theta_j; \tilde{\rho}_j, \tilde{\theta}_j) = \frac{\sqrt{R}}{M} f_0(\theta_j), \quad j = 0, 1, ..., 2M,
\]

to replace (2.23), where \( \epsilon_j(\geq 0) \) are not constant, and \( 0 \leq \theta_j < \theta_{j+1} < 2\pi \). A similar model to the degenerate Case III in [11] can be found for \( R < 1 \), but under more a specific limitation of \( R, R_1 \) and \( a \), given in Lemma 3.2 below.

**Lemma 3.1.** There does not exist any pitfall node for Case IVA of (3.15), but may exist pitfall nodes for Case III of (3.14).

**Proof.** We have from (3.11) and (3.16)

\[
(3.18) \quad \mu(\rho - a)^2 \leq \rho^2 - a^2 \leq \mu(\rho + a)^2,
\]

where \( \mu \) is given in (3.13). Eqs. (3.18) lead to

\[
(3.19) \quad \mu(\rho - a) \leq \rho + a, \quad \rho - a \leq \mu(\rho + a).
\]

Then we have

\[
(3.20) \quad (\mu - 1)\rho \leq (\mu + 1)a, \quad -(1 + \mu)a \leq (\mu - 1)\rho,
\]
DUAL NULL FIELD METHOD

\[ \rho \]

\[ R + a \]
\[ R \]
\[ R - a \]
\[ 0 \]
\[ \bar{\rho} = \rho + a \]
\[ \bar{\rho} = \rho \]
\[ \bar{\rho} = \rho - a \]

**Fig. 2.** The solution region \( \Omega_R \) of \( P(\rho, \bar{\rho}) \) with \( \rho \geq R \) and \( \rho - a \leq \bar{\rho} \leq \rho + a \).

to give

\[ -\frac{\mu + 1}{\mu - 1} a \leq \rho \leq \frac{\mu + 1}{\mu - 1} a, \quad \mu \neq 1, \quad (3.21) \]

where the ratio in front of \( a \) is given from \( \mu \) in (3.13)

\[ \frac{\mu + 1}{\mu - 1} = \frac{\frac{\ln R_1}{\ln R} - 1 + 1}{\frac{\ln R_1}{\ln R} - 1} = \frac{\ln R_1}{\ln R_1 - \ln R} = \frac{\ln R_1}{\ln \frac{R_1}{R}}. \quad (3.22) \]

Since \( \rho \geq a \) we have from the right hand of (3.21)

\[ a \leq \rho \leq \frac{\mu + 1}{\mu - 1} a, \quad (3.23) \]

to give from (3.22)

\[ 1 \leq \frac{\mu + 1}{\mu - 1} = \frac{\ln R_1}{\ln \frac{R_1}{R}}. \quad (3.24) \]

Since \( R_1 < R \) and \( \ln \frac{R_1}{R} < 0 \), there must be \( \ln R_1 < 0 \) and \( R_1 < 1 \), based on (3.24).

In this case, multiplying \( \ln \frac{R_1}{R} \) \( < 0 \) to both sides of (3.24) leads to

\[ \ln R_1 - \ln R = \ln \frac{R_1}{R} \geq \ln R_1, \quad (3.25) \]

and then

\[ \ln R < 0, \quad R < 1. \quad (3.26) \]

This implies Case III of (3.14) for possible pitfall nodes.

Next, for Case IVA of (3.15), since \( R_1^2 > R \), we have \( R_1 > 1 \), and then

\[ \ln R_1 \]
\[ \ln \frac{R_1}{R} \]

which is against (3.24). Hence, Case IVA is excluded in pitfall nodes and degenerate scales. This completes the proof of Lemma 3.1. \( \square \)

To find the pitfall nodes in Case III of (3.14), we have the following lemma.
Lemma 3.2. There may exist the pitfall nodes for Case III($R_1 < R < 1$), when the following condition is satisfied,

(3.28) \[ R \leq R_1^{1-\frac{a}{R}} = R^*, \quad 0 < a \leq R - R_1. \]

Proof. For $R_1 < R < 1$ in Case III, since \( \frac{\mu+1}{\mu-1} > 0 \) from (3.24), the left side of (3.21) is satisfied automatically. Then only one condition remains from the right side of (3.21), which leads to

(3.29) \[ R \leq \rho \leq \frac{\mu + 1}{\mu - 1} a = \frac{\ln R_1}{\ln R} a, \]

where we have added $\rho \geq R$. Eq. (3.29) gives a specific relation among $a, R_1$ and $R$.

(3.30) \[ R \leq \frac{\ln R_1}{\ln R} a. \]

Eq. (3.30) is rewritten as

(3.31) \[ \frac{\ln R}{\ln \frac{1}{R}} = \frac{\ln R_1}{\ln R} \leq a \cdot \frac{1}{R}. \]

Since $R_1 < R < 1$, we have

(3.32) \[ \ln \frac{R}{R_1} \leq \frac{a}{R} \times \ln \frac{1}{R_1} = \ln \frac{1}{(R_1)^{\frac{a}{R}}}. \]

Hence, we obtain

(3.33) \[ \frac{R}{R_1} \leq \frac{1}{(R_1)^{\frac{a}{R}}}, \]

to give the condition for pitfall nodes existing for Case III,

(3.34) \[ R \leq R_1^{1-\frac{a}{R}} = R^*, \quad 0 < a \leq R - R_1. \]

This is the desired result (3.28), and completes the proof of Lemma 3.2. \( \square \)

Note that for the concentric boundaries, $a = 0$, the condition (3.28) is invalid, due to $R_1 < R$. Denote the function

(3.35) \[ \phi(\tau) = R_1^{1-\tau}, \quad \tau = \frac{a}{R}, \]

where $0 < \tau \leq 1 - \frac{R_1}{R}$, since $0 < a \leq R - R_1$. The derivatives are positive, $\phi'(\tau) = -(\ln R_1)R_1^{1-\tau} > 0$. Hence, to relax the limitation of $R$ by (3.28), we may choose a larger $\tau = \frac{R_1}{R}$. We do not intend to seek the optimal choice of $\tau$, but rather take $\tau = \frac{1}{2}$ for example. Choose $a = \frac{R}{2}$ and $R < 1$. Then since $R_1 \leq \frac{R}{2}$, Condition (3.28) leads to

(3.36) \[ R \leq \frac{\sqrt{R_1}}{\sqrt{2}} = R^*. \]

From (3.36) we have $R \leq 0.5 = R^*$. Hence for $\tau = \frac{1}{2}$, there do not exist degenerate scales for $R > \frac{1}{2}$, different from Degenerate Case III for all $R < 1$ in [11]. Then, a new Degenerate Case IIIA with $R \leq R^* < 1$ can be found from the following theorem.
Theorem 3.2. Suppose that Eqs. (3.17) and (2.24) are used for the exterior and the interior circular boundaries, respectively. For Case III($R_1 < R < R_1$) under condition (3.28), there does exist the algorithm singularity from degenerate scales, called Degenerate Scale IIIA.

Proof. Eq. (3.12) is denoted as a hyperbolic curve of second order,

$$\frac{\rho^2}{a^2} - \frac{\bar{\rho}^2}{(\frac{a}{\sqrt{\mu}})^2} = 1. \quad (3.37)$$

Since $\rho > 0$ and $\bar{\rho} > 0$, the function (3.12) is confined to be the hyperbolic curve in the first quarter. Since $R_1 < R < 1$, we have $\frac{\ln R_1}{\ln R} > 1$, to give

$$\mu = 2\frac{\ln R_1}{\ln R} - 1 > 1. \quad (3.38)$$

Hence we have from (3.12)

$$\bar{\rho} = \sqrt{\frac{\rho^2 - a^2}{\mu}} < \sqrt{\rho^2 - a^2} < \rho. \quad (3.39)$$

Then, the nodes with $\bar{\rho} = \rho$ are excluded from pitfall nodes. Since the nodes with $\bar{\rho} = \rho$ are located on the vertical line $x = -\frac{a}{2}$, the pitfall nodes are located only on the left plane with $x < -\frac{a}{2}$. Hence, the contour of pitfall nodes is not a closed curve, different from that for Degenerate Case III in [11, Figures 10 and 11].

Next, we find the contour of all pitfall nodes under condition (3.28). The hyperbolic curve has an asymptotic line in the first quarter with $\rho > 0$ and $\bar{\rho} > 0$,

$$\bar{\rho} = \frac{\rho}{\sqrt{\mu}}, \quad \mu > 1. \quad (3.40)$$

Other two lines are given in Figure 2,

$$\bar{\rho} = \rho - a, \quad \rho = R. \quad (3.41)$$

Since $\mu > 1$, the intersection nodes of three lines in (3.40) and (3.41) formulate a triangle $\triangle ABC$, see Figure 3. Denote the nodes by pars $(\rho, \bar{\rho})$. Two vertices of $\triangle ABC$ are on $\rho = R$, and given by $A(R, R - a)$ and $B(R, R - aR/\sqrt{\mu})$. The third vertex of $\triangle ABC$ is found as $C(\rho^*, \frac{a}{\sqrt{\mu}})$ with $\rho^* = \frac{a}{1 + \sqrt{\mu}}$. The curve of (3.12) satisfying (3.28) will cross the triangle $\triangle ABC$, to confirm the degenerate scales existing. This cross segment of this curve is denoted by $\hat{QT}$ in Figure 3, where the left boundary point is denoted by $Q(R, \sqrt{\frac{R^2 - a^2}{\mu}})$. From $\mu > 1$ and Lemma 3.2, there exist the bounds,

$$R - a < \sqrt{\frac{R^2 - a^2}{\mu}} < R/\sqrt{\mu}. \quad (3.42)$$

Hence the left boundary point, $Q(R, \sqrt{\frac{R^2 - a^2}{\mu}})$, of $\hat{QT}$ is located within the vertical segment $\bar{AB}$. Since the curve $\hat{QT}$ of hyperbolic lines can not reach $\bar{BC}$ of the asymptotic line (3.40), the monotonously increasing curve $\hat{QT}$ must have the right boundary point $T$ on $\bar{AC}$, see Figure 3. If all different $2M + 1$ nodes $(\rho, \bar{\rho})$ are chosen on the curve $\hat{QT}$, the singularity occurs for (3.17) and (2.24), called Degenerate Case IIIA. This completes the proof of Theorem 3.2. $\square$
3.3. An Example of Degenerate Case IIIA. Below, to explain Theorem 3.2, we provide an example of degenerate Case IIIA, where the pitfall nodes \( P(\rho, \theta^\pm) = P(\tilde{\rho}, \tilde{\theta}^\pm) \) of (3.12) satisfy (3.28). Choose \( R = 0.4, a = 0.2 \) and \( R_1 = 0.19 \). Eq. (3.36) is satisfied, since \( R_1 = 0.19 > 0.4^2 = R^2 \). We have from (3.13) and (3.29)

\[
\mu = 2\ln \frac{R_1}{R} - 1 = 2.62, \quad 0.4 = R \leq \rho \leq \frac{\ln R_1}{\ln R} = 0.446.
\]

Hence the pitfall notes are found for \( \rho \in [0.4, 0.446] \). Then \( \tilde{\rho} \) is given as (3.12), and \( \theta \) is obtained from Figure 1,

\[
\cos \theta = \frac{\rho^2 - \rho^2 - a^2}{2\rho a}.
\]

For \( \rho = R = 0.4 \), we have from (3.12)

\[
\tilde{\rho} = \sqrt{\frac{\rho^2 - a^2}{\mu}} = \sqrt{\frac{0.4^2 - 0.2^2}{2.62}} = 0.2140,
\]

and then from (3.44)

\[
\cos \theta = \frac{(0.2140)^2 - (0.4)^2 - (0.2)^2}{2 \times 0.4 \times 0.2} = -0.9637.
\]

Then we have \( \theta = 164.5^\circ \), and find the node \( Q^+ = (0.4, 164.5^\circ) \) in Figure 4, which corresponds to the left boundary point \( Q \) of curve \( QT \) in Figure 3. Hence, when \( \rho \in [0.4, 0.446] \), the pitfall nodes \( (\rho, \theta) \) are located with \( \theta \in [164.5^\circ, 195.5^\circ] \), very closely to the most left exterior boundary point at \( (-R, 0) \). If the exterior boundary \( \partial S_R \) is alike a face of human being, the contour of pitfall nodes of this degenerate example just alike the edge of the left ear, see Figure 4.

When the general collocation equations (3.17) are used to replace (2.23), and when all \( 2M + 1 \) pitfall nodes \( (\rho_i, \theta_i) \) are chosen, the algorithm singularity of (2.25) must occur, due to the above analysis. The numerical solutions can be obtained via
Fig. 4. An ear-edge contour of full paths of pitfall nodes for Case IIIA, where points $Q^\pm$ respond to point $Q$ in Figure 3.

the truncated singular value decomposition (TSVD), where large condition numbers are obtained, see [11]. Moreover, the accuracy of numerical solutions from this Degenerate Case IIIA is poor, since the pitfall nodes are located, only nearly to point $(-R, 0)$. Therefore, we do not provide the detailed algorithms, nor carry out the computation as done in [11].

Let us compare Degenerate Case IIIA to the Degenerate Case III in [11]. The Degenerate Case III exists for all cases of $R < 1$, and their pitfall nodes are located on an exterior closed contour. In contrast, the Degenerate Case IIIA exists for $R \leq R^* < 1$ under the limitation (3.28), and their pitfall nodes are located only on the left plane $x < -\frac{a}{2}$. Hence, the Degenerate Case IIIA is rarely useful in applications, because the $2M + 1$ exterior nodes should be located on a closed contour, for better accuracy.

In summary, the dual techniques, type II-I, has a little risk of degenerate scales. Degenerate Case I can be avoided if $\rho = R + \epsilon$ with constant $\epsilon \geq 0$ and $M \geq 1$. Degenerate Case IIIA will not happen, if the exterior field nodes are located on a closed contour. For other cases, Degenerate Case IIIA is very rare to happen; see the example in Section 3.3. Hence, the possibility of algorithm singularity is very slight, compared with Degenerate Case III of the NFM given in [11]. This provides a strict analysis of dual techniques for unique solutions and the non-singularity of the dual algorithms, thus to remove the degenerate scales. For algorithm singularity of the dual BEM, an analysis using the SVD is reported in [5].

**Remark 3.1.** For the CHEEF [2, 3], type I-I is chosen, accompanied with only one more equation of (2.15) at node $(\rho^*, \theta^*)$,

$$D_{ext}(\rho^*, \theta^*; \bar{\rho}^*, \bar{\theta}^*) = 0, \quad \rho^* \geq R.$$  (3.47)

Eq. (3.47) can be regarded as an extra-constraint of the unknown coefficients, $p_k$ and $\bar{p}_k$. For type I-I, we may solicit the conservative law in [9],

$$Rp_0 + R_1 \bar{p}_0 = 0,$$  (3.48)

$$...$$
which is called the conservative schemes. Evidently, Eq. (3.48) is much simpler than (3.47). By using the overdetermined system (see [10]), the stability is as good as that of the dual techniques in Section 4.1, and the optimal convergence rates can be achieved by following [8, 13]. Hence, the conservative schemes are more effective than the CHEEF in application; details will appear elsewhere.

4. Analysis for Dual Techniques

For numerical algorithms, the existence and unique solutions are essential. However, the errors and stability are the core of numerical analysis and scientific computing. In this section, for the dual techniques, type II-I, not only can the best stability be obtained, but also the optimal convergence rates may be achieved.

4.1. Stability Analysis. For simplicity, we consider a simple case: (a) \( M = N \), (b) the symmetric cases with \( q_k = \bar{q}_k = 0 \), and (c) the same system of polar coordinates (i.e., \((\rho, \bar{\theta}) = (\rho, \theta)\)). In this case, there exist no degenerate scales, since Eq. (3.7) does not hold. We choose the IFM, and obtain from (2.15) at \( \rho = R \),

\[
D_{\text{ext}}(\rho, \theta) = \frac{1}{2R} \sum_{k=1}^{M} a_k k \cos k\theta - \frac{1}{2R} \sum_{k=1}^{M} \bar{a}_k k \left( \frac{R_k}{R} \right)^k \cos k\theta
\]

\[-\left\{ p_0 + \frac{1}{2} \sum_{k=1}^{M} p_k \cos k\theta + \left( \frac{R_1}{R} \right) p_0 + \frac{1}{2} \sum_{k=1}^{N} \bar{p}_k \left( \frac{R_1}{R} \right)^{k+1} \cos k\theta \right\} = 0,
\]

and from (2.11) at \( \bar{\rho} = R_1 \),

\[
L_{\text{int}}(\rho, \theta) = a_0 - \bar{a}_0 - \frac{1}{2} \sum_{k=1}^{M} \bar{a}_k \cos k\bar{\theta} + \frac{1}{2} \sum_{k=1}^{M} a_k \left( \frac{R_1}{R} \right)^k \cos k\theta
\]

\[-\left\{ R_1 (\ln R_1) \bar{p}_0 - \frac{R_1}{2} \sum_{k=1}^{M} k \bar{p}_k \cos k\theta + R (\ln R) p_0
\right.

\[\left. - \frac{R}{2} \sum_{k=1}^{M} \frac{1}{k} \left( \frac{R_1}{R} \right)^k p_k \cos k\theta \right\} = 0.
\]

Eqs. (4.1) and (4.2) lead to

\[
p_0 + \left( \frac{R_1}{R} \right) \bar{p}_0 + \frac{1}{2} \sum_{k=1}^{M} (p_k + \bar{p}_k) \left( \frac{R_1}{R} \right)^{k+1} \cos k\theta = f_1(\theta),
\]

\[
-R (\ln R) p_0 - R_1 (\ln R_1) \bar{p}_0 + \frac{1}{2} \sum_{k=1}^{M} \frac{1}{k} (p_k R (\frac{R_1}{R})^k + \bar{p}_k R_1) \cos k\theta = f_2(\theta),
\]

where the functions \( f_1(\theta) \) and \( f_2(\theta) \) are independent of \( p_k \) and \( \bar{p}_k \). We choose 2\( M + 2 \) collocation equations,

\[
\frac{\sqrt{w_j}}{M} D_{\text{ext}}(R, jh) = \sqrt{w_j} f(jh), \quad j = 0, 1, ..., M,
\]

\[
\frac{\sqrt{w_j}}{M} L_{\text{int}}(R_1, jh) = \sqrt{w_j} g(jh), \quad j = 0, 1, ..., M,
\]

where \( h = \frac{2\pi}{2M+1} \), and weights \( w_0 = 1 \) and \( w_j = 2 \) for \( j \geq 1 \). Eqs. (4.5) and (4.6) lead to the linear algebraic equations,

\[
Fx = b,
\]
where the matrix $F \in R^{n \times n}$, the unknown vector $x(\in R^n) = [p_0, p_k, q_k, \bar{p}_0, \bar{q}_k]^T$, and $n = 2M + 2$. The unknown coefficients can be obtained by solving (4.7). Denote matrix $B = Diag[B_0, B_1, ...B_M]$, where the matrices $B_k \in R^{2 \times 2}$ are defined as

\begin{align}
B_0 &= \left(\begin{array}{cc}
\frac{1}{M} & \frac{1}{M} R_1 \\
-\frac{1}{M} R_1 & \frac{1}{M} R_1 \\
\end{array}\right), \\
B_k &= \frac{1}{2} \left(\begin{array}{cc}
\frac{1}{R} (\frac{R_1}{R})^k & \frac{1}{M} (\frac{R_1}{R})^{k+1} \\
\frac{1}{R} (\frac{R_1}{R})^k & \frac{1}{M} (\frac{R_1}{R})^{k+1} \\
\end{array}\right), \quad k = 1, 2, ..., M.
\end{align}

**Lemma 4.1.** For matrices $B_k$ in (4.9) and (4.8), there exist the bounds,

\begin{align}
\sigma_0^+ &\leq C, \quad \sigma_0^- \geq c_0 \frac{1}{M}, \\
\sigma_k^+ &\leq C \frac{1}{k}, \quad \sigma_k^- \geq c_0 \frac{1}{M}, \quad k \geq 1,
\end{align}

where $C$ and $c_0(> 0)$ are two positive constants independent of $M$, and $\sigma^\pm_k$ are two singular values of matrices $B_k$.

**Proof.** The determinant of $B_0$ in (4.8) is given by

\begin{align}
Det(B_0) = R_1 \frac{(\ln R - \ln R_1)}{M} = R_1 \frac{\ln (\frac{R}{R_1})}{M} > 0.
\end{align}

To find two singular values $\sigma_0^\pm$ of matrix $B_0$, we seek the eigenvalues of matrix $B_0^T B_0$, denoted by

\begin{align}
B_0^T B_0 = \left(\begin{array}{cc}
\frac{1}{M^2} & \frac{1}{M^2} R_1 \\
\frac{1}{M^2} R_1 & \frac{1}{M^2} R_1 + R \ln R \ln \left(\frac{R}{R_1}\right) \\
\end{array}\right).
\end{align}

From (4.12), we have the determinant

\begin{align}
Det(B_0^T B_0) = \left(Det(B_0)\right)^2 = \frac{R_1^2}{M^2} \left(\ln \left(\frac{R}{R_1}\right)\right)^2 > 0.
\end{align}

Since matrix $B_0^T B_0$ is symmetric and positive definite, we have

\begin{align}
\lambda_0^+(B_0^T B_0) &\leq \lambda_0^+(B_0^T B_0) + \lambda_0^-(B_0^T B_0) \\
&= \frac{1}{M^2} + R^2 (\ln R)^2 + \frac{1}{M^2} \left(\frac{R_1}{R}\right)^2 + R_1^2 (\ln R_1)^2 \leq C,
\end{align}

and then from (4.14)

\begin{align}
\lambda_0^+(B_0^T B_0) = \frac{Det(B_0^T B_0)}{\lambda_0^-(B_0^T B_0)} \geq c_0 \frac{1}{M^2}.
\end{align}

The desired results (4.10) follow from

\begin{align}
\sigma_k^\pm = \sigma_k^\pm(B_k) = \sqrt{\lambda_k^\pm(B_k^T B_k)}, \quad k = 0, 1, ..., M.
\end{align}

Next, we prove (4.11). The determinant of (4.9) is given by

\begin{align}
Det(B_k) = \frac{R_1}{2kM} |1 - \left(\frac{R_1}{R}\right)^{2k}| > 0, \quad k \geq 1.
\end{align}

The matrices $B_k^T B_k(k \geq 1)$ are denoted by

\begin{align}
B_k^T B_k = \frac{1}{4} \left(\begin{array}{cc}
\frac{1}{M^2} (\frac{R_1}{R})^{k+1} + \frac{R_1}{R} (\frac{R_1}{R})^{k+1} & \frac{1}{M^2} (\frac{R_1}{R})^{k+1} + \frac{R_1}{R} (\frac{R_1}{R})^{k+1} \\
\frac{1}{M^2} (\frac{R_1}{R})^{k+1} + \frac{R_1}{R} (\frac{R_1}{R})^{k+1} & \frac{1}{M^2} (\frac{R_1}{R})^{k+1} + \frac{R_1}{R} (\frac{R_1}{R})^{k+1} \\
\end{array}\right).
\end{align}
Similarly, we have
\[ \lambda_k^+ (B_k^T B_k) \leq \frac{1}{4} \left\{ \frac{1}{M^2} + \frac{R_1^2}{k^2} (\frac{R_1}{R})^{2k} + \frac{R_2^2}{M^2} (\frac{R_1}{R})^{2k+2} \right\} \leq C \frac{1}{k^3}, \quad k \geq 1, \]
and then from (4.18)
\[ (4.20) \quad \lambda_k^- (B_k^T B_k) = \text{Det}(B_k^T B_k) = \left\{ \text{Det}(B_k) \right\}^2 \geq c_0 \frac{1}{M^2}. \]

The desired results (4.11) follow from (4.17), and this completes the proof of Lemma 4.1. \(\square\)

First, we cite the following lemma from [14].

**Lemma 4.2.** There exists the orthogonality of discrete Fourier series for \(k, \ell \leq N\),
\[ (4.21) \quad \sum_{j=0}^{M} w_j \cos(kjh) \cos(\elljh) = \begin{cases} 2M + 1, & k = \ell = 0, \\ M + \frac{1}{2}, & k = \ell \geq 1, \\ 0, & k \neq \ell, \end{cases} \]
where \(h = \frac{2\pi}{2M+1}\), and the weights \(w_0 = 1\) and \(w_j = 2\) for \(j \geq 1\).

**Theorem 4.1.** Let \((\bar{\rho}, \bar{\theta}) = (\rho, \theta)\) and \(M = N\) be given. For the dual techniques from (4.5) and (4.6) at nodes \(Q \in \partial S\), the condition number has the bound,
\[ (4.22) \quad \text{Cond} = O(M). \]

**Proof.** We have
\[ (4.23) \quad x^T F^T F x = \sum_{j=0}^{N} w_j \left\{ \frac{1}{M^2} \mathcal{D}_{\text{ext}}^2 (R, jh) + \mathcal{L}_{\text{int}}^2 (R_1, jh) \right\}, \]
where the weights \(w_0 = 1\) and \(w_j = 2\) for \(j \geq 1\). We obtain from Lemma 4.2
\[ (4.24) \quad \sum_{j=0}^{M} w_j \frac{1}{M^2} \mathcal{D}_{\text{ext}}^2 (R, jh) \]
\[ = \frac{1}{M^2} \sum_{j=0}^{M} w_j \left\{ p_0 + \left( \frac{R_1}{R} \right) \bar{p}_0 + \frac{1}{2} \sum_{k=1}^{M} (p_k + \bar{p}_k (\frac{R_1}{R})^{k+1}) \cos kjh \right\}^2 \]
\[ = \frac{1}{M^2} \sum_{j=0}^{M} w_j \left\{ p_0 + \left( \frac{R_1}{R} \right) \bar{p}_0 + \frac{1}{2} \sum_{k=1}^{M} (p_k + \bar{p}_k (\frac{R_1}{R})^{k+1}) \cos kjh \right\} \]
\[ \times \left\{ p_0 + \left( \frac{R_1}{R} \right) \bar{p}_0 + \frac{1}{2} \sum_{\ell=1}^{M} (p_{\ell} + \bar{p}_{\ell} (\frac{R_1}{R})^{\ell+1}) \cos \elljh \right\} \]
\[ = \left( M + \frac{1}{2} \right) \left\{ \frac{2}{M^2} (p_0 + \left( \frac{R_1}{R} \right) \bar{p}_0)^2 + \frac{1}{4M^2} \sum_{k=1}^{M} (p_k^2 + \bar{p}_k^2 (\frac{R_1}{R})^{k+1})^2 \right\}. \]
Similarly, we have
\begin{equation}
(4.25) \quad \sum_{j=0}^{M} w_{j} \mathcal{L}_{int}^{2}(R_{1}, jh)
\end{equation}

\[= \sum_{j=0}^{M} w_{j} \left\{ -R(\ln R)p_{0} - R_{1}(\ln R_{1})\bar{p}_{0} + \frac{1}{2} \sum_{k=1}^{M} \left( \frac{1}{k} (p_{k}R(R_{1}/R)^{k} + \bar{p}_{k}R_{1}) \cos(kjh) \right) \right\}^{2}
\]

\[= (M + \frac{1}{2}) \left\{ 2(R(\ln R)p_{0} + R_{1}(\ln R_{1})\bar{p}_{0})^{2} + \frac{1}{4} \sum_{k=1}^{M} \frac{1}{k^{2}} (p_{k}R(R_{1}/R)^{k} + \bar{p}_{k}R_{1})^{2} \right\}.
\]

Combining (4.23)-(4.25) yields
\begin{equation}
(4.26) \quad x^T F^T F x = (M + \frac{1}{2}) \left\{ \frac{2}{M^{2}} (p_{0} + (R_{1}/R)\bar{p}_{0})^{2} + 2(R(\ln R)p_{0} + R_{1}(\ln R_{1})\bar{p}_{0})^{2}
\right.
\end{equation}

\[+ \frac{1}{4} \sum_{k=1}^{M} \left\{ \left( \frac{1}{M^{2}} (p_{k} + \bar{p}_{k}R(R_{1}/R)^{k+1})^{2} + \frac{1}{k^{2}} (p_{k}R(R_{1}/R)^{k} + \bar{p}_{k}R_{1})^{2} \right) \right\}
\]

\[= (2M + 1) x_{0}^T B_{0}^T B_{0} x_{0}^{0} + (M + \frac{1}{2}) \sum_{k=1}^{N} x_{k}^T B_{k}^T B_{k} x_{k},
\]

where vectors \(x_{k} = (p_{k}, \bar{p}_{k})^{T}\), and matrices \(B_{k}\) are defined in (4.8) and (4.9). Since
\begin{equation}
(4.27) \quad \sigma_{\max}(F) = \sqrt{\max_{x \neq 0}} \frac{x^T F^T F x}{x^T x}, \quad \sigma_{\min}(F) = \sqrt{\min_{x \neq 0}} \frac{x^T F^T F x}{x^T x},
\end{equation}

where vector \(x = [x_{0}, x_{1}, ..., x_{M}]^{T}\). We have from (4.26), (4.27) and Lemma 4.1,
\begin{equation}
(4.28) \quad \sigma_{\max}(F) = \sqrt{\lambda_{\max}(F^T F)} \leq C\sqrt{M} \sigma_{\max}(B) \leq C\sqrt{M},
\end{equation}

\begin{equation}
(4.29) \quad \sigma_{\min}(F) = \sqrt{\lambda_{\min}(F^T F)} \geq c_{0}\sqrt{M} \sigma_{\min}(B) \geq \frac{c_{0}}{\sqrt{M}},
\end{equation}

where \(c_{0}(> 0)\) and \(C\) are two constants independent of \(M\). The desired result (4.22) follows from (4.28) and (4.29). This completes the proof of Theorem 4.1. \(\square\)

4.2. Brief Error Analysis. The NFM at nodes \(Q \in \partial S\) is equivalent to the interior filed method (IFM), which can be classified as the Trefftz method (TM), see [8, 10]. We may derive the error bounds by following the outlines of analysis in [13, 16]. In the dual techniques, the first kind NFM (2.11) at \(Q \in \partial S_{R_{1}}\) is used, which is equivalent to the solution (2.13) satisfying the Dirichlet condition \(u = f\) on \(\partial S_{R_{1}}\), while the second kind NFM (2.15) at \(Q \in \partial S_{R}\) is used, which is equivalent to the solution (2.13) satisfying the Neumann condition \(u_{v} = g\) on \(\partial S_{R}\). The dual techniques may be regarded as the Trefftz method for the mixed boundary value problems (simply called the mixed problems) of both Dirichlet and Neumann conditions in [12, 15, 16]. Define the energy
\begin{equation}
(4.30) \quad I(v) = \omega^{2} \int_{\partial S_{R}} (v_{v} - g(v))^{2} ds + \int_{\partial S_{R_{1}}} (v - f)^{2} ds,
\end{equation}

where \(v = u_{M-N}\) is given in (2.13), and \(f\) is the known function (2.5) with the given coefficients \(\bar{a}_{k}\) and \(\bar{b}_{k}\). However, the function \(g(v)\) in (2.4) is not given explicitly, since \(p_{k}\) and \(q_{k}\) are unknown and to be sought. For the Dirichlet condition (2.3) absenting in (4.30), the coefficients \(a_{k}\) and \(b_{k}\) are still given in advance. Then, for
(2.15) and (2.11), only coefficients, \( p_k, q_k, \bar{p}_k \) and \( \bar{q}_k \), are unknowns, and the total number of unknowns is still \( 2(M + N + 1) \). The weight \( \omega = \frac{1}{M} \) in (4.30) is optimal in convergence for the mixed problems of Dirichlet and the Neumann conditions, see [12, 15, 16]. Denote the set of (2.13) as \( V_{M-N} \) with the unknown coefficients \( p_k, q_k, \bar{p}_k \) and \( \bar{q}_k \). Based on the equivalence of (2.15) and (2.11) to the solution (2.13) of the mixed problem, the dual techniques may read: To seek \( u_{M-N} \) such that

\[
I(u_{M-N}) = \min_{v \in V_{M-N}} I(v).
\]

When there exist the numerical integrations, Eq. (4.31) leads to

\[
\hat{I}(u_{M-N}) = \min_{v \in V_{M-N}} \hat{I}(v),
\]

where

\[
\hat{I}(v) = \omega^2 \int_{\partial S_R} (v_\nu - g(v))^2 ds + \int_{\partial S_{R_1}} (v - f)^2 ds,
\]

where \( \int_{\partial S_R} \) and \( \int_{\partial S_{R_1}} \) are the approximations by the trapezoidal (or Gaussian) rule.

Let us estimate the errors of the dual techniques. First, assume that the solution is smooth such that

\[
(u \in H^p(\partial S_R)) \land (u_\nu \in H^p(\partial S_R)), \quad p \geq 2,
\]

\[
(u \in H^q(\partial S_{R_1})) \land (u_\nu \in H^{q-1}(\partial S_{R_1})), \quad q \geq 2.
\]

Second, we assume that the Fourier expansion coefficients \( a_k, b_k, \bar{a}_k \) and \( \bar{b}_k \) in (2.3) and (2.5) are given exactly,

\[
a_0 = \frac{1}{2\pi} \int_0^{2\pi} u(R, \theta) d\theta, \quad \bar{a}_0 = \frac{1}{2\pi} \int_0^{2\pi} u(R_1, \bar{\theta}) d\bar{\theta},
\]

\[
a_k = \frac{1}{\pi} \int_0^{2\pi} u(R, \theta) \cos k\theta d\theta, \quad b_k = \frac{1}{\pi} \int_0^{2\pi} u(R, \theta) \sin k\theta d\theta,
\]

\[
\bar{a}_k = \frac{1}{\pi} \int_0^{2\pi} u(R_1, \bar{\theta}) \cos k\bar{\theta} d\bar{\theta}, \quad \bar{b}_k = \frac{1}{\pi} \int_0^{2\pi} u(R_1, \bar{\theta}) \sin k\bar{\theta} d\bar{\theta}.
\]

For the exterior boundary condition (2.4), denote the unknown function \( g(v) \) and the solution derivatives,

\[
g(v) = \hat{u}_\nu(v) = \hat{D}u_M(\partial S_R) = p_0 + \sum_{k=1}^{M} \{p_k \cos k\theta + q_k \sin k\theta\}, \quad \text{on} \ \partial S_R,
\]

\[
u_\nu = \hat{D}u_\infty(\partial S_R) = p_0 + \sum_{k=1}^{\infty} \{p_k \cos k\theta + q_k \sin k\theta\}, \quad \text{on} \ \partial S_R.
\]

Their errors are given by

\[
\hat{D}R_M = u_\nu - g(v) = \hat{D}u_\infty(\partial S_R) - \hat{D}u_M(\partial S_R) = \sum_{k=M+1}^{\infty} \{p_k \cos k\theta + q_k \sin k\theta\}.
\]
obtained from the transformation (2.1). The normal deriv ativ es can b e obtained

\[ \left( 4.44 \right) \]

from (4.41), where
\[ I \]

\[ \left( 4.43 \right) \]

We obtain the b ounds from [13]
\[ \left\{ \| u - v \|_0^* \right\}^2 \]

\[ \omega^2 \int_{\partial S_R} (v - u) ds + \int_{\partial S_R} u ds \]

\[ = \omega^2 \int_{\partial S_R} (u - v - \hat{D}R_M)^2 ds + \int_{\partial S_R} (u - v)^2 ds. \]

From (4.31), there exists the bound,
\[ \left\| u - u_{M-N} \right\|_0 \leq \inf_{\nu \in \mathbb{V}_{M-N}} \{ \omega \left( \left\| u_{\nu} - v_{\nu} - \hat{D}R_M \right\|_{0,\partial S_R} + \left\| u - v \right\|_{0,\partial S_R} \} \} \]

Let \( \omega = \frac{1}{M} \) and \( v = u_{M-N}^* \), where \( u_{M-N}^* \) is the solution with true Fourier expansion coefficients. Then we obtain the optimal convergence rates,
\[ \left\| u - u_{M-N} \right\|_0 \leq \omega \left( \left\| u_{\nu} - (u_{M-N}^*)_{\nu} - \hat{D}R_M \right\|_{0,\partial S_R} + \left\| u - (u_{M-N}^*) \right\|_{0,\partial S_R} \}
\]

\[ = \frac{1}{M} (\left\| (R_{M-N}u)_{\nu} \|_{0,\partial S_R} + \left\| \hat{D}R_M \|_{0,\partial S_R} \| + \left\| R_{M-N}u \|_{0,\partial S_R} \right\}, \]

where \( (R_{M-N}u)_{\nu} \) is the remainder of derivatives \( (u_{M-N}^*)_{\nu} \). Based on (4.46), (4.42) and [16, 13, 21], we may obtain the following theorem.

**Theorem 4.2.** Suppose that the smooth solution satisfy (4.34) and (4.35), and that the exact Fourier expansion coefficients \( a_k, b_k, a_k \) and \( b_k \) as in (4.36)-(4.38) are given. Then there exist the error bounds of the solutions from the dual techniques, (2.15) at \( \rho = R \) and (2.11) at \( \hat{\rho} = R_1 \),

\[ \left\| u - u_{M-N} \right\|_0 \leq C \left\{ \frac{1}{M^p} (\left\| u \|_{p,\partial S_R} + \left\| u_{\nu} \right\|_{p-1,\partial S_R}) \right\}
\]

\[ + \frac{1}{N^q} (\left\| u \|_{q,\partial S_R} + \left\| u_{\nu} \right\|_{q-1,\partial S_R}) \}\right\}, \]

where \( C \) is a constant independent of \( M \) and \( N \).

5. Numerical Experiments

5.1. **For Model Problem.** Choose the simple Dirichlet boundaries of (2.3) and (2.5)
\[ \left( 5.1 \right) \]

\[ u = a_0 = 1 \text{ on } \partial S_R, \quad u = \bar{a}_0 = 0 \text{ on } \partial S_{R_1}. \]

Model Problem of Dirichlet problem of Laplace’s equation is defined by (5.1) with \( R = 2.5 \) and \( R_1 = 1 \). The true solution of Model Problem is found in [14, 19]
\[ u_{\text{Model}} (\rho, \theta) = u_{\text{Model}} (\hat{\rho}, \hat{\theta}) = \frac{1}{2 \ln 2} \ln \left\{ \frac{16 \hat{\rho}^2 + 1 + 8 \hat{\rho} \cos \theta}{\hat{\rho}^2 + 16 + 8 \hat{\rho} \cos \theta} \right\}, \]

where \( (\hat{\rho}, \hat{\theta}) \) are the polar coordinates of \( S_R \), with the origin \((-1, 0)\), and \( (\rho, \theta) \) are obtained from the transformation (2.1). The normal derivatives can be obtained
from (5.2) in [14]. We carry out the computation by the dual techniques. By using symmetry, the interior solutions are given from (2.13),
\begin{equation}
(5.3) \quad u_{M-N} = u_{M-N}(\rho, \theta; \bar{\rho}, \bar{\theta}) = a_0 - R(\ln R)p_0 - R_1(\ln \bar{\rho})\bar{p}_0
+ \frac{R}{2} \sum_{k=1}^{M} \frac{1}{k} \left( \frac{\rho}{R} \right)^k p_k \cos k\theta + \frac{R_1}{2} \sum_{k=1}^{N} \frac{1}{k} \left( \frac{\bar{\rho}}{R} \right)^k \bar{p}_k \cos k\bar{\theta}, \quad (r, \theta) \in S.
\end{equation}

Also two explicit equations are given from (2.15) and (2.11),
\begin{equation}
(5.4) \quad D_{ext}(\rho, \theta; \bar{\rho}, \bar{\theta}) = \frac{\partial}{\partial \rho} L_{ext}(\rho, \theta; \bar{\rho}, \bar{\theta}) = - \left\{ \left( \frac{R}{\rho} \right)p_0 + \left( \frac{R_1}{\bar{\rho}} \right)\bar{p}_0 \cos(\theta - \bar{\theta}) + \frac{1}{2} \sum_{k=1}^{M} \left( \frac{\rho}{R} \right)^{k+1} p_k \cos k\theta + \frac{1}{2} \sum_{k=1}^{N} \left( \frac{\bar{\rho}}{R} \right)^{k+1} \bar{p}_k \cos((k + 1)\bar{\theta} - \theta) \right\} = 0, \quad \rho \geq R,
\end{equation}
\begin{equation}
(5.5) \quad L_{int}(\rho, \theta; \bar{\rho}, \bar{\theta}) = -\bar{a}_0 + a_0 - \left\{ R_1(\ln R_1)\bar{p}_0 + R(\ln R)p_0 - \frac{R_1}{2} \sum_{k=1}^{N} \frac{1}{k} \left( \frac{\rho}{R} \right)^k p_k \cos k\theta - \frac{R}{2} \sum_{k=1}^{M} \frac{1}{k} \left( \frac{\bar{\rho}}{R} \right)^k \bar{p}_k \cos k\bar{\theta} \right\} = 0, \quad \bar{\rho} \leq R_1.
\end{equation}

The number of unknown coefficients is \( M + N + 2 \). In computation, we choose the nodes \( Q \in \partial S_R \cup \partial S_{R_1} \), and obtain the following \( M + M + 2 \) collocation equations,
\begin{equation}
(5.6) \quad \sqrt{w_j} \frac{1}{M} D_{ext}(R, j\Delta \theta; \bar{\rho}_j, \bar{\theta}_j) = 0, \quad j = 0, 1, ..., M,
\end{equation}
\begin{equation}
(5.7) \quad \sqrt{w_j} L_{int}(\rho_j, \theta_j; R_1, j\Delta \bar{\theta}) = 0, \quad j = 0, 1, ..., N,
\end{equation}
where \( \Delta \theta = \frac{2\pi}{2M+1}, \Delta \bar{\theta} = \frac{2\pi}{2N+1} \), and \( w_0 = 1 \) and \( w_j = 2(j \geq 1) \) from the stability analysis in Section 4.1. Eqs. (5.6) and (5.7) lead to the linear algebraic equations,
\begin{equation}
A \mathbf{x} = \mathbf{b},
\end{equation}
where the matrices \( A \in \mathbb{R}^{n \times n} \), the vector \( \mathbf{x} \in \mathbb{R}^n \) = \( \{ p_k, \bar{p}_k \}^T \) and \( n = M + N + 2 \).

The Gaussian elimination is used to seek the coefficients \( p_k \) and \( \bar{p}_k \), and the solution is given by (5.3). Note that for the same Model problem of Dirichlet problem of Laplace’s equation, Eq. (5.6) is different from that in [14]. The derivatives (5.4) are of the second kind NFM. The second kind NFM is usually applied to the Neumann problems in [10], where coefficients \( a_k \) and \( \bar{a}_k \) are unknown. In contrast, coefficients \( p_k \) and \( \bar{p}_k \) in (5.3) are unknown.

Define the norm of errors as
\begin{equation}
(5.9) \quad \| \varepsilon \|_H = \left\{ \frac{1}{M^2} \| \varepsilon \|_{0, S_R} + \| \varepsilon \|_{0, S_{R_1}} \right\}^{\frac{1}{2}}, \quad \| \varepsilon \|_h = \left\{ \| \varepsilon \|_{0, S_R} + \| \varepsilon \|_{0, S_{R_1}} \right\}^{\frac{1}{2}},
\end{equation}
where \( \varepsilon = u - u_{M-N} \). The condition number and the effective condition number are defined in [17] by
\begin{equation}
(5.10) \quad \text{Cond} = \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}}, \quad \text{Cond}_{\text{eff}} = \frac{\| \mathbf{b} \|}{\sigma_{\text{min}} \| \mathbf{x} \|},
\end{equation}
where \( \| \mathbf{x} \| \) is the 2-norm of vector \( \mathbf{x} \), and \( \sigma_{\text{max}} \) and \( \sigma_{\text{min}} \) are the maximal and the minimal singular values of matrix \( A \), respectively. The effective condition number \( \text{Cond}_{\text{eff}} \) is smaller and even much smaller than the Cond for numerical partial differential equations (PDE). The Cond_{eff} is a better criterion for numerical stability than the Cond, and a systematic analysis is reported in Li et al. [17].
For Model Problem, different \( N \) are chosen for \( M = 20 \), and errors and condition numbers are listed in Table 1.

| \( N \) | \( \| \varepsilon \|_{0,S_R} \) | \( \| \varepsilon \|_{0,S_{R1}} \) | \( \| \varepsilon \|_h \) | \( \| \varepsilon \|_{0,S_R} \) | \( \| \varepsilon \|_{0,S_{R1}} \) | Cond | Cond_eff |
|---|---|---|---|---|---|---|---|
| 2 | 8.23E-08 | 7.19E-02 | 8.46E-02 | 2.13E-01 | 2.13E-01 | 26.36 | 3.97 |
| 4 | 2.89E-07 | 2.84E-03 | 2.23E-03 | 1.32E-02 | 1.32E-02 | 40.68 | 6.78 |
| 6 | 4.03E-07 | 1.28E-04 | 8.39E-04 | 3.97E-04 | 3.97E-04 | 55.06 | 10.01 |
| 8 | 5.36E-07 | 6.24E-06 | 4.98E-06 | 5.33E-06 | 5.33E-06 | 69.33 | 13.23 |
| 10 | 5.48E-07 | 3.17E-07 | 4.50E-06 | 3.39E-06 | 3.39E-06 | 83.33 | 16.45 |
| 12 | 5.49E-07 | 1.58E-08 | 4.48E-06 | 2.45E-06 | 2.45E-06 | 97.35 | 19.67 |
| 14 | 5.49E-07 | 6.42E-10 | 4.48E-06 | 7.67E-08 | 7.67E-08 | 111.32 | 22.88 |
| 16 | 5.49E-07 | 1.50E-11 | 4.48E-06 | 7.49E-08 | 7.49E-08 | 125.28 | 26.00 |
| 18 | 5.49E-07 | 1.11E-13 | 4.48E-06 | 7.49E-08 | 7.49E-08 | 139.21 | 29.29 |
| 20 | 5.49E-07 | 2.78E-14 | 4.48E-06 | 7.49E-08 | 7.49E-08 | 153.14 | 32.50 |

**TABLE 1.** Errors and condition numbers for Model Problem by the dual techniques with \( M = 20 \).

From Table 1, we can see that \( N = 10 \) is a good choice, since the boundary error decreases insignificantly for \( N \geq 10 \). Hence, a better match between \( M \) and \( N \) is found as \( (M,N) = (2,1) \), which is reasonable since the ratio of radius between the large circle and small circle is \( (R,R_1) = (2.5,1) \). By using \( (M:N) = (2:1) \), the errors and condition numbers are listed in Table 2, and the coefficients in Table 3.

| \( M \) | \( N \) | \( \| \varepsilon \|_{0,S_R} \) | \( \| \varepsilon \|_{0,S_{R1}} \) | \( \| \varepsilon \|_h \) | \( \| \varepsilon \|_{0,S_R} \) | \( \| \varepsilon \|_{0,S_{R1}} \) | Cond | Cond_eff |
|---|---|---|---|---|---|---|---|---|
| 4 | 2 | 1.62E-05 | 4.37E-02 | 1.66E-01 | 3.54E-01 | 3.54E-01 | 1.00E-01 | 20.54 | 4.13 |
| 12 | 6 | 2.39E-04 | 1.01E-04 | 1.17E-04 | 8.92E-04 | 8.92E-04 | 1.36E-04 | 50.65 | 10.01 |
| 20 | 10 | 5.48E-07 | 3.17E-07 | 4.50E-06 | 3.39E-06 | 3.39E-06 | 3.39E-06 | 53.33 | 10.45 |
| 28 | 14 | 1.54E-09 | 9.16E-10 | 1.75E-08 | 1.33E-08 | 1.33E-08 | 1.33E-08 | 115.91 | 22.88 |
| 36 | 18 | 4.69E-12 | 2.83E-12 | 5.46E-12 | 5.24E-11 | 5.24E-11 | 3.41E-12 | 148.43 | 29.29 |
| 44 | 22 | 3.70E-14 | 1.73E-14 | 4.08E-14 | 2.69E-13 | 2.69E-13 | 1.33E-14 | 180.93 | 35.70 |

**TABLE 2.** Errors and condition numbers for Model Problem by the dual techniques with \( (M:N) = (2:1) \).

From Table 2, we may find the following asymptotes,

\[
(5.11) \quad \| \varepsilon \|_{0,S_R} = O(0.503^M), \quad \| \varepsilon \|_{0,S_{R1}} = O(0.498^M), \quad \| \varepsilon \|_h = O(0.502^M),
\]

\[
(5.12) \quad \| \varepsilon \|_{0,S_R} = O(0.550^M), \quad \| \varepsilon \|_{0,S_{R1}} = O(0.553^M), \quad \| \varepsilon \|_H = O(0.545^M),
\]

\[
(5.13) \quad \text{Cond}(A) = O(M), \quad \text{Cond}_\text{eff}(A) = O(M).
\]

The condition numbers \( O(M) \) in (5.13) coincide perfectly with Theorem 4.1, and the known bound \( \text{Cond}_\text{eff} \leq \text{Cond} \) from [17]. The exponential convergence in (5.11) and (5.12) is consistent with the error analysis in Section 4.2, since the solution (5.2) of the model problem is highly smooth. Moreover, the coefficients in Table 3 agree with those in [14, Table 3].

### 5.2. For Degenerate Case I

Degenerate Case I is defined by (5.1) with \( R = 1 \) and \( R_1 = 0.4 \) in [11]. The true solution of Degenerate Case I can be obtained from (5.2) via a scale transformation,

\[
(5.14) \quad u^{\text{DegCase}}(\rho, \theta) = u^{\text{DegCase}}(\bar{\rho}, \bar{\theta}) = \frac{1}{2 \ln 2} \ln \left\{ \frac{16(\rho_{\frac{1}{4}})^2 + 1 + 8(\rho_{\frac{1}{4}}) \cos \bar{\theta}}{(\rho_{\frac{1}{4}})^2 + 16 + 8(\rho_{\frac{1}{4}}) \cos \bar{\theta}} \right\}
\]

\[
= \frac{1}{2 \ln 2} \ln \left\{ \frac{100\bar{\rho}^2 + 1 + 20\bar{\rho} \cos \bar{\theta}}{6.25\bar{\rho}^2 + 16 + 20\bar{\rho} \cos \bar{\theta}} \right\},
\]
where \((\bar{\rho}, \bar{\theta})\) are the polar coordinates of \(S_{R_1}\) with the origin \((-0.4, 0)\), and \((\rho, \theta)\) are obtained from the transformation \((2.1)\), and given by

\[
\rho = \sqrt{\left(\bar{\rho} \cos \bar{\theta} - 0.4\right)^2 + \left(\bar{\rho} \sin \bar{\theta}\right)^2}, \quad \cos \theta = \frac{\bar{\rho} \sin \bar{\theta}}{\rho}.
\]

For Degenerate Case I, errors and condition numbers are listed in Table 4.

**Table 3.** The coefficients \(p_k\) and \(p_k\) at \((M : N) = (44 : 22)\) in Table 2, where “bold” digits highlight the same as those in [14, Table 3].

| \(k\) | \(p_k\) | \(\varepsilon\) | \(p_k\) |
|------|-------|------|-------|
| 0    | 5.776803655585E-01 | -1.37586120243466E-07 |
| 1    | 2.88530908177792E-01 | -5.776803655585E-01 |
| 2    | 1.42469504088889E-01 | -2.88530908177792E-01 |
| 3    | 7.21347520444446E-02 | -1.42469504088889E-01 |
| 4    | 5.084122027760E-02 | -7.21347520444446E-02 |
| 5    | 3.899542748693E-02 | -5.084122027760E-02 |
| 6    | 3.018844055588E-02 | -3.899542748693E-02 |
| 7    | 2.542110013814E-03 | -3.018844055588E-02 |
| 8    | 1.0279199500E-03 | -2.542110013814E-03 |
| 9    | 4.094220027784E-04 | -1.0279199500E-03 |
| 10   | 5.53E-12 | -2.88530908177792E-01 |
| 11   | 7.9E-12 | -5.776803655585E-01 |
| 12   | 1.21E-12 | -1.42469504088889E-01 |
| 13   | 1.719826511E-04 | -7.21347520444446E-02 |
| 14   | 3.5222046896E-04 | -5.084122027760E-02 |
| 15   | 5.53E-12 | -3.899542748693E-02 |
| 16   | 7.9E-12 | -5.53E-12 |
| 17   | 1.21E-12 | -1.21E-12 |
| 18   | 1.719826511E-04 | -1.719826511E-04 |
| 19   | 3.5222046896E-04 | -3.5222046896E-04 |
| 20   | 5.53E-12 | -5.53E-12 |
| 21   | 7.9E-12 | -7.9E-12 |
| 22   | 1.21E-12 | -1.21E-12 |
| 23   | 1.719826511E-04 | -1.719826511E-04 |
| 24   | 3.5222046896E-04 | -3.5222046896E-04 |
| 25   | 5.53E-12 | -5.53E-12 |
| 26   | 7.9E-12 | -7.9E-12 |
| 27   | 1.21E-12 | -1.21E-12 |
| 28   | 1.719826511E-04 | -1.719826511E-04 |
| 29   | 3.5222046896E-04 | -3.5222046896E-04 |
| 30   | 5.53E-12 | -5.53E-12 |
| 31   | 7.9E-12 | -7.9E-12 |
| 32   | 1.21E-12 | -1.21E-12 |
| 33   | 1.719826511E-04 | -1.719826511E-04 |
| 34   | 3.5222046896E-04 | -3.5222046896E-04 |
| 35   | 5.53E-12 | -5.53E-12 |
| 36   | 7.9E-12 | -7.9E-12 |
| 37   | 1.21E-12 | -1.21E-12 |
| 38   | 1.719826511E-04 | -1.719826511E-04 |
| 39   | 3.5222046896E-04 | -3.5222046896E-04 |
| 40   | 5.53E-12 | -5.53E-12 |

**Table 4.** Errors and condition numbers for Degenerate Model 1 by the dual techniques with \(M = 2N\), where \(\varepsilon = u - u_{M-N}\).
From Table 4, we may find the following asymptotes,

\begin{align}
(5.16) \quad & \| \epsilon \|_{0,0,S_{R}} = O(0.497^{M}), \quad \| \epsilon \|_{0,0,S_{R_1}} = O(0.513^{M}), \quad \| \epsilon \|_{h} = O(0.504^{M}), \\
(5.17) \quad & \| \epsilon \nu \|_{0,0,S_{R}} = O(0.500^{M}), \quad \| \epsilon \nu \|_{0,0,S_{R_1}} = O(0.502^{M}), \quad \| \epsilon \|_{H} = O(0.500^{M}), \\
(5.18) \quad & \text{Cond}(A) = O(M), \quad \text{Cond}_{\text{eff}}(A) = O(M). 
\end{align}

We can see that the numerical performance for Degenerate Case I is as good as that for Model Problem in Section 5.1, to verify the analysis of dual techniques in this paper. The coefficients are also listed in Table 5; they also agree with those in [11, Table 3] by the NFM with \( \epsilon = \tilde{\epsilon} = 0 \) via the truncated singular value decomposition (TSVD). We only list the leading coefficients from Table 5,

\begin{equation}
(5.19) \quad \begin{align*}
q_{1} &= -1.44269504088896, \\
p_{0} &= -3.60673760222242, \quad \tilde{p}_{1} = 1.803368801111120,
\end{align*}
\end{equation}

where “bold” digits highlight the same as those in [11, Table 3]. For Degenerate Case I in [11, Table 3], the TSVD is more complicated than the Gaussian elimination used in the dual techniques. This is an advantage of dual techniques, which have been widely used in engineering computation (see [4, 20]).

\begin{table}
\centering
\begin{tabular}{|c|c|c|}
\hline
k & p_k & \hline
0 & 1.44269504088895E+00 & / \\
1 & -1.44269504088896E+00 & 23 -4.3965304247170E-07 \\
2 & 7.2154752044478E-01 & 24 -1.7198266746999E-07 \\
3 & -3.60673760222240E-01 & 25 -9.6913267445491E-08 \\
4 & 1.80336880111115E-01 & 26 -4.2956634897546E-08 \\
5 & -9.0168440055537E-02 & 27 -1.407831721785E-08 \\
6 & 1.76110234485279E-04 & 28 -1.0748915544806E-08 \\
7 & -2.32421100138859E-02 & 29 -2.3744592488792E-09 \\
8 & 1.1271050060946E-02 & 30 -2.6872289719901E-09 \\
9 & 5.63552756047122E-03 & 31 -1.436146371201E-09 \\
10 & 2.8177637573187E-03 & 32 -6.7180723528592E-10 \\
11 & -1.38688187561393E-03 & 33 -2.659040400186E-10 \\
12 & 7.04440037929388E-04 & 34 -1.6756516550791E-10 \\
13 & -3.5222019676868E-04 & 35 -8.3976009147381E-11 \\
14 & 1.76102334452739E-04 & 36 -4.1987165510831E-11 \\
15 & -8.6051172455331E-05 & 37 -2.0693785289475E-11 \\
16 & 4.4207558296669E-05 & 38 -1.0495524203229E-12 \\
17 & -2.20137793174572E-05 & 39 -5.246831530399E-12 \\
18 & 1.1000888618738E-05 & 40 -2.6194524300401E-12 \\
19 & -5.5034448338896E-06 & 41 -1.8033070088556E-12 \\
20 & 2.7517224198938E-06 & 42 -6.3488245034270E-13 \\
21 & -1.738612131514E-06 & 43 -2.87465530412E-13 \\
22 & 6.8730006670989E-07 & 44 8.1747792819669E-14 \\
\hline
\end{tabular}
\caption{The coefficients of \((M,N) = (44, 22)\) in Table 4.}
\end{table}
6. Concluding Remarks

Let us give a few remarks, to address the novelties of this paper.

1. Although the dual techniques have been widely used in engineering computation, to deal with algorithm singularity (see [4, 20]), there exists no strict analysis. For Laplace’s equation in circular domains with circular holes, the second and the first kind NFM are used for the exterior and the interior boundaries, respectively, called the dual techniques in this paper, to remove the degenerate scales. This paper is devoted to explore a theoretical analysis to fill up some gap between theory and computation [4, 20].

2. In [11], for type I-I of the first kind NFM, two kinds of degenerate scales are found, (1) Degenerate Case I with $\rho = R = 1$, and (2) Degenerate Case III for $R_1 < R < 1$, where the field nodes may be located on a closed contour outside of $\partial S_R$. From Theorem 3.1, when $M \geq 1$ and the $(2M + 1)$ field nodes are located on the same circle outside of $S$, the popular degenerate Case I of [11] can be always bypassed. The dual techniques of this paper is significant in real applications, because Degenerate Case I no longer exists.

3. There does exist Degenerate Scale IIIA of dual techniques. From Lemma 3.2, a limitation $R \leq R^* < 1$ is given in (3.28). The pitfall nodes are located only on the left plane $x < -\frac{a}{2}$. Since stability and accuracy are the important criteria for applications, Degenerate Scale IIIA is rarely useful in applications. However, the theoretical analysis of all pitfall nodes is essential for the dual techniques.

4. The stability analysis of dual techniques is explored in Theorem 4.1, to reach excellent stability. The error bounds are also provided in Theorem 4.2, to also achieve the optimal convergence rates. The theoretical analysis has been supported by the numerical experiments in Section 5.

5. For dual techniques, the solution methods are simple, since the simple Gaussian elimination, or the iteration methods, can be employed. A sequential paper of the DNFM is developed for elliptic domains with one elliptic hole, where more discoveries are reported. Moreover, the dual NFM can be applied to multiple holes, circular, elliptic and arbitrary with smooth boundary. For polygonal holes and the interior holes with corners, the dual NFM is still valid to guarantee the unique solutions, provided that the suitable singular solutions near corners are introduced into the algorithms, see [18, Section 5.4]. More exploration appears elsewhere. For eigenvalue problems by the first kind NFM, the superfluous eigenvalues are infinite, and more severe difficulties are encountered in numerical computation [2]. Hence, the dual techniques may be more significant and important for eigenvalue problems. More papers and references can be found from Taiwan NTOU/MSV group.
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