Notes on Some Questions in Mathematical Physics and Quantum Information

M. B. Hastings\textsuperscript{1,2}

\textsuperscript{1}Station Q, Microsoft Research, Santa Barbara, CA 93106-6105, USA
\textsuperscript{2}Quantum Architectures and Computation Group, Microsoft Research, Redmond, WA 98052, USA

This is a set of notes on some unrelated topics in mathematical physics, at varying levels of detail. First, I consider certain questions relating to the decay of correlation functions in matrix product states, in particular those generated by quantum expanders. This is discussed in relation to recent results of Brandao and Horodecki on area laws on systems with exponentially decaying correlation functions. Second, I consider some difficulties in trying to construct a tensor product state (or PEPS) describing a two-dimensional fermionic system with non-vanishing Hall conductance. Third, I present some relations between the theory of almost commuting matrices and that of vector bundles, making the connection between the classifications more explicit. Fourth, I present an open question about quantum channels, and some partial results.

This is a collection of notes on some topics in mathematical physics. The topics are not related to each other. While some of these results could be turned into a paper, others are partial or are not sufficiently important to justify a detailed presentation. The intent then is to present these notes in an arxiv-only form in the hope that they might be useful to someone. Likely much of the referencing is incomplete and there are quite a few details left out. I thank T. Loring, F. Brandao, J. Yard, A. Harrow, G. Smith, P. Shor, Z. Wang, M. Freedman, N. Read and many others for useful discussions.

Part I

Decay of Correlation Functions in Matrix Product States

1. GENERAL BOUNDS

In this part we consider correlation functions in matrix product states. The goal is to note certain tightened bounds on the correlation functions in specific examples, then note a tension between these results and recent results on area laws, and finally to resolve the apparent contradiction.

Consider a one-dimensional spin system of $N$ sites. Sites are labelled by integers, $1 \leq i \leq N$. On each site we have a $d$-dimensional Hilbert space. The wavefunction $\Psi$ of a matrix product state takes the form

$$\Psi(s_1, s_2, ..., s_N) = A^{(1)}(s_1)A^{(2)}(s_2)A^{(3)}(s_3)\ldots A^{(N-1)}(s_{N-1})A^{(N)}(s_N),$$

where each $s_i$ labels the state on $s_i$ with $0 \leq i \leq d - 1$ in some basis. Each $A^{(i)}(s_i)$ represents some matrix; for each $i$ there are $d$ such matrices, labelled by different choices of $s_i$. $v(s_1)$ and $w(s_N)$ are vectors. The expression is to be interpreted as a product of matrices. The column dimension of $A^{(i)}$ must match the row dimension of $A^{(i+1)}$.

The matrix $A^{(1)}$ has row dimension 1 while the matrix $A^{(N)}$ has column dimension 1, so that the product above is a 1-by-1 matrix, which is regarded as a scalar giving the amplitude $\Psi(s_1, s_2, ..., s_N)$. A useful review of such states is in Ref.\textsuperscript{1}. One of the earliest examples of such states is the AKLT state\textsuperscript{2}. The general form was called \textit{finitely correlated states}, when it was introduced in Ref.\textsuperscript{3}.

Suppose that all of the matrices, other than $A^{(1)}$ and $A^{(N)}$ are the same, so that $A^{(i)} = A$ for some matrix $A$ for all $2 \leq i \leq N - 1$. Let $A$ be a $k$-by-$k$ matrix for some $k$. Then, it is useful to introduce the following \textit{transfer matrix}. The transfer matrix is a linear operator $E$ which acts on $k$-by-$k$ matrices $\rho$ as follows:

$$E(\rho) = \sum_s A^\dagger(s)\rho A(s).$$

Assume that $E$ is diagonalizable. Let us normalize the matrices $A$ by multiplying by a scalar (this normalization can be absorbed into a normalization of the matrices $A^{(1)}, A^{(N)}$ so that the state $\Psi$ still has $|\Psi| = 1$) so that the largest eigenvalue (largest in absolute value) of $E$ is equal to 1. Assume that there is only 1 eigenvalue equal to 1 and that all other eigenvalues are bounded in absolute value by $\lambda$ for some $\lambda < 1$. Then, in Ref.\textsuperscript{3} it is shown that correlation
functions in this state decay exponentially. That is, given an operator $A$ supported on some interval of sites $[P, Q]$ and another operator $B$ supported on some other interval of sites $[R, S]$ with $1 \leq P \leq Q < R \leq S \leq N$, we have that

$$\langle \Psi, AB \Psi \rangle - \langle \Psi, A \Psi \rangle \langle \Psi, B \Psi \rangle \leq c\|A\|\|B\|\lambda^{R-Q},$$

(3)

where $\|...\|$ denotes the operator norm. The constant $c$ however may depend upon $k$.

This dependence on $k$ is unfortunate, as it suggests that for large $k$ we may not see the exponential decay until $R - Q$ is quite large. However, we next show that in many specific cases an exponential decay can be obtained with a prefactor that is more tightly bounded. See Eq. (13) for the bound that can be proven under some assumptions on the matrices $A(i)$ and on the support of $A, B$. These results likely appear elsewhere, but I do not know a specific reference.

2. MANIFESTLY HERMITIAN TRANSFER MATRIX

Note that we make the replacements

$$A(i) \to A(i)X \quad A(i+1) \to X^{-1}A(i)$$

(4)

for any invertible matrix $X$, then this leaves the matrix product state unchanged. It is conventional in the literature to exploit this freedom to bring the matrices $A$ into a certain canonical form. This freedom is sometimes called a gauge freedom. Note that $\mathcal{E}(\rho)$ is a completely positive map; this canonical form corresponds to making $\mathcal{E}$ a trace-preserving completely positive map; that is, $\mathcal{E}$ is a quantum channel.

However, such a canonical choice need not be made. Suppose that the Hilbert space dimension $d$ is even and suppose that the matrices $A(i)$ have the property that

$$A(i + d/2 \mod d) = A(i)^\dagger$$

(5)

for some gauge choice. We will say then that $\mathcal{E}$ is manifestly Hermitian. Note that this implies that $\mathcal{E}$ is Hermitian, when regarded as a linear operator acting on $\rho$ with $\rho$ regarded as a vector in a $k^2$-dimensional space, so that

$$\text{tr}\left(\rho^i \mathcal{E}(\sigma)\right) = \text{tr}\left((\mathcal{E}(\rho))^i \sigma\right).$$

(6)

In this case, we will show tighter bounds on the prefactor in the correlation functions above if the operators $A$ and $B$ are supported sufficiently far from the edges of the chain; that is, if $P - 1$ and $N - S$ are sufficiently large. In the next section, we give some specific examples of such $\mathcal{E}$.

So, for the rest of this section, we assume that $\mathcal{E}$ is manifestly Hermitian, has a unique eigenvalue equal to 1, and that all other eigenvalues of $\mathcal{E}$ are bounded in absolute value by $\lambda$ for some $\lambda < 1$. Let $\Lambda$ be the eigenvector of $\mathcal{E}$ with eigenvalue 1, normalized so that $\text{tr}(\Lambda^\dagger \Lambda) = 1$. Consider the expectation value $\langle \Psi, AB \Psi \rangle$. Write this as

$$\text{tr}(\Lambda_B^\dagger \mathcal{E}^{R-Q}(\Lambda_A)),$$

(7)

where $\Lambda_A$ is the matrix on the bond variables connecting spins $Q$ to $Q + 1$ given by summing over spins $s_1, ..., s_Q$ and $\Lambda_B^\dagger$ is the matrix on the bond variables connecting spins $R - 1, R$ given by summing over spins $s_R, ..., s_N$. Formally, $\Lambda_A$ is given by

$$\Lambda_A = \sum_{s_1, ..., s_R} \langle s_1, ..., s_R | A(s_1, ..., s_R)A^{(R)}(s_R)^\dagger A^{(1)}(s_1)^\dagger ... A^{(R)}(s_R) \rangle.$$
We claim that

$$\text{tr}(\Lambda_A^\dagger \Lambda_A) \leq \|A\|^2 + \ldots, \quad (11)$$

and

$$\text{tr}(\Lambda_B^\dagger \Lambda_B) \leq \|B\|^2 + \ldots. \quad (12)$$

Once this is shown, it will follow from Eqs. \(9,10,11,12\) and Cauchy-Schwartz that

$$|\langle \Psi, AB\Psi \rangle - \langle \Psi, A\Psi \rangle \langle \Psi, B\Psi \rangle| \leq \|A\| \|B\| \lambda^{R-Q} + \ldots, \quad (13)$$

giving the desired bound. We will use the fact that \(E\) is manifestly Hermitian to show Eqs. \(11,12\), while we use the fact that \(E\) is Hermitian and the assumptions on the spectrum of \(E\) to show Eq. \(13\) from Eqs. \(9,10,11,12\).

To show Eq. \(11\), let \(A_{\text{ref}}\) be a “reflected” version of \(A\). The basic idea is to define \(A_{\text{ref}}\) by reflecting \(A\) about the bond from \(Q\) to \(Q+1\), while also making a basis transformation in such a way that

$$\text{tr}(\Lambda_A^\dagger \Lambda_A) = \langle \Psi, A_{\text{ref}} A \Psi \rangle + \ldots \leq \|O_A\|^2. \quad (14)$$

The operator \(A_{\text{ref}}\) will be supported on sites \(Q+1, \ldots, Q+1+(Q-P)\). To define \(A_{\text{ref}}\), decompose \(A\) as a sum of tensor products of operators on sites \(P, P+1, \ldots, Q\):

$$A = \sum_{o_P, \ldots, o_Q} \phi(o_p, \ldots, o_q) O_P(o_P) \otimes \ldots O_Q(o_Q), \quad (15)$$

where \(\phi(o_p, \ldots, o_q)\) is a scalar, where each index \(o_i\) ranges over \(d^2\) possible values and where \(O_i(o_i)\) is a basis for operators on site \(i\). Then, define

$$A_{\text{ref}} = \sum_{o_P, \ldots, o_Q} \phi(o_p, \ldots, o_q) O_{Q+1+Q-P}^{\text{ref}}(o_P) \otimes \ldots O_{Q+1}^{\text{ref}}(o_Q), \quad (16)$$

where \(O_i^{\text{ref}}(o_i)\) is another complete basis of operators on site \(o_i\) and where \(O_{Q+1+j}(o)\) is obtained from \(O_{Q-j}(o)\) by making a basis transformation shifting the state \(|n\rangle\) to \(|n+d/2 \mod d\rangle\). The derivation of Eq. \(12\) is similar.

3. QUANTUM EXPANDERS AND RELATION WITH AREA LAW RESULTS

Such manifestly Hermitian sets of matrices \(A(i)\) were considered in Ref. \(7\). There, a probabilistic construction was considered with the matrices \(A(i)\) proportional to randomly chosen unitaries subsect to the constraint of being manifestly Hermitian. It was shown that this gave a family of examples with diverging matrix size (and hence diverging entanglement entropy since \(\Lambda\) was proportional to the identity matrix), constant \(d\), and \(\lambda\) bounded by some quantity strictly less than 1. Such an \(E\) is often referred to as a quantum expander\(^{5,6}\). Thus, this family has exponentially decaying correlation functions (with a prefactor that is bounded, independent of matrix size). The above result presents a seeming contradiction with the recent work of Ref. \(4\) where it was shown that exponential correlation function decay in one dimension implies an area law, giving a bound on entanglement entropy depending only upon the correlation decay and upon \(d\).

Further, the calculation of Ref. \(4\) does not rely on correlation functions near the edge of the chain; i.e., in all cases, the operators in the correlation function are not supported on sites near 1 or \(N\).

The resolution of the paradox is that in Ref. \(4\) uses correlation functions of pairs of operators \(A, B\) with \(A\) supported on some set of sites such as \([P, Q]\) above and \(B\) supported on some set of sites both to the left and right of \(A\). That is, \(B\) will be supported on the union of two intervals \([R_1, S_1]\) and \([R_2, S_2]\) with \(R_1 \leq S_1 < P \leq Q < R_2 < S_2\). This situation can be mapped into the situation where \(B\) is supported only one interval which is to the right of \(A\) considered above if we fold the chain. We define a new chain, whose leftmost site 1 is identified with the interval \([P, Q]\) in the original chain. Site 2 of the new chain is identified with the pair of sites \(P-1\) and \(Q+1\) of the old chain and in general site \(i\) of the new chain is identified with the pair of sites \(P-i+1\) and \(Q+i-1\). This new chain also has a matrix product state description, and again has a manifestly Hermitian transfer matrix \(E\) with a gap in its eigenspectrum, but now the correlator \(A\) is supported near the end of the chain and so the bound above on correlation functions does not apply and we only have the bound of Ref. \(3\) which includes a prefactor which depends upon the matrix \(\Lambda\).
4. CLASSICAL ANALOGUE

It is interesting then to ask how the correlation function actually does decay in these matrix product states where the $A(i)$ are randomly chosen unitaries and $B$ is supported on a pair of intervals. We conjecture that the decay is in a power law in $\text{dist}(A,B) = \min(P - S_1, R_2 - Q)$. We now present a heuristic argument for a very slow power law decay in a classical analogue of this model. We emphasize that this classical analogue is a distinct problem, but it seems to have some similar properties.

In this classical model, we consider a particle doing a random walk on an expander graph with $V$ vertices. The graph will have a girth $g$ of order $\log(V)$. Time is discrete, and at each time step the particle randomly jumps to a vertex which neighbors its current vertex. We write $x(\tau)$ to denote the vertex $x$ as a function of time $\tau$.

Suppose $x(0)$ is chosen to be some fixed vertex $v_0$. In this case, $x(1)$ will be correlated with $x(\tau)$ up to $\tau$ of order $\log(V)$. To see this, let the graph have degree $d$. Let $f(v)$ be a function from vertices to $\{-1,1\}$; let $w$ be an arbitrarily chosen neighbor of $v_0$, and let $f(w) = 1$ and let $f(v) = -1$ for all other vertices $v \neq w$. Then, let $g(v)$ be a function that is equal to 1 for any vertex $v$ with distance less than $g/2$ of $v_0$ such that the shortest path from $v_0$ to $v$ goes through $w$ (because we have taken the distance less than $g/2$, the shortest path is unique) and $g(v) = -1$ for all other vertices $v$. Then, the correlation function

$$f(x(1))g(x(\tau)) - \overline{f(x(1))g(x(\tau))}$$

is of order unity for $\tau$ smaller than of order $\log(V)$, where the overline denotes the average over random walks.

Suppose instead that $x(0)$ is chosen uniformly at random. In this case, it seems that there are no two pairs of functions $f(v),g(v)$ that we can pick such that a correlation function like Eq. (17) is not exponentially small in $\tau$ small compared to the first. We do not prove this. However, note that if we pick $f(v)$ to be 1 on some small set of vertices and 0 elsewhere, then the correlation function is small because for most choices of $x(0)$ the quantity $f(x(1))$ is zero. Conversely, if we pick $f(v)$ to be 1 on a large set of vertices, we find that the random quickly forgets the condition of being on this set.

However, suppose we ask about correlation functions of the form

$$f(x(-\tau),x(+\tau))g(x(0)) - \overline{f(x(-\tau),x(+\tau))g(x(0))},$$

where $f(v_1,v_2)$ is an arbitrary function of two different vertices. In this case, the average again is over random walks, and we assume that $x(-\tau)$ is chosen uniformly at random. This correlation function of two times is the classical analogue of the situation where one considers a correlation of observables in matrix product states with $B$ supported on two distinct intervals. It now becomes possible to construct a slowly decaying correlation function, with a decay that we believe is proportional to $\tau^{-1/4}$. Choose $g(v)$ at random, by choosing $g(v)$ independently for each $v$ uniformly from $\{-1,1\}$. Then, for each pair $v,w$, we choose $f(v,w)$ to be $-1$ or 1 depending upon whether the average of $g(x(0))$ over random walks starting at $v$ at $-\tau$ and ending at $w$ at $+\tau$ is negative or positive. We now analyze this choice of $f,g$.

A key fact about random walks on these graphs is that for times $\tau$ small enough compared to the girth, a random walk starting $x(-\tau)$ travels to some other vertex $x(+\tau)$ such that the distance from $x(-\tau)$ to $x(+\tau)$ is typically roughly proportional to a constant times $\tau$. Thus, some constant fraction of the steps of the random walk are typically on the shortest path from $x(-\tau)$ to $x(+\tau)$ (we remark that this statement is restricted to typical random walks with $x(-\tau)$ and $x(+\tau)$ being proportional to $\tau$; if we instead condition on $x(-\tau) = x(+\tau)$ then most steps are not on the shortest path). Thus, to analyze the correlation function (18), it seems justified to restrict to the case that $x(0)$ is on the shortest path from $x(-\tau)$ to $x(+\tau)$, as this is a significant contribution to the correlation function. However, assuming that $x(0)$ is on this shortest path, typically $x(0)$ is within a distance of order $\tau^{1/2}$ of the midpoint of this path. Thus, given $x(-\tau),x(+\tau)$ a distance of order $\tau$ apart from each other, the vertex $x(0)$ is drawn from roughly one of $\tau^{1/2}$ possible vertices. Hence, the average of $g(x(0))$ over the possible choices of $x(0)$ will be of order $\tau^{-1/4}$ and so choosing $f(x(-\tau),x(+\tau))$ as above gives a correlation function of order $\tau^{-1/4}$.

Part II

Tensor Product States with Non-Vanishing Chern Number

In this part, we consider the problem of trying to construct a tensor product state (often called PEPS) with a bounded bond dimension that will describe a state with nonzero Hall conductance. This problem has been mentioned
by various people. Ref. [9] constructs such a trial state, but unfortunately only for a gapless parent Hamiltonian. See also Refs. [10,11]. In this part, we presents some arguments showing the difficulty in constructing such a state (this argument relies, however, on many assumptions which are indicated below).

It is not completely clear how to define the problem precisely in the case of an arbitrary tensor product state, since we need a Hamiltonian to define the Hall conductance. One possible definition is: we want the PEPS to be the exact ground state of a Hamiltonian (perhaps the parent Hamiltonian of the PEPS), such that the following properties hold. First, the Hamiltonian should be charge conserving. Second, the Hamiltonian should have a bound on the range of the interactions. These two properties enable us to define a Hamiltonian on the torus with twisted boundary conditions (we use angles $\theta_x, \theta_y$ to denote boundary condition twist on the torus); we write this Hamiltonian as $H(\theta_x, \theta_y)$. Third, for sufficiently large system sizes, the Hamiltonian on the torus should be gapped for all choices of boundary condition twist. This enables us to define a projector $P(\theta_x, \theta_y)$ which projects onto the ground state for given boundary angles. Fourth, this projector $P(\theta_x, \theta_y)$ should define a vector bundle with nonvanishing Chern number corresponding to the vanishing Hall conductance.

It is possible that the requirement of a gap for all boundary condition angles should be relaxed to requiring just a gap for $\theta_x = \theta_y = 0$. After all, it is proven [20] that for local Hamiltonians such a gap implies that the deviation of the Hall conductance (as defined by the Kubo formula) from an integer is small. However, here we will impose this strict requirement of a gap for all $\theta_x, \theta_y$.

For a sketch of the geometry of the system, see Fig. [II]. This describes a system of linear size $L$ with opposite edges of the square identified. The boundary twists $\theta_x, \theta_y$ are inserted on the solid vertical and horizontal lines, respectively. The dashed lines are described below.

We now present some arguments showing the difficulty in constructing such a state. The difficulty will not be a difficulty in constructing the projector $P(\theta_x, \theta_y)$ but rather a difficulty in constructing a state $\Psi$ as a matrix product state such that $P(0,0) = |\Psi\rangle\langle\Psi|$. The basic idea is that, under some assumptions noted below, if we can construct a tensor product state $\Psi$ which is a ground state of $H(0,0)$, then we can also construct a family of tensor product states $\Psi(\theta_x, \theta_y)$ which are ground states of $H(\theta_x, \theta_y)$. Further, these states $\Psi(\theta_x, \theta_y)$ will depend smoothly and periodically on $\theta_x, \theta_y$. However, this will give a contradiction: constructing such a family $\Psi(\theta_x, \theta_y)$ trivializes the bundle defined by $P(\theta_x, \theta_y)$ which is not possible given the nontrivial Chern number.

The first assumption is that $\Psi$ is given as a translationally-invariant injective tensor product state (see Ref. [13] for definitions of injective; here we assume also that not only is the state $\Psi$ translationally invariant, but that the tensors defining are also translationally invariant). Then, as shown in Ref. [13] there is a way of writing the tensors defining the state such that a symmetry transformation on the physical spins is realized on the bond variables. This is a constraint on the tensors of the state, shown graphically in Fig. 11 of the arxiv version of Ref. [13]. That is, let $Q$ be the total charge of the system, with $Q = \sum_i q_i$, where $q_i$ is a charge operator on each site $i$. The operator $Q$ commutes with $H$. Then, under these assumptions, we can write the state $\exp(iq_\theta|\Psi\rangle$ by inserting two-index tensors on the bond variables leaving site $i$: that is, these tensors are inserted between the tensor on site $i$ and the tensor on a site neighboring $i$ which is joined to $i$ by a bond variable. Further, these tensors can be chosen so that the tensor on the bond variable going to the right from site $i$ is the inverse of the tensor on the bond variable going to the left, while the tensor on the bond variable going upwards is the inverse of the tensor on the bond variable going downwards.

Suppose then that $R$ is the region in between the vertical dashed line and the vertical solid line in Fig. [II] with $R$ to the right of the vertical dashed line as drawn. Let $Q_R = \sum_{i \in R} q_i$. Then $\exp(iQ_R \theta_x)|\Psi\rangle$ can be obtained from
Ψ by inserting two-index tensors on the bonds crossing the vertical dashed line and the vertical solid line as all the other rank-two tensors (those on the bonds connecting two sites both in \( R \)) cancel. Similarly, let \( Q_T \) be the region above the horizontal dashed line and below the horizontal solid line. Again, \( \exp(iQ_T \theta_y) | \Psi \rangle \) can be obtained from \( \Psi \) by inserting two-index tensors on the bonds crossing the horizontal lines and \( \exp(iQ_R \theta_x + iQ_T \theta_y) | \Psi \rangle \) can be obtained from \( \Psi \) by inserting two-index tensors on bonds crossing horizontal and vertical lines, both dashed and solid. Now, define \( \Psi(\theta_x, \theta_y) \) to be the tensor product state obtained as follows: take the state \( \exp(iQ_R \theta_x + iQ_T \theta_y) | \Psi \rangle \) written as a tensor product state with these two-index tensors inserted, and remove those two-index tensors on bonds crossing the dashed lines (replacing them with the identity on those bonds), keeping only those on the solid lines.

Suppose that \( \Psi(\theta_x, \theta_y) \) has the property that the local reduced density matrices of the state on a small region depend only on the tensors in the tensor product state near that region and are insensitive to any change in tensors further away. If so, then the reduced density matrix of \( \Psi(\theta_x, \theta_y) \) will agree with that of \( \Psi \) away from both solid lines (because one is far from the bond variables where the two-index tensors have been inserted compared to that state), while near both solid lines it will agree with the reduced density matrix of \( \exp(iQ_T \theta_y) | \Psi \rangle \) (as it is far from the bond variables where the two-index tensors have been removed compared to that state). Similarly, near the vertical solid line and away from the horizontal solid line it will agree with the reduced density matrix of \( \exp(iQ_R \theta_x + iQ_T \theta_y) | \Psi \rangle \), while near the horizontal solid line and away from the vertical solid line it will agree with the reduced density matrix of \( \exp(iQ_T \theta_y) | \Psi \rangle \).

Thus, under this assumption, if \( \Psi(\theta_x, \theta_y) \neq 0 \), then \( \Psi(\theta_x, \theta_y) \) will be the ground state of \( H(\theta_x, \theta_y) \). (If instead of the reduced density matrix being completely insensitive to a change in further away tensors, but is only exponentially insensitive, then \( \Psi(\theta_x, \theta_y) \) will still have a large overlap with the ground state of \( H(\theta_x, \theta_y) \)).

Next let us assume that \( \Psi(\theta_x, \theta_y) \) indeed is non-zero for all \( \theta_x, \theta_y \). This is a trickier assumption to justify, and violations of this assumption present the most likely route to constructing a tensor product state with the desired properties. To try to justify why we might expect this assumption to hold for many tensor product states, consider evaluating the norm squared of the tensor network. This is some new two-dimensional tensor network with no external bond variables. Imagine dividing space into two disjoint regions, \( A, B \). Sum over all sites in \( B \), which gives some effective weight on the bond variables connecting \( A \) to \( B \). If this weight is independent of changes in the tensor far from the boundary between \( A \) and \( B \) (i.e., if there is some kind of decay of correlations in the space of bond variables), then we can justify that the norm squared is non-zero for all \( \theta_x, \theta_y \), as follows. Consider first the norm for \( \theta_x \neq 0, \theta_y = 0 \). Let \( A \) be the sites closest to the solid vertical line and \( B \) be the sites closest to the dashed vertical line. We know that if we introduce a change \( \exp(iQ_R \theta_x) \) in the wavefunction, this does not change the norm squared. This change is done by changing the two-index tensors on the bonds crossing both the dashed and solid vertical lines. The change in the norm due to introducing the two-index tensor on just the solid vertical line or just the dashed vertical line will be some scalar, which we call \( z_{\text{solid}} \) or \( z_{\text{dashed}} \). We want to show that \( z_{\text{solid}} \neq 0 \). However, using this assumption on correlation decay, and the fact that the norm isn’t changed if we introduce tensors on both solid and dashed vertical lines, we have \( z_{\text{solid}} z_{\text{dashed}} = 1 \), so \( z_{\text{solid}} \neq 0 \). We can then apply the same argument (using the horizontal lines instead of the vertical lines) to go to \( \theta_x = 0, \theta_y \neq 0 \).

Finally, note that the two-index tensors in the state \( \Psi(\theta_x, \theta_y) \) depend smoothly on \( \theta_x, \theta_y \) implying that \( \Psi(\theta_x, \theta_y) \) depends smoothly on \( \theta_x, \theta_y \). We also want to show that \( \Psi(\theta_x, \theta_y) \) depends periodically upon \( \theta_x, \theta_y \) with period \( 2\pi \), but we will assume it does.

Given all these assumptions, then indeed we have constructed a state \( \Psi(\theta_x, \theta_y) \) which is a ground state of \( H(\theta_x, \theta_y) \) and which depends smoothly on \( \theta_x, \theta_y \), giving a contradiction. There are clearly several assumptions, so there may be a way around it. However, some of these assumptions will be difficult to evade; for example, violating the injectivity assumption is often associated with topological order, while here we hope to describe a state without topological order (at least, we hope for a unique ground state on the torus). If one tries to make \( \Psi(\theta_x, \theta_y) \) not periodic as a function of \( \theta_x, \theta_y \), again this seems difficult; this effect would likely be associated with the presence of fractionalization of charge, which we do not want to happen and which might also violate the assumption of a unique ground state on a torus. Also, if \( \Psi(\theta_x, \theta_y) \) is periodic in \( \theta_x, \theta_y \) with a larger period \( 2\pi m \) for some integer \( m > 1 \), this still gives a contradiction as in this case we can consider the bundle over an \( m \)-fold cover of the flux torus.

**Part III**

**From Almost Commuting Matrices to Vector Bundles, and Back**

In this section, I define a map from almost commuting unitaries to functions. These functions map from the torus to a projector on a finite-dimensional space and hence define a vector bundle. We also define maps in the opposite
direction, from these functions back to almost commuting unitaries, and we show that the composition of the two maps, in either order, is close to the identity up to terms which are trivial as defined below. This may give new examples of sequences of almost commuting unitary matrices which cannot be approximated by exactly commuting unitaries. Both maps go via an intermediate stage of constructing a set of exactly commuting unitaries and a projector that almost commutes with those unitaries. I discuss the effects of symmetries.

For a given pair of unitary matrices, $U,V$, consider the distance (measured in operator norm, $\|...\|$) to the nearest pair of unitaries $U', V'$ with $[U', V'] = 0$. For all $\epsilon > 0$, there exist pairs of finite-dimensional unitary matrices, $U$ and $V$, such that the commutator $\|[U, V]\| \leq \epsilon$, but such that this distance is at least some constant greater than zero, independent of $\epsilon$. The classification of such unitaries is based on an integer index and has much in common with the classification of vector bundles. The goal of this part is to make the relation more explicit, by constructing a map from almost commuting unitaries to vector bundles, and another map going in the reverse direction, such that the composition of the two maps is approximately equal to the identity up to various “trivial terms” as defined below. The basic idea is that one can map from almost commuting matrices to bundles by mapping the matrices to a system of fermions hopping in a tight-binding model and then considering the flux torus, and that one can map in the other direction by a discretization.

These maps will be defined to map a tuple $U_1, ..., U_d$ of unitaries to a vector bundle over the $d$-dimensional torus, and we define them for all $d$. We construct these maps using some intermediate steps. In section 5, we give some definitions. In section 6, we construct a map from a tuple of almost commuting unitaries $U_1, ..., U_d$ to a tuple of exactly commuting unitaries $U'_1, ..., U'_d$ and a projector $P$ that almost commutes with $U'_i$ for all $i$. We refer to such a tuple and projector as defining a “local projector”. We also construct an approximate inverse to this map, up to trivial terms. The results of this section might be regarded as analogous to Swan’s theorem. Then, in section 7, we construct a map from such local projectors to vector bundles, and also construct an approximate inverse to this up to trivial terms. Combining the results in sections 6 and 7 gives the maps between almost commuting unitaries and vector bundles.

Many of our results involve some approximation: for example, we start with some unitaries $U_i$ that approximately commute and construct exactly commuting unitaries $U'_i$ and a projector $P$ that approximately commutes with them, with the bound on the commutator $\|[U'_i, P]\|$ depending on the bound on $\|[U_i, U'_i]\|$. When mapping a bundle to a local projector, the bound on the commutator $[U'_i, P]$ depends inversely upon the size of the resulting matrices. One application of the results then is to construct sequences such that the commutators go to zero as the matrix size goes to infinity.

One motivation for our construction is that it enables us to handle certain symmetries of the problem. For example, in applications in physics, physical symmetries such as time-reversal symmetry translate into certain constraints on the matrices. These symmetries are preserved under the maps, in a way discussed in section 7.

Another motivation for our construction is to provide a way of constructing additional explicit examples of unitaries which almost commute but which are far from exactly commuting unitaries. The example of Voiculescu is well-known for the case of two almost commuting unitaries. However, classification results have shown the existence of other examples in different symmetry classes and with $d > 2$. Of course, for all $d > 2$, we can construct a tuple $U_1 = U, U_2 = V, U_3 = ... = U_d = I$ from the unitaries $U$ and $V$ above; however these classification results reveal the existence of other obstructions beyond those of this form. These classification results have only shown existence but have not given the examples explicitly; by using the maps we define, it becomes possible to explicitly construct these if we have an explicit construction of an appropriate vector bundle.

We use physics bra-ket notation for inner and outer products. Sometimes we will not explicitly write the ket $|...\rangle$ for a vector if it is not needed; i.e., writing $v$ rather than $|v\rangle$. Note that our inner product is conjugate linear in the second variable rather than the first. We write the conjugate transpose of an operator $O$ as $O^\dagger$ following physics notation.

All our linear operators will be finite-dimensional matrices.

We make frequent use of computer science style big-O notation. If we write $A = B + O(...)$, where $A$ and $B$ are matrices, this is shorthand for $\|A - B\| \leq O(...)$. The bounds are explicit, but we use the big-O notation to avoid excess constants cluttering the results.

For notational simplicity, we will often write $\bar{\theta}$ to refer to a tuple of angles $\theta_1, ..., \theta_d$, or $\bar{m}$ or $\bar{n}$ to refer to a tuple of integers.

### 5. DEFINITIONS

**Definition 5.1.** We define an “$\epsilon$-soft torus” to be a tuple of unitaries $U_1, ..., U_d$, for some given $d$, such that

\[
\|[U_i, U_j]\| \leq \epsilon
\]

(19)
for all $i, j$.

We will sometimes write $\mathcal{U}$ to denote a given $\epsilon$-soft torus; i.e., $\mathcal{U}$ denotes a tuple of unitaries $U_1, ..., U_d$ with the properties above.

**Definition 5.2.** We define an “$\epsilon$-local projector” to be unitaries $U_1, ..., U_d$ and a projector $P$ such that

$$[U_i, U_j] = 0$$

for all $i, j$ and

$$\|[P, U_i]\| \leq \epsilon. \quad (21)$$

We will sometimes write $\mathcal{P}$ to denote a given $\epsilon$-local projector; i.e., $\mathcal{P}$ denotes a tuple of unitaries $U_1, ..., U_d$ and a projector $P$.

In general, we will refer to any operator $O$ as “$\epsilon$-local with respect to unitaries $U_i$” if $\|[O, U_i]\| \leq \epsilon$.

Note that $U_1, ..., U_d$ in the above definition form a 0-soft torus (i.e., an $\epsilon$-soft torus for $\epsilon = 0$).

Sometimes if we do not wish to explicitly give $\epsilon$, we will simply refer to an $\epsilon$-soft torus or an $\epsilon$-local projector as a “soft torus” or “local projector”, respectively.

**Definition 5.3.** Given an $\epsilon$-soft torus $\mathcal{U}$, corresponding to a tuple of unitaries $U_1, ..., U_d$ and an $\epsilon'$-soft torus $\mathcal{V}$, corresponding to a tuple of unitaries $V_1, ..., V_d$, we define their sum $\mathcal{U} + \mathcal{V}$ to be the tuple of unitaries $U_1 \oplus V_1, ..., U_d \oplus V_d$. Then, $\mathcal{U} + \mathcal{V}$ is a $\max(\epsilon, \epsilon')$-soft torus. Here, the $\oplus$ denotes the direct sum of matrices. It is not necessary that $U_i, V_i$ have the same dimension.

Given an $\epsilon$-local projector $\mathcal{P}$ corresponding to unitaries $U_1, ..., U_d$ and projector $P$ and an $\epsilon'$-local projector $\mathcal{Q}$ corresponding to unitaries $V_1, ..., V_d$ and projector $Q$, we define their sum $\mathcal{P} + \mathcal{Q}$ to be the tuple of unitaries $U_1 \oplus V_1, ..., U_d \oplus V_d$ and projector $P \oplus Q$. Then, $\mathcal{P} + \mathcal{Q}$ is a $\max(\epsilon, \epsilon')$-local projector.

**Definition 5.4.** Define a soft torus $\mathcal{U}$ to be trivial if it is an $\epsilon$-soft torus for $\epsilon = 0$. Define a local projector $\mathcal{P}$ to be trivial if the projector $P$ corresponding to $\mathcal{P}$ exactly commutes with the unitaries $U_i$.

**Definition 5.5.** Given two soft tori, $\mathcal{U}$ and $\mathcal{V}$, with corresponding tuples of unitaries $U_1, ..., U_d$ and $V_1, ..., V_d$, define a distance $\text{dist}(\mathcal{U}, \mathcal{V})$ to be the minimum over all unitaries $Y$ of

$$\max_i \|Y^\dagger U_i Y - V_i\|. \quad (22)$$

We now define a distance between local projectors.

**Definition 5.6.** Consider an $\epsilon$-local projector $\mathcal{P}$ corresponding to unitaries $U_1, ..., U_d$ and projector $P$ and an $\epsilon'$-local projector $\mathcal{Q}$ corresponding to unitaries $V_1, ..., V_d$ and projector $Q$, such that $P$ and $Q$ have the same rank. Define the distance $\text{dist}(\mathcal{P}, \mathcal{Q})$ as follows. This distance is the minimum over all trivial local projectors $\mathcal{R}$ and $\mathcal{S}$ satisfying a certain condition $\ast$ (given in the next paragraph) of a quantity that we call $d(\mathcal{P} + \mathcal{R}, \mathcal{Q} + \mathcal{S})$.

Let $p$ and $q$ be the projectors corresponding to $\mathcal{P} + \mathcal{R}$ and $\mathcal{Q} + \mathcal{S}$. The condition $\ast$ is that $p$ and $q$ are matrices of the same size as each other and that they have the same rank as each other. Let the tuple of unitaries corresponding to $\mathcal{P} + \mathcal{R}$ be $u_1, ..., u_d$ and let the tuple of unitaries corresponding to $\mathcal{Q} + \mathcal{S}$ be $v_1, ..., v_d$. Then, let $d(\mathcal{P} + \mathcal{R}, \mathcal{Q} + \mathcal{S})$ be the minimum over all unitaries $Y$ such that $Y^\dagger p Y = q$ of

$$\max_i \|Y^\dagger u_i Y - v_i\|. \quad (23)$$

**Definition 5.7.** Having defined these distances, we say that a map from $\epsilon$-soft tori to $\epsilon'$-soft tori is $\delta$-close to the identity if it maps every $\epsilon$-soft torus $\mathcal{U}$ to an $\epsilon'$-soft torus $\mathcal{U}'$ with $\text{dist}(\mathcal{U}, \mathcal{U}') \leq \delta$. Similarly, we say that a map from $\epsilon$-local projectors to $\epsilon'$-local projectors is $\delta$-close to the identity if it maps every $\mathcal{P}$ to a $\mathcal{P}'$ with $\text{dist}(\mathcal{P}, \mathcal{P}') \leq \delta$.

### 6. MAP BETWEEN SOFT TORI AND LOCAL PROJECTORS

In this section we define a map $\mathcal{F}$ from $\epsilon$-soft tori to $\epsilon'$-local projectors (the relation between $\epsilon, \epsilon'$ is given below) and also a map $\mathcal{G}$ from $\delta$-local projectors to $4\delta^2$-soft tori.

Then we show that $\mathcal{F} \circ \mathcal{G}$ and $\mathcal{G} \circ \mathcal{F}$ are both close to the identity, in the sense of definition 5.7.
A. Definition of Map $\mathcal{G}$

The map $\mathcal{G}$ has been considered before in Refs. [17][19] and so we give that one first. First we need to define the polar of an invertible matrix.

**Definition 6.1.** Given an invertible matrix $X$, define $\text{polar}(X) = X(X^\dagger X)^{-1/2}$.

Note that polar($X$) is always a unitary matrix. If $X$ is a unitary, then polar($X$) = $X$. It was shown in Ref. [19] that if $\|X^\dagger X - I\| \leq \delta$ and $\delta \leq 0.6$ then $\|\text{polar}(X) - X\| \leq \delta$. Thus, for small $\delta$, polar($X$) is a unitary that is a close approximation to $X$.

**Definition 6.2.** We now define the map $\mathcal{G}$. Consider an $\epsilon$-local projector $\mathcal{P}$ with corresponding unitaries $U_1,...,U_d$ and projector $P$; let $\epsilon < 0.6$. For notational convenience we write

$$P = \begin{pmatrix} I & 0 \\ 0 & 0 \end{pmatrix},$$  

(24)

where the matrix above is a block matrix with $I$ being the identity matrix and the first block having the same size as the rank of $P$. Define $U_{11}$ by

$$PU_iP = \begin{pmatrix} U_{11}^\dagger & 0 \\ 0 & 0 \end{pmatrix}.$$  

(25)

Define $\mathcal{G}(\mathcal{P})$ to be the $\delta$-soft torus corresponding to unitaries polar($U_{11}^\dagger$), ..., polar($U_{d1}^\dagger$).

**Lemma 6.3.** Let $\mathcal{P}$ be a $\delta$-local projector with $\delta \leq 0.6$. Then $g(\mathcal{P})$ is a $4\delta^2$-soft torus.

**Proof.** We need to bound $\|\text{polar}(U_{11}^\dagger), \text{polar}(U_{12}^\dagger)\|$. Note that $\|U_{11}^\dagger(U_{11}^\dagger)^\dagger - I\| = \|(PU_i)(PU_i)^\dagger - P\|$. Using the same block matrix notation as in Eq. (24), write

$$U_i = \begin{pmatrix} U_{11}^\dagger & U_{12}^\dagger \\ U_{21}^\dagger & U_{22}^\dagger \end{pmatrix}.$$  

(26)

Since $[U_i, U_j] = 0$ we have $0 = [U_{11}^\dagger, U_{12}^\dagger] + U_{12}^\dagger U_{21} - U_{12}^\dagger U_{21}$. We have $\|U_{12}^\dagger\| \leq \delta$ and the same bound for $\|U_{21}^\dagger\|$, so $\|[U_{11}^\dagger, U_{12}^\dagger]\| \leq 2\delta^2$.

Also, we have $U_iU_i^\dagger = I$ so $U_{11}^\dagger(U_{11}^\dagger)^\dagger + U_{12}^\dagger(U_{12}^\dagger)^\dagger = I$ so $\|U_{11}^\dagger(U_{11}^\dagger)^\dagger - I\| \leq \delta^2$. So,

$$\|\text{polar}(U_{11}^\dagger) - U_{11}^\dagger\| \leq \delta^2.$$  

(27)

Hence, $\|\text{polar}(U_{11}^\dagger), \text{polar}(U_{12}^\dagger)\| \leq 4\delta^2$, which follows from the bounds above and from a triangle inequality.  

B. Definition of Map $\mathcal{F}$

We now define $\mathcal{F}$ after some preliminaries.

Consider an $\epsilon$-soft torus $\mathcal{U}$ with unitaries $U_1,...,U_d$. Define

$$X_i = \frac{U_i + U_i^\dagger}{2},$$  

(28)

$$Y_i = \frac{U_i - U_i^\dagger}{2i}.$$  

(29)

Note that $\|X_i\| \leq 1, \|Y_i\| \leq 1$.

Define a POVM (positive operator-valued measure) [20] as follows. Let $\Delta$ be some small positive number chosen later in Eq. (27); this choice is made to minimize certain error bounds later. Let $F(x)$ be a function from real numbers to real numbers such that $F(x) = 0$ for $|x| \geq 1$ and such that $F(x - 1) + F(x) + F(x + 1) = 1$ for $|x| \leq 1$. Then, for all $x$

$$\sum_n F(x + n) = 1$$  

(30)
where the sum is over integer \(n\). Finally, pick \(F(x)\) to be non-negative for all \(x\), and such that \(F(x)^{1/2}\) is infinitely differentiable.

Define the POVM to be the set of operators \(E_{\vec{m},\vec{n}}\), where \(m_1, ..., m_d, n_1, ..., n_d\) are integers with \(|n_i| \leq \lfloor 1/\Delta \rfloor\), where we define

\[
E_{\vec{m},\vec{n}} = A_{\vec{m},\vec{n}} A_{\vec{m},\vec{n}}^\dag, \tag{31}
\]

where

\[
A_{\vec{m},\vec{n}} = F \left( \frac{X_1}{\Delta} + m_1 \right)^{1/2} ... F \left( \frac{X_d}{\Delta} + m_d \right)^{1/2} F \left( \frac{Y_1}{\Delta} + n_1 \right)^{1/2} ... F \left( \frac{Y_d}{\Delta} + n_d \right)^{1/2}. \tag{32}
\]

We can verify that these form a POVM (namely, that the sum \(\sum_{\vec{m},\vec{n}} E_{\vec{m},\vec{n}}\) is equal to the identity) by first summing over \(n_d\) and using Eq. (30) to show that \(\sum_{n_d} F \left( \frac{Y_d}{\Delta} + n_d \right) = 1\), then next summing over \(n_{D-1}\) and so on. Note also that the operators \(E_{\vec{m},\vec{n}}\) are all positive semi-definite as required for a POVM.

Let the \(U_i\) act on some Hilbert space \(\mathcal{H}\). Given that this is a POVM, we can define some larger Hilbert space \(\mathcal{H}'\) which is a direct sum of the original Hilbert space \(\mathcal{H}\) with some auxiliary Hilbert space such that the following holds.

**Lemma 6.4.** Let \(\Pi\) be the projector acting on this larger space which projects onto the subspace corresponding to \(\mathcal{H}\); then there are projectors \(Q_{\vec{m},\vec{n}}\) on this larger space such that \(\Pi Q_{\vec{m},\vec{n}}\Pi\), restricted to \(\mathcal{H}\), equals \(E_{\vec{m},\vec{n}}\).

**Proof.** This statement is simply a finite-dimensional statement of Naimark’s dilation theorem\(^{21}\).

Define operators

\[
X'_i = \sum_{\vec{m},\vec{n}} m_i \Delta Q_{\vec{m},\vec{n}}, \tag{33}
\]

and

\[
Y'_i = \sum_{\vec{m},\vec{n}} n_i \Delta Q_{\vec{m},\vec{n}}. \tag{34}
\]

These form a set of exactly commuting self-adjoint operators: \([X'_i, X'_j] = [X'_i, Y'_j] = [Y'_i, Y'_j] = 0\). Define

\[
V_i = X'_i + iY'_i, \tag{35}
\]

so that the \(V_i\) are exactly commuting and are normal. To construct a set of exactly commuting unitaries, \(U'_i\) from the \(V'_i\), find a complex scalar \(z\) with \(|z| = 1\) such that \(V_i + xz\) is invertible for all \(i\) and all real \(x\) with \(0 < x \leq 1\); since the matrices are finite-dimensional, such a \(z\) exists. Then,

\[
U'_i = \lim_{x \to 0^+} \text{polar}(V_i + xz). \tag{36}
\]

Remark: in what follows, it is not that important that we find such a \(z\) and take a limit as \(x \to 0^+\); we could instead find any small \(z\) such that \(V_i + z\) is invertible for all \(i\) and set \(U'_i = \text{polar}(V_i + z)\). We would then have to carry some additional error bounds dealing with the magnitude of the given \(z\), but the proof would not change in any substantial way. Alternately, we could simply arbitrarily map the 0 eigenvalue to the point 1 on the unit circle.

**Definition 6.5.** Define the map \(\mathcal{F}\) to map an \(\epsilon\)-sort torus \(\mathcal{U}\) to an \(\epsilon'\)-local projector with projector \(\Pi\) and unitaries \(U'_1, ..., U'_d\) following the procedure above, with \(U'_i\) defined by Eq. (36), and with

\[
\Delta = \sqrt{d\epsilon}. \tag{37}
\]

We will show in the next subsection in lemma (6.9) that the result is indeed an \(\epsilon'\)-local projector with

\[
\epsilon' = O(d\epsilon)^{1/4}. \tag{38}
\]
C. $\epsilon'$-Local Projector and Composition of Maps $\mathcal{G} \circ \mathcal{F}$

In this section, we prove lemma (6.9) showing that the result of the above definition is indeed an $\epsilon'$-local projector, and we also show that the composition of maps $\mathcal{G} \circ \mathcal{F}$ is close to the identity in lemma (6.10). Both these lemmas rely on similar preliminary results which we now give.

**Lemma 6.6.** The operator $\Pi X_i' \Pi$, restricted to the space $\mathcal{H}_i$, is equal to $X_i$, up to an error of $O(\Delta + d\Delta^{-1})$ in operator norm for all $i$. Similarly, $\Pi Y_i' \Pi$, again restricted to the space $\mathcal{H}_i$, equals $Y_i$, up to the same error of $O(\Delta + d\Delta^{-1})$.

For the particular choice of $\Delta$ above, we have $O(\Delta + d\Delta^{-1}) = O(\sqrt{d\epsilon})$.

**Proof.** The operator $\Pi X_i' \Pi$, restricted to $\mathcal{H}_i$, is equal to

$$\sum_{\vec{m}, \vec{n}} m_i \Delta E_{\vec{m}, \vec{n}}.$$ (39)

So, we wish to bound

$$\| \sum_{\vec{m}, \vec{n}} m_i \Delta E_{\vec{m}, \vec{n}} - X_i \|.$$ (40)

Consider first the case $i = 1$. Then,

$$\sum_{\vec{m}, \vec{n}} m_1 \Delta E_{\vec{m}, \vec{n}} = \sum_{m_1} m_1 \Delta F \left( \frac{X_1}{\Delta} + m_1 \right).$$ (41)

To show this, use $\sum_n F \left( \frac{X_1}{\Delta} + n \right) = \sum_n F \left( \frac{Y_1}{\Delta} + n \right) = 1$, and first sum over $n_d$, then over $n_{d-1}$ and so on, until only the sum over $m_1$ is left. Thus the difference (40) equals

$$\| \sum_{m_1} m_1 \Delta F \left( \frac{X_1}{\Delta} + m_1 \right) - X_1 \|$$ (42)

which by definition of $F$ is bounded by $O(\Delta)$.

Now consider $i \neq 1$. We need to compute $\sum_{\vec{m}, \vec{n}} m_i \Delta E_{\vec{m}, \vec{n}}$. Summing over $\vec{n}$ and over $m_{i+1}, \ldots, m_d$, this equals

$$\sum_{m_1, \ldots, m_{i-1}} m_i \left( F \left( \frac{X_1}{\Delta} + m_1 \right) \ldots F \left( \frac{X_{i-1}}{\Delta} + m_{i-1} \right) \right) \left( F \left( \frac{X_1}{\Delta} + m_1 \right) \ldots F \left( \frac{X_i}{\Delta} + m_i \right) \right).$$ (43)

Summing over $m_i$ and using $\sum_{m_i} m_i \Delta F \left( \frac{X_i}{\Delta} + m_i \right) = X_i + O(\Delta)$, Eq. (43) equals

$$\sum_{m_1, \ldots, m_{i-1}} m_i \left( F \left( \frac{X_1}{\Delta} + m_1 \right) \ldots F \left( \frac{X_{i-1}}{\Delta} + m_{i-1} \right) \right) \left( X_i + O(\Delta) \right) \left( F \left( \frac{X_1}{\Delta} + m_1 \right) \ldots F \left( \frac{X_i}{\Delta} + m_i \right) \right).$$ (44)

We first claim that $\sum_{m_1, \ldots, m_{i-1}} m_i \left( F \left( \frac{X_1}{\Delta} + m_1 \right) \ldots F \left( \frac{X_{i-1}}{\Delta} + m_{i-1} \right) \right) \left( X_i + O(\Delta) \right) \left( F \left( \frac{X_1}{\Delta} + m_1 \right) \ldots F \left( \frac{X_i}{\Delta} + m_i \right) \right)$ is itself bounded by $O(\Delta)$ in operator norm. To see this, we bound the trace of this operator with any matrix $\rho$ with trace norm bounded by 1. However, this is equal to the trace of

$$\sum_{m_1, \ldots, m_{i-1}} \left( F \left( \frac{X_{i-1}}{\Delta} + m_{i-1} \right) \ldots F \left( \frac{X_1}{\Delta} + m_1 \right) \right) \rho \left( F \left( \frac{X_1}{\Delta} + m_1 \right) \ldots F \left( \frac{X_{i-1}}{\Delta} + m_{i-1} \right) \right)$$ (45)

with some operator that is $O(\Delta)$. Since the operator in Eq. (45) is given by a quantum channel (a completely-positive trace-preserving map) applied to $\rho$, the resulting operator still has trace norm bounded by 1. So, its trace with any operator with operator norm bounded by $O(\Delta)$ is bounded by $O(\Delta)$. So, Eq. (44) is $O(\Delta)$ plus

$$\sum_{m_1, \ldots, m_{i-1}} m_i \left( F \left( \frac{X_1}{\Delta} + m_1 \right) \ldots F \left( \frac{X_{i-1}}{\Delta} + m_{i-1} \right) \right) X_i \left( F \left( \frac{X_{i-1}}{\Delta} + m_{i-1} \right) \ldots F \left( \frac{X_1}{\Delta} + m_1 \right) \right).$$ (46)
We next bound $\|F(\frac{X_j}{\Delta} + m_j)^{1/2}, X_i\|$, using $\|X_i, X_j\| \leq \epsilon$. Let $g(t)$ be the Fourier transform of the function $F(...)^{1/2}$. Since $F(...)^{1/2}$ is infinitely differentiable, $g(t)$ decays superpolynomially in $t$. We have

$$F(\frac{X_j}{\Delta} + m_j)^{1/2} = \int dt g(t) \exp(it(\frac{X_j}{\Delta} + m_j)),$$

and

$$\|F(\frac{X_j}{\Delta} + m_j)^{1/2}, X_i\| \leq \int dt |g(t)| \|\exp(it(\frac{X_j}{\Delta} + m_j), X_i)\| \leq \epsilon \int dt |g(t)||\|X_j, X_i\|| = O(\epsilon \Delta^{-1}).$$

We used the decay of $g(t)$ to show that the above integral over $t$ converges. In fact, we do not need superpolynomial decay, and a sufficiently fast polynomial would have sufficed.

Using this bound on the commutator, we can commute $X_i$ through $F(\frac{X_j}{\Delta} + m_j)^{1/2}$ for $j < i$ to obtain

$$\sum_{m_1, \ldots, m_{i-1}} m_j \left( F(\frac{X_j}{\Delta} + m_1)^{1/2} \ldots F(\frac{X_{j-1}}{\Delta} + m_{i-1})^{1/2} \right) X_i \left( F(\frac{X_{j-1}}{\Delta} + m_{i-1})^{1/2} \ldots F(\frac{X_1}{\Delta} + m_1)^{1/2} \right) = X_i + O(d \Delta^{-1}).$$

So, Eq. (43) equals $X_i + O(\Delta + d \Delta^{-1})$.

A similar proof can be used to bound the error $\|Y_i - Y_i\|$. In this case, we need to commute $F(\frac{Y_j}{\Delta} + m_j)^{1/2}$ through $F(\frac{Y_j}{\Delta} + m_j)^{1/2}$ for $j < i$ and also commute $F(\frac{Y_j}{\Delta} + m_j)^{1/2}$ through $F(\frac{X_j}{\Delta} + m_j)^{1/2}$ for all $j$.

Remark: the above lemma can be thought of physically as follows: the POVM corresponds to a sequence of “soft measurements”, first of $X_1$, then of $X_2$, then $X_3$, and so on. Each measurement gives some information on the value of the given $X_i$, and since the $X_i$ almost commute and the measurements are soft, they only weakly disturb subsequent measurements.

We need a related lemma:

**Lemma 6.7.** The operator $\sum_{\vec{m}, \vec{n}} m_i^2 \Delta^2 P_{\vec{m}, \vec{n}}$, is equal to $X_i^2$, up to an error of $O(\Delta + d \Delta^{-1})$ in operator norm for all $i$. Similarly, $\sum_{\vec{m}, \vec{n}} n_i^2 \Delta P_{\vec{m}, \vec{n}}$, again restricted to the space $\mathcal{H}$, equals $Y_i^2$, up to the same error of $O(\Delta + d \Delta^{-1})$.

The proof of this lemma is almost the same as that of lemma (6.6), so we do not repeat it.

Next we show that

**Lemma 6.8.**

$$\|\Pi(U_i' - V_i)\Pi\| \leq O(\Delta + d \Delta^{-1})^{1/2}.\tag{50}$$

For the given $\Delta$, this is $O(d \epsilon)^{1/4}$.

**Proof.** Let $Q$ project onto the eigenspace of $V_i$ with eigenvalues whose absolute value squared is outside the interval $[1 - x, 1 + x]$ for some real number $x$. Then,

$$\Pi Q \Pi = \sum_{\vec{m}, \vec{n}: (m_i^2 + n_i^2) \Delta^2 \notin [1 - x, 1 + x]} E_{\vec{m}, \vec{n}}.\tag{51}$$

Using lemma [6.7], and $X_i^2 + Y_i^2 = I$, we have $\sum_{\vec{m}, \vec{n}} (m_i^2 + n_i^2) \Delta^2 E_{\vec{m}, \vec{n}} = I + \leq O(\Delta + d \Delta^{-1})$, and so

$$\|\sum_{\vec{m}, \vec{n}} (m_i^2 + n_i^2) \Delta^2 - I\| E_{\vec{m}, \vec{n}} \| \leq O(\Delta + d \Delta^{-1}).\tag{52}$$

The operator in the left-hand side of the above equation is lower bounded by $x \Pi Q \Pi$ restricted to $\mathcal{H}$. So,

$$\|\Pi Q \Pi\| \leq \frac{1}{x} O(\Delta + d \Delta^{-1}).\tag{53}$$
We have $\|(1 - Q)(U_i' - V_i)(1 - Q)\| \leq x$. So, $\|\Pi(U_i' - V_i)\Pi\| \leq \|\Pi(1 - Q)(U_i' - V_i)(1 - Q)\Pi\| + \|\Pi Q(U_i' - V_i) Q\Pi\| \leq x + \text{const.} \times \|\Pi Q\Pi\|$. Hence,

$$\|\Pi(U_i' - V_i)\Pi\| \leq x + \frac{1}{x}O(\Delta + d\epsilon\Delta^{-1}). \tag{54}$$

Picking $x = \sqrt{\Delta + d\epsilon\Delta^{-1}}$, we get that

$$\|\Pi(U_i' - V_i)\Pi\| \leq O(\Delta + d\epsilon\Delta^{-1})^{1/2}. \tag{55}$$

We can now prove that

**Lemma 6.9.** For all $i$,

$$\|\Pi, U_i'\| \leq O(\delta)^{1/4}. \tag{56}$$

**Proof.** By lemma (6.8) and a triangle inequality,

$$\|\Pi, U_i'\| \leq \|\Pi, V_i\| + O(\delta)^{1/4} \leq \|\Pi, X_i'\| + \|\Pi, Y_i'\| + O(\delta)^{1/4}. \tag{57}$$

We now bound $\|\Pi, X_i'\|$. Let $(X_i')^{11} = \Pi X_i'\Pi$, $(X_i')^{12} = \Pi X_i'(1 - \Pi)$, and let $(X_i')^{21} = (1 - \Pi)X_i'\Pi$. Then, to bound $\|\Pi, X_i'\|$, it suffices to bound

$$\|(X_i')^{12}\| = \sqrt{\|(X_i')^{12}(X_i')^{21}\|} = \|\Pi(X_i')^2\Pi - (\Pi X_i'\Pi)^2\|.$$

However, by lemmas (6.6, 6.7), $\Pi X_i'\Pi = X_i + O(\delta)^{1/2}$ and $\Pi(X_i')^2\Pi = X_i^2 + O(\delta)^{1/2}$ so $\|\Pi(X_i')^2\Pi - (\Pi X_i'\Pi)^2\| = O(\delta)^{1/2}$ and so $\|\Pi, X_i'\| = O(\delta)^{1/4}$.

A similar bound for $Y_i'$ holds with a similar proof. \qed

Finally, as a corollary of lemma (6.8) and lemma (6.3), note that

**Lemma 6.10.** Given any $\epsilon$-soft torus $\mathcal{U}$ with unitaries $U_1, ..., U_d$, the composition of maps $\mathcal{G} \circ \mathcal{F}$ applied to $\mathcal{U}$ gives the same unitaries up to an error that is $O(\delta)^{1/4}$ in operator norm. The resulting $\mathcal{F} \circ \mathcal{G}$ is an $O(d^{1/2}\epsilon^{1/2})$ soft torus.

**D. Composition of Maps $\mathcal{F} \circ \mathcal{G}$**

We now show that the composition of maps $\mathcal{F} \circ \mathcal{G}$ is close to the identity in lemma 6.12. Note that if $\mathcal{P}$ is an $\epsilon$-local projector, then $\mathcal{F} \circ \mathcal{G}\mathcal{P}$ will be a $\delta$-local projector for $\delta = O(d^{1/4}\epsilon^{1/2})$, and $\delta$ may be bigger than $\epsilon$ for small $\epsilon$. So, when we say that the composition of maps is close to the identity, we measure the distance treating these as $\delta$-local projectors.

The distance between two local projectors has the following useful property:

**Lemma 6.11.** Consider an $\epsilon$-local projector $\mathcal{P}$ corresponding to unitaries $U_1, ..., U_d$ and projector $P$ and an $\epsilon$-local projector $\mathcal{Q}$ corresponding to unitaries $V_1, ..., V_d$, such that $P$ and $Q$ have the same rank. Then

$$\text{dist}(P, Q) \leq \text{dist}(\mathcal{G}\mathcal{P}, \mathcal{G}\mathcal{Q}) + O(\epsilon). \tag{58}$$

**Proof.** Refer to definition 5.6. We will define a pair of trivial local projectors, called $\mathcal{R}$ and $\mathcal{S}$, as in that definition. We fix the unitaries in $\mathcal{R}$ to be the unitaries $U_1, ..., U_d$ and we fix the unitaries in $\mathcal{S}$ to be the unitaries $U_1, ..., U_d$. This then fulfills the condition $*$ in that definition. Let the projectors $R$ and $S$ in $\mathcal{R}$ and $\mathcal{S}$ both be equal to zero.

Let the tuple of unitaries corresponding to $\mathcal{P} + \mathcal{R}$ be $u_1, ..., u_d$ and let tuple of unitaries corresponding to $\mathcal{Q} + \mathcal{S}$ be $v_1, ..., v_d$. Let $p, q$ be the projectors in $\mathcal{P} + \mathcal{R}$ and $\mathcal{Q} + \mathcal{S}$, respectively. We compute $d(\mathcal{P} + \mathcal{R}, \mathcal{Q} + \mathcal{S})$, which was defined to be the minimum over all unitaries $Y$ such that $Y^p Y = q$ of

$$\max_i \|Y^i u_i Y - v_i\|. \tag{59}$$
Let us make a basis transformation so that we write
\[ u_i = \begin{pmatrix} u_{11}^i & u_{21}^i \\ u_{21}^i & u_{22}^i \end{pmatrix}, \]
where here we write \( u_i \) as a block matrix, with
\[ p = \begin{pmatrix} I & 0 \\ 0 & 0 \end{pmatrix}. \]

Since the distance is invariant under simultaneous conjugation of \( v_i \) and \( q \) by any unitary, let us without loss of generality assume that \( p = q \). Then, we will write \( v_i \) in the same basis as
\[ v_i = \begin{pmatrix} v_{11}^i & v_{12}^i \\ v_{21}^i & v_{22}^i \end{pmatrix}, \]

We have
\[ \| u_i - \begin{pmatrix} u_{11}^i & 0 \\ 0 & u_{22}^i \end{pmatrix} \| \leq O(\epsilon), \]
and a similar bound for \( v_i \). Let \( d_1 \) be the minimum over matrices \( Y_1 \) of
\[ \max_i || Y_0^1 u_{11}^i Y_0 - v_{11}^i ||, \]
and let \( d_2 \) be the minimum over matrices \( Y_2 \) of
\[ \max_i || Y_1^1 u_{22}^i Y_1 - v_{22}^i ||. \]

Then, we can upper bound \( d(P + R, Q + S) \leq \max(d_1, d_2) + O(\epsilon) \) by choosing \( Y \) to be the direct sum of \( Y_1 \) and \( Y_2 \) and minimizing over \( Y_1, Y_2 \) separately. However, \( || u_{11}^i - \text{polar}(u_{11}^i) || \leq O(\epsilon^2) \) by Eq. (67), and similarly for \( v_{11}^i \), so \( d_1 = \text{dist}(GP, GQ) + O(\epsilon^2) \).

Let us write
\[ U_i = \begin{pmatrix} U_{11}^i & U_{12}^i \\ U_{21}^i & U_{22}^i \end{pmatrix}, \]
in a basis where the projector in \( P \) is equal to
\[ \begin{pmatrix} I & 0 \\ 0 & 0 \end{pmatrix}, \]
and also write \( V_i \) similarly. Note that \( U_{12}^i \) and \( U_{21}^i \) are both \( O(\epsilon) \). Then
\[ u_{22}^i = \begin{pmatrix} \text{polar}(U_{22}^i) & 0 & 0 \\ 0 & \text{polar}(V_{11}^i) & 0 \\ 0 & 0 & \text{polar}(V_{22}^i) \end{pmatrix} + O(\epsilon), \]
and
\[ v_{22}^i = \begin{pmatrix} \text{polar}(V_{22}^i) & 0 & 0 \\ 0 & \text{polar}(U_{11}^i) & 0 \\ 0 & 0 & \text{polar}(U_{22}^i) \end{pmatrix} + O(\epsilon). \]

To upper bound \( d_2 \), consider the matrix \( Y_2 \) that is
\[ Y_1 = \begin{pmatrix} 0 & 0 & I \\ 0 & I & 0 \\ I & 0 & 0 \end{pmatrix}. \]

For this \( Y_2 \), we have \( \max_i || Y_1^1 u_{22}^i Y_1 - v_{22}^i || = \text{dist}(GP, GQ) + O(\epsilon) \).

From these bounds on \( d_1, d_2 \), the claim follows.

**Lemma 6.12.** Let \( P \) be an \( \epsilon \)-local projector. For sufficiently small \( \epsilon \), we have
\[ \text{dist}(P, F \circ G) = O(d(\epsilon)^{1/4}), \]
where we \( F \circ G \) is an \( O(d^{1/4} \epsilon^{1/2}) \)-local projector.

**Proof.** By Lemma (6.3), the map \( G \) maps \( P \) to an \( O(\epsilon^2) \)-soft torus for sufficiently small \( \epsilon \). By Lemma (6.5), the map \( F \) maps this soft torus to an \( O(d^{1/4} \epsilon^{1/2}) \)-local projector \( Q \), such that \( \text{dist}(GP, GQ) = O(d^{1/4} \epsilon^{1/2}) \). Hence for the given \( \Delta \), this is \( O(d(\epsilon)^{1/4}) \). Hence, by Lemma 6.11, Eq. (71) follows. \qed
7. MAP BETWEEN $\epsilon$-LOCAL PROJECTORS AND VECTOR BUNDLES

Rather than considering vector bundles directly, we consider functions $E$ from the $d$-dimensional torus to the space of projectors in some finite-dimensional complex vector space. We write parametrize the torus by angles $\theta_1, \ldots, \theta_d$. Then, $E(\hat{\theta})$ is a projector which depends periodically upon the angles $\theta_i$ with period $2\pi$.

We define a distance $\text{dist}(\hat{\theta}, \hat{\theta}')$ to be $\max(\text{dist}(\theta_i, \theta_i'))$, where given any two angles $\theta, \theta'$, we define $\text{dist}(\theta, \theta') = (\min_n ((\theta_i - \theta_i') + 2 + |n|))$, where the min is taken over all integers $n$.

Throughout, we consider functions $E$ which are infinitely differentiable. Since the domain is compact, the first derivative is bounded and so we have

$$\frac{\|E(\hat{\theta}) - E(\hat{\theta}')\|}{\text{dist}(\hat{\theta}, \hat{\theta}')} \leq K$$

for some constant $K$. The particular value of this constant $K$ will play a role in some of the estimates later.

In this section we define maps $A, B$ from such projector-valued functions to local projectors and vice-versa. We then show that the composition of maps $A \circ B$ or $B \circ A$ is close to the identity. Whenever we refer to a projector-valued function, we mean a projector-valued function depending periodically upon angles $\theta_1, \ldots, \theta_d$.

A. Definition of Map $A$

**Definition 7.1.** Define a map $A$ from such projector-valued functions $E$ to $\epsilon$-local projectors as follows. Let $E(\hat{\theta})$ be a projector acting on a $D$-dimensional space, with basis vectors $v_1, \ldots, v_D$. Let $N$ be an arbitrary integer. Let $A\hat{P}$ be the $\epsilon$-local projector defined as follows. The matrices act on a space of dimension $DN^d$. This space has basis vectors which we write as

$$|\vec{n}; a\rangle,$$

where $a = 1, \ldots, D$ and the vector $\vec{n}$ refers to $n_1, \ldots, n_d$ with $0 \leq n_i \leq N - 1$. This notation indicates a tensor product decomposition of the space into an $N^d$-dimensional space and a $D$-dimensional space:

$$|\vec{n}; a\rangle = |\vec{n}\rangle \otimes v_a.$$

This tensor product decomposition is used in Eq. (76).

Let $\vec{x}(i)$ denote the vector with a 1 in the $i$-th position and a zero everywhere else. We define the matrices $U_i$ by

$$U_i = \sum_{\vec{n}; a} |\vec{n} + \vec{x}(i); a\rangle \langle \vec{n}; a| = \sum_{\vec{n}} |\vec{n} + \vec{x}(i)\rangle \langle \vec{n}| \otimes I.$$

The addition $\vec{n} + \vec{x}(i)$ is mod $N$, giving the tuple $n_1, \ldots, n_i-1, n_i + 1 \text{ mod } N, n_{i+1}, \ldots, n_d$. That is, $U_i$ increases $n_i$ by 1 (mod $N$) and acts as the identity on the rest of the space.

We define the projector for the $\epsilon$-local projector to be $\hat{P}$

$$\hat{P} = \sum_{\vec{n}} |\vec{n}\rangle \langle \vec{n}| \otimes E(2\pi \frac{\vec{n}}{N}),$$

where $2\pi \frac{\vec{n}}{N}$ refers to $2\pi \frac{n_1}{N}, \ldots, 2\pi \frac{n_d}{N}$.

**Lemma 7.2.** Assume $E$ obeys Eq. (72) for given $K$. For given $N$, the map $A$ above maps such projectors to $\epsilon$-local projectors with

$$\epsilon \leq 2\pi \frac{K}{N}.$$  \hspace{1cm} (77)

**Proof.** We bound $\| [U_i, P]\|$. This is equal to the maximum over $\vec{n}$ of

$$| E(2\pi \frac{\vec{n}}{N}) - E(2\pi \frac{\vec{n} + \vec{x}(i)}{N}) |.$$

By Eq. (72), this is bounded by $2\pi K/N$.  \hfill $\square$
B. Definition of Map $S$

Given an $\epsilon$-local projector with commuting unitaries $U_1, ..., U_d$ we will work in a basis that diagonalize all of the $U_i$ simultaneously, so that every basis element $v$ obeys $U_i v = z_i v$ for some $|z_i| = 1$. In what follows we choose some real number $R > 0$. From the projector $P$, we now define a new operator $H_{\text{loc}}$ with the property that $\| P - H_{\text{loc}} \|$ is small, going to zero as $\epsilon/R$ goes to zero, and such that if $v_1, v_2$ are basis elements with $U_i v_1 = z_i^1 v_1$ and $U_i v_2 = z_i^2 v_2$ and such that $z_1 = \exp(i\phi_1)$ and $z_2 = \exp(i\phi_2)$ with dist$(\phi_1, \phi_2) \geq R$, then

$$\langle v_1 | H_{\text{loc}} | v_2 \rangle = 0.$$  (79)

The intuition for this property of $H_{\text{loc}}$ is that we think of the basis elements as corresponding to “sites” of some tight-binding model in a $d$-dimensional torus and $P$ is some Hamiltonian for free electrons hopping between these sites. We replace $P$ by some approximation $H_{\text{loc}}$ such that $H_{\text{loc}}$ is now “short-range”: it has strictly zero matrix elements between sufficiently far separated sites. The particular choice of $R$ above is not too important so long as $R$ is sufficiently small; the important thing is that the matrix element vanishes if $z_1$ is close to $-z_2$.

Note that $H_{\text{loc}}$ need not be a projector. However, will show later that for sufficiently small $\epsilon$, the eigenvalues of $H_{\text{loc}}$ are bounded away from 1/2. We refer to $H_{\text{loc}}$ as an $R$-strictly local Hamiltonian.

To define $H_{\text{loc}}$, first we define

$$X_i = \frac{U_i + U_i^\dagger}{2},$$  (80)

$$Y_i = \frac{U_i - U_i^\dagger}{2}.$$  (81)

Note that $[X_i, X_j] = [X_i, Y_j] = [Y_i, Y_j] = 0$.

To construct $H_{\text{loc}}$, we will instead construct an operator such that, for some scalar $S$, if $|\text{Re}(z_1) - \text{Re}(z_2)| \geq S$ or $|\text{Im}(z_1) - \text{Im}(z_2)| \geq S$, then

$$\langle v_1 | H_{\text{loc}} | v_2 \rangle = 0.$$  (82)

By choosing $S$ sufficiently small, this assumption will imply that Eq. [79] holds if $z_1 = \exp(i\phi_1)$ and $z_2 = \exp(i\phi_2)$ with dist$(\phi_1, \phi_2) \geq R$. A sufficiently small $S$ can be chosen by picking $S$ equal to a constant times $R$.

Then, define

$$H_{\text{loc}} = S^{2d} \int da_1 db_1 da_2 db_2 ... da_d db_d \exp(i \sum_j (a_j X_j + b_j Y_j)) P \exp(-i \sum_j (a_j X_j + b_j Y_j)) \prod_j (F(Sa_j) F(Sb_j)),$$  (83)

where the function $F$ is defined to be the Fourier transform of a function $\tilde{F}$, where $\tilde{F}$ can be any given function with the property that $\tilde{F}$ is sufficiently smooth that $F(t)$ is bounded by a constant divided by $t^3$ and such that $\tilde{F}(0) = 1$ and $\tilde{F}(\omega)$ vanishes for $|\omega| \geq 1$. This last property implies that Eq. [79] will hold for the given $v_1, v_2$. Then, we can bound

Lemma 7.3.

$$\| H_{\text{loc}} - P \| \leq O(\epsilon).$$  (84)

$H_{\text{loc}}$ is $O(\epsilon)$-local with respect to the $U_i$.

Proof. Since $\tilde{F}(0) = 1$, we have

$$P = S^{2d} \int (\prod_i da_i db_i) P \prod_j (F(Sa_j) F(Sb_j)),$$  (85)

so by a triangle inequality

$$\| H_{\text{loc}} - P \| \leq S^{2d} \int (\prod_i da_i db_i) \| \exp(i \sum_j (a_j X_j + b_j Y_j)) P \exp(-i \sum_j (a_j X_j + b_j Y_j)) - P \| \prod_j (F(Sa_j) F(Sb_j)) \|$$

$$\leq S^{2d} \epsilon \int (\prod_i da_i db_i) \sum_j |a_j| + |b_j| \prod_j (F(Sa_j) F(Sb_j)).$$  (86)
Because of the decay of $F$, the above integral converges and is bounded by a constant times $\epsilon/S$.

The fact that $\| [H_{loc}, U_i] \|$ is bounded by $O(\epsilon)$ follows from the bound on $\| H_{loc} - P \|$ and from the fact that $P$ is $\epsilon$-local.

Having defined $H_{loc}$, we next define an operator $H_{loc}(\vec{\theta})$, which depends periodically upon angles $\theta_1, \ldots, \theta_d$. Physically, this definition corresponds to a twist in boundary conditions by angles $\theta_1, \ldots, \theta_d$. The torus $\vec{\theta}$ is sometimes called the “flux torus”. Using the definition of $H_{loc}(\vec{\theta})$, we define a projector-valued function $E$.

Let us first give a general definition of “twisted boundary conditions” for an arbitrary operator, before specifying to $H_{loc}$. Without loss of generality, we suppose that none of the matrices $U_i$ have $+1$ in their spectrum (since they are finite-dimensional matrices, we can always achieve this by replacing $U_i$ by $U_i$ multiplied by some phase). We remark that this supposition is just a technical detail to help simplify the definition of twisted boundary conditions; if we had not made this assumption, we would have to also define below what to do if $z_i = 1$ or $\epsilon z_j = 1$.

**Definition 7.4.** Let $O$ be any that is $\pi/2$-strictly local operator such that the following property holds:

Then, define the operator $O(\vec{\theta})$ by its matrix elements. Let $v_1, v_2$ be eigenvectors of all the $U_i$, with $U_i v_1 = z_1^1 v_1$ and $U_i v_2 = z_1^2 v_2$, and $z_1^1 = -z_1^2$. For each $i = 1, \ldots, d$, consider the shortest path on the unit circle from $z_i^1$ to $z_i^2$. If this path contains the point $+1$ on the unit circle and moves in a counter-clockwise direction, then set $\omega_i = \exp(i\theta_i)$; if it contains $+1$ and moves in a clockwise direction then set $\omega_i = \exp(-i\theta_i)$. Otherwise set $\omega_i = 1$. Then, let $\langle v_1 | O(\vec{\theta}) v_2 \rangle = \prod_i \omega_i \langle v_1 | O v_2 \rangle$.

We refer to $O(\vec{\theta})$ as “$O$ with twisted boundary conditions”.

Note that due to the condition of $\pi/2$-strict locality, the choice of shortest path is unambiguous. In fact, $\pi$-strict locality would have sufficed, but for use later we pick $\pi/2$.

We now define $H_{loc}(\vec{\theta})$.

**Definition 7.5.** Let $R \leq \pi/2$ and construct $H_{loc}$. Given $H_{loc}$, define $H_{loc}(\vec{\theta})$ as above. Define $E(\vec{\theta})$ to project onto the eigenspace of $H_{loc}(\vec{\theta})$ with eigenvalue more than $1/2$.

We define a map $\mathcal{B}$ from $\epsilon$-local projectors to projector-valued functions by setting $\mathcal{B}P$ to be the projector-valued function $E$ obtained by first constructing the operator $H_{loc}$ above and then constructing $H_{loc}(\vec{\theta})$ and $E(\vec{\theta})$ as in this definition.

The above definition constructs a projector onto an eigenspace of a particular operator $H_{loc}(\vec{\theta})$ with eigenvalue more than $1/2$. It is not a priori obvious that the dimension of this eigenspace is independent of $\vec{\theta}$. However, next we prove that for sufficiently small $\epsilon$ that the operator $H_{loc}(\vec{\theta})$ is in fact close to a projector, and so we can bound its eigenvalues away from $1/2$. We show after that in lemma 7.9 that the projector-valued function $E$ obeys the Lipschitz condition and gives bounds on $K$.

To prove that $H_{loc}(\vec{\theta})$ is close to a projector, we need a technical lemma:

**Lemma 7.6.** For any $O$ fulfilling the conditions of definition 7.4, we have

$$\| O(\vec{\theta}) \| \leq 2^d \| O \|. \quad (87)$$

**Proof.** We decompose $O$ as a sum of $2^d$ different operators $O_{m_1,\ldots,m_d}$ with each $m_i$ being equal to either 0 or 1:

$$O = \sum_{\{m_1,\ldots,m_d\}} O_{m_1,\ldots,m_d}. \quad (88)$$

Without loss of generality, let us suppose that none of the matrices $U_i$ have $-1$ in their spectrum. This is in addition to our previous assumption that do not have $+1$ in their spectrum, and again can be achieved by multiplying the matrices by a scalar and again is just a technical detail to simplify the proof.

The $O_{m_1,\ldots,m_d}$ are defined by their matrix elements. Let $v_1, v_2$ be eigenvectors of all the $U_i$, with $U_i v_1 = z_1^1 v_1$ and $U_i v_2 = z_1^2 v_2$, and $z_1^1 = -z_1^2$. Define integers $n_1,\ldots,n_d$ as follows. For each $i = 1,\ldots,d$, consider the shortest path on the unit circle from $z_i^1$ to $z_i^2$. If this path contains the point $1$ on the unit circle or it contains the point $-1$ on the unit circle, then set $n_i = 1$. Otherwise set $n_i = 0$. Then, let $\langle v_1 | O_{m_1,\ldots,m_d} v_2 \rangle = \prod_i \omega_i \langle v_1 | O v_2 \rangle$ if $m_i = n_i$ for all $i$ and otherwise site $\langle v_1 | O_{m_1,\ldots,m_d} v_2 \rangle = 0$.

Then, for each $O_{m_1,\ldots,m_d}$ define operators $O_{m_1,\ldots,m_d}(\vec{\theta})$ to be $O_{m_1,\ldots,m_d}$ with twisted boundary conditions. We claim that

$$\| O_{m_1,\ldots,m_d}(\vec{\theta}) \| = \| O_{m_1,\ldots,m_d} \|. \quad (89)$$
This claim can be shown as follows. We just show this for \(d = 1 \) as \(d > 1 \) can be handled similarly, just introducing more projectors. Suppose \( m_1 = 1 \). Let \( \Pi_L \) project onto eigenvectors of \( U_1 \) with eigenvalues \( z_1 = \exp(i\phi_1) \) with \( \phi_1 \in (\pi/2, 3\pi/2) \) and let \( \Pi_L \) project onto eigenvectors of \( U_1 \) with eigenvalues \( z_1 = \exp(i\phi_1) \) with \( \phi_1 \in (-\pi/2, \pi/2) \). Let \( \Pi_T \) project onto eigenvectors of \( U_1 \) with eigenvalues \( z_1 = \exp(i\phi_1) \) with \( \phi_1 \in (0, \pi) \) and let \( \Pi_L \) project onto eigenvectors of \( U_1 \) with eigenvalues \( z_1 = \exp(i\phi_1) \) with \( \phi_1 \in (\pi, 2\pi) \). Then, for \( m_1 = 1 \), \( O_{m_1}(\theta_1) = \Pi_LO_{m_1}\Pi_L + \exp(i\Pi_T\theta_1)(\Pi_RO_{m_1}\Pi_R)\exp(-i\Pi_T\theta_1) \), and so \( |O_{m_1}(\theta)| \leq \max(||\Pi_LO_{m_1}\Pi_L||, ||\exp(i\Pi_T\theta_1)(\Pi_RO_{m_1}\Pi_R)\exp(-i\Pi_T\theta_1)||) = \max(||\Pi_LO_{m_1}\Pi_L||, ||\Pi_RO_{m_1}\Pi_R||) \leq ||O_{m_1}|| \). For \( m_1 = 0 \), \( O_{m_1}(\theta_1) = O_{m_1} \).

In the above paragraph, a key role is played by the \( \pi/2 \)-strict locality. The reader should consider the decomposition of the space into the ranges of operators \( \Pi_L, \Pi_R, \Pi_T, \Pi_B \) and see which spaces the operator \( O_{m_1} \) can have matrix elements between.

Also,

\[
O(\vec{\theta}) = \sum_{\{m_1,...,m_d\}} O_{m_1,...,m_d}(\vec{\theta}). \tag{90}
\]

So by a triangle inequality,

\[
||O(\vec{\theta})|| \leq \sum_{\{m_1,...,m_d\}} ||O_{m_1,...,m_d}||. \tag{91}
\]

We claim that \( ||O_{m_1,...,m_d}|| \leq ||O|| \). Given this claim and Eq. (91), Eq. (87) follows. To show this claim, consider first the case \( \Pi_L, \Pi_R, \Pi_T, \Pi_B \). Let \( \Pi_{L,R,T,B} \) be a projector onto eigenvectors of \( U_1 \) with eigenvalues \( z_1 = \exp(i\phi_1) \) with \( \phi_1 \in (\pi/2, 3\pi/2) \). Let \( \Pi_{L,R,T,B} \) be a projector onto eigenvectors of \( U_1 \) with eigenvalues \( z_1 = \exp(i\phi_1) \) with \( \phi_1 \in (-\pi/2, \pi/2) \). Let \( \Pi_{L,R,T,B} \) be a projector onto eigenvectors of \( U_1 \) with eigenvalues \( z_1 = \exp(i\phi_1) \) with \( \phi_1 \in (0, \pi) \) and let \( \Pi_{L,R,T,B} \) be a projector onto eigenvectors of \( U_1 \) with eigenvalues \( z_1 = \exp(i\phi_1) \) with \( \phi_1 \in (\pi, 2\pi) \). Then, for \( m_1 = 1 \), \( O_{m_1}(\theta_1) = \Pi_LO_{m_1}\Pi_L + \exp(i\Pi_T\theta_1)(\Pi_RO_{m_1}\Pi_R)\exp(-i\Pi_T\theta_1) \), and so \( |O_{m_1}(\theta)| \leq \max(||\Pi_LO_{m_1}\Pi_L||, ||\exp(i\Pi_T\theta_1)(\Pi_RO_{m_1}\Pi_R)\exp(-i\Pi_T\theta_1)||) = \max(||\Pi_LO_{m_1}\Pi_L||, ||\Pi_RO_{m_1}\Pi_R||) \leq ||O_{m_1}|| \). For \( m_1 = 0 \), \( O_{m_1}(\theta_1) = O_{m_1} \).

We can now show that \( H_{loc}(\vec{\theta}) \) is close to a projector.

**Lemma 7.7.**

\[
||(H_{loc}(\vec{\theta}))^2 - H_{loc}(\vec{\theta})|| \leq 2^d O(\epsilon). \tag{92}
\]

**Proof.** We have chosen \( R \leq \pi/4 \). So, \( H_{loc}^2 \) fulfills the assumptions of definition (7.4) and in fact we find that

\[
(H_{loc}^2)(\vec{\theta}) = (H_{loc}(\vec{\theta}))^2. \tag{93}
\]

That is, it does not matter whether we square the operator and then twist the boundary conditions or twist and then square.

Further, let \( X = H_{loc}^2 - H_{loc} \). Then, \( H_{loc}(\vec{\theta})^2 - H_{loc}(\vec{\theta}) = X(\vec{\theta}) \). By lemma 7.3, \( H_{loc}^2 - H_{loc} = P^2 - P + O(\epsilon) \) and since \( P^2 = P \), \( ||X|| = O(\epsilon) \). Hence, by lemma 87, \( ||X(\vec{\theta})|| \leq 2^d O(\epsilon) \).

Also, we show that \( H_{loc}(\vec{\theta}) \) almost commutes with all the \( U_i \):

**Lemma 7.8.**

\[
||[H_{loc}(\vec{\theta}), U_i]|| \leq \epsilon 2^d. \tag{94}
\]

**Proof.** Let \( C = [H_{loc}, U_i] \). Defined the operator \( C(\vec{\theta}) \) with twisted boundary conditions as before. We have \( [H_{loc}(\vec{\theta}), U_i] = C(\vec{\theta}) \). By Eq. (87), \( ||C(\vec{\theta})|| \leq 2^d ||C|| \leq 2^d \epsilon \).

**Lemma 7.9.** For sufficiently small \( \epsilon \), the rank of the projector \( E(\vec{\theta}) \) is independent of \( \vec{\theta} \), and \( E \) is infinitely differentiable, and \( E \) obeys Eq. (72) with \( K \) given by

\[
K = d \frac{1 + 2^d O(\epsilon)}{1 - 2^d O(\epsilon)}. \tag{95}
\]

In fact, the projector obeys the stronger requirement that

\[
||\partial_{\vec{\theta}} E(\vec{\theta})|| \leq \frac{1 + 2^d O(\epsilon)}{1 - 2^d O(\epsilon)}. \tag{96}
\]
Proof. By Lemma 7.7 for sufficiently small $\epsilon$, the eigenvalues of $H_{loc}(\tilde{\theta})$ are uniformly bounded away from 1/2, so the rank of $E(\tilde{\theta})$ is independent of $\tilde{\theta}$. Given this uniform bound, and given that $H_{loc}(\tilde{\theta})$ is infinitely differentiable, so is $E$ for small enough $\epsilon$.

Given an operator $O$, which is strictly $\pi/2$-local, and some given $\tilde{\theta}$, let $O' = O(\tilde{\theta})$. Let $O'' = O'(\tilde{\phi})$. Then, $O'' = O(\tilde{\theta} + \tilde{\phi})$. So, for given $\tilde{\theta}$, to compute $\partial_{\tilde{\theta}} H_{loc}(\tilde{\theta})$, let $O' = H_{loc}(\tilde{\theta})$, so that $\partial_{\tilde{\theta}} H_{loc}(\tilde{\theta}) = \partial_{\tilde{\theta}} O'(\tilde{\phi})$, where the derivative on the left is taken at the given $\tilde{\theta}$ and the derivative on the right is taken at $\tilde{\phi} = 0$. However, at $\tilde{\phi} = 0$, $||\partial_{\tilde{\theta}} O'(\tilde{\phi})|| \leq ||O'||$. Hence $||\partial_{\tilde{\theta}} H_{loc}(\tilde{\theta})|| \leq ||H_{loc}(\tilde{\theta})||$. By Lemma 7.7, $||H_{loc}(\tilde{\theta})|| \leq 1 + 2^d O(\epsilon)$. So,

$$||\partial_{\tilde{\theta}} H_{loc}(\tilde{\theta})|| \leq 1 + 2^d O(\epsilon). \quad (97)$$

The gap in the spectrum between the eigenvalues of $H_{loc}(\tilde{\theta})$ with eigenvalue less than 1/2 and those with eigenvalue greater than 1/2 is at least $1 - 2^d O(\epsilon)$. So, using this gap and the bound on $||\partial_{\tilde{\theta}} H_{loc}(\tilde{\theta})||$, we get $||\partial_{\tilde{\theta}} E(\tilde{\theta})|| \leq (1 + 2^d O(\epsilon))/(1 - 2^d O(\epsilon))$.  

8. THE COMPOSITION OF MAPS $A \circ B$

We now compute the composition of maps $A \circ B$, mapping an $\epsilon$-local projector $P$ to a projector-valued function $E$, and back to a $2^d O(\epsilon)$-local projector. The result will depend upon the parameter $N$ used to define the map $u$ and upon the parameter $R$. We will pick $N$ to be $[1/\epsilon]$ and we pick any fixed $R \leq \pi/2$. Lemma 8.3 bounds the distance of this composition of maps from the identity.

From the $\epsilon$-local projector $P$, we obtain an $R$-strictly local Hamiltonian $H_{loc}$. Using the procedure above, we construct a projector $P$.

Let $|v_a\rangle$ for $a = 1,...,D$ be a basis for the space that $P$ acts on. Let us choose these basis vector $|v_a\rangle$ to be eigenvectors of the operators $U_i$. The map $u$ produces unitaries whose eigenvalues are Fourier modes: for each tuple $\vec{m}$, there is a $D$-dimensional eigenspace of the $U_i$ with basis

$$|\vec{m}; a\rangle_F \equiv \frac{1}{N^{D/2}} \sum_{\vec{n}} \exp(i\theta \cdot \vec{m})|\vec{n}; a\rangle,$$

where the sum is over tuples $\vec{n}$ and where $\theta_i = 2\pi \frac{n_i}{N}$. The vectors $|\vec{n}; a\rangle$ are as defined in Eq. (73). These basis vectors in Eq. (98) are eigenvectors of $U_i$ with eigenvalues $\exp(-i2\pi n_i/N)$. The subscript $F$ is used to indicate that this is a different basis from (73); in some sense it is a Fourier basis.

For notational clarity, in this section we will use $U_i$ to refer to the unitaries constructed from the map $A_i$ and we will use $V_i$ to denote the unitaries in the $\epsilon$-local projector $P$; i.e., $V_i$ refers to the unitaries in the $\epsilon$-local projector to which the map $B$ is applied.

The computation of the operator $P$ in this new basis (98) can be simplified using some inequalities. In Eq. (76), we defined

$$P = \sum_{n_1,...,n_d} |n_1,...,n_d\rangle \langle n_1,...,n_d| \otimes E(\tilde{\theta}). \quad (99)$$

However, we have also the bound that $||H_{loc}(\tilde{\theta}) - E(\tilde{\theta})|| \leq 2^d O(\epsilon)$. Define

$$\hat{H}_{loc} = \sum_{n_1,...,n_d} |n_1,...,n_d\rangle \langle n_1,...,n_d| \otimes H_{loc}(\tilde{\theta}). \quad (100)$$

Thus,

$$||P - \hat{H}_{loc}|| \leq 2^d O(\epsilon). \quad (101)$$

So, if we can compute $\hat{H}_{loc}$ in this new basis (98), it gives us an approximation to $P$ up to small error in operator norm.

We now compute the matrix element $\langle \vec{m}'; a'|\hat{H}_{loc}|\vec{m}; a\rangle$. We now define a tuple $\delta m_i$. For given $a,a'$, define $\omega_i$ as in definition (7.5). If $\omega_i = \exp(i\theta_i)$, then set $\delta m_i = +1$. If $\omega_i = \exp(-i\theta_i)$, then set $\delta m_i = -1$. Otherwise, set $n_i = 0.$
An explicit calculation shows that

$$P\langle \tilde{m}', a'| \hat{H}_{loc} | \tilde{m}; a \rangle_F = \frac{1}{N^d} \sum_{\tilde{n}} \exp(i2\pi \frac{\tilde{n} \cdot (\tilde{m} - \tilde{m}')}{N}) \langle \tilde{n}; a' | \hat{H}_{loc} | \tilde{n}; a \rangle$$

$$= \frac{1}{N^d} \sum_{\tilde{n}} \exp(i2\pi \frac{\tilde{n} \cdot (\tilde{m} - \tilde{m}')}{N}) \exp(i2\pi \frac{\tilde{n} \cdot \delta \tilde{m}}{N}) \exp((v_{a'}, H_{loc} v_a))$$

$$= \delta_{\tilde{m}', \tilde{m} + \delta \tilde{m}}(v_{a'}|H_{loc}v_a).$$

Note that

$$|[\hat{H}_{loc}, U_i]| = O(1/N).$$

So, for each \( \tilde{m} \), we have a copy of the Hilbert space of the original Hamiltonian \( H_{loc} \), so in total we have \( N^d \) copies of the original Hilbert space. Let us slightly deform the \( U_i \) by an amount that is \( O(1/N) \). On a copy of the Hilbert space corresponding to a given \( \tilde{m} \), and hence a given \( \tilde{\theta} = \frac{2\pi}{N} \tilde{m} \), we have \( U_i \) equal to the identity operator times \( \exp(i\frac{2\pi}{N} n_i) \). We modify this, replacing \( U_i \) with

$$U_i' = \exp(i\frac{2\pi}{N} n_i) V_i^{1/N}$$

We choose the branch cut in \( V_i^{1/N} \) in such a way that an eigenvalue of the form \( \exp(i\theta) \) with \( \theta \in [0, 2\pi] \) is mapped to \( \exp(i\theta/N) \). This has the following interpretation: the Hamiltonian \( \hat{H}_{loc} \) can be regarded as a “cover” of the original Hamiltonian: we take the original \( d \)-dimensional torus, and tile it with \( N^d \) different squares of linear size \( 2\pi/N \). Then, on each square we place a copy of the Hilbert space of the original Hamiltonian \( H_{loc} \), and matrix elements of the Hamiltonian can act within the same square or can connect neighboring squares.

Remark: physicists should think of each “tile” as a “unit cell” of some periodic lattice, and the mapping means that \( H_{loc} \) contains \( N^d \) unit cells.

We show that \( A \circ B \) is close to the identity by first constructing a continuous path of strictly local Hamiltonians from \( H_{loc} \) to an operator which is equal to \( H_{loc} \) direct summed with another operator that exactly commutes with the \( U_i \). In this path, we change both \( \hat{H}_{loc} \) and \( U_i \) along the path. We then use this path to construct a path of \( \epsilon' \)-local projectors from \( A \circ BP \) to an \( \epsilon' \)-local projector which is equal to \( P \) plus a trivial local projector, again changing the \( U_i \) along the path. Finally, we show that the existence of such a path gives an upper bound to the distance from \( A \circ BP \) to \( P \).

**Lemma 8.1.** There is a continuous path of \( \pi/4 \)-strictly local Hamiltonians \( \hat{H}_{loc}(s) \), with \( 0 \leq s \leq 1 \) and of unitaries \( U_i(s) \), such that \( ||\hat{H}_{loc}(s)^2 - \hat{H}_{loc}(s)|| \leq 2^d O(\epsilon) \) and \( ||\hat{H}_{loc}(s), U_i(s)|| \leq 2^d O(\epsilon) \) and such that \( \hat{H}_{loc}(0) = \hat{H}_{loc} \) and \( \hat{H}_{loc}(1) \) is equal to \( H_{loc} \) direct summed with another operator that exactly commutes with the \( U_i(s) \).

Let \( P(s) \) be the projector onto the eigenspace of \( H_{loc}(s) \) with eigenvalue less than \( 1/2 \). For sufficiently small \( \epsilon \), this is a continuous path of projectors with \( P(1) \) equal to the projector onto the eigenspace of \( \hat{H}_{loc}(1) \) with eigenvalue less than \( 1/2 \) direct summed with some other projector that exactly commutes with the \( U_i(1) \). Further, for all \( 0 \leq s \leq 1 \), we have

$$||[P(s), U_i(s)]|| \leq 2^d O(\epsilon).$$

**Proof.** We first construct \( \hat{H}_{loc}(s) \) and only at the end of the proof do we consider \( P(s) \).

After deforming the \( U_i \), so that Eq. (104) holds, we have

$$||[U_i', \hat{H}_{loc}]|| \leq \frac{\epsilon}{N^d}.$$ (106)

The next step further deforms the eigenvalues of the \( U_i' \). We do this as follows. First, we take the first coordinate and take all of the “tiles” with \( m_1 = 0 \), and “stretch” them out to cover the entire torus, while deforming the other tiles so that they all lie on the line \( U_1 = 1 \). We then repeat this for the second coordinate, stretching the tiles with \( m_2 = 0 \), and so on, in turn for all coordinates. After this process, one tile, with \( m_1 = m_2 = \ldots = 0 \) fills the entire torus and all other tiles are at \( U_i = 1 \). By “stretching” the tile we modify it by constructing a \( U_i'' \) such that \( U_i'' = V_i \) in the given tile and \( U_i = 1 \) elsewhere. This deformation can be done by a smooth path of the \( U_i \), and after the deformation, we have

$$||[U_i'', \hat{H}_{loc}]|| \leq \epsilon.$$ (107)
We now construct a path from the given $U''_i$ and the given $\hat{H}_{\text{loc}}$ to the same $U''_i$ and to an operator that equals $H_{\text{loc}}$ acting on the tile with $m_1 = m_2 = \ldots = 0$ direct summed with some operator acting on the other tiles with no terms coupling the tile with $m_1 = m_2 = \ldots = 0$ to the other tiles. On this path, the $U''_i$ will not change, and only the operator $\hat{H}_{\text{loc}}$ will change. Once we construct this path, we are done as the resulting operator is equal to the original $H_{\text{loc}}$ up to direct summing with an operator that commutes with all the $U_i$.

To construct this path, we consider a slightly different notation to describe the same situation. Define operators $M_i$ such that $M_i = m_i$ in a given tile. Let $W_i$ be unitaries which are block-diagonal, where the blocks correspond to the tiles, with $W_i$ equal to $U_i$ in every tile. Then, unitaries $W_i$ and operator $\hat{H}_{\text{loc}}$ are such that every eigenvector of the $W_i$ is at least $N^d$-fold degenerate (if the $U_i$ have a degeneracy in their eigenvalues, then the $W_i$ have a degeneracy equal to $N^d$ times the degeneracy of the $U_i$), with the degeneracy corresponding to different choices of the $M_i$. The operator $\hat{H}_{\text{loc}}$ is $R$-strictly local with respect to the $W_i$, however it does not commute with $M_i$. Instead, the operator $\hat{H}_{\text{loc}}$ has matrix elements that can increase or decrease $M_i$ by one. Let $\hat{M}_i$ denote the operator that increases $M_i$ by 1, mod $N$. Then, $\hat{H}_{\text{loc}}$ commutes with $\hat{M}_i$. The operator $\hat{M}_i$ has eigenvalues which are $N$-th roots of unity. What we will do is to define an operator $\hat{H}_{\text{loc}}(s)$, for $s$ varying from 0 to 1, with $\hat{H}_{\text{loc}}(0) = \hat{H}_{\text{loc}}$. The operator $\hat{H}_{\text{loc}}$ commutes with the $\hat{M}_i$, so it can be written as a block-diagonal matrix, where now the blocks correspond to the different eigenspaces of the $M_i$ with different eigenvalues. The eigenvalues of the $M_i$ are $N$-th roots of unity, so there are $N^d$ blocks. We define $\hat{H}_{\text{loc}}(s)$ by twisting the operators in each of the $N^d$ different blocks by some angle, using the operators $W_i$ as the unitaries used to define the twist. In the eigenspace of the $M_i$ with eigenvalues $\tilde{m}_i = \exp(i\phi_i)$ with $\phi_0 \in [0, 2\pi)$, we twist by angle\

$$s\phi_i.$$ (108)

To understand the effect of this twist, consider a matrix element of $H_{\text{loc}}$ which increases $M_i$ by one. Call this matrix element $(H_{\text{loc}})_{ab}$, where $a, b$ label particular basis vectors. In the eigenspace of $M_i$ with eigenvalue $\tilde{m}_i$, the corresponding matrix element of $H_{\text{loc}}$ is $\tilde{m}_i(H_{\text{loc}})_{ab}$. Conversely, if the matrix element of $H_{\text{loc}}$ decreases $M_i$ by one, then the corresponding matrix element of $H_{\text{loc}}$ is $(\tilde{m}_i^{-1}H_{\text{loc}})_{ab}$. The effect of the twist is to cancel this factor of $\tilde{m}_i$ or $\tilde{m}_i^{-1}$ so that $H_{\text{loc}}(1)$ has the same matrix elements as $H_{\text{loc}}$. So, $H_{\text{loc}}(1)$ is equal to the direct sum of $N^d$ different copies of $H_{\text{loc}}$. The operator $\hat{H}_{\text{loc}}(1)$ commutes with all the $M_i$, and is equivalent to $H_{\text{loc}}$ in each copy.

Now, we use this same path $\hat{H}_{\text{loc}}(s)$ to define the path from our original $H_{\text{loc}}$ to the desired final operator which has no terms coupling the tile $m_1 = m_2 = \ldots = 0$ to other tiles.

So, it remains to show that $H_{\text{loc}}(s)$ is close to a projector for all $0 \leq s \leq 1$ and that it almost commutes with the $U''_i$ for all such $s$. However, both these follow from lemma (7.7) and lemma (7.8), so it is within $2dO(\epsilon)$ of a projector and its commutator with the $U''_i$ is bounded by $2dO(\epsilon)$.

Using the bound on $\|H_{\text{loc}}(s)^2 - \hat{H}_{\text{loc}}(s)\|$, we can bound $\|\hat{H}_{\text{loc}}(s) - P(s)\| \leq 2dO(\epsilon)$. Using this bound and the bound on $\|[\hat{H}_{\text{loc}}(s), U_i]\|$, Eq. (105) follows.

\textbf{Lemma 8.2.} Let $\mathcal{P}(s)$ be a family of $\epsilon$-local projectors which depends continuously upon a parameter $s$ with $0 \leq s \leq 1$. Denote the projector corresponding to $\mathcal{P}(s)$ by $P(s)$ and denote the unitaries along the path by $U_i(s)$. Then,

$$\text{dist}(\mathcal{P}(0), \mathcal{P}(1)) \leq O(\epsilon).$$ (109)

\textbf{Proof.} Let $M$ be a large integer chosen later. We define new $\epsilon$-local projectors $\mathcal{P}'(0)$ and $\mathcal{P}'(1)$. In $\mathcal{P}'(0)$, we replace the unitary matrices $U_i$ with $U'_i(0) \equiv U_i(0) \oplus U_i(M^{-1}) \oplus U_i(M^{-2}) \oplus U_i(M^{-3}) \oplus \ldots \oplus U_i(M^{-M-1}) \oplus U_i(M^{-M})$, so that there are a total of $2M - 1$ copies of the original $U_i$. In $\mathcal{P}'(1)$, we replace the unitary matrices $U_i$ with $U'_i(1) \equiv U_i(M^{-1}) \oplus U_i(M^{-2}) \oplus U_i(M^{-3}) \oplus U_i(M^{-4}) \oplus \ldots \oplus U_i(M^{-M-1}) \oplus U_i(M^{-M}) \oplus U_i(1)$, so that there are again a total of $2M - 1$ copies of the original $U_i$. Note that $\|U'_i(0) - U'_i(1)\|$ can be made arbitrarily small by taking $M$ large.

In $\mathcal{P}'(0)$, we replace $P(0)$ by $P(0) \oplus I \oplus 0 \oplus I \oplus 0 \oplus I \oplus 0$, adding a total of $M - 1$ copies of the identity matrix and $M - 1$ copies of the zero matrix. In $\mathcal{P}'(1)$, we replace $P(1)$ by $P(1) \oplus P(1) \oplus I \oplus 0 \oplus I \oplus 0 \oplus I \oplus 0$ similarly.

We regard this matrix $P(0)$ as a block-diagonal matrix consisting of $M$ blocks, with the first block equaling $P(0)$, and the other blocks equaling $I \oplus 0$. Label the blocks by $b = 0, \ldots, M - 1$. We make a basis change; this basis change does not change the block $b = 0$, but replacing $I \oplus 0$ in block $b > 0$ with $P(\frac{b}{M}) \oplus (I - P(\frac{b}{M}))$. We make a similar basis change in $P(1)$, replacing $I \oplus 0$ in block $b > 0$ with $P(\frac{b}{M}) \oplus (I - P(\frac{b}{M}))$ in the same way.

Having made this basis change, we now compute $\mathcal{G}(P(0))$. Making a basis change, we can write $P'(0)U'_i(0)P(0)$ as $P(0)U_i(0)P(0) \oplus P(M^{-1})U_i(1/m)P(M^{-1}) \oplus (1 - P(M^{-1}))U_i(M^{-1})P(M^{-1}) \oplus \ldots \oplus P(M^{-M-1})U_i(M^{-M-1})P(M^{-M-1}) \oplus (1 - P(M^{-M-1}))U_i(M^{-M})P(M^{-M-1})$. We write this more compactly as

$$P'(0)U_i(0)P(0) \oplus \oplus_{b=1}^{M-1} \left( P\left(\frac{b}{M}\right)U_i\left(\frac{b}{M}\right)P\left(\frac{b}{M}\right) \oplus (1 - P\left(\frac{b}{M}\right))U_i\left(\frac{b}{M}\right)\right).$$
Similarly, after a different basis change, we can write \( P'(1) U_i' P'(1) \) as

\[
\bigoplus_{b=1}^{M-1} \left( P\left( \frac{b}{M} \right) U_i\left( \frac{b}{M} \right) P\left( \frac{b}{M} \right) \bigoplus (1 - P\left( \frac{b}{M} \right)) U_i\left( \frac{b}{M} \right) (1 - P\left( \frac{b}{M} \right)) \right) \bigoplus P(1) U_i(1) P(1).
\]

Making a further basis change to reorder these, we can write \( P'(0) U_i' P'(0) \) as

\[
\left( \bigoplus_{b=0}^{M-1} P\left( \frac{b}{M} \right) U_i\left( \frac{b}{M} \right) P\left( \frac{b}{M} \right) \right) \bigoplus \left( \bigoplus_{b=1}^{M-1} (1 - P\left( \frac{b}{M} \right)) U_i\left( \frac{b}{M} \right) (1 - P\left( \frac{b}{M} \right)) \right)
\]

and write \( P'(1) U_i' P'(1) \) as

\[
\left( \bigoplus_{b=1}^{M} P\left( \frac{b}{M} \right) U_i\left( \frac{b}{M} \right) P\left( \frac{b}{M} \right) \right) \bigoplus \left( \bigoplus_{b=1}^{M-1} (1 - P\left( \frac{b}{M} \right)) U_i\left( \frac{b}{M} \right) (1 - P\left( \frac{b}{M} \right)) \right)
\]

The distance between these is bounded by \( \max_{b \in \{0, \ldots, M-1\}} \| P\left( \frac{b}{M} \right) U_i\left( \frac{b}{M} \right) P\left( \frac{b}{M} \right) - P\left( \frac{b+1}{M} \right) U_i\left( \frac{b+1}{M} \right) P\left( \frac{b+1}{M} \right) \| \), which can be made arbitrarily small by taking \( M \) large, using the continuity assumption on the path. The unitaries in \( \mathcal{G} P'(0) \) and \( \mathcal{G} P'(1) \) are given by taking the polar of these \( P'(0)U_i'(0)P'(0) \) and \( P'(1)U_i'(1)P'(1) \) and so we can make the distance between these unitaries arbitrarily small. So, by lemma 6.11, the desired result follows.

**Lemma 8.3.** Let \( \mathcal{P} \) be an \( \epsilon \)-local projector. Then, \( \text{dist}(\mathcal{P}, \mathcal{A} \circ B \mathcal{P}) = 2^d O(\epsilon) \), where we pick \( N = 1/\epsilon \) to define the map \( \mathcal{A} \).

**Proof.** This follows from lemmas 8.1, 8.2.

---

**A. The Composition of Maps \( S \circ A \)**

We now compute the composition of maps \( B \circ A \), mapping a projector-valued function \( E \), to an \( \epsilon \)-local projector, and back to a projector-valued function.

Let the projector \( E(\tilde{\theta}) \) have rank \( r \) and act on a space of dimension \( D \). We consider such a function \( E \) to be trivial if there exists a family \( E(\bar{\theta}, s) \) of projectors, with \( s \in [0, 1] \), such that \( E(\bar{\theta}, 0) = E(\bar{\theta}) \) and such that \( E(\bar{\theta}, 1) \) is a constant function, independent of \( \theta \), and such that \( E(\bar{\theta}, s) \) is an infinitely differentiable function of \( \theta \) and \( s \). This definition is equivalent to defining a function \( E(\bar{\theta}) \) to be trivial if we can define an isometry, \( A(\bar{\theta}) \), such that \( E(\bar{\theta}) = A(\bar{\theta}) A(\bar{\theta})^\dagger \) and such that \( A \) is infinitely differentiable. Finally, this implies that a function \( E(\bar{\theta}) \) is trivial if there exists a family \( E(\bar{\theta}, s) \) of projectors, so \( s \in [0, 1] \), such that \( E(\bar{\theta}, 0) = E(\bar{\theta}) \) and such that \( E(\bar{\theta}, 1) \) is some other trivial function, independent of \( \theta \), and such that \( E(\bar{\theta}, s) \) is an infinitely differentiable function of \( \theta \) and \( s \).

Finally, note that if \( F \) is trivial and if \( ||F(\bar{\theta}) - E(\bar{\theta})|| \) is sufficiently small, then \( E \) is trivial. To prove this, consider the operator \( O(\bar{\theta}, s) = s F(\bar{\theta}) + (1-s) E(\bar{\theta}) \). For a sufficiently small bound on \( ||F(\bar{\theta}) - E(\bar{\theta})|| \), we can uniformly bound the eigenvalues of \( O(\bar{\theta}, s) \) away from 1/2 for \( 0 \leq s \leq 1 \), and so the projector onto the eigenspace of \( O(\bar{\theta}, s) \) with eigenvalue greater than 1/2 is infinitely differentiable and defines a family \( E(\bar{\theta}, s) \) of projectors as above.

**Lemma 8.4.** Consider a projector-valued function \( E \) obeying Eq. (72). For any given \( K \) in Eq. (72), for all sufficiently large \( N \) and for all sufficiently small \( \delta > 0 \), if applying the map \( \mathcal{A} \) to this projector gives an \( \epsilon \)-local projector \( \mathcal{P} \) such that \( \mathcal{P} \) has distance at most \( \delta \) from some trivial local projector, then \( E \) has the property that \( \bigoplus_{i=1}^{N^d} E \) is trivial. Here, \( \bigoplus_{i=1}^{N^d} E \) denotes the function that maps angles \( \bar{\theta} \) to the direct sum of \( N^d \) copies of \( E(\bar{\theta}) \).

**Proof.** Let \( F = \bigoplus_{i=1}^{N^d} E \). Let \( E(\bar{\theta}) \) have rank \( r \), so that \( F(\bar{\theta}) \) has rank \( r N^d \).

Define \( \tilde{P} \) and \( U_i \) as before from \( E \). By assumption, we can add some trivial projector \( R \) to \( \tilde{P} \) to obtain an \( \epsilon \)-local projector that has distance at most \( \delta \) from some trivial local projector. Let us deform all the unitaries in both trivial local projectors so that their eigenvalues are \( N \)-th roots of unity. This can be done while keeping the property that the unitaries commute with each other and commute with the projector (i.e., while maintaining the property of being a trivial local projector), and changes the unitaries only by \( O(1/N) \). So, this change in the trivial local projectors \( V_i \) increases the distance from \( \mathcal{P} + R \) to an trivial projector by at most \( O(1/N) \), so that the distance is \( \delta + O(1/N) \). Having done this, the projector \( R \) is contained in the image under \( \mathcal{A} \) of some projector-valued function \( G \) which has the property that \( G(\bar{\theta}) \) is independent of \( \theta \). Note that \( \mathcal{A}G \) is trivial, so \( \mathcal{A}(E + G) \) is within distance at most \( \delta + O(1/N) \) from some trivial projector \( Q \). Let \( Q \) have projector \( Q \) and unitaries \( V_i \).

Let \( L = E + G \) and let \( L(\bar{\theta}) \) have rank \( l \).
For integers $m_1, \ldots, m_d$, define $L_{\tilde{m}}$ so that $L_{\tilde{m}}(\tilde{\theta}) = L(\tilde{\theta} + 2\pi \frac{\tilde{m}}{N})$. Define $M = \oplus_{i=1} L_{\tilde{m}}$, where the sum is over $0 \leq m_1, \ldots, m_d < N$. Note that $M$ can be smoothly deformed to $\oplus_{i=1}^{N^d} L_i$. So, if we show that $M$ is trivial, it will imply that $\oplus_{i=1}^{N^d} L_i$ and $\oplus_{i=1}^{N^d} E$ are trivial, as desired.

Let $M$ be defined by $M = \sum_{n_1, \ldots, n_d} |n_1, \ldots, n_d\rangle\langle n_1, \ldots, n_d| \otimes M(2\pi \frac{n_1}{N}, \ldots, 2\pi \frac{n_d}{N})$. Note that $M(\tilde{\theta})$ is a block diagonal matrix with $N^d$ blocks, each block being labeled by integers $m_1, \ldots, m_d$. Define the operator $\Delta_{\tilde{m}n}$ as follows: this operator is a matrix of the same size as $M$ and it permutes the blocks, sending the block labeled with integers $\tilde{m}$ to the block with integers labeled by $\tilde{m} + \tilde{\delta}m$. Define $\Delta_{\tilde{m}n} = \sum_{n_1, \ldots, n_d} |n_1, \ldots, n_d\rangle\langle n_1, \ldots, n_d| \otimes \Delta_{\tilde{m}n}$.

Define $\hat{Q}$ by $\hat{Q} = \sum_{n_1, \ldots, n_d} |n_1, \ldots, n_d\rangle\langle n_1, \ldots, n_d| \otimes (\Delta_{\tilde{m}}Q_{\tilde{m}})$. Note that $M$ and $\hat{Q}$ are matrices of the same size. Define unitaries $\hat{V}_i$ as follows. These will be unitaries of the same dimension as $M$ and $\hat{Q}$. Then, let

$$\hat{V}_i = \sum_{n_1, \ldots, n_d} |\tilde{n} + \tilde{x}_i\rangle\langle \tilde{n}| \otimes \Delta_{\tilde{x}(i)}V_i. \tag{110}$$

Note that

$$\|\Delta_{\tilde{x}(i)}V_i - I\| \leq \delta + O(1/N), \tag{111}$$

because the unitaries $V_i$ are within distance $\delta + O(1/N)$ of the unitaries in $A(E + G)$, and those unitaries in $A(E + G)$ are precisely equal to $\Delta_{\tilde{x}(i)}$. So, the resulting $\hat{V}_i$ are close to the unitaries in $AM$ and $\hat{Q}$ is close to $M$ and $[\hat{V}_i, \hat{Q}] = 0 \tag{112}$

by construction.

So, pick any basis for the range of $Q$. By applying $\Delta_{\tilde{x}(i)}V_i$, we obtain a basis for the range of $\Delta_{\tilde{x}(i)}Q\Delta_{\tilde{x}(i)}$. By applying a sequence of $\Delta_{\tilde{x}(i)}V_i$ for various choices of $i$, we can obtain a basis for the range of $\Delta_{\tilde{x}(i)}Q\Delta_{\tilde{x}(i)}$ for any $n$, where $n$ is equal to the sum of $\tilde{x}_i$ along the sequence; we can regard this sequence as a “path” from the zero vector to $\tilde{n}$. Because the $\hat{V}_i$ commute with each other, this basis is independent of the choice of path. Corresponding to this choice of basis is an isometry that we write $A(\tilde{\theta})$ for $\tilde{\theta} = 2\pi \frac{\tilde{n}}{N}$. This isometry is from an $nN^d$-dimensional space to the range of $\Delta_{\tilde{n}}Q\Delta_{\tilde{n}}$, with the property that

$$\|A(\tilde{\theta}) - A(\tilde{\theta}')\| \leq N\epsilon(\delta + O(1/N)), \tag{113}$$

where we use the fact that the $\hat{V}_i$ are close to the identity to obtain this Lipschitz condition. We now extend this to an isometry $A(\tilde{\theta})$ for all $\tilde{\theta}$, with $A(\tilde{\theta})$ obeying a Lipschitz condition. Eq. [113] will play a key role in this extension.

To extend the isometry, we write the torus as the union of $N^d$ hypercubes. Each hypercube is labeled by integers $n_1, \ldots, n_d$ and contains the points such that $2\pi \frac{n_i}{N} \leq \theta_i \leq 2\pi \frac{n_i + 1}{N}$ for all $i$, treating the quantities periodic mod $2\pi$ in the natural way. The boundaries of hypercubes overlap. We extend $A(\tilde{\theta})$ to some isometry on each hypercube so that the extension is consistent on the boundaries. The strategy to define this is to first extend $A(\tilde{\theta})$ to an approximate isometry by a simple interpolation procedure, and then to approximate the approximate isometry by an exact isometry. We now give one possible implementation of this strategy to define the extension on a given hypercube; other implementations are possible. We have fixed $A(\tilde{\theta})$ on the vertices of the hypercube. Label the vertices of a hypercube by integers $b_1, \ldots, b_d$ with $b_i \in \{0, 1\}$, so that a vertex with a given set of $b_i$ is at coordinate $\theta_i = 2\pi \frac{n_i + b_i}{N}$. For any point $\tilde{\theta}$ in any given hypercube labeled by integers $\tilde{n}$, define real numbers $x_i \in [0, 1]$ by $x_i = \frac{N}{2\pi}\theta_i - n_i$. Then let

$$B(\tilde{\theta}) = \sum_{\{b_i\}} \prod_i \left( x_i b_i + (1 - x_i)(1 - b_i) \right) A(2\pi \frac{\tilde{n} + \tilde{b}}{N}). \tag{114}$$

Then, for $\tilde{\theta}$ equal to a vertex of the hypercube, we have $B(\tilde{\theta}) = A(\tilde{\theta})$. If $\tilde{\theta}$ is in more than one hypercube, this definition of $B(\tilde{\theta})$ is independent of which hypercube we pick to define $B(\tilde{\theta})$. By construction, $B(\tilde{\theta})$ obeys a Lipschitz condition:

$$\frac{\|B(\tilde{\theta}) - B(\tilde{\theta}')\|}{\text{dist}(\tilde{\theta}, \tilde{\theta}')} \leq N\epsilon(\delta + O(1/N)). \tag{115}$$
The resulting $B$ need not be a differentiable function of $\tilde{\theta}$, but we can construct an infinitely differentiable function by convolving $B$ by a infinitely differentiable function whose support extends a distance $O(1/N)$ from the origin. Choosing this function we convolve with to be positive and integrate to unity, the resulting convolution gives an infinitely differentiable function that obeys a similar condition of Eq. (115) and the resulting infinitely differentiable function of $\tilde{\theta}$ is close to $B$. So, if one desires to construct a smooth projector-valued function in this lemma, then from here on, when we refer to $B$, one can assume we mean $B$ convolved in this way.

The matrix $B(\tilde{\theta})$ is not necessarily an isometry, but it is an approximate isometry because $\|A(\tilde{\theta}_1) - A(\tilde{\theta}_2)\|$ is $O(\epsilon)$. That is, $B(\tilde{\theta})^\dagger B(\tilde{\theta})$ is approximately equal to the identity matrix. Define for arbitrary $\tilde{\theta}$ that

$$A(\tilde{\theta}) = B(\tilde{\theta}) \left( B(\tilde{\theta})^\dagger B(\tilde{\theta}) \right)^{-1/2}. \quad (116)$$

This definition is similar to the definition of a polar of a matrix. If we pick $\epsilon$ sufficiently small that $\|B(\tilde{\theta})^\dagger B(\tilde{\theta}) - I\|$ is bounded by some constant strictly less than one, then $A(\tilde{\theta})$ also obeys a Lipschitz condition:

$$\frac{\|A(\tilde{\theta}) - A(\tilde{\theta}')\|}{\text{dist}(\tilde{\theta}, \tilde{\theta}')} \leq NO(\epsilon)(\delta + O(1/N)). \quad (117)$$

Having defined $A(\tilde{\theta})$, note that $\Delta_{-\eta} Q \Delta_{\eta} = A(\tilde{\theta}) A(\tilde{\theta})^\dagger$ for $\tilde{\theta}$ on the vertex of a hypercube, and so by the bound on $\|M(\tilde{\theta}) - \Delta_{-\eta} Q \Delta_{\eta}\|$ and by the Lipschitz conditions, we have

$$\|M(\tilde{\theta}) - A(\tilde{\theta}) A(\tilde{\theta})^\dagger\| \leq \delta + O(1/N). \quad (118)$$

Let $M'(\tilde{\theta}) = A(\tilde{\theta}) A(\tilde{\theta})^\dagger$. By construction, $M'$ is trivial, and so by Eq. (118), $M$ is trivial for sufficiently small $\delta$ and sufficiently large $N$.

We will use the above lemma to show that for sufficiently large $N$, $\oplus_{i=1}^{N^d} \left( A \circ BE - E \right)$ is trivial in lemma (8.8) below. Before doing this, we need some more definitions of sum, difference, and inverse. In definition (5.3), we have defined the sum of two $\epsilon$-local projectors. We now define an inverse and a difference.

**Definition 8.5.** Given an $\epsilon$-local projector $P$, corresponding to projector $P$ and unitaries $U_1, ..., U_d$, let $\overline{P}$ denote the $\epsilon$-local projector corresponding to projector $1 - P$ and unitaries $U_1, ..., U_d$.

Given two $\epsilon$-local projectors, $\mathcal{P}, \mathcal{Q}$, define $\mathcal{P} - \mathcal{Q} = \mathcal{P} + \overline{\mathcal{Q}}$.

**Lemma 8.6.** For any $\epsilon$-local projector $\mathcal{P}$, the $\epsilon$-local projector $\mathcal{P} + \overline{\mathcal{P}}$ is within distance $O(\epsilon)$ of a trivial local projector.

**Proof.** Let $\mathcal{P}$ correspond to projector $P$ and unitaries $U_1, ..., U_d$. We will write all the matrices in $\mathcal{P} + \overline{\mathcal{P}}$ as 4-by-4 block matrices, with the first two blocks corresponding to the matrices in $\mathcal{P}$ and the second two blocks corresponding to the matrices in $\overline{\mathcal{P}}$. The first and third blocks will be the range of $P$. Then, the projector in $\mathcal{P} + \overline{\mathcal{P}}$ equals

$$\begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix} \quad (119)$$

and the unitaries in $\mathcal{P} + \overline{\mathcal{P}}$ equal

$$\begin{pmatrix} U_{i11}' & U_{i12}' \\ U_{i21}' & U_{i22}' \end{pmatrix} \quad (120)$$

We approximate the matrix in the above equation by

$$\begin{pmatrix} U_{i11} & U_{i12} \\ U_{i21} & U_{i22} \end{pmatrix} \quad (121)$$

\qed
The unitaries in Eq. (121) exactly commute with each other and with the projector in Eq. (119), so they form a trivial local projector. Given the bound that \( \|U_1^{12}\| \leq \|\rho(P, U_1)\| \), the result follows.

**Definition 8.7.** Given any projector valued function \( E \), we define \( \overline{E} \) so that \( \overline{E}(\hat{\theta}) = I - E(\hat{\theta}) \). We similarly define a sum and difference of projectors \( E, F \) so that \( E + F \) denotes the projector-valued function with \( (E + F)(\hat{\theta}) = E(\hat{\theta}) + F(\hat{\theta}) \) and \( E - F \) denotes \( E + \overline{F} \).

**Lemma 8.8.** Consider any projector-valued function \( E \). Then for sufficiently large \( N \), \( \bigoplus_{i=1}^{N} (B \circ AE - E) \) is trivial.

*Proof.* Choose \( N > 1/\epsilon \). By lemma 8.3 applied to \( P = AE \), we have \( \text{dist}(AE, A \circ B \circ AE) = 2^d O(\epsilon) \). Hence, \( AE - A \circ B \circ AE \) is within distance \( 2^d O(\epsilon) \) of a trivial local projector.

Note that \(-A \circ B \circ AE\) is the image under \( A \) of \( B \circ AE \). So, the image under \( A \) of \( E + B \circ AE \) is trivial and so by lemma 8.4, \( \bigoplus_{i=1}^{N} (B \circ AE - E) \) is trivial. \( \square \)

Finally, we have

**Lemma 8.9.** Consider any projector-valued function \( E \). Then for sufficiently large odd \( N \), \( B \circ AE - E \) is trivial.

*Proof.* The \( E \) are classified by invariants which are either integers or are in \( Z_2 \). The \( Z_2 \) invariants occur only for the cases with symmetries as considered in section 10, while in the cases considered thus far we have only integer invariants. In all of these cases, if \( N \) is odd then if \( \bigoplus_{i=1}^{N} F \) is trivial for any \( F \) then \( F \) is trivial. Take \( F = B \circ AE - E \) and apply lemma 8.8.

Note that if the invariants are only integer invariants and not \( Z_2 \), then the restriction to odd \( N \) is not necessary. \( \square \)

9. **EXAMPLE**

In this final section, we present an interesting example of a similar procedure to that described above. In fact, in this section we will construct a pair of almost commuting matrices directly from a line bundle without going through the intermediate steps of constructing projectors. This pair of matrices will be equivalent, up to conjugation by a unitary, to the example of Ref. 14. The construction in this section should be regarded as motivational for the more general approach we used previously.

For an integer \( N \), we define the following natural discrete analogue of a constant curvature connection for a line bundle on the two torus. For each pair of integers, \( m, n \), we define two unitaries, \( U_x(m, n) \) and \( U_y(m, n) \). These unitaries, \( U_x(m, n) \) and \( U_y(m, n) \) will depend periodically upon \( m, n \) with period \( N \). The definitions below are all for \( 0 \leq m, n \leq N - 1 \), and for arbitrary \( m, n \) one must use the periodicity. Define \( U_x(m, n) \) by

\[
\begin{align*}
m \neq N - 1 & \quad \Rightarrow \quad U_x(m, n) = 1, \\
m = N - 1 & \quad \Rightarrow \quad U_x(m, n) = \exp(-i2\pi \frac{n}{N}),
\end{align*}
\]

and define \( U_y(m, n) \) by

\[
U_y(m, n) = \exp(i2\pi \frac{m}{N^2}).
\]

We heuristically regard \( U_x(m, n) \) as phase resulting from transport from \( m, n \) to \( m + 1, n \) and \( U_y(m, n) \) as a phase resulting from transport from \( m, n \) to \( m, n + 1 \). Similarly, we regard \( U_x(m, n)^\dagger \) as phase resulting from transport from \( m, n \) to \( m - 1, n \) and \( U_y(m, n)^\dagger \) as a phase resulting from transport from \( m, n \) to \( m, n - 1 \).

Compute now the product of phases resulting from transport around a single square starting at \( m, n \) and moving right, up, left, down in sequence. This phase is \( U_y(m, n + 1)^\dagger U_x(m + 1, n + 1)^\dagger U_y(m + 1, n) U_x(m, n) \). A calculation gives that this phase is \( \exp(i2\pi \frac{1}{N^2}) \), independent of \( m, n \), reminiscent of the constant curvature. Note that \( U_x(N-1, N-1) \) is not close to \( U_x(N-1, N) \); this is analogous to a singularity in the connection.

Define an \( N^2 \) dimensional space with basis elements written \( |m, n\rangle \), with \( m, n \) periodic in \( N \). Now consider the pair of unitaries given by

\[
\begin{align*}
U &= \sum_{m,n} U_x(m, n) |m + 1, n\rangle \langle m, n|, \\
V &= \sum_{m,n} U_y(m, n) |m, n + 1\rangle \langle m, n|.
\end{align*}
\]
These definitions are reminiscent of the definitions in Eq. (10). The difference here is that the phase $U_i(m,n)$ or $U_i(m,n)$ appears in the definition.

A computation shows that $V^*U^*VU = (i2\pi \frac{1}{N})$. Further, a calculation shows that both $U$ and $V$ have the set of eigenvalues $\exp(i2\pi \frac{j}{N})$ for $j = 0, \ldots, N^2 - 1$. Thus, up to a basis change, these unitaries are the same as the original Voiculescu unitaries.

It might be interesting to consider generalizing this procedure in this section to more general bundles and connections.

10. SYMMETRIES

In applications in physics, often one considers systems with various symmetries such as time-reversal symmetry, particle-hole symmetry, or chiral symmetry. These symmetries play an important role in a classification of possible phases of topological insulators. A total of 10 such symmetry classes have been discovered, analogous to the 10-fold way in random matrix theory. These 10 classes break into two different complex classes and eight different real classes, corresponding to two-fold or eight-fold Bott periodicity.

In Ref. [17],[18], classification of almost-commuting self-dual unitary matrices was applied to disordered time-reversal invariant topological insulators. This is a start of extending the classification of almost-commuting matrices with these symmetries.

In this section, we present some brief comments on how the results above can be extended to the case of symmetries. We consider only two cases (we have already considered above the case in which the matrices $U_i$ are arbitrary unitaries, the projector $P$ is an arbitrary projector, and the projector-valued function $E$ is arbitrary). These two cases correspond physically to having time-reversal symmetry but not spin-orbit coupling or having time-reversal symmetry and strong spin-orbit coupling. After explaining these two cases, we will briefly mention the other seven cases.

We refer to these two cases as the “symmetric” and “self-dual” cases respectively. In the symmetric case, we impose that the matrices $U_i$ in a soft torus are symmetric. That is,

$$U_i = U_i^T,$$

(125)

where the superscript $T$ denotes the transpose. If the matrices in a soft torus have this property, then we refer to it as a symmetric soft torus. If the unitaries and the projector in a local projector are symmetric, then we refer to it as a symmetric projector.

In the self-dual case, the $U_i$ in a soft torus have even size and we require that they are “self-dual”. This means that we require that

$$U_i = -ZU_i^TZ,$$

(126)

where $Z$ is an anti-symmetric block-off-diagonal matrix:

$$Z = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}.$$

(127)

If the matrices in a soft torus have this property, then we refer to it as a self-dual soft torus. If the unitaries and the projector in a local projector are self-dual, then we refer to it as a self-dual projector.

We claim that the maps we have given preserve these symmetries in that the map $F$ maps symmetric soft tori to symmetric local projectors and self-dual soft tori to self-dual local projectors, while the map $G$ maps symmetric local projectors to symmetric soft tori and self-dual local projectors to self-dual soft tori. Checking this property of $G$ is immediate. To verify this property of $F$, note that the $X_i, Y_i$ inherit the symmetry of $U_i$. We first verify that the POVM produced inherits the symmetry (i.e., they are symmetric or self-dual, respectively). Note that the $F(\frac{X_i}{2} + m_i)$ and $F(\frac{X_i}{2} + m_i)$ inherit the symmetry of $X_i$ and $Y_i$, respectively, which in turn inherit the symmetry of the $U_i$. One can verify that then the operators $E_{\vec{m},\vec{n}}$ in Eq. (51) inherit the symmetry. The key step is then to show that the operators $Q_{\vec{m},\vec{n}}$ and $\Pi$ can be chosen to inherit the symmetry (there is some arbitrariness in the $Q_{\vec{m},\vec{n}}, \Pi$, so we simply show that a choice that inherits the symmetry exists). In the self-dual case, this requires defining a matrix $Z$ on the larger space. We choose this matrix $Z$ on the larger space in some arbitrary way, so that the matrix $Z$ on the larger space is equal to the matrix $Z$ on the smaller space direct summer with some other matrix. In an abuse of notation, we use $Z$ for both matrices. Now, we show that

Lemma 10.1. Given a POVM $E_i$ where the $E_i$ are either symmetric or self-dual, it is possible to define projectors $Q_i$ and $\Pi$ on some larger space so that $\Pi Q_i \Pi$ is equal to $E_i$ when restricted to the range of $\Pi$ and so that $\Pi$ and $Q_i$ inherit the symmetry of $E_i$. 
Proof. Note that each \( E_i \) can be written as a sum \( \sum \lambda_i P_{a,i} \), where \( P_{a,i} \) projects onto the eigenspace of \( E_i \) with eigenvalue \( \lambda_i \). The \( P_{a,i} \) inherit the symmetry of \( E_i \).

Now we claim that a symmetric projector \( P \) can be written as a sum of symmetric rank-1 projectors and a self-dual projector can be written as a sum of self-dual rank-2 projectors. In the symmetric case, suppose \( P \) has non-zero rank. Choose any real vector \( v \) in the range of \( P \), and write \( P = |v\rangle\langle v| + (P - |v\rangle\langle v|) \). The term in parenthesis is a projector with lower rank than \( P \). If this rank is non-zero then repeat the procedure. Continue until the term in parentheses is zero, giving the desired decomposition of \( P \). Note that in the real case, the sum of rank-1 projectors is a sum of projectors \( |v\rangle\langle v| \), where \( v \) is real. In the self-dual case, let \( v \) be any vector in the rank of \( P \). Let \( w = \mathbf{Z}v \mathbf{Z}^T \), where \( \mathbf{Z} \) is the vector with the entries of \( v \) complex conjugated. Then, \( |v\rangle\langle v| + |w\rangle\langle w| \) is self-dual and one can verify that \( v, w \) are orthogonal so that this is a rank-2 projector. Subtract this rank-2 projector from \( P \). If the result has non-zero rank, then repeat this procedure. Continue until a zero result is obtained, giving the desired decomposition.

Write \( E_i = \sum \lambda_a P_{a,i} \) and then further decompose the projector \( P \) as a sum as in the above paragraph. Suppose that \( P_{a,i} = \sum_b |v_{b,a,i}\rangle\langle v_{b,a,i}| \) for some vectors \( v \). So, we can write \( E_i = \sum_a \sum_b |\sqrt{\lambda_{b,a,i}}v_{b,a,i}\rangle\langle \sqrt{\lambda_{b,a,i}}v_{b,a,i}| \). Writing \( \sqrt{\lambda_{b,a,i}}v_{b,a,i} = w_{b,a,i} \), and then combining the two indices \( b, a \) into a single index we can decompose

\[
E_i = \sum_{c=1}^{N_i} |w_{c,1}\rangle\langle w_{c,1}|,
\]

where \( N_i \) is the total number of vectors in the decomposition. In the symmetric case, the \( w_{c,i} \) are real vectors. In the self-dual case, \( N_i \) is even and we can order the vectors so that \( w_{c,i} = Zw_{c+1,i} \) for \( c = 1, 3, 5, \ldots \).

Let the index \( i \) in \( E_i \) range from 1 up to \( C \) from some given \( C \). Let the original space have dimension \( D \). We define the dimension of the larger space to be \( D' = \sum_{i=1}^C N_i \). Consider the sequence of vectors \( w_{1,1}, w_{2,1}, \ldots, w_{N_1,1}, w_{1,2}, w_{2,2}, \ldots, w_{N_2,2}, \ldots, w_{1,C}, w_{2,C}, \ldots, w_{N_C,C} \). Let \( w_a \) be the \( a \)-th vector in this sequence. Note that in the self-dual case, if \( a \) is odd then \( w_a = Zw_{a+1} \). Now, we define a matrix \( A \) with dimension \( D \)-by-\( D' \). In the \( a \)-th column, the entries of this matrix \( M \) are given by the entries of the vector \( w_a \), with the \( j \)-th coordinate in the \( j \)-th row.

Note that \( AA^T = I \), by the fact that \( \sum_i E_i = I \). Thus, \( A \) is an isometry. Therefore, the rows of \( A \) are orthonormal to each other. Let \( M \) be a matrix with dimension \( D' \)-by-\( D' \). We will pick the first \( D \) rows of \( M \) to equal the matrix \( A \). We now describe how to choose the remaining \( D' - D \) rows of \( M \). The goal is to fill in the remaining rows so that \( M \) is a unitary matrix and so that certain symmetries hold. Once we have a unitary matrix \( M \), then we let \( Q_i \) project onto the space spanned by the column vectors of \( M \) whose first \( D \) entries correspond to vectors \( w_{1,i}, \ldots, w_{N_i,i} \) and \( IIQ_i \) will have the desired property.

To choose \( M \), suppose first that we are in the symmetric case. Consider the projector onto the space orthogonal to the first \( D \) rows of \( M \). This projector is symmetric, so it is a sum of symmetric rank-1 projectors of the form \( |v_a\rangle\langle v_a| \), for real \( v_a \), for \( 1 \leq a \leq D' - D \). Fill in the remaining \( D' - D \) rows of \( M \) with these vectors, letting the \( D + a \)-th row, for \( 1 \leq a \leq D' - D \), contain entries corresponding to the \( a \)-th coordinate of the \( v_a \). In the self-dual case, proceed similarly, decomposing the projector into a sum of rank-2 projectors \( |v_a\rangle\langle v_a| + |w_a\rangle\langle w_a| \), where \( w_a = Zv_a \), for \( 1 \leq a \leq (D' - D)/2 \). Fill in the \( D + 2a \)-th row with \( w_a \) and fill in the \( D + 2a - 1 \)-th row with \( v_a \). Choose the matrix \( Z \) on the larger space to agree with the original \( Z \) on the smaller space and to be

\[
\begin{pmatrix}
0 & 1 \\
-1 & 0 \\
& & 0 & 1 \\
& & -1 & 0 \\
& & & & \ddots
\end{pmatrix}
\]

(129)

on the larger space.

Finally, given that the \( X'_i', Y'_i' \) inherit the symmetry, the \( V_i \) inherit the symmetry, and lemma 8.4 in Ref. [19] shows that the polar of a symmetric matrix is symmetric and the polar of a self-dual matrix is self-dual.

The symmetries manifest in a slightly different way in the case of vector bundles. We say that \( E \) is symmetric if

\[
E(\bar{\theta}) = E(-\bar{\theta})^T,
\]

and we say that \( E \) is self-dual if

\[
E(\bar{\theta}) = -Z'E(-\bar{\theta})^TZ',
\]

(131)
where the matrix $Z'$ again is a block matrix of the form

$$Z' = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}.$$  

(132)

We distinguish this matrix $Z'$ from the matrix $Z$ above the map $A$ will increase the size of the matrices: if $E(\vec{\theta})$ has a given size, then the matrices in $AE$ are larger if $N > 1$. Eqs. (130,131) correspond to real $K$-theory or twisted real $K$-theory. We claim that the map $A$ maps a symmetric or self-dual $E$ to a symmetric or self-dual local projector and the map $B$ maps a symmetric or self-dual local projector to a symmetric or self-dual $E$, respectively, for an appropriate choice of $Z, Z'$.

For the map $B$, we take $Z' = Z$ in the self-dual case. Then, in either symmetric or self-dual case, this property of $B$ can be shown as follows: we verify that if the local projector is symmetric or self-dual, then the strictly local Hamiltonian $H_{\text{loc}}$ has the same property. Then, the twisted $H_{\text{loc}}(\vec{\theta})$ does not have this property, but one can verify that $H_{\text{loc}}(\vec{\theta}) = H_{\text{loc}}(-\vec{\theta})^T$ in the symmetric case (to verify this, note that complex conjugation of $H_{\text{loc}}(\vec{\theta})$ changes the sign of $\vec{\theta}$ and recall that $H_{\text{loc}}(\vec{\theta})$ is a Hermitian operator), or a similar property in the self-dual case. Then, the projector onto the eigenspace of $H_{\text{loc}}(\vec{\theta})$ with eigenvalue greater than $1/2$ inherits this property.

For the map $A$, in the symmetric case, we write the matrices in the local projector in a basis which diagonalizes the $U_i$. Then, the $U_i$ are symmetric by definition, and one may verify that the projector $P$ is symmetric. The self-dual case of $A$ is handled differently. Now, $Z'$ is given and it is necessary to define $Z$. Let $Z'$ have dimension $2D'$, with basis vectors $v_1, \ldots, v_{2D'}$ in the basis of Eq. (132). Then, for $1 \leq i \leq D$, to $v_{i+D}$, $Z'$ maps $v_i$ and it maps $v_{i+D}$ to $-v_i$. Let $Z$ have dimension $2D'N^d$, with basis vectors $|\vec{\eta}\rangle \otimes v_i$. Then, for $1 \leq i \leq D$, we define $Z$ to map $|\vec{\eta}\rangle \otimes v_i$ to $|\eta\rangle \otimes v_i$, and to map $|\eta\rangle \otimes v_{i+D}$ to $|\eta\rangle \otimes v_{i+D}$, and to map $|\eta\rangle \otimes v_{i+D}$ to $|\eta\rangle \otimes v_{i+D}$. That is, we change the sign of $\vec{\eta}$, in addition to mapping $v_i$ to $v_{i+D}$ or $v_{i+D}$ to $-v_i$. The change of sign of $\vec{\eta}$ is defined mod $N$. One may verify that for this choice of $Z$, the desired property holds.

The other seven cases are slightly more complicated. In these case, the concept of the soft torus needs to modified, and similarly the map $G$ needs to be modified. The reason is that the symmetries in these cases relate the eigenspace of $P$ with eigenvalue 1 to the eigenspace of $P$ with eigenvalue 0, and so that map $G$ as defined loses some of this information since it only considers one of the two space. So, we deal with this case elsewhere.

Part IV

A Question About Quantum Channels

In this part, we consider the ability of a quantum channel to simulate another by means of suitable encoding and decoding operations. While classical channels have only two equivalence classes under simulation (channels with non-vanishing capacity and those with vanishing capacity), we show that there are a countable infinity of different equivalence classes of quantum channels using the example of the quantum erasure channel. Specifically, we show that an error channel with transmission probability $p = 1/m$ cannot be error corrected to any better transmission probability for integer $m$. We raise an open problem regarding the ability to partially error correct a poor erasure channel: for $p < 1/2$ but $1/p$ non-integer, is it ever possible to improve the transmission probability? We present partial results in the direction that this is not possible, but we do not succeed in showing this more refined result.

Despite a range of rules of thumb for converting classical to quantum information, such as one quantum bit being worth two classical bits as in superdense coding or teleportation protocols, classical and quantum information are fundamentally different. In the absence of shared entanglement, a classical channel is useless for transmitting quantum information. No matter how many times the classical channel is used, it cannot transmit even a single qubit. This is the sort of question we consider here: given two resources, is it possible for one resource to simulate the other, given arbitrarily many uses of the first resource? If not, then the two resources are qualitatively different.

Shannon’s noisy channel coding theorem implies that there are only two qualitatively different kinds of classical channels, those with non-vanishing capacity and those with vanishing capacity, because given a noisy channel with non-vanishing capacity, error-correcting decoding can be used to transmit data with arbitrarily small error probability, enabling it to simulate any other classical channel, as defined below.

There are at least three different kinds of quantum channels: channels with non-vanishing quantum capacity, classical channels with non-zero capacity, and classical channels with zero capacity. However, there also exist channels with vanishing quantum capacity which are still not classical channels. A dramatic example of this, and one of our motivations, is the discovery that there exist pairs of quantum channels, both of which have vanishing quantum capacity, but which can be used in tandem to transmit quantum information. In this letter we show that, under a precise definition of simulation, there are infinitely many different equivalence classes of quantum channels.
Similar ideas of simulation are developed in the quantum resource theory\textsuperscript{29}. The basic difference here is that we ignore all quantitative differences, namely how many uses of one channel are required to simulate another, and only ask whether or not the simulation is possible.

11. DEFINITION OF SIMULATION—

We begin with some definitions. Given two quantum channels, \( C, C' \), we say that \( C \) \( \epsilon \)-simulates \( C' \) if there exists an integer \( n \), and quantum channels \( \mathcal{E} \) and \( D \) such that

\[
\text{tr}(|D(C \otimes^n (\mathcal{E}(\rho))) - C' (\rho)|) \leq \epsilon
\]

for all density matrices \( \rho \). The norm used here is the trace norm. The idea behind this definition is that by encoding the state \( \rho \) using the map \( \mathcal{E} \), then transmitting over multiple uses of the channel \( C \), and then decoding with the map \( D \), we are able to approximate the map \( C' \). We say that \( C \) simulates \( C' \) if \( C \) \( \epsilon \)-simulates \( C' \) for all \( \epsilon > 0 \). Note that if \( C \) simulates \( C' \), then \( C \otimes \mathcal{X} \) simulates \( C' \otimes \mathcal{X} \) for any finite-dimensional channel \( \mathcal{X} \). Also, simulation is transitive: if \( C \) simulates \( C' \) and \( C' \) simulates \( C'' \), then \( C \) simulates \( C'' \).

As an example of these definitions, let \( C \) and \( C' \) both be classical channels, in that the output of each channel depends only on the diagonal elements of \( \rho \) in some given basis. Then, if \( C \) has non-zero classical capacity, it can simulate any classical channel \( C' \).

Given a set of channels, such as the set of finite-dimensional classical channels, we can define an equivalence relation on that set, such that two channels \( C, C' \) are equivalent if and only if \( C \) can simulate \( C' \) and vice versa. In the case of the set of finite-dimensional classical channels, there are only two equivalence classes: those with non-zero and those with zero capacity.

The set of finite-dimensional quantum channels includes at least three different equivalence classes: the set of channels with vanishing classical capacity, the set of classical channels with non-vanishing classical capacity, and the set of channels with non-vanishing quantum capacity. However, there are clearly even more channels which are not within any of these three equivalence classes. For example, a 50% depolarizing channel has vanishing quantum capacity but can be used to transmit quantum states using two-way communication\textsuperscript{30} and hence cannot be simulated by a classical channel.

12. THE QUANTUM ERASURE CHANNEL—

The first result in this part is that there are a countable infinity of different equivalence classes. We consider a quantum erasure channel which transmits a state with probability \( p \). Alice’s input is a single qubit, and Bob’s output is a three dimensional space of states, \(| \uparrow \rangle, | \downarrow \rangle, | E \rangle \), with

\[
C_p(\rho) = p\rho + (1 - p)|E\rangle \langle E|,
\]

where \(| E \rangle \) indicates that the state is erased. For \( p > 1/2 \), the channel \( C_p \) has a non-vanishing quantum capacity\textsuperscript{32}, and so can simulate any quantum channel. Note that typically in the literature, the roles of \( p \) and \( 1 - p \) are interchanged from our definition; we use the above definition as it is more natural for what follows.

We will show that any erasure channel \( C_p \) with \( p = 1/m \) for integer \( m \), erasure channel \( C_q \) with \( q > p \). Thus, for each \( p = 1/m \) the erasure channel \( C_p \) lies in a different equivalence class.

The proof that \( C_p \) cannot simulate \( C_q \) for \( p = 1/m \) and \( q > p \) follows from no-cloning. Define a new channel \( \mathcal{X} \) with one transmitter and \( m \) receivers. Each receiver receives the input state with probability \( 1/m \) and receives an erasure flag otherwise. That is,

\[
\mathcal{X}(\rho) = (1/m) \left( \rho \otimes |E\rangle \langle E| \otimes \ldots \otimes |E\rangle \langle E| + |E\rangle \langle E| \otimes \rho \otimes |E\rangle \langle E| \otimes \ldots \otimes |E\rangle \langle E| + \ldots \right).
\]

Suppose that for some \( q > p \), for all \( \epsilon > 0 \) there exist an integer \( n \) and encoding and decoding channels \( \mathcal{E} \) and \( \mathcal{D} \) such that Eq. (133) is satisfied. Let Alice create an EPR pair, and then take half of the pair and encode it with \( \mathcal{E} \) and send it through \( \mathcal{X} \). Let each receiver decode with \( \mathcal{D} \). The idea of the proof is that there will be a non-zero probability of more than one receiver decoding the state, in contradiction to no-cloning.
Consider first the case in which there exist an integer \( n \) and channels \( \mathcal{E}, \mathcal{D} \) for which \( (133) \) holds with \( \epsilon = 0 \). Then since \( q > 1/m \) we have non-vanishing probability of being in a state in which two different receivers share an EPR pair with Alice which is impossible since no such state exists (we prove this more formally below).

We now consider the case in which we have \( \epsilon \)-simulation for arbitrarily small \( \epsilon > 0 \), but not for \( \epsilon = 0 \). Let \( \rho_{\text{AB}} \) denote the reduced density matrix of Alice and the \( i \)-th receiver, for \( i = 1, ..., N \), after Alice inputs half of the EPR pair into the channel. By the definition of \( \epsilon \)-simulation, for each receiver, the reduced density matrix of Alice and that receiver is within \( \mathcal{O}(\epsilon) \) of the state

\[
(1 - q) \left( \frac{1}{2} \otimes |E\rangle \langle E| \right) + q(1/2) |\uparrow\downarrow - \downarrow\uparrow\rangle \langle \uparrow\downarrow - \downarrow\uparrow|.
\]

Assuming it is possible to have \( \epsilon \), arbitrarily close to 0, we can construct an infinite sequence of multipartite states, \( \rho' \) such that reduced density matrix \( \rho'_{\text{AB}} \) is in \( \mathcal{O}(\epsilon) \) in trace norm distance of the reduced density matrix in \( (136) \), with \( \epsilon = 1, 1/2, 1/3, 1/4, ... \). Since the space of density matrices is compact, this sequence has a convergent subsequence, which has a limit density matrix \( \tilde{\rho} \) such that for all \( i \), \( \tilde{\rho}_{\text{AB}} \) is exactly equal to Eq. \( (136) \).

Given \( \tilde{\rho} \), we can define a new matrix \( \tilde{\rho}' \) which is obtained by having each receiver measure whether or not they received an erasure flag. That is, define a string \( s_1, ..., s_n \) to be the erasure pattern. Let \( s_i = 0 \) indicate that the \( i \)-th receiver received an erasure and \( s_i = 1 \) indicate that the \( i \)-th receiver received a state. Let \( \Pi_0 = |E\rangle \langle E| \) and \( \Pi_1 = \mathbb{1} - \Pi_0 \). Let

\[
\Pi_{\tilde{s}} = \Pi_{s_1} \otimes \Pi_{s_2} \otimes ... \otimes \Pi_{s_n}.
\]

Then,

\[
\tilde{\rho}' = \sum_{\tilde{s}} \Pi_{\tilde{s}} \tilde{\rho} \Pi_{\tilde{s}},
\]

where the sum is over strings \( \tilde{s} = (s_0, s_1, ..., s_n) \). Then, \( \tilde{\rho}' \) is an incoherent sum of density matrices \( \Pi_{\tilde{s}} \tilde{\rho} \Pi_{\tilde{s}} \) with different erasure patterns. However, since \( q > 1/m \), \( \tilde{\rho}' \) has non-vanishing probability to have more than one receiver share an EPR pair with Alice. This means that for some string \( \tilde{s} \) which contains at least two 1s in its erasure pattern, the density matrices \( \Pi_{\tilde{s}} \tilde{\rho} \Pi_{\tilde{s}} \) must be non-vanishing, in contradiction to no-cloning.

13. THE CASE OF NON-INTEGER \( 1/p \)

We now turn to the case when \( 1/p \) is not an integer. The question is, is it possible for \( p < 1/2 \) to do error correction to improve the transmission probability at all? For example, would it possible possible to correct \( C_{0.4} \) to \( C_{0.401} \)? We have not been able to prove that this is impossible, but we have been able to prove that it is impossible for one (seemingly natural) type of decoder.

For any state \( \rho \), the state \( C_p \otimes n \{ \mathcal{E}(\rho) \} \) is an incoherent sum of different density matrices corresponding to different erasure patterns. We have

\[
C_p \otimes n \{ \mathcal{E}(\rho) \} = \sum_{\tilde{s}} p^{|\tilde{s}|} (1 - p)^{\sum_{j} s_j} C_{s_1} \otimes C_{s_2} \otimes ... \otimes C_{s_n} \mathcal{E}(\rho).
\]

Note that the density matrix \( C_{s_1} \otimes C_{s_2} \otimes ... \otimes C_{s_n} \mathcal{E}(\rho), \rho_{\tilde{s}} \) is a density matrix in the \( 2^{\sum_{j} s_j} \)-dimensional space spanned by states which are qubits in the positions \( j \) where \( s_j = 1 \) and erasures in the positions where \( s_j = 0 \). Define

\[
\rho_{\tilde{s}} = C_{s_1} \otimes C_{s_2} \otimes ... \otimes C_{s_n} \mathcal{E}(\frac{1}{2}).
\]

Define

\[
F(\tilde{s}) = 1 - \langle E| \mathcal{D}(\rho_{\tilde{s}})|E \rangle.
\]

We call a decoder \( \mathcal{D} \) deterministic if, for all strings \( \tilde{s} \), we have either \( F(\tilde{s}) = 0 \) or \( F(\tilde{s}) = 1 \).

Intuitively, a deterministic decoder is one which has the property that whether or not it output an erasure \( |E\rangle \) is determined entirely by \( \tilde{s} \), namely the pattern of erasures it receives.

The second result in this part is that it is not possible for \( C_p \) to simulate \( C_q \) for \( p \leq 1/2 \) and \( q > p \) using deterministic decoders. That is, it is not the case that for every \( \epsilon > 0 \) there exists an \( n, \mathcal{E}, \mathcal{D} \), with \( \mathcal{D} \) a deterministic decoder, such that \( (133) \) holds. We prove this result in the next section.
The restriction to deterministic decoders seems natural. However, there do exist encoders $E$ for which the best decoder is not deterministic. For example, suppose Alice transmits a large $(n >> 1)$ number of qubits to Bob. She transmits her state $\Psi$ in either the first or the second qubit she sends, picking one of the two at random, and transmitting some fixed state, say $|\uparrow\rangle$, in the other. She then uses the remaining $n-2$ qubits to transmit the to Bob the classical information of which random choice she made. Then, in order for Bob to know if he can decode, he needs to know not just the erasure pattern (which of the first two qubits were transmitted) but the contents of some of the remaining qubits to determine which of the first qubits to use. Certainly this encoding is not helpful to Alice and Bob in any way, but at least it demonstrates that deterministic decoding is not possible for every encoding.

A. Idea of Proof

To understand the basic idea of the proof, consider first a simplified case in which whenever $D$ outputs a qubit state then it decodes the input state with perfect fidelity. That is, if $F(\vec{s}) = 1$, then $C_{s_1} \otimes C_{s_2} \otimes \ldots \otimes C_{s_n}(E(\rho)) = \rho$ for all $\rho$. Suppose further that $F$ has the following monotonicity property that if $F(\vec{s}) = 1$ for some string $\vec{s}$, then if $F(\vec{t}) = 1$ for all strings $\vec{t}$ such that $\vec{t} \geq \vec{s}$, where the inequality of strings $\vec{t} \geq \vec{s}$ means that $t_i \geq s_i$ for all $i$. This monotonicity property is also very natural: if it is possible to decode the qubit given a certain sequence of transmitted qubits (described by the string $\vec{s}$), then it is also possible to decode if we also have access to additional qubits (those qubits $i$ for which $t_i = 1$ and $s_i = 0$).

Define $f(p)$ to be the average of $F(\vec{s})$ when the bits $s_1, \ldots, s_n$ are chosen independently equal to 1 with probability $p$ and 0 with probability $1-p$. Then, if $C_p$ simulates $C_q$, we find that in the limit as $n \to \infty$

$$f(p) \to q.$$  

However, as we prove below, given that $f(p) > p$ and $p \leq 1/2$, it follows that $f(1-p) > 1-p$. This allows us to prove a contradiction using no-cloning. Consider a channel from Alice to two different receivers, Bob and Carol, where Alice’s input is a qubit and with probability $p$ Bob receives the qubit Alice transmitted and Carol receives an erasure flag, and with probability $1-p$ Bob receives an erasure flag and Carol receives the qubit Alice transmitted. Then Carol can decode Alice’s state with probability $f(1-p)$. Thus, under the assumption that $C_p$ simulates $C_q$ with a deterministic decoder, and under the further assumptions in this section, namely the property that $D$ decodes with perfect fidelity whenever it decodes and the monotonicity property, we find that with probability at least $f(p) + f(1-p) - 1 > 0$ both Bob and Carol receive Alice’s state. However, since $f(1-p) > 1-p$, we have $f(p) + f(1-p) - 1 > 0$, violating no-cloning.

In the rest of the part we do two things to complete the proof of our second result, that $C_p$ cannot simulate $C_q$ for $p \leq 1/2$ and $q > p$ using a deterministic decoder. First, we remove the assumptions in this section of perfect decoding and of monotonicity. Second, we prove the claim that $f(p) > p$ for $p \leq 1/2$ implies that $f(1-p) > 1-p$, which we refer to as a “Matthew principle” [35]: this principle means that if error correction helps some channel with transmission probability $p$, by making $f(p) > p$, it also helps a channel with transmission probability $1-p$. This last claim is purely a statement in probability theory about the average of Boolean functions $F$ with the monotonicity property.

What we do in the next sections to deal with an imperfect decoder (one which does not decode with perfect fidelity, but only with fidelity which tends to unity as $n$ tends to infinity) or a lack of monotonicity is to construct a new decoding map $\hat{D}$ that Carol can use (with the same encoding map $E$) to $\epsilon'$-simulate a channel $C_{\epsilon'}$ with $r > 1-p$, where the quantity $\epsilon'$ tends to zero as $\epsilon$ tends to zero. That is, we prove that for any $\rho$,

$$\text{tr}(\hat{D}(C_{1-p}^\otimes n(E(\rho))) - C_{\epsilon'}(\rho))) \leq \epsilon'.$$

(143)

The new decoding map $\hat{D}$ will be constructed to have the monotonicity property. Given this, it is possible to construct an infinite sequence of tripartite states, $\rho_{ABC}^*$ such that the reduced density matrix $\hat{\rho}_{AB}$ is within $\epsilon$ in trace norm distance of the reduced density matrix in Eq. (136) and the reduced density matrix $\hat{\rho}_{AC}$ is within $\epsilon'$ in trace norm of

$$(1-r)(1/2)I \otimes |E\rangle\langle E| + r(1/2)[|\uparrow\downarrow\rangle\langle\uparrow\downarrow| + |\downarrow\uparrow\rangle\langle\downarrow\uparrow| - |\uparrow\downarrow\rangle\langle\downarrow\uparrow|].$$

(144)

with $\epsilon = 1, 1/2, 1/3, \ldots$ and $\epsilon'$ tending to zero as $\epsilon$ tends to zero. Since the space of density matrices is compact, this sequence has a convergent subsequence, which has a limit density matrix $\hat{\rho}_{ABC}$ such that $\hat{\rho}_{AB}$ is exactly equal to Eq. (136) and similarly for $\hat{\rho}_{AC}$ is equal to Eq. (144). We claim that no such $\rho_{ABC}$ can exist for $q + r > 1$, as for $q + r > 1$ this density matrix $\rho_{ABC}$ must be non-zero when both Bob and Carol project into the space orthogonal to $|E\rangle$. Let $X$ be the positive definite matrix that they obtain after projection. Then $\sigma_{ABC} = X/\text{Tr}(X)$ is a tripartite state, where $\sigma_{AB}$ and $\sigma_{AC}$ both are EPR pairs. Since this is not possible, no such $\rho_{ABC}$ can exist for $q + r > 1$, as claimed.

The only nontrivial step is to construct the decoding map $\hat{D}$. We make no attempt in this proof to optimize constant factors, since we only care about the limit of vanishing $\epsilon$.
We now show how to handle the situation in which the map $D$ is deterministic but is not a perfect decoder. Note that if $D$ is a perfect decoder but lacks the monotonicity property, then it is easy to construct a new decoder, $\tilde{D}$, that is a perfect decoder, has the monotonicity property, and has a higher probability of decoding (that is, it gives a larger $f(p)$), as follows: if $D$ decodes on a string $\bar{s}$, but not on a string $\bar{t} > \bar{s}$, then we define $\tilde{D}$ to decode the string $\bar{t}$ simply by ignoring certain qubits.

We begin with some error estimates which will be useful to deal with the case in which $D$ is an imperfect decoder. Let $\bar{s}$ be a string for with $F(\bar{s}) = 1$. Define the “average transmitted mistake rate” by

$$E_{av}(\bar{s}) = \int_{|\psi|=1} d\psi \text{tr} \left[ D(F_x(|\psi\rangle\langle\psi|)) \left( 1 - |\psi\rangle\langle\psi| \right) \right].$$

That is, averaged over input pure states $|\psi\rangle$, this is the probability that the output is orthogonal to $|\psi\rangle$.

Define the “maximum transmitted mistake rate” by

$$E_{max}(\bar{s}) = \max_{|\psi|=1} \text{tr} \left[ D(F_x(|\psi\rangle\langle\psi|)) \left( 1 - |\psi\rangle\langle\psi| \right) \right].$$

We now want to relate the averaged transmitted mistake rate to the maximum transmitted mistake rate. By relating the average transmitted mistake rate to the maximum transmitted mistake rate, this will allow us to bound the average (over different $\bar{s}$) of the maximum transmitted mistake rate of channels $F_x$. We claim that

$$E_{av}(\bar{s}) \leq E_{max}(\bar{s}) \leq 4E_{av}(\bar{s}).$$

The first inequality in Eq. \[146\] is immediate. To show the second inequality, let $\psi$ be the vector which maximizes $|\langle\psi|\tilde{D}|\psi\rangle|^2$. Let $\psi^⊥$ be a vector orthogonal to $\psi$. Then, we can write any vector as $\cos(\theta)z\psi + \sin(\theta)w\phi$, where $z, w$ are phases ($|z| = |w| = 1$) and $\theta$ is an angle. The transmitted mistake rate is a quartic function of the vector, and so must be of the form $a\cos(\theta)^4 + b\cos(\theta)^2\sin(\theta)^2 + c\sin(\theta)^4$ after averaging over $z, w$, where $a = E_{max}(\bar{s})$. The average of this function over angle is $a/3 + b/6 + c/3$. Since the function is positive, we have $a, c \geq 0$ and $b \leq 2\sqrt{ac}$. Minimizing $a/3 - \sqrt{ac}/3 + c/3$ over $c$, we find that the average is at least $a/4$. It is possible that there exist tighter bounds relating the maximum transmitted mistake rate to the average.

Note that

$$\sum_{\bar{s}'} p_{\bar{s}} F(\bar{s}) \geq q - \epsilon.$$  \[147\]

By Eq. \[133\],

$$\sum_{\bar{s}'} p_{\bar{s}} F(\bar{s}) E_{av}(\bar{s}) \leq \int_{|\psi|=1} d\psi \text{tr} \left[ \Pi_{\bar{s}} D(C^\otimes n(\mathcal{E}(|\psi\rangle\langle\psi|)))\Pi_{\bar{s}} \left( 1 - |\psi\rangle\langle\psi| \right) \right] \leq \epsilon.$$  \[148\]

Write the decoding map $D$ as

$$D = \sum_{\bar{s}} D_{\bar{s}},$$

where $D_{\bar{s}}(\rho) = D(\Pi_{\bar{s}} \rho \Pi_{\bar{s}})$. That is, $D_{\bar{s}}$ is the decoding map that is used when a given erasure pattern $\bar{s}$ occurs. Define a map $D'$ as follows. For each string $\bar{s}$, if $E_{av}(\bar{s}) \leq \sqrt{\epsilon}$, set $D'_{\bar{s}}(\rho) = D_{\bar{s}}(\rho)$. On the other hand, if $E_{av}(\bar{s}) > \sqrt{\epsilon}$, we set $D'_{\bar{s}}(\rho) = |E\rangle\langle E| \text{tr}(\rho)$. We then define

$$D'(\rho) = \sum_{\bar{s}} D'_{\bar{s}}(\Pi_{\bar{s}} \rho \Pi_{\bar{s}}).$$

We now construct the new decoding map $\tilde{D}$ which has the monotonicity property; the idea is that if it is possible to accurately decode a message when certain of the qubits are transmitted perfectly, it must also be possible to decode the message when a superset of those bits are transmitted perfectly. We first define $\mathcal{H}_d$ to be a map which “hides” data from the decoder as follows:

$$\mathcal{H}_d(\rho) = C_{u_1} \otimes C_{u_2} \otimes ... \otimes C_{u_n}(\rho).$$
That is, wherever \( \bar{u} \) has a zero entry, the map \( H \) produces an error output, but otherwise it transmits perfectly. Then, to define \( \bar{D} \), for any \( \bar{s} \), consider the set of all strings \( \bar{t} \), such that \( t_i \leq s_i \) for all \( i \), and such that \( E_{av}(\bar{t}) \leq \epsilon_0 \), so that \( \bar{D}' \) outputs a state in the qubit subspace, rather than in the error subspace. If this set is non-empty, let \( \bar{t}_{max} \) denote the string in this set which has the smallest average transmitted mistake rate and let

\[
\bar{D}_{\bar{s}}(\rho) = \bar{D}'_{\bar{t}_{max}}(H_{\bar{r}}_{\bar{t}_{max}}(\rho)).
\]

If this set is empty, let \( \bar{D}_{\bar{s}}(\rho) = \text{tr}(\rho|E\rangle\langle E|) \).

Let \( \bar{F}(\bar{s}) = 1 \) if \( \bar{D} \) outputs a state in the qubit subspace when erasure pattern \( \bar{s} \) occurs, and let \( \bar{F}(\bar{s}) = 0 \) if \( \bar{D} \) outputs an erasure. Note that \( \bar{F}(\bar{s}) \geq F(\bar{s}) \).

C. \( \epsilon' \)-simulation for Carol

The average transmission probability, \( r \), that Carol obtains using \( \bar{D} \) is equal to

\[
r = \sum_{\bar{s} \in T} (1 - p)^{\sum_i s_i} p^{\sum_i (1 - s_i)}.\]

From Eq. (146) and the definition of \( \bar{D}' \), it follows that Eq. (143) holds for \( \epsilon' = \sqrt{4\epsilon^3} + O(\epsilon^{3/8}) \). The only remaining step is to show that, for sufficiently small \( \epsilon \),

\[
r > 1 - p.
\]

D. Average Transmission Probability

Eq. (149) corresponds to the following problem in classical probability. We have \( n \) bits, each chosen independently to equal 1 with probability \( p \) and 0 with probability \( 1 - p \). We have a function \( F(\bar{s}) \) which obeys the monotonicity property: \( \bar{t} > \bar{s} \rightarrow \bar{F}(\bar{t}) \geq \bar{F}(\bar{s}) \). Such an \( \bar{F} \) defines a function \( \bar{f}(p) \), which is the probability that \( \bar{F}(\bar{s}) = 1; \bar{f}(p) \) is the sum

\[
\bar{f}(p) = \sum_{\bar{s} \in T} p^{\sum_i s_i} (1 - p)^{\sum_i (1 - s_i)}.\]

By the choice of \( \epsilon_0 \), and by Eq. (148), \( \bar{f}(p) \geq \sum_{\bar{s}} p^{\sum_i s_i} (1 - p)^{\sum_i (1 - s_i)} F(\bar{s}) - \sqrt{\epsilon}, \) so by Eq. (147),

\[
\bar{f}(p) \geq q - \epsilon - \sqrt{\epsilon},
\]

and so \( \bar{f}(p) > p \) for sufficiently small \( \epsilon \).

We will show that if \( \bar{f}(p) > p \) for some \( p < 1/2 \), then \( \bar{f}(p) + \bar{f}(1 - p) > 1 \); since \( \bar{f}(p) > p \) and \( \bar{F} \geq F \), it follows that \( \bar{f}(p) > p \). We will use induction and an unfortunate amount of algebra to show that for any \( \bar{F}(\bar{s}) \) with the monotonicity property at least one of the following three cases is true: (1) \( \bar{f}(p) = 0 \) for all \( p \); or (2) \( \bar{f}(p) = 1 \) for all \( p \); or (3)

\[
\partial_p \ln[g(p)] \geq 1/[p(1 - p)],
\]

where \( g(p) \) is the success-to-failure ratio:

\[
g(p) = \frac{\bar{f}(p)}{1 - \bar{f}(p)}.
\]

\( g(p) \) is a monotonically increasing function of \( p \). This will prove the desired result, since then if \( \bar{f}(p) > p \), either \( F(1 - p) = 1 \) (case 2) or \( F(1 - p) > 1 - p \) by case 3. As shown in Fig. 1, this result may be regarded as a kind of “Matthew principle” for error correction: roughly speaking, if error correction helps a channel for some \( p \), it also helps a channel with transmission probability \( p' > p \).
After subtracting \( p \) (if \( \hat{F}(\bar{s}) = s_1 \), for example), or \( \hat{f}(p) \) can start smaller than \( p \) and increase to greater than \( \hat{f}(p) \) (we plot the case \((s_1 \wedge s_2) \lor (s_2 \wedge s_3) \lor (s_1 \wedge s_3)\)), but the dotted curve is not possible by the Matthew principle for \( \hat{f}(p) \).

To show the result, consider the \( n \)-th bit. Let \( \tilde{f}_1(p) \) denote the expectation value of \( \hat{f}(p) \) conditioned on the \( n \)-th bit being equal to one, and let \( \tilde{f}_0(p) \) denote the expectation value of \( \hat{f}(p) \) conditioned on the \( n \)-th bit being equal to zero. Note that \( \tilde{f}_1(p) \geq \tilde{f}_0(p) \). Define \( G_s(p) = \tilde{f}_s(p)/[1-\tilde{f}_s(p)] \) for \( s = 0, 1 \). Consider the case in which \( 0 < \tilde{f}_0(p) \leq \tilde{f}_1(p) < 1 \) (the remaining cases are simpler). We have \( \partial_p \ln[f(p)] = [\tilde{f}_1 - \tilde{f}_0 + p\partial_p\tilde{f}_1(p) + (1-p)\partial_p\tilde{f}_0(p)]/f(p) \), and similarly for \( \partial_p \ln[1-f(p)] \), giving

\[
\partial_p \ln[g(p)] = \frac{\tilde{f}_1 - \tilde{f}_0 + p\partial_p\tilde{f}_1(p) + (1-p)\partial_p\tilde{f}_0(p)}{f(p)[1-f(p)]}.
\]

The induction hypothesis tells us that \( \partial_p \tilde{f}_s(p) \geq \tilde{f}_s(p)[1-\tilde{f}_s(p)]/[p(1-p)] \). Inserting the induction hypothesis into Eq. (151) and multiplying by \( p(1-p) \) gives \( p(1-p)\partial_p \ln[g(p)] \geq \frac{p(1-p)((\tilde{f}_1 - \tilde{f}_0) + p\tilde{f}_1(p) + (1-p)\tilde{f}_0(p))}{f(p)[1-f(p)]} \). We wish to show that the right-hand side of this inequality is greater than or equal to unity, or equivalently, we wish to show that

\[
p(1-p)(\tilde{f}_1 - \tilde{f}_0) + p\tilde{f}_1(p)[1-\tilde{f}_1(p)]\]

\[
+(1-p)\tilde{f}_0(p)[1-\tilde{f}_0(p)] 
\geq \frac{p(1-p)((\tilde{f}_1 - \tilde{f}_0) + p\tilde{f}_1(p) + (1-p)\tilde{f}_0(p))}{f(p)[1-f(p)]}.
\]

After subtracting \( p^2\tilde{f}_1(p)(1-\tilde{f}_2) + (1-p)^2\tilde{f}_0(1-\tilde{f}_0) \) from both sides, and dividing by \( p(1-p) \), Eq. (152) becomes

\[
\tilde{f}_1 - \tilde{f}_0 + \tilde{f}_1 - \tilde{f}_0^2 + \tilde{f}_0 - \tilde{f}_0^2 \geq \tilde{f}_0 + \tilde{f}_1 - 2\tilde{f}_1\tilde{f}_0,
\]

which is equivalent to \( \tilde{f}_1 - \tilde{f}_0 \geq (\tilde{f}_1 - \tilde{f}_0)^2 \), which is true because \( 0 \leq \tilde{f}_0 \leq \tilde{f}_1 \leq 1 \). This completes the proof.

14. DISCUSSION

Despite ignoring all quantitative details of the relation between channels, we have found a rich structure, with infinitely many different equivalence classes. There exist pairs of channels that cannot simulate each other. For example, the operational non-additivity of the pair of channels considered in [33] implies that that this is a pair of channels which cannot simulate each other. The full structure of equivalence classes of quantum channels, and which classes can simulate other classes, promises to be very complicated. We leave as an open problem the question of whether it is possible for \( C_p \) to simulate \( C_q \) for \( p \leq 1/2 \) and \( q > p \) using non-deterministic decoders.
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