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Abstract. In the field of Answer Set Programming (ASP), two logic programs are strongly equivalent if they are ordinarily equivalent under any extensions. This property provides a theoretical foundation for studying many aspects of logic programs such as program simplification and transformation etc. Therefore, strong equivalence has been investigated extensively for ASP and its extensions such as $LP^{MLN}$. In this paper, we present a syntactic approach to studying the strong equivalence of logic programs, which provides several interesting results and would help us understand the strong equivalence from a new perspective. Firstly, we present the notions of independent sets and five kinds of syntactic transformations (S-* transformations) for logic programs. And we investigate the strong equivalence (SE) and non-strong equivalence (NSE) preserving properties of the S-* transformations in the contexts of ASP and $LP^{MLN}$. Secondly, based on the properties of the S-* transformations, we present a fully automatic algorithm to discover syntactic conditions that preserve strong equivalences (SE-conditions) of ASP and $LP^{MLN}$ programs. To discover the SE-conditions efficiently, we present four kinds of approaches to improve the algorithm. Thirdly, we present a preliminary method to simplify the discovered SE-conditions and
report the simplified SE-conditions of several kinds of LP\textsuperscript{MLN} programs. After that, we present a discussion on the discovered SE-conditions and some existing problems. Finally, we present a comparison between SE-conditions discovering approaches in this paper and in the related work.
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\section{1. Introduction}

In the field of Answer Set Programming (ASP) [1], the notions of strong equivalences have been extensively investigated for ASP and its extensions, since these notions provide a theoretical foundation for studying many aspects of logic programs such as program simplification and transformation [2, 3, 4]. Roughly speaking, two ASP programs \( P \) and \( Q \) are strongly equivalent, if for any ASP program \( R \), the extended programs \( P \cup R \) and \( Q \cup R \) have the same stable models, which means the programs \( P \) and \( Q \) can be replaced each other without considering its context \( R \). To check the strong equivalence of ASP programs, a model-theoretical approach was presented [5, 6], i.e. two ASP programs are strongly equivalent iff they have the same models in the logic of Here-and-There (HT-models).

Besides the model-theoretical approach, several syntactic strong equivalence conditions (which is called SE-conditions for short) are presented to check the strong equivalence of some classes of ASP programs. For example, the TAUT and CONTRA conditions guarantee the strong equivalence between an ASP rule and the empty program [7, 8]. The NONMIN, WGPPE, S-HYP, and S-IMP conditions can be used to check the strong equivalence of ASP programs \( P \) and \( P \cup \{r\} \) [9, 10], where \( r \) is an ASP rule. Usually, an SE-condition can only guarantee the strong equivalence of a kind of logic programs. To study the SE-conditions of arbitrary ASP programs, Lin and Chen [8] present a computer-aided approach to discovering SE-conditions of \( k\)-\( m\)-\( n\) problems for ASP. The \( k\)-\( m\)-\( n\) problems are to find the SE-conditions of the ASP programs \( K \cup M \) and \( K \cup N \), where \( K, M, N \) are pairwise disjoint ASP programs containing \( k, m, n \) rules respectively. Specifically, Lin and Chen’s approach conjectures a candidate syntactic condition and verifies whether the condition is an SE-condition, where part of the verification can be done automatically, and other steps in the approach have to be done manually. By the approach, Lin and Chen discover the SE-conditions of several small \( k\)-\( m\)-\( n\) problems in ASP. An application of the SE-conditions is to simplify logic programs, Eiter et al. [2] present an approach to simplifying ASP program via using existing SE-conditions. To study the SE-conditions based simplifications of other logic formalisms, we need to study the SE-conditions of these logic formalisms. In this paper, we study the SE-conditions of LP\textsuperscript{MLN} programs.

LP\textsuperscript{MLN} [11] is a logic formalism that handles probabilistic inference and non-monotonic reasoning by combining ASP and Markov Logic Networks (MLN) [12]. Recently, Lee and Luo [13] and Wang et al. [14] have investigated the notions of strong equivalences for LP\textsuperscript{MLN} programs, respectively. In their work, several theoretical results including concepts of strong equivalences and corresponding model-theoretical characterizations are presented. Among these results, we specially focus on the notion of semi-strong equivalence (i.e. the structural equivalence in Lee and Luo’s work), due to the notion is a basis for investigating other kinds of strong equivalences of LP\textsuperscript{MLN}. Similar to the strong equivalence in ASP, semi-strongly equivalent LP\textsuperscript{MLN} programs have the same stable models under
any extensions, and it can be characterized by HT-models in the sense of $L_{\text{PMLN}}$. However, the SE-conditions of $L_{\text{PMLN}}$ programs have not been investigated systematically. A possible way to study the SE-conditions of $L_{\text{PMLN}}$ programs is to adapt Lin and Chen’s approach to $L_{\text{PMLN}}$. But in Lin and Chen’s approach, the conjecture and part of the verification have to be done manually, which makes it nontrivial to find the SE-conditions.

In this paper, we present a novel framework to studying the strong equivalences of logic programs. Based on the framework, we present a fully automatic approach to discovering the SE-conditions of logic programs. Note that a logic program is either an ASP program or an $L_{\text{PMLN}}$ program throughout the paper. Our main work is divided into four aspects.

Firstly, we present the notions of independent sets and $S$-* transformations. An independent set of logic programs is a special kind of set of atoms occurred in the programs. We show that there is a one-to-one mapping from logic programs and their independent sets, which means the programs can be transformed by changing their independent sets. Following the idea, we present five kinds of syntactic transformations ($S$-* transformations) that can transform logic programs by replacing, adding, and deleting atoms in corresponding independent sets. And we investigate the properties of $S$-* transformations w.r.t. strong equivalences, i.e., whether $S$-* transformations preserve strong equivalences and non-strong equivalences of logic programs, called the SE-preserving and NSE-preserving properties.

Secondly, we present a fully automatic approach to discovering SE-conditions of logic programs. Based on the SE-preserving and NSE-preserving properties of $S$-* transformations, we present the notion of independent set conditions (IS-conditions) and show that an IS-condition is an SE-condition if the logic programs constructed from the IS-condition are strongly equivalent. According to the results, we present a basic algorithm to discover SE-conditions of $k$-$m$-$n$ problems through automatically enumerating and verifying their IS-conditions. After that, we present four kinds of methods to improve the basic algorithm. Experiment results show that these algorithms are efficient to discover SE-conditions of several small $k$-$m$-$n$ problems in $L_{\text{PMLN}}$.

Thirdly, we report the discovered SE-conditions of some $k$-$m$-$n$ problems of $L_{\text{PMLN}}$. Since there are too many SE-conditions discovered by the algorithms, we present a preliminary method to simplify the SE-conditions and report the simplified SE-conditions. Then, we present a discussion w.r.t. the discovered SE-conditions from two aspects. Firstly, we report two interesting facts w.r.t. the discovered SE-conditions and discuss potential application and possible theoretical foundation of the facts. Secondly, we present some problems on the simplifications of SE-conditions.

Finally, we present a comparison between Lin and Chen’s and our approaches, which shows the advantage of our approach. Our contributions of the paper are two-fold. On the one hand, we develop a fully automatic approach to finding SE-conditions for $L_{\text{PMLN}}$ and ASP, which provides a new example for machine theorem discovering [15]. On the other hand, the notions of independent sets and $S$-* transformations provide a new perspective to understand the strong equivalences of logic programs. Especially, two interesting facts reported in this paper imply some unknown theoretical properties of strongly equivalent logic programs.

2. Preliminaries

In this section, we review the syntax, semantics, and strong equivalences of ASP and $L_{\text{PMLN}}$ programs.
2.1. Syntax

An ASP program is a finite set of rules of the form

\[ h_1 \lor \ldots \lor h_k \leftarrow b_1, \ldots, b_m, \text{not } c_1, \ldots, \text{not } c_n. \]  

(1)

where \( hs, bs, \) and \( cs \) are atoms, \( \lor \) is epistemic disjunction, and \( \text{not} \) is default negation. For an ASP rule \( r \), we use \( h(r), pb(r), \) and \( nb(r) \) to denote the sets of atoms occurred in head, positive body, and negative body of \( r \), respectively, i.e., \( h(r) = \{h_1, \ldots, h_k\}, pb(r) = \{b_1, \ldots, b_m\}, \) and \( nb(r) = \{c_1, \ldots, c_n\} \).

By at \( (r) \), we denote the set of atoms occurred in rule \( r \), i.e., \( \text{at}(r) = h(r) \cup pb(r) \cup nb(r) \); and by \( at(P) \), we denote the set of atoms occurred in a program \( P \), i.e., \( at(P) = \cup_{r \in P} \text{at}(r) \). Based on above notations, a rule \( r \) of the form (1) can be abbreviated as

\[ h(r) \leftarrow pb(r), \text{not } nb(r). \]  

(2)

An ASP program is called \textit{ground}, if it contains no variables. Usually, a non-ground logic program is considered as a shorthand for the corresponding ground program, therefore, we only consider ground logic programs in this paper.

An LP\textsubscript{MLN} program is a finite set of weighted ASP rules \( w : r \), where \( r \) is an ASP rule of the form (1), and \( w \) is a real number denoting the weight of rule \( r \). For an LP\textsubscript{MLN} program \( P \), by \( \overline{P} \), we denote the unweighted ASP counterpart of \( P \), i.e. \( \overline{P} = \{ r \mid w : r \in P \} \), and \( P \) is called \textit{ground}, if its unweighted ASP counterpart \( \overline{P} \) is ground.

2.2. Semantics

A ground set \( X \) of atoms is called an interpretation in the context of logic programming. An interpretation \( X \) satisfies an ASP rule \( r \), denoted by \( X \models r \), if \( X \cap h(r) \neq \emptyset, pb(r) \subseteq X, \) or \( nb(r) \cap X \neq \emptyset; \) otherwise, \( X \) does not satisfy \( r \), denoted by \( X \not\models r \). For an ASP program \( P \), interpretation \( X \) satisfies \( P \), denoted by \( X \models P \), if \( X \) satisfies all rules of \( P \); otherwise, \( X \) does not satisfy \( P \), denoted by \( X \not\models P \). For an interpretation \( X \) and an ASP program \( P \), the Gelfond-Lifschitz reduct \( (\text{GL-reduct}) P^X \) is defined as

\[ P^X = \{ h(r) \leftarrow pb(r) \mid r \in P \text{ and } nb(r) \cap X = \emptyset \} \]  

(3)

And \( X \) is a \textit{stable model} of \( P \), if \( X \) satisfies the GL-reduct \( P^X \), and there does not exist a proper subset \( X' \) of \( X \) such that \( X' \models P^X \). By \( SM^a(P) \), we denote the set of all stable models of an ASP program \( P \).

For an LP\textsubscript{MLN} rule \( w : r \) and an interpretation \( X \), the satisfiability relation is defined as \( X \models w : r \) if \( X \models r \) and \( X \not\models w : r \) if \( X \not\models r \). Similarly, for an LP\textsubscript{MLN} program \( P \), we have \( X \models P \) if \( X \models \overline{P} \) and \( X \not\models P \) if \( X \not\models \overline{P} \). By \( P_X \), we denote the set of rules of an LP\textsubscript{MLN} program \( P \) that can be satisfied by an interpretation \( X \), called the \textit{LP\textsubscript{MLN} reduct} of \( P \) w.r.t. \( X \), i.e. \( P_X = \{ w : r \in P \mid X \models w : r \} \). An interpretation \( X \) is a \textit{stable model} of an LP\textsubscript{MLN} program \( P \) if \( X \) is a stable model of the ASP program \( \overline{P}_X \). By \( SM^m(P) \), we denote the set of all stable models of an LP\textsubscript{MLN} program \( P \). For an LP\textsubscript{MLN} program \( P \) and an interpretation \( X \), the \textit{weight degree} \( W(P, X) \) of \( X \) w.r.t. \( P \) is defined as

\[ W(P, X) = \exp \left( \sum_{w : r \in P_X} w \right) \]
Example 2.1. Consider an LP\textsuperscript{MLN} program $P = \{1 : a.\} 1 : a \leftarrow b. 2 : \leftarrow a, not c.\}$ and an interpretation $X = \{a\}$. It is easy to check that $P^X = \{a, a \leftarrow b, \leftarrow a\}$ and $X \not\models P^X$, therefore, we have $X \not\in SM^a(P)$. While under the semantics of LP\textsuperscript{MLN}, $(P^X)^X = \{a, a \leftarrow b\}$, it is clear that $X \in SM^a_m(P)$ and $W(P, X) = e^2$.

The weight degree is a kind of uncertainty degree of a stable model, there are other kinds of uncertainty degrees in LP\textsuperscript{MLN}, which is used in probabilistic inferences. In this paper, we focus on the logical aspect of LP\textsuperscript{MLN}, therefore, we omit the probabilistic inference part of LP\textsuperscript{MLN} for brevity.

2.3. Strong Equivalences

Firstly, we review the definitions of strong equivalences in ASP and LP\textsuperscript{MLN} [5, 13, 14].

Definition 2.2. (Strong Equivalence for ASP)

For ASP programs $P$ and $Q$, they are strongly equivalent, denoted by $P \equiv_s Q$, if for any ASP program $R$, $SM^a(P \cup R) = SM^a(Q \cup R)$.

Definition 2.3. (Strong Equivalences for LP\textsuperscript{MLN})

For LP\textsuperscript{MLN} programs $P$ and $Q$, we introduce two kinds of notions of strong equivalences:

- the programs are semi-strongly equivalent or structural equivalent, denoted by $P \equiv_{s,s} Q$, if for any LP\textsuperscript{MLN} program $R$, $SM^m(P \cup R) = SM^m(Q \cup R)$;

- the programs are are w-strongly equivalent, denoted by $P \equiv_{s,w} Q$, if for any LP\textsuperscript{MLN} program $R$, $SM^m(P \cup R) = SM^m(Q \cup R)$, and for each stable model $X \in SM^m(P \cup R)$, $W(P \cup R, X) = W(Q \cup R, X)$.

For LP\textsuperscript{MLN} programs $P$ and $Q$, it is clear that $P \equiv_{s,w} Q$ implies $P \equiv_{s,s} Q$, which means the semi-strong equivalence is a foundation of the w-strong equivalence. Similarly, other kinds of strong equivalences involving uncertainty degrees are based on the semi-strong equivalence, therefore, we first study the syntactic conditions of semi-strongly equivalent LP\textsuperscript{MLN} programs. For simplicity, in rest of the paper, we omit the weights of LP\textsuperscript{MLN} rules and regard an LP\textsuperscript{MLN} program $P$ as its unweighted ASP counterpart, i.e. $P = \overline{P}$.

Secondly, we review the HT-model based approaches that characterize the strong equivalences of ASP and LP\textsuperscript{MLN}.

Definition 2.4. (HT-Interpretation)

An HT-interpretation is a pair $(X, Y)$ of interpretations such that $X \subseteq Y$, and $(X, Y)$ is called total if $X = Y$, otherwise, it is called non-total.

Definition 2.5. (HT-Models for ASP)

An HT-interpretation $(X, Y)$ satisfies an ASP rule $r$, denoted by $(X, Y) \models r$, if $Y \models r$ and $X \models \{r\}^Y$; $(X, Y)$ is an HT-model of an ASP program $P$, denoted by $(X, Y) \models P$, if $(X, Y)$ satisfies all rules of $P$. By $HT^a(P)$, we denote the set of all HT-models of the ASP program $P$. 
Definition 2.6. (HT-Models for LP\textsuperscript{MLN})

An HT-interpretation \((X, Y)\) satisfies an LP\textsuperscript{MLN} rule \(r\), denoted by \((X, Y) \models r\), if \(Y \models r\) and \(X \models \{r\}\); \((X, Y)\) is an HT-model of an LP\textsuperscript{MLN} program \(P\), denoted by \((X, Y) \models P\), if \((X, Y)\) satisfies all rules of \(P\). By \(HT^m(P)\), we denote the set of all HT-models of the LP\textsuperscript{MLN} program \(P\).

Based on the above definitions, Proposition 2.7 shows a property of HT-models, and Theorem 2.8 shows the characterizations of the strong equivalences reviewed in this section.

**Proposition 2.7.** For a logic program \(P\) and an HT-model \((X, Y)\) of \(P\), if \(a\) is an atom such that \(a \notin at(P)\), both of HT-interpretations \((X, Y \cup \{a\})\) and \((X \cup \{a\}, Y \cup \{a\})\) are HT-models of \(P\).

**Theorem 2.8.** For logic programs \(P\) and \(Q\),

- \(P \equiv_{s,a} Q\) iff \(HT^a(P) = HT^a(Q)\);
- \(P \equiv_{s,s} Q\) iff \(HT^m(P) = HT^m(Q)\); and
- \(P \equiv_{s,w} Q\) iff \(HT^m(P) = HT^m(Q)\) and for any interpretation \(X\), \(W(P, X) = W(Q, X)\).

Finally, we show an example of SE-conditions of ASP and LP\textsuperscript{MLN} programs. For a pair \(P\) and \(Q\) of logic programs, a syntactic condition \(C\) for the programs is a formula w.r.t. the properties and relationships among the sets of head, positive body, and negative body of each rule in the programs. A syntactic condition \(C\) is called an SE-condition, if for any programs \(P\) and \(Q\) satisfying the condition \(C\), \(P\) and \(Q\) are strongly equivalent or semi-strongly equivalent; otherwise, it is called a non-SE-condition. For example, ASP programs \(P = \{r\}\) and \(\emptyset\) are strongly equivalent iff the condition in Equation (4) is satisfied, which is called TAUT and CONTRA [7, 8].

\[
(h(r) \cup nb(r)) \cap pb(r) \neq \emptyset \tag{4}
\]

LP\textsuperscript{MLN} programs \(P = \{r\}\) and \(\emptyset\) are semi-strongly equivalent iff the condition in Equation (5) is satisfied [14].

\[
(h(r) \cup nb(r)) \cap pb(r) \neq \emptyset \text{ or } h(r) \subseteq nb(r) \tag{5}
\]

Therefore, Equation (4) and (5) are SE-conditions in ASP and LP\textsuperscript{MLN}, respectively.

### 3. Independent Sets and S-* Transformations

In this section, we present a novel approach to studying the strong equivalences of logic programs. Firstly, we present the notion of independent set. Secondly, we present the notions of S-* transformations. Thirdly, we show the properties of the S-* transformations w.r.t. the strongly equivalences of logic programs.
3.1. Independent Sets

For convenient description, a logic program $P$ can be regarded as a tuple of rules, i.e., $P = \langle r_1, ..., r_n \rangle$, where $r_i$ is the $i$-th rule of the program $P$. Meanwhile, we treat a tuple as an ordered set that may have the same elements, therefore, some notations of sets are used for tuples in this paper. For example, for a tuple $T$, we use $e_i \in T$ to denote $e_i$ is the $i$-th element of $T$, and we use $|T|$ to denote the number of elements of $T$. For logic programs $P = \langle r_1, ..., r_n \rangle$ and $Q = \langle t_1, ..., t_m \rangle$, the pair $\langle P, Q \rangle$ is the concatenation of $P$ and $Q$, i.e. $\langle P, Q \rangle = \langle r_1, ..., r_n, t_1, ..., t_m \rangle$. And a tuple $T = \langle P_1, ..., P_n \rangle$ of logic programs can be recursively defined as

$$\langle P_1, ..., P_n \rangle = \langle \langle P_1, ..., P_{n-1} \rangle, P_n \rangle$$

(6)

Based on the above notations, a tuple $T$ of logic programs is regarded as an ordered list of rules. For a rule $r$ of the form (1), it can be represented as a tuple of sets: head $h(r)$, positive body $pb(r)$, and negative body $nb(r)$. Therefore, a tuple $T$ of logic programs is turned into

$$\langle h(r_1), pb(r_1), nb(r_1), ..., h(r_{|T|}), pb(r_{|T|}), nb(r_{|T|}) \rangle$$

(7)

By $TS(T)$, we denote the tuple of sets of the form (7) for a tuple $T$ of logic programs. It is easy to observe that $|TS(T)| = 3 \times |T|$. Now, we define the independent sets of a tuple $T$ of logic programs.

**Definition 3.1. (Independent Sets)**

Let $T$ be a tuple of logic programs, $N = \{ i \mid 1 \leq i \leq 3 \times |T| \}$ a set of positive integers, and $N'$ a non-empty subset of $N$, the independent set $I_{N'}$ w.r.t. $T$ and $N'$ is defined as

$$I_{N'} = \bigcap_{i \in N'} S_i - \bigcup_{j \in N - N'} S_j$$

(8)

where $S_i \in TS(T)$ and $S_j \in TS(T)$. In Equation (8), we call the set $S_i (i \in N')$ an intersection set (i-set) of $I_{N'}$.

By Definition 3.1, since there are $2^{3 \times |T|} - 1$ non-empty subsets of $N$, there are $2^{3 \times |T|} - 1$ independent sets for the tuple $T$ of logic programs. Intuitively, an independent set $I$ of a tuple $T$ of logic programs contains atoms that occur in the i-sets of $I$ and do not occur in the other sets of $TS(T)$. It is easy to check that the independent sets w.r.t. $T$ are pairwise disjoint, and all atoms of $T$ appear in independent sets w.r.t. $T$. Therefore, the independent sets can be viewed as a set of fundamental elements to construct logic programs. To conveniently distinguish different independent sets w.r.t. $T$, we assign a label to each independent set as follows. For an independent set $I_{N'}$ w.r.t. $T$ and a set $N'$ of positive integers, let $n = |T|$, we use $B(N')$ to denote a tuple of 0s and 1s w.r.t. $I_{N'}$, where the $k$-th element of $B(N')$ is 1 if the $k$-th set $S_k$ of $TS(T)$ is an i-set of $I_{N'}$, otherwise, it is 0, which is as follows

$$B(N') = (b_1, ..., b_{3 \times |T|}), \text{ where } b_k = \begin{cases} 1 & \text{if } S_k \text{ is an i-set of } I_{N'}, \text{ i.e., } k \in N'; \\ 0 & \text{otherwise.} \end{cases}$$

(9)

Then the tuple $B(N')$ can be viewed as a binary number $(b_1 \ldots b_{3n})_2$, which can be observed that $1 \leq B(N') < 2^{3 \times |T|}$. By $B(N', m, n) (1 \leq m < n \leq |B(N')|)$, we denote the number w.r.t. the sub-tuple.
of \(B(N')\) from \(m\) to \(n\), i.e., \(B(N',m,n) = (b_m, \ldots, b_n)_2\) where \(b_i \in B(N') (m \leq i \leq n)\). Based on the above notations, we have established a one-to-one mapping from independent sets to positive integers, therefore, we can use \(I_k \ (1 \leq k < 2^{3^{|T|}})\) to denote different independent sets w.r.t. a tuple \(T\) of logic program, where the number \(k\) is called the \textit{name} of \(I_k\). Note that by the definition of independent sets, \(I_0\) is not an independent set. For a tuple \(T\) of logic programs, we use \(IS(T)\), we denote the set of names of all independent sets w.r.t. \(T\), i.e. \(IS(T) = \{i \mid 1 \leq i < 2^{3^{|T|}}\}\); by \(IS_e(T)\) and \(IS_n(T)\), we denote the sets of names of all empty and non-empty independent sets in \(IS(T)\), respectively.

**Example 3.2.** Consider a logic program \(P = \langle r \rangle\), where rule \(r\) is

\[a \lor b \lor d \leftarrow b, c, \text{ not } c.\]  

we have \(h(r) = \{a, b, d\}, \ pb(r) = \{b, c\}, nb(r) = \{c\}\), and \(TS(P) = \langle h(r), pb(r), nb(r) \rangle\). It is easy to check that there are seven independent sets w.r.t. \(P\), which are as follows

- \(I_1 = I_{001} = nb(r) - (h(r) \cup pb(r)) = \emptyset,\)
- \(I_2 = I_{010} = pb(r) - (h(r) \cup nb(r)) = \emptyset,\)
- \(I_3 = I_{011} = (pb(r) \cap nb(r)) = \emptyset,\)
- \(I_4 = I_{100} = h(r) - (pb(r) \cup nb(r)) = \{a, d\},\)
- \(I_5 = I_{101} = (h(r) \cap nb(r)) - pb(r) = \emptyset,\)
- \(I_6 = I_{110} = (h(r) \cap pb(r)) - nb(r) = \{b\},\) and
- \(I_7 = I_{111} = (h(r) \cap pb(r)) \cap nb(r) = \emptyset.\)

As shown in Example 3.2, there are 7 independent sets of a rule. For a rule \(r_k\) in a tuple \(T\) of logic programs, we use \(I_i(r_k) \ (1 \leq i \leq 7)\) to denote independent sets of the rule \(r_k\). Besides, we define the set \(I_0(r_k)\) w.r.t. the rule \(r_k\) and the tuple \(T\) as

\(I_0(r_k) = at(T) - (h(r_k) \cup pb(r_k) \cup nb(r_k))\)  

where \(at(T)\) is the set of atoms occurred in the tuple \(T\). By the law of set difference, “\(A - B\)” is equivalent to “\(A \cap B'\)”, where \(B'\) is the complementary set of \(B\). Therefore, for an independent set \(I_{N'}\) of a tuple \(T\) of logic programs, Equation (8) can be reformulated as

\[I_{N'} = \bigcap_{1 \leq k \leq |T|} I_{i_k}(r_k), \text{ where } r_k \in T \text{ and } i_k = B(N', 3k - 2, 3k)\]  

In Equation (12), we say the independent set \(I_{N'}\) is composed by \(I_{i_k}(r_k)\), denoted by \(I_{N'} \subseteq I_{i_k}(r_k)\). For non-empty independent sets \(I\) and \(I_k(r)\), it is easy to check that \(I \subseteq I_i(r)\) if \(I \subseteq I_k(r)\) and \(I \cap I_i(r) = \emptyset\) if \(I \not\subseteq I_i(r)\).

Based on the above definitions of independent sets, given all the independent sets w.r.t. a tuple \(T\), we can construct each element \(S_i\) of the tuple \(TS(T)\) as follows

\[S_i = \bigcup IS', \text{ where } IS' = \{I \mid S_i \text{ is an i-set of } I\}\]  

where \(IS' = \{I \mid S_i \text{ is an i-set of } I\}\)
Therefore, there is a one-to-one mapping from a tuple $T$ of logic programs to the independent sets of $T$. Naturally, a tuple $T$ of logic programs can be transformed by adding, deleting, and replacing atoms of its independent sets, which is the basic idea of the notions of S-* transformations defined in what follows.

3.2. S-* Transformations

By transforming the independent sets of a tuple $T$ of logic programs, we can construct a new tuple of logic programs. Here, we present five kinds of ways of transformations, called S-* transformations.

**Definition 3.3. (S-* Transformations)**

Let $T$ be a tuple of logic programs, $I_k$ an independent set w.r.t. $T$, and $a'$ a new atom such that $a' \notin at(T)$, the S-* transformations are defined as follows

- single replacement (S-RP) transformation is to replace an atom $a$ in $I_k$ with $a'$, denoted by $\Gamma^\pm(I_k, a, a')$, where $|I_k| > 0$;

- single deletion (S-DL) transformation is to delete an atom $a$ from $I_k$, denoted by $\Gamma^-(I_k, a)$, where $a \in I_k$ and $|I_k| > 2$;

- single reduce (S-RD) transformation is to delete an atom $a$ from $I_k$, denoted by $\Gamma^\ominus(I_k, a)$, where $a \in I_k$ and $0 < |I_k| \leq 2$;

- single addition (S-AD) transformation is to add $a'$ to $I_k$, denoted by $\Gamma^+(I_k, a')$, where $|I_k| \geq 2$; and

- single extension (S-EX) transformation is to add $a'$ to $I_k$, denoted by $\Gamma^\oplus(I_k, a')$, where $0 \leq |I_k| < 1$.

For a tuple $T$ of logic programs, we use $\Gamma^\pm(T, I_k, a, a')$ to denote the tuple obtained from $T$ by an S-RP transformation $\Gamma^\pm(I_k, a, a')$, and use $\Gamma^\circ(T, I_k, a)$ to denote the tuple obtained from $T$ by other S-* transformations $\Gamma^\circ(I_k, a)$, where $\circ \in \{-, \ominus, +, \oplus\}$. For an S-* transformation, we define a series of sub-transformations of S-*, i.e. the S-*-i transformations, where an S-*-i transformation can only be used to operate independent set $I$ such that $|I| = i$. We use $\Gamma^\circ_i(\bullet)$ to denote the results obtained by an S-*-i transformation, where $\circ \in \{\pm, -, \ominus, +, \oplus\}$ and $i \geq 0$. It is easy to observe that there are only two sub-transformations of S-EX and S-RD, respectively, i.e. S-EX-0, S-EX-1, S-RD-2, and S-RD-1 transformations.

**Example 3.4.** Recall the rule $r$ in Example 3.2, Table 1 shows different independent sets and rules obtained by the S-* transformations, where $x$ is a newly introduced atom and $I_k$ ($1 \leq k \leq 7$) are independent sets of the tuple $(r)$ in Example 3.2.
3.3. Properties of S-* Transformations

Now we investigate the properties of S-* transformations w.r.t. the strong equivalences of logic programs, i.e., the SE-preserving and NSE-preserving properties. For brevity, we focus on the investigations for $\text{LP}_{\text{MLN}}$ programs, and show there are the same results for ASP programs. Firstly, we define the notions of SE-preserving and NSE-preserving properties.

**Definition 3.5. (SE-preserving and NSE-preserving Properties)**

Let the tuple $T = \langle P, Q \rangle$ be a pair of logic programs and $T^0 = \langle P^0, Q^0 \rangle$ a tuple obtained from $T$ by an S-* transformation $\Gamma^0(\bullet)$, where $\circ \in \{\pm, +, \oplus, -, \ominus\}$. The S-* transformation is called **SE-preserving**, if $P \equiv_{s,\Delta} Q$ implies $P^0 \equiv_{s,\Delta} Q^0$; and it is called **NSE-preserving**, if $P \not\equiv_{s,\Delta} Q$ implies $P^0 \not\equiv_{s,\Delta} Q^0$, where $\Delta \in \{a,s\}$.

Secondly, we investigate whether an S-* transformation is SE-preserving and NSE-preserving, and we focus on the discussion of S-* transformations in the context of $\text{LP}_{\text{MLN}}$. All the main results of this subsection are summarized in Table 2, which will be investigated one by one in what follows. To investigate the SE-preserving and NSE-preserving properties of the S-* transformations, we should investigate the satisfaction between the HT-interpretations and $\text{LP}_{\text{MLN}}$ programs under S-* transformations by Theorem 2.8, which is the main idea of the investigations.

**Table 1. Rules Obtained from $r$ by S-* Transformations**

| S-* | $\Gamma^0(\bullet)$ | $r^0$ |
|-----|---------------------|-------|
| S-RP | $I_3^\pm = (I_3, c, x) = \{x\}$ | $a \lor b \lor d \leftarrow b, x, \neg x$. |
| S-AD | $I_4^+ = (I_4, x) = \{a, d, x\}$ | $a \lor b \lor d \leftarrow b, c, \neg c$. |
| S-DL | $(I_4^+) = (I_4^+, a) = \{d, x\}$ | $b \lor d \leftarrow b, c, \neg c$. |
| S-RD-1 | $I_6^\circ = (I_6, b) = \emptyset$ | $a \lor d \leftarrow c, \neg c$. |
| S-RD-2 | $I_4^\circ = (I_4, d) = \{a\}$ | $a \lor b \leftarrow b, c, \neg c$ |
| S-EX-0 | $I_4^\oplus = (I_4, x) = \{x\}$ | $a \lor b \lor d \leftarrow b, c, \neg c, \neg x$. |
| S-EX-1 | $I_3^\ominus = (I_3, x) = \{c, x\}$ | $a \lor b \lor d \leftarrow b, c, x, \neg c, \neg x$. |

**Table 2. Properties of S-* Transformations**

| | S-RP | S-DL | S-RD-2 | S-RD-1 | S-AD | S-EX-1 | S-EX-0 |
|-----------------|-----|-----|-------|-------|-----|-------|-------|
| SE-preserving ($\text{LP}_{\text{MLN}}$) | Yes | Yes | Yes | No | Yes | No | No |
| NSE-preserving ($\text{LP}_{\text{MLN}}$) | Yes | Yes | No | No | Yes | Yes | No |
| SE-preserving (ASP) | Yes | Yes | No | No | Yes | Yes | No |
| NSE-preserving (ASP) | Yes | Yes | No | No | Yes | Yes | No |

**3.3. Properties of S-* Transformations**

Let the tuple $T = \langle P, Q \rangle$ be a pair of logic programs and $T^0 = \langle P^0, Q^0 \rangle$ a tuple obtained from $T$ by an S-* transformation $\Gamma^0(\bullet)$, where $\circ \in \{\pm, +, \oplus, -, \ominus\}$. The S-* transformation is called **SE-preserving**, if $P \equiv_{s,\Delta} Q$ implies $P^0 \equiv_{s,\Delta} Q^0$; and it is called **NSE-preserving**, if $P \not\equiv_{s,\Delta} Q$ implies $P^0 \not\equiv_{s,\Delta} Q^0$, where $\Delta \in \{a,s\}$.

Secondly, we investigate whether an S-* transformation is SE-preserving and NSE-preserving, and we focus on the discussion of S-* transformations in the context of $\text{LP}_{\text{MLN}}$. All the main results of this subsection are summarized in Table 2, which will be investigated one by one in what follows. To investigate the SE-preserving and NSE-preserving properties of the S-* transformations, we should investigate the satisfaction between the HT-interpretations and $\text{LP}_{\text{MLN}}$ programs under S-* transformations by Theorem 2.8, which is the main idea of the investigations.

**S-RP Transformation.** For the S-RP transformation, it is clear that there exists a one-to-one mapping from the HT-models of a logic program $P$ to the HT-models of $P^\pm$, where $P^\pm$ is obtained from $P$ by an S-RP transformation. Therefore, we have Theorem 3.6.
Theorem 3.6. The S-RP transformation is SE-preserving and NSE-preserving in LP^{MLN}.

S-DL Transformation in LP^{MLN}. For the S-DL transformation, consider an LP^{MLN} rule \( r \) in a tuple \( T \) of logic programs and an independent set \( I \) w.r.t. \( T \) such that \(|I| \geq 3\), suppose rule \( r^- \) is the counterpart of \( r \) in \( \Gamma^-(T,I,a) \). For an HT-interpretation \( (X,Y) \) such that \( a \not\in Y \), Table 3 shows the satisfiability between \( (X,Y) \) and rules \( r \) and \( r^- \) under the S-DL transformation, where \( I_i(r) \) means \( I \subseteq I_i(r) \), “*” means \( (X,Y) \models r^- \) or \( (X,Y) \not\models r^- \), “—” means corresponding case does not exist, \( X' = X \cup \{a\} \), and \( Y' = Y \cup \{a\} \). By the results in Table 3, we investigate the SE-preserving and NSE-preserving properties by Lemma 3.7 and 3.8, respectively.

Lemma 3.7. The S-DL transformation is SE-preserving in LP^{MLN}.

Proof:
Let \( T = \langle P,Q \rangle \) be a pair of logic programs such that \( P \equiv_{s,s} Q \) and set \( I \) an independent set w.r.t. \( T \) such that \(|I| \geq 3\). Suppose independent set \( I^- = \Gamma^-(I,a) = I - \{a\} \) and \( T^- = \langle P^-,Q^- \rangle = \Gamma^-(T,I,a) \). For a rule \( r \) in \( T \), we use \( r^- \) to denote the counterpart of \( r \) in \( T^- \). Since the atom \( a \) does not occur in \( P^- \) and \( Q^- \), by Proposition 2.7, we only need to investigate the HT-interpretation \( (X,Y) \) such that \( a \not\in Y \). By Table 3, there are two main kinds of cases.

Case 1. If for arbitrary rule \( r \) of \( T \) such that \( I \subseteq I_2(r) \), we have \( (X,Y) \models r^- \). By Table 3, it is easy to check that \( (X,Y) \models r \) iff \( (X,Y) \models r^- \) for any rule \( r \) of \( T \). Since the programs \( P \) and \( Q \) are semi-strongly equivalent, we have \( HT^m(P) = HT^m(Q) \) by Theorem 2.8, which means \( HT^m(P^-) = HT^m(Q^-) \). Therefore, the programs \( P^- \) and \( Q^- \) are semi-strongly equivalent.

Case 2. If there exists a rule \( r \) of \( T \) such that \( I \subseteq I_2(r) \) and \( (X,Y) \not\models r^- \), we show \( (X,Y) \) is not an HT-model of the programs \( P^- \) and \( Q^- \). Without loss of generality, suppose \( r \) is an LP^{MLN} rule such that \( r \in P \). Since \( I \subseteq I_2(r) \) and \(|I| \geq 3\), we have \( I \cap h(r) = \emptyset, I \subseteq pb(r), I \cap nb(r) = \emptyset, \) and \(|I^-| \neq \emptyset \). Since \( (X,Y) \not\models r^- \), we have \( h(r^-) \cap X = \emptyset, h(r^-) \cap Y \neq \emptyset, pb(r^-) \subseteq X \subseteq Y, \) and \( nb(r^-) \cap Y = \emptyset \), which means \( I^- \subseteq X \subseteq Y \). Let \( Y^+ = Y \cup \{a\} \) and \( X^+ = X \cup \{a\} \), it is easy to check that \( (X^+,Y^+) \not\models r \). Since \( P \) and \( Q \) are semi-strongly equivalent, there must exist a rule \( t \in Q \) such that \( (X^+,Y^+) \not\models t \), which means \( h(t) \cap Y^+ \neq \emptyset, h(t) \cap X^+ = \emptyset, pb(t) \subseteq X^+ \subseteq Y^+, \) and \( nb(t) \cap Y^+ = \emptyset \). Since \( I \subseteq X^+ \subseteq Y^+ \), we have \( I \cap h(t) = \emptyset \) and \( I \cap nb(t) = \emptyset \). Either \( I \subseteq pb(t) \) or \( I \cap pb(t) = \emptyset \), we have \( pb(t^-) \subseteq X \subseteq Y \), therefore, we have \( (X,Y) \not\models t^- \), which means \( (X,Y) \) is not an HT-model of the programs \( P^- \) and \( Q^- \).

Combining above results, for an HT-interpretation \( (X,Y) \) such that \( a \not\in Y \) and a rule \( r \), if \( (X,Y) \models r \) and \( (X,Y) \not\models r^- \), \( (X,Y) \) is not an HT-model of the programs \( P^- \) and \( Q^- \); otherwise, we have \( (X,Y) \models r \).
iff $(X, Y) \models r^-$. Since the programs $P$ and $Q$ are semi-strongly equivalent, it is obvious that programs $P^-$ and $Q^-$ are also semi-strongly equivalent, Lemma 3.7 is proven.

Lemma 3.8. The S-DL transformation is NSE-preserving in $\text{LP}^{\text{MLN}}$.

Proof:
Let $T = \langle P, Q \rangle$ be a pair of logic programs such that $P \not\equiv_{s,s} Q$ and set $I$ an independent set w.r.t. $T$ such that $|I| \geq 3$. Suppose independent set $I^- = \Gamma^-(I, a) = I - \{a\}$ and $T^- = \langle P^-, Q^- \rangle = \Gamma^-(T, I, a)$. For a rule $r$ in $T$, we use $r^-$ to denote the counterpart of $r$ in $T^-$. We use proof by contradiction. Assume the programs $P^-$ and $Q^-$ are semi-strongly equivalent. Without loss of the generality, suppose $(X, Y)$ is an HT-interpretation such that $(X, Y) \models P$ and $(X, Y) \not\models Q$. Since $P^-$ and $Q^-$ are semi-strongly equivalent, there are two kinds of cases w.r.t. the HT-interpretation $(X, Y)$, i.e. (1) $(X, Y) \not\models P^-$ and $(X, Y) \not\models Q^-$, and (2) $(X, Y) \models P^-$ and $(X, Y) \models Q^-$. According to the relationships among the atom $a$ and interpretations $X$ and $Y$, there are three kinds of cases: (1) $a \not\in Y$, (2) $a \not\in X$ and $a \in Y$, (3) $a \in X$. Therefore, the proof is divided into six main cases. Since the complete proof is tedious, we only show the proof of a representative case for brevity, the proofs of other cases are similar.

Case 1. Suppose $a \not\in Y$, $(X, Y) \not\models P^-$, and $(X, Y) \not\models Q^-$. There is a rule $r \in P$ such that $(X, Y) \models r$ and $(X, Y) \not\models r^-$. By Table 3, the relationship between $I$ and the independent sets of $r$ is $I \subseteq I_2(r)$, which means $I \cap h(r) = \emptyset$, $I \subseteq pb(r)$, and $I \cap nb(r) = \emptyset$. Since $(X, Y) \not\models r^-$, we have $h(r^-) \cap X = \emptyset$, $pb(r^-) \subseteq X \subseteq Y$, and $nb(r^-) \cap Y = \emptyset$, which means $I^- \subseteq X \subseteq Y$. Suppose $b \in I$ and $b \neq a$, let $X' = (X - \{b\}) \cup \{a\}$ and $Y' = (Y - \{b\}) \cup \{a\}$, since $|I| \geq 3$, we have $I^- \cap X' \neq \emptyset$ and $I^- \not\subseteq X'$. In the proof of the lemma, we firstly show $(X', Y') \models P$ and $(X', Y') \not\models Q^-$. Then, we show $(X', Y') \models P^-$ and $(X', Y') \not\models Q^-$. Firstly, since $I^- \subseteq X \subseteq Y$ and $a \not\in Y$, we have $(X, Y) \models t$ for any rule $t$ such that $I \subseteq I_1(t)$ and $t \neq 0$. Since $I^- \cap X' \neq \emptyset$ and $I^- \not\subseteq X'$, it is easy to check that $(X', Y') \models t$ for any rule $t$ such that $I \subseteq I_1(t)$ and $t \neq 0$. For the rule $t$ such that $I \subseteq I_0(r)$, since the atoms of $I$ do not appear in $t$, by Proposition 2.7, we have $(X, Y) \models t$ iff $(X', Y') \models t$. Combining above results, we have shown that $(X, Y) \models t$ iff $(X', Y') \models t$ for any rule $t$ in the tuple $T$, which means $(X', Y') \models P$ and $(X', Y') \not\models Q^-$. Secondly, for rule $t$ of $T$ such that $I \subseteq I_0(t)$, since $t = t^-$, we have $(X', Y') \models t$ iff $(X', Y') \models t^-$. For rule $t$ of $T$ such that $I \subseteq I_1(t)$ and $t \neq 0$, since $I^- \cap X' \neq \emptyset$ and $I^- \not\subseteq X'$, it is easy to check that $(X', Y') \models t^-$. Above results show that $(X', Y') \models t$ iff $(X', Y') \models t^-$ for any rule $t$ in the tuple $T$, which means $(X', Y') \models P^-$ and $(X', Y') \not\models Q^-$. By Theorem 2.8, we have $P^- \not\equiv_{s,s} Q^-$, which contradicts with the assumption.

Others. In other cases, it can be shown that either the case does not exist or $P^- \not\equiv_{s,s} Q^-$, therefore, Lemma 3.8 is proven.

In the proof of Lemma 3.8, it can be observed that $|I| \geq 3$ is a critical condition to guarantee the NSE-preserving property of the S-DL transformation, which explains why we distinguish two kinds of transformations of deleting atoms. Combining Lemma 3.7 and 3.8, we have shown that the S-DL transformation is SE-preserving and NSE-preserving, which is shown in Theorem 3.9.

Theorem 3.9. The S-DL transformation is SE-preserving and NSE-preserving in $\text{LP}^{\text{MLN}}$. 
S-RD Transformation in LP^{MLN}. For the S-RD transformation, we discuss the S-RD-1 and S-RD-2 transformations, respectively, which is shown in Theorem 3.10.

**Theorem 3.10.** In LP^{MLN}, the S-RD-1 transformation is neither SE-preserving nor NSE-preserving; and the S-RD-2 transformation is SE-preserving but not NSE-preserving.

The proof of SE-preserving property of S-RD-2 in Theorem 3.10 is basically the same as the proof of Lemma 3.7. Example 3.11 shows that the S-RD-1 transformation is neither SE-preserving nor NSE-preserving in general. And Example 3.12 shows that the S-RD-2 transformation is not NSE-preserving.

**Example 3.11.** Firstly, consider a tuple of LP^{MLN} rules $T_1 = \langle r \rangle$, where $r$ is the rule “$a \lor c \leftarrow b \lor c$.” By Equation (5), it is easy to check that the rule $r$ is semi-strongly equivalent to the empty program, i.e. $\{r\} \equiv_{s,s} \emptyset$. For the tuple $T$, the independent set $I_6$ is

$$I_6 = h(r) \cap pb(r) - nb(r) = \{c\} \quad (14)$$

Let $T_1^{\ominus} = \langle r^{\ominus} \rangle = \Gamma^{\ominus}(T_1, I_6, c)$, we have the rule $r^{\ominus}$ is “$a \leftarrow b$.” One can check that $\{r^{\ominus}\} \not\equiv_{s,s} \emptyset$, since $\{(\emptyset)\} \not\equiv \{r^{\ominus}\}$. Therefore, the S-RD-1 transformation is not SE-preserving.

Secondly, consider a tuple of LP^{MLN} rules $T_2 = \langle r_1, r_2 \rangle$, where $r_1$ is the rule “$a \lor b$.” and $r_2$ is the rule “$b$.” For the HT-interpretation $(X, Y) = \{(a), \{a, b\}\}$, it is easy to check that $(X, Y) \models r_1$ and $(X, Y) \not\models r_2$, therefore, we have $\{r_1\} \not\equiv_{s,s} \{r_2\}$. For the tuple $T$, the independent set $I_{32}$ is

$$I_{32} = I_4(r_1) \cap I_0(r_2) = h(r_1) - (pb(r_1) \cup nb(r_1) \cup h(r_2) \cup pb(r_2) \cup nb(r_2)) = \{a\} \quad (15)$$

Let $T_2^{\ominus} = \langle r_1^{\ominus}, r_2^{\ominus} \rangle = \Gamma^{\ominus}(T_2, I_{32}, a)$, we have the rule $r_1^{\ominus}$ is “$b$.” and the rule $r_2^{\ominus}$ is the same as $r_2$. It is obvious that $r_1^{\ominus}$ is semi-strongly equivalent to the rule $r_2^{\ominus}$. Therefore, the S-RD-1 transformation is not NSE-preserving.

**Example 3.12.** Consider LP^{MLN} programs $P = \langle r_1, r_2 \rangle$ and $Q = \langle r_3, r_4, r_5 \rangle$

$$P: \begin{array}{ll}
    a \lor c. & (r_1) \\
    b. & (r_2)
\end{array} \quad Q: \begin{array}{ll}
    a \lor b \lor c. & (r_3) \\
    a \lor c \leftarrow b. & (r_4) \\
    b \leftarrow a, c. & (r_5)
\end{array} \quad P^{\ominus}: \begin{array}{ll}
    a. & (r_1^{\ominus}) \\
    b. & (r_2^{\ominus}) \\
    a \leftarrow b. & (r_4^{\ominus}) \\
    b \leftarrow a. & (r_5^{\ominus})
\end{array} \quad Q^{\ominus}: \begin{array}{ll}
    a \lor b. & (r_3^{\ominus})
\end{array}$$

For an HT-interpretation $(X, Y) = \{(a), \{a, b\}\}$, it is easy to check that $(X, Y) \not\models P$ and $(X, Y) \models Q$, which means the programs $P$ and $Q$ are not semi-strongly equivalent. For the tuple $T = \langle P, Q \rangle$, there are only two non-empty independent sets $I_{16674}$ and $I_{2324}$ as follows

$$I_{16674} = I_4(r_1) \cap I_0(r_2) \cap I_4(r_3) \cap I_4(r_4) \cap I_2(r_5) = \{a, c\} \quad (16)$$

$$I_{2324} = I_0(r_1) \cap I_4(r_2) \cap I_4(r_3) \cap I_2(r_4) \cap I_4(r_5) = \{b\} \quad (17)$$

Let $T^{\ominus} = \langle P^{\ominus}, Q^{\ominus} \rangle = \Gamma^{\ominus}(T, I_{16674}, c)$, one can check that only the total HT-interpretations are HT-models of the programs $P^{\ominus}$ and $Q^{\ominus}$, which means the programs $P^{\ominus}$ and $Q^{\ominus}$ are semi-strongly equivalent. Therefore, the S-RD-2 transformation is not NSE-preserving.
Above results show that singleton independent sets play a different role from other non-empty independent sets. For a tuple $T$ of logic programs, we use $IS_s(T)$ to denote the set of names of all singleton independent sets of $T$.

**S-AD and S-EX Transformations in LP$^{MLN}$.** For the S-AD and S-EX transformation, it is worth noting that S-AD is the inverse of S-DL and S-EX is the inverse of S-RD, therefore, the SE-preserving and NSE-preserving results of S-AD and S-EX can be derived from Theorem 3.9 and 3.10 straightforwardly, which is shown in Theorem 3.13 and 3.14.

Theorem 3.13. The S-AD transformation is SE-preserving and NSE-preserving in LP$^{MLN}$.

Theorem 3.14. In LP$^{MLN}$, the S-EX-0 transformation is neither SE-preserving nor NSE-preserving; and the S-EX-1 transformation is NSE-preserving but not SE-preserving.

**S-* Transformations in ASP.** Finally, following the same idea of investigating the properties of S-* transformations in LP$^{MLN}$, the SE-preserving and NSE-preserving results of S-* transformations in ASP can be obtained. Theorem 3.15 shows the properties of S-* transformations for ASP programs are the same as the properties in LP$^{MLN}$.

Theorem 3.15. The SE-preserving and NSE-preserving results of S-* transformations in ASP are

- the S-RP, S-DL, and S-AD transformations are SE-preserving and NSE-preserving;
- the S-RD-2 transformation is SE-preserving but not NSE-preserving;
- the S-EX-1 transformation is NSE-preserving but not SE-preserving; and
- the S-RD-1 and the S-EX-0 transformations are neither SE-preserving nor NSE-preserving.

Now we have shown the SE-preserving and NSE-preserving properties of S-* transformations in ASP and LP$^{MLN}$. In next section, we show an application of the properties of S-* transformations, i.e., discovering SE-conditions.

### 4. Discovering SE-Conditions for LP$^{MLN}$

In this section, we present a fully automatic approach to discovering SE-conditions for LP$^{MLN}$ programs, which is an application of the independent sets and S-* transformations. Firstly, we present the notion of independent set condition (IS-condition) and show the relationships between the notions of SE-condition and IS-condition. Secondly, we present a basic algorithm to discover SE-conditions of $k$-$m$-$n$ problems in LP$^{MLN}$, which is a direct application of the properties of the S-* transformations. Thirdly, we present four kinds of approaches to improving the basic algorithm by further investigating the properties of S-* transformations. Finally, we show the improved algorithm can be used in discovering SE-conditions of several $k$-$m$-$n$ problems by an experiment.
4.1. Independent Set Condition

Here, we define the notion of independent set conditions (IS-conditions) and show the relationships between the notions of IS-conditions and SE-conditions.

Definition 4.1. (Independent Set Conditions)

For a tuple \( T \) of logic programs, the independent set condition (IS-condition) \( IC(T) \) is a conjunctive formula

\[
IC(T) = \bigwedge_{i \in IS_n(T)} (I_i \neq \emptyset) \land \bigwedge_{j \in IS_s(T)} (I_j = \emptyset) \land \bigwedge_{k \in IS_e(T)} (|I_k| = 1)
\]

(18)

Example 4.2. Recall the program \( P \) in Example 3.2, the IS-condition of \( P \) is

\[
IC(P) = \bigwedge_{i \in \{3, 4, 6\}} (I_i \neq \emptyset) \land \bigwedge_{j \in \{1, 2, 5, 7\}} (I_j = \emptyset) \land \bigwedge_{k \in \{3, 6\}} (|I_k| = 1)
\]

(19)

For a tuple \( T \) of logic programs, the tuple \( T \) is called a singleton tuple if \( IS_s(T) = IS_n(T) \); and the IS-condition \( IC(T) \) is called a singleton IS-condition if \( T \) is a singleton tuple. For brevity, we associate an IS-condition \( IC(T) \) with a tuple \( T \) of logic programs, and if \( I_k \) is not a singleton independent set in the condition, there are at least two atoms in the independent set \( I_k \) of \( T \). For two tuples of programs \( T_1 = \langle P_1, ..., P_n \rangle \) and \( T_2 = \langle Q_1, ..., Q_n \rangle \), we say \( T_1 \) is structurally equal to \( T_2 \), denoted by \( T_1 \approx T_2 \), if \( |P_i| = |Q_i| \) (1 ≤ \( i \) ≤ \( n \)). For tuples \( T_1 \) and \( T_2 \), if \( T_1 \approx T_2 \), we have \( IS(T_1) = IS(T_2) \), while the inverse does not hold in general. Now we define three kinds of relations between IS-conditions.

Definition 4.3. (Relationships between IS-Conditions)

For tuples \( T_1 \) and \( T_2 \) of logic programs such that \( T_1 \approx T_2 \), we have

- \( IC(T_1) = IC(T_2) \), if \( IS_n(T_1) = IS_n(T_2) \) and \( IS_s(T_1) = IS_s(T_2) \);
- \( IC(T_1) < IC(T_2) \), if \( IS_n(T_1) = IS_n(T_2) \) and \( IS_s(T_2) \subseteq IS_s(T_1) \); and
- \( IC(T_1) \subset IC(T_2) \), if \( IC(T_1) \) and \( IC(T_2) \) are singleton IS-conditions, and \( IS_n(T_1) \subset IS_n(T_2) \).

where \( A \subset B \) means \( A \) is a proper subset of \( B \).

Note that \( IS(T_1) \) and \( IS(T_2) \) are the sets of names of independent set, therefore, \( IS_n(T_1) = IS_n(T_2) \) does not mean \( T_1 \) and \( T_2 \) have the same independent sets, which means \( I_k \) is a non-empty independent set of \( T_1 \) iff \( I_k \) is a non-empty independent set of \( T_2 \) for any \( k \in IS(T_1) \). By Theorem 3.6 - 3.15, we have following results.

Theorem 4.4. For tuples of logic programs \( T_1 = \langle P_1, Q_1 \rangle \) and \( T_2 = \langle P_2, Q_2 \rangle \) such that \( T_1 \approx T_2 \),

- (I) if \( IC(T_1) = IC(T_2) \), we have \( P_1 \equiv_{s, \triangle} Q_1 \) iff \( P_2 \equiv_{s, \triangle} Q_2 \); and
- (II) if \( IC(T_1) < IC(T_2) \), we have \( P_1 \not\equiv_{s, \triangle} Q_1 \) implies \( P_2 \not\equiv_{s, \triangle} Q_2 \); and \( P_2 \equiv_{s, \triangle} Q_2 \) implies \( P_1 \equiv_{s, \triangle} Q_1 \);

where \( \triangle \in \{a, s\} \).
Part I of Theorem 4.4 can be proven by the SE-preserving and NSE-preserving properties of S-RP, S-DL, and S-AD transformations. Since for the tuples $T_1$ and $T_2$ such that $IC(T_1) = IC(T_2)$, $T_2$ can be obtained from $T_1$ by using S-RP, S-DL, and S-AD transformations repetitively, and all of the transformations are SE-preserving and NSE-preserving. Similarly, part II of Theorem 4.4 can be proven by properties of S-EX-1 and S-RD-2 transformations.

For a tuple $T = \langle P, Q \rangle$ of logic programs, by Theorem 4.4, $IC(T)$ is an SE-condition for any tuple $T'$ such that $T' \approx T$, if $P \equiv_{s,\Delta} Q$. To verify whether an IS-condition is an SE-condition, we construct a tuple of logic programs satisfying the condition firstly. Then we can compare the HT-models of the constructed programs. Obviously, the verification of an IS-condition can be done automatically. An SE-condition $IC(T)$ is the most general SE-condition, if there are no tuple $T' = \langle P', Q' \rangle$ such that $IC(T) < IC(T')$ and $P' \equiv_{s,\Delta} Q'$. By $MGIC(T)$, we denote the most general SE-condition w.r.t. a $k$-$m$-$n$ tuple $T$. Part II of Theorem 4.4 implies a method to compute most general SE-condition, which is shown as follows.

**Corollary 4.5.** For a tuple $T = \langle P, Q \rangle$ of LP$_{MLN}$ programs such that $IC(T)$ is an SE-condition, there is a tuple $T'$ such that $T' \approx T$ and $IC(T')$ is the most general SE-condition of $T$, where $IS_n(T') = IS_n(T)$, $IS_s(T')$ is constructed as in Equation (20), $a'$ is a newly introduced atoms, and $\Delta \in \{a,s\}$.

$$IS_s(T') = \{k \in IS_s(T) \mid T' = \langle P', Q' \rangle = \Gamma^{\oplus}(T, I_k, a') \text{ and } P' \not\equiv_{s,\Delta} Q'\} \quad (20)$$

Based on the notions of IS-condition and the most general IS-condition, there is a basic algorithm to automatically discover the SE-conditions of LP$_{MLN}$ programs, which is shown in next subsection.

**4.2. Basic Algorithm to Discover SE-Conditions for LP$_{MLN}$**

Since the IS-conditions can be enumerated and verified automatically, Theorem 4.4 implies a fully automatic method to discover SE-conditions for LP$_{MLN}$. Firstly, we introduce the $k$-$m$-$n$ problems for LP$_{MLN}$ programs, which is presented by Lin and Chen [8] to study the SE-conditions of ASP programs. A $k$-$m$-$n$ tuple is a triple $T = (K, M, N)$ of LP$_{MLN}$ programs such that $\mid K \mid = k$, $\mid M \mid = m$, and $\mid N \mid = n$. A $k$-$m$-$n$ tuple $T$ of LP$_{MLN}$ programs is semi-strongly equivalent, if the LP$_{MLN}$ programs $K \cup M$ and $K \cup N$ are semi-strongly equivalent. An SE-condition for a $k$-$m$-$n$ problem is called a $k$-$m$-$n$ SE-condition. A $k$-$m$-$n$ SE-condition is called necessary, if for any $k$-$m$-$n$ tuple $T'$ that does not satisfy the condition, $T'$ is not semi-strongly equivalent. The $k$-$m$-$n$ problem is to discover necessary $k$-$m$-$n$ SE-conditions of $k$-$m$-$n$ tuples. In this paper, it is easy to observe that discovering necessary $k$-$m$-$n$ SE-conditions is to enumerate and verify all possible IS-conditions of $k$-$m$-$n$ tuples. We use $IC(k, m, n)$ to denote the set of all singleton IS-conditions w.r.t. a $k$-$m$-$n$ problem. Corollary 4.6 shows the form of a necessary $k$-$m$-$n$ SE-condition, which is a direct result of Theorem 4.4.

**Corollary 4.6.** The necessary $k$-$m$-$n$ SE-condition for LP$_{MLN}$ is a formula in disjunctive normal form (DNF)

$$\bigvee_{IC(T) \in IC(k, m, n)} MGIC(T) \quad (21)$$

where $MGIC(T)$ is treated as a falsity if $IC(T)$ is not an $k$-$m$-$n$ SE-condition.
According to Theorem 4.4 and Corollary 4.5, Algorithm 1 provides a method to verify an IS-condition and compute the most general SE-condition, and Algorithm 2 provides a basic method to discover necessary $k$-$m$-$n$ SE-conditions.

**Algorithm 1:** Computing the Most General SE-condition

```
1 Function VerifyAndComputeMGSE($k, m, n, IS_n, IS_s$)
   Data: the sizes of a $k$-$m$-$n$ problem: $k, m, n$; and
   the names of non-empty and singleton independent sets: $IS_n, IS_s$
   Result: most general SE-conditions: $C$
   2 $IS'_s = \emptyset$;
   3 construct a $k$-$m$-$n$ tuple $T = \langle K, M, N \rangle$ such that $IS_n(T) = IS_n$ and $IS_s(T) = IS_s$;
   4 if $HT^m(K \cup M) = HT^m(K \cup N)$ then
      5 for $k \in IS_s(T)$ do
         6 construct $\langle K', M', N' \rangle = \Gamma \ominus (T, I_k, a')$, where $a' \notin at(T)$;
         7 if $HT^m(K' \cup M') \neq HT^m(K' \cup N')$ then
            8 $IS'_s = IS'_s \cup \{ k \}$;
            9 $C = IC(T')$ where $T' \approx T$, $IS_n(T') = IS_n(T)$, and $IS_s(T') = IS'_s$;
         10 else return $C$;
      11 else return None;
```

**Algorithm 2:** Basic Algorithm to Discover $k$-$m$-$n$ SE-Conditions

```
Input: the sizes of a $k$-$m$-$n$ problem: $k, m, n$
Output: set of the most general SE-conditions: $MGIC$
1 $MGIC = \emptyset$;
2 $IS = \{ k \mid 1 \leq k < 2^{3*(k+m+n)} \}$;
3 for $IS_n \subseteq IS$ do
   4 $C = VerifyAndComputeMGSE(k, m, n, IS_n, IS_n)$;
   5 if $C$ is not None then
      6 $MGIC = MGIC \cup \{ C \}$;
7 return $MGIC$;
```

For the 0-1-0 problem, Algorithm 2 discovered 120 SE-conditions, which can be viewed as a DNF formula by Corollary 4.6. A DNF formula of the form $(F \land a) \lor (F \land \lnot a)$ can be simplified as $F$, therefore, the 120 SE-conditions can be simplified as

$$(I_3 \neq \emptyset) \lor (I_4 = \emptyset) \lor (I_6 \neq \emptyset) \lor (I_7 \neq \emptyset)$$

(22)

An LPMLN rule $r$ is called *semi-valid* if it satisfies Equation (22), otherwise, it is called *non-semi-valid*. The necessary 0-1-0 SE-condition is shown in Equation (5), although Equation (5) is different...
from Equation (22) in form, these two kinds of conditions are equivalent. In addition, since an \( \text{LP}^{\text{MLN}} \) program can be reduced to ASP programs by using choice rules [13], the necessary 0-1-0 SE-condition for \( \text{LP}^{\text{MLN}} \) can be proven by necessary 0-1-0 SE-condition for ASP. For other \( k-m-n \) problems in \( \text{LP}^{\text{MLN}} \), although the necessary SE-conditions of several \( k-m-n \) problems in ASP have been presented [8, 16], it is not trivial to construct the necessary \( k-m-n \) SE-conditions for \( \text{LP}^{\text{MLN}} \) by the results in ASP. Therefore, the searching approach presented in this section is significant.

For other \( k-m-n \) problems, Algorithm 2 is computationally infeasible, since the searching space grows extremely rapidly. For example, for the 0-1-1 problem, there are \( 2^{3+2} - 1 = 63 \) independent sets, therefore, Algorithm 2 needs to verify \( 2^{63} \) singleton IS-conditions, which is barely possible to accomplish. In what follows, we show how to improve Algorithm 2 by further studying the properties of \( S^- \) transformations.

### 4.3. Improved Algorithm to Discover SE-Conditions for \( \text{LP}^{\text{MLN}} \)

In this subsection, we present four kinds of methods to improve Algorithm 2: (1) avoiding searching semi-valid rules, (2) avoiding searching unnecessary IS-conditions, (3) terminating searching process in early stage, and (4) optimizing searching spaces.

**Avoiding Searching Semi-Valid Rules.** A \( k-m-n \) tuple containing semi-valid rules can be viewed as a small \( k'-m'-n' \) tuple containing no semi-valid rules, therefore, there is no need to check corresponding IS-conditions. By \( \text{NIC}(k,m,n) \), we denote the set of all singleton IS-conditions that do not condition semi-valid rules. Here, we show how to compute \( \text{NIC}(k,m,n) \) for a \( k-m-n \) problem.

For a tuple \( T \) of \( \text{LP}^{\text{MLN}} \) programs and a rule \( r_i \in T \), an independent set \( I \) is called an I-\( k \) independent set if \( I \sqsubseteq I_k(r_i) \). We use \( IS(k,m,n) \) to denote the set of names of all independent sets w.r.t. a \( k-m-n \) problem, i.e., \( IS(k,m,n) = \{ i | 1 \leq i < 2^{3(k+m+n)} \} \); and use \( IS_k(k,m,n) \) to denote the set of names of I-\( k \) independent sets of a \( k-m-n \) problem. By Equation (22), the sufficient and necessary syntactic condition for non-semi-valid rules is

\[
(I_3 = \emptyset) \land (I_4 \neq \emptyset) \land (I_6 = \emptyset) \land (I_7 = \emptyset)
\]

Therefore, if a \( k-m-n \) tuple \( T \) does not contain semi-valid rules, all I-3, I-6, and I-7 independent sets of \( T \) should be the empty set, i.e., \( I_i = \emptyset \) for all \( i \notin IS'(k,m,n) \), where we use \( IS'(k,m,n) \) to denote the set of names of independent sets that are not I-3, I-6, and I-7 independent sets, i.e.,

\[
IS'(k,m,n) = IS(k,m,n) - (IS_3(k,m,n) \cup IS_6(k,m,n) \cup IS_7(k,m,n))
\]

A \( k-m-n \) singleton IS-condition \( IC(T) \) is called a non-semi-valid IS-condition w.r.t. I-3, I-6, and I-7 independent sets (NSV-IS-condition for short), if \( IC(T) \notin SIC^1(k,m,n) \); and the tuple \( T \) is called a NSV-tuple. For example, for the 0-1-1 problem, the independent set \( I_{48} = I_6(r_i) \cap I_0(r_2) \), therefore, \( I_{48} \) is an I-6 independent set. Besides, there are other 38 I-3, I-6, and I-7 independent sets for 0-1-1 problem, therefore, we only need to check \( 2^{63-39} = 2^{24} \) NSV-conditions.

In addition, by Equation (23), a \( k-m-n \) tuple \( T \) contains semi-valid rules, if there is a rule \( r \) in \( T \) such that \( I \nsubseteq I(r) \) for any non-empty independent set \( I \) of \( T \). Therefore, such kinds of IS-conditions
can be skipped in searching $k$-$m$-$n$ SE-conditions. For a $k$-$m$-$n$ problem, we use $SIC^2(k,m,n)$ to denote the set of all such kinds of IS-conditions, which is

$$SIC^2(k,m,n) = \{ IC(T) \in IC(k,m,n) \mid \exists r \in T, \forall I \in IS_n(T), I \not\subseteq I_4(r) \}$$ (25)

Combining above results, for a $k$-$m$-$n$ problem, we have

$$NIC(k,m,n) = IC(k,m,n) - (SIC^1(k,m,n) \cup SIC^2(k,m,n))$$ (26)

**Avoiding Verifying Unnecessary IS-Conditions.** Algorithm 1 verifies a singleton IS-condition by computing the HT-models of programs constructed from the IS-condition, which is unnecessary for some kinds of IS-conditions. For NSV-tuples of $\text{LP}^{\text{MLN}}$ programs, Theorem 4.7 shows that the S-EX-0 transformation is NSE-preserving and the S-RD-1 transformation is SE-preserving.

**Theorem 4.7.** For NSV-tuples $T$ and $T^\oplus$ of logic programs such that $T = (P,Q)$ and $T^\oplus = (P^\oplus, Q^\oplus) = \Gamma^\oplus(T,L_k,a')$, we have $P \not\equiv_s \Delta \; Q$ implies $P^\oplus \not\equiv_s \Delta \; Q^\oplus$, and $P^\oplus \equiv_s \Delta \; Q^\oplus$ implies $P \equiv_s \Delta \; Q$, where $\Delta \in \{a,s\}$.

The proof of SE-preserving property of the S-RD-1 transformation is basically the same as the proof of Lemma 3.7, therefore, we omit the proof for brevity. For the S-EX-0 transformation, it is the inverse of the S-RD-1 transformation, therefore, the NSE-preserving property of the S-EX-0 transformation is a direct result of the SE-preserving property of the S-RD-1 transformation.

Theorem 4.7 can be used to improve Algorithm 2. For an NSV-IS-conditions $IC(T)$, if $IC(T)$ is not an SE-condition, by Theorem 4.7, arbitrary NSV-IS-condition $IC(T')$ such that $IC(T) \subset IC(T')$ cannot be an SE-condition. Therefore, there is no need to verify the HT-models of the programs of $T'$. Since verifying HT-models is usually harder in computation, Theorem 4.7 can be used to improve the efficiency of Algorithm 2. In particular, if an NSV-IS-condition $(|L_k| = 1) \land \bigwedge_{i \neq k}(I_i = \emptyset)$ is not an $k$-$m$-$n$ SE-condition, the independent set $I_k$ should be empty in all $k$-$m$-$n$ SE-conditions, which means the searching space of a $k$-$m$-$n$ problem can be further reduced. For example, for the 0-1-1 problem, there are 8 such kind of independent sets, therefore, we only need to check $2^{24-8} = 2^{16}$ NSV-IS-conditions.

**Terminating Searching Processes at an Early Stage.** Algorithm 2 requires to check all IS-conditions in the whole searching space of a $k$-$m$-$n$ problem, which is unnecessary by Theorem 4.7. Theorem 4.7 implies an early terminating criterion for a searching algorithm of the $k$-$m$-$n$ problems, which is shown in Corollary 4.8.

**Corollary 4.8.** For a $k$-$m$-$n$ problem and a constant $k$, if for all singleton IS-conditions $IC(T) \in NIC(k,m,n)$ such that $|IS_n(T)| = k$ are not SE-conditions, arbitrary IS-condition $IC(T') \in NIC(k,m,n)$ such that $|IS_n(T')| > k$ is not an SE-condition.

According to Corollary 4.8, the searching space of a $k$-$m$-$n$ problem can be divided into a series of subspaces, where the IS-conditions have the same numbers of non-empty independent sets in each subspace. We use $IC_i(k,m,n)$ and $NIC_i(k,m,n)$ to denote the subspaces of the searching space of a $k$-$m$-$n$ problem, which are

$$IC_i(k,m,n) = \{ IC(T) \in IC(k,m,n) \mid |IS_n(T)| = i \}$$ (27)

$$NIC_i(k,m,n) = IC_i(k,m,n) \cap NIC(k,m,n)$$ (28)
A subspace is called a layer of the searching space of a $k$-$m$-$n$ problem. According to Corollary 4.8, we can check the IS-conditions of a $k$-$m$-$n$ problem layer by layer. Once all IS-conditions of $NIC_4^x(k,m,n)$ are not SE-conditions, the searching process can be terminated.

In addition, by Theorem 4.7, the $k$-$m$-$n$ NSV-IS-condition $IC(T)$ such that $IS_x(T) = IS'(k,m,n)$ should not be an $k$-$m$-$n$ SE-condition. Since if $IC(T)$ is an SE-condition, arbitrary $k$-$m$-$n$ NSV-IS-condition is an SE-condition by the SE-preserving property of the S-RD-1 transformation. In other words, if $IC(T)$ is an SE-condition, arbitrary singleton $k$-$m$-$n$ NSV-tuple of $\text{LP}^{\text{MLN}}$ programs is semi-strongly equivalent, which is counterintuitive.

**Optimizing Searching Spaces.** In above improvements for Algorithm 2, a searching algorithm needs to check every NSV-IS-conditions for a $k$-$m$-$n$ problem. Here, we show a method to skip searching subspaces for a $k$-$m$-$n$ problem. By Equation (26) and Theorem 4.7, there are two kinds of IS-conditions can be skipped without verifying HT-models, i.e., (1) IS-conditions in $SIC^2(k,m,n)$ and (2) IS-conditions related to existing non-SE-conditions.

For the IS-conditions in $SIC^2(k,m,n)$ of a $k$-$m$-$n$ problem, we can divide the independent sets of a $k$-$m$-$n$ problem into two subsets, i.e. the I-4 and non-I-4 independent sets. We use $IS_4^T(k,m,n)$ and $IS_4(k,m,n)$ to denote the set of names of I-4 and non-I-4 independent sets in $IS'(k,m,n)$, i.e., $IS_4(k,m,n) = IS'(k,m,n) \cap IS_4(k,m,n)$ and $IS_4^T(k,m,n) = IS'(k,m,n) - IS_4(k,m,n)$. To check whether a $k$-$m$-$n$ IS-condition $IC(T)$ belongs to $SIC^2(k,m,n)$, we only need to check the non-empty I-4 independent sets of $T$. In other words, we can skip the searching subspaces by only checking the I-4 independent sets of a $k$-$m$-$n$ problem. Based on above notations, the subspace $NIC_x(k,m,n)$ of a $k$-$m$-$n$ problem can be reformulated as

$$NIC_x(k,m,n) = \{IC(T) \mid IS_x(T) = IS_x(T_1) \cup IS_x(T_2), |IS_x(T)| = x, IC(T_1) \subseteq NIC_4^x(k,m,n), \text{ and } IS_x(T_2) \subseteq IS_4^T(k,m,n)\}$$

(29)

where the set $NIC_4^x(k,m,n)$ of singleton IS-conditions is defined as

$$\{IC(T) \mid 0 < |IS_x(T)| \leq x, IS_x(T) \subseteq IS_4^T(k,m,n), \text{ and } \forall r \in T, \exists i \in IS_x(T), I_i \subseteq I_4(r)\}$$

(30)

By Equation (29) and (30), the $k$-$m$-$n$ searching subspaces such that $IC(T_1) \notin NIC_4^x(k,m,n)$ can be simply skipped. Meanwhile, a layer of the searching space is divided into several small subspaces by Equation (30), which can be searched in parallel.

Following the same method, the searching space can be further optimized by existing non-SE-conditions. Suppose the $k$-$m$-$n$ singleton IS-condition $IC(T')$ is not an $k$-$m$-$n$ SE-condition, by Theorem 4.7, a $k$-$m$-$n$ searching subspace $NIC_x(k,m,n)$ such that $x > |IS_x(T')|$ can be reduced to

$$NIC_x(k,m,n) = \{IC(T) \mid IS_x(T) = IS_x(T_1) \cup IS_x(T_2), |IS_x(T)| = x, IS_x(T_1) \not\subseteq IS_x(T'), \text{ and } IS_x(T_2) \subseteq IS'(k,m,n) - IS_x(T')\}$$

(31)

For a set of non-SE-conditions, a searching algorithm can repetitively use Equation (31) for each non-SE-conditions in the set. Since the relation $\subseteq$ between singleton IS-conditions is transitive, in above methods, a searching algorithm only need to retain the minimal non-SE-conditions in the sense of the relation $\subseteq$. 
Algorithm 3: Improved Algorithm to Discover $k$-$m$-$n$ SE-Conditions

**Input:** the sizes of a $k$-$m$-$n$ problem: $k$, $m$, $n$

**Output:** set of the most general SE-conditions: $MGIC$, terminating layer: $TR$

1. $MGIC = \emptyset$, $MNSE = \emptyset$;
   // eliminating I-3, I-6, and I-7 independent sets
2. $IS = IS(k, m, n)$, $IS' = IS - (IS_3(k, m, n) \cup IS_6(k, m, n) \cup IS_7(k, m, n))$, $IS'' = \emptyset$;
3. for $x \in IS'$ do // eliminating searching spaces related to non-SE-conditions
   4. if $C = \text{VerifyAndComputeMGSE}(k, m, n, \{x\}, \{x\})$;
5. if $C$ is not None then $IS'' = IS'' \cup \{x\}$;
6. $IS_4 = IS'' \cap IS_4(k, m, n), IS_4^T = IS'' - IS_4$;
7. for $0 \leq i \leq |IS''|$ do // searching IS-conditions layer by layer
   8. Space = $\emptyset$, $MGIC_i = \emptyset$;
   // eliminating searching spaces related to semi-valid rules
9. for $ISL \subseteq IS_4$ s.t. $|ISL| \leq i$ do
10. construct a singleton $k$-$m$-$n$ tuple $T$ s.t. $IS_4(T) = ISL$;
11. if $\forall r \in T, \exists I \in IS_4(T), I \subseteq I_4(r)$ then
12. Space = Space $\cup \{\langle ISL, IS_4^T, ISL, i \rangle\}$;
13. // eliminating searching spaces related to non-SE-conditions
14. for $IC(T') \in MNSE$ do
15. Space' = $\emptyset$;
16. for $sp \in \text{Space}$ do
17. $IS' = IS_4(T') - sp[1]$;
18. if $IS' \subseteq sp[2]$ then
19. for $ISL' \subseteq IS'$ s.t. $|ISL'| \leq sp[3]$ do
20. Space' = Space $\cup \{(sp[1] \cup ISL', sp[2] - IS', sp[3] - |ISL'|)\}$;
21. else Space' = Space $\cup \{sp\}$;
22. Space = Space';
23. for $sp \in \text{Space}$ do // verifying IS-conditions by computing HT-models
24. for $ISR \subseteq sp[2]$ s.t. $|ISR| = sp[3]$ do
25. $C = \text{VerifyAndComputeMGSE}(k, m, n, sp[1] \cup ISR, sp[1] \cup ISR)$;
26. if $C$ is not None then $MGIC_i = MGIC_i \cup \{C\}$;
27. else Max = $|IS_4(T)|, MNSE = MNSE \cup \{C\}$;
28. if $MGIC_i = \emptyset$ then // early terminating criterion
29. $TR = i$, return $MGIC, TR$;
Combining above four kinds of improvements methods, an improved method to automatically search \(k\)-\(m\)-\(n\) SE-conditions is shown in Algorithm 3. In Line 12, we use a triple \(S = \langle ISL, \overline{IS}, i - |ISL| \rangle\) to record a searching subspace. The set \(IC_S\) of singleton IS-conditions in the subspace \(S\) is

\[
IC_S = \{ IC(T) \mid ISR \subseteq \overline{IS}, |ISR| = i - |ISL|, \text{ and } IS_s(T) = ISR \cup ISL \} \tag{32}
\]

In Line 16 - 26, we use \(S[i] (1 \leq i \leq 3)\) to denote the \(i\)-th element of the subspace triple \(S\). In what follows, we use \(MGIC(k,m,n)\) and \(MNSE(k,m,n)\) to denote the sets of the \(k\)-\(m\)-\(n\) SE-conditions and the minimal \(k\)-\(m\)-\(n\) non-SE-conditions discovered by Algorithm 3, respectively.

### 4.4. Experimental Results

Now we compare the running times of Algorithm 2 and 3 in solving \(k\)-\(m\)-\(n\) problems such that \(k + m + n \leq 3\). The algorithms were carried out on three servers with Intel Xeon E5-2687W CPU and 100 GB RAM running Ubuntu 16.04\(^1\).

Table 4 shows the running records of Algorithm 2 and 3, where the columns Alg. 2 and Alg. 3 show the running times of solving a \(k\)-\(m\)-\(n\) problem via using Algorithm 2 and Algorithm 3 respectively, other columns show some important data in Algorithm 3, which are as follows

- \(|IS|\) (Line 2) is the number of the independent sets w.r.t. a \(k\)-\(m\)-\(n\) problem;
- \(|IS'|\) (Line 2) is the number of non-I-3, non-I-4, and non-I7 independent sets of \(IS\);
- \(|IS''|\) (Line 6) is the number of independent sets of \(IS'\) that can construct \(k\)-\(m\)-\(n\) SE-conditions;
- \(TR\) (Line 33) is the terminating layer of a \(k\)-\(m\)-\(n\) problem, i.e. for any \(k\)-\(m\)-\(n\) IS-condition \(IC(T)\) such that \(|IS_s(T)| = TR, IC(T)\) is not a \(k\)-\(m\)-\(n\) SE-condition;
- \(|MGIC|\) (Line 31) is the number of the most general SE-conditions of a \(k\)-\(m\)-\(n\) problem;
- \(|MNSE|\) (Line 30) is the number of the minimal non-SE-conditions of a \(k\)-\(m\)-\(n\) problem;

\(^1\)An implementation of the searching algorithms and the discovered SE-conditions can be found at https://github.com/wangbiu/lpmln_isets.
• $Max$ (Line 30) is the maximal number of singleton independent sets w.r.t. a minimal non-SE-condition, i.e. $Max = |IS_s(T)|$, where $IC(T) \in MNSE$ and for any $IC(T') \in MNSE$, $|IS_s(T')| \leq |IS_s(T)|$.

Note that for the $k$-$m$-$n$ problems such that $k + m + n > 2$, the set $IS'$ does not contain I-5 independent sets, which is an application of the 0-1-1 SE-conditions. For the $k$-$m$-$n$ problems such that $k + m + n > 1$, their searching spaces in Algorithm 2 are constructed from $IS'$, since original Algorithm 2 can only be used to solve the 0-1-0 problem.

For the 2-1-0 problem, there are too many IS-conditions that need to be verified. And for the IS-conditions consisting of more than 20 non-empty independent sets, it usually takes a very long time to verify them by using Algorithm 1. Therefore, for 2-1-0 singleton IS-condition $IC(T)$ such that $|IS_s(T)| > 3$, we skip the verification, which means there are at most $249913344$ 2-1-0 SE-conditions and at least $984$ minimal 2-1-0 non-SE-conditions. Except for the 2-1-0 problem, the other $k$-$m$-$n$ problems in Table 4 are called verified $k$-$m$-$n$ problems.

For the verified $k$-$m$-$n$ problems, Algorithm 3 can be done in a reasonable amount of time, and corresponding SE-conditions are reported in next section.

5. SE-conditions of Verified $k$-$m$-$n$ Problems

In this section, we report the discovered SE-conditions of the verified $k$-$m$-$n$ problems. Firstly, we present a preliminary approach to simplifying the SE-conditions. Secondly, we report the simplified SE-conditions of the verified $k$-$m$-$n$ problems. Finally, we present a discussion on the discovered $k$-$m$-$n$ SE-conditions.

5.1. Simplification of $k$-$m$-$n$ SE-conditions

As shown in Table 4, there are many SE-conditions of a $k$-$m$-$n$ problem, which is not convenient in practical use. For the 0-1-0 problem, Equation (22) shows that the discovered 120 SE-conditions can be simplified, which is simplified by a symbolic computing toolkit such as SymPy [17]. But for other $k$-$m$-$n$ problems, there are too many symbols in SE-conditions, which makes SymPy not applicable. Therefore, we need to study how to simplify SE-conditions of a $k$-$m$-$n$ problem.

For a set $IC$ of $k$-$m$-$n$ SE-conditions, by $CIS_e(IC)$ and $CIS_n(IC)$, we denote the set of names of common empty and non-empty independent sets of the conditions in $IC$, respectively, which are

$$CIS_\Delta(IC) = \bigcap_{IC(T) \in IC} IS_\Delta(T), \text{ where } \Delta \in \{e, n\}$$

(33)

The notion of clique for a set of $k$-$m$-$n$ SE-conditions is defined as follows.

**Definition 5.1. (Clique)**

A set $IC$ of $k$-$m$-$n$ SE-conditions is called a clique, if both of the following conditions are satisfied:

- there exists an SE-condition $IC(T)$ of $IC$ such that for any other SE-condition $IC(T')$ of $IC$, $IS_s(T') = IS_n(T') \cap IS_s(T)$ and $IS_n(T') \subset IS_n(T)$;
\[ |IC| = 2^x, \text{ where } x = |IS(k,m,n)| - |CIS_e(IC)| - |CIS_n(IC)|. \]

And the SE-condition \( IC(T) \) is called the max-SE-condition of \( IC \).

For a clique \( IC \) of \( k\)-\( m\)-\( n \) SE-conditions and its max-SE-condition \( IC(T) \), it is easy to check that the clique \( IC \) can be simplified as

\[
Sim(IC) = \bigwedge_{i \in CIS_n(IC)} (I_i \neq \emptyset) \land \bigwedge_{j \in CIS_s(IC)} (I_j = \emptyset) \land \bigwedge_{k \in IS(T)} (|I_k| \leq 1) \quad (34)
\]

A clique \( IC \) of \( k\)-\( m\)-\( n \) SE-conditions is called a maximal clique of \( MGIC(k,m,n) \), if \( IC \subseteq MGIC(k,m,n) \) and there does not exist a clique such that \( IC' \subseteq MGIC(k,m,n) \) and \( IC \subsetneq IC' \). Based on the above notions, simplifying \( k\)-\( m\)-\( n \) SE-conditions of \( MGIC(k,m,n) \) is turned into finding the maximal cliques of \( MGIC(k,m,n) \). For a \( k\)-\( m\)-\( n \) problem, by \( MC(k,m,n) \), we denote the set of maximal cliques of \( MGIC(k,m,n) \), the simplified \( k\)-\( m\)-\( n \) SE-condition is

\[
\bigvee_{IC \in MC(k,m,n)} Sim(IC) \quad (35)
\]

**Example 5.2.** Consider following SE-conditions

\[
(I_1 \neq \emptyset) \land (I_2 \neq \emptyset) \land (I_3 \neq \emptyset) \quad (IC1)
\]

\[
(I_1 \neq \emptyset) \land (I_2 = \emptyset) \land (I_3 \neq \emptyset) \quad (IC2)
\]

\[
(I_1 \neq \emptyset) \land (I_2 \neq \emptyset) \land (I_3 = \emptyset) \quad (IC3)
\]

It is easy to check that there are two maximal cliques in the above three SE-conditions, i.e. \( MC_1 = \{IC1, IC2\} \) and \( MC_2 = \{IC1, IC3\} \). Therefore, the simplified SE-condition is

\[
(I_1 \neq \emptyset) \land ((I_2 \neq \emptyset) \lor (I_3 \neq \emptyset)) \quad (36)
\]

Usually, some \( k\)-\( m\)-\( n \) SE-conditions in \( MGIC(k,m,n) \) consist of singleton independent sets, by \( IC_s(k,m,n) \), we denote the set of names of singleton independent sets of all \( k\)-\( m\)-\( n \) SE-conditions, which is

\[
IC_s(k,m,n) = \bigcup_{IC(T) \in MGIC(k,m,n)} IS_s(T) \quad (37)
\]

A subset \( IC \) of \( MGIC(k,m,n) \) is called singleton independent set irrelevant (SIS-irrelevant for short), if one of following conditions is satisfied

- for any SE-condition \( IC(T) \in IC, IS_s(T) = \emptyset \); or
- for any SE-condition \( IC(T) \in IC, IS_n(T) \cap IC_s(k,m,n) = IS_s(T) \).

It is easy to check that only an SIS-irrelevant subset of \( MGIC(k,m,n) \) could be a clique. Therefore, to simplify the \( k\)-\( m\)-\( n \) SE-conditions, we divide the set \( MGIC(k,m,n) \) into several maximal SIS-irrelevant subsets. For each maximal SIS-irrelevant subset of \( MGIC(k,m,n) \), Algorithm 4 provides a preliminary method to find maximal cliques of the subset.
Now we report the simplified SE-conditions of the verified $k$ problems. The discovered and simplified SE-conditions can be found at https://github.com/wangbiu/lpmln_isets/tree/master/experimental-results/lpmln-se-conditions.

### Algorithm 4: Finding Maximal Cliques

**Input:** An SIS-irrelevant subset of $\text{MGIC}(k,m,n)$: $IC$

**Output:** Maximal Cliques of $IC$: $\text{MaxCliques}$

1. $\text{MaxIC} = \{IC(T) \in IC \mid \forall IC(T') \in IC, IS_n(T) \not\subseteq IS_n(T')\}$, $\text{Cliques} = \emptyset$;

2. for $IC(T) \in \text{MaxIC}$ do

3. \[ IC' = \{IC(T') \in IC \mid IS_n(T') \subseteq IS_n(T)\}, NIS = \bigcup_{IC(T') \in IC'} IS_n(T'), IC'' = \emptyset; \]

4. for $NIS' \subseteq NIS$ do

5. \[ CQ_1 = \{IC(T') \in IC' \mid NIS' \subseteq IS_n(T')\}, CQ_2 = \{IC(T') \in IC' \mid NIS' \subseteq IS_e(T')\}; \]

6. for $1 \leq i \leq 2$ do

7. \[ \text{MaxIC'} = \{IC(T') \in IC' \mid \forall IC(T'') \in IC', IS_n(T') \not\subseteq IS_n(T'')\}; \]

8. for $IC(T') \in \text{MaxIC'}$ do

9. \[ CQ'_i = \{IC(T'') \in CQ_i \mid IS_n(T'') \subseteq IS_n(T')\}; \]

10. if $CQ'_i$ is a clique then

11. \[ \text{Cliques} = \text{Cliques} \cup \{CQ'_i\}, IC'' = IC'' \cup CQ'_i; \]

12. if $IC' \subseteq IC''$ then

13. break;

14. $\text{MaxCliques} = \{CQ \in \text{Cliques} \mid \forall CQ' \in \text{Cliques}, CQ \not\subseteq CQ'\};$

15. return $\text{MaxCliques}$;

### 5.2. Simplified $k$-m-n SE-Conditions

Now we report the simplified SE-conditions of the verified $k$-m-n problems. For the 0-1-1 and 1-1-0 problems, we report the simplified SE-conditions such that I-3, I-6, and I-7 independent sets are empty. Let $IS_{011} = \{36, 9, 13, 18, 41, 45\}$ and $IS_{110} = IS_{011} \cup \{1, 2, 5, 33, 37\}$, the simplified SE-condition of the 0-1-1 problem is

\[
(I_{36} \neq \emptyset) \land \bigwedge_{k \in IS(0,1,1) - IS_{011}} (I_k = \emptyset) \tag{38}
\]

and the simplified SE-condition of the 1-1-0 problem is

\[
(I_{36} \neq \emptyset) \land \bigwedge_{k \in IS(1,1,0) - IS_{110}} (I_k = \emptyset) \tag{39}
\]

For the 0-2-1, 1-2-0, and 1-1-1 problems, we report the simplified SE-conditions such that I-3, I-5, I-6, and I-7 independent sets are empty. Let $IS_{021} = \{8, 16, 64, 73, 100, 128, 146, 268, 292\}$, the simplified SE-condition of the 0-2-1 problem is

\[
(I_{021} \lor IC_{021}^2) \land (I_{292} \neq \emptyset) \land \bigwedge_{k \in IS(0,2,1) - IS_{021}} (I_k = \emptyset) \tag{40}
\]

The discovered and simplified SE-conditions can be found at https://github.com/wangbiu/lpmln_isets/tree/master/experimental-results/lpmln-se-conditions.
where the formulas $IC_{021}^1$ and $IC_{021}^2$ are

\[
IC_{021}^1 = (I_8 = \emptyset) \land (I_{16} = \emptyset) \land (I_{268} = \emptyset) \\
IC_{021}^2 = (I_{64} = \emptyset) \land (I_{100} = \emptyset) \land (I_{128} = \emptyset)
\]

(41) \hspace{1cm} (42)

Let $IS_{120} = \{1, 2, 8, 9, 10, 16, 17, 18, 73, 146, 265, 268, 289, 292\}$, the simplified SE-condition of the 1-2-0 problem is

\[
((I_{292} \neq \emptyset) \lor ((I_{292} = \emptyset) \land (I_{268} \neq \emptyset) \land (I_{289} \neq \emptyset))) \land \bigwedge_{k \in IS(1, 2, 0) - IS_{120}} (I_k = \emptyset)
\]

(43)

For the 1-1-1 problem, there are 19 maximal cliques of $MGIC(1, 1, 1)$. For brevity, we only show the simplified SE-conditions containing singleton independent sets. Let $IS_{111} = \{9, 18, 73, 146, 258, 265, 272, 292\}$, the simplified SE-conditions containing singleton independent sets are

\[
|I_{258}| \leq 1 \land (I_{272} = \emptyset) \land (I_{292} \neq \emptyset) \land \bigwedge_{e \in IS(1, 1, 1) - IS_{111}} (I_e = \emptyset)
\]

(44)

\[
(I_{258} = \emptyset) \land |I_{272}| \leq 1 \land (I_{292} \neq \emptyset) \land \bigwedge_{e \in IS(1, 1, 1) - IS_{111}} (I_e = \emptyset)
\]

(45)

### 5.3. Discussion

In this subsection, we present a discussion for discovered $k$-$m$-$n$ SE-conditions from three aspects: (1) the max-min $k$-$m$-$n$ non-SE-conditions; (2) the most general $k$-$m$-$n$ SE-conditions containing singleton independent sets ($k$-$m$-$n$ MGS-SE-conditions for short); and (3) the simplifications of $k$-$m$-$n$ SE-conditions.

**About the Max-Min Non-SE-Conditions and the MGS-SE-Conditions.** From the verified $k$-$m$-$n$ problems and the verified 2-1-0 SE-conditions, there are two interesting facts w.r.t. the max-min $k$-$m$-$n$ non-SE-conditions and the $k$-$m$-$n$ MGS-SE-conditions, which are shown in Fact 5.3 and 5.4.

**Fact 5.3.** For a max-min non-SE-condition $IC(T)$ of a verified $k$-$m$-$n$ problem, it can be observed that $|IS_s(T)| = k + m + n$.

**Fact 5.4.** For an MGS-SE-condition $IC(T)$ of a verified $k$-$m$-$n$ problem that $IC(T) \in MGIC(k, m, n)$ and $|IS_n(T)| > 2$ and a singleton independent set $I_i$ that $i \in IS_s(T)$, there exists an MGS-SE-condition $IC(T')$ that $IC(T') \in MGIC(k, m, n)$, $i \in IS_s(T')$, and $|IS_n(T')| = 2$.

Fact 5.3 and 5.4 are important in two-fold. On the one hand, if these two facts hold in any $k$-$m$-$n$ problems, there is a major improvement for the searching algorithms of $k$-$m$-$n$ problems.

By Fact 5.3, the singleton non-SE-conditions of a $k$-$m$-$n$ problem can be obtained by verifying a small amount of IS-conditions. Specifically, the set $MNSE(k, m, n)$ can be directly computed by Equation (46).

\[
MNSE(k, m, n) = \{IC(T) \in NIC_s(k, m, n) \mid 1 \leq x \leq k + m + n, T = \langle K, M, N \rangle, \text{ and } H^m_T(K \cup M) \neq H^m_T(K \cup N)\}
\]

(46)

For other IS-conditions $IC(T) \in NIC_s(k, m, n)$ such that $x > k + m + n$, by the NSE-preserving property of the S-EX-0 transformation, if there is an IS-condition $IC(T') \in MNSE(k, m, n)$ such that $IS_s(T') \subset
$\text{IS}_x(T)$, $\text{IC}(T)$ is not an SE-condition; otherwise, $\text{IC}(T)$ is an SE-condition. By $\text{MGIC}'(k,m,n)$, we denote the set of $k$-$m$-$n$ singleton SE-conditions $\text{IC}(T)$ such that $|\text{IS}_x(T)| > k + m + n$, we have

$$
\text{MGIC}'(k,m,n) = \{ \text{IC}(T) \in \text{NIC}_x(k,m,n) \mid x > k + m + n \text{ and } \\
\forall \text{IC}(T') \in \text{MNSE}(k,m,n), \text{IS}_x(T') \not\subseteq \text{IS}_x(T) \} 
$$

(47)

Furthermore, by Fact 5.4, all the singleton independent sets occurred in MGS-SE-conditions have been recognized when verifying IS-conditions $\text{IC}(T)$ such that $|\text{IS}_x(T)| = 2$. By $\text{SIS}(k,m,n)$, we denote the set of names of such kind of independent sets, we have

$$
\text{SIS}(k,m,n) = \{ i \mid \text{IC}(T) \in \text{NIC}_2(k,m,n) \cap \text{MGIC}(k,m,n) \text{ and } i \in \text{IS}_x(T) \} 
$$

(48)

Combining the above facts, for a singleton IS-condition $\text{IC}(T) \in \text{MGIC}'(k,m,n)$, the MGS-SE-condition $\text{MGIC}(T')$ w.r.t. $\text{IC}(T)$ can be constructed as follows

$$
\text{MGIC}(T') = \bigwedge_{i \in \text{IS}_x(T)} (I_i \neq \emptyset) \land \bigwedge_{e \in \text{IS}_x(T)} (I_e = \emptyset) \land \bigwedge_{s \in \text{IS}_x(T) \cap \text{SIS}(k,m,n)} |I_s| = 1
$$

(49)

In other words, for $k$-$m$-$n$ problems such that $k + m + n > 2$, the IS-conditions in $\text{MGIC}'(k,m,n)$ need not be verified by Algorithm 1. Since Algorithm 1 is the hardest part of the searching algorithms of $k$-$m$-$n$ problems, if Fact 5.3 and 5.4 are true in any $k$-$m$-$n$ problems, the above discussion implies a major improvement for these searching algorithms.

On the other hand, Fact 5.3 and 5.4 essentially imply the NSE-preserving property of the S-RD-1 transformation and the SE-preserving property of the S-EX-0 transformation under some unknown conditions. Assume under a condition $C$, the S-RD-1 transformation is NSE-preserving. Since the S-EX-0 transformation is the inverse of the S-RD-1 transformation, the S-EX-0 transformation is SE-preserving under the condition $C$. We call the properties C-NSE-preserving and C-SE-preserving properties, respectively.

For a singleton IS-conditions $\text{IC}(T)$ in $\text{MGIC}'(k,m,n)$, since for any singleton IS-condition $\text{IC}(T')$ in $\text{NIC}(k,m,n)$ such that $\text{IC}(T') \subseteq \text{IC}(T)$, $\text{IC}(T')$ is an SE-condition, by the C-SE-preserving property of the S-EX-0 transformation, $\text{IC}(T)$ should be an SE-condition. Therefore, Fact 5.3 is derived from the C-SE-preserving property of the S-EX-0 transformation.

For a $k$-$m$-$n$ MGS-SE-condition $\text{IC}(T)$ and an independent set $I_i$ such that $i \in \text{IS}_x(T)$, we can construct a $k$-$m$-$n$ singleton tuple $T'$ such that $\text{IC}(T') < \text{IC}(T)$, and let $T'^\oplus = \Gamma^\oplus(T,I_i,a')$. It is easy to check that $T'$ is semi-strongly equivalent but $T'^\oplus$ is not. For a singleton IS-condition $\text{IC}(T'') \in \text{NIC}_2(k,m,n)$ such that $\text{IC}(T'') \subseteq \text{IC}(T')$ and $i \in \text{IS}_x(T'')$, by the SE-preserving property of the S-RD-1 transformations, it is easy to check that $\text{IC}(T'')$ is an SE-condition. And let $T''^\oplus = \Gamma^\oplus(T'',I_i,a')$, by the C-NSE-preserving property of the S-RD-1 transformation, we have $T''^\oplus$ is not semi-strongly equivalent, i.e., $\text{IC}(T'')$ is not an SE-condition. Therefore, Fact 5.4 is derived from the C-NSE-preserving property of the S-RD-1 transformation.

The above discussion show the C-NSE-preserving and C-SE-preserving properties may provide more understandings of the semi-strong equivalence of $\text{LP}^{\text{MLN}}$ and provide a major improvement for the searching algorithms of $k$-$m$-$n$ problems. However, it is still an open problem whether the C-NSE-preserving and C-SE-preserving properties hold.
**About Simplifications of the SE-conditions.** In this paper, although we have presented a preliminary algorithm to simplify $k$-$m$-$n$ SE-conditions, there are still many problems on the simplifications of the SE-conditions.

Firstly, Algorithm 4 may not find the simplest $k$-$m$-$n$ SE-conditions. Since the approach can only process IS-conditions, while the simplest SE-condition may not be an IS-condition. As shown in Equation (5), the simplest 0-1-0 SE-condition of LPMLN programs is not a disjunction of IS-conditions. But we can only obtain the 0-1-0 SE-condition shown in Equation (22) by Algorithm 4.

Secondly, the optimizing approaches used in Algorithm 3 make the discovered SE-conditions not easy to simplify. Specifically, we define the proper subset $MGIC_{\max}(k,m,n)$ of $MGIC(k,m,n)$ as follows

$$MGIC_{\max}(k,m,n) = \{ IC(T) \in MGIC(k,m,n) \mid IS_n(T) = \emptyset \text{ and } \forall IC(T') \in MGIC(k,m,n), IS_n(T') \not\subseteq IS_n(T') \}$$

(50)

By the SE-preserving property of the S-RD-1 transformation, there should be a maximal clique w.r.t. each SE-condition of $MGIC_{\max}(k,m,n)$, i.e., for an SE-condition $IC(T) \in MGIC_{\max}(k,m,n)$, the set $IC = \{ IC(T') \in MGIC(k,m,n) \mid IS_n(T') \subseteq IS_n(T) \}$ should be a maximal clique. But since the IS-conditions containing semi-valid rules are skipped in the searching processes, these conditions do not occur in $MGIC(k,m,n)$, i.e., the set $IC$ is usually not a maximal clique.

In addition, the rules in a tuple are allowed to be the same in this paper. Although the searching algorithms may be improved by skipping the IS-conditions containing the same rules, it would make the simplified SE-conditions more complex. For example, if we eliminate the SE-conditions containing the same rules, the simplified 0-1-1 SE-condition is turned into

$$(I_{36} \neq \emptyset) \land ((I_{13} \neq \emptyset) \lor (I_{41} \neq \emptyset)) \land \bigwedge_{k \in IS(0,1,1) - IS_{011}} (I_k = \emptyset)$$

(51)

Obviously, it is more complex than the 0-1-1 SE-condition in Equation (38).

Combining the above discussion, how to optimize the searching algorithms of $k$-$m$-$n$ problems and simplify discovered SE-conditions are still open problems, which would be a future work of the paper.

### 6. Comparison with Lin and Chen’s Approach

Lin and Chen [8] have presented an approach to discovering the $k$-$m$-$n$ SE-conditions of ASP programs. In this section, we compare the Lin and Chen’s approach (LC-approach for short) with our independent sets approach (IS-approach for short). Firstly, both of the approaches are presented to discover the $k$-$m$-$n$ SE-conditions of logic programs. For the IS-approach, we have shown that it can be used in both ASP and LPMLN. And for the LC-approach, although it is only used in ASP, it is not difficult to adapt the approach to LPMLN, which is shown in what follows.

Secondly, we show the differences between the LC-approach and the IS-approach. In the LC-approach, there are four main steps to discover necessary $k$-$m$-$n$ SE-conditions:

- **G-step:** choose a small set of atoms and generate all strongly equivalent $k$-$m$-$n$ tuples constructed from the set;
• C-step: conjecture a plausible $k$-$m$-$n$ syntactic condition manually;

• $V_1$-step: verify the conjecture in the generated $k$-$m$-$n$ tuples automatically;

• $V_2$-step: verify the conjecture in the general cases manually.

In the C-step, the LC-approach has to conjecture a syntactic condition manually, since there does not exist a general theorem that guarantees the forms of SE-conditions. In the $V_1$ step, the LC-approach can automatically verify the conjecture in the generated $k$-$m$-$n$ tuples, since the strong equivalence checking of ASP can be reduced to the tautology checking of a propositional formula. In the $V_2$ step, the LC-approach need to show the conjecture holds for arbitrary $k$-$m$-$n$ tuples, where the necessary part of the verification cannot be done automatically. A main reason is that the forms of SE-conditions are unknown. It is obvious that, to adapt the LC-approach to $L^{\text{PMLN}}$, we only need to consider the $V_1$ step. In other words, we need to find a reduction from the semi-strong equivalence checking of $L^{\text{PMLN}}$ to the tautology checking of a propositional formula. Fortunately, the reduction has been presented in [18], therefore, the LC-approach can be straightforwardly used in $L^{\text{PMLN}}$.

In the IS-approach, there are only two steps to discover necessary SE-conditions:

• G-Step: generate an IS-condition of a $k$-$m$-$n$ problem;

• V-Step: verify whether the IS-condition is a $k$-$m$-$n$ SE-condition and compute the most general SE-condition.

For a $k$-$m$-$n$ problem, there are finitely many IS-conditions and each IS-condition can be verified by comparing the HT-models of related programs, which can be done automatically. Since we have shown that the form of SE-conditions is exactly the form of the IS-conditions, the discovered SE-conditions are straightforwardly necessary.

According to the above comparison, the main advantage of the IS-approach is it is a fully automatic approach, and it can be easily adapted to other logic formalisms by studying the SE-preserving and NSE-preserving properties of S-* transformations in corresponding logic formalisms.

7. Conclusion

In this paper, we present a syntactic approach to study the strong equivalences of ASP and $L^{\text{PMLN}}$ programs. Firstly, we present the notions of independent set and S-* transformations and show the SE-preserving and NSE-preserving properties of S-* transformations. Secondly, we present a basic algorithm to discover $k$-$m$-$n$ SE-conditions of logic programs, which is a fully automatic approach. To discover the SE-conditions efficiently, we present four kinds of improvements for the algorithm. Due to the same properties of S-* transformations in $L^{\text{PMLN}}$ and ASP, the discovering approaches can be used in ASP directly. Thirdly, we present a maximal-cliques-based method to simplify the discovered $k$-$m$-$n$ SE-conditions and report the simplified 0-1-0, 0-1-1, 1-1-0, 0-2-1, 1-2-0, and 1-1-1 SE-conditions. Moreover, we present a discussion on two interesting facts in the discovered SE-conditions and the problems in simplifications of SE-conditions. Finally, we present a comparison between Lin and Chen’ and our approaches to discovering SE-conditions and discuss the similarity
and differences between the notions of S-DL, S-RD, and HT-forgetting. By contrast, our approach is a fully automatic approach and is easy to adapt to other logic formalisms. A main problem of our approach is there are too many discovered SE-conditions, but we have not found a good method to simplify these SE-conditions.

For the future, we will continue to study the properties of S-* transformations and IS-conditions. Firstly, we will investigate whether the C-SE-preserving property of S-EX-0 and C-NSE-preserving property of S-RD-1 hold in any k-m-n problems of LPMLN. Secondly, we will continue to study the simplifications of k-m-n SE-conditions. Thirdly, we will investigate why the singleton independent sets are necessary to construct an SE-condition.

In addition, we will investigate the applications of the independent sets and S-* transformations in other aspects of logic programming. We believe the notions of independent sets and S-* transformations will present some new perspective for studying theoretical properties of logic programs. For example, the forgetting is to hide (delete) irrelevant information from a logic program, and HT-forgetting can preserve strong equivalence after the hiding [19]. It is easy to observe that the notion of HT-forgetting is similar to the notions of S-RD and S-DL transformations, that is, both of the notions are used to delete information from logic programs and the deleting preserves strong equivalence.
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