Quasiparticle origin of dynamical quantum phase transitions
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I. INTRODUCTION

It is no overstatement that critical phenomena are among the most intriguing and actively investigated subjects in physics, and have been extensively studied theoretically and experimentally for decades. Theoretical understanding has been established by the renormalization-group method, which relates criticality to scale invariance, universality, and a characteristic set of critical exponents [1–3]. A natural question, motivated by substantial technological advancement on the experimental side, concerns extending the frontier of criticality to include its out-of-equilibrium properties.

Various concepts of dynamical criticality have been studied in classical [4] and quantum [5] out-of-equilibrium physics. In recent years, dynamical quantum phase transitions (DQPTs) [6] have come under considerable theoretical [7–13] and experimental [14,15] investigation. The DQPT concept is based on nonanalyticities in the Loschmidt return rate, a dynamical analog of the equilibrium free energy, where quenches below the dynamical critical point lead to temporally equidistant cusps characterized by the absence, presence, and nature of nonanalyticities in the return rate.

Though first characterized in free-fermionic two-band models [6], the study of DQPT has been extended to systems with long-range interactions such as transverse-field Ising chains (TFIC) with power-law interactions \( \propto 1/r^\alpha \), with \( r \) the interspin distance and \( \alpha > 0 \) [16–18], and in its mean-field limit (\( \alpha = 0 \)) [19–21]. These studies went beyond the standard DQPT picture [6] in which only two kinds of dynamical phases exist: (i) the trivial dynamical phase (TDP) for quenches before the dynamical critical point where no nonanalyticities (cusps) appear in the return rate; and (ii) the regular dynamical phase (RDP) where quenching across the dynamical critical point leads to temporally equidistant cusps.

Indeed, Ref. [16] showed that starting in an ordered state in TFIC with sufficiently long-range power-law interactions, the trivial phase is replaced by the anomalous dynamical phase (ADP) for sufficiently small quench distance, where, even though one still quenches below the dynamical critical point, cusps arise in the return rate albeit only after its first minimum. As a fundamental characteristic, anomalous cusps are not connected to zero crossings of the order parameter, in contrast to regular cusps when the initial state is ordered [7,16,19]. It was also shown that anomalous cusps belong to a different group of Fisher zeros relative to their regular counterparts [16,17]. The ADP was then later found to exist in the integrable limit of full connectedness of the TFIC at zero [19] and finite [20,21] temperature. Additionally, the ADP seems to coincide with a long-time ordered steady state [16,17,19–21]. These studies have explored a rich phenomenology of the ADP, but leave open whether the origin of the ADP lies in the presence of sufficiently long-range interactions, the existence of a finite-temperature phase transition, or yet another physical mechanism.

In a seemingly unrelated direction, many efforts have been devoted towards understanding quench dynamics in terms of the ballistic propagation of quasiparticle excitations [22,23]. These efforts also considered the case of long-range interactions, where the nonlocal nature of the latter can lead to divergences in the quasiparticle group velocity and, consequently, the superballistic propagation of information through the system [24–26]. In one dimension, long-range interactions can have even more drastic effects on the quasiparticle spectrum: whereas a domain-wall excitation is often the quasiparticle...
with the lowest energy, long-range interactions across the domain wall lead to a significant increase in its energy and a local excitation can become energetically favorable. In a recent study [26] of the power-law interacting TFIC, it was shown that this scenario leads to a crossover from the “local” regime, where (topologically nontrivial) domain walls are the low-energy quasiparticles, to the “long-range” regime, where (topologically trivial) local excitations abound at low energies. This scenario of bound domain walls was recently exploited for observing confined dynamics in long-range interacting spin systems [27].

In this study, we bring these different directions together to explore the physical origin of the ADP. We provide analytic and numerical evidence that truly long-range interactions are, in fact, not a necessary condition, therefore ruling out a finite-temperature equilibrium phase transition as the origin of the ADP. Instead, we present evidence suggesting that the actual origin of the ADP is, indeed, the existence of an underlying quasiparticle spectrum crossover.

Our paper is organized as follows: In Sec. II, we present the model that will form the basis of our numerical results, where the latter are discussed in Sec. III. We review, in Sec. IV, an analytic proof [28,29] showing that domain-wall coupling is a necessary condition for the appearance of anomalous cusps in the Loschmidt return rate. In Sec. V, we illustrate how DQPT can be used as an experimental probe to map out the equilibrium physics of the underlying model. We conclude in Sec. VI, and include additional supporting analytic arguments in Appendix A, numerical results at different parameter values in Appendix B, and convergence evidence in Appendix C.

II. MODEL

In previous works, TFIC with power-law decaying interactions has been studied, and the existence of the ADP has been established [16,17]. In this paper, we study the case of TFIC with exponentially decaying interactions, given by the Hamiltonian

$$\hat{H}(h) = -J \sum_{j=1}^{\infty} e^{-\lambda(j-j-1)} \hat{\sigma}_j^x \hat{\sigma}_j^x - h \sum_{j=1}^{N} \hat{\sigma}_j^z,$$  \hspace{1cm} (1)

where $\hat{\sigma}_j^{x,y,z}$ are the Pauli matrices on site $j$, $J > 0$ is the spin-coupling constant, $h$ is the transverse-field strength, and $\lambda > 0$. The model exhibits a quantum phase transition from a symmetry-broken ground state (small $h$) to a polarized state (large $h$), where the critical field $h^c_{\lambda}$ shifts as $\lambda$ decreases (see Fig. 1). The physics of the exponentially decaying interactions can be adiabatically connected to the nearest-neighbor case ($\lambda \to \infty$), and we expect that the phase transition is in the same universality class. Moreover, this excludes a finite-temperature phase transition, as is confirmed by a simple Landau-Lifshitz argument [30,31]; see Appendix A.

In the short-range model (large $\lambda$), the symmetry-broken phase hosts domain-wall excitations that interpolate between the two ferromagnetic ground states. Upon decreasing $\lambda$, the domain walls become more massive (because of the interactions between different ground-state configurations across the domain walls) and a local excitation goes down in energy. In the limit $h = 0$, these two different types of quasiparticles can be understood, on the one hand, as a bare domain wall and, on the other, as a single spin flip on one of the two ground states. In this limit, their energies can be derived as

$$\mathcal{E}_{\text{dw}} = \lim_{N \to \infty} \sum_{l=1}^{N/2} e^{-\lambda(r+1/2)} = \frac{e^{-\lambda}}{2(cosh \lambda - 1)},$$  \hspace{1cm} (2)

$$\mathcal{E}_{\text{local}} = \lim_{N \to \infty} \sum_{r=1}^{N/2} e^{-\lambda(r-1)} = \frac{2}{1 - e^{-\lambda}},$$  \hspace{1cm} (3)

respectively. A crossover between these two excitations at $h = 0$ occurs at $\lambda_c = \ln 2 \approx 0.69$. In the presence of a magnetic field ($h > 0$), the quasiparticles will become dressed by quantum fluctuations and these energies will start to shift, crossing at $\lambda < \lambda_c$. We have used the matrix product state (MPS) quasiparticle ansatz [26,32] to compute the excitation gaps in the two sectors in the quantum regime that confirm this picture (see Fig. 2); In the “local” regime, the lowest-lying excitation in the topologically trivial sector is a two-domain-wall scattering state, whereas in the “long-range” regime, there is a stable local excitation that is below the two-domain-wall continuum. We define $h_{\text{cross}}(\lambda)$ as the value of the transverse-field strength separating the two regions; cf., Fig. 1.

III. RESULTS AND DISCUSSION

We now present our numerical results, where we simulate the quench dynamics using a uniform MPS and the time-dependent variational principle [32–34]. The Loschmidt return rate is defined as

$$r(t) = -\lim_{N \to \infty} \frac{1}{N} \ln \left| \langle \psi_t | e^{-iH(t)\tau} | \psi_i \rangle \right|^2,$$  \hspace{1cm} (4)

with $|\psi_i\rangle$ the ground state of $\hat{H}(h_i)$. The return rate can be computed in the MPS from the return-rate branches, which are the (negative of the) logarithms of the eigenvalues of the
observables such as rate emerge when the two lowest-lying branches intersect, short-range universality class (see Appendix A), transition. In our model, which is nonintegrable and in the ordered initial state, the order parameter makes zero crossings and the Bose-Hubbard model \[39\]. For quenches from an anomalous cusps that do not correspond to any zero crossings in Fig. 4. Here, \(M \propto \) is therefore expected to go to zero for all quenches, but to make zero crossings only for quenches above a dynamical critical point. Mathematically, this is connected to the stability of local excitations, and only then the ADP emerges. This connection implies that the occurrence of cusps in the return rate is connected to the stability of local excitations in the system. Indeed, in the local regime where freely propagating domain-wall excitations dominate, we observe the dynamical properties of the nearest-neighbor case, but in the long-range regime, the domain walls are bound into a stable local excitation, and only then the ADP emerges. This connection implies that the ADP always exists in our model for finite positive \(\lambda\), albeit it shrinks (\(\hbar_{\text{cross}}\) gets smaller) with increasing \(\lambda\) and completely disappears for \(\lambda \to \infty\).

In order to further confirm this picture, we repeat the above quench procedure but starting in the fully \(x\)-polarized state, the ground state of \(\hat{H}(h_t = 0)\). For the case of \(\lambda = 0.4\) in Fig. 5, the return rate shows cusps only for quenches across the equilibrium critical point \(h_c\), in agreement with the nearest-neighbor limit. However, even though only regular cusps appear for \(h_{\text{cross}} < h_t < h_c\) that are evenly spaced in time, for larger quenches \(h_t < h_{\text{cross}}\), we observe both anomalous

\[
M_{(z|x)}(t) = \lim_{N \to \infty} \frac{1}{N} \sum_{j=1}^{N} \langle \sigma_j^{(z|x)}(t/2) \rangle
\]

are readily evaluated using the MPS. Here, \(M_{(z|x)}(t)\) is the Landau order parameter. Post-quench dynamics of the order parameter have been studied in the nearest-neighbor [35,36] and power-law interacting [37] TFIC, the XXZ chain [7,38], and the Bose-Hubbard model [39]. For quenches from an ordered initial state, the order parameter makes zero crossings (changes sign) only for quenches across a dynamical critical point, while asymptotically going to zero (as an envelope) in all cases in the absence of a finite-temperature phase transition. In our model, which is nonintegrable and in the short-range universality class (see Appendix A), \(M_{(z|x)}(t)\) is therefore expected to go to zero for all quenches, but to make zero crossings only for quenches above a dynamical critical point \(h_{\text{cross}}\) defined on this basis.

Let us prepare our system in the fully \(z\)-polarized state, a ground state of \(\hat{H}(h_t = 0)\), and quench with \(\hat{H}(h_t)\). First we look at the case of \(\lambda = 0.4\) shown in Fig. 3. For quenches below the dynamical critical point \(h_{\text{cross}}\), the return rate displays anomalous cusps that do not correspond to any zero crossings in the order parameter. For quenches to \(h_t \in (h_{\text{cross}}, h_{\text{cross}})\), we observe (regular) cusps that are directly connected to zero crossings in \(M_{(z|x)}(t)\) in addition to (anomalous) cusps that are not, signifying a sort of coexistence of both the ADP and RDP. Our results indicate that this “coexistence region” of the ADP and RDP happens only when \(h_{\text{cross}} > h_t > h_{\text{cross}}\), which can occur only for sufficiently small \(\lambda \lesssim \lambda_c\). On the other hand, when \(h_t > h_{\text{cross}}\), only regular cusps exist, showing the same periodicity in time as zero crossings in the order parameter. The picture qualitatively changes for \(\lambda = 0.8\), shown in Fig. 4. Here, \(h_{\text{cross}} < h_{\text{cross}}\), which leads to anomalous cusps for \(h_t < h_{\text{cross}}\), regular cusps for \(h_t > h_{\text{cross}}\), and, interestingly, a smooth return rate for \(h_{\text{cross}} < h_t < h_{\text{cross}}\). Indeed, the return rate shows a cusp in its eighth peak at \(h_t = 1.35J\), which then smoothens out at \(h_t = 1.65J\), contrary to the property of cusp proliferation with increasing \(h_t\) when the ADP borders the RDP [16,19,20].

These results suggest that the occurrence of cusps in the return rate is connected to the stability of local excitations in the system. Indeed, in the local regime where freely propagating domain-wall excitations dominate, we observe the dynamical properties of the nearest-neighbor case, but in the long-range regime, the domain walls are bound into a stable local excitation, and only then the ADP emerges. This connection implies that the ADP always exists in our model for finite positive \(\lambda\), albeit it shrinks (\(h_{\text{cross}}\) gets smaller) with increasing \(\lambda\) and completely disappears for \(\lambda \to \infty\).
FIG. 4. Same as Fig. 3, but for $\lambda = 0.8$ with (a) $h_t = 1.35J$, (b) $h_t = 1.65J$, and (c) $h_t = 3J$. The return rate shows one of three distinct phases: (a) the ADP for small quenches $h_t < h_{\text{cross}} < h_t^c$, (b) the TDP for intermediate quenches $h_t \in (h_{\text{cross}}, h_t^c)$, and (c) the RDP for large quenches $h_t > h_t^c > h_{\text{cross}}$. Note that for $\lambda = 0.8$ and quenches from $h_t = 0$, we have $h_t^c > h_{\text{cross}}$ [see Fig. 1(a)]. See Fig. 3 where, at $\lambda = 0.4$ and quenches from $h_t = 0$, we have $h_t^c < h_{\text{cross}}$.

cusps, which are unevenly spaced in time, and regular cusps. The results for $\lambda = 0.8$ in Fig. 6 and larger $\lambda$ values are qualitatively the same (see Appendix B for results at larger $\lambda$ values). It is worth noting that even though the first cusps may appear regular for quenches to $h_t < h_{\text{cross}}$, the higher branch-cut segments are qualitatively different from the case of $h_{\text{cross}} < h_t < h_t^c$. In Figs. 5 and 6, we also show $M_x(t)$. We see roughly a common periodicity between the inflection points of this observable and the regular cusps, although not much can be deduced from this because $M_x(t)$ is not the order parameter. Here, the latter is always zero because both $|\psi_i\rangle$ and $H(h_t)$ possess $Z_2$ symmetry.

Finally, we note that in our numerical simulations, we have used a maximum bond dimension $D_{\text{max}} = 350$ and a time step $\delta t = 10^{-3}/J$, at which convergence is achieved for all our results. Since we work in the thermodynamic limit directly, no finite-size errors are present; see Appendix C for further details.

IV. DOMAIN-WALL COUPLING AS A NECESSARY CONDITION FOR ANOMALOUSCUSPS

We shall now provide an analytic argument as to why domain-wall coupling is a necessary condition for anomalous cusps to appear in the Loschmidt return rate [28,29]. Start-

FIG. 5. Same as Fig. 3, but starting from a fully $x$-polarized state ($h_t \rightarrow \infty$, and while showing the transverse magnetization $M_x(t)$ rather than the order parameter, as the latter is always zero here due to both the initial state and quenching Hamiltonian being $Z_2$ symmetric. (a) The return rate shows the TDP for $h_t = 6J > h_t^c$, (b) the RDP for $h_t = 4.5J \in (h_{\text{cross}}, h_t^c)$, and (c) both regular and anomalous cusps for $h_t = 2J < h_{\text{cross}}$.

ing with the Hamiltonian (1), we employ the Jordan-Wigner transformation,

\[
\hat{\sigma}^+ = 1 - 2 \hat{c}^\dagger \hat{c},
\]

\[
\hat{\sigma}^z = -i \prod_{n=1}^{j-1} (1 - 2 \hat{c}^\dagger_n \hat{c}_n) \left( \hat{c}_j - \hat{c}_j^\dagger \right),
\]

\[
\hat{\sigma}^- = -i \prod_{n=1}^{j-1} (1 - 2 \hat{c}^\dagger_n \hat{c}_n) \left( \hat{c}_j + \hat{c}_j^\dagger \right),
\]

which renders (1) in the form

\[
\hat{H}(t) = -J \sum_{j>l} e^{-i[(j-l)\delta t]} \left( \hat{c}_j^\dagger - \hat{c}_l \right) \times \prod_{\alpha=l+1}^{j-1} (1 - 2 \hat{c}^\dagger_{\alpha} \hat{c}_{\alpha}) \left( \hat{c}_j + \hat{c}_j^\dagger \right) - h \sum_{l=1}^{N} (1 - 2 \hat{c}_l^\dagger \hat{c}_l),
\]

where $\hat{c}_l, \hat{c}_l^\dagger$ are the fermionic annihilation and creation operators, respectively, on site $l$ satisfying the canonical anticommutation relations $\{\hat{c}_l, \hat{c}_j\} = 0$ and $[\hat{c}_l, \hat{c}_j^\dagger] = \delta_{l,j}$. 
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is known, however, that the Jordan-Wigner fermion operator exactly. Therefore, we simplify it into the quadratic form in the fermionic operators, which renders it unsolvable explicitly. The dynamical behavior is qualitatively the same as at other values $\lambda$ for this quench.

The Hamiltonian (9) contains higher-than-quadratic terms in the fermionic operators, which renders it unsolvable exactly. Therefore, we simplify it into the quadratic form

$$\hat{H}(h) = -J \sum_{j=1}^{N} e^{-\lambda(h-j-1)}(\hat{c}_{j}^{\dagger}\hat{c}_{j-1} + \hat{c}_{j-1}^{\dagger}\hat{c}_{j} - \hat{c}_{j}^{\dagger}\hat{c}_{j}^{\dagger})$$

$$-h \sum_{j=1}^{N} (1 - 2\hat{c}_{j}^{\dagger}\hat{c}_{j}), \quad (10)$$

by employing the approximation

$$\prod_{n=1}^{j-1} (1 - 2\hat{c}_{n}^{\dagger}\hat{c}_{n}) = 1, \quad \forall j > l + 1. \quad (11)$$

The Hamiltonian (10) never gives rise to anomalous cusps in the return rate, but rather shows regular cusps for quenches across its topological equilibrium critical point [28,29,40]. It is known, however, that the Jordan-Wigner fermion operator $\hat{c}_{j} = \delta_{j}^{\dagger}(\delta_{j}^{\dagger} - i\delta_{j}^{\dagger})$ is equivalent to a domain-wall creation operator in the spin picture [41]. As such, the quartic terms in the Jordan-Wigner fermionic operators eliminated in the approximation (11) represent interactions between domain walls in the spin picture. Consequently, this shows that domain-wall coupling is a necessary condition for the appearance of anomalous cusps in the Loschmidt return rate. Intriguingly, in the limit of $\lambda \to \infty$, when the Hamiltonian (1) is that of the nearest-neighbor quantum Ising chain, the quench dynamics can never lead to anomalous cusps according to the conclusions of our main text. This agrees with the analytic argument we make here since in the nearest-neighbor limit the Hamiltonians (9) and (10) are identical.

V. DQPT AS AN EXPERIMENTAL PROBE OF EQUILIBRIUM PHYSICS

Determining equilibrium universality from short-time quench dynamics [42] is a very attractive prospect given the limited evolution times that are accessible in modern experiments. Based on our results, it becomes clear that DQPT can be used as an experimental probe to estimate the equilibrium properties of the underlying model. Indeed, our results show that quenches from the fully disordered state of the quantum Ising model give rise to return rates with nonanalyticities directly indicative of the equilibrium quantum critical point and also the crossover value of the transverse-field strength below which domain walls are bound. In particular, we see that a final value of the transverse-field strength equal to the equilibrium critical point separates between the trivial and regular dynamical phases. On the other hand, when the final value of the transverse-field strength is equal to its crossover value, this separates between the regular dynamical phase and the coexistence region. Consequently, these different nonanalyticities, which occur at relatively short times, can be an efficient means in ultracold-atom and ion-trap setup to unravel equilibrium physics, especially when in such experiments long evolution times are a major challenge. It is to be noted that even though we have validated this conclusion in the particular case of the transverse-field Ising chain with exponentially decaying interactions, we expect our results to apply to more general models such as the transverse-field Ising chain with power-law interactions, and, in fact, have recently been validated in the two-dimensional quantum Ising model [43].

VI. CONCLUSION

We have provided numerical evidence linking the existence of a quasiparticle spectrum crossover between local and two-domain-wall excitations in the topologically trivial quasiparticle sector to anomalous criticality in the return rate, which for quenches within the ordered phase does not correspond to any zero crossings in the order parameter. This is demonstrated in the transverse-field Ising chain with exponentially decaying interactions, where anomalous criticality arises regardless of the initial state, only disappearing in the integrable nearest-neighbor limit. As a consequence, our results show that models in the same equilibrium universality class can host drastically different out-of-equilibrium properties: for any finite positive $\lambda$, the dynamical phase diagram is qualitatively different from that of the nearest-neighbor quantum Ising chain. Moreover, our study resolves the outstanding question as to whether anomalous cusps are associated with truly long-range interactions or a finite-temperature phase transition, as here we observe anomalous cusps in a short-range model that has neither.

We expect our picture to be valid for generic systems with crossovers between different types of quasiparticles [43]. Indeed, our results already explain the appearance of anomalous cusps for small quenches within the ferromagnetic phase of the fully connected quantum Ising model [20,21],

FIG. 6. Same as Fig. 5, but for $\lambda = 0.8$ with (a) $h_{i} = 3J > h_{c}^{f}$, (b) $h_{i} = 2J \in (h_{crossover}, h_{c}^{f})$, and (c) $h_{i} = J < h_{crossover}$. The dynamical behavior is qualitatively the same as at other values $\lambda$ for this quench.
which only hosts local excitations in that phase. Similarly, our conclusions have been validated in two-dimensional Ising square [43] and triangular [44] lattices where quasiparticles are always local excitations due to the unbounded cost of domain walls in $d > 1$ dimensions. Importantly, our results should be experimentally accessible in modern ultracold-atom [14] and ion-trap [15] setups, which have already detected regular cusps.
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**APPENDIX A: LANDAU-LIFSHITZ ARGUMENT**

We consider the fully $z$-polarized ground state of the Ising chain described by the Hamiltonian

$$H = -J \sum_{j=1}^{N} V(|l - j|) \sigma_j^z \sigma_l^z,$$

(A1)

where we take the thermodynamic limit $N \to \infty$ and $J > 0$. We now add a “droplet” [30,31] of opposite spin polarization along $L$ neighboring sites. The energy cost of this droplet with respect to the ground state is

$$\Delta E = 2J \sum_{r=1}^{N} \sum_{l=1}^{L} V(L + r - l).$$

(A2)

Since there are $N$ sites on which this droplet can be positioned, the entropy change is

$$\Delta S = \ln N.$$

Thus, the change in the Gibbs free energy upon adding this droplet is

$$\Delta F = \Delta E - T \Delta S = 2J \sum_{r=1}^{N} \sum_{l=1}^{L} V(L + r - l) - T \ln N.$$

(A3)

In the case of nearest-neighbor interactions, $\Delta E = 4J$, and the change in free energy becomes $\Delta F = 4J - T \ln N$. It is therefore clear that for large $N$, $\Delta F < 0$ for $T > 0$, which means that the ordered state cannot be the equilibrium state unless $T = 0$ for the nearest-neighbor Ising chain.

Let us now consider exponentially decaying interactions $V(r) = e^{-\lambda(r-1)}$, which means that

$$\Delta E = 2J \sum_{r=1}^{N} \sum_{l=1}^{L} e^{-\lambda (L + r - l - 1)} = 2J \sum_{r=1}^{N} e^{-\lambda r} \sum_{l=1}^{L} e^{-\lambda (L - l)} \to \frac{2J}{1 - e^{-\lambda}} \sum_{l=0}^{L-1} \frac{e^{-\lambda l}}{1 - e^{-\lambda}} \to \frac{2J}{1 - e^{-\lambda}} \sum_{l=0}^{L-1} \frac{1}{1 - e^{-\lambda}} = \frac{2J}{1 - e^{-\lambda}} \sum_{l=0}^{L-1} \frac{1}{1 - e^{-\lambda}},$$

(A4)

FIG. 7. Loschmidt return rates after quenching a fully $x$-polarized state with $\hat{H}(h_t)$ for (a)–(c) $\lambda = 2$ and (d)–(f) $\lambda = 3$. Dotted lines indicate sections of the branch cut above the return rate (solid blue line), and cusps form when they intersect. The transverse magnetization is represented by a dashed orange line. Just as in the main text, we see three distinct dynamical phases: (a), (d) the TDP for $h_t > h_t^c$; (b), (c) the RDP for $h_t \in (h_{\text{cross}}, h_t^c)$; and (c), (f) a coexistence region of the ADP and RDP for $h_t < h_{\text{cross}}$. 033111-6
which shows that in the limit $N \to \infty$, $\Delta F$ will be negative at $T > 0$ irrespective of the value of $L$. Hence, an ordered state cannot be the equilibrium state except at $T = 0$ for any $\lambda > 0$. Therefore, in the case of exponentially decaying interactions, there is no finite-temperature phase transition in the Ising chain.

**APPENDIX B: RESULTS FOR LARGER $\lambda$**

In this section, we provide additional results supporting the conclusions in the main text. Our initial state is the fully $x$-polarized state, the ground state of $\hat{H}(h_{\infty})$, which we quench with $\hat{H}(h_0)$ of (1) with $J > 0$. Just as in the main results of Figs. 5 and 6, in the case of $\lambda = 2$ and $\lambda = 3$ in Fig. 7, we also see three distinct dynamical phases in the return rate (4). For quenches above the equilibrium critical point $h_{\text{c}}$, i.e., within the same paramagnetic phase, the return rate is smooth. On the other hand, when $h_{\infty}$ is across $h_{\text{c}}$ but still above $h_{\text{cross}}$, the return rate shows regular cusps that are evenly spaced in time. Finally, when $h_{\infty} < h_{\text{cross}}$, the return rate fundamentally changes with respect to the nearest-neighbor case, where regular cusps appear alongside anomalous cusps that are not evenly spaced in time.

Here it is worth noting that constructing the dynamical phase diagram for $h_1 \to \infty$ is, in fact, easier than for $h_1 = 0$. This is mainly due to the fact that the former makes for much larger quenches, thereby speeding up the dynamics and allowing for anomalous cusps to appear at much earlier times.

Indeed, for $h_1 = \delta h \to 0^+$, if $h_0 = 0$ one would have to wait to $t \to \infty$ in order to witness an anomalous cusp in the return rate because this is an infinitesimally small quench. On the other hand, if $h_1 \to \infty$, then this is a huge quench, which inevitably leads to the appearance of cusps at much earlier times in the return rate.

**APPENDIX C: CONVERGENCE**

For our numerical simulations, we find that all results converge at maximum bond dimension $D_{\text{max}} = 350$ and time step $\delta t = 0.001/J$. In Fig. 8, we show the return rate for a quench on the fully $z$-polarized state with $h_i = 1.35 J$ and $\lambda = 0.8$, which displays the ADP for different values of $D_{\text{max}}$ indicating convergence.
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