I. INTRODUCTION

The development of approximate quantum dynamic methods for the simulation of complex reactions remains an outstanding challenge despite several decades of active research. In the search for a rigorous method capable of predictive simulations, approximations based on Semiclassical (SC) theory have emerged as a practical route to the calculation of real-time quantum correlation functions. Classifying SC methods by the extent to which they can capture quantum mechanical behaviors including nonadiabatic effects, deep tunneling, and nuclear coherence, we find a clear trend: the more rigorous, ‘quantum-limit’ approximations are computationally expensive and limited to dynamic calculations in model systems and small molecules, while the less accurate ‘classical-limit’ methods lend themselves to complex system simulations. In order to mitigate this inverse relationship between computational cost and accuracy, several methods have also been developed that further approximate quantum-limit SC approximations, and these have been used to successfully calculate reaction rates \cite{110,111}, compute linear and non-linear spectra \cite{112,113}, and simulate nonadiabatic dynamics \cite{114,115,116,117}. Despite these advances, rigorous quantum-limit SC studies of high-dimensional chemical systems remains largely out of reach.

Within SC methods, Semiclassical Initial Value Representation (SC-IVR) has, arguably, shown the most sustained promise in the simulation of chemical systems \cite{118}. In the path integral representation of quantum mechanics, the real-time quantum propagator is obtained by summing over the phase contributions of all possible paths connecting an initial and final configuration in time \cite{119}. The original Van-Vleck (VV) SC approximation to the propagator is derived using a stationary phase approximation that truncates this sum over all paths to include only paths of stationary action (classical paths) with a prefactor that accounts for contributions from near-classical paths \cite{120}. However, finding all classical paths between a fixed initial and final configuration is still challenging (the boundary value problem). The IVR framework addresses this by replacing the integrals over fixed final configurations with integrals over initial momenta, reframing the problem as one of sampling initial phase space conditions from which deterministic classical trajectories can be generated \cite{121,122}. The VV-IVR propagator employs a position-state basis, while using an over-complete coherent state basis results in the popular Herman-Kluk (HK)-IVR approximation to the propagator \cite{123}.

SC-IVR based approximations to real-time quantum correlation functions involve two propagators — one forward in time and one backward in time. Employing the HK-IVR approximation for both propagators, leads to the Double HK (DHK)-IVR approximation to the correlation function, and this method, along with its near-relation the DVV-IVR approximation \cite{124}, represent quantum-limit SC approximations capable of capturing almost all quantum effects in low-dimensional systems \cite{1,125}. As system dimensionality is increased, both these quantum-limit approximations become computationally intractable due to the infamous SC sign problem. Sufficiently, the sign problem refers to the difficulty numerically converging an integral over a multidimensional, rapidly oscillating function. There have been many efforts over the years to mitigate this sign problem in SC theory and here we describe a few strategies employed in the calculation of SC-IVR based approximations to correlation functions.

Computing a quantum-limit correlation function involves generating classical forward and backward trajectories from properly sampled initial conditions, evaluating a complex SC prefactor associated with each trajectory, and then evaluating an oscillatory integrand with a phase that is largely attributed to the difference in action between the forward and backward trajectories. Linearizing in this forward-backward action difference mitigates the sign problem by significantly reducing the oscillatory structure of the integrand and leading to the well established, classical-limit Linearized Semiclassical (LSC)-IVR approximation \cite{126,127,128}. However, while LSC-IVR and the related Husimi-IVR \cite{129,130} can account for some quantum effects like zero-point energy and shallow tunneling, these methods cannot be used to describe processes where deep tunneling or interference effects play a key role \cite{131,132,133}. Despite this limitation, LSC-IVR in particular finds extensive application in the calculation of dynamic observables for high-dimensional systems, and in the condensed phase \cite{134,135,136,137,138} where they provide quantum dynamic information at a computational cost comparable to classical molecular dynamics (MD) simulations.

Strategies to mitigate the sign problem while retaining the
ability to capture some interference effects have focused on improved phase space sampling for initial conditions. For instance, it has been shown that correlated sampling the forward and backward trajectory initial conditions or employing a time-dependent sampling function can lead to more rapid convergence of the oscillatory integrand.\textsuperscript{117}–\textsuperscript{121} Similarly, time-averaging (TA)-SC-IVR,\textsuperscript{137}–\textsuperscript{139} implemented by drawing initial conditions from phase space configurations along a classical trajectory has been shown to significantly improve convergence.\textsuperscript{155} Other efforts to tame the phase of the oscillatory integrand have resulted in methods like the Forward-Backward IVR\textsuperscript{138,140} that control the extent to which forward and backward trajectories differ rather than linearizing the action to make them coincide. This gives rise to methods that can still capture some coherence effects unlike the classical-limit SC-IVR approximations.\textsuperscript{102}

The severity of the sign problem increases with the number of system degrees of freedom motivating the development of hybrid/fragment SC methods, where the number of modes that contribute to the overall phase is limited by partitioning the system into subsystems that are then described using different levels of SC (or related) theory. Proposed multi-physics methods include the use of LSC-IVR for the more classical subsystem\textsuperscript{103} combining VV-IVR for the quantum subsystem with a prefactor-free VV-IVR for the rest\textsuperscript{25,141} and the Semi-classical hybrid dynamics method\textsuperscript{23,24,35,136} that employs HK-IVR for the quantum subsystem and its near-relation, Thawed Gaussian Wavepacket dynamics\textsuperscript{37,139}, for the rest of the system. In general, these multi-physics approaches introduce additional approximations in describing inter-subsystem interactions and work best when this coupling is very weak.

We note that a second computational bottleneck in quantum-limited SC-IVR simulations arises from the complex prefactor that is evaluated by taking the square root of a complex determinant constructed from elements of the Monodromy matrices.\textsuperscript{131}–\textsuperscript{133} The log-derivative prefactor approach\textsuperscript{104} side-steps evaluating the complex square root in the HK-IVR prefactor and simplifies the equations of motion considerably.\textsuperscript{130} Other methods to reduce the cost of computing the SC prefactor include the Johnson multi-channel approximation\textsuperscript{25,142} of the adiabatic approximation\textsuperscript{121} to the so-called poor person’s approximation\textsuperscript{143} and others introduced specifically to deal with chaotic systems.\textsuperscript{11} A different approach that circumvents the calculation of pre-factors is the pre-factor-free SC-IVR series approach\textsuperscript{145} that is derived from more general SC-IVR series formalism developed systematically to correct for differences between the HK-IVR propagator and the exact quantum propagator.\textsuperscript{144,149} On-the-fly simulations of high dimensional systems have been undertaken in the SC framework, some leveraging both prefactor approximations and a modified implementation of the TA-SC-IVR approach.\textsuperscript{145}–\textsuperscript{57}

In this feature, we describe a new SC framework that allows for different degrees of freedom to be treated at different levels of SC theory without introducing any adhoc approximations to capture interactions between them. This is achieved through a mode-specific phase filtration scheme. Modified Filinov Filtration (MFF), that when applied to DHK-IVR effectively controls the extent to which each degrees of freedom contributes to the phase of the integrand. By varying the filter strength, it is possible to limit contributions to the overall phase to a handful of important degrees of freedom, while the rest are treated in the classical-limit, or on a continuum between these two limits. We introduce the derivation of this Mixed Quantum-Classical (MQC)-IVR method and discuss the applications to-date, as well as some of the limitations. We demonstrate that, for linear operator, changing the strength of the phase filter systematically changes the MQC-IVR expression for a real-time correlation function from the quantum-limit DHK-IVR to the classical-limit Husimi IVR.\textsuperscript{130,131} We show numerical results obtained by using this method to characterize the dynamics in multidimensional systems with strong and weak inter-mode coupling\textsuperscript{150,152} to model multi-channel scattering in nonadiabatic model systems,\textsuperscript{155} and to calculate condensed phase reaction rates.\textsuperscript{152} We note the limitations of the MQC-IVR as it currently stands for the evaluation of non-linear operator correlation functions and the computational cost associated with the MQC prefactor. We then introduce a new prefactor-free MQC method obtained by applying MFF to the exact, real-time, path integral expression for correlation functions. The resulting Filinov-Filtered Path Integral (FFPI) expression for the correlation function moves systematically from an exact path integral expression to a classical-limit LSC-IVR correlation function as the phase of the Filinov filter is increased. We conclude by discussing the challenges in sampling path space in this new framework, potential implementation strategies, and more generally, the future of MQC-SC methods.

II. MIXED QUANTUM CLASSICAL INITIAL VALUE REPRESENTATION

As described earlier, the oscillatory phase of the DHK-IVR integrand is primarily due to the action difference between pairs of forward-backward trajectories. This motivates the derivation of the MQC-IVR approximation using MFF to control the extent to which individual degrees of freedom contribute to the action difference, and therefore the overall phase of the DHK-IVR integrand.

A. DHK-IVR approximation for real-time correlation functions

Experimentally measured dynamic observables like time-dependent expectation values, reaction rates, and spectra frequently correspond to real-time quantum correlation functions,

\[
C_{ab}(t) = \text{Tr} \left[ \hat{A} e^{i \hat{H} t / \hbar} \hat{B} e^{-i \hat{H} t / \hbar} \right],
\]

where \(\text{Tr}\) signifies the trace, \(\hat{H}\) is the system Hamiltonian, and \(\hat{A}\) and \(\hat{B}\) are the operators of interest. For condensed phase systems, the density operator, \(\hat{\rho}\), is typically grouped with the observable, \(\hat{\rho} = \hat{\rho} \hat{A}\).
The DHK-IVR approximation to the real-time quantum correlation function is,

$$
C_{AB}^{\text{DHK}}(t) = \frac{1}{(2\pi\hbar)^2} \int dp_0 \int dq_0 \int dp' \int dq'_0 \left| C_{t}(p_0, q_0) \right| \left| C_{-t}(p'_0, q'_0) \right| e^{iS_{t}(p_0, q_0) + S_{-t}(p'_0, q'_0)}/\hbar.
$$

(2)

where $F$ is the dimensionality of the system, the forward path is described by initial phase space variables, $(p_0, q_0)$, that are time evolved classically to the final variables, $(p_0', q_0')$, and backward path defined by inverse time evolution from $(p_0', q_0')$ to $(p_0, q_0)$ as sketched in Fig 1. In Eq. 2 the phase of the integrand is determined by the forward-backward action difference, $S_{t}(p_0, q_0) + S_{-t}(p'_0, q'_0)$, and the Herman-Kluk prefactor for the forward trajectory defined as

$$
C_{t}^2(p_0, q_0) = \det \left[ \frac{1}{2} \left[ \gamma_t^2 M_{pp}^f \gamma_0^2 + \gamma_t^2 M_{qq}^f \gamma_0^2 \right] \right]
$$

(3)

where $M^{f}_{\alpha\beta} = \frac{\partial g_{\alpha\beta}}{\partial q_{\beta}}$ are the Monodromy matrices along the forward path, and $C_{-t}$ is similarly defined in terms of backward path Monodromy matrices.

B. Modified Filinov Filtration

Consider the integral over an $F$-dimensional oscillatory function,

$$
I = \int d\mathbf{r} g(\mathbf{r}) e^{i\phi(\mathbf{r})},
$$

(4)

where $g(\mathbf{r})$ is, in general, complex-valued and $\phi(\mathbf{r})$ is a real-valued phase. The Modified Filinov filtration (MFF) approximation to the integral in Eq. 4 is

$$
I(\mathbf{c}) = \int d\mathbf{r} g(\mathbf{r}) e^{i\phi(\mathbf{r})} F(\mathbf{r}; \mathbf{c}),
$$

(5)

where $F(\mathbf{r}; \mathbf{c})$ is the smoothing factor,

$$
F(\mathbf{r}; \mathbf{c}) = \det \left[ 1 + ic \frac{\partial^2 \phi}{\partial \mathbf{r}^2} \right] e^{-\frac{1}{2} \frac{\partial^2 \phi}{\partial \mathbf{r}^2} \cdot \frac{\partial^2 \phi}{\partial \mathbf{r}^2}}
$$

(6)

and elements of the diagonal, $F \times F$, Filinov parameter matrix, $\mathbf{c}$, determine the strength of the phase filter. When all the Filinov parameters are zero, the integral $I$ in Eq. 5 is identical to the original integrand. In the limit of infinitely large Filinov parameters, it can be shown that $I(\mathbf{c})$ in Eq. 5 corresponds to a stationary phase approximation to the integral in Eq. 4.

For finite, non-zero values of the Filinov parameters, the MFF integrand is less oscillatory than the original, and by choosing the elements of the Filinov parameter matrix to be distinct, it becomes possible to tune the extent to which an individual degree of freedom contribute to the overall phase.

C. Deriving MQC-IVR

By filtering the phase of the DHK-IVR integrand using MFF, we obtain the MQC-IVR correlation function,

$$
C_{AB}^{\text{MQC}}(t; \mathbf{c}) = \frac{1}{(2\pi\hbar)^2} \int dp_0 \int dq_0 \int d\Delta_{p_1} \int d\Delta_{q_1} \int d\Delta_{p_2} \int d\Delta_{q_2} \int d\Delta_{p_3} \int d\Delta_{q_3} \int d\Delta_{p_4} \int d\Delta_{q_4} \left| C_{t}(p_0, q_0) \right| \left| C_{-t}(p'_0, q'_0) \right| e^{iS_{t}(p_0, q_0) + S_{-t}(p'_0, q'_0)}/\hbar e^{-\frac{1}{2} \Delta_{p_1}^2 c_p \Delta_{p_2} e^{-\frac{1}{2} \Delta_{q_1}^2 c_q \Delta_{q_2} \cdot \Delta_{p_3} \cdot \Delta_{q_4}}}
$$

(7)
where the complex prefactor, \( D \), is defined in Appendix A. As previously discussed, the classical-limit corresponds to forward and backward trajectories that coincide, \( \Delta p_i = \Delta q_i = 0 \), with net zero action. Trajectory pairs with finite displacements, \( \Delta p_i = p_i' - p_i \) and \( \Delta q_i = q_i' - q_i \), contribute a significant non-zero phase \( \mathcal{S}_I + \mathcal{S}_{-I} \). In Eq. (7) we see that the \( F \times F \) diagonal Filinov matrices, \( c_p \) and \( c_q \), parameterize the width of Gaussians in \( \Delta p_i \) and \( \Delta q_i \), respectively, and therefore, determine the types of forward-backward paths that contribute to the overall phase of the MQC-IVR integrand. In the limit \( \{ c_p, c_q \} \rightarrow 0 \), Eq. (7) reduces to the DHK-IVR correlation expression Eq. (2) for the correlation function and in the \( \{ c_p, c_q \} \rightarrow \infty \) limit, \( \{ \Delta p_i, \Delta q_i \} \rightarrow 0 \), and for linear operators we obtain the classical limit Husimi-IVR expression:

\[
C_{AB}^{\text{Husimi}}(t) = \frac{1}{(2\pi\hbar)^{2F}} \int dp_0 \int dq_0 \left\langle p_0, q_0 \left| \hat{A} \right| p_0', q_0' \right\rangle \times \left\langle p_0', q_0' \left| \hat{B} \right| p_0, q_0 \right\rangle. \tag{8}
\]

We note that a previous work applying MFF to DHK-IVR resulted in the Generalized Forward-Backward (GFB)-IVR\(^{157}\). Formally, the difference between the GFB-IVR and MQC-IVR correlation functions is simply a matter of the choice of phase to be filtered: MQC-IVR filters only the phase due to the action difference, whereas GFB-IVR also filters phase contributions from the matrix elements of operator \( \hat{B} \). In the zero filter limit, both GFB-IVR and MQC-IVR correspond to DHK-IVR, however, when the Filinov parameter is set to large values, the GFB-IVR correlation function becomes identical to the FB-IVR correlation function, a quantum-limit method in our classification with only marginally improved numerical convergence properties.\(^{157}\)

The implementation of the MQC-IVR correlation function is similar to other quantum-limit SC methods like the DHK-IVR. Trajectory initial conditions are obtained by Monte Carlo sampling initial phase space positions \( \{ p_0, q_0 \} \) for the forward trajectories and the difference variables, \( \{ \Delta p_i, \Delta q_i \} \), at time \( t \) to generate initial conditions for the backward trajectories. Note that this ‘forward-backward’ implementation described here is less efficient than a more recently introduced double-forward (DF) implementation where the phase space variables at time zero, \( \{ p_0, q_0, p_0', q_0' \} \) are Monte Carlo sampled, allowing for two independent forward trajectories to be generated.\(^{151}\) All MQC-IVR results presented in this article were generated using the SC-Corr code package, an open-source program developed in-house.\(^{152}\)

D. Numerical Study of Phase Filtering in MQC-IVR

The phase filtration achieved in the MQC-IVR framework is best understood and demonstrated with a model system. We choose to work with the real-time position correlation function for a 1D anharmonic oscillator initially in a non-stationary state, where the expected quantum-limit amplitude recurrences are systematically damped as the filter strength is increased and the MQC-IVR correlation function approaches the classical-limit.\(^{150}\) Detailed analysis establishes that the Filinov filter effectively acts to reduce noise arising from numerically integrating over regions where the integrand has near-zero amplitude but highly oscillatory phase.\(^{151}\)

The specific model details are as follows: a particle of mass \( m_s = 1 \) a.u. is subject to an anharmonic potential,

\[
V(x) = \frac{1}{2}m_s \omega_s x^2 - 0.1x^3 + 0.1x^4 \tag{9}
\]

where \( \omega_s = \sqrt{2} \) a.u. For the position correlation function, we define operator \( \hat{A} \equiv \langle p_1 q_1 \rangle \langle p_1 q_1 \rangle \) and \( \hat{B} = \hat{x} \) where the initial coherent state wavefunction is

\[
\langle x | p_1 q_1 \rangle = \left( \frac{\gamma}{\pi} \right)^{\frac{1}{4}} e^{-\frac{\gamma}{4} (x-q_1)^2 + ip_1(x-q_1)}, \tag{10}
\]

with \( \gamma = \sqrt{2} \), \( p_1 = 0 \) and \( q_1 = 1 \), all in atomic units.

The MQC-IVR position correlation functions obtained for different values of the Filinov parameter are shown in Fig. 2. We note that there is only one Filinov parameter, \( c_p \), in this calculation since operator \( \hat{B} \) is a position operator, the change in momentum, \( \Delta p_i \), is finite while \( \Delta q_i = 0 \). As shown in Fig. 2 for small values of this Filinov parameter, MQC-IVR captures long-time quantum recurrence with accuracy comparable to DHK-IVR. As the strength of the Filinov phase filter is increased, the coherent structure is damped and the resulting correlation function coincides with the classical-limit result, specifically the Husimi-IVR.\(^{151}\) Table 1 demonstrates one of the advantages of the MQC-IVR approach: for finite but near zero values of the Filinov parameter, the number of trajectories required to obtain a converged result shows improvement over the corresponding DHK-IVR simulation, and this number further decreases as the filter strength is increased.
Careful numerical analysis of the MQC-IVR integrand for the position correlation function shown in Fig. 2 serves to establish the efficacy of the MFF scheme. In Fig. 3 (top), we show the contribution of each pair of forward-backward trajectories to the phase and amplitude of the MQC integrand, as a function of the momentum displacement, $\Delta p_t$. We find that there exists a range of $\Delta p_t$ values that define a region of relatively slowly varying phase, and outside this range, correspondingly constrained to be non-zero only in the vicinity of the $\Delta p_t \to 0$, resulting in a much less oscillatory integrand. [151]

Having established how changing the filter strength modifies components of the integrand, we examine the phase and amplitude averaged over an ensemble of trajectory pairs. Figure 4 (bottom) shows the amplitude of a small-filter MQC-IVR integrand ensemble averaged over an increasing number of trajectories. As we approach the number required to numerically converge the DHK-IVR integral ($\sim 10^8$), the amplitude in regions of non-stationary phase becomes negligible, but does not completely vanish giving rise to residual noise in the integrand. Overlaying the Filinov filter parameterized Gaussian function in $\Delta p_t$ over the MQC-IVR integrand in Fig. 4, we find that increasing $c_p$ from the small-filter limit to a larger value ($c_p = 0.7$ in this case) is sufficient to zero amplitude in regions of non-stationary phase, reducing the noise in the integrand, and allowing for more rapid numerical convergence without significant loss in accuracy.

### E. Nonadiabatic MQC-IVR

Nonadiabatic dynamic processes, where nuclear motion is coupled to and drives transitions between electronic states, have been studied using a variety of SC-IVR methods. [65–73, 75–95] This is facilitated by the Meyer-Miller-Stock-Thoss (MMST) mapping where discrete electronic state variables are mapped to continuous Cartesian electronic phase space variables that can undergo approximate time-evolution under a classical analog Hamiltonian. Using the MMST mapping, a nonadiabatic MQC-IVR expression can be derived to enable independent control over the extent of quantization of the nuclear and electronic degrees of freedom. [153] In addition, a novel symplectic integration scheme has been proposed to enable accurate time evolution of the nuclear and electronic degrees of freedom as well as the Monodromy matrices that appear in the MQC prefactor. [155, 161]

### F. Analytic Mixed Limit MQC-IVR

Although choosing a small but non-zero value of the Filinov parameter can offer a significant mitigation of the sign problem in low-dimensional systems, for complex system studies, it is expedient to simply choose a handful of degrees of freedom to describe in the quantum limit while treating the rest of the system in the classical limit. This motivates the derivation of an analytic, mixed-limit AMQC-IVR correlation func-
The quantum interference pattern obtained when a particle is incident upon a screen with two slits, the double slit experiment, highlights the non-additive nature of probability in quantum mechanics and serves as our first test-case for MQC-IVR. Specifically, we use MQC-IVR to obtain the probability distribution for particle subject to a quantum double-slit experiment mimicked by a 2D Hamiltonian

$$H = \frac{p_x^2}{2m} + \frac{p_y^2}{2m} + \left( \bar{V} - \frac{1}{2} m \omega_x^2 y^2 + \frac{m^2 \omega_y^4 y^4}{16V} \right) e^{-\left(\gamma/\alpha\right)^2}, \quad (12)$$

with $m = 1$ a.u., $\alpha = 50$ a.u., $\omega = 600$ cm$^{-1}$ and $\bar{V} = 8000$ cm$^{-1}$. The initial wavefunction is a 2D coherent state,

$$\langle x, y \vert \psi_i \rangle = \left( \frac{\gamma y}{\pi^2} \right)^{1/4} e^{-\frac{y}{2}(x-q_x)^2 + ip_x(x-q_x)} \times e^{-\frac{y}{2}(y-q_y)^2 + ip_y(y-q_y)}, \quad (13)$$

with parameters $\gamma_i = 1/2\omega^2$ and $\gamma = m \omega^2 / 8V_0$, initial positions centered at $q_x = -220$ a.u. and $q_y = 0$ a.u., and initial momenta centered at $p_x = 0$ a.u., and $p_y^2/2m = 2048$ cm$^{-1}$, where the positive sign indicates motion in the direction of the double slit. The double slit potential is plotted in Fig. 4 along with the initial wavepacket with average energy significantly less than the barrier height to ensure that the particle must pass through the slits.

The MQC-IVR angular distributions obtained as the long time limit of a real-time correlation function with $A \equiv \vert \psi_i \rangle \langle \psi_i \vert$ and $B \equiv \delta(\theta_f - \theta)$ are shown in Fig. 5. For small values of the Filinov parameter, the MQC-IVR integrand includes pair of forward-backward paths where the particle can pass through different slits giving rise to the quantum interference pattern. In the classical strong filter limit, the MQC-IVR correlation function is dominated by contributions from forward and backward paths that are close together, requiring the particle pass through the same slit, collapsing the interference pattern to a classical binodal distribution.

A key feature of MQC-IVR is the ability to treat certain degrees of freedom in the quantum limit and others in the classical limit. We numerically demonstrate this for a 2D potential constructed by coupling the 1D anharmonic oscillator previously defined in Eq. 9 to a heavy harmonic oscillator mode,

$$V(x, y) = \frac{1}{2} m_x \omega_x^2 x^2 - 0.1 x^3 + 0.1 x^4 + \frac{1}{2} m_y \omega_y^2 y^2 + kxy \quad (14)$$

where $m_x = 1$, $m_y = 25$, $\omega_x = \sqrt{2}$, $\omega_y = 1/3$ and $k = 2.0$ in atomic units. In Fig. 6 we show the MQC-IVR position correlation function for the anharmonic mode, where $A \equiv \vert \psi_i \rangle \langle \psi_i \vert$ and $B \equiv \delta \tilde{\chi}$ compared against exact, DHK-IVR, and Husimi-IVR results. As expected, MQC-IVR results with both $c_i$ and $c_y$ set to low values show good agreement with DHK-IVR, and the results generated with large value Filinov parameters
The potential (top) for the double-slit Hamiltonian is shown as a contour plot with solid black lines and the initial wavepacket density is plotted with black dashed lines. The angular distribution (bottom) calculated using MQC-IVR with \( c_1 = c_2 = 1 \times 10^{-6} \) (black), \( c_1 = c_2 = 1 \times 10^{-5} \) (red), \( c_1 = c_2 = 1 \times 10^{-4} \) (blue), \( c_1 = c_2 = 5 \times 10^{-4} \) (green). We see the interference pattern observed in the quantum limit changes to the classical scattering result as the value of the Filinov parameter is increased.

for both degrees of freedom agree well with the Husimi-IVR correlation function. Interestingly, we find that a mixed limit calculation where only the anharmonic mode is treated in the quantum limit yields results that are nearly indistinguishable from DHK-IVR, and with far fewer trajectories as shown in Table II.

We note that operator \( \hat{B} \) appears to play an important role in determining which degree of freedom should be treated in the quantum limit. In Fig. 6, \( \hat{B} \equiv \hat{x} \), so at time \( t \) the operator induces a momentum jump in the anharmonic \( (x) \) dimension, suggesting that treating only the anharmonic mode in the quantum limit is sufficient to achieve good agreement with exact quantum results. Similarly, it has been shown that for this same model system when \( \hat{B} \equiv \hat{y} \), it is possible to achieve good agreement with the exact quantum correlation function by quantizing only the heavier harmonic \( (y) \) degree of freedom. This leads us to conclude that there is not an inherent need to treat specific modes as more or less quantum, rather the observable determines the necessary level of theory.

The importance of the observable is also highlighted in a study of nonadiabatic dynamics, where the electronic states are strongly coupled to nuclear degrees of freedom. Specifically, we calculate the final nuclear momentum distribution when a particle is transmitted through a scattering potential pictured in Fig. 7 where two diabatic electronic states are coupled to a single nuclear degree of freedom. The MQC-IVR correlation function is obtained by histogramming the final nuclear momentum with operator \( \hat{B} = \delta (\hat{P} - P_f) \). This model is particularly interesting because previous studies have established that the classical limit LSC-IVR simulations reproduce the various electronic state population correlation functions reasonably accurately, however, quantum limit methods like DHK-IVR are necessary to correctly capture the final nuclear momentum distribution.

In Fig. 8, we show the final nuclear momentum distribution from MQC-IVR simulations with different values of the Filinov parameter. When the Filinov parameters for all degrees of freedom are tuned from the quantum to the classical limit, we find the expected momentum distribution corresponding to two scattering channels collapses to a single, broad, 'mean-field' like distribution in Fig. 8. Following our previous observation that the extent of quantization is tied to the degree of freedom directly perturbed by operator \( \hat{B} \), Fig. 8 presents the distributions obtained when the nuclear degree of freedom is treated in the quantum limit, while the Filinov filter is increased systematically for the electronic degrees of freedom. In this mixed limit, we find that although treating the electronic modes in the classical limit introduces additional spuri-
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**FIG. 5.** The potential (top) for the double-slit Hamiltonian is shown as a contour plot with solid black lines and the initial wavepacket density is plotted with black dashed lines. The angular distribution (bottom) calculated using MQC-IVR with \( c_1 = c_2 = 1 \times 10^{-6} \) (black), \( c_1 = c_2 = 1 \times 10^{-5} \) (red), \( c_1 = c_2 = 1 \times 10^{-4} \) (blue), \( c_1 = c_2 = 5 \times 10^{-4} \) (green). We see the interference pattern observed in the quantum limit changes to the classical scattering result as the value of the Filinov parameter is increased.

**FIG. 6.** The \( x \)-mode position correlation function for a 2D model system obtained from DVR (solid black), DHK-IVR (dashed black), MQC-IVR with \( c_1 = 0.2, c_2 = 0.2 \) (red), \( c_1 = 0.2, c_2 = 50 \) (blue), \( c_1 = 50, c_2 = 50 \) (green), and Husimi-IVR (brown).

**Table II.** The number of trajectories \( N_{\text{traj}} \) required establish numerical convergence for the \( x \)-mode position correlation function of a 2D model system with different levels of SC theory.

| IVR formulation | \( c_1 \) | \( c_2 \) | \( N_{\text{traj}} \) |
|-----------------|------|-----|----------|
| DHK             | 0    | 0   | \( 6 \times 10^6 \) |
| DF-MQC          | 0.2  | 0.2 | \( 4 \times 10^6 \) |
|                 | 0.2  | 50  | \( 1 \times 10^6 \) |
|                 | 50   | 50  | \( 2 \times 10^5 \) |
| Husimi          | \( \infty \) | \( \infty \) | \( 8 \times 10^4 \) |
uous peaks in the MQC distribution, it does not cause the distribution to collapse completely to a mean-field result. Conversely, when the electronic degrees of freedom are treated in the quantum limit and the nuclear Filinov parameter increased to the classical-limit, we see the distribution collapse to the mean-field result. This serves to demonstrate that the choice of operator \( \hat{B} \) does indeed play an important role in the choice of mode(s) to treat in the quantum limit, however, it is best to treat all strongly coupled degrees of freedom at the same level of theory.

We finish our exploration of the role of operators, coupling, and mixed quantization with AMQC-IVR simulations of high-dimensional system-bath models where the system modes are treated in the analytic quantum limit and the remaining bath modes treated in the classical limit.\(^\text{[32]}\) We calculate the AMQC-IVR anharmonic-mode position correlation function for a system-bath model where an anharmonic oscillator is bilinearly coupled to a bath with an ohmic spectral density and an exponential cut-off.\(^\text{[32]}\)

\[
V(x, y) = \frac{1}{2} m_0 x^2 - 0.1 x^3 + 0.1 x^4 + \sum_{j=1}^{N} \left[ \frac{1}{2} m_j \omega_j^2 \left( y_j^2 - \frac{c j x}{m_j \omega_j^2} \right) \right]^2, \tag{15}
\]

where the number of discretized bath modes \( N = 12 \).

For very weak system-bath coupling, in Fig. 9 we show that the AMQC-IVR results agree well with the exact quantum results for an uncoupled 1D anharmonic oscillator. As the coupling to the bath is increased, we see the expected damping in oscillatory structure in the AMQC-IVR results.\(^\text{[32]}\) We further investigate the applicability of the separable prefactor approximation that is considerably less expensive, requiring only the SC prefactor be computed for the single system degrees of freedom in Fig. 9. We find that as the coupling to the bath is increased, the separable prefactor approximations begins to fail showing larger deviations from the AMQC-IVR result.\(^\text{[32]}\) Interestingly, we find that the classical limit Husimi

FIG. 7. Elements of the scattering potential, showing the diabatic potential energy matrix elements corresponding to electronic state 1 in red, electronic state 2 in blue, and the coupling between states is shown in grey.

FIG. 8. Final nuclear momentum distribution for a particle incident on the scattering potential pictured in Fig. 7 with initial energy 0.1 a.u. The exact quantum result (black, solid) is shown in each panel along with (a) the Husimi-IVR (black, dashed) and MQC-IVR where the Filinov filter strength for the nuclear and electronic degrees of freedom is set to be equal and to take values ranging from \( c = 0.01 \) (pink), \( c = 0.05 \) (blue), \( c = 0.1 \) (green), to \( c = 10.0 \) (red). (b) Mixed MQC-IVR simulation results where the nuclear degree of freedom is treated in the quantum limit, \( c_{\text{nuc}} = 0.01 \), and the level of theory to describe electronic states is varied from the quantum limit to the classical limit, with \( c_{\text{el}} = 0.05 \) (blue), \( c_{\text{el}} = 0.1 \) (green), and \( c_{\text{el}} = 10.0 \) (red) (c) Mixed MQC-IVR simulation results where the electronic states are treated in the quantum limit, \( c_{\text{el}} = 0.01 \), and the level of theory for the nuclear degree of freedom is varied from the quantum limit to the classical limit, with \( c_{\text{nuc}} = 0.05 \) (blue), \( c_{\text{nuc}} = 0.1 \) (green), and \( c_{\text{nuc}} = 10.0 \) (red). Figure adapted from Ref.\(^\text{[153]}\)
FIG. 9. The position correlation function, $<x_1>_t$, for a system-bath model with potential Eq. (15), calculated using AMQC-IVR (blue), AMQC-IVR with SP approx. (red), and Husimi-IVR (solid black). The coupling strength is $\eta/m\omega_1 = 10^{-4}$ (top), $\eta/m\omega_1 = 10^{-3}$ (middle), and $\eta/m\omega_1 = 1.0$ (bottom). The dotted black line is the exact quantum average position of the 1d anharmonic oscillator uncoupled from the bath. Results adapted from Ref. 152.

IVR results agree better with AMQC-IVR than the separable prefactor approximation, suggesting again that an even-handed treatment of all modes is preferable in the presence of strong coupling.152

Finally, we calculate the thermal transmission coefficient, $\kappa(T)$, from the flux-side correlation function for a proton transfer model system comprising a symmetric double well coupled to a bath of harmonic oscillators with an ohmic spectral density and exponential cut-off.163 The results from AMQC-IVR are compared against exact real-time path integral simulations in Fig. 10 showing good agreement for a wide range of system-bath couplings. We note that this study also explored the applicability of the separable prefactor approximation and found it to be valid only in the very weak-coupling regime.152

FIG. 10. The thermal transmission coefficient at $T = 300K$ for a proton-transfer model where a 1D double well potential (system) is coupled to a bath of harmonic oscillators as a function of system-bath coupling calculated using AMQC-IVR (red) compared against exact path integral result (black) generated using the Quasi-Adiabatic Path Integral method.163 Figure adapted from Ref. 152.

H. A Better Path: Filinov Filtered Path Integrals

It is evident that MQC-IVR and AMQC-IVR retain the accuracy of quantum limit SC methods like DHK-IVR while offering a significant reduction in computational effort. The prefactor remains, perhaps, the only limitation in extending these methods to truly complex system simulations: it is necessary to ensure continuity in evaluating the square root of the complex prefactor, and time evolving the prefactor requires knowledge of the Hessian. In this section, we propose an alternate use of the modified Filinov filter to control the extent of oscillatory phase in a real-time correlation function expression. Specifically, rather than starting with a quantum limit SC expression with a prefactor like the DHK-IVR, we derive an expression to filter the phase of an exact real-time path integral correlation function. Note that this derivation takes its inspiration from previous work deriving LSC-IVR by linearizing the forward-backward paths in an exact real-time path integral expression for correlation functions.104

The path integral expression for a correlation function is obtained by discretizing the forward and backward time evolution operators by inserting identity in position space, and evaluating the resulting short-time propagator matrix elements to obtain.96
\[ C_{AB}(t) = \text{Tr} \left[ \hat{A} e^{i \hat{H} t / \hbar} \hat{B} e^{-i \hat{H} t / \hbar} \right] = \int dx_0^+ \int dx_0^- \int dx_N^+ \int dx_N^- \langle x_N^+ | \hat{A} | x_0^- \rangle \langle x_0^- | e^{i \hat{H} t / \hbar} | x_N^+ \rangle \langle x_N^+ | \hat{B} | x_0^- \rangle \langle x_0^- | e^{-i \hat{H} t / \hbar} | x_N^+ \rangle = \lim_{N \to \infty} \left( \frac{m}{2 \pi \hbar^2} \right)^N \int dx_0^+ \cdots \int dx_N^+ \int dx_0^- \cdots \int dx_N^- \langle x_N^+ | \hat{A} | x_0^- \rangle \langle x_0^- | \hat{B} | x_N^+ \rangle e^{i S_N^+ - S_N^-} . \] (16)

In Eq. (16) \( \text{Tr} \) signifies the trace, \( \hat{H} \) is the system Hamiltonian, \( N \) is the number of time slices, \( \varepsilon = \tau / N \), and \( x_N^+ \) and \( x_N^- \) are the initial and final positions for the forward/backward path, and \( S_N^+ \) and \( S_N^- \) represent the action corresponding to the forward/backward paths respectively. Rewriting Eq. (16) in terms of mean (\( y \)) and difference (\( z \)) path variables we obtain

\[ C_{AB}(t) = \lim_{N \to \infty} \left( \frac{m}{2 \pi \hbar^2} \right)^N \int dy_0 \cdots \int dy_N \int dz_0 \cdots \int dz_N \langle y_0 + \frac{z_0}{2} | \hat{A} | y_0 - \frac{z_0}{2} \rangle \langle y_N - \frac{z_N}{2} | \hat{B} | y_N + \frac{z_N}{2} \rangle e^{i (S_N^+ - S_N^-) / \hbar} , \] (17)

where

\[ y_j = \frac{1}{2} (x_j^+ + x_j^-) \quad \text{and} \quad z_j = x_j^+ - x_j^- , \] (18)

and \( x_j^+ \) are positions corresponding to the \( j \)th time slice along the forward/backward paths. The phase due to action difference between the forward and backward paths can also be expressed in mean and difference variables,

\[ S_N^+ - S_N^- = \varepsilon \left[ \sum_{j=1}^{N-1} \frac{-m}{\hbar^2} (y_{j+1} - 2y_j + y_{j-1}) z_j - \left( V(y_j + \frac{z_j}{2}) - V(y_j - \frac{z_j}{2}) \right) - \frac{m}{\hbar^2} (y_1 - y_0) z_0 - \frac{1}{2} \left( V(y_0 + \frac{z_0}{2}) - V(y_0 - \frac{z_0}{2}) \right) + \frac{m}{\hbar^2} (y_N - y_{N-1}) z_N - \frac{1}{2} \left( V(y_N + \frac{z_N}{2}) - V(y_N - \frac{z_N}{2}) \right) \right] \] (19)

\[ = \varepsilon \left[ \sum_{j=1}^{N-1} z_j \left\{ \frac{-m}{\hbar^2} (y_{j+1} - 2y_j + y_{j-1}) - (V'(y_j) + V''(y_j) \frac{z_j}{24}) \right\} + z_0 \left\{ \frac{-m}{\hbar^2} (y_1 - y_0) - \frac{1}{2} (V'(y_0) + V''(y_0) \frac{z_0}{24}) \right\} + z_N \left\{ \frac{m}{\hbar^2} (y_N - y_{N-1}) - \frac{1}{2} (V'(y_N) + V''(y_N) \frac{z_N}{24}) \right\} \right] , \] (20)

where Eq. (20) is obtained by expanding the potential terms in Eq. (19) around \( y_j \). We note that the derivation up to this point follows earlier work establishing a direct derivation of LSC-IVR from an exact path integral expression for a correlation function.

We can now employ the MFF scheme to filter the oscillatory integral in Eq. (16) with some care. In the limit of a large filter strength, the MFF scheme is equivalent to a stationary phase approximation; it is evident that if we choose to filter the phase due to the action difference, \( S_N^+ - S_N^- \), in Eq. (19) in the limit of \( c \to \infty \) we will obtain the semiclassical DVV-IVR expression. The classical-limit LSC-IVR expression can be obtained in the \( c \to \infty \) limit, if we choose to filter only a portion of the phase,

\[ \phi(r) = -\frac{1}{\hbar} \sum_{j=1}^{N-1} \left[ \frac{m}{\varepsilon} (y_{j+1} - 2y_j + y_{j-1}) + \varepsilon V'(y_j) \right] z_j = -\frac{1}{\hbar} \sum_{j=1}^{N-1} f_j z_j \] (21)

where \( f_j = \frac{m}{\varepsilon} (y_{j+1} - 2y_j + y_{j-1}) + \varepsilon V'(y_j) \) and \( r = \{ f_1, z_1, f_2, z_2, \ldots, f_{N-1}, z_{N-1} \} \).

Evaluating the first derivative of the phase and using the definition in Eq. (6), we obtain the Filinov smoothing factor,

\[ F(r; c) = \prod_{j=1}^{N-1} \left( 1 + c_j f_j / \hbar^2 \right) \frac{1}{2} e^{\frac{e_j y_j^2}{2 \hbar^2}} e^{\frac{e_j f_j y_j}{\hbar^2}} . \] (22)

and the Filinov Filtered Path Integral (FFPI) expression for the correlation function,

\[ C_{\text{FFPI}}^{\text{AB}}(t; c) = \lim_{N \to \infty} \left( \frac{m}{2 \pi \hbar^2} \right)^N \int dy_0 \cdots \int dy_N \int dz_0 \cdots \int dz_N \times \langle y_0 + \frac{z_0}{2} | \hat{A} | y_0 - \frac{z_0}{2} \rangle \langle y_N - \frac{z_N}{2} | \hat{B} | y_N + \frac{z_N}{2} \rangle \times e^{i (S_N^+ - S_N^-) / \hbar} \prod_{j=1}^{N-1} \left( 1 + c_j f_j / \hbar^2 \right) \frac{1}{2} e^{\frac{e_j y_j^2}{2 \hbar^2}} e^{\frac{e_j f_j y_j}{\hbar^2}} . \] (23)

Additional derivation details are provided in Appendix B.

The FFPI correlation function in Eq. (23) contains no SC prefactor, however, the summation runs over all forward and backwards paths (expressed in mean and difference variables), unlike in the SC approximation where only classical and near-classical path contributions are included.

In the limit that the Filinov parameter goes to zero, the FFPI correlation function in Eq. (23) becomes the exact path inte-
gral expression for the correlation function. In the classical limit, \( c \to \infty \), the smoothing factor simplifies to

\[
\lim_{c \to \infty} \frac{1}{c^2} e^{-c^2 f_j^2} = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-y^2} dy
\]

and the delta function in \( f_j \) corresponds to constraining the mean variable to a classical path,

\[
\lim_{\varepsilon \to 0} \prod_{j=1}^{N-1} \delta(f_j) \quad \Rightarrow \quad \frac{d^2}{dt^2} y(t) = -V''[y(t)],
\]

where \( \varepsilon \to 0 \) or alternatively, \( N \to \infty \). The delta function in \( z_j \) ensures that the forward and backward paths coincide. Physically, these two constraints describe the LSC-IVR approximation, and it can be shown that in the classical limit, the FFPI expression becomes identical to LSC-IVR.

We obtain Eq. 28 from Eq. 27 by evaluating the delta function integrals over \( f_1 \ldots f_N \) and \( z_1 \ldots z_N \), simplifying the action difference,

\[
\lim_{N \to \infty} (S_N^+ - S_N^-) = -p_0 z_0 + p_N z_N,
\]

and using the derivative identity

\[
\lim_{\varepsilon \to 0} \left( \frac{m}{\varepsilon} \right)^N \frac{\delta y}{\delta f} = \frac{\delta p_0}{\delta y},
\]

where we define the vectors \( \mathbf{y} = \{y_1, \ldots, y_{N-1}\} \) and \( f_j = \{f_1, \ldots, f_{N-1}\} \), and we introduce momentum variables \( p_j \) conjugate to positions \( y_j \). Equation 27 is the LSC-IVR correlation function, where we use standard notation \( \hat{O}_W \) to represent the Wigner transform of the corresponding operator \( \hat{O} \).

For finite, non-zero values of the Filinov parameters, the FFPI correlation function in Eq. 23 must be evaluated by sampling all paths that go from \( \{y_0, z_0\} \) to \( \{y_N, z_N\} \) in time \( t \). Numerically demonstrating the systematic filtration achieved in the FFPI framework is challenging because in one limit, we must sample all paths and in the other limit we must sample only the classical paths associated with the mean-variable. We start by diagonalizing the Hamiltonian matrix on a standard DVR grid \( \{y_1, \ldots, y_{N-1}\} \) to evaluate the short-time matrix elements that comprise the exact real-time path integral correlation function.
Numerical implementation challenges arise from the third type of path, and indeed represent the challenge in undertaking any high-dimensional exact real-time path integral simulation. In Fig. 12, we show the position correlation function obtained when we approximately calculate the FFPI correlation function limiting ourselves to only the first two types of classical paths. By design, this implementation does indeed correctly reproduce the classical limit LSC-IVR results, but while the short-time amplitudes are correctly described in the quantum limit and some recurrence is observed, the amplitudes and frequencies do not agree well in the quantum limit. An improved implementation is the subject of ongoing work, but we note that devising a mixed-limit implementation where a small number of system degrees of freedom are described at the DVR-level of theory and the rest treated in the classical-limit SC level of theory corresponds very closely to the Quantum-Classical Path Integral method[164,165].

III. CONCLUSIONS

We make the case that a rigorous SC framework for mixed quantum-classical simulations offers a balanced approach to large system simulations, retaining the ability to capture important quantum effects at a reduced cost by mitigating the sign problem. We derived the MQC-IVR expression for real-time correlation functions using the MFF scheme to damp the phase of a quantum limit correlation function and verify that changing the strength of Filinov parameter systematically changes the correlation function from quantum-limit DHK-IVR to the classical-limit Husimi IVR for linear operators. Further, we demonstrate the efficacy of mixed-limit MQC-IVR implementations for high-dimensional systems where quantizing a few degrees of freedom is typically sufficient to capture quantum effects. We show that several factors influence the choice of which modes to treat in the quantum limit including the nature of operator $\hat{B}$ and inter-mode coupling strength.
While MQC-IVR offers an accurate framework when $\hat{B}$ is a linear operator, for non-linear operators, the classical-limit can be incorrect even at time zero. In a manuscript currently under preparation we address this limitation and offer some strategies to correct for the difference between the classical-limit MQC-IVR and the Husimi-IVR correlation function. In addition, we note that while there is significant improvement over DHK-IVR, the presence of a full dimensional SC prefactor remains a computational challenge to be overcome. In the mixed-limit AMQC-IVR, we offer a potential solution through a separable prefactor approximation. In addition, we note that many advances in approximating the SC prefactor have been made\cite{125,126,127,128,129} and several of these ideas may be employed in the context of MQC-IVR.

Finally, we introduce the FFPI framework to achieve a prefactor-free expression for real-time correlation functions. The connections between the exact real-time path integral expression, MQC-IVR, FFPI, and LSC-IVR are summarized in Fig. [13] Constructing a classical trajectory-based approach for path sampling the FFPI correlation function remains an outstanding challenge and one that we intend to explore through both more traditional path sampling strategies and through data-driven strategies.
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Appendix A: MQC-IVR Prefactor

The MQC-IVR prefactor derived for the Forward-Backward implementation for a general operator $\hat{B}$ is,

$$D = 2^{-\frac{N}{2}} \det \left( \chi_0^{-1} G \right)^{\frac{1}{2}} \times \det \left[ \frac{1}{2} \left( M_{pp} - i \gamma_0 M_{pp}^b \right) \left( G^{-1} + \frac{1}{2} \right) \left( M_{pp}^b \gamma_0 + i M_{pq}^b \right) + \left( \gamma_0 M_{qq}^b + i M_{pq}^b \right) \left( \frac{1}{2} \gamma + c_p \right) G^{-1} \left( M_{pp}^b \gamma_0 + i M_{pq}^b \right) + \frac{1}{2} \left( \gamma_0 M_{qq}^b + i M_{pq}^b \right) \left( G^{-1} + \frac{1}{2} \right) \left( M_{pp}^b - i M_{pq}^b \gamma_0 \right) + M_{pp}^b - i \gamma_0 M_{pp}^b \left( \frac{1}{2} \gamma + c_q \right) G^{-1} \left( M_{qq}^b - i M_{pq}^b \gamma_0 \right) \right]^{\frac{1}{2}},$$

(A1)

where the diagonal matrix $G = (c_q + \gamma_0) c_p + c_q (\gamma^{-1} + c_p)$.

Appendix B: Deriving the FFPI correlation function-IVR Prefactor

Once the choice of phase to be filtered is established [Eq. (21)], its derivatives can be evaluated to be,

$$\frac{\partial \phi (r)}{\partial r} = -\frac{1}{\hbar} K r \quad \& \quad \frac{\partial^2 \phi (r)}{\partial r^2} = -\frac{1}{\hbar} K,$$

(B1)

where the constant block diagonal matrix $K$ is,

$$K = \begin{pmatrix} 0 & 1 & \cdots & \cdots \\ 1 & 0 & \cdots & \cdots \\ \vdots & \vdots & \ddots & \vdots \\ \cdots & \cdots & 0 & 1 \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix}_{2(N-1) \times 2(N-1)}.$$

The diagonal matrix of Filinov parameters is defined as

$$c = \begin{pmatrix} c_{t1} & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & c_{tN-1} \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix}_{2(N-1) \times 2(N-1)}.$$
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