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Abstract. In this article we study the structure of \( \Gamma \)-invariant spaces of \( L^2(\mathbb{R}) \). Here \( \mathbb{R} \) is a second countable LCA group. The invariance is with respect to the action of \( \Gamma \), a non commutative group in the form of a semidirect product of a discrete cocompact subgroup of \( \mathbb{R} \) and a group of automorphisms. This class includes in particular most of the crystallographic groups. We obtain a complete characterization of \( \Gamma \)-invariant subspaces in terms of range functions associated to shift-invariant spaces. We also define a new notion of range function adapted to the \( \Gamma \)-invariance and construct Parseval frames of orbits of some elements in the subspace, under the group action. These results are then applied to prove the existence and construction of a \( \Gamma \)-invariant subspace that best approximates a set of functional data in \( L^2(\mathbb{R}) \). This is very relevant in applications since in the euclidean case, \( \Gamma \)-invariant subspaces are invariant under rigid movements, a very sought feature in models for signal processing.

1. Introduction

Shift-invariant spaces are good models for signals and images and have been used in many applications. They are the core spaces for multiresolution analysis and as such they are used in image compression [24]. Also, they have been used in the theory of approximation [8, 1]. They are subspaces invariant under translations along a lattice.

When dealing with large amounts of functional data, a common practice in applications is to assume some hypotheses on the data to use the model at hand. However it seems more natural, given a data set, to try to find a subspace that best fits the data. One can assume that our data are low dimensional in nature, that is, they belong to a “small” shift invariant space, however due to possible perturbation or noise they become high dimensional.

Recently there were positive results in finding a solution to this problem (i.e. proving the existence of optimal shift invariant spaces for a given data), see [1], [10]. In these works the class of subspaces over which the optimization is done are just translation invariant and lack additional invariances, such as rotational, that are crucial in applications to image analysis [23] and mathematical modeling of vision [13], and provide relevant geometric structures for pattern recognition and classification with neural networks [29, 25, 2, 4].

In this note we consider in great generality this case. We study the approximation problem for subspaces that are invariant under the action of a discrete locally...
compact group \( \Gamma \), not necessarily commutative, with some hypotheses. This class in particular includes the crystallographic groups that split (see definition \[2.10\]). So our spaces become invariant under rigid movements, which is a desirable property in applications. This approach turns out to be mathematically very challenging and requires many different techniques such as fiberization, gramian an anlysis, frame theory and group representation methods.

To obtain our results we first need to study in depth the structure of \( \Gamma \)-invariant subspaces. In this direction, we obtain a characterization in terms of range functions associated to shift invariant spaces. We further introduce the notion of \( \Gamma \)-invariant range function, and obtain another characterization of \( \Gamma \)-invariant subspaces. We also prove that these \( \Gamma \)-invariant spaces always have a tight frame formed by orbits of some generators under the group action.

Our main result is the existence, for any given set of data, of a \( \Gamma \)-invariant subspace that minimizes a certain functional. We also obtain the exact value of the error in the approximation and a formula for a set of generators of the best approximation subspace.

We describe now precisely our setting and the main results of this paper. Let \( \mathbb{R} \) be a second countable locally compact abelian (LCA) group, such as \( \mathbb{R}^d \), \( \mathbb{Z}^d \) or \( \mathbb{T}^d \). We are interested in studying properties of the subspaces of \( L^2(\mathbb{R}) \) that are invariant under the action of a non commutative group that takes the form of a semidirect product \( \Gamma = \Lambda \rtimes G \). Here \( \Lambda \) is a discrete cocompact subgroup of \( \mathbb{R} \) and \( G \) is a discrete and countable group that acts on \( \mathbb{R} \) by continuous automorphisms preserving \( \Lambda \) (see Section \[2\] for more details).

For \( f \in L^2(\mathbb{R}), k \in \Lambda, g \in G \) and \( x \in \mathbb{R} \) let \( T_kf(x) = f(x - k) \) and \( R_gf(x) = f(g^{-1}x) \) be unitary representations of \( \Lambda \) and \( G \) respectively in \( L^2(\mathbb{R}) \). It can be proved that \( (k, g) \mapsto T_kR_g \) is a unitary representation of \( \Gamma = \Lambda \rtimes G \) in \( L^2(\mathbb{R}) \).

Important examples of \( \Gamma \)-invariant subspaces (that is, subspaces of \( L^2(\mathbb{R}) \) invariant under the action of the unitary representation \( T_kR_g \)) are the ones generated by a finite family \( \Phi = \{ \varphi_i \}_{i=1}^n \) of elements of \( L^2(\mathbb{R}) \). Such spaces are defined as

\[
S_T(\Phi) := \text{span}\{T_kR_g \varphi : k \in \Lambda, g \in G, \varphi \in \Phi\}.
\]

Notice that \( S_T(\Phi) \) is also \( \Lambda \)-invariant (or shift invariant), that is, invariant under the action of \( T_k, k \in \Lambda \). For these spaces, it is possible to construct a family of generators with a special desirable property.

**Theorem A.** For any \( \Gamma \)-invariant space generated by a finite family \( \Phi \), there exists another finite family \( \Psi \), with the same cardinality, which generates the same \( \Gamma \)-invariant space and whose \( \Gamma \) orbits \( \{T_kR_g \psi : k \in \Lambda, g \in G, \psi \in \Psi\} \) form a Parseval frame of \( S_T(\Phi) \).

To prove this result (see Theorem \[3.3\]) we use the concept of measurable range function \( J_T \) associated to a \( \Lambda \)-invariant subspace \( V \) of \( L^2(\mathbb{R}) \) and the fiberization mapping \( \mathcal{T} \). These techniques date back to the work \[21\] for multiplicative shift-invariant spaces of \( L^2(\mathbb{T}) \) and to the works \[14\] and \[9\] for shift-invariant spaces of \( L^2(\mathbb{R}^d) \). The extension to LCA groups, that we need in this paper, can be found in \[11\].

We characterize those \( \Lambda \)-invariant spaces \( V \) which are also \( \Gamma \)-invariant, in terms of the structure of the fiber spaces \( J_V(\omega) \), as follows.

**Theorem B.** For \( g \in G \), let \( \Pi(g) = \mathcal{T}R_g\mathcal{T}^{-1} \). If \( V \) is a \( \Lambda \)-invariant space, then it is also \( \Gamma \)-invariant if and only if

\[
J_V(\omega) = \Pi(g)J_V(\omega) \quad \text{a.e.} \ \omega \in \hat{\mathbb{R}}, \forall \ g \in G.
\]

For the proof of this theorem, see Theorem \[3.8\].
We provide a constructive proof of the following result.

**Theorem C.** Assume that there exists a Borel section of $\hat{R}/(\Lambda \vartriangleleft \Gamma)$, and let $\mathcal{F} = \{f_1, \ldots, f_m\} \subset L^2(\mathbb{R})$. There exists $\Psi \subset L^2(\mathbb{R})$ of at most $\kappa$ elements such that

$$\mathcal{E}[\mathcal{F}; \Psi] = \min\{\mathcal{E}[\mathcal{F}; \Phi] : \Phi \subset L^2(\mathbb{R}), \#\Phi \leq \kappa\}.$$  

Moreover, the set $\{T_k R_g \psi : k \in \Lambda, g \in G, \psi \in \Psi\}$ is a Parseval frame of $S_\Gamma(\Psi)$, and the error $\mathcal{E}[\mathcal{F}; \Psi]$ can be related to the eigenvalues of the Gramian of $\mathcal{F} = \{R(g) f_i : g \in G, i = 1, \ldots, m\}$.

For a full statement and a proof, see Theorem 5.2. This theorem includes as special cases Theorems 2.1 and 2.3 in [1], when $\mathbb{R} = \mathbb{R}^d$ and $G = \{e\}$, so that $\Gamma = \Lambda \vartriangleleft \{e\} = \Lambda$.

The paper is organized as follows: In Section 2 we set the notation and give the necessary definitions. Section 3 is devoted to study the structure of $\Gamma$-invariant spaces. In particular we prove Theorem A and two characterizations of these spaces in terms of range functions (Theorem B) and the pre-Gramian. In Section 4 we give conditions for the existence of a Borel section for the action of $\Gamma$. The existence of a Borel section allows us to introduce a notion of measurable $\Gamma$-invariant range function, and to obtain another characterization of $\Gamma$-invariant subspaces. The proof of Theorem C is given in Section 5 (see Theorem 5.2). In this proof we use techniques developed in previous sections and the SVD decomposition used in [1]. A particularly important example covered in our situation are the crystallographic groups (see Section 2.3).
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2. Preliminaries

Let $\mathbb{R}$ be a second countable LCA group and let $\Lambda$ be a uniform lattice of $\mathbb{R}$ (i.e. $\Lambda$ discrete such that $\mathbb{R}/\Lambda$ is compact). Let $G$ be a discrete and at most countable group that acts on $\mathbb{R}$ by continuous automorphisms, and let us denote this action by $(g, x) \mapsto gx \in \mathbb{R}$ for $g \in G$ and $x \in \mathbb{R}$.

Let $\hat{\mathbb{R}}$ be the Pontryagin dual of $\mathbb{R}$. We denote the Pontryagin duality indistinctly by

$$\langle \xi, x \rangle = e^{2\pi i \xi x}, \quad \xi \in \hat{\mathbb{R}}, x \in \mathbb{R}$$

and we denote by $\Lambda^\perp = \{\ell \in \hat{\mathbb{R}} : \langle \ell, k \rangle = 1 \forall k \in \Lambda\}$ the annihilator of $\Lambda$.

The action of $G$ on $\mathbb{R}$ induces an action of $G$ on $\hat{\mathbb{R}}$ by duality:

$$\langle g^* \xi, x \rangle := \langle \xi, gx \rangle.$$  

If $G$ is a matrix group on $\mathbb{R} = \mathbb{C}^n$, then $g^*$ is simply the conjugate transpose of $g$.  

With these tools, we are able to address the problem of approximation of a given dataset in $L^2(\mathbb{R})$ by $\Gamma$-invariant, whenever the action of the group $\Lambda \vartriangleleft G$ on $\hat{\mathbb{R}}$ admits a Borel section. Let $\mathcal{F} = \{f_1, \ldots, f_m\} \subset L^2(\mathbb{R})$ be a set of functional data. For a closed subspace $\mathcal{V} \subset L^2(\mathbb{R})$ define the error functional

$$\mathcal{E}[\mathcal{V}; \mathcal{F}] = \sum_{i=1}^m \|f_i - \mathcal{P}_\mathcal{V} f_i\|_{L^2(\mathbb{R})}^2.$$  

We provide a constructive proof of the following result.
Observe that this action satisfies
\[ g_1^* g_2^* = (g_2 g_1)^* \quad \text{for all } g_1, g_2 \in G, \] (2.1)
because
\[ (g_1^* g_2^* \xi, x) = (g_2^* \xi, g_1 x) = (\xi, g_2 g_1 x) = ((g_2 g_1)^* \xi, x). \]

Assume that the action of \( G \) on \( \mathbb{R} \) preserves \( \Lambda \), that is \( g \Lambda = \Lambda \) for all \( g \in G \), and observe that this is equivalent to require that the dual action of \( G \) on \( \hat{\mathbb{R}} \) preserves \( \Lambda^\perp \).

We will need to let \( G \) act on a Borel section \( \Omega \subset \hat{\mathbb{R}} \) for the action of \( \Lambda^\perp \) on \( \hat{\mathbb{R}} \).

**Definition 2.1.** The action of \( G \) on the quotient group \( \hat{\mathbb{R}}/\Lambda^\perp \) is
\[ g^*[\xi] := [g^* \xi], \quad \xi \in \hat{\mathbb{R}}, \quad g \in G, \]
where \([\xi]\) is the class of \( \xi \) in \( \hat{\mathbb{R}}/\Lambda^\perp \). If \( \Omega \subset \hat{\mathbb{R}} \) is a Borel section of \( \hat{\mathbb{R}}/\Lambda^\perp \), we will denote the action of \( G \) on \( \Omega \) accordingly, keeping for simplicity the same notation \((g, \omega) \rightarrow g^* \omega \) for \( g \in G \) and \( \omega \in \Omega \).

Notice that this coincides with the dual action of \( G \) on \( \hat{\mathbb{R}} \) only if \( \Omega \) is an invariant subset of \( \hat{\mathbb{R}} \) for that action.

Since the action of \( G \) preserves \( \Lambda \), we can define the semidirect product \( \Gamma = \Lambda \rtimes G = \{(k, g) : k \in \Lambda, g \in G\} \), with composition law
\[ (k, g) \cdot (k', g') = (k + gk', gg'). \]
The action of \( \Gamma \) on \( \mathbb{R} \) given by
\[ \gamma x = gx + k, \quad \gamma = (k, g) \in \Gamma, \quad x \in \mathbb{R} \]
will provide the symmetry with respect to which we will study invariance.

We will denote the Haar measure of \( \mathbb{R} \) of a measurable set \( E \subset \mathbb{R} \) by \(|E|\). Since \( g \Lambda = \Lambda \), then the action of \( G \) on \( \mathbb{R} \) preserves the Haar measure, i.e.
\[ |gE| = |E|, \quad \forall \ E \subset \mathbb{R} \text{ measurable,} \quad \forall \ g \in G. \]
Indeed, by [22 (15.25)], there exists a homomorphisms \( \delta : G \rightarrow \mathbb{R}^+ \) such that, for all continuous and compactly supported \( f \),
\[ \int_{\mathbb{R}} f(gx) dx = \delta(g) \int_{\mathbb{R}} f(x) dx \quad \forall \ g \in G, \] (2.2)
where integration is understood with respect to the Haar measure on \( \mathbb{R} \). Now, if \( Q \subset \mathbb{R} \) is a Borel section of \( \mathbb{R}/\Lambda \), then \( 0 < |Q| < \infty \), and \( g \Lambda = \Lambda \) for all \( g \in G \) implies that, for all \( g \in G \), the set \( gQ \) is also a Borel section of \( \mathbb{R}/\Lambda \), with \(|gQ| = |Q|\). Thus, if we choose as \( f \) the indicator function of \( Q \), we obtain from (2.2) that \( \delta(g) = 1 \) for all \( g \in G \), hence proving the invariance of the Haar measure.

Note also that the invariance of the Haar measure of \( \mathbb{R} \) under the action of \( G \) implies that the same property holds in \( \hat{\mathbb{R}} \) (see e.g. [3 Lemma 3]).

### 2.1. Fundamental operators.

For \( \mathcal{H} \) a Hilbert space, we will denote by \( \mathcal{B}(\mathcal{H}) \) the bounded operators on \( \mathcal{H} \).

We use the following notation for the Fourier transform of \( f \in L^2(\mathbb{R}) \):
\[ \mathcal{F} f(\xi) = \hat{f}(\xi) = \int_{\mathbb{R}} e^{-2\pi i \xi x} f(x) dx = \int_{\mathbb{R}} \overline{\xi} f(x) dx. \]
Let \( T : \Lambda \rightarrow \mathcal{U}(L^2(\mathbb{R})) \) and \( R : G \rightarrow \mathcal{U}(L^2(\mathbb{R})) \) be the representations
\[ T_k f(x) = f(x-k), \quad R_g f(x) = f(g^{-1} x), \quad f \in L^2(\mathbb{R}). \]
Since \( R_g T_k = T_k R_g \), the map \((k, g) \mapsto T_k R_g\) defines a unitary representation of \( \Gamma = \Lambda \rtimes G \) on \( L^2(\mathbb{R}) \).
Lemma 2.2. For all $f \in L^2(\mathbb{R})$ and all $(k, g) \in \Gamma$ we have
\[ T_k f(\xi) = e^{-2\pi i k \cdot \xi} \hat{f}(\xi), \quad R_g f(\xi) = \hat{f}(g^* \xi). \]

Proof.
\[
\mathcal{F} T_k f(\xi) = \int_{\mathbb{R}} e^{-2\pi i k \cdot x} f(x - k) dx = e^{-2\pi i k \cdot \xi} \int_{\mathbb{R}} e^{-2\pi i \xi \cdot x} f(x) dx \]
\[
\mathcal{F} R_g f(\xi) = \int_{\mathbb{R}} e^{-2\pi i k \cdot x} f(g^{-1} x) dx = \int_{\mathbb{R}} e^{-2\pi i \xi \cdot g^* x} f(x) dx. \quad \square
\]

Definition 2.3. For $f \in L^2(\mathbb{R})$ and $\omega \in \hat{\mathbb{R}}$ define the mapping $T$ as
\[ T[f](\omega) = \{\hat{f}(\omega + s)\}_{s \in \Lambda^+}, \quad f \in L^2(\mathbb{R}), \quad \omega \in \hat{\mathbb{R}}. \tag{2.3} \]

The following result can be found in [11, Proposition 3.3].

Lemma 2.4. Let $\Omega \subset \hat{\mathbb{R}}$ be a Borel section of $\hat{\mathbb{R}}/\Lambda^+ \approx \hat{\Lambda}$. The periodization mapping $T$ defined above is an isometric isomorphism between the Hilbert spaces $L^2(\mathbb{R})$ and $L^2(\Omega, \ell_2(\Lambda^+))$.

Definition 2.5. For a finite family $\Phi = \{\varphi_i\}_{i=1}^n \subset L^2(\mathbb{R})$, we denote by $K_\Phi$ the pre-Gramian\(^1\) of $\Phi$, $K_\Phi \in L^2(\Omega, B(\ell_2^n, \ell_2(\Lambda^+)))$. It is given by
\[ K_\Phi(\omega)c = \sum_{j=1}^n T[\varphi_j](\omega)c_j, \quad c = (c_j)_{j=1}^n \in \mathbb{C}^n, \quad \omega \in \Omega. \tag{2.4} \]

Note that the pre-Gramian can be seen as the (possibly infinite) matrix
\[
K_\Phi(\omega) = \begin{pmatrix}
T[\varphi_1](\omega) & \cdots & T[\varphi_n](\omega)
\end{pmatrix},
\]
and its adjoint $K_\Phi^* \in L^2(\Omega, B(\ell_2(\Lambda^+), \mathbb{C}^n))$ is given by
\[ K_\Phi^*(\omega)v = \{\langle v, T[\varphi_i](\omega)\rangle_{\ell_2(\Lambda^+)}\}_{i=1}^n, \quad v \in \ell_2(\Lambda^+). \]

Definition 2.6. The Gramian of $\Phi$ is the operator $\mathcal{G}_\Phi = K_\Phi^* K_\Phi \in L^1(\Omega, \mathbb{C}^{n \times n})$, that reads
\[
\mathcal{G}_\Phi(\omega)c = K_\Phi^*(\omega) K_\Phi(\omega)c = K_\Phi(\omega) \left( \sum_{j=1}^n T[\varphi_j](\omega)c_j \right),
\]
\[
= \left\{ \sum_{j=1}^n \langle T[\varphi_j](\omega), T[\varphi_i](\omega)\rangle_{\ell_2(\Lambda^+)} c_j \right\}_{i=1}^n, \quad c = (c_j)_{j=1}^n \in \mathbb{C}^n. \tag{2.5} \]

Note that, if $\mathcal{G}_\Phi(\omega)_{i,j}$ denotes the $(i,j)$ element of the $n \times n$ matrix of $\mathcal{G}_\Phi(\omega)$, $i, j \in \{1, \ldots, n\}$, we have
\[ \mathcal{G}_\Phi(\omega)_{i,j} = \langle T[\varphi_j](\omega), T[\varphi_i](\omega)\rangle_{\ell_2(\Lambda^+)} = \sum_{s \in \Lambda^+} \overline{\varphi_j(\omega + s)} \varphi_i(\omega + s). \]

We will need to intertwine the representation $(k, g) \mapsto T_k R_g$ of $\Gamma$ on $L^2(\mathbb{R})$ with the isomorphism $T$. This will be done in Lemma 2.8. Before, we introduce the following notation.

Definition 2.7. We denote by $r : G \to \mathcal{U}(\ell_2(\Lambda^+))$ the representation given by
\[ (r_g(a))(s) = a(g^* s), \quad a \in \ell_2(\Lambda^+), s \in \Lambda^+. \]

\(^1\)Field over $\Omega$ of synthesis operators in $\ell_2(\Lambda^+)$ with respect to the families $\{T[\varphi_i](\omega)\}_{i=1}^n$. 

Lemma 2.8. For \( f \in L^2(\mathbb{R}) \), \((k,g) \in \Gamma, \) and \( \omega \in \Omega \),
\[
T[T_k R_g f](\omega) = e^{-2\pi i \omega \cdot k} T[f](g^* \omega).
\]

Proof. Using Lemma 2.2,
\[
T[T_k R_g f](\omega) = \{ F(T_k R_g f)(\omega + s) \}_{s \in \Lambda^\perp} = \{ e^{-2\pi i \omega \cdot k} F(R_g f)(\omega + s) \}_{s \in \Lambda^\perp} = e^{-2\pi i \omega \cdot k} T[f](g^* \omega). \]

\( \square \)

Definition 2.9. For \( g \in G \), we denote by \( \Pi(g) = TR(g)T^{-1} \). Then, \( \Pi \) is a unitary representation of \( G \) on the Hilbert space \( L^2(\Omega, \ell_2(\Lambda^\perp)) \) and, by Lemma 2.8, it reads
\[
\Pi(g)F(\omega) = r_g(F(g^* \omega)), \quad F \in L^2(\Omega, \ell_2(\Lambda^\perp)). \quad (2.6)
\]

2.2. Shift-invariant spaces. A closed subspace \( V \subset L^2(\mathbb{R}) \) is \( \Lambda \)-invariant (or shift-invariant by \( \Lambda \)) if \( T_k V \subset V \) for all \( k \in \Lambda \). For \( \Phi \subset L^2(\mathbb{R}) \) a countable family, we will write
\[
S(\Phi) := \{ T_k \varphi \mid k \in \Lambda, \varphi \in \Phi \}.
\]
Since \( L^2(\mathbb{R}) \) is separable, if \( V \) is a \( \Lambda \)-invariant subspace of \( L^2(\mathbb{R}) \), there exist a countable set \( \Phi \subset L^2(\mathbb{R}) \) such that \( V = S(\Phi) \).

The study of the structure of shift-invariant spaces can be done in terms of the so called range function, defined as follows.

Definition 2.10. Let \( \Omega \subset \hat{\mathbb{R}} \) be a Borel section of \( \hat{\mathbb{R}}/\Lambda^\perp \approx \hat{\Lambda} \) A range function is a map
\[
J : \Omega \to \{ \text{closed subspaces of } \ell_2(\Lambda^\perp) \}.
\]
A range function \( J \) is said to be measurable if \( \omega \to (a, \mathcal{P}_J(\omega)b) \in \ell_2(\Lambda^\perp) \) is measurable for all \( a,b \in \ell_2(\Lambda^\perp) \), where \( \mathcal{P}_J(\omega) \in B(\ell_2(\Lambda^\perp)) \) is the orthogonal projection onto \( J(\omega) \). Given a range function \( J \), we will denote by \( M_J \) the closed subspace of \( L^2(\Omega, \ell_2(\Lambda^\perp)) \) given by
\[
M_J = \{ F \in L^2(\Omega, \ell_2(\Lambda^\perp)) \mid F(\omega) \in J(\omega) \text{ a.e. } \omega \in \Omega \}.
\]

We state below the results we need in the sequel. Their proofs can be found in [11].

Lemma 2.11. Let \( J \) be a measurable range function, let \( \mathcal{P}_{M_J} \in B(L^2(\Omega, \ell_2(\Lambda^\perp))) \) be the orthogonal projection onto \( M_J \) and let \( \{ \mathcal{P}_J(\omega) \}_{\omega \in \Omega} \in B(\ell_2(\Lambda^\perp)) \) be the measurable field of orthogonal projections onto \( \{ J(\omega) \}_{\omega \in \Omega} \). Then
\[
(\mathcal{P}_{M_J} F)(\omega) = \mathcal{P}_J(\omega)(F(\omega)) \quad \forall F \in L^2(\Omega, \ell_2(\Lambda^\perp)), \quad \text{a.e. } \omega \in \Omega.
\]

Theorem 2.12. Let \( V \) be a closed subspace of \( L^2(\mathbb{R}) \) and \( T \) the map of Definition 2.2 The subspace \( V \) is \( \Lambda \)-invariant if and only if there exists a unique measurable range function \( J_V \) such that \( T(V) = M_{J_V} \).

Moreover, if \( V = S(\Phi) \) for some countable set \( \Phi \) of \( L^2(\mathbb{R}) \), the measurable range function associated to \( S(\Phi) \) satisfies
\[
J_{S(\Phi)}(\omega) = \{ T[\varphi](\omega) \mid \varphi \in \Phi \}, \quad \text{a.e. } \omega \in \Omega.
\]

Remark 2.13. Uniqueness of the the measurable range function in Theorem 2.12 is understood in the following sense: two range functions \( J_1 \) and \( J_2 \) are equal if \( J_1(\omega) = J_2(\omega) \text{ a.e. } \omega \in \Omega \). The uniqueness of the measurable range function associated to a closed \( \Lambda \)-invariant subspace \( V \) of \( L^2(\mathbb{R}) \) in Theorem 2.12 is a consequence of Lemma 2.11 (for the proof see [11] Lemma 3.11).
2.3. Examples.

The motivational examples for our setting are the crystallographic groups that split. The beginning of the study of crystallographic, or crystal, groups is related to the problem of tiling \( \mathbb{R}^d \) by rigid motions. That is, to find a closed bounded set \( P \) that covers the space by rigid movements. More precisely we have the following definition.

**Definition 2.14.** A crystal group \( \Gamma \) is a discrete subgroup of the group of isometries of \( \mathbb{R}^d \) \((\Gamma \subset \text{Isom}(\mathbb{R}^d))\) that has a closed and bounded Borel section \( P \), that is,

1. \( \bigcup_{\gamma \in \Gamma} \gamma P = \mathbb{R}^d \).
2. If \( \gamma = \gamma' \), then \( |\gamma P \cap \gamma' P| = 0 \).

A fundamental theorem for crystal groups, due to Bieberbach [7], is

**Theorem 2.15 (Bieberbach).** Let \( \Gamma \) be a crystal subgroup of \( \text{Isom}(\mathbb{R}^d) \) and let us denote by \( \text{Trans}(\mathbb{R}^d) \) the translations of \( \mathbb{R}^d \). Then

1. \( \Lambda := \Gamma \cap \text{Trans}(\mathbb{R}^d) \) is a finitely generated abelian group of rank \( d \) which spans \( \text{Trans}(\mathbb{R}^d) \).
2. the linear part of the symmetries of \( \Gamma \), the point group of \( \Gamma \), is finite and is isomorphic to \( \Gamma / \Lambda \).

A subclass of the crystal groups are those that split.

**Definition 2.16.** We say that a crystal group \( \Gamma \) splits, if it is the semidirect product \( \Gamma = \Lambda \rtimes G \) of a finite group \( G \) and a uniform lattice \( \Lambda \) of \( \mathbb{R}^d \).

It can be shown that any crystal group can be embedded in a crystal group that splits, so most of the results for splitting crystal groups can be directly transferred to the general case. For general results on crystal groups see [7,17,20].

Another example, very different in nature than the crystal groups is the group of translations and shears: Consider \( \mathbb{R} = \mathbb{R}^2 \), \( \Lambda = \mathbb{Z}^2 \) and \( G = \{ \begin{pmatrix} 1 & s \\ 0 & 1 \end{pmatrix} : s \in \mathbb{Z} \} \), which preserves the lattice \( \mathbb{Z}^2 \). In this case, since \( G \) is infinite, the action of \( \Gamma \) on \( \mathbb{R} \) does not admit a Borel section (see Proposition 4.3), so this group is not a crystallographic group, however all results of Section 3 still hold in this case.

### 3. The structure of \( \Gamma \)-invariant spaces

In this section we study the structure of closed subspaces of \( L^2(\mathbb{R}) \) that are invariant under the action of \( \Gamma \). Recall that \( \Gamma = \Lambda \rtimes G \) is the semidirect product of a uniform lattice \( \Lambda \) in \( \mathbb{R} \) and a discrete and countable group \( G \) that acts on \( \mathbb{R} \) by continuous invertible automorphisms. In addition, we also assume that \( g\Lambda = \Lambda \) for all \( g \in G \), which implies that the Haar measure of \( \mathbb{R} \) is invariant under the action of \( G \) (see Section 2).

A closed subspace \( V \subset L^2(\mathbb{R}) \) is \( \Gamma \)-invariant if \( T_k R_g V \subset V \) for all \((k,g) \in \Gamma \). Equivalently, \( V \) is \( \Gamma \)-invariant if

\[ f \in V \implies T_k f \in V \quad \forall \ k \in \Lambda , \text{ and } R_g f \in V \quad \forall \ g \in G . \]

**Remark 3.1.** Observe that \( V \) is \( \Gamma \)-invariant if and only if

\[ V \text{ is shift-invariant, and } \Pi(g) T[V] \subset T[V] \quad \forall \ g \in G \]

where \( \Pi \) is given in Definition 2.7.

For an at most countable family \( \Phi \subset L^2(\mathbb{R}) \), we will write

\[ S_\Gamma(\Phi) := \text{span}\{ T_k R_g \varphi : k \in \Lambda , g \in G , \varphi \in \Phi \} . \]
\( S_T(\Phi) \) is a \( \Gamma \)-invariant space and the set \( \Phi \) is called a set of generators. Note that, since \( T_kR_g = R_gT_g^{-k} \), we also have that
\[
S_T(\Phi) = \overline{\text{span}} \{ R_gT_k\varphi : k \in \Lambda, g \in G, \varphi \in \Phi \}.
\]Since \( L^2(\mathbb{R}) \) is separable, if \( V \) is a \( \Gamma \)-invariant subspace of \( L^2(\mathbb{R}) \), there always exists a countable set \( \Phi \subset L^2(\mathbb{R}) \) such that \( V = S_T(\Phi) \).

**Definition 3.2.** Let \( V \) be a \( \Gamma \)-invariant subspace of \( L^2(\mathbb{R}) \). We denote by \( \mathcal{L}(V) \), the length of \( V \), the minimum number of generators of \( V \):
\[
\mathcal{L}(V) = \min \{ n : \exists \Phi = \{ \varphi_1, \ldots, \varphi_n \} : V = S_T(\Phi) \}.
\]If \( V \) does not have a finite number of generators we set \( \mathcal{L}(V) = \infty \).

Our first result is the characterization of \( \Gamma \)-invariant closed subspaces in terms of a covariance property of the range function associated to its \( \Lambda \)-invariant subspace.

**Theorem 3.3.** A closed subspace \( V \) of \( L^2(\mathbb{R}) \) is \( \Gamma \)-invariant if and only if it is \( \Lambda \)-invariant (shift-invariant by \( \Lambda \)) and its range function \( \mathcal{J}_V = \mathcal{J} \) satisfies
\[
\mathcal{J}(g^*\omega) = r_g^{-1}\mathcal{J}(\omega), \text{ a.e. } \omega \in \Omega, \forall g \in G.
\]

**Proof.** Assume first that \( V \) is \( \Lambda \)-invariant and satisfies (3.1). By Theorem 2.12,
\[
F \in \mathcal{T}(V) \iff F(\omega) \in \mathcal{J}(\omega), \text{ a.e. } \omega \in \Omega.
\]
By Remark 3.1 it is enough to show the inclusion \( \Pi(g)\mathcal{T}(V) \subset \mathcal{T}(V) \) for all \( g \in G \). To show this, let \( g \in G \) and \( F \in \mathcal{T}(V) \). By (2.6) and (3.1),
\[
\Pi(g)F(\omega) = r_g(F(g^*\omega)) \in r_g\mathcal{J}(g^*\omega) = \mathcal{J}(\omega), \text{ a.e. } \omega \in \Omega.
\]
Hence, by (3.2), \( \Pi(g)F \in \mathcal{T}(V) \) as wanted.

Assume now that \( V \) is \( \Gamma \)-invariant. By Remark 3.1 \( V \) is \( \Lambda \)-invariant and \( \Pi(g)\mathcal{T}(V) = \mathcal{T}(V) \) for all \( g \in G \). By Theorem 2.12 \( \mathcal{T}(V) = M_{\mathcal{J}} \). Observe that, for \( g \in G \), since \( r_g \) is a unitary operator of \( \ell_2(\Lambda^*) \), \( \mathcal{J}_g(\omega) := r_g(\mathcal{J}(g^*\omega)) \) is a measurable range function. Now
\[
F \in \Pi(g)\mathcal{T}(V) \iff \Pi(g^{-1})F \in \mathcal{T}(V) \iff \Pi(g^{-1})F(\omega) \in \mathcal{J}(\omega), \text{ a.e. } \omega \in \Omega.
\]
By (2.6), \( F \in \Pi(g)\mathcal{T}(V) \iff r_{g^{-1}}F((g^{-1})^*\omega) \in \mathcal{J}(\omega) \). Since, by (2.1), \((g^{-1})^*g^* = (gg^{-1})^* = e\), we deduce
\[
F \in \Pi(g)\mathcal{T}(V) \iff r_{g^{-1}}F(\omega) \in \mathcal{J}(g^*\omega) \iff F(\omega) \in \mathcal{J}_g(\omega).
\]
Thus, \( \Pi(g)\mathcal{T}(V) = M_{\mathcal{J}_g} \). Since \( \Pi(g)\mathcal{T}(V) = \mathcal{T}(V) \) we obtain \( M_{\mathcal{J}_g} = M_{\mathcal{J}} \). By [11] Lemma 3.11], \( \mathcal{J}_g(\omega) = \mathcal{J}(\omega) \) a.e. \( \omega \in \Omega \), which is (3.1). \( \square \)

We now study the structure of the pre-Gramian and Gramian operators (see equations (2.4) and (2.5)) of a set \( \Phi^0 := \{ R_g\varphi_i : i \in \{1, \ldots, n\}, g \in G \} \), containing the \( G \)-orbits of the finite family \( \Phi = \{ \varphi_i \}_{i=1}^n \subset L^2(\mathbb{R}) \).

**Definition 3.4.** We will denote by \( |G| \) the cardinality of \( G \), which can be either finite or infinite.

We will fix an ordering in the collection \( \Phi^0 \). To do this we order the finite group \( G = \{ g_1, g_2, \ldots, g_{|G|} \} \) with \( g_1 = e \), the identity element of the group, and then order the set \( I_n \times G = \{1, 2, \ldots, n\} \times G \) with the lexicographical ordering. Thus, if \((i_1, g_{j_1}), (i_2, g_{j_2}) \in I_n \times G \), we have \((i_1, g_{j_1}) < (i_2, g_{j_2}) \) if and only if \( i_1 < i_2 \) or if \( i_1 = i_2 \), then \( j_1 < j_2 \). In the following we will use the lexicographical ordering in \( I_n \times G = \{1, 2, \ldots, n\} \times G \) to simplify the notation; nevertheless, all the results hold for any other ordering.
Remark 3.5. In the rest of this section, we will always consider a finite family \( \Phi = \{ \varphi_i \}_{i=1}^n \subset L^2(\mathbb{R}) \) and a finite group \( G \). These finiteness assumptions, however, are not necessary for the results of this section. In case either the family \( \Phi \), or the group \( G \), or both, are countably infinite, the same arguments can be reproduced provided the following Bessel condition holds:

\[
\sum_{i \in \mathbb{N}} \sum_{k \in K} \sum_{g \in G} |\langle f, T_k R_g \varphi_i \rangle_{L^2(\mathbb{R})}|^2 \leq B \|f\|_{L^2(\mathbb{R})}^2 \quad \forall f \in L^2(\mathbb{R})
\]

for some \( B > 0 \). Indeed, this condition is equivalent to the requirement that the pre-Gramians that we will deal with, be bounded operators. The finiteness assumptions are left for both, the sake of clarity and the fact that they will hold naturally in the next sections.

Definition 3.6. For \( c : I_n \times G \to \mathbb{C} \), let us denote by

\[(\lambda_g c)_{j,g'} = c_{j,g^{-1}g'} \quad , \quad g, g' \in G, j \in I_n.
\]

Note that, for each \( g \in G \), we are denoting by \( \lambda_g \in M_{n|G|}(\mathbb{C}) \) the block matrix that for each \( j \in I_n \) shifts the components of the vector \( c(j, \cdot) \in \mathbb{C}^{n|G|} \) according to the group law of \( G \). That is, \( \lambda_g \) acts as the left regular representation of \( G \) on the second variable (index) of the two-indices vector \( c \), or equivalently \( \lambda \) is the direct sum of \( n \) copies of the left regular representation of \( G \).

Theorem 3.7. Let \( \Phi = \{ \varphi_i \}_{i=1}^n \subset L^2(\mathbb{R}) \) be a finite family and let \( K_{\Phi^*} \) be the pre-Gramian of \( \Phi^* := \{ R_g \varphi_i : g \in G, i \in I_n \} \). Then

\[K_{\Phi^*}(g^* \omega) = r_{g^{-1}} K_{\Phi}(\omega) \lambda_g \quad , \quad \text{a.e. } \omega \in \Omega \quad \text{(3.3)}\]

where \( r \) is given in Definition 2.7 and \( \lambda \) is given in Definition 3.6.

Conversely, consider the set of indexes \( I_n \times G := \{1, 2, \ldots, n\} \times G \) with the lexicographical order and let \( \Psi = \{ \psi_{i,g} : i \in I_n, g \in G \} \) be a collection of \( n|G| \) elements of \( L^2(\mathbb{R}) \). Suppose that for all \( g \in G \),

\[K_{\Psi^*}(g^* \omega) = r_{g^{-1}} K_{\Psi}(\omega) \lambda_g \quad , \quad \text{a.e. } \omega \in \Omega, \quad \text{(3.4)}\]

and set \( \varphi_j = \psi_{j,e}, j \in I_n \) (with \( e \) the identity in \( G \)), then \( R_g \varphi_j = \psi_{j,g} \) for all \((j, g) \in I_n \times G \).

Proof. Note first that the composition of operators in (3.3) is well defined. Indeed:

\[\lambda_g : \mathbb{C}^{n|G|} \to \mathbb{C}^{n|G|}, \quad K_{\Phi}(\omega) : \mathbb{C}^{n|G|} \to \ell_2(\Lambda^+), \quad r_{g^{-1}} : \ell_2(\Lambda^+) \to \ell_2(\Lambda^+).\]

Let then \( c : I_n \times G \to \mathbb{C} \). By Definition 2.5 and using Lemma 2.8 we get

\[K_{\Phi^*}(g^* \omega)c = \sum_{j=1}^n \sum_{g' \in G} T[R_{g'} \varphi_j](g^* \omega) c_{j,g'}
\]

\[= \sum_{j=1}^n \sum_{g' \in G} r_{g^{-1}} T[R_{g}R_{g'} \varphi_j](\omega) c_{j,g'} = \sum_{j=1}^n \sum_{g'' \in G} r_{g^{-1}} T[R_{g''} \varphi_j](\omega) c_{j,g^{-1}g''}
\]

\[= \sum_{j=1}^n \sum_{g'' \in G} r_{g^{-1}} T[R_{g''} \varphi_j](\omega) (\lambda_g c)_{j,g''} = r_{g^{-1}} K_{\Phi^*}(\omega) \lambda_g c.
\]

To prove the converse statement observe first that, by similar arguments to the ones above, we have

\[r_{g^{-1}} K_{\Psi}(\omega) \lambda_g c = \sum_{j=1}^n \sum_{g'' \in G} r_{g^{-1}} T[\psi_{j,g''}](\omega) c_{j,g^{-1}g''}
\]

\[= \sum_{j=1}^n \sum_{g' \in G} r_{g^{-1}} T[\psi_{j,g'}](\omega) c_{j,g'}
\]
and

\[ K_\psi (g^* \omega) e = \sum_{j=1}^{n} \sum_{g' \in G} \mathcal{T}[\psi_{j,g'}](g^* \omega) c_{j,g'} = \sum_{j=1}^{n} \sum_{g' \in G} r_{g'^{-1}} \mathcal{T}[R_g \psi_{j,g'}](\omega) c_{j,g'} . \]

Therefore, if (3.4) holds, then

\[ \mathcal{T}[\psi_{j,g'}](\omega) = \mathcal{T}[R_g \psi_{j,g'}](\omega) , \quad \forall j, g, g' , \ a.e. \ \omega \in \Omega. \]

Thus, since \( \mathcal{T} \) is an isomorphism (see Lemma 2.1), \( \psi_{j,g'} = R_g \psi_{j,g'} \). Choose \( \varphi_j = \psi_{j,e} \), where \( e \) is the identity element of \( G \). Then, \( R_g \varphi_j = R_g \psi_{j,e} = \psi_{j,g} \), as wanted. \( \square \)

**Corollary 3.8.** Let \( \Phi = \{ \varphi_1 \}_{i=1}^{n} \subset L^2(\mathbb{R}) \) be a finite family and let \( \mathcal{G}_{\Phi} \) be the Gramian of \( \Phi^\circ = \{ R_g \varphi_1 : (i,g) \in I_n \times G \} \), see Definition 2.6. Then

\[ \mathcal{G}_{\Phi^\circ}(g^* \omega) = \lambda_g^{-1} \mathcal{G}_{\Phi^\circ}(\omega) \lambda_g. \]  

(3.5)

**Proof.** By definition of Gramian \( \mathcal{G}_{\Phi^\circ} = K_{\Phi^\circ}^* K_{\Phi^\circ} \), and using (3.3), we have

\[ \mathcal{G}_{\Phi^\circ}(g^* \omega) = K_{\Phi^\circ}(g^* \omega) K_{\Phi^\circ}(\omega) = \lambda_g^* K_{\Phi^\circ}(\omega)^* r_{g^{-1}} (K_{\Phi^\circ}(\omega)) \lambda_g. \]

The proof is concluded by noting that, since \( r \) and \( \lambda \) are unitary homomorphisms, \( r_{g^{-1}} = r_g^{-1} = r_g^* \) \( \forall g \in G \), and the same is true for \( \lambda \). \( \square \)

Using these results we give in the next theorem an explicit construction of a Parseval frame of orbits for a finitely generated \( \Gamma \)-invariant space. Existence of Parseval frames of orbits of spaces invariant under unitary representations of discrete groups has been proved in [3] Corollary 26]. The techniques introduced in the present setting differ from the ones used in [3], due to the special nature of \( \Gamma = \Lambda \times G \) and the fact that \( \Lambda \) is an abelian lattice of \( \mathbb{R} \).

**Theorem 3.9.** Let \( \Phi = \{ \varphi_1 \}_{i=1}^{n} \subset L^2(\mathbb{R}) \) be a finite family. Then there exists a finite family with the same cardinality \( \Psi = \{ \psi_1 \}_{i=1}^{n} \subset L^2(\mathbb{R}) \) such that

1. \( S_T(\Phi) = S_T(\Psi) \)
2. \( \{ T_k R_g \psi_i : k \in \Lambda, g \in G, i \in \{1, \ldots, n\} \} \) is a Parseval frame for \( S_T(\Psi) \)

**Proof.** For a positive semidefinite Hermitian matrix \( \mathcal{G} \), let us denote by \( \mathcal{G}^+ \) its Moore-Penrose pseudoinverse. Recall that

\[ \mathcal{G}^+ \mathcal{G} = \mathcal{G} \mathcal{G}^+ = \mathbb{P}_{\textrm{Range}(\mathcal{G})}. \]

Since \( \mathcal{G}^+ \) commutes with \( \mathcal{G} \), \( (\mathcal{G}^+)^\dagger \) also commutes with \( \mathcal{G} \), and hence

\[ (\mathcal{G}^+)^\dagger \mathcal{G} (\mathcal{G}^+)^\dagger = \mathcal{G} \mathcal{G}^+ = \mathbb{P}_{\textrm{Range}(\mathcal{G})}. \]  

(3.6)

For \( \Phi^\circ = \{ R_g \varphi_1 : (i,g) \in I_n \times G \} \) define

\[ Q(\omega) := K_{\Phi^\circ}(\omega) (\mathcal{G}_{\Phi^\circ}(\omega)^+)^{\frac{1}{2}} \in \mathcal{B}(\mathbb{C}^{n[G]}, \ell_2(\Lambda^\perp)) , \]

where \( K_{\Phi^\circ} \) and \( \mathcal{G}_{\Phi^\circ} \) are the pre-Gramian and Gramian, respectively, of \( \Phi^\circ \) (see Section 2.1 for the definition). Then

\[ Q(\omega)^* Q(\omega) = (\mathcal{G}_{\Phi^\circ}(\omega)^+)^{\frac{1}{2}} K_{\Phi^\circ}(\omega)^* K_{\Phi^\circ}(\omega) (\mathcal{G}_{\Phi^\circ}(\omega)^+)^{\frac{1}{2}} \]

\[ = (\mathcal{G}_{\Phi^\circ}(\omega)^+)^{\frac{1}{2}} \mathcal{G}_{\Phi^\circ}(\omega) (\mathcal{G}_{\Phi^\circ}(\omega)^+)^{\frac{1}{2}} = \mathbb{P}_{\textrm{Range}(\mathcal{G}_{\Phi^\circ}(\omega))}. \]  

(3.7)

For \( j = 1, 2, \ldots, n[G] \), let \( q_j(\omega) = Q(\omega) \delta_j \) be the columns of the matrix \( Q(\omega) \), where \( \{ \delta_j \}_{j=1, \ldots, n[G]} \) stands for the canonical basis of \( \mathbb{C}^{n[G]} \). The vectors \( q_j(\omega) \) belong to \( \ell_2(\Lambda^\perp) \) since for \( c \in \mathbb{C}^{n[G]} \)
Write \( \Theta(\omega) = \{ q_j(\omega) \}_{j=1}^{n[G]} \). The Gram matrix of \( \Theta(\omega) \) is \( Q(\omega)^* Q(\omega) \). Therefore, by \([5,7]\) and \([12, \text{Lemma 5.5.4}]\) (see also \([4, \text{Corollary 7}]\)) we conclude that \( \Theta(\omega) \) is a Parseval frame sequence in \( \ell_2(\Lambda^\perp) \). Moreover, the columns \( \{ q_j(\omega) \}_{j=1}^{n[G]} \) of \( Q(\omega) \) belong to \( J_{\Gamma^G}(\omega) \) because they are obtained as finite linear combinations (its coefficients are elements of \( (\mathcal{G}_{\Psi^C}(\omega))^{\perp} \)) of the columns of \( K_{\Phi^C}(\omega) \), and these columns, which are \( T[R_j \varphi_1](\omega) \), belong to \( J_{\Gamma^G}(\omega) \).

Thus, by \([11, \text{Theorem 4.1}]\), \( \phi_j = T^{-1}[q_j] \) are such that \( \{ T_k \phi_j : k \in \Lambda, j = 1, \ldots, n[G] \} \) form a Parseval frame sequence of \( \mathcal{S}_T(\Phi) \). Moreover, by \([3.3, 3.5]\) and Corollary \([A.2]\) in the Appendix,

\[
Q(g^* \omega) = K_{\Phi^C}(g^* \omega)(\mathcal{G}_{\Psi^C}(g^* \omega)^{\perp})^\perp r_g^{-1} K_{\Phi^C}(\omega) \lambda_g \lambda_g^{-1}(\mathcal{G}_{\Psi^C}(\omega)^{\perp})^\perp \lambda_g = r_g^{-1} Q(\omega) \lambda_g.
\]

Therefore, \( Q \), which is the pre-Gramian of \( \{ \phi_j = T^{-1}[q_j] \}_{j=1}^{n[G]} \), satisfies \([3.2]\). By Theorem \([5,7]\) there exist \( \Psi = \{ \psi_i \}_{i=1}^n \subset L^2(\mathbb{R}) \) such that \( R_g \psi_i = \psi_{i,g} \) for all \( (i,g) \in I_n \times G \). Hence, \( \mathcal{S}_T(\Phi) = \mathcal{S}_T(\Psi) \) and \( \{ T_k R_g \psi_i : k \in \Lambda, g \in G, i = 1, \ldots, n \} = \{ T_k \phi_i : k \in \Lambda, j = 1, \ldots, n[G] \} \) form a Parseval frame of \( \mathcal{S}_T(\Phi) \). \( \square 

**Corollary 3.10.** Let \( \Phi = \{ \varphi_i \}_{i=1}^n \subset L^2(\mathbb{R}) \) be a finite family. Then there exists a finite family \( \Psi = \{ \psi_i \}_{i=1}^\ell \subset L^2(\mathbb{R}) \) with the same cardinality or less such that

1. \( \{ T_k R_g \psi_i : k \in \Lambda, g \in G \} \) is a Parseval frame of \( \mathcal{S}_T(\psi_i) \) for all \( i = 1, \ldots, \ell \)
2. \( \mathcal{S}_T(\psi_i) \perp \mathcal{S}_T(\psi_j) \) for \( i \neq j \)
3. \( \mathcal{S}_T(\Phi) = \bigoplus_{i=1}^\ell \mathcal{S}_T(\psi_i) \).

**Proof.** Let \( \psi_1 \) be the Parseval frame generator for \( \mathcal{S}_T(\varphi_1) \) constructed as in Theorem \([3.9]\). Let then

\[
\phi_j = \mathbb{P}_{\mathcal{S}_T(\varphi_1, \ldots, \varphi_j)} \mathbb{P}_{\mathcal{S}_T(\varphi_1) \perp \mathcal{S}_T(\varphi_j)^{\perp}} 2 \leq j \leq n.
\]

Let \( n_2 = \min \{ 2 \leq j \leq n : \phi_j \neq 0 \} \) and define \( \varphi_2 = \phi_{n_2} \). Let \( \psi_2 \) again be the Parseval frame generator for \( \mathcal{S}_T(\varphi_2) \) constructed as in Theorem \([3.9]\). Then

\[
\mathcal{S}_T(\varphi_1, \ldots, \varphi_{n_2}) = \mathcal{S}_T(\varphi_1) \oplus \mathcal{S}_T(\varphi_2) = \mathcal{S}_T(\psi_1) \oplus \mathcal{S}_T(\psi_2).
\]

Proceeding by induction, we get the whole family \( \{ \psi_i \}_{i=1}^\ell \). \( \square 

### 4. Borel sections and \( \Gamma \)-invariant range functions

In this section we give conditions for the existence of Borel sections for the action of \( \Lambda^\perp \rtimes G \) on \( \mathbb{R} \). When such a Borel section exists, we define a \( \Gamma \)-invariant range function that characterizes \( \Gamma \)-invariant spaces.

#### 4.1. Borel sections

If the group \( G \) is finite, the present setting acquires an additional structure, that is discussed in this section and will be used in Section \([4]\). We recall in passing that the finiteness of \( G \), for discrete semidirect products \( \Gamma = \Lambda \rtimes G \) with abelian normal component \( \Lambda \), characterizes the type-I groups (see \([13, \text{Theorem 7.8}]\)). Moreover, this assumption is satisfied by several relevant examples, most notably crystallographic groups, see Section \([2.3]\).

We first observe the following general fact involving those groups \( \mathbb{R} \) which are connected. Recall that, in this case, \( \mathbb{R} \) is isomorphic to \( \mathbb{R}^n \times C \) for some \( n \geq 0 \) and \( C \) a compact connected group (see e.g. \([20, \text{Theorem 26}]\)).
Proposition 4.1. Let $\mathbf{R}$ be a second countable LCA group, let $\Lambda$ be a uniform lattice subgroup of $\mathbf{R}$, let $G$ be a discrete and countable group of automorphisms of $\mathbf{R}$ that preserves $\Lambda$, i.e. such that $g\Lambda = \Lambda$ for all $g \in G$ and let $\Gamma = \Lambda \rtimes G$. If $\mathbf{R}$ is connected, and if the action of $G$ on $\mathbf{R}$ is faithful, then, for almost every $x \in \mathbf{R}$, we have that

$$\text{stab}_\Gamma(x) := \{(k, g) \in \Lambda \times G : gx + k = x\} = \{(0, e)\}.$$

In order to give a proof of this proposition, we will need the following generalization of a well-known result in real analysis.

Lemma 4.2. Let $\mathbf{R}$ be a second countable LCA group, and let $E \subset \mathbf{R}$ be a measurable set with $|E| > 0$. Then $E - E := \{x - y : x, y \in E\}$ contains a neighborhood of the identity.

Proof. Assume, without loss of generality, that $E$ is compact, and let $U \subset \mathbf{R}$ be an open set containing $E$ such that

$$|U| < 2|E|. \tag{4.1}$$

Recall that, since $\mathbf{R}$ is locally compact and second countable, it is completely metrizable with an invariant distance (see [30]) which we will denote by $d$. For $x \in E$, let $\delta_x > 0$ be such that, with respect to such a distance, the ball centered at $x$ with radius $\delta_x$ is contained in $U$, i.e. $B(x, \delta_x) \subset U$. Since $E$ is compact, it is possible to choose a finite set $\{x_i\}_{i=1}^N$ such that

$$E \subset \bigcup_{i=1}^N B(x_i, \frac{1}{2}\delta_{x_i}).$$

Let us denote by $\epsilon = \min\{\frac{1}{2}\delta_{x_i}\}_{i=1}^N$. Then, $E + x \subset U$ for all $x \in B(0, \epsilon)$. Indeed, if $y \in E$, then there is $i_y \in \{1, \ldots, N\}$ such that $y \in B(x_{i_y}, \frac{1}{2}\delta_{x_{i_y}})$, and

$$d(y + x, x_{i_y}) \leq d(y + x, y) + d(y, x_{i_y}) = d(x, 0) + d(y, x_{i_y}) < \epsilon + \frac{1}{2}\delta_{x_{i_y}} \leq \delta_{x_{i_y}}$$

so $y + x \in B(x_{i_y}, \delta_{x_{i_y}}) \subset U$. This implies that $|(E + x) \cap E| > 0$ because, if this was not the case, then we would have

$$2|E| = |(E + x) \cup (E)| \leq |U|$$

which contradicts (4.1). Let now $x$ be any point of $B(0, \epsilon)$, and let $z \in (E + x) \cap E$. Then there are $e_1, e_2 \in E$ satisfying $z = e_1 + x = e_2$, hence $x = e_2 - e_1 \in E - E$. \qed

Proof of Proposition 4.1. Let $E = \{x \in \mathbf{R} : \text{stab}_\Gamma(x) \neq \{(0, e)\}\}$. We will prove that $E$ is a zero measure set. If, for $(k, g) \in \Lambda \times G = \Gamma$, we denote by

$$A(k, g) = \{x \in \mathbf{R} : gx - x = k\},$$

then we can write

$$E = \left\{x \in \mathbf{R} : x = gx + k \text{ for some } (k, g) \in \Gamma, (k, g) \neq (0, e)\right\} = \bigcup_{(k, g) \in \Gamma \setminus \{(0, e)\}} A(k, g).$$

Since this is a countable union, in order to prove $|E| = 0$, it suffices to prove that $|A(k, g)| = 0$ for all $(k, g) \in \Gamma \setminus \{(0, e)\}$. Suppose, by contradiction, that $|A(k, g)| > 0$ for some $(k, g) \neq (0, e)$. Then, by Lemma 4.2, $A(k, g) - A(k, g)$ contains a neighborhood of the identity. Observe that $A(k, g) - A(k, g) \subset A(0, g)$, which is a subgroup of $\mathbf{R}$, so the connectedness hypothesis implies (see e.g. [24, Theorem 15]) that $A(0, g) = \mathbf{R}$. Since $G$ acts faithfully on $\mathbf{R}$, this is possible only for $g = e$, hence providing a contradiction. \qed
Proposition 4.1 does not cover non connected groups \( R \). An example where every point of \( R \) have nontrivial stabilizers is the following: let \( R = \frac{1}{2} \mathbb{Z} \), let \( \Lambda = \mathbb{Z} \) and let \( G \) be multiplication by \{1, -1\}. Then, for all \( x \in \frac{1}{2} \mathbb{Z} \), the equation \( x = gx + k \) for the stabilizer of \( x \), with \( g \in G \) and \( k \in \mathbb{Z} \), is satisfied by the subgroup of \( \mathbb{Z} \times G \) whose elements are \{(0, 1), (2x, -1)\}. More in general, it is easy to see that if \( G \) is nontrivial, then each \( x \in \Lambda \) has a nontrivial stabilizer, so, if \( R \) itself is discrete, then its Haar measure is the counting measure and the set of points with nontrivial stabilizers does not have zero measure.

We are now ready to establish the following fact, relating the existence of a Borel section with the finiteness of \( G \).

**Proposition 4.3.** Let \( R \) be a connected second countable LCA group, let \( \Lambda \) be a uniform lattice subgroup of \( R \), let \( G \) be a group that acts faithfully by automorphisms on \( R \), and that preserves \( \Lambda \), and let \( \Gamma = \Lambda \rtimes G \). Then, the following are equivalent.

1. \( G \) is finite.
2. there exists a measurable \( P \subset R \) of finite and positive \( R \)-Haar measure such that \( \{\gamma P\}_{\gamma \in \Gamma} \) is an a.e. partition of \( R \).

**Proof.** Let us first assume 2. Then, up to a zero measure set, we have

\[
R = \bigcup_{k \in \Lambda} \left( \bigcup_{g \in G} gP \right) + k.
\]

Thus, the set \( Q := \bigcup_{g \in G} gP \) is a Borel section of \( R/\Lambda \) of finite measure, and

\[
|P||G| = \sum_{g \in G} |gP| = |Q| < \infty.
\]

Hence, \( G \) must be finite. Conversely, let us assume 1. Then, for almost all \( x_0 \in R \), the orbit

\[
\mathcal{O}_\Gamma(x_0) = \{x \in R : x = \gamma x_0, \gamma \in \Gamma\}
\]

is closed, so the existence of a measurable set \( P \) that intersects each orbit in exactly one point is ensured by [13] Theorem 2.9. The fact that \( P \) has positive measure is then due to the discreteness of \( \Gamma \). Finally, by Proposition 4.1, we have that \( |\gamma P \cap \gamma' P| = 0 \) when \( \gamma \neq \gamma' \).

**Remark 4.4.** For the group of translations and shears, see Section 2.3 there is no Borel section \( P \), because the group \( G \) of shears is not finite. Equivalently, one can see that the orbits can have accumulation points.

If \( G \) is finite, \( \widehat{R} \) is connected, and the action of \( G \) on \( \widehat{R} \) is faithful, applying Proposition 4.1 to the semidirect product \( \Lambda^+ \rtimes G \) acting on \( \widehat{R} \), one can deduce the existence of a measurable section \( \Omega_0 \) for the orbits space \( \widehat{R}/(\Lambda^+ \rtimes G) \). In particular, for such an \( \Omega_0 \) we have that the set \( \Omega \) defined by

\[
\Omega := \bigcup_{g \in G} g^* \Omega_0
\]

is a Borel section of \( \widehat{R}/\Lambda^+ \). Moreover

\[
|g_1^* \Omega_0 \cap g_2^* \Omega_0| = 0 \quad \text{for all} \quad g_1, g_2 \in G, g_1 \neq g_2.
\]

(4.3)
4.2. $\Gamma$-invariant range functions. When a Borel section $\Omega_0$ exists, the $\Gamma$-invariant spaces can be characterized by special range functions, similarly as in the case of shift-invariant spaces.

To see this, let us define the map $\mathcal{T} : L^2(\mathbb{R}) \to L^2(\Omega_0, \ell_2(\Lambda^\perp) | G)$ by

$$\mathcal{T}[f](\omega) = \left[ \hat{f}(g^* \omega + k) \right]_{k \in \Lambda^\perp} = [T[f](g^* \omega)]_{g \in G} \quad \text{a.e. } \omega \in \Omega_0. \quad (4.4)$$

In a similar way as with the $T$ map given in Definition 2.3 one can see that $\mathcal{T}$ is an isometric isomorphism.

A direct calculation using Lemma 2.8 shows that for $u \in G$ and $s \in \Lambda^\perp$

$$\mathcal{T}[Ru](\omega)(g) = \{ \hat{f}(u^* g^* \omega + u^* k) \}_{k \in \Lambda^\perp} = ru(\mathcal{T}[f](\omega)(gu))$$

$$\mathcal{T}[Ts](\omega)(g) = e^{-2\pi i g^* \omega.s} \mathcal{T}[f](\omega)(g).$$

This justifies the following definition.

**Definition 4.5.** Let $\Omega_0 \subset \hat{\mathbb{R}}$ be a Borel section of $\hat{\mathbb{R}} / (\Lambda^\perp \rtimes G)$. A measurable $\Gamma$-invariant range function is a measurable map

$$\mathcal{K} : \Omega_0 \to \{ |G| \text{-tuples of closed subspaces of } \ell_2(\Lambda^\perp) \}$$

$$\omega \mapsto \mathcal{K}(\omega) = [\mathcal{J}_g(\omega)]_{g \in G}.$$  

such that the closed subspace $\mathcal{J}_g(\omega)$ satisfies the extra condition that for every $u \in G$

$$\mathcal{J}_g(\omega) = ru(\mathcal{J}_{gu}(\omega)) \text{ for a.e. } \omega \in \Omega_0, \text{ for all } g \in G. \quad (4.5)$$

We say that $\mathcal{K}$ is measurable if each component $\mathcal{J}_g$ is measurable. These measurable $\Gamma$-invariant range functions share most of the properties of measurable range functions of Definition 2.10. Their proofs can be obtained by a proper adaptation of the classical case [11]. The differences are due to the fact that $\Gamma$-invariant range functions come from the action of a (non-commutative) semidirect product instead of just translations by a commutative group.

Given a $\Gamma$-invariant range function $\mathcal{K}$, denote by

$$M_{\mathcal{K}} = \{ F \in L^2(\Omega_0, \ell_2(\Lambda^\perp) | G) : F(\omega)(g) \in \mathcal{J}_g(\omega) \text{ a.e. } \omega \in \Omega_0 \}.$$ 

Since $\mathcal{J}_g(\omega)$ is closed for every $g \in G$, and a.e. $\omega \in \Omega_0$, it is easy to see that $M_{\mathcal{K}}$ is closed. With this notation, we have the following lemmas, whose proofs can be obtained following the arguments of [11].

**Lemma 4.6.** Let $\mathcal{K}$ be a measurable $\Gamma$-invariant range function. Denote by $\mathbb{P}_{M_{\mathcal{K}}} \in B(L^2(\Omega_0, \ell_2(\Lambda^\perp) | G))$ the orthogonal projection onto $M_{\mathcal{K}}$ and let for each $g \in G$

$$\{ P_{\mathcal{J}_g(\omega)} \}_{\omega \in \Omega_0} \in B(\ell_2(\Lambda^\perp))$$

be the measurable field of orthogonal projections onto $\mathcal{J}_g(\omega)$. Then

$$(\mathbb{P}_{M_{\mathcal{K}}} F)(\omega) = \left[ P_{\mathcal{J}_g(\omega)} F(\omega)(g) \right]_{g \in G} \quad \forall F \in L^2(\Omega_0, \ell_2(\Lambda^\perp) | G), \quad \text{a.e. } \omega \in \Omega_0.$$

**Lemma 4.7.** Let $\mathcal{K}$, $\mathcal{K}'$ be two measurable $\Gamma$-invariant range functions. Then $M_{\mathcal{K}} = M_{\mathcal{K}'}$ if and only if $K(\omega) = K'(\omega)$ for a.e. $\omega \in \Omega_0$.

The next theorem characterizes $\Gamma$-invariant spaces in terms of $\Gamma$-invariant range functions (cf. Theorem 2.7).

**Theorem 4.8.** Let $\mathcal{V}$ be a closed subspace of $L^2(\mathbb{R})$ and $\mathcal{T}$ the map of Definition 4.4. The subspace $\mathcal{V}$ is $\Gamma$-invariant if and only if there exists a unique measurable $\Gamma$-invariant range function $\mathcal{K}_\mathcal{V} = [\mathcal{J}_g(\omega)]_{g \in G}$ such that

$$\mathcal{V} = \{ f \in L^2(\mathbb{R}) : \mathcal{T}[f](\omega)(g) \in \mathcal{J}_g(\omega), \ g \in G, \ \text{a.e. } \omega \in \Omega_0 \}. \quad (4.6)$$

Moreover, if $\mathcal{V} = S_\mathcal{T}(\Phi)$ for some countable set $\Phi$ of $L^2(\mathbb{R})$, the measurable $\Gamma$-invariant range function associated to $S_\mathcal{T}(\Phi)$ satisfies for each $u \in G$ that

$$\mathcal{J}_g(\omega) = \mathcal{S}_\mathcal{T}(\mathcal{R}_g \varphi)(\omega)(u) : \varphi \in \Phi, \ g \in G, \ \text{a.e. } \omega \in \Omega_0.$$
Proof. Assume first that $V$ is $\Gamma$-invariant. We want to prove the existence of a measurable $\Gamma$-invariant range function $K$ associated to $V$. Let $\Phi \subset L^2(\mathbb{R})$ be a countable set such that $V = S_\Phi(\Phi)$.

Define $K(\omega) = \{\Omega(\omega)\}_{\omega \in \Gamma}$ with

$$J_u(\omega) = \Sigma_{\varphi \in \Phi, g \in G} (\Sigma[R_g \varphi](\omega) : \varphi \in \Phi, g \in G), \text{ a.e. } \omega \in \Omega_0.$$ (4.7)

It is straightforward to see that $K$ is a $\Gamma$-invariant range function.

Further it is clear that equation (4.4) is true if and only if $\Xi(V) = M_K$. Set now $M := \Xi(V)$. We will show that $M = M_K$.

To see that $M \subset M_K$, let $F \in M$ and for each $n \in \mathbb{N}$ choose $f_n \in \text{span}\{R_g \varphi : \varphi \in \Phi, g \in G\} \subset V$ such that $F_n := \Xi(f_n) \rightarrow F$ in $M$. So, $F_n(\omega)$ converges to $F(\omega)$ a.e. $\omega \in \Omega_0$, for some subsequence $\{F_n\}_k$. Since $F_n(\omega) \in K(\omega)$ for all $k$ and for a.e. $\omega \in \Omega_0$ the fact that $K(\omega)$ is closed implies that $F(\omega) \in K(\omega)$ for a.e. $\omega \in \Omega_0$.

To see that $M$ cannot be a proper subspace of $M_K$, assume that $F \in M_K$, and $F \perp M$. Then, for all $\phi \in M$ and all $k \in \Lambda$, denoting by $f = \Xi^{-1}[F]$, and by $\varphi = \xi^{-1}[\phi]$, we have that $\Xi[T_k \varphi] \in M$. Since $\Xi[T_k \varphi](\omega)(g) = e^{2\pi i g^* \omega.k} \Xi[\varphi](\omega)(g)$ we have

$$0 = \langle F, \Xi[T_k \varphi] \rangle = \int_{\Omega_0} \langle F(\omega), \Xi[T_k \varphi](\omega) \rangle_{\ell_2(\Lambda^+)} d\omega$$

$$\text{where } F(\omega) = \sum_{\varphi \in \Phi} \sum_{g \in G} e^{-2\pi i g^* \omega.k} \sum_{\ell \in \Lambda^+} \widetilde{f}(g^* \omega + \ell) \varphi(g^* \omega + \ell) d\omega$$

$$= \int_{\Omega} e^{-2\pi i \omega.k} \sum_{\ell \in \Lambda^+} \widetilde{f}(\omega + \ell) \varphi(\omega + \ell) d\omega$$

$$= \int_{\Omega} e^{-2\pi i \omega.2} \langle T[f](\omega), T[\varphi](\omega) \rangle_{\ell_2(\Lambda^+)} d\omega.$$ Using that the last integral is a Fourier coefficient with respect to the character $e^{-2\pi i \omega.2}$, we have that $\langle T[f](\omega), T[\varphi](\omega) \rangle_{\ell_2(\Lambda^+)} = 0$ for a.e. $\omega \in \Omega$. Thus, by definition of $\Xi$, we have

$$\langle F(\omega), \varphi(\omega) \rangle_{\ell_2(\Lambda^+)} = \sum_{g \in G} \langle T[f](g^* \omega), T[\varphi](g^* \omega) \rangle_{\ell_2(\Lambda^+)} = 0 \text{ a.e. } \omega \in \Omega_0.$$

Since $\Xi[R_g \varphi] \subset M$ for all $g \in G$ and all $\varphi \in \Phi$, we then have

$$\langle F(\omega), \Xi[R_g \varphi](\omega) \rangle_{\ell_2(\Lambda^+)} = 0.$$

By (4.7), $F(\omega) \in K(\omega)^\perp$ for a.e. $\omega \in \Omega_0$. Since $F(\omega) \in K(\omega)$, we conclude that $F = 0$.

Regarding the measurability of $K$, it is enough to note that for $g = e$, $J_e(\omega)$ is the restriction of the range function $T$ for the shift invariant space $V = S(R_g \varphi : g \in G, \varphi \in \Phi)$ to the measurable subset $\Omega_0$ and hence measurable. For any other $g \in G$, $J_g(\omega) = r_g J_e(\omega)$ and therefore also measurable.

So, we proved that for each $\Gamma$-invariant subspace $V \subset L^2(\Omega_0, \ell_2(\Lambda^+)^{|G|})$ there exists a measurable $\Gamma$-invariant range function, say $K_V$, that satisfies (4.6). This function is unique due to Lemma 4.7.

Conversely, assume that $K$ is a measurable $\Gamma$-invariant range function. Define $V$ by (4.6). Then, $V$ is $\Gamma$-invariant, for if $f \in V$, $\Xi[f](\omega)(g) \in J_g(\omega)$ a.e. $\omega$ and, $\Xi[R_u f](\omega)(g) = r_u \Xi[f](\omega)(gu) \in r_u J_g(\omega) = J_g(\omega)$ by the $\Gamma$-invariance of $K$. \qed
5. Approximation

In this section we study the approximation problem mentioned in the introduction. The idea is to find a low dimensional model (a subspace), among a certain class of subspaces, that best fits a given dataset. The subspace will be optimal for the data in the sense that it minimises a proposed functional. This problem has been studied in the case the class of subspaces are shift invariant spaces \([1, 10]\). The importance of our approach is that our class includes subspaces that are invariant by rigid movements in \(\mathbb{R}^d\). This is very important in applications since we are able to include rotations and symmetries.

Throughout this section, we will always assume that \(G\) is finite, and that a Borel section of \(\mathbb{R}/(\Lambda^\perp \rtimes G)\) exists. Recall that, by Proposition 4.3, such a section always exists whenever \(G\) acts faithfully on \(\mathbb{R}\) and \(\mathbb{R}\) is connected.

The next theorem is the main result of this section, and it shows that for any given dataset, and a positive number \(\kappa\), there always exists an optimal \(\Gamma\)-invariant subspace of length at most \(\kappa\). We also obtain the exact error of approximation and a formula for a Parseval set of generators.

Let \(\mathcal{F} = \{f_1, \ldots, f_m\} \subset L^2(\mathbb{R})\) and let \(\mathcal{V} \subset L^2(\mathbb{R})\) be a closed subspace. Define the functional

\[
\mathcal{E}[\mathcal{V}; \mathcal{F}] = \sum_{i=1}^{m} \|f_i - \mathbb{P}_{\mathcal{V}}f_i\|_{L^2(\mathbb{R})}^2.
\]

(5.1)

Note that the value of the functional \(\mathcal{E}\) in \(\mathcal{V}\) and \(\mathcal{F}\) is the sum of the squares of the distances between each element of \(\mathcal{F}\) and the closed subspace \(\mathcal{V}\), which will be chosen in the class of \(\Gamma\)-invariant subspaces \(S_\Gamma(\Phi)\) introduced in Section 3.

Before stating the main theorem concerning the minimization of (5.1), we need the following properties of eigenvalues and eigenvectors of the Gramian of the data.

Lemma 5.1. Let \(\mathcal{F}^\mathcal{G}\) be the family \(\{R(g)f_i : (i, g) \in I_m \times G\} \subset L^2(\mathbb{R})\) ordered with the lexicographical ordering of \(I_m \times G := \{1, 2, \ldots, m\} \times G\), and let \(\mathcal{G} := \mathcal{G}_{\mathcal{F}^\mathcal{G}}\) be its Gramian as in Definition 2.6

1. For \(\omega \in \Omega\), let \(\{\sigma_{i,g}(\omega)^2 : (i, g) \in I_m \times G\}\) be the eigenvalues of \(\mathcal{G}(\omega)\) ordered decreasingly with the lexicographical ordering of \(I_m \times G\), counted with their multiplicity. Then they are \(G\)-invariant, in the sense that

\[
\sigma_{i,g}(g_0^\mathcal{G} \omega) = \sigma_{i,g}(\omega) \quad \forall (i, g) \in I_m \times G, \forall g_0 \in G, \text{a.e. } \omega \in \Omega.
\]

(5.2)

2. For \(\omega \in \Omega_0\), let \(\{V^{i,g}(\omega) : (i, g) \in I_m \times G\} \subset \mathbb{C}^{m|G|}\) be the corresponding orthonormal eigenvectors of \(\mathcal{G}(\omega)\), and denote the components of the \((i, g)\)-th eigenvector by \(\{V^{i,g}_{j,q}(\omega) : (j, q) \in I_m \times G\} \subset \mathbb{C}\). Then, it is possible to obtain a family of orthonormal eigenvectors of \(\mathcal{G}(\omega)\) at a.e. \(\omega \in \Omega\) whose components satisfy

\[
V^{i,g}_{j,q}(g_0^\mathcal{G} \omega) = V^{i,g}_{j,q}(\omega) \quad \forall g_0 \in G, \text{a.e. } \omega \in \Omega.
\]

(5.3)

Proof. To prove 1. observe that, by Corollary 5.5, the Gramian \(\mathcal{G}\) of \(\mathcal{F}^\mathcal{G}\) satisfies (5.5), so the spectrum of \(\mathcal{G}(g^*\omega)\) coincides with that of \(\mathcal{G}(\omega)\) at a.e. \(\omega \in \Omega\), for all \(g \in G\), because \(\lambda_g\) is unitary. Then, (5.2) holds due to the decreasing ordering imposed at a.e. \(\omega \in \Omega\). To prove 2. for a.e. \(\omega \in \Omega\) let \(\omega_0 \in \Omega_0\) and \(g_0 \in G\) be the unique elements such that \(\omega = g_0^\mathcal{G} \omega_0\), and for \((i, g) \in I_m \times G\) let \(z \in \mathbb{C}^{m|G|}\) satisfy

\[
\mathcal{G}(\omega)z = \sigma_{i,g}(\omega)z.
\]

Using (5.5) and (5.2) we deduce

\[
\mathcal{G}(\omega_0)\lambda_{g_0} z = \sigma_{i,g}(\omega_0)\lambda_g z,
\]
so we can take $V^{i,g}$ at $\omega$ in such a way that
\[ \lambda_0 V^{i,g}(\omega) = V^{i,g}(\omega_0). \] (5.4)

Thus, by definition of $\lambda$
\[ V^{i,g}(\omega_0) = (\lambda_{g_0}^{-1} V^{i,g}(\omega_0))_{j,q} = V^{i,g}(\omega_0) \text{ a.e. } \omega_0 \in \Omega_0. \]

The validity of this identity for a.e. $\omega \in \Omega$ follows from this, using (5.4) and the definition of $\lambda$. \qed

**Theorem 5.2.** Let $\mathcal{F} = \{f_1, \ldots, f_m\}$ be a set of functional data in $L^2(\mathbb{R})$. Using the same notations as in Lemma 5.1, the following holds:

1. For all $\kappa \in \{1, \ldots, m\}$ there exists a $\Gamma$-invariant space $W \subset L^2(\mathbb{R})$ generated by $\Gamma$-orbits of a family $\{\psi_i\}_{i=1}^m \subset L^2(\mathbb{R})$ such that
   \[ \mathcal{E}[W; \mathcal{F}] = \min \{ \mathcal{E}[V; \mathcal{F}] : \mathcal{V} \subset L^2(\mathbb{R}), \Gamma\text{-invariant and } \mathcal{L}(\mathcal{V}) \leq \kappa \} \]
   and the system $\{T_k R_g \psi_i : k \in \Lambda, g \in G, i \in \{1, \ldots, \kappa\}\}$ is a Parseval frame of $W$.

2. The approximation error for the minimizing space $W$ is given by
   \[ \mathcal{E}[W; \mathcal{F}] = \sum_{i=\kappa+1}^m \sum_{g \in G} \int_{\Omega_0} \sigma_{i,g}(\omega)^2 d\omega. \]

3. A family $\{\psi_i\}_{i=1}^m \subset L^2(\mathbb{R})$ that generates a minimizer $W$ is given by
   \[ T[\psi][\omega] = \sum_{(j,g') \in \Omega_m} C_{i,j}[\omega] T[R_g f_j][\omega] \] (5.5)
   where
   \[ C_{i,j}[\omega] = \sum_{g \in G} \theta_{i,g}(\omega) V_{j,g'}^{i,g}(\omega) \chi_g \chi_{\Omega_0}(\omega), \quad i = 1, \ldots, \kappa \] (5.6)
   and $\theta_{i,g}(\omega) = (\sigma_{i,g}(\omega))^{-1}$ if $\sigma_{i,g}(\omega) \neq 0$ and 0 otherwise. All identities hold for a.e. $\omega \in \Omega$.

The proof of Theorem 5.2 relies on the minimization of a family of related functionals, which read as follows.

**Definition 5.3.** Let $\mathcal{V} \subset L^2(\mathbb{R})$ be a $\Lambda$-invariant subspace, $\mathcal{F} = \{f_1, \ldots, f_m\} \subset L^2(\mathbb{R})$ and $\omega \in \mathbb{R}$. We define
\[ \mathcal{D}(\mathcal{V}; \mathcal{F})(\omega) = \sum_{i=1}^m \sum_{g \in G} \|T[R_g f_i](\omega) - \mathcal{P}_{\mathcal{F}(\omega)} T[R_g f_i](\omega)\|^2_{L^2(\mathbb{R})}. \]

For $\omega \in \mathbb{R}$, we say that a $\Gamma$-invariant subspace $W \subset L^2(\mathbb{R})$ is a minimizer of length at most $\kappa$ of $\mathcal{D}(\mathcal{V}; \mathcal{F})(\omega)$ if $\mathcal{L}(W) \leq \kappa$, and
\[ \mathcal{D}(W; \mathcal{F})(\omega) \leq \mathcal{D}(\mathcal{V}; \mathcal{F})(\omega) \quad \forall \mathcal{V} \text{ } \Gamma\text{-invariant : } \mathcal{L}(\mathcal{V}) \leq \kappa. \]

We have the following result relating $\mathcal{E}[\mathcal{V}; \mathcal{F}]$ and $\mathcal{D}(\mathcal{V}; \mathcal{F})$.

**Proposition 5.4.** Let $\mathcal{V} \subset L^2(\mathbb{R})$ be $\Gamma$-invariant subspace. Then it holds,
\[ \mathcal{E}[\mathcal{V}; \mathcal{F}] = \int_{\Omega_0} \mathcal{D}(\mathcal{V}; \mathcal{F})(\omega) d\omega. \] (5.7)

Moreover, if $W \subset L^2(\mathbb{R})$ is a minimizer of length at most $\kappa$ of $\mathcal{D}(\mathcal{V}; \mathcal{F})(\omega)$ for almost all $\omega \in \Omega_0$, then $W$ is also a minimizer of $\mathcal{E}[\mathcal{V}; \mathcal{F}]$ over all $V$ with $\mathcal{L}(V) \leq \kappa$. 
Proof. To prove (5.7), use that $\mathcal{T}$ is an isometry from $L^2(\mathbb{R})$ onto $L^2(\Omega, \ell_2(\Lambda^+))$ (see Lemma 2.3) to write

$$\mathcal{E}[V; F] = \sum_{i=1}^m \|\mathcal{T}[f_i] - \mathcal{T}[P_V f_i]\|_{L^2(\Omega, \ell_2(\Lambda^+))}^2.$$

Furthermore it is easy to see that $\mathcal{T}P_V = P_{TV} \mathcal{T}$, so we have

$$\mathcal{E}[V; F] = \sum_{i=1}^m \|\mathcal{T}[f_i] - P_{TV} \mathcal{T}[f_i]\|_{L^2(\Omega, \ell_2(\Lambda^+))}^2.$$

Since $V$ is $\Gamma$-invariant, hence in particular it is $\Lambda$-invariant, by Theorem 2.12 we have $TV = M_{\lambda V}$. Hence,

$$\mathcal{E}[V; F] = \sum_{i=1}^m \|\mathcal{T}[f_i] - P_{M_{\lambda V}} \mathcal{T}[f_i]\|_{L^2(\Omega, \ell_2(\Lambda^+))}^2.$$

By definition of the norm in $L^2(\Omega, \ell_2(\Lambda^+))$, and using Lemma 2.11 we can write

$$\mathcal{E}[V; F] = \sum_{i=1}^m \int_\Omega \|\mathcal{T}[f_i](\omega) - (P_{M_{\lambda V}} \mathcal{T}[f_i])(\omega)\|_{L^2(\Lambda^+)}^2 d\omega$$

$$= \sum_{i=1}^m \int_\Omega \|\mathcal{T}[f_i](\omega) - P_{\lambda V} \mathcal{T}[f_i](\omega)\|_{L^2(\Lambda^+)}^2 d\omega$$

$$= \sum_{i=1}^m \sum_{g \in G} \int_{g \Omega_0} \|\mathcal{T}[f_i](\omega) - P_{\lambda V} \mathcal{T}[f_i](\omega)\|_{L^2(\Lambda^+)}^2 d\omega.$$

An obvious change of variables gives

$$\mathcal{E}[V; F] = \sum_{i=1}^m \sum_{g \in G} \int_{\Omega_0} \|\mathcal{T}[f_i](g^* \omega) - P_{\lambda V} \mathcal{T}[f_i](g^* \omega)\|_{L^2(\Lambda^+)}^2 d\omega$$

$$= \sum_{i=1}^m \sum_{g \in G} \int_{\Omega_0} \|\mathcal{T}[f_i](g^* \omega) - P_{\lambda V} \mathcal{T}[f_i](g^* \omega)\|_{L^2(\Lambda^+)}^2 d\omega.$$

By Lemma 2.3 and Theorem 2.3

$$\mathcal{E}[V; F] = \int_{\Omega_0} \sum_{i=1}^m \sum_{g \in G} \|r_g^{-1} \mathcal{T}[R_g f_i](\omega) - P_{r_g^{-1} \lambda V} \mathcal{T}[R_g f_i](\omega)\|_{L^2(\Lambda^+)}^2 d\omega.$$

Now, using that $r_g$ is an isometry, which implies $P_{r_g^{-1} \lambda V} = r_g^{-1} P_{\lambda V} r_g$, we can conclude

$$\mathcal{E}[V; F] = \int_{\Omega_0} \sum_{i=1}^m \sum_{g \in G} \|r_g^{-1} \mathcal{T}[R_g f_i](\omega) - r_g^{-1} P_{\lambda V} \mathcal{T}[R_g f_i](\omega)\|_{L^2(\Lambda^+)}^2 d\omega$$

$$= \int_{\Omega_0} \mathcal{D}(V; F)(\omega) d\omega.$$

This proves (5.7).

To conclude the proof of the proposition, suppose that $\mathcal{W}$ is a minimizer of $\mathcal{D}(V; F)(\omega)$ of length at most $\kappa$ for almost all $\omega \in \Omega_0$. Then, for any $V \subset L^2(\mathbb{R})$ with $L(V) \leq \kappa$, we have

$$\mathcal{E}[W; F] = \int_{\Omega_0} \mathcal{D}(W; F)(\omega) d\omega \leq \int_{\Omega_0} \mathcal{D}(V; F)(\omega) d\omega = \mathcal{E}[V; F].$$
Proof of Theorem 5.2. The proof relies on similar arguments to the ones provided in [1].

Let us first prove 1. Let $\omega \in \Omega$, $I_m = \{1, \ldots, m\}$, and $F(\omega)$ be the pre-Gramian of the system $\mathcal{F}^{\omega}$, evaluated in $\omega$, that is,

$$F(\omega) c = \sum_{(i,g) \in I_m \times G} c_{i,g} a_{i,g}(\omega), \quad c \in \mathbb{C}^{m|G|}$$

where

$$a_{i,g}(\omega) = \mathcal{T}[R_g f_i](\omega) \in \ell_2(\Lambda^+), \quad i \in I_m, \ g \in G.$$

For each $\omega \in \Omega_0$, consider $\mathcal{G}(\omega) = F(\omega)^* F(\omega)$ the Gramian of $\mathcal{F}^{\omega}$ at $\omega$, and let $\{\sigma_{i,g}(\omega)^2, (i,g) \in I_m \times G\}$ be its eigenvalues, ordered decreasingly with the lexicographical ordering of $I_m \times G$. Then $\mathcal{G}(\omega) = V(\omega) \Sigma(\omega)^2 V(\omega)^*$ where $V(\omega)$ is the square matrix of order $m|G|$ whose columns are the orthonormal eigenvectors $\{V^{\omega}_{\iota,g}(\omega) : (i,g) \in I_m \times G\} \subset \mathbb{C}^{m|G|}$ of $\mathcal{G}(\omega)$, and $\Sigma(\omega) = \text{diag}(\sigma_{i,g}(\omega))$. Define

$$U(\omega) = \tilde{F}(\omega) V(\omega) \Sigma(\omega)^+,$$

where $\Sigma(\omega)^+ = \text{diag}(\theta_{i,g}(\omega))$, and $\theta_{i,g}(\omega) = (\sigma_{i,g}(\omega))^{-1}$ when $\sigma_{i,g}(\omega) \neq 0$, and 0 otherwise. Then

$$U(\omega)^* U(\omega) = \Sigma(\omega)^+ V(\omega)^* \tilde{F}(\omega)^* \tilde{F}(\omega) V(\omega) \Sigma(\omega)^+ = \Sigma(\omega)^+ \Sigma(\omega)^2 \Sigma(\omega)^+ \quad (5.8)$$

is a diagonal matrix with 1 on the first $r$ entries, and 0 on the other ones, where $r = \text{rank}(F(\omega))$.

Let $u_{i,g}(\omega)$ be the $(i,g)$-th column of $U(\omega)$, and for $\kappa \in I_m$ and $\omega \in \Omega_0$ denote by $\tilde{U}(\omega)$ the matrix whose columns are given by the family $\{u_{i,g}(\omega) : i = 1, \ldots, \kappa, g \in G\} \subset \ell_2(\Lambda^+)$. By [1,2] and [4,3], we can extend $\tilde{U}$ to the whole $\Omega$ by defining

$$H(g^* \omega) = r_{g^{-1}} \tilde{U}(\omega) \lambda_g, \quad \omega \in \Omega_0, \ g \in G. \quad (5.9)$$

Let $\{h_{i,g}(\omega) : (i,g) \in I_\kappa \times G\}$ be the columns of $H(\omega)$. Denoting by $\{\delta_{i,g} : (i,g) \in I_\kappa \times G\} \subset \mathbb{C}^{\kappa|G|}$ the canonical basis of $\mathbb{C}^{\kappa|G|}$, we have

$$h_{i,g}(g^* \omega) = H(g^* \omega) \delta_{i,g} = r_{g^{-1}} \tilde{U}(\omega) \lambda_g \delta_{i,g} = r_{g^{-1}} u_{i,g}(\omega)$$

for $\omega \in \Omega_0$. Since, for a.e. $\omega \in \Omega$, there exists a unique $g \in G$ and a unique $\omega_0 \in \Omega_0$ such that $\omega = g^* \omega_0$, we have

$$h_{i,g}(\omega) = h_{i,g}(g^* \omega_0) = r_{g^{-1}} u_{i,g}(g^{-1} \omega_0).$$

Therefore we can then write, for any $\omega \in \Omega$

$$h_{i,g}(\omega) = \sum_{g \in G} r_{g^{-1}} u_{i,g}(g^{-1} \omega_0) \chi_{g^{-1} \Omega_0}(\omega). \quad (5.10)$$

Using (5.3), we can see that $h_{i,g} \in L^2(\Omega, \ell_2(\Lambda^+))$ for all $(i,g) \in I_\kappa \times G$, because

$$\int_\Omega \|h_{i,g}(\omega)\|_{L^2(\Lambda^+)}^2 d\omega = \sum_{g \in G} \int_{g^{-1} \Omega_0} \|r_{g^{-1}} u_{i,g}(g^{-1} \omega_0)\|_{L^2(\Lambda^+)}^2 d\omega$$

$$= \sum_{g \in G} \int_{g^{-1} \Omega_0} \|u_{i,g}(\omega)\|_{L^2(\Lambda^+)}^2 d\omega = \sum_{g \in G} \int_{\Omega_0} \|U(\omega) \delta_{i,g}\|_{L^2(\Lambda^+)}^2 d\omega$$

$$= \sum_{g \in G} \int_{\Omega_0} \langle U(\omega)^* U(\omega) \delta_{i,g}, \delta_{i,g} \rangle_{L^2(\Lambda^+)} d\omega \leq |G||\Omega_0| = |\Omega|.$$

Thus, $H$ is the pre-Gramian of the family $\{\psi_{i,g} : (i,g) \in I_\kappa \times G\} \subset L^2(\mathbb{R})$ defined by

$$\psi_{i,g} := \mathcal{T}^{-1}[h_{i,g}]. \quad (5.11)$$
Moreover, for a.e. \( \omega \in \Omega \), let \( g_0 \in G \) and \( \omega_0 \in \Omega_0 \) be the unique elements satisfying \( \omega = g_0^* \omega_0 \). Then, for all \( g \in G \), by (5.9) we have
\[
H(g^* \omega) = H((gg_0)^* \omega_0) = r_{(gg_0)^{-1}} \tilde{U}(\omega_0) \lambda_{(gg_0)^{-1}} r_{g_0^{-1}} \tilde{U}(\omega) \lambda_g \lambda_g = r_{g^{-1}} H(g_0^* \omega_0) \lambda_g = r_{g^{-1}} H(\omega) \lambda_g.
\]
By the second part of Theorem 3.7, this implies that for all \((i, g) \in I_\kappa \times G\) we have
\[
\psi_{I, g} = R_g \psi_{I,e}.
\] (5.12)

We now show that the family \( \{ \psi_i = \psi_{i,e} \}_{i=1}^\kappa \) generates, under the action of \( \Gamma \), a minimizing subspace. Let
\[
W = \text{span}\{T_k R_g \psi_i : i \in I_\kappa, k \in \Lambda, g \in G\} \subset L^2(\mathbb{R}).
\]
Clearly \( W \) is \( \Gamma \)-invariant, and \( L(W) \leq \kappa \). By Theorem 3.3 and using (5.11) and (5.12), the range function of \( W \) (as a \( \Lambda \)-invariant space) is
\[
\mathcal{J}_W(\omega) = \text{span}\{T[R_g \psi_i](\omega) : (i, g) \in I_\kappa \times G\} = \text{span}\{h_{i,g}(\omega) : (i, g) \in I_\kappa \times G\}
\]
for a.e. \( \omega \in \Omega \). In particular,
\[
\mathcal{J}_W(\omega) = \text{span}\{u_{i,g}(\omega) : (i, g) \in I_\kappa \times G\} \quad \text{a.e.} \quad \omega \in \Omega_0.
\]

Now, for a.e. \( \omega \in \Omega_0 \), by applying the Schmidt-Eckart-Young theorem [28, 16] to the data \( \{a_{i,g}(\omega), (i, g) \in I_\kappa \times G\} \) (see also [19, Chapt. VI.1, Theorem 1.5] and [1, Theorem 4.1]), we get that the subspace \( \mathcal{J}_W(\omega) \subset l_2(\Lambda^+) \) is a minimizer of length at most \( \kappa \) of \( D(V; \mathcal{F})(\omega) \) in the sense of Definition 5.3. Thus, by Proposition 5.4 we have that \( W \) is a minimizer for \( D[V; \mathcal{F}] \) over all \( \Gamma \)-invariant subspaces \( V \subset L^2(\mathbb{R}) \) with \( L(V) \leq \kappa \).

It remains to show that \( \{T_k R_g \psi_i : i \in I_\kappa, k \in \Lambda, g \in G\} \) is a Parseval frame of \( W \). By [5, 8] together with [12, Lemma 5.5.4] (see also [4, Corollary 7]), the system \( \{u_{i,g}(\omega) : (i, g) \in I_\kappa \times G\} \) is a Parseval frame of \( \mathcal{J}_W(\omega) \) for a.e. \( \omega \in \Omega_0 \). We now prove that \( \{h_{i,g}(\omega) : (i, g) \in I_\kappa \times G\} \) is a Parseval frame of \( \mathcal{J}_W(\omega) \) for a.e. \( \omega \in \Omega \). Let \( \omega_0 \in \Omega_0 \) and \( g_0 \in G \) be the unique elements satisfying \( \omega = g_0^* \omega_0 \), and let \( c \in \mathcal{J}_W(\omega) \). Using (5.10)
\[
\sum_{i=1}^\kappa \sum_{g \in G} |(h_{i,g}(\omega), c)_{L_2(\Lambda^+)}|^2 = \sum_{i=1}^\kappa \sum_{g \in G} |(r_{g_0^{-1}} u_{i,g_0 g}(\omega_0), c)_{L_2(\Lambda^+)}|^2 = \sum_{i=1}^\kappa \sum_{g \in G} |(u_{i,g_0 g}(\omega_0), r_{g_0} c)_{L_2(\Lambda^+)}|^2.
\]
By Theorem 5.3 since \( c \in \mathcal{J}_W(\omega) = \mathcal{J}_W(g_0^* \omega_0) \), then \( r_{g_0} c \in \mathcal{J}_W(\omega_0) \). Since \( \{u_{i,g}(\omega_0) : (i, g) \in I_\kappa \times G\} \) is a Parseval frame of \( \mathcal{J}_W(\omega_0) \)
\[
\sum_{i=1}^\kappa \sum_{g \in G} |(h_{i,g}(\omega), c)_{L_2(\Lambda^+)}|^2 = \|r_{g_0} c\|^2_{L_2(\Lambda^+)} = \|c\|^2_{L_2(\Lambda^+)}.
\]
By [11, Theorem 4.1], we then have that \( \{T_k R_g \psi_i : i \in I_\kappa, k \in \Lambda, g \in G\} \) is a Parseval frame of \( W \) as wanted. This concludes the proof of 1.

To prove the formula for the approximation error given in 2, recall that, by the Schmidt-Eckart-Young theorem for the data \( \{a_{i,g}(\omega), (i, g) \in I_m \times G\} \), with \( \omega \in \Omega_0 \) (see [1, Theorem 4.1] for a version adapted to our situation)
\[
D(V; \mathcal{F})(\omega) = \sum_{i=\kappa+1}^m \sum_{g \in G} \sigma_{i,g}(\omega)^2.
\]
Thus, 2. is a consequence of (5.7) in Proposition 5.3.
To prove 3., we need to compute $T[\psi_i] = h_{i,e}$ explicitly. From the definition of $U(\omega)$, that is $U(\omega) = F(\omega)V(\omega)\Sigma^\omega(\omega)$, a direct computation shows that the $(i,g)$-th column of $U(\omega)$ is

$$u_{i,g}(\omega) = \theta_{i,g}(\omega) \sum_{(j,q) \in I_m \times G} V_{j,q}^i(\omega) a_{j,q}(\omega) \in \ell_2(\Lambda^\perp) \quad \text{a.e. } \omega \in \Omega_0. \quad (5.13)$$

Using now (5.10) we obtain

$$h_{i,e}(\omega) = \sum_{g \in G} r^{-1}_{g-1} u_{i,g}((g^{-1})^* \omega) \chi_{g^*\Omega_0}(\omega)$$

$$= \sum_{g \in G} r^{-1}_{g-1} \theta_{i,g}((g^{-1})^* \omega) \sum_{(j,q) \in I_m \times G} V_{j,q}^i((g^{-1})^* \omega) a_{j,q}((g^{-1})^* \omega) \chi_{g^*\Omega_0}(\omega)$$

$$= \sum_{g \in G} \theta_{i,g}(\omega) \sum_{(j,q) \in I_m \times G} V_{j,q}^i((g^{-1})^* \omega) r_{g^{-1}} a_{j,q}((g^{-1})^* \omega) \chi_{g^*\Omega_0}(\omega)$$

where the last identity is due to (5.2) and (5.3).

By Lemma 2.8 and the definition of $a_{i,g}$

$$r_{g^{-1}} a_{j,q}((g^{-1})^* \omega) = r_{g^{-1}} T[R_q f_j)((g^{-1})^* \omega) = T[R_{g^{-1}} q f_j](\omega).$$

Therefore

$$h_{i,e}(\omega) = \sum_{g \in G} \sum_{j=1}^m \theta_{i,g}(\omega) V_{j,q}^i((g^{-1})^* \omega) a_{j,g^{-1} q}(\omega) \chi_{g^*\Omega_0}(\omega)$$

$$= \sum_{j,g} \sum_{q \in G} a_{j,g}(\omega) \sum_{g \in G} \theta_{i,g}'(\omega) V_{j,q}^i((g^{-1})^* \omega) \chi_{g^*\Omega_0}(\omega).$$

In terms of the coefficients (5.6) we obtain

$$T[\psi_i](\omega) = \sum_{(j,q) \in I_m \times G} C_{j,q}^{i,g}(\omega) T[R_q f_j](\omega)$$

which is (5.5). This concludes the proof. \[\square\]

**Remark 5.5.** Note that, by (5.5) and Theorem 2.12, we have that each $\psi_i$ belongs to $S_T(\mathcal{F})$, so in particular $W \subset S_T(\mathcal{F})$.

**Appendix A.**

**Lemma A.1.** Let $A \in M_n(\mathbb{C})$ be a Hermitian matrix, let $U \in M_n(\mathbb{C})$ be a unitary matrix, and let $B = U^{-1}AU$. Then:

- The spectrum $\Sigma \subset \mathbb{R}$ of $A$ coincides with the spectrum of $B$.
- If $V^A_\lambda, V^B_\lambda$ are the eigenspaces of $A$ and $B$ for the eigenvalue $\lambda$, and $P^A_\lambda, P^B_\lambda$ are the orthogonal projections onto them, we have $P^B_\lambda = U^{-1} P^A_\lambda U$.

In particular, for any spectral function $f(B) = \sum_{\lambda \in \Sigma} f(\lambda) P^B_\lambda$ we have

$$f(B) = U^{-1} f(A) U.$$

**Proof.** Let $\sigma(A)$ be the spectrum of $A$. If $\lambda \in \sigma(A)$, there exists $v_\lambda \in V^A_\lambda$, non zero, such that $Av_\lambda = \lambda v_\lambda$. Then

$$Bu^{-1} v_\lambda = U^{-1} AU^{-1} v_\lambda = \lambda U^{-1} v_\lambda.$$

Therefore, $\lambda \in \sigma(B)$, where $\sigma(B)$ denotes de spectrum of $B$, and $U^{-1} v_\lambda \in V^B_\lambda$. Since $A = UBU^{-1}$ the reverse inclusion also holds. Moreover, since $U^{-1} (V^A_\lambda) = V^B_\lambda$ and $U$ is unitary, the eigenspaces of $A$ and $B$ associated to the same eigenvalue have
the same dimension. If \( \{ w_j \}_{j=1}^{m_A} \) is an orthonormal basis of \( V^A \) of eigenvectors of \( A \), then \( \{ U^{-1}w_j \}_{j=1}^{m_A} \) is an orthonormal basis of \( V^B \) of eigenvectors of \( B \). Hence,

\[
\mathbb{P}^A x = \sum_{j=1}^{m_A} \langle x, w_j \rangle w_j \quad \text{and} \quad \mathbb{P}^B x = \sum_{j=1}^{m_A} \langle x, U^{-1}w_j \rangle U^{-1}w_j \quad \forall \ x \in \mathbb{C}^n.
\]

It follows that

\[
U^{-1}\mathbb{P}^A U x = \sum_{j=1}^{m_A} \langle Ux, w_j \rangle U^{-1}w_j = \sum_{j=1}^{m_A} \langle x, U^{-1}w_j \rangle U^{-1}w_j = \mathbb{P}^B x.
\]

\[\square\]

Corollary A.2. Let \( A \in M_n(\mathbb{C}) \) be a Hermitian matrix, let \( U \in M_n(\mathbb{C}) \) be a unitary matrix, and let \( B = U^{-1}AU \). Then

- The square roots \( A^{1/2} \) and \( B^{1/2} \) of \( A \) and \( B \) satisfy \( B^{1/2} = U^{-1}A^{1/2}U \).
- The pseudo-inverses \( A^+ \) and \( B^+ \) of \( A \) and \( B \) satisfy \( B^+ = U^{-1}A^+U \).

Proof. For the first item, apply Lemma A.1 to \( f(\lambda) = \sqrt{\lambda} \). For the second item, observe that the pseudo-inverses of \( A \) and \( B \) can be written as

\[
A^+ = \sum_{\lambda \in \Sigma \setminus \{0\}} \frac{1}{\lambda} \mathbb{P}^A, \quad \text{and} \quad B^+ = \sum_{\lambda \in \Sigma \setminus \{0\}} \frac{1}{\lambda} \mathbb{P}^B,
\]

respectively, where \( \Sigma = \sigma(A) = \sigma(B) \). Therefore, the result follows using the second item of Lemma A.1. \[\square\]
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