Vortex pairs in a spin-orbit coupled Bose-Einstein condensate
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Static and dynamic properties of vortices in a two-component Bose-Einstein condensate with Rashba spin-orbit coupling are investigated. The mass current around a vortex core is found to be deformed by the spin-orbit coupling, and this makes the dynamics of the vortex pairs quite different from those in a scalar Bose-Einstein condensate. The velocity of a vortex-antivortex pair is much smaller than that without spin-orbit coupling, and there exist stationary states. Two vortices with the same circulation move away from each other or unite to form a stationary state.

I. INTRODUCTION

Topological excitations in superfluids originate from the intertwining between internal and external degrees of freedom in the order parameters. The simplest example is a quantized vortex in a scalar superfluid, in which the complex order parameter with the U(1) manifold winds around the vortex core, producing azimuthal superflow.\textsuperscript{1,2} For the order parameters with spin degrees of freedom, a rich variety of topological excitations are possible; these include skyrmions,\textsuperscript{3,4} monopoles,\textsuperscript{5} half-quantum vortices,\textsuperscript{6} and knots.\textsuperscript{7} Because of the close relationship between the spin and motional degrees of freedom in the topological excitations, we expect that their static and dynamic properties are significantly altered if there exists coupling between them, that is, if there exists spin-orbit coupling (SOC).

Recently, Bose-Einstein condensates (BECs) of ultracold atomic gases with SOC have been realized experimentally.\textsuperscript{8–12} In these experiments, the atomic spin or quasispin was coupled with the atomic momentum using Raman laser beams. Numerous theoretical studies have been performed to evaluate the static properties of a single quantized vortex in a scalar superfluid, in which the atomic density is given by

\[ \Psi(r) = |\psi_1|^2 + g_0 |\psi_2|^2, \]

where \( g_0 \) is the interaction coefficient, respectively. The total energy is given by

\[ E_0 = \frac{\hbar^2}{2m} \left( \nabla^2 - \frac{\hbar^2}{m} \right) \Psi, \]

where \( m \) is the atomic mass, \( k_0 \) is the strength of the SOC, and \( \sigma \) is the Pauli matrices.

In addition, the s-wave contact interaction energy is written as

\[ E_{\text{int}} = \frac{\hbar^2}{2m} \sum_{j=1}^{2} |\psi_j|^2, \]

where \( g_{0j} \) and \( g_{12} \) are the intra- and inter-component interaction coefficients, respectively. The total energy is given by

\[ E[\Psi] = E_0[\Psi] + E_{\text{int}}[\Psi]. \]

In this paper, we investigate the dynamics of a quantized vortex pair in a quasispin-1/2 BEC with Rashba SOC. When a singly quantized vortex is created in a uniform plane-wave state, the phase distribution around the vortex core is significantly altered by the SOC; this indicates that the mass current around the vortex is quite different from that without SOC and affects the dynamics of a vortex pair. As a result, a vortex-antivortex pair will be stationary or will travel much more slowly than one without SOC. The dynamics of a vortex-vortex pair with the same circulation are also quite different from those without SOC; the vortices move away from each other, or they approach each other and unite to form a stationary state.

This paper is organized as follows. The problem is formulated in Sec. II. The static properties of a single vortex are studied in Sec. III. The dynamics of a vortex-antivortex pair and those of a vortex-vortex pair with the same circulation are investigated in Secs. IV A and IV B, respectively. Conclusions are presented in Sec. V.

II. FORMULATION OF THE PROBLEM

We consider a two-dimensional (2D) quasispin-1/2 BEC in a uniform system with Rashba SOC. Within the framework of mean-field theory, the system can be described by the order parameter \( \Psi(r) = [\psi_1(r), \psi_2(r)]^T \), where \( T \) denotes the transpose. The kinetic and SOC energies are given by

\[ E_0[\Psi] = \int dr \psi^* \left( \frac{\hbar^2}{2m} \nabla^2 - \frac{\hbar^2}{m} \right) \psi, \]

where \( m \) is the atomic mass, \( k_0 \) is the strength of the SOC, and \( \sigma \) is the Pauli matrices. The s-wave contact interaction energy is written as

\[ E_{\text{int}}[\Psi] = \frac{\hbar^2}{2m} \sum_{j=1}^{2} |\psi_j|^2, \]

where \( g_{0j} \) and \( g_{12} \) are the intra- and inter-component interaction coefficients, respectively. The total energy is given by

\[ E[\Psi] = E_0[\Psi] + E_{\text{int}}[\Psi]. \]
the sound velocity $\sqrt{g_0 n_0/\hbar}$, the characteristic time scale $\hbar/(g_0 n_0)$, and the chemical potential $g_0 n_0$. The dimensionless coupled Gross-Pitaevskii (GP) equations, $i\partial \Psi/\partial t = \delta E[\Psi]/\delta \Psi$, have the form

$$i\frac{\partial \psi_1}{\partial t} = -\frac{1}{2} \nabla^2 \psi_1 + i \kappa \partial_+ \psi_2 + (|\psi_1|^2 + |\psi_2|^2) \psi_1,$$  \hspace{1cm} (4a)

$$i\frac{\partial \psi_2}{\partial t} = -\frac{1}{2} \nabla^2 \psi_2 + i \kappa \partial_- \psi_1 + (|\psi_1|^2 + |\psi_2|^2) \psi_2,$$  \hspace{1cm} (4b)

where $\partial_\pm = \partial/\partial x \pm i \partial/\partial y$, $\kappa = \hbar k_0/\sqrt{m g_0 n_0}$, and the ratio between the inter- and intra-component interactions is $\gamma = g_{12}/g_0$. The ground state is the plane-wave state for $\gamma < 1$ and the stripe state for $\gamma > 1$ [13], which breaks the rotational symmetry of the system. In the following discussion, we will focus on the miscible case, $\gamma < 1$, and the ground state is given by the plane-wave state,

$$\Psi(r) = \frac{1}{\sqrt{2}} \begin{pmatrix} e^{i \kappa x} \\ e^{i \kappa y} \end{pmatrix},$$  \hspace{1cm} (5)

where the wave vector is chosen to be in the $x$ direction.

The velocity field is useful for understanding the dynamics of vortices. From the equation of continuity $\partial \rho/\partial t + \nabla \cdot (\rho \mathbf{v}) = 0$ with atomic density $\rho = |\psi_1|^2 + |\psi_2|^2$, we obtain the velocity field as

$$v_\xi(r) = \frac{1}{2i \rho(r)} \left[ \Psi(r)^T \nabla_\xi \Psi(r) - \Psi(r) \nabla_\xi \Psi^*(r) \right] - \kappa S_\xi(r), \hspace{1cm} (\xi = x, y)$$  \hspace{1cm} (6)

where

$$S_\xi(r) = \frac{1}{\rho(r)} \Psi(r)^T \sigma_\xi \Psi(r) \hspace{1cm} (\xi = x, y, z)$$  \hspace{1cm} (7)

is the pseudospin density. The first term in Eq. (6) corresponds to the canonical part related to the superfluid velocity, and the second term corresponds to the gauge part induced by the SOC. The velocity field vanishes for the vortex-free ground state in Eq. (5), since the first and second terms in Eq. (6) cancel each other.

We numerically solve Eq. (4) by the pseudospectral method with the fourth-order Runge-Kutta scheme. In the imaginary-time propagation, on the left-hand side of Eq. (4), $i$ is replaced with $-1$. The numerical space is taken to be $400 \times 400$, which is sufficiently large, and the effect of the periodic boundary condition can be neglected.

III. SINGLE VORTEX

We begin with a single vortex state, in which each component contains a singly quantized vortex. The initial state of the imaginary-time propagation is

$$\Psi(r) = \frac{1}{\sqrt{2}} \begin{pmatrix} e^{i \Phi(r) + \kappa x} \\ e^{i \Phi(r) + \kappa z} \end{pmatrix},$$  \hspace{1cm} (8)

where $\Phi(r) = \tan^{-1}(y/x)$. After sufficiently long imaginary-time propagation, we obtain the stable stationary state, as shown in Fig. 1. Figures 1(a) and 1(b) show the density and phase profiles of each component, where the unit of density is $n_0$. In (b), $\delta$ is the distance between the phase defects in the two components. Panel (c) shows the spin distribution $S(r)$ defined in Eq. (7). The arrows indicate the transverse direction of the spin vector, and the background color indicates the value of $S_z$. The dashed square region in (a) is shown magnified in (c). (d) $\kappa$ dependence of the vortex shift $\delta$. The solid curve shows $1/\kappa$ for comparison.

FIG. 1. (a)-(c) Stable stationary state of a single vortex with counterclockwise circulation for $\kappa = 1$ and $\gamma = 0.8$. Panels (a) and (b) show the density and phase profiles of each component, where the unit of density is $n_0$. In (b), $\delta$ is the distance between the phase defects in the two components. Panel (c) shows the spin distribution $S(r)$ defined in Eq. (4). The arrows indicate the transverse direction of the spin vector, and the background color indicates the value of $S_z$. The dashed square region in (a) is shown magnified in (c). (d) $\kappa$ dependence of the vortex shift $\delta$. The solid curve shows $1/\kappa$ for comparison.
By this transformation, the winding number of the vortex obtained from that with counterclockwise circulation by the single-vortex state with clockwise circulation can be complicated structures containing multiple circulations, $x$-axis. The velocity field near the vortex core exhibits complicated structures containing multiple circulations, as shown in the right-hand panels in Fig. 2.

Due to the symmetry of the GP equation in Eq. (4), the single-vortex state with clockwise circulation can be obtained from that with counterclockwise circulation by the following transformation:

$$
\psi_1(x, y) \rightarrow \psi_2(x, -y), \quad \psi_2(x, y) \rightarrow \psi_1(x, -y).
$$

By this transformation, the winding number of the vortex is inverted without changing the direction of the plane wave $e^{i \kappa x}$. Applying the transformation to the state shown in Fig. 1, we find that the vortex core in component 1 (2) shifts in the $+y$ ($-y$) direction also for the clockwise vortex. The velocity field and the pseudospin density are transformed as $v_x(x, y) \rightarrow v_x(x, -y)$, $v_y(x, y) \rightarrow -v_y(x, -y)$, $S_x(x, y) \rightarrow S_x(x, -y)$, and $S_y(x, y) \rightarrow -S_y(x, -y)$.

For a better understanding of the numerical results, we perform variational analysis. The variational wave function is

$$
\Psi(r) = \frac{1}{\sqrt{2}} \left( e^{i \Phi_1(r)+\kappa x} + e^{i \Phi_2(r)+\kappa x} \right).
$$

Substitution of this wave function into Eq. (11) yields

$$
E_0 = \int dr \left[ \frac{1}{2} (\nabla \chi)^2 + \frac{1}{8} (\nabla \phi)^2 + \kappa \partial_x \chi \right. \\
-\kappa \left( \frac{\partial_x \chi + \kappa}{\lambda^2} \right) \cos \phi + \kappa \frac{\partial_y \sin \phi}{\lambda^2} \right],
$$

where $\chi = (\Phi_1 + \Phi_2)/2$, $\phi = \Phi_1 - \Phi_2$, and the constant term is neglected. The first and second lines in Eq. (11) correspond to the kinetic and SOC energies, respectively. From the numerical results that the cores are shifted by $\delta$ and that the $2\pi$ phase rotation around the vortex core is compressed in the $y$ direction, the phases in Eq. (11) are assumed to be

$$
\Phi_1(r) = \tan^{-1} \left( \frac{\lambda y - \delta_y/2}{x - \delta_x/2} \right),
$$

$$
\Phi_2(r) = \tan^{-1} \left( \frac{\lambda y + \delta_y/2}{x + \delta_x/2} \right),
$$

where $\lambda$ and $\delta$ are variational parameters. We substitute these phases into Eq. (11) and integrate with respect to $\theta$. Because of the complicated structure near the vortex cores, we consider the region in which $r \gg 1$. The energy is

$$
E_0 = \int dr \left\{ -2\pi \kappa^2 + \frac{\pi}{2\lambda^2} \\
+ \frac{\pi \kappa^2}{2r^2} \left[ \delta_x^2 + \lambda^2 \left( \delta_y - \frac{1}{\kappa} \right)^2 \right] + O(r^{-3}) \right\},
$$

which is minimized by $\delta_x = 0$ and $\delta_y = 1/\kappa$. Thus, the energy is lowered by the displacement of the vortex cores in the $y$ direction, and the displacement $\delta_y$ is estimated to be $1/\kappa$; this is in good agreement with the numerical results shown in Fig. 1(d). The energy in Eq. (13) decreases as $\lambda$ increases, and this accounts for the compressed $2\pi$ phase rotation. A better variational wave function will allow us to determine the value of $\lambda$. We note that the term $\propto \delta_x^2$ in Eq. (13) originates from the last term in the integrand of Eq. (11), which thus plays an important role in the vortex deformation due to the SOC.

### IV. VORTEX PAIR

First, for clarity, we define the positions of the vortices and the distances between them, as shown in Fig. 3. The position of the phase defect of the $j$th vortex in component $i$ is denoted by $(x_{ij}, y_{ij})$. As shown in Fig. 1(b), in each vortex, the cores in the two components are shifted by $\delta$ in the $y$ direction, and then $x_{ij} = x_{2j}$ and $y_{ij} = y_{2j} = \delta$. The position of the single vortex is defined by $(x_j, y_j) = ((x_{1j} + x_{2j})/2, (y_{1j} + y_{2j})/2)$. For a vortex pair, the index $j$ is taken in such a way that $y_1 > y_2$. The distance between the vortices is defined by $(d_x, d_y) = (x_1 - x_2, y_1 - y_2)$ and $d = (d_x^2 + d_y^2)^{1/2}$. The center of the vortex pair is defined by $(x_c, y_c) =$
A. Vortex-antivortex pair

In the absence of SOC, a vortex-antivortex pair travels at a constant velocity or is annihilated \[38, 39\]. A vortex-antivortex pair is stationary only in a trap potential \[40\], at a constant velocity or is annihilated \[38, 39\]. A vortex-antivortex pair is stationary only in a trap potential [40], and there is no stationary state in a uniform system.

In the presence of the SOC, our numerical results show that stable stationary vortex-antivortex pairs can be formed with a proper choice of the distance between vortices \(d\); an example is shown in Fig. 4. We prepare the initial state in Eq. (8) with

\[
\Phi(r) = \sum_{j=1}^{2} n_j \tan^{-1} \frac{y - y_j}{x - x_j},
\]

where, for this example, \(n_1 = \pm 1, n_2 = \mp 1, x_1 = x_2 = 0,\) and \(y_1 = -y_2 = d_i/2\) with \(d_i\) being the initial distance between vortices. From this initial state, the imaginary-time propagation is performed sufficiently. The stationary state is always reached if the initial distance is \(d_i \gtrsim 20\). It can be seen in Fig. 3 that the distance between vortices in the stationary state is \(d_y \simeq 4.1\) for \((1, -1)\) and \(d_y \simeq 6.5\) for \((-1, 1)\).

To understand the stabilization mechanism of the stationary vortex-antivortex pairs, we calculate the total energy using a model function given by

\[
\Psi(r) = \left( \frac{\sqrt{\rho_1(r)}e^{i\Phi_1(r)+\kappa x}}{\sqrt{\rho_2(r)}e^{i\Phi_2(r)+\kappa x}} \right),
\]

with phases

\[
\Phi_1(r) = \tan^{-1} \left( \frac{y - \delta/2}{x} \right) - \tan^{-1} \left( \frac{y - \delta/2 - d_y}{x} \right),
\]

\[
\Phi_2(r) = \tan^{-1} \left( \frac{y + \delta/2}{x} \right) - \tan^{-1} \left( \frac{y + \delta/2 - d_y}{x} \right),
\]

\[(16a) \quad \text{and} \quad (16b)\]
and densities

\[ \rho_1(r) = \frac{1}{2} N(r) \nu(x, y - \delta/2) \nu(x, y - \delta/2 - d_y), \]

(17a)

\[ \rho_2(r) = \frac{1}{2} N(r) \nu(x, y + \delta/2) \nu(x, y + \delta/2 - d_y), \]

(17b)

where \( N(r) \) is the normalization factor to ensure \( \rho_1(r) + \rho_2(r) = 1 \) and \( \nu(x, y) = (x^2 + y^2)/(x^2 + y^2 + w^2) \).

We set \( \delta = 1/\kappa \), and from the numerical results, the radius of the vortex \( w \) is estimated to be \( 2w \approx 1/\kappa \). Figure 6 shows the total energy as a function of \( d_y \); this is obtained by substituting Eq. (17) into Eq. (15). It can be seen in Fig. 6 that local energy minima appear on either side of the global minimum and form the energy barriers, that stabilize the vortex-antivortex pair. We note that without SOC, there are no such barriers, as can be seen in Fig. 5(a) for \( \kappa = 0 \). We also note that the barriers do not appear for uniform densities \( \rho_1 = \rho_2 = 1/2 \), and the inhomogeneous densities of Eq. (17) are necessary for the barriers to form. Hence, we conclude that this is the combined effect of SOC and the nonlinear interaction.

We now turn our attention to the dynamics of the vortex-antivortex pair. Figure 6 shows the trajectories of the vortex cores, where the initial state is prepared as follows. We first prepare the state in Eq. (8) with the phase in Eq. (14), and then we allow the imaginary-time evolution for a short period (typically, \( t \approx 80 \)). From this state, the real-time evolution begins. Figures 6(a) and 6(b) show the dynamics of the vertically aligned vortex-antivortex pair; the distance \( d \approx 10 \) is larger than that of the stationary states shown in Fig. 4. The vortex-antivortex pair moves in the \(-x\) and \(+x\) directions at constant velocity with a fixed distance between vortices. These directions for the propagation agree with those for a scalar BEC. However, the velocities \( v_x \approx -0.06 \) and \( v_x \approx 0.011 \) in Fig. 6(a) and \( v_x \approx -1 \) in Fig. 6(b) are much slower than \( v_x = 1/d \approx 0.1 \), which is that seen in a scalar BEC for the same \( d \). Figures 6(c) and 6(d) show the cases of oblique and horizontal alignments. The propagation directions of these vortex pairs are different from those in a scalar BEC. This can be understood by inspecting the velocity field shown in Fig. 4. For example, on the negative \( x\)-axis in the left-hand panel of Fig. 2(b), the velocity field is towards the lower right, which indicates that a vortex located on the left-hand side of the counterclockwise vortex will feel a mass current in this direction. Similarly, a vortex located on the right-hand side of the clockwise vortex will feel a mass current towards the lower right; this results in the dynamics shown in Fig. 6(d).

Figure 7 shows the velocity \( v_x \) of the vertically aligned...
vortex pair (i.e., $d_x = 0$) as a function of the vortex distance $d_y$, which is obtained by a method similar to that used to obtain Fig. 6. Such vortex pairs always travel in the $\pm x$ direction. The $d_y$ dependence of the velocity is quite different from that in a scalar BEC. For $\kappa = 1$ (Fig. 7(a)), the velocity $v_x$ of the $(1, -1)$ pair (red circles) changes from negative to positive as $d_y$ increases, and $v_x = 0$ at $d_y \approx 5$, which corresponds to the stationary state seen in Fig. 4(a). The velocity $v_x$ of the $(-1, 1)$ pair (blue circles) also crosses the $v_x = 0$ axis at $d_y \approx 7$, which corresponds to the stationary state seen in Fig. 4(b). For $6 \lesssim d_y \lesssim 8$, the velocity changes from negative to positive and from positive to negative as $d_y$ increases. For a relatively large distance between vortices ($d \gtrsim 10$), the propagation directions are the same as those of a scalar BEC, but the $d_y$ dependence of $v_x$ is weak; this can be understood from the fact that the velocity field is almost uniform far from the vortex core, as shown in Fig. 2. The velocity $|v_x|$ is always smaller than that in a scalar BEC for both $(1, -1)$ and $(-1, 1)$ pairs. There is no stable vortex-antivortex pair for small $d_y$; the vortices are unstable against pair annihilation.

The $(1, -1)$ pair exhibits interesting dynamics when $\kappa$ is small. As shown in Fig. 7(b), there is no stable $(1, -1)$ pair in the region $5.5 \lesssim d_y \lesssim 9.6$. Figure 8 shows the dynamics of the $(1, -1)$ pair with the initial distance $d_y = 9.6$, where the initial state is prepared by the imaginary-time propagation for a short duration from the initial phase in Eq. (13) with $d_y > 10$. There is no stable state for $d_y = 9.6$ according to Fig. 7(b). As the vortex pair travels in the $-x$ direction, the distance $d_y$ decreases, and eventually the pair settles into a stable state with $d_y \simeq 5.7$; the excess energy is released from the vortex pair as density and spin waves.

**B. Vortex-vortex pair**

In a scalar BEC, two quantized vortices with the same circulation move around each other. In contrast, the dynamics of vortex-vortex pairs with SOC are significantly different from those in a scalar BEC. Figure 9 shows the trajectories of vortices for the $(1, 1)$ pair, where the initial state is prepared by the same method as in Fig. 6. When the initial positions are those shown in Fig. 9(a), they move away from each other. In the case of Fig. 9(b), the two vortices pass each other. The dynamics shown in Figs. 9(c) and 9(d) are more interesting. The two vortices approach each other and unite to form a stationary state, and the excess energy is released as waves. The resultant stationary state is stable and remains at rest, and the two vortices lie in a line perpendicular to the plane wave. In all cases, the center of the pair initially moves in the direction of $+x$. The transformation in Eq. 9 gives the dynamics of $(1, -1)$.
plane-wave state. We found that the static and dynamic properties of vortices are significantly different from those of a scalar BEC.

For a single vortex state, we found that the vortex cores in two components are shifted in the \( \pm y \) directions by \( \simeq 1/\kappa \) (Fig. 1). We also found that the phase distribution and velocity field around the vortex are greatly deformed compared with those of a scalar BEC (Figs. 11 and 12), which affects the dynamics of the vortex pairs. The vortex-antivortex pairs have stable stationary states at rest (Fig. 9), and this is in marked contrast to the vortex-antivortex pairs in a scalar BEC, which always travel. The stationary states can be explained by variational analysis (Fig. 5). Other than when in a stationary state, the vortex-antivortex pair travels at a velocity much slower than that for a scalar BEC with the same vortex distance. The dependence of the velocity and moving direction on the vortex location is also quite different from that in the case of a scalar BEC (Figs. 6 and 7). The vortex-vortex pair exhibits interesting dynamics: the vortices pass and move away from each other, or approach each other and combine into a stationary state (Fig. 9).

In experiments, the vortex states shown in this paper may be produced by the phase imprinting technique \cite{42, 43} and the ensuing relaxation. The dynamics of vortices can be observed by the destructive imaging \cite{44} or the real-time imaging \cite{45}. We hope that our numerical results presented in this paper can provide insight into a range of topics in the nonlinear dynamics of SO-coupled BECs.

\section*{V. CONCLUSIONS}

We have investigated the behaviors of quantized vortices in quasispin-1/2 BECs with Rashba SO coupling in a uniform 2D system, where the atomic interactions satisfy the miscible condition and the ground state is the plane-wave state. We found that the static and dynamic properties of vortices are significantly different from those of a scalar BEC.

For a single vortex state, we found that the vortex cores in two components are shifted in the \( \pm y \) directions by \( \simeq 1/\kappa \) (Fig. 1). We also found that the phase distribution and velocity field around the vortex are greatly deformed compared with those of a scalar BEC (Figs. 11 and 12), which affects the dynamics of the vortex pairs. The vortex-antivortex pairs have stable stationary states at rest (Fig. 9), and this is in marked contrast to the vortex-antivortex pairs in a scalar BEC, which always travel. The stationary states can be explained by variational analysis (Fig. 5). Other than when in a stationary state, the vortex-antivortex pair travels at a velocity much slower than that for a scalar BEC with the same vortex distance. The dependence of the velocity and moving direction on the vortex location is also quite different from that in the case of a scalar BEC (Figs. 6 and 7). The vortex-vortex pair exhibits interesting dynamics: the vortices pass and move away from each other, or approach each other and combine into a stationary state (Fig. 9).

In experiments, the vortex states shown in this paper may be produced by the phase imprinting technique \cite{42, 43} and the ensuing relaxation. The dynamics of vortices can be observed by the destructive imaging \cite{44} or the real-time imaging \cite{45}. We hope that our numerical results presented in this paper can provide insight into a range of topics in the nonlinear dynamics of SO-coupled BECs.
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