A nonlinear solar magnetic field calibration method for the filter-based magnetograph by the residual network
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ABSTRACT

The method of solar magnetic field calibration for the filter-based magnetograph is normally the linear calibration method under weak-field approximation that cannot generate the strong magnetic field region well due to the magnetic saturation effect. We try to provide a new method to carry out the nonlinear magnetic calibration with the help of neural networks to obtain more accurate magnetic fields. We employed the data from Hinode/SP to construct a training, validation and test dataset. The narrow-band Stokes I, Q, U, and V maps at one wavelength point were selected from all the 112 wavelength points observed by SP so as to simulate the single-wavelength observations of the filter-based magnetograph. We used the residual network to model the nonlinear relationship between the Stokes maps and the vector magnetic fields. After an extensive performance analysis, it is found that the trained models could infer the longitudinal magnetic flux density, the transverse magnetic flux density, and the azimuth angle from the narrow-band Stokes maps with a precision comparable to the inversion results using 112 wavelength points. Moreover, the maps that were produced are much cleaner than the inversion results. The method can effectively overcome the magnetic saturation effect and infer the strong magnetic region much better than the linear calibration method. The residual errors of test samples to standard data are mostly about 50 G for both the longitudinal and transverse magnetic flux density. The values are about 100 G with our previous method of multilayer perceptron, indicating that the new method is more accurate in magnetic calibration.
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1. INTRODUCTION

Figure 1. Stokes $I$, $Q$, $U$, and $V$ at -0.063 Å apart from the line center of Fe I 6301 Å as the input parameters. The data were observed at 10:47 UT on 2014 September 11 in NOAA AR 12158. These maps of Stokes parameters were normalized quantities by Equation 6 after data preprocessing.

At present, the solar magnetic field is generally measured indirectly by means of the Zeeman effect (Hale 1908) of the magnetically sensitive solar spectral lines. According to the different focal plane equipment, the optical magnetograph can be classified as the systems of the systems of the grating spectrographs (SGs) and filtergraphs (FGs) (Lin 2001; Iglesias & Feller 2019). Additionally, the integral field solutions are being developed to solve the inability of SGs and FGs to cover the desired spatial and spectral field of views simultaneously (Iglesias & Feller 2019).

The advantage of the spectral magnetograph is its capability to obtain a primary spectrum, so the magnetic field is generally inferred by inversion techniques which have been the most useful tool since the early 1970s (Skumanich & Lites 1987; Ruiz Cobo & del Toro Iniesta 1992; Socas-Navarro 2001; Asensio Ramos...
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Figure 2. $B_L$ and $B_T$ (the main parameters we are concerned with in our study) without considering $\alpha$ or $\varphi$ (azimuth angle) as the target parameters.

& de la Cruz Rodríguez 2015; Li et al. 2019). The inversion techniques fit the observed and the synthetic stokes profiles calculated from the solution of the radiative transfer equation considering the appropriate solar atmospheric parameters, such as the magnetic field and temperature, for example (del Toro Iniesta & Ruiz Cobo 2016). The method estimates a highly accurate magnetic field at the expense of a rather large computing resource consumption, since the Stokes inversion of each pixel takes substantial calculating time. Benefiting from the improved computer capabilities, deep learning has greatly developed in recent decades (Goodfellow et al. 2016). Therefore, novel methods and techniques have been tested and acquired some advanced results on magnetic field inversion. Socas-Navarro et al. first utilized a principle component analysis (PCA) to infer the magnetic field strength and inclination angle from Stokes profiles, which is extremely fast and stable (Rees et al. 2000; Socas-Navarro et al. 2001; Socas-Navarro 2001). Meanwhile, T. A. Carroll and J. Staude applied artificial neural networks (ANNs) to train the network between Stokes profiles and solar atmospheric parameters and retrieved a good estimation for the magnetic field vector (Carroll & Staude 2001). The statistical machine-learning techniques based on Mercer’s kernel were proposed to inverse the vector magnetic field by Teng (2015). Convolutional neural networks (CNN) were applied to Stokes inversion by Asensio Ramos & Díaz Baso (2019), Liu et al. (2020), and Milic & Gafeira (2020). Those methods mostly employed the numerical Magneto-Hydro-Dynamical (MHD) simulated data in training as well as during the validating process, and all of them worked on multi-wavelength polarimetric signals.

The traditional filter-based magnetograph commonly employs a single wavelength point in regular magnetic field observations to obtain high temporal resolution. One way to carry out magnetic calibration is via the linear calibration method based on a weak-field approximation by comparing results with the Stokes inversion from multi-wavelength points (Bai et al. 2013; Bai et al. 2014; Su & Zhang 2004b). The purpose of magnetic calibration is to obtain the appropriate coefficients between Stokes parameters and magnetic vectors, that is, the magnetic flux density in the longitudinal direction ($B_L$), the transversal direction ($B_T$), and $\varphi$. For a filter-based magnetograph, the previously mentioned coefficients can be obtained by Equations 1, 2, and 3 under the assumption of a weak field (Stenflo 1994). We note that $C_L$ and $C_T$ are the linear calibration coefficients for $B_L$ and $B_T$, respectively, that is:

$$B_L = C_L V$$  

(1)
\[ B_t = C_t (Q^2 + U^2)^{1/4} \]  

\[ \varphi = 0.5 \arctan(U/Q). \]  

For the strong magnetic field region, the weak-field approximation is not satisfied due to the magnetic saturation effect. In this case, the linear calibration method has a large error when recovering the strong magnetic field. The Narrowband Filter Imager onboard Hinode (Tsuneta et al. 2008) fits the respective linear calibration coefficients on the different solar structure so as to avoid magnetic saturation in the strong-magnetic field region. (Chae et al. 2007). Prior calibration studies (Ai & Hu 1986; Zhang et al. 2007) for the Solar Magnetic Field Telescope (SMFT) installed at the Huairou Solar Observing Station (HSOS) also verified this conclusion. With ANNs (Carroll & Staude 2001; Socas-Navarro 2003, 2005) and deep learning (DL), which is generally utilized (Díaz Baso & Asensio Ramos 2018; Kim et al. 2019; Zhao et al. 2019; Liu et al. 2019; Park et al. 2020), Guo et al. (2020) attempted to carry out magnetic field calibration for a filter-based magnetograph using multi-layers perceptron (MLP) without considering the spatial correlation to build models to infer magnetic fields. In this paper, we try to use the state-of-art CNN method, considering spatial correlation, to calibrate the magnetic field for a filter-based magnetograph.

The Full-disk MagnetoGraph (FMG) (Deng et al. 2019), which is a filter-based magnetograph working on Fe I 532.42 nm onboard the Advanced Space-based Solar Observatory (ASO-S) (Gan et al. 2019), is being designed by National Astronomical Observatories, Chinese Academy of Sciences and is scheduled to be launched around 2022 to measure full-disk vector magnetic fields. The preliminary method for data reduction and calibration of the FMG has been studied by Su et al. (2019). So this work is helpful for the nonlinear magnetic field calibration of FMG.

The paper is organized as follows. In Section 2, the process of obtaining a dataset is introduced. In Section 3, we describe the neural network structure and training strategies. In Section 4, we evaluate the accuracy and performance of the trained models using the test dataset. Finally, the conclusions are given in Section 5 with a discussion on the properties and the future work.

2. DATASETS

The purpose of the study is to improve the quality and accuracy of actually observing magnetic field calibration for a filter-based magnetograph working at a single wavelength point. The dataset is selected from Hinode/SP (Tsuneta et al. 2008) and the detailed data acquisition process is described in Guo et al. (2020). For a better comparison with the MagMLPs, we employed the same datasets to train the CNN models. The datasets contain 176 frames of active regions including level 1 data and level 2 data (Lites & Ichimoto 2013). Level 1 data include the Stokes I(λ), Q(λ), U(λ), and V(λ) polarized maps with 112 wavelength points. Level 2 data are the magnetic parameters coming from the Stokes inversion of the High Altitude Observatory (HAO) Merlin inversion code, which was developed by the Community Spectropolarimetric Analysis Center. A brief description of the training set, validation set, and test set is listed in Table 1. The wavelength point was taken from the spectral polarimeter profiles at -0.063 Å apart from the line center of Fe I 6301 Å to simulate the observation of the filter-based magnetograph. That is because the point at this wavelength has the relatively large value on the first derivative of the spectral profile and it is the most sensitive point to magnetic signals. Furthermore, regarding the actual observation of the filter-based magnetograph, the observation wavelength is usually chosen according to this principle. Then the Stokes I,
Table 1. List for the training set, validation set, and test set.

| DATA SET  | DATE (YYYYMMDD) | NO. | TOTAL | RATIO |
|-----------|-----------------|-----|-------|-------|
| Training  | 20140726-20141220 | 98  |       |       |
|           | 20150101-20150216  | 14  | 121   | 0.69  |
|           | 20170905-20170907   | 9   |       |       |
| Validate  | 20170822-20170904   | 9   | 18    | 0.10  |
|           | 20170907-20170929   | 9   |       |       |
| Test      | 20110728-20111107   | 9   |       |       |
|           | 20140104-20140418   | 12  |       |       |
|           | 20141021-20141024   | 4   | 37    | 0.21  |
|           | 20180206-20180621   | 5   |       |       |
|           | 20190321-20190508   | 7   |       |       |

1 All the Hinode/SP data are provided by the Community Spectropolarimetric Analysis Center (http://www2.hao.ucar.edu/csac).

Q, U, and V maps at this wavelength are considered as the input parameters. A sample of an active region in NOAA AR 12158 in the training set is presented in Figure 1.

From the level 2 data, we can directly obtain the magnetic field ($B$) by taking the filling factor ($\alpha$), the inclination angle ($\theta$), and the azimuth angle ($\phi$) into account. For a filter-based magnetograph, it is not suitable for the diagnosis of a filling factor ($\alpha$) due to the limited spectral information. For example, the filling factor is also not included in the data products for both HMI (Borrero et al. 2011) and SO/PHI (Mueller et al. 2019) data. So we used the longitudinal magnetic flux density ($B_l$) and transverse magnetic flux density ($B_t$) without considering the $\alpha$ or $\phi$ as the target parameters. The corresponding $B_l$ and $B_t$ can then be obtained by Equations 4 and 5:

$$B_l = \alpha B \cos(\theta),$$

$$B_t = \alpha B \sin(\theta).$$

1 The sample of them in NOAA AR 12158 inferred by inversion code are shown in Figure 2.

On the basis of analysis for influencing factors, the pre-processing to input and target data set includes data cleaning and unifying the input data. Certain data processing methods have been applied to select a strong magnetic field region and improve the signal-to-noise (S/N). The Stokes $I$ intensity was normalized by dividing by the median value of the quiet region itself. The components $Q$, $U$, and $V$ were indirectly divided by the Stokes $I$ to unify data. The equations are presented as

$$I_{\text{norm}} = \frac{I}{I_{\text{median}}}, \quad Q_{\text{norm}} = \frac{Q}{I}, \quad U_{\text{norm}} = \frac{U}{I}, \quad V_{\text{norm}} = \frac{V}{I}.$$ (6)

In this study, Stokes $I$, $Q$, $U$, and $V$ were used as input parameters, and $B_l$, $B_t$, $\phi$ were used as the output parameters. The sizes of each data sample are different. Using maps of different sizes to train the models

1 On the code’s webpage https://www2.hao.ucar.edu/csac/csac-data/sp-data-description, we found that "The Hinode/SP inversions solve for the fill factor $\alpha$, the observed Stokes $I$ profile $I_{\text{obs}}$ is fitted with $\alpha \cdot I_{\text{mag}} + (1 - \alpha) \cdot I_{\text{scatt}}$, where $I_{\text{mag}}$ is the magnetized component and $I_{\text{scatt}}$ is the scattered light profile." Here we do not follow this concept strictly. Please be careful if you use our method; we will elaborate on this in the appendix.
increases the difficulty of training. So the maps of the training set and validation set are cut into the same shape to train. If the maps are cut too small, the features of a map decrease. If the maps are cut too large, this increases the training requiring memory of a graphics card. As we already know, the training of neural networks need a large amount of samples. For one epoch of the CNN training, we randomly selected a block of 65 pixel × 65 pixel from each of the total 121 sample images. We repeated this kind of selection and training process for tens of thousands of epochs to augment the number of training samples. And then we did the same for geometric transformations of digital images by rotating the blocks by 0°, 90°, 180°, or 270° or, alternatively, by mirroring the blocks to further increase the number of training set.

3. METHOD

In our previous work, the multilayer perceptron is a pixel to pixel neural network, without considering the spatial correlation of images. In this paper, we utilize the CNN (Le 1989) architecture to build the neural network model. The residual network (ResNet) (He et al. 2016) is one of the famous CNN architectures, which was first developed and published in 2016. Its major improvement is reformulating the layers as learning residual functions, thus making it easier to optimize structures and gain accuracy from a considerably increased depth. The similar architecture has been used by many authors (e.g., Asensio Ramos et al. (2017); Asensio Ramos & Díaz Baso (2019)) with fantastic performance. Based on ResNet, the CNN models for magnetic calibration are built and then trained. In this case, each output parameter has a different unit and S/N and each parameter needs to be set to a different weight in the loss function. We have not found a perfect solution for assigning weights for each output parameter. In order to gain more accurate models, we abided by the scenario that one model is built for each magnetic parameter.

The design of the structure for a network model is vital for its performance. According to our experiments, residual blocks combined with the basic convolution layer can best calibrate the magnetic field. The structure of our model is shown in Figure 3. Every convolution layer contains many training parameters and generates many feature maps through a convolution filter extracting a feature (Lecun et al. 1998). In our model, we set a convolution layer with 64 filter kernels, with a size of 3 pixel × 3 pixel to produce feature maps for the initial input parameters. Additionally, all of the filter kernels have a size of 3 pixel × 3 pixel. The kernel size is crucial for model performance for two reasons: A kernel that is too large would oversmooth the training result, while a kernel that is too small could reduce the spatial correlation. Then, we put the linear relation into a nonlinear one through a rectified linear unit ReLU activation function, which has a good performance and is extensively applied in the DL (Nair & Hinton 2010), defined as:

\[
\text{ReLU}(x) = \max(0, x) = \begin{cases} 
  x, & x \geq 0, \\
  0, & x < 0.
\end{cases}
\] (7)

We then set a ReLU activation function to provide the nonlinear properties. These steps were done to fuse the input maps by extracting more feature maps before the residual blocks.

There are 11 residual blocks in this model. Each residual block contains a residual part and an identity of input \(x\). The residual part is made of five functional parts, as is shown in the left panel of Figure 3. There are two convolution layers with the same kernels as the initial convolution layer. A ReLU layer is set as the middle layer to provide nonlinear mapping. The input \(x\) goes through the residual part to get to the residual \(F(x)\). The output of the residual block is the input identity \(x\), which adds the \(F(x)\), then passes a ReLU layer. We named the network model MagRes.

The MagRes network was trained with a training batch size of 28 and a validation batch size of 18. There are about 9.26 thousand free parameters in the network model. It takes, on average, 21 seconds per epoch.
to train. The mean squares error (MSE) is a loss function, the Adam algorithm (Kingma & Ba 2014) is an optimizer, and the initial learning rate is $1e^{-4}$. The loss function MSE is a common method used in regression networks, which is defined as follows:

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2.$$  \hspace{1cm} (8)

In the measurement of the vector magnetic field, there is an inherent $180^\circ$ ambiguity in the field perpendicular to the line-of-sight, as inferred from observations of linear polarization in magnetically sensitive spectral lines (Metcalf et al. 2006). This effect results in $\varphi$ being equivalent to $\varphi + 180^\circ$ in the azimuth angle. In using the same training process as other parameter models, the values around $0^\circ$ or $180^\circ$ are inferred as...
Figure 4. MagRes calibrations for longitudinal magnetic flux density. The upper panels (from left to right) are the inverted result, the MagRes result, and their residual difference, respectively. The lower left panel is the histogram of the residual error with its Gaussian kernel density curve. The lower right panel is the scatter diagram, which identifies the density of the inversion results with the testing results.

A discrete distribution in the range \([0,180]^\circ\). The scatter graph of predictive values and target data looks like a reversing N shape. Therefore, we continued to test the converged model to correct it by changing the loss function, as can be seen in Equation 9. This is the case because the azimuth angle is a circular quantity with \(180^\circ\); the angular difference between the predictive value and the target value should not be more than \(90^\circ\). So if \(|y_i - \hat{y}_i| > 90\), we used \((180 - |y_i - \hat{y}_i|)\) instead, thus:

\[
\text{MyLoss} = \frac{1}{n} \sum_{i=1}^{n} E_i^2, \tag{9}
\]

where

\[
E_i = \begin{cases} 
    y_i - \hat{y}_i & |y_i - \hat{y}_i| \leq 90 \\
    180 - |y_i - \hat{y}_i| & |y_i - \hat{y}_i| > 90
\end{cases} \tag{10}
\]
This work uses Keras 2.2.2, which takes the TensorFlow 1.5.0 as computing background, as the modeling environment of deep learning. For accelerating the training process, GPUs are extensively leveraged in DL, especially for the CNN. Our study mainly works on a NVIDIA Quadro P2000 (set up in our Dell T3620 graphic workstation) with 1024 CUDA Cores, large 5GB GDDR5 on-board memory, and a NVIDIA Tesla P100 (provided by Ali cloud) with more than 21 teraFLOPS of a 16-bit floating-point.

Figure 5. Upper left panel shows the inversion result for transverse magnetic flux density. The testing result is shown in the upper middle panel. The upper right panel is the residual error of the inversion result and the testing result. The lower left panel is the histogram of the residual error. The lower right panel is the scatter diagram, identifying the density of the inversion results with the testing results.

4. RESULTS AND TESTING THE NETWORK AVAILABILITY

The MagReses are completely trained and finally have three convergent models to infer $B_l$ (longitudinal magnetic flux density), $B_t$ (transverse magnetic flux density), and $\varphi$ (azimuth angle). It takes 1.11s for the model to predict a map with a resolution of 384 pixel $\times$ 684 pixel. The loss function $MSE$ of a training
set for $B_l$, $B_t$, and $\varphi$ models are 3522 G, 3313 G, and 525° (including noise). This means that the residual errors of training results with the target data for them are 59.3 G, 57.6 G, and 22.9°. In our training process, the input images are set as any size. The data of test sets could be carried out to produce a physical quantity of a magnetic field without changing the size. Then Stokes $I$, $Q$, $U$, and $V$ only need to be normalized by Equation 6 before carrying out testing.

Figure 6. Upper left panel shows the inversion result for the azimuth angle. The testing result is shown in the upper middle panel. The upper right panel is the residual error of the inversion result and the testing result. The lower left panel is the histogram of the residual error. The lower right panel is the scatter diagram, identifying the density of the inversion results with the testing results.

4.1. Longitudinal magnetic flux density

We employed Hinode/SP vector magnetic field data in NOAA AR 12738 as a test set to evaluate our model. The data were observed at 10:26 UT on 2019 April 13 with an image scale of 0.317” per pixel. Figure 4 presents the ResNet result for $B_l$. The ResNet $B_l$ is primarily similar to the inverted $B_l$, while it
Figure 7. Results of the inversion, MagRes, and linear calibration for $B_l$ and $B_t$. The top row is for $B_l$, and the bottom row is for the $B_t$.

exhibits a cleaner appearance. This may be because the convolution operation smoothes the adjacent pixels and brings about de-noise in the maps. The residuals between ResNet $B_l$ and the inverted $B_l$ are mostly less than 300 G. In the sample, only 284 pixels in the residual map that have 446976 pixels are more than 300 G. The proportion of errors reaching 300 G in part of the active region is 0.002.

The lower left panel is the histogram of the residual error. We used the root mean square (RMS), which is defined as

$$\text{RMS} = \sqrt{\text{MSE}},$$

(11)
of the residual errors as the effective value of the residual errors to evaluate the performance of the models. We used the mean absolute error (MAE), which is defined as

$$\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|,$$

(12)
of the residual errors, as the mean value to evaluate the models. The RMS and MAE for the $B_t$ are 35 G and 17 G. The ratio of MAE to RMS, which represents uncommonly large errors, is 0.48 here. The smaller this ratio is, the more unusual large residual errors are. The lower right panel is the scatter diagram, which identifies the density of the inversion results with the testing results. In statistics, the coefficient of determination, $R^2$, is interpreted as the proportion of the variance in the dependent variable that is predictable.
Figure 8. Results of the inversion, MagRes, and linear calibration for $\varphi$. The scatter graph of the results of ResNet and the inversion method are displayed in the lower left. In lower right of the figure, the scatter graph of the results of linear calibration and the inversion method can be seen.

from the independent variable, thus:

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}.$$  \hspace{1cm} (13)

The $R^2$ represents for the accuracy of a fit. An $R^2$ of 1 means the dependent variable can be predicted without error from the independent variable. In this case, $R^2$ is 0.99.

4.2. Transverse magnetic flux density

Figure 5 presents the MagRes result for transverse magnetic flux density. The testing result of $B_t$ in the upper middle panel has a very similar appearance as the inversion result in the upper left panel. The MagRes result in the upper middle panel is also cleaner than the inverted result. With the residual error, it is shown that the values of a few pixels exceed 300 G, which are dark purple or dark green; most of them are in the range of [-300 300] G. In the sample, only 85 pixels in the residual map are more than 300 G. The lower left panel is the histogram of the residual errors. The RMS and MAE of the residual errors are 34 G and 22 G. The MAE to the RMS ratio is 0.65 for transverse magnetic flux density, which means that there are fewer large, uncommon residual errors. The lower right panel is the scatter diagram, identifying the density of the
inversion results with the testing results. The coefficient of determination $R^2$ for the scatter diagram shown in the lower right panel is 0.98.

4.3. Azimuth angle

The final results for $\varphi$ are shown in Figure 6 and the contents are also the same as in Figure 4. There are many noises on the quiet region in the inversion results, as is shown in the upper left panel. In the sunspots region, MagRes calibration has a similar appearance with the inversion results and it ignores the boundary area. The map of residual error in the upper right panel shows that most of the sunspot region is in the range of $[-20, 20]$°. We used the clean data that remove most of the quiet area by extracting the corresponding pixels, which are greater than 300G in transverse magnetic flux density and shown in lighter colors, to further analyze the performance below. The lower left panel is the histogram of the residual errors. The RMS and MAE of the residual errors are 6° and 3°. The ratio of MAE to RMS is about 0.5. The lower right panel is the scatter diagram, which identifies the density of the inversion results with the testing results. The coefficient of determination $R^2$ for the scatter diagram shown on the lower right panel is about 0.99.

In conclusion, the new approach infers the magnetic field parameters with a precision comparable with that of the inversion technique. Furthermore, it produced cleaner maps with better noise suppression.

5. COMPARISON AND ANALYSIS OF RESULTS

5.1. Comparison with the linear calibration on $B_l$ and $B_t$

One of our main aims for this study is to improve our model in regions with a strong magnetic field, where the linear calibration method fails for the magnetic saturation effect. Here we present the ResNets results in the magnetic saturation regions and conduct a comparison between the results of ResNets and the linear calibration method for $B_l$ and $B_t$ on the strong magnetic field.

The MagMLP tells us that the neural networks have the ability to solve the magnetic saturation. This is also the case for the CNN method, MagRes. We employ the active region AR 12192 data on the test set to demonstrate. It has a more complicated structure, which was observed with Hinode/SP at 23:41 UT on 24 October 2014. Based on the weak field approximation, the linear calibrations for $B_l$ and $B_t$ are obtained by fitting the straight lines between the Stokes parameters and the inversion results using the least square method. The relationships for linear calibrations are presented in Equations 14 and 15:

$$B_l = 2370.65(V/I) - 39.66,$$  \hspace{1cm} (14)

$$B_t = 2843.19((Q/I)^2 + (U/I)^2)^{1/4} - 63.16.$$ \hspace{1cm} (15)

The results of MagRes, the linear calibration, and the Stokes inversion for $B_l$ and $B_t$ are shown in Figure 7. As is shown with red rectangles, the results of MagReses in the middle panels have a very similar appearance, structure, and shape as those from the inversion in the left panels. However, the results of linear calibration have pronounced magnetic saturation.

With the RMS of residual errors of target data with the testing results of networks, we compare and analyze the performance of the two different neural network methods. The RMS of residual errors for MagReses are less than half for those of MagMLP. The data from 2018 and 2019 in the test set act as samples, which can be seen in Table 2, indicating that the MagReses show a better performance than the MagMLPs based on the quantitative evaluation of the RMS.
Table 2. RMS values’ residual errors of target data with the testing results of networks from 2018 and 2019 in the test set.

| Date       | Active region | Transverse field | Longitudinal field |
|------------|---------------|------------------|--------------------|
|            |               | MagMLP | MagRes | MagMLP | MagRes |
| 20180206_132552 | AR 12699   | 118    | 53     | 97     | 44     |
| 20180210_050505 | AR 12699   | 99     | 40     | 99     | 49     |
| 20180212_081503 | AR 12699   | 96     | 40     | 94     | 47     |
| 20180422_181519 | AR 12703   | 105    | 36     | 84     | 39     |
| 20180621_052804 | AR 12715   | 108    | 42     | 87     | 45     |
| 20190321_135705 | AR 12736   | 125    | 58     | 100    | 55     |
| 20190411_212122 | AR 12738   | 172    | 76     | 137    | 83     |
| 20190412_180409 | AR 12738   | 151    | 61     | 122    | 68     |
| 20190413_102645 | AR 12738   | 99     | 34     | 72     | 35     |
| 20190416_112936 | AR 12738   | 175    | 86     | 172    | 87     |
| 20190418_072036 | AR 12740   | 163    | 88     | 206    | 100    |
| 20190508_060010 | AR 12740   | 104    | 36     | 80     | 38     |

5.2. Comparison and analysis on results of azimuth angle

The azimuth angle $\varphi$ could be directly inferred by Equation 3. However, the effects of Faraday rotation exists in the filter-based magnetograph data, especially for the data taken near the line center (Hagyard et al. 2000; Su & Zhang 2004a). So we make a comparison for $\varphi$ between the methods for ResNet and Equation 3.

The $\varphi$ (azimuth angle) is the direction of the magnetic field projected on the sky plane, and there is no magnetic saturation effect on $\varphi$. Figure 8 compares the results of MagRes, the linear calibration, and Stokes inversions for $\varphi$ in AR 12192. It displays that the results of ResNet and linear calibration are all similar to the inversion results. According to the scatter plots in the bottom panel of Figure 8, ResNet results are better approaching the inversion results than those of linear calibration. Additionally, the RMS of the residual error of the ResNet result with an inversion result is smaller than those for linear calibration, which are $16^\circ$ and $21^\circ$, respectively. This indicates that ResNet could improve the accuracy of $\varphi$.

5.3. Analysis on the inclination angle

Meanwhile, the $\theta$ from the level 2 data of Hinode/SP have many “bright spots” and “dark spots” at 180 and 0 degrees respectively. In our previous paper (Guo et al. 2020), the problem is discussed. We propose to do a comparison experiment with the previous work.

From Equations 4 and 5, we can infer that the $\theta$ can be represented as:

$$\theta = \arctan\left(\frac{B_t}{B_l}\right).$$

The results for $\theta$ are shown in Figure 9. The testing result of $\theta$ is similar to the inversion result in the sunspot region, but it presents significant differences in the quiet region. In our prior study, MagMLP models eliminate “bright spots” and “dark spots” from the inverted inclination angle map. However, these small-scale features are reconstructed by MagRes. The figure of the training result is cleaner. We extracted the corresponding pixels where the transverse magnetic flux density was above 150 G to further evaluate the
model performance below that point. The map of residual error in the upper right panel illustrates that most of the active regions are in the range of $[-20 20]$° and there are many pixels in the quiet region outside of the range $[-20 20]$°. The lower left panel is the histogram of the residual errors. The distribution is asymmetric, which may be because there are more cases in which the number of pixels is higher than 90° as opposed to lower than it. The RMS and MAE of the residual errors are 5° and 3°. The ratio of MAE to RMS, which can help us understand whether there are large but uncommon errors, is about 0.6. This illustrates that there are a few uncommon residual errors which are larger. The lower right panel is the scatter diagram, which identifies the density of the inversion results with the testing results. The coefficient of determination $R^2$ for the scatter diagram shown in the lower right panel is 0.98.

6. DISCUSSION, CONCLUSION, AND FUTURE WORK
We have developed a new approach for the magnetic field calibration for a filter-based magnetograph from a selected wavelength point of the Stokes profiles of Hinode/SP based on ResNet. A series of experiments were carried out on $B_l$, $B_t$, $\varphi$, and $\theta$. We collected 176 frames of data samples, including 121 frames for a training set, 18 frames for a validating set, and 37 frames for a test set. When training the network models, we considered the influential factors on the models’ performance, such as data cleaning, data normalization, and $\alpha$ (filling factor). The main effect of $\alpha$ is in the quiet region. Considering it in the magnetic parameters will increase the prediction error of the models, especially in the weak magnetic field regions.

Different input parameters would generate results with a different accuracy. We have attempted to use Stokes $V$ and $I$ as input parameters to train the model of $B_l$ and use Stokes $Q$, $U$, and $I$ as input parameters to train the model of $B_t$. We note that $B_l$ and $B_t$ can also be inferred from these models, but the accuracy is lower. Additionally, we attempted to select another wavelength point at this line profile to train the models. From the results of our experiments, these training results of models did not have a higher accuracy. The accuracy increased at a different degree, but these are just some of our attempts, and the research value for actual observations is not clear. We focused on the research of the wavelength position at -0.063 Å from the center of line Fe I 6301 Å since this is the closest to the routine observations of filter-based magnetograph.

Thereafter, the trained models were used to infer the vector magnetic fields from the samples of the test set. Firstly, the image data from AR 12738, which were collected on 13 April 2019, were utilized to test the models availability. Secondly, the image data from NOAA AR 12192, which were collected on 24 October 2014 with a more complicated magnetic structure, were used to display the comparison with the results of inversion and linear calibration. Thirdly, 12 frames of the image data from the test set were exploited to compare the performance of ResNet with MLP. Based on these experiments, we obtain the consistent finding, which can be summarized as follows:

1. Our new method could infer the $B_l$ (longitudinal magnetic flux density), $B_t$ (transverse magnetic flux density), and $\varphi$ (azimuth angle) well using narrow-band Stokes $I$, $Q$, and $U$ as well as the $V$ maps. The ResNet method produces cleaner magnetic maps with less noise compared with the inversion method.

2. The results inferred by the new approach are extremely close to the Stokes inversion results with the RMS values of residual errors within 100 G for $B_l$ and $B_t$, where the RMS can be within 50 G for the simple AR images data. For $\varphi$ (azimuth angle), the RMS reached 12° for the non-noisy simple structure data. The ResNet-inferred results are highly correlated to the inversion inferred results with the coefficient of determination $R^2$ values being closer to 1.

3. Compared with the linear calibration, our new approach could infer the magnetic fields better without the magnetic saturation.

4. Based on the analysis of the RMS values of residual errors between the inversion inferred results and the MLP-produced or the ResNet-produced results, the ResNet-produced results are mostly below 50 G, which is much better than those of our previous multilayer perceptron (MLP) method, which were mostly above 100G. This may be because the new method could be able to utilize the spatial relationship between adjacent pixels on the input parameters.

The proposed method also has its shortcomings. Firstly, the final accuracy of the model is limited by the accuracy of the corresponding inversion method that the dataset used. Secondly, a large error occurs if the data predicted by using these models are beyond the data range of the training set. Thirdly, the S/N of actual observation data may also affect the recovered accuracy. All of these effects increase the difficulties involved in the selection of samples as well as cleaning and testing network models. One should keep the above effects in mind when using our method.
In conclusion, our attempts based on ResNet can be understood as an alternative, efficient solution to the problem of linear calibration for the filter-based magnetograph. The study is just a start, and more tests are needed to ensure that the magnetic field recovered from ResNet can be used for scientific analysis. We propose applying the ResNet method to FMG magnetic data calibration. Therefore, some experiments are being conducted on the full-disk data using the observation data of Helioseismic and Magnetic Imager onboard the Solar Dynamics Observatory (Schou et al. 2012), considering the influence of the orbital velocity. Meanwhile, we are also trying to use other neural networks to train models, such as the Dense Convolutional Network (DenseNet) (Huang et al. 2016). In addition, neural networks are not well designed to work with circular quantities, such as the azimuth angle. Whether the function approximation conditions can be considered based on these physical requirements (such as integrating physical constraints on the basis of the traditional loss function) is also a question worth studying. This is not only an important issue for this project, it will affect the degree of trust and use of these data processing results by solar physicists. We also want to use this research to explore a way to overcome the application of machine learning methods in astronomy methods of cognitive impairment to better serve astronomy research in the future.
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Appendix

Figure 10. Upper left panel shows the inversion result for $B_{1f}$. The testing result is shown in the upper middle panel. The upper right panel is the residual error of the inversion result and the testing result. The lower left panel is the histogram of the residual error. The lower right panel is the scatter diagram, identifying the density of the inversion results with the testing results.

1. Transverse magnetic flux density and filling factor

As previously mentioned footnote 1, the observed Stokes $I$ profile $I_{obs}$ is fitted with $\alpha I_{mag} + (1 - \alpha)I_{scatt}$, indicating that $Q = \alpha Q_{mag}$, $U = \alpha U_{mag}$, and $V = \alpha V_{mag}$. In the weak field regime, Stokes $Q$ and $U$ are proportional to the squared transverse magnetic flux density (Bellot Rubio & Orozco Suárez 2019). In other
words, $B_{if}$, without considering the $\alpha$, follow Equation 1.7 based on the weak field regime:

$$B_{if} = \sqrt{\alpha} B \sin(\theta).$$

(1)

This is because alpha acts in the signals and not in the magnetic field itself. If an approximation like weak field is used, the derived quantity has an impact on the output, that is, the magnetic field inferred does not generate the observed signals in areas with a small filling factor and a large field. It could work inside the umbra where alpha is high and the field is large, but not in a plage or faculae where the field is high and the filling factor is small (due to the saturation effect). If one follows the theory and Equation 16, one cannot use Equation 15 to calculate the inclination and one would need the information of alpha to do that.

We also trained a ResNet for $B_{if}$; the results of which can be seen in Figure 1. The results of ResNet appear to be consistent with the inversion results. The RMS and MAE of the residual errors are 48 G and 31 G. The coefficient of determination $R^2$ for the scatter diagram shown in the lower right panel is 0.96. These indicators show poorer results than $B_t$. On the quiet region, we can see that more dots are distributed in the upper right panel than those of $B_t$, which are shown in Figure 5.