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Abstract: Recurrent neural networks (RNNs) can model the time-dependency of time-series data. It has also been widely used in text-dependent speaker verification to extract speaker-and-phrase-discriminant embeddings. As with other neural networks, RNNs are trained in mini-batch units. In order to feed input sequences into an RNN in mini-batch units, all the sequences in each mini-batch must have the same length. However, the sequences have variable lengths and we have no knowledge of these lengths in advance. Truncation/padding are most commonly used to make all sequences the same length. However, the truncation/padding causes information distortion because some information is lost and/or unnecessary information is added, which can degrade the performance of text-dependent speaker verification. In this paper, we propose a method to handle variable length sequences for RNNs without adding information distortion by truncating the output sequence so that it has the same length as corresponding original input sequence. The experimental results for the text-dependent speaker verification task in part 2 of RSR 2015 show that our method reduces the relative equal error rate by approximately 1.3% to 27.1%, depending on the task, compared to the baselines but with an associated, small overhead in execution time.
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1. Introduction

Recurrent neural networks (RNNs) are neural networks used to model time-series data. In addition to the original connections (i.e., from input to hidden states), it has recurrent connections from the hidden states of the previous time step to those of the current time step. Both connections are shared over all time steps. In each time step, the RNN memorizes the hidden states in the current time step (computed from both the input at the current time step and the hidden states at the previous time step). It feeds this information to the next time step. This means that the hidden states in the current time step recursively include information from all the previous states. Therefore, RNNs can effectively model the global context information of an input sequence with a small number of parameters.

Due to this advantage, RNNs have been successfully adapted for speaker verification, especially for text-dependent speaker verification (TD-SV) [1–5]. TD-SV is a technique to verify both a user’s identity and a phrase using the utterance. In TD-SV, the available lexicon is constrained for a few types of phrases, and both enrollment and test utterances should have the same phrase. In real applications, TD-SV is mainly used in various smart devices that require user verification to unlock the devices. In most cases, the phrases of utterances are constrained to few keywords for both user convenience and low verification error, such as “Ok Google” for Google Assistant [6] and “Hi Bixby” for Samsung Bixby [7]. The short keyword-based utterances are particularly vulnerable to information...
distortion, because short keywords are considered completely different even if they are only slightly changed. For example, the utterance of “Hi Bixby” and that of “Hi Bixb” are considered different classes of utterance in TD-SV, even if these utterances are from the same speaker. Therefore, it is important to model short utterances with minimization of information distortion. RNNs can effectively model not only speaker information but also phrase information in utterance. In TD-SV, the RNN in a speaker-and-phrase-discriminant network is used for mapping variable-length utterance to a fixed-size vector (this fixed-size vector is usually called embedding). The embedding is expected to represent both speaker and phrase information in the utterance. It can be either the output frame from the last time step or part of temporal pooling (e.g., running average along time axis) of the output sequence. In this paper, we focus on the latter method, temporal pooling, because it has been empirically confirmed that temporal pooling has higher performance [2].

Like other kinds of neural networks, RNNs are also trained in mini-batch units. To feed a set of input sequences into an RNN in mini-batch units, all the sequences in a given mini-batch must be the same length (denoted as the target length). In most cases, however, input sequences have variable lengths, furthermore, we do not know the length of the sequences in advance. In general, truncation/padding is used to make sure all variable-length sequences have the same target length. Based on the target length, the longer sequences are truncated, and the shorter sequences are padded. Note that there is no specific criterion for setting the target length, and the target lengths are different on a case by case basis. However, truncation/padding cannot avoid information distortion of the original sequences (i.e., sequences that have not been truncated/padded), because truncation brings a loss of some existing information, and padding brings additional unnecessary information not in the original. This problem may degrade the performance of TD-SV, especially when utterances are very short (i.e., short keyword-based TD-SV). Because the short utterance is vulnerable to information distortion, as mentioned above. Sequential processing is an alternative way to avoid this information distortion: feed only one input sequence at a time (i.e., the size of mini-batch is 1), repeat the feeding for all given sequences, and then gather the outputs over the mini-batch. Nonetheless, we do not consider sequential processing in this paper, it is too inefficient in terms of computation speed. Multi-processing can be used in order to speed up the sequential processing but this becomes too inefficient in terms of memory usage.

There are some advanced implementations being used in popular deep learning platforms to reduce information distortion caused by truncation/padding. TensorFlow [8] supports the cudnn_rnnv3 method (In tensorflow.python.ops.gen_cudnn_rnn_ops. However, it is not officially supported and cannot be found in the official documents.) method, which is a kind of RNN implementation backed by cuDNN [9]. Similarly, PyTorch [10] supports the PackedSequence class and related methods. Even if all the input sequences in a mini-batch are padded to have the target length (The padding is optional in PyTorch.) so they have some padded frames, these implementations compute the output sequences with the original frames only. In this paper, the frame corresponds to an element of the sequence. The computation can be executed in parallel (i.e., in mini-batch units). Therefore, each output sequence has the same length as the corresponding original input sequence. All the output sequences are then padded with zero to ensure these have the target length. For example, consider a sample input sequence \( X = [X_1, \ldots, X_t] \) of length \( t \) in a mini-batch, and the target length is \( T (> t) \). Regardless of padding, the output sequence \( H \) for \( X \) is computed up to the time \( t \), that is, \( H = [H_1, \ldots, H_t] \). Then, \( H \) is padded with zero, that is, \( H = [H_1, \ldots, H_t, 0_{t+1}, \ldots, 0_T] \) where \( 0_\ast \) is a zero-vector. However, there are still unnecessary values in the output sequences. Therefore, these implementations also cannot be free from information distortion.

In this paper, we propose a method to remove the information distortion. After the output sequences are computed from the padded input sequence, the proposed method simply truncates the output sequence to have the same length as the original input sequence. Therefore, the proposed method can produce the same output sequence as the output sequence that would result from the
original input sequence. We expect that the proposed method gives performance improvement on TD-SV tasks with some computing overhead.

The remainder of this paper is organized as follows. Section 2 outlines the conventional method to handle variable length sequences for RNNs. Section 3 introduces the proposed method. Section 4 describes the experiments and their results. Finally, Section 5 concludes the paper.

2. Conventional Methods to Handle Variable Length Sequences

Truncation/padding is a conventional and popular method to make sure all input sequences in a mini-batch have the same target length. There are three things that should be considered before truncation/padding. First, how long all the input sequences will be (i.e., target length). Second, where truncation/padding will be applied (i.e., position). Third, if padding is required, what values will be padded (i.e., padding value). In addition, we can also consider the use of advanced implementations, such as cudnn_rnnc or PackedSequence.

2.1. Target Length

All the input sequences in a mini-batch are truncated/padded to have the same target length. There are four types of target length: global maximum, global mean, batch maximum, and batch mean. For example, consider the 9 input sequences \([X_1, X_2, X_3, X_4, X_5, X_6, X_7, X_8, X_9]\) with the lengths \([4, 6, 5, 2, 5, 3, 5, 7, 2]\) (see Figure 1). The size of a mini-batch is 3: \(X_1, X_2,\) and \(X_3\) are in the first mini-batch, \(X_4, X_5,\) and \(X_6\) are in the second mini-batch, and \(X_7, X_8,\) and \(X_9\) are in the third mini-batch. Note that in the example it is assumed that truncation/padding is applied at the end of each sequence.

![Figure 1](image)

**Figure 1.** Examples using four types of target length based on an (a) original: (b) \(\text{max}\), (c) \(\text{mean}\), (d) \(\text{bmax}\), and (e) \(\text{bmean}\). The white frames represent original input frames. The blue frames represent padded frames. The red frames represent truncated frames.

2.1.1. Global Maximum

Global maximum (denoted as \(\text{max}\)) means that the target length is the length of the longest sequence over given dataset. In our example (Figure 1b), all sequences are padded to have a length of 7, regardless of which mini-batch each sequence belongs to. The length of 7 corresponds to the length of the longest sequence (i.e., the length of \(X_8\)). This leads to a total padded length of 24 in this example.

There is no information loss because no sequence is truncated. Also, all the sequences can be padded in advance because the target length is fixed over the entire process. However, this method generally leads to the greatest addition of unnecessary information and the corresponding extra computation.

2.1.2. Global Mean

Global mean (denoted as \(\text{mean}\)) means that the target length is set to the average length of all the sequences over the given dataset. In the example (Figure 1c), the average length is 4 (the decimal point is rounded off). The sequences shorter than 4 (i.e., \(X_4, X_6,\) and \(X_9\)) are padded, and those longer than 4 (i.e., \(X_2, X_3, X_5, X_7,\) and \(X_8\)) are truncated to have a length of 4. The total truncated and padded lengths are 8 and 5, respectively, and therefore, the total amount of computation is decreased compared to global maximum.
It has a relatively smaller computation burden. Also, like in max, all the sequences can be padded in advance. However, it is almost inevitable there is information distortion because there are both truncated and padded sequences.

2.1.3. Batch Maximum

Batch maximum (denoted as \textit{bmax}) means that the target length is the length of the longest sequence in the current mini-batch. In the example (Figure 1d), the sequences in batch 1, 2, and 3 are padded to have lengths of 6, 5, and 7, respectively. The lengths of 6, 5, and 7 correspond to the length of the longest sequence over the sequences in batch1, 2, and 3 (i.e., the lengths of \(X_2\), \(X_5\), and \(X_8\)), respectively. The total padded length is 15 in the example.

There is no information loss, as in max. The amounts of additional unnecessary information and the corresponding computation burden are relatively less than in max. However, we cannot pad the sequences in advance, so we incur an additional overhead for padding. In many cases, the order of training data is changed with each epoch, and therefore, the target length is also changed with each iteration.

2.1.4. Batch Mean

Batch mean (denoted as \textit{bmean}) means that the target length is the average length of sequences in the current mini-batch. In the example (Figure 1e), the sequences in batch1, 2, and 3 are padded to have lengths of 5, 3, and 5, respectively. The lengths of 5, 3, and 5 correspond to the length of the average length of the sequences in batch1, 2, and 3 (the decimal point is rounded off), respectively. The total truncated padded lengths are both 5, and therefore cancel each other out so the total computation amount is not changed.

This method may incur the smallest computation burden, especially when the standard deviation of the sequence lengths is large. However, it is inevitable there is significant information distortion, as in \textit{mean}. It also requires overhead in truncation/padding for the same reason as in \textit{bmax} because we cannot pad the sequences in advance.

2.2. Position

First, note that we do not consider bidirectional RNNs, and the RNNs mentioned in this paper are all unidirectional. In an RNN, the state at the current time step is affected by all states over the previous time steps. In contrast, the state at the current time step does not affect all the previous states, and affects only the states in all the following time steps. Naturally, the outputs are affected by the truncation/padding position. Figure 2 shows an example for position. In the example, the target length is 4, and the black arrow indicates the first time step of the original sequence.

\[ \text{Figure 2: The example of two types of truncation/padding position based on an (a) original: (b) front and (c) end. The black arrow indicates the first time step of the original sequence.} \]
2.2.1. Front

In this case, truncation(padding) is applied at the front of the sequence (Figure 2b).

The truncated sequence loses information contained in the front sections of the original sequence. This can cause performance degradation in task where the information at the front is more important than that at the end. For example, consider the discrimination of two utterances with the phrases: “light off” and “oven off”. If some of the front frames are truncated and only the frames corresponding to “off” remain, we cannot discriminate the meaning between these utterances.

In a padded sequence, the padded frames affect the original frames. In other words, the last hidden state from the padded frames becomes the initial states of the original frames. The last hidden state from the padded frames is generally not zero, even if all the padded values are zero, due to the biases and activation function. Therefore, the original frames are affected by the padded frames.

2.2.2. End

In this case, truncation(padding) is applied at the end of the sequence (Figure 2c).

The truncated sequences lose the information contained in the end sections of the original sequence. This can cause performance degradation on a task in which the information at the end is more important than that at the front. For example, consider the discrimination of two utterances with the phrases: “volume up” and “volume down”. If some of the end frames are truncated and only the frames corresponding to “volume” remain, we cannot discriminate the meaning between these utterances.

In padded sequences, the original frames affect the padded frames. Unlike in front, the original frames are not affected by the padded frames. Therefore, the values of the outputs from the original frames are not changed. It means that we can obtain exactly the same outputs as the original sequence would give, if we can remove only the outputs from the padded frames.

2.3. Padding Value

2.3.1. Constant

All the padded values are the same regardless of sequence (denoted as const). In most cases, zero is used as the padding value, and we also apply zero-padding in this paper. Padding with a constant value means that all sequences are given common information because all sequences are given the same values. Therefore, this may degrade the ability to discriminate between sequences.

2.3.2. Repeat

A sequence is padded by repeating some of its own frames (denoted as rept). For example, consider a sample input sequence $X = [X_1, X_2, X_3, X_4]$ of length 4, and we want to make the length of $X = 6$ by padding. The padded sequence becomes $[X_3, X_4, X_1, X_2, X_3, X_4]$ for front and $[X_1, X_2, X_3, X_4, X_1, X_2]$ for end. As each utterance is padded with some frames from itself, it can maintain its own unique speaker information. However, at the same time the identity of the phrase is changed, this may degrade the ability to discriminate between phrases.

2.4. Advanced Implementation

In this paper, we focus on PackedSequence and its methods in PyTorch. Note that our purpose is not a comparison between the deep learning platforms, and the outputs from TensorFlow and PyTorch are the same.

Figure 3 shows the procedure for PackedSequence, which proceed in four steps. We start with a list of sequences that have variable lengths (e.g., $A = [A_1, A_2, A_3]$, $B = [B_1, B_2, B_3, B_4, B_5]$, and $C = [C_1, C_2, C_3, C_4]$ that have the length of 3, 5, and 4, respectively). Note that each sequence is a tensor object, but a list of the sequences is a simple Python list object. First, the sequences are sorted by length in descending order (The sorting is not required, but recommended.) (e.g., the order
B, C, A). Second, the sorted sequences are converted into a PackedSequence object, which is done by the pack_sequence method. The PackedSequence object merges all separate sequences into one sequence with the batch_sizes attribute. In the PackedSequence object, all frames in the mini-batch are arranged in time step order. In the example, the list of the sequences is converted into a single sequence: \([B_1, C_1, A_1, B_2, C_2, A_2, B_3, C_3, A_3, B_4, C_4, B_5]\). The batch_sizes attribute gives the number of frames at each time step to feed into the RNN. In the example, the batch_sizes becomes \([3, 3, 3, 2, 1]\). Third, the PackedSequence object is fed into the RNN. The output is also a PackedSequence object. Fourth, the output object is converted to a list of tensor objects where all the output sequences have the same length. The PackedSequence object should be converted to a general tensor object, because it can be used only for RNN objects. Zero-padding is applied, and the target length is the length of the longest sequence in the mini-batch (e.g., 5; the length of B). This can be done by pad_packed_sequence method. Therefore, we can obtain the same outputs as from sequential processing, except for the zero-padded frames in the outputs.

![Diagram](https://via.placeholder.com/150)

**Figure 3.** The procedure of the PackedSequence object in PyTorch.

### 3. The Proposed Method

In this paper, we proposed a simple method to handle variable length sequences for RNNs without information distortion. All the input sequences must be pre-processed with a target length of \(\text{max/bmax}\) and the position of \(\text{end}\) (i.e., \(\text{max_end_*}\) or \(\text{bmax_end_*}\)) or with PackedSequence. With these conditions, there is no information loss, and the original frames are not affected by the padded frames.

The bottom of Figure 4 and Algorithm 1 show the overview and pseudo code of the proposed method, respectively. Consider the set of output sequences \(H = [H_1, \ldots, H_n]\) in a mini-batch of size \(n\). All the output sequences in \(H\) has the same length \(T\), which are computed from the padded input sequences. For each mini-batch, each output sequence \(H_i = [H_i[0], H_i[1], \ldots, H_i[T-1]]\) is first truncated to have its original length \(t_i = \text{sl}[i]\). The truncation is applied at the end of the sequence, that is, the truncated sequence is \(H_i = H_i[: t_i] = [H_i[0], H_i[1], \ldots, H_i[t_i-1]]\). Each truncated sequence \(H_i\) is then used to compute the embedding by temporal pooling. With the baseline methods, the embedding
is computed using $\mathbf{H}_i$ rather than $\hat{\mathbf{H}}_i$. With the proposed method, therefore, we can exclude the effects of the padded frames in the output sequence from the embedding.

Regardless of the kinds of pre-processing method (i.e., the baseline and the proposed), we used two kinds of temporal pooling (i.e., temporal_pooling($\cdot$) in Algorithm 1) for computing embeddings. One is simply running average of the output sequence $\mathbf{H}_i$ along time axis. In this case, the embedding $\mathbf{o}_i$ becomes either $\frac{1}{T} \sum_{j=0}^{T-1} \mathbf{H}_i[j]$ (for the baseline) or $\frac{1}{T} \sum_{j=0}^{T-1} \mathbf{H}_i[j]$ (for the proposed). The other is running weighted sum of the output sequence $\mathbf{H}_i$ along time axis. In this case, the embedding $\mathbf{o}_i$ becomes either $\sum_{j=0}^{T-1} a_j \mathbf{H}_i[j]$ (for the baseline) or $\sum_{j=0}^{T-1} a_j \mathbf{H}_i[j]$ (for the proposed), where $a_j$ is the attention weight for the $j$-th output frame $\mathbf{H}_i[j]$ obtained by a self-attention mechanism [11,12].

In the proposed method, computing embeddings from output sequences cannot be performed in mini-batch units (i.e., cannot be computed in parallel), because all the original sequences generally have variable lengths. Also, there is an additional overhead for the output truncation. Therefore, the proposed method is slower than the baseline method. Nonetheless, we expect that the execution time between the baseline and proposed method do not differ significantly. This is due to the fact that most of the time is occupied by the RNN operation itself, which can be processed in mini-batch units (i.e., can be computed in parallel) for both the baseline and proposed method.

Figure 4. The overview of the (top) conventional and (bottom) proposed methods. The yellow frames represent the output from the original input frame. The gray frames represent the output from the padded frame. The green elements represent an embedding.
Algorithm 1 The pseudo code of the proposed method

**Input**
- \( H = [H_1, \ldots, H_n] \): list of the output sequences. Each sequence has the shape of \( T \times D \)
- \( s_l = [t_1, \ldots, t_i] \): list of the original lengths of each sequence (\( t_i < T \) for all \( i \)).
- \( n \): mini-batch size.
- \( T \): target length.
- \( D \): the dimensionality.

**Output**
- \( O = [o_1, \ldots, o_n] \): list of the embeddings. All the embeddings are \( D \)-dimensional.

1: \( O = [] \) # empty list
2: for \( i \) in range(\( n \)): # for the \( i \)-th output sequence
3: \( \hat{H}_i = H_i[t_i] \) # output truncation up to its original sequence
4: \( o_i = \text{temporal pooling}(\hat{H}_i) \) # the \( i \)-th embedding
5: \( O.\text{append}(o_i) \) # append the \( i \)-th embedding into the list
6: return as_tensor(\( O \)) # convert to tensor object

4. Experiment

4.1. Database

We used part 2 of the robust speaker recognition (RSR) 2015 dataset [13], which is designed for TD-SV. Part 2 focuses on device control and speaker verification simultaneously using fixed command words. It consists of utterances from 300 speakers, and is divided into background, development, and evaluation subsets. The background and development sets are comprised of 50 male and 47 female speakers. The evaluation set is comprised of 57 male and 49 female speakers. There is no speaker overlap across the three subsets. Each speaker speaks 30 kinds of utterance in 9 different sessions. The length of utterance, including silence, is 1.99 s on average and they range from 1.66 to 2.44 s. Excluding silence part, the length of utterances is 0.63 s on average and they range from 0.44 to 0.99 s.

The background set is used to build gender-independent models. The development set is used to validate the performance with gender independent trials. The evaluation set is used to evaluate the performance of the trained models with gender dependent trials. A target trial means the case where both speaker and phrase are the same between the enroll and test utterances. A non-target trial means the case where either the speaker or phrase is different between the enroll and test utterances. Note that the enrollment model in trials of RSR 2015 consists of 3 utterances. We used an average of 3 embeddings along the time axis as the enrollment model. We validated the performance of the models for every epoch. The models that showed the best performance in the development trials were used for evaluation.

4.2. Experimental Setup

We used 40-dimensional log mel filterbank coefficients as the acoustic feature for each frame. For each utterance, 25 ms frames were extracted at 10 ms intervals. We applied pre-processing for each frame in the following order: removing DC offset, pre-emphasis filtering with a coefficient of 0.97, and Hamming windowing. The number of FFT points was 512. After the feature extraction, mean normalization was applied with a 300-frame sliding window. Silence frames were removed by energy-based voice activity detection (VAD). For each utterance, the sequence of log energies passed the median filter with a kernel size of 11, and then was normalized to have zero mean and a unit variance. The energies were modeled using a tied-variance Gaussian mixture model (GMM) with 3 components. Each of the components represented high, middle, and low energies. The frames that correspond to the component with low energy are removed. After the VAD, the number of frames is 86 on average, has the standard deviation of about 30.7, and range from 15 to 501, which means that our VAD cannot perfectly remove silence frames only. Nevertheless, we empirically found that our
VAD is more efficient than the general VAD. The Kaldi toolkit [14] was used to extract mel filterbank. The scikit-learn [15] was used to implement the GMM for VAD.

We built a speaker-and-phrase-discriminant network based on a two-layer long short-term memory (LSTM) [16]. Each layer of the LSTM has 512 units. The 512-dimensional embedding was extracted by averaging the output sequences along the time axis, or by a self-attention mechanism. The number of attention heads of the self-attention is 4. Batch normalization [17] was applied to the embedding. Two softmax classifiers (i.e., one for classifying speakers, and one for classifying phrases) are stacked on the top of the LSTM. All the weights of the LSTM were initialized using the Glorot normal distribution [18]. The recurrent weights were orthogonalized [19]. The forget biases were initialized to one [20], and the other biases of the LSTM were initialized to zero. The weights of both the attention layer and classifiers were orthogonalized. There is no bias in both the attention layer and classifiers. AMSGrad [21], a variant of the Adam [22] optimizer, was used to minimize the cross-entropy loss. The learning rate was fixed at $10^{-3}$. We trained the network for 100 epochs with a mini-batch size of 32, we then selected the best network by validation. PyTorch was used to implement the network.

We trained the networks with the 18 different methods (i.e., 16 kinds of truncation/padding, the PackedSequence based implementation, and the proposed method). In contrast, we validate and evaluate only with the proposed method. For a fair comparison, it is natural that all the systems should be evaluated under the same condition, regardless of the kinds of pre-processing method for input sequence used in the training phase. Also, in real applications, it is assumed that only one sequence is fed into the network at one time. Hence, there is no need to apply truncation/padding. However, it takes a long time to feed only one sequence into the network at one time. Therefore, we used the proposed method instead for both validation and evaluation, which can bring the same results as when feeding one sequence into the network at one time with less computation time. Cosine similarity was used as the scoring metric, and equal error rate (EER) was used as the evaluation metric. All our experiments were conducted using NVIDIA Quadro RTX 8000 GPU and Intel Xeon E5-2699 v4 CPU.

### 4.3. Results

Table 1 shows the EERs on the trials of both development and evaluation sets according to the methods for handling variable length sequences without self-attention. On average, max/bmax showed relatively lower EERs of about 9.2% than mean/bmean. This means that the loss of information from truncation is worse than the addition of unnecessary information from padding.

On the other hand, against our expectation, there was no consistent trend with the other conditions. For example, const did not always show higher EERs than rept. Also, front did not always show lower EERs than end, unlike in [23]. Notice that both speaker information and phrase information are important in TD-SV. In general, const can maintain the identity of phrase, although the discriminative power between speakers can be degraded. Whereas, rept can maintain speaker information, although the identity of phrase is somewhat changed. It can be seen that there is a trade-off between const and rept, while there is no significant difference between front and end in TD-SV.

Except on the female evaluation trials, the proposed method showed the lowest EERs, exhibiting relative reductions of approximately from 1.3% (i.e., compared with PackedSequence) to 27.1% (i.e., compared with bmean_front_rept) in the development trials, and from 3.8% (i.e., compared with PackedSequence) to 20.8% (i.e., compared with mean_front_rept) on the male evaluation trials. These results correspond with our expectations that reducing the information distortion can improve performance, and it is shown that the proposed method can remove information distortion.

On the female evaluation trials, the max_end_rept showed the lowest EER. The proposed method showed the second lowest EER, but only relatively about 0.2% higher than the max_end_rept. Therefore, it is difficult to say that there is a significant difference between them.

Table 2 shows the EERs with self-attention. Attention emphasizes more important frames by applying different weights. As in Table 1, max/bmax still show relatively lower EERs of approximately
7.6% than mean/bmean in general. Even so, the gap between the EERs was slightly decreased, relatively about from 9.2% to 7.6%. This means that attention can compensate for information loss somewhat.

Table 1. The EERs (%) of systems without self-attention on the development and evaluation trials of RSR 2015 part 2. The lowest EERs among all the methods are highlighted in bold, the lowest EERs among all the methods except the proposed method are underlined.

| Method (Length_Position_Value) | Development | Evaluation |
|-------------------------------|-------------|------------|
|                              | Male | Female | Male | Female |
| max_front_const               | 6.5457 | 6.2307 | 6.1973 |
| max_front_rept                | 6.4058 | 5.6945 | 5.8673 |
| max_end_const                 | 6.8604 | 6.1845 | 6.6062 |
| max_end_rept                  | 6.2114 | 5.3666 | 5.5966 |
| mean_front_const              | 7.4516 | 6.2706 | 6.6384 |
| mean_front_rept               | 7.9748 | 6.6218 | 6.8302 |
| mean_end_const                | 6.9754 | 6.4371 | 5.8908 |
| mean_end_rept                 | 7.3834 | 6.3192 | 6.5966 |
| bmax_front_const              | 6.557  | 5.6058 | 5.9923 |
| bmax_front_rept               | 6.269  | 5.6351 | 6.0046 |
| bmax_end_const                | 6.883  | 5.8312 | 5.9703 |
| bmax_end_rept                 | 6.7341 | 5.8417 | 6.1402 |
| bmean_front_const             | 7.4735 | 6.2202 | 7.6999 |
| bmean_front_rept              | 8.2143 | 6.5823 | 7.0024 |
| bmean_end_const               | 6.9868 | 5.9363 | 6.1384 |
| bmean_end_rept                | 7.1084 | 6.0733 | 6.1645 |
| PackedSequence                | 6.0687 | 5.4484 | 5.8749 |
| Proposed                      | 5.9876 | 5.2439 | 5.6075 |

Table 2. The EERs (%) of systems with self-attention on the development and evaluation trials of RSR 2015 part 2. The lowest EERs among all the methods are highlighted in bold, the lowest EERs among all the methods except the proposed method are underlined.

| Method (Length_Position_Value) | Development | Evaluation |
|-------------------------------|-------------|------------|
|                              | Male | Female | Male | Female |
| max_front_const               | 5.9814 | 5.4696 | 5.7919 |
| max_front_rept                | 5.0286 | 4.7755 | 5.2656 |
| max_end_const                 | 6.0851 | 5.2865 | 5.9126 |
| max_end_rept                  | 5.1067 | 4.7189 | 5.2431 |
| mean_front_const              | 6.2526 | 5.5981 | 5.7569 |
| mean_front_rept               | 6.0607 | 5.5753 | 5.9489 |
| mean_end_const                | 5.8732 | 5.1386 | 5.8918 |
| mean_end_rept                 | 5.9291 | 5.3014 | 5.8448 |
| bmax_front_const              | 6.148  | 5.235  | 5.1985 |
| bmax_front_rept               | 5.3502 | 4.5813 | 5.2674 |
| bmax_end_const                | 6.4357 | 5.2748 | 5.4604 |
| bmax_end_rept                 | 5.2754 | 5.002  | 5.4826 |
| bmean_front_const             | 6.3489 | 5.4201 | 5.7655 |
| bmean_front_rept              | 6.515  | 5.4798 | 6.266  |
| bmean_end_const               | 6.1184 | 5.3527 | 5.6719 |
| bmean_end_rept                | 6.0218 | 5.6071 | 6.3661 |
| PackedSequence                | 5.3949 | 4.6406 | 5.2572 |
| Proposed                      | 5.1206 | 4.2291 | 5.039  |
If attention can perfectly ignore (i.e., give zero attention weight) the frames that contain unnecessary information, the EERs of max/bmax/PackedSequence (i.e., when there is no information loss) may be very close to those of the proposed method. If so, it is not necessary to use the proposed method.

In practice, however, the proposed method showed relatively about 11.2%, 11.1%, and 6% lower EERs on average than max, bmax, and PackedSequence, respectively. Except on the development trials, the proposed method shows the lowest EERs, exhibiting relative reductions of from approximately 7.7% (i.e., compared with bmax_front_rept) to 24.6% (i.e., compared with bmax_front_rept) on the male evaluation trials, and from 3.1% (i.e., compared with bmax_front_const) to 20.8% (i.e., compared with bmean_end_rept) on the female evaluation trials. This means that attention cannot perfectly remove the unnecessary information. When using the conventional methods, which cause information distortion, the attention weights can also be distorted because they were trained using the frames that have distorted information. Therefore, the proposed method is required to remove the information distortion.

On the development trials, the max_front_rept and max_end_rept showed the lowest and second lowest EERs, respectively. The proposed method showed the third lowest EER with relative about 1.8% and 0.3% higher than the max_front_rept and max_end_rept, respectively. It seems that the network trained with a sequence that includes some unnecessary information may be more suitable for the embedding from the sequence (that includes some unnecessary information) rather than the embedding from the distortion-free sequence.

Table 3 shows the average execution time for extracting one embedding with/without attention. In our experiments, execution time is proportion to both computation amount and memory usage because we did not use the multi-processing method. Naturally, max, which requires the most amount of computation, shows the longest execution times. Also, in most cases, the methods with attention show longer execution times, relatively about 7.4%.

| Method (Length_Position_Value) | Execution time (ms) | Without Attention | With Attention |
|-------------------------------|---------------------|------------------|---------------|
| max_front_const               | 2.8073              | 2.9707           |               |
| max_front_rept                | 2.6802              | 3.2585           |               |
| max_end_const                 | 3.0572              | 3.4547           |               |
| max_end_rept                  | 3.3429              | 3.4              |               |
| mean_front_const              | 0.6032              | 0.6113           |               |
| mean_front_rept               | 0.5312              | 0.631            |               |
| mean_end_const                | 0.5182              | 0.6322           |               |
| mean_end_rept                 | 0.5762              | 0.6553           |               |
| bmax_front_const              | 0.3254              | 0.345            |               |
| bmax_front_rept               | 0.3562              | 0.3627           |               |
| bmax_end_const                | 0.368               | 0.3195           |               |
| bmax_end_rept                 | 0.363               | 0.3347           |               |
| bmean_front_const             | 0.1926              | 0.2004           |               |
| bmean_front_rept              | 0.1869              | 0.2201           |               |
| bmean_end_const               | 0.1784              | 0.2084           |               |
| bmean_end_rept                | 0.2016              | 0.1916           |               |
| PackedSequence                | 0.316               | 0.3187           |               |
| Proposed                      | 0.3961              | 0.4529           |               |

bmax showed relatively shorter execution times of approximately 88.8% than max, and bmean showed relatively shorter execution times of approximately 66.7% than mean. Notice that there is a trade-off between max/mean and bmax/bmean. Generally, max/mean require more computation than bmax/bmean. Instead, bmax/bmean require an overhead for truncation/padding because the target length is changed for every mini-batch. This overhead is not required with max/mean because the target length
is fixed, and therefore, the truncation/padding is applied in advance. In the case that the standard deviation of the number of frames is somewhat large, like in our experiments (i.e., 30.7), reducing the amount of computation using $b_{\text{max}}/b_{\text{mean}}$ is more effective to reduce execution time than applying truncation/padding in advance using $max/mean$. On the contrary, in the case that the standard deviation is small enough, applying truncation/padding in advance can be more effective than reducing the amount of computation. Therefore, it is necessary to select proper method depending on the database used. On the other hand, there is no significant difference according to position or padding value.

In our experiments, the proposed method is applied to the output sequences obtained by PackedSequence. The proposed method shows longer execution times than PackedSequence (a relative increase about 33.7%). The increased execution time is due to the output truncation and sequential processing.

Recall that the female evaluation trial in Table 1 (i.e., without attention) and the development trial in Table 2 (i.e., with attention), where $max$ showed lower EERs than the proposed method. The $max$ reduced relatively lower EERs of approximately from 0.2 to 1.8%. However, the $max$ revealed far longer execution times, increased approximately from 6.7 times to 8.4 times. In real applications, therefore, use of the $max$ is not good choice when considering not only EER but also execution time, even though the max exhibited lower EERs than the proposed method on those trials.

5. Conclusions

In this paper, we proposed a simple, novel method to handle variable length sequences for RNNs without information distortion. The prerequisites of this proposed method are to apply padding at the end of sequences to make all the input sequences in a mini-batch the same length or use PackedSequence in PyTorch, so that any padded frames do not affect the original frames. The key point of the proposed method is the output truncation. For each output sequence in a mini-batch, we truncate the outputs to remove the padded frames so all that remains is the outputs from the original input frames. The proposed method mostly showed lower EERs on part 2 of the RSR 2015 task but with a small associated overhead in computation time. Even though there are some cases where the proposed method showed higher EERs, the proposed method showed far less execution times than the baselines. Based on these results, we believe that the proposed method generally gives more robust performance than the conventional methods, when considering both error rate and execution time.

In the future, we will evaluate our proposed method with RNNs in other tasks, such as speech recognition and natural language processing, to confirm the generalization power of the proposed method. Moreover, we will investigate the distortion-free method for other kinds of neural networks, such as convolutional neural networks (CNNs). The information distortion caused by truncation/padding can also be observed when using other kinds of neural networks. However, the proposed method can be used for RNNs only because the effects of truncation/padding depends on the kinds of neural networks. Therefore, it can be useful to develop the distortion-free methods for other kinds of neural networks.
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