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Abstract

Recently, the use of intelligent reflecting surface (IRS) has gained considerable attention in wireless communications. By intelligently adjusting the passive reflection angle, IRS is able to assist the base station (BS) to extend the coverage and improve spectral efficiency. This paper considers a joint symbol-level precoding (SLP) and IRS reflecting design to minimize the symbol-error probability (SEP) of the intended users in an IRS-aided multiuser MISO downlink. We formulate the SEP minimization problems to pursue uniformly good performance for all users for both QAM and PSK constellations. The resulting problem is non-convex and we resort to alternating minimization to obtain a stationary solution. Simulation results demonstrate that under the aid of IRS our proposed design indeed enhances the bit-error rate performance. In particular, the performance improvement is significant when the number of IRS elements is large.
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I. INTRODUCTION

Recently, the intelligent reflecting surface (IRS) is proposed to provide new degrees of freedom to enhance the performance of wireless communication systems. IRS is a programmable passive reflecting array. By collaborating with the base station (BS), the reflecting angle of the IRS
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elements are adjusted to create better propagation conditions for the intended users, which leads to benefits such as enhanced transmission quality, extended coverage, etc. However, the emergence of IRS also raises a problem: How can we integrate IRS in current wireless communication systems such that the effect of the reflecting signals are constructive for the intended users?

The fast growing body of literature has considered designing the IRS under various system performance metrics. The single-user case has been well studied in [1], [2]. The multiuser case has also been investigated by joint precoding and IRS design. By properly choosing the reflecting angles of the IRS elements, the existing works have shown that the IRS-aided systems are able to reduce transmission power at the BS [1], improve the weighted sum-rate [3] and enhance information security [4], to name a few. Most of the existing works for IRS-aided communication systems are built upon conventional linear precoding schemes, while the more advanced symbol-level precoding (SLP) schemes have not been well studied under the IRS. The salient feature of SLP in comparison with conventional linear precoding is that SLP takes advantage of specific symbol constellation structure (e.g., PSK and QAM) in the design for enhanced symbol-error probability (SEP) performance [5], [6]. A concurrent IRS work considering the SLP design for PSK and for power minimization is proposed very recently [7].

This paper considers a joint SLP and IRS design for minimizing the SEP of all the users in an IRS-aided multiuser MISO downlink and for both QAM and PSK constellations. Under the total power constraint at the BS, a worst-case SEP minimization problem is formulated. The resulting problem is non-smooth and non-convex. We first apply smooth approximation to the objective function to obtain a smooth problem. Then, we alternately optimize the precoder and IRS reflecting angles by the accelerated projected gradient (APG) method for each subproblem. Simulation results show that the IRS-aided SLP design is able to boost the BER performance compared to that without the aid of IRS.

II. Problem Formulation

We consider an IRS-aided multiuser MISO downlink transmission. A BS with $N$ transmit antennas transmits data streams to $K$ single-antenna users simultaneously with the aid of an IRS. The IRS is equipped with $M$ independent passive reflecting elements and with reflecting coefficients $\theta \in \mathbb{C}^M$, whose amplitudes are assumed to be $|\theta_i| = 1$, $i = 1, \ldots, M$, and angles controlled by the BS. The channel from the BS to the IRS, the channel from the BS to user $i$,
and the channel from the IRS to user $i$ are denoted by $G$, $h_{d,i}$ and $h_{r,i}$, respectively. Assuming frequency-flat fading channels, the received signal at user side is given by

$$y_{i,t} = (h_{r,i}^H \Theta^H G + h_{d,i}^H)x_t + n_{i,t}$$

$$= (H_{r,i} \theta + h_{d,i})^H x_t + n_{i,t},$$

for $t = 1, \ldots, T$, $i = 1, \ldots, K$, where $y_{i,t}$ is the received signal at user $i$ at symbol time $t$; $T$ is the transmission block length; $\Theta = \text{Diag}(\theta)$ is the reflecting matrix of the IRS; $x_t \in \mathbb{C}^N$ is the transmit signal at the BS; $H_{r,i} = G^H \text{Diag}(h_{r,i})$; $n_{i,t} \sim \mathcal{CN}(0, \sigma^2)$ is circular complex Gaussian noise.

Under the IRS model (1), we aim to jointly design the transmit signal $x_t$ and the reflecting coefficient $\theta$ to reduce the SEP of all the users. Let $s_{i,t}$ be the symbol intended for user $i$ at symbol time $t$. We assume that the symbols are drawn from a QAM constellation, namely,

$$s_{i,t} \in \mathcal{S}_{\text{QAM}} \triangleq \{s_R + j s_I \mid s_R, s_I \in \{\pm 1, \pm 3, \ldots, \pm (2B - 1)\}\}$$

for some positive integer $B$. The precoder $x_t$ and reflecting coefficient $\theta$ are designed such that the users are expected to receive

$$y_{i,t} = d_t^R \Re(s_{i,t}) + j \cdot d_t^I \Im(s_{i,t}) + n_{i,t},$$
where $d^R_i > 0$ and $d^I_i > 0$ are the half inter-point spacing of the real and imaginary parts of the QAM constellation of user $i$, as shown in Fig. 2. The users detect the symbols by

$$\hat{s}_{i,t} = \text{dec}(\Re(y_{i,t})/d^R_i) + j \cdot \text{dec}(\Im(y_{i,t})/d^I_i)$$

where $\text{dec}$ is the decision function of $\{\pm 1, \pm 3, \ldots, \pm (2B - 1)\}$. Based on the SEP results in our recent work [8], in the IRS-aided system, the conditional SEP $\Pr(\hat{s}_{i,t} \neq s_{i,t} \mid s_{i,t})$ can be bounded by

$$\Pr(\hat{s}_{i,t} \neq s_{i,t} \mid s_{i,t}) \leq 2 \max\{\text{SEP}^R_{i,t}, \text{SEP}^I_{i,t}\},$$

where $\text{SEP}^R_{i,t} = \Pr(\Re(\hat{s}_{i,t}) \neq \Re(s_{i,t}) \mid s_{i,t})$ and

$$\text{SEP}^R_{i,t} \leq Q\left(\frac{\sqrt{2}b^R_{i,t}}{\sigma}\right) + Q\left(\frac{\sqrt{2}c^R_{i,t}}{\sigma}\right)$$

with $Q(x) = \int_x^\infty \frac{1}{\sqrt{2\pi}} e^{-z^2/2} dz$,

$$b^R_{i,t} = d^R_i - (\Re((H_{r,i}\theta + h_{d,i})^H x_t) - d^R_i\Re(s_{i,t})), $$

$$c^R_{i,t} = d^R_i + (\Re((H_{r,i}\theta + h_{d,i})^H x_t) - d^R_i\Re(s_{i,t})).$$

The SEP$^I_{i,t}$ is defined and characterized in the same way as SEP$^R_{i,t}$ by only replacing the “$R$” and “$\Re$” by “$I$” and “$\Im$”, respectively, in the above results; see [8] for more details.
Based on the above SEP characterization, our design aims to minimize the SEP in a uniformly fair fashion

$$\min_{X, d, \theta} \max_{t=1, \ldots, T} \max_{i=1, \ldots, K} \{\text{SEP}_{R,i,t}, \text{SEP}_{I,i,t}\}$$

$$\text{s.t. } \|x_t\|^2 \leq P, \ t = 1, \ldots, T, \ d \geq 0,$$

$$|\theta_j| = 1, \ j = 1, \ldots, M,$$

where $X = [x_1, \ldots, x_T]$, $d = [d_1^R, \ldots, d_K^R, d_1^I, \ldots, d_K^I]^T$, $P$ is the instantaneous total power constraint at the BS. Here, we also optimize the QAM inter-point spacing for optimized performance.

Problem (2) can be explicitly expressed as

$$\min_{X, d, \theta} \max_{t=1, \ldots, T} \max_{i=1, \ldots, K} \{-b_{R,i,t}, -c_{R,i,t}, -b_{I,i,t}, -c_{I,i,t}\}$$

$$\text{s.t. } X \in \mathcal{X}, \ d \in \mathcal{D}, \ \theta \in \Theta,$$

where $b_{i,t}$ and $c_{i,t}$ are defined in the same way as $b_{i,t}^R$ and $c_{i,t}^R$, respectively, by replacing the “$R$” and “$\Re$” by “$I$” and “$\Im$”; $\mathcal{X} \triangleq \{X \mid \|x_t\|^2 \leq P, \ t = 1, \ldots, T\}$, $\mathcal{D} \triangleq \{d \geq 0\}$, $\Theta \triangleq \{\theta \mid |\theta_j| = 1, \ j = 1, \ldots, M\}$.

### III. Algorithm

Problem (3) is non-smooth. To handle this, we apply smooth approximation to the objective function of (3). Specifically, we apply the log-sum-exp function to smoothen the max, which leads to

$$\min_{X, d, \theta} \sum_{t=1}^T \sum_{i=1}^K f_{i,t}(X, d, \theta) \triangleq \eta \log \left( \sum_{t=1}^T \sum_{i=1}^K f_{i,t}(X, d, \theta) \right)$$

$$\text{s.t. } X \in \mathcal{X}, \ d \in \mathcal{D}, \ \theta \in \Theta,$$

where

$$f_{i,t}(X, d, \theta) = e^{-b_{i,t}^R/n} + e^{-c_{i,t}^R/n} + e^{-b_{i,t}^I/n} + e^{-c_{i,t}^I/n};$$

$\eta > 0$ is the smoothing parameter, note that the approximation is tight as $\eta \to 0$. Problem (4) is non-convex and the non-convexity lies in both the coupling of $\theta$ and $x_t$ in the objective function and the unit-modulus constraint of $\theta_i$. We apply alternating minimization to handle problem (4) with respect to (w.r.t.) $(X, d)$ and $\theta$. We apply Nesterov’s accelerated projected gradient (APG) method to the $(X, d)$ and $\theta$ subproblems. The algorithm sketch is shown in...
Algorithm 1. There, APG\(_{(X,d)}(\theta)\) stands for the APG solver for solving problem (4) w.r.t. \((X,d)\) given \(\theta\), and APG\(_{\theta}(X,d)\) the APG solver for solving problem (4) w.r.t. \(\theta\) given \((X,d)\).

**Algorithm 1 Alternating Minimization for Problem (4)**

1: **given** starting point \((X^0,d^0,\theta^0)\), smoothing parameter \(\eta\).

2: \(k = 0\).

3: **repeat**

4: \(k = k + 1\);

5: Update \((X^k,d^k) = \text{APG}_{(X,d)}(\theta^{k-1})\);

6: Update \(\theta^k = \text{APG}_{\theta}(X^k,d^k)\);

7: **until** some stopping criterion is met.

Next, we specify the APG algorithms used in Steps 5 and 6 in Algorithm 1.

A. \((X,d)\) Update

For any given \(\theta\), the subproblem w.r.t. \((X,d)\) is convex and smooth. We apply APG to solve it. Specifically, the APG iteration is given by

\[
X^{j+1} = \Pi_X \left( Z_X^j - \frac{1}{\beta_j} \nabla_X f(Z_X^j, z_d^j, \theta) \right),
\]

\[
d^{j+1} = \Pi_D \left( z_d^j - \frac{1}{\beta_j} \nabla_d f(Z_X^j, z_d^j, \theta) \right),
\]

where

\[
Z_X^j = X^j + \alpha_j (X^j - X^{j-1}),
\]

\[
z_d^j = d^j + \alpha_j (d^j - d^{j-1}),
\]

with

\[
\alpha_j = \frac{\xi_{j-1} - 1}{\xi_j}, \quad \xi_j = \frac{1 + \sqrt{1 + 4\xi_{j-1}^2}}{2};
\]

(5)

\(\beta_j\) is chosen by the backtracking line search [9]; \(\Pi_X(x) \triangleq \arg\min_{y \in X} \|x - y\|^2\) denotes the projection of \(x\) onto the set \(X\); note that,

\[
\hat{X} = \Pi_X(X) \Leftrightarrow \hat{x}_t = \begin{cases} x_t, & \text{if } \|x_t\|^2 \leq P, \forall t; \\ \sqrt{P \frac{x_t}{\|x_t\|}}, & \text{otherwise} \end{cases}
\]

\(\Pi_D(d) = \max\{0, d\}\).
The expressions of the gradient $\nabla_X f$ and $\nabla_d f$ are given by

$$
\nabla_{\Re(x_i)} f(X, d, \theta) = \frac{\sum_{i=1}^K \left( (e^{-\frac{\nu_i^R}{\eta}} - e^{-\frac{\nu_i^L}{\eta}}) \Re(h_i) + \left( e^{-\frac{\nu_i^L}{\eta}} - e^{-\frac{\nu_i^R}{\eta}} \Re(h_i) \right) \Im(h_i) \right)}{\sum_{i=1}^T \sum_{i=1}^K f_{i,t}(X, d, \theta)},
$$

$$
\nabla_{\Im(x_i)} f(X, d, \theta) = \frac{\sum_{i=1}^K \left( (e^{-\frac{\nu_i^R}{\eta}} - e^{-\frac{\nu_i^L}{\eta}})^2 \Im(h_i) + \left( e^{-\frac{\nu_i^L}{\eta}} - e^{-\frac{\nu_i^R}{\eta}} \Im(h_i) \right) \Re(h_i) \right)}{\sum_{i=1}^T \sum_{i=1}^K f_{i,t}(X, d, \theta)},
$$

$$
\nabla_{d_i} f(X, d, \theta) = \frac{-e^{-\frac{\nu_i^R}{\eta}} \left( 1 + \Re(s_{i,t}) \right) + e^{-\frac{\nu_i^L}{\eta}} \left( \Re(s_{i,t}) - 1 \right)}{\sum_{i=1}^T \sum_{i=1}^K f_{i,t}(X, d, \theta)},
$$

$$
\nabla_{\theta_i} f(X, d, \theta) = \frac{-e^{-\frac{\nu_i^R}{\eta}} \left( 1 + \Im(s_{i,t}) \right) + e^{-\frac{\nu_i^L}{\eta}} \left( \Im(s_{i,t}) - 1 \right)}{\sum_{i=1}^T \sum_{i=1}^K f_{i,t}(X, d, \theta)}.
$$

(6)

where $h_i \triangleq H_{r,i}\theta + h_{d,i}$. The APG iterations can be very efficient when the constraint set is easy to project, which is true in our case. Also, for convex problems, APG is theoretically shown to converge faster than the projected gradient algorithm [9].

B. $\theta$ Update

We apply the APG method to the subproblem of optimizing $\theta$ given $(X, d)$. The APG update for $\theta$ is given by

$$
\theta^{j+1} = \Pi_{\Theta} \left( z_0^j - \frac{1}{\gamma_j} \nabla_{\theta} f(X, d, z_0^j) \right),
$$

where

$$
z_0^j = \theta^j + \alpha_j (\theta^j - \theta^{j-1});
$$

$\alpha_j$ follows the same rule in (5); $\gamma_j$ is chosen by the backtracking line search [9]; the projection $\Pi_{\Theta}$ takes the form

$$
\hat{\theta} = \Pi_{\Theta}(\theta) \iff \hat{\theta}_i = \begin{cases} 
\theta_i/|\theta_i|, & \text{if } \theta_i \neq 0 \\
1, & \text{otherwise}.
\end{cases}
$$

The gradient $\nabla_{\theta} f$ can be calculated by

$$
\nabla_{\Re(\theta)} f(X, d, \theta) = \frac{\sum_{i=1}^K \sum_{t=1}^T \left( (e^{-\frac{\nu_i^R}{\eta}} - e^{-\frac{\nu_i^L}{\eta}}) \Re(H_{i,t}^H x_t) + \left( e^{-\frac{\nu_i^L}{\eta}} - e^{-\frac{\nu_i^R}{\eta}} \Re(H_{i,t}^H x_t) \right) \Im(H_{i,t}^H x_t) \right)}{\sum_{i=1}^T \sum_{i=1}^K f_{i,t}(X, d, \theta)},
$$

$$
\nabla_{\Im(\theta)} f(X, d, \theta) = \frac{\sum_{i=1}^K \sum_{t=1}^T \left( (e^{-\frac{\nu_i^R}{\eta}} - e^{-\frac{\nu_i^L}{\eta}})^2 \Im(H_{i,t}^H x_t) + \left( e^{-\frac{\nu_i^L}{\eta}} - e^{-\frac{\nu_i^R}{\eta}} \Im(H_{i,t}^H x_t) \right) \Re(H_{i,t}^H x_t) \right)}{\sum_{i=1}^T \sum_{i=1}^K f_{i,t}(X, d, \theta)},
$$

(7)

$$
\nabla_{d_i} f(X, d, \theta) = \frac{-e^{-\frac{\nu_i^R}{\eta}} \left( 1 + \Re(s_{i,t}) \right) + e^{-\frac{\nu_i^L}{\eta}} \left( \Re(s_{i,t}) - 1 \right)}{\sum_{i=1}^T \sum_{i=1}^K f_{i,t}(X, d, \theta)},
$$

$$
\nabla_{\theta_i} f(X, d, \theta) = \frac{-e^{-\frac{\nu_i^R}{\eta}} \left( 1 + \Im(s_{i,t}) \right) + e^{-\frac{\nu_i^L}{\eta}} \left( \Im(s_{i,t}) - 1 \right)}{\sum_{i=1}^T \sum_{i=1}^K f_{i,t}(X, d, \theta)}.
$$

The expressions of the gradient $\nabla_X f$ and $\nabla_d f$ are given by
Note that the $\theta$ subproblem is non-convex due to the non-convexity of the constraint $|\theta_i| = 1$, $i = 1, \ldots, M$. Though it has not been proven that the APG method can achieve faster convergence rate than the projected gradient for non-convex problems, our numerical experience suggests that the acceleration effect of APG is conspicuous.

IV. THE PSK CASE

The design discipline developed above is also applicable to the PSK constellation. This section will highlight the key idea of how to design the SLP and reflecting coefficients for the PSK constellation.

Suppose the symbols $s_{i,t}$ are drawn from a $L$-ary PSK constellation

$$s_{i,t} \in \mathcal{S}_{\text{PSK}} \triangleq \{s \mid s = e^{in\frac{2\pi}{L}}, n = 1, \ldots, L - 1\}.$$ 

By extending the SEP result in our recent work [10], [11], the multiuser SEP minimization problem for the PSK constellations can be formulated as

$$\min_{X, \theta} \max_{i=1,\ldots,K} \max_{t=1,\ldots,T} -a_{i,t}$$

subject to $X \in \mathcal{X}$, $\theta \in \Theta$, where

$$a_{i,t} = \Re \left( (H_{r,i}\theta + h_{d,i})^H x_t^* s_{k,t}^* \right) - |\Im \left( (H_{r,i}\theta + h_{d,i})^H x_t^* s_{k,t}^* \right)| \cot(\pi/L).$$

Problem (8) can be expressed as

$$\min_{X, \theta} \max_{i=1,\ldots,K} \max_{t=1,\ldots,T} \{-u_{i,t}, -v_{i,t}\}$$

subject to $X \in \mathcal{X}$, $\theta \in \Theta$, where

$$u_{i,t} = \Re \left( (H_{r,i}\theta + h_{d,i})^H x_t^* s_{k,t}^* \right) - \Im \left( (H_{r,i}\theta + h_{d,i})^H x_t^* s_{k,t}^* \right) \cot(\pi/L),$$

$$v_{i,t} = \Re \left( (H_{r,i}\theta + h_{d,i})^H x_t^* s_{k,t}^* \right) + \Im \left( (H_{r,i}\theta + h_{d,i})^H x_t^* s_{k,t}^* \right) \cot(\pi/L).$$

Problem (9) takes a similar and even simpler form than the QAM case (3), and we can use the exactly same smoothing and APG tricks in Sec. III to tackle it. We shall omit the algorithm details here due to space limitation.
In this section, we test the performance of the proposed SLP design. For convenience, we will call the proposed design “SLP-IRS”. The simulation settings are as follows. The BS has $N = 8$ antennas. The location of the BS is $(0, 0)$ and the location of IRS is $(50, 0)$. There are $K = 8$ users, randomly lying on a circle centered at $(40, 20)$ with radius 10 m. The path loss of all the channels follows the model

$$L(d) = C_0 (d/D_0)^{-\alpha},$$

where $C_0$ is the path loss at the reference distance $D_0 = 1$; $d$ denotes the link distance and $\alpha$ is the path loss exponent. The BS-IRS channel $G$ is given by

$$G = \beta G_{\text{LOS}} + \sqrt{1-\beta^2} G_{\text{NLOS}},$$

where $\beta$ is the Rician factor; $\beta = 1$ and $\beta_0$ correspond to the pure line-of-sight channel and Rayleigh channel, respectively; the $G_{\text{LOS}}$ and $G_{\text{NLOS}}$ denote the line-of-sight and Rayleigh fading channel. In particular, we have $G_{\text{LOS}} = (\frac{1}{\sqrt{2}} + j\frac{1}{\sqrt{2}})1_{M \times N}$, and the elements of $G_{\text{NLOS}}$ follow the $CN(0, 1)$ distribution in the i.i.d. fashion [12]. The channel $h_{r,k}$ and $h_{d,k}$ are generated by the same way. We will use $\alpha_{BI}$, $\alpha_{Iu}$ and $\alpha_{Bu}$ to denote the path loss exponents of the BS-IRS, IRS-user and BS-user channels, respectively. The $\beta_{BI}$, $\beta_{Iu}$ and $\beta_{Bu}$ denote the Rician factors of the BS-IRS, IRS-user and BS-user channels, respectively. In the following simulations, we set $C_0 = 20$ dB, $\alpha_{BI} = 2.2$, $\alpha_{Bu} = \alpha_{Iu} = 2.8$, $\beta_{BI} = 0.6$, $\beta_{Bu} = \beta_{Iu} = 0$. The instantaneous total power at the BS is $P = 20$ dB. The transmission block length $T = 10$. The parameters in Algorithm 1 are as follows: Algorithm 1 will stop when $k > 20$, or when the successive difference satisfies $\|X^k - X^{k-1}\|_F + \|d^k - d^{k-1}\| + \|\theta^k - \theta^{k-1}\| \leq 10^{-5}$; the smoothing parameter is $\eta = 0.01$; the APG algorithm for each problem stops when the maximum 1,000 iteration is met, or when the successive difference satisfies $\|X^j - X^{j-1}\|_F + \|d^k - d^{k-1}\| \leq 10^{-5}$ for QAM ($\|X^j - X^{j-1}\|_F \leq 10^{-5}$ for PSK) and $\|\theta^k - \theta^{k-1}\| \leq 10^{-5}$.

We consider two benchmark schemes: (1) zero-forcing (ZF) precoding under average power constraint and without IRS; (2) symbol-level precoding without IRS. We adopt bit-error rate (BER) as the performance metric. All the results were averaged over 5,000 independent channel realizations.

Figs. 3 and 4 show the BER performance w.r.t. the noise power $\sigma^2$ for 16-ary QAM and 8-ary PSK, respectively. The number of IRS elements is $M = 32$. It is seen that both the SLP designs
with and without the IRS outperform ZF. Also, the IRS-aided SLP performs much better than the SLP without the IRS. In particular, the gap between the SLP designs with and without the aid of IRS in this case is more than 10 dB at the BER level $10^{-3}$ for both QAM and PSK signaling.
Fig. 5 shows the BER performance for different number of IRS elements. Fig. 5a shows the result for 16-ary QAM at the noise power level $-60$ dB; Fig. 5b shows the result 8-ary PSK at the noise power level $-50$ dB. We increase the number of IRS elements from 0 to 64. It is seen that the BER performance of SLP-IRS increases as the number of IRS elements increases. And the performance improvement is significant when the number of IRS elements is large.

VI. CONCLUSION

In this letter, we have investigated a minimum-SEP SLP design with the aid of IRS for multiuser MISO downlink. We consider both the QAM and PSK constellation cases, and we tackle the design formulation by alternately optimizing the precoder and IRS angle. Simulation results have demonstrated that, with the aid of IRS, the BER performance of the proposed SLP design is much better than the SLP without IRS, especially when the size of IRS is large.
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