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Abstract—We provide performance guarantees for a variant of simulation-based policy iteration for controlling Markov decision processes that involves the use of stochastic approximation algorithms along with state-of-the-art techniques that are useful for very large MDPs, including lookahead, function approximation, and gradient descent. Specifically, we analyze two algorithms; the first algorithm involves a least squares approach where a new set of weights associated with feature vectors is obtained via least squares minimization at each iteration and the second algorithm is a two-time-scale algorithm taking several steps of gradient descent towards the least squares solution before obtaining the next iterate using a stochastic approximation algorithm.

I. INTRODUCTION

We study the problem of controlling stochastic systems with simulation-based methods. In particular, we want to find an optimal control policy to minimize the expected cost in a discrete-time Markov decision process (MDP). By simulation-based methods, we mean methods which evaluate the performance of a policy by estimating the value function of a few states under that policy by observing trajectories of the underlying Markov chain starting from each of those states.

When the size of the state space of the Markov decision process is very large, for example in chess and Go, commonly used algorithms such as policy iteration are infeasible as they involve expensive computations at each iteration. So, modern state-of-the-art algorithms [17], [19], [18] utilize simulation-based variants of policy iteration on top of techniques such as function approximation, lookahead, and gradient descent to yield fast convergence in problems with large state spaces. See Section II or the work in [4] for more on lookahead.

The use of simulation-based variants of policy iteration has been studied in the work in [23] using results from stochastic approximation to guarantee convergence of the algorithms. However, the work in [23] assumes that it is possible to obtain unbiased estimates of value functions for each state of the state space. In this paper, we analyze variants of policy iteration where simulations of value functions corresponding to lookahead policies are only available for some of the states at each iteration. We consider several techniques employed in state-of-the-art techniques to improve the computational efficiency of reinforcement learning algorithms for MDPs with very large state spaces including lookahead policies, linear function approximation, and gradient descent.

Our contributions are as follows:

• We study two simulation-based approximate policy iteration algorithms with lookahead that employ stochastic approximation techniques and linear function approximation. In both algorithms, at each iteration, we obtain unbiased estimates of the value function corresponding to a lookahead policy for several states. Further, it is assumed that the value function associated with each state is a linear function of a feature vector associated with the state. In the first algorithm, we use a least squares approach based on the unbiased estimates to obtain weights associated with the feature vectors to estimate the value function corresponding to the lookahead policy for all states. Then, we update the estimate of the value function in a manner similar to the work of [23] via the Robbins-Monro algorithm [5], [16]. In the second algorithm, instead of computing the least squares minimizer, we instead employ a two-time-scale stochastic approximation algorithm where we take several steps of gradient descent towards the solution of the least squares problem and use the result as the estimate for the value function in our stochastic approximation algorithm, the same way the minimizer is used in the least squares algorithm. For both algorithms, we derive upper bounds on the approximation error. Our performance guarantees for the least squares and gradient descent algorithms can be found in Sections III and IV, respectively. The proof for the least squares algorithm is given in Section III and the proof for the gradient descent algorithm can be found in a longer version of the paper.

• We obtain performance guarantees for the algorithms that depend only on the amount of lookahead and the choice of feature vectors. We show that the upper bounds on the errors decrease exponentially with the amount of lookahead up to a constant factor; analogously to work of [24]. However, the results in this paper give tighter bounds by exploiting the unbiasedness of policy evaluation. Thus, when the feature vectors do not accurately estimate the value functions, a possible remedy involves increasing the amount of lookahead. It is important to note that the error in the algorithms depends not on the size of the state space but rather on the choice of feature vectors.

• As mentioned earlier, our results generalize the results
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As we will remark later, in the special case where the standard greedy policy is used in the policy improvement step of the algorithm, instead of a multi-step lookahead, and if we do not use function approximation (i.e., what is known as the tabular case in the reinforcement learning literature), then we can recover the results in [23]. In the more general case considered in this paper, our results show that the asymptotic error depends on the quality of the function approximation, which can be further mitigated by using lookahead policies.

We now discuss the relationship between the results in the paper and prior work. Reinforcement learning algorithms can be broadly categorized into two classes:

- Algorithms such as Q-learning and policy gradient algorithms which are designed for systems where the underlying model is unknown [1], [21], [14], [13].
- Algorithms for problems in which the model is known but the state-space is discrete and very large, which is the focus of this paper.

As mentioned earlier, the work in [23] considers the special case when value function estimates are obtained for each state at each iteration. The convergence analysis in [23] is further motivated by similar analysis for modified policy iteration [15]. The role of lookahead and its relationship to Model Predictive Control (MPC) has been discussed in the recent book [3] but to the best of our knowledge, no convergence analysis of the type considered in this paper is provided there.

The class of algorithms considered in this paper fall within the class of approximate policy iteration algorithms which have been extensively studied; see [5], [4], [15], [11], [9], [20], [8], [7], for example. In particular, the works of [2] and [4] consider the use of feature vectors in a variant of policy iteration. However, the use of gradient descent, lookahead and unbiased policy evaluation are not considered there.

Closely related to this paper is our earlier work [24], which analyzes the role of linear function approximation, lookahead, and gradient descent in the convergence of modified policy iteration (also known as optimistic policy iteration) with noise, where at each iteration partial simulations of the value function corresponding to the lookahead policy are obtained for several states, i.e., the Bellman operator associated with a policy is applied several times starting at some of the states. When the Bellman operator is applied m times to a vector, we have an m-return corresponding to the vector. Then, either the least squares problem or a step in the gradient descent towards the solution of the least squares problem is obtained to get weights associated with the feature vectors in the function approximation of the value function. The asymptotic error bounds are weaker than those provided in this paper due to the fact that the unbiasedness of the value function estimates are not taken into account in that paper. However, the results there do not require a full simulation rollout. Thus, the results in the two papers complement each other. We also considered unbiased policy evaluation in [12] but the results there are restricted to the case of MDPs with certain specific graph structures. The results here do not require such an assumption and further, consider much more general function approximation schemes and gradient descent which are not considered there.

We also note that if one performs policy evaluation with a partial rollout (also called m-step return), then the resulting algorithm may not have bounded errors [22], [24]. In this paper, we assume a full rollout, so this issue does not arise.

II. Preliminaries

We consider a finite-state finite-action Markov decision process (MDP). We denote by S our state space where |S| is the size of the state space and A our action space where at every state i ∈ S, an action u ∈ A may be taken. The probability of transitioning to state j ∈ S from state i ∈ S when action u ∈ A is taken is denoted by Pi,j(u). Each time we take an action u ∈ A at state i ∈ S, we incur a non-deterministic cost g(i, u). We assume the following about our costs:

Assumption 1: g(i, u) ∈ [0, 1] ∀i, u, with probability 1.

A policy μ : S → A is defined to be a mapping from the state space to the action space which prescribes an action to take when the Markov decision process reaches a particular state i ∈ S. When a policy μ is fixed, we denote by gμ ∈ ℝ|S| the vector of expected costs associated with policy μ, i.e., gμ(i) := E[g(i, μ(i))]. We denote by Pμ the probability transition matrix for the associated Markov chain. In other words, Pμ(i, j) := Pij(μ(i))∀i,j ∈ S. At time k, we denote the state of the Markov decision process xk. For a given policy μ, we define the value function, Jμ, with discount factor α ∈ (0, 1), component-wise as follows:

Jμ(i) := E[∑∞ k=0 αkg(xk, μ(xk))|x0 = i] ∀i ∈ S.

It is well known that Jμ can be obtained by solving the associated Bellman equation:

Jμ = gμ + αPμJμ.

For any vector J, we define the operator Tμ : S → S as follows:

TμJ = gμ + αPμJ.

Thus, the solution of the Bellman equation corresponding to policy μ is the fixed point Jμ of Jμ = TμJμ.

Our objective is to find the policy which minimizes the expected discounted cost with discount factor α ∈ (0, 1). In other words, we seek a policy μ which minimizes the following:

E[∑∞ k=0 αkg(xk, μ(xk))|x0 = i] ∀i ∈ S.

We call the value function associated with this policy J* and J* will be referred to as the optimal value function. That is,

J* := min Jμ.
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Written differently, we have that:
\[ J^*(i) = \min_{\mu} \mathbb{E}\left[ \sum_{k=0}^{\infty} \alpha^k g(x_k, \mu(x_k)) | x_0 = i \right]. \]

In order to find \( J^* \) and a corresponding optimal policy, we define the Bellman optimality operator \( T \). When the context is understood, we use the term Bellman operator to denote \( T \). Consider any vector \( J \). We define the Bellman operator \( T : \mathbb{R}^{|S|} \rightarrow \mathbb{R}^{|S|} \) as follows:
\[ T J = \min_{\mu} \mathbb{E}\left[ \sum_{k=0}^{\infty} \alpha^k g(x_k, \mu(x_k)) | x_0 = i \right]. \]

Component-wise, we have the following:
\[ T J(i) = \min_{\mu} \mathbb{E}\left[ \sum_{k=0}^{\infty} \alpha^k g(i, u) + \sum_{j=1}^{|S|} P_{ij}(u) J(j) \right]. \]

The policy corresponding to the \( T \) operator is defined as the greedy policy. When applied \( H \) times to vector \( J \in \mathbb{R}^{|S|} \), we call the resulting operator, \( T^H \), the \( H \)-step “lookahead” corresponding to \( J \). We call the greedy policy corresponding to \( T^H J \) called the \( H \)-step lookahead policy, or the lookahead policy, when \( H \) is understood. For a formal definition of the lookahead policy, see Section III or the work of [24].

It is well known that each time the Bellman operator is applied to a vector \( J \) to obtain \( T J \), the following holds:
\[ \| T J - J^* \|_\infty \leq \alpha \| J - J^* \|_\infty. \]

The Bellman equations state that \( J^* \) is a solution to
\[ J^* = T J^*. \]

Note that every greedy policy with respect to the optimal value function \( J^* \) is optimal and vice versa [5].

We now state several well known useful properties of the operators \( T \) and \( T_\mu \). We consider the vector \( e \in \mathbb{R}^{|S|} \) where \( e(i) = 1 \forall i \in \{1, 2, \ldots, |S|\} \). The following holds:
\[ T( J + \alpha e) = T J + \alpha \alpha e, \quad T_\mu(J + \alpha e) = T_\mu J + \alpha \alpha e. \]

Operators \( T \) and \( T_\mu \) are monotone operators:
\[ J \leq J' \implies TJ \leq TJ', \quad T_\mu J \leq T_\mu J'. \]

III. LEAST SQUARES Algorithm

The algorithm that we study in this section is presented in Algorithm 1 which we discuss next.

At every iteration, we have an iterate \( V_k \). We determine an \( H \)-step lookahead policy, \( \mu_{k+1} \), that is obtained as follows:
\[ T^H J_k = T^H J_{k+1} J_k. \]

An \( H \)-step lookahead policy can be computationally expensive to implement, so an approximation called Monte Carlo Tree Search is used in practice and is known to approximate the lookahead policy well [6], [10].

We wish to estimate \( J^{\mu_{k+1}} \). We will obtain unbiased estimates of \( J^{\mu_{k+1}}(i) \) for only a select few states \( i \in D \). Our assumption on the set \( D \), where \( |D| < \leq |S| \) is discussed in more detail later in this section. For states \( i \in D \), we simulate a trajectory of \( \sum_{k=0}^{\infty} \alpha^k g(x_k, \mu_{k+1}(x_k)) \), where \( x_0 = i \)

\begin{algorithm}
\begin{enumerate}
  \item Let \( k = 0 \).
  \item Let \( \mu_{k+1} \) be such that \( T_\mu \mu_{k+1} T^{H-1} V_k = T^H V_k \).
  \item Compute \( \hat{J}_{\mu_{k+1}}(i) = J_{\mu_{k+1}}(i) + w_k(i) \) for \( i \in D \).
  \item Choose \( \theta_{k+1} \) to solve
    \[ \min_{\theta} \sum_{i \in D} \left( (\Phi(\theta)(i) - \hat{J}_{\mu_{k+1}}(i))^2 \right), \]
    \end{enumerate}
\end{algorithm}

which we call \( \hat{J}_{\mu_{k+1}}(i) \). Since \( \hat{J}_{\mu_{k+1}}(i) \) is an unbiased estimate of \( J^{\mu_{k+1}}(i) \), we write \( \hat{J}_{\mu_{k+1}}(i) = J^{\mu_{k+1}}(i) + w_k(i) \) for states \( i \in D \). Note that \( w_k(i) \) for \( i \notin D \) does not affect the algorithm, so for convenience we define \( w_k(i) = 0 \) for \( i \notin D \).

We let \( F_k \) be the filtration that denotes the history of the noise before \( w_k \) has been determined. In other words, \( F_k \) is defined as follows:
\[ F_k := \{ (w_k)_k \leq k-1 \}. \]

Observe that \( E[w_k | F_k] = 0 \). Furthermore, from Assumption 1 and since \( \alpha \in (0, 1) \), we have that \( E[\| w_k \|_\infty | F_k] \leq \frac{1}{1-\alpha} \).

We summarize the above with the following assumption:
Assumption 2: \( E[w_k | F_k] = 0 \) and \( E[\| w_k \|_\infty | F_k] \leq \frac{1}{1-\alpha} \).

We associate with each state \( i \in S \) a feature vector \( \phi(i) \in \mathbb{R}^d \) in order to obtain an estimate of \( J^{\mu_{k+1}}(i) \) for all \( i \in S \). The matrix of feature vectors is \( \Phi \in \mathbb{R}^{|S| \times d} \), where each row of \( \Phi \) is feature vector corresponding to a state. The estimates of \( J^{\mu_{k+1}}(i) \) for \( i \in D \) are used to obtain estimates of \( J^{\mu_{k+1}}(i) \) for all \( i \in S \). In order to obtain the estimates for states \( i \notin D \), we associate with each state \( i \in S \) a feature vector \( \phi(i) \in \mathbb{R}^d \). We then obtain a \( \theta_{k+1} \) as follows:
\[ \theta_{k+1} = \min_{\theta} \sum_{i \in D} \left( (\Phi(\theta)(i) - \hat{J}_{\mu_{k+1}}(i))^2 \right). \]

Note that \( \theta_{k+1} \) may be ill-defined. Thus, we make the following assumption which states that we explore a sufficient number of states during the policy evaluation phase at each iteration.
Assumption 3: \( \text{rank} \{ \phi(i) \}_{i \in D} = d \).

Our estimate for \( J^{\mu_{k+1}} \) is given by \( \Phi(\theta_{k+1}) \).

We have that \( \theta_{k+1} \) can be written as:
\[ \theta_{k+1} = (\Phi_D^T \Phi_D)^{-1} \Phi_D^T \Phi_{\mu_{k+1}}. \]
where $\Phi_D$ is a matrix whose rows are the feature vectors of the states in $D$ and $P$ is a matrix of zeros and ones such that $P(\mu_{k+1})$ is a vector whose elements are a subset of the elements of $\mu_{k+1}$ corresponding to $D$.

We obtain our next iterate as follows:

$$V_{k+1} = (1 - \gamma_k)V_k + \gamma_k(\Phi \theta_{k+1}).$$

Thus, $\mathcal{F}_k$ is the filtration that denotes the history of the algorithm up to and including the point where $V_k$ can be computed, but before $w_k$ has been determined.

We will use standard stochastic approximation results such as those employed in Proposition 4.4 of [5] to establish convergence of our iterates $V_k$ in Theorem 1. For completeness, we summarize the result we use below:

**Lemma 1:** Let $H : \mathbb{R}^n \to \mathbb{R}^n$ be a sup norm contraction, i.e., an operator such that

$$\|H(x) - H(y)\|_\infty \leq C \|x - y\|_\infty,$$

where $C \in (0, 1)$. Given iterates $\{V_k\}_{k=0}^\infty$, where $V_k \in \mathbb{R}^n$, where each component $V_k(i)$ of $V_k$ is generated by the following:

$$V_{k+1}(i) = (1 - \gamma_k(i))V_k(i) + \gamma_k(i)(HV_k(i) + w_k(i)),$$

for all $k = 0, 1, \ldots$, and $w_k(i)$ is a random noise term. The filtration for this algorithm is given by $\mathcal{F}_k = \{V_0(i), \ldots, V_k(i), w_0(i), \ldots, w_{k-1}(i)\}, i = 1, \ldots, n$. Assume the following conditions:

1) The stepsizes $\gamma_k(i)$ are non-negative and satisfy

$$\sum_{k=0}^\infty \gamma_k(i) = \infty, \quad \sum_{k=0}^\infty \gamma_k^2(i) < \infty;$$

2) The noise terms are unbiased conditioned on the past and their conditional variance is bounded, i.e.,

- For every $i$ and $k$, we have $E[w_k(i)|\mathcal{F}_k] = 0$.
- Given any norm $\|\|$ on $\mathbb{R}^n$, there exist constants $A$ and $B$ such that

$$E[w_k^2(i)|\mathcal{F}_k] \leq A + B \|V_k\|^2, \forall i, k;$$

3) $H : \mathbb{R}^n \to \mathbb{R}^n$ is a weighted maximum norm pseudo-contraction with fixed point $V^*$, i.e.,

$$\|HV - V^*\|_\xi \leq \alpha \|V - V^*\|_\xi, \quad \forall V, \xi,$$

where $\|V\|_\xi := \max_i \frac{|V(i)|}{\xi(i)}$ for some $\alpha \in [0, 1)$ and vector $\xi$.

Then, $V_k$ converges to $V^*$, with probability 1.

We will use a special case of Lemma 1 to obtain convergence bounds on $V_k$ where $\gamma_k$ does not depend on states $i \in \mathcal{S}$, i.e., $\gamma_k(i) = \gamma(i) \forall i, j \in \mathcal{S}$. To do so, we make the following assumption concerning $\gamma_k$ in equation (5):

**Assumption 4:**

$$\sum_{k=0}^\infty \gamma_k = \infty, \quad \sum_{k=1}^\infty \gamma_k^2 < \infty.$$

Before we state the main result of this section, we present a lemma and a corollary which will be used in the proof of the theorem.

**Lemma 2:** For any policies $\tilde{\mu}$ and $\mu$, we have the following:

$$\|T_{\tilde{\mu}} M \mu - M \mu\|_\infty \leq (\frac{1}{1 - \alpha} + \delta_2)(1 + \alpha).$$

**Proof:**

$$\|T_{\tilde{\mu}} M \mu - M \mu\|_\infty$$

$$= \|T_{\tilde{\mu}} M \mu - J_{\tilde{\mu}}\|_\infty + \|J_{\tilde{\mu}} - J_{\mu}\|_\infty + \|M - M\mu\|_\infty$$

$$\leq \alpha \|M J_{\mu} - M\mu\|_\infty + \frac{1}{1 - \alpha} + \delta_2$$

$$\leq \alpha \|M J_{\mu} - M\mu\|_\infty + \alpha \|J_{\mu} - J_{\tilde{\mu}}\|_\infty + \frac{1}{1 - \alpha} + \delta_2$$

$$\leq \alpha \delta_2 + \frac{1}{1 - \alpha} + \delta_2$$

$$= (\frac{1}{1 - \alpha} + \delta_2)(1 + \alpha).$$

We now state our theorem which characterizes the role of function approximation on the convergence of approximate policy iteration with function approximation.

**Theorem 1:** When Assumptions 1-4 are satisfied, the sequence of iterates $V_k$ generated by Algorithm 1 has the following property, with probability 1:

$$\limsup_{k \to \infty} \|V_k - J^*\|_\infty \leq \frac{\delta_2}{1 - \alpha H^{-1}} \frac{\alpha H^{-1}(1 + \alpha)(\delta_2 + \frac{1}{1 - \alpha})}{(1 - \alpha)(1 - \alpha H^{-1})},$$

where $\delta_2 := \sup_\mu \|M J_{\mu} - M\mu\|_\infty$.

**Proof:** Using equation (8), we can rewrite our iterates (5) as follows:

$$V_{k+1} = (1 - \gamma_k)V_k + \gamma_k(\Phi \theta_{k+1})$$

$$= (1 - \gamma_k)V_k + \gamma_k(\Phi \theta_{k+1})^{-1}(\Phi \theta_{k+1}) J_{\mu_{k+1}}\]$$

$$= (1 - \gamma_k)V_k + \gamma_k [M(\mu_{k+1} + w_k)].$$

We define by $\tilde{\mu}_{k+1}$ the greedy policy corresponding to vector $J_{k+1}$. In other words,

$$T J_k = T_{\tilde{\mu}_{k+1}} J_k.$$

Using this notation along with Lemma 2, we establish the bounds given in the statement of the theorem.
\[ g_{\mu k+1} + \alpha P_{\mu k+1}(1 - \gamma_k)V_k + \alpha P_{\mu k+1} \gamma_k M J^{\mu k+1} \]
\[ - (1 - \gamma_k)V_k = \gamma_k M J^{\mu k+1} + \gamma_k(\alpha P_{\mu k+1} - 1)Mw_k \]
\[ = (1 - \gamma_k)g_{\mu k+1} + \alpha P_{\mu k+1}(1 - \gamma_k)V_k + \gamma_k g_{\mu k+1} + \alpha P_{\mu k+1} \gamma_k M J^{\mu k+1} - (1 - \gamma_k)V_k - \gamma_k M J^{\mu k+1} + \gamma_k v_k \]
\[ = (1 - \gamma_k)TV_k + \gamma_k g_{\mu k+1} + \alpha P_{\mu k+1} \gamma_k M J^{\mu k+1} - (1 - \gamma_k)V_k - \gamma_k M J^{\mu k+1} + \gamma_k v_k \]
\[ = (1 - \gamma_k)(TV_k - V_k) + \gamma_k(T_{\mu k+1} M J^{\mu k+1} + \gamma_k v_k) \]
\[ \leq (1 - \gamma_k)(TV_k - V_k) + \gamma_k \left( \frac{1}{1 - \alpha} + \delta_2 \right)(1 + \alpha)e + \gamma_k v_k, \]
where \( v_k := (\alpha P_{\mu k+1} - 1)Mw_k \) and the last inequality follows from Lemma 2. Additionally, Now, define \( X_k := TV_k - V_k \) and we get the following:
\[ X_{k+1} \leq (1 - \gamma_k)X_k + \gamma_k \left( \frac{1}{1 - \alpha} + \delta_2 \right)(1 + \alpha)e + v_k. \]

Herein, when we refer to any convergence results, we mean convergence in an almost sure sense. Applying Assumption 2 and Lemma 1 in a similar way to the work of [23] gives the following:
\[ \limsup_{k \to \infty} X_k \leq \left( \frac{1}{1 - \alpha} + \delta_2 \right)(1 + \alpha)e. \]

Thus, for every \( \varepsilon > 0 \) we have some \( k(\varepsilon) \) such that for \( k > k(\varepsilon) \), the following holds:
\[ TV_k - V_k = X_k \leq \left( (1 + \alpha)(\delta_2 + \frac{1}{1 - \alpha}) + \varepsilon \right)e \]
\[ \implies TV_k \leq V_k + \left( (1 + \alpha)(\delta_2 + \frac{1}{1 - \alpha}) + \varepsilon \right)e \]
\[ \implies T^H V_k \leq T^{H-1} V_k + \alpha^{H-1} \left( (1 + \alpha)(\delta_2 + \frac{1}{1 - \alpha}) + \varepsilon \right)e \]
\[ \implies T_{\mu k+1} T^{H-1} V_k \leq T^{H-1} V_k + \alpha^{H-1} \left( (1 + \alpha)(\delta_2 + \frac{1}{1 - \alpha}) + \varepsilon \right)e \]
\[ \implies M J^{\mu k+1} \leq T^{H-1} V_k + \alpha^{H-1} \left( (1 + \alpha)(\delta_2 + \frac{1}{1 - \alpha}) + \varepsilon \right)e \]
\[ \implies \delta_2 + \frac{\alpha^{H-1} \left( (1 + \alpha)(\delta_2 + \frac{1}{1 - \alpha}) + \varepsilon \right)e}{1 - \alpha} =: \kappa_v, \]
where the last line follows from the definition of \( \delta_2 \) in the statement of Theorem 1. Thus, for \( k > k(\varepsilon) \), we have:
\[ V_{k+1} = (1 - \gamma_k)V_k + \gamma_k(M(J^{\mu k+1} + w_k)) \]
\[ \leq (1 - \gamma_k)V_k + \gamma_k(T^{H-1} V_k + \kappa_v e + Mw_k). \]

Using a similar technique to the one in [23] and Lemma 1, we get the following:
\[ \limsup_{k \to \infty} V_k \leq J^* + \frac{1}{1 - \alpha} \frac{1}{1 - \alpha} \kappa_v e. \]

Since the above holds for all \( \varepsilon > 0 \), we get that
\[ \limsup_{k \to \infty} V_k \leq J^* + \frac{1}{1 - \alpha} \frac{1}{1 - \alpha} \left( \delta_2 + \frac{(1 + \alpha)(\delta_2 + \frac{1}{1 - \alpha})}{1 - \alpha} \right) e. \]

Furthermore, since \( J^\mu \geq J^* \) for all policies \( \mu \), we obtain:
\[ V_{k+1} = (1 - \gamma_k)V_k + \gamma_k(M(J^{\mu k+1} + w_k)) \]
\[ \geq (1 - \gamma_k)V_k + \gamma_k(J^{\mu k+1} - \delta_2 e + Mw_k) \]
\[ \geq (1 - \gamma_k)V_k + \gamma_k(J^* - \delta_2 e + Mw_k). \]

Thus, applying Lemma 1, we get that
\[ \liminf_{k \to \infty} V_k \geq J^* - \delta_2 e, \]
which implies Theorem 1.

**Remark 1:** Observe that Theorem 1 hinges on the bound in Lemma 2 where \( \tilde{\mu} \) denotes the greedy policy and \( \mu \) denotes the lookahead policy. In the special case of a 1-step lookahead, i.e., where the lookahead policy corresponds to the greedy policy, and feature vectors are unnecessary with \( M = I \), where \( I \) is the identity matrix, we get that
\[ ||T_{\tilde{\mu}} M J^\mu - M J^\mu||_\infty = 0. \]

Using this fact and tracing the steps of the proof of Theorem 1 gives us the result of the work in [23] where the iterates converge almost surely to the optimal value function.

**IV. GRADIENT DESCENT ALGORITHM**

Computing \( \theta_{k+1} \) in (4) at every iteration \( k+1 \) is sometimes infeasible as the computation involves inverting a matrix at each iteration. So, we introduce our second algorithm, Algorithm 2, in which we take \( \eta_k \) steps of gradient descent towards \( \theta_{k+1} \) of (4) at every iteration. We require the following to hold for the sequence \( \eta_k \):

**Assumption 5:**
\[ \eta_k \to \infty. \]

We denote by \( \beta \) the stepsize employed in the gradient descent. Our gradient descent iterates are given in (11). In order to obtain bounds on the convergence of our gradient descent iterates, we assume that \( \beta \) is sufficiently small:

**Assumption 6:**
\[ \alpha' := \sup_k ||I - \beta \Phi_D^T \Phi_D||_2 < 1. \]

Finally, we assume that the noise sequences are bounded:

**Assumption 7:**
\[ ||w_k||_\infty \leq C_w. \]

We now present our convergence guarantees for Algorithm 2.
Algorithm 2 Gradient Descent Function Approximation Algorithm With Unbiased Noise and Lookahead

Input: $V_0, \gamma, \{\eta_k\}_{k=0}^{\infty}, \beta, \{\gamma_k\}_{k=0}^{\infty}$, feature vectors $(\phi(i))_{i \in S}, \phi(i) \in \mathbb{R}^d$ and subsets $D \subseteq S, k = 0, 1, \ldots$

Here $D$ is the set of states at which we evaluate the current policy at iteration $k$.

1: Let $k = 0$.
2: Let $\mu_{k+1}$ be such that $T^HV_k = T^H\mu_{k+1} + T^{H-1}V_k$.
3: Compute $J^{\mu_{k+1}}(i) = J^{\mu_{k+1}}(i) + w_k(i)$ for $i \in D$.
4: $\theta_{k+1,0} := 0$. For $\ell = 1, 2, \ldots, \eta_k$, recursively compute the following:

$$\theta_{k+1, \ell} = \theta_{k+1, \ell-1} - \beta \nabla c(\theta; J^{\mu_{k+1}})_{\theta_{k+1, \ell-1}},$$

where

$$c(\theta; J^{\mu_{k+1}}) := \frac{1}{2} \sum_{i \in D} \left((\Phi \theta)(i) - J^{\mu_{k+1}}(i)\right)^2,$$

and $\Phi$ is a matrix whose rows are the feature vectors.

5: $V_{k+1} = (1 - \gamma_k) V_k + \gamma_k (\Phi \theta_{k+1, \eta_k})$.
6: Set $k \leftarrow k + 1$. Go to 2.

**Theorem 2:** Under assumptions 1-7, the iterates obtained in Algorithm 2 almost surely have the following property:

$$\lim_{k \to \infty} \| V_k - J^* \|_\infty \leq \frac{1}{1 - \alpha^{H-1}} \left[ \delta_2 + \frac{\alpha^{H-1}}{1 - \alpha} \left( \delta_2 \right) \right],$$

where $\delta_2 := \sup_{\mu_i} \| M J^\mu - J^\mu \|_\infty$. The proof can be found in a longer version of the paper.

V. CONCLUSION

We study the convergence of function approximation based approximate policy iteration algorithms with stochastic approximation techniques when lookahead and gradient descent are involved. The upper bounds on asymptotic error decrease exponentially with increasing amount of lookahead and depend only on the feature vectors used for function approximation rather than the size of the state space. Additionally, while we assume that the noise must be bounded and unbiased, our upper bounds for asymptotic error do not depend on the nature of the noise.

ACKNOWLEDGMENT

The research presented here was supported by the following grants: ONR N00014-19-1-2566, NSF CCF 17-04970, NSF CCF 1934986, and ARO W911NF-19-1-0379.

REFERENCES

[1] F.J.V. Abad and V. Krishnamurthy. Policy gradient stochastic approximation algorithms for adaptive control of constrained time varying markov decision processes. In 42nd IEEE International Conference on Decision and Control, volume 3, pages 2823–2828 Vol.3, 2003.
[2] D. Bertsekas. Approximate policy iteration: a survey and some new methods. Journal of Control Theory and Applications, 9:310–335, 2011.
[3] Dimitri Bertsekas. Lessons from AlphaZero for Optimal, Model Predictive, and Adaptive Control. arXiv, 2021.
[4] Dimitri P Bertsekas. Reinforcement learning and optimal control. Athena Scientific Belmont, MA, 2019.
[5] D.P. Bertsekas and J.N. Tsitsiklis. Neuro-dynamic Programming. Athena Scientific, 1996.
[6] Hyeong Soo Chang, Michael C Fu, Jiaqiao Hu, and Steven I Marcus. An adaptive sampling algorithm for solving Markov decision processes. Operations Research, 53(1):126–139, 2005.
[7] Haibo Deng, Shiqun Yin, Xiaohong Deng, and Shiwei Li. Value-based algorithms optimization with discounted multiple-step learning method in deep reinforcement learning. In 2020 IEEE 22nd International Conference on High Performance Computing and Communications, pages 979–984, 2020.
[8] Yoanathan Efroni, Gal Dalal, Bruno Scherrer, and Shie Mannor. Multiple-step greedy policies in online and approximate reinforcement learning, 2018. arXiv.
[9] Yoanathan Efroni, Mohammad Ghavamzadeh, and Shie Mannor. Online planning with lookahead policies. Advances in Neural Information Processing Systems, 33, 2020.
[10] Levente Kocsis and Csaba Szepesvári. Bandit based monte-carlo planning. In Machine Learning: ECML, volume 2006, pages 282–293, 09 2006.
[11] Boris Lesner and Bruno Scherrer. Non-stationary approximate modified policy iteration. In ICML, 2015.
[12] Joseph Lubars, Anna Winnicki, Michael Livesay, and R. Srikant. Optimistic policy iteration for MDPs with acyclic transient state structure. CoRR, abs/2102.00030, 2021.
[13] Adwaitvedant Mathkar and Vivek S Borkar. Distributed reinforcement learning via gossip. IEEE Transactions on Automatic Control, 62(3):1465–1470, 2016.
[14] Prashant Mehta and Sean Meyn. Q-learning and pontryagin’s minimum principle. In Proceedings of the 48th IEEE Conference on Decision and Control, pages 3598–3605. IEEE, 2009.
[15] M. Puterman and M. C. Shin. Modified policy iteration algorithms for discounted markov decision problems. Management Science, 24:1127–1137, 1978.
[16] Herbert Robbins and Sutton Monro. A stochastic approximation method. The annals of mathematical statistics, pages 400–407, 1951.
[17] David Silver, Aja Huang, Chris J Maddison, Arthur Guez, Laurent Sifre, George Van Den Driessche, Julian Schrittwieser, Ioannis Antonoglou, Veda Panneershelvam, Marc Lanctot, et al. Mastering the game of go with deep neural networks and tree search. Nature, 529(7587):484–489, 2016.
[18] David Silver, Thomas Hubert, Julian Schrittwieser, Ioannis Antonoglou, Matthew Lai, Arthur Guez, Marc Lanctot, Laurent Sifre, Dharsan Kumaran, Thore Graepel, Timothy P. Lillicrap, Karen Simonyan, and Demis Hassabis. Mastering chess and shogi by self-play with a general reinforcement learning algorithm. CoRR, abs/1712.01815, 2017.
[19] David Silver, Julian Schrittwieser, Karen Simonyan, Ioannis Antonoglou, Aja Huang, Arthur Guez, Thomas Hubert, Lucas Baker, Matthew Lai, Adrian Bolton, et al. Mastering the game of go without human knowledge. Nature, 550(7676):354–359, 2017.
[20] Manan Tomar, Yoanathan Efroni, and Mohammad Ghavamzadeh. Multi-step greedy reinforcement learning algorithms. 2020.
[21] J.N. Tsitsiklis. Asynchronous stochastic approximation and q-learning. In Proceedings of 32nd IEEE Conference on Decision and Control, pages 395–400 vol.1, 1993.
[22] J.N. Tsitsiklis and B. Van Roy. An analysis of temporal-difference learning with function approximation. IEEE Transactions on Automatic Control, 42(5):674–690, 1997.
[23] John N Tsitsiklis. On the convergence of optimistic policy iteration. Journal of Machine Learning Research, 3(Jul):59–72, 2002.
[24] Anna Winnicki, Joseph Lubars, Michael Livesay, and R. Srikant. The role of lookahead and approximate policy evaluation in policy iteration with linear value function approximation. CoRR, abs/2109.13419, 2021.