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It is now well established that chemical systems evolve as a function of the frequency at which their individual chemical components interact. This notion is seemingly embedded into a ubiquitous chemical law which proposes that the rate of elementary chemical interactions is proportional to the Product of Interactant Concentrations (PIC) by a rate constant. Here, it is shown that, while the PIC is always proportional to the frequency at which interactants simultaneously collide (Interactant Collision Frequency, or ICF), the coefficient of proportionality between PIC and ICF diverges as a function of the number of identical interactants, a property hereby defined as "homo-molecularity". To eliminate the divergence between heterotypic and homotypic chemical interactions, the PIC must be divided by the factorial of homo-molecularity. Although this correction may not be practically essential for studies in which the homo-molecularity of chemical interactions is unchanged, it becomes critical when the goal is to compare interaction rates between similar chemical systems differing by their homo-molecularity, such as when interactants are purposefully modified for de novo design of heterotypic interactions, or when the goal is to compare theoretically-predicted rates of homotypic interactions with those that are empirically-determined by varying interactant concentrations.

Introduction

The formation of chemical complexes is essential for the advancement of chemical reactions. The vast majority of chemical complexes form in elementary steps in which two chemical species physically collide or interact with each other (bimolecular interactions), although few elementary chemical reactions occur as a result of simultaneous interactions between three individual interactants (termolecular interactions). The importance of inter-molecular collisions also bears true for unimolecular reactions, i.e., in which products form from a single, isolated reactant. Indeed, in most theories of unimolecular reactions, including those developed by Linde mann, Hinshelwood, Rice, Ramsperger, Kassel, and Marcus, individual reactants become “activated” upon collisions with surrounding solvent molecules.1-4

It is now commonly assumed that the rate at which molecular complexes form in chemical systems should be proportional to the rate at which individual interactants collide. This proportionality between the rate of molecular complex formation and the Interactant Collision Frequency (ICF) is a central tenet of chemistry that is encompassed into a classical rate law established over 150 years ago by Guldberg and Waage (and independently few years later by van’t Hoff).5-7 This law posits that the rate of any elementary chemical reaction must be equal to the Product of Interactant Concentrations (PIC) multiplied by a rate constant, conventionally represented by the lower-case letter “k”. Table 1 summarizes the rate law for elementary chemical reactions of varying molecularity.

| Table 1 | Rate law for elementary chemical interactions |
|---------|-----------------------------------------------|
| Molecularity | Elementary interaction | Rate |
| Bimolecular | $A + A \rightarrow AA$ | $k [A]^2$ |
| Bimolecular | $A + B \rightarrow AB$ | $k [A][B]$ |
| Termolecular | $A + A + A \rightarrow AAA$ | $k [A]^3$ |
| Termolecular | $A + B + C \rightarrow ABC$ | $k [A][B][C]$ |

This paper presents several thought experiments to reveal the divergence between PIC and ICF changes as a function of the number of identical interactants occurring in elementary chemical interactions. A simple and general correction of the rate law to keep the proportionality between PIC and ICF constant for any arbitrary elementary chemical interaction is presented.

Results

Illustration of the divergence using a thought experiment

Let us imagine two identical boxes of same volume $V$ containing molecules that randomly move and collide due to thermal
agitation. Box #1 is filled with $2N$ molecules $A$, whereas Box #2 is filled with $N$ molecules $A$ and $N$ molecules $B$ (Fig. 1). Let us also assume that molecules $A$ and $B$ are physically and chemically equivalent, i.e., they are indistinguishable except by the label “$A$” or “$B$” affixed to them. We will also assume that collisions between any two molecules ($A$ or $B$) lead to the formation of bimolecular complexes. Since $A$ and $B$ are equivalent, it is reasonable to assume that the formation of any bimolecular complexes ($AA$, $BB$, or $AB$) is governed by the same intrinsic rate constant. Let us call it $k'$. Since the total number of molecules in both boxes is the same ($2N$), the frequency of bimolecular collisions in both boxes is predicted to be identical. Therefore, the rate at which any bimolecular complex forms, regardless of the nature of the complex ($AA$ for box #1; $AA$, $BB$, or $AB$ for box #2) should be identical in both boxes. Let us calculate this rate using the rate law shown in Table 1. Since box #1 only contains molecules $A$, the rate of bimolecular complex formation in this box is equal to the rate of formation of $AA$ complexes:

$$\text{rate}_{\text{Box } 1} = \frac{d[A][A]}{dt} = k'[A]^2 = k'\left(\frac{2N}{V}\right)^2 = 4k'\left(\frac{N}{V}\right)^2$$  \hspace{1cm} (1)$$

Since box #2 contain both molecules $A$ and $B$, the rate of bimolecular complex formation is equal to the sum of the rate of formation of all possible bimolecular complexes, i.e., $AA$, $BB$, and $AB$:

$$\text{rate}_{\text{Box } 2} = \frac{d[A][A]}{dt} + \frac{d[BB]}{dt} + \frac{d[AB]}{dt}$$
$$= k'[A]^2 + k'[B]^2 + k'[A][B]$$
$$= k'\left(\frac{N}{V}\right)^2 + k'\left(\frac{N}{V}\right)^2 + k'\left(\frac{N}{V}\right)^2 = 3k'\left(\frac{N}{V}\right)^2$$  \hspace{1cm} (2)$$

The rate eqn (1) systematically gives a higher value than rate eqn (2). This is in contrast with aforementioned assumptions which suggest both rates should be equal.

**Divergence between homotypic and heterotypic bimolecular interactions**

Let us use a more quantitative approach to compare the ICF between homotypic and heterotypic bimolecular interactions. For the sake of simplicity, we will solely focus on box #2. In this box, the frequency of homotypic $AA$ collisions can be compared relatively to the frequency of heterotypic $AB$ collisions by comparing the probability of $AA$ vs. $AB$ collisions to occur. The probability $P_{AA}$ of any bimolecular $AA$ collision to happen can be approximated by calculating the probability of two (and only two) molecules $A$ to occupy the same small collisional sub-volume $v \ (v \leq V)$ [this approach is, of course, an approximation since molecules are hereby considered volumeless]. To calculate this probability, we must employ the rules of combinatorics. These rules state that this probability must be equal to the probability of any two molecules $A$ to be located within $v$ multiplied by the probability of all other molecules to be located outside $v$. In a mathematical form, this translates to:

$$P_{AA} = \left(\frac{N}{2}\right)\left(\frac{v}{V}\right)^2\left(1 - \frac{v}{V}\right)^{(2N-2)}$$  \hspace{1cm} (3)$$

when $N \gg 2$, the binomial coefficient simplifies:

$$\left(\frac{N}{2}\right) = \frac{N!}{2!(N-2)!} = \frac{N(N-1)}{2!} \approx \frac{N^2}{2!}$$  \hspace{1cm} (4)$$

the probability can be thus approximated by:

$$P_{AA} \approx \frac{N^2}{2!}\left(\frac{v}{V}\right)^2\left(1 - \frac{v}{V}\right)^{(2N-2)}$$  \hspace{1cm} (5)$$

Let us now use the same method to calculate the probability $P_{AB}$ of exactly one molecule $A$ and one molecule $B$ to occupy the collisional volume $v$:

$$P_{AB} = \left(\frac{N}{1}\right)\left(\frac{v}{V}\right)^2\left(1 - \frac{v}{V}\right)^{(N-1)}\left(\frac{1}{v}\right)^2\left(1 - \frac{v}{V}\right)^{(N-1)}$$  \hspace{1cm} (6)$$

Which simplifies to:

$$P_{AB} \approx N^2\left(\frac{v}{V}\right)^2\left(1 - \frac{v}{V}\right)^{(2N-2)}$$  \hspace{1cm} (7)$$

When comparing eqn (5) and (7), we have the relation:

$$P_{AB} \approx 2P_{AA}$$  \hspace{1cm} (8)$$

Eqn (8) means there are about twice as many $AB$ collisions as there are $AA$ collisions in box #2. This result does not seem very surprising. Box #2 contains the same number of molecules $A$ and $B$. $AB$ collisions happen when $A$ collides with $B$ or when $B$ collides with $A$. In contrast AA collisions only occur when $A$ collides with another $A$. When $N$ is large, there are thus approximately twice as many $AB$ collisions as there are $AA$ collisions. Under our assumption that the intrinsic rate constant underlying the formation of $AA$ and $AB$ complexes is identical, the overall rate of $AB$ complex formation should be twice that of $AA$ complex formation. However, application of the rate law would invariably conclude that both rates are identical:

$$\text{rate}_{AA} = k'[A]^2 = k'N^2$$  \hspace{1cm} (9)$$

$$\text{rate}_{AB} = k'[A][B] = k'N^2$$  \hspace{1cm} (10)$$

To further prove the validity of our probabilistic approach, let us compare the absolute ICF for $AA$ and $AB$ interactions in...
box #2. According to the kinetic collision theory, the frequency of bimolecular AB collisions in box #2, $Z_{AB}$ (s$^{-1}$ m$^{-3}$), is calculated by multiplying the relative mean velocity between colliding molecules, a collision cross-section surface, and the interant concentrations:

$$Z_{AB} = \frac{N^2 \pi (r_A + r_B)^2 \langle (v_A)^2 + (v_B)^2 \rangle^{1/2}}{V^2}$$

(11)

with $r_A$ and $r_B$, respectively the radii of molecules A and B (m), $\langle v_A \rangle$ and $\langle v_B \rangle$, respectively the mean speed of molecules A and B (m s$^{-1}$), and $V$, the volume of the system (m$^3$). Since molecules A are assumed to be chemically and physically identical to molecules B, we can simplify the expression:

$$Z_{AB} = \frac{N^2 \pi d^2 \sqrt{2\langle v \rangle}}{V^2}$$

(12)

with $d$ the diameter of molecules A and B and $\langle v \rangle$ the mean speed of molecules A and B.

On the other hand, for homotypic bimolecular interactions, the ICF is commonly calculated using a slightly different equation that includes a $\frac{1}{2}$ factor:

$$Z_{AA} = \frac{1}{2} \frac{N^2 \pi d^2 \sqrt{2\langle v \rangle}}{V^2}$$

(13)

Comparing eqn (10) and (11) leads to:

$$Z_{AB} = 2Z_{AA}$$

(14)

Eqn (14) mirrors the differences between the probability of AA and AB collisions shown in eqn (8).

**Elimination of the divergence between homotypic and heterotypic interactions**

Eqn (8)–(14) show that the proportionality between ICF and PIC is not the same between homotypic and heterotypic interactions. Specifically, the proportionality coefficient between PIC and ICF is systematically 2-fold larger for homotypic bimolecular interactions relative to heterotypic bimolecular interactions.

Another way to underscore this dichotomy is to realize that the ICF for bimolecular interactions is a function of the number of combinations of dyads that can form in the system: the higher the number of dyads, the higher the chance for them to form randomly, and thus the higher the frequency at which they occur. For example, in box #2, the total number of combinations of AB dyads is:

$$\text{number of AB dyads} = N_A \times N_B = N^2$$

(15)

In contrast, the total number of combinations of AA dyads in the same box is mathematically equivalent to a binomial coefficient:

$$\text{number of AA dyads} = \left(\begin{array}{c} N \\ 2 \end{array}\right) \approx \frac{N^2}{2!} \quad (N \gg 2)$$

(16)

Whereas the PIC for heterotypic AB interactions exactly corresponds to the number of AB dyads shown in eqn (15), the PIC for homotypic AA interactions is 2-fold greater than the number of AA dyads shown in eqn (16). Therefore, to eliminate the dichotomy between heterotypic and homotypic interactions, the PIC for homotypic bimolecular interactions should be divided by 2.

**Beyond bimolecular interactions**

Let us assume that three molecules A or B simultaneously interact to form termolecular complexes in box #2. Since termolecular interactions may contain 2 or 3 identical interactants, the number of identical interactants will be defined as “homo-molecularity” to distinguish it from the total number of interactants (molecularity). For termolecular interactions with a homo-molecularity of 3, such as $A + A + A \rightarrow AAA$, the number of combinations of AAA triads in box #2 is:

$$\text{combinations of AAA triads} = \binom{N}{3} \approx \frac{N^3}{3!} \quad (N \gg 3)$$

(17)

For termolecular interactions with a homo-molecularity of 2, such as $A + A + B \rightarrow AAB$, the number of combinations of AAB triads in box #2 is:

$$\text{combinations of AAB triads} = \binom{N}{2} N \approx \frac{N^3}{2!} \quad (N \gg 3)$$

(18)

Therefore, when the number of molecules is very large compared to the homo-molecularity, as in most experimental systems, the divergence between PIC and ICF is generally corrected by dividing the PIC by the factorial of homo-molecularity. Table 2 summarizes the corrected rate for various examples of interactions with various molecularity and homo-molecularity values.

Let us use the corrected rates depicted in Table 2 to our first thought experiment, in which the rate of bimolecular complex formation in boxes #1 and #2 calculated using the uncorrected law differs despite both boxes having the same total number of molecules (eqn (1) and (2)):

$$\text{corrected rate}_{\text{box } #1} = \frac{d[A][B]}{dt} = \frac{1}{2} k' \langle [A]^2 \rangle_2 = \frac{1}{2} \left( \frac{N^2}{V^2} \right)^2 = 2k' \left( \frac{N}{V^2} \right)^2$$

(19)
corrected rate$_{\text{box} \#2} = \frac{d[AA]}{dt} + \frac{d[BB]}{dt} + \frac{d[AB]}{dt}$

$$= \frac{1}{2}k'[A]^2 + \frac{1}{2}k'[B]^2 + k'[A][B]$$

$$= \frac{1}{2}k' \left( \frac{N}{V} \right)^2 \left( \frac{N}{V} \right)^2 + k' \left( \frac{N}{V} \right)^2 = 2k' \left( \frac{N}{V} \right)^2$$

(eqn 19 and 20).

Whit this correction, the rate of bimolecular complex formation agrees between the two boxes, yielding the same value of $2k' \left( \frac{N}{V} \right)^2$.

### Discussion

There is no doubt that many of us studying molecular systems have previously figured out the dichotomy resulting from the application of the empirical rate law between homotypic and heterotypic interactions. To many, correcting this dichotomy may seem trivial. There is some credit to support this thought. The rate of most elementary chemical reactions is almost always empirically determined by varying reactant concentrations and measuring how these variations affect the rate of product formation: the rate constant simply corresponds to the proportionality coefficient between the observed reaction rate and PIC. In homotypic reactions, the dichotomy appears as an additional constant (equal to the factorial of the homogeneity of the reaction) that is multiplied by the intrinsic rate constant of the reaction to form an apparent rate constant. This additional constant does not change the order of the reaction and remains constant as long as the homogeneity of the reaction remains unchanged.

However, one can envision few applications when correcting this dichotomy would seem absolutely critical. One such application is the modification of homotypic interactants to engineer desired heterotypic systems. Fig. 2 illustrates a hypothetical example inspired from a recently-designed thermal bioswitch.9

In this example, a naturally occurring protein A interacts with another protein A via 3 thermolabile homotypic electrostatic interactions mediated by charged residues. Changing the charge polarity of some of these residues, for instance by substituting a glutamate with a lysine and vice versa, leads to two variants called A’ and A”. Due to these changes, the formation of homotypic A’A’ or A’A” complexes is now unfavorable due to negative–negative or positive–positive electrostatic repulsions. However, heterotypic A’A” interactions are predicted to lead to the formation of stable complexes with 3 positive-negative electrostatic interactions, similar to how two unmodified A proteins interact to form a stable AA dimer. Assuming that the intrinsic rate constants, $k_{AA}$ and $k_{AA’}$, mainly depend on the number of positive–negative interactions between two monomers, one could hypothesize that $k_{AA} = k_{AA’}$. To test this prediction, one would need to experimentally calculate rate constants by varying interactant concentrations and measuring the rate at which AA and A’A” complexes form, for example using a spectroscopic method. Assuming both intrinsic rate constants are indeed equal ($k_{AA} = k_{AA’}$), application of the rate law to uncorrected experimental data would invariably lead to the wrong conclusion that $k_{AA} = 2k_{AA’}$.

Another potential application is the comparison between experimentally-observed and theoretically-predicted intrinsic rate constants10–14 and binding affinities.15 If the homomolecularity of these chemical reactions, or interactions, is $>1$, the correction presented in Table 2 would need to be implemented to the rates and affinities that are experimentally determined to make sure that the proportionality between PIC and ICF remains strictly a function of the size and speed of colliding molecules as shown in eqn (11) and (13).

### Conclusions

In conclusion, this study uncovers a dichotomy in a commonly-used rate law between homotypic and heterotypic elementary chemical interactions. The proposed correction will be useful for specific applications in which the number of identical interactants, a quantity defined here as homo-molecularity, varies.
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