Superadiabatic quantum heat engine with a multiferroic working medium
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A quantum thermodynamic cycle with a chiral multiferroic working substance such as LiCu2O2 is presented. Shortcuts to adiabaticity are employed to achieve an efficient, finite time quantum thermodynamic cycle which is found to depend on the spin ordering. The emergent electric polarization associated with the chiral spin order, i.e. the magnetoelectric coupling, renders possible steering of the spin order by an external electric field and hence renders possible an electric-field control of the cycle. Due to the intrinsic coupling between of the spin and the electric polarization, the cycle performs an electro-magnetic work. We determine this work’s mean square fluctuations, the irreversible work, and the output power of the cycle. We observe that the work mean square fluctuations are increased with the duration of the adiabatic strokes while the irreversible work and the output power of the cycle show a non-monotonic behavior. In particular the irreversible work vanishes at the end of the quantum adiabatic strokes. This fact confirms that the cycle is reversible. Our theoretical findings evidence the existence of a system inherent maximal output power. By implementing a Lindblad master equation we quantify the role of thermal relaxations on the cycle efficiency. We also discuss the role of entanglement encoded in the non-collinear spin order as a resource to affect the quantum thermodynamic cycle.

PACS numbers:

I. INTRODUCTION

Analyzing the correspondence and the transition between the quantum and classical regimes is of a fundamental interest as well as useful for understanding physical processes1. Connections between classical (statistical) mechanics and quantum statistics are well established1,2. Concerning the quantum transitions of thermodynamic properties, the situation is intricate3. For mesoscopic quantum systems not only the size but also quantumness are important for fluctuation relations. In particular, for heat engines operating with a quantum working substance4–13, the concept of adiabaticity and thermalization should be revisited:

Perturbing externally the Hamiltonian of the working substance leads to inter-level transitions of purely quantum origin. One can exclude thermally assisted inter-level transitions by detaching from the heat bath. For quantum adiabaticity this is however not enough. Due to pure quantum inter-level transitions, the stroke of the cycle which is adiabatic in the classical thermodynamic sense may be non-adiabatic for a quantum working substance. Quantum adiabaticity implies not only a decoupling of the system from the thermal source but also requires an elimination of inter-level transitions that are of a pure quantum nature. Aside from this aspect, a desirable feature of a (quantum) heat engine is not a high efficiency and a slow cycle but rather a good efficiency at maximal power. To this end, a quantum thermodynamic cycle should be carried out within a finite time. To this end, the concept of shortcuts to quantum adiabaticity is useful14,15.

This technique quenches the effect of inter-level transitions that are of a pure quantum origin. Such transitions naturally accompany fast driving processes. Nevertheless, shortcuts to quantum adiabaticity eliminate the effect of those inter-level transitions allowing for a quantum heat engine with a finite output power. A further central point is the appropriate working substance. We identified multiferroics (MF) and in particular magnetoelectrics nanostructures as promising candidates16,17. MFs possess intrinsically coupled order parameters such as elastic, magnetic, and ferroelectric orders18–26 and can be well integrated in electronic circuits (in particular in oxide-based electronics). Hence, an engine based on a MF substance performs magnetic, electric and possibly (via piezoelectricity) mechanical works, at the same time. A particularly interesting case is that of a quantum spiral magnetoelectric substance16,17.

We note that the employed model applies to experimentally feasible systems. Experiments on ferroelectricity and magnetoelectric coupling in the spiral-magnetic state of the 1D quantum magnet LiCu2O2 was reported in27. Switching of the ferroelectric polarization in a 1D spin chain via the external magnetic field has been studied experimentally in Ref. 28. Technically, our study is straightforwardly applicable to other non-collinear spin systems, as well.

Due to non-collinearity of spins, the system is entangled. This entanglement can be exploited as a resource to enhance the Otto-cycle efficiency. The general question concerning a finite output power of the MF quantum Otto engine is still open and will be addressed here. Using shortcuts to quantum adiabaticity we construct super-adiabatic quantum engine. The paper is organized as follows: In section II we introduce the system and the theoretical model, in section III we discuss the thermodynamic characteristics of the cycle, and in section IV we will study the coupling of the system to a bath and
discuss quantum decoherence phenomena.

II. MODEL

A one dimensional system with a charge-driven multiferroic is modeled well with a chain of $N$ sites (along the $x$ axis) of localized spins having frustrated nearest-neighbor interactions. We apply a time dependent electric field $\varphi(t)$ which is linearly polarized along the $y$ axis, and an external magnetic field $B$ (applied along the $z$ axis). The corresponding Hamiltonian reads

$$\hat{H}_0(t) = \hat{H}_S + \hat{H}_{SF}(t),$$  \hspace{1cm} (1)

$$\hat{H}_S = - J_1 \sum_i \vec{\sigma}_i \cdot \vec{\sigma}_{i+1} - J_2 \sum_i \vec{\sigma}_i \cdot \vec{\sigma}_{i+2} - \gamma_c \hbar B \sum_i \sigma_z^i,$$

$\hat{H}_S$ is time independent, while $\hat{H}_{SF}$ is time dependent and contains the coupling of the external electric field to the electric polarization of the chain. The exchange coupling between nearest neighbor spins is chosen ferromagnetic $J_1 > 0$, while the next-nearest neighbor interaction is antiferromagnetic $J_2 < 0$. The electric polarization $\vec{P}_0$ tagged to spin non-collinearity reads $\vec{P}_0 = g_{ME} \hat{E}_c \times (\vec{\sigma}_i \times \vec{\sigma}_{i+1})$, where $\hat{E}_c$ is the unit vector connecting the sites $i$ and $i+1$. The coupling strength of this charge-driven magnetoelectric coupling we refer to as $g_{ME}$ (for a detailed discussion of this type of magnetoelectric materials we refer to the reviews\cite{Ref1} and further references therein). The spatially homogeneous, time dependent electric field $\varphi(t)$ couples to the chain electric polarization $\vec{P}$ such that $\varphi(t) \cdot \vec{P} = \hat{d}(t) \sum_i (\vec{\sigma}_i \times \vec{\sigma}_{i+1})^z$, with $\hat{d}(t) = \varphi(t)g_{ME}$. The quantity $(\vec{\sigma}_i \times \vec{\sigma}_{i+1})^z$ is known as the $z$ component of the vector chirality. With this notation $\hat{H}_{SF}(t)$ reads

$$\hat{H}_{SF}(t) = - \frac{g_{ME}}{\hbar} \hat{d}(t) \sum_i (\sigma^z_i \sigma^0_{i+1} - \sigma^0_i \sigma^z_{i+1})(2)$$

For a first insight we considered in Eq. (1) four spins, i.e. $N = 4$, which we solved analytically. Thus we can write

$$\hat{H}_0^{N=4}(t) = \sum_{n=1}^{16} |\Phi_n(d(t))\rangle E_n(t) \langle \Phi_n(d(t))|.$$

The instantaneous state vectors $|\Phi_n(d)\rangle$ and energies $E_n$ are presented in the appendix. Previous studies affirmed weakly pronounced finite-size effects with regard to the efficiency of the cycle\cite{Ref7} underlining the usefulness of this four-spin working substance. In this context we also refer to the remarkable advance in realizing and tailoring the chiral magnetic interaction of just few surface deposited atoms by means of spin-polarized scanning tunneling microscopy (cf. Ref. (29) and references therein). The spin excitation in this case is also captured by the low-energy effective model (1) with appropriately chosen parameters and fields.

As mentioned in the introduction, our aim here is to identify adiabaticity shortcuts. For a general discussion of shortcuts to adiabaticity and an overview of the interrelation between the various approaches as well as their historical developments we refer to the review article (30) and references therein. Here we will basically follow Berry’s transitionless driving formulation\cite{Ref15} which is equivalent to the counterdiabatic approach of Demirplak and Rice\cite{Ref14}.

In the adiabatic approximation a general state $|\Psi_n(t)\rangle$ driven by $\hat{H}_0(t)$ is cast as

$$|\Psi_n(t)\rangle = \exp \left[ - \frac{i}{\hbar} \int_0^t dt' E(t') \right] |\Phi_n(0)\rangle.$$  \hspace{1cm} (4)

With the aid of unitary time-evolution operator

$$\hat{U}(t) = \sum_n \exp \left[ - \frac{i}{\hbar} \int_0^t dt' E(t') \right] |\Phi_n(t')\rangle \langle \Phi_n(t)|.$$  \hspace{1cm} (5)

we construct the auxiliary (counter-diabatic) Hamiltonian

$$\hat{H}_{CD}(t) = i\hbar (\partial_t \hat{U}(t)) \hat{U}^{-1}(t).$$  \hspace{1cm} (6)

The reverse state engineering relies on the requirement that the states (4) solve for the Hamiltonian (6), meaning that

$$i\hbar \partial_t |\Psi_n(t)\rangle = \hat{H}_{CD}(t) |\Psi_n(t)\rangle.$$  \hspace{1cm} (7)

In this way even for a fast driving transitions between eigenstates $|\Phi_n(t)\rangle$ are prevented. After a relatively simple algebra the counter-diabatic (CD) Hamiltonian $\hat{H}_{CD}(t)$ takes the form

$$\hat{H}_{CD}(t) = \hat{H}_0(t) + \hat{H}_1(t),$$  \hspace{1cm} (8)

where

$$\hat{H}_1(t) = i\hbar \sum_{m \neq n} \frac{|\Phi_m\rangle \langle \Phi_m| \partial_t \hat{H}_0(t)|\Phi_n\rangle \langle \Phi_n|}{E_n - E_m}.$$  \hspace{1cm} (9)

We adopt the initial conditions for the driving protocol as $\hat{H}_{CD}(0) = \hat{H}_0(0)$. $\hat{H}_{CD}(\tau) = \hat{H}_0(\tau)$. Thus, on the time interval $t \in [0, \tau]$ we achieve a fast adiabatic dynamics by means of the counter-diabatic Hamiltonian $\hat{H}_{CD}(t)$. Taking into account (1)-(9) after laborious but straightforward calculations we obtain

$$\hat{H}_1(t) = i\hbar A(t) (|\Phi_0(t)\rangle \langle \Phi_7(t)| - |\Phi_7(t)\rangle \langle \Phi_0(t)|).$$  \hspace{1cm} (10)
The explicit form of the time dependent parameter we derived as \( A(t) = \frac{4d(t)(\lambda + \mu)}{d(t)(\lambda - \mu)} \) (please see the appendix for the determining equations of \( \alpha, \lambda, \mu, \nu \)). Note that the time dependence in the model appears through the external electric field \( d(t) \) and its time derivative \( \dot{d}(t) \). The obtained explicit form of the functions (4) and counter-diabatic Hamiltonian \( \hat{H}_{CD}(t) \) is rather involved and is presented in the appendix.

### III. THERMODYNAMIC CHARACTERISTICS OF THE CYCLE

In recent years there have been a growing interest in the non-equilibrium statistical physics, especially for constrained and finite-size systems, as these are becoming feasible and controllable experimentally\(^{6,7,31}\). An important point in this context is that, while fluctuations are ignorable small in macroscopic systems they become important for small systems, particularly in a non-equilibrium situation. The physics in this case cannot be captured by conventional equilibrium statistical mechanics and equilibrium thermodynamics. Pioneering works in this direction were done for instant by G. N. Bochkov and Yu. E. Kuzovlev\(^{32}\) (see the review paper\(^{33}\) and references therein) and are receiving a renewed interest with the rise of nanotechnology rendering possible the realization and test of theoretical concept. Quantum heat engines for example were proposed (and realized) as portable nano “thermodynamic” circuits to produce useful work on the nanoscale. Finite fluctuations being inherent to quantum heat engines should therefore be carefully addressed\(^{34}\).

The quantum Otto cycle consists of two quantum isochoric and two adiabatic strokes. The quantum isochoric strokes correspond to heat exchange between the working substance and the cold and the hot heat baths. During the quantum isochoric strokes the level populations are altered. The MF working substance produces work during the adiabatic process. Changing the amplitude of the applied external electric field modifies the energy spectrum of the system. This is the mechanism behind producing work. The quantum Otto cycle and the MF-based engine are detailed in recent work\(^{17}\). Here we concentrate on the thermodynamic characteristics such as: the output power of the cycle and the irreversible work. We choose a particular type of the time dependence for the external electric field

\[
\dot{d}(t) = \epsilon \left( \frac{t^3}{3\tau} - \frac{t^2}{2} \right) + d_0. \tag{11}
\]

The working parameter (i.e., the electric field) \( d(t) \) during the adiabatic strokes varies from \( d_0 \rightarrow \dot{d}_1 \) (stroke 2 \( \rightarrow \) 3) and \( \dot{d}_1 \rightarrow d_0 \) (stroke 4 \( \rightarrow \) 1). The scheme of the cycle is sketched in Fig. 1. From Eq. (7)-(10) it is evident that in this case the requirement for the shortcuts of adiabaticity

\[
\dot{H}_{CD}(0) = \dot{H}_0(0), \quad \dot{H}_{CD}(\tau) = \dot{H}_0(\tau),
\]

is fulfilled. The chosen driving protocol Eq.(11) should satisfy some restrictive constraints imposed by the adiabatic shortcuts. On the other hand, the protocol should be experimentally accessible and amenable to theoretical interpretations. For a finite time thermodynamic process, the output power of the quantum Otto cycle can be written as\(^{4,5,9}\)

\[
\mathcal{R} = \frac{-(\langle W_2\rangle_{ad} + \langle W_4\rangle_{ad})}{\tau_1(T_H) + \tau_2 + \tau_3(T_L) + \tau_4}. \tag{12}
\]

Here \( \tau_1(T_H), \tau_3(T_L) \) are the relaxation times of the MF working substance in contact with the hot and the cold thermal baths (strokes 1 \( \rightarrow \) 2 and 3 \( \rightarrow \) 4), \( \tau_2 \) and \( \tau_4 \) correspond to the duration of the adiabatic strokes, \( \langle W_2\rangle_{ad} \) and \( \langle W_4\rangle_{ad} \) correspond to the work produced during the quantum adiabatic strokes. The condition

\[
\langle W_2\rangle_{ad} + \langle W_4\rangle_{ad} + Q_{in} + Q_{out} = 0,
\]

during the whole cycle should be satisfied. The corresponding absorbed heat \( Q_{in} \) and the released heat \( Q_{out} \) by the working substance are defined as follows\(^4\)

\[
Q_{in} = \sum_n E_n(0) \left( \frac{e^{-\beta L E_n(0)}}{\sum_n e^{-\beta L E_n(0)}} - \frac{e^{-\beta L E_n(\tau)}}{\sum_n e^{-\beta L E_n(\tau)}} \right),
\]

\[
Q_{out} = \sum_n E_n(\tau) \left( \frac{e^{-\beta L E_n(\tau)}}{\sum_n e^{-\beta L E_n(\tau)}} - \frac{e^{-\beta L E_n(0)}}{\sum_n e^{-\beta L E_n(0)}} \right). \tag{13}
\]

Irreversibility of classical thermodynamical processes are quantified in terms of Clausius inequality

\[
\Delta S = S_{re} + S_{ir}, \tag{14}
\]

where \( S_{re} = \beta Q \) is the equilibrium entropy, \( Q \) is the transferred heat, and \( \beta = 1/T \) is the inverse temperature. For irreversible processes \( S_{ir} > 0 \). In quantum thermodynamics the situation is more delicate. E.g., the concept of work for mesoscopic systems has been revisited recently\(^{8,9}\). The work performed on a finite quantum system is not an observable but a randomly distributed quantity\(^{34,35}\). Any sudden abrupt change, fast driving or a quench drags the system into a non-equilibrium state. Hence, recipes of the equilibrium thermodynamics need to be questioned. A fast transformation leads to the “parasitic” irreversible work \( \Delta S_{ir} = \beta \langle W_{ir} \rangle \) which amounts to the difference between the total work and the change of the free energy \( \langle W_{ir} \rangle = \langle W \rangle - \Delta F \). The expression for the total quantum mean work has been deduced in\(^{35}\) and reads

\[
\langle W \rangle = \sum_{n,m} (E_n(t) - E_m(0)) P_{mn}(t)P_m^{(0)}(\beta), \tag{15}
\]

where

\[
P_{mn}(t) = |\langle \Phi_n(t)|\hat{U}(t)|\Phi_m(0) \rangle|^2,
\]
is the transition probability between the eigenstates of the Hamiltonian $H_0(t)$, and $P_m^{(0)}(\beta)$ describes the level populations in equilibrium at the temperature $\beta$. If the cycle is reversible (by virtue of a realized counter-diabatic driving) at the end of the stroke the transition probability simplifies to $P_{m n}(\tau) = \delta_{m n}$. Therefore, the expressions of the adiabatic work for the cycle strokes are

\[
\langle W_2 \rangle_{ad} = \sum_n \left[ E_n(\tau) - E_n(0) \right] P_n^{(1)}(\beta_H),
\]
\[
\langle W_4 \rangle_{ad} = \sum_n \left[ E_n(0) - E_n(\tau) \right] P_n^{(3)}(\beta_L). \tag{16}
\]

$P_n^{(1)}(\beta_H) = \frac{e^{-\beta_H E_n(0)}}{\sum_n e^{-\beta_H E_n(0)}}, P_n^{(3)}(\beta_L) = \frac{e^{-\beta_L E_n(\tau)}}{\sum_n e^{-\beta_L E_n(\tau)}}$ are the level populations in equilibrium at the temperatures $\beta_H = 1/T_H, \beta_L = 1/T_L$ respectively. Thus, the criteria for the quantum adiabaticity, i.e. the success of the counter-diabatic driving, is the vanishing of the irreversible work at the end of the adiabatic stroke $\beta \langle W_n \rangle = 0$. Therefore, along with the total mean work and the mean square fluctuations of the total work we will study the irreversible work as well. The explicit form of (16) after taking into account (5)-(16) is presented in the appendix (A6),(A7). For the partition functions we introduced the following notations

\[
Z = \sum_n e^{-\beta_H E_n(0)}, \text{ and } Z' = \sum_n e^{-\beta_L E_n(\tau)}. \tag{17}
\]

To quantify the mean square fluctuations

\[
\Delta W_{ad} = \langle (W_{2})_{ad}^2 \rangle - \langle W_{2} \rangle_{ad}^2, \tag{18}
\]

for the work $W = W_2 + W_4$ we utilize the following ansatz

\[
\langle W_2^2 \rangle_{ad} = \langle W_2^2 \rangle_{ad} + \langle W_4^2 \rangle_{ad} + 2 \langle W_2 \rangle_{ad} \langle W_4 \rangle_{ad},
\]
\[
\langle W_4^2 \rangle_{ad} = \langle W_2^2 \rangle_{ad} + \langle W_4^2 \rangle_{ad} + 2 \langle W_2 \rangle_{ad} \langle W_4 \rangle_{ad}. \tag{19}
\]

The mean values of the work are defined as

\[
\langle W_2 \rangle_{ad} = \sum_n \left[ E_n(\tau) - E_n(0) \right]^2 P_n^{(1)}(\beta_H, \beta_L),
\]
\[
\langle W_4 \rangle_{ad} = \left( \sum_n \left[ E_n(0) - E_n(\tau) \right]^2 P_n^{(3)}(\beta_H, \beta_L) \right)^2. \tag{20}
\]

With these relations, the means of the square components $\langle W_2^2 \rangle_{ad}$ are presented in the appendix (A8), (A9). For the square of the mean values $\langle W_2^2 \rangle_{ad}$ we employ the square of Eq. (A6), (A7) in the appendix.

As mentioned, for finite systems the concept of work need to be revisited. The fluctuations come into play and as a result the non-equilibrium work is different from the equilibrium work\cite{8,9}. For a further discussion we will introduce the quantum Kullback-Leibler divergence

\[
S(\varrho_A \parallel \varrho_B) = \text{Tr} \left( \varrho_A \ln \varrho_A - \varrho_A \ln \varrho_B \right),
\]

and rewrite the expression for the irreversible work in the following form\cite{15}

\[
\langle W_u \rangle = \langle W \rangle - \Delta F = \frac{1}{\beta} S(\varrho_e \parallel \rho_{eq}^\text{ad}). \tag{21}
\]

Here we introduced the following notations

\[
S(\varrho || \rho_{eq}) = - \sum_{n,k} P_n^0 P_{kn}^l \ln P_k^l + \sum_n P_n^0 \ln P_n^0,
\]
\[
\Delta F = - \frac{1}{\beta} \ln \left( \sum_n \exp \left[ - \beta E_n(t) \right] \right), \tag{22}
\]

where

\[
P_n^0 = \exp[-\beta E_n]/\sum_n \exp[-\beta E_n],
\]

and

\[
P_k^l = \exp[-\beta E_k^{CD}]/\sum_k \exp[-\beta E_k^{CD}],
\]

correspond to the level populations and $P_{kn}^l = |\langle \Psi_n(t) \mid U(t) \mid \Phi_k(0) \rangle|^2$ to the transition amplitudes. For an insight into the analytical results we present plots of the thermodynamic quantities. We adopt dimensionless parameters

\[
J_1 = 1, J_2 = -1, B = 0.1, d_0 = 2.5, \epsilon = 1.
\]

In real units these parameters correspond to the one phase MF material\cite{27} LiCu$_2$O$_2$, $J_1 = -J_2 = 44$K. The external driving fields strengths are $B = 3$T, $\varphi = 5 \times 10^3$[kV/cm]. We assume that the duration of the adiabatic strokes of the cycle are equal to $\tau_2 = \tau_4 = \tau$. The time unit in our calculations corresponds to the $\hbar/J_1 \approx 0.1$[ps]. CD driving allows reducing the driving time. Implementing a short driving protocol is supposed to maximize the output power of the cycle. In order to calculate the thermal relaxation times $\tau_2(T_H), \tau_3(T_L)$ in the next section we solve self-consistently the Lindblad master equation. Our calculations (see below) show that the relaxation times are shorter than the duration of the implemented adiabatic strokes $\tau_2(T_H), \tau_3(T_L) \ll \tau$. Therefore, in the first approximation we neglect the relaxation times when calculating the output power.

As evident from Fig. 2 the work mean square fluctuations increase with the stroke duration $\tau$. We also infer that the fluctuations increase with temperature. The modulation depth of the driving parameter $d(t, \tau) = \epsilon (t^2/3 \tau - t^2/2) + d_0, d(0, \tau) = d(\tau, \tau)$ enhance the work mean square fluctuations for longer duration of the adiabatic strokes $\tau$. The cycle duration enhances as well however this has an adverse effect on the output power (See Fig. 3). These two factors compete resulting in the optimal time length of the adiabatic strokes $\tau_{op} = 0.23$[ps]. For the irreversible work (Fig. 4) we again have a non-monotonic behavior. For larger times the system tends to equilibrium.

We observed (cf. Fig. 3) that a strong magnetic field is counterproductive for the output power.
FIG. 1: The cycle under study with a chiral multiferroic working substance. It has four strokes. The isochoric processes are from 1 → 2 and from 3 → 4. The processes 2 → 3 and 4 → 1 are quantum adiabatic. We vary the amplitude of the electric field from $\Delta E_n = E_n(d_0) - E_n(d_1)$ and the working substance performs during 2 → 3 a positive magnetoelectric work.

IV. EFFICIENCY OF THE ENGINE AND FINITE-SIZE EFFECTS

Naturally the work produced by the engine and the output power increase with the size of the working substance. In contrast, the situation regarding the efficiency might be counterintuitive. In this section we present results about the dependence of the cycle efficiency on the length of the MF chain.

For the efficiency of the engine we use standard expression:

$$\eta = \frac{\delta W}{\delta Q_{in}}.$$

(23)

Here $\delta W$ corresponds to the work produced by engine and $\delta Q_{in}$ quantifies heat transferred from the hot bath to the working substance.

At first we examine finite system gradually increasing number of the spins. In case of a finite system expressions for produced work $<W_2>$ and transferred heat $Q_{in}$ are defined in Eq. (13), (16). Our numerical results show that (see Fig. 5) with increasing the chain length the efficiency of the cycle undergoes a rapid transition to a saturated value and stays constant. Therefore, on the mesoscopic scale we do not expect prominent changes in the cycle efficiency.

In the thermodynamic limit, when the length of the chain tends to infinity, the energy spectrum of the system becomes continuous. We assume that the chirality term $\sum_n (\hat{\sigma}_n \times \hat{\sigma}_{n+1})_z$ is much weaker as compared to
the efficiency of the engine

Here cos \( Q \) is the free energy.

The work produced by engine is equal to the change of

\[ \text{limit is defined via:} \]

\[ \delta Q_{\text{in}} = \delta U = \int_0^\pi \frac{\hbar \omega_q \exp (-\hbar \omega_q / k_B T)}{1 - \exp (-\hbar \omega_q / k_B T)} dq - \int_0^\pi \frac{\hbar \omega_B \exp (-\hbar \omega_B / k_B T)}{1 - \exp (-\hbar \omega_B / k_B T)} dq. \quad (28) \]

After substituting Eq. (26) and E.(28) in the Eq. (23) we plot efficiency of the engine in the thermodynamic limit.

As we see from the Fig. 6 the efficiency of the engine can be negative as well. This means that for this particular choice of the parameters the engine is working as a refrigerator. One can switch from the heat engine to the refrigerator regime by replacing the parameters \( d_0 \to d_1 \).

The magnetoelectric coupling.

The free energy of the MF working medium in the thermodynamic limit reads

\[ F (d) = T \sum_q \ln \left( 1 - \exp \left( -\frac{\hbar \omega_q}{k_B T} \right) \right). \quad (25) \]

The work produced by engine is equal to the change of free energy.

\[ \delta W = \Delta F = F (d_1) - F (d). \quad (26) \]

After a little algebra for the total internal energy of the working substance \( U = -T ^ 2 \frac{\partial^2 \bar{F}}{\partial d^2} \) we deduce

\[ U = \int_0^\pi \frac{\hbar \omega_q \exp (-\hbar \omega_q / k_B T)}{1 - \exp (-\hbar \omega_q / k_B T)} dq. \quad (27) \]

The heat transferred to the engine in the thermodynamic

FIG. 5: Dependence of the cycle efficiency on the length of the working substance. For different values of the electric and magnetic fields. As evident, increasing the chain length the efficiency of the cycle undergoes a rapid transition to the saturated value and remains constant. The following set of parameters were used \( J_1 = -1, J_2 = 1, d_0 = 2.5 \). The solid lines correspond to \( d_1 = 1.5 \). The dashed lines correspond to \( d_1 = 2.0 \) and \( B \) as in the figure.

FIG. 6: Efficiency of the engine in the thermodynamic limit. Set of parameters \( J_1 = -1, J_2 = 1, B = 0.1 \). The black solid line is the border which separates two domains of parameters \((d_0, d_1)\) for which engine works as a heat engine or refrigerator.

FIG. 7: \( \Delta W_{\text{ad}}/(W_2)_{\text{ad}} \) as a function of the system size \( N \). The other parameters are \( J_1 = 1, J_2 = -1, B = 0.1 \).
Not only efficiency but other thermodynamic characteristics of the system may show nontrivial interesting finite size effects. The first quantity of our interest is the ratio between mean square fluctuations of the produced work $\Delta W_{ad} = [(W^2_{1})_{ad} - (W^2_{2})_{ad}]^{\frac{1}{2}}$ and produced work itself $\Delta W_{ad}/(W^2_{1})_{ad}$. As we see from the Fig. 7 this ratio gradually decreases with a system’s size. Also we see that fluctuations become smaller at lower temperature. Output power of the engine as expected is increasing with the size of the working substance see Fig. 8. This result is clear because produced work increases with the number of spins contributing in the work.

V. ENTANGLEMENT AND EFFICIENCY OF THE CYCLE

For strong B-field the system is driven from the (entangled) chiral to the (product) collinear state. Hence, it is of relevance to inspect the connection between the entanglement and the produced work. Since we are interested in the thermal entanglement we will consider states thermalized with hot and cold baths. Quantum entanglement can be local and nonlocal, shared by two particles only, or by the whole system. The pair entanglement is quantified in terms of the two tangle $\tau_2$. The one tangle $\tau_1$ measures the many-body entanglement. These quantities are defined as

$$\tau_2 = \frac{4}{\sqrt{2}} C_{nm}^2,$$

$$C_{nm} = \max(0, \sqrt{R^{(1)}_{nm} - R^{(2)}_{nm}} - \sqrt{R^{(3)}_{nm} - R^{(4)}_{nm}}),$$

$$\tau_1 = 4\text{det}\rho_1.$$  \hspace{1cm} (29)

$C_{nm}$ is the pair concurrence between the spins on the sites $n$ and $m$ and $R_{nm}$ are the eigenvalues of the matrix $R_{nm} = R^R_{nm} (\sigma_1^y \otimes \sigma_2^y) (\rho^{R}_{nm})^* (\sigma_1^y \otimes \sigma_2^y)$. $R^R_{nm}$ and $\rho_1$ are respectively the two spins and the single spin reduced density matrices, which are obtained from the density matrix of the total system $\hat{\rho}$. As the output power, the pair entanglement is also larger for weaker magnetic fields Fig. 9 which underlines the interrelation between the pair entanglement and the output power. The many-body entanglement shows a more robust behavior Fig. 10 with increasing the magnetic field.

We observed that pair entanglement and local correlations (two tangle $\tau_2$) are stronger in small system and drastically decays with the system’s size Fig. 11. We also clearly see connection between local entanglement of the working substance and efficiency of the cycle. In particular cycle efficiency increases with the local entanglement $\tau_2$ see Fig. 12.

FIG. 8: Output power as a function of the system size $N$ for $J_1 = 1, J_2 = -1, B = 0.1, d_0 = 2.5, T_H = 40, T_L = 10$.

FIG. 9: Two-tangle entanglement as a function of electric and magnetic fields $d$ and $B$.
reads $\rho_{1,\ldots,N/2} = \text{Tr}_{N/2+1,\ldots,N}(|\Phi(t)\rangle\langle\Phi(t)|)$. As we see Fig. 13 as large is change in the von Neumann entropy larger is the efficiency. Thus we conclude that for small system $N=4$ engine with entangled working substance has slightly higher efficiency. For a larger systems matters difference in von Neumann entropy $\Delta S_{N/2}$ between

VI. THERMAL RELAXATION AND TRANSFERRED HEAT

For a derivation of the Lindblad master equation we followed the standard procedure described in. We supplement the CD Hamiltonian $\hat{H}_{CD}(t)$ by the Hamilton...
nian of the heat bath $\hat{H}_{\text{bath}}$ and system-bath interaction $\hat{H}_{\text{int}}$. In addition we assume that the phononic heat bath is coupled to the $z$ component of the vector chirality $K^z_n = (\sigma^x_n \sigma^y_{n+1} - \sigma^n_{n} \sigma^x_{n+1})$. The argument behind doing this is that the vector chirality is a characteristic measure for the non-collinearity in the spin order and is directly influenced by lattice distortion and the phononic modes

$$\hat{H} = \hat{H}_{\text{CD}}(t) + \hat{H}_{\text{int}} + \hat{H}_{\text{bath}},$$

$$\hat{H}_{\text{bath}} = \int dk \omega_k \hat{b}_k^{\dagger} \hat{b}_k,$$

$$\hat{H}_{\text{int}} = \sum_{n=1}^{4} K^z_n \int dk g_k (\hat{b}_k^{\dagger} + \hat{b}_k).$$

Here $\hat{b}_k$, $\hat{b}_k$ are the phonon creation and annihilation operators, and $g_k$ is the coupling constant between the system and the bath. After a straightforward derivations we obtain

$$\frac{d\rho(t)}{dt} = \sum_{\omega, \omega'} \sum_{\alpha, \gamma} e^{i(\omega - \omega') t} \Gamma(\omega) \left( K^z_n (\omega) \rho(t) K^z_n (\omega') - K^z_n (\omega') (K^z_n (\omega) \rho(t) + h.c.\right),$$

$$\Gamma(\omega) = \int_0^\infty ds e^{i\omega s} \langle B(t) B(t-s) \rangle.$$ (32)

Here $B(t) = \int dk g_k (\dot{\hat{b}}_k e^{i\omega_k t} + \ddot{\hat{b}}_k e^{-i\omega_k t}), K^z_n(\omega) = \sum_{\omega = E_n - E_m} \pi(E_n) n(E_n)$ and $\pi(\omega) = |\Psi_n\rangle \langle \Psi_n|$ is the projection operator on the eigenstates $|\Psi_n\rangle$ of the CD Hamiltonian. For the bath correlation functions $\Gamma(\omega)$ we deduce

$$\gamma(\omega) = \Gamma(\omega) + \Gamma^*(\omega),$$

$$\gamma(\omega) = \pi J(\omega) \left\{ \frac{\exp(\beta\omega)}{1 - \exp(\beta\omega)} - 1, \quad \omega < 0 \right. \right.$$ (33)

Here $J(\omega) = \frac{\pi}{2} \sum_j g^2_j \delta(\omega - \omega_j) = \pi \gamma$ is the spectral density of the thermal bath. When the system relaxes the change of its energy is equal to the transferred heat. The heat absorbed by the system from the hot bath $\delta Q_H = (\Delta E)_H > 0$ and heat released to the cold bath $\delta Q_C = (\Delta E)_C < 0$ can be quantified in terms of the level populations $\rho_{nn}$ and energy levels $E_n(d)$ as follows

$$(\Delta E)_H = \sum_n \rho_{nn}(d_0, \tau_H) E_n(d_0) - \sum_n \rho_{nn}(0) E_n(d_0),$$

$$(\Delta E)_C = \sum_n \rho_{nn}(d_1, \tau_C + \tau_H) E_n(d_1) - \sum_n \rho_{nn}(d_0, \tau_H) E_n(d_1).$$

FIG. 14: Complete quantum Otto cycle (a) using level population corresponding to Gibbs distribution and (b) level population obtained from Lindblad cycle (32). The parameters are chosen as $\gamma = 0.1, T_H = 40, T_L = 10, d_0 = 2.5$ and $d_1$ as in the figures.

$\rho_{nn}(d_0, \tau_H)$ are the level populations formed in the system after relaxing to the cold bath, $\rho_{nn}(d_1, \tau_C + \tau_H)$ corresponds to the level populations formed in the system after relaxing with the cold bath, $\tau_H$ and $\tau_C$ are corresponding relaxation times. In order to recover the effect of the initial randomly selected level populations $\rho_{nn}(0)$ we run the cycle self-consistently performing several loops. Thus, we extract the values of the transferred $\delta Q_H$ and released $\delta Q_C$ heats and estimate the efficiency of the cycle $\eta = \frac{\delta Q_H + \delta Q_C}{\delta Q_H}$. In order to prove that the cycle is reversible and the spin configuration of the working substance is restored after each loop, we study the polarization of the working substance $P = g_{ME} \sum_{n=1}^{4} \frac{1}{4} \left( \sigma^x_n \sigma^y_{n+1} - \sigma^y_n \sigma^x_{n+1} \right)$ to see whether it circumscribes closed hysteresis loop. We considered two possible scenarios of thermalization: The level populations correspond to the Gibbs ensemble or the level populations obtained through the Lindblad master equation. In both cases the cycle is reversible and we observe a closed hysteresis loop for the polarization. The thermalization time calculated via the Lindblad equation is of the order of $T_{th} = 0.02[ps]$ smaller than the duration of the adiabatic strokes $\tau = 0.46[ps]$. As we see in the Fig. 14(b) the working substance is restored and the cycle is reversible. The efficiency of the cycle is of the order of $\eta \approx 47\%$.

In case of the Gibbs statistical ensemble shown in
Fig. 15: Complete quantum Otto cycle for different number of spins using level population corresponding to Gibbs distribution. The parameters are chosen as $\gamma = 0.1, T_H = 40, T_L = 10, d_0 = 2.5$ and $d_1 = 2.0$.

Fig. 14(a) we observe again that the working substance is restored and the cycle is reversible (the polarization follows a closed hysteresis loop). However, the efficiency is slightly different from the Lindblad case. The difference is an artefact of the thermalization for finite quantum systems. Footprints of the smallness and the quantumness of the working medium and even exotic properties (such as efficiency beyond the Carnot limit) were observed since the first proposals concerning the quantum heat engines\(^\footnote{1}\). We note that in our case the efficiency of the cycle depends strongly on the amplitude of the applied electric field. The quantum Otto cycle for different number of spins is shown in Fig. 15. As we see with increasing the length of the spin chain the total polarization of the system becomes larger. The amplitude of variation of the polarization during the cycle enhances and the system produces more work. However, the efficiency of the cycle is the same (see Fig. 5).

VII. CONCLUSION

Our aim has been to construct a finite time quantum thermodynamic cycle with a reasonable output power. Hence, we tried to minimize the execution time of the adiabatic strokes of the cycle. For this purpose we implement shortcuts to adiabaticity and realized transitionless fast quantum adiabatic dynamics. A merit of the present quantum heat engine is that the working substance experimentally feasible (e.g., single phase multiferroic LiCu$_2$O$_2$ spin chain) and tunable by external electromagnetic fields. Indeed, due to the non-collinear chiral spin order the cycle can be controlled by an applied external electric field. For clarity we studied an exactly solvable model and obtained analytical expressions for the counter-diabatic Hamiltonian. Using the analytical results the mean square fluctuation for the work, the irreversible work and output power of the cycle are evaluated. We observed that the work mean square fluctuations is increasing with the duration of the adiabatic strokes $\tau$ (see Fig. 2). However, the irreversible work shows non-monotonic behavior (see Fig. 4) and has a maximum for $\tau = 0.26$ (ps). At the end of adiabatic stroke the irreversible work becomes zero confirming thus that the cycle is reversible. The output power of the cycle also shows a non-monotonic behavior (see Fig. 3) with a maximum at $\tau = 0.23$ (ps). This theoretical finding illustrates the existence of an inherent maximal output power. Further decreasing the execution time of the cycle we cannot go beyond this inherent maximal output power. By implementing a Lindblad master equation we studied the thermal relaxation of the system. We evaluated the transferred to the working substance heat $\delta Q_H$ and heat released by system to the cold bath $\delta Q_L$. We find a cycle efficiency of $\eta = 1 + \delta Q_c/\delta Q_H \approx 47\%$. If system thermalizes to the Gibbs ensemble efficiency is lower $\eta \approx 23\%$.
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EIGHTEEN APPENDIX

Eigen values $E_n$ and Eigen functions $|\Phi_n\rangle$ of the Hamiltonian (1), (2) in case of the four spins.

$$
|\Phi_1\rangle = |0000\rangle, \\
|\Phi_2\rangle = \frac{i}{2} |1000\rangle + \frac{i}{2} |0100\rangle + \frac{1}{2} |0010\rangle + \frac{1}{2} |0001\rangle, \\
|\Phi_3\rangle = \frac{i}{2} |1000\rangle + \frac{1}{2} |0100\rangle + \frac{i}{2} |0010\rangle + \frac{1}{2} |0001\rangle, \\
|\Phi_4\rangle = \frac{i}{2} |1000\rangle + \frac{1}{2} |0100\rangle + \frac{1}{2} |0010\rangle + \frac{1}{2} |0001\rangle, \\
|\Phi_5\rangle = \frac{i}{2} |1000\rangle + \frac{1}{2} |0100\rangle + \frac{1}{2} |0010\rangle + \frac{1}{2} |0001\rangle, \\
|\Phi_6\rangle = \alpha (|1100\rangle - i\mu |1010\rangle - |0101\rangle - |0110\rangle \\
+ i\mu |0101\rangle + |0011\rangle), \\
|\Phi_7\rangle = \nu (|1100\rangle - i\lambda |1010\rangle - |0101\rangle - |0110\rangle \\
+ i\lambda |0101\rangle + |0011\rangle), \\
|\Phi_8\rangle = \frac{1}{\sqrt{6}}(|1100\rangle + |1010\rangle + |1001\rangle + |0110\rangle \\
+ |0101\rangle + |0011\rangle), \\
|\Phi_9\rangle = \frac{1}{\sqrt{12}}(|1100\rangle - 2|1010\rangle + |0101\rangle + |0110\rangle \\
- 2|0101\rangle + |0011\rangle), \\
|\Phi_{10}\rangle = \frac{1}{\sqrt{2}} |1100\rangle + \frac{1}{\sqrt{2}} |0011\rangle, \\
|\Phi_{11}\rangle = \frac{1}{\sqrt{2}} |1001\rangle + \frac{1}{\sqrt{2}} |0110\rangle, \\
|\Phi_{12}\rangle = \frac{i}{2} |1110\rangle + \frac{i}{2} |1011\rangle + \frac{i}{2} |1001\rangle + \frac{1}{2} |0111\rangle, \\
|\Phi_{13}\rangle = i |i |1110\rangle - \frac{1}{2} |1011\rangle + \frac{1}{2} |1001\rangle + \frac{1}{2} |0111\rangle, \\
|\Phi_{14}\rangle = \frac{1}{2} |1110\rangle + \frac{1}{2} |1011\rangle + \frac{1}{2} |1001\rangle + \frac{1}{2} |0111\rangle, \\
|\Phi_{15}\rangle = \frac{i}{2} |1110\rangle + \frac{1}{2} |1011\rangle + \frac{1}{2} |1001\rangle + \frac{1}{2} |0111\rangle, \\
|\Phi_{16}\rangle = |1111\rangle,
$$

Here following notations are used

$$
\alpha = \frac{1}{\sqrt{4 + 2\mu^2}}, \\
\mu = \frac{4J_2 - J_1 - \sqrt{J_1^2 + 16J_2^2 - 8J_1J_2 + 8d^2}}{2d}, \\
\nu = \frac{1}{\sqrt{4 + 2\lambda^2}}, \\
\lambda = \frac{4J_2 - J_1 + \sqrt{J_1^2 + 16J_2^2 - 8J_1J_2 + 8d^2}}{2d}.
$$

Eigen functions of the counter-diabatic Hamiltonian $\hat{H}_{CD}(t)$

$$
|\Psi_1\rangle = |\Phi_1\rangle, |\Psi_2\rangle = |\Phi_2\rangle, |\Psi_3\rangle = |\Phi_3\rangle, \\
|\Psi_4\rangle = |\Phi_4\rangle, |\Psi_5\rangle = |\Phi_5\rangle, \\
|\Psi_6\rangle = C_1 \left( i \frac{E_6 - E_7 + \sqrt{4A^2 + (E_6 - E_7)^2}}{2A} |\Phi_6\rangle \\
+ |\Phi_7\rangle \right), \\
|\Psi_7\rangle = C_2 \left( i \frac{E_6 - E_7 - \sqrt{4A^2 + (E_6 - E_7)^2}}{2A} |\Phi_6\rangle \\
+ |\Phi_7\rangle \right), \\
|\Psi_9\rangle = |\Phi_8\rangle, |\Psi_9\rangle = |\Phi_9\rangle, \\
|\Psi_{10}\rangle = |\Phi_{10}\rangle, |\Psi_{11}\rangle = |\Phi_{11}\rangle, \\
|\Psi_{12}\rangle = |\Phi_{12}\rangle, |\Psi_{13}\rangle = |\Phi_{13}\rangle, \\
|\Psi_{14}\rangle = |\Phi_{14}\rangle, |\Psi_{15}\rangle = |\Phi_{15}\rangle, \\
|\Psi_{16}\rangle = |\Phi_{16}\rangle.
$$

Here

$$
C_1 = \left\{ 1 + \left( \frac{E_6 - E_7 + \sqrt{4A^2 + (E_6 - E_7)^2}}{2A} \right)^2 \right\}^{-1/2}, \\
C_2 = \left\{ 1 + \left( \frac{E_6 - E_7 - \sqrt{4A^2 + (E_6 - E_7)^2}}{2A} \right)^2 \right\}^{-1/2}.
$$

Eigenvalues of the counter-diabatic Hamiltonian $\hat{H}_{CD}(t)$

$$
\{ E_1, E_2, E_3, E_4, E_5, E_6 + E_7 + \sqrt{4A^2 + (E_6 - E_7)^2} \frac{2}{2}, \\
E_6 + E_7 - \sqrt{4A^2 + (E_6 - E_7)^2} \frac{2}{2}, E_8, E_9, E_{10}, \\
E_{11}, E_{12}, E_{13}, E_{14}, E_{15}, E_{16} \}. \tag{A5}
$$
The works produced during the quantum adiabatic strokes

\[
\langle W_2 \rangle_{\text{ad}} = \frac{1}{Z} \left[ \frac{2\epsilon\tau^2}{3} \left( e^{-\beta_H E_2(0)} - e^{-\beta_H E_3(0)} - e^{-\beta_H E_{12}(0)} - e^{-\beta_H E_{13}(0)} \right) - 2 \sqrt{J_1^2 + 16J_2^2 - 8J_1J_2 + 8(d_0 + \frac{\epsilon\tau^2}{6})} \right.
\]

\[
\times \left( e^{-\beta_L E_6(0)} - e^{-\beta_L E_7(0)} \right) \right], \quad (A6)
\]

\[
\langle W_4 \rangle_{\text{ad}} = \frac{1}{Z} \left[ \frac{2\epsilon\tau^2}{3} \left( -e^{-\beta_L E_2(\tau)} + e^{-\beta_L E_3(\tau)} + e^{-\beta_L E_{12}(\tau)} - e^{-\beta_L E_{13}(\tau)} \right) - 2 \sqrt{J_1^2 + 16J_2^2 - 8J_1J_2 + 8(d_0 + \frac{\epsilon\tau^2}{6})} \right.
\]

\[
\times \left( -e^{-\beta_L E_6(\tau)} + e^{-\beta_L E_7(\tau)} \right) \right]. \quad (A7)
\]

\[
\langle W_2^2 \rangle_{\text{ad}} = \frac{1}{Z} \left[ \frac{4\epsilon^2\tau^4}{9} \left( e^{-\beta_H E_2(0)} + e^{-\beta_H E_3(0)} + e^{-\beta_H E_{12}(0)} + e^{-\beta_H E_{13}(0)} \right) + 4 \left( J_1^2 + 16J_2^2 - 8J_1J_2 + 8(d_0 + \frac{\epsilon\tau^2}{6}) \right)^2 \right.
\]

\[
\times \left( e^{-\beta_H E_6(0)} + e^{-\beta_H E_7(0)} \right) \right], \quad (A8)
\]

\[
\langle W_4^2 \rangle_{\text{ad}} = \frac{1}{Z} \left[ \frac{4\epsilon^2\tau^4}{9} \left( e^{-\beta_L E_2(\tau)} + e^{-\beta_L E_3(\tau)} + e^{-\beta_L E_{12}(\tau)} + e^{-\beta_L E_{13}(\tau)} \right) + 4 \left( J_1^2 + 16J_2^2 - 8J_1J_2 + 8(d_0 + \frac{\epsilon\tau^2}{6}) \right)^2 \right.
\]

\[
\times \left( e^{-\beta_L E_6(\tau)} + e^{-\beta_L E_7(\tau)} \right) \right]. \quad (A9)
\]

The density matrix (32) in matrix form after neglecting fast oscillating terms with \( \omega = \omega' \)

\[
\frac{d\rho_{qp}(t)}{dt} = -\frac{i}{\hbar} (E_q - E_p) \rho_{qp} + \sum_{i,j} \sum_{\omega_k=1}^N \gamma(\omega_k) \left[ 2 \sum_{\omega_k=E_m-E_n} (K_{ij}^z)_{qm} \rho_{nm}(t) (K_{ij}^z)_{mp} \right.
\]

\[
- \sum_{\omega_k=E_m-E_n} \rho_{qm}(t) (K_{ij}^z)_{nm} (K_{ij}^z)_{mp} \right]. \quad (A10)
\]