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Abstract

We review the current understanding of intrinsic electron and hole trapping in insulating amorphous oxide films on semiconductor and metal substrates. The experimental and theoretical evidences are provided for the existence of intrinsic deep electron and hole trap states stemming from the disorder of amorphous metal oxide networks. We start from presenting the results for amorphous (a) HfO2, chosen due to the availability of highest purity amorphous films, which is vital for studying their intrinsic electronic properties. Exhaustive photo-depopulation spectroscopy measurements and theoretical calculations using density functional theory shed light on the atomic nature of electronic gap states responsible for deep electron trapping observed in a-HfO2. We review theoretical methods used for creating models of amorphous structures and electronic structure calculations of amorphous oxides and outline some of the challenges in modeling defects in amorphous materials. We then discuss theoretical models of electron polarons and bi-polarons in a-HfO2 and demonstrate that these intrinsic states originate from low-coordinated ions and elongated metal-oxygen bonds in the amorphous oxide network. Similarly, holes can be captured at under-coordinated O sites. We then discuss electron and hole trapping in other amorphous oxides, such as a-SiO2, a-Al2O3, a-TiO2. We propose that the presence of low-coordinated ions in amorphous oxides with electron states of significant p and d character near the conduction band minimum can lead to electron trapping and that deep hole trapping should be common to all amorphous oxides. Finally, we demonstrate that bi-electron trapping in a-HfO2 and a-SiO2 weakens Hf(Si)–O bonds and significantly reduces barriers for forming Frenkel defects, neutral O vacancies and O2− ions in these materials. These results should be useful for better understanding of electronic properties and structural evolution of thin amorphous films under carrier injection conditions.
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1. Introduction

Thin metal oxide films grown on different substrates via oxidation and deposition are ubiquitous in the environment and across a wide range of technologies. Their atomic network structures are strongly affected by interfaces and may differ significantly from those of bulk materials, resulting in a number of unusual electrical, physical and chemical characteristics recognized in earlier studies [1, 2]. Importantly, such films can grow either (poly)-crystalline or amorphous, dependent on the deposition and anneal conditions and film thickness. Amorphous metal oxide films are used in a broad variety of applications that require reduced oxide thickness alongside mechanical flexibility and reliability. This rich research field has been harvested by various communities, often addressing the same material but from different perspectives. Oxide surface science deals with the structure and chemical properties of oxidized metals [3] whereas corrosion science is interested in the kinetics and thermodynamics of metal oxidation [4]. Amorphous oxide semiconductors (AOS) are the subject of another thriving community. AOSs have undergone tremendous development during the past few years with display companies starting mass production of commercial products that integrate AOS thin film transistor (TFT) backplanes and new applications emerging, such as electron injection and transport layers in organic light-emitting diodes [5]. The design and characterization of AOS for transparent conductors and TFTs has been reviewed in [6–8]. These studies focus mainly on the effects of disorder on the carrier mobility in the oxide [6, 8]. Non-crystalline oxides used in many other areas, most prominently oxide glasses in optics, opto-electronics and photonics, are also well investigated. One of the most important glass formers—silica (SiO2) produced by oxidizing Si substrates—has been used as the gate dielectric in micro-electronics for the last 50 years. However, scaling of metal–oxide–semiconductor (MOS) devices led to the dramatic reduction of thickness of gate SiO2 layers eventually leading to a materials revolution [9–11] with many other oxide films now being used in transistors, memory cells, spintronic devices and displays alongside with high-mobility semiconductors [12], carbon nanotubes, graphene and 2D materials [11, 13].

A typical system considered in this review is shown in figure 1, which exhibits high-resolution transmission electron microscopy (HRTEM) images of a 2 nm amorphous HfO2 film grown on the Si(100) substrate. A thin a-SiO2 film grows between Si and HfO2 due to oxidation of the Si substrate. The film morphology changes as a result of anneal and the HfO2 film becomes partially crystallized, as can be seen in figure 1(d). The primary function of these oxide films is to serve as gate dielectrics but strain and disorder in ultra-thin interface layers causes them to behave differently from their bulk crystalline counterparts. The early concerns that defective grain boundary regions in poly-crystalline films may enhance unwanted electronic conduction through films [15, 16] prompted wide applications of amorphous dielectrics. When devices are under operating conditions, these films are subjected to electrical stress and charge carrier injection. Charge accumulation inside films and electrical current through them may lead to changes in their structure and properties. In the context of MOS devices, the trapping-induced charge buildup in the gate dielectric leads to transistor threshold voltage shift and degradation of carrier mobility in semiconductor channel [17], which makes the density of traps critical for device reliability assessment. On the other hand, in some other applications the presence of charge is desirable. For example, in silicon solar cells a-Al2O3 layers with a significant density of fixed negative charge are used to achieve electrostatic passivation [18–20] by introducing substantial band bending at the silicon side of the Si/a-Al2O3 interface. This leads to a reduction of the surface recombination velocity thus improving the solar cell efficiency.

Amorphous metal oxide dielectrics that are attracting particular interest due to their wide applications [11, 21–24], such as ZrO2, HfO2, Al2O3, MgO, ZnO, and TiO2, are not glassformers. Unlike SiO2, which has been traditionally employed in opto- and micro-electronic technologies, thin amorphous films of these oxides deposited on substrates are much less stable and prone to structural transformations in the course of technological processing and operation. However, little is known about how their structure affects the ability of the oxide film to remain electrically neutral under bias application and carrier injection conditions, which is the key property of the insulating material required to enable the efficient electric field control in a transistor devices by applying a bias voltage to the gate electrode. Our status report will mainly focus on the behavior of electrons and holes in amorphous dielectrics used in nano-electronic devices with particular attention to the charge trapping in the insulating film. However, it benefits from and touches upon many common issues pertaining to the structure and properties of thin amorphous oxide films studied for other purposes.

Native defects, such as oxygen vacancies, and impurities, e.g. hydrogen and metal ions, are known to serve as electron and hole trapping sites in crystalline oxide films. Polaron have also been predicted to exist in some crystalline oxides. Much less is known about amorphous films which have different atomic structure and band gaps and, therefore, can accommodate charge differently. In particular, the reduced density and increased disorder in amorphous oxide networks both lead to the presence of a significant fraction of ions having reduced coordination with respect to bulk crystalline materials [25–29]. In this respect they are analogous to the much better studied nano-crystalline form of these oxides which can provide useful clues regarding expected behavior of ultra-thin
amorphous films. For example, no electron or hole trapping is observed in the bulk of non-defective crystalline MgO [30]. However, both electrons and holes can be captured at low-coordinated corner and kink sites at surfaces of MgO nano-crystallites due to favorable electrostatic potential [31]. Electrons and holes form shallow polaron states in the bulk of crystalline ZrO2, HfO2 [32, 33] and ZnO [34], but low-coordinated sites at surfaces of these materials provide much deeper trapping sites [35, 36]. Can disorder or lower coordination of ions in the amorphous phase of such oxides also lead to intrinsic electron or hole trapping in deep states? The results of recent experimental and theoretical studies of amorphous a-HfO2 support this hypothesis [37, 38]. However, convincingly proving the intrinsic nature of electron traps in nm-thick amorphous films of the type shown in figure 1 is challenging and requires synergy between theory and experiment.

We will review the experimental and theoretical evidence towards the existence of intrinsic deep electron and hole trap states caused by disorder in amorphous oxide films. Most of the evidence comes from theoretical calculations, which play an increasingly important role in predicting properties of thin amorphous oxide films. Experimental studies are often hampered by the presence of impurities and native defects, such as oxygen vacancies. High purity a-HfO2 layers, which can now be grown for MOS applications, allow us to get insight into their intrinsic properties unaffected by contaminants. With the gradual downscaling of the MOS devices, the oxide dielectric has now reached nanometer dimensions introducing the stochastically distributed characteristics. These characteristics are studied mainly using very sensitive electrical measurements, such as charge pumping, extended measure-stress-measure and the time-dependent defect spectroscopy techniques discussed in detail in [17]. The recently developed exhaustive photo-depopulation spectroscopy (EPDS) [39–41] allows one to probe the energy distribution of electronic states in the oxide bandgap associated with negative charging of oxide films. Unlike the defect spectroscopy techniques based on time-dependent degradation measurements (see e.g. [42]), this technique allows direct comparison between the calculated defect properties and photo-depopulation energy spectra of defect states. Therefore we focus on discussing EPDS measurements to provide insight into the methods used to study electron trapping in amorphous films. Combined with this we provide discussion of density functional theory (DFT) based theoretical calculations to study the atomic nature of electronic gap states responsible for charge trapping.

As a first example we use a-HfO2 films [37] where it has been demonstrated that electron trapping is insensitive to the particular chemistry of oxide synthesis, i.e. is intrinsic and originates from lower coordination of ions and elongation of bonds. Theoretical calculations predict that holes can also trap at under-coordinated O sites in a-HfO2 [38]. We discuss how electron and hole trapping can be relevant to other amorphous oxides, such as a-SiO2, a-Al2O3, a-TiO2 as well as indium gallium zinc oxide and propose that the presence of low-coordinated ions in other amorphous oxides with significant p and d character of electron states near the conduction band minimum (CBM) can lead to electron trapping and that deep hole trapping should be common to all amorphous oxides.

Finally, we demonstrate that bi-electron trapping in a-HfO2 and a-SiO2 weakens Hf(Si)–O bonds and significantly reduces barriers for the formation of Frenkel defects, neutral oxygen vacancies and O2− ions in these materials.

We note that the conventional solid state description of the violation of electro-neutrality is associated with charge carrier trapping at ‘defective’ sites of the crystalline or amorphous network, such as vacancies, interstitials or dangling bonds etc. In contrast, the results presented below suggest that charging of amorphous oxides may occur by electron trapping on ‘intrinsic’, i.e. not related to any damage, network fragments. This new paradigm in this field significantly changes the view on the physics of charging phenomena. This paradigm is essential for better understanding of peculiar electronic and electrical properties of amorphous films used in microelectronics, thin-film transistors and opto-electronics applications. Carrier injection and conduction are also vital for photo-catalysis, corrosion and other electrochemical systems and devices where electron-hole pairs are created by light or by carrier injection as a result of bias application. We hope that the results discussed below will be helpful for our understanding the electronic properties and structural evolution of amorphous dielectric films under carrier injection conditions. This situation is ubiquitous in fundamental studies and technologies, but challenging to investigate using physical methods. The approach demonstrated in our manuscript will advance the state-of-the-art in this field.
2. Experimental evidence of negative and positive charging of oxide films

2.1. Charge trapping in amorphous oxides

Thin films of oxide insulators on semiconductor substrates, e.g. silicon, provide the best opportunity to experimentally study electron and hole localization in amorphous matrices because charge carrier trapping leads to a build-up of fixed charges. Their sign and density can be directly monitored using non-destructive semiconductor field-effect methods [43]. In the case of conventional amorphous SiO₂ films synthesized by thermal oxidation of silicon, hole trapping occurs by far more efficiently than electron trapping. This can lead to the commonly observed positive oxide charging upon exposure to ionizing radiation [44]. Interestingly, both hole and electron trapping in thermal SiO₂ are dominated by hydrogen-containing network fragments, O₅Si–H [45] and SiO–H [46], respectively. Interstitial water molecules have also been suggested as potential electron traps [46] which would further underline dominant role of impurity-related processes in SiO₂ charging. The intrinsic electron trapping mechanism by stretched bonds and distorted SiO₂ tetrahedra in a-SiO₂ has been invoked only recently [47]. The latter is shown to account well for the experimentally observed energies of deep electron states in the a-SiO₂ gap near interfaces with Si and SiC.

In contrast to a-SiO₂, a dominance of electron trapping is commonly observed in broad variety of high-permittivity metal oxide insulators, which suggests a different charging physics [48–50]. It is striking to observe that in several insulting metal oxides, such as Al₂O₃ [39, 41, 51], Y₂O₃ [40, 51], HfO₂ [37, 39], HfAlO [37], GdAlO [51], and LaAlO [51], deep electron traps exhibit similar energy distributions: a ≈ 1 eV wide band of electron energy levels is typically found in the energy range 2–3 eV below the conduction band minimum irrespective of the metal cation type or the oxide synthesis chemistry. The latter points towards the common, probably intrinsic in its origin, mechanism of electron localization in amorphous metal oxide insulators. Yet, the atomic structure of these trapping sites remains unknown.

Generally, hole trapping in amorphous metal oxides appears to be much less pronounced than in SiO₂ and predominantly occurs close to the SiO₂/high-k interface. The latter suggests that in stacked insulators the SiO₂ interlayer remains the preferred hole trapping region. This is further supported by the observation of large capture cross sections of hole trapping and their subsequent annihilation by injected electrons [52]. Nevertheless, when attempting to eliminate the influence of the SiO₂ interlayer, reliability experiments indicate surprising correlation between electron trapping and hole trapping related oxide charging phenomena [48, 53, 54]: Positive and negative charging of transistors with HfO₂ insulators does change the lifetime very similarly as the thickness of the a-SiO₂ interlayer between the silicon transistor channel and the HfO₂ gate insulator is varied using thermal processing [48]. Taking into account that these HfO₂ layers are only about 2 nm thick and remain mostly amorphous despite applied annealing treatments (see figure 1), correlated electron and hole trapping points towards the common physics of localization of charge carriers of opposite sign.

Below we discuss the experimentally measured energy distribution of trap levels in a-HfO₂. Due to the mentioned similarity, these results are representative of trap energy distributions in other amorphous metal oxides. HfO₂ and HfSiO are the primary contenders to replace SiO₂ in a variety of nano-electronic devices, ranging from deep-scaled transistors to dynamic random-access memory [11, 24], and non-volatile memory cells [55, 56]. In combination with metal gate electrodes, they have already been used in the first generation of such devices [48]. Substantial industrial investment has enabled the development of techniques that are capable of producing HfO₂ films of the utmost purity. This currently makes this material the best possible choice for studying the intrinsic electron and hole trapping in non-glass forming oxides.

2.2. Determination of energy distribution of trap levels in a-HfO₂

The phenomenon of photo-ionization (or photo-depopulation) of defect states with energy levels in the bandgap of an insulator is long known. However, the conventional approach consisting of the observation of this effect by using measurements of the photo-current provides only limited information because the current is determined by the rate of the optically-excited charge carrier transitions from the gap state to the state above the mobility edge. Mathematically this emission rate represents the product of the incident photon flux and of convolution of the energy-dependent distribution of trap levels and the photo-ionization cross-section. Consequently, one can only identify the energy onset of the photo-ionization process but neither the density nor energy distribution of traps can be recovered from the photo-depopulation current spectral distributions.

To resolve this problem, in the exhaustive photo-depopulation spectroscopy method one employs measurements of the insulator charge rather than current. Furthermore, EPDS allows the photo-depopulation to exhaust all charge carriers available for optical excitation at a given photon energy $h\nu$. Figure 2. Schematics of electron excitations during EPDS experiments carried out on a Si/SiO₂/HfO₂/Au capacitor using incremental photon energies. A positive bias (usually +1 to +2 V) is applied to the metal gate to collect the de-trapped electrons.
Starting from a low photon energy \( h \nu \) and then increasing it by a small energy step \( \delta h \nu \), the saturation of the de-trapping kinetics within each photon energy interval \( h \nu \); \( h \nu + \delta h \nu \) means that there are virtually no electrons left available for optical transitions to the conduction band in this energy window. Then, the amount of charge de-trapped during the next step will exactly correspond to the density of occupied electron states with energy levels in that energy interval \( \delta h \nu \) and can be used to directly calculate the spectral charge distribution density (SCD) by normalizing the emitted carrier density to the energy interval \( \delta h \nu \). By performing the EPDS at incremental photon energies \( h \nu \) as illustrated in figure 2, one can find the distribution of the electron states across the insulator bandgap.

The experimentally studied samples were prepared by atomic layer deposition (ALD) of \( \text{HfO}_2 \) on (100)Si wafers by production-grade ALD process using \( \text{HfCl}_4 \) and \( \text{H}_2\text{O} \) precursors at 300 °C. Some samples were subsequently annealed for 15 min in \( \text{N}_2 \) (1 atm) at 1000 °C. MOS capacitors were completed by thermo-resistive evaporation of semi-transparent electrodes (13 nm Au) of 1 mm² area on the oxide stack which excludes exposure of the insulating layers to ionizing radiation. Energy distribution of trap levels in the \( \text{HfO}_2 \) bandgap was determined by using EPDS method where the insulator charge variations were monitored using 200 kHz capacitance–voltage (CV) curves to ensure optically-induced charge removal to reach its saturation at every photon energy, i.e. to exhaust all charge carriers available for optical excitation at a given photon energy \( h \nu \).

### 2.3. Energy distribution of trapped electrons in a-\( \text{HfO}_2 \)

EPDS measurements on a-\( \text{HfO}_2 \) samples were carried out at room temperature in the spectral range of \( 1.25 < h \nu < 6.5 \) eV using an energy increment \( \delta h \nu \) of 0.2 eV (with constant wavelength resolution of 10 nm) under +2 V bias applied to the top metal electrode [37]. The exposure time per step was 1 h, which guarantees removal of at least 90% of charge available for de-trapping at every \( h \nu \) as monitored by 200 kHz CV curve measurements. After analyzing an as-fabricated (pristine) MOS capacitor, the latter was injected by electrons or holes by applying a 20 ms long ‘write’ voltage pulse to the metal electrode. The pulse amplitude \( V_p \) was increased in steps of 1 or 2 V to achieve different trapped charge densities. Upon charging, the capacitors were kept in darkness for 48 h to allow for completion of thermal de-trapping before exposure to light starting from the lowest photon energy of 1.25 eV. After each illumination step, the charge variation in the insulating stack was monitored using CV curves. The corresponding charge density \( \Delta Q_{\text{stack}} \) was calculated from the shift of the flatband point assuming a uniform distribution of traps across the \( \text{HfO}_2 \) layer. Finally, the SCD was calculated by normalizing the density of the re-charged centers to the spectral step width \( \delta h \nu \). More detailed descriptions of these measurements can be found in the literature [37, 39–41]. Importantly, in the course of EPDS all captured electrons can be removed from the \( \text{HfO}_2 \) layer indicating that traps analyzed in this study represent the dominant source of electron trapping.

Figures 3 and 5 summarize the major experimental findings of EPDS measurements performed on the pristine and electron-injected samples with an as-deposited 19 nm thick \( \text{HfO}_2 \) insulator having \( \text{HfCl}_4 + \text{H}_2\text{O} \) ALD precursor chemistry, for results on other films see [37]). Using the stepwise increase of photon energy \( h \nu \), as illustrated in figure 2, and monitoring of the oxide charge by measuring the shift of flatband voltage \( V_{\text{FB}} \) on 200 kHz CV curves (figure 3, top panel) the illumination-induced charge variation can be converted to the SCD (figure 3, bottom panel) which reflects contributions of various electron processes to the oxide charging. One can distinguish three spectral ranges with different optically-excited electron transitions dominating the charge variation.

When \( h \nu < 4 \) eV, electrons are excited from the energy levels \( E_i \) in the oxide gap (see figure 2) leading to a slight positive charging in the pristine \( \text{HfO}_2 \) sample or, in the charged samples, to the removal of electrons captured in \( \text{HfO}_2 \) upon electron tunneling injection. We note that in the electron-injected samples nearly all the trapped electrons can be de-trapped under illumination in the spectral range \( h \nu < 4 \) eV. Interestingly, the charging spectrum of the pristine \( \text{HfO}_2 \) layer

---

**Figure 3.** Illumination-induced flatband voltage variations (top) and the inferred SCD distributions (bottom) for samples with 19 nm thick \( \text{HfO}_2 \) insulator in pristine state and after injection of electrons by tunneling out of silicon upon applying the charging voltage pulse of the indicated amplitude. Reproduced from [58]. IOP Publishing Ltd. CC BY 3.0.
fits in with that of the electron de-trapping, suggesting that the apparent positive charging of the as-deposited a-HfO$_2$ layer is also due to de-trapping of electrons from acceptor states partially filled by electrons during ALD growth of the oxide layer.

However, when $h\nu$ exceeds 4 eV, the sign of the illumination-induced charging changes to negative. The same effect has been observed earlier in the SiO$_2$/Y$_2$O$_3$ [40] and SiO$_2$/Al$_2$O$_3$ stacks [41]. This effect is related to the photo-injection of electrons from Si into the SiO$_2$ barrier layer and the subsequent trapping of these in HfO$_2$. The saturation negative charge density corresponds to the balance between trapping of the electrons photo-injected from Si and their de-trapping by the optical transitions from traps to the oxide CBM shown in figure 2.

Finally, when $h\nu$ reaches the threshold of intrinsic photoconductivity of HfO$_2$ (the lowest bandgap $E_g = 5.6$ eV is close to that found in the monoclinic phase [57]) the generation of electron–hole pairs within the HfO$_2$ layer leads to the annihilation of trapped electrons [52]. Since the final charge state of the oxide stack after exposure to photons with $h\nu > 5.6$ eV is indistinguishable from that of the as-prepared (neutral) oxide stack, we conclude that there is no detectable density of hole traps or donor-type gap states present in the HfO$_2$ layers.

Since the excitation of electrons from the gap states into the HfO$_2$ CB represents the dominant (dis)-charging mechanism in the range $h\nu < 4$ eV, the SCD shown in the bottom panel of figure 3 directly reflects the energy distribution of the initial occupied electron states. The spectral plots in figure 3 clearly show that there are at least two components of the trapped electron density—at $2 \text{eV} < E_t < 3 \text{eV}$ and a deeper one at $3 \text{eV} < E_t < 3.5 \text{eV}$.

If these deep traps are an intrinsic property of amorphous films, changes in the film morphology should significantly affect the trapped charge. In particular, high temperature annealing is known to lead to crystallization of HfO$_2$ films. The morphology of samples subjected to the 15 min anneal in N$_2$ at 1000 °C is discussed in detail in [58]. Electron microscopy demonstrates that the annealed films still contain a significant volume fraction of a-HfO$_2$. Figure 4 compares the SCD spectra obtained on the as-deposited and annealed samples. Spectral dependence of the photo-conductivity (PC) yield defined as the photo-current normalized to the incident photon flux is shown in figure 5 for the as-deposited and annealed HfO$_2$ films. These curves indicate the spectral threshold of $E_g = 5.6$ eV corresponding to the monoclinic phase of HfO$_2$ after applying the high-temperature anneal [57]. The corresponding photo-excitation threshold (at around 5.9–6.0 eV, see the PC spectra of a-HfO$_2$ layers on Si$_3$N$_4$ [59]) or with admixture of Al, which prevents crystallization [60], can hardly be distinguished on the photo-conductivity spectra shown in figure 5 because it is energetically above that of the crystallized m-HfO$_2$ PC onset at 5.6 eV. In turn, from the SCD distributions shown in figure 4 one can conclude that the shallow component of the electron trap spectrum is strongly attenuated upon annealing of a-HfO$_2$. By contrast, deep traps with optical depths of about 3.0 eV are preserved.

These results suggest that the annealed film is most likely a mixture of amorphous and crystalline phases (a similar film is shown in figure 1(d)) and that change in morphology affects the energy distribution of electron traps. The observed similarity of the trapped electron energy distributions in a-HfO$_2$ layers grown using different Hf precursors or subjected to post-deposition annealing [37] suggests these centers should be intrinsic in nature. A feasible explanation is that these are oxygen vacancies.
that the charge transition levels of negative O vacancies are located higher in the bandgap than the peak at 2–3 eV below the mobility edge observed in figure 4. Therefore they cannot fully explain the negative charging of a-HfO₂ films. An alternative explanation suggested in [38, 58] is based on the idea that electrons can be trapped at structural features in amorphous network caused by disorder itself rather than absence of some atoms. Below we discuss how theoretical modeling is used to elucidate the nature of these electron traps in a-HfO₂ and predict the behavior of trapped charge in other amorphous oxides. We use this discussion to outline some of the challenges in modeling defects in amorphous materials.

3. Theoretical models of charge trapping

Scarce experimental data and lack of a general consensus on the electronic properties of amorphous films pose significant problems for theoretical predictions of the behavior of excess electrons and holes in these systems. On one hand, predicting electron or hole localization is a well-recognized challenge for DFT (see e.g. [61]). On the other hand, there are no established atomistic models of thin amorphous films grown on substrates. Since amorphous films are metastable, their morphology and atomic network structure strongly depends on deposition technique, anneal temperature, oxygen pressure and other factors [8, 62]. As shown above, under some conditions films can be a mixture of amorphous structures of different densities or co-present crystalline and amorphous structures. The film structure and morphology can significantly affect its electronic structure and charge trapping capacity. Below we briefly discuss theoretical methods used to model amorphous structures and calculate their electronic structures and properties.

3.1. Modeling of amorphous structures

Amorphous oxide films are experimentally grown using different methods: metal oxidation, film growth on semiconductor and metal substrates using different techniques, such as atomic layer deposition (ALD), pulsed laser deposition, chemical vapor deposition, molecular beam epitaxy, rf-sputtering, sol–gel dip coating, chemical synthesis of powders and other methods. The densities and atomic structures of produced samples strongly depend on the method and temperature of growth, anneal and other treatments. Different communities use different methods of preparation and propose different ideas regarding the structure of these films. For example, the thermodynamic approach developed in [4] suggests that an amorphous structure of a thin oxide film grown on its metal substrate may be stabilized with respect to the corresponding crystalline oxide film on the substrate, up to a certain critical oxide-film thickness. This results from the absence of mismatch strain for the amorphous oxide film (in contrast to an epitaxial or semi-coherent crystalline oxide film). The critical oxide-film thickness when an initial amorphous oxide film transforms into a crystalline oxide film depends on the substrate orientation, temperature and metal–oxygen system under study [4]. However, density, thickness and morphology of oxide films strongly depend on the substrate material, the method of deposition and amorphous films well exceeding a critical thickness are grown on many substrates. The degree of crystallization depends on the subsequent thermo-chemical treatments (anneals), as has been observed for HfO₂, ZrO₂ [62], and other oxides [8], as well as on other factors, such as oxygen pressure [63]. Low oxygen pressure leads to the formation of oxygen vacancies, which may induce a decrease of the oxidation state of the metallic ions or a phase separation reaction in the oxide [63].

The fact that the morphology and atomistic structure of amorphous films are extremely sensitive to the sample preparation conditions makes simulation of these structures challenging. Atomistic models of amorphous films on substrates are still rare (see e.g. [64–67]) and 3D periodic bulk amorphous systems are simulated in most studies due to lower computational cost and the extra difficulties and uncertainties related to modeling interfaces. Using periodic cells is required in order to avoid border effects which may affect defect characteristics. However, this makes amorphous structures quasi-periodic and induces constraints on the structural relaxation accompanying defect creation.

The most popular method by far of ‘generating’ amorphous atomic structures is based on melting crystalline samples using 3D periodic boundary conditions and the subsequent cooling of the melt at different rates to low temperatures [8, 68], as outlined in figure 6. This method is based on the assumption that all liquids can be frozen into an amorphous state by fast cooling. The formation of glasses and amorphous solids from melt has been studied extensively, as reviewed in [69]. The concept of ‘fragility’ in glass-forming liquids based on the relationship between glass transition temperature and viscosity classifies liquids as strong and weak according to their glass-forming
ability [70]. Fundamental experimental and theoretical studies on liquids and glasses (see, e.g. [69, 71–73]) have shed light on the structure of fragile liquids, including ZrO2 [74], HfO2 [75], TiO2 [76] and Al2O3 [77] discussed here. They are not glass-formers and can be frozen into a metastable amorphous phase from the melt. The experimental studies of molten oxides provide a wealth of information on their structure. The application of 3D periodic boundary conditions helps eliminate the nucleation of crystal phases, unless crystalline nuclei are deliberately introduced into melt. Cooling is usually unrealistically fast due to computer limitations and the cooling rate is rarely slower than 1 K ps−1. In many cases, especially when quantum mechanical methods are employed, the cooling rate can be as large as 500 K ps−1 [8]. Since many oxides are either intermediate glass-formers or do not have a stable bulk amorphous phase, they tend to crystallize at low cooling rates. Further optimization of the volume and geometry of these structures and calculations of defect states are often performed using DFT and periodic models of a system. The obtained structures do not take into account the constraints and structural defects induced by interfaces with electrodes.

The most significant complication for modeling defects in amorphous oxides concerns variations in their local environment caused by structural disorder. Defects in the bulk crystalline phase formed at equivalent lattice sites have equivalent properties. By contrast, in amorphous structures all sites are different and any comparison of model parameters with experiment must involve statistical analysis of different configurations to estimate the probability of existence for each particular defect configuration and build a distribution of properties, e.g. formation energies. Due to high computational costs, more than several tens of configurations are rarely considered. Therefore, it is only feasible to talk about an approximate range in which a particular property can change rather than smooth distribution (see e.g. discussion in [78]).

Additional problems arise when modeling ‘polaron’ type trapping at intrinsic network sites. Polarons are quasi-particles formed in polar semiconductors and ionic crystals as a result of the interaction of extra electron or hole with the self-induced lattice polarization (so called self-trapping of polarons) [79]. The physical properties of the polaron differ from those of the band-electron; it is characterized by higher effective mass, optical absorption, EPR and specific temperature dependence of hopping mobility [80]. Localization of a small radius polaron in bulk crystal may take place at all equivalent lattice sites with equal probability. On the other hand, in amorphous structures all sites are different and deep charge trapping takes place only at some of the sites aided by structural disorder. The concentration of such sites is system specific and is difficult to predict a priori. At some of these sites carriers can be trapped spontaneously whereas trapping at others requires the carrier to surmount an energy barrier. For example, the predicted number of trapping sites where electrons can localize spontaneously in a-SiO2 is about $4 \times 10^{19}$ cm−3 [47]. Therefore, finding one such site with certainty in a periodic cell requires a cell size of around 1000 atoms. Other sites can also trap charge but in shallower states. Taken together these factors imply that simulations should be performed in the largest periodic cells feasible for DFT calculations. However, different trapping sites have different trapping energies and related to these spectroscopic characteristics. To credibly predict distributions of properties, calculations in many models are required. Below we present examples of such approach to calculations for several oxides, starting from a-HfO2.

3.2. Methods for electronic structure calculations of amorphous oxides

The melt-quench method can be applied either by using so called ab initio molecular dynamics (MD) or by combining MD simulations using classical forcefields with the geometry optimization of obtained structures using DFT. The applications of the first approach to transparent conductive oxides has recently been reviewed in [8]. When reliable forcefields are available, the second approach is more efficient for producing many models of an amorphous structure and is used in our work.

In the monoclinic phase of HfO2 shown in figure 7(A) Hf ions are 7-coordinated and equal numbers of O ions are 3- and 4-coordinated (see figure 7(D)). To understand the origin of the observed charging and SCD distributions in a-HfO2 described above, 30 a-HfO2 structures with densities of about 9.0 g cm−3 were produced using NPT classical molecular dynamics simulations and the inter-atomic potentials [81]. The temperature was linearly ramped to 6000 K at constant pressure and the structures were stabilized for 500 ps at 6000 K. The systems were cooled down from 6000 K to 0 K in 8 ns with a cooling rate of 0.75 K ps−1. The Berendsen thermostat and barostat were used to control the simulations. We note that using an NPT ensemble is preferred when the density of amorphous film is unknown since one obtains a distribution of densities of the amorphous samples. These structures also exhibit wide distributions of bond lengths and atomic coordinations shown in figure 7(D). The details of these distributions depend on the size of the periodic cell and, for a-HfO2, the smallest cell which gives reproducible data contains 324 atoms [38].

All classical MD simulations predict the distribution of coordinations of O and Hf ions similar to the one shown in figure 7(D). The existence of two-coordinated O and five-coordinated Hf ions in a-HfO2 samples plays a significant role in our further predictions. We note that low coordination of metal and oxygen ions has been observed experimentally in oxide melts [75, 82]. Further geometry optimization of the volume and atomic structures performed using DFT does not change the topology of the obtained structures. The optimized structures, however, have higher densities, in the range of 9.2–9.9 g cm−3, with an average of 9.6 g cm−3. The average Hf–O bond length is 2.1 Å (ranging from 1.95 to 2.35 Å) in a-HfO2 which is very close to the Hf–O bond lengths in m-HfO2 (around 2.1 Å). The characteristics of excess electrons have been studied in ten 324 atom structures with densities in the narrow range of 9.5–9.75 g cm−3.

The optimization of the volume and geometry of these structures and calculations of charge trapping sites in a-HfO2 as well as other oxides discussed below have been performed...
using DFT implemented in the CP2K code [83, 84]. This code employs a Gaussian basis set mixed with an auxiliary plane-wave basis set [85]. The double-$\zeta$ Gaussian basis-sets [86] were employed on all atoms in conjunction with the GTH pseudopotential [87]. The plane-wave cutoff was set to 6530 eV (480 Ry). CP2K provides the efficiency essential to carrying out numerous geometry optimizations of defect and polaron structures in different charge states required for obtaining distributions of their properties. All geometry optimizations were performed using the BFGS optimizer to minimize forces on atoms to within $2.3 \times 10^{-2}$ eV Å$^{-1}$. The trapping energies of excess electrons and holes were corrected using the method of Lany and Zunger [88, 89]. Optical transition energies were calculated using the time-dependent density functional theory (TD-DFT) method as implemented in the CP2K code [90]. The crucial component of the computational scheme is a density functional, with a particular choice justified below.

One of the basic predictions of DFT calculations concerns polaron trapping energy. This is defined as a difference of total energies of the carrier in the perfect crystal or amorphous phase and the total energy after allowing structural relaxation. If the carrier becomes localized and the energy of the localized state is lower than that of the initial state, the trapping energy is positive. This energy is equal to the thermal ionization energy of a polaron into the band and therefore serves as an indicator of polaron stability.

We note that in the one-electron picture [79], the polaron trapping energy is determined by the two main factors: increase of the kinetic energy of the electron or hole as a result of localization and gain in the potential energy due to the lattice polarization by the localized carrier. Tension between these two factors is illustrated below. In particular, the kinetic energy change due to the carrier localization can be roughly estimated as a half of the width of the corresponding band (this estimate is valid for s-type bands as discussed in [91]). Therefore carrier localization is possible or energetically more favorable when the corresponding band (conduction band for electrons and valence band for holes) is flat. Large band dispersion hampers carrier localization.

It is well established that self-trapped polarons in oxide crystals typically have small trapping energies of the order of 0.1 to 0.3 eV [32, 92]. This means that even qualitative predictions of their stability are greatly affected by the choice of
the Hamiltonian. Applications of DFT to polaron states are plagued by the so-called self-interaction error which stems from the fact that the residual self-interaction in the Coulomb part of the DFT Hamiltonian and that in the exchange part do not cancel each other exactly for one electron [93]. This problem becomes particularly acute when local density functionals are employed to study electron localization in molecules [94, 95] and solids [61, 96, 97]. One of the popular fixes [97] concerns using so-called non-local functionals where a certain portion of the exact non-local exchange is adjoined to one of the common (usually semi-local) density functionals [98]. This makes calculations much more computationally expensive but still does not fully solve the problem as one needs to determine the amount of Hartree–Fock exchange which needs to be included. A cheaper and more targeted approach is to adjust the U parameter in LDA + U or GGA + U calculations of polaron states [99]. Several flavors of this approach have been suggested over the years (e.g. [100, 101]), and it is still very widely used. The predictive power of these two approaches is again limited but they can be used very effectively in ‘test and predict’ mode where the parameters (e.g. the amount of HF exchange or the U value) are first fitted or ‘tuned’ to reproduce the established data and then the same parameters are used for predictive calculations. However, the transferability of these parameters between materials is quite limited.

A more consistent and now commonly used method is to correct the non-piecewise linearity of the total energy (E) with respect to (the continuous) electron particle number (N) in DFT systems [100, 102]. The linearity condition, where \( \frac{d^2E}{dN^2} = 0 \), has been shown to be a property of the exact exchange-correlation functional by Perdew et al [103]. Local and semi local functionals deviate from the straight line behavior, instead showing curvature where \( \frac{d^2E}{dN^2} > 0 \), while in HF theory the opposite behavior is observed and \( \frac{d^2E}{dN^2} < 0 \). Lany and Zunger [100] proposed that, by enforcing the linearity condition, the self interaction energy of the electron or hole after addition is canceled by the energy of the wavefunction relaxation, allowing a more accurate description of localized states. Thus by tuning the appropriate parameter in either DFT + U [100] or hybrid functional calculations [102], the linearity condition can be enforced. It has not been demonstrated that satisfying this conditions is necessary for obtaining a correct description of electron localization. However, it has been observed that localization can indeed be achieved by tuning the parameters of the effective localizing potential [100] to satisfy the linearity condition. It should be noted that other specially tuned local functionals can provide electron or hole localization too (e.g. [101, 104]).

The calculations presented below use the range-separated non-local PBE0-TC-LRC functional [84]. This functional employs a truncated Coulomb (TC) interaction term and long-range correction for the exchange interaction (LRC). It is similar to the more commonly used HSE06 functional [105, 106] in that, unlike many other range-separated hybrid functionals, it uses short-range exact exchange and a long-range semi-local functional. We use the exchange interaction cutoff radius as a variational parameter which is tuned to minimize a deviation of the functional from straight line behavior with the expectation that this will provide accurate predictions for electron and hole trapping energies (see [107] for detailed discussion). The obtained value of the exchange cutoff radius in HfO\(_2\) is 4.0 Å. To reduce the computational cost of nonlocal functional calculations, the auxiliary density matrix method was employed [84].

### 3.3. Analysis of electronic structure of amorphous oxides

The square modulus of the one electron wavefunction at the bottom of the conduction band of m-HfO\(_2\) is delocalized and periodic, as shown in figure 7(A). Structural disorder breaks the crystal symmetry and makes analysis of the electronic structure of amorphous material more complex. One can still use the electronic density of states as well as project it onto different atomic orbitals. However, the Kohn–Sham (KS) one-electron states are periodic only with the periodicity of the 3D supercell and may be partially localized within the supercell. Visual inspection of the electronic states at the CBM of a-HfO\(_2\) shows partial localization onto hafnium 5d electronic states (see figure 7(C)).

The degree of localization of these states is characterized more quantitatively by calculating the inverse participation ratio (IPR) spectrum. This method takes advantage of the atom centered basis set used in CP2K to quantify the degree of localization of each eigenvector. It has often been used to characterize localization of vibrational and electronic states in amorphous solids (see e.g. [108–112]). Specifically, if the KS states are linear combinations of atom-centered basis functions, \( \psi_n(r) = \sum_{i} c_{ni} \phi_i(r) \), where \( \phi_i \) are the basis functions, the IPR can be calculated as:

\[
\text{IPR}(\psi_n) = \frac{\sum_{i} c_{ni}^4}{(\sum_{i} c_{ni}^2)^2}.
\]

IPR can be calculated for each KS state in the valence band and conduction band. In this definition, IPR ranges between 0 and 1 and is very small for a delocalized KS orbital. For example, for a state fully delocalized across all basis functions with all of the coefficients of its basis functions equal to one another, the IPR will be IPR(\(\psi_n\)) = \(\frac{1}{N} \). N being the total number of basis functions. Alternatively, localized KS orbitals will have high-valued IPRs.

A typical IPR spectrum of a-HfO\(_2\) is shown in figure 8(A). One can see that there are localized states both at the CBM and at the top of the valence band of a-HfO\(_2\). An extra electron or hole added to the system will inevitably occupy the lowest state in the conduction band or the highest state in the valence band, respectively. However, the tail states shown in figures 7(C) and 8(A) are only partially localized, which is reflected in the IPR values of around 0.02 to 0.07. For comparison, the IPR for fully delocalized states in the valence band has values between 0.003 and 0.0035. This corresponds to delocalization over approximately 300 basis functions. The delocalized states in the conduction band have a slightly higher IPR values of 0.004 due the lower number of Hf ions
in the system. Occupation of the tail states can lead to further electron or hole localization, as discussed in [111]. Therefore their existence is indicative of possible charge trapping. The fact that there are several states with high IPR values suggests that there can be several trapping sites in the cell. Analyzing the wave-functions responsible for large IPR values, one can identify sites in the amorphous structure where electrons or holes are likely to localize. However, finding the degree of electron or hole localization requires occupying these states and full geometry optimization.

Another important characteristic of the electronic structure of an amorphous solid, which can be deduced from IPR spectra, is the so-called mobility edge (ME). It is usually defined as a critical point where there is a transition between localized states, which do not contribute to the electrical conductivity of the system, and extended states, which can contribute to the electrical conductivity in disordered systems [80, 113, 114]. Using the IPR analysis, one can define ME as the onset of states with an IPR corresponding to delocalized states. At room temperature this definition is inevitably blurred by thermal activation of conductivity in partially localized states at the edge [80, 114]. We found the ME for electrons in the conduction band of a-HfO2 to be approximately 0.5 eV above the LUMO KS state (see figure 8(A)).

4. Theoretical models of electron polarons and bi-polarons in a-HfO2

Recent work [37] used EPDS to determine the energy distribution of trapped electrons with the electronic states in the band gap of a-HfO2 films which were prepared using three different production-grade ALD methods. These measurements have demonstrated that at least two different components in the electron trap spectrum are sensitive both to the deposition chemistry and to the subsequent thermal processing. On the basis of these observations, it has been suggested that these traps are associated with intrinsic defects in HfO2, sensitive to the HfO2 phase (amorphous versus crystalline). However, upon re-evaluation of the energy levels pertaining to the O vacancy in a-HfO2, it has been concluded that O vacancies cannot be responsible for the charging behavior and that alternative models of electron trapping sites are required. These models will be discussed below and compared to the experimental traps spectra presented in the previous experimental section.

4.1. Electron polaron and bi-polaron in a-HfO2

Theoretical calculations [38] have suggested that electrons can localize in energetically deep states at intrinsic structural traps in a-HfO2. Trap sites can be either under-coordinated Hf ions or Hf ions with elongated Hf–O bonds, both of which are associated with a lowering of the electrostatic potential (for an electron). The average potential experienced by an electron near the precursor site and ‘regular’ site in a-HfO2 is shown in figure 8(B). It shows that precursor Hf ions have a lower (more negative) Hartree potential. This helps to localize injected electrons onto precursor sites. We estimate that the density of such sites in a-HfO2 is about $2 \times 10^{21}$ cm$^{-3}$. These structural characteristics can also be associated with the localized conduction band states shown in figure 8(A). We call the trapped states ‘polarons’ for brevity and in analogy with electron polarons in m-HfO2, which are trapped only due to the lattice polarization. In a-HfO2, however, electron trapping is facilitated by the fact that structural disorder creates precursor sites and allows for relaxation of the local atomic environment.
Å. The directions of ionic displacements and their values are given in Å. Reproduced from [58]. IOP Publishing Ltd. CC BY 3.0.

Figure 9. The electron polaron. Blue iso-surfaces indicate the electron density of the polaron state. Red spheres indicate oxygen ions and cyan spheres indicate hafnium ions. Black arrows show the directions of ionic displacements and their values are given in Å. Reproduced from [58]. IOP Publishing Ltd. CC BY 3.0.

Figure 10. The electron bi-polaron. Blue iso-surfaces indicate the electron density of the bi-polaron state. Red spheres indicate oxygen ions and cyan spheres indicate hafnium ions. Black arrows show the directions of ionic displacements and their values are given in Å. Reproduced from [58]. IOP Publishing Ltd. CC BY 3.0.

In an electron polaron, a single electron is strongly localized over two or three Hf ions (figure 9). Upon polaron formation Hf–O bonds of these Hf ions are stretched outwards by 0.12 Å, averaged over ten configurations. Multiple configurations of polarons were analyzed and the occupied KS states were found to be distributed between 1.6 and 2.5 eV below the bottom of the conduction band. These states are capable of trapping a second electron to form bi-polaron states (figure 10). The second electron is trapped over the same Hf ions, and so the bi-polarons show a similar distribution of electron density to the polarons. The bi-polaron formation is associated with further Hf–O bond stretching of, on average, 0.09 Å. Polaron and bi-polaron states form a band of KS states shown schematically in figure 8(A). The width of this band is determined by the variation of local environments of electron trapping sites in the samples of similar density.

4.2. Calculated spectral charge density in a-HfO2

In EPDS experiment, the electrons photo-ionized from the trap states in the gap should become mobile to be collected at the positively biased gate electrode. Therefore, to compare with the experimental SCD data shown in figure 4, one needs to calculate a distribution of optical transition energies from polaron and bi-polaron states into the states at or above the electron ME in the conduction band of a-HfO2, as illustrated in figure 8(A). Optical transitions from the charge trapping states into the conduction band were calculated using the TD-DFT method implemented in the CP2K code as described in [58]. These include transitions into the localized states at the bottom of the CB and into the delocalized states above the ME. The mobility edge is calculated for each a-HfO2 structure and is typically found to be around 0.5 eV above the CBM. The distribution of energies shown in figure 4 corresponds to that of KS polaron and bi-polaron states with respect to the corresponding ME and agrees very well with the experimental spectrum. The intensities of the experimental peaks are determined mainly by the occupancy of the corresponding trap states after applying the high-field electron injection, which our statistics does not provide.

The agreement of the distribution of the calculated depopulation energies with the experimental SCD suggests that polarons and bi-polarons are likely candidates for explaining the negative charging of a-HfO2 films. To check the consistency of this model with other experimental data, we investigated how thermal annealing affects the behavior of these traps.

4.3. Modeling the annealed samples

The experimental observations of the structure of annealed samples are described in [58]. A combination of transmission and scanning electron microscopies and grazing incidence x-ray diffraction on test structures of 25 nm thick oxide layers annealed at 1000 °C shows that the amorphous phase most probably remains present in HfO2 films in significant volume fraction after the anneal. We should note that thinner HfO2 layers or those deposited using carbon-containing precursors are more resistant to crystallization and may contain amorphous inclusions even at higher thermal budgets (see, for example, figure 1). For example, sub-2 nm layers are commonly used as gate insulators in devices attempting to attain the equivalent oxide thickness below 0.5 nm [11, 48].

To create partially crystallized (pc) structures the same procedure as described above for amorphous structures was used, but a small part of the structure was frozen at perfect cubic HfO2 lattice sites during both melt and quench. For smaller nuclei sizes, a significant part of the structure remains amorphous and the rest is crystallized (see figure 7(B)). The topology of pc-HfO2 models obtained using classical MD simulations does not change significantly after full optimization with DFT. They have higher densities than the a-HfO2 structures, ranging from 9.8 to 10.2 g cm–3. One structure of each density has been chosen to perform further calculations. These structures are described in more detail in [58]. The band gap of pc-HfO2 structures does not contain localized states due to the under-coordinated atoms and is equal to 6.0 eV on average. The IPR spectrum is similar to that of the a-HfO2 cells and exhibits localization at the band edges and a conduction band ME approximately 0.5 eV above the CBM.
As in the case of a-HfO$_2$, we observe spontaneous localization of polarons and bi-polarons in deep states in each of the considered systems. However, the number of precursor sites is reduced as they are confined to the disordered regions in the structure. There is no electron trapping if the structure is fully crystallized in the cubic phase. We modeled several types of thermal fluctuations to facilitate electron trapping as discussed in [32, 115] but the extra electron remains completely delocalized after full geometry optimization. The formation of relatively shallow electron polarons has been predicted in monoclinic HfO$_2$ in [32].

The extra electron(s) in p-HfO$_2$ localize on 6- or 7-coordinated Hf atoms. Among them, at least three oxygen neighbors have Hf–O distances longer than 2.16 Å. Extra electron(s) can also be localized on five-fold coordinated Hf atoms, which have longer Hf–O bonds. The average position of the KS level for the electron polaron in these structures is 2.4 eV below the conduction band minimum, whereas for bi-polarons it is 2.3 eV below the conduction band minimum. More than 90% of the electron spin density is localized on two Hf ions. The TD-DFT calculations of electronic excitations for several bi-electron structures show similar excitation energies to those reported in figure 4. Thus the anneal changes the SCD by reducing the number of the available electron trapping sites.

To summarize, the experimental and theoretical results discussed above provide first significant piece of evidence toward intrinsic nature of electron trapping in amorphous oxide films. Electron injection leads to the formation of localized states with optical ionization energies about 2–3 eV below the ME in the conduction band in ultra-pure HfO$_2$ films. The DFT calculations demonstrate that single and bi-electrons trapped at structural trapping sites in a-HfO$_2$ are likely candidates to explain the observed charge trapping. High temperature anneal of the films leads to their partial crystallization but still retains amorphous regions. DFT calculations demonstrate that electrons trapped in these regions have similar properties to those in amorphous samples but with a lower number trapping sites. These results consistently explain the nature of charge trapping in HfO$_2$ films revealed by EPDS spectra. The agreement of the experimental spectra and theoretical models suggests that low-coordinated metal ions in amorphous oxides can serve as deep electron traps in oxide films.

5. Theoretical models of polarons and bi-polarons in other amorphous oxides

The picture which emerges from the study of electron trapping in a-HfO$_2$ is that disorder creates electron traps associated with low-coordinated sites and elongated Hf–O bonds. These sites are capable of trapping up to two electrons. The electron trapping is accompanied by significant polaron-like distortion of the surrounding amorphous network creating deep states in the gap. Structural disorder serves as a natural source of ‘precursors’ for the formation of deep electron states [38]. Precursor sites are associated with the already-localized molecular orbitals at the band edges (as plotted in figure 7(C)). The high IPR valued molecular orbitals are found to be localized onto certain structural motifs, e.g. under-coordinated Hf ions or Hf ions with elongated Hf–O bonds, both of which are associated with a lowering of the electrostatic potential (for an electron). As one can see in figure 8(B), the Hartree potential experienced by an electron near precursor sites is on average deeper than at ‘regular’ Hf sites in a-HfO$_2$, which makes them more favorable for electron localization.

How universal are these predictions for other amorphous oxides? Below we demonstrate that electron trapping can be expected in other amorphous oxides with $p$ or $d$ character of the conduction band minimum and that low-coordinated oxygen sites can universally serve as deep hole traps in amorphous oxides.

5.1. Deep electron polarons

Similar calculations to those described above for a-HfO$_2$ have been performed also for amorphous SiO$_2$ [47], Al$_2$O$_3$ [107], and TiO$_2$ [116]. In all cases the melt-quench method has been used to construct models of amorphous structures using classical forcefields accompanied by DFT geometry optimization. The densities and geometric characteristics of amorphous structures are in good agreement with the experimental data. However, there is a significant difference between the glass-former SiO$_2$ and the two other oxides. Amorphous SiO$_2$ forms a continuous random network structure of corner-sharing tetrahedra where Si remain 4-coordinated and O 2-coordinated. Disorder manifests itself in distributions of Si–O distances and O–Si–O and Si–O–Si angles [47]. On the other hand, a-Al$_2$O$_3$ [107] and a-TiO$_2$ [116] are similar to a-HfO$_2$ where the disorder is manifested in the distribution of coordinations of the Me and O ions and Me–O separations. However, when it comes to intrinsic electron trapping, the three materials behave very differently. Before going into further details we should note that comparison of the electron and hole localization in these different materials is meaningful only within a consistent set of computational methods. In all cases we used the PBE0-TC-LRC density functional where the exchange truncation radius has been tuned to minimize a deviation of the functional from straight line behavior, i.e. to satisfy the generalized Koopman’s condition.

5.1.1. a-SiO$_2$. The bottom of the conduction band in SiO$_2$, is mainly composed of sp Si states. The bottom of the conduction band in α-quartz has high dispersion [117] and no intrinsic electron trapping has been observed in α-quartz. The calculations [47] predict that electron trapping in α-quartz could happen over an energy barrier of 0.6 eV. However, in a-SiO$_2$ electron trapping may take place spontaneously at structural precursor sites which are wide O–Si–O angles exceeding 132° (see figure 13(a)) [47]. Using the theoretically generated amorphous structures of different sizes the concentration of such trapping sites was estimated at 4 × 10$^{19}$ cm$^{-3}$ [47]. Electrons can also trap at other Si sites with smaller O–Si–O angles, but that requires overcoming an energy barrier of up to 0.6 eV. An extra electron is localized on a Si site and the respective O–Si–O angle opens up to about 170° [47]
accompanied by a significant distortion of the surrounding network. The average gain in energy resulting from the barrier-less electron localization from the bottom of the conduction band of a-SiO$_2$ is 1.25 eV, ranging from 0.72 to 1.71 eV. The one-electron KS state occupied by the extra electron is located at about 3.2 eV below the bottom of the SiO$_2$ conduction band, indicating a deep electron trap. Further calculations and experimental measurements [118] have demonstrated that these electron traps can be responsible for the optical absorption bands peaking at 3.7 eV, 4.7 eV, and 6.4 eV in SiO$_2$ glass samples irradiated by electrons at 80 K. Deep electron traps produced as a result of localization of one electron and the resulting network relaxation can also trap a second electron creating an even deeper bi-polaron state [119]. This is similar to the bi-polaron states in a-HIO$_2$ discussed above. When two extra electrons localize onto the same Si ion, the longest bond is stretched even further to an average of 2.1 Å while the O–Si–O angle widens to about 176°. The doubly occupied KS defect level is located at about 3.7 eV below the bottom of the conduction band on average, which is deeper than the singly occupied state. This is also reflected in the predicted position of the maximum of the optical absorption band of bi-polaron at 4.2 eV [119].

5.1.2. a-Al$_2$O$_3$. The bottom of the conduction band in corundum—crystalline Al$_2$O$_3$—has high dispersion of predominantly s Al states. No polaronic electron trapping in has been found in corundum. In a-Al$_2$O$_3$ the bottom of the conduction band is composed predominantly of s Al states with admixture of p states. The IPR analysis of a-Al$_2$O$_3$ electronic structure [107] reveals no localized states at the bottom of the conduction band. Thus, DFT calculations in a-Al$_2$O$_3$ so far failed to predict electron localization at structural precursor sites.

The results of ab initio molecular dynamics simulations [120] of oxygen defects in a-Al$_2$O$_3$ suggest that the structure and electronic states of oxygen vacancies and interstitials should strongly depend on the method of the oxide preparation. Vacancies created by O atom displacement from sites in a solid amorphous network produce states in the bandgap similarly to their counterparts in crystalline Al$_2$O$_3$. However, if vacancies are created in a melt, which is then cooled down, their signatures disappear and they blend into the frozen melt structure [120]. Since a-Al$_2$O$_3$ films are rarely produced from the melt and are grown using atomic layer deposition, sputter deposition and other methods and then annealed, experimental defect signatures could help to verify this model and shed light on the structure reorganization upon anneal.

The negative charging of a-Al$_2$O$_3$ films and the distribution of defect levels have been measured using EPDS in [41]. These films were grown by ALD at 300 °C and a post-deposition anneal was carried out immediately after deposition. The results of recent calculations [121] demonstrate that both the charging process and the energy distribution of traps responsible for negative charging of a-Al$_2$O$_3$ films [41] can be understood assuming that the negatively charged O$_i$ and V$_{Al}$ defects are nearly compensated by the positively charged H$_i$, V$_O$ and Al$_i$ defects in as prepared samples. Following electron injection, the states of Al$_i$, V$_O$ or H$_i$ in the band gap become occupied by electrons and sample becomes negatively charged. These results suggest that under the ALD growth conditions oxygen defects in a-Al$_2$O$_3$ still retain their properties.

5.1.3. a-TiO$_2$. The bottom of the conduction band in crystalline TiO$_2$ is dominated by Ti d states [122, 123]. Small electron polarons in rutile (r)-TiO$_2$ have been studied experimentally [2, 124–128] and theoretically using DFT [129–136]. The calculations show that the total energy of self-trapped localized electrons is lower than that of delocalized electrons in the conduction band by about 0.9 eV [134] or less. In anatase, holes are trapped in deep hole polaron states [130, 137] but electron polarons are metastable, which has been confirmed by DFT results [130, 131, 138].

The IPR spectrum of a-TiO$_2$ in figure 11 shows localization of KS states at the bottom of the conduction band and top of the valence band [116] and structural motifs responsible for these states can be considered as precursor sites for carrier localization (see also [139]). These motifs typically include under-coordinated Ti(O) ions and elongated Ti–O bonds, as observed experimentally in the melt [76] and amorphous phase [29]. At the original a-TiO$_2$ geometry, an extra electron exhibited some preferential localization on a few Ti atoms. After the geometry optimization the degree of localization increases to about 86% on one Ti atom. There is no barrier for creation of these localized states. The average degree of electron localization out of ten a-TiO$_2$ models treated in [116] is ~90% on one Ti atom and deep KS states are created in the bandgap by the trapped electrons. They are indicated by the gray area in figure 11 with the width of the area corresponding to the range of distribution of occupied electron states. These are located at ~2.0 eV below the bottom of the conduction band ranging from 1.8 to 2.5 eV (see figure 11).

Due to the wide distribution of coordination numbers and bond lengths in the amorphous models, there exists a number...
of precursor sites where the electron can be trapped. These correspond to several peaks in the IPR spectrum in figure 11. These trapping sites can be explored either by adding more electrons to the cell or by inducing structural distortion near precursor sites to facilitate the electron localization. The resulting electron polarons trap at different depths in the band gap and form a range of KS states shown in figure 11. This behavior differs from the case of rutile and anatase where electron polarons form more shallow states on regular Ti sites.

The average electron trapping energy in ten a-TiO2 models is about 0.8 eV with a wide distribution ranging between 0.6 eV and 1.1 eV. This range corresponds to the width of the gray area in figure 11. The relatively large trapping energy suggests stability of localized electrons at room temperature. Further analysis of the trapping sites demonstrates that the extra electron localized either on the elongated Ti–O bonds or on the undercoordinated Ti atoms. There is a noticeable structural distortion after the electron localization similar to a-HfO2 [38] with the Ti–O bonds elongated by ~0.1 Å on average. The IPR analysis demonstrates that in eight of the ten structures there is at least one precursor site in 270 atoms periodic cells for an electron polaron to trap. One of the two remaining structures has two precursor sites and the other one has three precursor sites. The smallest distance between these precursor sites is ~0.8 nm.

Thus structural disorder in amorphous oxides with low dispersion of p and d character at the bottom of the conduction band facilitates strong electron localization on undercoordinated sites with elongated bonds. By contrast, electrons in s states in oxides, such as ZnO [140] and Al2O3 [141], have high dispersion and are likely to remain mobile even in the amorphous phase. However, this may not always be the case, as suggested by the example of InGaZnO4—a prototype In-based amorphous oxide semiconductor [142]. The lowest conduction band states of amorphous InGaZnO4 are mainly characterized by the In-5s-like atomic orbitals, and their effective overlap through the In atomic sites results in a low electron effective mass. Ionic oxides including heavy precursors sites and the other one has three precursor sites. The smallest distance between these precursor sites is ~0.8 nm.

5.2. Deep hole polarons

The top of the valence band of most oxide wide gap semiconductors and insulators is composed predominantly by lone-pair O 2p states and has low dispersion. Therefore hole polarons are known to localize in many crystalline oxides forming relatively shallow states bound to impurities or self-trapped at intrinsic sites (see e.g. [92, 100, 144–146]). DFT calculations of hole trapping in crystalline phase monoclinic HfO2 and corundum Al2O3 demonstrate that holes can trap predominantly on one oxygen site with trapping energies of around 0.2 eV. In rutile TiO2 no hole trapping was found, but in anatase the calculations [116] predict the hole trapping with the trapping energy of ~1.1 eV.

Much less is known on how disorder in amorphous oxide films affects the character of hole localization. The IPR spectrum of a-HfO2 in figure 8(A) shows a strong peak at the top of the valence band as well as several other peaks deeper in the band, which suggest that spontaneous hole localization can be more prominent than electron localization in this sample. This is indeed confirmed by full geometry optimization. Perhaps the best studied are self-trapped holes in a-SiO2 [147] which are stable at temperatures below 180K. Theoretical calculations [148, 149] support the existence of hole states localized on one and two O ions (so-called STH1 and STH2 states [147]).

Recent calculations in a-HfO2 [38], a-Al2O3 [107] and a-TiO2 [116] have demonstrated that holes can form deep single- and bi-polaron states in these materials, which should be stable even at room temperature. These calculations have been performed using the same amorphous structures and DFT methodology as discussed above for the electron localization. In the amorphous phase, intrinsic trapping sites at under-coordinated O ions cause deep hole trapping in all three materials with trapping energies exceeding 1.2 eV ranging between 0.9 eV and 1.6 eV, making these states likely candidates for positive charging in oxide films. The character of spin density distribution and displacements of the nearest neighbor Hf ions around a trapped hole in a-HfO2 is shown in figure 12. One can see that the hole is predominantly localized on one O ion.

The formation of hole bi-polarons in a-HfO2 can happen spontaneously and some of them have high binding energies, exceeding 1 eV. On the other hand, in a-Al2O3 the formation of hole bi-polarons requires overcoming an activation barrier and binding energies remain small or even become negative [150]. The more ionic character of chemical bonding in Al2O3 than in HfO2 results in the much weaker bonding in O–O dimer...
configurations characteristic to bi-polarons. We note that the formation of double-hole-induced oxygen dimerization in other transition metal oxides, such as TiO$_2$, V$_2$O$_5$ and MoO$_3$ has been predicted by DFT simulations in [151]. Bi-polarons do not create unoccupied states in the band gap and are EPR inactive, which makes them difficult to detect experimentally using spectroscopic techniques.

To summarize, on the basis of these results one can expect trapping of positive charge to be much more severe and stable in amorphous films rather than in crystalline samples.

6. Defect formation facilitated by electron and hole trapping

It is often assumed that new oxygen vacancy–interstitial ion pairs are generated in the oxide as a result of stress application where strong electric field weakens Me–O bonds [152, 153]. However, the Frenkel defect (FD) pair formation energies in m-HfO$_2$ have been calculated to be 8.0 eV for formation of the neutral pair, 7.3 eV for the pair of singly charged defects, and 5.8 eV for the pair of doubly charged defects [154] and similarly high values are known in other oxides. Therefore activation barriers for formation of these defects are even higher and are unlikely to be reduced significantly as a result of bias application. It has been noted that, depending on the Fermi level position, formation energies of FDs in monoclinic HfO$_2$ can become thermodynamically much lower by introducing electrons into the system [155].

Similar ideas have been developed in [156] where DFT calculations have been used to investigate whether the formation of FDs can be aided by electron injection into perfect m-HfO$_2$ and at pre-existing O vacancies. Electrons injected into the conduction band can form polarons [32] or trap at pre-existing O vacancies [157]. The results of calculations in [156] demonstrate that neutral oxygen vacancies and charged interstitial O$^2-$ ions can be produced in m-HfO$_2$ under electron injection conditions even at zero bias. Although the formation energy of a pair of charged defects V$^{2+}$ and O$^2-$ is the lowest, these defects interact strongly due to the Coulomb attraction and forming them via O$^2-$ ion displacement from a regular lattice site proves impossible as the nearest neighbor pairs recombine back. When one extra electron is involved, a V$^{1+}$ is formed and the Coulomb attraction with the nascent O$^2-$ interstitial ion is weaker. However, the nearest neighbor Frenkel pair is unstable and recombines [156]. Two extra electrons can neutralize a positively charged V$^{2+}$ oxygen vacancy, thus preventing its recombination with the O$^2-$ interstitial oxygen in the Frenkel pair. The O$^2-$ interstitial ion can then diffuse away with a (0.5–0.7) eV activation barrier. The barrier of 2.0 eV to FD formation by this mechanism is much lower than when no electrons are involved. This barrier was shown to be lowered down to 1.25 eV by forming a defect pair next to a pre-existing neutral oxygen vacancy. The pre-existing vacancy acts as an electron trap, and the di-vacancy that forms is stable, further lowering the formation energy of the defect. Furthermore, since the binding energy per vacancy in oxygen-vacancy aggregates increases as the aggregate grows, it is likely that the formation of a NN FD pair next to a larger vacancy aggregate will require even lower formation energy. Bias application can further lower the barriers for FD pair formation.

This mechanism requires a concerted action of two electrons. The probability of such process is low but increases as the current density increases. The fact that this mechanism produces charged O ions is in agreement with voltage-driven ion migration in bipolar devices. Charged interstitial ions are likely to be the fastest diffusing oxygen defect in m-HfO$_2$, especially under high positive bias and electron injection conditions. The role of charge injection in FD formation and the diffusion of O ions in m-HfO$_2$ has been studied in [158] and confirmed a significant lowering of the activation energy to defect formation.

These results prompted us to look into similar effects in amorphous HfO$_2$ and SiO$_2$. Bi-electron traps in amorphous phases are much deeper than polarons in m-HfO$_2$ and electrons can be injected directly into these states from electrodes. Extra electrons in a-HfO$_2$ are localized around two or three Hf atoms. However, the formation of bi-polarons causes strong Hf–O bond weakening manifested in significant (about 0.3 Å) ionic displacements (see figure 9). The KS energy levels of the polaron states in a-HfO$_2$ are much deeper than in m-HfO$_2$. For example, the electron bi-polaron in a-HfO$_2$ induces KS states which are, on average, 2.2 eV below the bottom of the conduction band. Thermal activation of these bi-polarons may cause FD formation in a-HfO$_2$ [159]. However, FD formation energies are higher in the amorphous phase than in m-HfO$_2$.

This stems from the qualitative difference between the FD formation in a-HfO$_2$ as compared to m-HfO$_2$. In the crystalline case, electrons are injected into the conduction band and form shallow polarons and bi-polarons with states about 0.3 eV below the conduction band. Therefore there is a significant energy gain due to the localization of these extra electrons in an oxygen vacancy in the process of FD formation (however, the cross-section for formation of bi-polarons is rather low). In the amorphous case, however, the second electron can tunnel directly into the single electron polaron state and the FD formation takes place from the already localized bi-polaron state and the initial configuration thus has a lower energy. As a result, the defect formation energies in the amorphous case are greater than in the crystalline case. The lowest energy barrier to forming a nearest neighbor FD pair was calculated to be 1.9 eV [159] and can be further reduced as a result of bias application.

It turns out that a similar mechanism of FD creation can take place also in a-SiO$_2$ [119]. The calculations demonstrate that electron trapping at precursor sites and formation of bi-polarons results in weakening of Si–O bonds, which can be broken upon thermal activation, creating an O$^2-$ interstitial ion and a neutral O vacancy (see figures 13(b) and (c)). O$^2-$ interstitial ions can easily diffuse through the oxide and in devices are guided to the positive electrode by the electric field. However, the predicted barrier for FD creation in a-SiO$_2$ is much lower than in a-HfO$_2$ and is on average around 0.7 eV [119].
The energy cost of creating an oxygen vacancy depends greatly on the local environment. Not only is there a spread of formation energies owing to the disorder, but pre-existing vacancies can affect both the position and the barrier for forming a new vacancy. For instance the distortion of the surrounding network caused by electron trapping in a vacancy can create another precursor site for electron trapping nearby and the aggregation of several vacancies can distort the surrounding network and enhance the local electric field, leading to creation of new vacancies. In this way the number of O vacancies will grow with increasing film degradation which leads to a feedback process and eventually to dielectric breakdown. Recent calculations [160] demonstrate that the creation of additional wide O–Si–O angle intrinsic electron traps is correlated with the local strain induced by the presence of pre-existing O vacancies. Trapping two extra electrons at a vacancy in a-SiO₂ leads to a strong distortion of the surrounding amorphous network [161]. As the size of the O vacancy clusters increases, the likelihood of creating another vacancy nearby increases as well. Single vacancies have a 25% chance of inducing a wide O–Si–O angle intrinsic electron trap when charged, divacancies have a 50% chance, and tri-vacancies are the most likely to create a nearby intrinsic trap with a 77% chance [160]. This sequence of events is schematically illustrated in figures 13(d)–(f) for the creation of the second vacancy at the pre-existing O vacancy as a result of trapping of two extra electrons from the electrode.

The microscopic mechanisms responsible for the creation of O vacancies and the related correlation effects strongly influence the statistics of dielectric breakdown. The feasibility of the breakdown mechanism based on FD creation in a-SiO₂ facilitated by electron injection has been investigated in [153]. The multi-scale model proposed in this work self-consistently describes the main physical mechanisms in SiO₂ under electrical stress using the parameters generated by DFT calculations of defect characteristics and FD generation mechanisms [119]. Charge transport was modeled self-consistently by including conduction mechanisms, such as direct tunneling, defect assisted multi-phonon trap-assisted-tunneling (TAT) [162], and carrier drift across either the conduction/valence band and defect sub-bands. The defect properties determined from DFT were used in the calculation of TAT current contributions to account for electron–phonon coupling. Wide O–Si–O bond angle precursors were randomly generated for every simulated sample with a uniform spatial distribution and with energy parameters within the ranges reported in [119]. The time-dependent dielectric breakdown distributions were simulated at different stress voltages. The good agreement between simulations and experiments obtained in [153] at different biases confirmed that this mechanism could be responsible for the degradation and dielectric breakdown in silica.

These results suggest that localization of injected electrons in amorphous oxides can facilitate creation of FDs. However, much less is known about whether similar mechanisms can work under hole injection conditions. According to the results presented above, hole localization is much more likely in amorphous oxides. The calculations performed in [159] demonstrate that formation of the hole bi-polaron in a-HfO₂ facilitates the formation of stable V²⁺ vacancies and interstitial O atoms, both of which can diffuse relatively quickly. The effect of electron and hole injection on the creation of FDs has also been considered in rutile TiO₂ [163]. DFT calculations demonstrate that the activation barrier to formation of an O vacancy defect can be reduced by the trapping of holes which may be injected from an electrode.

7. Effect of charge trapping on functionality of oxide films

Developing reliable methods for identifying and analyzing electron traps in thin oxide films is of utmost importance for eliminating or limiting their impact on the performance of a growing range of electronic devices. For example, it has recently been suggested that ferroelectricity of both doped [164, 165] and pure [166] HfO₂ may offer new paths for the application of HfO₂ films, including memories [167] and high sub-threshold slope transistors [168]. However, the positive bias-temperature instability driven by electron injection into oxide films limits the gate oxide scaling in metal-HfO₂–Si transistors [48, 49, 53, 54]. Furthermore, in flash cells, electron trapping in the integrated HfO₂ insulator degrades the program/erase window, retention, and endurance [50, 169].

Though electron trapping in the insulating layer is primarily seen as a degradation factor impairing charge carrier mobility and causing instability of the threshold voltage in MOS transistors, in some applications the presence of charge might be desirable. The example of a-Al₂O₃ layers with a significant density of fixed negative charge was mentioned in the Introduction. They are used to achieve electrostatic passivation of silicon solar cells [18–20]. Introducing significant band bending at the silicon side of the Si/a-Al₂O₃ interface leads to reduction of the surface recombination, thus improving the solar cell efficiency. Formation of negative charges in alumina is seen as a result of electron transfer from silicon to the oxide traps thought to be either oxygen interstitials [170] or aluminum vacancies [18]. However, these trapping site models can hardly explain the thermally-activated increase of the negative charge observed when annealing a-Al₂O₃ layers on Si at temperatures below 500 °C [171] which are insufficient for alumina crystallization.

Another recent example of the benign influence of electron trapping on the functionality of amorphous oxide is provided by a-TiO₂ films which are used to fabricate highly non-linear cells in resistive memory arrays [172]. Electron transport across oxide films critically depends on the presence of electron traps [173] which modify barrier height at one of the amorphous oxide interfaces [174]. Polaronic origin of these traps (as opposed to the routinely used oxygen vacancy hypothesis) may explain effective current modulation observed in a-TiO₂/a-Al₂O₃ stacks [172] since deep electron polaronic states are not found in alumina.
Finally, the violation of electro-neutrality at interfaces of amorphous oxides with metals due to formation of electron polarons may become an important factor affecting the effective work-function of a metal by creating a double electrical layer. As a result of this oxide-sensitive contribution to the interface energy barrier, the effective work-function of a metal at the interface with the oxide will differ from the work-function measured in vacuum. Experiments indicate that this difference may exceed 0.5 eV leading to the formation of large built-in voltages, significantly affecting distribution of electrostatic potential in device structures [175]. Furthermore, in the case of co-presence of amorphous and crystalline phases in the oxide films the differences in polaron energies may lead to laterally non-uniform interface charge distribution, resulting in non-uniform interface barrier—the effect also confirmed by experimental observations [175].

8. Outlook

We have provided an overview of recent progress in understanding of the physics of electron and hole trapping in amorphous oxide films and its impact on the functionality of electronic devices. The picture emerging from theoretical simulations suggests that there is a trend for considerably deeper electron and hole trapping in amorphous oxide films than in crystalline films. Furthermore, the structure of amorphous oxide films can evolve as a result of charge carrier trapping/de-trapping and ensuing defect creation. However, it needs to be recognized that it is difficult to confirm theoretical predictions by direct experimental observations. Proving the relevance of these predictions to charging processes in real device-relevant structures probably represents one of the biggest experimental challenges in this field. Nevertheless, we have presented the results available for the best-studied case of a-HfO2 films and discussed issues associated with theoretical modeling of charging phenomena. Although the accuracy of DFT calculations of materials’ properties is improving, their ability to predict electron and hole localization strongly depends on the density functional used. Therefore comparison of predicted properties with experiment is paramount and we have demonstrated several examples where this has been possible to achieve.

Modeling of electron localization in disordered solids represents strong stimulus for atomistic simulations. One of the most formidable challenges here concerns reliable prediction of metastable structures of non-glass-forming amorphous materials. Here we discussed only one of the modeling methods used in this field—the melt and quench method of bulk 3D structures. More realistic approaches should also include effects of interface strain, which is one of the main factors in stabilizing metastable structures of thin films. Other methods, such as the activation-relaxation technique [176, 177], have been applied to construct amorphous oxide structures [178] but did not get much traction so far. The mentioned

Figure 13. Schematic of the proposed degradation mechanism in a-SiO2 facilitated by electron injection. (1) Shows an electron trap in amorphous structure; in (2) this trap captures two electrons from the substrate, which results in the formation of FDs in (3). In (4) two electrons are trapped on O vacancy; this creates an electron trap nearby in (5) and the formation of another O vacancy and interstitial O\(^{2-}\) ion in (6). Further trapping of electrons results in the formation of more O vacancies nearby, as discussed in [160].
metastability of amorphous structures raises many interesting questions regarding the nature of defects, especially vacancies as they are difficult to distinguish from low-coordinated sites \[142, 176\]. Creation of new defects as well as electron trapping and de-trapping lead to distortions and irreversible structural changes in amorphous network structures which are genuine in some cases and may prove artifacts of simulations in others \[78\]. Low probability of charge trapping poses significant challenges for accurately predicting the concentrations of trapping sites and distributions of distances and trap energies. This is not only a computational problem, which can be overcome by calculating more structures, but requires much more detailed analysis of irreversible structural transformations caused by charge trapping \[78\]. Carrier localization strongly affects their mobility in disordered solids as have been reviewed in many publications \[179, 180\]. The deep polaron states predicted in amorphous oxide films are typical for variable range hopping \[179\]. However, bi-polaron formation, competition with defect formation and wide distributions of hopping distances and trapping energies make modeling of the carrier mobility in these systems very complex.

Besides their importance for improving performance and functionality of oxide films discussed here, our results should be seen in a broader context because variability of the cation coordination represents an intrinsic property of many other amorphous oxides \[25–29\], as well as nanocrystallites widely used in photo-catalysis. In particular, electrons in oxides with \(p\) and \(d\) character of the CBM often have low dispersion and are particularly prone to charge localization. Furthermore, electrons and holes can behave very differently in the bulk and at surfaces of these materials. A good example is given by TiO\(_2\) where electron polarons are very shallow in the bulk \[124\] but become much deeper at surfaces and in nanocrystals where the atomic coordination is reduced and bonds are strained \[128, 181\]. Therefore, one may expect the mechanism of electron self-trapping to be relevant to a broad variety of other non-glass forming insulating oxides. As a concluding remark, it should be added that this charge trapping does not require any kind of ‘damage’ of the oxide network and occurs naturally, due to intrinsic structural properties of amorphous solids.
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