Steady state extensional rheology of a dilute suspension of spheres in a dilute polymer solution
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Abstract

We investigate the steady-state extensional rheology of a dilute suspension of spherical particles in a dilute polymer solution modeled by the FENE-P constitutive relation. The ensemble-averaged suspension stress uses a recent construct of Koch et al. [Physical Review Fluids, 1, 013301 (2016)], based on perturbation for small polymer concentration and the generalized reciprocal theorem, to determine the polymers’ influence on the particle stresslet and the particles’ influence on the polymer stress. The extensional viscosity is defined as half of the constant of proportionality between the deviatoric stress and the imposed rate of strain tensor in uniaxial extensional flow. For a particle-free polymeric fluid, the extensional viscosity (non-dimensionalized by the solvent viscosity) is \(1 + \mu_{\text{poly}}\), where \(\mu_{\text{poly}}\) is the polymer contribution to the extensional viscosity. When a small volume fraction, \(\phi\), of spheres is added to a polymeric fluid, we find that the stress is altered by the Einstein viscosity of \(2.5\phi\) and two additional stress contributions: the polymer influence on the stresslet and the particle-induced polymer stress (PIPS). At lower Deborah numbers (defined as the product of extension rate and polymer relaxation time), \(De \lesssim 0.5\), the net interaction stress is positive, while it becomes negative at large \(De\). Relative to undisturbed flow, the presence of spheres in uniaxial extensional flow creates regions of both larger and smaller local stretching. Below the coil-stretch transition, the polymers far from the particles are in a coiled state while they are stretched more than their undisturbed state by large stretching regions around the particle. Due to their finite relaxation time, they also form a wake of stretched polymers downstream of the particle. This leads to a positive contribution to the suspension stress from both the stresslet (surface) and the PIPS (stretched wake). Beyond the coil-stretch transition, polymers far from the particle are highly stretched but they collapse closer to the coiled state as they arrive at the low stretching regions near the particle surface. Therefore, a negative PIPS results from the regions of collapsed polymers. At sufficiently high Deborah numbers, \(De \gtrsim 1.5\), this region is very thin and it becomes thinner and more intense upon further increasing \(De\). For large maximum polymer extensibility, \(L\), the particle-polymer contribution to the suspension rheology is independent of \(L\) below the coil-stretch transition, whereas it scales as \(L^2\) above the coil-stretch transition. When \(De \gtrsim 0.6\), the changes in extensional viscosity from the stresslet and the PIPS are \(\phi\mu_{\text{poly}}\) and approximately \(-1.85\phi\mu_{\text{poly}}\), respectively. At large \(De\), the polymer extensional viscosity, \(\mu_{\text{poly}}\), is orders of magnitude larger than that of Newtonian solvent. Hence, adding particles reduces the
extensional viscosity of the suspension as \((2.5 - 0.85\mu_{\text{poly}}\phi) < 0\).

I. INTRODUCTION

Particle-filled viscoelastic polymeric fluids are used in a variety of processes and products such as drug delivery [1], paints, extrusion molding, fiber spinning [2–4] and hydraulic fracturing [5]. As the fluid enters a narrow pore during hydraulic fracturing or is pulled by the drawing mechanism as it leaves the dye in fiber spinning, it undergoes a strong uniaxial extensional flow. Solid particles are added to the polymeric fluid for various reasons. In hydraulic fracturing they act as proppants during the fracturing of the rock, and in fiber spinning they impart further strength to the fiber. Therefore, understanding the extensional rheology of suspensions of particles in polymeric liquids is industrially relevant. It also leads to new and interesting physical mechanisms. An understanding of these mechanisms can allow one to not only tune the operating conditions of an industrial process, but also to design new fluids for specific applications [6].

Due to recent mathematical and computational advances, the study of suspension rheology of polymeric fluids is an active area of research [7]. Shear and extensional flow are some of the most basic and predominant local flows in applications and lab experiments [8]. While shear rheology of particle suspensions in viscoelastic fluids has been studied extensively, less attention has been paid to their extensional rheology [9] despite the industrial importance mentioned above. Computational and theoretical predictions [9, 10] as well as experiments [11] reveal that dilute polymeric solutions undergo strain hardening as the addition of polymers to the solvent increases the extensional viscosity by orders of magnitude. In this paper we study the effect of particles on extensional rheology of dilute polymeric liquids (low polymer concentration) as the addition of particles is expected to have a large influence on the suspension even at modest volume fractions [12–20]. At very small extension rates an increase in extensional stress upon addition of a small volume fraction of particles to polymeric liquids is found [14, 15, 19] (see [7, 16] for a review on these asymptotic expansions in extension rate). In a recent numerical study, Jain et al. [20] investigate the transient rheology of a dilute suspension of spheres in a concentrated polymeric solution at moderate extension rates. In their study, a non-monotonic effect of particle-polymer interaction is
observed at the highest extension rates explored as the imposed Hencky strain grows, but a steady-state is not achieved in all but the smallest extension rates. Our semi-analytical study at low polymer concentration aims to reveal the steady state extensional rheology for a much wider range of extension rates, while thoroughly investigating the underlying physical mechanisms.

The particle surface traction and the change in the polymer stress (compared to the particle-free case) in the surrounding fluid leads to the stresslet and particle-induced polymer stress (PIPS) as two additional stresses in particle suspensions of polymeric/viscoelastic fluids, together termed as the particle-polymer interaction stress. The stress obtained from bulk rheological measurements of a suspension of homogeneously distributed particles is the stress ensemble-averaged over particle configurations [16, 21]. In dilute particle suspensions, this ensemble average can be expressed in terms of the fields near an isolated particle [16]. Therefore, an investigation of the flow around an isolated particle in a polymeric fluid facilitates characterization of the impact of particle-polymer interaction on the rheology of dilute particle suspensions. In our study, we consider particles to be large enough that the Brownian effects are negligible and the polymers see the polymer solution as a continuum. See [16] for a brief discussion about how Brownian motion of the particles and polymers, and the finite size of polymers may affect the particle-polymer interaction.

We will use the semi-analytical methodology that Koch et al. [16] formulated and applied to investigate the shear rheology of a dilute suspension of spheres in a dilute polymeric liquid. This approach employs the method of ensemble averaged equations [21], a regular perturbation for small polymer concentration, \( c \), and a generalized reciprocal theorem [22]. Ensemble averaging has been used to correctly model the non-Newtonian effects in second order fluids [14, 23], third order fluids [19] and a fully computational study of dilute suspensions of spheres in shear flow of viscoelastic fluids [18]. In contrast, volume averaging methods [24, 25] lead to non-convergent integrals.

In a low \( c \) polymeric fluid, the leading order velocity around the particle (i.e. the Newtonian velocity field) affects the polymer configuration at leading order. The divergence of this polymer configuration forces the fluid velocity and pressure disturbance in the \( O(c) \) momentum equation. The \( O(c) \) stresslet depends on the fluid velocity and pressure disturbance at \( O(c) \), that are governed by the \( O(c) \) momentum and mass conservation equation.
These $\mathcal{O}(c)$ partial differential equations should be discretized using the techniques of traditional computational fluid dynamics such as finite difference, finite volume or finite element methods if the $\mathcal{O}(c)$ fluid velocity and pressure disturbance are required. This will be computationally expensive and would restrict the parameter regime that one can explore. As demonstrated by Koch et al. [16], a generalized reciprocal theorem allows the $\mathcal{O}(c)$ stresslet to be obtained directly from the leading order polymer configuration, thus circumventing the numerical evaluation of the $\mathcal{O}(c)$ momentum and mass conservation equations. Furthermore, in the semi-analytical technique, using the method of characteristics, the coupled partial differential equations representing polymer constitutive equations are converted into coupled ordinary differential equations with the streamlines of the leading order Newtonian velocity field acting as the characteristics.

We find the low $c$ assumption allows us to extract novel physics of particle-polymer interaction and our calculations of the polymer stress field capture all the major qualitative aspects seen in the previous numerical study of Jain et al. [20] conducted at moderate $c$. They used a finite volume method to numerically integrate the governing partial difference equations and volume averaging to obtain the rheology of a dilute suspension. The limited size of the computational domain and small Hencky strain allowed them to obtain a finite value of the particle-polymer interaction stress from inappropriate volume averaging. In our semi-analytical method we calculate the characteristics/streamlines of Newtonian velocity field around a sphere once. A straightforward numerical integration of the coupled ordinary differential equations representing the polymer constitutive equation on these predetermined characteristics around a sphere allows us to span a wide range of imposed extension rates, polymer relaxation times and maximum polymer extensions. Numerical instability issues such as the so-called high Weissenberg number problem [26] do not arise. The spatial resolution depends on the spacing of these characteristics that are inexpensive to obtain. Hence we are able to obtain the polymer stress field at a much greater resolution and a fraction of the computational cost as compared to traditional computational fluid dynamics techniques such as that used in [20]. Furthermore, we obtain several analytical expressions related to the contribution of particle-polymer interaction to the suspension rheology.

The study of polymeric fluids is an active area of research even without the particles. Various constitutive equations have been developed over the years that aim to model their
dynamics. Many of these models faithfully mimic the polymer behavior in weak flows i.e. when the largest eigenvalue of the velocity gradient tensor is smaller than the relaxation rate of the polymer [27]. In the special case of simple shear flow, this happens at all shear rates as the vorticity rotates the polymer away from the principle strain axis before it can fully stretch [27]. In that case, modeling the polymer as a Hookean spring with Brownian beads attached to its ends leads to the widely used, simple, Oldroyd B model, which matches well with the experimental observations of Boger fluids [28]. However, in a strong flow such as uniaxial extension, beyond a critical extension rate, the Hookean dumbbell of the Oldroyd-B model stretches indefinitely. A simple means of removing this unphysical feature is to replace the Hookean spring with a non-linear spring with a finite maximum extensibility [29], leading to the finitely extensible nonlinear elastic (FENE) model.

Similar to the Oldroyd-B constitutive equation, the FENE model involves representing the stress in terms of the configuration tensor, $qq$, where $q$ is the end-to-end vector of the dumbbell. To obtain a deterministic equation, $qq$ is averaged over all possible polymer orientations. This leads to a closure problem due to the terms arising from the non-linear spring force. One of the most successful methods to obtain closure is by using the averaged configuration to model the spring force $8$, i.e., $\langle L^2/(L^2 - \text{tr}(qq)) \rangle_{\text{polymer orientation}}$ is approximated as $L^2/(L^2 - \langle \text{tr}(qq) \rangle_{\text{polymer orientation}}) = L^2/(L^2 - \langle ||q||^2 \rangle_{\text{polymer orientation}})$, where $L$ is the maximum polymer extensibility and the angle brackets represent an average over polymer orientations. This is known as the Peterlin closure $30$, whose implementation yields the FENE-P model. Steady-state uniaxial extension is modeled well by the FENE-P model $31$. During the transient phase of the uniaxial extension when the polymer stretch increases from its equilibrium state, the FENE-P constitutive equation is known to over-predict the extension as compared to Brownian simulations of the FENE model $31, 33$. Thus the steady-state for the FENE-P model is achieved faster than that for the FENE model, as the mean-squared extension obtained during the transient phase in the former is larger $31$. Additionally, for an extensional flow followed by relaxation, the FENE-P model does not predict the hysteresis observed in the FENE model $34$. Several closure models have been proposed over the years which better predict certain time-varying properties. These either involve higher-order moments and hence extra equations for modeling the polymer stress $32, 34$, or, do not predict the correct steady-state stress for high extension rates $33$. Closure modeling of the
FENE dumbbell model is a separate research avenue. For simplicity, we will consider the FENE-P model in the rest of this study. It is a continuum constitutive equation derived from a simple molecular-level model \[8\]. It matches the qualitative trends observed in extensional rheology experiments without the particles, and since it is a dumbbell model it allows an interpretation of polymer stress in terms of polymer stretch \[11, 35\].

In suspensions with low particle volume fraction, \(\phi\), where the effect of particle-particle interactions is negligible, capturing the interaction of polymers with a single particle reveals the suspension rheology at \(O(\phi)\) through the ensemble averaging method mentioned earlier. Therefore, we begin our investigation at the particle level, before studying the suspension rheology. Section II introduces the governing equations in the fluid and the regular perturbation expansion in the polymer concentration, \(c\). We find the particle-polymer interaction is qualitatively dependent upon the state of the polymers far from the particle. Hence, we review the polymer stress in a uniaxial extensional flow without the particles, as predicted by the FENE-P model in section III. The leading order velocity field, i.e., the Newtonian velocity field around a sphere, drives the polymer configuration at the leading order in a low \(c\) polymer solution. Therefore, in order to build a basis for understanding the changes in polymer configuration, presented in section VI due to the presence of a spherical particle, we describe the kinematics of the velocity field in section IV. In section VI we describe the formulation for ensemble averaging and present the suspension rheology results. Finally, we summarize the conclusions in section VII where we also discuss the benefits and drawbacks of the FENE-P model pertaining to our findings.

II. GOVERNING EQUATIONS

The equations governing mass and momentum conservation throughout the viscoelastic suspension of spheres in the inertia-less (zero Reynolds number) limit are,

\[
\nabla \cdot \mathbf{u} = 0, \quad \nabla \cdot \sigma = 0, \tag{1}
\]

where \(\mathbf{u}\) and \(\sigma\) are the velocity vector and the stress tensor fields. In the fluid region the stress at any location is the sum of Newtonian solvent, \(\tau\), and polymer, \(\Pi\), stress,

\[
\sigma = \tau + \Pi = -p\delta + 2e + \Pi, \tag{2}
\]
where \( p \) is the hydrodynamic pressure and \( e = (\nabla u + (\nabla u)^T)/2 \) is the strain rate tensor at that location. For a polymer with concentration, \( c \), and maximum extensibility, \( L \), the polymer stress, \( \Pi \), and configuration, \( \Lambda \) (= \( \langle q q \rangle \) polymer orientation from section [II]), tensors are modeled with the FENE-P relations,

\[
\Pi = \frac{c}{De}(f\Lambda - b\delta), \quad f = \frac{L^2}{L^2 - \text{tr}(\Lambda)}, \quad b = \frac{L^2}{L^2 - \text{tr}(\delta)},
\]

\[
\frac{\partial \Lambda}{\partial t} + u \cdot \nabla \Lambda = \nabla u^T \cdot \Lambda + \Lambda \cdot \nabla u + \frac{1}{De}(b\delta - f\Lambda),
\]

where \( De \) is the Deborah number of the imposed flow with extension rate, \( \dot{\epsilon} \), and polymer relaxation time, \( \lambda \),

\[
De = \lambda \dot{\epsilon}.
\]

In the FENE-P constitutive relation and other dumbell models such as Oldroyd-B, FENE-CR and Giesekus \[8\] \( \sqrt{\text{tr}(\Lambda)} \) represents the mean-squared polymer stretch. In the rest of the paper, steady state is assumed,

\[
\frac{\partial \Lambda}{\partial t} = 0.
\]

We expand the stress, pressure, velocity and polymer configuration using a regular perturbation in the polymer concentration: \( \sigma = \sigma^{(0)} + c\sigma^{(1)} + \mathcal{O}(c^2) \), \( \tau = \tau^{(0)} + c\tau^{(1)} + \mathcal{O}(c^2) \), \( p = p^{(0)} + cp^{(1)} + \mathcal{O}(c^2) \), \( u = u^{(0)} + cu^{(1)} + \mathcal{O}(c^2) \), and \( \Lambda = \Lambda^{(0)} + c\Lambda^{(1)} + \mathcal{O}(c^2) \). Since the polymer stress, \( \Pi \), is pre-multiplied with \( c \) in equation (3), the leading order fluid velocity and pressure fields satisfy the Newtonian equations of motion. In a dilute suspension of spheres, to get the stress up to \( \mathcal{O}(c) \) we only need to compute the flow around an isolated sphere (ref. [16] and section [VI]). The leading order velocity and pressure around a force- and torque-free unit sphere in an imposed extensional flow (fluid velocity approaching extensional flow at large distances from the particle) is

\[
u_i^{(0)} = \begin{cases} E_{ij}r_j + \frac{5}{2} \left( \frac{1}{r} - \frac{1}{r^2} \right) E_{jk}r_j r_k r_i - \frac{1}{r^4} E_{ji} r_j, & r \geq 1, \\ 0, & r < 1, \end{cases}
\]

\[
p^{(0)} = -\frac{5}{r^4} E_{jk} r_j r_k,
\]

where

\[
E_{ij} = \delta_{i1}\delta_{j1} - \frac{1}{2}(\delta_{i2}\delta_{j2} + \delta_{i3}\delta_{j3}).
\]
Using this velocity field we solve equation (4) for the leading order configuration, \( \Lambda^{(0)} \), and use equation (3) to obtain the polymer stress, \( \Pi \), up to \( \mathcal{O}(c) \),

\[
\Pi = c\Pi^{(0)} + \mathcal{O}(c^2),
\]

(10)

where,

\[
\Pi^{(0)} = \frac{1}{De}(f^{(0)}\Lambda^{(0)} - b\delta), \quad f^{(0)} = \frac{L^2}{L^2 - \text{tr}(\Lambda^{(0)})}.
\]

(11)

Similar to Koch et al. [16], we do so numerically using the method of characteristics, where the characteristic curves are the streamlines of the steady-state velocity given by equation (7). For the FENE-P equations, the calculation of polymer configuration in an extensional flow with constant strain rate \( (u_i = E_{ij}r_j) \) is not trivial and we consider this next. Besides fully characterizing the stress in the particle-less viscoelastic fluid up to \( \mathcal{O}(c) \), this configuration is the initial condition for the aforementioned method of characteristics.

### III. POLYMER CONFIGURATION AND STRESS WITHOUT THE PARTICLES

In this paper we consider a homogeneous suspension of dilute particle concentration. Therefore, the particle-particle interactions are negligible and each particle effectively experiences a region of infinite expanse of polymeric fluid around itself before it observes the presence of another particle. Therefore, relative to each particle, a far-field or undisturbed flow region exists at large distances from the particle, where the flow approaches the one without the particles. For uniaxial extension it is \( u_i = E_{ij}r_j \), with \( E_{ij} \) given in equation (9).

A homogeneous, steady-state polymer stress, \( \Pi^{(0U)} \), due to this flow is governed by,

\[
E \cdot \Lambda^{(0U)} + \Lambda^{(0U)} \cdot E + \frac{1}{De}(b\delta - f^{(0U)}\Lambda^{(0U)}) = 0,
\]

\[
f^{(0U)} = \frac{L^2}{L^2 - \text{tr}(\Lambda^{(0U)})}, \quad \Pi^{(0U)} = \frac{1}{De}(f^{(0U)}\Lambda^{(0U)} - b\delta).
\]

(12)

The undisturbed polymer configuration, \( \Lambda^{(0U)} \), is the result of the balance between the stretching applied by constant strain rate, \( E \), and the relaxation of the polymer (the term with coefficient \( 1/De \)), in infinite time.

For steady-state planar extensional flow Becherer et al. [36] showed that to match boundary conditions of a realistic experiment, a spatially varying configuration must be allowed. For an Oldroyd-B fluid it is well known that this flow admits a singularity at \( De = 0.5 \),
but it loses smoothness at even smaller $De \leq 0.5$ [37]. The singularity is removed by using, for example, the Giesekus model, but smoothness is still lost for $De < 0.5$ under certain conditions, thus leading to infinite stress gradients [37]. Similar behavior is likely to occur for the undisturbed solution with spatial inhomogeneity, for the uniaxial extensional flow modeled with the FENE-P equations.

As pointed out by Becherer et al. [36], there is a strongly stretched central region around the extensional axis of the planar extensional flow. The configuration tensor is spatially homogeneous in that region, which is the experimentally detected birefringence region [36]. For uniaxial extensional flow of a dilute polymer solution, obtained via a filament stretching rheometer, this is expected to occur away from the circular end-plates [38]. At the end-plates, the no-slip/no-penetration condition leads to inhomogeneity [38]. In the planar extensional flow described by Becherer et al. [36], the spatially uniform central region is numerically observed only for large $De$; its extent increases with $L$. However, in the filament stretching rheometer experiments, a long central region of uniform diameter and spatially homogeneous flow is obtained by separating the circular plates, connected by a liquid bridge of the fluid being tested, at a prescribed exponential rate [38].

For the strain tensor, $\mathbf{E}$, given by equation (9), the components of the spatially homogeneous, undisturbed configuration tensor, $\mathbf{\Lambda}^{(0U)}$, in the cylindrical coordinates ($r, z, \theta$ with $z$ measured along the extensional axis) follow the relations,

$$\Lambda_{ij}^{(0U)} = 0, \text{ for } i \neq j \text{ and } \Lambda_{rr}^{(0U)} = \Lambda_{\theta\theta}^{(0U)}.$$ (13)

Therefore,

$$f^{(0U)} = \frac{1}{1 - (2\Lambda_{rr}^{(0U)} + \Lambda_{zz}^{(0U)})/L^2},$$ (14)

and the equations for the components $\Lambda_{rr}^{(0U)}$ and $\Lambda_{zz}^{(0U)}$ are combined to yield,

$$(f^{(0U)})^3 - \left(1 + De + \frac{3}{L^2 - 3}\right)(f^{(0U)})^2 + \left(De - 2De^2 + \frac{3De}{L^2 - 3}\right)f^{(0U)} + 2De^2 = 0.$$ (15)

The three roots of this cubic polynomial are functions of the parameters $De$ and $L$. We find all three to be real for a range of parameters, but as we discuss next only one of the roots represents a physically valid solution. For $De \ll 1$, the FENE-P equations are equivalent to the Oldroyd-B constitutive model. Performing an expansion of FENE-P in the small
parameter $De$ leads to

$$f^{(0U)} = b + \mathcal{O}(De^2). \quad (16)$$

For $De \geq 0.5$, polymers with large maximum extensibility, $L$, suddenly transition from the coiled state ($\text{tr}(\Lambda^{(0U)}) \ll L^2$) to being almost fully stretched ($\text{tr}(\Lambda^{(0U)}) \approx L^2$). This is called the coil-stretch transition and is well documented, both theoretically [9, 27] and experimentally [10, 39]. After the coil-stretch transition ($De \geq 0.5$), the polymer is highly stretched in the extensional direction

$$\Lambda_{zz}^{(0U)} \gg \Lambda_{rr}^{(0U)}, \quad (17)$$

which leads to,

$$f^{(0U)} = 2De, \quad \Lambda_{zz}^{(0U)} = L^2\left(1 - \frac{1}{2De}\right), \quad \Lambda_{\theta\theta}^{(0U)} = \Lambda_{rr}^{(0U)} = \frac{b}{De}. \quad (18)$$

For the range of $L$ considered in the rest of this paper, $L \geq 10$, one of the roots is approximately equal to $-De$ for all $De$. This can be checked from equation (15) by assuming large $L$. $f^{(0U)} < 0$ is unphysical as it implies $\sqrt{\text{tr}(\Lambda^{(0U)})} > L$ i.e. polymer extension larger than $L$. The second root is always less than one and $f^{(0U)} < 1$ implies $(2\Lambda_{rr}^{(0U)} + \Lambda_{zz}^{(0U)})/L^2 < 0$; this is unphysical as well since $2\Lambda_{rr}^{(0U)} + \Lambda_{zz}^{(0U)}$ represents the mean-square polymer stretch. The only physical root, which satisfies $f^{(0U)} > 1$, is shown in figure 1 for $L = 10$ and 100 along with the asymptotic limits mentioned above in equations (16) and (18). This root of the cubic

![FIG. 1: The physical root of the cubic equation (15) for (a) $L = 10$ and (b) $L = 100$. Both figures share the same legend.](image-url)

equation (15) (bold black solid line) closely follows the corresponding limits before and after
the coil-stretch transition at $De = 0.5$. The coil-stretch transition is evident at $De = 0.5$ for large $L$ (figure 1b), where $f^{(0U)}$ rapidly approaches the asymptote corresponding to highly stretched polymers beyond $De = 0.5$. The non-linear spring force makes the transition more gradual for smaller $L$ (figure 1a).

The deviatoric part of $\Pi^{(0U)}$ is,

$$\hat{\Pi}^{(0U)} = \hat{\Pi}^{(0U)}_{zz} \mathbf{E}. \quad (19)$$

$\hat{\Pi}^{(0U)}_{zz}$ for three different ranges of $De$ is shown in figure 2. For $De \leq 0.4$ (figure 2a), a monotonic increase of $\hat{\Pi}^{(0U)}_{zz}$ with $De$ reflects the increase in polymer stretch with the applied extension rate. For large $L$, in this $De$ regime, the polymers are stretched much less than $L$, e.g. for $De = 0.4$, $L = 50$, $\sqrt{\text{tr}(\Lambda^{(0U)})} = 2.52 \ll 50$. Hence we observe an $L$ independence of $\hat{\Pi}^{(0U)}_{zz}$ for this regime, especially for $L \gtrsim 20$. This extends up to a value slightly less than $De = 0.5$ for a finite $L \gtrsim 50$ (not shown).

The polymer stress $\hat{\Pi}^{(0U)}_{zz}$ in figure 2b and 2c is normalized with $L^2$. The rapid increase in $\hat{\Pi}^{(0U)}_{zz}/L^2$ with $De$ around $De = 0.5$ is the aforementioned coil-stretch transition. $\hat{\Pi}^{(0U)}_{zz} \sim L^2$, for $L \gtrsim 50$, and $0.5 \lesssim De < 0.6$, as the stretch $\sqrt{\text{tr}(\Lambda^{(0U)})} \sim L$. For $De > 0.6$ in figure 2c, the $L^2$ scaling is valid for even lower $L$, as the curves for $10 \leq L \leq 500$ are indistinguishable. Throughout the $De$ range shown, a monotonic increase in stress with $De$ is due to the increasing polymer stretch. Using the approximations mentioned in (17) and (18), after the coil-stretch transition,

$$\hat{\Pi}^{(0U)}_{zz} = \frac{4}{3} \left( 1 - \frac{1}{2De} \right) L^2. \quad (20)$$

As shown in figure 2c, this agrees closely with the full solutions.

IV. KINEMATICS OF STEADY EXTENSIONAL FLOW AROUND A SPHERE

Insight into the kinematics of the flow around an isolated sphere provides an analogy between the polymer configuration around the sphere (equation (17)) and the effect of the velocity on the fluid elements. In this section, we discuss the kinematics using velocity gradient, strain rate and Cauchy-Green strain tensors, before considering the forthcoming discussion about the polymer configuration in the next section.
FIG. 2: $\hat{\Pi}_{zz}^{(0U)}$ for various $L$ at: (a) $De < 0.4$, (b) $0.4 < De < 0.6$ and (c) $De > 0.6$. $\hat{\Pi}_{zz}^{(0U)}$ in (b) and (c) is normalized with $L^2$ and all three figures share the same legend. An additional curve corresponding to the approximate analytical solution, equation (20), is included in (c).

A. Local Kinematics: Velocity gradient and strain rate tensor

Invariants of the velocity gradient and strain rate tensor have been extensively used to deduce the topology and dynamics of fluid flows [40]. The second invariant of the characteristic equation for the eigenvalues of the velocity gradient tensor of an incompressible flow with velocity, $u$ is [40],

$$Q = \frac{1}{2}(tr(\nabla u)^2 - tr((\nabla u)^2)) = -\frac{1}{2}tr((\nabla u)^2) = \frac{1}{2}(\omega_{ij}\omega_{ij} - e_{ij}e_{ij}),$$

(21)

where $\omega = (\nabla u - (\nabla u)^T)/2$ is the vorticity tensor and $e = (\nabla u + (\nabla u)^T)/2$ is the strain rate tensor. $Q$ compares the rotation rate to the strain rate of the flow. A positive $Q$ indicates the dominance of enstrophy over strain, and a negative $Q$ indicates a weaker rotation. For undisturbed extensional flow with $\nabla u = E$ given by equation (9), $Q = -3/4$. Figure 3a shows the $Q$ field for the extensional flow disturbed by an isolated sphere. We observe a rotation dominated region around 45° from the extensional axis, and a rotation deficient (implied strain dominance) region around the extensional axis. In the literature (such as [18]), regions of negative $Q$ have been associated with high stretching rates. While it is true that negative $Q$ indicates regions where stretching exceeds rotation, it leads to false negatives in identifying regions of high absolute stretching rate for the present flow as discussed below.

The dissipation rate $e : e$ is a scalar estimate of the local rate of stretching experienced
FIG. 3: Local kinematic diagnostic fields: (a) velocity gradient second invariant, \( Q \) and, (b) fractional change in the local Deborah number field, \( \Delta D_{\text{local}} \), due to a sphere in an imposed extensional flow.

by an infinitesimal fluid element in the underlying velocity field. In an undisturbed uniaxial extensional flow \( e : e = 1.5 \). The Deborah number, \( De \), of the imposed flow defined in equation (5) is based on the imposed extension rate. Using the local \( e : e \), we define a scalar field termed the fractional change in the local Deborah number field, \( \Delta D_{\text{local}} \), around the sphere in an imposed uniaxial extensional flow,

\[
\Delta D_{\text{local}} = \sqrt{\frac{e : e}{1.5}} - 1. \tag{22}
\]

It is dimensionally consistent and is zero in the far-field extensional flow implying no change in stretching by velocity gradients in the far-field. \( \Delta D_{\text{local}} \) due to a spherical particle is shown in figure 3b. A \( \Delta D_{\text{local}} > 0 \) region has more local stretching and \( \Delta D_{\text{local}} < 0 \) region has less stretching in the presence of the particle. Compared to the \( Q \) field of figure 3a, this gives a relatively direct insight into the local stretching properties of the flow field around the sphere. It shows increased stretching regions in specific locations: near the surface of the sphere around 45° from the extensional axis (missed by the \( Q \) field) and at axial positions between about 1.2 and 2 along the extensional axis. There is reduced stretching near the particle surface around the stagnation points on the extensional and compressional axis. The region near the particle surface around 45° from the extensional axis has a large positive \( Q \), indicating a rotation dominated region, but it also has increased local stretching due to a larger local strain rate. It is a region of relatively large local shear rate, which implies a high rotation rate but also a high strain rate. Both the \( Q \) and \( \Delta D_{\text{local}} \) fields only provide insight into the local stretching as they do not take account of the Lagrangian history.
B. Kinematics with Lagrangian history: Finite time Lyapunov exponents

To characterize the stretching capability of the extensional flow around an isolated sphere accounting for the Lagrangian history, we modify a tool from non-linear dynamics, the finite time Lyapunov exponent (FTLE) \[41\]. The evolution of an infinitesimal fluid element denoted by a vector $\xi$, evolves due to the linearised local flow as,

$$\xi(t)_i = \xi_j(0) \frac{\partial x_i(t; \mathbf{x}_0)}{\partial x_0,j} + \mathcal{O}(\xi_i(0)\xi_i(0)),$$

(23)

where $\partial x_i(t; \mathbf{x}_0)/\partial x_{0,j}$ is the deformation gradient of the flow map,

$$x_i(t; \mathbf{x}_0) = x_i(0) + \int_0^t v_i(\mathbf{x}(\tau), \tau) d\tau,$$

(24)

that maps the initial position, $x_i(0) = x_0,i$, of a fluid particle to its later position $x_i$ at $t$. A measure of the relative stretch in time $t$ is

$$\frac{\xi_i(t)\xi_i(t)}{\xi_j(0)\xi_j(0)} \approx \frac{\xi_k(0)\xi_i(0)C_{0,ik}^t(\mathbf{x}_0)}{\xi_j(0)\xi_j(0)},$$

(25)

where,

$$C_{0,ik}^t(\mathbf{x}_0) = \frac{\partial x_j(t; \mathbf{x}_0)}{\partial x_{0,i}} \frac{\partial x_j(t; \mathbf{x}_0)}{\partial x_{0,k}},$$

(26)

is the Cauchy-Green strain tensor. It is a symmetric, positive definite tensor, with at least one eigenvalue less than 1 for an incompressible flow \[41\], in 3 dimensions

$$C_{0,ik}^t(\mathbf{x}_0)\eta^{(l)}_k = \lambda^{(l)} \eta^{(l)}_i, \quad \det C_{0,ik}^t(\mathbf{x}_0) = \lambda(1)\lambda(2)\lambda(3) = 1,$$

$$0 < \lambda(1) \leq \lambda(2) \leq \lambda(3), \quad 0 < \lambda(1) \leq 1 \leq \lambda(3).$$

(27)

The largest possible deformation starting with all possible orientations at the initial location $x_i(0) = x_0,i$, is used to detect the stretching regions within the fluid \[41\],

$$\max_{\xi(0)} \frac{\xi_i(t)\xi_i(t)}{\xi_j(0)\xi_j(0)} \approx \max_{\xi(0)} \frac{\xi_k(0)\xi_i(0)C_{0,ik}^t(\mathbf{x}_0)}{\xi_j(0)\xi_j(0)} = \lambda^{(3)}(t; \mathbf{x}_0).$$

(28)

A field of $\lambda^{(3)}(\mathbf{x}_0)$ is used to construct a scalar field,

$$\text{FTLE}(t; \mathbf{x}_0) = \frac{1}{2t} \ln[\lambda^{(3)}(t; \mathbf{x}_0)].$$

(29)

Regions of high FTLE are associated with stretching regions (see \[41\] and references therein). The FTLE field constructed using the maximum deformation of fluid elements following the
negative of the velocity field, i.e. backward in time, is known as the backward FTLE \cite{41}. FTLE identifies the locations that lead to maximum stretching (in forward or backward time); i.e. the elements starting from the regions of high FTLE undergo relatively large stretching.

For our purpose, it is more useful to identify the locations where the most stretched fluid elements end up. To quantify this, we evaluate the maximum compression direction and rate in backward time. To this end, we use the backward flow map,

\[ \tilde{x}_i(t; \mathbf{x}_0) = x_i(0) - \int_0^t v_i(\tilde{x}(\tau), \tau) d\tau, \]  

(30)

to construct the backward time deformation gradient and the corresponding backward Cauchy-Green tensor at each location in the domain,

\[ \tilde{C}_{0,ik}(\mathbf{x}_0) = \frac{\partial \tilde{x}_j(t; \mathbf{x}_0)}{\partial x_{0,i}} \frac{\partial \tilde{x}_j(t; \mathbf{x}_0)}{\partial x_{0,k}}. \]  

(31)

It has eigenvectors and eigenvalues, \( \tilde{\lambda}^{(l)}, l \in [1,3] \), satisfying,

\[ \tilde{C}_{0,ik}(\mathbf{x}_0) \eta_k^{(l)} = \tilde{\lambda}^{(l)} \eta_i^{(l)}, \quad \det \tilde{C}_{0,ik}(\mathbf{x}_0) = \tilde{\lambda}^{(1)} \tilde{\lambda}^{(2)} \tilde{\lambda}^{(3)} = 1, \]
\[ 0 < \tilde{\lambda}^{(1)} \leq \tilde{\lambda}^{(2)} \leq \tilde{\lambda}^{(3)}, \quad 0 < \tilde{\lambda}^{(1)} \leq 1 \leq \tilde{\lambda}^{(3)}. \]  

(32)

The minimum eigenvalue of this backward time Cauchy-Green tensor, \( \tilde{\lambda}^{(1)} \) is used to estimate the maximum stretch of the fluid elements at the location \( \mathbf{x}_0 \), given they started as infinitesimal fluid elements at the appropriate location (defined by the flow map), at a time \( t \) earlier. We define a finite time stretch field, FTS, as

\[ \text{FTS}(t; \mathbf{x}_0) = \frac{1}{2t} \ln \left( \frac{1}{\tilde{\lambda}^{(1)}(t; \mathbf{x}_0)} \right). \]  

(33)

The regions of large FTS\((t; \mathbf{x}_0)\) are the locations in the domain where a fluid element or non-diffusive line of dye released time \( t \) ago is currently most stretched. For the undisturbed extensional flow,

\[ \text{FTLE}^{(0U)}(t; \mathbf{x}_0) = \text{FTS}^{(0U)}(t; \mathbf{x}_0) = 1; \quad \forall \mathbf{x}_0, t. \]  

(34)

Figure \ref{fig} shows the change in the FTLE field,

\[ \Delta \text{FTLE}(t; \mathbf{x}_0) = \text{FTLE}(t; \mathbf{x}_0) - 1, \]  

(35)
and figure 5 shows the change in the FTS field,

$$\Delta \text{FTS}(t; x_0) = \text{FTS}(t; x_0) - 1,$$

due to the particle for various $t$. The $\Delta \text{FTLE}(t; x_0)$ and $\Delta \text{FTS}(t; x_0)$ fields capture the effect of the spherical particle on the stretching of the fluid elements or non-diffusing line of dye. Positive values indicate more stretching and negative values indicate less stretching in the presence of the particle. The topologies of the $\Delta \text{FTLE}(t; x_0)$ and $\Delta \text{FTS}(t; x_0)$ with $t = 0.1$ in figure 4a and 5a are similar to the $\Delta D_{\text{local}}$ field shown in figure 3b. This is because all three capture the instantaneous ($t = 0.1 \ll 1$) stretching. The high stretch regions indicated by $\Delta \text{FTLE}$ shrink monotonically with $t$ (figure 4). $\Delta \text{FTLE}$ for large $t$ indicates a region very close to the particle surface such that a line of dye starting from there will be less stretched after time $t$ in the presence of the particle. There is a region just downstream of this less stretching region in which the starting elements will get more stretched as they are advected along the extensional axis. However, the regions that possess highly stretched elements of dye, released time $t$ before, as indicated by positive $\Delta \text{FTS}$ in figure 5 for $t \gtrsim 0.5$ are qualitatively different. For $t \lesssim 5$, there is a wake of highly stretched elements along the extensional axis which becomes thinner with $t$. There is a region of relatively less stretched elements around either stagnation point for $t = 0.1$. With an increase in $t$, this region covers more of the particle surface and nearby region. It extends to lie over the highly stretched thin wake for $3 \lesssim t \lesssim 5$. For even higher $t$, this region replaces the highly stretched wake, such that for $t \gtrsim 10$ there is instead a wake of relatively unstretched elements around the

![FIG. 4: $\Delta \text{FTLE}(t; x_0)$ due to the sphere in extensional flow for various $t$.](image)
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extensional axis and also over the entire particle surface. This wake of relatively less stretched elements for large $t$ also becomes thinner with $t$. At the end of the next section, we will show the analogy between the change in the steady-state polymer stretch due to the particle and the $\Delta FTS$ fields, indicating that polymers are stretched by the velocity gradient field in a similar way as the Lagrangian stretching of a line of fluid.

V. POLYMER CONFIGURATION AROUND AN ISOLATED SPHERE

Juxtaposition of the forthcoming discussion in this section and that from the study of Chilcott & Rallison [42] and Yang & Shaqfeh [18] allows one to appreciate the different influence of changes in local velocity gradients created by a sphere in three different types of imposed flows on the steady state polymer configuration. Chilcott & Rallison [42] studied
the uniform flow of a polymeric fluid past a rigid sphere. In their study, the polymers stretch just upstream of the front stagnation point and collapse on the stagnation point. Then they undergo a series of relaxation and stretching over the particle surface in response to the local velocity gradients. Beyond the rear stagnation point, a wake of stretched polymers develops. In a simple shear flow, Yang & Shaqfeh [18] find the polymers to be most stretched within the closed streamlines around the sphere.

In this section, we consider the change in polymer configuration, due to a spherical particle in an extensional flow, relative to the undisturbed configuration described in section III. We solve equation (4) for \( \Lambda = \Lambda^{(0)} \) based on \( u = u^{(0)} \) from equation (7). First, we consider the polymer configuration at the particle surface and along the extensional axis. Analytical progress is possible in both cases. Due to the continuity of the solutions in space, these give an idea of the polymer configuration in the region near the particle surface and the extensional axis. Then, we show the configuration change in the rest of the region around the sphere.

A. Polymer stretch on the particle surface

At the surface of the sphere, represented by \( r = 1, \theta \in [0, \pi] \) and \( \phi \in [0, 2\pi] \), equation (4) leads to,

\[
\left. f \right|_{r=1}^3 = \left. f \right|_{r=1}^2 - \frac{225De^2}{2(L^2 - 3)} (\cos(\theta)^2 - \cos(\theta)^4) = 0, \quad \theta \in [0, \pi].
\] (37)

The individual tensor components of \( \Lambda^{(0)} \) are readily found and are combined to give the polymer stretch on the surface,

\[
\sqrt{\text{tr}(\Lambda^{(0)}|_{r=1})} (\theta) = \frac{L}{\sqrt{L^2 - 3}} \sqrt{\frac{3}{f|_{r=1,z}^2} + \frac{225De^2}{2f|_{r=1,z}^3} (\cos(\theta)^2 - \cos(\theta)^4)}, \quad \theta \in [0, \pi].
\] (38)

The polymer stretch on the surface is only a function of the polar angle, \( \theta \), from the extensional axis (\( \theta = 0 \)) due to axisymmetric flow and particle shape. The cubic equation (37) is solved analytically for \( f|_{r=1} \), but the expressions for the roots are unwieldy. A physical solution to the cubic equation must yield \( f > 1 \) such that the polymer stretch, \( \sqrt{\text{tr}(\Lambda^{(0)}|_{r=1})} \) is positive and is limited by maximum polymer extensibility, \( L \) (equation (3)). We find that only one of the three roots is physical, at each location on the surface of the sphere, for
a wide range of $De$ and $L$. The analytical results (obtained by using computer algebra) given by equation (37) and (38) are shown along with the numerical results in figure 6. The numerical and analytical curves are indistinguishable, which provides a first check for our numerical method. As mentioned earlier in section II we use the method of characteristics to solve equation (4). Since the velocity at the surface is zero, this cannot be done at the surface, where the numerical solution is instead extrapolated from the nearby non-stagnation streamlines. In general, the polymers are in the unstretched/equilibrium configuration at the stagnation points ($\Lambda = \delta$), and the stretch increases along the surface reaching a maximum at $\theta = \pi/4$ from the extensional axis. This complements the picture presented by $\Delta De_{\text{local}}$ (figure 3), and the $\Delta FTLE$ (figure 4a) and $\Delta FTS$ (figure 5a) fields for $t = 0.1$. As the polymer on the surface is not convected (zero velocity), it reacts to the local strain rate. As shown in figure 6, at a given location on the surface, there is an increase in the stretch with extension rate ($De$). The effect of non-linearity of the spring force, used to model the polymer, is observed for the $De = 3.0$ and $5.0$ curves for $L = 10$ (figure 6a), as increasing $De$ from 3.0 to 5.0 leads to a smaller increase in polymer stretch than for $L = 200$ (figure 6b). For $L = 200$, at least up to $De = 5$, the maximum stretch on the surface is very small compared to $L$. Polymer stretch on the surface for large $L$ is further examined. The maximum surface stretch is at $\theta = \pi/4$ (equation (38)),

$$\max\left(\sqrt{\text{tr}(\Lambda^{(0)}|_{r=1})}(\theta)\right) = \frac{L}{\sqrt{L^2 - 3}} \sqrt{\frac{3}{f|_{r=1,\theta=\pi/4}} \left(1 + \frac{75De^2}{8f|_{r=1,\theta=\pi/4}^2}\right)}.$$ (39)

For $L$ large enough such that,

$$\frac{225De^2}{2(L^2 - 3)} \ll 1,$$ (40)

the physical solution to equation (37) is simplified to

$$f|_{r=1,z} \approx \frac{L^2}{L^2 - 3} \approx 1.$$ (41)

and,

$$\max\left(\sqrt{\text{tr}(\Lambda^{(0)}|_{r=1})}(\theta)\right) \approx \sqrt{3 + \frac{225De^2}{8}}.$$ (42)

For $De = 10$, this estimate leads to $\max\left(\sqrt{\text{tr}(\Lambda^{(0)}|_{r=1})}(\theta)\right) \approx 53$. Hence, for large $L$ the stretch at the surface of the sphere scales as $De$, and is very small compared to $L$ for $De \ll L$. 20
FIG. 6: Polymer Stretch, $\sqrt{\text{tr}(\Lambda^{(0)}|_{r=1})}$, at the particle surface, $r = 1$ for various $De$ at (a) $L = 10$, and (b) $L = 200$ from the rear stagnation point on the extensional axis ($\theta = 0$) to the front stagnation line ($\theta = \pi/2$) in the compressional plane. The $\sqrt{\text{tr}(\Lambda^{(0)}|_{r=1})}$ distribution is symmetric about $\theta = \pi/2$ for $\theta \in [0, \pi]$, and here we show $\theta \in [0, \pi/2]$. Dashed lines represent the analytical solution and the solid lines the solution from numerical integration using the method of characteristics.

B. Polymer configuration on the rear stagnation streamline

The mathematical analysis of the far-field polymer constitutive equations presented in this section on the streamline coinciding with the extensional axis, or the rear stagnation streamline, distinguishes two types of physical behavior of the polymers in the far-field: at a given $De$ and $L$ polymers may be stretching to recover the far-field/undisturbed configuration or they may be relaxing from their highly stretched state to approach the undisturbed configuration. Far-field analysis on the extensional axis is relevant because the deviation of the polymer configuration from its undisturbed state is expected to be most significant near the extensional axis. The numerical solution on the extensional axis provides useful physical information throughout the stagnation streamline starting from the particle’s surface. The analytical and numerical solutions on the extensional axis match in the far-field.

The only non-zero components of the velocity and its gradients on the stagnation streamline on the extensional axis ($r = 0, z > 1$), in the cylindrical coordinates ($r, \theta, z$) are

$$u_z = z + 1.5 \frac{1}{z^4} - 2.5 \frac{1}{z^2}, \quad \frac{\partial u_z}{\partial z} = -\frac{\partial u_r}{\partial r} = 1 - \frac{6}{z^5} + \frac{5}{z^3}. \quad (43)$$

Along the stagnation streamline, the streamwise velocity gradient $\partial u_z/\partial z$ starts from zero
at the stagnation point, increases to a maximum value of about 1.7 at \( z = \sqrt{2} \) and then decreases to the far-field value of 1. At low \( De \), the polymers respond only to the local flow and the stretch of the polymer follows a similar qualitative pattern as \( \partial u_z/\partial z \). The equations governing the non-zero components of the configuration tensor in cylindrical coordinates are,

\[
\begin{align*}
    u_z \frac{d\Lambda_{zz}}{dz} &= 2 \frac{\partial u}{\partial z} \Lambda_{zz} + \frac{1}{De} (b - f \Lambda_{zz}), \\
    u_z \frac{d\Lambda_{rr}}{dz} &= -2 \frac{\partial u}{\partial z} \Lambda_{rr} + \frac{1}{De} (b - f \Lambda_{rr}), \\
    \Lambda_{\theta\theta} &= \Lambda_{rr}.
\end{align*}
\]

At the stagnation point, \( z = r = 1 \),

\[
\Lambda_{rr} = \Lambda_{\theta\theta} = \Lambda_{zz} = 1,
\]

leading to \( f = b \) and zero polymer stress for all \( De \) and \( L \), i.e. the polymer at the stagnation point is in the equilibrium state due to the vanishing velocity gradient. A polymer traversing along this stagnation streamline starts to stretch from the nearly un-stretched state close to the stagnation point, and must obtain the stretch value corresponding to the one without the particle as \( z \to \infty \). By examining the behavior of the polymer along the streamline, in the far field, we can determine whether this stretch is monotonic. Splitting the configuration into the undisturbed (\( \Lambda^{(0U)} \)) and the deviation from the undisturbed (\( \Lambda' \)) leads to the governing equations for the latter,

\[
\begin{align*}
    \Lambda_{zz} &= \Lambda'_{zz} + \Lambda^{(0U)}_{zz}, \\
    \Lambda_{rr} &= \Lambda'_{rr} + \Lambda^{(0U)}_{rr}, \\
    f &= f' + f^{(0U)}, \\
    u_z \frac{d\Lambda'_{zz}}{dz} &= 2 \frac{\partial u'}{\partial z} \Lambda^{(0U)}_{zz} + 2 \frac{\partial u_z}{\partial z} \Lambda'_{zz} - \frac{1}{De} [f' \Lambda^{(0U)}_{zz} + f^{(0U)} \Lambda'_{zz} + f' \Lambda'_{zz}], \\
    u_z \frac{d\Lambda'_{rr}}{dz} &= -\frac{\partial u'}{\partial z} \Lambda^{(0U)}_{rr} - \frac{\partial u_z}{\partial z} \Lambda'_{rr} - \frac{1}{De} [f' \Lambda^{(0U)}_{rr} + f^{(0U)} \Lambda'_{rr} + f' \Lambda'_{rr}],
\end{align*}
\]

where,

\[
\frac{\partial u'}{\partial z} = -\frac{6}{z} + \frac{5}{z^3}.
\]

is the deviation of the streamwise velocity gradient from the far field limit of 1. In the far field,

\[
z \gg 1 \quad \Rightarrow \quad \frac{\partial u_z}{\partial z} \approx 1, \quad u_z \approx z, \quad \frac{\partial u'}{\partial z} \ll 1.
\]

We do not know \textit{a priori} the scaling of the different components of \( \Lambda' \) with \( z \) in the far-field (large \( z \)). However, we assume that the far-field values of \( \Lambda'_{zz} \) and \( \Lambda'_{rr} = \Lambda'_{\theta\theta} \) are smaller than their respective undisturbed polymer configuration components,

\[
\Lambda'_{zz} \ll \Lambda^{(0U)}_{zz}, \quad \Lambda'_{rr} \ll \Lambda^{(0U)}_{rr}.
\]
This is a valid approximation because, in the far-field, the total polymer configuration approaches the undisturbed state. Thus, we linearize equations (16) about the undisturbed values of the polymer configuration components, velocity and velocity gradients i.e. ignore the \( f' \Lambda_{zz}' \) and \( f' \Lambda_{rr}' \) terms and assume \( \Lambda_{zz}' \gg \Lambda_{rr}' \rightarrow \text{tr}(A') \approx \Lambda_{zz}' \). The latter assumption is valid for all but very small \( De \) since the polymers on the extensional axis are aligned along the axis and we will see that the solution confirms the expectation. We obtain,

\[
f = \frac{1}{1 - \Lambda_{zz}'/L^2} = f^{(0U)} \left[ 1 - \frac{f^{(0U)}}{L^2} \Lambda_{zz}' \right]^{-1} \approx f^{(0U)} + \left( \frac{f^{(0U)}}{L} \right)^2 \Lambda_{zz} + \mathcal{O}\left( \frac{(f^{(0U)})^3}{L^4} \Lambda_{zz}^2 \right). \tag{50}
\]

Using this value of \( f = f^{(0U)} + \gamma' \) and computer algebra to integrate the linearized equations for \( \Lambda_{zz}' \) and \( \Lambda_{rr}' \) (ignoring \( f' \Lambda_{zz}' \) and \( f' \Lambda_{rr}' \) in corresponding equations from equation (16)) from an arbitrary far-field location to \( z \rightarrow \infty \) we obtain,

\[
\Lambda_{zz}' = \frac{k_1}{z^\beta} + \frac{10 \Lambda_{zz}^{(0U)}}{\beta - 3} \frac{1}{z^3} + \frac{12 \Lambda_{zz}^{(0U)}}{5 - \beta} \frac{1}{z^5}, \quad \Lambda_{rr}' = \Lambda_{\theta\theta}' = \frac{k_2}{z^\gamma} + \frac{5 \Lambda_{rr}^{(0U)}}{3 - \gamma} \frac{1}{z^3} - \frac{6 \Lambda_{rr}^{(0U)}}{5 - \gamma} \frac{1}{z^5}, \tag{51}
\]

where,

\[
\beta = \frac{1}{De} \left\{ \frac{(f^{(0U)})^2 \Lambda_{zz}^{(0U)}}{L^2} + f^{(0U)} \right\} - 2, \quad \gamma = \frac{1}{De} \left\{ \frac{(f^{(0U)})^2 \Lambda_{zz}^{(0U)}}{L^2} + f^{(0U)} \right\} + 1, \tag{52}
\]

and \( k_1 \) and \( k_2 \) are constants to be obtained by matching these approximate solutions with the numerical solutions at a point beyond which the far-field is deemed to be applicable.

The dominant term in the \( z \)- variation of \( \Lambda_{zz}' \) is either \( z^{-\beta} \) or \( z^{-3} \) and in the variation of \( \Lambda_{rr}' \) \((= \Lambda_{\theta\theta}')\) is either \( z^{-\gamma} \) or \( z^{-3} \). \( f^{(0U)} \) can be approximated to a simple expression on either side of the coil-stretch transition. Equations (16) and (18) show that for \( De < 0.5 \), \( f^{(0U)} \approx 1 \) and \( \Lambda_{zz}^{(0U)} \ll L^2 \), and for \( De > 0.5 \), \( f^{(0U)} \approx 2De \) and \( \Lambda_{zz}^{(0U)}/L^2 = 1 - 1/2De \). Thus, from equation (52), \( \gamma \geq 3 \) for every \( De \) and the \( z \)- variation of the stretch depends on \( \beta \). The result \( \gamma \geq 3, \forall De > 0 \) is compatible with our assumption that \( \Lambda_{zz}' \gg \Lambda_{rr}' \rightarrow \text{tr}(A') \approx \Lambda_{zz}' \). Also, using these estimates for \( f^{(0U)} \),

\[
\beta \approx \begin{cases} 
\frac{1}{De} - 2 & De < 0.5, L \gg 1, \\
4De - 2 & De > 0.5.
\end{cases} \tag{53}
\]

When \( \beta > 3 \), the dominant term in \( \Lambda_{zz}' \) in the far-field is \( z^{-3} \), and its coefficient in equation (51) is positive. This implies a larger than undisturbed stretch in the far-field. Hence,
non-monotonic variation of the stretch along the stagnation streamline is observed for these cases, as shown for \( De = 0.2 \) in figure 7a and \( De = 3.0, 4.0 \) and \( 5.0 \) in figure 7d. From equation \((53)\), the condition \( \beta > 3 \) is satisfied for \( De \lesssim 0.2 \) (strictly valid for \( L \gg 1 \)) and \( De \gtrsim 1.25 \). For \( De < 0.2 \), the undisturbed stretch is not very high and the polymer relaxation time is very small, i.e. polymers react immediately to the the local strain rate, and the extra strain rate created by the particle along the stagnation streamline causes the polymers to stretch more than the undisturbed value, before they contract to the latter as \( z \to \infty \). For \( De > 1.25 \), although the undisturbed stretch is very high, the increased local extension rate is enough to stretch the polymer more than the far-field value. The dominant variation for various \( De \) regimes are

\[
\Lambda'_{zz} \sim \begin{cases} 
  z^{2-\frac{1}{De}} & 0.2 < De < 0.5, \\
  z^{2-4De} & 0.5 < De < 1.25, \\
  z^{-3} & De > 0.2, De > 1.25.
\end{cases}
\] (54)

For \( 0.2 < De < 1.25 \), the fully analytical approach cannot ascertain far-field growth or decay, since the sign of the dominant term, \( k_1 \) in equation \((51)\), is determined by matching with the full numerical solution.

The above analytical estimates are for the linearized (about undisturbed values of polymer configuration, velocity and velocity gradients) constitutive equations. They described the qualitative features observed in the numerical results. Incorporating quadratic non-linearities allow an almost exact match with the numerical solution in the far-field. While we do not show these unwieldy analytical expressions, they are incorporated in the plots (dashed black curves) shown in figure 7. A good match of these far-field analytical estimates and the actual numerical solution for a wide range of \( De \) and \( L \) is observed in figure 7. The analytical result for very small and very large \( De \) mentioned above, i.e. an initial increase in the stretch which is larger than the undisturbed or far-field value, is confirmed from figures 7a and 7d.

For \( De < 0.5 \), the undisturbed stretch is independent of \( L \), and the different curves for the same \( De \) in figure 7a must asymptote to the same value. However, along the stagnation streamline, closer to the particle, the stretch at a given \( De \) is larger for larger \( L \). This difference increases with \( De \), because the polymers start from the nearly unstretched state and the larger strain rate (than the far-field value) on the stagnation streamline close to the
particle allows the polymer with larger $L$ to be extended more. For $0.2 < De < 0.5$, we are unable to analytically predict the extra stretch on the stagnation streamline, but the numerical evidence suggests this to be the case for all $L$.

For the $De \geq 0.5$ plots in figure 7b to 7d, the stretch along the streamline is scaled with $L$, because the undisturbed stretch scales as $L$. For $De \geq 3$ in figure 7d, the maximum stretch is reached much earlier for smaller $L$ due to the limited extensibility. For a particular $L$, there is an increase in stretch with $De$ (or imposed far field extension rate) at any given location on the stagnation streamline.

For the intermediate values of $De = 0.5$ and 1.0 in figure 7b and 7c, the overshoot in the stretch due to the local increase in strain rate along the stagnation streamline occurs only for small $L$. For large $L$ the undisturbed stretch (which scales as $L$) is very high. The slow variation of the far-field stretch for $De = 0.5$ in figure 7b for large $L$ matches the analytical prediction of equation (54). This is strong evidence for the need to remove the linear part of the polymer stress before ensemble-averaging the stress. This will be further discussed in section VI A.

The polymer stretch field in the case of a uniform flow past a sphere investigated by Chilcott & Rallison [42] can be compared with that in a uniaxial extensional flow considered here. In a uniform flow, there are two stagnation points on the particle surface in the flow direction. In a uniaxial extensional flow, there are two stagnation points along the extensional axis and a stagnation line in the compressional plane. The neighboring stagnation points are $180^\circ$ apart in uniform flow while they (on a plane including the extensional axis and passing through the center of the sphere) are $90^\circ$ apart in uniaxial extensional flow. Around the front/ upstream stagnation point in uniform flow, fluid undergoes a biaxial extension, and around the rear/ downstream stagnation point a uniaxial extensional flow. Thus, the polymers undergo a larger stretch around the rear stagnation point than the front stagnation point. The polymer stretch is fore-aft symmetric in uniaxial extensional flow. In both flows, the polymers are in their equilibrium/ un-stretched configurations at the stagnation points as all the velocity gradient components are zero. Along the rear stagnation streamline in uniform flow, the polymers are first stretched and then advected far downstream of the particle surface before they relax to their equilibrium configuration. This is similar one type of behavior observed for extensional flow, where an overshoot in polymer stretch occurs.
FIG. 7: Polymer stretch along the extensional axis for: (a) small De, (b) De = 0.5, (c) De = 1.0, and (d) large De. Stretch is normalized with L for (b), (c) and (d).

close to the particle surface as a polymer translates along the extensional axis before the polymer relaxes to its undisturbed (but non-equilibrium) configuration. The other type of behavior where the polymer stretches monotonically toward its The other scenario where the polymer stretch monotonically increases along the rear stagnation streamline up to the highly stretched far-field configuration is not found in the uniform flow as the undisturbed polymers are in equilibrium configuration. Similar to the uniaxial extensional flow (figure [4]), the polymer stretch along the particle surface is finite between the unstretched state at two stagnation points of the uniform flow.

C. Polymer configuration in the fluid surrounding the sphere

From section [11] for large L, the undisturbed polymer stress, \( \hat{\Pi}^{(0C)} \), is independent of L for \( De \lesssim 0.5 \), and scales as \( L^2 \) for \( De \gtrsim 0.5 \). Starting from the FENE-P equations, we show that for \( L \gg 1 \) these scalings are valid for the polymer stress, \( \Pi \), in most of the fluid region,
even in the presence of the particle. Before the coil-stretch transition, $||\Lambda||_{\text{max}} \ll L^2$, for $L \gg 1$, and an approximate form for the FENE-P configuration equation (55) follows,

$$\frac{\partial \Lambda}{\partial t} + u \cdot \nabla \Lambda = \nabla u^T \cdot \Lambda + \Lambda \cdot \nabla u + \frac{1}{De}(\delta - \Lambda).$$

(55)

This is equivalent to the Oldroyd-B equation. After the coil-stretch transition, using $\text{tr}(\Lambda) \gg 1$, for $L \gg 1$ ($b \approx 1$), the FENE-P configuration equation (55) is simplified to,

$$\frac{\partial \tilde{\Lambda}}{\partial t} + u \cdot \nabla \tilde{\Lambda} = \nabla u^T \cdot \tilde{\Lambda} + \tilde{\Lambda} \cdot \nabla u - \frac{\tilde{\Lambda}}{De(1 - \text{tr}(\tilde{\Lambda}))},$$

(56)

where $\tilde{\Lambda} = \Lambda/L^2$. Thus for $L \gg 1$, we expect the dominant components of $\Lambda$ to be independent of $L$ before the coil-stretch transition and scale with $L^2$ after. Using $f \approx b \approx 1$ for $De \lesssim 0.5$, we simplify $\Pi \approx (\Lambda - \delta)/De$. On the other hand, using $\Lambda - \delta \approx \Lambda$, for $De \gtrsim 0.5$, we can simplify $\Pi \approx (1/De)\Lambda/(1 - \text{tr}(\Lambda/L^2))$. Hence, the polymer stress, $\Pi$, also follows the $L$ independent and $L^2$ scaling, below and above $De = 0.5$, respectively.

In certain regions very close to the sphere such as near the stagnation points, the polymers collapse to a nearly equilibrium state for every $L$ and $De$, due to the small velocity gradients and velocity (hence they spend enough time in these regions with small velocity gradients to collapse). Therefore, in these collapsed regions, the approximate form of the constitutive equation (56) for $De \gtrsim 0.5$, and the $L^2$ dependence of $\Pi$, based on $\text{tr}(\Lambda) \gg 1$ is not valid. However, the approximate form of equation (55) for $De \lesssim 0.5$, and the $L$ independence of $\Pi$ is valid everywhere for large $L$.

For small polymer concentration, $c$, assuming the polymer to be in the undisturbed configuration far upstream of the sphere, we solve equation (4) under the steady-state assumption of equation (6) and velocity $u = u^{(0)}$ from equation (7). It is solved along a dense set of streamlines around the sphere for a wide range of $De$ and $L$ and the change in stretch due to the particle,

$$\Delta S = \sqrt{\text{tr}(\Lambda^{(0)})} - \sqrt{\text{tr}(\Lambda^{(0U)})},$$

(57)

is analysed. We provided a first validation of the numerical calculations in figure 6, where the numerically evaluated surface polymer stretch matches perfectly with that obtained by solving equation (37) using computer algebra and using equation (38). Further validation for the numerical calculations is presented later in table I in section VI, by comparing the rheological quantities at small $De$, to the ones availed theoretically[14, 19].
Figures 8 and 9 show $\Delta S$ along three streamlines and figures 10 to 12 show the contours of $\Delta S$ in a region around the sphere. For $De \geq 0.5$, $\Delta S$ is presented after normalizing with $L$. Figure 8a shows the position of the three streamlines considered relative to the particle. Streamline 1 comes close to the particle and traces it almost perfectly. Figure 8 shows that $\Delta S$ is independent of $L$ for $L \gtrsim 50$, along streamline 1 and 3. Compared to streamline 1, the magnitude of $\Delta S$ is lower for streamline 3, which is further away from the sphere. The polymer stretch, $\sqrt{\text{tr}(\Lambda^{(0)})}$, is thus independent of $L$, for $L \gtrsim 50, De \lesssim 0.5$, in the whole region around the sphere.

For $De = 0.6$, 0.8 and 1.0, as presented in figure 9, we see an expected breakdown of the $L^2$ scaling of $\Lambda$ along streamline 1 (figure 9 first row), after it approaches the sphere and polymers collapse close to the equilibrium configuration. Along streamline 2 and 3 (figure 9 second and third row), the $L^2$ scaling is recovered for large $L$ as the imposed extension rate ($De$) is increased. On streamline 3, the $L^2$ scaling is observed for $De \gtrsim 0.6$ and $L \gtrsim 50$. Recovery happens at even lower $De$ and $L$ (i.e. for a wider parameter range) in the region outside streamline 3. The scaling is recovered for streamline 2, for $L \gtrsim 50$ and $De \gtrsim 1.0$. 

FIG. 8: $\Delta S$ along streamlines indicated in figure (a). $\Delta S$ for two different $De$ along streamlines 1 and 3 for various $L$. Figures (b) to (e) share the same legend.
At a higher $L = 100$, $De \gtrsim 0.8$ allows $L^2$ scaling on streamline 2. The region between the sphere and streamline 2 occupies a very small volume. Therefore, at large $L$, for a value of $De \propto 1/L$ beyond the coil-stretch transition, the $L^2$ scaling of the change in polymer stretch by the particle, and hence the polymer stress, is valid almost everywhere around the sphere. Even when the volume of the region where $L^2$ scaling breaks down is not negligibly small, we will find in section [VI C] that the contribution from these regions to the suspension rheology is small as the extra stress in the suspension due to particle-polymer interaction still scales as $L^2$ for lower $De$ values at a given $L$ than indicated by the streamline analysis of polymer stretch discussed here.

FIG. 9: $\Delta S/L$ along the three streamlines indicated in figure 8a for three different $De$ and various $L$. The legend is same as figure 8b.

The contours of $\Delta S$ in a region around the particle are shown in figure 10 for three
different $L$ at $De = 0.1$ and $0.4$. The aforementioned $L$ independence below the coil-stretch transition $De$ is confirmed as the contours in the plots in a given row are almost identical. A strong qualitative similarity occurs between $\Delta S$ for $De = 0.1$ (figure 10a to 10c), $\Delta De_{\text{local}}$ (figure 3b) and the $\Delta \text{FTLE}$ (figure 4a) & $\Delta \text{FTS}$ fields (figure 5a) associated with $t = 0.1$. The three latter fields provide a good qualitative assessment of the polymer stretch, because for $De = 0.1$ the polymer responds only to the local strain rate. $De = 0.4$ plots in figure 10d to 10f show a wake of highly stretched polymers around the extensional axis. The increase in wake’s intensity with $De$ is complemented by the analysis of the polymer stretch along the stagnation streamline for this regime performed in section V B (see figure 7a). Additionally, there is a collapsed region at the rear stagnation point and small highly stretched region on the surface, $45^\circ$ from the extensional axis. The region of highly stretched polymers around the extensional axis for $De = 0.1$ is elongated to a wake for $De = 0.4$ due to the finite relaxation time of the polymers. These observations are complemented by the earlier treatment of surface polymer stretch shown in figure 6.

The polymer stretch observed here for $De$ below the coil-stretch transition point is mechanistically explained by considering the stretching effect of the velocity gradients, visualized through the $\Delta De_{\text{local}}$ field of figure 3b on the polymers convecting past the sphere. As the coiled undisturbed polymers arrive at positive $\Delta De_{\text{local}}$ regions (red in figure 3b) around $45^\circ$ from extension axis at the particle surface, they are stretched. These stretched polymers convect downstream, are collapsed by the low stretching region (blue on the particle surface near x-axis in figure 3b) but are again stretched in a high stretching region around the extensional axis (red downstream of the particle surface in figure 3b). As $De$ increases, the time taken for the polymers to relax to their undisturbed state increases and hence a wake of stretched polymers forms that persists for longer downstream distances from the particle at larger $De$ within this $De$ regime.

Before moving to the analysis of polymer stretch for $De \geq 0.5$, we briefly comment on the comparison of the polymer stretch around the sphere placed in a uniaxial extensional flow considered here and that in a uniform or a simple shear flow considered previously by Chilcott & Rallison [42] and Yang & Shaqfeh [18] respectively. Local kinematics of the velocity field in the region just downstream of the sphere placed in a uniform flow is similar to that in a uniaxial extensional flow. Therefore, as found by Chilcott & Rallison [42] for
a uniform flow case, just downstream of the particle, a large polymer stretch region exists. This is similar to that in a uniaxial extensional flow at low De considered here. As we will see below, increasing De beyond a certain L dependent value changes the qualitative nature of the polymer stretch field in the uniaxial extensional flow, i.e., instead of a region of highly stretched polymers around the particle, there is rather a region of polymer collapse as compared to undisturbed polymers. However, in uniform flow considered by Chilcott & Rallison [42] the polymer stretch field remains qualitatively similar at all De as the region of highly stretched polymers downstream of the particle becomes more intense and extends further downstream upon increasing De.

The topology of the streamlines around the sphere is drastically different for a simple shear flow than for the uniaxial extensional flow. As a result, the polymer stretches differently in the two flows. Unlike the uniaxial extensional flow described above, the simple shear flow induces a region of closed streamlines around the particle. As shown by Yang & Shaqfeh [18], a large polymer stretch region starts in the compressional quadrant of the imposed simple shear just inside the separatrix between the open and closed streamline regions. This region extends downstream into the extensional quadrant and goes through the separatrix. Increasing De increases the intensity and downstream extent (perhaps due to the increasing polymer relaxation time) of the highly stretched polymer region.

Figure 11 shows contours of ∆S/L for three different L at De =0.5, 0.6 and 1.0. In all cases the polymers on the particle surface are collapsed (blue region) relative to the undisturbed polymers. This collapse is related to the local extensional rate captured by ∆De\text{\textsubscript{local}} in figure 3b. Unlike the low De case the undisturbed polymers far from the particle have undergone a coil-stretch transition and are almost fully stretched near L. When these polymers from regions upstream of the particle arrive close to the surface while convecting along the compressional axis they first observe negative ∆De\text{\textsubscript{local}} (blue region in figure 3b close to the particle on the y-axis) near the front stagnation point. In this region the velocity is small and the polymers spend a long time here to locally undergo a stretch-to-coil transition. The positive ∆De\text{\textsubscript{local}} (red region on particle surface in figure 3b) along the particle surface partially stretches them. This partial recovery can be observed from surface stretch plots of figure 6. From this figure and equation (42) it can also be observed that maximum surface stretch is much smaller than L. The polymers lose even this partial
FIG. 10: Contours of $\Delta S$ for various $L$ and $De = 0.1$ and 0.4. The parameters marked on each plot are $[De, L]$. The color axis is the same for all the plots in a given row and is indicated at the end. The most noticeable feature is the wake of highly stretched polymers (red regions around the extensional axis).

recovery as their stretch reduces when they arrive near the rear stagnation point. Therefore, relative to the undisturbed state polymers in the region close to the particle surface remain collapsed. They are fully collapsed to their equilibrium state on both stagnation points where velocity and its gradients are zero.

The effects of limited polymer extensibility, $L$, are clear for the cases in figure as the $L = 10$ figures are qualitatively different from the larger $L$ cases of 50 and 200 in the region around the extensional axis. In this region we observe a wake of more stretched polymers for $L = 10$ only (at all $De$). As the collapsed polymers near the particle surface convect along the extensional axis they undergo a coil-stretch transition. While the undisturbed polymers are close to fully stretched they can never be stretched at their maximum extensibility $L$ (in
equation (12) the polymer relaxation term is inversely proportional to $L^2 - \text{tr}(\Lambda^{(0U)})$ where $\sqrt{\text{tr}(\Lambda^{(0U)})}$ is the undisturbed polymer stretch. If the local extension rate is large enough there is a room for slightly more extension. The local extension rate just downstream of the particle along the extensional axis is larger than the undisturbed extension rate. This is evident from the positive $\Delta De_{\text{local}}$ in that region in figure 3b. Therefore, a wake of polymers that are more stretched than the undisturbed polymers forms along the extensional axis for $L = 10$ as shown in figure 11. This wake reduces in intensity with $De$ because the undisturbed polymer stretch increases.

Within the $De$ regime of figure 11 discussed above if $L$ is large enough as exemplified by $L = 50$ and 100, the collapsed polymers in the region close to the particle surface have a large amount of stretch to recover as they convect along the extensional axis. Therefore, the polymer stretch remains upper bounded by the large undisturbed value. As $L$ is increased at a given $De$ collapsed polymers near the particle surface must travel further downstream to reach the far-field stretch and hence we see a longer blue region around the extensional axis for $L = 200$ than for $L = 50$ at $De = 0.5$ in figure 11. This also occurs for $De = 0.6$ and $De = 1.0$ at $L = 50$ and 200, but it is not visible in figure 11 as the collapse is very intense over the spatial extent shown. The increase with $L$ of the downstream distance required to recover the polymer stretch can however be observed by comparing the $\sqrt{\text{tr}(\Lambda^{(0)})/L}$ curves along the extensional axis for different $L$ at $De = 1.0$ in figure 1c. For $De = 1.0$ (and also $De = 0.6$) $\Delta S/L$ plots for $L = 50$ and 200 in figure 11 are very similar to each other. This indicates the $L^2$ scaling of polymer configuration, $\Lambda^{(0)}$, in the fluid region even in the presence of the particle for $De > 0.5$ and large $L$.

Increasing $De$ at any fixed $L$ in the moderate $De$ regime shown in figure 11 increases the spatial extent of collapse (blue region) since the increase in undisturbed polymer stretch at higher $De$ is more than the increase in local extension rate around the extensional axis downstream of the particle. This increase in spatial extent can also be viewed as arising due to the increased relaxation time or longer memory of the polymers of their once collapsed state. Therefore, polymers take longer distances along the streamlines to recover from their undisturbed stretch upon increasing $De$ within this moderate $De$ regime.

As already indicated, the features around the extensional axis discussed above are consistent with the analysis of polymer conformation on the extensional axis made in section V B.
FIG. 11: Contours of $\Delta S/L$ for various $L$ and $De$. The color axis is the same for all the plots and is indicated at the end of each row. The parameters marked on each plot are $[De, L]$. There is a region of collapsed/ unstretched polymers (blue regions) around the particle.

It extends to form a wake for large $L$. At small $L$, there is a wake of highly stretched polymers (red regions) similar to that for the $De < 0.5$ regime at all $L$. Similar contours of $\Delta S/L$ are observed up to $De \approx 1.25$. 
The far-field stretch recovery at large $L$ (increase in polymer stretch towards undisturbed value) and relaxation at small $L$ (reduction of polymer stretch towards its undisturbed value) along the extensional axis for $De = 0.5$ and 1.0 were shown in figure 7b and 7c. In other words, on the extensional axis beyond a certain distance downstream of the particle, polymers are stretched more than the undisturbed values for small $L$, while they remain collapsed compared to the undisturbed polymers for large $L$ at these moderate $De$ less than 1.25. Due to spatial continuity and smoothness of the polymer stretch, the behavior of polymers on the extensional axis extends to a finite region off the axis, as we previously observed (figure 11).

Figure 12 shows $\Delta S/L$ for three different $L$ and three different large $De$. Some of the features in the plots in figure 12 at each $L$ can be understood by viewing them as resulting from a further increase in $De$ from the moderate $De$ values for that $L$ in figure 11. Due to the same mechanism as that discussed above for $0.5 \leq De \leq 1.0$ polymers collapse in a region close to the particle surface for all $L$ and $De$ shown in figure 12. According to this mechanism collapse occurs as fully stretched undisturbed polymers undergo a local stretch-to-coil transition when they arrive in the negative $\Delta De_{\text{local}}$ regions of figure 3b near the front stagnation point and remain collapsed until they leave the negative $\Delta De_{\text{local}}$ regions around the rear stagnation point. As $De$ or the imposed extension rate is increased, the undisturbed polymer stretch increases and hence the intensity of the wake of highly stretched polymers around the extensional axis for $L = 10$ is reduced starting from the $De = 0.5$ case of figure 11 and proceeding to the $De = 5.0$ case of figure 12. The manner in which the large $De$ regime represented in figure 12 differs from the moderate $De$ regime of figure 11 is that for each $L$ upon increasing $De$ the spatial extent of the collapse (blue regions) around the particle surface reduces in the former while it increases in the latter. We already discussed the reasons for the moderate $De$ behavior. In the large $De$ regime, as the extension rate or $De$ is increased to very large values the collapsed polymers from the near surface region quickly recover to their undisturbed values. This is evidenced by the increasing white and reducing blue region upon increasing $De$ from 1.5 to 5.0 for a given $L$ in figure 12. The collapse on the particle surface however becomes more intense as the undisturbed stress (and hence stretch) increases with $De$ for all $De$ as shown in figure 2. For some $De$ values at the beginning of the large $De$ regime stronger recovery from collapse overwhelms the increase in undisturbed
FIG. 12: Contours of $\Delta S/L$ for various $L$ and $De \geq 1.5$. The parameters marked on each plot are $[De, L]$. The color axis for all the plots is the same and is shown with the last figure. Most of the particle influence arises from a region of collapsed polymers near the particle surface (blue regions). The trends seen here extend to higher $De$.

Polymer stretch even for large $L$ and there is a region of slightly more polymer stretch. This is observed as a light red region in the $De = 1.5$ and 3 plots at $L = 50$ and 200 in figure [12].
It is consistent with the analysis of the stagnation streamline in section V B, where figure 7d indicates that for $De > 1.25$, after a small distance from the particle, the polymer stretch increases very slightly above the undisturbed value.

As discussed in this section, the effect of a sphere on the polymer stretch in a uniaxial extensional flow is qualitatively different for small (a region of large polymer stretch downstream of the particle) and large (a region of polymer collapse around the particle) $De$. However, as noted earlier for the uniform and simple shear flow considered by Chilcott & Rallison [42] and Yang & Shaqfeh [18] respectively, the polymer stretch does not change qualitatively with an increase in $De$. This occurs because the undisturbed or far-field polymers stretch differently at small and large $De$ in a uniaxial extensional flow, whereas, in a uniform and a simple shear flow, the undisturbed polymers behave similarly at all $De$. In a uniform flow, the undisturbed polymers remain in equilibrium (unstretched) configuration for all $De$. In a simple shear flow considered by Yang & Shaqfeh [18], while the undisturbed polymer stretch increases with $De$, it does not exhibit any drastic changes, such as a coil-stretch transition observed in a uniaxial extensional flow at $De = 0.5$ (discussed in section III).

Polymers stretch like lines of dye released at previous times

The $\Delta S$ field at each of the $De$ and $L$ combinations shown in figures 10, 11 and 12 can be qualitatively matched to a $\Delta$FTS field from $t = 0.1$ to 50 shown in figure 5. This suggests that the particle changes the steady-state polymer stretch ($\Delta S$ field), for a given $De$ and $L$, and the stretch of a non-diffusive line of dye released in the flow a certain time, $t$ before, in a similar way. Considering $L = 10$, we find that the changes in $\Delta S$ observed by increasing $De$ from 0.1 through 5 in figures 10, 11 and 12 are similar to the changes in $\Delta$FTS observed by increasing $t$ from 0.1 through 5 in figure 5. For these values of $De$ and $t$ the polymers/dye-elements are stretched more than their undisturbed counterparts in a region downstream of the particle and as $De$ or $t$ is increased the stretching region takes the form of a wake that first intensifies with increasing $De$ or $t$. Upon further increasing $De$ or $t$, this wake of stretched components becomes less intense, while a region of less stretched polymers/dye-elements develops around the particle. At larger $L$, exemplified by
$L = 200$, changes in the $\Delta S$ field observed by increasing $De$ from 0.1 through 1.5 in figures 10, 11 and 12 are analogous to changes in the $\Delta$FTS field observed by increasing $t$ from 0.1 through 50 in figure 5. Polymers with larger extensibility $L$ remember a longer history of previous stretching and this is reflected in the larger $t$ values corresponding to a given Deborah number when $L$ is larger. At $L = 200$, after the coil-stretch transition at $De \geq 0.5$, a region of collapsed polymers forms around the particle. Similarly, a significant region of less stretched dye-elements forms around the particle as observed in the $\Delta$FTS field for $t \gtrsim 3$ in figure 5. Upon increasing $De$, the region of collapsed polymers intensifies, but becomes thinner, similar to the stretch of dye-elements from $t = 5$ to 50 in the $\Delta$FTS field of figure 5. Beyond $De = 1.5$, the polymer stretch ($\Delta S$) is similar to the stretch of dye-elements ($\Delta$FTS) with large $t \approx 50$ in most of the volume around the sphere, except the extensional axis, which is slightly positive for $\Delta S$ and slightly negative for $\Delta$FTS. Performing a similar analysis of the $\Delta$FTS and $\Delta S$ field may lead to useful insights in other relevant flows of polymeric fluid around a sphere such as those considered by Chilcott & Rallison [42] (uniform flow) and Yang & Shaqfeh [18] (simple shear flow).

**Non local effects**

A better match of $\Delta S$ with the $\Delta$FTS field, than with the $Q$ or $\Delta De_{local}$ field indicates the importance of non-local effects on the polymer configuration that arise due to polymer convection. In order to directly observe the non-local effect on the configuration from the FENE-P equation, we calculate the configuration after ignoring the convection term i.e. by solving the algebraic equation,

$$\nabla u^T \cdot \Lambda + \Lambda \cdot \nabla u + \frac{1}{De}(b\delta - f\Lambda) = 0.$$ 

(58)

For $L = 200$, we show the $\Delta S$ for $De = 0.1$ and 0.4 and $\Delta S/L$ for $De = 0.8$ and 5.0 in figure 13. The figure for $De = 0.1$ is very similar to the actual polymer stretch in figure 10c as at very low $De$ the non-local convective effects are negligible. However, at $De = 0.4$ ignoring the non-local effects drastically changes the polymer stretch as observed by comparing figure 13b with 10f. The wake of highly stretched polymers in figure 13b is very intense as the polymers are ‘fixed’ in place in the high stretching region downstream of the particle. The wake is thicker for the non-convecting polymers in figure 13b than that of the polymers.
FIG. 13: Change in polymer stretch from a local calculation: $\Delta S$ for (a) $De = 0.1$ and (b) 0.4 and $\Delta S/L$ for (c) $De = 0.8$ and (d) 5.0. $L = 200$ for all cases.

in figure [13b] that are convected by the underlying velocity field. The stretch of the non-convecting polymer in figure [13b] is kinematically explained by the $Q$ and $\Delta De_{\text{local}}$ fields of figure [8]. Beyond the coil-stretch transition $De$, a non-convecting polymer collapses in the rotation dominated region of positive $Q$ as shown in figures 13c and 13d. These are not at all similar to the actual polymer stretch behavior described earlier. Therefore, when $De$ is not negligibly small, the non-local effects due to convection are very important in accurately determining the polymer stretch.

VI. RHEOLOGY

In this section we consider the rheology of the suspension. First, we describe the method for determining the mean stress. We then validate our simulations at low $De$ with the theoretically available results for a suspension in a second order fluid. Finally, we present our results for finite $De$.

A. Ensemble averaging formulation and generalized reciprocal theorem

At any location in the suspension the stress is,

$$\sigma = -p\delta + 2\varepsilon + \Pi + \sigma^E,$$

where $\sigma^E$ is the extra stress inside a particle which is zero in the fluid region so equation (59) reduces to (2). As the isotropic part, $\text{tr}(\sigma)/3$, can be absorbed into the pressure, the
deviatoric stress is most relevant to the suspension rheology,

\[ \dot{\sigma} = \sigma - \frac{1}{3} \text{tr}(\sigma) = 2e + \dot{\Pi} + \dot{\sigma}^E. \]  

(60)

To study the rheology of a dilute suspension of particles we use the ensemble averaging technique \[14, 16\]. The ensemble average \( \langle \hat{\sigma} \rangle \) of the deviatoric stress in the suspension is,

\[ \langle \hat{\sigma} \rangle = 2\langle e \rangle + \langle \hat{\Pi} \rangle + n\hat{S}, \]

(61)

where

\[ n\hat{S} = \int_{|r-r_1|\leq 1} \text{d}r_1 \langle \sigma^E \rangle_1 (r|r_1) P(r_1), \]

(62)

is the particle stresslet \[43\] and \( P(r_1) \) is the probability density of a particle being location at location \( r_1 \). For a quantity \( A \), \( \langle A \rangle_1 (r|r_1) \) represents the conditional ensemble average with one particle at \( r_1 \) \[16\],

\[ \langle A \rangle_1 (r|r_1) = \int \text{d}r_2 \ldots r_N P(r_2 \ldots r_N | r_1) A, \]

(63)

where \( P(r_2 \ldots r_N | r_1) \) is the conditional probability density function within a suspension of \( N \) particles. The ensemble average of the rate of strain, \( \langle e \rangle \) is the imposed rate of strain, \( E \) (equation (9)), determined by the motion of the suspension boundaries. For a dilute suspension with well separated particles, the hydrodynamic interaction between the particles is negligible. The conditional average stresses are then approximately the same as those around an isolated particle \[16\]. Hence, the conditional averaging symbols are removed, and the ensemble average of the deviatoric part of the stresslet \[43\] is,

\[ \hat{S}(\sigma) = \int_{|r-r_1|=1} \text{d}A \left\{ \frac{1}{2} [n n \cdot \sigma + n \cdot \sigma n] - \frac{1}{3} \delta n \cdot \sigma \cdot n \right\}. \]

(64)

As we discuss later, unlike previous studies \[24, 25\], \( \langle \Pi \rangle \) cannot be simply expressed as a volume average of \( \Pi \), for the integral would diverge logarithmically. Similar to the other quantities (section \( \Pi \)), a regular perturbation in \( c \) is used to expand the stresslet: \( \hat{S} = \hat{S}^{(0)} + c\hat{S}^{(1)} + \mathcal{O}(c^2) \). The leading order deviatoric stresslet is the stresslet due to a unit sphere in a Newtonian fluid, given by Einstein \[44\],

\[ \hat{S}^{(0)} = \hat{S}(\tau^{(0)}) = \frac{20\pi}{3} E. \]

(65)

For the calculation of an isolated particle in an infinite expanse of polymeric fluid to be useful for evaluating dilute suspension rheology, the ensemble averaged polymer stress, \( \langle \Pi \rangle \)
(or its deviatoric value $⟨\Pi⟩$), needs to be related to a volume integral involving stresses in the vicinity of the particle under relevant assumptions. However, simplifying the ensemble average of the polymer stress requires a careful treatment that is forthcoming. The ensemble averaged deviatoric stress up to $O(c)$ is,

$$\langle \hat{\sigma} \rangle = 2(1 + 2.5\phi)E + c(⟨\hat{\Pi}⟩ + n\hat{S}^{(1)})$$

(66)

where $\phi = 4\pi n/3$ is the particle volume fraction of unit spheres. The polymer stress, $\Pi^{(0)}$, decays as $1/r^3$ at large distances from a particle. Therefore, if the stress in the dilute suspension due to the extra polymer stress in the presence of particle is approximated by the volume average of $\Pi^{(0)}$ in an infinite expanse of fluid, as in [24, 25], a logarithmic divergence occurs. Hence, it is important to carefully simplify the expression of ensemble averaging after identifying the source of the $1/r^3$ far-field scaling of $\Pi^{(0)}$. This is described for the Oldroyd-B equations by Koch et al. [16]. Here, we repeat that derivation for the FENE-P equations.

The velocity field can be decomposed into the imposed velocity and a perturbation caused by the particle,

$$u^{(0)} = u' + E \cdot r,$$

(67)

where $E \cdot r = ⟨u⟩$. Decomposing the polymer configuration as the sum of undisturbed $\Lambda^{(0U)}$, linear, $\Lambda^{(0L)}$, and non-linear, $\Lambda^{(0N)}$ components and linearizing the steady-state FENE-P equation (3), (4) and (6) leads to an equation for the linear polymer configuration that is forced by the perturbation in velocity gradients about the undisturbed value,

$$⟨u⟩ \cdot \nabla \Lambda^{(0L)} - \nabla (ʌu')^T \cdot \Lambda^{(0L)} - \Lambda^{(0L)} \cdot \nabla (ʌu) + \frac{1}{De} \left( f^{(0U)} \Lambda^{(0L)} + \frac{\text{tr}(\Lambda^{(0L)})(f^{(0U)})^2}{L^2} \Lambda^{(0U)} \right) = \nabla (ʌu')^T \cdot \Lambda^{(0U)} + \Lambda^{(0U)} \cdot \nabla (ʌu').$$

(68)

The polymer stress is also decomposed into undisturbed, $\Pi^{(0U)}$, linear, $\Pi^{(0L)}$, and non-linear, $\Pi^{(0N)}$, parts,

$$\Pi^{(0)} = \Pi^{(0U)} + \Pi^{(0L)} + \Pi^{(0N)},$$

(69)

where $\Pi^{(0U)}$ is defined in equation (12),

$$\Pi^{(0L)} = \frac{1}{De} \left( f^{(0U)} \Lambda^{(0L)} + \frac{\text{tr}(\Lambda^{(0L)})(f^{(0U)})^2}{L^2} \Lambda^{(0U)} \right),$$

(70)
and $\Pi^{(0N)}$ is defined as the difference between the total polymer stress, defined in equation (3), and the sum of undisturbed and linear polymer stresses. We solve equation (68) for $\Lambda^{(0L)}$ using the method of characteristics, with the streamlines of the undisturbed velocity field, $\langle u \rangle = E \cdot r$, acting as the characteristic curves and the far-field boundary condition,

$$\Lambda^{(0L)} = 0, \quad r \to \infty.$$  \hspace{1cm} (71)

This solution combined with the solution for $\Pi^{(0)}$ using the method of characteristics described earlier in section II is used to obtain the nonlinear polymer stress field, $\Pi^{(0N)}$.

By noting the $1/r^3$ far field scaling of $\nabla u'$, we identify that $1/r^3$ far-field scaling of $\Pi^{(0)}$ arises from $\Lambda^{(0L)}$. The ensemble averages of velocity and velocity gradients are their respective undisturbed values. Therefore, the ensemble averages of their disturbance about the undisturbed states are zero and the ensemble average of (68) is,

$$\langle u \rangle \cdot \nabla \langle \Lambda^{(0L)} \rangle - \nabla \langle u \rangle^T \cdot \langle \Lambda^{(0L)} \rangle - \langle \Lambda^{(0L)} \rangle \cdot \nabla \langle u \rangle + \frac{1}{De} \left( f^{(0U)} \langle \Lambda^{(0L)} \rangle + \frac{\text{tr}(\langle \Lambda^{(0L)} \rangle f^{(0U)})}{L^2} \right) = 0.$$  \hspace{1cm} (72)

The far-field boundary condition for $\langle \Lambda^{(0L)} \rangle$ is zero from the ensemble average of equation (71). The solution to equation (72) subject to zero boundary conditions yields the ensemble average of linear polymer stress, $\langle \Lambda^{(0L)} \rangle = 0$ and hence,

$$\langle \hat{\Pi}^{(0L)} \rangle = 0.$$  \hspace{1cm} (73)

Therefore, the volume average of the ensemble average of the deviatoric polymer stress is,

$$\langle \hat{\Pi}^{(0)} \rangle = \hat{\Pi}^{(0U)} + \langle \hat{\Pi}^{(0N)} \rangle$$  \hspace{1cm} (74)

While the deviatoric polymer stress inside the particle vanishes, $\hat{\Pi}^{(0)} = 0$, the non-linear stress $\hat{\Pi}^{(0N)}$ is finite and is obtained as,

$$\hat{\Pi}^{(0N)} = -\hat{\Pi}^{(0U)} - \hat{\Pi}^{(0L)}, \quad r < 1.$$  \hspace{1cm} (75)

Thus, we have shown that the linearized polymer stress does not contribute to the ensemble average stress. This observation implies that there is no need to integrate the slowly decaying component $\hat{\Pi}^{(0L)} \sim 1/r^3$ in the far field that would have otherwise led to a non-convergent integral for the particle-induced polymer stress. The dilute particle assumption
which allows one to remove the conditional averaging and approximate the ensemble average of the polymer stress as the volume integral of a quantity in an infinite fluid around an isolated particle is only applied to the non-linear polymer stress, $\hat{\Pi}^{(0N)}$.

The $O(c)$ stresslet, $\hat{S}^{(1)}$, can be decomposed into the contribution due to the first order perturbation in the solvent stress, $\hat{S}^{1\tau}$, and that due to the polymer stress, $\hat{S}^{1\Pi}$, acting on particle surface, i.e.

$$\hat{S}^{(1)} = \hat{S}^{1\tau} + \hat{S}^{1\Pi}, \tag{76}$$

$$\hat{S}^{1\tau} = \hat{S}(\tau^{(1)}) = \int_{|\mathbf{r} - \mathbf{r}_1|=1} dA \left\{ \frac{1}{2} [\mathbf{n} \cdot \tau^{(1)} + \mathbf{n} \cdot \tau^{(1)} \mathbf{n}] - \frac{1}{3} \delta \mathbf{n} \cdot \tau^{(1)} \cdot \mathbf{n} \right\}, \tag{77}$$

$$\hat{S}^{1\Pi} = \hat{S}(\Pi^{(0)}) = \int_{|\mathbf{r} - \mathbf{r}_1|=1} dA \left\{ \frac{1}{2} [\mathbf{n} \cdot \Pi^{(0)} + \mathbf{n} \cdot \Pi^{(0)} \mathbf{n}] - \frac{1}{3} \delta \mathbf{n} \cdot \Pi^{(0)} \cdot \mathbf{n} \right\}. \tag{78}$$

Once the polymer configuration, $\Pi^{(0)}$, is determined, $\hat{S}^{1\Pi}$ can be calculated. However, $\hat{S}(\tau^{(1)}) = \hat{S}(\tau(u^{(1)}))$ depends upon the $O(c)$ velocity $u^{(1)}$. $u^{(1)}$ is driven by $\nabla \cdot \Lambda^{(0)}$ via the $O(c)$ momentum equation. Thus, $\hat{S}(\tau^{(1)})$ indirectly depends on the polymer configuration, $\Lambda^{(0)}$.

Using a generalized reciprocal theorem and the divergence theorem, Koch et al. \[16\] provide a mathematical framework to obtain $\hat{S}^{1\tau}$ directly from $\Pi^{(0)}$ and $\Pi^{(0U)}$, thus avoiding the need to numerically evaluate $u^{(1)}$ from the $O(c)$ momentum conservation. An equivalent expression for $\hat{S}^{1\tau}$ to the one given in Koch et al. \[16\] is,

$$\hat{S}^{1\tau} = - \int_{r=1} dA \mathbf{n} \cdot [\Pi^{(0)} - \Pi^{(0U)}] \cdot \mathbf{v} + \int_{r=\infty} dA \mathbf{n} \cdot [\Pi^{(0)} - \Pi^{(0U)}] \cdot \mathbf{v}$$

$$- \int_{V_f} dV [\Pi^{(0)} - \Pi^{(0U)}] : \nabla \mathbf{v}, \tag{79}$$

where $\mathbf{v}$ is the auxiliary velocity field used in the reciprocal theorem. The divergence-less Stokes auxiliary velocity field, $\mathbf{v}$, is chosen such that it undergoes extensional deformation at the particle surface and decays to zero far from the particle \[16\]. Hence, its expression depends on the particle shape and for a spherical particle,

$$v_{jkl} = \frac{5}{2} \left( \frac{1}{r^5} - \frac{1}{r^3} \right) r_j r_k r_l + \frac{1}{2} (r_k \delta_{jl} + r_l \delta_{jk}) + \left( \frac{1}{2} - \frac{5}{6} \right) r_j \delta_{kl}. \tag{80}$$

The second term in equation \[79\] is zero because the integrand decays as $r^{-5}$ when $r \to \infty$ ($[\Pi^{(0)} - \Pi^{(0U)}] \sim r^{-3}$ and $\mathbf{v} \sim r^{-2}$). Therefore,

$$\hat{S}^{1\tau} = - \int_{r=1} dA \mathbf{n} \cdot [\Pi^{(0)} - \Pi^{(0U)}] \cdot \mathbf{v} - \int_{V_f} dV [\Pi^{(0)} - \Pi^{(0U)}] : \nabla \mathbf{v}, \tag{81}$$
Thus, in equation (76) we have expressed the $O(c)$ stresslet, $\hat{S}^{(1)}$, as the sum of $\hat{S}^\tau$ and $\hat{S}^{\Pi}$ which can be computed from the $O(1)$ polymer stress field using (81) and (78), respectively. This decomposition is based on the physical origins of the stress (Newtonian solvent and polymeric stress).

Next, we will derive a second decomposition of the $O(c)$ stresslet. We start with the observation that for any tensor stress field, $B$ we find,

$$\hat{S}(B) = \int_{r=1} dA \ n \cdot B \cdot v.$$  

Therefore,

$$\int_{r=1} dA \ n \cdot [\Pi(0) - \Pi^{(0U)}] \cdot v = \hat{S}(\Pi(0)) - \hat{S}(\Pi^{(0U)}) = \hat{S}^\Pi - \hat{S}^{\Pi U},$$

and substituting equation (83) into (81) leads to

$$\hat{S}^\tau = \hat{S}^{\Pi U} - \hat{S}^{\Pi} + \hat{S}^{1,\text{volume}},$$

where,

$$\hat{S}^{\Pi U} = \hat{S}(\Pi^{(0U)}), \quad \hat{S}^{1,\text{volume}} = -\int_{V_f} dV \ [\Pi(0) - \Pi^{(0U)}] : \nabla v.$$  

Here, we can decomposition the $O(c)$ stresslet as,

$$\hat{S}^{(1)} = \hat{S}^{\Pi U} + \hat{S}^{1,\text{volume}},$$

where $\hat{S}^{\Pi U}$ is the stresslet on a unit fluid in the far field, and $\hat{S}^{1,\text{volume}}$ is the contribution due to the difference between the actual and undisturbed polymer stress in the fluid volume around the particle. We refer to the former as the undisturbed stresslet and the latter as the volumetric stresslet. For a spherical volume the undisturbed stresslet, $\hat{S}^{\Pi U}$, is determined analytically as the following function of $\Pi^{(0U)}$,

$$\hat{S}^{\Pi U} = \frac{4\pi}{3} \Pi^{(0U)} = \frac{4\pi}{3} \hat{\Pi}^{zz} E.$$  

To summarize, the ensemble averaged deviatoric stress for polymer concentration $c$ and particle volume fraction $\phi$, is

$$\langle \sigma \rangle = (2 + 5\phi)E + c\hat{\Pi}^{(0U)} + c\phi \frac{3}{4\pi} (\hat{S}^{(1)} + \hat{\Pi}^{PP}).$$
The symmetry of the imposed uniaxial extensional flow is maintained in \( \langle \hat{\sigma} \rangle \), so that,

\[
\langle \hat{\sigma} \rangle = [2 + 5\phi + c\hat{\Pi}_z^{(0U)} + c\phi \frac{3}{4\pi}(\hat{S}_z^{(1)} + \hat{\Pi}_z^{PP})]E.
\]

(89)

The two possible decompositions of the interaction stresslet contribution \( \hat{S}_z^{(1)} \) are,

\[
\hat{S}_z^{(1)} = \hat{S}_z^{1\tau} + \hat{S}_z^{1\Pi} = \hat{S}_z^{\Pi0U} + \hat{S}_z^{1,\text{volume}},
\]

(90)

and the particle-induced polymer stress contribution is,

\[
\hat{\Pi}_z^{PP} = \int_{V_f+V_p} dV \hat{\Pi}_z^{(0N)}.
\]

(91)

\( \hat{\Pi}_z^{PP} \) is further decomposed into the contribution from the fluid and particle volume,

\[
\hat{\Pi}_z^{PP,\text{fluid}} = \int_{V_f} dV \hat{\Pi}_z^{(0N)}, \quad \hat{\Pi}_z^{PP,\text{particle}} = \int_{V_p} dV \hat{\Pi}_z^{(0N)}.
\]

(92)

We can define the extensional viscosity of the suspension from the various components of the suspension stress discussed above. Equation (89) can be expressed as

\[
\langle \hat{\sigma} \rangle = 2\mu E,
\]

(93)

where,

\[
\mu = 1 + 2.5\phi + 0.5c\hat{\Pi}_z^{(0U)} + c\phi \frac{3}{8\pi}(\hat{S}_z^{(1)} + \hat{\Pi}_z^{PP}) = 1 + \mu_{\text{poly}} + \mu_{\text{part}} \phi,
\]

(94)

is the extensional viscosity of the suspension.

\[
\mu_{\text{poly}} = 0.5c\hat{\Pi}_z^{(0U)}
\]

(95)

is the polymer contribution to extensional viscosity in a particle-free polymeric fluid, and,

\[
\mu_{\text{part}} = [2.5 + c\frac{3}{8\pi}(\hat{S}_z^{(1)} + \hat{\Pi}_z^{PP})] \phi = 2.5\phi + \mu_{\text{intr}}.
\]

(96)

is the extensional viscosity due to the presence of the particles. Within \( \mu_{\text{part}} \), \( 2.5\phi \) is the Einstein [19] viscosity that arises due to the stress on the particle surface in a Newtonian fluid and

\[
\mu_{\text{intr}} = \frac{3}{8\pi} c\phi(\hat{S}_z^{(1)} + \hat{\Pi}_z^{PP})
\]

(97)

is the extensional viscosity due to the particle-polymer interaction stress. This completes the mathematical formulation of the suspension rheology. In the remaining part of this subsection we derive estimates for some quantities that will aid the forthcoming discussion of the results in section [VIC].
1. Estimates of some of the components of the interaction stresslet

The estimates and discussion of this section will aid in our forthcoming discussion of the interaction stresslet, $\hat{S}_{zz}^{(1)}$, and its sub-components. Substituting equation (20) into (87) we obtain an analytical estimate the expression for the undisturbed stresslet or the stresslet on a unit fluid in the far field, $\hat{S}_{zz}^{\Pi 0U}$, in the $De > 0.5$ regime,

$$\hat{S}_{zz}^{\Pi 0U} \approx \frac{16\pi}{9} \left( 1 - \frac{1}{2De} \right) L^2 = \frac{4\pi}{3} \hat{\Pi}_{zz}^{(0U)}, \quad De > 0.5. \quad (98)$$

$\hat{S}_{zz}^{\Pi}$ only depends upon the configuration tensor at the surface of the sphere, $\Lambda^{(0)}|_{r=1}$, and is analytically determined once $\Lambda^{(0)}|_{r=1}$ is known. Calculation of $\Lambda^{(0)}|_{r=1}(z)$ requires computer algebra since it involves solving the cubic equation (37). However, under the assumption of equation (40),

$$\frac{225De^2}{2(L^2 - 3)} \ll 1,$$

valid for $L \gg 10De$, the stresslet contribution from the polymer stress is approximately,

$$\hat{S}_{zz}^{\Pi} \approx 4\pi. \quad (99)$$

For example, for $L \approx 100$, the assumption (10) and hence $\hat{S}_{zz}^{\Pi}$ in (99) is valid only for $De \lesssim 3$, as shown in figure 14. At high $De$ the magnitude of $\hat{S}_{zz}^{\Pi}$ decreases, but remains positive. In section VI C, we will find that whenever $\hat{S}_{zz}^{\Pi}$ contributes significantly to the fluid rheology ($De < 0.5$), equation (99) remains a good estimate.
B. Validation

The particle-polymer interaction contributions for very small \( De \) can be compared with the theoretical results for second-order-fluid suspensions from Koch and Subramanian [14] and Einarsson et al. [19]. As \( De \) approaches zero both the Oldroyd-B and FENE-P constitutive relations can be used to model a second order fluid via an asymptotic expansion in \( De \). The expressions for second order fluid properties of a FENE-P fluid in the small \( De \) limit are long and unwieldy, but differ from those for an Oldroyd-B fluid only by \( \mathcal{O}(1/L^2) \). Therefore, in this sub-section, we invoke an \( L \gg 1 \) assumption in the FENE-P equations and use the properties of an Oldroyd-B fluid in the second order fluid limit from Koch and Subramanian [14] to compare with our numerical estimates.

At small \( De \), apart from a boundary layer thickness of \( \mathcal{O}(De) \) near the particle surface, the non-linear component of the stress within the particle is constant,

\[
\hat{\Pi}^{(0N)} \approx 2DeE, \quad De \ll 1,
\]

This result is obtained by expanding equation (68) in \( De \) (with \( L \gg 1 \)) and using equations (69) and (70) in the limit of small \( De \). The contribution to the particle-induced polymer stress arising from the particle region is,

\[
\hat{\Pi}^{PP,\text{particle}}_{zz} \approx \frac{8\pi}{3}De.
\]

In our simulations for \( 0.001 < De < 0.005 \) with \( L = 500 \), we find \( 2DeE \lesssim \hat{\Pi}^{(0N)} \lesssim 2.04DeE \) within the particle (apart from a thin boundary layer close to the particle surface).

The comparison between the numerical and the analytical stress components at small \( De \) and \( L = 500 \) is shown in table I. As mentioned in section VI A, \( \hat{\Pi}^{H} \) is obtained analytically for any \( De \) and \( L \), using computer algebra, but the value reported in table I is obtained numerically, using the method of characteristics. The errors in the values presented are generally low. The most erroneous terms are the ones requiring volume integrals in their computation i.e. \( \hat{S}^{1\tau} \) and \( \hat{\Pi}^{PP} \). We also present the comparison of our large \( L \) results (where \( L = 100 \) and 200 are shown in addition to \( L = 500 \)) at small \( De \leq 0.1 \) with second [16] and third [19] order fluid results in figure 15. The quadratic increase of the interaction stress \( (\hat{S}^{(1)}_{zz} + \hat{\Pi}^{PP}_{zz}) \) in figure 15a and its components i.e. the particle induced polymer stress \( (\hat{\Pi}^{PP}_{zz} \text{ or PIPS}) \) in figure 15b and the interaction stresslet \( (\hat{S}^{(1)}_{zz}) \) in figure 15c with \( De \) at small \( De \).
TABLE I: Comparison of various stress components at small $De$ ($0.001 \leq De \leq 0.005$) and large $L = 500$, evaluated numerically and theoretically. Theoretical values of $\hat{S}_{zz}^{(1)}$ and $\hat{\Pi}_{zz}^{PP}$ are mentioned in [19]. Further decomposition into $\hat{S}_{zz}^{1\tau}$, $\hat{S}_{zz}^{1\Pi}$, $\hat{\Pi}_{zz}^{PP,\text{fluid}}$ and $\hat{\Pi}_{zz}^{PP,\text{particle}}$ are provided in [14].

| Interaction Stress component | Theoretical | Numerical |
|------------------------------|-------------|-----------|
| $\hat{S}_{zz}^{1\Pi}$       | $4\pi + O(De^2) \approx 12.57 + O(De^2)$ | $12.56 - 0.002De$ |
| $\hat{S}_{zz}^{1\tau}$       | $8\pi/3 + 50\pi/21De \approx 8.38 + 7.48De$ | $8.38 + 7.49De$ |
| $\hat{\Pi}_{zz}^{PP,\text{fluid}}$ | $44\pi/21De \approx 6.58De$ | $0.00 + 6.76De$ |
| $\hat{\Pi}_{zz}^{PP,\text{particle}}$ | $8\pi/3De \approx 8.38De$ | $0.00 + 8.54De$ |

matches well with the third order fluid results of Einarsson et al. [19] up to $De \approx 0.05$. Beyond this value the magnitude of stresses in the FENE-P fluid is more than that in the third order fluid.

FIG. 15: Validation of our methodology for large polymer extensibility, $L = 100$, 200 and 500. The total interaction stress (a) and its decomposition into the particle induced polymer stress ($\hat{\Pi}_{zz}^{PP}$ or PIPS) in (b), and the interaction stresslet ($\hat{S}_{zz}^{(1)}$) in (c) are compared with results for a second order [16] and third order [19] fluid at low $De$. These graphs are shown for a larger $De$ range (beyond the validity of lower order fluids) in figures 16a, 17a and 17d. All three plots share the same legend as (a).
C. Results and Discussion

We begin with a summary of the overall effect of particle-polymer interactions on the suspension rheology. Figure 16 shows the variation of the extensional component of the total deviatoric particle-polymer interaction stress, $\hat{S}^{(1)}_{zz} + \hat{\Pi}^P_{zz}$, for three different De regimes: $De \leq 0.4$, $0.4 \leq De \leq 0.6$ and $De \geq 0.6$ that cover the entire De range and six $L$ in the range $10 \leq L \leq 500$. Since the coil-stretch transition is expected to influence the latter two De regimes, the stresses in these regimes are plotted after normalizing with $L^2$. From equation (97), the extensional viscosity due to this interaction, $\mu^{\text{intr}}$, is simply $3c\phi/8$ times the interaction stress displayed in figure 16. In the plot for $De \leq 0.4$ in figure 16a we also show the theoretical curves of second- [14, 19] and third-order [19] Oldroyd-B fluids, which both under-predict the magnitude of interaction stress when $De \gtrsim 0.1$. From figure 16a we find that the interaction stress is positive and increases with $De$ for $De \leq 0.4$. In this regime, the total change in the extensional viscosity due to adding particles ($\mu^{\text{part}}$ from equation 96) is positive and is larger than that in a Newtonian fluid. Interestingly, upon further increase in $De$, within the $0.4 \leq De \leq 0.6$ regime of figure 16b the interaction stress stops increasing with $De$ and instead starts to decrease. The overall particle-polymer interaction stress changes from positive to negative around $De = 0.52$, for high $L$ values. For $L = 10$ and 20, it happens later and more gradually. Therefore, depending upon $L$, there is a $De$ slightly greater than 0.5 beyond which the extensional viscosity due to the particles, $\mu^{\text{part}}$ from equation 96 is reduced by the particle-polymer interaction in contrast to the enhancement by the same mechanism at lower $De$. Further increase in $De$ leads to more negative particle-polymer interaction stress as shown in figure 16b and for $De \geq 0.6$ in figure 16c (with a large magnitude as the values in the corresponding figure are normalized with $L^2$). We will later show that there are combinations of $c$ and $De$ such that the net extensional viscosity due to the particles, $\mu^{\text{part}}$ from equation 96 is negative or in other words adding particles leads to a reduction in suspension stress. The positive interaction stress at smaller $De$ is due to the wake of highly stretched polymers shown in figure 10 and the negative interaction stress at larger $De$ is due to the region of collapsed polymers shown in figure 11 and 12. To justify this claim and understand finer features of the suspension rheology in figure 16 we consider the decompositions of the components of interaction stress.
\( \hat{S}_{zz}^{(1)} + \hat{\Pi}_{zz}^{PP} \) while revisiting the discussion and figures of section V in light of the rheological observations.

In section V C, for large \( L \), we discussed the \( L \) independence and \( L^2 \) scaling of the polymer configuration (and hence polymer stress) for small and \( De \) respectively. For large \( L \gtrsim 50 \), the total interaction stress is also independent of \( L \) in the regime \( De \leq 0.4 \) (figure 16a) and scales as \( L^2 \) in the regime \( De \geq 0.6 \) (figure 16c). The validity of the \( L^2 \) scaling justifies the claim in section V C that the contribution of the region to suspension rheology where \( L^2 \) scaling in the change in polymer stretch due to the particle and hence the polymer stress breaks down is very small. We have also confirmed by numerical integration over this volume near the extensional axis that its contributions are too small to affect the scaling of the averaged quantities. Various components of the interaction stress discussed in the rest of this section also follow the \( L \) independent (for \( De \leq 0.4 \)) and \( L^2 \) (for \( De \geq 0.6 \)) scalings below and above the coil-stretch transition respectively.

FIG. 16: Total particle-polymer interaction stress, \( \hat{S}_{zz}^{(1)} + \hat{\Pi}_{zz}^{PP} \), in a dilute suspension of spheres in a dilute polymeric liquid at 6 different \( L \) in 10 \( \leq L \leq 500 \) for (a) \( De < 0.4 \), (b) \( 0.4 < De < 0.6 \) and (c) \( De > 0.6 \). All figures share the legend shown in (a). The stresses in (b) and (c) are scaled with \( L^2 \) in view of the coil-stretch transition at \( De = 0.5 \). In the small \( De \leq 0.4 \) regime of (a) the interaction stresses for a second order fluid from [14, 19] and a third order fluid from [19] are also shown.

The primary decomposition of the interaction stress into the interaction stresslet, \( \hat{S}_{zz}^{(1)} \), and the particle induced polymer stress, \( \hat{\Pi}_{zz}^{PP} \) or the PIPS, is shown in figure 17. We find that the interaction stresslet, \( \hat{S}_{zz}^{(1)} \), shown in plots (d)-(f) of figure 17 is positive, increases monotonically with \( De \) and undergoes a rapid increase near the coil-stretch transition point.
FIG. 17: Decomposition of the total particle polymer interaction stress into the particle induced polymer stress ($\hat{\Pi}_{zz}^{PP}$ or PIPS) in figures (a)-(c) and the interaction stresslet ($\hat{S}_{zz}^{(1)}$) in figures (d)-(f) for 6 different $L$ in $10 \leq L \leq 500$ for $De \leq 0.4$ ((a),(d)), $0.4 < De < 0.6$ ((b),(e)) and $De \geq 0.6$ ((c),(f)). For the latter two $De$ regimes the stresses are scaled with $L^2$. All figures share the legend shown in (a). In figures (c) and (f) for the large $De \geq 0.6$ regime, the approximate fits $-10.35\left(1 - \frac{1}{2De}\right)$ ($= -7.76\hat{\Pi}_{zz}^{0U}/L^2$ from equation (20)) and $16\pi/9\left(1 - \frac{1}{2De}\right)$ ($= 4\pi/3\hat{\Pi}_{zz}^{0U}/L^2$ from equation (20)) are also shown.

at $De = 0.5$. Qualitatively the interaction stresslet behaves similar to the undisturbed polymer stress shown in figure 2 within and across the $De$ regimes. We will later note that the interaction stresslet is proportional to the undisturbed stress in certain $De$ regimes.

But first we discuss the PIPS because the non-monotonic variation of the interaction stress with $De$ arises from PIPS as shown in plots (a)-(c) of figure 17. Compare the sub-figures corresponding to each PIPS for $De$ regime in figures 17 and the total interaction stress in figure 16 to observe the qualitative similarity. Further decomposition of the PIPS into the contribution from the fluid, $\hat{\Pi}_{zz}^{PP,\text{fluid}}$, and the particle, $\hat{\Pi}_{zz}^{PP,\text{particle}}$, region in figure 18 indicates the observed qualitative trend in the total interaction stress (figure 16) and the PIPS (plots (a)-(c) of figure 17) arises from the PIPS in the fluid region ($\hat{\Pi}_{zz}^{PP,\text{fluid}}$). The PIPS from the
particle region also behaves non-monotonically but in a different fashion to the net PIPS or interaction stress around $De = 0.5$. The particle PIPS or $\hat{\Pi}_{zz}^{PP,\text{particle}}$ is positive at all $De$, and undergoes a coil-stretch transition at $De = 0.5$. But it decays in magnitude with $De$ for $De \gtrsim 0.8$ towards small values at large $De$.

The fluid PIPS or $\hat{\Pi}_{zz}^{PP,\text{fluid}}$ is directly related to the behavior of polymers in the fluid region around the particle. In particular the change in polymer configuration from the far-field value is important. In the $De \leq 0.4$ regime, the fluid PIPS is positive due to the wake of highly stretched polymers downstream of the particle, represented by the red regions in the $\Delta S/L$ plots of figure [10]. As discussed in section [V.C] this wake is a consequence of stretching of the polymers, that are coiled far upstream of the particle, by the high stretching region.

FIG. 18: Further decomposition of the particle induced polymer stress, $\hat{\Pi}_{zz}^{PP}$ or PIPS, into the contribution from the fluid region, $\hat{\Pi}_{zz}^{PP,\text{fluid}}$ ((a) to (c)) and the particle region $\hat{\Pi}_{zz}^{PP,\text{particle}}$ ((d) to (e)) for 6 different $L$ in $10 \leq L \leq 500$ for $De \leq 0.4$ ((a),(d)), $0.4 < De < 0.6$ ((b),(e)) and $De \geq 0.6$ ((c),(f)). For the latter two $De$ regimes the stresses are scaled with $L^2$. All figures share the legend shown in (a). Similar to figure [17c] individual components of PIPS (normalized with $L^2$) also follow a scaling with $De$ indicated on figures (c) and (f) here.
(large velocity gradients) around the extensional axis. At larger $De = \lambda \dot{\varepsilon}$ (equation 5) within this regime, the larger imposed extension rate, $\dot{\varepsilon}$, causes the wake to become more intense as discussed in section V C. Therefore, the fluid PIPS or $\Pi_{zz,\text{fluid}}^{\text{PP}}$ in figure 18a increases with $De$ for $De \leq 0.4$. The intensification of the wake of highly stretched polymers (red region) is accompanied by the appearance of a region of collapsed polymers (blue region) that first appears at $De \approx 0.4$ as shown in figure 10. As $De$ is further increased, the region of collapsed polymers overwhelms the highly stretched polymer wake as shown in the plots of figure 11. This occurs because the far-field polymers get highly stretched upon increasing $De$, and when they arrive close to the particle, low stretching (small velocity and its gradients) regions around the stagnation points on the particle’s surface collapse them to a coiled state: making them undergo a stretch-to-coil transition. This manifests as a rapid decrease in the fluid PIPS to negative values starting at $0.45 \lesssim De \lesssim 0.5$ in figure 18b. Upon further increase in $De$, the far-field polymers become more stretched. On the particle surface, for large $L$ and $De > 0.5$, the polymers collapse to an almost equilibrium configuration as shown in figure 6b where the surface polymer stretch, $\sqrt{\text{tr}(\Lambda(0)|_r=1)}$ is small compared with $L$. Figure 12 shows that the thin collapsed layer around the particle surface becomes thinner as $De$ is increased, while the intensity of collapse increases as discussed in section V C and evidenced by the increasingly negative fluid PIPS with $De$ in figure 18c. For moderate $De$, $De \lesssim 1$, the collapsed region is near the particle surface and the neighboring region around $45^\circ$ from the extensional axis ($L = 10$ plots of figure 11). In this $De$ regime, at $L \gtrsim 50$ the collapsed region extends downstream of the particle into a wake of unstretched polymers ($L = 50$ and 100 plots of figure 11). Therefore, increasing $L$ leads to a slightly more negative contribution from fluid PIPS in figure 18c (also in figure 18b for larger $De$). For larger $De$, $De \gtrsim 1.5$, the negative contribution mainly arises from the collapsed polymers near the particle (figure 12). Hence, a very small volume contributes to a very large change in the stresses for $De \gtrsim 1.5$.

As mentioned earlier, the interaction stresslet, $\hat{S}_{zz}^{1}$, follows the qualitative behavior of the undisturbed polymer stress. This can be observed by comparing subplots of figures 2 and plots (d)-(f) of figure 17 for each $De$ regime. We discussed two possible decompositions of the stresslet in section VI A. One is the usual decomposition into the stresslet (such as used by [14, 16]) arising from different sources of stress: $\hat{S}_{zz}^{1} = \hat{S}_{zz}^{\Pi} + \hat{S}_{zz}^{\tau}$. $\hat{S}_{zz}^{\Pi}$ is the stresslet arising from the polymeric stress and $\hat{S}_{zz}^{\tau}$ is from the $O(c)$ solvent stress on the particle’s
FIG. 19: Decomposition 1 of the interaction stresslet $\hat{S}_{zz}^{(1)}$ into the contribution due to the $O(c)$ perturbation in the solvent stress, $\hat{S}_{zz}^{1\tau}$ ((a) to (c)) and the polymeric stress, $\hat{S}_{zz}^{1\Pi}$ ((d) to (e)) for 6 different $L$ in $10 \leq L \leq 500$ for $De \leq 0.4$ ((a),(d)), $0.4 < De < 0.6$ ((b),(e)) and $De \geq 0.6$ ((c),(f)). For the latter two $De$ regimes the stresses are scaled with $L^2$. All figures share the legend shown in (a).

surface. This decomposition is shown in figure 19. In section VI A 1 (see equation (99) and figure (14)) we showed that the polymeric stresslet remains approximately constant at $4\pi$ at low to moderate. (This can also be observed from figures 19d and 19e). At larger $De$, the magnitude of the polymeric stresslet reduces and $\hat{S}_{zz}^{1\tau}$ (solvent stresslet) is the dominant component. Throughout the $De$ range shown, the solvent stresslet qualitatively explains the behavior of the total interaction stresslet (compare the subplots (a)-(c) of figure 19 with subplots (d)-(f) of figure 17 to see this qualitative similarity). In the $De > 0.6$ regime $\hat{S}_{zz}^{1\tau}$ fully captures $\hat{S}_{zz}^1$ as they are both equal to $16\pi/9(1 - 1/(2De)) = 4\pi/3\Pi_{zz}^{0U}/L^2$ (the reason for this scaling is indicated by equation 102). The magnitude of the $L^2$ scaled polymeric stresslet in the large $De$ regime is small because in this regime the polymers around the surface are almost collapsed relative to their undisturbed configuration. This is shown by the (blue) region of collapsed polymers around the particle surface in figures 11.
FIG. 20: Decomposition 2 of the interaction stresslet \( \hat{S}^{(1)}_{zz} \) into the contribution due to the undisturbed stresslet, \( \hat{S}^{\Pi 0U}_{zz} \) ((a) to (c)) and the volumetric stresslet, \( \hat{S}^{1,\text{volume}}_{zz} \) ((d) to (e)) for 6 different \( L \) in 10 \( \leq \) \( L \) \( \leq \) 500 for \( De \leq 0.4 \) ((a),(d)), \( 0.4 < De < 0.6 \) ((b),(e)) and \( De \geq 0.6 \) ((c),(f)). For the latter two \( De \) regimes the stresses are scaled with \( L^2 \). All figures share the legend shown in (a).

Understanding the variation of \( \hat{S}^{1\tau}_{zz} \) with \( De \) in plots (a)-(c) of figure 19 in terms of the behavior of polymers around or at the particle surface is not straightforward. This is because the polymer configuration and solvent stress \( \tau^{(1)} \) are indirectly coupled through the momentum equation. Since \( \hat{S}^{1\tau}_{zz} \) is dominated by \( \hat{S}^{1\tau}_{zz} \) at large \( De \), the first decomposition is not able to provide physical insight into the variation of the interaction stresslet.

Therefore, we turn to the second stresslet decomposition into the undisturbed (\( \hat{S}^{\Pi 0U}_{zz} \)) and volumetric (\( \hat{S}^{1,\text{volume}}_{zz} \)) stresslet shown in figure 20. The variation of the undisturbed stresslet, \( \hat{S}^{\Pi 0U}_{zz} \), with \( De \) explains the qualitative variation of the total interaction stresslet. This can be checked by comparing the subplots (a)-(c) of figure 20 with subplots (d)-(f) of figure 17. The undisturbed stresslet is the stresslet on a unit sphere in the far-field. It is directly proportional to the undisturbed polymer stress (\( \Pi^{(0U)}_{zz} \)) as also shown in equation (87). In the \( De \geq 0.6 \) regime \( \hat{S}^{\Pi 0U}_{zz} = 4\pi/3\Pi^{(0U)}_{zz} \) as also shown by a good match between numerical
and analytical estimate in figure 20c.

To understand why the undisturbed stresslet fully explains the interaction stresslet at large $De$ we describe why the volumetric stresslet ($\hat{S}_{zz}^{\text{volume}}$) is small. The integrand of the volumetric stresslet is proportional to the difference in polymer stress from its undisturbed value in the fluid region around the particle (equation (85)). The volumetric stresslet is positive in the $De \leq 0.4$ regime due to the wake of highly stretched polymers. However, its magnitude decreases with $De$ in figure 20c within the $De \leq 0.4$ regime due to the appearance of a (blue) region of collapsed polymers around the particle surface as $De$ is increased in figure 10. The collapse of polymers is relative to the far-field or undisturbed polymers. Therefore, the collapse becomes more intense near the undisturbed coil-stretch transition, $0.4 \leq De \leq 0.6$, as the highly stretched undisturbed polymers relax to a near equilibrium state in the low stretching (low velocity and its gradients) region around the particle surface. This is shown as the blue region in various plots of figure 11. The volumetric stresslet therefore undergoes a stretch-to-coil transition at $De \approx 0.5$ in figure 20c. In the $De \geq 0.6$ regime the volumetric stresslet in figure 20f is negative and increases in magnitude up to $De \approx 0.8$. This occurs because the region of collapsed polymers becomes more intense as $De$ is increased within these values (figure 11). Upon further increase in $De$ the region of collapsed polymers is concentrated closer to the particle surface (figures 11 and 12) and the volumetric stresslet starts becoming less negative in figure 20f. The volumetric stresslet becomes slightly positive for a small range of $De$ around 2 due to the small region of stretched polymers around the extensional axis (light red region in $De = 1.5$ and 3 plots of figure 12). At large $De$, the polymer stretch (figure 12) and hence the polymer stress is similar to the undisturbed values everywhere, except in a thin layer near the surface of the sphere, where the polymers collapse to a near equilibrium configuration (figure 12). Thus, the volumetric stresslet also vanishes at large $De$ in figure 20f and the undisturbed stresslet (figure 20c) fully captures the interaction stresslet (figure 17).

We found an expression for the variation of the undisturbed stresslet in the large $De$ regime in equation (98). Based on the above discussion of the components of the interaction stresslet, we can conclude that,

$$\hat{S}_{zz}^{(1)} \approx \hat{S}_{zz}^{\tau} \approx \hat{S}_{zz}^{\Pi_{0U}} = \frac{4\pi}{3} \hat{\Pi}_{zz}^{(0U)}, \quad De > 0.5.$$  

The analytical estimate, $\hat{S}_{zz}^{\Pi_{0U}} = 16\pi / 9(1 - 1/(2De))L^2$ from equation (98) fits well with the
numerical solutions, as shown in figures 17f, 19c and 20c. Additionally, we observe,
\[ \hat{\Pi}_{zz}^{PP} \approx -10.35 \left( 1 - \frac{1}{2De} \right) L^2 = -7.76 \hat{\Pi}_{zz}^{(0U)}, \quad De \gtrsim 0.6, \]  
(103)
as shown in figures 17c. Combining the expressions of equations (102) and (103) we find the particles' contribution to extensional viscosity, from equation (96), in the large De regime to be
\[ \mu_{\text{part}} = (2.5 - 0.85 \mu_{\text{poly}}) \phi, \quad De \gtrsim 0.6 \]  
(104)
where \( \mu_{\text{poly}} \) is the extensional viscosity due to polymers and is given in equation (95).

From figure 2c or equation (20), if \( L \sim \mathcal{O}(100), \hat{\Pi}_{zz}^{(0U)} \sim \mathcal{O}(10^4) \) in the large De regime. Therefore, \( 2.5 - 0.85 \mu_{\text{poly}} \) can become negative even at \( c \sim \mathcal{O}(10^{-4}) \). For a polymer with \( L = 100 \), a polymer concentration as small as 0.0009 for \( De = 1 \) and 0.0006 for \( De = 2 \) allows the net extensional viscosity due to the particles, \( \mu_{\text{part}} \), to be negative. Hence, adding particles to a low c polymeric fluid reduces its extensional viscosity for \( De \gtrsim 0.6 \), or in other words allows it to be stretched more easily if either the relaxation time of the polymers or the imposed extension rate is large. Within this regime, the reduction in the extensional viscosity increases with \( c, De \) and \( \phi \). Therefore, for a high throughput industrial process involving a large extension rate of a low c polymeric fluid, such as fiber spinning or extrusion molding, adding a small concentration of spherical particles can be beneficial in reducing the operating cost as the stress required to be overcome can be reduced.

VII. CONCLUSION

Our aim in this study has been to find the first effects of particle-polymer interactions on the extensional rheology of a dilute suspension of spheres in a dilute polymer solution. We find that when the polymer relaxation time and the imposed extension rate are small, the interaction leads to an increase in the extensional viscosity as compared to particle-free polymeric fluid. Interestingly, the particle-polymer interaction lowers the extensional viscosity of the suspension if the product of the polymer relaxation time and the imposed extension rate is large.

We characterize the \( \mathcal{O}(c) \) (polymer concentration) behavior of the interaction between a spherical particle and a dilute polymer solution in a Newtonian solvent, in an imposed extensional flow. The FENE-P constitutive equation is used to model the polymer stress, as it
captures the qualitative trends observed in rheology experiments of particle-free viscoelastic fluids [11]. In the small $c$ limit, the leading order polymer configuration is driven by the Newtonian velocity field around the sphere, and the divergence of the polymer configuration induces an $O(c)$ perturbation to the fluid velocity and pressure. The leading order polymer configuration around a sphere in an extensional flow is evaluated using the method of characteristics from the analytically known Newtonian velocity field around a sphere, thus making the method semi-analytical. This method was first demonstrated on the flow around a sphere in a simple shear flow of an Oldroyd-B fluid by Koch et al. [16]. In a dilute particle suspension particle-particle interactions are negligible and the $O(\phi)$ (particle volume fraction) stress due to particle-polymer interactions within the suspension is that between an isolated particle and polymers in an infinite expanse of polymeric fluid. Therefore, using ensemble averaging [14, 16], we use the polymeric field around an isolated particle in an infinite expanse of fluid to calculate these stresses.

The particle-polymer interaction stress consists of the particle-induced polymer stress (PIPS) and the stresslet. The stresslet is the stress due to surface traction on the particles and PIPS is the extra fluid stress due to the disturbance in polymer configuration by the presence of particles. Therefore, particle-polymer interaction is a two-way interaction. The stresslet is the symmetric part of the first moment of the force on the particle surface [43] and in a polymeric fluid has previously [16] been decomposed into the stresslet due to the polymer and the solvent stress at the particle surface. At $O(c)$, the latter is also created by the polymer, albeit indirectly. Using a generalized reciprocal theorem and the divergence theorem, Koch et al. [16] provide a mathematical framework to obtain the $O(c)$ solvent stresslet directly from the leading order polymer configuration. Further analysis of that derivation allows us to propose another decomposition, interpretable in terms of just the polymer stress around the particle. According to this, the total stresslet is a sum of the stresslet on a fluid volume equivalent to the particle in the far-field, and a volumetric contribution due to the extra polymer stress in the presence of the particle. The first part of this decomposition is analytically evaluated from the undisturbed (particle-free) polymer stress.

Previously in [24, 25] the stress equivalent to PIPS has been approximated as a volume average of the polymer stress instead of an ensemble average. Ensemble averaging is the suitable method because in an experiment, the stress in a homogeneous particle suspension is
an average over the ensemble of all possible particle configurations. Mathematically, volume averaging leads to divergent integrals as shown by Koch et al. [16] for an Oldroyd-B fluid and in this paper for the FENE-P model. The polymer stress contribution that leads to divergent integrals scales as $1/r^3$ at large distances, $r$, from the particle. This contribution is part of the linear perturbation to the polymer stress due to fluid velocity perturbations caused by the particle. The governing equation for this linear polymer configuration is obtained by linearizing the relevant polymer constitutive equation about the undisturbed values for fluid velocity and polymer configuration (section VIA). It is shown in section VIA (also [16]) that although its slow decay leads to a divergent integral in volume averaging, the ensemble average of this linear polymer stress is zero. Therefore, to obtain convergent integrals and evaluate PIPS from the calculation of the polymer stress field around a single particle, the linear polymer stress is removed from the total polymer stress before the ensemble average is approximated in terms of a volume integral around an isolated particle by invoking the diluteness of particle concentration in the suspension.

In the absence of the particles, polymers undergo a coil-stretch transition at a Deborah number of $De = 0.5$, above which the polymers stretch close to their maximum extensibility, $L$. The polymer stress for $De < 0.5$ is independent of $L$, and for $De > 0.5$ it scales as $L^2$ (figure 2). We find the contribution from the particle-polymer interaction to respect the same scalings for $L \gtrsim 50$ (figures 16a, 16b and 16c).

At small $De$ ($De \lesssim 0.52$), the particle-polymer interaction is positive and increases with $De$ (figures 16a and 16b). Contributions from both the stresslet (figure 17d) and the PIPS (figure 17a) are positive and significant. As $De$ is increased beyond this, the major stresslet contributions remain positive and keep increasing with $De$ (figures 17e and 17f).

At large $De$ (figure 19c and 19f), the total stresslet is almost entirely from the solvent stress at the particle surface in terms of the original decomposition [16], or from the stresslet on a fluid element equivalent to the particle in the far-field in terms of the new decomposition as the volumetric contribution of the extra stress vanishes (figures 20c and 20f). The increase in the stresslet when viewed through the second decomposition is explained by the increase in the undisturbed polymer stress with $De$ (figure 2).

However, the PIPS becomes increasingly negative with increasing $De$, after $De \gtrsim 0.5$ (figures 17b and 17c), and it has the dominant impact on the suspension rheology at large
De. For $L \gtrsim 50$, the overall particle-polymer interaction stress goes to zero at $De \approx 0.55$ and becomes increasingly negative as $De$ is increased above this value (figure 16b). At smaller $L$, the cross-over from positive to negative particle-polymer interaction stress occurs at a larger value of the Deborah number. The extensional viscosity is half of the constant of proportionality between the deviatoric stress and the applied rate of strain tensor (equation (93)). While at small $De$ adding particles leads to an increase in the extensional viscosity of the suspension due to their interaction with the polymers, at large $De$ particles and polymer interact to reduce the suspension’s extensional viscosity. This is likely to have a large impact on the industrial processes mentioned in section I and suggests the possibility of designing a fluid suspension with a desired range of extensional viscosities for a particular application.

The increasing value of the PIPS with $De$ at small $De$ is due to the wake of extra stretched polymers along the extensional axis of the individual particles that becomes intensified as the $De$ increases (figure 10). This occurs because the high extension rate regions due to the presence of particles stretch the undisturbed polymers near the particle surface. The polymers remain stretched in the wake downstream of the particle due to their finite relaxation time. For $De > 0.5$, the undisturbed polymer stress is large, but the polymers contract in a region around the particle. This region is in the form of a wake of unstretched polymers and also covers the particle surface for moderate $De$, $0.5 \lesssim De \lesssim 1.25$ (figure 11). Highly stretched undisturbed polymers beyond the coil-stretch transition collapse due to small velocity gradients in the low speed region around the incoming stagnation line on the particle. The polymers are then stretched as they convect downstream and ultimately recover to their large undisturbed stretch values. A deficit of polymer stress occurs in this recovery region. For even larger $De$, $De \gtrsim 1.5$, the large negative contribution to the particle-induced polymer stress arises only from a very thin region of collapsed polymers near the particle surface (figure 12). The thickness of this region reduces with $De$ as the recovery is faster at larger extension rate ($De$). Using tools from non-linear dynamics, in section IV B, to analyze kinematics of the velocity field we describe, in section V C, the qualitative analogy between the effect of a sphere in changing the steady-state polymer stretch and changing the transient stretch of a line of dye released in the flow, a finite time ago. Through this analogy, it is found that polymers with larger maximum extensibility have conformations resulting from longer Lagrangian stretching histories.
Anna and McKinley [11] showed that the FENE-P equations qualitatively capture the transient behavior of viscoelastic fluids with dilute polymer concentration (without particles) observed experimentally. The fluid in their experiments was pre-sheared orthogonal or parallel to the extensional axis of the subsequent uniaxial extensional flow. During the extensional flow of particle-filled polymeric fluids, a polymer molecule traveling around the particle experiences simple shear close the particle, followed by extension along the extensional axis. Thus, we expect our results to qualitatively match the extensional rheology experiments of dilute suspension of spherical particles in viscoelastic fluids with small polymer concentration.

Currently, there are no published experimental studies of the steady state extensional rheology of dilute particle suspension in dilute polymeric fluids with which we can systematically and quantitatively compare our theoretical and numerical predictions. There are, however, some preliminary results on transient rheology available from experiments described in ref. [45–49] conducted using a filament stretching extensional rheometer [38]. These experiments involved a polymeric fluid constituting of 0.025 wt% of narrow polydispersity high molecular weight polystyrene (polymer) in oligomeric styrene oil (Newtonian solvent), yielding a Boger fluid [50]. From the experimentally measured ratio of the polymer contribution to the zero-shear-rate viscosity to the solvent viscosity, the polymer concentration is 0.09. Thus, we can qualitatively apply our low c theory. In the experiments performed at large $De$ from about 5 to 15, adding 3.5% volume fraction of 6µm diameter poly(methyl methacrylate) spherical particles leads to a reduction in extensional viscosity at large times. However, steady state is not achieved in any of the experiments and hence further experiments are required to fully confirm our findings. Nevertheless, this is in qualitative alignment with our large $De$ steady-state predictions.

As outlined in section the FENE-P model over-predicts the polymer stretch during the transient phase of a uniaxial extensional flow when compared with Brownian simulations of the un-averaged FENE model. Furthermore, by comparing Brownian simulations of a polymer molecule modelled as a freely jointed chain of beads and rods with Brownian simulations of a FENE dumbbell, Doyle et al. [51] found that the two models predict similar transient behavior during the coil-stretch transition in a steady extensional flow. However, when the FENE dumbbell or the bead and rod chain is fully extended after the coil-stretch
transition, the FENE model predicts a higher extensional viscosity. Since the FENE model captures only the Brownian stress and the bead-rod chain experiences both viscous and Brownian stresses \[51\] the discrepancy between the two models beyond the coil-stretch transition could be due to the limiting of the chain’s stretch by the viscous stress. Neither the un-averaged FENE, the bead and rod, nor the FENE-P model yields precise quantitative predictions. The qualitative features of our findings (made using the FENE-P model) hinge around the coil-stretch transition of polymers and hence we expect our findings to match those from future experiments at least qualitatively. The experimental evidence suggests that the FENE-P model strain hardens slower, due to modeling of the polymer as a single spring instead of multiple modes in the more realistic scenario \[35\]. Slower strain hardening indicates slower transient stretching of the FENE-P polymer as compared to experiments. Ignoring the effect of viscous stresses on the limiting of the polymer stretch, the absence of viscous stresses in FENE-P polymers implies a smaller polymeric stress for a given polymer configuration in the FENE-P polymers than in experiments.

Based on the preceding discussion of the relationship between FENE-P predictions and experimental or more complete physical modelling of polymers in transient extensional flow, we can anticipate a number of ways in which future experiments that probe the steady extensional rheology of particle-filled dilute polymer solutions may differ from the present predictions. Compared to our findings, we expect polymers in an experiment to stretch along a streamline faster and have a larger stress for a given configuration/polymer stretch. Therefore, we hypothesize that the wake of highly stretched polymers in the low \(De \lesssim 0.52\) regime will be more intense. This would cause the positive particle-polymer interaction contribution at these \(De\) to be larger in the future experiments. In the large \(De \gtrsim 0.55\) regime, we expect the region of collapsed polymers around the particle to be thinner as the polymers in the experiments may stretch faster to recover the stretch deficit relative to the undisturbed state. However, due to the larger stress for a given polymer stretch we expect the undisturbed stress in the experiments at large \(De\) to be larger. Thus making the stress deficit due to the presence of particles more intense in the collapsed region. Therefore, if the viscous stress of the polymer in an experiment is negligible, the negative particle-polymer interaction stress at large \(De \gtrsim 0.55\) would be of a smaller magnitude, due to a thinner collapsed region, than we report here. However, if the rate of polymer stretch in the
experiments is comparable to the FENE-P model but the viscous stresses in the polymer are significant we expect the experimental interaction stress at large $De$ to be even more negative.

Although the present study considered a dilute suspension in which particle-particle interactions were neglected, it is of interest to speculate as to the possible importance of particle interactions. It is useful to note that for both extensional flow and simple shear flow, which was studied by Koch et al. [16], both the PIPS and the interaction stresslet contribute to the stress at small $De$ while the PIPS is the dominant form of the interaction stress at large $De$. It is reasonable to expect particle-particle interaction to influence the wake of highly stretched polymers in the low $De$ regime thereby modifying the particle-polymer interaction stress. However, the particle’s influence on the polymer stretch is confined to a small region near the particle in the large $De$ regime, so that particle interactions may not influence the PIPS and the polymer-particle interaction stress at moderate particle volume fractions. A similar hypothesis was made and subsequently justified by Jain & Shaqfeh [52] for shear rheology of a suspension of spheres in a viscoelastic fluid by comparing numerical results from immersed boundary simulations with multiple particles with the isolated particle simulations. They observed that particle-particle interaction only affects the per-particle interaction stresslet and not the per-particle PIPS, which, as observed by Jain & Shaqfeh [52] and also Koch et al. [16] is the dominant component of the interaction stress in shear rheology at large $De$.

A possible extension of this work is to consider a temporally evolving flow such as startup uniaxial extensional flow (similar to [20], but over a wider parameter regime to obtain analytical rheological expressions such as equation (98) and (103)). It would also be of interest to consider more complex time-varying flows such as a period of simple shear followed by uniaxial extension (similar to [11], but with particles). This will allow a more faithful modeling of scenarios in hydraulic fracturing or extrusion molding, where the particle-filled viscoelastic fluid undergoes a series of linear flows for a finite time. Also, replacing the spherical particles with ellipsoids could lead to interesting results. In a uniaxial extensional flow, a prolate ellipsoid aligns its major axis with the extensional direction [53]. This could have implications for the thickness and extent of the region of stretched or unstretched polymers in the fluid surrounding the particles, and hence the rheology of the suspension. Taking the
limit of highly eccentric prolate ellipsoids, suspensions of fibers can be studied and slender body theory \cite{54} is likely to be a useful technique to obtain analytical insights. Recent experiments \cite{55} provide a source of validation for such a study. This direction of work may allow extensional rheology of a suspension in a viscoelastic fluid to be tuned by changing the particle shape, which is an attractive proposition for many applications.

**ACKNOWLEDGEMENT**

This work was supported by NSF grants 1803156 and 2206851.

\[1\] Deng Z, Xu S, Li S. Understanding a relaxation behavior in a nanoparticle suspension for drug delivery applications. International journal of pharmaceutics. 2008;351(1-2):236–243.

\[2\] Breitenbach J. Melt extrusion: from process to drug delivery technology. European journal of pharmaceutics and biopharmaceutics. 2002;54(2):107–117.

\[3\] Huang ZM, Zhang YZ, Kotaki M, Ramakrishna S. A review on polymer nanofibers by electrospinning and their applications in nanocomposites. Composites science and technology. 2003;63(15):2223–2253.

\[4\] Nakajima T, Kajiwara K, McIntyre JE. Advanced fiber spinning technology. Woodhead Publishing; 1994.

\[5\] Barbati AC, Desroches J, Robisson A, McKinley GH. Complex fluids and hydraulic fracturing. Annual review of chemical and biomolecular engineering. 2016;7:415–453.

\[6\] Ewoldt RH, Saengow C. Designing complex fluids. Annual Review of Fluid Mechanics. 2022;54.

\[7\] Shaqfeh ES. On the rheology of particle suspensions in viscoelastic fluids. AIChE Journal. 2019;65(5).

\[8\] Bird RB, Giacomin AJ. Polymer fluid dynamics: Continuum and molecular approaches. Annual review of chemical and biomolecular engineering. 2016;7:479–507.

\[9\] De Gennes P. Coil-stretch transition of dilute flexible polymers under ultrahigh velocity gradients. The Journal of Chemical Physics. 1974;60(12):5030–5042.
[10] Perkins TT, Smith DE, Chu S. Single polymer dynamics in an elongational flow. Science. 1997;276(5321):2016–2021.

[11] Anna SL, McKinley GH. Effect of a controlled pre-deformation history on extensional viscosity of dilute polymer solutions. Rheologica acta. 2008;47(8):841–859.

[12] Scirocco R, Vermant J, Mewis J. Shear thickening in filled Boger fluids. Journal of rheology. 2005;49(2):551–567.

[13] Dai SC, Qi F, Tanner RI. Viscometric functions of concentrated non-colloidal suspensions of spheres in a viscoelastic matrix. Journal of Rheology. 2014;58(1):183–198.

[14] Koch DL, Subramanian G. The stress in a dilute suspension of spheres suspended in a second-order fluid subject to a linear velocity field. Journal of non-newtonian fluid mechanics. 2006;138(2-3):87–97.

[15] Koch DL, Subramanian G. Corrigendum to “The stress in a dilute suspension of spheres suspended in a second-order fluid subject to a linear velocity field” [J. Non-Newton. Fluid Mech. 138 (2006) 87–97]. Journal of Non-Newtonian Fluid Mechanics. 2008;153(2):202.

[16] Koch DL, Lee EF, Mustafa I. Stress in a dilute suspension of spheres in a dilute polymer solution subject to simple shear flow at finite Deborah numbers. Physical Review Fluids. 2016;1(1):013301.

[17] Yang M, Krishnan S, Shaqfeh ES. Numerical simulations of the rheology of suspensions of rigid spheres at low volume fraction in a viscoelastic fluid under shear. Journal of Non-Newtonian Fluid Mechanics. 2016;233:181–197.

[18] Yang M, Shaqfeh ES. Mechanism of shear thickening in suspensions of rigid spheres in Boger fluids. Part I: Dilute suspensions. Journal of Rheology. 2018;62(6):1363–1377.

[19] Einarsson J, Yang M, Shaqfeh ES. Einstein viscosity with fluid elasticity. Physical Review Fluids. 2018;3(1):013301.

[20] Jain A, Einarsson J, Shaqfeh ES. Extensional rheology of a dilute particle-laden viscoelastic solution. Physical Review Fluids. 2019;4(9):091301.

[21] Hinch E. An averaged-equation approach to particle interactions in a fluid suspension. Journal of Fluid Mechanics. 1977;83(4):695–720.

[22] Kim S, Karrila SJ. Microhydrodynamics: principles and selected applications. Courier Corporation; 2013.
[23] Rallison J. The stress in a dilute suspension of liquid spheres in a second-order fluid. Journal of Fluid Mechanics. 2012;693:500–507.
[24] Greco F, D’Avino G, Maffettone P. Rheology of a dilute suspension of rigid spheres in a second order fluid. Journal of Non-Newtonian Fluid Mechanics. 2007;147(1-2):1–10.
[25] Housiadas KD, Tanner RI. On the rheology of a dilute suspension of rigid spheres in a weakly viscoelastic matrix fluid. Journal of Non-Newtonian Fluid Mechanics. 2009;162(1-3):88–92.
[26] Fattal R, Kupferman R. Constitutive laws for the matrix-logarithm of the conformation tensor. Journal of Non-Newtonian Fluid Mechanics. 2004;123(2-3):281–285.
[27] Hinch E. Mechanical models of dilute polymer solutions in strong flows. The Physics of Fluids. 1977;20(10):S22–S30.
[28] Chai M, Yeow Y. Modelling of Boger fluid jets using the Oldroyd-B equation-a comparison of experimental and numerical results. Journal of Non-Newtonian Fluid Mechanics. 1988;29:433–442.
[29] Rallison J, Hinch E. Do we understand the physics in the constitutive equation? Journal of Non-Newtonian Fluid Mechanics. 1988;29:37–55.
[30] Peterlin A. Non-Newtonian viscosity and the macromolecule. Adv Macromol Chem. 1968;1:225.
[31] Keunings R. On the Peterlin approximation for finitely extensible dumbbells. Journal of non-newtonian fluid mechanics. 1997;68(1):85–100.
[32] Herrchen M, Öttinger HC. A detailed comparison of various FENE dumbbell models. Journal of Non-Newtonian Fluid Mechanics. 1997;68(1):17–42.
[33] Van Heel A, Hulsen M, Van den Brule B. On the selection of parameters in the FENE-P model. Journal of non-newtonian fluid mechanics. 1998;75(2-3):253–271.
[34] Lielens G, Keunings R, Legat V. The FENE-L and FENE-LS closure approximations to the kinetic theory of finitely extensible dumbbells. Journal of non-newtonian fluid mechanics. 1999;87(2-3):179–196.
[35] Anna SL, McKinley GH, Nguyen DA, Sridhar T, Muller SJ, Huang J, et al. An interlaboratory comparison of measurements from filament-stretching rheometers using common test fluids. Journal of Rheology. 2000;45(1):83.
[36] Becherer P, Morozov AN, van Saarloos W. Scaling of singular structures in extensional flow of dilute polymer solutions. Journal of Non-Newtonian Fluid Mechanics. 2008;153(2-3):183–190.

[37] Renardy M. A comment on smoothness of viscoelastic stresses. Journal of non-newtonian fluid mechanics. 2006;138(2-3):204–205.

[38] McKinley GH, Sridhar T. Filament-stretching rheometry of complex fluids. Annual Review of Fluid Mechanics. 2002;34(1):375–415.

[39] Smith DE, Chu S. Response of flexible polymers to a sudden elongational flow. Science. 1998;281(5381):1335–1340.

[40] Chong MS, Perry AE, Cantwell BJ. A general classification of three-dimensional flow fields. Physics of Fluids A: Fluid Dynamics. 1990;2(5):765–777.

[41] Haller G. Lagrangian coherent structures. Annual Review of Fluid Mechanics. 2015;47:137–162.

[42] Chilcott M, Rallison JM. Creeping flow of dilute polymer solutions past cylinders and spheres. Journal of Non-Newtonian Fluid Mechanics. 1988;29:381–432.

[43] Batchelor G. The stress system in a suspension of force-free particles. Journal of fluid mechanics. 1970;41(3):545–570.

[44] Einstein A. Eine neue Bestimmung der Moleküldimensionen. Annalen der Physik. 1906;324(2):289–306.

[45] McKinley GH, Haward S, Jaishankar A, Soulages J. SHERE: Shear History Extensional Rheology Experiment Final Report. NASA; 2011.

[46] Soulages JM, McKinley GH, Hall NR, Magee KS, Chamitoff GE, Fincke EM. Extensional Properties of a Dilute Polymer Solution Following Preshear in Microgravity. In: Earth and Space 2010: Engineering, Science, Construction, and Operations in Challenging Environments; 2010. p. 2199–2206.

[47] Hall N, McKinley G, Erni P, Soulages J, Magee K. Preliminary findings from the SHERE ISS experiment. In: 47th AIAA Aerospace Sciences Meeting including The New Horizons Forum and Aerospace Exposition; 2009. p. 618.

[48] McKinley GH, Jaishankar A. SHERE II: Shear History Extensional Rheology Experiment II. NASA; 2013.
[49] Jaishankar A, Haward S, Hall NR, Magee K, McKinley G. Shear History Extensional Rheology Experiment II (SHERE II) Microgravity Rheology with Non-Newtonian Polymeric Fluids. 2012;.

[50] Rothstein JP, McKinley GH. Extensional flow of a polystyrene Boger fluid through a 4: 1: 4 axisymmetric contraction/expansion. Journal of non-newtonian fluid mechanics. 1999;86(1-2):61–88.

[51] Doyle PS, Shaqfeh ES, Gast AP. Dynamic simulation of freely draining flexible polymers in steady linear flows. Journal of Fluid Mechanics. 1997;334:251–291.

[52] Jain A, Shaqfeh ES. Transient and steady shear rheology of particle-laden viscoelastic suspensions. Journal of Rheology. 2021;65(6):1269–1295.

[53] Leal L. Particle motions in a viscous fluid. Annual Review of Fluid Mechanics. 1980;12(1):435–476.

[54] Batchelor G. Slender-body theory for particles of arbitrary cross-section in Stokes flow. Journal of Fluid Mechanics. 1970;44(3):419–440.

[55] Han H, Kim C. Extensional behavior of rod suspension in dilute polymer solution. Korea-Australia Rheology Journal. 2015;27(3):197–206.