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Abstract—This paper proposes a specification-guided framework for control of nonlinear systems with linear temporal logic (LTL) specifications. In contrast with well-known abstraction-based methods, the proposed framework directly characterizes the winning set, i.e., the set of initial conditions from which a given LTL formula can be realized, over the continuous state space of the system via a monotonic operator. Following this characterization, an algorithm is proposed to practically approximate the operator via an adaptive interval subdivision scheme, which yields a finite-memory control strategy. We show that the proposed algorithm is sound for full LTL specifications, and robustly complete for specifications recognizable by deterministic Büchi automata (DBA), the latter in the sense that control strategies can be found whenever the given specification can be satisfied with additional bounded disturbances. Without having to compute and store the abstraction and the resulting product system with the DBA, the proposed method is more memory efficient, which is demonstrated by complexity analysis and performance tests. A pre-processing stage is also devised to reduce computational cost via a decomposition of the specification. We show that the proposed method can effectively solve real-world control problems such as jet engine compressor control and motion planning for manipulators and mobile robots.
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I. INTRODUCTION

T

HE use of formal methods in control synthesis automates the procedure of control system design and yields provably correct control strategies [1]. Another benefit is that complex specifications involving discrete logic can be handled, while conventional methods are usually designed for simple control objectives such as stabilization. Such specifications can be described by linear temporal logic (LTL) and are commonly used in motion planning for enforcing reactive missions, task coverage and sequencing [2], [3].

Current solutions to a general LTL control synthesis problem are mostly based on discrete abstractions of the original continuous-state system. Algorithms for solving two-player games [4] are then applied to the product system of the abstraction and the deterministic automaton translated from the LTL specification [1]. For the most part of this paper, we restrict our scope to the LTL formulas that can be translated into deterministic Büchi automata (DBA). Many of the specifications in motion planning problems can be expressed by DBA and the fragment of LTL called co-safe LTL (scLTL), which is often used for system safety verification [5], is also included. Control synthesis is said to be sound and complete if it accurately determines the winning set, i.e., the set of states from which the control specification can be satisfied. Soundness and completeness can be achieved at the abstraction level, but the gap between the continuous-state systems and their finite abstractions leaves the question open: can LTL/DBA control synthesis be sound and complete under general nonlinear dynamics?

To bridge the gap, efforts have been made on proposing various system relations [6]. Without stability assumptions, we can construct sound finite abstractions by over-approximating (and hence is conservative) the dynamics [7]–[9], but they are still nonequivalent to the original dynamical systems. A sound and approximately complete abstraction [10] may contain an exceptionally large number of states and transitions, because finite abstractions are often obtained by uniformly discretizing the system state space according to the global Lipschitz constant. While controller synthesis can be conducted offline, the prohibitive size of the abstraction will render the synthesized controller impractical due to the significant memory cost for implementing it. This raises another practical question: can we exploit the structure of the specification to provide a more memory efficient framework for control synthesis?

Motivated by these questions, this paper proposes a specification-guided framework for temporal logic control of nonlinear systems. In contrast with commonly used abstraction-based methods, where abstraction and synthesis are independent of each other, the current paper characterizes the winning set w.r.t. a given specification directly over the continuous state space of the original system. The Büchi automata (BA) translation of the LTL specification is used to guide an adaptive partition scheme during control synthesis. The key to integrating discrete automaton states and the continuous-state space is a monotonic fixed-point operator, which can be practically approximated via the tool of interval analysis [11] and an adaptive subdivision scheme. Hence, we are able to provide a practical control synthesis algorithm that terminates in finite time and guarantees a notion of completeness. While fixed-point algorithms for directly solving Büchi games are well known [12], [13] and the earlier work [14] investigated semi-algorithms for solving ω-regular games on infinite-state spaces, to the best knowledge of the authors, there are currently no efficient implementations of such algorithms for direct synthesis of controllers for continuous-state nonlinear systems. Earlier works [15], [16] also use specification-guided
ideas to solve LTL control problems. Our work is different from theirs in that [15] only considers sound solutions and relies on solving underlying set-to-set constrained reachability problems by other means, and the method in [16] is restricted to linear or piecewise affine systems. None of [15], [16] discussed theoretical guarantees of finding controllers. In this paper, we not only provide an effective implementation of a specification-guided control synthesis framework for general nonlinear systems that directly connects the low-level dynamics with high-level specifications, but also prove theoretical guarantees of completeness as detailed below.

B. Main contributions

1) Theoretical contributions: While sound and complete LTL control synthesis algorithms exist for (non-deterministic) finite transition systems (see [1], [17]), whether or not LTL (including DBA) control synthesis can be complete for continuous-state dynamical systems is still an open question. As a main technical contribution, we prove in Theorem 1 that DBA control synthesis for continuous-state systems is robustly complete in the sense that control strategies can be found whenever the given specification can be satisfied with additional bounded disturbances. Furthermore, we show that the proposed DBA control synthesis algorithm can also be used to generate sound solutions to full LTL control synthesis problems. Invariance is one of the simplest LTL formulas that can be translated to DBA, and the corresponding robustly complete control synthesis algorithm has been presented in [18]. In [19], a robustly complete algorithm is proposed for the reach-and-stay specification ($\Diamond \Box B$), which is a simple LTL formula that cannot be translated into DBA. The current work provides a general framework for DBA control synthesis problems with theoretical guarantees.

2) Practical contributions: We show that the specification-guided framework based on an adaptive partition of the state space is more memory-efficient than abstraction-based methods. In some benchmarking instances, this implementation leads to a 300-fold reduction in memory consumption for synthesis. This is because the proposed method does not pre-compute and store all the transitions of both the abstraction and the product system of the abstraction and the DBA. Having low memory consumption makes it possible to perform DBA control synthesis on a personal computer with limited random access memory (RAM), while the abstraction-based approach can still fail on nodes of high performance computing (HPC) clusters with significant memory capacity. To compare and analyze time and memory performances of the proposed method and abstraction-based methods, we present case studies on Moore-Greitzer engine control, motion planning of manipulators and mobile robots with different specifications, in which different partition precisions are required. Experiments show that the proposed method has an overall better performance than abstraction-based methods when high partition precision is required. It provides a useful alternative to abstraction-based synthesis when low memory consumption is critical for synthesis and implementation of controllers.

3) Heuristic contributions: Computational complexity is a major concern in general LTL control synthesis. While the restriction to DBA specifications can significantly reduce the complexity, a promising finite abstraction of nonlinear dynamics is usually huge in size, and control synthesis on a product system would still be intractable because the number of states is the multiplication of the sizes of both the abstraction and the DBA. In [20], the authors investigated how to incrementally take product between an abstraction and multiple DBAs. While this can potentially reduce the overall product system size, it does not directly provide a reduction in the size of the specification. There are other approaches that focus on system decomposition [21], hierarchical abstractions [22] and parallel computation [23], but not at the specification level. Motivated by this, we pre-process the DBA before applying the proposed control synthesis algorithm. The DBA states that belong to the same strongly connected component (SCC) are treated as a single node. The SCCs of DBA can be computed in linear time w.r.t. the size of the DBA by algorithms such as Tarjan’s algorithms [24]. States of the DBA are then grouped together to produce a higher-level directed acyclic graph (DAG), in which the nodes present a topological sort. Control synthesis performed in the order of the topological sort reduces the polynomial complexity to linear to avoid unnecessary iterations. Such a process is cost-effective since the size of the DBA is small and a little improvement can result in higher efficiency in control synthesis that involves nonlinear dynamics.

C. Organization and notation

The rest of the paper is organized as follows. Section II formulates the control synthesis problem. Section III provides a characterization of winning sets for DBA specifications. Section IV outlines the synthesis procedure and proves theoretical guarantees of soundness and completeness. Section V discusses heuristics for pre-processing DBA translations for controller synthesis. Section VI presents a number of benchmark examples that demonstrate the performance of the proposed framework. The paper is concluded in Section VII.

Notation: Let $\mathbb{N}$, $\mathbb{Z}$, $\mathbb{Z}^n$, $\mathbb{R}$, and $\mathbb{R}^n$ denote the set of non-negative integers, positive integers, $m$-dimensional integer vectors, real numbers and $n$-dimensional real vectors, respectively; for any set $S$, we denote by $|S|$ the cardinality of $S$, $S^+$ and $S^e$ the set of all finite and infinite sequences taking values in $S$, respectively; let $\|\cdot\|$ be the infinity norm in $\mathbb{R}^n$ and $B_{\epsilon}(x) := \{ y \in \mathbb{R}^n | \| y - x \| \leq \epsilon, x \in \mathbb{R}^n \}$; given two sets $A, B \subseteq \mathbb{R}^n$, $B \setminus A := \{ x \in B | x \notin A \}$; the Pontryagin difference is defined as $A \ominus B := \{ c \in \mathbb{R}^n | c + b \in A, \forall b \in B \}$; for a vector $V$ of size $|V|$, the $i$th element of $V$ is $V[i]$ ($i \in \{1, \ldots, |V|\}$).

II. Problem Formulation

A. Linear temporal logic

Linear temporal logic (LTL) is a formalism defined over a set of atomic propositions (AP), which are true or false statements. LTL consists of propositional logic operators, e.g., true ($\top$), false ($\bot$), negation ($\neg$), disjunction ($\lor$), conjunction
(\land), and temporal operators, e.g., next (\Diamond), until (\ast). Based on these basic operators, eventually \( \Diamond = \ast \ast \) and always \( \Box = \neg \Diamond \neg \) are frequently used in various scenarios. The semantics of LTL is defined on infinite words over the alphabet \( 2^{\text{AP}} \), which are infinite sequences of propositions. We refer the reader to [25, Chapter 5] for a complete description of the syntax and semantics of LTL.

B. Büchi automata

Definition 1 ([29]): A Büchi automaton (BA) is a tuple \( A = (Q, \Sigma, r, q_0, F) \), where \( Q \) is a finite set of states, \( \Sigma \) is a finite alphabet, \( r : Q \times \Sigma \rightarrow 2^Q \) is the state transition function, \( q_0 \) is the initial state, and \( F \subseteq Q \) is a set of accepting states.

A run of \( A \) is an infinite sequence of states in \( Q \) under an input word, denoted by \( q \equiv \{v_i\}_{i=0}^{\infty} \) where \( v_i \in Q \) for all \( i \).

\( q \) is successful for \( A \) if and only if \( q \) visits at least one of the states in \( F \) infinitely many times, i.e., \( \text{Inf}(q) \cap F \neq \emptyset \), where \( \text{Inf}(q) = \{v \in Q \mid \exists i \geq 0, v = q_i \} \) represents the set of states occurring infinitely many times during the run \( q \). The corresponding input word \( w = \{v_i\}_{i=0}^{\infty} \in \Sigma^\omega \) is accepted by \( A \). If \( r(q, \sigma) \) is a singleton or an empty set for all \( q \in Q \) and \( \sigma \in \Sigma \), then \( A \) is deterministic (\( A \) is called a DBA); otherwise \( A \) is non-deterministic (\( A \) is called an NBA).

An automaton \( A = (Q, \Sigma, r, q_0, F) \) can be presented as a directed graph \( G = (V, E) \), where \( V = Q \) is a set of nodes and \( E \) is a set of directed edges. We further define the set of outgoing edges \( \text{Out}(v) = \{\sigma \in \Sigma \mid r(v, \sigma) \neq \emptyset\} \).

Every LTL formula \( \phi \) built on a set of atomic propositions \( \text{AP} \) has an equivalent Büchi automaton (NBA), which accepts the words specified by \( \phi \). For the most part of this paper, we focus on the ones that can be translated to DBA and denote by \( A_\phi = (Q, \Sigma, r, q_0, F) \) an equivalent DBA of an LTL formula \( \phi \), where \( \Sigma = 2^{\text{AP}} \) is the input alphabet. Such LTL formulas are said to be DBA-recognizable.

An input symbol \( \sigma \in \Sigma \) is usually represented by a propositional formula over the set \( \text{AP} \) of atomic propositions for \( \phi \). Without loss of generality, we assume that \( A_\phi \) is total, i.e., \( \text{Out}(q) \neq \emptyset, \forall q \in Q \), since we can always construct a total automaton for any BA [25].

C. Discrete-time continuous-state systems

Consider the discrete-time system

\[ S \triangleq (X, U, D, R, AP, L), \]

where \( X \subseteq \mathbb{R}^n \) and \( U \subseteq \mathbb{R}^m \) are non-empty compact sets of states and control inputs, respectively, \( D = \{d \in \mathbb{R}^n \mid |d| \leq \delta \} \) \( \delta \geq 0 \) is a set of perturbations, \( AP \) is a set of atomic propositions, \( L : X \rightarrow 2^{AP} \) is a labeling function, which associates properties to every state in \( X \), and \( R \subseteq X \times U \times X \) is a transition relation such that \( (x, u, x') \in R \) if and only if there exists \( d \in D \):

\[ x' = f(x, u) + d, \quad x, x' \in X, u \in U, \]

where \( f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \).

Assume that the disturbance \( d \in D \) is independent of state \( x \) and control input \( u \). We call system \( S \) deterministic if set \( D \) is \( \{0\} \), denoted by \( S^0 \), otherwise \( S \) is non-deterministic. We denote by \( S^\delta \) the non-deterministic system with perturbations bounded by amplitude \( \delta \).

A sequence of control inputs \( u = \{u_i\}_{i=0}^{\infty} \) where \( u_i \in U \) for all \( i \in \mathbb{N} \), is called a control signal. Similarly, we denote by \( d = \{d_i\}_{i=0}^{\infty} \) a sequence of disturbances. A solution of system \( S \) is denoted by an infinite sequence of states \( x = \{x_i\}_{i=0}^{\infty} \), which is generated by a control signal \( u \), disturbance \( d \) and an initial condition \( x_0 \in X \) according to (1). The trace of a solution \( x \) is defined as \( \text{Trace}(x) = \{L(x_i)\}_{i=0}^{\infty} \). A trace of an infinite word. By evaluating the trace of a system solution, an LTL formula can be verified for a control system \( S \) or realized by designing a control strategy.

D. LTL/DBA control synthesis problem

Definition 2: A finite-memory control strategy of system \( S \) is a partial function

\[ \kappa : X^* \rightarrow 2^{U}. \]

A control strategy \( \kappa \) is called memoryless if it only takes in the current state as the input, i.e.,

\[ \kappa : X \rightarrow 2^{U}. \]

A control signal \( u = \{u_i\}_{i=0}^{\infty} \) is said to conform to a control strategy \( \kappa \) if \( u_i \in \kappa(x_i^t) \), \( x_i^t = \{x_i\}_{i=0}^{t} \in X^* \) for all \( t \geq 0 \). The infinite sequence \( \{x_i\}_{i=0}^{\infty} \) is the resulting solution of \( S \).

If there exists an initial condition \( x_0 \in X \) and a control strategy \( \kappa \) such that, for any control signal that conforms to \( \kappa \), the resulting traces of system \( S \) are guaranteed to satisfy a given LTL formula \( \phi \), we say \( \phi \) is realizable for \( S \). Such a control strategy \( \kappa \) realizes \( \phi \) for \( S \). The set of all initial conditions, from which a control strategy can realize \( \phi \), is called the winning set of system \( S \) w.r.t. \( \phi \), written as \( \text{Wins}(\phi) \). If \( \text{Wins}(\phi) \neq \emptyset \), then \( \phi \) is realizable for \( S \).

Our objective is to solve the LTL/DBA Control Synthesis Problem: Consider system \( S^0 \) and an LTL formula \( \phi \).

(i) Determine whether \( \phi \) is realizable for system \( S^0 \);

(ii) Synthesize a control strategy such that the trace of any closed-loop system solution satisfies \( \phi \) if possible.

Although we focus on the deterministic system \( S^0 \), the main result of this paper presented in Section [IV] is established on the winning sets of both deterministic and non-deterministic systems.

III. Characterization of Winning Sets On The Continuous State Space

The objective of this section is to characterize the winning set of system \( S \) w.r.t. a DBA-recognizable LTL formula over its continuous state space.

A. S-domains of automaton states

Let \( A_\phi \) be an equivalent DBA of an LTL formula \( \phi \) and \( q \in Q \) be an arbitrary state of \( A_\phi \). Since \( A_\phi \) is deterministic and total, every state has at least one outgoing edge and

\[ \bigvee_{\sigma \in \text{Out}(q)} \sigma = \top, \quad \sigma \land \sigma' = \bot, \quad \forall \sigma, \sigma' \in \text{Out}(q) \text{ s.t. } \sigma \neq \sigma'. \]

(4)
We consider traces of system $S$ as input words to $A_\varphi$. Hence, given a control signal $u = \{u_t\}_{t=0}^{\infty}$ and a sequence of disturbance $d = \{d_t\}_{t=0}^{\infty}$, the resulting run $q = \{q_t\}_{t=0}^{\infty}$ of $A_\varphi$ is obtained explicitly by (for all $t \in \mathbb{Z}^+$)

\[
\begin{align*}
&v_0 = q_0, \quad v_t = r(v_{t-1}, L(x_{t-1})), \quad v_t \in Q, \\
x_t = f(x_{t-1}, u_{t-1}) + d_{t-1}, \quad x_t \in \mathcal{X},
\end{align*}
\]

where the system and DBA states are updated only at discrete time instances. An intuitive illustration of (5) is given in Fig. 1.
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(a) Part of a DBA $A_\varphi$.
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(b) The interpretation of (5).

Fig. 1: The connection between system $S$ and an equivalent DBA $A_\varphi$ of a given LTL formula $\varphi$. Assume $v_{t-1} = q_2$ and $L(x_{t-1}) = b$. (b) shows how the partial sequence $v_{t-1}v_tv_{t+1}v_{t+2}$ is driven by $x_{t-1}x_{t+1}x_{t+2}$ according to the relevant part of $A_\varphi$ shown in part (a).

It is easy to see from $[5]$ that the connection between the dynamical system $S$ and the targeted DBA $A_\varphi$ is through the labeling function $L$, which divides the system state space into finitely many areas of interest.

**Definition 3:** Given a set $\Omega \subseteq \mathbb{R}^n$ and a positive integer $N$, a finite collection of sets $\mathcal{P} = \{P_1, P_2, \ldots, P_N\}$ is said to be a partition of $\Omega$ if (i) $P_i \subseteq \Omega$, for all $i \in \{1, \ldots, N\}$; (ii) $\text{int}(P_i) \cap \text{int}(P_j) = \emptyset$, for all $i, j \in \{1, \ldots, N\},$ where $\text{int}(P_i)$ denotes the interior of set $P_i$, $i \neq j$; (iii) $\Omega \subseteq \bigcup_{i=1}^{N} P_i$. Each element $P_i$ of the partition $\mathcal{P}$ is called a cell.

Let $\{\alpha_1, \ldots, \alpha_N\} \in 2^{\mathbb{N}^d}$ be such that

\[
\bigwedge_{i=1}^{N} \alpha_i = \top, \quad \alpha_i \wedge \alpha_j = \bot, \quad i \neq j.
\]

Then we can obtain a partition $\mathcal{P}_0 = \{P_1, P_2, \ldots, P_N\}$ of the state space $\mathcal{X}$, where

\[P_i := L^{-1}(\alpha_i) = \{x \in \mathcal{X} | L(x) = \alpha_i\}.\]

This is to say that all the states inside a cell are assigned the same atomic proposition. Additionally, $L^{-1}(\top) = \mathcal{X}$.

In order to control system $S$ so that the resulting traces are accepted by $A_\varphi$, each transition along the successful runs of $A_\varphi$ needs to be executed sequentially. Those transitions, however, cannot be assigned deliberately as they have to satisfy the transition relation $R$ of system $S$. This also implies that, for each $q \in Q$, the corresponding system state $x$ is restricted to a certain subset of the state space $\mathcal{X}$.

To capture such a set, we introduce the following definition.

**Definition 4:** Let $q \in Q$ and $x \in \mathcal{X}$ be a state of DBA $A_\varphi$ and system $S$, respectively. Then $x$ belongs to the $S$-domain of $q$, written as $W_S(q)$, if and only if there exists a control strategy $\kappa$ in the form of (2) such that any run $q = \{q_t\}_{t=0}^{\infty}$ of $A_\varphi$ generated by (5) under a control signal conform to $\kappa$ with $v_0 = q$ and $x_0 = x$ satisfies that $\text{Inf}(q) \cap F \neq \emptyset$.

The winning set of an LTL formula $\varphi$ is, by definition, the $S$-domain of the initial state $q_0$ of $A_\varphi$, i.e., $W_S(\varphi) = W_S(q_0)$. For any other state $q \in A_\varphi$, the $S$ domain $W_S(q)$ is equivalent to the winning set when $q$ is the initial state. Therefore, the problem of computing $W_S(\varphi)$ can be reduced to computing $W_S(q_0)$.

**B. Characterization of $S$-domains**

It is easy to see from [5] that the connection between dynamical system $S$ and the targeted DBA $A_\varphi$ is through the labeling function $L$. Since the outgoing edges satisfy (4), which is the same as (6), the set $\text{Out}(q)$ of every state $q \in Q$ forms a partition $\mathcal{P}(q) = \{L^{-1}(\sigma)\}_{\sigma \in \text{Out}(q)}$ of the state space $\mathcal{X}$ through the labeling function $L$ as defined in (7).

Because of the graph structure of a DBA $A_\varphi$, $S$-domains of different automaton states are related with one another by the transitions among them (see Fig. 1). Any state $x \in W_S(q)$ can be controlled to the $S$-domain of one of the succeeding states of $q$ in $A_\varphi$. Suppose that the current state of the DBA in Fig. 1a is $q_2$ and the system state is $x$. Let $W_S(q_2)$ and $W_S(q_1)$ be the $S$-domains of $q_2$ and $q_1$, respectively. Then $x \in W_S(q_0)$ if and only if $\exists u \in U$ such that, $\forall d \in D$, 

\[
\begin{cases}
 f(x, u) + d \in W_S(q_0), & \text{if } L(x) = b, \\
 f(x, u) + d \in W_S(q_1), & \text{if } L(x) = c.
\end{cases}
\]

To illustrate this relationship between $S$-domains of connected automaton states, we rely on the following definitions.

**Definition 5:** Given a set $X \subseteq \mathcal{X}$, the predecessor of $X$ w.r.t. system $S$ is a set of states defined by

\[
\begin{cases}
 x \in X & \exists u \in U, \forall d \in D : f(x, u) + d \in X \\
\end{cases}
\]

where $\delta \geq 0$ is the bound of disturbances in $D$.

For the sake of simplicity, we denote by $\text{Pre}$ the predecessor when $\delta = 0$, and $\text{Pre}^\delta(Y | X) \triangleq \text{Pre}^\delta(Y) \cap X$ for $Y, X \subseteq \mathcal{X}$.

We also define the set of valid control values that lead to one-step transition to $X$ for an $x \in \text{Pre}^\delta(X)$ as

\[
\Pi^\delta_X(x) = \{u \in U \mid f(x, u) + d \in X, \forall d \in D\}.
\]

It is straightforward that $\text{Pre}$ is monotonic, i.e., $\text{Pre}(A) \subseteq \text{Pre}(B)$ if $A \subseteq B \subseteq \mathbb{R}^n$, and we have in general $\text{Pre}(A) \cup \text{Pre}(B) \subseteq \text{Pre}(A \cup B)$. By definition, $\text{Pre}^\delta(X) = \text{Pre}(X \circ B_\delta)$. Such properties also hold for $\text{Pre}^\delta$.

Let $M$ be an $n_1$ by $n_2$ $(n_1, n_2 > 0)$ matrix of symbols from $\Sigma$, and $V$ and $W$ be two vectors of subsets of $\mathcal{X}$ of length...
$n_2$. Denote by $m_{ij}$ the element at the $i$th row and $j$th column of $M$. Define

$$W + V \triangleq \left[W[1] \cup V[1] \cdots W[n_2] \cup V[n_2]\right]^T,$$

(8)

$$W - V \triangleq \left[W[1] \setminus V[1] \cdots W[n_2] \setminus V[n_2]\right]^T,$$

(9)

$$V \preceq W \triangleq V[i] \subseteq W[i], \ i = 1, \ldots, n_2,$$

(10)

$$W = V \triangleq W[i] = V[i], \ i = 1, \ldots, n_2,$$

(11)

$$T^\delta(M, W) = W',$$

(12)

where

$$W'[i] = \bigcup_{j=1}^{n_2} \text{Pre}^\delta(W[j] \mid L^{-1}(m_{ij})), \ i = 1, \ldots, n_1.$$

For the nominal system $S$, where $\delta = 0$, we use $T$ for the sake of simplicity. Based on the properties of predecessor maps, the operator $T^\delta$ satisfies the following properties.

**Proposition 1:** Given a matrix $M$ of symbols and vectors $V, W$ of subsets of $\chi$ that match in dimension for operator $T^\delta$ defined in (12) with $\delta \geq 0$ and $0 \leq \delta_1 \leq \delta_2$,

1. $T^\delta(M, V) \preceq T^\delta(M, W)$ if $V \preceq W$,
2. $T^\delta(M, W) \preceq T^\delta(M, W)$.

**Proof:** To show (i), assume that $M$ is of size $n_1 \times n_2$ and $W, V$ of size $n_2 \times 1$. As defined in (10), $V \preceq W$ means $V[j] \subseteq W[j]$. By the monotonicity of Pre$^\delta$, we have $\bigcup_{j=1}^{n_1} \text{Pre}^\delta(W[j] \mid L^{-1}(m_{ij})) \subseteq \bigcup_{j=1}^{n_1} \text{Pre}^\delta(W[j] \mid L^{-1}(m_{ij}))$, which gives (i).

Property (ii) is straightforward by the fact that $\text{Pre}^\delta(A \cup B) \subseteq \text{Pre}^\delta(A \cup B)$ for all $A \subseteq \chi$.

The graph representation of a DBA can be coded into a matrix of symbols, which is given in the following definition.

**Definition 6:** Given a DBA $A_\chi$ with the set of indexed states $Q$ with $Q[i]$ being the $i$th element ($i \in \{1, \ldots, |Q|\}$), the transition matrix $M_\chi$ of $A_\chi$ is a $|Q| \times |Q|$ matrix of symbols from $\Sigma$. The element $m_{ij}$ in the $i$th row and $j$th column $(i, j = 1, \ldots, |Q|)$ of $M_\chi$ is given by

$$m_{ij} = \begin{cases} \sigma, & Q[j] = r(Q[i], \sigma), \sigma \in \Sigma, \\ e, & \text{otherwise}, \end{cases}$$

(13)

where $e \in \Sigma$ denotes an empty symbol with $L^{-1}(e) = \emptyset$.

As defined in (12), the operator $T^\delta$ computes predecessors according to the transition relation coded in $M_\chi$.

To track the control values that can activate the transitions, we also define a vector $K = [k_1 \ldots k_{n_1}]$ of memoryless control strategies, where $(i = 1, \ldots, n_1)$

$$k_\chi(x) = \bigcup_{j=1}^{n_2} \Pi_{W[j]}(x), \forall x \in W'[i].$$

(14)

For a DBA $A_\chi$, the dependencies among the $S$-domains can be captured by using the operator $T^\delta$ and the transition matrix $M_\chi$. Suppose $V$ is a vector of subsets of states in the state space $\chi$, where each element $V[i]$ of $V$ is a goal region for $Q[i]$. Then $T^\delta(M_\chi, V)$ by definition is the vector of sets that can be controlled into $V$ for system $S^0$ in one step.

**Proposition 2:** Let $M_\chi$ be the transition matrix of a DBA $A_\chi$ and $W_\chi$ be the vector of $S$-domains of $A_\chi$ for $S^0$. Then $W_\chi = T^\delta(M_\chi, W_\chi)$.

**Proof:** Let $V = T^\delta(M_\chi, W_\chi)$ and $i \in \{1, \ldots, |Q|\}$. We first show that $V \preceq W_\chi$. By the definition of $T^\delta$, any state $x \in V[i]$ can be controlled into $\bigcup_{j=1}^{n_2} W_\chi S(Q[j])$ after one step by some $u \in U$ for all $d \in D$. This implies that for any state $x \in W_\chi q$ (any $q \in Q$), there exists a run $\rho$ with $\rho[t] = q$ at some $t \in \mathbb{Z}^+$, which is generated according to (5), such that $\rho$ visits $F$ infinitely often. Hence, $x \in W_\chi Q(j)$ by Definition (4) and $V[i] \subseteq W_\chi Q(j)$. Since $i$ is arbitrary, $V \preceq W_\chi$.

Next we show that $W_\chi \preceq V$. Suppose that there is an $x \in W_\chi Q(j)$ but $x \notin V[i] = \bigcup_{j=1}^{n_2} \text{Pre}^\delta(W_\chi(Q[j]) \mid L^{-1}(m_{ij}))$. Then by Definition (3) for all $j \in \{1, \ldots, |Q|\}$ and $u \in U$, there exists $d_{ju} \in D$ such that $x' = f(x, u) + d_{ju} \notin W_\chi Q(j)$ or $x \notin L^{-1}(m_{ij})$. If $x \notin L^{-1}(m_{ij})$, then the transition from $Q(j)$ to $Q(j)$ will not happen. If $x' = f(x, u) + d_{ju} \notin W_\chi Q(j)$, then by Definition (4) there exists no control strategy that the rest of the run with system state starting from $x'$ will visit $F$ infinitely often. Hence, $x \notin W_\chi Q(j)$, which contradicts the assumption. Therefore, by (10) and (11), $V \preceq W_\chi$ and $W_\chi \preceq V$ gives $W_\chi = V$.

**Remark 1:** Proposition (2) is a necessary condition for a vector $W$ to be $W_\chi$, and $W_\chi$ may not be the only fixed point of $T^\delta(M_\chi, \cdot)$ w.r.t. a transition matrix $M_\chi$. By Definition (4), $W_\chi$ is the maximal fixed point of $T^\delta(M_\chi, \cdot)$ that satisfies the Buchi condition.

We now illustrate previous sections with an example.

**Example 1:** Consider a system $S$ with $\chi = \{0, 2\}, U = \{-0.9, -0.8\}, \delta = 0.01, AP = \{a_1, a_2\}$, and $L(a_1) = \{0.1, 0.2\}, L(a_2) = \{0.5, 0.6\}$ and $R$ determined by

$$x' = u(x-1) + 1 + d, \quad x, x' \in \chi, u \in U, d \in D.$$  

Let the specification be $\varphi = \Diamond(a_1 \wedge \Diamond a_2)$, which can be translated into a DBA shown in Fig. 2.

![Fig. 2: The DBA of $\varphi$ and $M_\chi$ with the order $q_2, q_1, q_0$.](image)

By Definition (4) $W_\chi(q_0) = \chi$, $W_\chi(q_1)$ and $W_\chi(q_0)$ are the sets of states that can reach $L(a_2)$ and $L(a_1) \cap W_\chi(q_1)$, respectively, and they can be computed exactly: $W_\chi(q_1) = [0.0, 0.6] \cup [1.444, 2.0], W_\chi(q_2) = [0, 0.012] \cup [0.1, 0.2] \cup [1.889, 2], W_\chi(q_3) = [0.4, 0.483] \cup [0.5, 0.6] \cup [1.456, 2],$ and $W_\chi(q_4) = [0.1, 0.2] \cup [1.9, 2]$. One can verify Proposition (2)

$$W_\chi(q_1) = \text{Pre}(W_\chi(q_0)L(a_2)) \cup \text{Pre}(W_\chi(q_1)L(a_2)),$$  

$$W_\chi(q_2) = \text{Pre}(W_\chi(q_1)L(a_1)) \cup \text{Pre}(W_\chi(q_2)L(a_2)).$$

IV. DBA CONTROL SYNTHESIS IS ROBUSTLY COMPLETE

The determination of $S$-domains for system $S^0$ involves the computation of the operator $T$, which is nontrivial under general nonlinear dynamics. Even if $T(M_\chi, V)$ can be computed precisely for a vector $V$, the computation of finding a fixed point is usually iterative and not guaranteed to terminate
in a finite number of iterations, because system $S^0$ contains infinite number of states. Hence, solving the original DBA control synthesis problem is practically difficult.

In this section, we relax the original control synthesis problem based on the following definition.

**Definition 7:** An LTL formula $\varphi$ is said to be $\delta$-robustly realizable for system $S^0$ if it is realizable for $S^\delta$. If $\delta > 0$, then $\varphi$ is called robustly realizable for $S^\delta$.

**Relaxed LTL/DBA Control Synthesis Problem:** Consider system $S^0$ and an LTL formula $\varphi$. Answer one of the following two questions:

(i) Find a control strategy if $\varphi$ is robustly realizable for $S^0$.

(ii) Verify that $\varphi$ is not realizable for $S^\delta$ with $\delta > 0$.

We will show later that control synthesis w.r.t. a DBA-recognizable LTL formula $\varphi$ can be made sound and robustly complete in the sense of solving the relaxed problem.

### A. Approximation of $T$ via interval computation

Predecessors can be inner-approximated within a given precision by using the following Algorithm 1 (originally given in [27]). A branch-and-bound scheme is used: the intervals are bisected to left ($L[x]$) and right ($R[x]$) parts only when they are underdetermined to be within the predecessor (line 12-13). The parameter $\varepsilon$ is used to control the minimal width of an interval. Hence, such interval-based computation automatically divides the state space into a finite number of intervals, which form a partition of the state space. The output is an inner-approximation of $\text{Pre}(Y) \cap \mathcal{X}$ (for any $Y \subseteq \mathcal{X}$) represented by a finite set of intervals, denoted by $[\text{Pre}_\mu]^\varepsilon(Y \mid X)$. Particularly, $[\text{Pre}_\mu]^\varepsilon(Y) = [\text{Pre}_\mu]^\varepsilon(Y \mid \mathcal{X})$.

**Algorithm 1:** $X = [\text{Pre}_\mu]^\varepsilon(Y \mid X)$

1. $X \leftarrow \emptyset$, $\Delta X \leftarrow \emptyset$, $\mathcal{X}_c \leftarrow \emptyset$, List $\leftarrow X$
2. while List $\not= \emptyset$ do
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 

In Algorithm 1, $f([x], u)$ computes an interval over-approximation of the set $f([x], u)$, where $[x]$ denotes an interval (See [27] for details on related interval computation and further explanation of Algorithm 1). The infinite set of control inputs is undersampled by a grid size $\mu$:

$$[\mathcal{U}]_\mu \triangleq \mu \mathbb{Z}^m \cap \mathcal{U}, \quad \mu \mathbb{Z}^m = \{\mu z \mid z \in \mathbb{Z}^m, \mu > 0\} \quad (15)$$

It has been shown that $[\text{Pre}_\mu]^\varepsilon(Y \mid X)$ is lower bounded by using a set of under-sampled control values (15) if the following assumption is satisfied.

**Assumption 1:** There exists a Lipschitz constant $\rho > 0$ for the function $f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n$ in (11) such that for all $u, v \in \mathcal{U}$ and $x, y \in \mathcal{X}$:

$$|f(x, u) - f(y, v)| \leq \rho(|x - y| + ||u - v||).$$

**Remark 2:** If $f$ is differentiable in both arguments, the constant $\rho$ can be estimated as

$$\max \left\{ \frac{\sup_{u \in \mathcal{U}} \sup_{x \in \mathcal{X}_c} \|J_x f(x, u)\|, \sup_{x \in \mathcal{X}_c} \|J_u f(x, u)\| \right\},$$

where $J_x f(x, u)$ ($J_u f(x, u)$) is the Jacobian of $f$ w.r.t. $x$ ($u$) for a fixed $u (x)$.

**Lemma 1 ( [19] ):** Consider system $S$. Let $\mu$ be a parameter given in (15) and $X, Y \subseteq \mathcal{X}$ be compact. If Assumption 1 holds, then

$$\text{Pre}(Y \cup B(\varepsilon + \mu)) \subseteq [\text{Pre}_\mu]^{\varepsilon}(Y \mid X) \subseteq \text{Pre}(Y \mid X).$$

An interpretation of Lemma 1 is that the interval-based approximation of a predecessor for system $S^\delta$ is still lower bounded by the one of a perturbed system $S^\delta$ with $\delta \geq \rho(\varepsilon + \mu)$, even though the computation only utilizes sampled control inputs and discretized states. A similar result can be drawn for the interval operator $[T_\mu]^\varepsilon$ of $T$, which is defined by replacing $\text{Pre}$ with $[\text{Pre}_\mu]^\varepsilon$.

**Lemma 2:** Consider system $S$ with an under-sampled control set defined in (15) with the parameter $\mu$. Let $M$ be a matrix of symbols from $\Sigma$ and $W$ be a vector of subsets of $\mathcal{X}$, and $M$ and $W$ match in dimension. If Assumption 1 holds, then

$$T^{\rho(\varepsilon + \mu)}(M, W) \leq [T_\mu]^\varepsilon(M, W) \leq T(M, W).$$

**Proof:** Let $V = T(M, W)$, $V' = [T_\mu]^\varepsilon(M, W)$ and $V'' = T^{\rho(\varepsilon + \mu)}(M, W)$. Assume that $M$ and $W$ are $n_1 \times n_2$ and $n_2 \times 1$, respectively. Then for all $i \in \{1, \ldots, n_1\}$, $V[i] = \bigcup_{j=1}^{n_2} \text{Pre}(W[j])L^{-1}(m_{ij})$, $V'[i] = \bigcup_{j=1}^{n_2} [\text{Pre}_\mu]^\varepsilon(W[j])L^{-1}(m_{ij})$, and $V''[i] = \bigcup_{j=1}^{n_2} \text{Pre}(\varepsilon + \mu)W[j]L^{-1}(m_{ij})$. Lemma 1 gives

$$\text{Pre}(\varepsilon + \mu)(W[j]) = \text{Pre}(W[j] \cup B(\varepsilon + \mu)) \subseteq [\text{Pre}_\mu]^{\varepsilon}(W[j]) \subseteq \text{Pre}(W[j])$$

for all $j \in \{1, \ldots, n_2\}$. Then we have $V''[i] \subseteq V'[i] \subseteq V[i]$, which shows that $V'' \preceq V' \preceq V$ by (10).

### B. Robustly complete control synthesis

We now present Algorithm 2 to practically inner approximate the vector of winning sets $W_{\varepsilon}(\varphi)$ of system $S^0$ w.r.t. a DBA-recognizable LTL formula.

The input arguments of Algorithm 2 are the transition matrix $M_\varphi$ of $A_\varphi$ that reflects the transition relation of system $S$ and an operator $[T_\mu]^\varepsilon$. We assume that the nodes of $A_\varphi$ are sorted so that accepting nodes rank after nonaccepting ones, and the transition matrix $M_\varphi$ is divided into 2 matrix blocks $M_1, M_2$ which represent the transitions from nonaccepting and accepting nodes, respectively. Let $F = Q \setminus F$.

Let $l$ and $\nu$ denote the indices of the inner loop and outer loop of Algorithm 2 respectively. $\{Y_i\}_{i=0}^\infty$ denotes the
Algorithm 2 $W, K = \text{SDOM}(M_x, [T_\mu]^\varepsilon)$

1: $n_1 = |Q| - |F|, n_2 = |F|
2: $M_\varphi = M_1 \cup M_2, M_1 (n_1 \times (n_1 + n_2)), M_2 (n_2 \times (n_1 + n_2))$
3: $\tilde{Y}(n_1 \times 1), \mathcal{K}(1 \times |Q|)$
4: $\tilde{Z}(n_2 \times 1), \tilde{Z}[j] \leftarrow \mathcal{K}, j \in \{1, \ldots, n_2\}$
5: repeat
6: $Z \leftarrow \tilde{Z}$
7: $\tilde{Y}[i] \leftarrow 0, i \in \{1, \ldots, n_1\}$
8: repeat
9: $Y \leftarrow \tilde{Y}$
10: $\tilde{Y} \leftarrow Y + [T_\mu]^\varepsilon(M_1, [Y])$ \quad $\triangleright (12)$
11: assign $\mathcal{K}[i](x)$ by (14) for all $x \in \tilde{Y}[i] \setminus Y[i]$ and $i \in \{1, \ldots, n_1\}$
12: until $Y = \tilde{Y}$
13: $\tilde{Z} \leftarrow [T_\mu]^\varepsilon(M_2, [Y])$ \quad $\triangleright (12)$
14: assign $\mathcal{K}(n_1 + j)[x]$ by (14) for all $x \in \tilde{Z}[j]$ and $j \in \{1, \ldots, n_2\}$
15: until $Z = \tilde{Z}$ \quad $\triangleright (11)$
16: Return $W \leftarrow [Y, Z), \mathcal{K}$

sequence of vectors generated by the inner loop of the $\nu$th outer loop, and $\{Z_{\nu}\}_{\nu=0}^{\infty}$ denotes the sequence of vectors generated by the outer loop. It is clear that $Y_{\nu}^{0} = \emptyset$ and $Y_{\nu}^{l} \subseteq Y_{\nu}^{l+1}$ by (8) for all $l \in \mathbb{N}$. It follows that $\{Y_{\nu}^{l}\}_{l=0}^{\infty}$ is increasing for all $\nu \in \mathbb{N}$. Let $Y_{\nu}$ be the fixed point of the $\nu$th outer loop, i.e., $Y_{\nu} = \bigcup_{l=0}^{\infty} Y_{\nu}^{l}$.

Intuitively, by setting $Y_{\nu}^{0} = \emptyset$ for all $\nu$, the inner loop generates the set of states for each nonaccepting node that can be controlled to reach one of the elements in $Z_{\nu}$. The outer loop keeps the states in each element of $Z_{\nu}$ that can still be controlled to reach any of the elements in $Z_{\nu}$. The sequences $\{Y_{\nu}\}_{\nu=0}^{\infty}$ and $\{Z_{\nu}\}_{\nu=0}^{\infty}$ approach the $S$-domains of the nonaccepting and accepting nodes, respectively. Define

$$W = \left[\begin{array}{c} Y \\ Z \end{array}\right] = \left[\begin{array}{c} Y_{\nu} \\ Z_{\nu} \end{array}\right] = \bigcap_{\nu=0}^{\infty} W_{\nu}, \quad W_{\nu} = [Y_{\nu}, Z_{\nu}].$$

Based on Lemma 2 we show in Theorem 1 that, by using sufficiently small precision parameter $\varepsilon$ and sampling grid size $\mu$ for the control set in Algorithm 2 control synthesis for system $S$ w.r.t. DABA-recognizable LTL formulas can be made sound and robustly complete. The proof follows the above notation for the sequences generated in Algorithm 2.

Theorem 1: Consider system $S$ and a DABA $A_{\varphi}$. Denote by $M_x$ the transition matrix of $A_{\varphi}$. Let $[T_\mu]^\varepsilon$ be an interval implementation of $T$ for system $S$, where $\varepsilon$ is the precision and $\mu$ is the sampling parameter in (15). Suppose that Assumption 1 holds. Then Algorithm 2 terminates in a finite number of iterations. Furthermore, if $\rho(\varepsilon + \mu) \leq \delta$, then

$$\text{Win}^S_\delta(\varphi) \subseteq W(q_0) \subseteq \text{Win}^S(\varphi),$$

where $W(q_0)$ is the element of $W$ corresponding to the initial state $q_0$ of $A_{\varphi}$.

Proof: Let $W_S$ and $W^S_\delta$ be the $S$-domains of $S^0$ and $S^\delta$, respectively. Let $i, i' \in \{1, \ldots, n_1\}$ and $j, j' \in \{1, \ldots, n_2\}$ denote the indices of the elements in $F$ and $F$, respectively. We assume $i, i', j, j'$ to be arbitrary throughout the proof.

Claim: For all $\nu \in \mathbb{Z}^+$, $Y_{\nu} \subseteq Y_{\nu+1}$, $Z_{\nu} \subseteq Z_{\nu+1}$, $Z_{\nu+1} \subseteq Z_{\nu}$. By Proposition 1(i), $Y_{\nu}^0 = Y_{\nu-1}^{0} = \emptyset$, and $Z_{\nu} \subseteq Z_{\nu-1}$. We have

$$Y_{\nu}^1 = Y_{\nu}^0 + [T_\mu]^\varepsilon(M_1, [Y_{\nu}^0]) \leq Y_{\nu+1}^0 = Y_{\nu-1}^0 + [T_\mu]^\varepsilon(M_1, [Y_{\nu}^0])$$

$$Z_{\nu} \subseteq Z_{\nu+1} \subseteq Z_{\nu}.$$
(i) \( \varphi[t] \) is accepting, i.e., \( \varphi[t] = F[t] \); if \( x_t \notin Y_\varphi[t] \), then
\\forall u_t \in U, \exists d_t \text{ with } \|d_t\| \leq \delta \text{ such that}

\[
\begin{cases}
x_{t+1} \notin Y_\nu[t], & \text{if } \varphi[t+1] = r(F[t], L(x_t)) \notin F, \\
x_{t+1} \notin Z_\nu[j], & \text{if } \varphi[t+1] = r(F[t], L(x_t)) = F[j].
\end{cases}
\]

In addition, by \( \{18\} \), if \( x_t \notin Y_\varphi[t] \) and \( \varphi[t+1] \notin F \), then \( x_t \notin [T^2_{\nu}](M_1, W_\nu) \). Otherwise \( Y_\varphi \neq Y_\varphi + [T^2_{\nu}](M_1, W_\nu) \). This implies \( \forall u_t \in U, \exists d_t \text{ with } \|d_t\| \leq \delta \text{ such that } x_{t+1} \notin Y_\varphi \) if \( \varphi[t+1] \notin F \).

(ii) \( \varphi[t] \) is nonaccepting, i.e., \( \varphi[t] = F[j] \); if \( x_t \notin Z_\nu[j] \), then \( \forall u_t \in U, \exists d_t \text{ with } \|d_t\| \leq \delta \text{ such that}

\[
\begin{cases}
x_{t+1} \notin Y_{\nu-1}[i], & \text{if } \varphi[t+1] = r(F[j], L(x_t)) \notin F, \\
x_{t+1} \notin Z_{\nu-1}[j], & \text{if } \varphi[t+1] = r(F[j], L(x_t)) = F[j].
\end{cases}
\]

If \( x_0 = x \in Y_\varphi \) (i.e., \( x_0 \in Y_{\nu x}[i] \)), then \( x_1 \notin Y_{\nu x}[i] \) if \( \rho[1] \notin F \) and \( x_1 \notin Z_{\nu x}[j] \) if \( \rho[1] \notin F \) by (i). If \( \rho[k] = F[j] \) for some \( k_0 \in \mathbb{Z}^+ \), then \( x_{k_0} \notin Z_{\nu x}[j] \); otherwise \( \rho[t] \notin F \) for all \( t \), which implies \( x \notin W^2_{\nu}(F[i]) \). Considering (ii) for \( x_{k_0} \notin Z_{\nu x}[j] \), we have \( x_{k_0+1} \notin Y_{\nu x-1}[i'] \) if \( \rho[k_0+1] = F[i'] \) and \( x_{k_0+1} \notin Z_{\nu x-1}[j'] \) if \( \rho[k_0+1] = F[j'] \). Combining (i) and (ii) in this manner, \( \nu \) decreases from \( \nu_x \) by 1 every time \( \varphi \) visits \( F \) until \( \delta = 0 \) at some \( k_x \in \mathbb{Z}^+ \), and \( x_{k_x} \notin Y_\varphi[i'] \). If \( \rho[k_x + 1] = F[j] \) for some \( j \in \{1, \ldots, n_\varphi\} \), then \( x_{k_x+1} \notin Z_{\nu x}[j] \), which means is impossible since \( Z_0 \) is a vector of the full state space of the system. Hence, we have \( \varphi[t'] \notin F \) for all \( t' \geq k_x \), which gives \( x \notin W^2_{\nu}(F[i]) \). The same argument applies to the case in which \( x_0 = x \notin Z_\nu[i] \) and proves \( x \notin W^2_{\nu}(F[j]) \). Therefore, \( W^3_{\nu} \leq W \).

Example 2: Consider again Example 1. We can choose \( \varepsilon = \mu = 0.005 \) by Theorem 1 since the Lipschitz constant \( \rho = 1 \) (using Remark 2). Let \( Y = [W[2], W[1]]^T \) and \( Z = W(0) \) with \( W[i] \) \( \text{approximating } \nu W_\nu(q_{i}) (i = 0, 1, 2) \) in Algorithm 4. Initially, \( Y^0 = [0, 0]^T \) and \( Z^0 = x \). For the 4th inner iteration,

\[
W^{4}[1] = W^{1-1}[1] + \nu_{\nu^\perp} W^p \text{ and } W^{2}[2] = W^{1-2}[2] + \nu_{\nu^\perp} W^p.
\]

Algorithm 4 terminates after 7 inner iterations and 1 outer iteration, and it returns \( W[0] = x, W[1] = [0, 0.6] \cup [1.448, 2] \) and \( W[2] = [0, 0.003] \cup [0.1, 0.2] \cup [1.893, 2] \), which shows \( \{17\} \).

Remark 3: Similar to the classic B"uchi game algorithm designed for finite-state systems, Algorithm 4 is composed of two nested fixed-point iterations of \( T^4(M_{\varphi x}) \). The outer loop computes \( W_\nu(F) \), and the inner loop computes \( W_{\nu x}(F) \), where \( W_\nu(F) \) and \( W_{\nu x}(F) \) denote the vectors of \( \nu \)-domains of states in \( F \) and \( \bar{F} (F = Q \setminus F)\), respectively. But simply applying the classic algorithm directly to continuous-state systems (using the exact operator \( T \)) will not give the actual winning set. This is because the sequence of sets \( \{Y_\varphi\} \) are required to be compact to conclude \( \lim_{\nu \rightarrow \infty} Z_\nu = W_\nu(F) \), which is similar to computing maximal controlled invariant sets \( \{18\} \), while \( \{Y_\varphi\} \) need to be open so that \( \lim_{\nu \rightarrow \infty} Y_\varphi = W_\nu(F) \), which is equivalent to the backward reachable set computation in \( \{28\} \). By using an approximation \( [T^2_{\nu}](T) \), however, Algorithm 4 can terminate in finite time and yield an approximation of the real winning set that is lower-bounded by the winning set with \( \delta \)-perturbation. An arbitrarily accurate approximation of the winning set \( \text{Win}_\nu(F) \) can be achieved if \( \lim_{\delta \rightarrow 0} \text{Win}_\nu(F) = \text{Win}_\nu(F) \).

Remark 4: With minor modification, Algorithm 1 can be changed to provide the following completeness guarantees for robust synthesis: for all \( \delta_2 > \delta_1 \geq 0 \), if \( \rho(\varepsilon + \mu) \leq \delta_2 - \delta_1 \), then

\[
\text{Win}^2_{\nu}(F) \subseteq \text{Win}_{\nu x}(F).
\]

C. Automata-embedded control structure

Algorithm 4 essentially induces a finite-memory control strategy that is embedded with the given DBA.

Definition 8: Let \( A_\varphi = (Q, \Sigma, r, q_0, F) \) be an equivalent DBA of an LTL formula \( \varphi \). An automaton-embedded control strategy for system \( S = (X, \bar{U}, D, R, AP, L) \) is

\[
C_\varphi = (C_0, U_0, \bar{Q}_c, \bar{r}_c, r_0, H) : \tag{21}
\]

\[
\begin{align*}
&X_c \subseteq X \text{ is a set of inputs; } \\
&Q_c = Q \text{ is a finite set of states; } \\
&\Sigma_c = \Sigma = 2^{AP} \text{ is an alphabet; } \\
&r_c = r \subseteq Q_c \times \Sigma_c \times Q_\nu \text{ is a transition relation that updates the controller state; } \\
&U_c \subseteq 2^\nu \text{ is a set of outputs; } \\
&H : Q_c \times X_c \rightarrow U_c \text{ is an output function defined by }
\end{align*}
\]

\[
H(q, x) = \kappa r(q_{i}, x, q \in Q_c,
\]

\[
\text{where } \kappa r(q_{i}, x, q \in Q_c,
\]

\[
\text{which } \kappa r(q_{i}, x, q \in Q_c,
\]

\[
\text{The components } Q_c, \bar{Q}_c, r_c, q_0 \text{ originally given in } A_\varphi \text{ are embedded into } C_\varphi. \text{ One can use a single variable that takes values in a subset of } \mathbb{N} \text{ to represent } Q. \text{ Such a variable is called a memory variable. A memoryless control strategy } \kappa \text{ from } K \text{ is activated by the function } H, \text{ which outputs the index of current state } q \text{ of } A_\varphi \text{ by the transition relation } r \text{ of } A_\varphi \text{ according to the previous automaton state and the labels } L(x) \text{ of the current system state } x. \text{ Therefore, the embedded } A_\varphi \text{ manages the control memory, and the structure in Definition 8 is visualized in Fig. 3.}

\[\begin{aligned}
C_\varphi &
\end{aligned}\]
Corollary 1: Consider system $S^0$ and an LTL formula $\varphi$. Let $A_\varphi$ be an equivalent DBA for an LTL specification $\varphi$. If $\varphi$ is robustly realizable for $S^0$, then there exists a finite-memory control strategy \[ (21) \] to realize Algorithm 2, the vector $Y$ from $A_S$.

Remark 5: It is worth noting that the output $W$ of Algorithm 2 is a vector of unions of non-uniform intervals that inner approximate the $S$-domains of $A_\varphi$. This is a result of using an interval implementation $[T_2]$ of $T$, in which the approximation of predecessors is obtained by adaptively partition the state space $X$ w.r.t. both the dynamics and the target sets. Such a computation scheme can lead to an efficiency gain by avoiding discretizing $X$ uniformly with a high precision except in constraint-critical areas.

D. Sound synthesis for full LTL

As shown in previous sections, DBA not only guide control synthesis but also serve as the memory update mechanism in the resulting finite-memory controller. Unlike DBA, NBA cannot be used to update controller memory variables because the updating rule is non-deterministic. For this reason, determinization of NBA (into deterministic automata such as deterministic Rabin automata (DRA)) is usually applied in general LTL control synthesis. Similar to Algorithm 1, an interval implementation of a Rabin game algorithm \[ (29) \] would, in principle, give robust completeness guarantees for full LTL specifications. Nonetheless, the inherent complexity of a complete algorithm for solving a Rabin game would render such an approach impractical.

In most of the control applications, it is usually unnecessary to seek a complete set of control solutions. Sound solutions that can be found in reasonable time are more appealing. A simple and direct treatment is to trim off redundant transitions under the same input propositions in an NBA, which generates a DBA that specifies a subset of behaviors of the original NBA. Based on the DBA trimmed from the NBA translated from a general LTL formula, Algorithm 2 can provide sound solutions to the corresponding control synthesis problem. The following example demonstrates such a process.

Example 3: Consider a discrete system $S'$ (Fig. 4a) and the correspond NBA (Fig. 4b) of the formula $\Box \Diamond b$. The NBA can be trimmed into the DBA in Fig. 4c. $L(s_1) = L(s_2) = \{b\}$ and $L(s_0) = L(s_3) = L(s_4) = \{\neg b\}$. The real winning set of system $S'$ w.r.t. $\Box \Diamond b$ is $\{s_0, s_1, s_2, s_3, s_4\}$. By using Algorithm 2, the vector $Y$, which will be returned as a vector $[\{W_S(q_0), W_S(q_2)\}]^T$ of $S$-domains, is initialized to $Y_0 = [0, 0]^T$, and $Z$, which represents $W_S(q_1)$, is initialized to $Z_0 = \{s_0, s_1, s_2, s_3, s_4\}$. By the transition matrix of $\mathcal{A}'$ and \[ (12) \], the for the $i$th iteration of the 1st inner loop (line 8-12), $Y_0[1] = Y_0[1] \cup \text{Pre}^i(Z_0L^{-1}(b)) \cup \text{Pre}^i(Y_0[1]L^{-1}(b))$ and $Z_0$ consists of the states that are not in the $i$th inner loop finishes in $4$ iterations such as $Y_0[1] = Y_0[1] = \{s_0, s_1, s_2, s_3, s_4\}$ and $Y_0[2] = \emptyset$. Then $Z_1 = \text{Pre}^i(Z_0L^{-1}(b)) \cup \text{Pre}^i(Y_0[2]L^{-1}(b))$ and $Z_1$ is the 2nd inner loop gives $Y_1[1] = \{s_1, s_2\}$ and $Y_1[2] = \emptyset$. As such, the returned vectors are $Z = \{s_1\}$ and $Y = \{s_1, s_3\} \emptyset$. Since $q_0$ is the initial node, the winning set obtained by Algorithm 2 is $Y[1] = \{s_1, s_3\}$, which is a subset of the real one.

We also demonstrate in Section VI with an application of jet engine compressor control that such a sound solution is sufficient to have a satisfactory control synthesis result.

V. CONTROL SYNTHESIS WITH PRE-PROCESSING

We are also concerned with computational complexity of control synthesis. In Algorithm 2, the vector $Z$ updates only after the vector $Y$ remains unchanged in the inner loop. In addition, at the beginning of each computation in the outer loop, the value of $Y$ needs to be reinitialized since the value of $Z$ is changed from the last iteration. In this sense, the interdependency between $Z$ and $Y$ increases the complexity.

Suppose that the transition matrix $M_{\varphi}$ of a DBA $A_\varphi$ is in the form:

$$M_{\varphi} = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix}_{|\mathcal{Q} \times |\mathcal{Q}|}$$

where $M_{11}$ and $M_{22}$ are $n_L$ by $n_L$ and $n_R$ by $n_R$ matrices, respectively, and $n_L + n_R = |\mathcal{Q}|$. $M_e$ is a matrix of empty symbols (i.e., $\epsilon$’s). Let $Q_L$ be the set of states of $A_\varphi$ with the first $n_L$ indices and $Q_R$ be the set of the rest of the states. Define $F_L = \{q \in Q \mid q \in F \land q \in Q_L\}$ and $F_R = \{q \in Q \mid q \in F \land q \in Q_R\}$. Denote $n_{L2} = |F_L|$, $n_{R2} = |F_R|$, $n_{L1} = n_L - n_{L2}$, and $n_{R1} = n_R - n_{R2}$. We also assume that the states in $Q_L$ and $Q_R$ are sorted so that the accepting states always rank after nonaccepting ones.

If $Q_R$ contains accepting nodes, then $M_{22}$ can be treated as a sub-transition matrix based on which $\{W_S(q)\}_{q \in Q_R}$ can be approximated firstly by Algorithm 2, independent of other parts of $A_\varphi$. If $Q_R$ has no accepting nodes, then computing $\{W_S(q)\}_{q \in Q_R}$ is pointless because there is no transition from any $q \in Q_R$ to $q' \in Q_L$ and any run that contains $q$ does not satisfy the Büchi accepting condition. The approximation of $\{W_S(q)\}_{q \in Q_L}$, after the computation w.r.t. $M_{22}$ completes. In this way, the repetitive initialization and computation of $W_L$ caused by the updates in $W_R$ can be avoided. Therefore, if we can arrange the transition matrix $M_e$ into a triangular matrix or triangular block matrix without changing the original transition relations in $A_\varphi$, then Algorithm 2 can reduce to a single loop or several smaller nested loops. We now compare the complexities of Algorithm 2, applying directly to $M_{\varphi}$ and sequentially to the blocks in $M_{22}$.

Suppose that the number of accepting and nonaccepting nodes in $A_\varphi$ is $n_2$ and $n_1 = |Q| - n_2$, respectively, and
the resulting numbers of outer-loop and inner-loop iterations by using Algorithm 2 directly are $K_2$ and $K_1$. Then the complexity is $O(n_2K_2n_1K_1)$ for the control synthesis without using its triangular form. Let the numbers of outer and inner-loop iterations for block $M_{22}$ be $K_{R2}$ and $K_{R1}$, respectively, and the ones for block $[M_{11} M_{12}]$ be $K_{L2}$ and $K_{L1}$, respectively. If we perform control synthesis sequentially to blocks $M_{22}$ and $[M_{11} M_{12}]$, the complexity is $O(n_2K_{R2}n_1K_{R1} + n_2K_{L2} + n_1K_{L1})$. The number of outer and inner-loop iterations are determined by the row that converges the slowest. As defined before, $n_2 = n_{L2} + n_{R2}$ and $n_1 = n_{L1} + n_{R1}$. Then

$$\begin{align*}
&n_{R2}K_{R2}n_{R1}K_{R1} + n_{L2}K_{L2}n_{L1}K_{L1} \\
&\leq (n_{R2}n_{R1} + n_{L2}n_{L1})K_{R2}K_{L1} \\
&< (n_{R2} + n_{L2})(n_{R1} + n_{L1})K_{R2}K_{L1} = n_2n_1K_{R2}K_{L1},
\end{align*}$$

which shows that we can gain computational efficiency by using an upper triangular block matrix.

To reform $M_\varphi$ so that $M_\varphi$ is a triangular block matrix, we propose the following PREPROCESS procedure.

**Algorithm 3** $M_\varphi = \text{PREPROCESS}(A_\varphi)$

1. Detect all SCCs in the graph representation of $A_\varphi$. Then $A_\varphi$ is simplified to a DAG $\mathcal{G}_{dag} = (V, E)$ in which each node $v \in V$ is either a state or an SCC.
2. Perform a topological sort on the DAG $\mathcal{G}_{dag}$, which determines a linear ordering of the nodes in $\mathcal{G}_{dag}$ so that $v$ precedes $v'$ for any $(v, v') \in E$. Let $v_1 \cdots v_k \cdots v_{|V|}$ be the resulting order and $v_k$ is the last node that is or contains an accepting state.
3. List the states in $Q$ in the order of $v_1 \cdots v_k$. No specific order of the states in the same $v \in V$ is required but the accepting states rank after the nonaccepting ones.
4. Write $M_\varphi$ w.r.t. the current order.

The transition matrix $M_\varphi$ based on the order of the automaton states obtained by PREPROCESS can be formulated as an upper triangular block matrix. Algorithm 2 as a result, can be performed independently for the sub-matrices in the reversed order of the topological sort.

**Example 4:** Consider the LTL formula $\varphi_1 = \Diamond(a_1 \land \Diamond(a_2 \land \Diamond(a_3 \land (\neg a_2)\U_1)))$. Its translated DBA is shown in Fig. 5.

![Fig. 5: The translated DBA using Spot](image)

The states $q_1$ and $q_0$ constitute an SCC $q_1q_0$, and the rest of the states are trivial SCCs. A topological sort of $A_\varphi$ is $q_2q_3q_1q_0q_4$, and $q_4$ is the unique accepting state. Then the PREPROCESS yields an order of the states in $Q$: $q_2q_3q_1q_0q_4$. Based on this order, the transition matrix is

$$
M_{\varphi} = \begin{bmatrix}
\neg a_1 & a_1 & e & e & e \\
& e & \neg a_2 & a_2 & a_2 \\
& e & a_3 & a_3 & e \\
& e & e & e & e & e \\
& e & e & e & e & e \\
\end{bmatrix}
$$

Since $q_4$ is the only accepting state and its corresponding block matrix $M_1 = T$, $W_{\varphi}(q_4) = \mathcal{X}$ and $\nu_4(x) = \mathcal{U}$ for all $x \in \mathcal{X}$. Algorithm 2 is then applied to $M_{\varphi}$ backwardly and blockwisely.

**VI. PERFORMANCE EVALUATION**

**A. Complexity analysis**

By using a branch-and-bound scheme (Algorithm 1) in Algorithm 2, the discretization of the state space $\mathcal{X}$ is only refined in local areas regarding the satisfaction of the DBA. As a result, the size of the discretized system can be reduced. In addition, no space is required to store the abstraction and the product system with a possibly huge number of transitions. These all lead to a lower space complexity for control synthesis. On the other hand, managing nonlinear data structure in the proposed method induces overhead cost in time, which makes the time complexity of the proposed method higher than abstraction-based methods in the worst case. In this section, we provide the complexity analysis of Algorithm 2 and compare it with the abstraction-based methods.

Assume that $\varepsilon > 0$ is the uniform grid size of the state space $\mathcal{X}$ for abstraction-based methods and the minimum width of an interval in Algorithm 1. For both methods, $\mu > 0$ is the under-sample parameter of the control space $\mathcal{U}$ of system $S$. Then the number of states and controls in the abstraction are of $N_X = O((1/\varepsilon)^m)$ and $N_U = O((1/\mu)^m)$, respectively. In the abstraction, there is a transition from an interval (or a grid cell) $[x]$ to an interval $[x']$ as long as there exists a control $u \in [U]_{\mu}$ such that the one-step reachable set of $[x]$ under $u$ intersects with $[x']$. By Assumption 1, such a reachable set can be $\rho^n$ times the volume of a single interval for system $S$, and therefore the reachable set can intersect with as much as $(\lceil \rho \rceil + 1)^n$ intervals. By enumerating all intervals and control inputs, we have $N_R = O((\lceil \rho \rceil + 1)^n N_X N_U)$ as the number of transitions. The product of an abstraction of system $S$ and the DBA $A_\varphi$ has $N_{prod} = O(|Q| N_X)$ number of states and $N_{prod} = O(|Q| N_R)$ number of transitions. For the proposed method, Algorithm 1 can be implemented by using a binary tree, and the operator $[T_{\mu}]^h$ in Algorithm 2 requires $|Q|$ such binary trees as defined in (12). The branch-and-bound scheme usually results in an unbalanced tree, but in the worst case, each binary tree is balanced and has $N_X$ number of leaves, which means that the tree height is $h = \log_2(N_X)$ and there are at most $\sum_{i=0}^{h} 2^i = 2N_X - 1$ nodes.

For abstraction-based methods, the space complexity is proportional to the number of transitions in the product of the abstraction and the DBA, and the computational time includes the time for abstraction and control synthesis, which
are $O(N^{prod})$ and $O(N^{prod}N^2)$, respectively. For the proposed method, the space complexity is $O(2|Q|N_X)$ since $|Q|$ binary trees are constructed. To analyze the time complexity of Algorithm 2, we assume the worst case that $Y$ and $\bar{Y}$ only differ in one of the elements (i.e., $Y[i]$ for some $i \in \{1, \cdots, n_1\}$) by one interval in the inner loop and the same for the outer loop. Hence, the maximal numbers of inner and outer iterations are $(|Q| - |F|)N_X$ and $|F|N_X$, respectively. Note that the complexity of a single loop in Algorithm 1 is $O((\log_2 N_X + c)N_U)$, which includes the membership test of an interval along the tree and the cost of computing $[y] = [f](x, u)$ relative to the membership test (denoted by a factor $c$). Then the complexity of Algorithm 1 assuming there are $N_X$ number of iterations, is $N_{Pre} = O(N_X(\log_2 N_X + c)N_U)$. The complexity for the operator $[T^c_\mu]^e$ is then $O(|Q|N_{Pre})$ by definition. Therefore, the overall time complexity of Algorithm 2 is $O((|Q| - |F|)N_X + 1)|F|N_X|Q|N_{Pre} = O(|Q|^2|F|N^2_X(\log_2 N_X + c)N_U)$, considering $(|Q| - |F|)N_X + 1 \approx |Q|N_X$.

We summarize the above analysis in Table 1 which shows that the proposed method is more efficient in memory usage: usually $(|\rho| + 1)^nN_U \gg 2$. The main reason is that it does not store all the transitions of the product system, which can be exceptionally huge when $\varepsilon$ needs to be very small or the dimension of system $S$ is high. The abstraction-based methods has a lower time complexity than the worst case of the proposed method. This is because the proposed method trades time for saving the space to store transitions. However, the worst case rarely happen in practice.

**TABLE I: Complexity comparison: abstraction-based methods (first row) v.s. Algorithm 2 (second row).**

| Time complexity | Space complexity |
|-----------------|-----------------|
| $O(|Q|N_X + (|\rho| + 1)^n|Q|^2N^2_XN_U)$ | $O(|\rho||Q|N^2_XN^3_U)$ |
| $O(|Q|^2|F|N^2_X(\log_2 N_X + c)N_U)$ | $O(2|Q|N_X)$ |

Since both abstraction-based methods and the proposed method operate on a discretized state space, the computational complexity is exponential in terms of the system dimension, which is an inherent shortcoming of such discretization-based control methods.

**Remark 6:** The complexity of applying the controller synthesized by the proposed method on the fly is $O(\log_2 N_X)$ because the control value for the current system state is searched along the binary tree. One way to reduce this complexity is to map the binary tree to a uniform partition of the state space (with the granularity as the size of the smallest interval of the binary tree) through which online querying of valid control values is a constant time.

**B. Case study**

We now demonstrate the effectiveness of Algorithm 2 on three different control systems and compare the performance between abstraction-based methods and the proposed specification-guided method. LTL to DBA translations in all cases are obtained by using Spot [30], and the edges of the DBAs are simplified according to the actual labeling function. The experimental results presented here are obtained by Algorithm 2 implemented based on ROCS [27], and the source code can be found in https://git.uwaterloo.ca/hybrid-systems-lab/rocs.

1) **Moore-Greitzer engine control:** In this first case, we consider a reach-avoid-stay control problem for the Moore-Greitzer ODE model of a jet engine. Such a control problem is driven by the need of switching between engine operation points while avoiding entering regions of low average pressure. The following Moore-Greitzer model is used:

$$\begin{align*}
\dot{\Phi} &= \frac{1}{\tau_\mu}(\psi_c - \Psi) + u, \\
\dot{\Psi} &= \frac{1}{4c_B}\Phi - \mu\sqrt{\Psi},
\end{align*}$$

(23)

where $\psi_c = a + H[1 + 1.5(\Phi/W - 1) - 0.5(\Phi/W - 1)^3]$, $a = 1/3.5$, $H = 0.18$, $l_c = 8$, $B = 2$, $W = 0.25$ are engine parameters related to the configuration. The states $\Phi$ and $\Psi$ are the average flow rate and pressure of an axial-flow jet engine compressor, respectively. The control inputs are the throttle coefficient $\mu$ and an additional control $u$.

![Fig. 6](image-url)

(a) Scenario $\Box \neg \alpha_1 \land \Diamond \neg b_1$ (b) Scenario $\Box \neg \alpha_2 \land \Diamond \neg b_2$

Fig. 6: Controlled phase portraits for both scenarios: the green boxes are targets $B_{1,2}$, and gray boxes are avoided areas $A_{1,2}$.

The reach-avoid-stay specification can be written as the LTL formula $\varphi_{rs} = \Box \neg \alpha \land \Diamond \neg b$, which can only be translated into an NBA (see Fig. 4D). We consider two scenarios: $L^{-1}(b) = B_1 = [0.5009, 0.5069] \times [0.6575, 0.6635]$, $L^{-1}(o) = A_1 = [0.520, 0.526] \times [0.658, 0.664]$, and $L^{-1}(b) = B_2 = [0.4489, 0.4549] \times [0.6483, 0.6543]$, $L^{-1}(o) = A_2 = [0.497, 0.503] \times [0.650, 0.656]$. The target areas $B_1$ and $B_2$ are two neighborhoods around a stable equilibrium point $(0.5039, 0.6605)$ and an unstable equilibrium point $(0.4513, 0.6513)$, respectively. In both scenarios, the initial condition is $(0.5343, 0.6553)$, the state space is $X = [0.44, 0.6] \times [0.54, 0.7]$, and the control space is $U = \{(u, \mu) \mid u \in [-0.05, 0.05], \mu \in [0.5, 0.8]\}$. A method based on the Taylor model [31] is used with a sampling time $\tau_s = 0.1s$ to approximate the predecessors.

The approximated winning sets with precision $1.8 \times 10^{-4}$ for both scenarios obtained by DBA control synthesis cover $\geq 99.6\%$ of the state space, which is the same as the results obtained by using the complete coBuchi algorithm. As shown in Fig. 6, the system state for both scenarios can be controlled from the given initial condition to the target sets.

2) **SCARA manipulator:** SCARA (Selective Compliant Articulated Robot for Assembly) is a type of manipulators that
are operate on a horizontal plane. They are often used for vertical assembly tasks in industry \[32\]. In this example, we consider a two-link SCARA manipulator in a workspace shown in Fig. 7. Its back and fore arms are of equal length and weight \((l_1 = l_2 = 0.15\,\text{m}, \text{and} \, m_1 = m_2 = 0.1\,\text{kg})\), and their moment of inertia are \(I_1 = I_2 = 1.33 \times 10^{-3}\,\text{kg}\,\text{m}^2\). There are two joints controlling the rotation of the arms, and their angles are denoted by \(\theta_1\) and \(\theta_2\), respectively. While moving in the workspace, the manipulator has to avoid obstacles of length \(r = 0.5l_1\) at \(h = 0.8l_1\) to the origin.

![Fig. 7: A two-link SCARA manipulator.](image)

The end-effector mounted at the end of the fore arm is required to visit area \(g_1\) and \(g_2\) infinitely often while avoiding the horizontal bar \(o\), i.e., \(\varphi_{gb} = \square - o \land \square - o \land \square - o\). The classic approach to solving such a control problem is to design the trajectories that satisfy the geometry constraints and a tracking controller independently. Since the constraints are dealt with only in trajectory generation, there is no guarantee that no collision will occur during tracking. We show here a provably correct control design such that the specification can be satisfied without collision.

Consider the Lagrange dynamics of the manipulator \[33\]:

\[
\begin{bmatrix}
\dot{z}_1 + 2z_2c_2z_3 + 2z_2c_2

\dot{z}_3 + 2z_2c_2

\dot{\theta}_1

\dot{\theta}_2


\begin{bmatrix}
\dot{\theta}_1 \\
\dot{\theta}_2

\end{bmatrix}

= \begin{bmatrix}
\tau_1 \\
\tau_2

\end{bmatrix},
\]

where the control inputs \(\tau_{1,2}\) are the torques at the joints, \(r_{1,2} = 0.5l_{1,2}\) are the centers of mass of the arms to the joints, \(c_2 = \cos(\theta_2)\), \(s_2 = \sin(\theta_2)\), and

\[
\begin{align*}
    z_1 &= I_1 + I_2 + m_1 r_1^2 + m_2 (l_1^2 + r_2^2), \\
    z_2 &= m_2 l_1 r_2, \\
    z_3 &= I_2 + m_2 r_2^2.
\end{align*}
\]

Let the state of the system be \([\theta_1, \theta_2, \omega_1, \omega_2]^T\), where \(\omega_i\) is the angular velocity of \(\theta_i\) \((i = 1, 2)\). Written in the classic first-order form, \([24]\) becomes

\[
\begin{align*}
    \dot{\theta}_1 &= \omega_1, \\
    \dot{\theta}_2 &= \omega_2, \\
    \dot{\omega}_1 &= \frac{z_3 (\dot{z}_1 - z_3) - z_2 \omega_1^2 z_3}{z_3 (\dot{z}_1 - z_3) - z_2 \omega_1^2 z_3}, \\
    \dot{\omega}_2 &= \frac{z_3 (\dot{z}_2 - z_2 \omega_2^2 z_3) - z_2 \omega_1 \omega_2 z_3}{z_3 (\dot{z}_1 - z_3) - z_2 \omega_1^2 z_3}.
\end{align*}
\]

Approximating the predecessors based on \([25]\) will induce a large approximation error and increase the computational complexity due to the complex expressions. To synthesize a controller within tolerable time, we replace \([25]\) by two double integrators:

\[
\begin{align*}
    \dot{\theta}_1 &= \omega_1, \\
    \dot{\omega}_1 &= \omega_2, \\
    \dot{\theta}_2 &= \omega_2, \\
    \dot{\omega}_2 &= \omega_2,
\end{align*}
\]

where \(u_{1,2}\) are virtual control inputs, and \([26]\) can be used to convert them to the real inputs \(\tau_{1,2}\).

As shown in Fig. 7, the angles for the arms satisfy \(\theta_1 \in [0, \pi/2]\), \(\theta_2 \in [-\pi, \pi]\). The collision area in the Cartesian operational space is translated into the following inequalities related to the system state:

\[
\begin{align*}
    \theta_1 &\geq \arctan \left(\frac{h}{r}\right), \\
    0 &\leq \theta_1 \leq \arcsin \left(\frac{h}{r}\right) \Rightarrow \theta_1 + \theta_2 \geq \pi - \arctan \left(\frac{h - l_1 \sin \theta_1}{l_1 \cos \theta_1 - r}\right), \\
    \arcsin \left(\frac{h}{l_1}\right) \leq \theta_1 \leq \arctan \left(\frac{h}{l_1}\right) \Rightarrow \theta_1 + \theta_2 \geq \pi + \arctan \left(\frac{l_1 \sin \theta_1 - h}{l_1 \cos \theta_1}\right).
\end{align*}
\]

With 0.1 s as the sampling time for the discrete-time model of \([26]\), the constant \(\rho = 1.1\) satisfies Assumption \([3]\). A discretization precision 0.05 is used in Algorithm \([2]\) for \(\theta_{1,2}\) and 0.1 for \(\omega_{1,2}\). The DBA and transition matrix \(M\) of the specification \(\varphi_{gb}\) is given in Fig. 8, where propositions are simplified since the target areas are non-overlapping (same in Fig. 10, 11, and 14).

![Fig. 8: The DBA of \(\varphi_{gb}\) and the transition matrix with the order \(q_1, q_2, q_0\).](image)

As shown in Fig. 9, the controlled trajectories by using the synthesized feedback controller are collision-free and the DBA state is switching periodically between \(q_0, q_1, q_2\). The trajectories connecting region \(g_1\) and \(g_2\) are not exactly the same for different periods. This is because a random valid control input is chosen when there are multiple valid control synthesized by the algorithm.

3) Car-like mobile robot: We demonstrated in this section that the proposed method is well suited to solving motion planning problems. The kinematics model of the mobile robot is taken from \([34]\), which is

\[
\begin{bmatrix}
    \dot{x} \\
    \dot{y} \\
    \dot{\theta}
\end{bmatrix} = \begin{bmatrix}
    v \cos(\gamma + \theta) \cos(\gamma)^{-1} \\
    v \sin(\gamma + \theta) \cos(\gamma)^{-1} \\
    v \tan(\phi)
\end{bmatrix},
\]

where \((x, y)\) is the planar position of the center of the vehicle, \(\theta\) is its orientation, the control variable \(v\) and \(\phi\) is the velocity and steering angle, respectively, and \(\gamma = \arctan(\tan(\phi)/2)\).
We use an exact discrete-time model of \( q_\tau \) with sampling time \( \tau_s = 0.3 \, \text{s} \) for the control synthesis. We consider the state space \( X = [0, 10] \times [0, 10] \times [-\pi, \pi] \) and the control space \( U = [-1, 1] \times [1, 1] \) with the sample grid \( \mu = 0.3 \). A state space discretization precision \( \leq 0.2 \) in each dimension can yield winning sets that cover \( \geq 84\% \) of the state space.

Two layouts of the workspace (see Fig. 12 and Fig. 15) are tested, where the safety requirement \( \varphi_s = \square \neg a \) is imposed. With the first layout, we aim to design controllers w.r.t. three specifications: \( \varphi_1 \) in Example 3, a generalized Büchi formula \( \varphi_2 = \bigwedge_{i=1}^3 \square a_i \), and a generalized reachability formula \( \varphi_3 = \bigwedge_{i=1}^3 \Diamond a_i \).

The formula \( \varphi_1 \) specifies the order of areas that the vehicle has to visit: \( a_1 \rightarrow a_2 \rightarrow a_3 \rightarrow \neg a_2 \rightarrow a_1 \). To satisfy \( \varphi_2 \), the vehicle is expected to visit three isolated areas labeled by \( a_1 \), \( a_2 \) and \( a_3 \) infinitely often. The DBA of \( \varphi_2 \) (Fig. 10) itself is an SCC, and thus pre-processing is not needed. The transition matrix \( M_{\varphi_2} \) is obtained by arranging the states in the order \( q_3q_2q_1q_0 \).

\[ M_{\varphi_2} = \begin{bmatrix} p_0 & a_1 & a_2 & a_3 & e & e & e & e & e & e \\ e & p_0 & e & e & e & a_3 & a_2 & e & e & e \\ e & e & p_2 & e & a_3 & e & a_1 & e & e & e \\ e & e & e & p_1 & a_2 & a_3 & e & e & e & e \\ e & e & e & e & e & e & e & a_1 & e & a_1 \\ e & e & e & e & e & e & e & e & a_2 & e \\ e & e & e & e & e & e & e & e & e & a_2 \end{bmatrix} \]

Fig. 9: Closed-loop simulation results. In (a), the gray area is the collision area characterized by \( \neg a \), the target sets \( g_{1,2} \) are inner-approximated in the joint space by two green boxes; the winning set is projected into yellow regions of the \( \theta_1, \theta_2 \) plane.

Fig. 10: The DBA of \( \varphi_2 \) and \( M_{\varphi_2} \).

An equivalent DBA of \( \varphi_2 \) is shown in Fig. 14, which contains no non-trivial SCC. The paths that lead to the accepting node \( q_0 \) enumerate the orders of visiting \( a_1, a_2, a_3 \). A topological sort gives the order of DBA nodes for \( M_{\varphi_2} \): \( q_3q_2q_1q_0 \).

Fig. 11 shows the controlled trajectory of the mobile robot for \( \varphi_1 \) from an initial state \( x_0 = (1.3, 5, 135^\circ) \). The DBA in Fig. 5 starts from node \( q_2 \), and thus the robot turns back to the area \( L^{-1}(a_1) \) at the beginning to trigger the transition in the DBA that leads to node \( q_3 \). From the trajectory and the change of DBA states, we can see that the specification \( \varphi_1 \) is fulfilled without collision. Simulations of closed-loop trajectories with different initial conditions for \( \varphi_2, \varphi_3 \) are shown in Fig. 13.

With the second layout, the task for the robot is \( \varphi_4 = \Diamond (a_1 \land \Diamond a_3) \lor (a_2 \land \Diamond a_3) \land \Diamond c \land \Diamond d \). To follow \( \varphi_4 \), the robot not only needs to visit areas \( c \) and \( d \) repeatedly, but also has to go to \( a_1 \) then \( a_3 \) or \( a_2 \) then \( a_3 \) while avoiding \( a_4 \). The corresponding DBA shown in Fig. 15 contains two SCCs, which indicates a matrix decomposition in the form of \( \varphi_1 \) and the pre-processing can be used to reduce the time for control synthesis.

The closed-loop simulation results with initial conditions \( x_0 = (1.3, 6.5, 90^\circ) \) and \( x_0 = (8, 7, 90^\circ) \) are shown in Fig. 15.
C. Experimental time and memory efficiency

We compare the proposed method with abstraction-based methods for time and space performance evaluation. Implementations of both methods are submitted to the high performance computing (HPC) cluster Béluga as sequential tasks. All the jobs are run on a node with Intel Xeon(R) Gold 6148 processor @ 2.4 GHz. Each node is allocated Maximum 750 GB of memory. Table II lists system dimensions and sizes of specifications of the three cases in the previous sections.

| Cases | n  | m  | Specs | |Q| | |r|
|-------|----|----|-------|---|---|---|
| Engine | 2  | 2  | \( \varphi_{bs} \) | 3 | 5 |
| SCARA  | 4  | 2  | \( \varphi_{gb} \) | 3 | 8 |
|         |    |    | \( \varphi_1 \) | 5 | 10 |
| Vehicle | 3  | 2  | \( \varphi_2 \) | 4 | 8 |
|         |    |    | \( \varphi_3 \) | 8 | 20 |
|         |    |    | \( \varphi_4 \) | 6 | 14 |

The critical data, such as time and memory consumption, of control synthesis by using the proposed specification-guided and abstraction-based methods are presented in Table III. In all cases, the proposed method outperforms abstraction-based methods in terms of memory efficiency while its performance in computational time varies among examples. For the cases with high partition precision requirement, the proposed method shows more advantage since memory consumption becomes a bottleneck for abstraction-based method and the time consumption for both methods are close.

For the SCARA manipulator example, the results by using abstraction-based methods are not available since more than 750GB memory is required for control synthesis using abstraction-based methods. In the Moore-Greitzer engine example, to perform control synthesis by using abstraction-based methods w.r.t. the reach-avoid-stay specification \( \varphi_{bs} \), we use a sound algorithm (but not complete) since \( \varphi_{bs} \) cannot be translated into a DBA. As we have discussed in Section IV-D, Algorithm 2 can be used directly. To obtain a non-empty winning set, a precision parameter \( \varepsilon \geq 1.8 \times 10^{-4} \) is required. The proposed method is more than 300 times more efficient than abstraction-based methods in memory consumption, even though the run time is around 4 times of that of abstraction-based methods.

In the mobile robot motion planning example, by using a precision parameter as coarse as \( \varepsilon = 0.2 \) for each specification, more than 80% area of the state space can be controlled to satisfy the specification by using both methods (specific data are shown in columns “Win%” in Table III). The winning sets obtained by the proposed method are larger than the ones by abstraction-based methods. This is because the system state space is partitioned based on the specified regions in the proposed method while the partition is done uniformly irrespective of the specification in abstraction-based methods. Additionally, the precision \( \varepsilon \) is used as the stopping criterion of the bisection in Algorithm I. As a result, the smallest size
of the interval is generally smaller than ε and, in the worst case, could be close to ε/2.

By using precision ε = 0.2, which induces a discrete abstraction of small size, abstraction-based methods shows obvious advantage in time efficiency than the proposed method. To experimentally analyze how these two methods performs w.r.t. the precision parameter ε, we also study the mobile robot motion planning under different precisions, and Fig. 16 shows the comparison results in terms of time and memory efficiency. As the precision goes higher, the proposed method can save as high as 16 times of the memory usage of abstraction-based methods while its computational time is only around 4 times of abstraction-based methods. Considering both time and memory performance, the proposed method has more advantage over abstraction-based methods when a small precision parameter is necessary in order to successfully find a control strategy. We can also observe from Table III and Fig. 16 that run times for specifications φ₁ and φ₄, where pre-processing is applicable, are improved by around 10% and 37%, respectively.

VII. CONCLUSION
This work deals with control synthesis problems for non-linear systems w.r.t. the class of LTL formulas that can be translated to DBA. The contributions are threefold. Firstly, we gave a precise characterization of the winning set (w.r.t. a DBA specification) on the continuous state space of a nonlinear system, instead of on an approximated discrete state space. Secondly, based on such a characterization, we adopted an adaptive set approximation scheme by using interval computation for practical and efficient control synthesis. We showed that, without additional assumptions, the proposed control synthesis algorithm is sound for any LTL formula and complete for synthesizing w.r.t. the DBA specifications that can be realized for the perturbed system. The proposed method is also proved to be memory efficient since the construction of abstractions is avoided. Thirdly, we proposed a pre-processing procedure before control synthesis, which can reduce the computational cost by utilizing the structure in the given LTL formula. Furthermore, we demonstrated that the proposed method can effectively solve the motion planning problem for manipulators and mobile robots with non-convex constraints on their workspaces. Our future work will focus on the extension of the current result to the full set of LTL formulas as well as developing a parallel computation algorithm to improve the time efficiency.
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