A new method for constructing tumor specific gene co-expression networks based on samples with tumor purity heterogeneity
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Abstract

Motivation: Tumor tissue samples often contain an unknown fraction of stromal cells. This problem is widely known as tumor purity heterogeneity (TPH) was recently recognized as a severe issue in omics studies. Specifically, if TPH is ignored when inferring co-expression networks, edges are likely to be estimated among genes with mean shift between non-tumor- and tumor cells rather than among gene pairs interacting with each other in tumor cells. To address this issue, we propose Tumor Specific Net (TSNet), a new method which constructs tumor-cell specific gene/protein co-expression networks based on gene/protein expression profiles of tumor tissues. TSNet treats the observed expression profile as a mixture of expressions from different cell types and explicitly models tumor purity percentage in each tumor sample.

Results: Using extensive synthetic data experiments, we demonstrate that TSNet outperforms a standard graphical model which does not account for TPH. We then apply TSNet to estimate tumor specific gene co-expression networks based on TCGA ovarian cancer RNAseq data. We identify novel co-expression modules and hub structure specific to tumor cells.

Availability and implementation: R codes can be found at https://github.com/petraf01/TSNet.

Contact: pei.wang@mssm.edu

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

The tumor microenvironment is composed of cancerous as well as non-cancerous cells such as stromal, immune and other types of tissue cells. As shown by different studies (Aran et al., 2015), the fraction of tumor cells is very heterogeneous across different tumor samples, with the exception of few studies where tumor cells were carefully isolated by laser capture microdissection (LCM) (Emmert-Buck et al., 1996). However, LCM is often not practical for large scale proteogenomic studies, and therefore, tumor purity heterogeneity (TPH) remains a common issue in current omic studies. Given the biological differences across tumor- and non-tumor cells, TPH could have profound impact on omics data analyses. Therefore, tumor sample heterogeneity requires considerable attention for the analysis and result interpretation in omics studies.

Several methods have been proposed to estimate the fraction of tumor cells in clinical tumor samples by using next-generation sequencing data (Gong and Szustakowski, 2013; Larson and Fridley, 2013; Ma and Zhang, 2013; Su et al., 2012), gene expression microarray data (Ahn et al., 2013; Bolen et al., 2011; Erkkila et al., 2010; Shen-Ort et al., 2010; Shoemaker et al., 2012; Venet et al., 2001; Yoshihara et al., 2013), high-throughput DNA sequencing data (Oesper et al., 2013), DNA copy number array data (Carter et al., 2012; Van Loo et al., 2010) and DNA methylation data (Benelli et al., 2018). Recently, Aran et al. (2015) compared multiple different methods in estimating tumor purity for 21 different cancer types studied by the Cancer Genome Atlas (TCGA) (The Cancer Genome Atlas Network, 2012). These methods include ESTIMATE, an algorithm which derives tumor purity based on microarray data; and ABSOLUTE (Carter et al., 2012), a computational method that
infers tumor purity and malignant cell ploidy directly from analysis of somatic DNA copy number alterations (CNAs). As shown, the tumor purity estimates from the CNA and RNA based methods resulted in similar levels of purity for most cancer types.

Network tools have been extensively utilized to identify biological mechanisms underlying different diseases (Friedman et al., 2000, 2008; Hofree et al., 2013; Schäfer and Strimmer, 2005; Wang et al., 2014). Different methods for network inference include Bayesian networks (Friedman et al., 2000) and Gaussian graphical models (GGMs) (Friedman et al., 2008; Schäfer and Strimmer, 2005). Unfortunately, in current approaches for network inference, TPH has not been taken into account. Analysis ignoring large variation of tumor purity might lead to artifacts without meaningful biological interpretation. For instance, connecting edges are likely to be estimated among genes with mean shifts between non-tumor and tumor cells instead of gene pairs regulating each other in tumor cells. In this article, we bridge this gap by developing a new statistical method—Tumor Specific Network (TSNet)—to build tumor-cell specific networks by adequately accounting for TPH in network inference.

TSNet is based on GGMs which have been extensively utilized for network inference in many studies. GGM examines the interaction among random variables through pairwise conditional correlations. Specifically, two variables (nodes) are connected if and only if they are conditionally dependent given the rest of the variables. There are many recent works on applying high-dimensional GGMs under sparsity and/or structural assumptions to infer gene co-expression networks (Friedman et al., 2008; Meinshausen and Bühlmann, 2006; Schäfer and Strimmer, 2005; Yuan and Lin, 2007), including our previous works (Cheng et al., 2014; Danaher et al., 2014; Li et al., 2013; Peng et al., 2010; Wang et al., 2011). However, none of these methods take into consideration TPH in inference.

In this article, we propose TSNet for constructing tumor-cell specific gene co-expression networks based on expression data (of genes or proteins) by modeling the observed expression profile as a mixture of expressions from different cell types and directly incorporating tumor purity percentage. As we demonstrated in our extensive simulation studies, the inferred co-expression networks based on methods ignoring TPH hardly have any overlap with the true network. On the other hand, after properly modeling TPH, our proposed method, TSNet, can reveal significant portion of the true network at reasonable false discovery rate. The rest of the paper is organized as follows: in Section 2, we describe the statistical model of TSNet. In Section 3, we outline an EM algorithm for model fitting. In Section 4, we performed extensive simulation studies to compare the performance of TSNet and the standard graphical lasso which estimates a single network from mixed expression data. In Section 5, we apply TSNet to TCGA ovarian cancer RNA-seq data. TSNet was utilized to estimate tumor purity as well as co-expression networks for cancerous and non-cancerous cells. As shown, TSNet results in tumor purity which correlates to leukocytes signatures (Aran et al., 2015) better than other existing methods. In addition, we show that the cancerous network from TSNet reveals more insights than the one estimated via standard graphical lasso which does not consider TPH.

2 TSNet model

2.1 Model

In this section, we introduce—TSNet—a new method for co-expression network construction which takes into account TPH. Similarly to other models accounting for TPH (Ahn et al., 2013), TSNet models the observed gene-expression as a linear combination of the expression in tumor- and non-tumor cells. Let \( X_{N \times G} = \{ (x^g_i) \} \) be the observed expression profiles of \( N \) samples and \( G \) genes/proteins. For the \( g \)th gene, denote its underlying (unobserved) expression levels in the tumor- and non-tumor cells of the \( n \)th tumor sample as \( x^g_n \) and \( z^g_n \), respectively. Let the observed expression level be modeled as a linear combination of expressions in the tumor and non-tumor cells as follows:

\[
x^g_n = \pi_n x^g_n + (1 - \pi_n) z^g_n, \quad g = 1, \ldots, G, \quad n = 1, \ldots, N.
\]

with \( \pi_n \) being the tumor purity fraction of the \( n \)th tumor sample. Besides the estimation of tumor purity percentage, we are interested in characterizing the dependence structure across genes in tumor- and non-tumor components. For this purpose, gene dependence structure for both tumor- and non-tumor cells is modeled via a GGM as follows:

\[
(y^1_n, \ldots, y^G_n) \sim N(\mu_n, \Sigma_n); \quad (z^1_n, \ldots, z^G_n) \sim N(\mu_n, \Sigma_n)
\]

In practice, tumor purity fractions \( \{\pi_n\} \) can be estimated using other data types such as DNA copy number profiles of the same set of tumor samples (Carter et al., 2012). However, as shown by Aran et al. (2015), DNA and RNA data results in similar purity levels for several cancer types, and therefore, expression data can be directly utilized to estimate both tumor purity and co-expression networks. Let us assume that a prior estimate of tumor purity is available from other independent sources. Specifically, let us denote the prior estimate of tumor purity for the \( n \)th sample as \( h_n \) and assume that \( h_n \sim Beta(\alpha_n, \beta_n) \) with \( \alpha_n = \pi_n \delta \) and \( \beta_n = (1 - \pi_n) \delta \) for some positive parameter \( \delta \). By assumption, \( h_n \) is an unbiased estimator of the true level of purity \( \pi_n \) with \( \mathbb{E}(h_n) = \pi_n \) and \( \text{var}(h_n) = \frac{\pi_n(1 - \pi_n)}{\delta + 1} \).

2.2 Estimation

Our goal is to infer GGMs for tumor- and non-tumor cells from mixed expression data. Mathematically, our goal can be achieved by learning the inverse of the covariance matrices for tumor- and non-tumor cells, i.e. \( \Sigma_1^{-1} \) and \( \Sigma_2^{-1} \), respectively. The high dimensionality of the parameter space requires the adoption of some penalization on the inverse of the covariance matrices. Assuming independence between \( \{ (x^g_n) \} \) and \( \{ y_n \} \), the estimation process is the solution \( (\hat{\Theta}, \hat{\pi}, \hat{\delta}) \) of the following maximization problem:

\[
\max_{(\Theta, \pi, \delta)} \sum_{n=1}^{N} \left[ \ell(x^g_n; \Theta, \pi_n) + \ell(h_n; \pi_n, \delta) \right] - P(\Sigma_1^{-1}, \Sigma_2^{-1}),
\]

where \( \Theta = (\mu_n, \Sigma_1^{-1}, \Sigma_2^{-1}) \) is the vector of the parameters of interest; \( x^g_n = (x_1^g, \ldots, x_j^g) \) is the vector of gene expression for the \( n \)th observed sample; \( P(\Sigma_1^{-1}, \Sigma_2^{-1}) \) is the penalty function; \( \ell(x^g_n; \Theta, \pi_n) \) and \( \ell(h_n; \pi_n, \delta) \) are the log likelihood of the observed expression profile and tumor purity percentage estimate, respectively. For penalty function, we adopt the l1 norm which is defined as:

\[
P(\Sigma_1^{-1}, \Sigma_2^{-1}) = \rho_1 ||\Sigma_1^{-1}||_1 + \rho_2 ||\Sigma_2^{-1}||_1 \quad \text{with} \quad \rho_1, \rho_2 > 0 \quad \text{being tuning parameters which control the levels of sparsity of the inferred networks.}
\]

3 Expectation-maximization algorithm

If \( \{y_n^g\} \) and \( \{x_n^g\} \) were observed, maximum likelihood estimates of \( \Sigma_1^{-1} \) and \( \Sigma_2^{-1} \) could be directly obtained by the graphical lasso algorithm (Friedman et al., 2008). The latent (unobserved) nature of
\[ \left\{ y_{n}^{*} \right\} \text{ and } \left\{ z_{n}^{*} \right\} \text{ requires the adoption of the Expectation-Maximization (EM) algorithm. Specifically, the EM algorithm summarizes into the following steps:} \\
\text{• E-step: Given the current estimates of the model parameters, i.e. } \left( \Theta^{(t)}, \pi^{(t)} \right), \text{ we calculate} \\
\quad Q^{(t)}(\Theta, \pi) = E \left( \ell(Y, Z, \Theta, \pi) | X, \Theta^{(t)}, \pi^{(0)} \right). \\
\text{• M-step: We find } \left( \Theta^{(t+1)}, \pi^{(t+1)}, \delta^{(t+1)} \right) \text{ which is the solution to the following} \\
\quad \max_{\Theta \pi \delta} Q^{(t)}(\Theta, \pi) + \sum_{n=1}^{N} \ell(b_n, \pi_n, \delta) - P(\Sigma^{-1}_1, \Sigma^{-1}_2). \\
\]

In particular, given \( \pi \), \( Q^{(t)}(\Theta, \pi) \) is in the form of a penalized Gaussian log-likelihood in \( \Theta \), and therefore, its maximization can be solved by the graphical lasso algorithm (Friedman et al., 2008). The conditional densities of \( \pi \) and \( \delta \) are not in closed form, and therefore, their update needs to be done using numerical optimization. In order to save computational time, we adopt a strategy where first an estimate of \( \pi \) and \( \delta \) is derived by only considering the marginal distribution of individual genes. Once that the tumor purity \( \pi \) has been derived, we carry out the estimation of \( \Theta \).

### 3.1 Estimate tumor purity

In this section, we show how to obtain stable estimates of \( \pi \) and \( \delta \) by considering the marginal distribution of individual genes, i.e. ignoring the covariance structure. Specifically, let genes be independently distributed as:

\[ (y_{1}^{*}, \ldots, y_{G}^{*}) \overset{iid}{\sim} N(\mu_{Y}, \sigma_{Y} I); \quad (z_{1}^{*}, \ldots, z_{G}^{*}) \overset{iid}{\sim} N(\mu_{Z}, \sigma_{Z} I) \]

with \( I \) being the \( G \) dimensional identity matrix. Given the equation in (1), \( z_{g}^{*} \) can be written as \( z_{g}^{*} = \frac{y_{g}^{*} - \mu_{Y}}{\sigma_{Y}} \) and, therefore, the joint log-likelihood becomes a function of latent variables \( \left\{ y_{g}^{*} \right\} \) and observed variables \( \left\{ y_{g} \right\} \). Given this likelihood function, we carry out an EM algorithm to estimate \( \pi \) and \( \delta \) which can be summarized in the following two steps:

1. **E-step**: Derive the expectation of the log-likelihood with respect to the latent variable \( (Y, Z) \) given the observed variable \( X \), i.e. \( E_{Y, Z | X}(\ell(Y, Z | X, \Theta, \pi, \delta)) \).
2. **M-step**: Sample each parameter \( \pi \), \( \delta \), \( \mu_{Y} \), \( \mu_{Z} \), \( \sigma_{Y} \) and \( \sigma_{Z} \) conditioning to other parameters via the Expectation Conditional Maximization (ECM) algorithm (Meng and Rubin, 1993).

More details about the ECM algorithm can be found in Supplementary Section S1.

### 3.2 Estimation of covariance matrices

Treating \( \pi \) as fixed and equal to the estimate obtained in Section 3.1, we estimate the parameters in \( \Theta \). Again, the estimation of mixture parameter will be carried out via the ECM algorithm.

1. **E-step**: As shown in Supplementary Section S1, this step can be implemented by estimating the conditional expectation of the following quadratic form

\[ E_{Y | X} \left[ (Y - a)^T C (Y - a) \right] \]

with \( C \) being a positive symmetric matrix.

2. **M-step**: In this step we need to maximize the following penalized expected log-likelihood function:

\[ \arg \max_{\Theta} E_{Y | X}(\ell(Y, Z | X, \Theta, \pi) - P(\Sigma^{-1}_1, \Sigma^{-1}_2)) \] (4)

with \( \Theta = (\mu_{Y}, \mu_{Z}, \Sigma_{Y}, \Sigma_{Z}) \). As shown in Supplementary Section S1, this step can be summarized as follows:

- Compute the maximum likelihood estimate of \( \mu_{Y} \) and \( \mu_{Z} \).
- Compute the maximum likelihood estimate of \( \Sigma_{Y} \) and \( \Sigma_{Z} \) using function glasso available in R Cran (Friedman et al., 2008).

More details about these steps can be found in Supplementary Section S1.

### 4 Synthetic data analysis

In this section, we compared TSNet and the standard graphical lasso based on several synthetic data examples. Following the strategy illustrated by (Peng et al., 2009), tumor and normal networks were generated. Specifically, each network was obtained as the union of sub-networks involving non-overlapping and equally sized set of genes. Each sub-network contained 250 genes, and was randomly sampled from a given distribution (more details can be found in Supplementary Section S2). Based on the simulated network topology, covariance matrices \( \Sigma_{Y} \) and \( \Sigma_{Z} \) were simulated in the same way as (Danaher et al., 2014). Then, latent variables \( (z_{1}^{*}, \ldots, z_{G}^{*}) \) and \( (y_{1}^{*}, \ldots, y_{G}^{*}) \) were drawn from a Gaussian with parameters \( (\Theta, \Sigma_{Z}) \) and \( (0, \Sigma_{Y}) \), respectively. For the \( r \)th sample, purity level \( \pi_{n} \) was sampled from a Beta distribution with mean 0.6 and variance 0.04 to mimic the purity level in 896 TCGA breast cancer samples (Supplementary Fig. S1) which was estimated using ABSOLUTE (Carter et al., 2012). As prior value of tumor purity \( h_{n} \), a noisy version of true purity \( \pi_{n} \) was utilized. In particular, \( h_{n} \) was randomly sampled from a Beta distribution with parameters \( \alpha_{n} = \pi_{n} \delta \) and \( \beta_{n} = (1 - \pi_{n}) \delta \), with \( \delta \) being the parameter controlling the variance of the distribution. Finally, observations \( (x_{n}^{*}) \) were obtained using the following identity \( x_{n}^{*} = \pi_{n} y_{n}^{*} + (1 - \pi_{n}) y_{n}^{g} \).

#### 4.1 Tumor purity estimation

In this section, we assess the ability of TSNet in recovering the true value of tumor purity. As mentioned in Section 2, the prior estimate of tumor purity \( h_{n} \) is assumed to be a function of the true tumor purity \( \pi_{n} \), i.e. \( h_{n} \sim \text{Beta} (\pi_{n} \delta, (1 - \pi_{n}) \delta) \) with \( \delta \) being the parameter controlling the variance of the distribution. Given a network topology involving 1000 genes, for each value of \( \delta \in \{1, 1.5, 2, 5\} \), 10 independent datasets involving 200 observations each were generated. For each dataset, tumor purity was estimated utilizing the marginal model illustrated in Section 3.1.

Figure 2 shows the correlation between the estimated purity and the corresponding true value for different values of \( \delta \). As \( \delta \) increases, the prior estimate of purity \( h_{n} \) becomes more correlated with the true purity \( \pi_{n} \). However, as shown by Figure 2, the correlation between estimated purity and true purity remains close to one for any value of \( \delta \). This result shows the ability of our model to recover the true value of purity even when the prior estimate of purity poorly correlates with the true value. It is important to notice that, for this synthetic data example, the true and estimated model for the prior estimate of tumor purity \( h_{n} \) were assumed to be the same. However, Supplementary Figure S2 shows that good estimation performance can be obtained even in the case of model misspecification.
In this section, TSNet was compared to the standard graphical lasso (Friedman et al., 2008) which estimates only one network based on the observed mixture data \((x_1^n, \ldots, x_p^n)_{n=1}^N\). We will investigate the performance of the two models in the case of partially overlapping tumor and non-tumor networks as well as independently generated networks. To facilitate the explanation, we will refer to the network from tumor cell as tumor network and the network from non-tumor cell as normal network. In addition, the standard graphical lasso will be referred to as mixNet. mixNet and TSNet were compared by counting the number of false positive and true positive edges in estimating tumor and normal networks. In particular, the standard graphical lasso only results in one estimated network that is then utilized as both tumor and normal networks for evaluation purposes. In order to adequately compare the two methods, for each simulation scenario, 10 independent datasets were generated. For all simulation scenarios, the value of \(\delta\) was set equal to one.

### 4.2.1 Partially overlapping normal and tumor networks

In this section, we considered partially overlapping normal and tumor networks. Intuitively, for partially overlapping networks, we would expect the standard graphical lasso to deliver better performance compared to the case of independently generated networks. For the comparison, we consider networks involving 1000 nodes which were obtained as the union of four sub-networks involving different set of genes. Specifically, each sub-network was randomly sampled from the power law degree distribution (Supplementary Fig. S3 shows the topology of the networks generated). Figure 3b shows ROC for simulation scenarios involving different number of samples, i.e. \(N = 200\) and \(N = 400\). For all simulation scenarios, TSNet resulted in higher true positive edges at the same false positive rates. Again, TSNet delivered better performance as the sample size increased from \(N = 200\) to \(N = 400\) (as shown in Supplementary Fig. S4, similar to performance were obtained using a different network topology).

Figure 3c shows the rate of true positive and false positive for the best model selected via Bayesian information criteria (BIC) (further details can be found in Supplementary Section S2). As shown, TSNet resulted in higher true positive rates and lower false positive rates for all simulation scenarios. For a fixed sample size \(N = 200\), the two algorithms resulted in higher false positive for smaller network dimension \(p = 500\). Similarly, for a fixed network dimension \(p = 1000\), both algorithms resulted in higher true positive rates as the sample size increased from \(N = 200\) to \(N = 400\). The computational time of different synthetic data experiments is reported in Supplementary Section S2.

To further assess the advantage of TSNet, in Supplementary Section S2, we compared TSNet with a two-step method in which, the mixed expression matrix is first deconvoluted into tumor and non-tumor components using Demix—a well known deconvolution method (Ahn et al., 2013), and then co-expression networks for tumor and non-tumor components are derived using the standard graphical lasso. As shown, TSNet outperforms this two-step approach even in case of model misspecification.
5 TCGA ovarian cancer data

5.1 Data
We applied TSNet to construct co-expression networks from TCGA RNAseq data of 251 ovarian cancer samples (The Cancer Genome Atlas Network, 2012). The level three RNAseq data was downloaded from firehose (GDAC Broad, Firehose) and was quantile normalized using the R package limma (Smyth, 2004). To better assure the quality of the inferred networks, we reduced the dimension of the gene space by focusing on the 1000 genes with the highest variation across tumor samples and six genes (i.e. TP53, BRCA1, RB1, NF1, GABRA6 and CDK12) which were previously identified as key players in TCGA ovarian studies.

5.2 Tumor purity estimation
In this section, tumor purity percentage estimates from TSNet were compared with those from ESTIMATE (Yoshihara et al., 2013) and ABSOLUTE (Carter et al., 2012), two well known algorithms for tumor purity estimation. To compare different methods, we considered the methylation based tumor purity percentage estimates inferred using the fraction of leukocytes in tumor tissue (Aran et al., 2015) as the golden standard. In addition, when TSNet was applied to infer tumor purity percentages, we considered the same 282 stromal and immune genes which were used by ESTIMATE (Yoshihara et al., 2013). As prior choice for TSNet inference, we utilized the tumor purity percentage inferred via ESTIMATE. As shown by Figure 4, the tumor purity percentage estimates from TSNet correlates slightly better with the methylation based tumor purity than the other two methods, suggesting that TSNet provides robust tumor purity estimates as good as, if not better than, the existing methods. In addition, the result of TSNet on this dataset is not sensitive to the choice of prior inputs (i.e. \( h_0 \)). As shown by the Supplementary Figure S5, the output of TSNet is rather consistent, no matter whether we use tumor purity estimates from ESTIMATE, or ABSOLUTE as prior.

5.3 Co-expression network estimation
In this section, we compare the performance of TSNet and the standard graphical lasso (Friedman et al., 2008) in estimating co-expression networks for TCGA ovarian cancer data. For simplicity, the tumor- and non-tumor networks from TSNet will be referred to as TSNet-tumor and TSNet-normal, while the network from the standard graphical lasso will be referred to as mixNet. For both mixNet and TSNet, co-expression networks were estimated for different values of penalty parameters (further information can be found in Supplementary Section S3). Since applying BIC to TSNet and mixNet on this data resulted in networks with dramatic different sizes (Supplementary Section S3), to facilitate the comparison between these two methods, we adopted a different strategy by deriving a consensus network based on a series of inferred network models of different dimensions (further details can be found in...
Supplementary Section S3). Following this new strategy, we obtained the final TSNet-tumor, TSNet-normal and mixNet networks which contained 707, 793 and 993 edges, respectively. It is important to notice that mixNet is expected to infer edges between two genes differentially expressed between tumor- and non-tumor cells as well as edges specific to tumor or non-tumor cells. Therefore, it is expected that mixNet would contain more edges compared with TSNet-tumor and TSNet-normal.

Figure 5a illustrates the major network component (with the highest number of nodes) in TSNet-tumor. To facilitate the comparison between TSNet-tumor and mixNet, edges shared between the two networks and those specific to TSNet-tumor were highlighted in different colors. The proportion of edges in TSNet-tumor overlapping with TSNet-normal and mixNet were 18% and 48%, respectively. The small overlap between TSNet-tumor and TSNet-normal is expected, as the biological processes activated in the tumor and non-tumor cells might be dramatically different.

5.3 Novel disease gene detected by TSNet but not by mixNet
To assess whether TSNet could help to recover tumor specific biological activities that cannot be detected by mixNet, Figure 5b shows the degree of the top 10 mostly connected genes in TSNet networks which were poorly connected in mixNet. These genes include the tumor suppressor HIC1 (Zheng et al., 2012), the voltage-gated calcium gene CACNA1I (Phan et al., 2017), the lymphocyte-specific member of the tumor necrosis factor TNFRSF13B (Block et al., 2014) and NOS2, a gene involved in antitumoral activities (Burke et al., 2012). All these genes have been demonstrated to play an important role in cancer (Block et al., 2014; Burke et al., 2017; Phan et al., 2017; Zheng et al., 2012). In particular, HIC1 is a tumor suppressor which cooperates with TP53 in the regulation of apoptosis (Markowski et al., 2015) and is often methylated in ovarian tumors (Rathi et al., 2002; Strathdee et al., 2001). It is well known that DNA double-strand breaks activates the tumor-repressor HIC1 to regulate DNA repair (Dehennaut et al., 2013), and the importance of DNA repair has been demonstrated in most human cancers (Khanna and Jackson, 2001). Interestingly, in our analysis, HIC1 is not only a hub-gene in TSNet-tumor but also a hub-gene in TSNet-normal. Further investigation of HIC1 neighbors in TSNet-tumor and TSNet-normal suggests that this gene is actually involved in different biological processes in these two networks. In fact, as shown by Figure 5c, the second-order neighborhood of HIC1 in TSNet-tumor is enriched of pathways such as ‘Reactome p53-Independent DNA Damage Response Homo sapiens’, ‘Reactome Cytokine Signaling in Immune system Homo sapiens’ and ‘Reactome Antigen processing: Ubiquitination & Proteasome degradation’. On the other hand, the second order neighborhood of HIC1 in TSNet-normal resulted in ribosomal related pathways such as ‘Eukaryotic Translation Initiation Homo sapiens’, immune related pathways such as ‘CD22 mediated BCR regulation’ and microenvironment related pathways such as ‘Collagen formation Homo sapiens’. These results suggest that HIC1 is involved in DNA repair pathways as well as show its involvement in the interaction with the tumor microenvironment. Indeed, HIC1 was recently shown to be a novel regulator of intestinal immune homeostasis (Burrows et al., 2017); and it has been demonstrated that the microenvironment also influenced HIC1 expression in tumor cells (Zheng et al., 2012).

5.3.2 Pathway enrichment of highly connected genes
For pathway analysis, we started with two pathways, ‘Stromal genes’ and ‘Kegg ECM Receptor Interaction’, which are expected to be more active in non-tumor tissues than in tumor cells, as a substantial portion of non-tumor tissues are stromal tissues which are primarily made of extracellular matrix (Giussani et al., 2015). Herein, the full list of Stromal genes were obtained from (Yoshihara et al., 2013). To assess the connectivity levels of genes from these two pathways in different networks, Figure 6a shows the normalized number of connecting edges of genes from these two gene sets in different networks. Note, to account for differences in network dimensionality, the number of connecting edges of a gene was normalized according to the total number of edges contained in the network. As shown, genes in ‘Kegg ECM Receptor Interaction’ and ‘Stromal genes’ are much more connected in TSNet-normal than in TSNet-tumor, which nicely matches our expectation that these genes are more active in non-tumor cells than in tumor cells. This result suggests the ability of TSNet to identify tumor- and non-tumor cell specific signals. On the other hand, it is important to notice that many stromal-related genes are highly connected in mixNet. This result is also expected since mixNet tends to connect genes that are differentially expressed between tumor- and non-tumor cells.

We then screen for pathways enriched with well-connected genes in each network. For this analysis, we considered MSigDB Canonical (Liberzon et al., 2011) and Hallmark (Liberzon et al., 2015) pathways. In particular, we focused on 442 MSigDB pathways containing at least 5 of the 1004 genes utilized in our analysis. For each pathway, we compare the degree distribution of genes in the pathway to that not in the pathway, and we implemented a weighted Kolmogorov-Smirnov (KL) statistics (Subramanian et al., 2005). In order to assess significance and control for multiple comparison, a permutation-based technique was utilized (further information can be found in Supplementary Section S3). Figure 6b shows the number of enriched categories for each network. As shown, TSNet-networks overall result in more enriched categories than mixNet-network. In addition, pathways enriched in TSNet-tumor but not in mixNet includes ‘Kegg ERBB Signaling pathways’, ‘Hallmark DNA Damage’, ‘Biocarta MAPK pathway’ and tumor-related pathways such as ‘Kegg Endometrial Cancer’, ‘Kegg Thyroid Cancer Pathway’ and ‘Kegg Melanoma Pathway’. These results imply the potential advantage of TSNet over mixNet in detecting important tumor related biological activities.

Fig. 4. Pearson’s correlation of tumor purity from TSNet, ABSOLUTE (Carter et al., 2012) and ESTIMATE (Yoshihara et al., 2013) with methylation-based estimates of the fraction of leukocytes in tumor tissue.
5.3.3 Pathway enrichment of topological structure

In addition, we performed a pathway enrichment analysis based on network topological structures by following the strategy illustrated by Zhu et al. (2008) (further details on the enrichment analysis can be found in Supplementary Section S3). For this analysis, we considered the 442 MSigDB pathways utilized above. Figure 7a shows the number of enriched categories for each network. As shown by the Venn diagram, TSNet-networks result in slightly more enriched pathways in the second-order neighborhood of tumor repressor HIC1 for TSNet-tumor and TSNet-normal. Enrichment analysis was carried out using the software Enrichr (Chen et al., 2013).

**Fig. 5.** (a) Biggest independent component in TSNet-tumor network. The number of edges specific to TSNet-tumor network is 366 (red); while the number of edges shared with mixNet network is 341 (blue). (b) Hub genes (i.e., highly connected node) in TSNet-networks (TSNet-tumor and TSNet-normal) which are poorly connected in mixNet network. For each gene, the red bar shows the number of connecting edges in TSNet-tumor plus the number of connecting edges in TSNet-normal divided by the sum of total number of edges of the two networks; while the blue bar shows the number of connecting edges in mixNet network divided by the total number of edges in the network. (c) Enriched pathways in the second-order neighborhood of tumor repressor HIC1 for TSNet-tumor and TSNet-normal. Enrichment analysis was carried out using the software Enrichr (Chen et al., 2013).

**Fig. 6.** Pathway enrichment of hub-structure. (a) Degree plot for two enriched pathways in mixNet and TSNet-Normal, i.e. ‘Kegg ECM Receptor Interaction’ and stromal genes. The degree of gene $g_i$ in a given network is defined as the number of connecting edges of gene $g_i$. To allow comparison across different networks, degrees have been normalized by dividing them for the total number of edges in the network. (b) Number of enriched categories for TSNet-Tumor, TSNet-Normal and mixNet networks. List of pathways enriched in TSNet-tumor but not in mixNet and vice versa.
In this article, we introduced TSNet—a new algorithm for the estimation of gene co-expression networks based on high dimensional gene expression profiles. The key novelty of TSNet is that it takes into account TPH, an important issue in bulk sample profiling based genomic studies, to construct both tumor- and normal-specific gene networks. Through extensive synthetic data examples, we demonstrated the superior performance of TSNet compared with the graphical lasso—a standard method which has been extensively utilized for constructing gene co-expression networks. One problem of network inference is the low power caused by the small sample size, especially in inferring the true covariance structure. In fact, the neighborhood of HIC1 in TSNet-tumor was enriched of DNA damage pathways such as ‘Reactome DNA Repair’ and ‘Nucleotide Excision Repair’. As shown, the TOP enriched pathways in mixNet which are not enriched in TSNet-tumor were known cancer related genes. In particular, the leading gene of the neighborhood in TSNet-normal was enriched of ribosomal and immune system related pathways. These findings were well supported by the recent literatures on HIC1, which serves as a good ‘proof-of-principle’ example on how TSNet based analyses can provide useful biological insights.

In network analysis, replicating results using independent datasets might be challenging due to two main reasons. The first reason is the lack of power in estimating the true underlying network (covariance structure). In fact, when applying the same algorithm to different datasets, different aspects of the true biological mechanism might be detected. Second, different datasets might be subjected to different experimental noises, which might affect the performance of the algorithm. In order to assess how the performance of TSNet is affected by experimental noises, we carried out an experiment where white noises were added to the original gene-expression matrix. As shown in the Supplementary Section S3, although network inference is more affected by experimental noise than tumor purity estimation, TSNet could recover most of the network edges and hub-structure of the original tumor and non-tumor pathways even when different levels of noises were added.

As future work, we would like to extend TSNet to take into account tumor-cell heterogeneity. It is well known that tumor cells are a mixture of different types of cells whose concentration can vary dramatically across different tumor samples. One issue in handling three or more cell types is the lack of power in estimating multiple co-expression networks. One possibility to address this issue might be borrowing information across different sub-groups when estimating co-expression networks (covariance structure) of different cell types (Danaher et al., 2014).
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