Quantum-inspired algorithm applied to extreme learning
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Quantum-inspired singular value decomposition (SVD) is a technique to perform SVD in logarithmic time with respect to the dimension of a matrix, given access to the matrix embedded in a segment-tree data structure. The speedup is possible through the efficient sampling of matrix elements according to their norms. Here, we apply it to extreme learning which is a machine learning framework that performs linear regression using random feature vectors generated through a random neural network. The extreme learning is suited for the application of quantum-inspired SVD in that it first requires transforming each data to a random feature during which we can construct the data structure with a logarithmic overhead with respect to the number of data. We implement the algorithm and observe that it works order-of-magnitude faster than the exact SVD when we use high-dimensional feature vectors. However, we also observe that, for random features generated by random neural networks, we can replace the norm-based sampling in the quantum-inspired algorithm with uniform sampling to obtain the same level of test accuracy due to the uniformity of the matrix in this case. The norm-based sampling becomes effective for more non-uniform matrices obtained by optimizing the feature mapping. It implies the non-uniformity of matrix elements is a key property of the quantum-inspired SVD. This work is a first step toward the practical application of the quantum-inspired algorithm.

I. INTRODUCTION

In 2016, Kerenedis and Prakash have designed a quantum algorithm for preparing a low-rank approximation of an $n \times m$ matrix in polylog$(nm)$ time on a quantum computer [1]. They applied the technique to construct recommendation systems, which is thought to be one of quantum speedups for practical problems. The key ingredient that makes the algorithm efficient was the segment-tree data structure. Inspired by this work, Tang [2] designed a “quantum-inspired” classical algorithm that also works in polylog$(nm)$ by exploiting the data structure. It utilizes the fact that the segment tree allows us to efficiently sample matrix elements according to probabilities proportional to their Frobenius norm. Motivated by Tang’s breakthrough, quantum-inspired classical algorithms for other tasks, such as matrix inversion and linear regression, have been proposed [3–9]. Those algorithms also have polylogarithmic complexity in the matrix dimension if the low-rank approximation of the matrix is valid and the data structure is constructed in advance.

Although this quantum-inspired algorithm has polylogarithmic complexity in the matrix dimension, it is still not well-known that it works in reasonable runtime for practical tasks. A possible bottleneck in practice is that it assumes the availability of the segment tree, which takes $O(nm \log(nm))$ time to construct in general. We therefore must find an application where this cost for constructing data structure does not matter. Also, the runtime analyses of previous works are rather pessimistic in that they have a very large constant prefactor. However, there is a possibility that the prefactors are an artifact required to prove a rigorous theorem, and the overhead becomes smaller when using it in practice [10].

Machine learning is a field where the low-rank approximation of matrices plays an important role. Several quantum-inspired algorithms for machine learning have been proposed [9, 11]. In this work, we apply the algorithm to machine learning via the framework called extreme learning [12]. In the extreme learning, we construct a model $f(x)$ by linear combination of randomly chosen features $\{\phi_i(x)\}_{i=1}^M$. The training of the model is accomplished by computing a pseudo-inverse of a $D \times M$ matrix, where $D$ is the number of training data. We seek to speed up this training process by using the quantum-inspired low-rank approximation algorithm. The extreme learning is suited for the application of the quantum-inspired algorithm in the sense that we must preprocess the input data to the random features $\phi_i(x)$ for every training data, and thus $O(DM)$ computational cost is not avoidable in the first place. The segment tree data structure can be constructed with an additional $O(\log(DM))$ cost, making the total preprocessing cost $O(DM \log(DM))$, which is a slight increase from the original cost.

We perform numerical experiments on two famous image datasets, MNIST handwritten digits [13] and CIFAR-10 [14], using the quantum-inspired algorithm. Our numerical experiments show that it can significantly reduce the time required for training without much program
code optimizations compared to the approach based on the exact low-rank approximation. On the other hand, we find that the weighted sampling of the matrix elements, which is the core idea of the quantum-inspired algorithm, is not required but we can use uniform sampling to achieve the same level of performance in the naive setting of extreme learning. It is because the matrix elements become rather uniform due to the randomness of the feature $\phi_i(x)$. To see more distinct advantages of using the quantum-inspired algorithm, we also conduct experiments using extreme learning with optimized features instead of the random features. This approach makes the matrix elements non-uniform, and we can observe the advantage of using it. The experiments show us that the quantum-inspired algorithm is effective in practical settings although certain care is needed to get the most out of it. This work is a first step toward the practical application of the quantum-inspired algorithm.

II. THEORY

A. Quantum-inspired low-rank approximation

We first give a brief description of the quantum-inspired low-rank approximation algorithm [2]. The task is to find a low-rank approximation of a matrix $X \in \mathbb{R}^{m \times n}$ where $m \leq n$. By singular value decomposition, $X$ can be expressed as,

$$X = \sum_{i=1}^{m} \sigma_i u_i v_i^T, \quad (1)$$

where $u_i$ and $v_i$ are left- and right-singular vectors for a singular value $\sigma_i$. We assume that $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_m$. The quantum-inspired algorithm of Ref. [2] seeks an approximation of $X$ in the form of,

$$\tilde{X} = \sum_{i=1}^{K} \tilde{\sigma}_i \tilde{u}_i \tilde{v}_i^T, \quad (2)$$

where $\tilde{\sigma}_i \approx \sigma_i$, $\tilde{u}_i \approx u_i$, and $\tilde{v}_i \approx v_i$. In other words, the output of the algorithm with an input matrix $X$ is $\{\tilde{\sigma}_i, \tilde{u}_i, \tilde{v}_i\}_{i=1}^{K}$.

Let us describe the concrete algorithm. We refer to this algorithm as the mod-FKV algorithm following Ref. [2] since it is a slightly modified version of Frieze, Kannan, and Vempala’s algorithm [15]. Here, we denote $(i, j)$-element of $X$ by $X(i, j)$, $i$-th row vector of $X$ by $X(i, :)$, and $j$-th column vector of $X$ by $X(:, j)$.

1. Sample row indices of $X$ with probability

$$f_i = \frac{||X(i, :)||^2}{\|X\|_{F}^2}, \quad (3)$$

where $\|X\|_{F}$ represents the Frobenius norm of $X$. One sample form this probability distribution can be drawn in time $O(\log(m))$ with the assumption that $X$ is stored in a segment-tree data structure [2]. Let the sampled indices $\{i_1, i_2, \ldots, i_P\}$.

2. For each $i_p$, sample column indices $\{j_1, j_2, \ldots, j_P\}$ with probability

$$g_{ij} = \frac{1}{P} \sum_{p=1}^{P} \frac{\|X(i_p, j)\|^2}{\|X(i_p, :)\|^2}, \quad (4)$$

which takes $O(\log(n))$ per sample assuming the data structure.

3. Define a matrix $W \in \mathbb{R}^{P \times P}$ by

$$W(p, q) = \frac{X(i_p, j_q)}{P^{\frac{1}{2}} g_{ij}}, \quad (5)$$

and perform its singular value decomposition. We obtain $u'_i \in \mathbb{R}^P$, $v'_i \in \mathbb{R}^P$ and $\tilde{\sigma}_i \in \mathbb{R}$ such that

$$W = \sum_{i=1}^{P} \tilde{\sigma}_i u'_i v'_i^T. \quad (6)$$

We assume $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_P$. This can be done in $O(P^3)$ time.

4. Define a matrix $S \in \mathbb{R}^{P \times n}$ by

$$S(p, :) = \frac{X(i_p, :) \sqrt{P}}{\|X\|_{F}}, \quad (7)$$

and calculate $\tilde{v}_i$ and $\tilde{u}_i$ as follows:

$$\tilde{v}_i = \frac{1}{\tilde{\sigma}_i} S^T v'_i \quad (8)$$

$$\tilde{u}_i = \frac{1}{\tilde{\sigma}_i} X \tilde{v}_i. \quad (9)$$

The calculation of each $\tilde{v}_i$ takes $O(nP)$ time and that of each $\tilde{u}_i$ takes $O(mn)$ time.

5. Return $\{\tilde{\sigma}_i, \tilde{u}_i, \tilde{v}_i\}_{i=1}^{K}$.

In the above algorithm, the number of samples $P$ can be taken as $\text{poly}(K, 1/\epsilon)$ to output $\{\tilde{\sigma}_i, \tilde{u}_i, \tilde{v}_i\}_{i=1}^{K}$ such that $\|X - X_K\|_{F} \leq \epsilon$ where $X_K = \sum_{i=1}^{K} \tilde{\sigma}_i u_i v_i^T$ is the exact rank-$K$ approximation of $X$. In the rest of this paper, the mod-FKV algorithm with parameters $K$ and $P$ is referred to as mod-FKV($K, P$).

Note that the above algorithm does not achieve the complexity $\text{polylog}(mn)$ because of the cost required to construct $\tilde{u}_i$ and $\tilde{v}_i$. The original paper [2] avoids the explicit construction of these vectors, which is not required for certain applications, thus achieving the poly-logarithmic scaling. However, we allow $O(mn)$ cost because our target application, extreme learning, already requires $O(mn)$ preprocessing cost to transform data $x$ to features $\phi_i(x)$ as we see in the next subsection.
B. Extreme learning

Extreme learning [12] constructs a model by linear combination of random features \( \{\phi_i(x)\}_{i=1}^M \). The random features \( \{\phi_i(x)\}_{i=1}^M \) is taken as outputs of a feed-forward neural network with random connections. For example, we can take \( \phi_i(x) = g(a_i^T x + b_i) \) where \( g \) is an activation function such as ReLu, \( a_i \) and \( b_i \) are random vector and bias, respectively. In this sense, we refer to \( M \) as the number of nodes.

Given a training data set \( \{(x_i, y_i)\}_{i=1}^D \) where \( x_i \) and \( y \) are input and teacher data respectively, we try to find a weight vector \( w \in \mathbb{R}^M \) such that \( \sum_{i=1}^D (w^T \phi(x_i) - y_i)^2 \) is minimized. Such \( w \) can be calculated by using Moore-Penrose pseudo-inverse \( X^+ \) of a matrix \( X = (\phi(x_1) \phi(x_2) \ldots \phi(x_D)) \) as

\[
w = X^+ y, \tag{10}\]

where \( y = (y_1, y_2, \ldots, y_D)^T \).

C. Our proposal

In this work, we exploit the mod-FKV algorithm for computing the optimal weight \( w \) by Eq. (10). More concretely, we first compute the matrix \( X \) and store it in the segment-tree data structure. Then, we use the algorithm in Sec. II A to compute a \( K \)-rank approximation of \( X \). Using the obtained \( \{\hat{\sigma}_i, \hat{u}_i, \hat{v}_i\}_{i=1}^K \), we approximate pseudo-inverse of \( X \) by,

\[
\hat{X}^+ = \sum_{i=1}^K \frac{1}{\sigma_i} \hat{u}_i \hat{v}_i^T, \tag{11}\]

and calculate the weight vector as \( w = \hat{X}^+ y \).

In the following subsections, we compare the proposed approach with a conventional approach that uses exact singular value decomposition.

III. EXPERIMENTS

We test our idea with two famous image datasets: MNIST handwritten digits [13] and CIFAR-10 [14]. Both of the datasets consist of images that are labeled into ten distinct classes. An input data \( x_i \) consists of pixel values of images. We first normalize the input values to have a minimum value of 0 and a maximum value of 1. We encode a teacher datum by one-hot encoding, i.e., for each \( x_i \), we have ten teacher data \( \{y_i^{(l)}\}_{l=1}^{10} \) such that \( y_i^{(l)} = 1 \) if \( x_i \) belongs to label \( l \) and \( y_i^{(l)} = 0 \) otherwise.

The random features \( \phi_i(x) \) is taken as \( \phi_i(x) = g(a_i^T x + b_i) \) where \( g \) is ReLu function, each element of \( a_i \) and \( b_i \) are randomly drawn from uniform distribution on \([0, 1]\). The training is performed by calculating optimal weight \( w^{(l)} \) for each \( l \) by Eq. (10). We define the output \( \hat{l} \) from the trained model by

\[
\hat{l} = \arg\max_i \{w^{(l)}^T \phi(x)\}. \tag{12}\]

A. Baseline

We first obtain the baseline to compare with the mod-FKV algorithm by performing exact singular value decomposition of the matrix \( X \). We implement this by \lstsq \ function available within NumPy package [16].

First, we observe how the test accuracy varies with respect to the number of nodes \( M \). Figure 1 shows the numerical result. For the MNIST dataset, we see that the test accuracy increases as we enlarge \( M \) until it saturates around 85% at around \( M = 200 \). For the CIFAR-10, the best performances are obtained when \( M \) is around 1000, and it degrades for larger \( M \). Although the performances of the extreme learning for both of the datasets are far from the state-of-the-art, note that we are not interested in achieving it. The advantage of extreme learning is that its training is extremely simpler and faster compared to neural networks with complicated structures. The result presented in Fig. 1 constitutes the baseline for all of the following numerical experiments; it is the best possible performance that one can hope for using the extreme learning approach.

Next, we observe how the test accuracy behaves when we use \( X_K \) instead of \( X^+ \) to compute \( w \). Choosing \( M = 10^3 \) and \( 10^4 \), we vary \( K \) to see changes in the test accuracy. The result is shown in Fig. 2. From the figure, we observe that the same value of \( K \) results in the same level of accuracy even for different \( M \). In particular, a low-rank approximation can recover the performance degradation of the \( M = 10^4 \) case; it gave us lower test accuracy when we used the exact pseudo-inverse \( X^+ \) compared to
We implement the quantum-inspired algorithm in Sec. II A on Python and compare its performance with the conventional approach that uses lstsq. More concretely, we compare the computational time required for the mod-FKV($K$, $P$) algorithm to achieve the comparable test accuracy with respect to the $K$-rank approximation performed by lstsq. In the following numerical experiments, we fix the rank to $K = 10$ and the number of nodes to $M = 10^3$ or $10^4$ which achieve about 70% and 30% test accuracy respectively for MNIST and CIFAR-10 datasets with lstsq.

We also investigate a possible shortcoming of this application that, because the connections $a_i$ of the neural network are taken randomly, the elements of the matrix $X$ might have a rather uniform distribution. Therefore, one might concern that the Frobenius norm sampling according to Eqs. (3) and (4) can be replaced by uniform sampling without degrading the performance. To investigate this concern, we conduct the following experiment.

We perform the classification of two datasets by extreme learning, where pseudo-inverses of the matrix $X$ are obtained with mod-FKV($10$, $P$) as presented in Sec. II A and a modified version of mod-FKV($10$, $P$) that uses uniform sampling instead of Eqs. (3) and (4).

First, we observe how many samples are needed to obtain the comparable test accuracy to lstsq by varying the number of samples, $P$. Figure 3 shows how the test accuracy of the mod-FKV-based extreme learning improves with increasing $P$. From the figure, we see that taking $P = 10^2$ achieves an accuracy of 65% and 25% respectively for MNIST and CIFAR-10 datasets, which is slightly worse than 70% and 30% achieved by lstsq but comparable. We, therefore, compare the computational time of mod-FKV-based extreme learning with that of the lstsq-based one afterward with $P = 10^2$.

Table I shows a comparison of the test accuracy and the time required for training (time to obtain $w$) with each methods at a fixed number of samples $P = 10^2$. We achieve the shortest computational time by using uniform sampling approach for both of the $M = 10^3$ and $M = 10^4$ cases. For the Frobenius-norm sampling approach, the computational time is reduced from lstsq only for the $M = 10^4$ case. This is because of the overhead required for constructing the segment-tree data structure, which becomes less significant when $M$ is large. The test accuracy of both sampling strategies are about 64% to 65% and at the same level. Therefore, our concern that the Frobenius-norm sampling can be replaced by uniform sampling seems to be correct, that is, the Frobenius norm sampling utilized in the mod-FKV algorithm is not effective in this setting and the uniform sampling gives us an equivalent test accuracy. This means the quantum-inspired algorithm is not effective in general for naive extreme learning.

Note that, even though the uniform sampling approach is significantly faster than other methods, the Frobenius
The output weight vector \( \mathbf{w} \) after training the weights \( \text{mod-FKV} \) to a more “concentrated” matrix. We, therefore, need to apply the above observation implies that we need to apply the quantum-inspired algorithm when the target matrix is rather non-uniform. This result indicates that we should apply the quantum-inspired algorithm to a machine learning framework called extreme learning. We apply the quantum-inspired algorithm to a matrix \( \mathbf{X} = (\phi(x_1) \phi(x_2) \cdots \phi(x_D)) \) somewhat non-uniform.

Now, we show the effect of this optimization as Table II and III. We find that, in the \( M = 10^4 \) case, this treatment makes the Frobenius norm sampling effective as expected. This is because, through the optimization of \( \mathbf{a}_i \) and \( \mathbf{b}_i \), the matrix \( \mathbf{X} \) have become non-uniform. On the other hand, we find it to be ineffective for the \( M = 10^3 \) case. To see why this happens, we further analyze the norm of the columns sampled in each sampling strategy, which is shown in Fig. 4. From the figure, we see that the norms of sampled columns does not vary very much for \( M = 10^3 \) with respect to different strategies, but they do for \( M = 10^4 \). This is because the optimized \( \mathbf{a}_i \) and \( \mathbf{b}_i \) are not uniform because, otherwise, the use of uniform sampling is sufficient to obtain comparable results.

| \( M \) | Method | Test accuracy | Training time [s] |
|---|---|---|---|
| \( 10^3 \) | \texttt{lstsq} (Rank-10 approximation) | 0.687 ± 0.00626 | 1.00 |
| \( 10^3 \) | \text{mod-FKV}(10, 10^2) (Norm sampling) | 0.640 ± 0.0158 | 1.96 ± 0.09 |
| \( 10^3 \) | \text{mod-FKV}(10, 10^2) (Uniform sampling) | 0.646 ± 0.0241 | 0.0555 |
| \( 10^4 \) | \texttt{lstsq} (Rank-10 approximation) | 0.693 ± 0.00362 | 105 |
| \( 10^4 \) | \text{mod-FKV}(10, 10^2) (Norm sampling) | 0.648 ± 0.0143 | 9.53 ± 0.67 |
| \( 10^4 \) | \text{mod-FKV}(10, 10^2) (Uniform sampling) | 0.644 ± 0.0213 | 0.535 |

| \( M \) | Method | Test accuracy | Test accuracy |
|---|---|---|---|
| \( 10^3 \) | \text{mod-FKV}(10, 10^2) (Norm sampling) | 0.704 ± 0.0707 | 0.224 ± 0.0175 |
| \( 10^3 \) | \text{mod-FKV}(10, 10^2) (Uniform sampling) | 0.584 ± 0.0771 | 0.236 ± 0.0196 |
| \( 10^4 \) | \text{mod-FKV}(10, 10^2) (Norm sampling) | 0.844 ± 0.0136 | 0.309 ± 0.00957 |
| \( 10^4 \) | \text{mod-FKV}(10, 10^2) (Uniform sampling) | 0.745 ± 0.0406 | 0.233 ± 0.0177 |

**IV. CONCLUSION**

We apply the quantum-inspired algorithm to a machine learning framework called extreme learning. We find that mod-FKV algorithm is effective in reducing the time required for training. Even though the implementation of the mod-FKV algorithm in this work is not quite optimized, it achieves considerable speedup compared to the efficient NumPy implementation of the exact singular value decomposition. However, an important observation is that the Frobenius norm sampling, which is the core of the quantum-inspired singular value decomposition, is not always required. Our experiments indicate that, under certain circumstances when the elements of target matrix is uniform, it is better to use naive uniform sampling. On the other hand, when the matrix is non-uniform, we find the Frobenius norm sampling is effective to quickly compute a low-rank approximation.

A few possible future directions are in order. First, our implementation of mod-FKV algorithm is not optimized for speed. For example, rewriting in C should improve the runtime by a constant factor. Second, it is not clear if we can benefit from the Frobenius sampling in concrete examples of other tasks such as recommendation.
FIG. 4. Norms of columns sampled by different strategies after the optimization of $a_i$ and $b$.
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