ABSTRACT

Learning a natural language interface for database tables is a challenging task that involves deep language understanding and multi-step reasoning. The task is often approached by mapping natural language queries to logical forms or programs that provide the desired response when executed on the database. To our knowledge, this paper presents the first weakly supervised, end-to-end neural network model to induce such programs on a real-world dataset. We enhance the objective function of Neural Programmer, a neural network with built-in discrete operations, and apply it on WikiTableQuestions, a natural language question-answering dataset. The model is trained end-to-end with weak supervision of question-answer pairs, and does not require domain-specific grammars, rules, or annotations that are key elements in previous approaches to program induction. The main experimental result in this paper is that a single Neural Programmer model achieves 34.2% accuracy using only 10,000 examples with weak supervision. An ensemble of 15 models, with a trivial combination technique, achieves 37.7% accuracy, which is competitive to the current state-of-the-art accuracy of 37.1% obtained by a traditional natural language semantic parser.

1 BACKGROUND AND INTRODUCTION

Databases are a pervasive way to store and access knowledge. However, it is not straightforward for users to interact with databases since it often requires programming skills and knowledge about database schemas. Overcoming this difficulty by allowing users to communicate with databases via natural language is an active research area. The common approach to this task is by semantic parsing, which is the process of mapping natural language to symbolic representations of meaning. In this context, semantic parsing yields logical forms or programs that provide the desired response when executed on the databases (Zelle & Mooney, 1996). Semantic parsing is a challenging problem that involves deep language understanding and reasoning with discrete operations such as counting and row selection (Liang, 2016).

The first learning methods for semantic parsing require expensive annotation of question-program pairs (Zelle & Mooney, 1996; Zettlemoyer & Collins, 2005). This annotation process is no longer necessary in the current state-of-the-art semantic parsers that are trained using only question-answer pairs (Liang et al., 2011; Kwiatkowski et al., 2013; Krishnamurthy & Kollar, 2013; Pasupat & Liang, 2015). However, the performance of these methods still heavily depends on domain-specific grammar or pruning strategies to ease program search. For example, in a recent work on building semantic parsers for various domains, the authors hand-engineer a separate grammar for each domain (Wang et al., 2015).

Recently, many neural network models have been developed for program induction (Andreas et al., 2016; Jia & Liang, 2016; Reed & Freitas, 2016; Zaremba et al., 2016; Yin et al., 2015), despite
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Figure 1: Neural Programmer is a neural network augmented with a set of discrete operations. The model runs for a fixed number of time steps, selecting an operation and a column from the table at every time step. The induced program transfers information across timesteps using the row selector variable while the output of the model is stored in the scalar answer and lookup answer variables.

Neural Programmer (Neelakantan et al., 2016) is a neural network augmented with a set of discrete operations. It produces both a program, made up of those operations, and the result of running the program against a given table. The operations make use of three variables: row selector, scalar answer, and lookup answer, which are updated at every timestep. lookup answer and scalar answer store answers while row selector is used to propagate information across time steps. As input, a model receives a question along with a table (Figure 1). The model runs for a fixed number of time steps, selecting an operation and a column from the table as the argument to the operation at each time step. During training, soft selection (Bahdanau et al., 2014) is performed so that the model can be trained end-to-end using backpropagation. This approach allows Neural Programmer to explore the search space with better sample complexity than hard selection with the REINFORCE algorithm (Williams, 1992) would provide. All the parameters of the model are learned from a weak supervision signal that consists of only the final answer; the underlying program, which consists of a sequence of operations and of selected columns, is latent.
In this work, we develop an approach to semantic parsing based on Neural Programmer. We show how to learn a natural language interface for answering questions using database tables, thus integrating differentiable operations that are typical of neural networks with the declarative knowledge contained in the tables and with discrete operations on tables and entries. For this purpose, we make several improvements and adjustments to Neural Programmer, in particular adapting its objective function to make it more broadly applicable.

In earlier work, Neural Programmer is applied only on a synthetic dataset. In that dataset, when the expected answer is an entry in the given table, its position is explicitly marked in the table. However, real-world datasets certainly do not include those markers, and lead to many ambiguities (e.g., (Pasupat & Liang, 2015)). In particular, when the answer is a number that occurs literally in the table, it is not known, a priori, whether the answer should be generated by an operation or selected from the table. Similarly, when the answer is a natural language phrase that occurs in multiple positions in the table, it is not known which entry (or entries) in the table is actually responsible for the answer. We extend Neural Programmer to handle the weaker supervision signal by backpropagating through decisions that concern how the answer is generated when there is an ambiguity.

Our main experimental results concern WikiTableQuestions (Pasupat & Liang, 2015), a real-world question-answering dataset on database tables, with only 10,000 examples for weak supervision. This dataset is particularly challenging because of its small size and the lack of strong supervision, and also because the tables provided at test time are never seen during training, so learning requires adaptation at test time to unseen column names. A state-of-the-art, traditional semantic parser that relies on pruning strategies to ease program search achieves 37.1% accuracy. Standard neural network models like sequence-to-sequence and pointer networks do not appear to be promising for this dataset, as confirmed in our experiments below, which yield single-digit accuracies. In comparison, a single Neural Programmer model using minimal text pre-processing, and trained end-to-end, achieves 34.2% accuracy. This surprising result is enabled primarily by the sample efficiency of Neural Programmer, by the enhanced objective function, and by reducing overfitting via strong regularization with dropout (Srivastava et al., 2014; Iyyer et al., 2015; Gal & Ghahramani, 2016) and weight decay. An ensemble of 15 models, even with a trivial combination technique, achieves 37.7% accuracy.

2 Neural Programmer

In this section we describe in greater detail the Neural Programmer model and the modifications we made to the model. Neural Programmer is a neural network augmented with a set of discrete operations. The model consists of four modules:

- **Question RNN** that processes the question and converts the tokens to a distributed representation. We use an LSTM network (Hochreiter & Schmidhuber, 1997) as the question RNN.

- A list of discrete operations such as counting and entry selection that are manually defined. Each operation is parameterized by a real-valued vector that is learned during training.

- A **selector** module that induces two probability distributions at every time step, one over the set of operations and another over the set of columns. The input to the selector is obtained by concatenating the last hidden state of the question RNN, the hidden state of the history RNN from the current timestep, and the attention vector obtained by performing soft attention (Bahdanau et al., 2014) on the question using the history vector. Following Neelakantan et al. (2016), we employ hard selection at test time.

- **History RNN** modeled by a simple RNN (Werbos, 1990) with tanh activations which remembers the previous operations and columns selected by the model. The input to the history RNN at each timestep is the result of concatenating the weighted representations of operations and columns with their corresponding probability distributions produced by the selector at the previous timestep.

A more detailed description of the basic model can be found in Neelakantan et al. (2016). The model runs for fixed total of $T$ timesteps. The parameters of the operations, selector module, question and
history RNNs are all learned with backpropagation using a weak supervision signal that consists of the final answer. Below, we discuss several modifications to the model to make it more broadly applicable, and easier to train.

2.1 Operations

We use 15 operations in the model that were chosen to closely match the set of operations used in the baseline model (Pasupat & Liang [2015]). All the operations except select and most frequent entry operate only on the set of selected rows which is given by the row selector variable. Before the first timestep, all the rows in the table are set to be selected. The built-in operations are:

- **count** returns the number of selected rows in row selector.
- **select** and **most frequent entry** are operations which are computed only once for every question and output a boolean tensor with size same as the size of the input table. An entry in the output of the select operation is set to 1 if the entry matches some phrase in the question. The matched phrases in the question are anonymized to prevent overfitting. Similarly, for most frequent entry, it is set to 1 if the entry is the most frequently occurring one in its column.
- **argmax**, **argmin**, greater than, less than, greater than or equal to, less than or equal to are all operations that output a tensor with size same as the size of the input table.
- **first**, **last**, **previous** and **next** modify the row selector.
- **print** operation assigns row selector on the selected column of lookup answer.
- **reset** resets row selector to its initial value. This operation also serves as no-op when the model needs to induce programs whose complexity is less than T.

All the operations are defined to work with soft selection so that the model can be trained with backpropagation. The operations along with their definitions are discussed in the Appendix.

2.2 Output and Row Selector

Neural programmer makes use of three variables: row selector, scalar answer and lookup answer which are updated at every timestep. The variable lookup answer stores answers that are selected from the table while scalar answer stores numeric answers that are not provided in the table. The induced program transfers information across timesteps using the row selector variable which contains rows that are selected by the model.

Given an input table $\Pi$, containing $M$ rows and $C$ columns ($M$ and $C$ can vary across examples), the output variables at timestep $t$ are given by:

$$\text{scalar answer}_t = \alpha_t^{op}(\text{count})\text{output}_t(\text{count}),$$

$$\text{lookup answer}_t[i][j] = \alpha_t^{col}(j)\alpha_t^{op}(\text{print})\text{row select}_{t-1}[i], \forall (i,j), i = 1,2,\ldots,M, j = 1,2,\ldots,C$$

where $\alpha_t^{op}(op)$ and $\alpha_t^{col}(j)$ are the probabilities assigned by the selector to operation $op$ and column $j$ at timestep $t$ respectively and $\text{output}_t(\text{count})$ is the output of the count operation at timestep $t$. The row selector variable at timestep $t$ is obtained by taking the weighted average of the outputs of the remaining operations and is discussed in the Appendix. $\text{lookup answer}_T[i][j]$ is the probability that the element $(i,j)$ in the input table is in the final answer predicted by the model.

2.3 Training Objective

We modify the training objective of Neural Programmer to handle the supervision signal available in real-world settings. In previous work, the position of the answers are explicitly marked in the table when the answer is an entry from the table. However, as discussed in Section 1, in real-world datasets (e.g., (Pasupat & Liang [2015]) the answer is simply written down introducing two kinds of ambiguities. First, when the answer is a number and if the number is in the table, it is not known

\footnote{It is possible to extend the model to generate natural language responses using an RNN decoder but it is not the focus of this paper and we leave it for further work.}
whether the loss should be computed using the *scalar answer* variable or the *lookup answer* variable. Second, when the answer is a natural language phrase and if the phrase occurs in multiple positions in the table, we again do not know which entry (or entries) in the table is actually responsible for generating the answer. We extend Neural Programmer to handle this weaker supervision signal during training by computing the loss only on the prediction that is closest to the desired response.

For scalar answers we compute the square loss:

$$L_{\text{scalar}}(\text{scalar answer}_T, y) = \frac{1}{2} (\text{scalar answer}_T - y)^2$$

where $y$ is the ground truth answer. We divide $L_{\text{scalar}}$ by the number of rows in the input table and do not backpropagate on examples for which the loss is greater than a threshold since it leads to instabilities in training.

When the answer is a list of items $y = (a_1, a_2, \ldots, a_N)$, for each element in the list ($a_i, i = 1, 2, \ldots, N$) we compute all the entries in the table that match that element, given by $S_i = \{(r, c) \mid (r, c) \Pi [r, c] = a_i\}$. We tackle the ambiguity introduced when an answer item occurs at multiple entries in the table by computing the loss only on the entry which is assigned the highest probability by the model. We construct $g \in \{0, 1\}^{M \times C}$, where $g[i, j]$ indicates whether the element $(i, j)$ in the input table is part of the output. We compute log-loss for each entry and the final loss is given by:

$$L_{\text{lookup}}(\text{lookup answer}_T, y) = \sum_{i=1}^{N} \min_{(r, c) \in S_i} (-\log(\text{lookup answer}_T[r, c]))$$

$$- \frac{1}{MC} \sum_{i=1}^{M} \sum_{j=1}^{C} [g[i, j] == 0] \log(1 - \text{lookup answer}_T[i, j])$$

where $[\text{cond}]$ is 1 when $\text{cond}$ is True, and 0 otherwise.

We deal with the ambiguity that occurs when the ground truth is a number and if the number also occurs in the table, by computing the final loss as the soft minimum of $L_{\text{scalar}}$ and $L_{\text{lookup}}$. Otherwise, the loss for an example is $L_{\text{scalar}}$ when the ground truth is a number and $L_{\text{lookup}}$ when the ground truth matches some entries in the table. The two loss functions $L_{\text{scalar}}$ and $L_{\text{lookup}}$ are in different scales, so we multiply $L_{\text{lookup}}$ by a constant factor which we set to 50.0 after a small exploration in our experiments.

Since we employ hard selection at test time, only one among *scalar answer* and *lookup answer* is modified at the last timestep. We use the variable that is set at the last timestep as the final output of the model.

### 3 Experiments

We apply Neural Programmer on the WikiTableQuestions dataset [Pasupat & Liang, 2015] and compare it to different non-neural baselines including a natural language semantic parser developed by Pasupat & Liang (2015). Further, we also report results from training the sequence-to-sequence model (Sutskever et al., 2014) and a modified version of the pointer networks (Vinyals et al., 2015). Our model is implemented in TensorFlow (Abadi et al., 2016) and the model takes approximately a day to train on a single Tesla K80 GPU. We use double-precision format to store the model parameters since the gradients become undefined values in single-precision format. Our code is available at [https://github.com/tensorflow/models/tree/master/neural_programmer](https://github.com/tensorflow/models/tree/master/neural_programmer).

#### 3.1 Data

We use the train, development, and test split given by Pasupat & Liang (2015). The dataset contains 11321, 2831, and 4344 examples for training, development, and testing respectively. We use their tokenization, number and date pre-processing. There are examples with answers that are neither
Table 1: Performance of Neural Programmer compared to baselines from \cite{Pasupat2015}. The performance of an ensemble of 15 models is competitive to the current state-of-the-art natural language semantic parser.

| Method                                   | Dev Accuracy | Test Accuracy |
|------------------------------------------|--------------|---------------|
| Baselines from Pasupat & Liang (2015)    |              |               |
| Information Retrieval System             | 13.4         | 12.7          |
| Simple Semantic Parser                   | 23.6         | 24.3          |
| Semantic Parser                          | 37.0         | 37.1          |
| Neural Programmer                        | 34.1         | 34.2          |
| Ensemble of 15 Neural Programmer models  | 37.5         | 37.7          |
| Oracle Score with 15 Neural Programmer models | 50.5         | -             |

number answers nor phrases selected from the table. We ignore these questions during training but the model is penalized during evaluation following \cite{Pasupat2015}. The tables provided in the test set are unseen at training, hence requiring the model to adapt to unseen column names at test time. We train only on examples for which the provided table has less than 100 rows since we run out of GPU memory otherwise, but consider all examples at test time.

3.2 Training Details

We use $T = 4$ timesteps in our experiments. Words and operations are represented as 256 dimensional vectors, and the hidden vectors of the question and the history RNN are also 256 dimensional. The parameters are initialized uniformly randomly within the range [-0.1, 0.1]. We train the model using the Adam optimizer (Kingma & Ba, 2014) with mini-batches of size 20. The $\epsilon$ hyperparameter in Adam is set to 1e-6 while others are set to the default values. Since the training set is small compared to other datasets in which neural network models are usually applied, we rely on strong regularization:

- We clip the gradients to norm 1 and employ early-stopping.
- The occurrences of words that appear less than 10 times in the training set are replaced by a single unknown word token.
- We add a weight decay penalty with strength 0.0001.
- We use dropout with a keep probability of 0.8 on input and output vectors of the RNN, and selector, operation and column name representations \cite{Srivastava2014}.
- We use dropout with keep probability of 0.9 on the recurrent connections of the question RNN and history RNN using the technique from \cite{Gal2016}.
- We use word-dropout \cite{Iyyer2015} with keep probability of 0.9. Here, words in the question are randomly replaced with the unknown word token while training.

We tune the dropout rates, regularization strength, and the $\epsilon$ hyperparameter using grid search on the development data, we fix the other hyperparameters after a small exploration during initial experiments.

3.3 Results

Table 1 shows the performance of our model in comparison to baselines from \cite{Pasupat2015}. The best result from Neural Programmer is achieved by an ensemble of 15 models. The only difference among these models is that the parameters of each model is initialized with a different random seed. We combine the models by averaging the predicted softmax distributions of the models at every timestep. While it is generally believed that neural network models require a large number of training examples compared to simpler linear models to get good performance, our model
Table 2: Model ablation studies. We find that dropout and weight decay, along with the boolean feature indicating a matched table entry for column selection, have a significant effect on the performance of the model.

| Method                                      | Dev Accuracy |
|---------------------------------------------|--------------|
| Neural Programmer                           | 34.1         |
| Neural Programmer - anonymization           | 33.7         |
| Neural Programmer - match feature           | 31.1         |
| Neural Programmer - {dropout, weight decay} | 30.3         |

achieves competitive performance on this small dataset containing only 10,000 examples with weak supervision.

We did not get better results either by using pre-trained word vectors (Mikolov et al., 2013) or by pre-training the question RNN with a language modeling objective (Dai & Le, 2015). A possible explanation is that the word vectors obtained from unsupervised learning may not be suitable to the task under consideration. For example, the learned representations of words like maximum and minimum from unsupervised learning are usually close to each other but for our task it is counter-productive. We consider replacing soft selection with hard selection and training the model with the REINFORCE algorithm (Williams, 1992). The model fails to learn in this experiment, probably because the model has to search over millions of symbolic programs for every input question making it highly unlikely to find a program that gives a reward. Hence, the parameters of the model are not updated frequently enough.

3.3.1 NEURAL NETWORK BASELINES

To understand the difficulty of the task for neural network models, we experiment with two neural network baselines: the sequence-to-sequence model (Sutskever et al., 2014) and a modified version of the pointer networks (Vinyals et al., 2015). The input to the sequence-to-sequence model is a concatenation of the table and the question, and the decoder produces the output one token at a time. We consider only examples whose input length is less than 400 to make the running time reasonable. The resulting dataset has 8,857 and 1,623 training and development examples respectively. The accuracy of the best model on this development set after hyperparameter tuning is only 8.9%. Next, we experiment with pointer networks to select entries in the table as the final answer. We modify pointer networks to have two-attention heads: one to select the column and the other to select entries within a column. Additionally, the model performs multiple pondering steps on the table before returning the final answer. We train this model only on lookup questions, since the model does not have a decoder to generate answers. We consider only examples whose tables have less than 100 rows resulting in training and development set consisting of 7,534 and 1,829 examples respectively. The accuracy of the best model on this development set after hyperparameter tuning is only 4.0%. These results confirm our intuition that discrete operations are hard to learn for neural networks particularly with small datasets in real-world settings.

3.4 ANALYSIS

3.4.1 MODEL ABLATION

Table [3] shows the impact of different model design choices on the final performance. While anonymizing phrases in the question that match some table entry seems to have a small positive effect, regularization has a much larger effect on the performance. Column selection is performed in [Neelakantan et al., 2016] using only the name of a column; however, this selection procedure is insufficient in real-world settings. For example the column selected in question 3 in Table [3] does not have a corresponding phrase in the question. Hence, to select a column we additionally use a boolean feature that indicates whether an entry in that column matches some phrase in the question. Table [4] shows that the addition of this boolean feature has a significant effect on performance.
Table 3: A few examples of programs induced by Neural Programmer that generate the correct answer in the development set. mfe is abbreviation for the operation most frequent entry. The model runs for 4 timesteps selecting an operation and a column at every step. The model employs hard selection during evaluation. The column name is displayed in the table only when the operation picked at that step takes in a column as input while the operation is displayed only when it is other than the reset operation. Programs that choose count as the final operation produce a number as the final answer while programs that select print as the final operation produce entries selected from the table as the final answer.
### Table 4: Statistics of the different sequence of operations among the examples answered correctly by the model in the development set.

For each sequence of operations in the table, we also point to corresponding example programs in Table 3. Superlative operations include \texttt{argmax} and \texttt{argmin}, while comparison operations include \texttt{greater than}, \texttt{less than}, \texttt{greater than or equal to} and \texttt{less than or equal to}. The model induces a program that results in a scalar answer 30.7\% of the time while the induced program is a table lookup for the remaining questions. \texttt{print} and \texttt{select} are the two most common operations used 69.3\% and 66.7\% of the time respectively.

| Operation | Program in Table 3 | Amount (%) |
|-----------|--------------------|------------|
| Scalar Answer |                    |            |
| Only Count   | 1                  | 6.5        |
| Comparison + Count | 2        | 2.1        |
| Select + Count | 3      | 22.1       |
| Lookup Answer |                    |            |
| Most Frequent Entry + Print | 4  | 1.7        |
| First/Last + Print        | 5      | 9.5        |
| Superlative + Print      | 6.7    | 13.5       |
| Select + Print           | 8      | 17.5       |
| Select + \{first, last, previous, next, superlative\} + Print | 9-11 | 27.1       |
| Lookup Answer |                    |            |
| 4-11 | 69.3 |

#### 3.4.2 Induced Programs

Table 3 shows few examples of programs induced by Neural Programmer that yield the correct answer in the development set. The programs given in Table 3 show a few characteristics of the learned model. First, our analysis indicates that the model can adapt to unseen column names at test time. For example in Question 3, the word \texttt{outcome} occurs only 8 times in the training set and is replaced with the unknown word token. Second, the model does not always induce the most efficient (with respect to number of operations other than the \texttt{reset} operation that are picked) program to solve a task. The last 3 questions in the table can be solved using simpler programs. Finally, the model does not always induce the correct program to get the ground truth answer. For example, the last 2 programs will not result in the correct response for all input database tables. The programs would produce the correct response only when the \texttt{select} operation matches one entry in the table.

#### 3.4.3 Contribution of Different Operations

Table 4 shows the contribution of the different operations. The model induces a program that results in a scalar answer 30.7\% of the time while the induced program is a table lookup for the remaining questions. The two most commonly used operations by the model are \texttt{print} and \texttt{select}.

#### 3.4.4 Error Analysis

To conclude this section, we suggest ideas to potentially improve the performance of the model. First, the oracle performance with 15 Neural Programmer models is 50.5\% on the development set while averaging achieves only 37.5\% implying that there is still room for improvement. Next, the accuracy of a single model on the training set is 53\% which is about 20\% higher than the accuracy in both the development set and the test set. This difference in performance indicates that the model suffers from significant overfitting even after employing strong regularization. It also suggests that the performance of the model could be greatly improved by obtaining more training data. Nevertheless, there are limits to the performance improvements we may reasonably expect: in particular, as shown in previous work (Pasupat & Liang, 2015), 21\% of questions on a random set of 200 examples in the considered dataset are not answerable because of various issues such as annotation errors and tables requiring advanced normalization.
4 OTHER RELATED WORK

While we discuss in detail various semantic parsing and neural program induction techniques in Section 1, here we briefly describe other relevant work. Recently, [Kocisky et al. (2016)] develop a semi-supervised semantic parsing method that uses question-program pairs as supervision. Concurrently to our work, [Liang et al. (2016)] propose neural symbolic machine, a model very similar to Neural Programmer but trained using the REINFORCE algorithm (Williams [1992]). They use only 2 discrete operations and run for a total of 3 timesteps, hence inducing programs that are much simpler than ours. Neural networks have also been applied on question-answering datasets that do not require much arithmetic reasoning (Bordes et al. [2014], Iyyer et al. [2014], Sukhbaatar et al. [2015], Peng et al. [2015], Hermann et al. [2015], Kumar et al. [2016], Wang & Jiang [2016]) use a neural network model to get state-of-the-art results on a reading comprehension task (Rajpurkar et al. [2016]).

5 CONCLUSION

In this paper, we enhance Neural Programmer to work with weaker supervision signals to make it more broadly applicable. Soft selection during training enables the model to actively explore the space of programs by backpropagation with superior sample complexity. In our experiments, we show that the model achieves performance comparable to a state-of-the-art traditional semantic parser even though the training set contains only 10,000 examples. To our knowledge, this is the first instance of a weakly supervised, end-to-end neural network model that induces programs on a real-world dataset.

Acknowledgements We are grateful to Panupong Pasupat for answering numerous questions about the dataset, and providing pre-processed version of the dataset and the output of the semantic parser. We thank David Belanger, Samy Bengio, Greg Corrado, Andrew Dai, Jeff Dean, Nando de Freitas, Shixiang Gu, Navdeep Jaitly, Rafal Jozefowicz, Ashish Vaswani, Luke Vilnis, Yuan Yu and Barret Zoph for their suggestions and the Google Brain team for the support. Arvind Neelakantan is supported by a Google PhD fellowship in machine learning.

REFERENCES

Martín Abadi, Ashish Agarwal, Paul Barham, Eugene Brevdo, Zhifeng Chen, Craig Citro, Gregory S. Corrado, Andy Davis, Jeffrey Dean, Matthieu Devin, Sanjay Ghemawat, Ian J. Goodfellow, Andrew Harp, Geoffrey Irving, Michael Isard, Yangqing Jia, Rafal Jozefowicz, Lukasz Kaiser, Manjunath Kudlur, Josh Levenberg, Dan Mané, Rajat Monga, Sherry Moore, Derek Gordon Murray, Chris Olah, Mike Schuster, Jonathon Shlens, Benoit Steiner, Ilya Sutskever, Kunal Talwar, Paul A. Tucker, Vincent Vanhoucke, Vijay Vasudevan, Fernanda B. Viégas, Oriol Vinyals, Pete Warden, Martin Wattenberg, Martin Wicke, Yuan Yu, and Xiaoqiang Zheng. Tensorflow: Large-scale machine learning on heterogeneous distributed systems. ArXiv, 2016.

Jacob Andreas, Marcus Rohrbach, Trevor Darrell, and Dan Klein. Learning to compose neural networks for question answering. NAACL, 2016.

Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio. Neural machine translation by jointly learning to align and translate. ICLR, 2014.

Antoine Bordes, Sumit Chopra, and Jason Weston. Question answering with subgraph embeddings. EMNLP, 2014.

Andrew M Dai and Quoc V Le. Semi-supervised sequence learning. NIPS, 2015.

Yarin Gal and Zoubin Ghahramani. A theoretically grounded application of dropout in recurrent neural networks. NIPS, 2016.

Karl Moritz Hermann, Tomás Kociský, Edward Grefenstette, Lasse Espeholt, Will Kay, Mustafa Suleyman, and Phil Blunsom. Teaching machines to read and comprehend. NIPS, 2015.

Sepp Hochreiter and Jürgen Schmidhuber. Long short-term memory. Neural Computation, 1997.
Mohit Iyyer, Jordan L. Boyd-Graber, Leonardo Max Batista Claudino, Richard Socher, and Hal Daumé III. A neural network for factoid question answering over paragraphs. *EMNLP*, 2014.

Mohit Iyyer, Varun Manjunatha, Jordan Boyd-Graber, and Hal Daumé III. Deep unordered composition rivals syntactic methods for text classification. *ACL*, 2015.

Robin Jia and Percy Liang. Data recombination for neural semantic parsing. *ACL*, 2016.

Armand Joulin and Tomas Mikolov. Inferring algorithmic patterns with stack-augmented recurrent nets. *NIPS*, 2015.

Łukasz Kaiser and Ilya Sutskever. Neural gpus learn algorithms. *ICLR*, 2016.

Diederik P. Kingma and Jimmy Ba. Adam: A method for stochastic optimization. *ICLR*, 2014.

Tomas Kocisky, Gabor Melis, Edward Grefenstette, Chris Dyer, Wang Ling, Phil Blunsom, and Karl Moritz Hermann. Semantic parsing with semi-supervised sequential autoencoders. *ArXiv*, 2016.

Jayant Krishnamurthy and Thomas Kollar. Jointly learning to parse and perceive: Connecting natural language to the physical world. *TACL*, 2013.

Ankit Kumar, Ozan Irsoy, Jonathan Su, James Bradbury, Robert English, Brian Pierce, Peter Ondruska, Ishaan Gulrajani, and Richard Socher. Ask me anything: Dynamic memory networks for natural language processing. *ICML*, 2016.

Tom Kwiatkowski, Eunsol Choi, Yoav Artzi, and Luke Zettlemoyer. Scaling semantic parsers with on-the-fly ontology matching. *EMNLP*, 2013.

Chen Liang, Jonathan Berant, Quoc Le, Kenneth Forbus, and Ni Lao. Neural symbolic machines: Learning semantic parsers on freebase with weak supervision. *NAMPI Workshop, NIPS*, 2016.

Percy Liang. Learning executable semantic parsers for natural language understanding. *ACM*, 2016.

Percy Liang, Michael I. Jordan, and Dan Klein. Learning dependency-based compositional semantics. *ACL*, 2011.

Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey Dean. Efficient estimation of word representations in vector space. *ArXiv*, 2013.

Arvind Neelakantan, Quoc V. Le, and Ilya Sutskever. Neural programmer: Neural programmer: Inducing latent programs with gradient descent. *ICLR*, 2016.

Panupong Pasupat and Percy Liang. Compositional semantic parsing on semi-structured tables. *ACL*, 2015.

Baolin Peng, Zhengdong Lu, Hang Li, and Kam-Fai Wong. Towards neural network-based reasoning. *ArXiv*, 2015.

Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and Percy Liang. Squad: 100, 000+ questions for machine comprehension of text. *ArXiv*, 2016.

Scott Reed and Nando De Freitas. Neural programmer-interpreters. *ICLR*, 2016.

Nitish Srivastava, Geoffrey Hinton, Alex Krizhevsky, Ilya Sutskever, and Ruslan Salakhutdinov. Dropout: A simple way to prevent neural networks from overfitting. *JMLR*, 2014.

Sainbayar Sukhbaatar, Arthur Szlam, Jason Weston, and Rob Fergus. End-to-end memory networks. *NIPS*, 2015.

Ilya Sutskever, Oriol Vinyals, and Quoc V. Le. Sequence to sequence learning with neural networks. *NIPS*, 2014.

Oriol Vinyals, Meire Fortunato, and Navdeep Jaitly. Pointer networks. *NIPS*, 2015.
Shuohang Wang and Jing Jiang. Machine comprehension using match-lstm and answer pointer. *ArXiv*, 2016.

Yushi Wang, Jonathan Berant, and Percy Liang. Building a semantic parser overnight. *ACL*, 2015.

P. Werbos. Backpropagation through time: what does it do and how to do it. *Proceedings of IEEE*, 1990.

Ronald Williams. Simple statistical gradient-following algorithms for connectionist reinforcement learning. *Machine Learning*, 1992.

Pengcheng Yin, Zhengdong Lu, Hang Li, and Ben Kao. Neural enquirer: Learning to query tables with natural language. *ArXiv*, 2015.

Wojciech Zaremba, Tomas Mikolov, Armand Joulin, and Rob Fergus. Learning simple algorithms from examples. *ICML*, 2016.

John M. Zelle and Raymond J. Mooney. Learning to parse database queries using inductive logic programming. *AAAI/IAAI*, 1996.

Luke S. Zettlemoyer and Michael Collins. Learning to map sentences to logical form: Structured classification with probabilistic categorial grammars. *UAI*, 2005.
Table 5: List of all operations provided to the model along with their definitions. mfe is abbreviation for the operation most frequent entry. [cond] is 1 when cond is True, and 0 otherwise. Comparison, select, reset and mfe operations are independent of the timestep while all the other operations are computed at every time step. Superlative operations and most frequent entry are computed within a column. The operations calculate the expected output with the respect to the membership probabilities given by the row selector so that they can work with probabilistic selection.

APPENDIX

OPERATIONS

Table 5 shows the list of operations built into the model along with their definitions.

ROW SELECTOR

As discussed in Section 2.3, the output variables scalar answer and lookup answer are calculated using the output of the count operations and print operation respectively. The row selector is computed using the output of the remaining operations and is given by,

\[ row\ select_{\tau_{[i]}} = \sum_{j=1}^{C} \left( \alpha_{t}^{col}(j) \alpha_{t}^{op}(>g[i][j]) + \alpha_{t}^{col}(j) \alpha_{t}^{op}(\leq l[i][j]) \right. \]

\[ + \alpha_{t}^{col}(j) \alpha_{t}^{op}(\geq)g[i][j] + \alpha_{t}^{col}(j) \alpha_{t}^{op}(\leq)l[i][j], \]

\[ + \alpha_{t}^{col}(j) \alpha_{t}^{op}(argmax)\max_{i}[i][j] + \alpha_{t}^{col}(j) \alpha_{t}^{op}(argmin)\min_{i}[i][j], \]

\[ + \alpha_{t}^{col}(j) \alpha_{t}^{op}(select)s[i][j] + \alpha_{t}^{col}(j) \alpha_{t}^{op}(mfe)\max_{i}[i][j]) \]

\[ + \alpha_{t}^{op}(previous)p_{t_{[i]}} + \alpha_{t}^{op}(next)n_{t_{[i]}} + \alpha_{t}^{op}(reset)r_{t_{[i]}} \]

\[ + \alpha_{t}^{op}(first)f_{t_{[i]}} + \alpha_{t}^{op}(last)l_{t_{[i]}} \]

\[ \forall i, i = 1, 2, \ldots, M \]

where \( \alpha_{t}^{op}(op) \) and \( \alpha_{t}^{col}(j) \) are the probabilities assigned by the selector to operation \( op \) and column \( j \) at timestep \( t \) respectively.