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ABSTRACT

In this paper, we study the slot allocation algorithm of 5irechain. This algorithm distributes timeslots to block assemblers. The block assembler that receives a certain timeslot gets the opportunity to produce a block in that timeslot. The slot allocation algorithm allocates slots to block assemblers depending upon their weights. That is the block assembler with higher weight gets to assemble more blocks than others and thus earns higher incentives.

1.0 INTRODUCTION

Like every cryptocurrency network, 5irechain also requires transactions to be included into valid blocks and accepted across the network in order to be confirmed. Block production is the most crucial thing for any cryptocurrency network as the stability and consistency of the network depends on it. If the issues related to block production is not properly addressed, it will leave the network in an inconsistent state, and could enable double-spending of tokens. In 5irechain, a block is produced in every 3 seconds unless there is lack of available transactions to construct a block. These blocks are produced by block assemblers who are selected on the basis of their weights that are calculated from multiple parameters. Prospective assemblers offer to assemble blocks in an epoch lasting 48 hours. Then a group of around 50 assemblers are chosen depending upon their total weights. The top 50 nodes in terms of total weight are chosen for block assembly. Then these assemblers are allocated timeslots, each of which last 3 seconds. Since, an epoch lasts 48 hours there can be at least 48 1200 or 57600 time slots to be distributed among assemblers. If there are parallel chains, this number will be much higher. The slot allocation algorithm of 5irechain randomly distributes timeslots to assemblers. The algorithm takes a seed to randomize the process of slot allocation, and this random seed is extracted from the 5irechain itself. The slot allocation algorithm ensures that each block assembler will get to assemble a number of blocks in proportion to her own weight. So, a node with a high value of weight will get to assemble a higher number of blocks. So, the nodes will earn more incentives than others with lower weights. The algorithm is decentralized in nature, meaning that all the nodes running the algorithm on similar inputs will produce identical outputs. This will ensure that there will be a general consistency among nodes that are not cut-off from the network.
2.0 SLOT ALLOCATION METHOD

In this section, we describe how slots are allocated to block assemblers in 5irechain. In the 5ire ecosystem, one epoch lasts for 48 hours. Each epoch is divided into slots of length 3 seconds each. The 5ire ecosystem distributes slots to the assemblers in a decentralized way. The number of slots in the 5irechain will depend upon the number of nested chains. In each nested chain there will be one slot in parallel to each other. Our scheduling algorithm allocates s slots to all block assemblers across different chains while ensuring that each of the assemblers gets a number of slots in proportion to her total weight. Here, s is the number of slots to be distributed to assemblers. Obviously s is the number of parallel chains in the network. So, there are s time slots to be distributed among n assemblers. Our slot allocation algorithm distributes all the s slots to s block assemblers. The slot allocation algorithm is executed between time tk and tk+1, and it distributes s many time slots of time tk+1. Let there be n ≥ s block assemblers identified as P1, P2, . . . , Pn. The total weight of Pi is wi, for i ∈ [1, n]. The total weights are calculated from multiple factors associated with 5irechain’s consensus protocol. The slot allocation algorithm distributes slots in a way so that the assembler Pi gets approximately \( \sum_{j=1}^{n} w_j \times 100\% \) of the total slots in a particular epoch. Let us define \( a_i = n_j=1 w_j \). The slot allocation algorithm maintains a variable \( U_i \) to store the dynamic number of blocks that have so far been allocated to assembler Pi. \( U_i \) is continuously updated as more slots are allocated to Pi. The slot allocation algorithm takes as input a random number \( \beta \) which is extracted from the blockchain itself.

There are two random functions in Algorithm 1. The first function \( \text{rand1}() \) takes two integers \( l \), and \( l \). It samples a random \( r \leftarrow [l, l] \), and returns it.

The other function \( \text{rand}() \) takes as input a seed \( \beta \), and two fractional numbers \( \mu_1, \mu_2 \in [0, 1] \), such that \( \mu_1 < \mu_2 \), and return a random fractional number \( \nu \) satisfying \( \mu_1 < \nu < \mu_2 \). The two random functions are deterministic in nature. This ensures that they output the same values in all the nodes. The seed \( \beta \) is a number extracted from the 5irechain itself. It is the hash of all the blocks across all parallel chains that occurred exactly hundred time slots back in the 5ire ecosystem. If there were multiple chains then the blocks occurring on all the chains exactly hundred slots back need to be considered as shown in Figure 1. The use of the random seed \( \beta \) ensures that the slot allocation schedule cannot be predicted too early. The algorithm first calculates the fraction of slots allocated to each assembler. This is denoted by \( a_i \) in Algorithm 1. Then the algorithm calculates the difference \( b_i \) between \( a_i \) and \( a_i \). If the difference, is negative then it means that the assembler i has so far been allocated more slots than what she deserves depending upon her weight. So, the algorithm does not allocate slots to that assembler in the current time slot. Instead, all the assemblers for whom the

---

**Require:** \( \alpha, U_i : i \in [1, n] \), slot no. =s, \( \beta \)  

**Ensure:** \( \Gamma, U_i \)
for $i = 1 \rightarrow n$
\begin{align*}
\gamma & = n \quad \gamma_i \\
\alpha_i & = \sum_{j=1}^n \gamma_j \\
b_i & = \alpha_i - \gamma_i \\
\text{if } b_i < 0 \text{ then} & \\
b_i & = 0 \\
\text{end if} \\
\text{end for} \\
\Gamma & = \emptyset, \zeta = \emptyset, t = 1 \\
\text{while } |\zeta| < s \text{ do} \\
c & = 0 \\
L & = 0 \\
B & = D = \emptyset \\
\text{for } k = 1 \rightarrow n \text{ do if } k \\
\in \zeta \text{ then} & \\
\text{continue} \\
\text{else} & \\
c & = c + b_k L \\
& = L + 1B[L] \\
& = k \\
D[L] & = c \\
\text{end if} \\
\text{end for} \\
\text{if } c = 0 \text{ then} & \\
z & = \text{rand}1(1, L) \Gamma \\
[t] & = B[z] \\
U_z & = U_z + 1 \\
\text{else} & \\
m & = \text{rand}(\emptyset, 0, c) \\
\text{for } i = 1 \rightarrow L \text{ do} & \\
\text{if } m < D[i] \text{ then} & \\
\Gamma[t] & = B[i] \\
\zeta & = \zeta \cup \{B[i]\} \\
\text{end if} \\
\text{end for} \\
\end{align*}
\[ U_i = U_i + 1 \]

end if

end for

end if

\[ t = t + 1 \]

end while

difference is positive are chosen. If the difference is not positive for any of the assemblers, then the slots are randomly allocated to the block assemblers. For example, when the fraction of allocated slots are same as the fraction of weights, i.e. when \( \alpha_i = \alpha_i \), for all \( i \in [1, n] \), then the slots will be randomly distributed to the assemblers, with the condition that an assembler must not get more than one concurrent slots across multiple shards. So, in a particular time, a block assembler does not get to assemble more than one slot if there multiple chains existing. If the difference \( b_i = \alpha_i - \alpha_i \) is higher than zero for some assemblers, then the algorithm randomly distributes the slots on the basis of \( b_i \)'s for all \( i \in [1, n] \), such that \( b_i > 0 \). The algorithm stores the set of assemblers that have been allocated slots in the dynamic variable \( \zeta \). At any point during the execution of the algorithm, there are \( s - |\zeta| \) slots to be allocated to \( s - |\zeta| \) assemblers. Assume that \( \Psi = \{ i | b_i > 0, i \in [1, n] \} \). That is, \( \Psi \) is the set of indices of assemblers that have not been allocated any block in the next slot, and for whom \( b_i \) is positive. Our algorithm allocates a time to a an assembler in \( \Psi \) with probability as follows:

\[ p_i = \frac{b_i}{\sum_{j \in \Psi} b_j} \]

Hence, \( \sum_{i \in \Psi} p_i = 1 \). Hence, the \( |\zeta| + 1 \)'th slot is assigned to one of the assemblers in \( \Psi \) with probability 1. This way all the \( s \) slots in time \( t_{k+1} \) is allocated to \( s \) out of \( n \) assemblers.
Fig. 1. Extracting randomness from the 5irechain

2.1 Extracting randomness from 5irechain

The slot allocation algorithm of 5irechain distributes time slots to block assemblers randomly while ensuring that the number of slots received by an assembler is in proportion to her total weight. At the same time, we have to ensure that the slot allocation cannot be predicted too early. For that reason, we need to incorporate a randomness into the slot allocation process such that it is hard to predict the randomness before it is actually generated. We observe that the 5irechain network itself can be used to produce the randomness. The blocks in 5irechain network can be treated as a source of randomness. In our slot allocation algorithm, we use a randomness called $\beta$ to randomly distribute slots. While distributing the slots for a particular time, we extract randomness from the blocks that occurred on the 5irechain exactly 100 positions back. The process is depicted in Figure 1. In this figure, the most recent blocks are C0, C1, C2, and C3. Obviously, there are four parallel chains or shards. We need to distribute next four slots across four parallel chains. While distributing the four slots, we extract a randomness $\beta$ from the blocks that occurred 100 positions back. As can be observed in the figure, there were five blocks across five shards that occurred in the network 100 positions back. They are denoted in the figure as B0, B1, B2 and B3. So, we computes $\beta$ as the hash of those blocks, that is, $\beta = \text{Hash}(B0, B1, B2, B3)$. Thus the randomness $\beta$ needs to be calculated from all the blocks across all the parallel chains that existed exactly 100 positions back even when some of them are terminated later or when new chains are created from older chains. In Figure 1, it can be observed that two chains are merging into one, whereas one chain is getting split into two. Thus, creation of newer chains or deletion of older chains does not have any impact on the way $\beta$ is computed. The value of $\beta$ only depends on the blocks that occurred 100 positions back. Since, in 5irechain, the duration of a slot is 3 sec, $\beta$ cannot be computed more than 300 seconds ago. Note that in case of multiple parallel chains, not all chains must necessarily have the hundredth block at the same time slot. This is due to the fact that one block in a particular time slot on a particular chain might be missing. It is quite possible than a block in a particular time slot does get assembled or attested.

Theorem 1. Our 5irechain slot allocation algorithm allocates blocks to assemblers in proportion to their weights.

Proof. Let us assume that $U_{ij} : i \in [1,n]$ is the total number of slots allocated to $P_i$ after timeslot $j$. Also assume that there are $\tau$ many sequential slots. Also assume that a particular epoch consists of $\mu$ slots. If there are no nested chains in the entire epoch lasting 48 hours, $\mu$ will be equal to $\tau$. As such $\mu = \sum_{i=1}^{n} U_{ir}$. We assume that $\alpha_i = \frac{w_i}{\sum_{j=1}^{m} w_j}$, where $w_i$s are the weight of $P_i$. We also assume that $\alpha_i = \frac{w_i}{\sum_{j=1}^{m} w_j}$, where $w_i$s are the weight of $P_i$. Let us assume that $U_{ij}/\sum_{k=1}^{n} U_{kj} > \alpha_i$, but $U_{i(j-1)}/\sum_{k=1}^{n} U_{k(j-1)} < \alpha_i$ for some $i \in [1,n]$. Let us assume that the number of parallel chains in timeslot $j$ is $r$. The slot allocation algorithm ensures that if there are multiple chains
in a timeslot, a block assembler will not get more than one slot during that timeslot. So, \( U_{ij} - U_{i(i-1)} = 1 \) holds. Also, \( \sum_{k=1}^{n} (U_{kj} - U_{k(j-1)}) \geq 1 \). Hence, \( \frac{U_{ij}}{\sum_{k=1}^{n} U_{kj}} \leq \frac{U_{i(j-1)} + 1}{\sum_{k=1}^{n} U_{k(j-1)} + 1} \). Now, \( U_{i(j-1)} < \alpha_i * \sum_{k=1}^{n} U_{k(j-1)} \). So, \( \frac{U_{ij}}{\sum_{k=1}^{n} U_{kj}} < \frac{\sum_{k=1}^{n} U_{kj}}{\sum_{k=1}^{n} U_{k(j-1)} + 1} = \alpha_i + \sum_{k=1}^{n} \frac{1 - \alpha_i}{U_{k(j-1)} + 1} \). Thus, \( \left| \frac{U_{ij}}{\sum_{k=1}^{n} U_{kj}} - \alpha_i \right| < \frac{1}{\sum_{k=1}^{n} U_{k(j-1)} + 1} \approx 0.0000173 \). From the above result, it is evident that for any assembler \( P_i : i \in [1, n] \), \( U_i / \mu < \alpha_i + 0.0000173 \). We shall now try to obtain a lower bound on \( U_\tau / \mu \), for an \( i \in [1, n] \). \( \sum_{i=1}^{n} U_{i\tau} / \mu = 1 \). So, for any \( i \in [1, n] \), \( U_{i\tau} / \mu = 1 - \sum_{j=1, j \neq i}^{n} U_{j\tau} / \mu \). Since, \( U_{j\tau} / \mu < \alpha_j + 0.0000173 \), \( U_{i\tau} / \mu > 1 - \sum_{j=1, j \neq i}^{n} \alpha_j - (n - 1) \times 0.0000173 = \alpha_i - (n - 1) \times 0.0000173 \). If \( n = 50 \), \( U_{i\tau} / \mu > \alpha_i - 0.0000173 \times 50 \). Thus, \( \alpha_i - 0.0000173 < U_{i\tau} / \mu < \alpha_i + 0.0000868055 \).

### 3.0 CONCLUSION

In this paper, we study the slot allocation algorithm of 5irechain. The algorithm allocates timeslots to block assemblers randomly in a completely decentralized fashion. Every block assembler gets a number of slots in proportion to her own weight as calculated before the commencement of an epoch. The algorithm makes use of two random number generators that take as input a random seed generated from the 5irechain itself.
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