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Abstract: This paper aims to derive optimal switch polity for the limited-cycle with multiple-periods. In a multi-period system (e.g., a production line) where target processing time exists, idle and delay risks occur repeatedly for multiple periods. Generally, whether this restriction is satisfied is not only dependent on the risks of this period but also the risks generated beforehand. We consider controlling the production process by switching the processing rate to a faster one at a given point (period) to minimize the total expected cost of the production process. In this paper, first, in order to consider the more flexible switch strategy, the optimal switching problem is discussed by subdividing the process with phases. Next, the mathematical formulations of switching problem based on the phase are analyzed. Finally, the policy of optimal switching strategy is investigated by Erlang numerical experiments.
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1. Introduction

Productivity improvement is not only one of the most important issues in manufacture management and operation research but also a significant factor affecting supply chain (SC). Many studies have analyzed different purposes for improving the system efficiency, such as assembly line balancing, inventory management, systems scheduling, optimal assignment and so on. As the most recent reports on the topices, Eswaramoorthi et al. presented an effective approach for balancing assembly operations with criteria to meet takt time by introducing a new parameter referred to as flow index [1]; Chen et al. presented optimal inventory control policy for periodic-review inventory systems with inventory-level-dependent demand [2]; Mejia et al. proposed the GAPN (genetic algorithms and Petri nets) approach, which combines the modelling power of petri nets with the optimisation capability of genetic algorithms (GAs) for manufacturing systems scheduling [3]; Hashimoto et al. considered the optimal arrangement to minimize the total expected risk on limited-cycle scheduling problem with multiple periods [4].

In any social system or production process with multi periods and predetermined target time, system idleness and process delay risks exists throughout the multiple periods. In such situations, delay of one process sometimes a delay risks exists throughout the multiple periods. In such situations, delay of one process sometimes a delay risks exists throughout the multiple periods.

As limited-cycle problems of production line, Verzijl (1976) analyzed the element and construction of the production system [7]. Enns (2001) presented a framework for the analysis of delays within the production system [8]. Benders (2002) gave a review for the origin and solution of period batch control system [9]. Xia and Wu (2005) presented an easily implemented hybrid algorithm for the multi-objective flexible job-shop problem [10]. Recently, Wu and Zhou (2008) concerned with the problem in scheduling a set of jobs associated with random leadtime on a single machine so as to minimize the expected maximum lateness in stochastic environment [11].

As limited-cycle problems of operation management, Safaei and Tavakkoli-Moghaddam proposed an integrated mathematical model of the multi-period cell formation and production planning in a dynamic cellular manufacturing system to minimize costs through a mixed integer programming technique [12]. Porkka et al. proposed a mixed integer linear programming based capacitated lot sizing models that included carryovers incorporating set-up times with associated costs [13]. Moreno et al. El Hafsi and Bai employed an optimal multi-period production plan for a single product over a finite planning horizon to minimize the total inventory and backlog costs by solving a nonlinear programming problem [14]. Li et al. described an optimal solution structure by the dynamic programming approach for a joint manufacturing and remanufacturing system in a multi-period horizon [15].

Under uncertain conditions, the result and efficiency of a certain production cycle period and a certain process are influenced not only by the risks that exist in the current period but also by the risks that existed in the foregoing periods. Therefore, we discuss the minimum expected risk of the case mentioned above, in which the risk depends on the foregoing situation and occurs repeatedly for multiple periods. Whether the process (period or site) satisfies the time limit (restriction) usually depends on the state of the foregoing process, as seen...
Which assignment of machines, workers, or jobs is the most efficient and economical (optimal assignment) is an important problem in load or risk planning (e.g., see [17],[18]), particularly in the case of risk that depends on the circumstances of a foregoing process (e.g., the case of a manufacturing line during a multi-period).

In our previous studies, Yamamoto et al. presented a recursive formula for the total expected risk and developed an algorithm for optimal assignments were for limited-cycle models with multiple periods based on the branch-and-bound method [1],[19]. Sun et al. proposed an optimal switching frequency model for short leadtime process [20]. Yamamoto et al.[21] and Kong et al.[22] described properties for an optimal assignment of two kinds of workers, among which one special worker exists.

In this paper, first, in order to consider the more flexible switch strategy, the optimal switching problem is discussed by subdividing the process with phases. Next, the mathematic formulations of switching problem based on the phase are analyzed. Finally, the policy of optimal switching strategy is investigated by Erlang numerical experiments.

2. The Limited-Cycle Problem with Multiple Periods

Before describing a limited-cycle problem with multiple periods, we consider a single limited-cycle problem. If the production time of one period is \( T \) and the due time is \( Z \), then the risks due to the length of the production time would occur, which are the risks by \( T \leq Z \) and \( T > Z \). In such situations, it can be noted that there is a trade-off problem in the two risks. This problem is shown as

\[
\min z \{ \beta_1(Z)P_r(T \leq Z) + \beta_2(Z)P_r(T > Z) \},
\]

where \( \beta_1(Z) \) is the risk by \( T \leq Z \), and \( \beta_2(Z) \) is the risk by \( T > Z \). This kind of problem is known as various problems of the reliability field, the problem of due time restriction and the newsboy problem (a well-known stock problem) [23]. A detailed model of a single limited-cycle can be found in reference [24].

This paper considers cases in which the above two risks not only occur in the single period, but also in multiple periods repeatedly. The problem of minimizing the expected risk in such a situation is a limited-cycle problem with multiple periods. The multi period problem could be classified according to whether the periods are independent or not.

For this problem, one result is the general form of production rate and waiting time by a station-centered approach as discussed in Matsui el al.[25]. The explicit form is obvious and consists of the product form in the period-independent case, such as a single line, but it is untraceable in the period-dependent case such as a mixed or tandem line. The mixed line has an absorbing barrier, but the tandem line has a reflective barrier at the end. This paper presents a cost approach for the latter.

3. Optimal Switching Strategy

In the production process of multi periods, delay of one process may influence the delivery date of an entire process. We consider controlling the production process by switching the processing rate to a faster one at a given point (time or period). The optimal switching problem is when the processing rate should be switched to minimize the total expectation cost. In this paper, we consider the optimal switching time to minimize the total expected cost of the production process. In our considered model shown in Figure 1, when the switching time is \( kT \), 1) if process k is complete at time \( kT \), the processing rate is not changed and 2) if process k is not yet finished at \( kT \), the pro-
cessing rates is changed at the next process. Figure 1 shows an example of a switching time model in multiple periods, where period number \( n \) is 6 and switching time (\( kT \)) is \( U_k = 4T \).

### 3.1 The Assumption and Notation

The Optimal Switching model for the multi limited-cycle is considered based on the following assumptions:

(1) One product is made by a process with \( n \) processes.

(2) For \( i = 1, 2, \ldots, n \), the production time of process \( i \) is denoted by \( T_i \) which is assumed to be Erlang distributed and statistically independent, respectively.

Where, \( m_i \) is phases of production process, \( \mu_1/m_1 \) is the usual processing rate, and \( \mu_2/m_2 \) is the emergency processing rate. In this paper, \( \mu_1/m_1 < \mu_2/m_2 \) is assumed.

(3) For \( i = 1, 2, \ldots, n \), the target production time of process \( i \) is denoted by \( U_i \), and the due time of the entire process (\( n \) periods) is \( U_n \).

(4) \( kT \) is switching time.

(5) The cost per unit time (\( C_s^{(1)} \)) occurs when a process is executed before the target production time of the process.

(6) The cost per unit time (\( C_p \) - (1)) occurs when a process is executed after the target production time of the process.

(7) When \( X_i = \sum_{i=1}^{n} T_i > \) due time (\( U_n \)) of \( n \) periods, the delay cost \( C_p \) occurs.

(8) When \( X_i = \sum_{i=1}^{n} T_i \leq \) due time (\( U_n \)) of \( n \) periods, the idle cost \( C_s \) occurs.

Some notations are also defined.

For \( i = 1, 2, \ldots, n \),

\( C(T_1, T_2, \ldots, T_n) \): the total cost of the production process.

\( C(i) \): the production cost of period \( i \).

\( T_i \): the production time of period \( i \).

\( X_i \): the production time of \( i \) periods (\( X_i = \sum_{i=1}^{n} T_i \)).

\( Pr(X_n > U_n) \): the probability of delay.

\( Pr(X_n \leq U_n) \): the probability of idle.

### 3.2 Problem Formulation and Mathematical Analysis

From assumptions (1)-(8) mentioned in Section 3.1, the objective function is set as follows:

\[
E[C(T_1, T_2, \ldots, T_n)] = \sum_{i=1}^{n} E[C(i)] + C_p Pr(X_n > U_n)
\]

\[+ C_s Pr(X_n \leq U_n) \tag{1}\]

where, \( E[C(i)] \) is the expected cost of period \( i \), \( C_p Pr(X_n > nT) \) is the delayed expected cost, \( C_p Pr(X_n \leq nT) \) is the idle expected cost, and

For \( i = 1, 2, \ldots, k \),

\[E[C(i)] = E\left[(C_p^{(1)} - C_s^{(1)})S_i + C_s^{(1)}T_i\right]\]

\[= (C_p^{(1)} - C_s^{(1)})E[S_i] + C_s^{(1)}E[T_i]\]

\[= (C_p^{(1)} - C_s^{(1)})E[S_i] + \frac{m_1C_s^{(1)}}{\mu_1} \quad (2)\]

for \( i = k + 1, k + 2, \ldots, n \).

\[E[C(i)] = (C_p^{(1)} - C_s^{(1)})E[S_i] + \frac{m_1C_s^{(1)}}{\mu_1} \quad (2)\]

\[
E[C(i)] = (C_p^{(1)} - C_s^{(1)})E[S_i] + \frac{m_1C_s^{(1)}}{\mu_1} \quad (2)
\]

Based on the relation between exponential distribution and Erlang distribution, the terms in equation (1) by following three theorems.

**Theorem 1.**

For \( i = 1, 2, \ldots, n \), the expected cost of \( n \) periods can be obtained by Eq. (4):

\[
\sum_{i=1}^{n} E[C(i)] = \sum_{i=1}^{k} E[C(i)] + \sum_{i=k+1}^{n} E[C(i)]
\]

\[
= \sum_{i=1}^{k} E[C(i)] + \sum_{i=k+1}^{n} \frac{m_1k}{\mu_1} e^{-(i-1)} \left(1 - \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\right)
\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]

\[+ \frac{m_1k}{\mu_1} \sum_{i=k+1}^{n} \frac{m_1}{\mu_1} (\mu_1 U_{i-1})^{\alpha} e^{-\mu_1 U_{i-1}}\]
Lemma 2.

Let $n$, $m_1$, $m_2$, $k$, and $m$ be non-negative integers, and $\mu_1$ and $\mu_2$ be positive constants. Then, the probability of idle can be obtained by

$$P_l = \frac{\mu_2 (U_l - x)^{m_2} \mu_1}{(o - m_2)!} e^{-\mu_1 U_l}$$

(4)

Theorem 2.

For $l = 1, 2, \ldots, n$, the probability of delay can be obtained by

$$P_l = \frac{\mu_1 (U_l - x)^{m_1} \mu_2}{(o - m_1)!} e^{-\mu_2 U_l}$$

(5)

Theorem 3.

For $l = 1, 2, \ldots, n$, the probability of idle can be obtained by

$$P_l = m_2 \frac{(U_l - x)^{m_2}}{(o - m_2)!} e^{-\mu_2 U_l}$$

(6)

Lemma 3.

For $i = 1, 2, \ldots, n$, the expected value of $S_i$ is

$$E[S_i] = m_1 \left( \sum_{o=m_1}^{m_1 (i-1) + m_1 - 1} \frac{(\mu_1 U_l)^{o}}{o!} e^{-\mu_1 U_l} \right) + \sum_{o=m_1 (i-1) + m_1 - 1}^{m_1 (i-1) + m_1 - 1} \frac{m_1 i = o \frac{(\mu_1 U_l)^{o}}{o!} e^{-\mu_1 U_l}}{\mu_1}$$

(7)

Lemma 4.

For $i = k + 1, k + 2, \ldots, n$, the expected value of $S_i$ is

$$E[S_i | \sum_{i=1}^{k} T_i < U_k] = \frac{\mu_1}{\mu_2} \sum_{o=0}^{m_2} \frac{m_2 (U_l - x)^{m_2}}{(o - m_2)!} e^{-\mu_2 U_l}$$

(9)

3.3 Experimental Consideration

In this section, in order to consider the optimal switching time to minimize the total expected cost by numerical experiments of a production line case, we show a case in Fig. 2, where $T = 5, n = 10, C_s = 1, C_p = 2, C_s(x) = 3, C_p(x) = 3, m_1 = 3$ and $C_p = 200$

Fig. 2 shows the behavior of the optimal switching time by change of the phase number and usual processing rate. From Fig. 2, it can be noted that when $m = 1$, usual processing rates are 0.1, 0.2, and 0.3, the optimal switching times are 27, 37, and 67; when $m = 3$, usual processing rates are 0.1, 0.2 and 0.3, the optimal switching times are 37, 47 and 77, respectively.

From Fig. 2, it also can be noted that the rate should be switched to a faster one ahead of time when the usual processing speed is slow. This is because the delay cost could be decreased.

4. Conclusion

Due to the customer needs of cost reduction and leadtime shorting, agile change of the production plan becomes an important issue. In any social system or production process, the resulting change of the production plan becomes an important issue. In any social system or production process, the resulting change of the production plan becomes an important issue. In any social system or production process, the resulting change of the production plan becomes an important issue. In any social system or production process, the resulting change of the production plan becomes an important issue. In any social system or production process, the resulting change of the production plan becomes an important issue.
Figure 2: Behavior of the Optimal Switching Time by Change of the Phase Number and Usual Processing Rate
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