Experimental Analysis on the Effectiveness of Kinematic Error Compensation Methods for Serial Industrial Robots
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Based on the established serial 6-DOF robot calibration experiment platform, this paper aims to analyze and compare the effects of four error compensation methods, which are pseudotarget iteration-based error compensation method with three different forms and the Newton–Raphson-based error compensation method. Firstly, the pose error model of the serial robot is established based on the M-DH model in this paper. The calibration results show that the accuracy of the Staubli TX60 robot has been greatly improved. The average comprehensive position accuracy is increased by 88.7%, and the average comprehensive attitude accuracy is increased by 56.6%. Secondly, the principles of the four error compensation methods are discussed, and the effectiveness of the four error compensation methods are compared through experiments. The results show that the four error compensation methods can achieve error compensation well. The compensation accuracy is consistent with the identification accuracy of the kinematic model. The pseudotarget iteration with differential form has the best performance by the comprehensive consideration of accuracy and computational efficiency. Error compensation determines whether the accuracy of the identified model can be achieved. This paper presents a systematic experimental validation research on the effectiveness of four error compensation methods, which provides a reliable reference for the kinematic error compensation of industrial robots.

1. Introduction

The high-end manufacturing application of industrial robots has attracted extensive attention from research institutions [1–4]. In 2017–2019, the National Key Research and Development Project “Intelligent robot” of China pointed out that the position and attitude accuracy should be better than 0.1 mm and 0.1°, respectively, in the high-end manufacturing field. However, the repeated positioning accuracy of industrial robots can reach 0.01 mm. The absolute positioning accuracy still cannot meet the accuracy requirements of the high-end manufacturing field. At present, the absolute positioning accuracy of serial industrial robots is in centimeter level [5, 6].

The absolute positioning accuracy of industrial robots can be improved from three aspects, which are precision design, advanced control method, and error calibration. The precision design is mainly for the design, manufacture, and assembly of industrial robots. High-accuracy tracking control can be achieved by designing an advanced control method [7–9]. However, accurate model parameters can further improve the performance of the high-accuracy control method. The error calibration is mainly used in the robot application field, which is a common method to improve the accuracy of industrial robots [10, 11]. The positioning error of the robot is caused by the coupling of multiple error factors, such as joint errors, kinematic error, and nonkinematic error [12, 13]. The kinematic error is the main error factor that affects the positioning accuracy of industrial robots. The kinematic error accounts for more than 80% of the total error [14]. The kinematic calibration methods are mainly divided into error model-based method and axis measurement method [15, 16]. The positioning accuracy of the Staubli RX160L robot was improved from 1.41 mm to 0.15 mm based on the error model method [17]. The positioning accuracy of the ABB IRB1600 robot was improved from 0.968 mm to 0.364 mm based on the axial measurement method [18].
obtained through the axis measurement method are consistent with the mechanical configuration. Compared with the axis measurement method, the error model method has better calibration accuracy.

The calibration process of the error model-based method includes four key steps, i.e., error modeling, error measurement, parameter identification, and error compensation. The established error models are divided into the position error model, the pose error model, and the distance error model [19]. The position/pose error model-based calibration needs to perform the coordinate transformation. The error of coordinate transformation will result in bad calibration performance [20]. The distance error model does not need to perform the coordinate transformation. However, the performance of distance error model-based calibration is worse. Compared with the other two models, the pose error model comprehensively describes the position and attitude errors of industrial robots. The kinematic model of the robots also has effects on the calibration performance. Denavit and Hartenberg proposed the DH kinematic model that is commonly applied by the industrial robot manufacturer [21]. The error model based on the DH model has the singularity problem when the two neighboring joint axes are parallel or near parallel. Several novel kinematic models have been proposed for robot calibration, such as the complete and parametrically continuous (CPC) model [22], the zero reference (ZR) model [23], and the product of exponential (POE) model [24]. The measuring equipment commonly used are laser tracker [18], ball bar [25], visual measurement [26], and so on. The laser tracker is the most widely used measuring equipment for robot calibration. At present, many researches on the first three steps have been conducted. Error compensation is the last step that determines whether the accuracy of the identified model can be achieved.

The direct error compensation method is to replace the kinematic parameters of the robot controller. Piper criterion presents that three adjacent joint axes intersect at a point or three adjacent joint axes are parallel to each other. However, the kinematic parameters obtained through identification no longer satisfy the Piper criterion [27]. The closed solution of the inverse kinematic solution cannot be solved. Moreover, the controllers of most industrial robots adopt a closed structure. It is impossible to modify the kinematic parameters in the controller directly. There are two methods to implement the kinematic error compensation, such as the pseudotarget iteration-based error compensation method [28] and the Newton–Raphson-based error compensation method [29]. Veitschegger and Wu improved the error compensation method based on pseudotarget iteration [30]. According to the literature research results, there are few experimental comparative verification studies on the effectiveness of these error compensation methods.

In this paper, the experimental analysis on the effectiveness of kinematic error compensation methods for serial industrial robots is presented. The pose error model of the industrial robot established based on the M-DH model is given in Section 2. The kinematic calibration of the Staubli TX60 robot has been implemented. Section 3 presents the principle of four different error compensation methods. And the effectiveness of error compensation methods has been compared. The conclusion and future work are given in Section 4.

2. M-DH Kinematic Model

2.1. Pose Error Model Based on the M-DH Model. The most commonly used kinematic model of industrial robots is the DH model. The error model based on the DH model has singularity when the two neighboring joint axes are parallel or near parallel. To overcome this problem, Hayati and Mirmirani proposed the M-DH model [31]. The M-DH kinematic model adds an angle parameter $\beta$ to describe the kinematic relationship between the neighboring parallel axes. According to the M-DH model, the transformation relationship between the neighboring coordinate frames of the robot is obtained as follows:

$$
A_i = \text{Rot}(Z_i, \theta_i) \times \text{Trans}(Z_i, d_i) \times \text{Trans}(X_i, a_i) \times \text{Rot}(Y_i, \beta_i)
$$

where $a_i, d_i, \alpha_i, \beta_i$, and $\theta_i$ ($i = 1, 2, \ldots, 6$) are the nominal values of the link length, link offset, link twist angle, joint angle, and joint torsion angle of the $i$-th joint, respectively. $s$ and $c$ represent the abbreviations of sin and cos, respectively. As shown in Figure 1, the coordinate frames of the Staubli TX60 robot based on the M-DH kinematic model are presented. The base frame and the tool frame are, respectively, coincidence to $T_b$ and $T_e$. The pose of the robot end can be obtained by equation (2). The nominal M-DH parameters of the Staubli TX60 robot are shown in Table 1.

$$
T = A_1A_2A_3A_4A_5A_6 = \begin{bmatrix} R & P \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} n & o & a & P \\ 0 & 0 & 0 & 1 \end{bmatrix},
$$

where $n$, $o$, and $a$ are the column vectors of the rotation matrix $R$ and $P$ is the position vector.

The end pose error of the robot is defined as $\Delta T$, which is the difference between the actual pose $T_R$ and the theoretical pose $T_N$. It is expressed as follows:

$$
\Delta T = T_R - T_N = \begin{bmatrix} \Delta n & \Delta o & \Delta a & \Delta p \end{bmatrix},
$$

where $\Delta n$, $\Delta o$, and $\Delta a$ are errors of the column vectors of the rotation matrix $R$.

The partial derivatives of the pose error with the nominal kinematic parameters are given in the following equation, where the high-order terms are ignored:
where $\Delta \eta_i = [\Delta \theta_i, \Delta d_i, \Delta a_i, \Delta a_i, \Delta \beta_i]$ is the parameter error of the M-DH model to be identified.

Equation (4) is rewritten in a matrix form as follows:

$$
\Delta E = H \Delta \eta,
$$

where $H = \begin{bmatrix} H_i^T & H_n^T & H_o^T & H_u^T \end{bmatrix}^T$ and $\Delta E = [\Delta P^T, \Delta n^T, \Delta \theta^T, \Delta d^T]^T$.

### 2.2. Redundancy Analysis of the Pose Error Model

When the column vectors of the Jacobian matrix $H$ are linearly dependent, the identification accuracy of the parameters will be poor. Therefore, it is necessary to analyze and remove the redundant parameters from the pose error model. QR decomposition is commonly applied to redundancy analysis. The values on the diagonal of the $R$ matrix obtained by the QR decomposition of the Jacobian matrix $H$ in equation (5) are shown in Table 2. The kinematic parameters with a value of zero on the diagonal of the matrix $R$ are redundant. In some cases, the kinematic parameters with smaller values on the diagonal of the matrix $R$ also can be removed. As shown in Table 2, when the base frame and the tool frame are not considered, there are no redundant parameters of the pose error model based on the M-DH model.

### 2.3. Kinematic Parameter Identification

The industrial robot calibration system built in this paper is shown in Figure 2. The laser tracker Leica AT960 is adopted in the calibration system. The measurement uncertainty of the laser tracker is $\pm(15 \mu m + 6 \mu m/m)$. The industrial robot to be calibrated is Staubli TX60. The repeated positioning accuracy of the robot is $\pm 0.02 mm$, and the nominal load is 3 kg. The T-MAC tool of the laser tracker is installed on the flange of the Staubli TX60 robot. The measurement processes involved in this paper are in compliance with the industrial robot performance specifications and test method standards GB/T-12642-2013 [32] and ISO-9283 [33].

In this paper, the Levenberg–Marquardt (LM) optimization algorithm is used to identify the kinematic errors. The LM optimization algorithm has advantages of fast convergence and good stability for solving nonlinear equations [34]. The iterative recursive formula of the LM algorithm is given as follows:

$$
\Delta \eta_{k+1} = \Delta \eta_k - (J_J^T + \mu I)^{-1} J_J f,
$$

where $f = \Delta E - H \Delta \eta, \mu$ is the damping parameter, and $J$ is the Jacobian matrix of the function $f$.
The base frame of the Staubli TX60 robot is defined as the reference frame. In the experiment, fifty poses of the robot are randomly selected in the cube space with an edge length of 700 mm on the front side of the Staubli TX60 robot. The measured poses are uniformly distributed in the cube space. The poses are measured by the laser tracker. The kinematic parameter errors identified are shown in Table 3. The average axial position error vector of the Staubli TX60 robot before calibration is 0.119 mm, 0.106 mm, and 0.405 mm, and the maximum axial position error vector is 0.362 mm, 0.257 mm, and 0.798 mm. The average axial position error vector of the Staubli TX60 robot after calibration is 0.061 mm, 0.064 mm, and 0.116 mm, and the maximum axial position error vector is 0.252 mm, 0.159 mm, and 0.479 mm. The position error distribution of the measured poses is shown in Figure 3. In this paper, the average comprehensive position accuracy \( E_p \) and the average comprehensive attitude accuracy \( E_a \) can be obtained using the following equation:

\[
\begin{align*}
E_p &= \sqrt{\Delta P_x^2 + \Delta P_y^2 + \Delta P_z^2}, \\
E_a &= \sqrt{\Delta \phi_x^2 + \Delta \phi_y^2 + \Delta \phi_z^2},
\end{align*}
\]

where \( \Delta P_x, \Delta P_y, \) and \( \Delta P_z \) are the average axial position error and \( \Delta \phi_x, \Delta \phi_y, \) and \( \Delta \phi_z \) are the average axial attitude error.

Compared with the uncalibrated robots, the average comprehensive position accuracy of the Staubli TX60 robot has been increased by 56.6%. The average axial attitude error vector of the Staubli TX60 robot after calibration is 0.061°, 0.052°, and 0.116°. The average axial attitude error vector of the Staubli TX60 robot after calibration is 0.106°, 0.091°, and 0.252°, and the maximum axial attitude error vector is 0.252°, 0.159°, and 0.479°. The attitude error distribution of the measured poses is shown in Figure 4. The average comprehensive attitude accuracy of the Staubli TX60 robot has been increased by 56.6%.

To verify the calibration performance, thirty different points are selected to recalculate the position and the attitude errors. The results are shown in Figures 3 and 4. The average comprehensive position accuracy of the Staubli TX60 robot has been increased by 55.2%, and the average comprehensive attitude accuracy of the Staubli TX60 robot has been increased by 30.2%. From the experimental results, it can be seen that the accuracy of the identified robot kinematic model has been significantly improved.

3. Pose Error Compensation

Pseudotarget iteration-based error compensation method with three different forms and the Newton–Raphson-based error compensation method are the typical error
compensation methods. In this section, the principle and effectiveness of the four methods are compared through experiments.

3.1. Pseudotarget Iteration Method. The nominal kinematic parameter of the industrial robot is defined as \( c_0 \). When the joint angle vector of the robot is \( \mathbf{q} \), the nominal pose of the robot is \( T_N \). The errors of the kinematic parameters are defined as \( \Delta c \). Therefore, the actual kinematic parameter of the robot is \( c_1 = c_0 + \Delta c \). In the compensation process, the kinematic parameter \( c_1 \) is replaced with the parameter obtained by the robot calibration. The actual pose of the robot is \( T_R \). Therefore, the forward kinematics and the inverse kinematics of the robot are expressed as follows:

\[
\begin{align*}
\mathbf{q} &= f^{-1}(c_0, T_N), \\
T_R &= f(c_1, \mathbf{q}).
\end{align*}
\]

(8)

The expected pose of the robot is defined as \( T_d \). The aim of the pseudotarget iteration method is to find a pose \( T_s \) to obtain the joint angle \( \mathbf{q}_d \) with the nominal kinematic parameters. Therefore, the pseudotarget iteration method uses the inverse kinematics solution of the robot controller. The expression of the pseudotarget iteration method is shown as follows:

\[
\begin{align*}
\mathbf{q}_d &= f^{-1}(c_0, T_s), \\
T_d &= f(c_1, \mathbf{q}_d),
\end{align*}
\]

(9)

where \( T_s \) is an offset pose with nominal parameters and \( \mathbf{q}_d \) is the approximate inverse kinematic solution \( f^{-1}(c_1, T_d) \) of the calibration model.

The Taylor series expansion of equation (9) is carried out, and the higher-order terms are ignored. Then, the second term \( \frac{\partial f(c, \mathbf{q}_d)}{\partial c} \bigg|_{c=c_0} \Delta c \) is expanded at the joint angle \( \mathbf{q}_0 \), which is the inverse solution of the expected pose \( T_d \) in the nominal model. Then, the following equation can be obtained:

\[
T_s = f(c_1, \mathbf{q}_d) - \frac{\partial f(c, \mathbf{q}_d)}{\partial c} \bigg|_{c=c_0} \Delta c = T_d - \frac{\partial f(c, \mathbf{q}_d)}{\partial c} \bigg|_{c=c_0} \Delta c \bigg|_{\mathbf{q}_0} (\mathbf{q}_d - \mathbf{q}_0) \tag{10}
\]

The pose error between \( T_1 \) and \( T_d \) is given as follows:

\[
T_1 - T_d = f(c_1, \mathbf{q}_d) - f(c_0, \mathbf{q}_0) \approx \frac{\partial f(c, \mathbf{q}_d)}{\partial c} \bigg|_{c=c_0} \Delta c, \tag{11}
\]

where \( T_1 \) is the first pose that the robot reaches with the joint angle \( \mathbf{q}_0 \).

The value of the third term on the right side of equation (9) can be ignored. Substituting equation (11) into equation (10), the following equation can be obtained:

\[
T_s = T_1 = T_d + (T_d - T_1). \tag{12}
\]

Taking \( T_s^1 \) as the target pose, the joint angles \( \mathbf{q}_1 \) of the nominal inverse kinematics are recalculated. Based on the above process, the following equation is obtained:

\[
T_s^2 = T_s^1 - (T_2 - T_d) = T_d + (T_d - T_1) + (T_d - T_2), \tag{13}
\]

where \( T_2 \) is the second pose that the robot reaches with the joint angles \( \mathbf{q}_1 \).

The offset pose \( T_s \) can be obtained by continuously superimposing the target error on the basis of the expected pose. When \( |T_{n+1} - T_d| \leq e \) is met the accuracy requirements, the iteration is stopped. The iterative calculation equation is shown as follows:

\[
\begin{align*}
T_s &= T_s^1 = T_d + \sum_{i=1}^{n} (T_d - T_i), \mathbf{q}_d = f^{-1}(c_0, T_s^i), T_{n+1} = f(c_1, \mathbf{q}_d).
\end{align*}
\]

(14)

It can be seen that the offset pose \( T_s \) of each iteration needs to compensate for the difference between the actual model pose and the expected pose. Equations (11) and (12) can be written in a matrix form based on the coordinate system transformation as follows:

\[
\begin{align*}
T_s^1 &= T_d (T_1)^{-1} T_d, \\
T_s^2 &= T_s^1 (T_2)^{-1} T_d.
\end{align*}
\]

(15)

Therefore, the matrix iteration equation of this method can be written as follows:

\[
\begin{align*}
\mathbf{q}_d &= f^{-1}(c_0, T_s^i), \\
T_{n+1} &= f(c_1, \mathbf{q}_d), \\
T_s^i &= T_s^{i-1} (T_d)^{-1} T_d.
\end{align*}
\]

(16)
The poses of ten points (P₁) are selected and measured for error compensation verification. Firstly, the kinematic error compensation is implemented based on equations (13) and (15). The number of the iterative calculation is set as 5. The comprehensive position errors of each iterative calculation are shown in Figure 5. When the number of iterative calculations is 2, the comprehensive position error is close to 0.00 mm. The comprehensive position error after one iteration is less than 0.002 mm, which can satisfy the accuracy requirements.

Veitschegger et al. proposed an improved error compensation method [31]. The calculation process of the method is shown as the following equation. The principle of this method is consistent with the pseudotarget iteration method. The difference between the methods is that the error \( \Delta \theta \) is not involved in the calculation of the pseudotarget pose. The error \( \Delta \theta \) is substituted when the inverse solution of the pseudotarget pose is calculated. This method does not require iterative operations.

\[
\begin{align*}
q_1 &= f^{-1}(c_0, T_d), \\
T_c &= f(c_z, q_1), \\
q &= f^{-1}(c_0, 2T_d - T_c) - \Delta \theta.
\end{align*}
\] (17)

where \( \Delta \theta \) is the identified error of the kinematic parameter \( \theta \) and \( c_z \) is the identified kinematic parameter of the industrial robot without \( \Delta \theta \) error.

3.2. Newton–Raphson-Based Compensation Method. Gao et al. proposed another error compensation method based on Newton–Raphson. The method can be used to compensate kinematic parameter errors. The Newton–Raphson-based method uses the nominal kinematic model to solve the inverse kinematics as follows:

\[
\begin{align*}
q_1 &= f^{-1}(c_0, T_d), \\
T_d &= f(c_1, q_d).
\end{align*}
\] (18)

The pose \( T_c \) is calculated when the joint angle \( q_1 \) is substituted into the actual kinematic model without \( \Delta \theta \) as follows:

\[
T_c = f(c_z, q_1). \tag{19}
\]

As defined above, the expected pose is \( T_d \). The Newton–Raphson-based compensation method is to find \( q_d \) to satisfy the following equation:

\[
f(c_z, q_d) - T_d = 0. \tag{20}
\]

The Taylor series expansion of equation (20) is carried out, and the higher-order terms are ignored. The expression is as follows:

\[
0 = f(c_z, q_1) - T_d + \frac{\partial f(c_z, q)}{\partial q} |_{q=q_1}(q_d - q_1). \tag{21}
\]

Equation (21) is rewritten as follows:

\[
T_c - T_d = \frac{\partial T_c}{\partial q}(q_1 - q_d). \tag{22}
\]

The angle difference \( \delta q \) between \( q_1 \) and \( q_d \) can be obtained using the least square optimization algorithm to solve equation (22). The obtained angle difference \( \delta q \) is equivalent to converting other parameter errors into joint angle errors. The desired joint angles are calculated by the following equation:

\[
q_d = q_1 - \delta q - \Delta \theta. \tag{23}
\]

Ten measured poses in the calibration pose set are randomly selected. Based on the numerical simulation, the average comprehensive position error after one iteration of the least square algorithm is less than 0.001 mm. Therefore, the optimization calculation of this method needs only one iteration.

3.3. Performance Comparison of the Error Compensation Methods. Twenty points were randomly selected to compare the effectiveness of the above error compensation methods. The average comprehensive position error of the robot is 0.052 mm after calibration, and the average comprehensive attitude error is 0.070°. When the pseudotarget iteration method based on differential form (method 1) is applied, the average comprehensive position error and the average comprehensive attitude error of the robot after error compensation are 0.0539 mm and 0.071°, respectively. When the improved differential form method (method 3) is applied, the average comprehensive position error and the average comprehensive attitude error of the robot after error compensation are 0.0584 mm and 0.072°, respectively. When the pseudotarget iteration method based on matrix form (method 2) is applied, the average comprehensive position error and the average comprehensive attitude error of the robot after error compensation are 0.0553 mm and 0.070°, respectively. When the improved differential form method (method 3) is applied, the average comprehensive position error and the average comprehensive attitude error of the robot after error compensation are 0.0584 mm and 0.072°, respectively. When the Newton–Raphson error compensation method (method 4) is applied, the average comprehensive position error and the average comprehensive attitude error of the robot after error compensation are 0.0533 mm and 0.071°, respectively. It can be concluded that the effectiveness of the four error compensation methods is the same. The axial errors obtained by different error compensation methods are, respectively, shown in Figures 6 and 7. The maximum axial position error of the robot is less than 0.07 mm, and the maximum axial attitude error of the robot is less than 0.1°. The position error in Z-axis and the attitude error in X-axis after error compensation are larger than those in the other two axes.

The comparison of the position error and attitude error of the four compensation methods is shown in Table 4. The average error, maximum error, and standard deviation in the three axes are compared. It can be seen from the table that method 1 and method 2 show better effects than method 3 and method 4. The compensation accuracy of method 3 is the worst.
Figure 5: Comparison of the comprehensive position error compensation based on matrix form and differential form.

Figure 6: Comparison of position error compensation of the industrial robot.

Figure 7: Comparison of attitude error compensation of the industrial robot.
Except for the contrast in accuracy, the following two aspects are summarized:

1. In the first three error compensation methods, the inverse kinematics solution of the nominal model should be solved twice. In method 4, the inverse kinematics solution number of the nominal model is only 1. However, method 2 and method 4 need to calculate the inverse of the matrix. Therefore, the calculation efficiency of methods 1 and 3 is higher.

2. In the four methods, the inverse kinematics solution of the robot is needed to be solved. Due to the errors of the kinematic parameters, there is a certain difference between the nominal motion space and the actual motion space, which is shown in Figure 8. The error compensation method should be applied when the workspace is in the overlap area between the nominal motion space and the actual motion space.

To sum up, method 1 is better than the other three methods.

4. Conclusion

This paper discusses the effectiveness of kinematic error compensation methods for serial robots through experiments. Firstly, the pose error model of the serial robot is established based on the M-DH model. The kinematic errors are identified based on the robot calibration platform. The results show that the accuracy of the Staubli TX60 robot has been greatly improved. The average comprehensive position accuracy is increased by 88.7%, and the average comprehensive attitude accuracy is increased by 56.6%. Secondly, the principles of pseudotarget iteration-based error compensation method with three different forms and Newton–Raphson-based error compensation method are presented and analyzed. The pseudotarget iteration-based error compensation method includes three different forms. The effectiveness of each error compensation method is compared through experiments. The experimental results show that all of the four error compensation methods can achieve error compensation well. Considering both the accuracy and the calculation efficiency, method 1 is superior to the other three methods, and method 3 is the worst. In addition, the four error compensation methods should be applied when the workspace is in the overlap area between the nominal motion space and the actual motion space.
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Table 4: The comparison of the position error and attitude error of the four compensation methods.

| Parameters | Method 1 | Method 2 | Method 3 | Method 4 |
|------------|----------|----------|----------|----------|
| P_x        | 0.02451  | 0.01884  | 0.02225  | 0.02039  |
| P_y        | 0.0259   | 0.02562  | 0.02566  | 0.02541  |
| P_z        | 0.03575  | 0.03993  | 0.04257  | 0.03821  |
| φ_α        | 0.05167  | 0.0547   | 0.05572  | 0.05554  |
| φ_β        | 0.02502  | 0.02524  | 0.02559  | 0.02585  |
| φ_γ        | 0.03096  | 0.02645  | 0.02683  | 0.02659  |

AE: average error; ME: maximum error; SD: standard deviation.

Figure 8: The difference between the nominal and actual motion spaces.
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