We propose and analyze a nanoeengineered vortex array in a thin-film type-II superconductor as a magnetic lattice for ultracold atoms. This proposal addresses several of the key questions in the development of atomic quantum simulators. By trapping atoms close to the surface, tools of nanofabrication and structuring of lattices on the scale of few tens of nanometers become available with a corresponding benefit in energy scales and temperature requirements. This can be combined with the possibility of magnetic single site addressing and manipulation together with a favorable scaling of superconducting surface-induced decoherence.

The ability to trap and manipulate ultracold atoms in lattice structures has led to remarkable experimental progress to build quantum simulators for Hubbard models, which are paradigmatic in condensed-matter physics. A prominent example is atoms in optical lattices (OLs) [1, 2]. When loading an ultracold gas of neutral atoms into a lattice potential, atoms are positioned at the local minima of the lattice potential. In this situation, atoms can tunnel to neighboring lattice sites with tunnel coupling $t$ and interact on site due to short-ranged collisional interactions with a strength $U$ [2]. One of the significant interests for studying these type of models, in particular for spin-$1/2$ fermionic atoms $[3, 4]$, lies in the fact that in the strong coupling regime $U/t \gg 1$, superexchange processes (with coupling strengths $\sim t^2/U$) provide the basic mechanism for an antiferromagnetic coupling between spins on neighboring sites, which is closely related to studies of high-$T_c$ superconductivity within the Hubbard model $[5]$.

An important challenge to simulate Bose- and Fermi-Hubbard Hamiltonians in a regime not accessible to classical computers $[6]$ is the development of better cooling schemes in order to reduce the entropy of the simulator $[7]$. In particular, one demands $k_B T, h \Gamma \ll t^2/U \ll t < E_R$, where $T$ is the temperature of the system ($k_B$ the Boltzmann’s constant), $\Gamma$ the decoherence rate of the atoms, and $E_R = h^2/(8m_a a^2)$ the recoil energy, where $m_a$ is the mass of the trapped atoms, $a$ the interlattice site distance, and $h = 2\pi\hbar$ the Planck’s constant. In OLs, $a$ corresponds to half the optical wavelength, which leads to $E_R/k_B \sim 10^{-7}$ K (e.g. for rubidium and wavelength 852 nm). With present cooling techniques atoms can be prepared at few nanokelvins, which render the above set of inequalities very tight. Alternatively to designing better cooling schemes, one could loosen the above set of inequalities by reducing $a$ and thereby boosting the energy scale of the physical parameters of the quantum simulator. Because of the diffraction limit, this requires to trap atoms near a surface without adding new sources of decoherence $[8]$.

Here, we propose and analyze a new approach to trap and manipulate ultracold neutral atoms in arbitrary (periodic and nonperiodic) lattice potentials based on using a magnetic nanolattice generated by a controlled array of superconducting vortices in thin-film type-II superconductors $[9]$. With present technologies, superconducting vortices can be positioned in complex structures by artificially pinning them in nanoeengineered arrays of, for instance, completely etched holes (antidots) of various sizes and shapes; see Ref. $[10]$ and references therein. Our proposal hints at the possibility to exploit this technology to fabricate and structure arbitrary magnetic lattices for atomic physics at the fundamental length scales associated with superconducting vortices, the coherence length $\xi$, and London’s penetration depth $\lambda$, which can be of a few tens of nanometers. Moreover, the combination of all-magnetic trapping and manipulation and superconducting surfaces leads, in principle, to very favorable scalings on surface-induced decoherence, as discussed below. These features make this proposal significantly distinctive from previous schemes for magnetic lattices $[11–15]$, where denser lattices with low decoherence are challenging, as well as for magnetic traps where an atom is trapped by the field created by macroscopic currents flowing in type-II superconducting materials $[16–21]$ and not by the field created by few controlled superconducting vortices, as proposed here.

We consider a superconducting film of thickness $d \lesssim \lambda$. The film is a type-II superconductor, i.e., $\lambda/\xi > 1/\sqrt{2}$, where the value of $\xi$ typically ranges between few tens of nanometers $[3, 9]$. In thin films, the effective penetration depth is given by $\Lambda = \lambda^2/d \gtrsim \lambda \gtrsim d > \xi$, which hence can potentially be as small as few tens of nanometers. The upper side of the film is situated at the $x-y$ plane with $z = 0$ and contains a nanoe-engineered array of artificial pinning centers consisting of antidots of radius $R \gtrsim \xi$ $[9, 10]$ distributed in a Bravais lattice $\mathbf{R} = n_1 \mathbf{a}_1 + n_2 \mathbf{a}_2$, where $\mathbf{a}_{1(2)}$ are the lattice primitive vectors and $n_{1(2)}$ range through all integer values. The density of antidots is $1/a^2$, where $a^2 = |\mathbf{a}_1 \times \mathbf{a}_2|$ is the area of the primitive cell. By cooling the film in the presence of an external field whose flux density is commensurate to the density of antidots, a single vortex is pinned in each antidot (pinning multiple vortices in each antidot…)
is also possible, see [23]). This assumes that the density of antidots does not exceed $1/a^2 \lesssim 1/\Lambda^2$, otherwise the vortex-vortex repulsion would prevent the vortices from sitting at the antidot lattice; see Supplemental Material (SM) for further discussion. Once the film is cooled and the vortex lattice is prepared, the external magnetic field is switched off and the vortices remain, each of them with a magnetic flux given by $\Phi_0 = \hbar/(2e)$, where $e$ is the charge of the electron.

Our proposal consists in using the magnetic field created by the vortex lattice above the film $B_V(r, z > 0)$ to trap neutral atoms in a two-dimensional magnetic nanolattice with a geometry dictated by the nanoengineered antidot lattice. One can use well-known results in the field of superconductivity to approximate the field above the thin film as the one generated by an array of magnetic charges of strength 2\(\Phi_0\) at a position \(z_0\) given by the solution of the equation \(\sum K^\ast K B^\ast(r, z_0) = B_1\), see Fig. 5b, where we have defined \(\Delta \equiv \Delta_{\text{min}}\). In this case, the conditions \(B^\ast > B_1 > B_0\) can be fulfilled provided \(\Delta \gtrsim a\). In Fig. 2a we plot \(|B_{\text{lat}}|^2\) (as the final form the potential depends on the modulus square, see Eq. (3)) in the \(x - z\) plane at \(y = 0\). As a validation of the model, we also plot the same quantity in Fig. 2b for an array of 3 \(\times\) 3 vortices in a finite plane numerically solving the London equation using the method presented in [28]. One can observe that there is also a minimum of \(|B_{\text{lat}}(r, z)|^2\) on top of the central vortex. In the case \(B_1 < B_0\), one confines atoms between vortices with a much shallower trap, see Fig. 5b.

Majorana losses [29], namely spontaneous spin flips rendering the state of the atom into a high-field seeker, occur when \(|B| \sim 0\). Since the minima of \(|B_{\text{lat}}|\) correspond to zero field, we suggest to use an effective time-averaged, orbiting potential [30] generated by adding to \(B_{\text{lat}}\) an homogeneous time-dependent field parallel to the thin film \(B_M(t) = B_M(\sin \omega_M t, \cos \omega_M t, 0)\). By time averaging we have that \(\langle B_{\text{lat}}(t) \rangle = 0\), but \(\langle B_M(t) \rangle = B_M\). Assuming \(B_M \gg \text{max} |B_{\text{lat}}(r, z_0)|\) and considering that the total field experienced by the atoms is given by \(|B| = B_{\text{lat}} + B_M\), we have \(\langle |B| \rangle \approx B_M + |B_{\text{lat}}|^2/(2B_M\rangle\), which does not contain zero-field local minima. Using \(\omega_t \ll \omega_M \ll \omega_L \equiv \mu_m e B_M/\hbar\), the effective time-averaged magnetic potential for the atoms is given by [30]

$$V_{\text{lat}}(r, z) \approx \hbar \omega_L + \frac{\mu_m e}{2B_M} |B_{\text{lat}}(r, z)|^2.$$  

This potential depends on \(|B_{\text{lat}}|^2\), has nonzero field minima reducing Majorana losses to a rate given by \(\Gamma_{\text{ML}}/2\pi \approx \omega_t \exp[-4\omega_L/\omega_t]\) [29], and confines atoms on a magnetic lattice whose geometry is dictated by the vortex lattice. Note that the bias field \(B_1\) can be used to control the trapping height, see Fig. 5b. This might be used to adiabatically load the ultracold atoms into the magnetic lattice from an external dipole trap [31].

The strength of the Hubbard parameters and the dependence with the physical parameters of the superconducting vortex lattice (SVL) proposed here can be obtained in analogy to OLSs [1]. In particular, let us consider a square lattice with \(B_1 > B_0\) and \(\Delta\) sufficiently large, such that the potential Eq. (3) can be approximated to \(V_{\text{lat}}(r, z) \approx V_0 [\sin^2(kx) + \sin^2(ky)]\), where \(V_0 \approx 8R_0^2 e^{\exp[-2\Delta]}\mu_m e B_M\). This potential has the same form as the typical one obtained in OLSs. The distance between the trapped atoms in the SVL is given by \(a\), therefore \(2a\) plays the role of the optical wavelength in OLSs. The role of the laser intensity in OLSs, that can be...
FIG. 1: (Color online) (a) Schematic illustration of the superconducting vortex lattice for ultracold atoms. (b) Applied field $B_1$ as a function of $\Delta$. Inset: $|B_{\text{lat}}(x,y,z)|^2$ for a square lattice, $\Delta = 2$, and $B_1 > B_0$ (deep wells) and $B_1 < B_0$ (sharp peaks). (c) $|B_{\text{lat}}(x,0,z_0)|^2$ in units of $B^{\text{max}}_{\text{lat}} = |B_{\text{lat}}(x = a/2,0,z_0)|^2$ as a function of $x/a$ for a square lattice for different $\Delta$.

FIG. 2: (Color online) (a) A contour plot of $|B_{\text{lat}}|^2$ at $y = 0$ is shown for an infinite square lattice as a function of $x/a$ and $\Delta$, for $\Delta = \pi$ using Eq. (1). (b) The same plot as (a) is shown with a set of $3 \times 3$ localized vortices located on a squared lattice in a thin superconductor (the borders of the plane are at $x/a = \pm 2.45$) by numerically solving the London equation [28] and using $\Lambda \approx a$.

FIG. 3: (Color online) (a) Tunneling rate $t$ (left axis), decoherence rate (right axis) $\Gamma = \Gamma_{\text{ML}} + \Gamma_{\text{sl}} + \Gamma_{\text{sc}},$ and $V_0/E_R$ (inset) as a function of the trapping position $z_0$ in units of $\Lambda$ for a square lattice at sufficiently large $\Delta$. The range of the plot is limited to the values of $z_0/\Lambda$ for which $50 > V_0/E_R > 1$. We used the atomic parameters of lithium, $a = 3\Lambda/2$, $\Lambda = 100$ nm (solid lines) and $\Lambda = 20$ nm (dashed lines), $B_M$ such that $\omega_{\text{ML}} = 5\omega_T$, and $\eta/\Lambda = 10^{-7}$ Kg/(s m) [15]. (b) The ratio $B^2_0/B^2_{0,0}$ as a function of $\lambda/d$ for $L = 1, 2, 4$.

used to modulate the trap depth, is taken in the SVL by the strength of the bias field $B_1$. Recall that $\Delta$ depends on $B_1$, see Fig. 5b. In Fig. 3a, we plot the tunneling rate $t \approx 4E_R (V_0/E_R)^{3/4} \exp \left[-2(V_0/E_R)^{1/2}\right]/\sqrt{\pi}$ [1] as a function of $z_0/\Lambda$ for Li (using $a = 3\Lambda/2$ for $\Lambda = 100$ nm and $\Lambda = 20$ nm) and compare it with the decoherence rates that we discuss below. This is plotted in the range $50 > V_0/E_R > 1$ (see inset of Fig. 3a), which includes the tight-binding regime where $U \gg t$ [1]. The on-site repulsion $U < \hbar\omega_k \sim 2E_R(V_0/E_R)^{1/2}$ can be calculated solving the ultracold two-body collisional problem in a tight harmonic trap [8, 32]. Comparing to OLs, the case $\Lambda = 20$ nm leads to more than two orders of magnitude larger values of $E_R$, and therefore, significantly less stringent low-entropy requirements for the simulation of quantum magnetism in Hubbard Hamiltonians [4], as discussed in the introduction. In contrast to OLs, the potential Eq. (3) also permits to design dense lattices with higher Fourier components. Here, by reducing $\Delta$, more reciprocal vectors of different frequencies enter into play, see Fig. 5c. For $B_1 < B_0$ this can lead to interesting potentials with sharp repulsive structures, see the inset of Fig. 5b.
Atoms in magnetic traps are subjected to decoherence (spin flips and motional heating) due to magnetic field fluctuations at the Larmor frequency $\omega_L$ [17]. In metal surfaces, these fluctuations are generated by thermally excited motion of electrons (Johnson noise) [34]. Superconducting vortex-free surfaces have been predicted to dramatically reduce Johnson noise by 6-12 orders of magnitude [35-37]. However, experiments in superconducting atom chips have only shown a moderate improvement since they operate in a regime where uncontrolled superconducting vortices are present [38-41]. In the SVL proposed here, it is clear that a source of magnetic field fluctuations will be given by the thermal jiggling of the pinned vortices. In the SM we use a standard phenomenological model of vortex dynamics (see [15] and references therein) in order to estimate the spin-flip rate $\Gamma_{sf}$ and the motional heating rate $\Gamma_{0\rightarrow1}$ [17] induced by the thermal motion of vortices. They are given (up to some constant factors) by

\[
\Gamma_{sf} \sim 3\pi^2 \mu_n^2 \frac{k_BT}{\hbar^2} \frac{\omega_d}{\omega_d^2 + \omega_0^2} \frac{B_0^2}{a^2 \Delta^4},
\]

\[
\Gamma_{0\rightarrow1} \sim (2\pi)^5 \mu_n F^2 \frac{k_BT}{\hbar^2} \frac{\omega_d}{\omega_d^2 + \omega_0^2} \frac{x_0^2 B_0^2}{a^4 \Delta^6}.
\]

Here $x_0 = \sqrt{\hbar/(2m_0\omega_d)}$, $k_p = \Phi_0^2/(2\mu_0\lambda a^2)$ (provided $2\pi\Lambda \gg a$) is the spring constant given by the repulsive force with the lattice, see [9], and $\omega_d = k_p/\eta$ with $\eta$ being the vortex viscosity coefficient is the so-called depinning frequency, which marks the crossover between elastic motion, dominant at lower frequencies, and purely dissipative motion, arising at higher frequencies [15]. Using typical numbers for the vortex viscosity, these rates are remarkably small compared to the tunneling rate in Hubbard Hamilton surfaces, see Fig. 3a.

Other sources of decoherence and practical considerations might be relevant in the eventual experiment. For instance, as analyzed in the SM, the position of the vortices has to be very accurate, with an error less than 1-2% in the distance between them. Otherwise, the trap depths and thereby the tunneling rates will fluctuate throughout the lattice. This can constitute a serious challenge in the nanofabrication of regular antidot lattices. In this respect, using triangular lattices spontaneously formed in a film without artificial pinning might be advantageous. The randomness in size and shapes of the antidots might also lead to imperfections, nevertheless, the flux in each vortex is given by the constant of nature $\Phi_0$. Time-dependent fields might induce dissipation in the vortices. As discussed before, we apply a time-dependent field $B_M(t)$ to avoid Majorana losses. This field is parallel to the film, and in the ideal case, would not interact with the vortices. In any case, to reduce dissipation it will be convenient to use $\omega_M \ll \omega_d$.

Let us discuss the possibility to perform magnetic local addressing of the atoms in the lattice. We propose to place a magnetic tip close to the bottom side of the film, at position $z = -d - a_d$, to locally interact with the atoms trapped above. In the SM, we obtain the analytical expression of the magnetic field above the film for a given thickness $d$ and London penetration depth $\lambda$. The ratio between the magnetic field $B^z_d$ at $z = z_0 + d$ in the presence of a superconducting film with London penetration depth $\lambda$, with the corresponding one in case of not having the film $B^z_{d,0}$, depends on the dimensionless parameters $\lambda/d$ and $L \equiv (z_0 + a_d)/d$. In Fig. 3b, this ratio is plotted as a function of $\lambda/d$ for different $L$. Note that even for $\lambda = d$, $B^z_d \sim B^z_{d,0}/2$ for $L = 2$. As discussed in [8], the minimum distance for which the dipole will create a vortex is given by $a_1 = \Lambda \sqrt{\mu_0 a_d/\Phi_0 \Lambda \ln(\Lambda/\xi)}$, this equation is valid for $a_1 > \Lambda$. With typical numbers ($\Lambda = 100$ nm and $\xi = 10$ nm), $a_1 \sim 2\Lambda$ for a dipole of magnetic moment $m_d \sim 10^8 \mu_B$. Using the maximum magnetic moment and $\lambda = d = \Lambda = z_0 = a_3/2 = 100$ nm (note that $L = 3$) this leads to a coupling to the atom of $g_d \sim \mu_B B^z_\Lambda/h \sim 0.4 \mu_B B^z_{d,0}/h \sim 2\pi \times 10^8$ Hz. Since the neighbor atoms are farther away from the dipole, the coupling is reduced at least by a factor of 2, which permits to perform local addressing by adding different phases into the internal state of the atoms. In order to measure the collective state of the atoms one can release them from the trap and perform time-of-flight measurements [1].

To conclude, we have shown that the control and manipulation of superconducting vortices in thin films can be used to trap neutral atoms in a dense lattice near a surface in a superconducting state, whose macroscopic coherence leads to promising scalings regarding surface decoherence. The interplay between superconductivity and atomic physics, as proposed here, might pave the way towards all-magnetic schemes for quantum computation and simulation with neutral atoms. Moreover, this hints at the possibility of using ultracold atoms to probe important properties of high-$T_c$ superconductivity.
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For bosonic atoms, the many-body dynamics are described by the Hubbard Hamiltonian
\[ \hat{H} = -t \sum_{\langle ij \rangle} (\hat{a}^\dagger_i \hat{a}_j + \hat{a}_i \hat{a}^\dagger_j) + U \sum_i \hat{n}_i (\hat{n}_i - 1)/2, \]
where \( \hat{a}_i (\hat{a}^\dagger_i) \) annihilates (creates) a localized bosonic atom on site \( i \), and \( \hat{n}_i = \hat{a}^\dagger_i \hat{a}_i \). The first term describes tunneling between neighboring sites with tunnel coupling \( t \), and the second on-site interactions with strength \( U \).
SUPPLEMENTARY INFORMATION

I. SUPERCONDUCTING VORTEX LATTICE

In this section we provide more information about the superconducting vortex lattice. In particular, we review some known results in the field of superconductivity for the reader more specialized in atomic physics and quantum simulation. In particular, in Sec. IA we derive the magnetic field generated by a single vortex in a thin film of $d \ll \lambda$ using the London approximation $\lambda \gg \xi$. We also discuss the approximation used in the main text consisting of replacing the magnetic field generated by a vortex with the one generated by a magnetic monopole. In Sec. IB we discuss the interaction of a vortex with an antidot as well as the vortex-vortex interaction also within the London approximation.

A. Pearl vortex and monopole approximation

We consider a thin film of thickness $d$ whose upper side is at the plane $x - y$ with $z = 0$. In the following, we calculate the magnetic field above the film created by a single vortex situated at $\mathbf{R}$, namely $\mathbf{B}_v(x, y, z > 0)$. In the London limit $\lambda \gg \xi$, the analytical solution for any thickness $d$ can be found in [1]. Here, we will recall the particular case of $d \gg \lambda$, originally derived by Pearl [2].

We define the effective London penetration $\Lambda \equiv \lambda^2/d$ and use standard cylindrical coordinates $(\rho, \phi, z)$. For small $d/\lambda$, the current density $\mathbf{J}$ inside the superconducting film is basically uniform across the thickness and can be regarded as a current sheet $\mathbf{K}(x, y) \approx \int_{-d/2}^{d/2} \mathbf{J}(x, y, z) dz$. We consider the vortex placed in the origin of coordinates and we will drop the subindex $\mathbf{R}$ to ease the notation. In the thin film limit case, currents can be obtained from the discontinuity of the radial component of the magnetic induction field $\mathbf{B}$. Because of the symmetry, $\mathbf{K}$ has only angular component given by ($\mu_0$ is the vacuum permeability)

$$\mu_0 K_\phi(\rho) = B_\phi(\rho, z \to 0^+) - B_\phi(\rho, z \to 0^-) \quad (5)$$

Outside the superconducting region, the vector potential $\mathbf{A}$ must satisfy $\nabla \times (\nabla \times \mathbf{A}) = 0$, since $\nabla \times \mathbf{B} = 0$. Together with the choice of Gauge $\nabla \cdot \mathbf{A} = 0$, and the consideration of cylindrical symmetry and mirror symmetry with respect to the $z = 0$ plane, this yields the known general solution

$$A_\phi(\rho, z) = \int_0^\infty C(k) J_1(k \rho) e^{-k|z|} dk, \quad (6)$$

where $J_1()$ is the Bessel function of the first kind and ith order. From Eqs. (5) and (6), we have

$$\mu_0 K_\phi(\rho) = \int_0^\infty 2 C(k) k J_1(k \rho) dk. \quad (7)$$

To evaluate $C(k)$ we consider the superconducting film as described with the London equation in which a vortex with coherence length $\xi$, much smaller than any other dimension of the problem, is placed at the origin. London equation reads [2, 3]

$$\nabla \times \mathbf{K} = -\frac{1}{\mu_0 \lambda} \mathbf{B} + \frac{\Phi_0}{\Lambda \mu_0} \frac{\delta(\rho)}{2\pi \rho} \hat{z}, \quad (8)$$

where $\delta()$ is the Dirac’s delta function. This equation can also be obtained from the fluxoid quantization condition [4]. Using Eq. (7), considering the continuity of the $z$ component of $\mathbf{B}$, and making use of Hankel transformations we obtain

$$C(k) = \frac{\Phi_0}{2\pi(2k \Lambda + 1)}. \quad (9)$$

Thus, the sheet current density, and the magnetic induction can be obtained in all space. In particular, for the thin film case and for $z > 0$, we have

$$B_\rho(\rho, z > 0) = \int_0^\infty \frac{\Phi_0}{2\pi} \frac{k}{2\pi k \Lambda + 1} J_1(k \rho) e^{-kz},$$

$$B_z(\rho, z > 0) = \int_0^\infty \frac{\Phi_0}{2\pi} \frac{k}{2\pi k \Lambda + 1} J_0(k \rho) e^{-kz}. \quad (10)$$

For $z < 0$ we could use the mirror symmetry with respect the $z = 0$ plane.

As discussed in [4] and specially in [1], the field generated by a vortex can be approximated by the one created by a monopole of charge $2\Phi_0$ placed at $z = -d_m$, that is,

$$B_\rho^0(\rho, z > 0) = \int_0^\infty \frac{\Phi_0}{2\pi} k J_1(k \rho) e^{-k(z+d_m)},$$

$$= \frac{\Phi_0}{2\pi} \frac{\rho}{\rho^2 + (z + d_m)^2}^{3/2}.$$

$$B_z^0(\rho, z > 0) = \int_0^\infty \frac{\Phi_0}{2\pi} k J_0(k \rho) e^{-k(z+d_m)},$$

$$= \frac{\Phi_0}{2\pi} \frac{z + d_m}{\rho^2 + (z + d_m)^2}^{3/2}. \quad (11)$$

In Fig. 4, we compare the components and the modulus of the magnetic field along $\rho$ at $z = \Lambda$ using Eq. (10) and Eq. (11) for different $d_m$. A good approximation for the near field is given by $d_m = \Lambda$. See also [1], where the field lines for both cases are plotted showing very clearly that this simple approximation is indeed very good.

B. Vortex-vortex and vortex-antidot interaction

The interaction of a vortex ($V$) at position $\mathbf{r}_i$ with an antidot ($AD$) at position $\mathbf{q}_j$, of radius $R$ has been analytically studied in the London approximation ($\lambda \gg \xi$) [5–7]. This allows to compute the interaction energy of a vortex separated a distance $r \equiv |\mathbf{r}_i - \mathbf{q}_j|$ to the center of the antidot, see Fig. 5. The interaction potential is
found to have the form of Fig. 5c, which resembles a finite square well. The depth of the well $U_0$ is the difference between the energy of an isolated vortex $E_V$ minus the energy of a microhole of radius $R$ with one quantum of magnetic flux, $E_{AD}$. That is,

$$U_0 = E_V - E_{AD}$$  \hspace{1cm} (12)

The length of the region where the potential is zero is $2R$.

References [5, 7] assume $R, r \ll \lambda$, which permits a useful analogy to electrostatics in order to use the method of images. Reference [6] solves the problem for any value of $R$, such that in the limit $R \ll \lambda$ they recover the results of [5, 7], and, in the limit of very large $R$, they recover the well-known Bean-Livingston formula for the interaction between a vortex and an insulating barrier. The results of these references are valid for Abrikosov vortices. For Pearl vortices, (see Eqs. (3.26) and (3.27) in [8]), one obtains an expression for the self-energy of a Pearl vortex (PV) as well as the self-energy of an AD with one quanta of the magnetic flux,

$$E_{PV} = \frac{\Phi_0^2}{4\pi \mu_0 \Lambda} \ln \frac{2\Lambda}{\xi}$$

$$E_{AD} = \frac{\Phi_0^2}{4\pi \mu_0 \Lambda} \ln \frac{2\Lambda}{R}.$$  \hspace{1cm} (13)

Thus,

$$U_0 = E_{PV} - E_{AD} = \frac{\Phi_0^2}{4\pi \mu_0 \Lambda} \ln \frac{R}{\xi}.$$  \hspace{1cm} (14)

This energy will be positive provided $R > \xi$. Using $R = 5\xi$ and $\Lambda = 100$ nm, one obtains that $U_0/k_B \approx 3 \times 10^5$ K.

In reference [6] (see Eq. (30) and (31) in this reference) it is also provided the analytical expression of the total energy, including the interaction. Indeed, we used the exact formula to plot Fig. 5. In the limit $R \ll |r_i - q_j| \ll \Lambda$, the interaction energy reads

$$U_{AV}(|r_i - q_j|) = U_0 \ln \left[1 - \frac{R^2}{|r_i - q_j|^2}\right].$$  \hspace{1cm} (15)

In general, one can approximate the potential as a finite square well, namely

$$U_{AV}(|r_i - q_j|) \approx U_0 \Theta(|r_i - q_j| > R).$$  \hspace{1cm} (16)
where \( U_0 = \Phi_0^2 / (4\pi \mu_0 \Lambda) \ln(R/\xi) \) and \( \Theta(x) \) is the Heaviside function. In the following, we show that the interaction between vortices in a pinned vortex lattice yields an additional pinning force.

The interaction between Pearl vortices is nicely studied by Brandt in [9]. The thin-film problem differs from the behaviour of currents and vortices in bulk superconductors by the dominating role of the magnetic stray field outside the film. The interaction between the vortices occurs mainly by this stray field and thus has very long range (interacting over the entire film width). In bulk superconductors the vortex currents and the vortex interaction are screened, and thus decrease exponentially over the length \( \lambda \).

In the long-distance limit the PVs interact as point-like and can be simplified in the following limits

\[
U_{\text{VV}}(r_{ij}) \approx \frac{\Phi_0^2}{\mu_0 \pi \Lambda} \ln\left(\frac{2.27 \Lambda / r_{ij}}{2 \Lambda}\right) \quad \text{for} \quad r_{ij} \ll \Lambda, \quad (19)
\]

and

\[
U_{\text{VV}}(r_{ij}) \approx \frac{\Phi_0^2}{\mu_0 \pi r_{ij}} \quad \text{for} \quad r_{ij} \gg \Lambda. \quad (20)
\]

In the long-distance limit the PVs interact as point-like charges.

We consider the interplay between the vortex-vortex interaction Eq. (17) and the interaction between a vortex and an antidot Eq. (16). For instance, how near can two antidots of radius \( R \) be such that 2 vortices can still be pinned? This can be easily answered by solving the equation \( U_{\text{VV}}(r_{ij}) \approx U_0 \), which for \( R = 10 \xi \) leads to \( r_{ij} \approx \Lambda \). This indicates that the antidots should be separated a distance \( \gtrsim \Lambda \) so that the repulsion between vortices does not prevent them from sitting at the pinning sites.

Let us now calculate the energy due to the interaction between vortices assuming that the the vortices are sitting at ideal-lattice points \( \mathbf{R} \) with reciprocal lattice vectors \( \mathbf{K} \). This is given by [9]

\[
U_{\text{int}}(\{\mathbf{R}\}) = \frac{1}{2} \sum_{\mathbf{R} \neq \mathbf{R}'} U_{\text{VV}}(|\mathbf{R} - \mathbf{R}'|)
\]

\[
= \frac{1}{2} \frac{\Phi_0^2}{\mu_0} \sum_{\mathbf{R} \neq \mathbf{R}'} \int \frac{d^2 k 2 \cos(k \cdot (\mathbf{R} - \mathbf{R}'))}{4\pi^2 \frac{k + 2\Lambda k^2}{2}} \quad (21)
\]

The infinite lattice sum (over all lattice sites) can be evaluated using

\[
\sum_{\mathbf{R}} \exp[i\mathbf{k} \cdot \mathbf{R}] = \frac{4\pi^2}{a^2} \sum_{\mathbf{K}} \delta_2(\mathbf{k} - \mathbf{K}), \quad (22)
\]

where \( 1/a^2 \) is the density of lattice points \( \mathbf{R} \); the density of reciprocal-lattice points is \( a^2/(4\pi^2) \). One obtains

\[
U_{\text{int}}(\{\mathbf{R}\}) = \frac{\Phi_0^2}{\mu_0 a^2} \times \left[ \sum_{\mathbf{K} \neq 0} \frac{1}{K + 2\Lambda K^2} - \int_0^\infty \frac{dk}{2\pi n} \frac{k}{k + 2\Lambda k^2} \right] \quad (23)
\]

With the same formalism, we can readily obtain the interaction energy between a vortex that has been slightly displaced by the distance \( \mathbf{r} \) of its lattice site \( \mathbf{R} = 0 \) with the rest of the lattice. This interaction energy \( U_{\text{pV}}(\mathbf{r}) \) is given by [9]

\[
U_{\text{pV}}(\mathbf{r}) = \frac{\Phi_0^2}{\mu_0 a^2} \times \left[ \sum_{\mathbf{K} \neq 0} \frac{2\cos(\mathbf{K} \cdot \mathbf{r})}{K + 2\Lambda K^2} - \int_0^\infty \frac{d^2 k 2 \cos(\mathbf{K} \cdot \mathbf{r})}{4\pi^2 n \frac{k + 2\Lambda k^2}{2}} \right] \quad (24)
\]

This can be used to obtain the pinning force of a vortex in the lattice due to the interaction with the rest. That is, one can obtain \( U_{\text{pV}}(\mathbf{r}) \approx U_{\text{pV}}(0) + U_{\text{pV}}''(0) r^2 / 2 \). Assuming \( 2\pi \Lambda \gg a \), one gets that the pinning force has a restoring spring constant given by [9]

\[
k_p = U_{\text{pV}}''(0) = \frac{\Phi_0^2}{2\mu_0 \Lambda a^2}. \quad (25)
\]

(see Eq. (14) in [9]).

Given a pinning lattice with some separation distance between ADs, reference [10] studies the transition between vortices sitting into the pinning lattice to the triangular lattice obtained when interaction between PVs dominates. Given a certain configuration of ADs and a certain number of PVs we could also numerically minimize the total energy in order to obtain the final location of PVs. These problems have been studied in [10] and references therein. The vortex lattice can be prepared by cooling the film in the presence of an homogeneous perpendicular matching field of strength \( B_a = \Phi_0 / a^2 \) such that a commensurate number of superconducting vortices is created in the antidot lattice. At the final temperature below \( T_c \) (which can be of a high-\( T_c \) material) the applied field is switched-off and the vortices remain.

II. MAGNETIC LATTICE

In Sec. II A we solve the Poisson equation in order to obtain the magnetic potential generated by an arbitrary
array of magnetic monopoles in order to approximate the magnetic field of the superconducting vortex lattice. In Sec II B we numerically validate the assumption that the perpendicular bias field \( B_0 \) is homogeneous close to a sufficiently thin film, as considered in the main text. In Sec. II C we analytically (in the London limit) obtain the field generated by a magnetic dipole situated near a superconducting film in all-regions of space.

A. Solution of the Poisson equation

Let us consider a 2D Bravais lattice of monopoles placed at the lattice points defined with position vectors \( \mathbf{R} \) of the form

\[
\mathbf{R} = n_1 \mathbf{a}_1 + n_2 \mathbf{a}_2,
\]

where \( \mathbf{a}_1(2) \) are the lattice primitive vectors and \( n_1(2) \) range through all integer values. The lattice is placed at the plane \( z = 0 \). The charge distribution is given by

\[
\rho(\mathbf{r}, z) = 2\Phi_0 \delta(z) \sum_{\mathbf{R}} \delta(\mathbf{r} - \mathbf{R}).
\]

The factor \( 2\Phi_0 \) appears in connection to the charge associated to a vortex, recall Eq. (11). Note that in the main text we consider the monopoles to be placed at \( z = -d_m \), here we consider them to be at \( z = 0 \) to ease the notation. We will just make a change of coordinates at the end of the derivation. The vector \( \mathbf{r} \) is two-dimensional and is defined in the plane \( z = 0 \). The Dirac delta is also two-dimensional.

If a function \( f(\mathbf{r}) \) has the periodicity of a Bravais lattice, i.e., \( f(\mathbf{r} + \mathbf{R}) = f(\mathbf{r}) \), it can be expressed as

\[
f(\mathbf{r}) = \sum_{\mathbf{K}} f_{\mathbf{K}} e^{i\mathbf{K} \cdot \mathbf{r}}
\]

where the sum is over all reciprocal lattice vectors \( \mathbf{K} \). The Fourier coefficients \( f_{\mathbf{K}} \) are given by

\[
f_{\mathbf{K}} = \frac{1}{a^2} \int_C d\mathbf{r} e^{-i\mathbf{K} \cdot \mathbf{r}} f(\mathbf{r})
\]

where the integral is over any direct lattice primitive cell \( C \), and \( a^2 \) is the area of the primitive cell. Thus,

\[
\rho(\mathbf{r}, z) = 2B_0 \delta(z) \sum_{\mathbf{K}} e^{-i\mathbf{K} \cdot \mathbf{r}}
\]

where we have defined \( B_0 = \Phi_0/a^2 \), as in the main text.

Let us solve the Poisson equation

\[
\nabla^2 \phi(\mathbf{r}, z) = -\rho(\mathbf{r}, z)
\]

for the charge distribution given in Eq. (30). We will first obtain the potential at the region outside the charge distribution (namely outside the plane at \( z = 0 \)) by solving the Laplace equation

\[
\nabla^2 \phi(\mathbf{r}, z) = 0.
\]

We will obtain two solutions, one valid at \( z > 0 \) and the other at \( z < 0 \), namely

\[
\phi(\mathbf{r}, z) = \begin{cases} \phi^+(\mathbf{r}, z), & z > 0 \\ \phi^-(\mathbf{r}, z), & z < 0. \end{cases}
\]

Since the potential has to be continuum at \( z = 0 \), one requires that

\[
\lim_{\epsilon \to 0} \left[ \phi^+(\mathbf{r}, \epsilon) - \phi^-(\mathbf{r}, -\epsilon) \right] = 0.
\]

The \( z \)-derivative of the potential is not continuous and yields a boundary condition. The discontinuity can be obtained by integrating the Poisson equation in the nearby of \( z = 0 \), namely

\[
\lim_{\epsilon \to 0} \int_{-\epsilon}^{\epsilon} \nabla^2 \phi(\mathbf{r}, z) dz = -\lim_{\epsilon \to 0} \int_{-\epsilon}^{\epsilon} \rho(\mathbf{r}, z) dz = -2B_0 \sum_{\mathbf{K}} e^{-i\mathbf{K} \cdot \mathbf{r}}.
\]

Now by using that \( \partial^2 \phi(\mathbf{r}, z)/\partial x^2 \) and \( \partial^2 \phi(\mathbf{r}, z)/\partial y^2 \) are continuous at \( z = 0 \), one is left with the following condition

\[
\lim_{\epsilon \to 0} \left[ \frac{\partial \phi^+(\mathbf{r}, \epsilon)}{\partial z} \right]_{z=\epsilon} - \left[ \frac{\partial \phi^-(\mathbf{r}, \epsilon)}{\partial z} \right]_{z=-\epsilon} = -2B_0 \sum_{\mathbf{K}} e^{-i\mathbf{K} \cdot \mathbf{r}}.
\]

In the long-distance limit, the potential has to fulfill

\[
-\lim_{z \to \pm \infty} \frac{\partial \phi(\mathbf{r}, z)}{\partial z} = \pm B_0.
\]

This can be shown by computing the magnetic field at distance \( z \gg a \). In the long distance, the magnetic field has only \( z \) component and can be computed by integrating the field created by the infinite amount of monopoles, namely

\[
B_z(\mathbf{r}, z \gg a) = \frac{B_0}{2\pi} \sum_{\mathbf{R}} \frac{z}{|r - R|^2 + z^2}^{3/2} = B_0.
\]

Let us now make the following ansatz for the magnetic potential at \( z > 0 \)

\[
\phi^+(\mathbf{r}, z) = \sum_{\mathbf{K}} e^{i\mathbf{K} \cdot \mathbf{r}} f_{\mathbf{K}}^+(z).
\]

By introducing Eq. (39) into the Laplace equation, one obtains the following differential equation

\[
\frac{\partial^2 f_{\mathbf{K}}^+(z)}{\partial z^2} = \frac{f_{\mathbf{K}}^+(z)}{|\mathbf{K}|^2}.
\]

The general solution of Eq. (40) is given by

\[
f_{\mathbf{K}}^+(z) = A_{\mathbf{K}} e^{-|\mathbf{K}|z} + B_{\mathbf{K}} e^{z|\mathbf{K}|} + C^+_{\mathbf{K}} z.
\]
Recalling that
\[ -\lim_{z \rightarrow \infty} \frac{\partial \phi(r, z)}{\partial z} = B_0, \]  
(42)
on one obtains the following conditions
\[
\begin{align*}
B^+_K &= 0 \quad \forall K \\
C^+_0 &= -B_0 \\
C^+_K &= 0 \quad \forall K \neq 0.
\end{align*}
\]
(43)
Thus, the potential can be written as
\[ \phi^+(r, z) = -B_0 z + \sum_K A^K_+ e^{iK \cdot r} e^{-z|K|}. \]
(44)
The case \( z < 0 \) is analogous and yields
\[ \phi^-(r, z) = B_0 z + \sum_K A^K_- e^{iK \cdot r} e^{z|K|}. \]
(45)
The continuity conditions yields
\[ A^K_+ = A^K_- \equiv A^K \]  
(46)
The discontinuity condition of the \( z \)-derivative of the potential yields
\[ A^K = \frac{B_0}{|K|} \quad K \neq 0 \]  
(47)
Putting everything together, the potential is given by
\[ \phi^\pm(r, z) = \mp B_0 z + B_0 \sum_{K \neq 0} \frac{1}{|K|} e^{iK \cdot r} e^{\mp z|K|}. \]
(48)
Since inside the sum over \( K \) all the terms but the exponential depend on \( |K| \) and the sum does not include the zero, we can just rewrite it as
\[ \phi^\pm(r, z) = \mp B_0 z + B_0 \sum_{K \neq 0} \frac{1}{|K|} \cos(K \cdot r) e^{\mp z|K|}. \]
(49)
From this we can obtain the components of the magnetic potential as given in the main text (by recalling to make a change of coordinates to place the origin of \( z \) from \( z = 0 \) to \( z = -d_m \).

**B. Perpendicular field in a superconducting disk of finite thickness and radius**

To evaluate how much magnetic field passes through a superconductor in an externally applied field we will use the following approach. Consider a cylindrical superconductor of length \( L_s \) and radius \( R_s \) and a uniform applied field \( B_0 \) directed along the axis of the cylinder. We set \( z = 0 \) in one of the planar faces (bottom face) of the cylinder. The superconductor is modeled within the London approximation which means that the supercurrents induced in the superconductor, together with the magnetic interaction, also have kinetic energy [12, 14].

To calculate these currents and, from them, the total magnetic field, we use a numerical procedure based on minimization of energy that simulates the London approximation for the superconductor.

Consider the superconductor to be discretized in \( N \) rings of current with squared cross section of surface \( A \) filling up the superconducting cylinder. The London energy \( G \) can be written as [11]
\[ G = \frac{B_0}{2} \sum_{i=1}^{N} I_i \rho_i^2 2\pi r_i^2 + \sum_{i=1}^{N} \sum_{j=1}^{N} M_{ij} I_i I_j + \frac{\mu_0 \lambda^2}{2} \sum_{i=1}^{N} I_i^2 \rho_i \frac{2\pi}{A}. \]
(50)
where \( M_{ij} \) are the mutual inductance coefficients between the circuits \( i \) and \( j \), \( L_i \) is the self-inductance coefficient of the circuit \( i \), \( \lambda \) is the London penetration depth and \( \rho_i \) are the radial (in cylindrical coordinates) coordinates of the circuit \( i \) and \( I_i \) intensity passing trough it. Analytical expressions for \( M_{ij} \) and \( L_i \) can be found in [12, 13]. The first term in Eq. (50) is the energy coming from the interaction of the current with the applied field, the second and third come from the interaction of the currents with themselves and the last term is the kinetic energy. The minimization of this energy, for a given applied field yields the current distribution inside the superconductor. The minimization procedure is performed by finding among all the circuits the one in which a given small variation of its current minimizes the most the energy, and repeating the process until no variation can further minimize the energy [11, 14].

From these calculations, we have found the current distribution in the superconductor, from which the field everywhere in the space can be calculated using Biot-Savart law. In Fig. 6 we show the field calculated along the axis of the cylinder for different values of \( \lambda/R_s \) for a given cylinder aspect ratio \( L_s/R_s = 0.1 \). In particular to see how much field crosses the superconductor we plot in Fig. 7 the field calculated on the axis and just on top of the superconductor \( z = L_s \) and at some distance \( (z = 10L_s) \) from it. We observe that when \( \lambda \rightarrow 0 \) we get complete exclusion of the field from inside the superconductor whereas as \( \lambda \) increases, field can pass through the superconductor. When \( \lambda \) is large enough, the superconductor is almost transparent to the applied field.

**C. Local addressing with a magnetic tip**

Let us assume now that a magnetic dipole with magnetic moment \( \mathbf{m}_d = m_d(0, 0, 1) \) is placed below a thin film of thickness \( d \) at position \( r_d = (0, 0, -a_d) \) (note that the origin of coordinates is located at the bottom surface of the superconductor, see Fig. 8). We assume that the
In region 3 \((z > d)\) the magnetic potential vector satisfies
\[
\nabla \times (\nabla \times A_3) = 0.
\]
In region 1 \((z < 0)\), for the sake of simplicity, we consider \(A_1 = A_{\text{dip}} + A'_1\) so that
\[
\nabla \times (\nabla \times A'_1) = 0,
\]
and where \(A_{\text{dip}}\) is the magnetic vector potential of a point dipole. In the present case
\[
A_{\text{dip}}(\rho, z) = \frac{\mu_0 m_\text{d}}{4\pi} \int_0^\infty k J_1(k \rho) e^{-k(z + a_d)} dk
\]
\[
= \frac{\mu_0 m_\text{d}}{4\pi} \frac{\rho}{\rho^2 + (z + a_d)^2}^{3/2}.
\]
Because of the symmetry of the problem, the magnetic vector potential everywhere has only angular component (denoted as \(A_{\text{dip}}, A'_1, A_2,\) and \(A_3\), without the \(\phi\) subscript) and no angular dependence. All the above equations can be solved in terms of Bessel functions:
\[
A'_1(\rho, z) = \frac{\mu_0 m_\text{d}}{4\pi} \int_0^\infty P_1(k) J_1(k \rho) e^{kz} dk,
\]
\[
A_2(\rho, z) = \frac{\mu_0 m_\text{d}}{4\pi} \int_0^\infty J_1(k \rho) [P_{2p}(k) e^{qz/d} + P_{2n}(k) e^{-qz/d}] dk,
\]
\[
A_3(\rho, z) = \frac{\mu_0 m_\text{d}}{4\pi} \int_0^\infty P_3(k) J_1(k \rho) e^{-kz} dk,
\]
where \(q = \sqrt{k^2 d^2 + d^2/\lambda^2}\). By setting the boundary conditions (continuity of magnetic vector potential and continuity of \(z\)-component of the magnetic induction field) at \(z = 0\) and \(z = d\) we arrive to a set of equations for the functions \(P_1(k), P_{2p}(k), P_{2n}(k),\) and \(P_3(k)\) that can be solved. The solutions are
\[
P_1(k) = \frac{A(k) k}{d^2} (k^2 d^2 - q^2) e^{-a_d k (e^{2q} - 1)},
\]
\[
P_{2p}(k) = \frac{2A(k) k^2}{d} (q - kd) e^{-a_d k + 2q},
\]
\[
P_{2n}(k) = \frac{2A(k) k^2}{d} (q + kd) e^{-a_d k + 2q},
\]
\[
P_3(k) = \frac{4A(k) k^2}{d^2} q e^{-a_d k + kd + q},
\]
where
\[
A(k) \simeq d^2 \left[ (k^2 d^2 + q^2) (e^{2q} - 1) + 2kdq(e^{2q} + 1) \right]^{-1}
\]
The field can be now evaluated everywhere in space. In particular, in the main text we compute the induction field at a given position \((0, z_0, +d)\). The field is (only \(z\)-component)
\[
B_{3,z}(0, z_0 + d) = \frac{\mu_0 m_\text{d}}{4\pi} \int_0^\infty k P_3(k) e^{-k(d + z_0)} dk
\]
\[
\frac{\mu_0 m_\text{d}}{4\pi d^3} \int_0^\infty \frac{A(k) / d}{k^3} \tilde{q} e^{-k(z_0 + a_d) / d + d \hat{q} / d} dk,
\]
where in the last equation we have defined $\tilde{k} = k/d$. It is straightforward to inspect that Eq. (59) divided by Eq. (55) depends only on the dimensionless variables $\lambda/d$ and $(z_0 + a_d)/d$. Simplified expressions for the fields can be obtained in the $\lambda \gg d$ limit since

$$P_3(k) = \frac{k^2 \Lambda e^{-ak}}{k\Lambda + 1}. \tag{60}$$

If the thin film contains a vortex, the total magnetic field is given by the superposition principle, see for instance [8]. In this statement it is implicitly assumed that the vortex is already present in the superconductor and that the dipole does not produce extra vortices. To compute the minimum distance above which the dipole will create a vortex, we can use the results given in Sec. IV in [8]. For instance, if we approach a dipole to a thin film, it will create a vortex if the distance is smaller than (see Eq. (4.11) in [8])

$$a_1 = \Lambda \sqrt{\frac{\mu_0 m_d}{\Phi_0 \Lambda}} \frac{1}{\ln(\Lambda/\xi)}. \tag{61}$$

This equation is valid for $a_1 \gg \Lambda$.

### III. NOISE AND DECOHERENCE

In this section we provide more details on decoherence. In particular, in Sec. III A we derive the spin-flip and motional rates given in the main text. In Sec. III B we estimate the damping in the harmonic motion of the atom due to the coupling to the overdamped vortex. In Sec. III C we discuss the effect that some randomness in the position of the vortex has in the magnetic potential.

#### A. Decoherence due to thermal jiggling of vortices

In the superconducting vortex lattice proposed in the text, it is clear that a source of magnetic field fluctuations will be given by the thermal jiggling of the pinned vortices. In particular the field generated by the vortex is given by $B_V(r, z, t) = \sum_{\mathbf{R}} B_{\mathbf{R} + \mathbf{r}_R(t)}(r, z)$, where $\mathbf{r}_R(t)$ is the displacement of the vortex pinned at $\mathbf{R}$. In a mean-field approach, the vortex position $\mathbf{r}_R$ is customarily determined by the dynamic equation for the balance of forces exerted on a single vortex (see [15] and reference therein)

$$\eta \mathbf{r}_R + \alpha_{\mathbf{H}} \mathbf{n} \times \mathbf{r}_R + k_R \mathbf{r}_R = \mathbf{F}_{\text{ext}} + \mathbf{F}_T, \tag{62}$$

where $\mathbf{n}$ is the unit vector along the vortex. The first term is the drag force responsible of dissipation of moving vortices, where $\eta$ is the vortex viscosity coefficient, the second describes the perpendicular Hall force, with the Hall coefficient $\alpha_{\mathbf{H}}$, and the third the pinning force. In a vortex lattice, the repulsive force with the lattice leads to a simple expression (provided $2\pi \Lambda \gg a$) for the spring constant $k_R = \Phi_0^2/2\mu_0 a_0^2$, see [9] and SI. On the right hand side, $\mathbf{F}_{\text{ext}}$ accounts for the external forces acting on the vortex, e.g. due to currents in the film, and $\mathbf{F}_T$ is a stochastic force due to thermal fluctuations that fulfills $\langle \mathbf{F}_T(t) \rangle = 0$ and $\langle F_T^2(t) F_T^2(t') \rangle = \delta_{tt'} k_B T \delta(t - t')$, where $k_B$ is Boltzmann’s constant and $T$ the temperature. The vortex mass plays no role in the dynamics since the inertial term is always negligible next to the viscous force [16]. The characteristic microwave frequency $\omega_d = k_R/\eta$, the so-called depinning frequency, marks the crossover between elastic motion, dominant at lower frequencies, and purely dissipative motion, arising at higher frequencies [15].

In the following we neglect the Hall term and the external forces in Eq. (62) such that one obtains the following solution

$$\mathbf{r}_R(t) = e^{-\omega_d t} \mathbf{r}_R(0) + \frac{1}{\eta} \int_0^t e^{-\omega_d (t - \tau)} \mathbf{F}_T(\tau) d\tau. \tag{63}$$

In the long-time limit, one gets

$$\langle \dot{\mathbf{r}}_R^i(t) \dot{\mathbf{r}}_R^j(t + \tau) \rangle = \frac{k_B T}{\eta \omega_d} e^{-\omega_d \tau} \delta_{ij} \delta_{\mathbf{R} \mathbf{R}'}. \tag{64}$$

This expression will be used in the following to estimate the spin-flip and motional heating rates.

##### 1. Spin-flips

Spin flips in an atom at position $(\mathbf{R}, z_0 + d_m)$ occur when there is a fluctuating magnetic field. The rate of spin-flips between levels $i$ and $f$ is given in time-dependent perturbation theory by [17]

$$\Gamma_{i \rightarrow f} = \sum_{\alpha \beta} |\langle \alpha | \mu_0 | f \rangle| |\langle \beta | \mu_0 | i \rangle| \frac{S_B^{\alpha \beta}(-\omega_{\Delta i})}{\hbar^2}. \tag{65}$$

Here $\omega_{\Delta i}$ is the frequency between the energy levels "$i$" and "$f$". $S_B^{\alpha \beta}$ is the magnetic field fluctuation spectrum defined by

$$S_B^{\alpha \beta}(\omega) = 2 \int_0^\infty \cos(\omega \tau) \langle \delta B^\alpha(t + \tau) \delta B^\beta(t) \rangle d\tau. \tag{66}$$
The field at \((r, z_0 + d_m)\) created by the array of vortices is approximated by

\[
B_V(r, t) = \sum_R B_R(r, t),
\]

where

\[
B_R(r, t) = \frac{\Phi_0}{2\pi} \frac{(r - R - r_R(t), z_0 + d_m)}{|r - R - r_R(t)|^2 + (z_0 + d_m)^2}^{3/2}.
\]

As discussed before, \(r_R(t)\) is the position fluctuations along the \(x - y\) plane of the vortex placed at \(R\). The magnetic field fluctuations can be obtained by

\[
\delta B^\alpha(r, z, t) = \sum_R \sum_{i=x, y} b_{Ri}^\alpha(t),
\]

where

\[
b_{Ri}^\alpha(r) = \frac{\partial B_R^\alpha(r)}{\partial r_i} \bigg|_{r_R=0 \forall R}.
\]

The time-averaged magnetic field correlations are thus given by

\[
\langle \delta B^\alpha(t + \tau)d\delta B^\beta(t) \rangle = \sum_{R, R'} \sum_i b_{Ri}^\alpha b_{R'i}^\beta \langle \delta B_R^\alpha(t + \tau)\delta B_{R'}^\beta(t) \rangle
\]

\[
= \frac{k_B T}{\eta \omega_d} e^{-\omega_d \tau} \sum_R \left( |b_R^\alpha|^2 + |b_R^\beta|^2 \right)
\]

\[
= \frac{k_B T}{\eta \omega_d} e^{-\omega_d \tau} \sum_R \frac{B_0^2}{a^2 \Delta^4} \frac{3\pi^3}{2} \delta_{\alpha\beta}(1 + \delta_{\alpha z}),
\]

where we have used Eq. (64). Then, the magnetic field fluctuation spectrum reads

\[
S_B^\alpha(\omega) = \frac{2k_B T}{k_p} \frac{\omega_d}{\omega^2 + \omega_d^2} \frac{B_0^2}{a^2 \Delta^4} \frac{3\pi^3}{2} \delta_{\alpha\beta}(1 + \delta_{\alpha z}),
\]

and the spin-flip rate

\[
\Gamma_{i\rightarrow f}(r) = \frac{3\pi^2}{4} \frac{k_B T}{k_p} \frac{\omega_d}{\omega_b^2} \frac{B_0^2}{a^2 \Delta^4} \times
\]

\[
\times \sum_{\alpha} \left| \langle \hat{\mu}_i^\alpha | f \rangle \right|^2 \omega_{\hat{B}}(1 + \delta_{\alpha z}).
\]

2. Motional Heating

The magnetic field fluctuations also lead to motional heating due to the fluctuations in the interaction \(-x_0(\hat{b}+\hat{b}^\dagger)\mathbf{n} \cdot \mathbf{\nabla}\mu \cdot \delta \mathbf{B}(r, t)\), where \(x_0 = \sqrt{\hbar/(2m_0 \omega_{\hat{B}})}\). Using time-dependent perturbation theory, the motional heating rate is given by [17]

\[
\Gamma_{0\rightarrow 1} = \frac{x_0^2}{\hbar^2} \sum_{ij} n_i n_j S_F^I(\omega_i).
\]

**FIG. 9:** The spin-flip rate Eq. (73) (solid blue line), the motional heating rate Eq. (80) (dashed red line), the Majorana losses rate (dotted orange line) \(\Gamma_{M} \approx 2\pi \omega \exp[-4\omega_{\hat{B}}/\omega_{\hat{B}}]\), and the damping rate Eq. (90) (dotted-dashed green line) are plotted as a function of \(z_0/\Lambda\) for \(\Lambda = 20\) nm and \(\Lambda = 100\) nm. We considered Lithium and the same parameters given in the caption of Figure 3 in the main text.

In this case, the force fluctuation spectrum is given by

\[
S_F^I(\omega) = 2 \int_0^{\infty} \cos(\omega \tau) \langle F_i^I(t + \tau) F_i^I(t) \rangle d\tau,
\]

where

\[
F_i^I(r, z, t) = \sum_{\alpha} \mu_\alpha \partial_i B_\alpha^0(r, t)
\]

\[
= \sum_{\alpha, R, j} \mu_\alpha \partial_i b_{Rj}^\alpha(t).
\]

Analogously to the spin-flip calculation, one arrives at

\[
\langle F_i^I(t + \tau) F_i^I(t) \rangle = \delta_{ik} \frac{k_B T}{\eta \omega_d} e^{-\omega_d \tau} \sum_{\alpha, R, j} \frac{\mu_\alpha^2}{a^2 \Delta^4} \partial_i b_{Rj}^\alpha \partial_i b_{Rj}^\alpha,
\]

where

\[
A_x = \frac{45}{32} \mu_x^2 + \frac{15}{32} \mu_y^2 + \frac{15}{8} \mu_z^2,
\]

\[
A_y = \frac{15}{32} \mu_x^2 + \frac{45}{32} \mu_y^2 + \frac{15}{8} \mu_z^2,
\]

\[
A_z = \frac{15}{8} \mu_x^2 + \frac{15}{8} \mu_y^2 + \frac{15}{4} \mu_z^2.
\]
Hence,  
\[ S_{ij}^{(2)}(\omega) = \frac{2k_B T}{k_p} \frac{\omega_d}{\omega^2 + \omega_d^2} \pi (2\pi)^3 \frac{4a^2}{4\omega^2 + \omega_d^2} A_i A_j, \quad (79) \]
and  
\[ \Gamma_{0 \rightarrow 1} = (2\pi)^2 \frac{k_B T}{k_p} \frac{\omega_d}{\omega^2 + \omega_d^2} \frac{X^2 B_0^2}{a^4 \Delta^6} \sum_i \frac{n^2_i A_i}{\hbar^2}. \quad (80) \]

**B. Atom damping due to coupling to vortex**

Consider a magnetic dipole oscillating above a thin film superconductor containing one vortex. The dipole is at position \((R + r_a, z_0 + d_m)\) and has a magnetic moment \(m_a = m_a \hat{z}\). The vortex is approximated by a monopole placed at position \((R + r_R, 0)\). The interaction energy between the dipole and the vortex is given by  
\[ U_{AV}(r_a - r_R) = -m_a \cdot B(R_a, z_0 + d_m) \]
\[ = -\frac{\Phi_0}{2\pi} \frac{m_a(z_0 + d_m)}{|r_a - r_R|^2} (z_0 + d_m)^2 + r_R^2)^{3/2}. \quad (81) \]
Assuming that \((z_0 + d_m) \gg |r_a - r_R|\), one can approximate  
\[ U_{AV}(|r_a - r_R|) \approx U_{PV}(0) + \frac{1}{2} k_{int}|r_a - r_R|^2 \quad (82) \]
where  
\[ k_{int} \equiv (2\pi)^3 \frac{3m_a B_0}{a^2 \Delta^4}. \quad (83) \]

We used \(\Delta = 2\pi(z_0 + d_m)/a\) and \(B_0 = \Phi_0/a^2\), as in the main text.

We assume that the dipole is forced to oscillate along the \(x\)-axis with an amplitude \(x_0 = h/(2m_a \omega )!^{1/2}\) and period \(2\pi/\omega\), namely \(r_a(t) = (z_0 \sin \omega t, 0)\). The vortex is assumed to be in a potential well with lateral spring constant \(k_p\) and drag coefficient \(\eta\). The magnetic coupling between the dipole and the vortex induces some oscillating motion to the vortex. We are assuming that all the movements are done in the \(x\)-axis. We would like to calculate the dynamics of the vortex and the power dissipated. As a first approximation, we assume that the oscillation of the dipole is driven, namely, it is not damped due to the vortex dissipation. This yields a faster energy dissipation than the case where the dipole is not driven. Using Eq. (82), we can write the dynamic equation of the balance forces on the vortex. The force exerted on the vortex by the dipole is  
\[ F^x_{ext} = -\frac{\partial U_{AV}}{\partial x^1_R} = -k_{int} r^x_R + f_a(t), \quad (84) \]
where \(f_a(t) \equiv k_{int} x_0 \sin \omega t\). Taking into account the vortex dynamics neglecting the thermal fluctuations and the Hall term,  
\[ \eta^2 R + (k_p + k_{int}) r^2_R = f_a(t). \quad (85) \]

In the steady state, the solution of the vortex motion is given by  
\[ r^2_R(t) = X_0 \sin(\omega t - \varphi), \quad (86) \]
where  
\[ \tan \varphi = \frac{\eta \omega t}{k_p + k_{int}}, \quad (87) \]
and  
\[ X_0 = \frac{k_{int} x_0}{\sqrt{(k_p + k_{int})^2 + \eta^2 \omega^2}}. \quad (88) \]

The power dissipated in one period of oscillation is given by  
\[ \tilde{\mathbf{P}} = \frac{\omega}{2\pi} \int_0^{2\pi/\omega} dt r^x_R(t) f_a(t) = \frac{1}{2} \frac{k^2_{int} x_0^2 \eta \omega t}{(k_p + k_{int})^2 + \eta^2 \omega^2}. \quad (89) \]

A relevant rate for decoherence is \(\Gamma_d = 1/t^*,\) where \(t^*\) is the time at which the energy dissipated is equal to \(\hbar \omega\), namely  
\[ \Gamma_d = \frac{\mathbf{P}}{\hbar \omega t} = \frac{1}{2\pi h} \frac{k^2_{int} x_0^2 \eta \omega t}{(k_p + k_{int})^2 + \eta^2 \omega^2} \approx \frac{x_0^2 \eta \omega t}{2h} \frac{k^2_{int}}{k_p}. \quad (90) \]
where in the last equation we used that with typical numbers \(k_p \gg k_{int}\).

See Fig. 9 for a comparison of the spin-flip rate, the motional heating rate, and the damping rate.

**C. Randomness in vortex position**

In the construction of the vortex lattice, we considered that the antidots, and therefore also the vortices, will be positioned at the Bravais lattice points \(R\). In a real experiment, there will be some error in this positioning, namely, the vortex at position \(R\) will be set in reality at \(R + r_R\), where \(r_R \in \alpha(-\epsilon, \epsilon)\) is a random number. Hence, \(\epsilon\) parametrizes the error in positioning the vortices. This error will have an effect in the magnetic field created by the superconducting vortex lattice \(B_V(r) = \sum_R B_{R + r_R}(r)\), where  
\[ B_{R + r_R}(r) = \frac{\Phi_0}{2\pi} \frac{1}{|r - (R + r_R)|^2 + (z_0 + d_m)^2)^{3/2}. \quad (91) \]
In Fig. 10 we plot \(|B_{lat}|^2\) (recall that \(B_{lat} = B_V + B_I\)) for \(\Delta = 2\pi(z_0 + d_m)/a = \pi\) at \(z = z_0\) and \(y = 0\) as a function of \(x/a\) for \(\epsilon = 0.01, 0.02, 0.03, 0.04, 0.05\) in a square lattice of \(201 \times 201\) vortices. As can be seen in Fig. 10, the depth of the lattice sites starts to fluctuate significantly for \(\epsilon \gtrsim 0.02\). While this lattice fluctuations could be used to study quantum many-body physics in disordered lattice potentials, it might pose an experimental challenge when regular lattices are required. As mentioned in the main text, for the latter purpose a triangular lattice naturally formed in a thin film without pinning might be advantageous.
FIG. 10: $|\mathbf{B}_{\text{lat}}|^{2}$ is plotted for $\Delta = 2\pi(z_0 + d_m)/a = \pi$ at $z = z_0$ and $y = 0$ as a function of $x/a$ considering a random position of vortices with errors given by $\epsilon = 0.01, 0.02, 0.03, 0.04, 0.05$ (dashed red line). The perfect case $\epsilon = 0$ is plotted with a solid blue line. $|\mathbf{B}_{\text{lat}}|^{2}$ is plotted in units of $R_{\text{max}} \equiv |\mathbf{B}_{\text{lat}}(x = a/2, 0, z_0)|^{2}$ (in the case of $\epsilon = 0$). We have used a square lattice of $201 \times 201$ vortices.
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