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Abstract

This paper investigates structural changes in the parameters of first-order autoregressive models by analyzing the edge eigenvalues of the precision matrices. Specifically, edge eigenvalues in the precision matrix are observed if and only if there is a structural change in the autoregressive coefficients. We show that these edge eigenvalues correspond to the zeros of a determinantal equation. Additionally, we propose a consistent estimator for detecting outliers within the panel time series framework, supported by numerical experiments.
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1 Introduction and main results

Let \( \{y_t : t \in \mathbb{N}\} \) be a mean-zero time series with the recursion:

\[
y_t = \rho_t y_{t-1} + z_t, \quad t \in \mathbb{N},
\]

where the initial value is set to \( y_0 = 0 \) and \( \{z_t : t \in \mathbb{N}\} \) is a white noise process with unit variance, i.e., \( \text{var}(z_t) = 1 \). The above recursive model is known as the autoregressive (AR) model of order one, denoted as AR(1). In the special scenario where \( \{\rho_t\} \) are constants with absolute values less than one, the process \( \{y_t\} \) converges to a causal stationary AR process. Consequently, we refer to this model as a stationary AR(1) process.
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Given a realization of an AR(1) process, our focus lies in the structure of its AR coefficients. To establish the asymptotic theory, for each \( n \in \mathbb{N} \), we observe a time series \( y_n = (y_{1,n}, \ldots, y_{n,n})^\top \in \mathbb{R}^n \) with the following recursive relationship:

\[
y_{t,n} = \rho_{t,n} y_{t-1,n} + z_{t,n}, \quad t \in \{1, \ldots, n\};
\]

where \( y_{0,n} = 0 \) is the initial value, and the AR coefficients are given by:

\[
\rho_{t,n} = \rho + \sum_{j=1}^{m} \varepsilon_j I_{E_{j,n}}(t), \quad t \in \{1, \ldots, n\}.
\]

Here, \( \rho \in (-1, 1) \setminus \{0\} \) denotes the baseline AR coefficient, \( m \in \mathbb{N} \cup \{0\} \) is the number of breakpoints, and for positive \( m \in \mathbb{N} \), \( \{\varepsilon_j\}_{j=1}^{m} \) represent nonzero perturbations, \( \{E_{j,n}\}_{j=1}^{m} \) denote disjoint intervals on \( \{1, \ldots, n\} \), and \( I_A(t) \) denotes the indicator function. In (1.3), we adopt the convention \( \sum_{j=1}^{0} \varepsilon_j I_{E_{j,n}}(t) = 0 \). Consequently, when \( m = 0 \), we have a stationary AR(1) model, referred to as the null model. However, for \( m > 0 \), the associated AR(1) process is no longer stationary due to structural changes in the AR coefficients. Consequently, we denote the case \( m > 0 \) as the Structural Change Model (SCM) or the alternative model. We refer interested readers to Ding and Zhou (2023) for a general class of time-varying structures of nonstationary time series and its global approximation by AR processes.

Statistical inference for \( H_0 : m = 0 \) against \( H_A : m > 0 \) was initially developed by Page (1955) using the cumulative sum (CUSUM) method. While the original CUSUM procedure was intended to detect changes in the mean structure of independent samples, its approach was soon extended to time series data (see, e.g., Bagshaw and Johnson (1977); Davis et al. (1995); Lee et al. (2003); Gombay (2008); Gombay and Serban (2009), and Aue and Horváth (2013)). The test procedures outlined in the aforementioned literature rely on likelihood ratio or Kolmogorov-Smirnov type tests, necessitating the assumption

\[
\lim_{n \to \infty} \frac{|E_{j,n}|}{n} = \tau_j \in (0, 1), \quad j \in \{1, \ldots, m\},
\]

to distinguish the asymptotic behaviors of the test statistics under the null and alternative models.

However, in many real-world applications, particularly those involving economic data, changes often occur sporadically, meaning \( |E_{j,n}| = o(n) \) as \( n \to \infty \). In extreme cases, one may have \( \sup_{n \in \mathbb{N}} |E_{j,n}| < \infty \) for all \( j \in \{1, \ldots, m\} \). To detect such abrupt changes, Fox (1972) considered outliers in Gaussian autoregressive moving average (ARMA) models and proposed a likelihood ratio test. See also Hillmer et al. (1983); Chang et al. (1988); Tsay...
In these outlier models, the time series \( \{Y_t\} \) takes the form
\[
Y_t = \omega_0 \frac{\omega(B)}{\delta(B)} e_t^{(d)} + Z_t, \quad t \in \mathbb{Z}, \tag{1.5}
\]
where \( \{Z_t : t \in \mathbb{Z}\} \) represents an unobserved Gaussian ARMA process, \( \omega_0 \) denotes the scale, \( \omega(\cdot) \) and \( \delta(\cdot) \) are polynomials, \( B \) is the backshift operator, and \( e_t^{(d)} \) is either a deterministic or stochastic component. However, there is no clear connection between the SCM under consideration and the outlier model in (1.5).

The aim of this article is to propose a new approach to characterize structural changes in parameters when \( |E_{j,n}| = o(n) \) as \( n \to \infty \). Consequently, within the framework under consideration, conventional likelihood-based approaches are not suitable. Instead, our focus shifts towards defining
\[
A_n = \left[\text{var}(y_n)\right]^{-1} \in \mathbb{R}^{n \times n}, \quad n \in \mathbb{N}, \tag{1.6}
\]
which is the inverse covariance matrix (often referred to as the precision matrix) of \( y_n \). Given that \( \text{var}(y_n) \) is symmetric and positive definite, so is \( A_n \). Therefore, we can define the empirical spectral distribution (ESD) of \( A_n \) as
\[
\mu_{A_n} := \frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_i(A_n)}, \quad n \in \mathbb{N}, \tag{1.7}
\]
where \( \delta_x \) denotes the point mass at \( x \in \mathbb{R} \), and \( \lambda_1(A_n) \geq \ldots \geq \lambda_n(A_n) > 0 \) denote the positive eigenvalues of \( A_n \) arranged in decreasing order. To motivate the behavior of the ESD, we consider the following two scenarios regarding the AR coefficients:

\[
\text{Null} : \rho_{t,1000} = 0.3 \quad \text{and} \quad \text{SCM} : \rho_{t,1000} = 0.3 + 0.2 I_{\{50\}}(t), \quad t \in \{1, \ldots, 1000\}. \tag{1.8}
\]

Therefore, there is one and only one change that occurs at \( t = 50 \) in SCM. Figure 1 shows a realization of the time series under both the null model (left panel) and the SCM (right panel). A vertical line in the right panel denotes the occurrence of the structural change. It is apparent from these plots that it is hardly distinguishable to identify the presence of a structural change in SCM.

In contrast, Figure 2 compares the ESDs of the null model (left panel) and the SCM (right panel). It is evident that:

(i) The ESDs of the two models are almost identical.

(ii) Under the SCM, two outliers (indicated by crosses) are observed, which are separated from the bulk spectrum.
Figure 1: *Time series trajectories for the null model (left) and the SCM (right). Vertical dashed line indicates the time of the structural change in the SCM.*

Hence, it becomes apparent that spectral statistics may offer an important means to characterize the behaviors of the SCM.

Figure 2: *Empirical spectral distributions the precision matrices. Left: null model, right: the SCM. Crosses on the right panel indicate the outliers.*

To rigorously argue the first observation, we study the limiting spectral distribution (LSD) of $\mu_{A_n}$ under both the null model and SCM. Let $\mu_\rho$ be a probability measure on $\mathbb{R}$ that depends solely on $\rho \in (-1, 1) \setminus \{0\}$ in (1.3), with distribution

$$F_{\mu_\rho}(t) = \mu_\rho((-\infty, t]) = \frac{1}{2\pi} \int_0^{2\pi} I_{(-\infty, t]}(1 + \rho^2 - 2\rho \cos x) \, dx, \quad t \in \mathbb{R}. \quad (1.9)$$

Our result, corresponding to the first observation, is as follows.

**Theorem 1.1** Let $A_n$ be the precision matrix of an AR(1) model, where the AR coefficients adhere to (1.3) (including the case $m = 0$). Furthermore, we assume

$$\lim_{n \to \infty} |E_{j,n}|/n = 0, \quad j \in \{1, \ldots, m\}. \quad (1.10)$$

Then, we have $\mu_{A_n} \xrightarrow{D} \mu_\rho$ as $n \to \infty$, where $\xrightarrow{D}$ denotes weak convergence. Moreover, the
LSD $\mu_\rho$ is compactly supported.

The above theorem asserts that under the condition (1.10), the ESDs of both the null model and SCM converge to the same distribution.

Now, we turn our attention to the second observation. Given a sequence of Hermitian matrices $\{X_n\}$, below we define the set of ‘outliers’ of $\{X_n\}$.

**Definition 1.1** Let $\{X_n\}$ be a sequence of Hermitian matrices and the ESDs $\{\mu_{X_n}\}$ converge weakly to some probability measure $\mu$ with a compact support $S_\mu \subset \mathbb{R}$. Then, $x \in \mathbb{R} \setminus S_\mu$ is called an outlier of the sequence $\{X_n\}$ (or, an outlier of the sequence $\{\mu_{X_n}\}$) if there exists $j \in \mathbb{N}$ such that
\[
\lim_{n \to \infty} \lambda_j(X_n) = x \quad \text{or} \quad \lim_{n \to \infty} \lambda_{n+1-j}(X_n) = x.
\]

We denote $\text{out}(\{X_n\})$ as the set of all outliers of $\{X_n\}$ (or, outliers of $\{\mu_{X_n}\}$).

Heuristically, the outliers of $\{X_n\}$ represent the limiting edge eigenvalues of $X_n$ that lie outside the bulk spectrum. We also mention that the concept of outliers resembles that of the spiked model in the random matrix literature (refer to Baik and Silverstein (2006); Ding (2021) for a review). In our situation, the defined outliers have an $O(1)$ separation from the bulk spectrum.

Now, we study the outliers of the null model and SCM. The following theorem addresses the outlier behavior in the null model.

**Theorem 1.2** Let $\{A_{0,n}\}$ be a sequence of precision matrices corresponding to the null model. Then,
\[
\text{out}(\{A_{0,n}\}) = \emptyset.
\]
Therefore, as anticipated in the left panel of Figure 2, the ESD of the null model does not include any outliers.

Next, we focus on the outliers of the SCM. In Sections 3.2–3.4 we prove that under mild conditions, we have
\[
\text{out}(\{A_n\}) \neq \emptyset.
\]
In particular, for the simplest case where $m = 1$ and $|E_{1,n}| = 1$ for all $n \in \mathbb{N}$, we derive the closed-form expressions for the two (and only two) outliers, as observed in the right panel of Figure 2. Please refer to Theorem 3.1 for further details. In the general case, we show that $\text{out}(\{A_n\})$ can be fully determined by the zeros of a determinantal equation, making the numerical evaluation of the entries in $\text{out}(\{A_n\})$ feasible.

The remainder of the article is structured as follows. In Section 2.1 we introduce the notation used throughout the article and present a preliminary result concerning the expression of $A_n$ in (1.6). Section 2.2 investigates the LSD of both the null model and SCM, and proves
Theorem 1.1 In Section 3, we define the outliers of \( \{A_n\} \) and demonstrate their absence in the null model (Section 3.1). Sections 3.2–3.4 explore the outliers of the SCM, covering the single structural change model (Section 3.2), the single-interval structural change model (Section 3.3), and the general structural change model (Section 3.4). Section 4 addresses the identifiability of parameters in the SCM. In Section 5, we propose a consistent estimator for \( \text{out}(\{A_n\}) \) within the panel time series framework and demonstrate its efficacy through numerical experiments. Section 6 provides a proof for Theorem 3.1 which derives a closed-form expression for the two outliers in the single structural change model.

Lastly, additional properties of the LSD, supplementary proofs, and technical lemmas are presented in the Appendix.

2 Limiting spectral distribution of \( \mu A_n \)

2.1 Preliminaries

In this section, we introduce the notation and terminology used in the article and provide a preliminary result. For the SCM, we denote the disjoint intervals \( \{E_{j,n}\}_{j=1}^m \) as

\[
E_{j,n} = [k_{j,n}, k_{j,n} + h_{j,n} - 1] \cap \mathbb{N}, \quad j \in \{1, \ldots, m\},
\]

where we have an ordering

\[
1 \leq k_{1,n} < k_{1,n} + h_{1,n} - 1 < k_{2,n} < \cdots < k_{m,n} < k_{m,n} + h_{m,n} - 1 \leq n.
\]

Here, \( m \) denotes the number of changes, \( k_j \) denotes the \( j \)th breakpoint, \( h_j \) denotes the \( j \)th length of change, and \( \varepsilon_j \) denotes the \( j \)th magnitude of change. In particular, when \( m = 1 \) and \( h_1,n = 1 \), we omit the subscript "1" in \( k_{1,n} \) and \( \varepsilon_1 \), and express

\[
\rho_{t,n} = \rho + \varepsilon I_{k_n}(t), \quad t \in \{1, \ldots, n\}.
\]

We refer to (2.1) as the single structural change model (single SCM).

Let \( A_n \) be a general precision matrix of an AR(1) process. Sometimes, it is necessary to differentiate between the null model \( (m = 0) \) and the SCM \( (m > 0) \). In such cases, we denote \( A_{0,n} \) and \( B_n \) as the precision matrices for the null model and the SCM, respectively. For a real symmetric matrix \( A \in \mathbb{R}^{n \times n} \), \( \text{spec}(A) = \{\lambda_i(A)\}_{i=1}^n \) denotes the spectrum of \( A \). Lastly, \( \wedge \) and \( \vee \) denote the minimum and maximum operations, respectively.

The following lemma provides an explicit form of the entries of \( A_n \).
**Lemma 2.1** Let $A_n$ be a precision matrix of AR(1) model. Then, $A_n$ is an $n \times n$ symmetric tri-diagonal matrices with entries

$$[A_n]_{i,j} = \begin{cases} 
1, & i = j = n. \\
1 + \rho_{i+1,n}^2, & i = j \in \{1, \ldots, n-1\}. \\
-\rho_{i\neq j,n}, & |i - j| = 1. \\
0, & \text{o.w.}
\end{cases} \quad (2.2)$$

**Proof.** Let $z_n = (z_{1,n}, \ldots, z_{n,n})^\top$, where $\{z_{t,n}\}$ are as defined in (1.2). Then, $\var(z_n) = I_n$, the identity matrix of order $n$. Using the recursive formula in (1.2), we obtain the following linear equation:

$$z_n = L_n y_n,$$

where $L_n = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ -\rho_{2,n} & 1 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & -\rho_{n,n} & 1 \end{pmatrix} \in \mathbb{R}^{n \times n}$. Taking the variance on each side of the above equation and using the fact that $A_n = L_n^\top \var(z_n) L_n$, we obtain (2.2). \qed

### 2.2 LSDs of the null model and SCM and proof of Theorem 1.1

Let $A_{0,n}$ be the precision matrix of the null model with the constant AR coefficient $\rho \in (-1, 1) \setminus \{0\}$. Then, according to Lemma 2.1, $A_{0,n}$ can be explicitly written as

$$A_{0,n} = \begin{pmatrix} 1 + \rho^2 & -\rho & 0 & \cdots & 0 \\ -\rho & 1 + \rho^2 & -\rho & \ddots & \vdots \\ 0 & -\rho & \ddots & \ddots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & 1 + \rho^2 & -\rho \\ 0 & \cdots & 0 & -\rho & 1 \end{pmatrix} \in \mathbb{R}^{n \times n}, \quad n \in \mathbb{N}. \quad (2.3)$$

For technical reasons, we define the slightly perturbed matrix

$$\tilde{A}_{0,n} = A_{0,n} + \rho^2 E_n, \quad n \in \mathbb{N}, \quad (2.4)$$

where $E_n = \text{diag}(0, \ldots, 0, 1) \in \mathbb{R}^{n \times n}$. Since $\tilde{A}_{0,n}$ is a tri-diagonal Toeplitz matrix, one can derive explicit expressions for the entire set of eigenvalues and the corresponding eigenvectors of $\tilde{A}_{0,n}$ (cf. [Stroeker (1983), Proposition 2]). Specifically, for $\rho \in (0, 1)$, the $k$th smallest
eigenvalue is given by
\[
\lambda_{n+1-k}(\tilde{A}_{0,n}) = 1 - 2\rho \cos \left( \frac{k\pi}{n+1} \right) + \rho^2, \quad k \in \{1, \ldots, n\},
\] (2.5)
and the corresponding normalized eigenvector is \( \tilde{u}_{n+1-k} = (\tilde{u}_{1,n+1-k}, \ldots, \tilde{u}_{n,n+1-k})^\top \), where
\[
\tilde{u}_{j,n+1-k} = \sqrt{\frac{2}{n+1}} \sin \left( \frac{k j \pi}{n+1} \right), \quad j \in \{1, \ldots, n\}.
\] (2.6)

In the case when \( \rho \in (-1, 0) \), the eigenstructure has a similar expression but is arranged in reverse order. Now, since \( \tilde{A}_{0,n} \) is a Toeplitz matrix, we can directly apply the Szegö limit theorem to \( \tilde{A}_{0,n} \) (cf. Grenander and Szegö (1958), Chapter 5).

**Lemma 2.2** Let \( \tilde{A}_{0,n} \) be defined as in (2.4). Let \( \mu_\rho \) be the probability measure on \( \mathbb{R} \) with distribution (1.9). Then,
\[
\mu_{\tilde{A}_{0,n}} \xrightarrow{D} \mu_\rho, \quad n \to \infty.
\] (2.7)
Furthermore, \( \mu_\rho \) has support of the form \([a_\rho, b_\rho] \subset \mathbb{R}\), where
\[
a_\rho = \inf(\text{supp}(\mu_\rho)) = (1 - |\rho|)^2 \quad \text{and} \quad b_\rho = \sup(\text{supp}(\mu_\rho)) = (1 + |\rho|)^2.
\] (2.8)

**Proof.** Since the eigenvalues of \( \tilde{A}_{0,n} \) are provided in (2.5), (2.7) follows immediately from the Szegö limit theorem together with (1.9). (2.8) is also clear since the range of \((1 + \rho^2 - 2\rho \cos x)\) in (1.9) is \([ (1 - |\rho|)^2, (1 + |\rho|)^2 \]). \(\square\)

From the lemma above, we observe that a slightly perturbed matrix of the null model has an LSD \( \mu_\rho \). Next, we explore the LSDs (if they exist) of the null model and SCM. Note that the null model is a special case of (1.3) by setting \( m = 0 \); thus, it suffices to examine the LSD of the general SCM based on (1.3).

The following theorem is key to the proof of Theorem 1.1.

**Theorem 2.1** Let \( A_n \) be a precision matrix of an AR(1) model where the AR coefficients satisfy (1.3), allowing for the case \( m = 0 \). Let \( \lim_{n \to \infty} |E_{j,n}|/n = \tau_j \in [0, 1], j \in \{1, \ldots, m\} \). Furthermore, we assume \( |ho + \varepsilon_j| < 1, j \in \{1, \ldots, m\} \). Then,
\[
\mu_{A_n} \xrightarrow{D} (1 - \sum_{j=1}^{m} \tau_j) \mu_\rho + \sum_{j=1}^{m} \tau_j \mu_{\rho + \varepsilon_j}, \quad n \to \infty.
\] (2.9)

**Proof.** See Appendix B.1. \(\square\)

Using the above theorem, we now can prove Theorem 1.1.
Proof of Theorem 1.1 Since $\tau_j = 0$ for $j \in \{1, \ldots, m\}$ due to (1.10), the assertion immediately follows from (2.9). Moreover, the compact support of $\mu_\rho$ is directly available from Lemma 2.1.

3 Outliers of the SCM

In this section, we study the outliers of the null model and SCM. Throughout the section, we assume that $|E_{j,n}| = h_{j,n} = h_j$ is fixed for all $n \in \mathbb{N}$, thus immediately satisfying (1.10). Recall Definition 1.1. By Theorem 1.1, the LSDs of $\{A_{0,n}\}$ (corresponding to the null model) and $\{B_n\}$ (corresponding to the SCM) are the same and equal to $\mu_\rho$. Moreover, since the support of $\mu_\rho$ is $S_\rho = [a_\rho, b_\rho]$, where $a_\rho$ and $b_\rho$ are given in (2.8), we can define the set of left and right outliers respectively by

$$\text{out}_L(\{A_n\}) = \text{out}(\{A_n\}) \cup (-\infty, a_\rho) \quad \text{and} \quad \text{out}_R(\{A_n\}) = \text{out}(\{A_n\}) \cap (b_\rho, \infty).$$

3.1 Outlier behavior of the null model and proof of Theorem 1.2

In this section, we study the outliers of the null model. The following lemma states the behavior of the edge eigenvalues of $A_{0,n}$.

Lemma 3.1 Let $A_{0,n}$ be as defined in (2.3) and let $a_\rho$ and $b_\rho$ be as defined in (2.8). Then, for fixed $j \in \mathbb{N}$,

$$\lim_{n \to \infty} \lambda_{n+1-j}(A_{0,n}) = a_\rho \quad \text{and} \quad \lim_{n \to \infty} \lambda_j(A_{0,n}) = b_\rho.$$ 

Proof. We will only prove the lemma for $\rho \in (0, 1)$ and the $j$th smallest eigenvalue $\lambda_{n+1-j}(A_{0,n})$. The cases when $\rho \in (-1, 0)$ and $\lambda_j(A_{0,n})$ can be treated similarly. Let

$$\alpha_{jn} = \frac{\lambda_{n+1-j}(A_{0,n}) - 1 - \rho^2}{2\rho}.$$ 

Then, $\alpha_{jn} \in (\cos \left(\frac{(n-j+1)\pi}{n+1}\right), \cos \left(\frac{(n-j+1)\pi}{n+1}\right))$ due to Stroeker [1983], Proposition 1. Therefore, for fixed $j \in \mathbb{N}$, $\lim_{n \to \infty} \alpha_{jn} = -1$, and in turn, $\lim_{n \to \infty} \lambda_{n+1-j}(A_{0,n}) = 1 - 2\rho + \rho^2 = a_\rho$. Thus, we obtain the desired result. 

The above lemma shows that under the null model, the $j$th smallest (resp. largest) eigenvalue of $A_{0,n}$ converges to the lower (resp. upper) bound of the support of the LSD of $A_{0,n}$. Consequently, we can prove Theorem 1.2 which states that there are no outliers in the null model.

Proof of Theorem 1.2 The assertion is immediately followed by Lemma 3.1 and the definition of the outliers.
3.2 Outliers of the single SCM

In this section, we investigate the outliers of the single SCM given by (2.1). To obtain the explicit form of the outliers, we require the following condition on the breakpoint:

The breakpoint \( k = k_n \) of the single SCM is such that \( \lim_{n \to \infty} k_n = \lim_{n \to \infty} (n - k_n) = \infty \). (3.1)

Next, let

\[
\begin{align*}
s &= \frac{\rho \varepsilon (\varepsilon + 2 \rho) - \sqrt{\rho^2 \varepsilon^2 (\varepsilon + 2 \rho)^2 + 4 \rho^2 (\varepsilon + \rho)^2}}{2 (\varepsilon + \rho)^2} \\
t &= \frac{\rho \varepsilon (\varepsilon + 2 \rho) + \sqrt{\rho^2 \varepsilon^2 (\varepsilon + 2 \rho)^2 + 4 \rho^2 (\varepsilon + \rho)^2}}{2 (\varepsilon + \rho)^2}
\end{align*}
\]

be the roots of the quadratic equation

\[
(\varepsilon + \rho)^2 x^2 - \rho \varepsilon (\varepsilon + 2 \rho) x - \rho^2 = 0.
\]

The following theorem provides the closed-form solution for \( \text{out} (\{B_n\}) \) under the single SCM.

**Theorem 3.1** Let \( \{B_n\} \) be the precision matrix of the single SCM. Furthermore, assume the breakpoint \( k_n \) satisfies (3.1) and \( \rho (\rho + \varepsilon) > 0 \). Then, the following two assertions hold:

- If \(|\rho| \geq |\rho + \varepsilon|\), then \( \text{out}_L (\{B_n\}) = \emptyset \).
- If \(|\rho| < |\rho + \varepsilon|\), then \( \text{out}_L (\{B_n\}) = \{m\} \) and \( \text{out}_R (\{B_n\}) = \{M\} \), where

\[
(m, M) = \begin{cases} 
(1 + \rho^2 - \rho (s + s^{-1}), 1 + \rho^2 - \rho (t + t^{-1})), & \text{if } \rho \in (-1, 0). \\
(1 + \rho^2 - \rho (t + t^{-1}), 1 + \rho^2 - \rho (s + s^{-1})), & \text{if } \rho \in (0, 1).
\end{cases}
\]

**Proof.** See Section 6. \( \square \)

**Remark 3.1**

(i) The dichotomy in Theorem 3.1 shows that if the modulus of the AR coefficient at the breakpoint is smaller than the baseline AR coefficient, then we cannot detect the outlier. Specifically, when \(|\rho + \varepsilon| > |\rho|\), we observe exactly two outliers: one on the left and another on the right.

(ii) Suppose the breakpoint \( k_n = k \in \mathbb{N} \) is fixed so that the condition (3.1) is not satisfied. Furthermore, assume \( \rho (\rho + \varepsilon) > 0 \) and \(|\rho| < |\rho + \varepsilon|\). Then, there exists \( c \in (0, 1) \), depending only on \( \rho \), such that

\[
|\text{out}_L (\{B_n\}) - m| \leq c^k \quad \text{and} \quad |\text{out}_R (\{B_n\}) - M| \leq c^k.
\]
where $m$ and $M$ are given in (3.4). The proof of this result can be found in Section 6 [step 7]. In practice, $k \geq 5$ is sufficiently large to approximate $\text{out}([B_n]) \approx \{m, M\}$.

### 3.3 Outliers of the single interval SCM

As an intermediate step, we consider a slight generalization of the single SCM, where the AR coefficients are given by

$$
\rho_{t,n} = \rho + \varepsilon I_{[k_n,k_n+h-1]}(t), \quad t \in \{1, \ldots, n\}.
$$

(3.5)

This represents a model with a single structural change occurring over a fixed interval length of $h \in \mathbb{N}$. We refer to this model as the single ‘interval’ SCM. Note that for $h = 1$, the single interval SCM reduces to the single SCM.

We now investigate the outliers of the single interval SCM. To do so, we define several functions and values. First, let

$$
f(z) = 1 + \rho^2 - \rho (z + z^{-1}), \quad z \in (-1, 1) \setminus \{0\}.
$$

(3.6)

It is straightforward that $f$ is a bijective mapping from $(-1, 1) \setminus \{0\}$ to $[a_\rho, b_\rho]$, where $a_\rho$ and $b_\rho$ are defined in (2.8). Let $f^{-1} : [a_\rho, b_\rho] \to (-1, 1) \setminus \{0\}$ denotes the inverse mapping of $f$. Next, we consider the functions $\alpha(x)$, $\beta(x)$, and $\gamma(x)$, defined as follows:

$$
\alpha(x) = \frac{\rho x^{-1} + \varepsilon (\varepsilon + 2\rho)}{\varepsilon + \rho}, \quad \beta(x) = \frac{\rho (x + x^{-1}) + \varepsilon (\varepsilon + 2\rho)}{\varepsilon + \rho}, \quad \gamma(x) = \frac{\rho x^{-1}}{\varepsilon + \rho}.
$$

(3.7)

By using the aforementioned definitions, we introduce the sequence of tri-diagonal matrix functions $M_{h+1}(z), h \in \mathbb{N}$, on $[a_\rho, b_\rho]$ by

$$
M_2(z) = \begin{pmatrix}
\alpha(f^{-1}(z)) & -1 \\
-1 & \gamma(f^{-1}(z))
\end{pmatrix},
$$

(3.8)

and for $h \in \{2, 3, \ldots \}$,

$$
M_{h+1}(z) = \begin{pmatrix}
\alpha(f^{-1}(z)) & -1 & & \\
-1 & \beta(f^{-1}(z)) & & \\
& \ddots & \ddots & \\
& & \ddots & \beta(f^{-1}(z)) & -1 \\
& & & -1 & \gamma(f^{-1}(z))
\end{pmatrix} \in \mathbb{R}^{(h+1) \times (h+1)}.
$$

(3.9)

Below, we prove a connection between the outliers $(m, M)$ of the single SCM (corresponding
to $h = 1$) and $M_2$.

**Proposition 3.1** Let $m, M$ be defined as in (3.4). Then, $m$ and $M$ are the solutions of the determinantal equation $\det M_2(z) = 0$.

**Proof.** By simple algebra, it is easily seen that the solutions to $\det M_2(f(x)) = \alpha(x)\gamma(x) - 1 = 0$ coincide with those of the quadratic equation in (3.3). By definition, the zeros of (3.3) are $s$ and $t$ in (3.2), implying that the roots of $\det M_2(z) = 0$ are $f(s)$ and $f(t)$. Therefore, the proposition holds for the specified $m$ and $M$ in (3.4). □

The above proposition asserts that the two outliers of the single SCM indeed coincide with the solutions of the determinantal equation $\det M_2(z) = 0$. Below, we show that this analogous relationship also holds for the outliers of the single interval SCM.

**Theorem 3.2** Let $B_n$ be the precision matrix of the single interval SCM with change length $h \in \mathbb{N}$. Moreover, we assume that the breakpoint $k_n$ satisfies (3.1). Then, the following two statements are equivalent:

(i) $z \in \text{out}(\{B_n\})$.

(ii) $\det M_{h+1}(z) = 0$ for some $z \notin [a_\rho, b_\rho]$.

**Proof.** See Appendix B.2. □

### 3.4 Outliers of the general SCM

We now turn our attention to the outliers of the general SCM described by (1.3). Recall the ordered disjoint intervals $\{E_{j,n} := [k_{j,n}, k_{j,n} + h_{j-1,n}]\}_{j=1}^m$, where $k_1 < \cdots < k_m$. Furthermore, we assume that the length of change $h_{j,n} = h_j \in \mathbb{N}$ is fixed for all $n \in \mathbb{N}$.

To investigate the outliers of the general SCM, we introduce the concept of submodels. For each $j \in \{1, \ldots, m\}$, we define $B_n^{(j)}$ as the precision matrix of the single interval SCM, with the corresponding AR coefficients $\rho_{t,n}^{(j)}$ given by

$$
\rho_{t,n}^{(j)} = \rho + \varepsilon_j I_{[k_{j,n}, k_{j,n} + h_{j-1,n}]}(t), \quad t \in \{1, \ldots, n\}.
$$

(3.10)

Thanks to Theorem 3.2, $\text{out}(\{B_n^{(j)}\})$ can be fully determined by the solution to a determinantal equation. For the general SCM, it is anticipated that the outliers comprise the union of outliers of the submodels. To substantiate this, we require the following assumption on the spacing of breakpoints.
Assumption 3.1 For \( j \in \{1, \ldots, m+1\} \), let \( \Delta_{j,n} = k_{j,n} - k_{j-1,n} \), where we set \( k_{0,n} = 0 \) and \( k_{m+1,n} = n \). Then, we have
\[
\lim_{n \to \infty} \Delta_n = \lim_{n \to \infty} \min_{1 \leq j \leq m+1} \Delta_{j,n} = \infty.
\] (3.11)

It is worth noting that when \( m = 1 \), Assumption 3.1 is equivalent to condition (3.1).

The following theorem addresses the outliers of the general SCM model.

Theorem 3.3 Let \( B_n \) be the precision matrix of the SCM as in (1.3), where there are \( m \in \mathbb{N} \) changes. Moreover, assume Assumption 3.1 holds. Then,
\[
\text{out}(\{B_n\}) = \bigcup_{j=1}^{m} \text{out}(\{B_n^{(j)}\}).
\] (3.12)

Proof. See Appendix B.3.

The following corollary is a direct consequence of Theorems 3.1 and 3.3 (we omit the proof).

Corollary 3.1 Suppose the same set of assumptions as in Theorem 3.3 hold. Furthermore, for \( j \in \{1, \ldots, m\} \), assume \( h_j = 1 \), \( \rho(\varepsilon_j + \rho) > 0 \), and \( |\rho + \varepsilon_j| > |\rho| \). Then, we have
\[
\text{out}_L(\{B_n\}) = \{m_1, \ldots, m_m\} \quad \text{and} \quad \text{out}_R(\{B_n\}) = \{M_1, \ldots, M_m\},
\]
where, for \( j \in \{1, \ldots, m\} \), the outlier pair \((m_j, M_j)\) are as in Theorem 3.1 but with \( \varepsilon \) replaced by \( \varepsilon_j \).

4 Parameter identification

Let \( \rho \in (-1, 1) \setminus \{0\} \), \( m \in \mathbb{N} \), \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_m) \), \( k_n = (k_{1,n}, \ldots, k_{m,n}) \), and \( h = (h_1, \ldots, h_m) \) be a set of parameters for the SCM. In this section, we focus on the identifiability of \( \text{out}(\{B_n\}) \) given these parameters. Given that the baseline AR coefficient \( \rho \) can be readily estimated using classical methods such as the Yule-Walker estimator, and considering that the outliers are independent of the breakpoints \( k_n \) due to Theorem 3.3, we confine our parameter of interest to \( \theta = (m, \varepsilon, h) \).

Let \( \sigma \in S_m \) be a permutation on \( \{1, \ldots, m\} \), and let \( \varepsilon_{\sigma} = (\varepsilon_{\sigma(1)}, \ldots, \varepsilon_{\sigma(m)}) \). \( h_{\sigma} \) is defined similarly. Then, it is easily seen from Theorem 3.3 that
\[
\text{out}(\{B_n\} \mid (m, \varepsilon, h)) = \text{out}(\{B_n\} \mid (m, \varepsilon_{\sigma}, h_{\sigma})), \quad \sigma \in S_m.
\]
Thus, we obtain the desired result. □

Remark 4.1 (Conjecture on the General Case) Although we do not yet have a proof, we conjecture that the results of Theorem 4.1 are also true for the general length of changes $h$. Specifically, let $\theta = (m, \varepsilon, h)$, and for $\sigma \in S_m$, let $\theta_\sigma = (m, \varepsilon_\sigma, h_\sigma)$. Suppose there exist $\theta_1$ and $\theta_2$ such that $\text{out}(\{B_n\} \mid \theta_1) = \text{out}(\{B_n\} \mid \theta_2)$. We conjecture that $m_1 = m_2$ and there exists a permutation $\sigma \in S_{m_1}$ such that

$$\text{out}(\{B_n\} \mid (m_1, \varepsilon_1, h_1)) = \text{out}(\{B_n\} \mid (m_2, \varepsilon_2, h_2)),$$

then we have $m_1 = m_2$ and $\varepsilon_2 = (\varepsilon_1)_\sigma$ for some permutation $\sigma \in S_{m_1}$.

Proof. By Corollary 3.1, $\text{out}(\{B_n\} \mid (m_1, \varepsilon_1, h)) = \text{out}(\{B_n\} \mid (m_2, \varepsilon_2, h))$ implies $m_1 = m_2 = m$.

Let $\text{out}_L(\{B_n\} \mid (m, \varepsilon_1, h)) = \text{out}_L(\{B_n\} \mid (m, \varepsilon_2, h)) = \{m_1, \ldots, m_m\}$ and let $\text{out}_R(\{B_n\} \mid (m, \varepsilon_1, h)) = \text{out}_R(\{B_n\} \mid (m, \varepsilon_2, h)) = \{M_1, \ldots, M_m\}$, where $0 < M_1 \leq \ldots \leq M_m < a_\rho$ and $b_\rho < M_m \leq \ldots \leq M_1$. Then, by Proposition 3.1 there exists a permutation $(j_1, \ldots, j_m) \in S_m$, such that for each $i \in \{1, \ldots, m\}$, there exists $\varepsilon_i \in \mathcal{E}_\rho$ such that $f^{-1}(m_i)$ and $f^{-1}(M_{j_i})$ are the zeros of the quadratic equation

$$-(\varepsilon_i + \rho)^2 z^2 + \varepsilon_i \rho (\varepsilon_i + 2\rho) z + \rho^2 = 0. \quad (4.1)$$

We denote $m_i = m(\varepsilon_i)$ and $M_{j_i} = M(\varepsilon_i)$ to indicate the dependence on $\varepsilon_i$. After some algebra, for $\rho > 0$, it can be shown that $m(\varepsilon)$ is a decreasing function and $M(\varepsilon)$ is an increasing function of $\varepsilon \in \mathcal{E}_\rho$. Hence, if $m_1 \leq \ldots \leq M_m$, then $\varepsilon_1 \geq \ldots \geq \varepsilon_m$, leading to $M_{j_1} \geq \ldots \geq M_{j_m}$. Consequently, we have $(j_1, \ldots, j_m) = (1, 2, \ldots, m)$. Similarly, for $\rho < 0$, it can also be shown that $(j_1, \ldots, j_m) = (1, \ldots, m)$.

Lastly, given an outlier pair $(m_i, M_{j_i})$, the magnitude of change $\varepsilon_i \in \mathcal{E}_\rho$ is uniquely determined by (4.1). Consequently, the sets $\varepsilon_1$ and $\varepsilon_2$ are identical up to some permutation. Thus, we obtain the desired result. □

Remark 4.1 (Conjecture on the General Case) Although we do not yet have a proof, we conjecture that the results of Theorem 4.1 are also true for the general length of changes $h$. Specifically, let $\theta = (m, \varepsilon, h)$, and for $\sigma \in S_m$, let $\theta_\sigma = (m, \varepsilon_\sigma, h_\sigma)$. Suppose there exist $\theta_1$ and $\theta_2$ such that $\text{out}(\{B_n\} \mid \theta_1) = \text{out}(\{B_n\} \mid \theta_2)$. We conjecture that $m_1 = m_2$ and there exists a permutation $\sigma \in S_{m_1}$ such that $\theta_2 = \theta_1^\sigma$. 
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In this section, we leverage the theoretical results established in Section 3 within the context of a panel time series. Consider the panel autoregressive model given by:

\[ y_{j,t,n} = \rho_{t,n} y_{j,t-1,n} + z_{j,t,n}, \quad n \in \mathbb{N}, \quad t \in \{1, \ldots, m\}, \quad j \in \{1, \ldots, B\}. \]  

(5.1)

Here, we assume \( y_{j,0,n} = 0, \{z_{j,t,n}\} \) are i.i.d. random variables with mean zero and variance one, and \( \{\rho_{t,n}\} \) are the common AR coefficients across \( j \) that follow the SCM described in (1.3).

Let \( y_{j;n} = (y_{j,1,n}, \ldots, y_{j,n,n})^\top \in \mathbb{R}^n \) be the \( j \)th observed time series, with a common variance matrix \( \text{var}(y_{j;n}) = \Sigma_n \in \mathbb{R}^{n \times n} \). Our objective is to construct a consistent estimator for \( \text{out}(\{\Omega_n\}) \), where \( \Omega_n = (\Sigma_n)^{-1} \). To achieve this, we first investigate a consistent estimator for \( \Omega_n \). A natural plug-in estimator for \( \Sigma_n \) is given by

\[ \hat{\Sigma}_{n,B} = B^{-1} \sum_{j=1}^B (y_{j;n} - \bar{y}_{j;n}) (y_{j;n} - \bar{y}_{j;n})^\top \in \mathbb{R}^{n \times n}, \]  

(5.2)

where \( \bar{y}_{j;n} = \frac{1}{n} \sum_{t=1}^n y_{j,t,n} \) and \( 1_n \) is a column vector of ones.

However, as stated in Wu and Pourahmadi (2009), when \( n \) increases at the same rate as \( B \), the estimator \( \hat{\Sigma}_{n,B} \) no longer consistently estimates \( \Sigma_n \). To obtain consistent estimation of \( \Sigma_n \) and \( \Omega_n \) in the high-dimensional regime (where \( n \gg B \)), one typically needs to assume some sparsity condition on \( \Omega_n \), which, fortunately, holds in our framework due to Lemma 2.1. Now, we use an estimator based on a constrained \( \ell_1 \) minimization method proposed by Cai et al. (2011). Specifically, let \( \tilde{\Omega}_1 \) be the solution to the following minimization problem:

\[ \min \sum_{i,j=1}^n |\Omega_{ij}| \quad \text{subject to} \quad \|\hat{\Sigma}_{n,B} \Omega - I_n\|_\infty \leq \lambda_n, \]

where, for a matrix \( A = (a_{ij})_{1 \leq i,j \leq n}, \|A\|_\infty = \max_{1 \leq i,j \leq n} |a_{ij}| \) denotes the maximum norm. Here, \( \lambda_n \in (0, \infty) \) above is the tuning parameter. Let \( \tilde{\Omega}_{n,B} \) be a symmetrized version of \( \tilde{\Omega}_1 \), defined as

\[ (\tilde{\Omega}_{n,B})_{i,j} = (\tilde{\Omega}_1)_{i,j} \wedge (\tilde{\Omega}_1)_{j,i}, \quad i, j \in \{1, \ldots, n\}. \]  

(5.3)

Next, we require the following mild assumptions on the tail behavior of \( y_{1;n} \).

**Assumption 5.1** There exist \( \eta \in (0, 1/4) \) and \( K \in (0, \infty) \) such that \( \log n/B \leq \eta \) and

\[ \sup_{n \in \mathbb{N}} \max_{1 \leq i \leq n} \mathbb{E}\exp\{t|y_{1,i,n}|^2\} \leq K, \quad t \in [-\eta, \eta]. \]
Note that the Gaussian innovations satisfy the above assumption. The following theorem gives a concentration result between \( \tilde{\Omega}_{n,B} \) and \( \Omega_n \).

**Theorem 5.1** Let \( \{y_{j,t,n}\} \) be a sequence of panel time series with recursion (5.1), where the common AR coefficients follow the form in (1.3). Additionally, assume Assumption 5.1 holds. Then, for all \( \tau \in (0, \infty) \), there exists a constant \( C_\tau \in (0, \infty) \) such that

\[
P \left( \max_{1 \leq i \leq n} |\lambda_i(\tilde{\Omega}_{n,B}) - \lambda_i(\Omega_n)| \leq C_\tau \sqrt{\frac{\log n}{B}} \right) \geq 1 - 4n^{-\tau}.
\]

**Proof.** From Lemma 2.1, \( \Omega_n \) is a tri-diagonal matrix, and there exists a constant \( T \in (0, \infty) \) such that \( \|\Omega_n\|_1 = \max_{1 \leq j \leq n} \sum_{i=1}^{n} |(\Omega_n)_{i,j}| \leq T \). Therefore, \( \Omega_n \) belongs to the uniformity class \( \mathcal{U}(q = 0, s_0(n) = 3) \), as defined in Cai et al. (2011), Section 3.1.

For \( \tau \in (0, \infty) \), let \( C_0 = 2\eta^{-2}(2 + \tau + \eta^{-1}e^{-2}K^2)^2 \), where \( \eta \) and \( K \) are parameters from Assumption 5.1. By applying Cai et al. (2011), Theorem 1(a), we obtain

\[
P \left( \|\tilde{\Omega}_{n,B} - \Omega_n\|_2 \leq 144C_0T^2 \sqrt{\frac{\log n}{B}} \right) \geq 1 - 4n^{-\tau},
\]

where \( \| \cdot \|_2 \) denotes the spectral norm.

Finally, since \( \max_{1 \leq i \leq n} |\lambda_i(\tilde{\Omega}_{n,B}) - \lambda_i(\Omega_n)| \leq \|\tilde{\Omega}_{n,B} - \Omega_n\|_2 \) due to Lemma C.5 below, we obtain the desired result with \( C_\tau = 144C_0T^2 \). \( \square \)

From the above theorem, we conclude that \( \tilde{\Omega}_{n,B} \) is positive definite and consistently estimates \( \Omega_n \) with high probability, provided the number of panels \( B = B(n) \) is chosen such that \( \lim_{n \to \infty} \log n/B(n) = 0 \). Now, we proceed to estimate the outliers of \( \{\Omega_n\} \) using the consistent estimator \( \tilde{\Omega}_{n,B} \) (with high probability). To accomplish this, let \( \tilde{\rho}_n \) \( (n \in \mathbb{N}) \) be the consistent estimator of the baseline AR coefficient \( \rho \) (e.g., Yule-Walker estimator). Define

\[
\tilde{\text{out}}(\tilde{\Omega}_{n,B}) = \text{spec}(\tilde{\Omega}_{n,B}) \cap [a_{\tilde{\rho}_n}, b_{\tilde{\rho}_n}],
\]

where \( a_{\tilde{\rho}_n} \) and \( b_{\tilde{\rho}_n} \) are defined as in (2.8), but replacing \( \rho \) with \( \tilde{\rho}_n \). For sets \( X \) and \( Y \), let

\[
d_H(X, Y) = \max \left\{ \sup_{x \in X} \inf_{y \in Y} |x - y|, \sup_{y \in Y} \inf_{x \in X} |x - y| \right\}
\]

be the Hausdorff distance between \( X \) and \( Y \).

The following theorem provides a consistent result for the outlier estimator.

**Theorem 5.2** Suppose the same set of assumptions as in Theorem 5.1 hold. Furthermore,
assume $B = B(n)$ is such that $\lim_{n \to \infty} \log n/B(n) = 0$. Then,

$$d_H(\text{out} (\{\tilde{\Omega}_{n,B}\}), \text{out} (\{\Omega_n\})) \xrightarrow{P} 0, \quad n \to \infty,$$

(5.5)

where $\xrightarrow{P}$ denotes convergence in probability.

**Proof.** See Appendix B.4. \hfill \Box

### 5.1 Numerical experiment

To validate our proposed outlier estimator, we conduct a simple numerical experiment. For the true model, we consider a single SCM as given in (2.1), with the length of the time series $n$ set to $n = 100$ and the breakpoint is $k_n = 50$. We set the baseline AR coefficient $\rho$ to take values in $\{0.1, 0.3, 0.5, 0.7, 0.9\}$, and the magnitude of change $\varepsilon/\rho$ to take values in $\{0.5, 1, 2\}$ for each given $\rho$. For each model, we vary the panel size $B$ in $\{100, 500, 1000, 5000\}$.

For the given parameter values in the single SCM, we generate the panel time series $\{y_{j,t,n}\}$ as in (5.1), where $\{z_{j,t,n}\}$ are i.i.d. standard normal random variables. Let $\Omega_n$ be the true precision matrix of $y_{1;n}$, and let $\tilde{\Omega}_{n,B}$ be its estimator as in (5.3). According to Theorem 3.1, the single SCM has two outliers $\text{out} (\{\Omega_n\}) = \{\lambda_L, \lambda_R\}$, where the explicit expressions of $\lambda_L < a_\rho < b_\rho < \lambda_R$ are provided in the same theorem. As an estimator, we use

$$\widehat{\text{out}}(\tilde{\Omega}_{n,B}) = \{\widehat{\lambda}_L, \widehat{\lambda}_R\}, \quad \text{where} \quad \widehat{\lambda}_L = \lambda_1(\tilde{\Omega}_{n,B}) \quad \text{and} \quad \widehat{\lambda}_R = \lambda_n(\tilde{\Omega}_{n,B}).$$

All simulations are conducted with 1000 replications, and for each simulation, we calculate the outliers $(\widehat{\lambda}_{L,i}, \widehat{\lambda}_{R,i})$ for $i \in \{1, \ldots, 1000\}$. To assess the performance of our estimator, we compute the mean absolute error (MAE)

$$\text{MAE}_i = \frac{1}{2} \left( |\widehat{\lambda}_{L,i} - \lambda_L| + |\widehat{\lambda}_{R,i} - \lambda_R| \right), \quad i \in \{1, \ldots, 1000\},$$

(5.6)

which is an equivalent norm to the Hausdorff norm.

Table I displays the average and standard deviation (in parentheses) of the MAE for each parameter setting under consideration.

In all simulations, as the panel size $B$ increases, the MAE decreases and tends to zero. Moreover, the finite sample bias of $\widehat{\lambda}_L$ and $\widehat{\lambda}_R$ due to $n$ and $k$ is negligible for moderate baseline AR coefficients (i.e., $\rho \in \{0.1, 0.3\}$) and reasonably small for larger $\rho \in \{0.5, 0.7, 0.9\}$. These observations align with Remark 3.1(ii), which states that the bias due to the breakpoint $k$ is bounded by $c^k$ for some $c \in (0, 1)$, where $c = c(\rho)$ approaches one as $|\rho|$ approaches one, leading to a larger bias. However, the effect of the magnitude of change $\varepsilon$ is not consistent. For $\rho \in \{0.3, 0.5, 0.7, 0.9\}$, the bias tends to increase as $\varepsilon/\rho$ increases. In contrast, an
Table 1: The average and standard deviation (in parentheses) of the mean absolute error of the single SCM for each combination of \((\rho, \varepsilon, B)\).

opposite trend is observed for \(\rho = 0.1\).

6 Proof of Theorem \textbf{3.1}

This section contains the proof of Theorem \textbf{3.1}. For brevity, we primarily focus on the case \(\rho \in (0, 1)\). The proof for \(\rho \in (-1, 0)\) can be treated similarly. The proof strategy is motivated by Theorem 2.1 of \cite{Benaych-Georges2011}. To prove the theorem, it suffices to show the following four statements:

- In the case when \(|\rho| \leq |\rho + \varepsilon|\), there exists \(c \in (0, 1)\) such that for any fixed \(j \in \mathbb{N}\):
  
  \(\lambda_1(B_n) = M + O(c^k)\), as \(n \to \infty\).

- In the case when \(|\rho| > |\rho + \varepsilon|\), for any fixed \(j \in \mathbb{N}\):
  
  \(\lambda_j(B_n) = b_\rho\) and \(\lambda_{n-j}(B_n) = a_\rho\).

The proof of (A)–(D) above can be divided into seven steps, which we will briefly summarize below:
1. We show that there are at most two outliers in the sequence \( \{B_n\} \), one on the left and one on the right of the bulk spectrum.

2. Using spectral decomposition, we obtain a \( 3 \times 3 \) matrix, where the zeros of the determinant of this matrix represent the potential outliers.

3. We show that the matrix from Step 2 is a block diagonal matrix with block sizes one and two.

4. We show that the \( 1 \times 1 \) block from Step 3 does not have a zero within the possible range for outliers. Therefore, the potential outliers are the zeros of the determinant of the \( 2 \times 2 \) submatrix.

5. We prove that if \(|\rho| > |\rho + \epsilon|\), then there are no zeros of the determinant of the \( 2 \times 2 \) submatrix within the possible range, implying no outliers exist.

6. We show that if \(|\rho| < |\rho + \epsilon|\), then there are exactly two zeros, and we derive their explicit forms.

7. We calculate the approximation errors due to the breakpoint \( k \) to complete the proof.

Now, we provide detailed explanations for each step.

**Step 1**

Let \( A_{0,n} \) and \( B_n \) be the precision matrices under the null and the single SCM, respectively, and let \( \tilde{A}_{0,n} \) be defined as in (2.4). Define \( P_n = B_n - A_{0,n} \) and \( \tilde{P}_n = B_n - \tilde{A}_{0,n} \). By using Lemma 2.1, we have

\[
[P_n]_{i,j} = \begin{cases} 
\epsilon(\epsilon + 2\rho), & (i, j) = (k - 1, k - 1), \\
-\epsilon, & (i, j) \in \{(k - 1, k), (k, k - 1)\}, \\
0, & \text{otherwise.}
\end{cases}
\]  

(6.1)

where \( E_n = \text{diag}(0, \ldots, 0, 1) \in \mathbb{R}^{n \times n} \). Therefore, provided that \( \epsilon \neq 0 \), \( P_n \) has exactly two nonzero eigenvalues, which are the solutions of the quadratic equation

\[
z^2 - (\epsilon^2 + 2\rho \epsilon)z - \epsilon^2 = 0.
\]

We denote these two nonzero eigenvalues as \( \alpha < \beta \). Since \( \alpha \beta = -\epsilon^2 < 0 \), we have \( \alpha < 0 < \beta \). Therefore, the eigenvalues of \( P_n \) are given by \( \lambda_1(P_n) = \beta \), \( \lambda_n(P_n) = \alpha \), and \( \lambda_2(P_n) = \cdots = \lambda_{n-1}(P_n) = 0 \). Next, by applying Lemma C.3 below, we have

\[
\lambda_{j+1}(A_{0,n}) \leq \lambda_j(B_n) \leq \lambda_{j-1}(A_{0,n}), \quad j \in \{2, \ldots, n-1\}.
\]
Therefore, by Lemma 3.1 and the sandwich property, we have
\[ \lim_{n \to \infty} \lambda_{j+1}(B_n) = b_\rho \quad \text{and} \quad \lim_{n \to \infty} \lambda_{n-j}(B_n) = a_\rho, \quad j \in \mathbb{N}. \]

This proves (C) and part of (D). Next, by Theorem 2.1, since \( \mu_{B_n} \xrightarrow{d} \mu_\rho \) as \( n \to \infty \), we conclude that the possible outliers of \( \{B_n\} \) are the limiting points of \( \lambda_1(B_n) \) or \( \lambda_n(B_n) \).

**Step 2**

Let \( \tilde{A}_{0,n} = U_n \Lambda_n U_n^\top \) be an eigen-decomposition, where \( U_n = (u^{(n)}_1, \ldots, u^{(n)}_n) \) is an orthonormal matrix and \( \Lambda_n = \text{diag}(\lambda_1(\tilde{A}_{0,n}), \ldots, \lambda_n(\tilde{A}_{0,n})) \) is a diagonal matrix (explicit expressions of \( U_n \) and \( \Lambda_n \) are given in (2.5) and (2.6), respectively). For the sake of convenience, we omit the index \( n \) and write \( u_i = u^{(n)}_i \) and \( \lambda_i = \lambda_i(\tilde{A}_{0,n}) \).

Next, let \( \tilde{P}_n = V_n \Theta_r V_n^\top \) be a spectral decomposition of \( \tilde{P}_n \), where \( r \) is the rank of \( \tilde{P}_n \), \( \Theta_r \) is a diagonal matrix of the nonzero eigenvalues of \( \tilde{P}_n \), and \( V_n \) is an \( n \times r \) matrix with columns consisting of \( r \) orthogonal eigenvectors. Since the explicit form of \( \tilde{P}_n \) is given in (6.1), we can fully determine the elements in the spectral decomposition of \( \tilde{P}_n \) by

\[
\begin{align*}
r &= 3, \quad V_n = (a_1 e_{k-1} + b_1 e_k, a_2 e_{k-1} + b_2 e_k, e_n), \quad \text{and} \quad \Theta_r = \text{diag}(\theta_1, \theta_2, \theta_3). \quad (6.2)
\end{align*}
\]

Here, \( (a_1, b_1)^\top \) and \( (a_2, b_2)^\top \) are the two orthonormal eigenvectors of the matrix

\[
\varepsilon \begin{pmatrix}
\varepsilon + 2\rho & -1 \\
-1 & 0
\end{pmatrix}, \quad (6.3)
\]

\( e_k \) is the \( k \)-th canonical basis of \( \mathbb{R}^n \), and \( \theta_i, i \in \{1, 2, 3\} \), are given by

\[
\theta_1 = \frac{(\varepsilon + 2\rho) - \sqrt{(\varepsilon + 2\rho)^2 + 4}}{2}, \quad \theta_2 = \frac{(\varepsilon + 2\rho) + \sqrt{(\varepsilon + 2\rho)^2 + 4}}{2}, \quad \theta_3 = -\rho^2.
\]

We note that the eigenvalues corresponding to the eigenvectors \( (a_1, b_1)^\top \) and \( (a_2, b_2)^\top \) of (6.3) are \( \theta_1 \) and \( \theta_2 \), respectively.

Since \( U_n \) is orthogonal, we have

\[
B_n = \tilde{A}_{0,n} + \tilde{P}_n = U_n(\Lambda_n + U_n V_n \Theta_r V_n^\top U_n^\top) U_n^\top.
\]

Therefore, \( \text{spec}(B_n) = \text{spec}(\Lambda_n + S_n \Theta_r S_n^\top) \), where

\[
S_n = U_n V_n = (a_1 u_{k-1} + b_1 u_k, a_2 u_{k-1} + b_2 u_k, u_n). \quad (6.4)
\]
Next, by using Arbenz et al. (1988), Theorem 2.3, \( z \in [a_\rho, b_\rho] \setminus \{\lambda_1, \ldots, \lambda_n\} \) is an eigenvalue of \( B_n \) (thus, an eigenvalue of \( \Lambda_n + S_n \Theta_r S_n^T \)) if and only if

\[
\det (I_r - S_n^T (zI_n - \Lambda_n)^{-1} S_n \Theta_r) = 0.
\]

Therefore, we conclude that \( z \) is an eigenvalue of \( B_n \) but not of \( \tilde{A}_{0,n} \) if and only if the matrix

\[
M_{n,r} = I_r - S_n^T (zI_n - \Lambda_n)^{-1} S_n \Theta_r \in \mathbb{R}^{3 \times 3}
\]

is singular.

**Step 3**

The \((i, j)\)th \((i, j) \in \{1, 2, 3\}\) component of \(M_{n,r}\) is given by

\[
[M_{n,r}]_{i,j} = \delta_{i,j} - \sum_{\ell=1}^{n} [S_n^T]_{i,\ell} [(zI_n - \Lambda_n)^{-1}]_{\ell,\ell} [S_n]_{\ell,j} [\Theta_r]_{j,j} \\
= \delta_{i,j} - \theta_j \sum_{\ell=1}^{n} \frac{[S_n]_{\ell,i} [S_n]_{\ell,j}}{z - \lambda_\ell (\tilde{A}_{0,n})} \\
= \delta_{i,j} - \theta_j \sum_{\ell=1}^{n} \frac{[S_n]_{\ell,i} [S_n]_{\ell,j}}{2 \rho \cos \left( \frac{\ell \pi}{n+1} \right) + (z - (1 + \rho^2))}. \tag{6.7}
\]

We make an approximation of the above term. Let \( a = \frac{z-(1+\rho^2)}{2\rho} \). Therefore, if \( z > b_\rho = (1 + \rho)^2 \), then \( a > 1 \); if \( z < (1 - \rho)^2 \), then \( a < -1 \). From (2.6), we have

\[
\sum_{\ell=1}^{n} \frac{[S_n]_{\ell,1} [S_n]_{\ell,3}}{\cos \left( \frac{\ell \pi}{n+1} \right) + a}
= \frac{2a_1}{n+1} \sum_{\ell=1}^{n} \frac{\sin \left( \frac{n \ell \pi}{n+1} \right) \sin \left( \frac{k \ell \pi}{n+1} \right)}{\cos \left( \frac{\ell \pi}{n+1} \right) + a}
+ \frac{2b_1}{n+1} \sum_{\ell=1}^{n} \frac{\sin \left( \frac{n \ell \pi}{n+1} \right) \sin \left( \frac{(k+1) \ell \pi}{n+1} \right)}{\cos \left( \frac{\ell \pi}{n+1} \right) + a}
\]

\[
= \frac{2a_1}{n+1} \sum_{\ell=1}^{n} \frac{(-1)^{\ell+1} \sin \left( \frac{\ell \pi}{n+1} \right) \sin \left( \frac{k \ell \pi}{n+1} \right)}{\cos \left( \frac{\ell \pi}{n+1} \right) + a}
+ \frac{2b_1}{n+1} \sum_{\ell=1}^{n} \frac{(-1)^{\ell+1} \sin \left( \frac{\ell \pi}{n+1} \right) \sin \left( \frac{(k+1) \ell \pi}{n+1} \right)}{\cos \left( \frac{\ell \pi}{n+1} \right) + a},
\]
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where \(a_1\) and \(b_1\) are from (6.2). Therefore, by using Lemma C.1 below, we have

\[
\lim_{n \to \infty} \frac{2}{n + 1} \sum_{\ell = 1}^{n} \frac{(-1)^{\ell+1} \sin \left( \frac{\ell \pi}{n+1} \right) \sin \left( \frac{k \ell \pi}{n+1} \right)}{\cos \left( \frac{\ell \pi}{n+1} \right) + a} = \lim_{n \to \infty} \frac{2\pi}{n + 1} \sum_{\ell: \text{odd}}^{n} \frac{\sin \left( \frac{\ell \pi}{n+1} \right) \sin \left( \frac{k \ell \pi}{n+1} \right)}{\cos \left( \frac{\ell \pi}{n+1} \right) + a} - \lim_{n \to \infty} \frac{2\pi}{n + 1} \sum_{\ell: \text{even}}^{n} \frac{\sin \left( \frac{\ell \pi}{n+1} \right) \sin \left( \frac{k \ell \pi}{n+1} \right)}{\cos \left( \frac{\ell \pi}{n+1} \right) + a} = \frac{1}{2} \left( G(1, k) - G(1, k) \right) = 0,
\]

where \(G(1, k)\) is from Lemma C.1 below. This indicates that \(\lim_{n \to \infty} [M_{n,r}]_{1,3} = 0\). Let \(M_r = \lim_{n \to \infty} M_{n,r}\). Then, by using similar calculations with the help of Lemma C.1, \(M_r\) can be written as

\[
M_r = \begin{pmatrix} p & q & 0 \\ q & r & 0 \\ 0 & 0 & A \end{pmatrix},
\]

for some \(p, q, r, A\) which we will elaborate on in the next step. Therefore, the singularities of \(M_r\) come from either solving \(A = 0\) or solving \(pr - q^2 = 0\).

Step 4

First, we will calculate \(A\). Using Lemma C.1, we have

\[
\lim_{n \to \infty} \sum_{\ell = 1}^{n} \frac{[S_n]_{\ell,3}[S_n]_{\ell,3}}{\cos \left( \frac{\ell \pi}{n+1} \right) + a} = \lim_{n \to \infty} \frac{2}{n + 1} \sum_{\ell = 1}^{n} \frac{\sin^2 \left( \frac{\ell \pi}{n+1} \right)}{\cos \left( \frac{\ell \pi}{n+1} \right) + a} = \frac{2}{\pi} \int_0^\pi \frac{\sin^2 x}{\cos x + a} \, dx = \frac{1}{\pi} \int_0^{2\pi} \frac{\sin^2 x}{\cos x + a} \, dx = G(1, 1).
\]

Therefore, from (6.7), we have \(A = 1 - \theta_3 G(1, 1)/(2\rho) = 1 + \rho G(1, 1)/2\). Let \(\rho \in (0, 1)\) and let \(z < a_\rho\). Since \(z < a_\rho\), we have \(a = \{z - (1 + \rho^2)/(2\rho)\} \in (-\infty, -1)\). Let

\[
z_1 = -a - \sqrt{a^2 - 1} \quad \text{and} \quad z_2 = -a + \sqrt{a^2 - 1}.
\]

Then, by Lemma C.1 again, we have

\[
G(1, 1) = \frac{2}{z_1 - z_2} (1 - z_1^2) = -\frac{1}{\sqrt{a^2 - 1}} \left( 1 - \left( -a - \sqrt{a^2 - 1} \right)^2 \right) = 2 \left( a + \sqrt{a^2 - 1} \right).
\]

This indicates that \(G(1, 1)\) is a decreasing function of \(a\) on the domain \((-\infty, -1)\), thus \(G(1, 1) > -2\) and \(A = 1 + \rho G(1, 1)/2 > 1 - \rho > 0\). Therefore, we conclude that there is no \(z \in (-\infty, a_\rho)\) such that \(A(z) = 0\). Similarly, we can show that there is no \(z \in (b_\rho, \infty)\) such
that \( A(z) = 0 \).

By using similar techniques with help of Lemma [C.1], elements in \([M_r]_{1,1}\), \([M_r]_{2,2}\), and \([M_r]_{1,2}\) are given by

\[
\lim_{n \to \infty} \sum_{\ell=1}^{n} \frac{[S_n]_{\ell,1}[S_n]_{\ell,1}}{\cos \frac{\ell \pi}{n+1} + a} = 2a_1^2 \int_0^\pi \frac{\sin(kx) \sin(kx)}{\cos x + a} \, dx + \frac{2b_1^2}{\pi} \int_0^\pi \frac{\sin((k+1)x) \sin((k+1)x)}{\cos x + a} \, dx \\
+ \frac{2a_1 b_1}{\pi} \int_0^\pi \frac{\sin(kx) \sin((k+1)x)}{\cos x + a} \, dx = a_1^2 G(k, k) + b_1^2 G(k+1, k+1) + 2a_1 b_1 G(k, k+1),
\]

\[
\lim_{n \to \infty} \sum_{\ell=1}^{n} \frac{[S_n]_{\ell,2}[S_n]_{\ell,2}}{\cos \frac{\ell \pi}{n+1} + a} = a_2^2 G(k, k) + b_2^2 G(k+1, k+1) + 2a_2 b_2 G(k, k+1),
\]

\[
\lim_{n \to \infty} \sum_{\ell=1}^{n} \frac{[S_n]_{\ell,1}[S_n]_{\ell,2}}{\cos \frac{\ell \pi}{n+1} + a} = a_1 a_2 G(k, k) + b_1 b_2 G(k+1, k+1) + (a_1 b_2 + a_2 b_1) G(k, k+1).
\]

Furthermore, for \( k \to \infty \), we have

\[
\frac{1}{2\rho} G(k, k) \approx \frac{|a|}{a} \frac{1}{\sqrt{a^2 - 1}} = \frac{|a|}{a} \frac{1}{\sqrt{(z-a_\rho)(z-b_\rho)}} =: G(z),
\]

\[
\frac{1}{2\rho} G(k, k+1) \approx \frac{z_2}{2\rho(z_2-z_1)} = \tilde{G}(z).
\] (6.8)

The approximation errors above are of order \( O(\{|z_1|^k \wedge |z_2|^k\}) \) as \( k \to \infty \). By (6.8) and Lemma [C.2] (a,b), the 2 \times 2 submatrix of \( M_r \) limits to

\[
\tilde{M}_{r-1} = \begin{pmatrix}
1 - \theta_1 \left( G(z) + 2a_1 b_1 \tilde{G}(z) \right) & \theta_2 (a_1 b_2 + a_2 b_1) \tilde{G}(z) \\
\theta_1 (a_1 b_2 + a_2 b_1) \tilde{G}(z) & 1 - \theta_2 \left( G(z) + 2a_2 b_2 \tilde{G}(z) \right)
\end{pmatrix}.
\] (6.9)

Therefore, we have

\[
\det \tilde{M}_{r-1} = (1 - \theta_1 G)(1 - \theta_2 G) - 2(1 - \theta_2 G) \theta_1 a_1 b_1 + (1 - \theta_1 G) \theta_2 a_2 b_2) \tilde{G} + 4\theta_1 \theta_2 a_1 a_2 b_1 b_2 \tilde{G}^2 - \theta_1 \theta_2 (a_1 b_2 + a_2 b_1)^2 \tilde{G}^2.
\]

Furthermore, by using Lemma [C.2] (b)–(g), \( \det \tilde{M}_{r-1} \) can be further simplified as

\[
\det \tilde{M}_{r-1} = (1 - \theta_1 G)(1 - \theta_2 G) - 2(\theta_1 a_1 b_1 + \theta_2 a_2 b_2) \tilde{G} - \theta_1 \theta_2 \tilde{G}^2 + (1 - \theta_1 G)(1 - \theta_2 G) + 2\varepsilon \tilde{G} + \varepsilon^2 \tilde{G}^2.
\] (6.10)
We note that since we use an approximation in (6.8), the exact determinant of the submatrix of \( M_r \) (which is \( pr - q^2 \)) is not identical to \( \det M_{r-1} \). However, by using the approximation error as in (C.2), we have

\[
pr - q^2 = \det \tilde{M}_{r-1} + O \left( \frac{z_2^{4k+2}}{(1-z_2^2)^2} \right), \quad k \to \infty.
\]  

(6.11)

**Step 5**

We first show that if \(|\rho + \varepsilon| < |\rho|\), then \( \det \tilde{M}_{r-1} \) does not have zeros in \([a_\rho, b_\rho]\). Let \( \rho \in (0, 1) \), so \( \varepsilon \in (-\rho, 0) \). Moreover, we only consider the case when \( z > b_\rho \), or equivalently \( a > 1 \). The case when \( z < a_\rho \) can be treated similarly. By using (1) \( \theta_1 + \theta_2 = \varepsilon^2 + 2\rho\varepsilon \) and (2) \( \theta_1\theta_2 = -\varepsilon^2 \), we have

\[
f_z(\varepsilon) = \det \tilde{M}_{r-1} = (\tilde{G}^2 - G^2 - G)\varepsilon^2 + 2(\tilde{G} - \rho G)\varepsilon + 1. \tag{6.12}
\]

Recall

\[
G = \frac{2}{2\rho(z_2 - z_1)} = \frac{1}{\sqrt{(z-a_\rho)(z-b_\rho)}}, \quad \text{and} \quad \tilde{G} = \frac{2z_2}{2\rho(z_2 - z_1)} = \frac{z_2}{\sqrt{(z-a_\rho)(z-b_\rho)}}.
\]

Since \( z_2 \in (-1, 0) \), we have \( \tilde{G}(z) < 0 < -\tilde{G}(z) < G(z) \). Therefore, the leading coefficient of \( f_z(\varepsilon) \) is negative. Since \( f_z(0) > 0 \), we conclude

\[
f_z(\cdot) \text{ does not have a solution in } \varepsilon \in (-\rho, 0) \iff f_z(-\rho) = (\tilde{G}^2 - G^2 - G)\rho^2 - 2(\tilde{G} - \rho G)\rho + 1 > 0, \quad z > b_\rho.
\]

Next, we parametrize \( z_2 = \cos x \) for \( x \in (\pi/2, \pi) \) (since \( z_2 \in (-1, 0) \)). For simplicity, let \( C = \cos x \) and \( S = \sin x \). Then, we have

\[
G = \frac{2}{2\rho(z_2 - 1/z_2)} = -\frac{C}{\rho S^2} \quad \text{and} \quad \tilde{G} = \frac{2z_2}{2\rho(z_2 - 1/z_2)} = -\frac{C}{S^2}. \tag{6.13}
\]

Substitute (6.13) into \( f_z(-\rho) \) and multiply by \( S^2 \), we get

\[
S^2 f_z(-\rho) = -C^2 + \rho C + 2C^2 + S^2 = 1 + \rho C > 0.
\]

Therefore, when \(|\rho + \varepsilon| < |\rho|\), there is no solution for \( \det \tilde{M}_{r-1} = 0 \), thus we conclude that the eigenvalues of \( B_n \) do not have outliers. This completes the proof of (D).
Step 6

Consider the case $|\rho| < |\rho + \varepsilon|$ and assume $0 < \rho < \rho + \varepsilon$. The case when $\rho + \varepsilon < \rho < 0$ can be treated similarly. Now, we obtain the solution of (6.12) in two different regions.

First, we assume $z \in (b_\rho, \infty)$. Then, using the same parametrization as in (6.13), we have

$$f_\varepsilon(z) = \left( \frac{C^4}{\rho^2 S^4} - \frac{C^2}{\rho^2 S^2} + \frac{C}{S^2} \right) z^2 + 2 \left(-\frac{C^2}{\rho S^2} + \frac{C}{S^2} \right) \varepsilon + 1 = 0 \tag{6.14}$$

$$\iff -z^2 (\varepsilon + 2) C^2 + \varepsilon \rho (\varepsilon + 2 \rho) C + \rho^2 = 0.$$

Since $\varepsilon(\varepsilon + 2 \rho) > 0$ (here we use the condition $0 < \rho < \rho + \varepsilon$), solution $C \in (-1, 0)$ of (6.14) is given by

$$C = z_2 = \frac{\rho \varepsilon (\varepsilon + 2 \rho) - \sqrt{\rho^2 \varepsilon^2 (\varepsilon + 2 \rho)^2 + 4 \rho^2 (\varepsilon + \rho)^2}}{2 (\varepsilon + \rho)^2}.$$

Recall $z_2 = -a + \sqrt{a^2 - 1}$ and $a = \{z - (1 + \rho^2)\}/(2\rho)$. Thus, the solution $z \in (b_\rho, \infty)$ is

$$\mathfrak{m} = 1 + \rho^2 - \rho (C + C^{-1}).$$

Since $\varepsilon(\varepsilon + 2 \rho) > 0$ (using the condition $0 < \rho < \rho + \varepsilon$), the solution $C \in (-1, 0)$ of (6.14) is given by

$$C = z_2 = \frac{\rho \varepsilon (\varepsilon + 2 \rho) - \sqrt{\rho^2 \varepsilon^2 (\varepsilon + 2 \rho)^2 + 4 \rho^2 (\varepsilon + \rho)^2}}{2 (\varepsilon + \rho)^2}.$$

Recall $z_2 = -a + \sqrt{a^2 - 1}$ and $a = \{z - (1 + \rho^2)\}/(2\rho)$. Thus, the solution $z \in (b_\rho, \infty)$ is

$$\mathfrak{m} = 1 + \rho^2 - \rho (C + C^{-1}).$$

Second, we assume $z \in (-\infty, a_\rho)$. In this case, we have $a = \{z - (1 + \rho^2)\}/(2\rho) \in (-\infty, -1)$, thus

$$G = \frac{2}{2\rho(z_1 - z_2)} = \frac{-1}{\sqrt{(z - a_\rho)(z - b_\rho)}} \quad \text{and} \quad \tilde{G} = \frac{2z_1}{2\rho(z_1 - z_2)} = \frac{-z_1}{\sqrt{(z - a_\rho)(z - b_\rho)}}.$$

Since $0 < z_1 < 1 < z_2$, we parametrize $z_1 = \cos x = C'$ for some $x \in (0, \pi/2)$. Then, equation (6.14) remains the same, but our solution is in $(0, 1)$. Thus,

$$C' = z_1 = \frac{\rho \varepsilon (\varepsilon + 2 \rho) + \sqrt{\rho^2 \varepsilon^2 (\varepsilon + 2 \rho)^2 + 4 \rho^2 (\varepsilon + \rho)^2}}{2 (\varepsilon + \rho)^2}.$$

Using a similar argument as above, the solution for $z \in (-\infty, a_\rho)$ is

$$\mathfrak{m} = 1 + \rho^2 - \rho (C' + (C')^{-1}).$$
To conclude, when $|\rho| < |\rho + \varepsilon|$, we show that there are exactly two outliers: one on the right ($= \mathcal{M}$) and the other on the left ($= m$). This proves (A).

Step 7

Lastly, we consider the effect of the break point $k$ and prove Remark 3.1(ii). Let $X(z) = -(\varepsilon + \rho)^2 z^2 + \varepsilon \rho (\varepsilon + 2 \rho) z + \rho^2$. Then, it is easy to check that $X(1) < 0 < X(\rho)$. Therefore, there exists $\bar{z} \in (\rho, 1)$ such that $X(\bar{z}) = 0$. Moreover, it is easy to check that $\bar{z}$ is not a multiple root. Therefore, around $z = \bar{z}$, $X(z)$ changes its sign. By (6.11),

$$ (pr - q^2)(\bar{z}) = X(\bar{z}) + O \left( \frac{(\bar{z})^{4k+2}}{1 - (\bar{z})^2} \right). $$

Therefore, for a sufficiently large $k$, there exists $c \in (0, 1)$ and an interval $I(\bar{z}) = [\bar{z} - ck, \bar{z} + ck] \subset (-1, 0)$ such that $(pr - q^2)(z)$ has a zero in $I(\bar{z})$. Let the solution be $\hat{z}$. Then, $\hat{m} = 1 + \rho^2 - \rho (\bar{z} + \bar{z}^{-1})$ is the “true” outlier, and $m = 1 + \rho^2 - \rho (\bar{z} + \bar{z}^{-1})$ is an approximate solution as described in [Step 6]. Since $|\bar{z} - \hat{z}| = O(c^k)$, we can show that $|\hat{m} - m| = O(c^k).$ Similarly, we have $|\hat{\mathcal{M}} - \mathcal{M}| = O(c^k)$.

Combining all seven steps above, we prove the theorem. $\square$

7 Concluding remarks and extensions

In this article, we study structural changes in nonstationary AR(1) processes when the change period of the AR coefficients is very short. Our approach focuses on the edge eigenvalues of the precision matrix of the observed time series. We show that under the null hypothesis of no structural change, all eigenvalues of the precision matrix lie within the bulk spectrum, with the distribution explicitly described in (1.9). Conversely, under the alternative hypothesis of structural change, we show that there are outliers (edge eigenvalues) that deviate from the bulk spectrum observed in the null case.

We also propose a consistent estimator for the outliers (under both null and SCM scenarios) within the panel time series framework. Unlike traditional CUSUM and disturbed ARMA models, which make estimations and inferences based on a single realization of the time series, our proposed method requires the panel size $B = B(n)$ to satisfy $\log n \ll B(n) \ll n$ as $n \to \infty$. This requirement arises because traditional methods assume $\tau_j > 0$ in (1.4), relying on sufficiently large observations with structural changes, whereas our statistical model assumes $\tau_j = 0$.

By using the dichotomy in Theorem 1.1 and (1.12), one can examine the hypotheses $H_0 : \text{out}(\Omega_n) = \emptyset$ versus $H_a : \text{out}(\Omega_n) \neq \emptyset$ and utilize $\text{out}(\tilde{\Omega}_{n, B})$ as a test statistic to formu-
late tests for structural change within the panel time series framework. However, deriving
the asymptotic behavior of \( \hat{\text{out}}(\hat{\Omega}_{n,B}) \) under both the null and SCM scenarios is a highly
nontrivial task, making direct calculation of the \( \alpha \)-level critical region infeasible. Therefore,
alternative approaches, such as bootstrap methods to construct confidence intervals, could
be useful in this context. This will be investigated in future studies.

Lastly, the problem under consideration in this article is specific to AR processes of
order one. We discuss the possible extension of our results to nonstationary AR processes
of general order \( p \in \mathbb{N} \). To do so, similar to (1.2), suppose we observe \( y_n = (y_{1,n}, \ldots, y_{n,n})^\top \)
with recursion \( y_{t,n} = \sum_{j=1}^{p} \phi_{t,n}^{(j)} y_{t-j,n} + z_{t,n}, \ n \in \mathbb{N}, \ t \in \{1, \ldots, n\} \). Analogous to (1.3), we
assume \( \phi_{t,n} = (\phi_{t,n}^{(1)}, \ldots, \phi_{t,n}^{(p)})^\top \in \mathbb{R}^p \) satisfies

\[
\phi_{t,n} = \phi + \sum_{j=1}^{m} \varepsilon_j I_{E,j,n}(t), \quad t \in \{1, \ldots, n\}.
\]

Here, the baseline AR(\( p \)) coefficient \( \phi = (\phi_1, \ldots, \phi_p)^\top \) is such that \( \phi(\zeta) = 1 - \sum_{j=1}^{p} \phi_j \zeta^j \)
does not have zeros on or inside the unit circle. Then, using similar techniques to those used
in the proof of Theorem 1.1 one can show that

\[
\mu_{A_n} \xrightarrow{D} \mu_\phi \quad \text{as} \quad n \to \infty,
\]

provided (1.10) holds. Here, the LSD \( \mu_\phi \) is the probability measure on \( \mathbb{R} \) with distribution

\[
F_{\mu_\phi}(t) = \mu_\phi((\infty, t]) = \frac{1}{2\pi} \int_{0}^{2\pi} I_{(-\infty,t]}(|\phi(e^{-ix})|^2) \, dx, \quad t \in \mathbb{R}.
\]

However, generalizing the outlier results stated in Section 3 to higher-order AR processes,
even for \( p = 2 \), seems challenging. This difficulty arises because, when calculating the outliers
for the AR(1) SCM, we need to determine the explicit expression of \( \lim_{n \to \infty} M_{n,r} = M_r \),
where \( M_{n,r} \) is defined as in (6.6). Deriving expressions for \( M_r \) when \( p = 1 \) involves detailed
calculations, and a general expression for \( M_r \) for \( p \in \mathbb{N} \) and \( \{\varepsilon_j\}_{j=1}^{m} \) appears intractable.
However, we conjecture that for nonstationary AR(\( p \)) models, Theorem 1.2 holds under the
null hypothesis of no structural change, and outliers are observed when structural change
occurs. This will also be investigated in future studies.
A Properties of $\mu_\rho$

For a probability measure $\mu$ on $\mathbb{R}$, the Stieltjes transform of $\mu$ is defined as

$$G_\mu(z) = \int_{\text{supp}(\mu)} \frac{1}{z-x} d\mu(x), \quad z \in \mathbb{R} \setminus \text{supp}(\mu),$$

where $\text{supp}(\mu)$ denotes the support of $\mu$.

The Stieltjes transform plays a crucial role in characterizing the behavior of the random measure. Under certain regularity conditions, it satisfies

$$G_\mu(z) = \sum_{k=0}^{\infty} m_k(\mu) z^{-k},$$

where $m_k(\mu) = \int x^k d\mu(x)$ denotes the $k$th moment of $\mu$. In general, obtaining an explicit form of the Stieltjes transform for a given $\mu$ can be challenging. However, within our framework, we have a simple analytic form for $G_{\mu_\rho}$, where $\mu_\rho$ has a density function as described in (1.9).

**Theorem A.1** Let $\mu_\rho$ be defined as in (1.9), and let $a_\rho$ and $b_\rho$ be the lower and upper bounds of the support of $\mu_\rho$, respectively, as defined in (2.8). Then, for any $z \in [a_\rho, b_\rho]^c$, the Stieltjes transform of $\mu_\rho$ is given by

$$G_{\mu_\rho}(z) = \begin{cases} \frac{1}{\sqrt{(z-a_\rho)(z-b_\rho)}}, & \text{if } z > b_\rho, \\ -\frac{1}{\sqrt{(z-a_\rho)(z-b_\rho)}}, & \text{if } z < a_\rho. \end{cases}$$

**Proof.** Let $\{\mu_n\}$ be a sequence of compactly supported measures on $\mathbb{R}$. It is well-known that $\mu_n \xrightarrow{D} \mu$ if and only if $G_{\mu_n}(z) \to G_\mu(z)$ for all $z \in \mathbb{R} \setminus \text{supp}(\mu)$. Combining this fact with Lemma 2.2, it is sufficient to show that

$$\lim_{n \to \infty} G_{\mu_{\tilde{A}_{0,n}}}(z) = \begin{cases} \frac{1}{\sqrt{(z-a_\rho)(z-b_\rho)}}, & \text{if } z > b_\rho, \\ -\frac{1}{\sqrt{(z-a_\rho)(z-b_\rho)}}, & \text{if } z < a_\rho, \end{cases}$$

where $\tilde{A}_{0,n}$ is defined as in (2.4).

By definition, we have

$$G_{\mu_{\tilde{A}_{0,n}}}(z) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{z - \lambda_i(\tilde{A}_{0,n})}, \quad z \in [a_\rho, b_\rho]^c.$$ 

Let $g_{\tilde{A}_{0,n}}(x) = (1 + \rho^2) - 2\rho \cos x$ be the generating function of the Toeplitz matrix $\tilde{A}_{0,n}$. Then, by applying the Szegő limit theorem, we have

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} f(\lambda_i(\tilde{A}_{0,n})) = \frac{1}{2\pi} \int_{0}^{2\pi} f\left(g_{\tilde{A}_{0,n}}(x)\right) dx \quad (A.1)$$
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for any continuous function \( f : [a_\rho, b_\rho] \to \mathbb{R} \). In particular, setting \( f_z(x) = (z - x)^{-1} \) for \( z \in [a_\rho, b_\rho] \), we have

\[
\lim_{n \to \infty} G_{\mu_{A_0,n}}(z) = \frac{1}{2\pi} \int_0^{2\pi} f_z \left( g_{A_0,n}(x) \right) dx = \frac{1}{2\pi} \int_0^{2\pi} \frac{1}{2\rho \cos x + (z - (1 + \rho^2))} dx
\]

\[
= \begin{cases} 
\frac{1}{\sqrt{(z-a_\rho)(z-b_\rho)}}, & \text{if } z > b_\rho; \\
-\frac{1}{\sqrt{(z-a_\rho)(z-b_\rho)}}, & \text{if } z < a_\rho.
\end{cases}
\]

Here, the last identity can be proven using similar techniques as in Lemma C.1 (details omitted). \( \square \)

The following corollary provides an expression of the moments of \( \mu_\rho \).

**Corollary A.1** The \( k \)-th moment of \( \mu_\rho \) is given by

\[
m_k(\mu_\rho) = \frac{1}{2\pi} \int_0^{2\pi} (1 + \rho^2 - 2\rho \cos x)^k dx, \quad k \in \mathbb{N}.
\]

**Proof.** This follows immediately from (A.1) by setting \( f(x) = x^k \). \( \square \)

### B Additional proofs of the main results

This section contains additional proofs from the main paper. For simplicity, we mainly focus on the case \( \rho \in (0, 1) \). The proof for \( \rho \in (-1, 0) \) can be treated similarly.

#### B.1 Proof of Theorem 2.1

We only prove the results for the case when \( m = 1 \), and the general case when \( m \geq 2 \) can be treated similarly. Let \( A_{0,n} \) and \( B_n \) be the precision matrices under the null and SCM, respectively. We will first show (2.9) for \( |E_{1,n}| = 1 \), and then extend the result to the general case where \( |E_{1,n}| \in \mathbb{N} \).

**case 1: \( |E_{1,n}| = 1 \).**

Suppose we have shown the following:

\[
\lim_{n \to \infty} \frac{1}{n} \text{tr}(B_n^j) = \lim_{n \to \infty} \frac{1}{n} \text{tr}(A_{0,n}^j) = m_j(\mu_\rho), \quad j \in \{0, 1, \ldots \},
\]

where \( m_j(\mu_\rho) \) is the \( j \)-th moment of \( \mu_\rho \). Then, by Lemma C.4 together with Billingsley (2008), Theorem 30.2, we get \( \mu_{B_n} \overset{D}{\to} \mu_\rho \) as \( n \to \infty \). Therefore, it suffices to show (B.1).
Let $R_n = B_n - A_{0,n}$. Then, from (2.2), the entries of $R_n$ are zero except for a $2 \times 2$ submatrix. Next, by using linearity, we have

$$\text{tr}(B^n_j) = \text{tr}((A_{0,n} + R_n)^j) = \sum_{\alpha_i \in \{\circ, \ast\}} \text{tr}(X_n^{(\alpha_1)} \cdots X_n^{(\alpha_j)}), \quad (B.2)$$

where $X_n^{(\circ)} = A_{0,n}$ and $X_n^{(\ast)} = R_n$.

Observe that $R_n$ has nonzero elements in $[R_n]_{i,j}$ for $(i, j) \in \{(k-1, k-1), (k-1, k), (k, k-1)\}$, where $k = k_n$ is the breakpoint. Therefore, for any matrix $X \in \mathbb{R}^{n \times n}$, the columns of $XR_n$ are zero vectors except for the $(k-1)$th and $k$th columns. Next, using the commutativity of the trace operator, we get

$$\text{tr}(X_n^{(\alpha_1)} \cdots X_n^{(\alpha_j)}) = \text{tr}(A_{0,n}^{n_1} R_n^{m_1} \cdots A_{0,n}^{n_t} R_n^{m_t}), \quad (B.3)$$

for some orders $(n_1, \ldots, n_t, m_1, \ldots, m_t)$. Since $A_{0,n}^{n_p} R_n^{m_p}$ has at most two nonzero columns (specifically, the $(k-1)$th and $k$th columns), and so does the product. Therefore, $X_n^{(\alpha_1)} \cdots X_n^{(\alpha_j)}$ has at most two nonzero diagonal elements unless all $X_n^{(\alpha_i)}$ are $A_{0,n}$. Hence, we can find a constant $B_j \in (0, \infty)$ that does not depend on $n$ such that

$$\max_{1 \leq i \leq n} |[X_n^{(\alpha_1)} \cdots X_n^{(\alpha_j)}]_{i,i}| < B_j, \quad \text{for all } \{\alpha_i\} \text{ that are not all equal to } \circ.$$

Using this bound, we have

$$\lim_{n \to \infty} \frac{1}{n} \left| \text{tr}(B^n_j) - \text{tr}(A_{0,n}^{n_j}) \right| \leq \lim_{n \to \infty} \left( 2^j - 1 \right) \times \frac{2B_j}{n} = 0, \quad j \in \{0, 1, \ldots \}.$$

This proves (2.9) for $|E_{1,n}| = 1$.

**case 2:** $|E_{1,n}| > 1$ and $\lim_{n \to \infty} |E_{1,n}|/n = \tau = 0$.

By using a similar method as above, there exists $\tilde{B}_j \in (0, \infty)$ that does not depend on $n$ such that

$$\frac{1}{n} \left| \text{tr}(B^n_j) - \text{tr}(A_{0,n}^{n_j}) \right| \leq \frac{2^j}{n} (|E_{1,n}| + 1) \tilde{B}_j, \quad j \in \{0, 1, \ldots \}.$$

Since $\lim_{n \to \infty} |E_{1,n}|/n = \tau = 0$, the right-hand side above converges to zero, thus proving (2.9).

**case 3:** $|E_{1,n}| > 1$ and $\tau \in (0, 1)$.

Let the structural change occur on $\{k, \ldots, k+h-1\}$ for some $h \in \{2, 3, \ldots \}$. Define the
\( n \times n \) matrix

\[
(P_n)_{i,j} = \begin{cases} 
-\rho_{k-1}^2, & \text{if } (i, j) = (k - 2, k - 2). \\
\rho_k, & \text{if } (i, j) = (k - 1, k), (k, k - 1). \\
-\rho_{k+h-1}^2, & \text{if } (i, j) = (k + h - 2, k + h - 2). \\
\rho_{k+h}, & \text{if } (i, j) = (k + h - 1, k + h), (k + h, k + h - 1). \\
0, & \text{otherwise.}
\end{cases}
\]  

(B.4)

Then, \( \text{rank}(P_n) \leq 4 \), so \( P_n \) has at most four nonzero eigenvalues.

Let \( \tilde{B}_n = B_n + P_n \). It is easily seen that \( \tilde{B}_n \) is a block diagonal matrix of the form

\[ \tilde{B}_n = \text{diag}(\tilde{B}_{1,n}, \tilde{B}_{2,n}, \tilde{B}_{3,n}), \]

where \( \tilde{B}_{i,n} \) forms an inverse Toeplitz matrix of the null model but with different baseline AR coefficients. Specifically, \( \tilde{B}_{1,n} \) and \( \tilde{B}_{3,n} \) correspond to the precision matrices of the null model with the baseline AR coefficient \( \rho \), and \( \tilde{B}_{2,n} \) corresponds to the null model with the baseline AR coefficient \( \rho + \varepsilon \).

Since \( P_n \) has a finite number of nonzero eigenvalues, by using the same proof techniques as above, the LSD of \( B_n \) and \( \tilde{B}_n \) are the same. Moreover, since \( \tilde{B}_n \) is a block diagonal matrix, we have for all \( j \in \{0, 1, \ldots\} \),

\[
\lim_{n \to \infty} \frac{1}{n} \text{tr}(\tilde{B}_n^j) = \lim_{n \to \infty} \frac{1}{n} \left( \text{tr}(\tilde{B}_{1,n}^j) + \text{tr}(\tilde{B}_{2,n}^j) + \text{tr}(\tilde{B}_{3,n}^j) \right) = \tau m_j(\mu_{\rho+\varepsilon}) + (1 - \tau)m_j(\mu_{\rho}).
\]

Thus, we obtain the desired results. \( \square \)

**B.2 Proof of Theorem 3.2**

We only prove the theorem for the case \( \rho \in (0,1) \), and the case when \( \rho \in (-1,0) \) can be treated similarly. The proof of the theorem is similar to that of Theorem 3.1 so we only sketch the proof, which is divided into two steps.

**Step 1**

Let \( A_{0,n} \) and \( B_n \) be the precision matrices under the null and single interval SCM, respectively. Let \( \tilde{A}_{0,n} \) be defined as in (2.4), and let \( \tilde{A}_{0,n} := U_n A_n U_n^\top \) be its eigen-decomposition as described in Section 6 [Step 2]. Let \( M_{n,r} \) be as in (6.6). Then, according to Section 6 [Step 2], \( z \) is an eigenvalue of \( B_n \) but not of \( \tilde{A}_{0,n} \) if and only if \( M_{n,r} \) is singular. In the single interval SCM, the rank \( r = h + 2 \), where \( h \in \mathbb{N} \) is the length of the change. Moreover, we have the following reduced form \( P_n = B_n - A_{0,n} \) by considering only the nonzero submatrix
in (6.1):
\[
P_{h+1} = \begin{pmatrix}
\varepsilon + 2\rho & -1 \\
-1 & \varepsilon + 2\rho & \ddots \\
& \ddots & \ddots & \varepsilon + 2\rho \\
0 & 0 & & -1
\end{pmatrix} \in \mathbb{R}^{(h+1) \times (h+1)}.
\] (B.5)

Let \( P_{h+1} = V_{h+1} \Theta_{h+1} V_{h+1}^T \) be the spectral decomposition. Then, by similar arguments from Section 6 [Step 3], we have the \((h+1) \times (h+1)\) leading principal matrix of \(M_{n,r}\), denoted \(M_{n,h+1}\), given by
\[
M_{n,h+1} = I_{h+1} - S_{h+1}^T (zI_n - \Lambda_n)^{-1} S_{h+1} \Theta_{h+1}.
\]
Here, \(S_{h+1} = (s_1, \ldots, s_{h+1})\) for \(s_i = \sum_{j=1}^{h+1} v_{j,i} u_{k+j}\). Here, \(U_n = (u_1, \ldots, u_n)\) is as in Section 6 [Step 2], and \(v_{j,i}\) denotes the \((j,i)\)th element of \(V_{h+1}\).

Next, define \(M_{h+1} = \lim_{n \to \infty} M_{n,h+1}\), then the possible outliers of \(B_n\) are the solutions to \(\det M_{h+1} = 0\). By (6.7), the \((i,j)\)th element of \(M_{h+1}\) is given by
\[
[M_{h+1}]_{i,j} = \delta_{i,j} - \theta_j \lim_{n \to \infty} \sum_{\ell=1}^{n} \frac{[S_n]_{\ell,i} [S_n]_{\ell,j}}{2\rho \cos \left(\frac{\ell \pi}{n+1}\right) + (z - (1 + \rho^2))}.
\]

Observe that
\[
\lim_{n \to \infty} \sum_{\ell=1}^{n} \frac{[S_n]_{\ell,i} [S_n]_{\ell,j}}{\cos \left(\frac{\ell \pi}{n+1}\right) + a} = \sum_{p,q=1}^{h+1} v_{p,i} v_{q,j} \lim_{n \to \infty} \sum_{\ell=1}^{n} \frac{2}{n+1} \frac{\sin \left(\frac{(k+p)\ell \pi}{n+1}\right)}{\cos \left(\frac{\ell \pi}{n+1}\right) + a} = \sum_{p,q=1}^{h+1} v_{p,i} v_{q,j} G(k+p, k+q) = v_i^T G_{h+1} v_j,
\]
where \(G_{h+1} = [G(k+i, k+j)]_{i,j} \in \mathbb{R}^{(h+1) \times (h+1)}\) and \(G(k+i, k+j)\) is defined as in (C.2). Therefore, the possible outliers of \(B_n\) satisfy the determinantal equation
\[
\det \left( I_{h+1} - \frac{1}{2\rho} V_{h+1}^T G_{h+1} V_{h+1} \Theta_{h+1} \right) = 0.
\] (B.6)

**Step 2**

Since \(V_{h+1}^T V_{h+1} = V_{h+1} V_{h+1}^T = I_{h+1}\) and \(V_{h+1} \Theta_{h+1} V_{h+1}^T = P_{h+1}\), solving (B.6) is equivalent to solving
\[
\det \left( I_{h+1} - \frac{1}{2\rho} G_{h+1} P_{h+1} \right) = 0.
\] (B.7)
For $z > b$ (the case when $z < a$ can be treated similarly), by Lemma C.1, the explicit form of an element of $G_{h+1}$ is given by

$$\frac{1}{2}[G_{h+1}]_{p,q} = \frac{1}{2}G(k+p, k+q) = z_2(z_2^2-1)^{-1}(z_2^{p+q}-z_2^{p+q+2k}) = z_2(z_2^2-1)^{-1}z_2^{p-q} + O\left(\frac{|z_2|^k}{z_2^2-1}\right).$$

We note that the error in the right-hand side above vanishes, provided (3.1).

Next, we observe that the leading term $\frac{1}{2}[G_{h+1}]_{p,q} = z_2(z_2^2-1)^{-1}z_2^{p-q}$ has the same form (up to a constant multiplicity) as the covariance matrix of a stationary AR(1) process. Therefore, an explicit form of its inverse is

$$\left(\frac{1}{2}G_{h+1}\right)^{-1} = \frac{1}{z_2} \begin{pmatrix} 1 & -z_2 \\ -z_2 & 1+z_2^2 -z_2 & & \\ & -z_2 & \ddots & \ddots \\ & & \ddots & 1+z_2^2 -z_2 \\ & & & -z_2 & 1 \end{pmatrix}. \quad (B.8)$$

Since $\det\left(-\frac{1}{2}G_{h+1}\right) \neq 0$, solving (B.7) is equivalent to solving $\det\left(-\left(\frac{1}{2}G_{h+1}\right)^{-1} + \frac{1}{p}P_{h+1}\right) = 0$. Using (B.8), we get

$$-\left(\frac{1}{2}G_{h+1}\right)^{-1} + \frac{1}{p}P_{h+1} = \left(1 + \frac{\varepsilon}{p}\right) \begin{pmatrix} \alpha & -1 \\ -1 & \beta & \ddots \\ & \ddots & \ddots & \ddots \\ & & \ddots & \beta & -1 \\ & & & -1 & \gamma \end{pmatrix} \in \mathbb{R}^{(h+1)\times(h+1)}, \quad (B.9)$$

where $\alpha$, $\beta$, and $\gamma$ are defined as in (3.7).

Lastly, note that the actual outlier is $z = 1 + \rho^2 - \rho(z_2 + z_2^{-1})$. It is easy to check that $z \notin [a, b]$ if and only if (B.9) holds for $f^{-1}(z) \in (-1, 1)$, where $f$ is as defined in (3.6). Thus, we get the desired results.

### B.3 Proof of Theorem 3.3

For $j \in \{1, \ldots, m\}$, let $P_{h+1}^{(j)} \in \mathbb{R}^{(h_j+1)\times(h_j+1)}$ be defined as in (B.5), but with $\varepsilon$ replaced by $\varepsilon_j$. Let $0_r \in \mathbb{R}^{r\times r}$ be the zero matrix and let

$$P_n = \text{diag} \left(0_{\Delta-2}, P_{h_1+1}^{(1)}, \ldots, 0_{\Delta-m-2}, P_{h_m+1}^{(m)}, 0_{n-\ell_m} \right) \in \mathbb{R}^{n\times n}.$$
Then, it is easy to show that \( P_n = B_n - A_{0,n} \), where \( A_{0,n} \) is defined as in (2.3). Let \( P_{h+m} = \text{diag}(P_{h+1}^{(1)}, \ldots, P_{h+m}^{(m)}) \in \mathbb{R}^{(h+m) \times (h+m)} \), where \( h = \sum_{j=1}^{m} h_j \), be the reduced form of \( P_n \).

Given \( i \in \{1, \ldots, h+m\} \), let \( \ell(i) \in \{1, \ldots, m\} \) be the unique index such that

\[
\sum_{a=1}^{\ell(i)-1} (h_a + 1) < i \leq \sum_{a=1}^{\ell(i)} (h_a + 1).
\]

Here, we set \( \sum_{a=1}^{0} (h_a + 1) = 0 \). Let \( g(i) = h_{\ell(i)} + (i - \sum_{a=1}^{\ell(i)-1} (h_a + 1)) \). Then, \( g(i) \) is the location of the column of \( P_n \) which is the same as the \( i \)th column of \( P_R \).

Next, similar to the proof of Theorem 3.2 [Step 1], we can show that the corresponding \( G_{h+m} \in \mathbb{R}^{(h+m) \times (h+m)} \) matrix of \( P_R \) is

\[
[G_{h+m}]_{i,j} = G(g(i), g(j)), \quad 1 \leq i, j \leq h + m,
\]

where \( G(\cdot, \cdot) \) is defined as in (C.2). Therefore, using similar arguments to those in the proof of Theorem 3.2 [Step 2], there exists \( c \in (0, 1) \) such that

\[
\frac{1}{2} [G_{h+m}]_{i,j} = \begin{cases} 
2(z_2^2 - 1)^{-1} z_2^{i-j}, & \text{if } \ell(i) = \ell(j), \\
0, & \text{if } \ell(i) \neq \ell(j)
\end{cases} + O(c^A), \quad n \to \infty.
\]

Therefore, under assumption 3.1, the leading term of \( G_{h+m} \) is a block diagonal matrix of the form \( \text{diag}(G_{h_{1+1}}^{(1)}, \ldots, G_{h_{m+1}}^{(m)}) \), where \( G_{h_{j+1}}^{(j)} \in \mathbb{R}^{(h_{j+1}) \times (h_{j+1})} \) corresponds to the \( G \) matrix of the \( j \)th submodel defined as in the proof of Theorem 3.2 [Step 1].

Next, by using similar techniques to those in the proof of Theorem 3.2 [Step 2], outliers of \( B_n \) are the zeros of the determinantal equation

\[
\det \left( I_{h+m} - \frac{1}{2\rho} G_{h+m} P_{h+m} \right) = 0.
\]  

(B.10)

Since \( G_{h+m} \) and \( P_{h+m} \) are block diagonal matrix, (B.10) is equivalent to solve

\[
\prod_{j=1}^{m} \det \left( I_{h_{j+1}} - \frac{1}{2\rho} G_{h_{j+1}}^{(j)} P_{h_{j+1}} \right) = 0.
\]

Lastly, from the proof of Theorem 3.2, the zeros of \( \det \left( I_{h_{j+1}} - \frac{1}{2\rho} G_{h_{j+1}}^{(j)} P_{h_{j+1}} \right) = 0 \) are indeed the outliers of the \( j \)th submodel. Thus, we have

\[
\text{out}(\{B_n\}) = \bigcup_{j=1}^{m} \text{out}(\{B_n^{(j)}\}),
\]
which proves the theorem. □

B.4 Proof of Theorem 5.2

For a set \( A \subset \mathbb{R} \), let

\[
\text{out}_L(A) = A \cup (-\infty, a_\rho), \quad \text{out}_R(A) = A \cup (b_\rho, \infty), \quad \text{and} \quad \text{out}(A) = A \cup [a_\rho, b_\rho]^c.
\]

We define \( \tilde{\text{out}}_L(A) \) and \( \tilde{\text{out}}_R(A) \) similarly, but replacing \( a_\rho \) and \( b_\rho \) with \( a_{\tilde{\rho}_n} \) and \( b_{\tilde{\rho}_n} \), respectively.

By the triangle inequality, we have

\[
d_H \left( \tilde{\text{out}}(\Omega_{n,B}), \text{out}(\Omega_n) \right) \leq d_H \left( \tilde{\text{out}}(\Omega_{n,B}), \tilde{\text{out}}(\Omega_n) \right) + d_H \left( \tilde{\text{out}}(\Omega_n), \text{out}(\Omega_n) \right) + d_H \left( \text{out}(\Omega_n), \text{out}(\Omega_n) \right).
\]

Now, we bound the three terms above. The last term in (B.11) is non-random, and by the definition of outliers,

\[
d_H \left( \text{out}(\Omega_n), \text{out}(\Omega_n) \right) \rightarrow 0, \quad n \rightarrow \infty.
\]

Next, we bound the second term in (B.11). Here, we only consider the case when \( \text{out}_L(\{\Omega_n\}) \) and \( \text{out}_R(\{\Omega_n\}) \) are nonempty. The case when either set is empty is straightforward. Let \( a = \sup \text{out}_L(\{\Omega_n\}) \), thus \( a < a_\rho \). Let \( \eta = (a_\rho - a)/2 \in (0, \infty) \) and let \( \delta > 0 \). Then,

\[
P \left( d_H \left( \tilde{\text{out}}_L(\Omega_n), \text{out}_L(\Omega_n) \right) > \delta \right) = P \left( d_H \left( \tilde{\text{out}}_L(\Omega_n), \text{out}_L(\Omega_n) \right) > \delta \mid |a_{\tilde{\rho}_n} - a_\rho| > \eta \right) \\
\quad \times P \left( |a_{\tilde{\rho}_n} - a_\rho| > \eta \right) \\
\quad + P \left( d_H \left( \tilde{\text{out}}_L(\Omega_n), \text{out}_L(\Omega_n) \right) > \delta \mid |a_{\tilde{\rho}_n} - a_\rho| \leq \eta \right) \\
\quad \times P \left( |a_{\tilde{\rho}_n} - a_\rho| \leq \eta \right).
\]

If \( |a_{\tilde{\rho}_n} - a_\rho| \leq \eta \), then for large enough \( n \in \mathbb{N} \), \( \sup \text{out}_L(\Omega_n) < a_{\tilde{\rho}_n} \). Thus, \( \text{out}_L(\Omega_n) = \tilde{\text{out}}_L(\Omega_n) \) and \( d_H \left( \tilde{\text{out}}_L(\Omega_n), \text{out}_L(\Omega_n) \right) = 0 \). Therefore, for large enough \( n \in \mathbb{N} \),

\[
P \left( d_H \left( \tilde{\text{out}}_L(\Omega_n), \text{out}_L(\Omega_n) \right) > \delta \right) = P \left( d_H \left( \tilde{\text{out}}_L(\Omega_n), \text{out}_L(\Omega_n) \right) > \delta \mid |a_{\tilde{\rho}_n} - a_\rho| > \eta \right) \\
\quad \times P \left( |a_{\tilde{\rho}_n} - a_\rho| > \eta \right) \\
\leq P \left( |a_{\tilde{\rho}_n} - a_\rho| > \eta \right).
\]

Now, by using the continuous mapping theorem, \( P \left( |a_{\tilde{\rho}_n} - a_\rho| > \eta \right) \rightarrow 0 \) as \( n \rightarrow \infty \). Thus, we have \( d_H \left( \tilde{\text{out}}_L(\Omega_n), \text{out}_L(\Omega_n) \right) \rightarrow 0 \). Similarly, we can show \( d_H \left( \tilde{\text{out}}_R(\Omega_n), \text{out}_R(\Omega_n) \right) \rightarrow 0 \).
Since the left and right outliers are disjoint, we have
\[
d_H\left(\hat{\text{out}}(\Omega_n), \text{out}(\Omega_n)\right) = d_H\left(\hat{\text{out}}_L(\Omega_n), \text{out}_L(\Omega_n)\right) \lor d_H\left(\hat{\text{out}}_R(\Omega_n), \text{out}_R(\Omega_n)\right).
\]
Therefore, we conclude
\[
d_H\left(\hat{\text{out}}(\Omega_n), \text{out}(\Omega_n)\right) \overset{P}{\to} 0, \quad n \to \infty. \quad (B.13)
\]

Lastly, we bound the first term in (B.11). Let \( \delta \in (0, \infty) \). Then,
\[
P\left(d_H\left(\hat{\text{out}}_0(\Omega_{n,B}), \text{out}(\Omega_n)\right) \leq \delta\right) \geq P\left(d_H\left(\hat{\text{out}}(\Omega_{n,B}), \text{out}(\Omega_n)\right) \leq \delta, |\hat{\text{out}}(\Omega_{n,B})| = |\text{out}(\Omega_n)|\right).
\]
By using Lemma 5.1, it can be shown that for large enough \( n \in \mathbb{N} \), \( |\hat{\text{out}}(\Omega_{n,B})| = |\text{out}(\Omega_n)| \) with probability greater than \( (1 - 4n^{-1/2}) \). Therefore, for large enough \( n \in \mathbb{N} \) and given that \( |\hat{\text{out}}(\Omega_{n,B})| = |\text{out}(\Omega_n)| = \ell \),
\[
d_H\left(\hat{\text{out}}_0(\Omega_{n,B}), \text{out}(\Omega_n)\right) = \max_{1 \leq i \leq \ell} |\lambda_i(\hat{\Omega}_{n,B}) - \lambda_i(\Omega_n)| \leq \max_{1 \leq i \leq n} |\lambda_i(\hat{\Omega}_{n,B}) - \lambda_i(\Omega_n)|,
\]
where \( t_1, \ldots, t_\ell \) are indices of eigenvalues which are outliers. This indicates that
\[
P\left(d_H\left(\hat{\text{out}}_0(\Omega_{n,B}), \text{out}(\Omega_n)\right) \leq \delta, |\hat{\text{out}}(\Omega_{n,B})| = |\text{out}(\Omega_n)|\right) \geq P\left(\max_{1 \leq i \leq n} |\lambda_i(\hat{\Omega}_{n,B}) - \lambda_i(\Omega_n)| \leq \delta, |\hat{\text{out}}(\Omega_{n,B})| = |\text{out}(\Omega_n)|\right).
\]
Next, by using Lemma 5.1 again, for large enough \( n \),
\[
P\left(d_H\left(\hat{\text{out}}_0(\Omega_{n,B}), \text{out}(\Omega_n)\right) \leq \delta\right) \geq P\left(\max_{1 \leq i \leq n} |\lambda_i(\hat{\Omega}_{n,B}) - \lambda_i(\Omega_n)| \leq \delta, |\hat{\text{out}}(\Omega_{n,B})| = |\text{out}(\Omega_n)|\right) > 1 - 8n^{-1/2}.
\]
This implies
\[
d_H\left(\hat{\text{out}}(\Omega_{n,B}), \text{out}(\Omega_n)\right) \overset{P}{\to} 0, \quad n \to \infty. \quad (B.14)
\]
Combining (B.12), (B.13), and (B.14), we get
\[
d_H\left(\hat{\text{out}}(\Omega_{n,B}), \text{out}(\Omega_n)\right) \overset{P}{\to} 0, \quad n \to \infty,
\]
which proves the theorem. \( \square \)
C Technical Lemmas

Lemma C.1 Let \( a \in \mathbb{R} \) be a constant such that \(|a| > 1\) and let

\[
z_1 = -a - \sqrt{a^2 - 1} \quad \text{and} \quad z_2 = -a + \sqrt{a^2 - 1}. \tag{C.1}
\]

Then, for any \( k_1, k_2 \in \mathbb{N} \), we have

\[
\frac{1}{2} G(k_1, k_2) := \frac{1}{2\pi} \int_0^{2\pi} \frac{\sin(k_1 x) \sin(k_2 x)}{a + \cos x} \, dx = \begin{cases} \frac{1}{z_2-z_1} (z_2^{k_1-k_2} - z_2^{k_1+k_2}), & a > 1, \\ \frac{1}{z_1-z_2} (z_1^{k_1-k_2} - z_1^{k_1+k_2}), & a < -1. \end{cases} \tag{C.2}
\]

Therefore, for fixed \( h \in \mathbb{N} \), as \( k \to \infty \),

\[
G(k, k+h) = \begin{cases} \frac{a}{|a|} \frac{1}{\sqrt{a^2-1}} z_2^h + O(|z_2|^k), & a > 1 \\ \frac{a}{|a|} \frac{1}{\sqrt{a^2-1}} z_1^h + O(|z_1|^k), & a < -1 \end{cases}
\]

and \( \lim_{k,h \to \infty} G(k, k+h) = 0 \).

Proof. We will only prove the identities for \( a > 1 \), and the case when \( a < -1 \) can be treated similarly. Let \( z = e^{ix} \) where \( i = \sqrt{-1} \). Then, we have (1) \( dz = iz \, dx \), (2) \( \cos x = \frac{1}{2}(z + z^{-1}) \), and (3) \( \sin(kx) = \frac{1}{2i}(z^k - z^{-k}) \). Let \( C \) be a counterclockwise contour of the unit circle in the complex plane starting from 1, and let \( f_C \) denote a contour integral along \( C \). Then,

\[
\frac{1}{2\pi} \int_0^{2\pi} \frac{\sin(k_1 x) \sin(k_2 x)}{a + \cos x} \, dx = \frac{1}{2\pi} \oint_C \left( \frac{-\frac{1}{4}(z^{k_1} - z^{-k_1})(z^{k_2} - z^{-k_2})}{\frac{1}{2}(z + z^{-1}) + a} \right) \frac{dz}{iz} = -\frac{1}{2} \frac{1}{2\pi i} \oint_C \frac{(z^{k_1} - z^{-k_1})(z^{k_2} - z^{-k_2})}{(z-z_1)(z-z_2)} \, dz.
\]

Since \( a > 1 \), we have \(|z_2| < 1 < |z_1|\). Therefore, the poles of \((z^{2k_1}-1)(z^{2k_2}-1)/(z^{k_1+k_2}(z-z_1)(z-z_2))\) inside the contour \( C \) are \( z_2 \) with multiplicity 1, and 0 with multiplicity \((k_1+k_2)\). Therefore, by using Cauchy’s integral formula,

\[
\frac{1}{2\pi i} \oint_C \frac{(z^{2k_1}-1)(z^{2k_2}-1)}{z^{k_1+k_2}(z-z_1)(z-z_2)} \, dz = \text{Res} \left( \frac{(z^{2k_1}-1)(z^{2k_2}-1)}{z^{k_1+k_2}(z-z_1)(z-z_2)}, z_2 \right) + \frac{1}{(k_1+k_2-1)!} \frac{d^{k_1+k_2-1}}{dz^{k_1+k_2-1}} \left( \frac{(z^{2k_1}-1)(z^{2k_2}-1)}{z^{k_1+k_2}(z-z_1)} \right) \bigg|_{z=0} = \frac{(z_2^{k_1}-z_1^{k_1})(z_2^{k_2}-z_1^{k_2})}{z_2-z_1} + \frac{1}{(k_1+k_2-1)!} \frac{d^{k_1+k_2-1}}{dz^{k_1+k_2-1}} \left( \frac{(z^{2k_1}-1)(z^{2k_2}-1)}{z^{k_1+k_2}(z-z_1)} \right) \bigg|_{z=0}.
\]

Here, Res denotes the residue, \( a(z) = (z^{2k_1}-1)(z^{2k_2}-1)/\{(z-z_1)(z-z_2)\} \), and \( a^{(n)} \) denotes the \( n \)-th derivative of \( a(z) \). For the second equality, we use the fact that \( z_2^{-1} = z_1 \). Next,
since $|z/z_1|, |z/z_2| < 1$ for $z$ near the origin, we have the following Taylor expansion of $a(z)$ at $z = 0$:

$$a(z) = \frac{1}{z_2 - z_1} \left( z^{2(k_1 + k_2)} - z^{2k_1} - z^{2k_2} + 1 \right) \left[ \frac{1}{z_1} \left( \frac{1}{1 - z/z_1} \right) - \frac{1}{z_2} \left( \frac{1}{1 - z/z_2} \right) \right]$$

$$= \frac{1}{z_2 - z_1} \left( z^{2(k_1 + k_2)} - z^{2k_1} - z^{2k_2} + 1 \right) \left[ \frac{1}{z_1} \sum_{j=0}^{\infty} \left( \frac{z}{z_1} \right)^j - \frac{1}{z_2} \sum_{j=0}^{\infty} \left( \frac{z}{z_2} \right)^j \right]. \quad (C.3)$$

Next, without loss of generality, assume $k_1 \leq k_2$. Noting that $\frac{1}{(k_1 + k_2 - 1)!} a^{(k_1 + k_2 - 1)}(0)$ is the coefficient of $z^{k_1 + k_2 - 1}$ in the power series expansion of $a(z)$ at $z = 0$, we have the following two cases: (a) $k_1 = k_2 = k$ and (b) $k_1 < k_2$.

For the first case, we have $1 \leq k_1 + k_2 - 1 < \{2(k_1 + k_2), 2k_1, 2k_2\}$, thus the coefficient of $z^{k_1 + k_2 - 1}$ in (C.3) is

$$\frac{1}{(k_1 + k_2 - 1)!} a^{(k_1 + k_2 - 1)}(0) = 1 \frac{1}{z_2 - z_1} \left( z_1^{2k} - z_2^{2k} \right) = 1 \frac{1}{z_2 - z_1} \left( z_2^{2k} - z_1^{2k} \right).$$

Therefore,

$$\frac{1}{2\pi} \int_0^{2\pi} \frac{\sin(k_1 x) \sin(k_2 x)}{a + \cos x} dx = -\frac{1}{2} \frac{1}{2\pi i} \oint_C \frac{(z^{2k_1} - 1)(z^{2k_2} - 1)}{z^{k_1 + k_2}(z - z_1)(z - z_2)} dz$$

$$= -\frac{1}{2} \frac{1}{(z_2 - z_1)} \left[ \left( z_2^k - z_1^k \right)^2 + \left( z_2^{2k} - z_1^{2k} \right) \right] = \frac{1}{z_2 - z_1} \left( 1 - z_2^{2k} \right).$$

For the second case, we have $\{1, 2k_1\} \leq k_1 + k_2 - 1 < \{2(k_1 + k_2), 2k_2\}$, thus the coefficient of $z^{k_1 + k_2 - 1}$ in (C.3) is

$$\frac{1}{(k_1 + k_2 - 1)!} a^{(k_1 + k_2 - 1)}(0) = 1 \frac{1}{z_2 - z_1} \left( z_1^{-(k_1 + k_2)} - z_2^{-(k_1 + k_2)} \right) \left( z_1^{-(k_2 - k_1)} - z_2^{-(k_2 - k_1)} \right)$$

$$= 1 \frac{1}{z_2 - z_1} \left( z_2^{k_1 + k_2} - z_1^{k_1 + k_2} \right) \left( z_1^{k_2 - k_1} - z_2^{k_2 - k_1} \right) \left( z_1^{k_2} - z_2^{k_2} \right).$$

Therefore,

$$\frac{1}{2\pi} \int_0^{2\pi} \frac{\sin(k_1 x) \sin(k_2 x)}{a + \cos x} dx = -\frac{1}{2} \frac{1}{2\pi i} \oint_C \frac{(z^{2k_1} - 1)(z^{2k_2} - 1)}{z^{k_1 + k_2}(z - z_1)(z - z_2)} dz$$

$$= 1 \frac{1}{z_2 - z_1} \left( z_2^{k_1 + k_2} - z_1^{k_1 + k_2} \right) \left( z_1^{k_2} - z_2^{k_2} \right).$$
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In both cases,
\[
\frac{1}{2\pi} \int_0^{2\pi} \frac{\sin(k_1x) \sin(k_2x)}{a + \cos x} \, dx = \frac{1}{z_2 - z_1} \left( \frac{|z_1 - k_2|}{z_2} - \frac{|z_1 + k_2|}{z_1} \right),
\]
which proves the lemma. \hfill \Box

**Lemma C.2** Let \((a_1, b_1)^\top\) and \((a_2, b_2)^\top\) be the two orthonormal eigenvectors of the matrix
\[
\begin{pmatrix}
\varepsilon & 2\rho & -1 \\
-1 & 0 & \end{pmatrix},
\]
where the corresponding eigenvalues are \(\theta_1\) and \(\theta_2\). Then, the following hold:

(a) \(a_1^2 + b_1^2 = a_2^2 + b_2^2 = 1\), (b) \(a_1a_2 + b_1b_2 = 0\), (c) \(a_1b_2 - a_2b_1 = \pm 1\),
(d) \(a_1^2 = b_2^2\), (e) \(a_2^2 = b_1^2\), (f) \(\theta_1a_1b_1 + \theta_2a_2b_2 = -\varepsilon(a_1^2 + a_2^2) = -\varepsilon\), (g) \(\theta_1\theta_2 = -\varepsilon^2\).

**Proof.** The proof is elementary. We omit the details. \hfill \Box

**Lemma C.3** (Weyl inequalities) Let \(A_n\) and \(B_n\) be \(n \times n\) Hermitian matrices, and let \(X_n = A_n - B_n\). Let \(\mu_1 \geq \mu_2 \geq \cdots \geq \mu_n\), \(\nu_1 \geq \nu_2 \geq \cdots \geq \nu_n\), and \(\xi_1 \geq \xi_2 \geq \cdots \geq \xi_n\) denote the eigenvalues of \(A_n\), \(B_n\), and \(X_n\), respectively. Then, for all \(i, j, k, r, s \in \{1, \ldots, n\}\) such that \(r + s - 1 \leq i \leq j + k - n\),

\[
\nu_j + \xi_k \leq \mu_i \leq \nu_r + \xi_s.
\]

**Lemma C.4** A compactly supported probability measure on \(\mathbb{R}\) is uniquely determined by its moments.

**Proof.** This can be easily proved using [Billingsley (2008), Theorem 30.1]. \hfill \Box

**Lemma C.5** Let \(A\) and \(B\) be \(n \times n\) Hermitian matrices. Then,

\[
\max_{1 \leq i \leq n} |\lambda_i(A) - \lambda_i(B)| \leq ||A - B||_2
\]

where \(||A||_2 = \sqrt{\lambda_1(A^*A)}\) is the spectral norm.

**Proof.** By using the Courant-Fischer min-max theorem, for any \(n \times n\) Hermitian matrix \(A\), we have:

\[
\lambda_i(A) = \sup_{\dim(V) = i} \inf_{v \in V, \|v\| = 1} v^* Av, \quad i \in \{1, \ldots, n\}.
\]
Let $V$ be a subspace with $\dim(V) = i$. For any $v \in V$ with $\|v\| = 1$, we have
\[ v^*(A + B)v = v^*Av + v^*Bv \leq v^*Av + \|B\|_2. \]
Taking the supremum over all subspaces $V$ with $\dim(V) = i$ and the infimum over all unit vectors $v \in V$, we get $\lambda_i(A + B) \leq \lambda_i(A) + \|B\|_2$. Therefore, by substituting $A \leftarrow A + B$ and $B \leftarrow -B$ into the inequality, we get $\lambda_i(A) \leq \lambda_i(A + B) + \|B\|_2$. This indicates that, for all $i \in \{1, \ldots, n\}$, $|\lambda_i(A + B) - \lambda_i(A)| \leq \|B\|_2$. Finally, taking the maximum over $i$ and substituting $B \leftarrow B - A$, we get the desired result. \hfill \Box
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