AN EXISTENCE PROOF OF A SYMMETRIC PERIODIC ORBIT
IN THE OCTAHEDRAL SIX-BODY PROBLEM

Anete S. Cavalcanti
Universidade Federal Rural de Pernambuco
Departamento de Matemática
Rua Dom Manoel de Medeiros, s/n, Recife, PE 52171-900, Brasil

(Communicated by Kuo-Chang Chen)

Abstract. We present a proof of the existence of a periodic orbit for the Newtonian six-body problem with equal masses. This orbit has three double collisions each period and no multiple collisions. Our proof is based on the minimization of the lagrangian action functional on a well chosen class of symmetric loops.

1. Introduction. The Variational Methods applied to the n-body Newtonian problem allows to prove the existence of periodic orbits, in most cases with some symmetry. It was exploited by the Italian school in the 1990’s [4], [5], [10]. They gave new periodic solutions for a mechanical systems with potentials satisfying a hypothesis called strong force, which excludes the Newtonian potential. The strong force hypothesis was introduced by Poincaré, see [9]. This method was only exploited for the Newtonian potential much later. We can cite three works in this area [3], [13] and [11]. In the first one the existence of a new periodic solution in the planar three-body problem is proven, where all bodies are on the same curve, and this curve has a figure-eight shape; in the second one (our most prominent reference for the present paper) the existence of the collinear solution for the three-body problem already discovery numerically in 1956 by J. Schubart [12] is proven; in the third one, the author studies the existence of periodic solutions for subsytems where the dimension of the configuration space can be reduced to $d = 2$. In this paper we proved a variational existence proof of a periodic orbit in the octahedral six-body problem with equal masses. Next we explain the main ideas of the proof.

Let us consider six bodies with equal masses in $\mathbb{R}^3$. We assume that every coordinate axis contains a couple of bodies, and they are symmetric with respect to the origin, which is the center of mass of the system. This is the octahedral six-body problem. Our orbit starts with a collision in the $x-$axis and the other 4 bodies form a square on the orthogonal plane. Let us denote by $T$ the period of the solution. During the first sixth of the period, the bodies on the $x-$axis move away, the two bodies on the $z-$axis also move away, while the bodies on the $y-$axis approach. At the time $t = T/6$ the bodies on the $z-$axis are on a turning of the
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period and they approach each other as $t \in [T/6, T/3]$. At time $t = T/3$ the bodies on the $y$–axis are at a double collision, and the other bodies form a square on the orthogonal plane. In the second third of the period, the motion is the same as above, after having exchanged $x$ by $y$, $y$ by $z$ and $z$ by $x$. That is to say, the solution satisfies the symmetry condition $x(t - T/3) = y(t)$, $y(t - T/3) = z(t)$ and $z(t - T/3) = x(t)$. See figure 1.

![Figure 1. A sketch of the first sixth of the orbit.](image)

In section 2 we will introduce the formal aspects of the problem, we will write the equations of motion and explain the variational setting. In particular, we will prove that the lagrangian action functional is coercive. In section 3 we show that a minimizer has no other collisions besides those imposed by the choice of set of loops where we minimize the action functional, and that all collisions are double (i.e. there are no quadruple collisions). In section 4 we regularize all possible collisions. Our conclusions are summarized in the Main Theorem, which is proved in section 4.

2. Equations of motion and variational setting. Notice that if at a certain instant the configuration of the bodies is octahedral (and the velocities too), the configuration is octahedral for all time. To describe the octahedral six-body problem with equal masses we will identify the configuration space with $\mathbb{R}^3$. Let the masses $m_1, m_2$ be on the $x$–axis, at positions $q_1 = (x, 0, 0)$ and $q_2 = (-x, 0, 0)$, respectively. Analogously, $m_3, m_4$ are on $q_3 = (0, y, 0), q_4 = (0, -y, 0)$ and $m_5, m_6$ on $q_5 = (0, 0, z), q_6 = (0, 0, -z)$.

We can identify the configuration space $\mathcal{X}$ with $\mathbb{R}^3$, and every configuration with a vector $X = (x, y, z) \in \mathbb{R}^3 = \mathcal{X}$.

Without loss of generality we can normalize the masses, $m_i = \frac{1}{2}, i = 1, ..., 6$. So the kinetic energy and potential function assume the form:

$$K(X, \dot{X}) = \frac{1}{2}(\dot{x}^2 + \dot{y}^2 + \dot{z}^2),$$

$$U(X) = \left(\frac{1}{\sqrt{x^2 + y^2}} + \frac{1}{\sqrt{x^2 + z^2}} + \frac{1}{\sqrt{y^2 + z^2}}\right) + \frac{1}{8}\left(\frac{1}{x} + \frac{1}{y} + \frac{1}{z}\right).$$

A configuration is said to be a collision if at least two bodies occupy the same position in space. Due to the symmetry of the configuration, when this happens, one of the three Cartesian coordinates is equal to zero. We denote the set of collision configurations by $\Delta$, and the open set of collision-free configurations by $\hat{\mathcal{X}} = \mathcal{X} \setminus \Delta$.

A configuration $q = (x, y, z)$ is said to be a double collision if only one of the three Cartesian coordinates is equal to zero. It is said to be a quadruple collision if only two of the three Cartesian coordinates are equal to zero, and to be a total collision if $x = y = z = 0$. One can see that the potential becomes singular at collisions.
Therefore, the hamiltonian \( H = K - U \) and the lagrangian \( L = K + U \) become singular at the collisions. We will prove in section 3 that there is no quadruple and total collision. In section 4 we will show that for an action minimizer the double collisions are regularized. The equations of motion are Euler-Lagrange equations for the lagrangian \( L = K + U \). They can be written:

\[
\begin{align*}
\dot{x} &= \frac{\partial U}{\partial x}, \\
\dot{y} &= \frac{\partial U}{\partial y}, \\
\dot{z} &= \frac{\partial U}{\partial z}.
\end{align*}
\]

(1)

Throughout the paper, \( X \cdot Y \) will denote the standard scalar product in \( \mathbb{R}^3 \).

**Main Theorem 2.1.** There is a \( T \)-periodic solution \( X = (x, y, z) : \mathbb{R} \to \mathbb{R}^3 \) for the octahedral 6-body problem with equal masses such that:

(i) \( x(0) = 0, y(0) > 0 \) and \( z(0) > 0 \);

(ii) \( t \mapsto x(t) \) and \( t \mapsto z(t) \) are increasing functions and \( t \mapsto y(t) \) is decreasing in \([0, T/6] \). While in \([T/6, T/3] \), \( t \mapsto z(t) \) becomes decreasing, \( t \mapsto x(t) \) is still increasing and \( t \mapsto y(t) \) is still decreasing;

(iii) \( X \) verifies some symmetry conditions:

\[
\begin{align*}
x(t - T/3) &= y(t) \\
y(t - T/3) &= z(t), \\
z(t - T/3) &= x(t)
\end{align*}
\]

(iv) the collisions in this orbit are double collisions at \( t = 0, T/3, 2T/3, \) etc.. All collisions are regularized.

Notice that if we assume that the orbit starts with a double collision on the \( x \)-axis, i.e. \( x(0) = 0 \), condition (iii) implies \( y(T/3) = z(2T/3) = 0, y(0) = z(0) \) and \( \dot{y}(T/6) = \dot{z}(3T/6) = y(5T/6) = 0 \).

Recall that the Sobolev space \( H^1(\mathbb{R}/TZ, \mathcal{X}) \) is the vector space of absolutely continuous \( T \)-periodic loops \( X : \mathbb{R} \to \mathcal{X} \) satisfying

\[
\int_0^T \| \dot{X}(t) \|^2 \, dt < +\infty.
\]

\( H^1(\mathbb{R}/TZ, \mathcal{X}) \) is endowed with the following Hilbert product:

\[
< X, Y > = \int_0^T (\dot{X}(t) \cdot \dot{Y}(t) + X(t) \cdot Y(t)) \, dt, \quad X, Y \in H^1(\mathbb{R}/TZ, \mathcal{X}),
\]

and \( \| \cdot \|_{H^1} \) denotes the associated norm. The lagrangian action functional is defined by

\[
\mathcal{A} : H^1(\mathbb{R}/TZ, \mathcal{X}) \to \mathbb{R}_+ \cup \{ +\infty \}, \quad \mathcal{A}(X) = \int_0^T L(X(t), \dot{X}(t)) \, dt,
\]

where \( L(X(t), \dot{X}(t)) = +\infty \) if \( X \in H^1(\mathbb{R}/TZ) \) is a collision configuration. The lagrangian action functional is differentiable on the open set of collision-free orbits. A classical computation shows that collision-free critical points of \( \mathcal{A} \) are \( T \)-periodic solutions of the problem (see [14]). The action functional is also semicontinuous with respect to the weak topology of the space \( H^1(\mathbb{R}/TZ, \mathcal{X}) \) (see [14]).

Let \( G \) be a group with two generators which satisfies the relations:

\[
g^3 = h^2 = 1, \quad \text{and} \quad (hg)^2 = 1,
\]
G is in fact the dihedral group $D_3$. We consider the action of $G$ on $H^1(\mathbb{R}/T \mathbb{Z}, \mathcal{X})$ defined by

$$
\begin{align*}
  g(x, y, z)(t) &= (z, x, y)(t - T/3), \\
  h(x, y, z)(t) &= (x, z, y)(-t).
\end{align*}
$$

So, it defines an action of $G$ on $H^1(\mathbb{R}/T \mathbb{Z}, \mathcal{X})$. Since we assume that all masses are equal, it is easy to see that $G$ acts by isometries on $H^1(\mathbb{R}/T \mathbb{Z}, \mathcal{X})$ and leaves the action functional invariant. Notice that since we identify $\mathcal{X}$ with $\mathbb{R}^3$, the invariance of a loop $X \in H^1(\mathbb{R}/T \mathbb{Z}, \mathcal{X})$ by $g$ can be interpreted by saying that $X(t + T/3)$ is obtained by a rotation $X(t)$ of an angle $2\pi/3$ around the axis generated by the vector $(1, 1, 1)$; the invariance by $h$ is equivalent to say that $X(-t)$ is symmetric to $X(t)$ with respect to the plane $y = z$. Let $\Lambda_G = \{ X \in H^1(\mathbb{R}/T \mathbb{Z}, \mathcal{X}) : gX = X$ and $hX = X \}$ be the subspace of invariant loops. According to Palais principle (see [8]), a critical point of $A|_{\Lambda_G}$ is still a critical point of $A$, thus it is a $T$-periodic solution of the problem. Observe that since invariant loops $X \in \Lambda_G$, have $X(T/3 - T)$ and $X(t)$ symmetric with respect to the plane $x = y$, they satisfy statement (iii) of the Main Theorem. In order to use the Direct Method in the Calculus of Variations, see [14], we need to restrict the action functional to a closed subset $\Omega$ of $\Lambda_G$, such that $A|_{\Omega}$ is coercive, i.e., the set of loops verifying $A|_{\Omega}(X) < C$ is bounded for every $C > 0$. Notice that $A|_{\Lambda_G}$ is not coercive. Indeed, we can construct a sequence of constant loops, for instance, $X^{(n)}(t) = (n, n, n)$ such that $X^{(n)} \in \Lambda_G$ and

$$
A(X^{(n)}) \to 0 \quad \text{as} \quad n \to +\infty.
$$

Therefore, since $A|_{\Lambda_G}(X)$ is strictly positive everywhere, its infimum is not achieved. Let

$$
S = \{(x, y, z) \in \mathcal{X} : x \geq 0, \quad y \geq 0, \quad z \geq 0\},
$$

we will define $\Omega$ as

$$
\Omega = \{ X = (x(t), y(t), z(t)) \in \Lambda_G : x(0) = 0 \quad \text{and} \quad X(t) \in S \quad \forall \quad t \in \mathbb{R} \}.
$$

Figure 2. Orbit in the configuration space.
Proposition 1. \( A|_\Omega \) is coercive and has a minimizer.

Proof. Consider \( X \in \Omega \), by symmetry we will study only the first third of the orbits. Let \( X(\bar{t}) \) the maximum of \( \|X(t)\| \) with \( t \in [0, T/3] \). In order to prove the coercivity we will check that \( \mathcal{L}(X) \geq a \|X(\bar{t})\| \), where \( \mathcal{L} \) is the length of the curve \( X|_{[0, T/3]} \) and \( a \) is a positive real number independent of \( X \). If \( X(\bar{t}) = 0 \) the inequality, \( \mathcal{L}(X) \geq a \|X(\bar{t})\| \), is trivially satisfied, so we can suppose \( X(\bar{t}) \neq 0 \). Let us write \( l = \sqrt{y^2(0) + z^2(0)} = \sqrt{x^2(T/3) + z^2(T/3)} \) and \( d = \|X(\bar{t})\| \).

Let \( \alpha \) be the angle between \( X(\bar{t}) \) and the bissectrix of the first quadrant of the plane \( x = 0 \); let \( \beta \) be the angle between \( X(\bar{t}) \) and the of the first quadrant of the plane \( y = 0 \); and let \( \theta \) be the angle between \( X(0) \) and \( X(T/3) \), so \( \theta = \pi/3 \). Since \( X \in \Omega \), by definition of \( \Omega \) and \( \Lambda_G \), we know that \( X(0) \) is in the bissectrix of the first quadrant of the plane \( x = 0 \), and \( X(T/3) \) is in the bissectrix of the first quadrant of the plane \( y = 0 \). The distance between \( X(0) \) and \( X(\bar{t}) \) is \( \sqrt{l^2 + d^2 - 2ld \cos \alpha} \), and the distance between \( X(\bar{t}) \) and \( X(T/3) \) is \( \sqrt{l^2 + d^2 - 2ld \cos \beta} \). Hence:

\[
\mathcal{L} \geq \sqrt{l^2 + d^2 - 2ld \cos \alpha} + \sqrt{l^2 + d^2 - 2ld \cos \beta},
\]

Since the two terms on the right-hand side of the inequality above are decreasing with respect to \( \alpha \) and \( \beta \), and \( \alpha + \beta \geq \theta = \pi/3 \), we can write

\[
\mathcal{L} \geq \sqrt{l^2 + d^2 - 2ld \cos \alpha} + \sqrt{l^2 + d^2 - 2ld \cos(\pi/3 - \alpha)}.
\]

Notice that \( \sqrt{l^2 + d^2 - 2ld \cos \alpha} \) is greater than or equal to the distance from \( X(\bar{t}) \) to the bissectrix of the first quadrant of the plane \( x = 0 \), which is \( d \sin \alpha \). In a similar way we have

\[
\sqrt{l^2 + d^2 - 2ld \cos \left( \frac{\pi}{3} - \alpha \right)} \geq d \sin \left( \frac{\pi}{3} - \alpha \right).
\]

So

\[
\mathcal{L} \geq d(\sin \alpha + \sin \left( \frac{\pi}{3} - \alpha \right)) \geq a \|X(\bar{t})\|,
\]

where

\[
a = \min_{\alpha \in [0, \pi/3]} \{ \sin \alpha + \sin(\pi/3 - \alpha) \}.
\]

Given \( C > 0 \), let \( \Omega_C = \{ X \in \Omega : \mathcal{A}(X) \leq C \} \). Let us prove that this set is bounded, this will imply that \( A|_\Omega \) is coercive. By the Cauchy-Schwartz inequality, \([2]\) and the invariance of \( \mathcal{A} \) by the action of \( G \), we have:

\[
\int_0^T K(X, \dot{X})dt \geq \frac{9}{2T} \left( \int_0^T \|X(t)\| dt \right)^2 \geq \frac{9}{2T^2} a^2 \max_{t \in [0, T]} \|X(t)\|^2 dt.
\]

On the other hand, if \( X \in \Omega_C \)

\[
\int_0^T \|\dot{X}(t)\|^2 dt = \int_0^T 2K(X, \dot{X})dt \leq 2\mathcal{A}(X) \leq 2C,
\]

so

\[
\|X\|_{H^1}^2 = \int_0^T \left( \|X(t)\|^2 + \|\dot{X}(t)\|^2 \right) dt \leq 2C \left( \frac{2T^2}{9a^2} + 1 \right).
\]

In order to prove that \( A|_\Omega \) has a minimizer, let \( (c_n)_{n \in \mathbb{N}} \) be a decreasing sequence of real positive numbers converging to \( \inf A|_\Omega \). By the last inequality and the weak lower semicontinuity of \( A|_\Omega \), every set

\[
\Omega_n = \{ X \in \Omega, \mathcal{A}(X) \leq c_n \}
\]
is bounded in the norm of $H^1$ and closed in the weak topology. Since $H^1(\mathbb{R}/TZ, \mathcal{X})$ is a separable Hilbert space, $\Omega_n$ is compact in the weak topology $[1]$. Since the sequence $(\epsilon_n)_{n \in \mathbb{N}}$ is decreasing we have $\Omega_{n+1} \subset \Omega_n$, therefore

$$\cap_{n \in \mathbb{N}} \Omega_n \neq \emptyset.$$  Notice that any element of $\cap_{n \in \mathbb{N}} \Omega_n$ is a minimizer. □

3. Elimination of extra collisions. In this section we will study collisions. We will prove that for a minimizer of $A|_\Omega$, each segment of orbit without collisions is solution of the octahedral problem, hence it is indeed a solution of the Newtonian six-body problem. We shall prove that there are no other collisions, like quadruple or total collision, and no extra double collision. In the next section we will show that the double collisions (in $t = 0, T/3, 2T/3 \mod T$) are regularizable.

**Proposition 2.** If $X$ is a minimizer of $A|_\Omega$, it is a solution of the 6-body problem in every interval without collisions.

**Proof.** Denote by $T_c(X) \subset \mathbb{R}$ the set of collision times of $X$. Since $X$ is a continuous path with finite action, $T_c(X)$ is closed and has zero measure. $\mathbb{R} \setminus T_c(X)$ is the union of open intervals; let $(a, b)$ be one of those intervals. Since in our orbit $t = 0, T/3$ are collision times, $b - a \leq T/3$. By invariance of $X$ under the action of $G$, we can assume that $(a, b) \subset (0, T/3)$. Let

$$H_3^1([a, b], \mathcal{X}) = \{ \xi \in H^1([a, b], \mathcal{X}) : \text{supp}(\xi) \subset (a, b) \}.$$  Let us define $\xi$ on $\mathbb{R}$ by setting $\xi(t) = 0$ for $t \in [0, T] \setminus (a, b)$, and consider the unique $T$-periodic constructed from $\xi$, still denoted $\xi$. In order to symmetrize $\xi$ we will define $\xi_G$:

$$\xi_G = \frac{1}{|G|} \sum_{g \in G} g\xi,$$

where $|G| = 6$ is the cardinality of the group $G$. It is clear that $\xi_G$ and $\text{supp}(\xi_G)$ are contained in the complement of $T_c(X)$, hence $s \mapsto A(X + s\xi_G)$ is differentiable for $s$ small enough. Moreover:

$$A(X + s\xi_G) = \int_0^T \left( \frac{\|\dot{X}(t)\|^2}{2} + s\ddot{X}(t) \cdot \dot{\xi}_G(t) + \frac{s^2}{2} \|\xi_G(t)\|^2 + U(X(t) + s\xi_G(t)) \right) dt,$$

hence

$$\frac{d}{ds} A(X + s\xi_G) \bigg|_{s=0} = \int_0^T (\dot{X}(t) \cdot \dot{\xi}_G(t) + \nabla U(X(t)) \cdot \xi_G(t)) dt.$$  Since $X$ is a minimizer of $A$, in every direction where $A$ is differentiable at $X$, the derivative is equal to zero, hence

$$\frac{d}{ds} A(X + s\xi_G) \bigg|_{s=0} = \int_0^T (\dot{X}(t) \cdot \dot{\xi}_G(t) + \nabla U(X(t)) \cdot \xi_G(t)) dt = \int_0^T (\dot{X}(t) \cdot \dot{\xi}_G(t) + \nabla U(X(t)) \cdot \xi_G(t)) dt = 0$$  (3)

A classical result of Calculus of Variations (see [15]) shows that (3) implies:

$$\ddot{X} = \nabla U(X), \quad t \in (a, b)$$

so, $X|_{(a, b)}$ is a solution of the six-body problem. This finishes the proof. □
Next, we will prove that the only central configuration in the Newtonian symmetric octahedral six-body problem is the octahedron. A configuration in the $n$-body problem with positions $(q_1, \ldots, q_n)$ and masses $m_1, \ldots, m_n$ is called central if

$$
\sum_{j=1, \ldots, n} m_j \frac{q_i - q_j}{|q_i - q_j|^3} + \lambda q_i = 0 \quad \text{for} \quad i = 1, \ldots, n.
$$

In our problem $n = 6$, $q_1 = (x, 0, 0)$, $q_2 = (-x, 0, 0)$, $q_3 = (0, y, 0)$, $q_4 = (0, -y, 0)$, $q_5 = (0, 0, z)$, $q_6 = (0, 0, -z)$ and $m_i = 1/2$. So the previous condition is equivalent to the existence of $\lambda \in \mathbb{R}$ such that:

$$
\begin{align*}
\frac{1}{8x^3} + \frac{1}{8y^3} + \frac{1}{(x^2+y^2)^{3/2}} = -\lambda \\
\frac{1}{8z^3} + \frac{1}{(x^2+z^2)^{3/2}} = -\lambda \\
\frac{1}{8z^3} + \frac{1}{(y^2+z^2)^{3/2}} = -\lambda
\end{align*}
$$

(4)

**Lemma 3.1.** The unique central configuration in the octahedral six-body problem is the regular octahedron.

**Proof.** To simplify the proof, we will omit dependence on $t$. It is easy to check that if $x = y = z = a > 0$, then $X = (x, y, z) = (a, a, a)$ is a solution of the system (4) with $\lambda = -\frac{1+2\sqrt{2}}{2a}$, hence it is a central configuration. On the other hand, suppose that $X = (x, y, z)$ is a solution of (4) and, by contradiction, that the condition $x = y = z$ is not satisfied. Without loss of generality, we can assume that $x > y$. We have

$$
\frac{1}{8x^3} < \frac{1}{8y^3} \quad \text{and} \quad \frac{1}{(x^2+y^2)^{3/2}} < \frac{1}{(y^2+z^2)^{3/2}},
$$

and we obtain a contradiction with the two first equations of (4).

□

**Proposition 3.** A minimizer of $\mathcal{A}|_{\Omega}$ is free of total collision.

**Proof.** The invariance of $\mathcal{A}$ by the action of $G$ implies that we just need to prove that if $X$ is a minimizer, $X|_{[0,T/6]}$ is free of total collision. Following [13], we introduce the notation

$$
\mathcal{A}_B^t : H^1([0,T/6], \mathcal{X}) \to \mathbb{R}_+ \cup \{+\infty\}, \quad \mathcal{A}_B^t(X) = \int_0^{T/6} \left( K(X, \dot{X}) + U(X) \right) dt;
$$

$$
\Omega_B = \{ X \in H^1([0,T/6], S) : x(0) = 0, \quad y(0) = z(0), \quad x(T/6) = y(T/6) \}.
$$

Since $\mathcal{A}$ is invariant by the action of $G$, $X$ is a minimizer of $\mathcal{A}$ if, and only if, $X|_{[0,T/6]}$ is a minimizer of $\mathcal{A}_B^t$.

By contradiction, suppose that there is a total collision at the instant $\tilde{t} \in [0, T/6]$. First of all, we will prove that $X|_{[0,T/6]}$ is one half of the homothetic ejection-collision orbit which has the regular octahedron as its central configuration. Afterwords, we made a deformation of $X$, $\overline{X}$, which decreases the action, hence producing a contradiction.

We denote by $X_{c+}$ the normalized central configuration in our problem: $\|X_{c+}\|^2 = 1$. Let us term $r(t) = \|X(t)\|$ and $\bar{U}(X) = \|X\| U(X)$. Since $X_{c+}$ is the unique central configuration for the octahedral six-body problem, $\bar{G} = \bar{U}(X_{c+})$ is a minimum of $\bar{U}$ on $S$. Therefore

$$
\mathcal{A}_B^t \left( X|_{[0,T/6]} \right) \geq \int_0^{T/6} \left( \frac{r^2}{2} + \frac{\bar{G}}{r} \right) dt = \mathcal{A}_B^t \left( rX_{c+} \right).
$$
Let us consider now the function
\[ a(s) = A_{\frac{\tau}{2}}(sX_c+) = \int_0^{T/6} \left( \frac{\dot{s}(t)^2}{2} + \frac{G}{s(t)} \right) dt, \]
defined on the set of one-dimensional paths \( s \in H^1([0, T/6], \mathbb{R}_+) \) satisfying \( s(\frac{T}{2}) = 0 \).

The minimum of \( a \) is achieved by the path \( t \mapsto v(t) \) obtained by joining one-half of a collision-ejection solution of period \( 2\tilde{t} \), with one-half of an ejection-collision solution of period \( 2(T/6 - \tilde{t}) \), for the one-dimensional Kepler problem:
\[ \ddot{v} = -\frac{G}{v^2}, \quad (5) \]

We remark that the path \( t \mapsto v(t)X_c+ \) is not necessarily an element of \( \Omega_{\frac{\tau}{6}} \), but we still have
\[ A_{\frac{\tau}{6}} \left( X|_{[0, \frac{T}{6}]} \right) \geq A_{\frac{\tau}{6}} (vX_c+), \]
By the Virial Theorem, the action of a homothetic collision-ejection motion of period \( \tau \), denoted here \( a(\tau) \), is equal to the action of a circular motion of same period, \( \tau \), thus
\[ a(\tau) = \alpha_0 \tau \frac{4}{3}, \quad \alpha_0 = \frac{3}{2\pi} (\pi G)^{\frac{2}{3}}. \]

Using an argument introduced by Gordon \[6\], essentially the concavity of \( \tau \mapsto \alpha_0 \tau \frac{4}{3} \), we have:
\[ A_{\frac{\tau}{6}} (vX_c+) = \frac{\alpha_0}{2\pi} \left( \frac{T}{6} + (T/6 - \tilde{t})^{\frac{3}{2}} \right) \geq \frac{\alpha_0}{2\pi} (T/6)^{\frac{3}{2}} = A_{\frac{\tau}{6}}(\overline{X}), \]
where
\[ \overline{X} : [0, T/6] \to S, \quad \overline{X}(t) = u(t)X_c+ \]
is one-half of the homothetic ejection-collision solution of period \( 2T/6 \). Notice that \( \overline{X} \) is now an element of \( \Omega_{\frac{\tau}{6}} \). Now we will construct a deformation of \( \overline{X} = (\overline{x}, \overline{y}, \overline{z}) \) decreasing the action. Let
\[ f_\varepsilon(t) = \begin{cases} 1, & t \in [0, \varepsilon^{\frac{2}{3}}] \\ \varepsilon^{\frac{2}{3}} - t, & t \in [\varepsilon^{\frac{2}{3}}, \varepsilon^{\frac{2}{3}} + \varepsilon] \\ 0, & t \in [\varepsilon^{\frac{2}{3}} + \varepsilon, T/6] \end{cases}. \]

Let us define \( \overline{X}_\varepsilon = \overline{X} + \varepsilon f_\varepsilon(t)Z \), where \( Z = (z_1, z_2, z_3) \) is a fixed configuration satisfying \( z_2 = z_3 > 0 \) and \( z_1 = 0 \). We can say, for instance, \( Z = (0, 1, 1) \). We take note that \( \overline{X}_\varepsilon \) is still in \( \Omega_{\frac{\tau}{6}} \), we can write the difference between the action of \( \overline{X}_\varepsilon \) and the action of \( \overline{X} \) as the sum of three terms:
\[ \Delta A_{\frac{\tau}{6}} = A_{\frac{\tau}{6}}(\overline{X}_\varepsilon) - A_{\frac{\tau}{6}}(\overline{X}) = A_1(\varepsilon) + A_2(\varepsilon) + A_3(\varepsilon), \]
where
\[ A_1(\varepsilon) = \int_0^{\varepsilon^{\frac{2}{3}}} (U(\overline{X}_\varepsilon) - U(\overline{X})) (t) dt, \quad A_2(\varepsilon) = \int_{\varepsilon^{\frac{2}{3}}}^{\varepsilon^{\frac{2}{3}} + \varepsilon} (U(\overline{X}_\varepsilon) - U(\overline{X})) (t) dt, \]
\[ A_3(\varepsilon) = \int_{\varepsilon^{\frac{2}{3}} + \varepsilon}^{\varepsilon^{\frac{2}{3}} + \varepsilon} (K(\overline{X}_\varepsilon, \overline{X}_\varepsilon) - K(\overline{X}, \overline{X})) (t) dt. \]

Using the classical Sundman’s estimation we have
\[ u(t) = u_0 t^{\frac{1}{4}} + O(t), \quad \dot{u}(t) = \frac{2}{3} u_0 t^{-\frac{1}{4}} + O(1), \quad (6) \]
where \( u_0 = (9G/2)^{1/3} \) > 0. We can write \( X_{c+} = \frac{1}{\sqrt{3}}(1, 1, 1) \). Notice that each \( A_i, i = 1, 2 \) is non-positive. Let us prove that \( A_1(\varepsilon) < 0 \). Let \( \bar{A}_1(\varepsilon) \) be defined as

\[
\bar{A}_1(\varepsilon) = \frac{1}{8} \int_0^{\varepsilon \frac{\pi}{2}} \left( \frac{1}{y(t) + \varepsilon} - \frac{1}{y(t)} \right) dt,
\]

introducing the variable \( \tau \) define by \( t \frac{\pi}{2} = \varepsilon \tau \), we get

\[
\bar{A}_1(\varepsilon) = \frac{3}{16} \varepsilon^3 \sqrt{3} \int_0^1 \left( \frac{1}{u_0 \varepsilon + \varepsilon^3 + O((\varepsilon \tau)^2)} - \frac{1}{u_0 \varepsilon + O((\varepsilon \tau)^2)} \right) \tau^\frac{1}{2} d\tau,
\]

\[
= \frac{3}{16} \varepsilon^3 \sqrt{3} \int_0^1 \left( \frac{1}{u_0 \tau + \varepsilon^3 + O(\varepsilon^2 \tau^2)} - \frac{1}{u_0 \tau + O(\varepsilon^2 \tau^2)} \right) \tau^\frac{1}{2} d\tau,
\]

\[
= \frac{3}{16} \varepsilon^3 \sqrt{3} \int_0^1 \left( \frac{1}{u_0 \tau + \varepsilon^3} - \frac{1}{u_0 \tau} \right) \tau^\frac{1}{2} + O(\varepsilon^2) \right) d\tau,
\]

\[
= \frac{3}{16} \varepsilon^3 \sqrt{3} \int_0^1 \left( \frac{1}{u_0 \tau + \varepsilon^3} - \frac{1}{u_0 \tau} \right) \tau^\frac{1}{2} d\tau + O(\varepsilon).
\]

We know that \( \frac{3 \sqrt{3}}{16} \int_0^1 \left( \frac{1}{u_0 \tau} - \frac{1}{u_0 \tau + \varepsilon^3} \right) \tau^\frac{1}{2} d\tau = C > 0 \), so

\[
\bar{A}_1(\varepsilon) = -C \varepsilon^\frac{1}{2} + O(\varepsilon), \quad \varepsilon \to 0^+.
\]

(7)

Now, we will prove that \( A_3(\varepsilon) = O(\varepsilon) \), and with (7) we have

\[
\Delta A_{\parallel} = A_1(\varepsilon) + A_2(\varepsilon) + A_3(\varepsilon) \leq -C \varepsilon^\frac{1}{2} + O(\varepsilon),
\]

so \( \Delta A_{\parallel} < 0 \) for \( \varepsilon > 0 \) sufficiently small. And we have a contradiction, which proves our proposition.

Let us study \( A_3(\varepsilon) \),

\[
A_3(\varepsilon) = \frac{1}{2} \int_{\varepsilon \frac{\pi}{2}}^{\varepsilon \frac{\pi}{2} + \varepsilon} \left( \| \dot{X}_\varepsilon \|^2 - \| \dot{X} \| ^2 \right) dt
\]

\[
\leq \frac{1}{2} \int_{\varepsilon \frac{\pi}{2}}^{\varepsilon \frac{\pi}{2} + \varepsilon} \left( \| \dot{X}_\varepsilon \|^2 - 2 \dot{X} \cdot Z + \|Z\|^2 - \| \dot{X} \| ^2 \right) dt
\]

\[
\leq \frac{1}{2} \int_{\varepsilon \frac{\pi}{2}}^{\varepsilon \frac{\pi}{2} + \varepsilon} \left( \|Z\|^2 - 2 \dot{u}(t) X_{c+} \cdot Z \right) dt
\]

\[
\leq \frac{1}{2} \int_{\varepsilon \frac{\pi}{2}}^{\varepsilon \frac{\pi}{2} + \varepsilon} \|Z\|^2 = O(\varepsilon),
\]

where the last inequality holds because \( X_{c+} \cdot Z \) is positive. This ends our proof. \( \Box \)

In order to prove that there are no quadruple collisions, we need to prove that there are no extra double collisions. A double collision is called extra when it is a double collision with masses on the same axis at an instant different from \( t = kT/3 \), where \( k \in \mathbb{Z} \).
Without loss of generality, we just have to prove that there is no extra double collision for the cluster \{1, 2\} (masses \(m_1, m_2\)) in the interval \((0, T/6)\), and the result could be extended for all real time. Extra double collisions for the cluster \{1, 2\} means that \(x = 0, y > 0\) and \(z > 0\). The other cases \((y = 0, x > 0, z > 0\) and \(z = 0, x > 0, y > 0\)) are analogous. Let us define the lagrangian and energy of that cluster in the following way:

\[
L_x(X, \dot{X}) = \frac{1}{2} \dot{x}^2 + \frac{1}{8x} \quad \text{and} \quad h_x(X, \dot{X}) = \frac{1}{2} \dot{x}^2 - \frac{1}{8x},
\]

following [13], we introduce this notation for the cluster. Then, the kinetic and potential energies are defined as

\[
K_x(X, \dot{X}) = \frac{1}{2} \dot{x}^2 \quad \text{and} \quad U_x(X, \dot{X}) = \frac{1}{8x}.
\]

**Definition 3.2.** Let \(f(t, \varepsilon)\) be a function of two real values and \(g(\varepsilon)\) a function of \(\varepsilon\). We say that \(f(t, \varepsilon) = O(g(\varepsilon)), \ \varepsilon \to \varepsilon_0\) if \(f(t, \varepsilon) = O(g(\varepsilon)), \ \varepsilon \to \varepsilon_0\) uniformly in \(t\). Analogously, we define \(f(t, \varepsilon) = o(g(\varepsilon)), \ \varepsilon \to \varepsilon_0\).

**Proposition 4.** Let \(X = (x, y, z)\) be a minimizer of \(\mathcal{A}_1\) and \(\tilde{t} \in (0, T/6]\) an extra double collision of \(m_1, m_2\), i.e. \(x(\tilde{t}) = 0, y(\tilde{t}) > 0\) and \(z(\tilde{t}) > 0\). There is an interval \([a, b]\) such that

\[
\tilde{t} \in [a, b] \subset (0, T/6],
\]

and \(t \mapsto h_x(X(t), \dot{X}(t))\) is an absolutely continuous function in the interval \([a, b]\).

**Proof.** Since \(X\) is a minimizer of \(\mathcal{A}\), \(X|_{[0,T/6]}\) is a minimizer of \(\mathcal{A}|_{\Omega_{\mathcal{A}}}\), and the function \(t \mapsto h_x(t) = h_x(X(t), \dot{X}(t))\) is well defined in the set of non-collisions times. This is an open set with full measure. By continuity of \(t \mapsto X(t)\), there exists an interval \([a, b]\) as in (8) such that only double collisions on the \(x\)-axis occur in the interval \([a, b]\). Let \(\delta : [0, T/6] \to \mathbb{R}\) be a function of class \(C^1\) whose support is contained in \([a, b]\). The function

\[
t_{\varepsilon} : [0, T/6] \to [0, T/6], \quad \tau \mapsto t_{\varepsilon}(\tau) = \tau + \varepsilon \delta(\tau),
\]

is monotonic and bijective if \(\varepsilon\) is sufficiently small. Let us denote by \(t \mapsto t_{\varepsilon}(t)\) the inverse of the map \(\tau \mapsto t_{\varepsilon}(t)\), hence

\[
\frac{dt_{\varepsilon}}{dt}(t) = 1 - \varepsilon \frac{d\delta}{d\tau}(t_{\varepsilon}(t)) + O(\varepsilon^2).
\]

By definition of \(t_{\varepsilon}\), we have \(t_{\varepsilon}(t) - t = O(\varepsilon)\), replacing \(t_{\varepsilon}(t)\) in (9) we obtain

\[
\frac{dt_{\varepsilon}}{dt}(t) = 1 - \varepsilon \frac{d\delta}{d\tau}(t) + O(\varepsilon).
\]

In this proposition, we will denote by ‘ the derivative concerning to \(\tau\), i.e., ‘ = \(\frac{d}{d\tau}\).

The path \(X_{\varepsilon}(\tau) = (x_{\varepsilon}(\tau), y_{\varepsilon}(\tau), z_{\varepsilon}(\tau))\), where

\[
x_{\varepsilon}(\tau) = x(t_{\varepsilon}(\tau)), \quad y_{\varepsilon}(\tau) = y(\tau), \quad \text{and} \quad z_{\varepsilon}(\tau) = z(\tau),
\]

is a variation of \(X|_{[0,T/6]}\), and it is an element of \(\Omega_{\mathcal{A}}\). We define:

\[
\mathcal{A}_{\varepsilon}^1(X_{\varepsilon}) = \int_0^{\frac{T}{6}} \left( K_x(X_{\varepsilon}'(\tau)) + U_x(X_{\varepsilon}(\tau)) \right) d\tau = \int_0^{\frac{T}{6}} \left( \frac{1}{2} x'(t_{\varepsilon}(\tau))^2 + \frac{1}{8x(t_{\varepsilon}(\tau))} \right) d\tau;
\]

\[
\mathcal{A}_{\varepsilon}^0(X_{\varepsilon}) = \int_0^{\frac{T}{6}} \left( K_0(X_{\varepsilon}'(\tau)) + U_0(X_{\varepsilon}(\tau)) \right) d\tau,
\]
where
\[ K_0 = \frac{1}{2}(y^2 + z^2) \]
and
\[ U_0 = \left( \frac{1}{\sqrt{x^2 + y^2}} + \frac{1}{\sqrt{x^2 + z^2}} + \frac{1}{\sqrt{y^2 + z^2}} \right) + \frac{1}{8} \left( \frac{1}{y} + \frac{1}{z} \right). \]
When we make the change of variables \( \tau = \tau(x(t)) \) in \( A^\tau \_1 \_0 (X_\varepsilon) \), we have
\[ A^\tau \_1 \_0 (X_\varepsilon) = \int_0^{\tau} \left( \frac{1}{2} \frac{\partial^2 U_0}{\partial x^2} + \frac{1}{8} \frac{\partial^2 U_0}{\partial x(t) \partial t} \right) dt. \]
Since \( X_{\{0,T/6\}} \) is a minimizer of \( A^\tau \_1 \_0 \}_{\Omega} \) and \( \varepsilon \to A^\tau \_1 \_0 (X_\varepsilon) \) is a differentiable function, using (10) we have
\[ \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} A^\tau \_1 \_0 (X_\varepsilon) = \int_a^b \left( h_x \dot{x} + \frac{\partial U_0}{\partial x} \dot{x} \delta \right) dt = 0 \quad \forall \delta. \]
Like in proposition [2] we will use the Fundamental Lemma of the Calculus of Variations (see [13]), to conclude that \( t \mapsto h_x(t) \) is absolutely continuous in \([a,b]\) and
\[ h_x(t) = \frac{\partial U_0}{\partial x}(X(t)) \dot{x}, \]
for almost every \( t \in [a,b] \).

**Corollary 1.** Extra double collision times of a minimizer of \( A^\tau \_1 \_0 \) are isolated in the set of collision times.

**Proof.** Let \( X \) a minimizer of \( A^\tau \_1 \_0 \}_{\Omega} \), \( \tilde{t} \in (0,T/6] \) an extra double collision and \( T_c(X) = \{ t^* : x(t^*)y(t^*)z(t^*) = 0 \} \) the set of collision times. By contradiction, suppose that \( \tilde{t} \) is not isolated in \( T_c(X) \). Without loss of generality, we can suppose that \( x(\tilde{t}) = 0, \ y(\tilde{t}) > 0 \) and \( z(\tilde{t}) > 0 \). By continuity of \( X \), only collisions of \( m_1, m_2 \) can accumulate in \( \tilde{t} \). We can choose an interval \([a,b]\) such that \( \tilde{t} \in (a, b) \) and for all \( t \in [a, b] \) there is no double collision between \( m_1 \) or \( m_2 \) and any other masses. \( T_c \) is closed with zero measure, so there exists a sequence of compact intervals \((a_n, b_n)\) such that \( a_n, b_n \to \tilde{t} \) and \( x(a_n) = x(b_n) = 0 \) \( \text{and} \ \ x(t) > 0 \ \forall t \in (a_n, b_n). \)

The moment of inertia of the cluster could be written as
\[ I_x(t) = I_x(X(t)) = \| x(t) \|^2. \]
Therefore, \( I_x(a_n) = I_x(b_n) = 0 \) and \( I_x(t) \neq 0 \ \forall t \in (a_n, b_n) \). By proposition [2], \( X \) is a solution of the octahedral symmetric six-body problem in \([a_n, b_n]\) and \( I_x(X(t)) \) is \( C^2 \) in \((a_n, b_n)\). If \( s_n \in (a_n, b_n) \) denotes the maximum of \( I_x \) in \([a_n, b_n]\), \( \tilde{I}_x(s_n) \leq 0 \). The equation of motion tells us
\[ \ddot{x} = \frac{\partial U}{\partial x} = \frac{\partial U_x}{\partial x} + \frac{\partial U_0}{\partial x}, \]
and we have the generalized Lagrange-Jacobi relation
\[ \tilde{I}_x(t) = 4K_x + 2x \left( \frac{\partial U_x}{\partial x} + \frac{\partial U_0}{\partial x} \right) = 4h_x(t) + 2U_x + 2x \frac{\partial U_0}{\partial x}. \]
But, by the last proposition \( h_x \) is an absolutely continuous function in \([a, b]\), so \( h_x \) and \( x \frac{\partial U_0}{\partial x} \) are bounded and \( U_x(t) \xrightarrow{t \to T/6} +\infty \). Then \( \tilde{I}_x(s_n) \xrightarrow{n \to +\infty} +\infty \), which is a contradiction. The corollary has been proven. \( \square \)
Using proposition 2 and this corollary we will prove the following theorem.

**Theorem 3.3.** A minimizer of $\mathcal{A}_{\Omega_1}$ does not have extra double collisions.

**Proof.** We will make a small deformation of the hypothetical minimizer with a collision decreasing the action, similar to what we did in proposition 3. Suppose that there is a minimizer of $\mathcal{A}_{\Omega_1}$ with an extra double collision in the instant $\tilde{t} \in (0, T/6)$ between the masses on the $x$-axis. By Sundman’s estimates we have

$$x(t) = x_0(t - \tilde{t})^\frac{2}{3} + O(t - \tilde{t}), \quad \text{and} \quad \dot{x}(t) = \frac{2}{3}x_0(t - \tilde{t})^{-\frac{1}{3}} + O(1),$$

as $t \to \tilde{t}$, where $x_0 = (9(1 + 1)/2)^{1/3} > 0$. For $\varepsilon > 0$, define $f_\varepsilon : [0, T/6] \to \mathbb{R}_+$ by

$$f_\varepsilon(t) = \begin{cases} \frac{\varepsilon + \frac{2}{3}(t - \tilde{t})}{\varepsilon}, & t \in [\tilde{t} - (\varepsilon^\frac{2}{3} + \varepsilon), \tilde{t} - \varepsilon^\frac{2}{3}] \\ 1, & t \in [\tilde{t} - \varepsilon^\frac{2}{3}, \tilde{t} + \varepsilon^\frac{2}{3}] \\ \frac{\varepsilon + \frac{2}{3}(t - \tilde{t})}{\varepsilon}, & t \in [\tilde{t} + \varepsilon^\frac{2}{3}, \tilde{t} + \varepsilon^\frac{2}{3} + \varepsilon] \\ 0, & t \in [0, \tilde{t} - (\varepsilon^\frac{2}{3} + \varepsilon)] \cup [\tilde{t} + \varepsilon^\frac{2}{3} + \varepsilon, T/6] \end{cases}.$$

Set $X_\varepsilon(t) = (x_\varepsilon(t), y_\varepsilon(t), z_\varepsilon(t))$ where:

$$x_\varepsilon(t) = x(t) + \varepsilon f_\varepsilon(t), \quad y_\varepsilon(t) = y(t), \quad z_\varepsilon(t) = z(t).$$

Notice that $X_\varepsilon \in \Omega_1^+$. We will prove that $\mathcal{A}_{\Omega_1}(X_\varepsilon) < \mathcal{A}_{\Omega_1}(X|[0,T/6])$, which is a contradiction. This difference between the action of $X_\varepsilon$ and that of $X|[0,T/6]$ can be written as

$$\Delta \mathcal{A}_{\Omega_1}(\varepsilon) = \mathcal{A}_{\Omega_1}(X_\varepsilon) - \mathcal{A}_{\Omega_1}(X|[0,T/6]) = \Delta \mathcal{A}_{\Omega_1}^+(\varepsilon) + \Delta \mathcal{A}_{\Omega_1}^-(\varepsilon),$$

where

$$\Delta \mathcal{A}_{\Omega_1}^+(\varepsilon) = \int_{\tilde{t} - (\varepsilon^\frac{2}{3} + \varepsilon)}^{\tilde{t} + (\varepsilon^\frac{2}{3} + \varepsilon)} (L(X_\varepsilon, \dot{X}_\varepsilon) - L(X, \dot{X}))(t)dt,$$

$$\Delta \mathcal{A}_{\Omega_1}^-(\varepsilon) = \int_{\tilde{t} + (\varepsilon^\frac{2}{3} + \varepsilon)}^{T/6} (L(X_\varepsilon, \dot{X}_\varepsilon) - L(X, \dot{X}))(t)dt,$$

As in proposition 3, we decompose $\Delta \mathcal{A}_{\Omega_1}^+(\varepsilon)$ as the sum of three terms:

$$\Delta \mathcal{A}_{\Omega_1}^+(\varepsilon) = A_1^+(\varepsilon) + A_2^+(\varepsilon) + A_3^+(\varepsilon),$$

$$A_1^+(\varepsilon) = \int_{\tilde{t} + (\varepsilon^\frac{2}{3} + \varepsilon)}^{\tilde{t} + \varepsilon^\frac{2}{3}} (U(X_\varepsilon) - U(X))(t)dt,$$

$$A_2^+(\varepsilon) = \int_{\tilde{t} + (\varepsilon^\frac{2}{3} + \varepsilon)}^{\tilde{t} + \varepsilon^\frac{2}{3} + \varepsilon} (U(X_\varepsilon) - U(X))(t)dt,$$

$$A_3^+(\varepsilon) = \int_{\tilde{t} + \varepsilon^\frac{2}{3} + \varepsilon}^{T/6} (K(X_\varepsilon, \dot{X}_\varepsilon) - K(X, \dot{X}))(t)dt.$$

To estimate $A_1^+$, observe that $A_1^+(\varepsilon) \leq \overline{A}_1^+(\varepsilon)$, where we set

$$\overline{A}_1^+(\varepsilon) = \frac{1}{8} \int_{\tilde{t}}^{\tilde{t} + \varepsilon^\frac{2}{3}} \left( \frac{1}{x(t)} - \frac{1}{x(t + \varepsilon)} \right) dt,$$

with $x(t) = x_0(t - \tilde{t})^\frac{2}{3} + O(t - \tilde{t})$. 

Changing the variables $t = \tau + (\varepsilon \tau)^{\frac{3}{2}}$, and making the same computation as in proposition 3 we get the existence of a constant $k_+ > 0$, independent of $\varepsilon$, such that

$$A_1^+(\varepsilon) = -k_+ \varepsilon^{\frac{1}{2}} + O(\varepsilon),$$

so $A_1^+(\varepsilon) < 0$ for $\varepsilon$ sufficiently small. Since $x(t)$ and $f_\varepsilon(t)$ are positive, we have

$$A_2^+(\varepsilon) = \frac{1}{8} \int_{\tau + \varepsilon^2}^{\tau + \varepsilon^2 + \varepsilon} \left( \frac{1}{x(t) + \varepsilon f_\varepsilon(t)} - \frac{1}{x(t)} \right) dt + \int_{\tau + \varepsilon^2}^{\tau + \varepsilon^2 + \varepsilon} (U_0(X_\varepsilon(t)) - U_0(X(t))) dt.$$

Hence

$$A_2^+ \leq O(\varepsilon^2).$$

Concerning $A_3^+$ we have

$$A_3^+(\varepsilon) = \int_{\tau + \varepsilon^2}^{\tau + \varepsilon^2 + \varepsilon} (||X_\varepsilon||^2 - ||X||^2) dt = \int_{\tau + \varepsilon^2}^{\tau + \varepsilon^2 + \varepsilon} (-2\dot{\varepsilon}(t) + 1) dt \leq O(\varepsilon).$$

We conclude that $\Delta A_1^+ \leq -k_+ \varepsilon^{\frac{1}{2}} + O(\varepsilon)$. Analogously, $\Delta A_3^+ \leq -k_- \varepsilon^{\frac{1}{2}} + O(\varepsilon)$, so

$$\Delta A_2^+ \leq -(k_- + k_+) \varepsilon^{\frac{1}{2}} + O(\varepsilon),$$

and we have a contradiction.

Notice that if $T = T/6$ we can define $f_\varepsilon(t)$ as

$$f_\varepsilon(t) = \begin{cases} 0, & t \in [0, T/6 - (\varepsilon^{\frac{3}{2}} + \varepsilon)], \\ \frac{\varepsilon + \varepsilon^{\frac{3}{2}} + (T - T/6)}{T}, & t \in [T/6 - (\varepsilon^{\frac{3}{2}} + \varepsilon), T/6 - \varepsilon^{\frac{3}{2}}], \\ 1, & t \in [T/6 - \varepsilon^{\frac{3}{2}}, T/6], \end{cases}$$

and repeat the argument above. We must compute only $\Delta A_2^+(\varepsilon)$. This finishes our proof. \qed

In order to conclude our study of the collisions in the octahedral symmetric six-body problem we have to prove that there is no quadruple collision, and that the double collisions are regularized. To prove that there is no quadruple collision we follow the method used to prove that there is no extra double collisions.

We argue by contradiction. First of all we remark that at $t = 0$ we have $x(0) = 0, y(0) = z(0)$, and therefore we can have only a double collision or a total collision. We have already proved that a minimizer is free of total collisions. Hence at $t = 0$ we necessarily have a double collision. The same argument holds for $t = T/3$ and $t = 2T/3$. Assume now, by contradiction, that we have a quadruple collision at time $\tau$. By symmetry we can assume that $\tau \in (0, T/6)$. Without loss of generality, we will say that this quadruple collision is of the cluster $\{1, 2, 3, 4\}$, that is to say: $x(\tau) = y(\tau) = 0$ and $z(\tau) > 0$. The lagrangian and energy of the cluster are

$$L_{x,y} = \frac{1}{2} (x^2 + y^2) + \frac{1}{8} \left( \frac{1}{x} + \frac{1}{y} \right) + \frac{1}{\sqrt{x^2 + y^2}},$$

$$h_{x,y} = \frac{1}{2} (x^2 + y^2) - \frac{1}{8} \left( \frac{1}{x} + \frac{1}{y} \right) - \frac{1}{\sqrt{x^2 + y^2}}.$$
Proposition 5. Let $X = (x, y, z)$ a minimizer of $A_{\Omega}$ and $\bar{t} \in (0, T/6]$ the instant of a quadruple collision of $m_1, m_2, m_3, m_4$. There is an interval, $[a, b]$, such that

$$\bar{t} \in [a, b] \subset (0, T/6]$$

and $t \mapsto h_{x,y} = h_{x,y}(X(t), \dot{X}(t))$ is an absolutely continuous function in the interval $[a, b]$.

Proof. Since $X$ is a minimizer of $A_{\Omega}$, $X|_{0,T/6} = A_{\frac{T}{6}}$. So the function $h_{x,y}(t) = h_{x,y}(X(t), \dot{X}(t))$ is well defined on a subset of $[0, T/6]$ with full measure as in (11), and such that only quadruple collisions of the masses on the $x, y$-axis occur at $t \in [a, b]$. Let $\delta$ be a function of class $C^1$ with support contained in $[a, b]$. Let

$$t_{\varepsilon} : [0, T/6] \rightarrow [0, T/6], \quad \tau \mapsto t_{\varepsilon}(\tau) = \tau + \varepsilon \delta(\tau).$$

As in proposition 4, $t_{\varepsilon}$ is monotonic and bijective if $\varepsilon > 0$ is small, and the equations (9), (11) hold.

Let $X_{\varepsilon} : [0, T/6] \rightarrow S$, $X_{\varepsilon}(\tau) = (x(t_{\varepsilon}(\tau)), y(t_{\varepsilon}(\tau)), z(\tau))$ a variation of $X|_{0,T/6}$.

Define

$$A_{\frac{T}{6}}^{x,y}(X_{\varepsilon}) = \int_0^{\frac{T}{6}} (K_{x,y}(X_{\varepsilon}(\tau)) + U_{x,y}(X_{\varepsilon}(\tau))) d\tau$$

and

$$A_{\frac{T}{6}}^{1}(X_{\varepsilon}) = \int_0^{\frac{T}{6}} (K_{1}(X_{\varepsilon}(\tau)) + U_{1}(X_{\varepsilon}(\tau))) d\tau,$$

where we set

$$K_{1} = \frac{1}{2} z^2,$$

$$U_{1} = \left(\frac{1}{\sqrt{x^2 + z^2}} + \frac{1}{\sqrt{y^2 + z^2}}\right) + \frac{1}{8z}.$$

After making the change of variables $\tau = t_{\varepsilon}(\tau)$ in $A_{\frac{T}{6}}^{x,y}(X_{\varepsilon})$, we have

$$A_{\frac{T}{6}}^{x,y}(X_{\varepsilon}) = \int_0^{\frac{T}{6}} \left[ \frac{1}{2} \left(\dot{x}(t)^2 + \dot{y}(t)^2\right) \frac{1}{dt} + \left(\frac{1}{8x(t)} + \frac{1}{8y(t)} + \frac{1}{\sqrt{x(t)^2 + y(t)^2}}\right) \frac{d\tau}{dt}\right] dt.$$

Since $X|_{0,T/6}$ is a minimizer of $A_{\frac{T}{6}}$, and $\varepsilon \rightarrow A_{\frac{T}{6}}^{1}(X_{\varepsilon})$ is a differentiable function, using (10) we obtain

$$\frac{d}{d\varepsilon} A_{\frac{T}{6}}^{1}(X_{\varepsilon})_{\varepsilon = 0} = \int_a^b \left( h_{x,y} \dot{\delta} + \left(\frac{\partial U_{1}}{\partial x} \dot{x} + \frac{\partial U_{1}}{\partial y} \dot{y}\right) \dot{\delta} \right) dt = 0 \quad \forall \delta.$$

As in proposition 4, we use the Fundamental Lemma of the Calculus of Variations, in order to conclude that $t \mapsto h_{x,y}(t)$ is absolutely continuous and also

$$\dot{h}_{x,y}(t) = \nabla_{x,y} U_{1}(X(t)) \cdot (\dot{x}, \dot{y}),$$

where we set

$$\nabla_{x,y} U_{1}(X(t)) = \left(\frac{\partial U_{1}}{\partial x}, \frac{\partial U_{1}}{\partial y}\right).$$
Corollary 2. Let \( X = (x, y, z) \in \Omega \) be a minimizer and \( \bar{t} \in [0, T/6] \) an instant of quadruple collision, say \( x(\bar{t}) = y(\bar{t}) = 0 \). Then \( \bar{t} \) is isolated in the set of collision times, \( T_c(X) \).

Remark 1. As we have already proven in theorem 3.3 double collisions can not accumulate in a quadruple collision and there is no extra double collision! We have proved also that there is no total collision. So, we can choose a neighborhood of \( \bar{t} \) such that there is no double collision such that \( x = 0 \) or \( y = 0 \).

Proof. Let \( X \) be a minimizer of \( A|_{\Omega} \), \( \bar{t} \in (0, T/6) \) a quadruple collision time at which \( x = y = 0 \) and \( T_c(X) = \{ t^*: x(t^*)y(t^*)z(t^*) = 0 \} \). By contradiction, suppose that \( \bar{t} \) is not isolated in \( T_c(X) \). Notice, by the remark above, that there is no possible accumulations of extra double collisions or total collisions to a quadruple collision. So, only collisions of \( m_1, m_2, m_3, m_4 \) can accumulate in \( \bar{t} \), we can choose an interval \([a, b]\) such that \( \bar{t} \in (a, b) \) and for all \( t \in [a, b] \) there is no collision of \( m_1, m_2, m_3 \) or \( m_4 \) with the others masses, \( m_5, m_6 \). We know that \( T_c \) is closed and has zero measure. So there exists a sequence of compact intervals \( ([a_n, b_n])_{n \in \mathbb{N}} \) such that \( a_n, b_n \to \bar{t} \) and

\[
x(a_n) = x(b_n) = y(a_n) = y(b_n) = 0 \quad \text{and} \quad I_{x,y}(t) \neq 0 \quad \forall t \in (a_n, b_n),
\]

where \( I_{x,y}(t) \) is the moment of inertia of the cluster, which can be written as

\[
I_{x,y}(t) = I_{x,y}(X(t)) = x(t)^2 + y(t)^2.
\]

Therefore, \( I_{x,y}(a_n) = I_{x,y}(b_n) = 0 \) and \( I_{x,y}(t) \neq 0 \forall t \in (a_n, b_n) \). By proposition 3.2 \( X \) is a solution of the octahedral symmetric six-body problem in \((a_n, b_n) \) and \( I_{x,y}(X(t)) \) is \( C^2 \) in \((a_n, b_n) \). If \( s_n \in (a_n, b_n) \) denotes the maximum of \( I_{x,y} \) in \([a_n, b_n] \), we have \( I_{x,y}(s_n) \leq 0 \). The equations of motion tells us that

\[
(\ddot{x}, \ddot{y}) = \nabla_{x,y} U_{x,y} + \nabla_{x,y} U_1.
\]

And with this we have the generalized Lagrange-Jacobi relation

\[
\ddot{I}_{x,y}(t) = 4K_{x,y} + 2(x, y) \cdot (\nabla_{x,y} U_{x,y} + \nabla_{x,y} U_1) = 4h_{x,y}(t) + 2U_{x,y} + 2(x, y) \cdot \nabla_{x,y} U_1.
\]

But, according to the proposition 3.5 \( h_{x,y} \) is an absolutely continuous function on \([a, b] \), so \( h_{x,y} \) and \((x, y) \cdot \nabla_{x,y} U_1 \) are bounded and \( U_{x,y}(t) \to +\infty \) as \( t \to +\infty \). Then \( I_{x,y}(s_n) \to +\infty \), a contradiction. The corollary is proved.

Theorem 3.4. A minimizer of \( A|_{\Omega} \) does not have a quadruple collision.

Proof. We will make a small deformation of the hypothetical minimizer with a collision which decreases the action, similar to what we did in propositions 3.2 and 3.3. Notice that by the symmetry of the problem a quadruple collision in \( \{ t \in \mathbb{R} : t \in \{ \frac{T}{4}, \frac{T}{2}, \frac{3T}{4}, T \} \} \) means a total collision. From proposition 3.3 it can not happen. Moreover, by theorem 3.3 there is no collision in \((0, T/3) \). Suppose that there is a minimizer of \( A|_{\Omega} \) with an extra quadruple collision at the instant \( \bar{t} \in (0, T/6) \) among the masses on the \( x, y \)-axis. By Sundman’s estimates we have

\[
\begin{align*}
&\begin{cases}
x(t) = x_0(t - \bar{t})^{\frac{2}{3}} + O(t - \bar{t}), \\
y(t) = y_0(t - \bar{t})^{\frac{2}{3}} + O(t - \bar{t})
\end{cases}, \quad \text{and} \quad \begin{cases}
x(t) = \frac{2}{3}x_0(t - \bar{t})^{-\frac{1}{3}} + O(1) \\
y(t) = \frac{2}{3}y_0(t - \bar{t})^{-\frac{1}{3}} + O(1)
\end{cases},
\end{align*}
\]
as $t \to \bar{t}$, where $x_0, y_0 > 0$. For $\varepsilon > 0$, define $f_\varepsilon : [0, T/6] \to \mathbb{R}_+$, where

$$f_\varepsilon(t) = \begin{cases} 
\frac{\varepsilon + \varepsilon^2}{\bar{t} - (\varepsilon^2 + \varepsilon)}, & t \in [\bar{t} - (\varepsilon^2 + \varepsilon), \bar{t} - \varepsilon^2] \\
1, & t \in [\bar{t} - \varepsilon^2, \bar{t} + \varepsilon^2] \\
\frac{\varepsilon + \varepsilon^2}{\bar{t} - t}, & t \in [\bar{t} + \varepsilon^2, \bar{t} + \varepsilon^2 + \varepsilon] \\
0, & t \in [0, \bar{t} - (\varepsilon^2 + \varepsilon)] \cup [\bar{t} + \varepsilon^2 + \varepsilon, T/6]
\end{cases}.$$ 

Set $X_\varepsilon(t) = (x_\varepsilon(t), y_\varepsilon(t), z_\varepsilon(t))$ where:

$$x_\varepsilon(t) = x(t) + \varepsilon f_\varepsilon(t), \quad y_\varepsilon(t) = y(t) + \varepsilon f_\varepsilon(t), \quad z_\varepsilon(t) = z(t),$$

Notice that $X_\varepsilon \in \Omega_{\bar{t}}$. We will prove that $A^+_\varepsilon(X_\varepsilon) < A^+_\varepsilon(X|_{[0,T/6]})$, and it is a contradiction. This difference can be written as

$$\Delta A^+_\varepsilon(\varepsilon) = A^+_\varepsilon(X_\varepsilon) - A^+_\varepsilon(X|_{[0,T/6]}) = \Delta A^+_\varepsilon(\varepsilon) + \Delta A^-_\varepsilon(\varepsilon),$$

where $\Delta A^+_\varepsilon(\varepsilon)$ and $\Delta A^-_\varepsilon(\varepsilon)$ are defined as in theorem 3.3. Again

$$\Delta A^+_\varepsilon(\varepsilon) = A^+_\varepsilon(\varepsilon) + A^+_2(\varepsilon) + A^+_3(\varepsilon),$$

$$A^+_\varepsilon(t) = \int_{T/2}^{T+\varepsilon^2} (U(X_\varepsilon) - U(X))(t)dt,$$

$$A^+_2(\varepsilon) = \int_{T+\varepsilon^2}^{T+\varepsilon^2} (U(X_\varepsilon) - U(X))(t)dt,$$

$$A^+_3(\varepsilon) = \int_{T+\varepsilon^2}^{T+\varepsilon^2} (K(X_\varepsilon, X_\varepsilon) - K(X, X))(t)dt.$$

To estimate $A^+_1$, observe that $A^+_1(\varepsilon) \leq \overline{A}^+_1(\varepsilon)$, since $f_\varepsilon(t) \geq 0$, where

$$\overline{A}^+_1(\varepsilon) = \frac{1}{8} \int_{T/2}^{T+\varepsilon^2} \left( \frac{1}{x_0(t - \bar{t})^2 + \varepsilon + O(t - \bar{t})} - \frac{1}{x_0(t - \bar{t})^2 + O(t - \bar{t})} \right) dt.$$

We have proved in theorem 3.3 that $\overline{A}^+_1(\varepsilon) = -k_+\varepsilon^{3/2} + O(\varepsilon)$, where $k_+$ is a positive constant. Since $x(t)$, $y(t)$ and $f_\varepsilon(t)$ are positive, we have

$$A^+_2(\varepsilon) \leq \frac{1}{8} \int_{T+\varepsilon^2}^{T+\varepsilon^2} \left( \frac{1}{x(t) + \varepsilon f_\varepsilon(t)} + \frac{1}{y(t) + \varepsilon f_\varepsilon(t)} - \left( \frac{1}{x(t)} + \frac{1}{y(t)} \right) \right) dt$$

$$+ \int_{T+\varepsilon^2}^{T+\varepsilon^2} (U_1(X_\varepsilon(t)) - U_1(X(t))) dt,$$

$$A^+_2 \leq O(\varepsilon).$$

For $A^+_3$, we have

$$A^+_3(\varepsilon) = \int_{T+\varepsilon^2}^{T+\varepsilon^2} (\|\dot{X}_\varepsilon\|^2 - \|X_\varepsilon\|^2) dt = \int_{T+\varepsilon^2}^{T+\varepsilon^2} (-2\dot{x}(t) + 1) dt \leq O(\varepsilon).$$

We conclude that $\Delta A^+_\varepsilon \leq -k_+\varepsilon^{3/2} + O(\varepsilon)$. Analogously, $\Delta A^-_\varepsilon \leq -k_+\varepsilon^{3/2} + O(\varepsilon)$, so

$$\Delta A^-_\varepsilon \leq -(k_- + k_+)\varepsilon^{3/2} + O(\varepsilon),$$

and we have a contradiction.
Notice that if \( \bar{t} = T/6 \) we can define \( f_\varepsilon(t) \) by

\[
f_\varepsilon(t) = \begin{cases} 
0, & t \in [0, T/6 - (\varepsilon^2 + \varepsilon)] \\
\frac{\varepsilon + \frac{2}{3} (t - T/6)}{\varepsilon}, & t \in [T/6 - (\varepsilon^2 + \varepsilon), T/6 - \varepsilon^2] \\
1, & t \in [T/6 - \varepsilon^2, T/6]
\end{cases}
\]

and repeat the argument above. We need to compute only \( \Delta A_{\frac{1}{6}}(\varepsilon) \). That finishes our proof. \( \square \)

4. Regularization and proof of the main theorem. In the last section we proved that the collisions are only double collisions occurring in \( \{ t \in \mathbb{R} : \ t = T/3Z \} \). We will consider now \( \dot{X} = (\dot{x}, \dot{y}, \dot{z}) \) as independent variables in the phase space. So the hamiltonian

\[
H(X, \dot{X}) = \frac{1}{2} (\dot{x}^2 + \dot{y}^2 + \dot{z}^2) - \left( \frac{1}{\sqrt{x^2 + y^2}} + \frac{1}{\sqrt{x^2 + z^2}} + \frac{1}{\sqrt{y^2 + z^2}} \right) - \frac{1}{8} \left( \frac{1}{x} + \frac{1}{y} + \frac{1}{z} \right),
\]

is singular only at double collisions. Now we will regularize the equations of motions at the double collisions by a time scaling, using a kind of Levi-Civita regularization [7]. Introduce the new variables \((\gamma, \upsilon, \zeta, \Gamma, \Upsilon, Z)\) defined by

\[
\begin{cases} 
x = \gamma^2, & \Gamma = 2\dot{x}\gamma \\
y = \upsilon^2, & \Upsilon = 2\dot{y}\upsilon \\
z = \zeta^2, & Z = 2\dot{z}\zeta
\end{cases}
\]

Notice that \((\theta, \Theta) = (\gamma, \upsilon, \zeta, \Gamma, \Upsilon, Z) \mapsto (X, \dot{X}) = (x, y, z, \dot{x}, \dot{y}, \dot{z})\) is a symplectic 8-fold covering outside collisions. Equations of motions in the new variables are still in hamiltonian form. The hamiltonian can be written as

\[
H(\theta, \Theta) = \frac{1}{2} \left( \frac{\Gamma^2}{4\gamma^2} + \frac{\Upsilon^2}{4\upsilon^2} + \frac{Z^2}{4\zeta^2} \right) - \left( \frac{1}{\sqrt{\gamma^4 + \upsilon^4}} + \frac{1}{\sqrt{\gamma^4 + \zeta^4}} + \frac{1}{\sqrt{\upsilon^4 + \zeta^4}} \right) - \frac{1}{8} \left( \frac{1}{\gamma^2} + \frac{1}{\upsilon^2} + \frac{1}{\zeta^2} \right),
\]

and the equations of motion are

\[
\begin{cases} 
\dot{\gamma} = \frac{\Gamma}{4\gamma^3} \\
\dot{\Gamma} = \left( \frac{\Gamma^2}{4\gamma^7} - \frac{1}{4\gamma^7} \right) - \frac{2\gamma^3}{(\gamma^4 + \upsilon^4)^{3/2}} - \frac{2\gamma^3}{(\gamma^4 + \zeta^4)^{3/2}} \\
\dot{\upsilon} = \frac{\Upsilon}{4\upsilon^3} \\
\dot{\Upsilon} = \left( \frac{\Upsilon^2}{4\upsilon^7} - \frac{1}{4\upsilon^7} \right) - \frac{2\upsilon^3}{(\upsilon^4 + \gamma^4)^{3/2}} - \frac{2\upsilon^3}{(\upsilon^4 + \zeta^4)^{3/2}} \\
\dot{\zeta} = \frac{Z}{4\zeta^3} \\
\dot{Z} = \left( \frac{Z^2}{4\zeta^7} - \frac{1}{4\zeta^7} \right) - \frac{2\zeta^3}{(\zeta^4 + \gamma^4)^{3/2}} - \frac{2\zeta^3}{(\zeta^4 + \upsilon^4)^{3/2}}
\end{cases}
\]
In order to regularize, we suppose that the total energy is constant, i.e. \( H(\theta, \Theta) = h \). So
\[
\left( \frac{\Gamma^2}{8\gamma^2} - \frac{1}{8\gamma^2} \right) = h - \frac{1}{2} \left( 2\gamma v^2 + Z^2 \right) + \left( \frac{1}{\sqrt{\gamma^4 + v^4}} + \frac{1}{\sqrt{\gamma^4 + \zeta^4}} + \frac{1}{\sqrt{v^4 + \zeta^4}} \right)
+ \frac{1}{8} \left( \frac{1}{v^2} + \frac{1}{\zeta^2} \right)
\]

Define now
\[
f(\gamma, v, \zeta, \Gamma, \Upsilon, Z) = \frac{1}{2} \left( \frac{\gamma^2 v^2 + Z^2}{4\gamma^2} \right) - \left( \frac{1}{\sqrt{\gamma^4 + v^4}} + \frac{1}{\sqrt{\gamma^4 + \zeta^4}} + \frac{1}{\sqrt{v^4 + \zeta^4}} \right)
- \frac{1}{8} \left( \frac{1}{v^2} + \frac{1}{\zeta^2} \right)
\]

Let us introduce the time scaling
\[
\gamma' = (\gamma^2 v^2 \zeta^2) \cdot \gamma
\]

This time scaling will permit us to regularize all the doubles collisions at once.

The system \([13]\) in the new time parameter is

\[
\begin{aligned}
\gamma' &= \frac{1}{3} v^2 \zeta^2 \Gamma \\
\Gamma' &= 2\gamma v^2 \zeta^2 (h - f(\gamma, v, \zeta, \Gamma, \Upsilon, Z)) - \frac{2\gamma^6 v^2 \zeta^2}{(\gamma^4 + v^4)^{\frac{5}{2}}} - \frac{2\gamma^6 v^2 \zeta^2}{(\gamma^4 + \zeta^4)^{\frac{5}{2}}} \\
v' &= \frac{1}{3} \gamma^2 v^2 \Upsilon \\
\Upsilon' &= 2\gamma^2 v^2 \zeta^2 (h - f(v, \gamma, v, \zeta, \Upsilon, Z)) - \frac{2\gamma^6 v^2 \zeta^2}{(\gamma^4 + v^4)^{\frac{5}{2}}} - \frac{2\gamma^6 v^2 \zeta^2}{(v^4 + \zeta^4)^{\frac{5}{2}}} \\
\zeta' &= \frac{1}{3} \gamma^2 v^2 Z \\
Z' &= 2\gamma^2 v^2 (h - f(v, \gamma, \zeta, Z, v, \Gamma)) - \frac{2\gamma^6 v^2 \zeta^5}{(\gamma^4 + \zeta^4)^{\frac{7}{2}}} - \frac{2\gamma^6 v^2 \zeta^5}{(v^4 + \zeta^4)^{\frac{7}{2}}}
\end{aligned}
\]

Definition 4.1. For a minimizer of \( A|\Omega \), \( X \), a double collision at the instant \( t = \bar{t} \) is regularized if and only if:

(i) the total energy is constant;

(ii) For \( t \) in a neighborhood of \( \bar{t} \), the lift of \( t \to (X, \dot{X})(t) \) by the sympletic covering \([12]\) is a solution of the equations \([14]\) after time scaling.

**Proposition 6.** Double collisions of minimizers of \( A|\Omega \) in the octahedral symmetric six-body problem are regularized.

**Proof.** By the symmetry of the problem and the invariance of \( X \) under the action of \( G \), we need to check only the collision at \( \bar{t} = 0 \). Notice that our rescaling of time \( \gamma' = \gamma^2 v^2 \zeta^2 \cdot \gamma \) regularizes simultaneously all double collisions.

We know that for a minimizer of \( A|\Omega \) the total energy \( h(t) = H(X(t), \dot{X}(t)) \) is constant in each interval without collision, but in a small interval containing \( \bar{t} = 0 \), a priori, the energy could be different for \( t > 0 \) and \( t < 0 \). We remember that
\[
h(t) = h_x(t) + K_0 - U_0(t),
\]
where \( K_0(X(t), \dot{X}(t)) \) and \( U_0(t) \) are the continuous function in a neighborhood of \( \bar{t} \) defined in page \([1913]\). By proposition \([4]\) \( h_x \) is an absolutely continuous function in a neighborhood of a double collision on the \( x \) axis. So, \( t \to h(t) \) is continuous in a neighborhood of \( \bar{t} = 0 \). Therefore, \( h \) is constant in \((-T/3, T/3)\), consequently in \([0, T]\).

The change of variables \( \gamma' = \gamma^2 v^2 \zeta^2 \cdot \gamma \) can be written as \( \frac{d}{ds} = \gamma^2 v^2 \zeta^2 \frac{d}{dt} \), where \( \gamma \) is the derivative with respect to the physical time, \( t \), and \( \gamma' \) is the derivative
with respect to the new (i.e. rescaled) time $s$. The new time can be written as a function of the physical time $t$ as

$$s(t) = \int_0^t \frac{1}{x(u)y(u)z(u)} du,$$

and denote by $t = t(s)$ the inverse of $s = s(t)$. As we are studying a neighborhood that contains only a collision in the $x$-axis, we can use Sundman estimates and write:

$$\left\{ \begin{array}{l}
x(t) = x_0 t^{\frac{2}{3}} + O(t) \\
y(t) = y_0 + O(1) \\
z(t) = z_0 + O(1)
\end{array} \right. \implies x(t)y(t)z(t) = a t^{\frac{4}{3}} + O(t),$$

where $a = x_0 y_0 z_0 > 0$ is constant. Hence the integral above converges.

Let us term

$$\left\{ \begin{array}{l}
\gamma(s) = \sqrt{x(t(s))}, \\
\Gamma(s) = 2 \dot{x}(t(s)) \gamma(s) \\
v(s) = \sqrt{y(t(s))}, \\
\Upsilon(s) = 2 \dot{y}(t(s)) v(s) \\
\zeta(s) = \sqrt{z(t(s))}, \\
\Xi(s) = 2 \dot{z}(t(s)) \zeta(s)
\end{array} \right.$$  \quad (15)

so the path

$$s \mapsto (\gamma(s), \Gamma(s), v(s), \Upsilon(s), \zeta(s), \Xi(s))$$

is a solution of (14) in $(0, \epsilon)$, for $\epsilon$ sufficiently small. Since the system (14) is regular at double collisions in each energy surface, the path (15) can be continued to $s \leq 0$. By the symmetry of the solution, $\dot{z}(0) = -\dot{y}(0)$ and $z(0) = y(0)$, hence we choose an appropriate lift: $v(0) = \zeta(0)$ and $\Upsilon(0) = -\Xi(0)$. Exploiting the symmetry of differential equations (14), we get

$$\left\{ \begin{array}{l}
\gamma(s) = -\gamma(-s), \\
\Gamma(s) = \Gamma(-s) \\
v(s) = \zeta(-s), \\
\Upsilon(s) = -\Xi(-s) \\
\zeta(s) = v(-s), \\
\Xi(s) = -\Upsilon(-s)
\end{array} \right..$$

In physical coordinates $x, y, z$ and in physical time $t$ we get

$$x(-t) = x(t), \quad y(-t) = z(t), \quad z(-t) = y(t).$$

This proves that for $t > 0$, $X(t)$ coincides with the solution obtained through Levi-Civita regularization. For others double collisions the argument is the same.  \hfill \square

Let $X = (x, y, z)$ be a minimizer of $\mathcal{A}|_{\Omega}$. By proposition 5, $X$ has double collisions regularized, and by proposition 2, $X$ is a solution of the 6-body problem. So we can say that $X$ is a collision solution of the symmetric 6-body problem on the axis. To prove the Main Theorem, we just have to prove (iii), because (i), (iii) and (iv) are already satisfied. We need to prove that $t \mapsto y(t)$ is decreasing and $t \mapsto z(t)$ is increasing in $[0, T/6]$, notice that, by the symmetry of the problem, is the same thing as proving $t \mapsto x(t)$ is decreasing in $[2T/3, 5T/6]$ and increasing in $[T/3, T/2]$, respectively. Also, we have to prove that $t \mapsto y(t)$ is decreasing and $t \mapsto z(t)$ is decreasing in $[T/6, T/3]$ is the same thing as proving that $t \mapsto x(t)$ is decreasing in $[5T/6, T]$ and decreasing in $[T/2, 2T/3]$, respectively. So, we merely have to study the behavior of $t \mapsto x(t)$ in a period. By the equations of motion (14), we have

$$\ddot{x}(t) = \frac{\partial U}{\partial x} < 0 \quad \forall t \in [0, T].$$  \quad (16)

Therefore $x(t) = x(-t)$, so $\dot{x}(T/2) = 0$. We conclude that $t \mapsto x(t)$ is increasing in
[0, T/2] and decreasing in [T/2, T]. And so, the curtains close on the proof of the Main Theorem!
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