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Abstract In this paper, the estimation of parameters of a three-parameter Weibull–Gamma distribution based on progressively type-II right censored sample is studied. The maximum likelihood, Bayes, and parametric bootstrap methods are used for estimating the unknown parameters as well as some lifetime parameters reliability function, hazard function and coefficient of variation. Approximate confidence intervals for the unknown parameters as well as reliability function, hazard function and coefficient of variation are constructed based on the s-normal approximation to the asymptotic distribution of maximum likelihood estimators (MLEs), and log-transformed MLEs. In addition, two bootstrap CIs are also proposed. Bayes estimates of the unknown parameters and the corresponding credible intervals are obtained by using the Gibbs within Metropolis–Hasting samplers procedure. Furthermore, the results of Bayes method are obtained under both the balanced squared error loss and balanced linear-exponential loss. Analysis of a simulated data set has also been presented for illustrative purposes. Finally, a Monte Carlo simulation study is carried out to investigate the precision of the Bayes estimates with MLEs and two bootstrap estimates, also to compare the performance of different corresponding CIs considered.
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1 Introduction

In industrial life testing and medical survival analysis, very often the object of interest is lost or withdrawn before failure or the object lifetime is only known within an
interval. Hence, the obtained sample is called a censored sample (or an incomplete sample). Some of the major reasons for removal of the experimental units are saving the working experimental units for future use, reducing the total time on test and lower the cost associated with these. Right censoring is one of the censoring techniques used in life-testing experiments. The most common right censoring schemes are type-I and type-II censoring, but the conventional type-I and type-II censoring schemes do not have the flexibility of allowing removal of units at points other than the terminal point of the experiment. For this reason, a more general censoring scheme called progressive type-II right censoring is proposed. A progressive type-II censoring is a useful scheme in which a specific fraction of individuals at risk may be removed from the experiment at each of several ordered failure times. Schematically a progressively type-II censored sample can be described as follows. Suppose that $n$ independent items are put on a life test with continuous identically distributed failure times $X_1, X_2, \ldots, X_n$. Suppose further that a censoring scheme $(R_1, R_2, \ldots, R_m)$ is previously fixed such that immediately following the first failure $X_1$, $R_1$ surviving items are removed from the experiment at random, and immediately following the second failure $X_2$, $R_2$ surviving items are removed from the experiment at random. This process continues until, at the time of the $m$th observed failure $X_n$, the remaining $R_m$ surviving items are removed from the test. The $m$ ordered observed failure times denoted by $X^{(R_1, \ldots, R_m)}_1, X^{(R_1, \ldots, R_m)}_2, \ldots, X^{(R_1, \ldots, R_m)}_m$ are called progressively type II right censored order statistics of size $m$ from a sample of size $n$ with progressive censoring scheme $(R_1, R_2, \ldots, R_m)$. It is clear that $n = m + \sum_{i=1}^{m} R_i$. The special case when $R_1 = R_2 = \cdots = R_{m-1} = 0$ so that $R_m = n - m$ is the case of conventional type-II right censored sampling. Also when $R_1 = R_2 = \cdots = R_m = 0$, so that $m = n$, the progressively type II right censoring scheme reduces to the case of no censoring (ordinary order statistics). Many authors have discussed inference under progressive type-II censored using different lifetime distributions, see for example, Basak et al. (2009), Kim et al. (2011), Ng et al. (2005), Balakrishnan and Lin (2003), Asgharzadeh (2006), Madi and Raqab (2009), Fernandez (2004), Mahmoud et al. (2014c) and Soliman et al. (2015). A thorough overview of the subject of progressive censoring and the excellent review article is given in Balakrishnan (2007). Aggarwala and Balakrishnan (1998) developed an algorithm to simulate general, progressively type-II censored samples from the uniform or any other continuous distribution. The joint probability density function for progressively type-II censored sample of size $m$ from a sample of size $n$ is given by, for details see Balakrishnan and Aggarwala (2000).

$$f_{X_1:m:n, \ldots, X_m:m:n}(x_{1:m:n}, \ldots, x_{m:m:n}) = c \prod_{i=1}^{m} f(x_{i:m:n}) [1 - F(x_{i:m:n})]^{R_i}, \quad (1)$$

where $c = n(n - 1 - R_1)(n - 2 - R_1 - R_2) \ldots \left(n - \sum_{i=1}^{m-1} (R_i + 1) \right)$. The Weibull–Gamma distribution is appropriate for phenomenon of loss of signals in telecommunications which is called fading when multipath is superimposed on shadowing. The Weibull–Gamma distribution is introduced by Bithas (2009). A random variable $X$ has a Weibull–Gamma distribution if its probability density function (PDF) and the corresponding cumulative distribution function (CDF) are given by
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\[ f (x; \alpha, \beta, \lambda) = \frac{\alpha \beta}{\lambda} x^{\alpha-1} \left(1 + \frac{1}{\lambda} x^\alpha\right)^{-(\beta+1)}, \quad x > 0, \quad \alpha, \beta, \lambda > 0, \]  

(2)

and

\[ F (x; \alpha, \beta, \lambda) = 1 - \left(1 + \frac{1}{\lambda} x^\alpha\right)^{-\beta}, \quad x > 0, \quad \alpha, \beta, \lambda > 0. \]  

(3)

The Weibull–Gamma distribution with parameters \( \alpha, \beta \) and \( \lambda \) will be denoted by WGD \((\alpha, \beta, \lambda)\). Its reliability and hazard functions are given by

\[ S (t) = \left(1 + \frac{1}{\lambda} t^\alpha\right)^{-\beta}, \quad t > 0, \]  

(4)

and

\[ h (t) = \frac{\alpha \beta}{\lambda} t^{\alpha-1} \left(1 + \frac{1}{\lambda} t^\alpha\right)^{-1}, \quad t > 0. \]  

(5)

It is noted that if \( \alpha = 1 \) and \( \lambda = 1 \), the WGD reduced to standard Pareto distribution. For more details about WGD and its properties see Molenberghs and Verbeke (2011) and Mahmoud et al. (2014a, b). The coefficient of variation is used in numerous areas of science such as biology, economics, and psychology, and in engineering in queueing and reliability theory see, for example Sharma and Krishna (1994). Nairy and Rao (2003) gave a summary of uses of the coefficient of variation in a number of areas. Given a set of observations from WGD\((\alpha, \beta, \lambda)\), the sample coefficient of variation \((CV)\) is often estimated by the ratio of the sample standard deviation to the sample mean. Or equivalent

\[ CV = \frac{\sqrt{Var (X)}}{E (X)} = \frac{\sqrt{E (X^2) - [E (X)]^2}}{E (X)}, \quad E (X) \neq 0, \]  

(6)

where \( E (X) \) and \( E (X^2) \) are the first and the second moments of the WGD \((\alpha, \beta, \lambda)\), given by

\[ E (X) = \frac{\lambda^{\frac{1}{\alpha}} \Gamma \left(1 + \frac{1}{\alpha}\right) \Gamma \left(\beta - \frac{1}{\alpha}\right)}{\Gamma (\beta)}, \quad \alpha \beta > 1 \]  

(7)

\[ E (X^2) = \frac{\lambda^{\frac{2}{\alpha}} \Gamma \left(1 + \frac{2}{\alpha}\right) \Gamma \left(\beta - \frac{2}{\alpha}\right)}{\Gamma (\beta)}, \quad \alpha \beta > 2, \]  

(8)

where \( \Gamma (z) \) is the gamma function satisfies \( \Gamma (z) = \int_0^\infty y^{z-1} e^{-y} dy \). Then, the theoretical \( CV \) for the WGD according to (6) is

\[ CV = W (\alpha, \beta, \lambda), \]  

(9)
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where
\[
W(\alpha, \beta, \lambda) = \frac{\lambda^{\frac{1}{\alpha}} \left[ \Gamma\left(1 + \frac{2}{\alpha}\right) \Gamma\left(\beta - \frac{2}{\alpha}\right) - \frac{\Gamma\left(1 + \frac{1}{\alpha}\right) \Gamma\left(\beta - \frac{1}{\alpha}\right)^2}{\Gamma(\beta)} \right]^2}{\Gamma\left(1 + \frac{1}{\alpha}\right) \Gamma\left(\beta - \frac{1}{\alpha}\right)}, \quad \alpha\beta > 2. \tag{10}
\]

Molenberghs and Verbeke (2011) gave a summary of the Weibull–Gamma frailty model, its infinite moments, and its connection to generalized log-logistic, logistic, Caushy, and extreme value distributions. Mahmoud et al. (2014a) discussed the recurrence relations for moments of dual generalized order statistics from WGD and its characterizations. Mahmoud et al. (2014b) established a new recurrence relations satisfied by the single and product moments of the progressively type-II right censored order statistics from non truncated and truncated WGD, and derived approximate moments of progressively type-II right censored order statistics from this distribution.

The great success story of modern day Bayesian statistics is Markov chain Monte Carlo (MCMC) technique. MCMC has a sister method. It is Gibbs sampling method. They permit the numerical calculation of posterior distributions in situations far too complicated for analytic expression see Brooks (1998) for a review. Gibbs sampler requires only the specification of the conditional posterior distribution for each parameter. In situations where those distributions are simple to sample from, the approach is easily implemented. In other situations, the more complex Metropolis–Hastings approach needs to be considered see Gamerman and Carlo (1997) and Gupta et al. (2008). In the present paper, the author has developed a hybrid strategy combining the Metropolis algorithm within the Gibbs sampler for obtaining the samples from the posterior arising from WGD. To our best knowledge, statistical inference for unknown parameters of WGD has not yet been studied under progressive type-II censoring. In this paper, maximum likelihood and Bayesian inference of unknown parameters as well as reliability function, hazard function and coefficient of variation will be studied under progressive type-II censoring. The asymptotic confidence interval of the reliability function, hazard function and coefficient of variation are approximated by delta and bootstrap methods. An MCMC procedure to estimate the parameters and corresponding credible intervals is also discussed.

The layout of the paper is as follows: Sect. 2, discusses the maximum likelihood estimators (MLEs) of the unknown parameters, reliability function, hazard function and coefficient of variation. Asymptotic confidence intervals based the maximum likelihood estimates are presented in Sect. 3. In Sect. 4, we introduce two parametric bootstrap procedures to construct the confidence intervals for the unknown parameters, reliability function, hazard function and coefficient of variation. Section 5, provides the conditional distributions required for implementing the Markov chain Monte Carlo approach. A simulation example to illustrate the approach is given in Sect. 6. Monte Carlo simulation results are presented in Sect. 7. Finally, we conclude the paper in Sect. 8.
2 Maximum likelihood inference

Suppose that \( x = X_{1:m:n}, X_{2:m:n}, \ldots, X_{m:m:n} \) a progressively type-II censored sample drawn from Weibull–Gamma population whose pdf and cdf are given by (1) and (2), with the censoring scheme \((R_1, R_2, \ldots, R_m)\). From (1), (2) and (7), the likelihood function is then given by

\[
L(\alpha, \beta, \lambda \mid x) = c \alpha^m \beta^m \lambda^{m(-m)} \prod_{i=1}^{m} x_i^{\alpha-1} \left( \frac{x_i}{\lambda} \right)^{\alpha-1} \exp \left\{ -\beta \sum_{i=1}^{m} (R_i + 1) \ln \left( 1 + \frac{1}{\lambda} x_i^\alpha \right) \right\}.
\]

The log-likelihood function \( \ell = \ln L(\alpha, \beta, \lambda \mid x) \) without normalized constant is obtained from (11) as

\[
\ell \propto m \ln(\alpha) + m \ln(\beta) - m \ln(\lambda) + m (\alpha - 1) \sum_{i=1}^{m} \ln(x_i) - m \sum_{i=1}^{m} (\beta (R_i + 1) + 1) \ln \left( 1 + \frac{1}{\lambda} x_i^\alpha \right).
\]

Calculating the first partial derivatives of \( \ell \) with respect to \( \alpha, \beta \) and \( \lambda \) and equating each to zero, we get the likelihood equations as

\[
\frac{m}{\alpha} + \sum_{i=1}^{m} \ln(x_i) - \sum_{i=1}^{m} \frac{\beta (R_i + 1) + 1}{1 + \frac{1}{\lambda} x_i^\alpha} \ln(x_i) = 0,
\]

\[
\frac{m}{\beta} - \sum_{i=1}^{m} (R_i + 1) \ln \left( 1 + \frac{1}{\lambda} x_i^\alpha \right) = 0,
\]

and

\[
-\frac{m}{\lambda} + \sum_{i=1}^{m} \frac{\beta (R_i + 1) + 1}{1 + \frac{1}{\lambda} x_i^\alpha} \left( \frac{x_i^\alpha}{\lambda^2} \right) = 0.
\]

From (14) we obtain the MLEs \( \hat{\beta} \) as

\[
\hat{\beta}(\alpha, \lambda) = m \left[ \sum_{i=1}^{m} (R_i + 1) \ln \left( 1 + \frac{1}{\lambda} x_i^\alpha \right) \right]^{-1}.
\]

Since Eqs. (13)–(16) do not have closed form solutions, the Newton–Raphson iteration method is used to obtain the estimates. The algorithm is described as follows:

1. Use the method of moments or any other methods to estimate the parameters \( \alpha, \beta \) and \( \lambda \) as starting point of iteration, denote the estimates as \((\alpha_0, \beta_0, \lambda_0)\) and set \( k = 0 \).
2. Calculate \( \left( \frac{\partial \ell}{\partial \alpha}, \frac{\partial \ell}{\partial \beta}, \frac{\partial \ell}{\partial \lambda} \right)_{(\alpha_k, \beta_k, \lambda_k)} \) and the observed Fisher Information matrix \( I^{-1}(\alpha, \beta, \lambda) \), given in the next paragraph.
3. Update \((\alpha, \beta, \lambda)\) as

\[
(\alpha_{k+1}, \beta_{k+1}, \lambda_{k+1}) = (\alpha_k, \beta_k, \lambda_k) + \left(\frac{\partial \ell}{\partial \alpha}, \frac{\partial \ell}{\partial \beta}, \frac{\partial \ell}{\partial \lambda}\right)_{(\alpha_k, \beta_k, \lambda_k)} \times I^{-1}(\alpha, \beta, \lambda).
\]

(17)

4. Set \(k = k + 1\) and then go back to Step 1.

5. Continue the iterative steps until \(|(\alpha_{k+1}, \beta_{k+1}, \lambda_{k+1}) - (\alpha_k, \beta_k, \lambda_k)|\) is smaller than a threshold value. The final estimates of \((\alpha, \beta, \lambda)\) are the MLE of the parameters, denoted as \((\hat{\alpha}, \hat{\beta}, \hat{\lambda})\).

Moreover, using the invariance property of MLEs, the MLEs of \(S(t), h(t)\) and \(CV\) can be obtained after replacing \(\alpha, \beta\) and \(\lambda\) by \(\hat{\alpha}, \hat{\beta} \) and \(\hat{\lambda}\) as

\[
\hat{S}(t) = \left(1 + \frac{1}{\lambda} t\right)^{-\hat{\beta}}, \quad \hat{h}(t) = \frac{\hat{\alpha} \hat{\beta}}{\hat{\lambda}} \left(1 + \frac{1}{\lambda} t\right)^{-1}, \quad \hat{CV} = W(\hat{\alpha}, \hat{\beta}, \hat{\lambda}).
\]

(18)

3 Asymptotic confidence intervals

As indicated by Vander Wiel and Meeker (1990) the most common method to set confidence bounds for the parameters is to use the asymptotic normal distribution of the MLEs. The asymptotic variances and covariances of the MLEs, \(\hat{\alpha}, \hat{\beta}, \hat{\lambda}\) are given by the entries of the inverse of the Fisher information matrix

\[
I_{ij} = E\left[-\frac{\partial^2 \ell}{\partial \phi_i \partial \phi_j}\right]_{\phi=(\alpha, \beta, \lambda)}.
\]

Unfortunately, the exact closed forms for the above expectations are difficult to obtain. Therefore, the observed Fisher information matrix

\[
\hat{I}_{ij} = E\left[-\frac{\partial^2 \ell}{\partial \phi_i \partial \phi_j}\right]_{\phi=\hat{\phi}},
\]

which is obtained by dropping the expectation operator \(E\), will be used to construct confidence intervals for the parameters, see Cohen (1965). The observed Fisher information matrix has second partial derivatives of log-likelihood function as the entries, which easily can be obtained. Hence, the observed information matrix is given by

\[
\hat{I}(\alpha, \beta, \lambda) = \begin{pmatrix}
-\frac{\partial^2 \ell}{\partial \alpha^2} & -\frac{\partial^2 \ell}{\partial \alpha \partial \beta} & -\frac{\partial^2 \ell}{\partial \alpha \partial \lambda} \\
-\frac{\partial^2 \ell}{\partial \beta \partial \alpha} & -\frac{\partial^2 \ell}{\partial \beta^2} & -\frac{\partial^2 \ell}{\partial \beta \partial \lambda} \\
-\frac{\partial^2 \ell}{\partial \lambda \partial \alpha} & -\frac{\partial^2 \ell}{\partial \lambda \partial \beta} & -\frac{\partial^2 \ell}{\partial \lambda^2}
\end{pmatrix}_{(\alpha=\hat{\alpha}, \beta=\hat{\beta}, \lambda=\hat{\lambda})}.
\]

(19)

Therefore, the asymptotic variance–covariance matrix \([\hat{V}]\) for the MLEs is obtained by inverting the observed information matrix \(\hat{I}(\alpha, \beta, \lambda)\). Or equivalent

\[
[\hat{V}] = \hat{I}^{-1}(\alpha, \beta, \lambda) = \begin{pmatrix}
\text{var}(\alpha) & \text{cov}(\alpha, \beta) & \text{cov}(\alpha, \lambda) \\
\text{cov}(\beta, \alpha) & \text{var}(\beta) & \text{cov}(\beta, \lambda) \\
\text{cov}(\alpha, \lambda) & \text{cov}(\beta, \lambda) & \text{var}(\lambda)
\end{pmatrix}_{(\hat{\alpha}, \hat{\beta}, \hat{\lambda})}.
\]

(20)
It is well known that under some regularity conditions, see Lawless (1982), \((\hat{\alpha}, \hat{\beta}, \hat{\lambda})\) is approximately distributed as multivariate normal with mean \((\alpha, \beta, \lambda)\) and covariance matrix \(I^{-1} (\alpha, \beta, \lambda)\). Thus, the \((1 - \gamma) 100\%\) approximate confidence intervals (ACIs) for \(\alpha, \beta\) and \(\lambda\) can be given by

\[
\left( \hat{\alpha} \pm Z_{\gamma/2} \sqrt{\text{var}(\alpha)} \right), \quad \left( \hat{\beta} \pm Z_{\gamma/2} \sqrt{\text{var}(\beta)} \right), \quad \left( \hat{\lambda} \pm Z_{\gamma/2} \sqrt{\text{var}(\lambda)} \right)
\]

where \(Z_{\gamma/2}\) is the percentile of the standard normal distribution with right-tail probability \(\gamma/2\).

Furthermore, to construct the asymptotic confidence interval of the reliability function, hazard function and coefficient of variation, we need to find the variances of \(\hat{S}(t), \hat{h}(t)\) and \(\hat{CV}\). Thus, the \((1 - \gamma) 100\%\) ACIs for \(S(t), h(t)\) and \(CV\) can be approximated, respectively by

\[
\left( \hat{S}(t) \pm Z_{\gamma/2} \sqrt{\hat{\sigma}_S^2} \right), \quad \left( \hat{h}(t) \pm Z_{\gamma/2} \sqrt{\hat{\sigma}_h^2} \right), \quad \left( \hat{CV} \pm Z_{\gamma/2} \sqrt{\hat{\sigma}_CV^2} \right).
\]

The main disadvantage of approximate \((1 - \gamma) 100\%\) CI is that it may yield negative lower bound though the parameter takes only positive values. In such a case the negative value is replaced by zero. However, a different transformation of the MLE can be used to correct the inadequate performance of the normal approximation. Meeker and Escobar (1998) suggested the use of the normal approximation for the log-transformed MLE. Thus, A two-sided \((1 - \gamma) 100\%\) normal approximation CIs for \(\Omega = (\alpha, \beta, \lambda, S(t), h(t), CV)\) are given by

\[
\hat{\Omega} \cdot \exp \left\{- \frac{Z_{\gamma} \sqrt{\text{var}(\hat{\Omega})}}{\hat{\Omega}} \right\}, \quad \hat{\Omega} \cdot \exp \left\{ \frac{Z_{\gamma} \sqrt{\text{var}(\hat{\Omega})}}{\hat{\Omega}} \right\},
\]

where \(\hat{\Omega} = (\hat{\alpha}, \hat{\beta}, \hat{\lambda}, \hat{S}(t), \hat{h}(t), \hat{CV})\).

### 4 Bootstrap confidence intervals

A parametric bootstrap interval provides much more information about the population value of the quantity of interest than does a point estimate. Also it is evident that
the confidence intervals based on the asymptotic results do not perform very well for small sample size. For this, two parametric bootstrap procedures are provided to construct the bootstrap confidence intervals of $\alpha, \beta, \lambda, S(t), h(t)$ and $CV$. The first one is the percentile bootstrap (Boot-p) confidence interval based on the idea of Efron (1982). The second one is the bootstrap-t (Boot-t) confidence interval, proposed by Hall (1988). Boot-t developed based on a studentized ‘pivot’ and requires an estimator of the variance of the MLE of $\alpha, \beta, \lambda, S(t), h(t)$ and $CV$.

4.1 Parametric Boot-p

(1) Based on the original data $x = x_{1:m:n}, x_{2:m:n}, \ldots, x_{m:m:n}$ obtain $\hat{\alpha}, \hat{\beta}$ and $\hat{\lambda}$ by maximizing Eqs. (13)–(16).

(2) Based on the pre-specified progressive censoring scheme ($R_1, R_2, \ldots, R_m$) generate a type-II progressive censoring sample $\hat{x} = x_{1:m:n}^*, x_{2:m:n}^*, \ldots, x_{m:m:n}^*$ from the GWD with parameters $\hat{\alpha}, \hat{\beta}$ and $\hat{\lambda}$, using the algorithm described in Balakrishnan and Sandhu [29].

(3) Obtain the MLEs based on the bootstrap sample and denote this bootstrap estimate by $\hat{\psi}^*$ (in our case $\psi$ could be $\alpha, \beta, \lambda, S(t), h(t)$ or $CV$).

(4) Repeat Steps (2) and (3) Nboot times, and obtain $\hat{\psi}^*_1, \hat{\psi}^*_2, \ldots, \hat{\psi}^*_{Nboot}$, where $\hat{\psi}^*_i = (\hat{\alpha}^*_i, \hat{\beta}^*_i, \hat{\lambda}^*_i, \hat{S}^*_i(t), \hat{h}^*_i(t), CV_i^*)$, $i = 1, 2, 3, \ldots, Nboot$.

(5) Arrange $\hat{\psi}^*_1, i = 1, 2, 3, \ldots, Nboot$ in ascending orders and obtain $\hat{\psi}^*_{(1)}, \hat{\psi}^*_{(2)}, \ldots, \hat{\psi}^*_{(Nboot)}$.

Let $G_1(z) = P(\hat{\psi}^* \leq z)$ be the cumulative distribution function of $\hat{\psi}^*$. Define $\hat{\psi}_{boot-p} = G_1^{-1}(z)$ for given $z$. The approximate bootstrap-p $100(1 - \gamma)\%$ CI of $\hat{\psi}$, is given by

$$\left[ \hat{\psi}_{boot-p} \left( \frac{\gamma}{2} \right), \hat{\psi}_{boot-p} \left( 1 - \frac{\gamma}{2} \right) \right].$$

(25)

4.2 Parametric Boot-t

(1)–(3) The same as the parametric Boot-p.

(4) Based on the asymptotic variance–covariance matrix (20) and delta method (22), respectively, compute the variance–covariance matrix $I^{-1*} \left( \hat{\alpha}^*, \hat{\beta}^*, \hat{\lambda}^* \right)$ and the approximate estimates of the variance $\hat{S}^*(t), \hat{h}^*(t)$ and $CV^*$.

(5) Compute the $T^{*\psi}$ statistic defined as

$$T^{*\psi} = \frac{(\hat{\psi}^* - \hat{\psi})}{\sqrt{var(\hat{\psi}^*)}}$$

(6) Repeat Steps 2–5, NBoot times and obtain $T_{1}^{*\psi}, T_{2}^{*\psi}, \ldots, T_{Nboot}^{*\psi}$.

(7) Sort $T_{1}^{*\psi}, T_{2}^{*\psi}, \ldots, T_{Nboot}^{*\psi}$ in ascending orders and obtain the ordered sequences $T_{(1)}^{*\psi}, T_{(2)}^{*\psi}, \ldots, T_{(Nboot)}^{*\psi}$. 
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Let \( G_2(z) = P(T^* \leq z) \) be the cumulative distribution function of \( T^* \) for a given \( z \), define
\[
\hat{\psi}_{\text{boot}} - t = \hat{\psi} + G_2^{-1}(z) \sqrt{\text{var}(\hat{\psi})}
\]
Then, the approximate bootstrap-t \( 100(1 - \gamma) \% \) CI of \( \hat{\psi} = (\hat{\alpha}, \hat{\beta}, \hat{\lambda}, \hat{S}(t), \hat{h}(t) \) or \( \hat{CV} \), is given by
\[
\left[ \hat{\psi}_{\text{boot}} - t \left( \frac{\gamma}{2} \right), \hat{\psi}_{\text{boot}} - t \left( 1 - \frac{\gamma}{2} \right) \right].
\]

5 Bayes estimation using MCMC

In this section we obtain Bayesian estimates and the corresponding credible intervals of the unknown parameters \( \alpha, \beta \) and \( \lambda \), as well as some lifetime parameters \( S(t), h(t) \) and \( CV \). It is assumed here that the parameters \( \alpha, \beta \) and \( \lambda \) are independent and follows the gamma prior distributions
\[
\begin{align*}
\pi_1(\alpha) &\propto \alpha^{a_1-1} \exp\{-b_1\alpha\}, & \alpha > 0, \\
\pi_2(\beta) &\propto \beta^{a_2-1} \exp\{-b_2\beta\}, & \beta > 0, \\
\pi_3(\lambda) &\propto \lambda^{a_3-1} \exp\{-b_3\lambda\}, & \lambda > 0,
\end{align*}
\]
where the hyperparameters \( a_i \) and \( b_i, i = 1, 2, 3 \) are assumed to be nonnegative and known. The posterior distribution of the parameters \( \alpha, \beta \) and \( \lambda \) denoted by \( \pi^*(\alpha, \beta, \lambda|x) \), up to proportionality can be obtained by combining the likelihood function (11) with the prior (27) via Bayes’ theorem and it can be written as
\[
\pi^*(\alpha, \beta, \lambda|x) = \frac{L(\alpha, \beta, \lambda|x) \times \pi_1(\alpha) \times \pi_2(\beta) \times \pi_3(\lambda)}{\int_0^\infty \int_0^\infty \int_0^\infty L(\alpha, \beta, \lambda|x) \times \pi_1(\alpha) \times \pi_2(\beta) \times \pi_3(\lambda) d\alpha d\beta d\lambda}.
\]
Therefore, the Bayes estimate of any function of the parameters, say \( g(\alpha, \beta, \lambda) \), under squared error loss function can be obtained as
\[
\hat{g}_{BS}(\alpha, \beta, \lambda|x) = E_{\alpha, \beta, \lambda|x}(g(\alpha, \beta, \lambda)) = \frac{\int_0^\infty \int_0^\infty \int_0^\infty g(\alpha, \beta, \lambda) L(\alpha, \beta, \lambda|x) \times \pi_1(\alpha) \times \pi_2(\beta) \times \pi_3(\lambda) d\alpha d\beta d\lambda}{\int_0^\infty \int_0^\infty \int_0^\infty L(\alpha, \beta, \lambda|x) \times \pi_1(\alpha) \times \pi_2(\beta) \times \pi_3(\lambda) d\alpha d\beta d\lambda}.
\]
It may be noted that, the calculation of the multiple integrals in (29) cannot be solved analytically. In this case, we use the MCMC technique to generate samples from the posterior distributions and then compute the Bayes estimators of the unknown parameters and construct the corresponding credible intervals. From (28), the joint posterior density function of \( \alpha, \beta \) and \( \lambda \) can be written as
\[
\pi^* (\alpha, \beta, \lambda | \mathbf{x}) \propto \alpha^{m+a_1-1} \beta^{m+a_2-1} \lambda^{(-m)+a_3-1} \prod_{i=1}^{m} \frac{x_i^{\alpha-1}}{(1 + \frac{1}{\lambda} x_i^{\alpha})}
\times \exp \left\{ -\beta \left( b_2 + \sum_{i=1}^{m} (R_i + 1) \ln \left( 1 + \frac{1}{\lambda} x_i^{\alpha} \right) \right) - b_1 \alpha - b_3 \lambda \right\}.
\]

(30)

The conditional posterior densities of \( \alpha, \beta \) and \( \lambda \) can be written as

\[
\pi_1^* (\alpha | \beta, \lambda, \mathbf{x}) \propto \alpha^{m+a_1-1} \prod_{i=1}^{m} \frac{x_i^{\alpha-1}}{(1 + \frac{1}{\lambda} x_i^{\alpha})} \exp \left\{ -b_1 \alpha - \beta \sum_{i=1}^{m} (R_i + 1) \ln \left( 1 + \frac{1}{\lambda} x_i^{\alpha} \right) \right\},
\]

(31)

\[
\pi_2^* (\beta | \alpha, \lambda, \mathbf{x}) \propto \beta^{m+a_2-1} \exp \left\{ -\beta \left( b_2 + \sum_{i=1}^{m} (R_i + 1) \ln \left( 1 + \frac{1}{\lambda} x_i^{\alpha} \right) \right) \right\}.
\]

(32)

and

\[
\pi_3^* (\lambda | \alpha, \beta, \mathbf{x}) \propto \lambda^{(-m)+a_3-1} \prod_{i=1}^{m} \left( 1 + \frac{1}{\lambda} x_i^{\alpha} \right)^{-1} \times \exp \left\{ -b_3 \lambda - \beta \sum_{i=1}^{m} (R_i + 1) \ln \left( 1 + \frac{1}{\lambda} x_i^{\alpha} \right) \right\}.
\]

(33)

It can be easily seen that the conditional posterior densities of \( \beta \) given in (32) is gamma density with shape parameter \( (m + a_2) \) and scale parameter \( (b_2 + \sum_{i=1}^{m} (R_i + 1) \ln \left( 1 + \frac{1}{\lambda} x_i^{\alpha} \right) \) . Thus, samples of \( \beta \) can be easily generated using any gamma generating routine. Also, since the conditional posteriors of \( \alpha \) and \( \lambda \) in (31) and (33) do not present standard forms, but the plot of both them shows that they similar to normal distribution see Figs. 1 and 2, and so Gibbs sampling is not a straightforward option, the use of the Metropolis–Hasting (M–H) sampler is required for the implementations of MCMC methodology. Given these conditional distributions in (31)–(33), below is a hybrid algorithm with Gibbs sampling steps for updating the parameter \( \beta \) and with M-H steps for updating \( \alpha \) and \( \lambda \). To run the Gibbs sampler algorithm we started with the MLEs of \( \hat{\alpha}, \hat{\beta} \) and \( \hat{\lambda} \). We then drew samples from various full conditionals, in turn, using the most recent values of all other conditioning variables unless some systematic pattern of convergence was achieved. Now, the following steps illustrate the process of the Metropolis–Hastings algorithm within Gibbs sampling:

1. Start with initial guess \((\alpha(0), \beta(0), \lambda(0)) \).
2. Set \( j = 1 \).
3. Generate \( \beta(j) \) from Gamma\((m + a_2, b_2 + \sum_{i=1}^{m} (R_i + 1) \ln \left( 1 + \frac{1}{\lambda} x_i^{\alpha} \right) \) .
4. Using the following M-H algorithm, generate \( \alpha(j) \) and \( \lambda(j) \) from \( \pi_1^* (\alpha(j-1) | \beta(j), \lambda(j-1), \mathbf{x}) \) and \( \pi_2^* (\lambda(j-1) | \alpha(j), \beta(j), \mathbf{x}) \) with the normal proposal distributions \( N (\alpha(j-1), \text{var} (\alpha)) \) and \( N (\lambda(j-1), \text{var} (\lambda)) \).
Estimation of parameters of Weibull–Gamma distribution...

Fig. 1 Posterior density function $\pi^*(\alpha|\beta, \lambda, x)$ of $\alpha$

Fig. 2 Posterior density function $\pi^*(\lambda|\alpha, \beta, x)$ of $\lambda$

(i): Generate a proposal $\alpha^*$ from $N(\alpha^{(j-1)}, \text{var}(\alpha))$ and $\lambda^*$ from $N(\lambda^{(j-1)}, \text{var}(\lambda))$.

(ii): Evaluate the acceptance probabilities

$$
\eta_\alpha = \min \left[ 1, \frac{\pi^*(\alpha^*|\beta^{(j)}, \lambda^{(j-1)}, x)}{\pi^*(\alpha^{(j-1)}|\beta^{(j)}, \lambda^{(j-1)}, x)} \right],
$$

$$
\eta_\lambda = \min \left[ 1, \frac{\pi^*(\lambda^*|\alpha^{(j)}, \beta^{(j)}, x)}{\pi^*(\lambda^{(j-1)}|\alpha^{(j)}, \beta^{(j)}, x)} \right].
$$

(iii): Generate a $u_1$ and $u_2$ from a Uniform (0,1) distribution.

(iv): If $u_1 < \eta_\alpha$, accept the proposal and set $\alpha^{(j)} = \alpha^*$, else set $\alpha^{(j)} = \alpha^{(j-1)}$.

(v): If $u_2 < \eta_\lambda$, accept the proposal and set $\lambda^{(j)} = \lambda^*$, else set $\lambda^{(j)} = \lambda^{(j-1)}$.

(5): Compute the reliability function, hazard function and coefficient of variation as

$$
S^{(j)}(t) = \left( 1 + \frac{1}{\lambda^{(j)} t^{\alpha^{(j)}}} \right)^{-\beta^{(j)}}, \quad t > 0,
$$

$$
h^{(j)}(t) = \frac{\alpha^{(j)} \beta^{(j)} t^{\alpha^{(j)}-1}}{\lambda^{(j)}} \left( 1 + \frac{1}{\lambda^{(j)} t^{\alpha^{(j)}}} \right)^{-1}, \quad t > 0,
$$

$$
CV^{(j)} = W(\alpha^{(j)}, \beta^{(j)}, \lambda^{(j)}), \quad \alpha^{(j)} \beta^{(j)} > 2.
$$

(6): Set $j = j + 1$.

(7): Repeat Steps (3)–(6) $N$ times.
In order to guarantee the convergence and to remove the affection of the selection of initial value, the first \( M \) simulated varieties are discarded. Then the selected sample are \( \alpha^{(j)}, \beta^{(j)}, \lambda^{(j)}, S^{(j)}(t), h^{(j)}(t) \) and \( CV^{(j)}, j = M + 1, \ldots, N \), for sufficiently large \( N \), forms an approximate posterior sample which can be used to develop the Bayes estimates of \( \phi = \alpha, \beta, \lambda, S(t), h(t) \) or \( CV \) as

\[
\hat{\phi}_{MC} = \frac{1}{N - M} \sum_{j=M+1}^{N} \phi^{(j)}.
\]  

(36)

To compute the credible intervals of \( \alpha, \beta, \lambda, S(t), h(t) \) and \( CV \), order \( \alpha^{(i)}, \beta^{(i)}, \lambda^{(i)}, S^{(i)}(t), h^{(i)}(t) \) and \( CV^{(i)}, i = 1, \ldots, N \) as \( \{\alpha^{(1)} < \cdots < \alpha^{(N)}\}, \{\beta^{(1)} < \cdots < \beta^{(N)}\}, \{\lambda^{(1)} < \cdots < \lambda^{(N)}\}, \{S^{(1)} < \cdots < S^{(N)}\}, \{h^{(1)} < \cdots < h^{(N)}\} \) and \( \{CV^{(1)} < \cdots < CV^{(N)}\} \). Then the \( 100(1 - \gamma) \% \) CRIs of \( \phi = \alpha, \beta, \lambda, S(t), h(t) \) or \( CV \) become

\[
[\phi(N\gamma/2), \phi(N(1-\gamma/2))].
\]  

(37)

### 5.1 Bayes estimation using balanced loss functions

In order to make the statistical inferences more practical and applicable, we often need to choose an asymmetric loss function. A number of asymmetric loss functions proposed for use, one of the most popular is the LINEX loss function. This loss function was introduced by Varian (1975), and several others; among of them Ebrahimi et al. (1991). Recently, A more generalized loss function called the balanced loss function (see Jozani et al. 2012) of the form

\[
L_{\rho, \omega, \delta_0}(\theta, \delta) = \omega \rho(\delta, \delta_0) + (1 - \omega) \rho(\theta, \delta)
\]  

(38)

where \( \rho \) is an arbitrary loss function, while \( \delta_0 \) is a chosen a prior ‘target’ estimator of \( \theta \), obtained for instance using the criterion of maximum likelihood, least-squares or unbiasedness. Loss \( L_{\rho, \omega, \delta_0} \), which depends on the observed value of \( \delta_0(X) \) reflects a desire of closeness of \( \delta \) to both; the target estimator \( \delta_0 \) and the unknown parameter \( \theta \); with the relative importance of these criteria governed by the choice of \( \omega \in [0, 1] \). A general development with regard to Bayesian estimators under \( L_{\rho, \omega, \delta_0} \) is given, namely by relating such estimators to Bayesian solutions to the unbalanced case, i.e., \( L_{\rho, \omega, \delta_0} \) with \( \omega = 0 \). \( L_{\rho, \omega, \delta_0} \) can be specialized to various choices of loss function, such as for absolute value, entropy, LINEX and a generalization of squared error losses. In (38), the choice \( \rho(\theta, \delta) = (\delta - \theta)^2 \) leads to balanced squared error loss (BSEL) function, see Ahmadi et al. (2009), in the form

\[
L_{\omega, \delta_0}(\theta, \delta) = \omega (\delta - \delta_0)^2 + (1 - \omega) (\delta - \theta)^2,
\]  

(39)
and the corresponding Bayes estimate of the unknown parameter $\theta$ under balanced squared error loss (BSEL) is given by

$$\delta_\omega (x) = \omega \delta_0 (x) + (1 - \omega) E (\theta | x).$$

(40)

The balanced linear-exponential (BLINEX) loss function with shape parameter $q (q \neq 0)$, is obtained with the choice of $\rho (\theta, \delta) = e^{q(\delta - \theta)} - q (\delta - \theta) - 1; q \neq 0$, see Zellner (1986). Hence the Bayes estimation of the unknown parameter $\theta$ under BLINEX loss function is given by

$$\delta_\omega (x) = -\frac{1}{q} \log \left[ \omega e^{-q\delta_0 (x)} + (1 - \omega) E (e^{-q\theta | x}) \right].$$

(41)

It is clear that the balanced loss functions are more general, which include the MLE and both symmetric and asymmetric Bayes estimates as special cases. For example, from (40), with $\omega = 1$, the Bayes estimate under balanced squared error loss function reduces to ML estimate, and for $\omega = 0$, it reduces to the Bayes estimate relative to squared error loss function (symmetric). Also, the Bayes estimator under balanced LINEX loss function in (41) reduces to ML estimate when $\omega = 1$, and for $\omega = 0$, it reduces to the case of LINEX loss function (asymmetric). If $\theta = (\alpha, \beta, \lambda, S(t), h(t), CV)$ and suppose that we judge convergence to have been reached after $M$ iterations of an MCMC algorithm have been performed. Now the approximate posterior mean under balanced squared error loss become

$$E [\theta] = \omega \delta_0 (x) + \frac{1 - \omega}{N - M} \sum_{j=M+1}^{N} \theta(j).$$

(42)

Thus, the approximate Bayes estimates of $\theta = \alpha, \beta, \lambda, S(t), h(t)$ or $CV$ under BSEL are given by

$$\hat{\theta}_{BS} = \omega \hat{\theta} + \frac{1 - \omega}{N - M} \sum_{j=M+1}^{N} \theta(j),$$

(43)

Similarly, the approximate posterior mean under balanced LINEX loss become

$$E [\theta] = -\frac{1}{q} \log \left[ \omega e^{-q\delta_0 (x)} + \frac{1 - \omega}{N - M} \sum_{j=M+1}^{N} e^{-q\theta(j)} \right].$$

(44)

Thus, the approximate Bayes estimates for $\theta = \alpha, \beta, \lambda, S(t), h(t)$ or $CV$, under BLINEX are given by

$$\hat{\theta}_{BL} = -\frac{1}{q} \log \left[ \omega e^{-q\hat{\theta}} + \frac{1 - \omega}{N - M} \sum_{j=M+1}^{N} e^{-q\theta(j)} \right].$$

(45)
By sorting \( \alpha^{(j)}, \beta^{(j)}, \lambda^{(j)}, S^{(j)}(t), h^{(j)}(t) \) and \( CV^{(j)}, j = M+1, \ldots, N \) in ascending orders, using the method proposed by Chen and Shao (1999), the approximate 100(1 – \( \gamma \))% CRI s for \( \theta = \alpha, \beta, \lambda, S(t), h(t) \) or \( CV \), are given by

\[
\left[ \theta_{((N-M)\gamma/2)}, \theta_{((N-M)(1-\gamma/2))} \right].
\] (46)

### 6 Numerical computations

In this section, for illustrative purposes, we present a simulation example to check the estimation procedures. In this example, by using the algorithm described in Balakrishnan and Sandhu (1995), we generate sample from WGD(\( \alpha, \beta, \lambda \)) with the parameters \( (\alpha, \beta, \lambda) = (2, 2, 3) \), using progressive censoring scheme CS: \( (m = 30, n = 20, R = (1, 0, 0, 1, 1, 1, 1, 0, 0, 1, 0, 0, 1, 0, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1)) \). The progressive type-II censored sample is

\[0.0534, 0.3606, 0.4987, 0.5014, 0.5059, 0.5783, 0.7192, 0.7716, 0.8083, 0.8516, 0.8645, 0.9797, 0.9811, 1.1621, 1.3112, 1.3404, 1.3442, 1.4390, 1.7815, 2.7159\]

From (4), (5) and (9) the true values of \( S(t = 0.4), h(t = 0.4) \) and \( CV \) are 0.9013, 0.5063 and 0.8250. Using the iterative algorithm described in Sect. 2, we determine the MLEs of \( \alpha, \beta, \lambda \) to be \( \hat{\alpha} = 2.0515, \hat{\beta} = 2.1583 \) and \( \hat{\lambda} = 3.0525 \). Using (18), the MLEs of \( S(t), h(t) \) and \( CV \) are \( \hat{S}(t = 0.4) = 0.9001, \hat{h}(t = 0.4) = 0.5271 \) and \( \hat{CV} = 0.6862 \). Also, we determined the 95% confidence intervals for \( \alpha, \beta, \lambda, S(t), h(t) \) and \( CV \) based on MLEs and these confidence intervals are presented in Table 1.

Using the algorithms described in Sect. 4 of the bootstrap methods, the mean of 1000 Boot-p (Bp) and Boot-t (Bt) samples of the lifetime parameters becomes, respectively

\[
(\hat{\alpha}_{Bp}, \hat{\beta}_{Bp}, \hat{\lambda}_{Bp}, \hat{S}_{Bp}(t = 0.4), \hat{h}_{Bp}(t = 0.4), \hat{CV}_{Bp})
\]

\[= (2.1649, 2.1904, 3.1517, 0.9189, 0.5131, 0.7314), \]

and

\[
(\hat{\alpha}_{Bt}, \hat{\beta}_{Bt}, \hat{\lambda}_{Bt}, \hat{S}_{Bt}(t = 0.4), \hat{h}_{Bt}(t = 0.4), \hat{CV}_{Bt})
\]

\[= (1.9867, 1.8995, 2.8541, 0.8889, 0.5164, 0.6687). \]

Also, the 95% bootstrap (Boot-p and Boot-t) confidence intervals (CIs) are displayed in Table 1.

Now we would like to compute the Bayes estimates of \( \alpha, \beta, \lambda \). We assume the informative gamma priors for \( \alpha, \beta, \lambda \), and the hyperparameters are \( a_i = 1 \) and \( b_i = 2, i = 1, 2, 3 \). As pointed out earlier, the posterior analysis has been done based on a hybrid strategy combining Metropolis within the Gibbs chain. We generate 12000 MCMC samples as has been suggested in Sect. 5. The initial values for the three parameters \( \alpha, \beta, \lambda \) were taken to be their maximum likelihood estimates i.e \( (\alpha^{(0)}, \beta^{(0)}, \lambda^{(0)}) = (\hat{\alpha}, \hat{\beta}, \hat{\lambda}) \). Burn-in is a problem that may be encountered. Which is the number of iterations that...
Table 1 95% Confidence intervals $\alpha$, $\beta$, $\lambda$, $S(t)$, $h(t)$ and $CV$

| Method | $\alpha$                  | $\beta$                  | $\lambda$                  |
|--------|---------------------------|---------------------------|-----------------------------|
| ML     | (1.1482, 3.6656)          | (0.1338, 3.8075)          | (0.1055, 8.8327)            |
| Boot-p | (1.1863, 4.5748)          | (0.2215, 5.0012)          | (0.1632, 6.9640)            |
| Boot-t | (1.2556, 3.5461)          | (0.6547, 3.7456)          | (0.8934, 5.6611)            |
| MCMC   | (1.4901, 2.8355)          | (1.1125, 2.7449)          | (1.5582, 6.4599)            |

| Method | $S(t)$                  | $h(t)$                  | $CV$                      |
|--------|--------------------------|--------------------------|---------------------------|
| ML     | (0.8074, 0.9927)         | (0.1941, 0.8601)         | (0.1744, 0.9869)          |
| Boot-p | (0.7732, 1.1899)         | (0.2565, 0.9266)         | (0.2145, 1.2311)          |
| Boot-t | (0.7933, 1.0023)         | (0.1994, 0.8377)         | (0.2564, 1.2010)          |
| MCMC   | (0.8165, 0.9769)         | (0.2645, 0.7564)         | (0.2796, 1.2853)          |

need to be discarded from the generated values. For any starting values $\alpha^{(0)}$, $\beta^{(0)}$ and $\lambda^{(0)}$ the first $M$ values of the generated sequences Markov chain may be far from reminded converged sequences. To determine $M$ there are a number of diagnostic tests proposed in the literature which address the convergence problem. One of them is the trace plot. It is a simply plot of the sampled values from an algorithm at each iteration, with the $x$-axis referencing the iteration of the algorithm and the $y$-axis referencing the sampled values. With a trace plot, a lack of convergence is evidenced by trending in the sampled values such that the algorithm never levels-off to a stable, stationary state. Figure 3 shows the trace plots of the first 10000 MCMC outputs for posterior distribution of $\alpha$, $\beta$, $\lambda$, $S(t)$, $h(t)$ and $CV$. Visually the MCMC procedure converges very well. We provide the histogram plots of generated $\alpha$, $\beta$, $\lambda$, $S(t)$, $h(t)$ and $CV$ in Fig. 4. Discarding the first 2000 samples as ‘burn-in’. Burnin of $M = 2000$ samples is enough to erase the effect of starting point (initial values). Therefore, MCMC samples can be used for constructing the approximate credible intervals or for estimating the parameters and any functions of them. A sample of size 10000 is obtained to make (approximate) Bayesian inference including posterior mean, median, mode and credible interval of the parameters of interest constructed by the 2.5 and 97.5% quantities.

Table 1 lists the 95% probability intervals for the parameters, reliability function, hazard function and coefficient of variation. The MCMC results of the posterior mean, median, mode, standard deviation (S.D) and skewness (Ske) of $\alpha$, $\beta$, $\lambda$, $S(t)$, $h(t)$ and $CV$ are displayed in Table 2.

The result of Bayes estimates relative to both BSEL and BLINEX with different values of the shape parameter $q$ of LINEX loss function and various values of $\omega$ for the parameters $\alpha$, $\beta$ and $\lambda$ as well as the $S(t = 0.4)$, $h(t = 0.4)$ and $CV$, are displayed in Table 3.

It is well known that LINEX loss function becomes symmetric for $q$ close to zero and hence approximately behaves as the squared error loss function itself. In addition, we observed that the resulting estimates for $q = 0.0001$ are approximately similar to the corresponding squared error Bayes estimates.
7 Monte Carlo simulation study

In order to compare the estimators of parameters, as well as some lifetime parameters reliability function, hazard function and coefficient of variation of the MWD. Monte Carlo simulations were performed utilizing 1000 progressively type-II censored samples for each simulations. All computations were performed using MATHEMATICA ver. 8. To generate progressively type-II censored samples from MWD, we used the algorithm proposed by Balakrishnan and Sandhu (1995) with the parameters $\alpha = 2$, $\beta = 2$ and $\lambda = 3$. We assume the informative gamma priors for $\alpha$, $\beta$ and $\lambda$ that is, when the hyperparameters are $a_i = 1$ and $b_i = 2$, $i = 1, 2, 3$. The true values of $S(t)$, $h(t)$ and $CV$ at $t = 0.4$ are $S(0.4) = 0.9013$, $h(0.4) = 0.5063$ and $CV = 0.8250$. Based on 10000 MCMC samples, the Bayes estimates of unknown quantities are derived with respect to three different loss functions, namely (BSEL) and (BLINEXL) functions. The Bayes estimates with respect to the BSE and BLINEX loss function are computed
Fig. 4 Histograms of $\alpha$, $\beta$, $\lambda$, $S(t)$, $h(t)$ and $CV$ obtained from the Gibbs sampling

Table 2 MCMC results for $\alpha$, $\beta$, $\lambda$, $S(t)$, $h(t)$ and $CV$

| Parameters | Mean  | Median | Mode  | SD    | Ske  |
|------------|-------|--------|-------|-------|------|
| $\alpha$   | 2.0031| 1.9495 | 1.8454| 0.4197| 0.4538|
| $\beta$    | 1.9836| 1.8833 | 1.7714| 0.4812| 0.2287|
| $\lambda$  | 3.2956| 3.3118 | 3.3448| 0.1206| −0.6782|
| $S(t)$     | 0.9045| 0.9134 | 0.9269| 0.0385| 0.6660|
| $h(t)$     | 0.4591| 0.4299 | 0.4116| 0.1382| 0.2731|
| $CV$       | 0.8204| 0.8014 | 0.7998| 0.0944| 0.5279|
Table 3  MLE and Bayes MCMC estimates under BSEL and BLINEX

| Parameters | MLEs | ω | BSEL q = -0.5 | BLINEX q = 0.0001 | BLINEX q = 0.5 |
|------------|------|---|--------------|------------------|---------------|
| α          | 2.0515 | 0.0 | 2.0031       | 2.0031           | 1.9632        |
|            |       | 0.3 | 2.0177       | 2.0120           | 1.9893        |
|            |       | 0.6 | 2.0322       | 2.0513           | 2.0322        |
|            |       | 0.9 | 2.0467       | 2.0515           | 2.0467        |
| β          | 2.1583 | 0.0 | 1.9836       | 1.9836           | 1.9324        |
|            |       | 0.3 | 2.0049       | 2.0049           | 1.9975        |
|            |       | 0.6 | 2.0707       | 2.0744           | 2.0649        |
|            |       | 0.9 | 2.1364       | 2.1466           | 2.1345        |
| λ          | 3.0525 | 0.0 | 3.2956       | 3.2991           | 3.2919        |
|            |       | 0.3 | 3.2225       | 3.2283           | 3.2170        |
|            |       | 0.6 | 3.1496       | 3.1545           | 3.1499        |
|            |       | 0.9 | 3.0768       | 3.0965           | 3.0687        |
| S(t)       | 0.9001 | 0.0 | 0.9045       | 0.9049           | 0.9041        |
|            |       | 0.3 | 0.9047       | 0.9044           | 0.9029        |
|            |       | 0.6 | 0.9027       | 0.9020           | 0.9018        |
|            |       | 0.9 | 0.9007       | 0.9005           | 0.9001        |
| h(t)       | 0.5271 | 0.0 | 0.4591       | 0.4638           | 0.4545        |
|            |       | 0.3 | 0.4725       | 0.4830           | 0.4760        |
|            |       | 0.6 | 0.4959       | 0.5020           | 0.4977        |
|            |       | 0.9 | 0.5193       | 0.5209           | 0.5197        |
| CV         | 0.6862 | 0.0 | 0.8204       | 0.8238           | 0.7752        |
|            |       | 0.3 | 0.8004       | 0.8109           | 0.6974        |
|            |       | 0.6 | 0.7086       | 0.7092           | 0.6899        |
|            |       | 0.9 | 0.6168       | 0.6198           | 0.6112        |

for two distinct values of ω, namely 0 and 0.6. In our study, we consider the following scheme (CS):

CS I: \( R_1 = n - m, R_i = 0 \) for \( i \neq 1 \).
CS II: \( R_{(m+1)/2} = n - m, R_i = 0 \) for \( i \neq (m + 1)/2 \) if \( m \) odd; \( R_{m/2} = n - m, R_i = 0 \) for \( i \neq m/2 \) if \( m \) even.
CS III: \( R_m = n - m, R_i = 0 \) for \( i \neq m \).

The performance of the resulting estimators of \( \alpha, \beta, \lambda, S(t), h(t) \) and \( CV \) has been considered in terms of mean square error (MSE), which computed for \( k = 1, 2, \ldots, 6, \varphi_1 = \alpha, \varphi_2 = \beta, \varphi_3 = \lambda, \varphi_4 = S(t), \varphi_5 = h(t) \) and \( \varphi_6 = CV \) as

\[
MSE = \frac{1}{M} \sum_{i=1}^{M} (\varphi_{k}^{(i)} - \varphi_{k})^2.
\]

Also, we compare CIs obtained by using asymptotic distributions of the MLEs, two bootstrap CIs, and MCMC CRIs. The comparison of them are made in terms of the average CI lengths/credible interval lengths (ACL) and coverage percentages (CP). For each simulated sample, we computed 95% CIs and
checked whether the true value lies within the interval and recorded the length of the CI. This procedure was repeated 1000 times. The estimated coverage probability was computed as the number of CIs that covered the true values divided by 1000, while the estimated expected width of the CI was computed as the sum of the lengths for all intervals divided by 1000. The results of MSE of estimates are shown in Tables 4, 5, 6, 7, 8 and 9 and the results of ACL and CP of 95% CIs are shown in Tables 10, 11 and 12.

8 Conclusion

The purpose of this paper is to develop different methods to estimate and construct confidence intervals for the parameters as well as reliability function, hazard function and coefficient of variation of the Weibull–Gamma distributed under a progressively type-II censored samples. The MLEs of the unknown parameters are obtained and propose different confidence intervals using asymptotic distributions as well as parametric bootstrap methods. The Bayesian estimates of the unknown parameters are also proposed. It is observed that the Bayes estimators cannot be obtained in explicit forms and they can be obtained using the numerical integration. Because of that we have used MCMC technique and it is observed that the Bayes estimate with respect to informative prior works quite well in this case. Also, the Bayes estimates have been obtained under balanced loss functions. The theoretical results have been applied with the numerical example to illustrative purposes. A simulation study was conducted to examine and compare the performance of the proposed methods for different sample sizes \((n, m)\) and different CSs \((I, II, III)\). From the results, we observe the following:

1. It is observed that from Tables 4, 5, 6, 7, 8 and 9, as sample size increases, the MSEs decrease and Bayes estimates have the smallest MSEs for \(\alpha, \beta, \lambda, S(t), h(t)\) and \(CV\). Hence, Bayes estimates perform better than the MLEs and bootstrap methods in all cases considered.
2. From Tables 4, 5, 6, 7, 8 and 9. It can be seen that bootstrap-t perform better than percentile bootstrap and MLEs, because, bootstrap-t have the MSEs smaller than MSEs in percentile bootstrap and MLEs for \(\alpha, \beta, \lambda, S(t), h(t)\) and \(CV\).
3. When \(\omega = 0\), Bayes estimates are provides better estimates for \(\alpha, \beta, \lambda, S(t), h(t)\) and \(CV\) in the sense of having smaller MSEs.
4. Bayes estimates under BLINEX with \(q = 0.5\) are provides better estimates in the sense of having smaller MSEs when \(\omega = 0\) and 0.6.
5. For fixed values of the sample \(n\) and failure time sizes \(m\), the scheme I perform better than scheme II and III in the sense of having smaller MSEs.
6. From Tables 10, 11 and 12. It can be seen that, the MCMC CRIIs give more accurate results than the approximate CIs and bootstrap CIs since the lengths of the former are less than the lengths of latter, for different sample sizes, observed failures and schemes.
7. The bootstrap-t CIs is better than the percentile bootstrap CIs and ACIs in the sense of having smaller widths.
Table 4  MSE of estimates for the parameter $\alpha$

| (n, m) | Sc | MLE | Bootstrap | MCMC ($\omega = 0$) | MCMC ($\omega = 0.6$) |
|--------|----|-----|-----------|---------------------|---------------------|
|        |    |     |           | BSEL | BLINEX | BSEL | BLINEX |
|        |    |     |           | $q = -0.5$ | $q = 0.5$ | $q = -0.5$ | $q = 0.5$ |
| (30, 15) | I | 0.0874 | 0.0898 | 0.0851 | 0.0654 | 0.0667 | 0.0624 | 0.0699 | 0.0752 | 0.0723 |
|         | II | 0.0891 | 0.0922 | 0.0874 | 0.0710 | 0.0748 | 0.0683 | 0.0732 | 0.0811 | 0.0779 |
|         | III | 0.0936 | 0.0954 | 0.0899 | 0.0772 | 0.0793 | 0.0731 | 0.0812 | 0.0847 | 0.0788 |
| (30, 25) | I | 0.0712 | 0.0723 | 0.0701 | 0.0590 | 0.0619 | 0.0572 | 0.0614 | 0.0632 | 0.0596 |
|         | II | 0.0745 | 0.0732 | 0.0719 | 0.0623 | 0.0645 | 0.0610 | 0.0687 | 0.0711 | 0.0653 |
|         | III | 0.0823 | 0.0769 | 0.0737 | 0.0672 | 0.0684 | 0.0657 | 0.0724 | 0.0758 | 0.0691 |
| (50, 30) | I | 0.0533 | 0.0527 | 0.0501 | 0.0454 | 0.0463 | 0.0441 | 0.0482 | 0.0493 | 0.0466 |
|         | II | 0.0589 | 0.0567 | 0.0554 | 0.0506 | 0.0519 | 0.0496 | 0.0513 | 0.0521 | 0.0509 |
|         | III | 0.0641 | 0.0648 | 0.0566 | 0.0538 | 0.0547 | 0.0512 | 0.0544 | 0.0550 | 0.0528 |
| (70, 40) | I | 0.0401 | 0.0409 | 0.0388 | 0.0353 | 0.0360 | 0.0341 | 0.0364 | 0.0377 | 0.0350 |
|         | II | 0.0439 | 0.0441 | 0.0413 | 0.0386 | 0.0394 | 0.0352 | 0.0395 | 0.0409 | 0.0378 |
|         | III | 0.0478 | 0.0467 | 0.0439 | 0.0423 | 0.0431 | 0.0381 | 0.0428 | 0.0432 | 0.0412 |
| (80, 50) | I | 0.0353 | 0.0352 | 0.0344 | 0.0288 | 0.0295 | 0.0264 | 0.0302 | 0.0325 | 0.0273 |
|         | II | 0.0412 | 0.0409 | 0.0396 | 0.0296 | 0.0314 | 0.0287 | 0.0347 | 0.0339 | 0.0289 |
|         | III | 0.0459 | 0.0460 | 0.0423 | 0.0341 | 0.0352 | 0.0330 | 0.0356 | 0.0369 | 0.0347 |
| (100, 75) | I | 0.0272 | 0.0269 | 0.0259 | 0.0208 | 0.0227 | 0.0199 | 0.0217 | 0.0239 | 0.0201 |
|           | II | 0.0306 | 0.0308 | 0.0288 | 0.0236 | 0.0253 | 0.0215 | 0.0254 | 0.0267 | 0.0236 |
|          | III | 0.0331 | 0.0329 | 0.0317 | 0.0279 | 0.0294 | 0.0256 | 0.0291 | 0.0311 | 0.0273 |
### Table 5  MSE of estimates for the parameter $\beta$

| (n, m)   | Sc  | MLE  | Bootstrap | MCMC ($\omega = 0$) | MCMC ($\omega = 0.6$) |
|----------|-----|------|-----------|----------------------|-----------------------|
|          |     |      |           | BSEL | BLINEX | q = −0.5 | q = 0.5 | BSEL | BLINEX | q = −0.5 | q = 0.5 |
| (30, 15) | I   | 0.0521 | 0.0568 | 0.0511 | 0.0435 | 0.0452 | 0.0413 | 0.0451 | 0.0472 | 0.0425 |
|          | II  | 0.0558 | 0.0549 | 0.0528 | 0.0453 | 0.0477 | 0.0425 | 0.0468 | 0.0486 | 0.0443 |
|          | III | 0.0612 | 0.0607 | 0.0584 | 0.0467 | 0.0488 | 0.0439 | 0.0472 | 0.0499 | 0.0458 |
| (30, 25) | I   | 0.0432 | 0.0446 | 0.0422 | 0.0364 | 0.0379 | 0.0336 | 0.0371 | 0.0384 | 0.0341 |
|          | II  | 0.0476 | 0.0472 | 0.0453 | 0.0374 | 0.0391 | 0.0348 | 0.0382 | 0.0408 | 0.0356 |
|          | III | 0.0513 | 0.0519 | 0.0481 | 0.0413 | 0.0422 | 0.0372 | 0.0429 | 0.0444 | 0.0389 |
| (50, 30) | I   | 0.0322 | 0.0325 | 0.0301 | 0.0286 | 0.0295 | 0.0277 | 0.0294 | 0.0309 | 0.0289 |
|          | II  | 0.0345 | 0.0341 | 0.0318 | 0.0301 | 0.0319 | 0.0294 | 0.0320 | 0.0335 | 0.0303 |
|          | III | 0.0379 | 0.0382 | 0.0359 | 0.0318 | 0.0333 | 0.0305 | 0.0338 | 0.0342 | 0.0329 |
| (70, 40) | I   | 0.0255 | 0.0249 | 0.0232 | 0.0199 | 0.0205 | 0.0181 | 0.0203 | 0.0219 | 0.0198 |
|          | II  | 0.0279 | 0.0276 | 0.0258 | 0.0213 | 0.0234 | 0.0199 | 0.0222 | 0.0241 | 0.0218 |
|          | III | 0.0298 | 0.0299 | 0.0260 | 0.0231 | 0.0247 | 0.0225 | 0.0236 | 0.0253 | 0.0225 |
| (80, 50) | I   | 0.0149 | 0.0151 | 0.0122 | 0.0109 | 0.0111 | 0.0099 | 0.0114 | 0.0119 | 0.0103 |
|          | II  | 0.0176 | 0.0169 | 0.0135 | 0.0112 | 0.0129 | 0.0108 | 0.0125 | 0.0132 | 0.0119 |
|          | III | 0.0189 | 0.0191 | 0.0155 | 0.0124 | 0.0136 | 0.0119 | 0.0144 | 0.0149 | 0.0129 |
| (100, 75)| I   | 0.0116 | 0.0118 | 0.0110 | 0.0093 | 0.0098 | 0.0087 | 0.0105 | 0.0114 | 0.0092 |
|          | II  | 0.0125 | 0.0126 | 0.0124 | 0.0102 | 0.0113 | 0.0095 | 0.0122 | 0.0119 | 0.0097 |
|          | III | 0.0138 | 0.0141 | 0.0134 | 0.0123 | 0.0129 | 0.0112 | 0.0129 | 0.0132 | 0.0117 |
Table 6  MSE of estimates for the parameter $\lambda$.

| (n, m) | Sc | MLE  | Bootstrap | MCMC ($\omega = 0$) | MCMC ($\omega = 0.6$) |
|--------|----|------|-----------|---------------------|----------------------|
|        |    |      |           | BSEL  | BLINEX  | BSEL  | BLINEX  |
|        |    |      |           | Boot-p | Boot-t | $q = -0.5$ | $q = 0.5$ | $q = -0.5$ | $q = 0.5$ |
| (30, 15) | I  | 0.1523 | 0.1548 | 0.1345 | 0.1189 | 0.1287 | 0.1158 | 0.1210 | 0.1296 | 0.1188 |
|         | II | 0.1761 | 0.1754 | 0.1399 | 0.1354 | 0.1398 | 0.1233 | 0.1371 | 0.1390 | 0.1298 |
|         | III | 0.1974 | 0.1899 | 0.1565 | 0.1475 | 0.1511 | 0.1299 | 0.1483 | 0.1554 | 0.1305 |
| (30, 25) | I  | 0.1111 | 0.1124 | 0.1089 | 0.0999 | 0.1019 | 0.0988 | 0.1047 | 0.1064 | 0.1024 |
|         | II | 0.1248 | 0.1244 | 0.1216 | 0.1055 | 0.1165 | 0.1032 | 0.1124 | 0.1186 | 0.1089 |
|         | III | 0.1399 | 0.1406 | 0.1293 | 0.1168 | 0.1234 | 0.1124 | 0.1194 | 0.1245 | 0.1202 |
| (50, 30) | I  | 0.0874 | 0.0866 | 0.0798 | 0.0754 | 0.0802 | 0.0736 | 0.0765 | 0.0833 | 0.0711 |
|         | II | 0.0913 | 0.0915 | 0.0853 | 0.0786 | 0.0815 | 0.0752 | 0.0795 | 0.0847 | 0.0766 |
|         | III | 0.1002 | 0.1008 | 0.0998 | 0.0801 | 0.0832 | 0.0788 | 0.0823 | 0.0865 | 0.0804 |
| (70, 40) | I  | 0.0669 | 0.0655 | 0.0623 | 0.0533 | 0.0547 | 0.0511 | 0.0542 | 0.0566 | 0.0523 |
|         | II | 0.0687 | 0.0688 | 0.0664 | 0.0572 | 0.0598 | 0.0543 | 0.0607 | 0.0618 | 0.0567 |
|         | III | 0.0745 | 0.0762 | 0.0699 | 0.0593 | 0.0614 | 0.0569 | 0.0620 | 0.0631 | 0.0588 |
| (80, 50) | I  | 0.0398 | 0.0388 | 0.0362 | 0.0324 | 0.0335 | 0.0312 | 0.0334 | 0.0357 | 0.0319 |
|         | II | 0.0415 | 0.0416 | 0.0401 | 0.0354 | 0.0366 | 0.0337 | 0.0363 | 0.0389 | 0.0341 |
|         | III | 0.0466 | 0.0472 | 0.0423 | 0.0369 | 0.0381 | 0.0358 | 0.0385 | 0.0403 | 0.0376 |
| (100, 75) | I  | 0.0189 | 0.0174 | 0.0169 | 0.0125 | 0.0134 | 0.0111 | 0.0147 | 0.0158 | 0.0134 |
|         | II | 0.0202 | 0.0203 | 0.0199 | 0.0148 | 0.0167 | 0.0129 | 0.0156 | 0.0176 | 0.0148 |
|         | III | 0.0233 | 0.0241 | 0.0212 | 0.0163 | 0.0179 | 0.0144 | 0.0187 | 0.0191 | 0.0159 |
| (n, m)  | Sc | MLE  | Bootstrap | MCMC (ω = 0) | MCMC (ω = 0.6) |
|--------|----|------|-----------|--------------|----------------|
|        |    |      | Boot-p    | BSEL        | Boot-t         |
|        |    |      | Boot-t    | BSEL        | BSEL           |
|        |    |      |           | q = −0.5    | q = 0.5        |
|        |    |      |           | q = −0.5    | q = 0.5        |
| (30, 15) | I | 0.0255 | 0.0241 | 0.0233 | 0.0217 | 0.0221 | 0.0212 | 0.0225 | 0.0230 | 0.0219 |
|         | II | 0.0271 | 0.0273 | 0.0266 | 0.0243 | 0.0251 | 0.0227 | 0.0252 | 0.0263 | 0.0231 |
|         | III | 0.0288 | 0.0293 | 0.0271 | 0.0250 | 0.0258 | 0.0238 | 0.0259 | 0.0268 | 0.0247 |
| (30, 25) | I | 0.0187 | 0.0185 | 0.0168 | 0.0135 | 0.0158 | 0.0124 | 0.0146 | 0.0165 | 0.0134 |
|         | II | 0.0192 | 0.0194 | 0.0179 | 0.0156 | 0.0161 | 0.0133 | 0.0161 | 0.0172 | 0.0142 |
|         | III | 0.0210 | 0.0222 | 0.0196 | 0.0162 | 0.0171 | 0.0147 | 0.0180 | 0.0191 | 0.0157 |
| (50, 30) | I | 0.0111 | 0.0106 | 0.0099 | 0.0079 | 0.0082 | 0.0071 | 0.0089 | 0.0096 | 0.0082 |
|         | II | 0.0123 | 0.0120 | 0.0108 | 0.0088 | 0.0094 | 0.0083 | 0.0097 | 0.0103 | 0.0090 |
|         | III | 0.0135 | 0.0141 | 0.0112 | 0.0099 | 0.0105 | 0.0091 | 0.0106 | 0.0111 | 0.0097 |
| (70, 40) | I | 0.0088 | 0.0087 | 0.0081 | 0.0059 | 0.0068 | 0.0053 | 0.0072 | 0.0079 | 0.0065 |
|         | II | 0.0092 | 0.0094 | 0.0092 | 0.0066 | 0.0079 | 0.0061 | 0.0081 | 0.0088 | 0.0073 |
|         | III | 0.0098 | 0.0102 | 0.0096 | 0.0083 | 0.0087 | 0.0075 | 0.0088 | 0.0093 | 0.0082 |
| (80, 50) | I | 0.0071 | 0.0069 | 0.0061 | 0.0041 | 0.0046 | 0.0037 | 0.0053 | 0.0059 | 0.0042 |
|         | II | 0.0078 | 0.0077 | 0.0072 | 0.0049 | 0.0057 | 0.0043 | 0.0058 | 0.0065 | 0.0049 |
|         | III | 0.0084 | 0.0089 | 0.0083 | 0.0056 | 0.0063 | 0.0051 | 0.0064 | 0.0074 | 0.0057 |
| (100, 75) | I | 0.0060 | 0.0058 | 0.0051 | 0.0019 | 0.0023 | 0.0015 | 0.0024 | 0.0031 | 0.0020 |
|         | II | 0.0066 | 0.0064 | 0.0060 | 0.0035 | 0.0039 | 0.0027 | 0.0043 | 0.0054 | 0.0036 |
|         | III | 0.0073 | 0.0077 | 0.0072 | 0.0052 | 0.0059 | 0.0041 | 0.0055 | 0.0061 | 0.0047 |
Table 8  MSE of estimates for $h(t)$ with $t = 0.4$

| (n, m)  | Sc | MLE | Bootstrap | MCMC ($\omega = 0$) | MCMC ($\omega = 0.6$) |
|---------|----|-----|-----------|---------------------|----------------------|
|         |    |     |           | BSEL    | BLINEX       | q = −0.5 | q = 0.5 | BSEL | BLINEX |
|         |    |     |           | Boot-p | Boot-t |       |         |       |         |
| (30, 15)| I  | 0.0088 | 0.0085 | 0.0081 | 0.0074 | 0.0078 | 0.0071 | 0.0077 | 0.0080 | 0.0073 |
|         |    | 0.0095 | 0.0094 | 0.0089 | 0.0079 | 0.0083 | 0.0075 | 0.0085 | 0.0087 | 0.0080 |
|         |    | 0.0099 | 0.0102 | 0.0094 | 0.0086 | 0.0090 | 0.0082 | 0.0088 | 0.0092 | 0.0089 |
| (30, 25)| I  | 0.0063 | 0.0062 | 0.0059 | 0.0051 | 0.0055 | 0.0045 | 0.0052 | 0.0057 | 0.0048 |
|         |    | 0.0067 | 0.0065 | 0.0061 | 0.0054 | 0.0056 | 0.0049 | 0.0057 | 0.0060 | 0.0052 |
|         |    | 0.0071 | 0.0072 | 0.0069 | 0.0057 | 0.0061 | 0.0052 | 0.0060 | 0.0065 | 0.0056 |
| (50, 30)| I  | 0.0048 | 0.0046 | 0.0044 | 0.0035 | 0.0039 | 0.0032 | 0.0041 | 0.0043 | 0.0034 |
|         |    | 0.0051 | 0.0050 | 0.0047 | 0.0038 | 0.0042 | 0.0036 | 0.0043 | 0.0045 | 0.0037 |
|         |    | 0.0057 | 0.0059 | 0.0054 | 0.0043 | 0.0046 | 0.0040 | 0.0047 | 0.0051 | 0.0042 |
| (70, 40)| I  | 0.0035 | 0.0033 | 0.0031 | 0.0022 | 0.0025 | 0.0019 | 0.0026 | 0.0029 | 0.0021 |
|         |    | 0.0037 | 0.0036 | 0.0034 | 0.0025 | 0.0028 | 0.0023 | 0.0028 | 0.0032 | 0.0024 |
|         |    | 0.0040 | 0.0042 | 0.0039 | 0.0029 | 0.0033 | 0.0026 | 0.0033 | 0.0036 | 0.0029 |
| (80, 50)| I  | 0.0019 | 0.0018 | 0.0017 | 0.0012 | 0.0013 | 0.0010 | 0.0014 | 0.0016 | 0.0011 |
|         |    | 0.0021 | 0.0022 | 0.0019 | 0.0016 | 0.0017 | 0.0014 | 0.0017 | 0.0018 | 0.0015 |
|         |    | 0.0026 | 0.0027 | 0.0025 | 0.0021 | 0.0023 | 0.0018 | 0.0022 | 0.0024 | 0.0019 |
| (100, 75)| I | 0.0016 | 0.0016 | 0.0015 | 0.0010 | 0.0011 | 0.0009 | 0.0011 | 0.0013 | 0.0010 |
|         |    | 0.0018 | 0.0017 | 0.0016 | 0.0013 | 0.0014 | 0.0012 | 0.0014 | 0.0015 | 0.0013 |
|         |    | 0.0019 | 0.0020 | 0.0018 | 0.0015 | 0.0016 | 0.0014 | 0.0016 | 0.0017 | 0.0015 |
Table 9  MSE of estimates for CV

| (n, m) | Sc | MLE | Bootstrap | MCMC (ω = 0) | MCMC (ω = 0.6) |
|-------|----|-----|-----------|--------------|---------------|
|       |    |     |           | BSEL | BLINEX | BSEL | BLINEX |
|       |    |     |          | q = −0.5 | q = 0.5 | q = −0.5 | q = 0.5 |

(30, 15)

I 0.1099 0.1092 0.0999 0.0763 0.0782 0.0745 0.0771 0.0794 0.0756
II 0.1123 0.1105 0.1054 0.0799 0.0820 0.0785 0.0811 0.0842 0.0794
III 0.1258 0.1269 0.1198 0.0832 0.0854 0.0812 0.0855 0.0867 0.0825
(30, 25)

I 0.0812 0.0801 0.0775 0.0584 0.0598 0.0569 0.0592 0.0604 0.0571
II 0.0835 0.0836 0.0799 0.0603 0.0624 0.0581 0.0627 0.0638 0.0593
III 0.0866 0.0879 0.0825 0.0641 0.0654 0.0594 0.0652 0.0676 0.0618
(50, 30)

I 0.0516 0.0510 0.0499 0.0358 0.0377 0.0336 0.0366 0.0389 0.0354
II 0.0553 0.0559 0.0517 0.0374 0.0397 0.0359 0.0398 0.0415 0.0382
III 0.0587 0.0598 0.0563 0.0391 0.0402 0.0375 0.0426 0.0434 0.0410
(70, 40)

I 0.0322 0.0313 0.0301 0.0226 0.0247 0.0211 0.0249 0.0267 0.0225
II 0.0347 0.0350 0.0328 0.0254 0.0268 0.0237 0.0261 0.0287 0.0252
III 0.0384 0.0389 0.0351 0.0263 0.0289 0.0249 0.0285 0.0296 0.0263
(80, 50)

I 0.0214 0.0210 0.0204 0.0179 0.0188 0.0168 0.0189 0.0202 0.0175
II 0.0222 0.0225 0.0211 0.0181 0.0195 0.0176 0.0196 0.0205 0.0183
III 0.0248 0.0256 0.0239 0.0198 0.0210 0.0183 0.0223 0.0235 0.0194
(100, 75)

I 0.0141 0.0143 0.0139 0.0119 0.0124 0.0112 0.0127 0.0134 0.0118
II 0.0155 0.0151 0.0146 0.0126 0.0137 0.0120 0.0131 0.0142 0.0125
III 0.0167 0.0172 0.0158 0.0131 0.0143 0.0127 0.0147 0.0155 0.0133
Table 10  ACL and CP of 95% CIs for the parameters $\alpha$ and $\beta$

| (n, m) | Sc | $\alpha$ | | | $\alpha$ | | |
|-------|----|---------|---|---|---------|---|---|
|       |    | MLE     | Bootstrap | Bayes | MLE     | Bootstrap | Bayes | |
|       |    | Boot-p  | Boot-t    | MCMC  | Boot-p  | Boot-t    | MCMC  | |
| (30, 15) | I  | 2.4458 | 2.3745 | 2.2147 | 1.7235 | 3.6745 | 3.2377 | 3.0090 | 1.6384 |
|       |    | (0.941) | (0.943) | (0.951) | (0.948) | (0.952) | (0.961) | (0.947) | (0.943) |
|       | II | 2.4861 | 2.3923 | 2.2569 | 1.7388 | 3.7156 | 3.2586 | 3.0131 | 1.6544 |
|       |    | (0.952) | (0.948) | (0.950) | (0.951) | (0.943) | (0.948) | (0.949) | (0.961) |
|       | III| 2.5147 | 2.4356 | 2.2954 | 1.7623 | 3.7296 | 3.2884 | 3.0582 | 1.6823 |
|       |    | (0.939) | (0.941) | (0.948) | (0.949) | (0.942) | (6.939) | (0.941) | (0.947) |
| (30, 25) | I  | 2.3755 | 2.3147 | 2.1345 | 1.6812 | 3.6543 | 3.2189 | 3.0064 | 1.5999 |
|       |    | (0.948) | (0.952) | (0.943) | (0.943) | (0.938) | (0.951) | (0.945) | (0.949) |
|       | II | 2.4158 | 2.3412 | 2.1847 | 1.7058 | 3.6764 | 3.2266 | 3.0109 | 1.6234 |
|       |    | (0.954) | (0.951) | (0.952) | (0.950) | (0.950) | (0.951) | (0.949) | (0.962) |
|       | III| 2.4465 | 2.3749 | 2.2139 | 1.7344 | 3.6998 | 3.2645 | 3.0465 | 1.6447 |
|       |    | (0.941) | (0.947) | (0.945) | (0.945) | (0.961) | (0.949) | (0.964) | (0.953) |
| (50, 30) | I  | 2.3398 | 2.2778 | 2.1097 | 1.6745 | 3.6355 | 3.1954 | 3.0013 | 1.5789 |
|       |    | (0.939) | (0.952) | (0.947) | (0.970) | (0.951) | (0.952) | (0.961) | (0.970) |
|       | II | 2.3776 | 2.2995 | 2.1396 | 1.6879 | 3.6684 | 3.2062 | 3.0051 | 1.6067 |
|       |    | (0.957) | (0.945) | (0.950) | (0.940) | (0.945) | (0.948) | (0.939) | (0.950) |
|       | III| 2.3957 | 2.3265 | 2.1683 | 1.7156 | 3.6799 | 3.2443 | 3.0256 | 1.6351 |
|       |    | (0.938) | (0.941) | (0.943) | (0.949) | (0.937) | (0.948) | (0.951) | (0.949) |
| (n, m)   | Sc   | \( \alpha \) |        |        | \( \beta \) |        |        |
|---------|------|---------------|--------|--------|---------------|--------|--------|
|         |      | MLE           | Bootstrap | Bayes | MLE           | Bootstrap | Bayes |
|         |      | Boot-p | Boot-t | MCMC | Boot-p | Boot-t | MCMC |
| (70, 40) | I    | 2.3046 | 2.2598 | 2.1050 | 1.6487 | 3.5987 | 3.1845 | 2.9967 | 1.5548 |
|         |      | (0.961) | (0.952) | (0.939) | (0.958) | (0.951) | (0.946) | (0.939) | (0.942) |
|         | II   | 2.3295 | 2.2769 | 2.1275 | 1.6643 | 3.6241 | 3.1967 | 2.9996 | 1.5764 |
|         |      | (0.942) | (0.938) | (0.964) | (0.948) | (0.943) | (0.954) | (0.942) | (0.956) |
|         | III  | 2.3647 | 2.3177 | 2.1564 | 1.6911 | 3.6502 | 3.2271 | 3.0033 | 1.6200 |
|         |      | (0.963) | (0.951) | (0.946) | (0.951) | (0.952) | (0.936) | (0.941) | (0.944) |
| (80, 50) | I    | 2.2895 | 2.2500 | 2.1033 | 1.6287 | 3.5786 | 3.1699 | 2.9878 | 1.5236 |
|         |      | (0.943) | (0.960) | (0.947) | (0.962) | (0.938) | (946) | (0.952) | (0.961) |
|         | II   | 2.2998 | 2.2654 | 2.1211 | 1.6541 | 3.6144 | 3.1875 | 2.9905 | 1.5427 |
|         |      | (0.960) | (0.951) | (0.966) | (0.954) | (0.946) | (0.939) | (0.940) | (0.941) |
|         | III  | 2.3174 | 2.2867 | 2.1489 | 1.6786 | 3.6352 | 3.2132 | 2.9960 | 1.5934 |
|         |      | (0.957) | (0.949) | (0.939) | (0.941) | (0.961) | (0.956) | (0.949) | (0.952) |
| (100, 75)| I    | 2.2685 | 2.2475 | 2.1001 | 1.5989 | 3.5598 | 3.1578 | 2.9769 | 1.4829 |
|         |      | (0.938) | (0.945) | (0.951) | (0.961) | (0.936) | (0.951) | (0.961) | (0.957) |
|         | II   | 2.2798 | 2.2517 | 2.1199 | 1.6347 | 3.5784 | 3.1755 | 2.9647 | 1.5199 |
|         |      | (0.944) | (0.946) | (0.939) | (0.952) | (0.948) | (0.947) | (0.938) | (0.951) |
|         | III  | 2.3088 | 2.2733 | 2.1405 | 1.6543 | 3.6140 | 3.2004 | 2.9581 | 1.5347 |
|         |      | (0.947) | (0.955) | (0.952) | (0.948) | (0.945) | (0.957) | (0.951) | (0.952) |
Table 11: ACL and CP of 95% CIs for the parameter λ and S(t).

| (n, m) | MLE | Bootstrap P | Bootstrap t | MCMC | Bayes P | Bayes t |
|--------|-----|-------------|-------------|------|---------|---------|
| (30, 15) | | | | | | |
| I | 8.7156 | 6.5318 | 4.2023 | 6.3318 | 4.945 | 0.3514 |
| II | 8.8237 | 6.6781 | 4.3284 | 6.3318 | 4.945 | 0.3514 |
| III | 8.9412 | 6.9127 | 4.5001 | 6.3318 | 4.945 | 0.3514 |
| (30, 25) | | | | | | |
| I | 8.1230 | 6.1964 | 4.3258 | 6.3318 | 4.945 | 0.3514 |
| II | 8.4572 | 6.3277 | 4.6547 | 6.3318 | 4.945 | 0.3514 |
| III | 8.6459 | 6.6541 | 4.8961 | 6.3318 | 4.945 | 0.3514 |
| (30, 30) | | | | | | |
| I | 7.9451 | 5.8954 | 4.1239 | 5.8954 | 4.945 | 0.3514 |
| II | 8.2453 | 5.9991 | 4.3694 | 5.8954 | 4.945 | 0.3514 |
| III | 8.4324 | 6.2864 | 4.5847 | 5.8954 | 4.945 | 0.3514 |
| (n, m) | (70, 40) | (80, 50) | (100, 75) |
|-------|---------|---------|---------|
|       | Sc      | λ       | S(t)    | MLE | Bootstrap | Bayes |
|       |         |         |         | MLE | Bootstrap | Bayes |
|       |         | Boot-p  | Boot-t  | MCMC | Boot-p  | Boot-t  | MCMC |
|       |         |         |         |      |          |        |      |
|       | I       | 7.6227  | 5.2654  | 3.9987 | 3.5472  | 0.3089 | 0.2899 | 0.2644 | 0.2081 |
|       |         | (0.961) | (0.948) | (0.946) | (0.938) | (0.953) | (0.944) | (0.943) | (0.950) |
|       | II      | 7.8697  | 5.5641  | 4.2158 | 3.7698  | 0.3122 | 0.3004 | 0.2763 | 0.2197 |
|       |         | (0.947) | (0.949) | (0.939) | (0.947) | (0.941) | (0.948) | (0.951) | (0.942) |
|       | III     | 8.0057  | 5.8963  | 4.4369 | 4.0984  | 0.3336 | 0.3255 | 0.2829 | 0.2268 |
|       |         | (0.950) | (0.947) | (0.950) | (0.953) | (0.961) | (0.948) | (0.956) | (0.951) |
|       |         |         |         |         |         |        |        |        |        |
|       | I       | 7.2874  | 4.9987  | 3.7980 | 3.3987  | 0.2945 | 0.2677 | 0.2568 | 0.1965 |
|       |         | (0.961) | (0.953) | (0.949) | (0.939) | (0.957) | (0.951) | (0.945) | (0.947) |
|       | II      | 7.4369  | 5.3417  | 4.0088 | 3.6541  | 0.3081 | 0.2798 | 0.2639 | 0.2036 |
|       |         | (0.946) | (0.963) | (0.951) | (0.943) | (0.959) | (0.953) | (0.947) | (0.946) |
|       | III     | 7.7568  | 5.6129  | 4.1999 | 3.8983  | 0.3244 | 0.2934 | 0.2742 | 0.2174 |
|       |         | (0.947) | (0.950) | (0.952) | (0.961) | (0.949) | (0.943) | (0.947) | (0.948) |
|       |         |         |         |         |         |        |        |        |        |
|       | I       | 6.8412  | 4.7548  | 3.5864 | 3.1459  | 0.2784 | 0.2468 | 0.2365 | 0.1769 |
|       |         | (0.952) | (0.960) | (0.949) | (0.948) | (0.951) | (0.949) | (0.951) | (0.970) |
|       | II      | 7.1983  | 5.0096  | 3.8140 | 3.5472  | 0.2867 | 0.2647 | 0.2471 | 0.1888 |
|       |         | (0.961) | (0.949) | (0.956) | (0.952) | (0.960) | (0.949) | (0.948) | (0.961) |
|       | III     | 7.3258  | 5.2461  | 4.0987 | 3.7230  | 0.2993 | 0.2780 | 0.2593 | 0.1997 |
|       |         | (0.953) | (0.948) | (0.949) | (0.951) | (0.950) | (0.949) | (0.951) | (0.953) |
Table 12 ACL and CP of 95% CIs for $h(t)$ and $CV$

| (n, m) | Sc | $h(t)$ | $CV$ |
|--------|----|--------|------|
|        | MLE | Bootstrap | Bayes | MLE | Bootstrap | Bayes |
|        |     | Boot-p | Boot-t |      | Boot-p | Boot-t |
| (30, 15) | I  | 0.6671 | 0.6328 | 0.5684 | 0.4922 | 1.3548 | 1.2054 | 1.0647 | 0.9269 |
|        |    | (0.947) | (0.951) | (0.943) | (0.949) | (0.954) | (0.949) | (0.948) | (0.961) |
|        | II | 0.6739 | 0.6524 | 0.5781 | 0.5041 | 1.3725 | 1.2361 | 1.0929 | 0.9418 |
|        |    | (0.961) | (0.948) | (0.953) | (0.952) | (0.961) | (0.947) | (0.951) | (0.952) |
|        | III| 0.6955 | 0.6713 | 0.5922 | 0.5239 | 1.3869 | 1.2603 | 1.1134 | 0.9661 |
| (30, 25) | I  | 0.6247 | 0.6127 | 0.5473 | 0.4801 | 1.3351 | 1.1799 | 1.0498 | 0.9028 |
|        |    | (0.951) | (0.939) | (0.948) | (0.941) | (0.954) | (0.949) | (0.952) | (0.951) |
|        | II | 0.6383 | 0.6298 | 0.5569 | 0.4911 | 1.3499 | 1.1956 | 1.0765 | 0.9311 |
|        |    | (0.941) | (0.951) | (0.942) | (0.940) | (0.950) | (0.954) | (0.943) | (0.946) |
|        | III| 0.6541 | 0.6472 | 0.5791 | 0.5136 | 1.3651 | 1.2231 | 1.0914 | 0.9509 |
| (50, 30) | I  | 0.6142 | 0.6047 | 0.5243 | 0.4583 | 1.3155 | 1.1600 | 1.0286 | 0.8874 |
|        |    | (0.949) | (0.947) | (0.950) | (0.957) | (0.950) | (0.951) | (0.958) | (0.949) |
|        | II | 0.6265 | 0.6150 | 0.5361 | 0.4657 | 1.3264 | 1.1824 | 1.0547 | 0.9123 |
|        |    | (0.950) | (0.947) | (0.938) | (0.954) | (0.954) | (0.957) | (0.970) | (0.961) |
|        | III| 0.6477 | 0.6332 | 0.5519 | 0.4751 | 1.3502 | 1.2129 | 1.0699 | 0.9392 |
|        |    | (0.954) | (0.953) | (0.943) | (0.952) | (0.9501) | (0.960) | (0.948) | (0.951) |
Table 12  continued

| (n, m)  | Sc  | $h(t)$ | CV |
|--------|-----|--------|----|
|        |     | MLE    | Bootstrap | Bayes | MLE | Bootstrap | Bayes |
|        |     | Boot-p | Boot-t | MCMC | Boot-p | Boot-t | MCMC |
| (70, 40) | I  | 0.5981 | 0.5841 | 0.5117 | 0.4430 | 1.2906 | 1.1355 | 1.0101 | 0.8563 |
|        |    | (0.949) | (0.951) | (0.962) | (0.961) | (0.953) | (0.946) | (0.952) | (0.947) |
|        | II | 0.6132 | 0.5984 | 0.5234 | 0.4562 | 1.3153 | 1.1564 | 1.0324 | 0.8738 |
|        |    | (0.964) | (0.953) | (0.948) | (0.951) | (0.960) | (0.945) | (0.955) | (0.954) |
|        | III | 0.6278 | 0.6187 | 0.5362 | 0.4693 | 1.3324 | 1.1766 | 1.0488 | 0.9044 |
|        |    | (0.951) | (0.947) | (0.939) | (0.948) | (0.951) | (0.938) | (0.949) | (0.949) |
| (80, 50) | I  | 0.5711 | 0.5643 | 0.4728 | 0.3995 | 1.2623 | 1.1029 | 0.9820 | 0.8261 |
|        |    | (0.952) | (0.949) | (0.957) | (0.956) | (0.941) | (0.947) | (0.943) | (0.957) |
|        | II | 0.5899 | 0.5748 | 0.4867 | 0.4133 | 1.2719 | 1.1321 | 1.0135 | 0.8574 |
|        |    | (0.941) | (0.931) | (0.942) | (0.935) | (0.947) | (0.949) | (0.951) | (0.943) |
|        | III | 0.6087 | 0.6035 | 0.4975 | 0.4284 | 1.3004 | 1.1558 | 1.0264 | 0.8813 |
|        |    | (0.938) | (0.942) | (0.953) | (0.951) | (0.957) | (0.951) | (0.948) | (0.954) |
| (100, 75) | I  | 0.5214 | 0.5147 | 0.4499 | 0.3782 | 1.2258 | 1.0982 | 0.8749 | 0.8166 |
|        |    | (0.949) | (0.953) | (0.958) | (0.960) | (0.949) | (0.961) | (0.958) | (0.943) |
|        | II | 0.5349 | 0.5291 | 0.4631 | 0.3910 | 1.2531 | 1.1237 | 0.9946 | 0.8475 |
|        |    | (0.957) | (0.964) | (0.949) | (0.956) | (0.950) | (0.949) | (0.952) | (0.951) |
|        | III | 0.5561 | 0.5416 | 0.4798 | 0.4101 | 1.2794 | 1.1389 | 1.0111 | 0.8624 |
|        |    | (0.957) | (0.949) | (0.948) | (0.951) | (0.948) | (0.951) | (0.949) | (0.953) |
8. For fixed sample sizes and observed failures, the first scheme I, in which censoring occurs after the first observed failures, gives lower lengths for the three methods of the CIs other than the other two schemes.

Acknowledgements The author would like to express thanks to the editors and referees for their valuable comments and suggestions which significantly improved the paper.

Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.

References

Aggarwala R, Balakrishnan N (1998) Some properties of progressive censored order statistics from arbitrary and uniform distribution with application to inference and simulation. J Stat Plan Inference 70:35–49

Ahmadi J, Jozani MJ, Marchand E, Parsian A (2009) Bayes estimation based on k-record data from a general class of distributions under balanced type loss functions. J Stat Plan Inference 139:1180–1189

Asgharzadeh A (2006) Point and interval estimation for a generalized logistic distribution under progressive type II censoring. Commun Stat Theory Methods 35:1685–1702

Balakrishnan N (2007) Progressive censoring methodology: an appraisal (with discussions). TEST 16(2):211–259

Balakrishnan N, Aggarwala R (2000) Progressive censoring: theory, methods, and applications. Birkhauser, Boston

Balakrishnan N, Lin CT (2003) On the distribution of a test for exponentiality based on progressively type-II right censored spacings. J Stat Comput Simul 73:277–283

Balakrishnan N, Sandhu RA (1995) A simple simulation algorithm for generating progressively type-II censored samples. Am Stat 49:229–230

Basak P, Basak I, Balakrishnan N (2009) Estimation for the three parameter lognormal distribution based on progressively censored data. Comput Stat Data Anal 53:3580–3592

Basu AP, Ebrahimi N (1991) Bayesian approach to life testing and reliability estimation using asymmetric loss function. J Stat Plan Inference 29:21–31

Bithas PS (2009) Weibull-gamma composite distribution: an alternative multipath/shadowing fading model. Electron Lett 45:749–751

Brooks SP (1998) Markov chain Monte Carlo method and its application. Statistician 47:69–100

Chen MH, Shao QM (1999) Monte carlo estimation of Bayesian credible and HPD intervals. J Comput Graph Stat 8:69–92

Cohen AC (1965) Maximum likelihood estimation in the Weibull distribution based on complete and on censored samples. Technometrics 5:579–588

Efron B (1982) The bootstrap and other resampling plans. In: CBMS-NSF regional conference series in applied mathematics. SIAM, Philadelphia

Fernandez AJ (2004) On estimating exponential parameters with general type II progressive censoring. J Stat Plan Inference 121:135–147

Gamerman D (1997) Markov chain Monte Carlo: stochastic simulation for bayesian inference. Chapman & Hill, London

Greene WH (2000) Econometric analysis, 4th edn. Prentice-Hall, NewYork

Gupta A, Mukherjee B, Upadhyay SK (2008) A Bayes study using Markov chain Monte Carlo simulation. Reliab Eng Syst Saf 93:1434–1443

Hall P (1988) Theoretical comparison of Bootstrap confidence intervals. Ann Stat 16:927–953

Jozani MJ, Marchand E, Parsian A (2012) Bayes and robust Bayesian estimation under a general class of balanced loss functions. Stat Pap 53:51–60

Kim C, Jung J, Chung Y (2011) Bayesian estimation for the exponentiated Weibull model under type II progressive censoring. Stat Pap 52(1):53–70

Lawless JF (1982) Statistical models and methods for lifetime data. Wiley, New York
Madi MT, Raqab MZ (2009) Bayesian inference for the generalized exponential distribution based on progressively censored data. Commun Stat Theory Methods 38:2016–2029

Mahmoud MAW, Abdel-Aty Y, Mohamed NM, Hamedani GG (2014a) Recurrence relations for moments of dual generalized order statistics from Weibull gamma distribution and Its characterizations. J Stat Appl Probab 3(2):189–199

Mahmoud MAW, Moshref M, Yhiea NM, Mohamed NM (2014b) Progressively censored data from the Weibull–Gamma distribution moments and estimation. J Stat Appl Probab 3(1):45–60

Mahmoud MAW, El-Sagheer RM, Soliman AA, Abd-Ellah AH (2014c) Inferences of the lifetime performance index with Lomax distribution based on progressive type-II censored. Econ Qual Control 29:39–51

Meeker WQ, Escobar LA (1998) Statistical methods for reliability data. Wiley, New York

Molenberghs G, Verbeke G (2011) On the Weibull-Gamma frailty model, its infinite moments, and its connection to generalized log-logistic, logistic, Caushy, and extreme-value distributions. J Stat Plan Inference 141:861–868

Nairy KS, Rao KN (2003) Tests of coefficients of variation of normal populations. Commun Stat Simul Comput 32:641–661

Ng HKT (2005) Parameter estimation for a modeled Weibull distribution for progressively type-II censored samples. IEEE Trans Reliab 54(3):374–380

Sharma KK, Krishna H (1994) Asymptotic sampling distribution of inverse coefficient of variation and its applications. IEEE Trans Reliab 43:630–633

Soliman AA, Abd-Ellah AH, Abou-Elheggag NA, El-Sagheer RM (2015) Inferences using type-II progressively censored data with binominal removals. Arab J Math 4(2):127–139

Vander Wiel SA, Meeker WQ (1990) Accuracy of approx confidence bounds using censored Weibull regression data from accelerated life tests. IEEE Trans Reliab 39(3):346–351

Varian HRA (1975) Bayesian approach to real estate assessment. In: Savage LJ, Feinderg SE, Zellner A (eds) Studies in Bayesian econometrics and statistics in Honor. North-Holland, Amsterdam, pp 195–208

Zellner A (1986) Bayesian estimation and prediction using asymmetric loss functions. J Am Stat Assoc 81:446–545