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Conserved surface roughening represents a special case of interface dynamics where the total height of the interface is conserved. Recently, it was suggested [F. Caballero et al., Phys. Rev. Lett. 121, 020601 (2018)] that the original continuum model known as ‘Conserved Kardar-Parisi-Zhang’ (CKPZ) equation is incomplete, as additional non-linearity is not forbidden by any symmetry in $d > 1$. In this work, we perform detailed field-theoretic renormalization group (RG) analysis of a general stochastic model describing conserved surface roughening. Systematic power counting reveals additional marginal interaction at the upper critical dimension, which appears also in the context of molecular beam epitaxy. Depending on the origin of the surface particle’s mobility, the resulting model shows two different scaling regimes; If the particles move mainly due to the gravity, the leading dispersion law is $\omega \sim k^2$, and the mean-field approximation describing a flat interface is exact in any spatial dimension. On the other hand, if the particles move mainly due to the surface curvature, the interface becomes rough with the mean-field dispersion law $\omega \sim k^2$, and the corrections to scaling exponents must be taken into account. We show, that the latter model consist of two sub-class of models that are decoupled in all orders of perturbation theory. Moreover, our RG analysis of the general model reveals that the universal scaling is described by a rougher interface than CKPZ universality class. The universal exponents are derived within the one-loop approximation in both fixed $d$ and $\varepsilon$-expansion schemes, and their relation is discussed. We point out all important details behind these two schemes which are often overlooked in the literature, and their misinterpretation might lead to inconsistent results.

I. INTRODUCTION

An interface is a system that is regularly found in our everyday life, starting from any material surface, or biological membrane, to flame front or landscape [1]. It is important to understand scaling properties of these structures, which will help us to identify universal laws that unify different physical phenomena.

From a theoretical point of view, the statistical properties of surfaces have been extensively studied for several decades using both analytical methods, and computer simulations [2, 3]. Based on the latter, Family and Vicsek conjectured self-similar structure for the width of a stochastically evolving interface, and extracted spatio-temporal power laws [4]. Later, Edwards and Wilkinson [5] considered a linear stochastic differential equation for the relative interface height, and extracted a simple power law relations. Many experiments, however, show non-trivial scaling properties that cannot be explained with a linear model [1]. Hence, Kardar, Parisi and Zhang put forward a non-linear equation based on geometrical arguments, also known as KPZ equation, and predicted non-trivial scaling laws. Since then, the properties of KPZ equation and its generalizations have been extensively studied [6].

In general, equations describing interfacial dynamics can be derived phenomenologically based on symmetries [1], or using differential geometry on the basis of Monge Gauge [2, 3]. The corresponding models are often non-linear which requires usage of more sophisticated methods. Many of the interfacial models show scale-invariant regimes, which are responsible for occurrence of fractal structures with non-trivial scaling laws. Probably the most effective method for studying universal properties of scale invariant field theories is the renormalization group (RG) [7, 8]. In stochastic processes, the field-theoretic RG was pioneered by De Dominicis [9] and Janssen [10] (for Wilson’s approach see [11]), and it proved to be an excellent tool for understanding universal scaling of surface roughening [6, 12].

In some interfacial systems, the total height occupied by surface particles is conserved [13], which leads to a process commonly referred to as conserved surface roughening. The theoretical analysis of field equations obeying the conservation law was first performed in the work by Sun et al. [14]. Their model represents a minimal extension of the standard KPZ equation written in the form of continuity equation, also known as CKPZ equation. Recently, Caballero et al. [15] pointed out that additional non-linearity exists above one dimension which contains the same number of gradients, and powers in the field (four gradients and two fields). Their RG calculation revealed a run-away solution in the certain range of the parameter space, which suggests a possible strong coupling behavior. However, higher order non-linearities discarded in [15] do not necessary need to be irrelevant for the description of a perturbative fixed point, as similar scenario occurs in other interfacial models as well [16, 17].

Here, we study the effect of higher order nonlinearities in the gradient expansion, containing up to four gradients
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and three powers in the field, as it turns out that the latter term, at the marginal dimension $d = 2$, has the same relevance as the nonlinearities considered in [15]. However, due to the structure of the perturbation theory this term is not generated in any order of the perturbation theory, as long as its initially absent in the model. Nevertheless, the general model shows an intriguing universal behavior which properties we derive within the one-loop approximation.

As it is standard in the perturbative RG analysis, the scaling properties in the critical region can be derived using the ‘$\varepsilon$-expansion’ [18]. The main idea is to expand the system around the Gaussian fixed point, and calculate the universal scaling exponents in a series of $\varepsilon = d_c - d$, where $d_c$ is the upper critical dimension. In the RG approach to surfaces however, it is very popular to use so-called ‘fixed $d$’ approach, where the entire calculation is performed in fixed dimension without any series expansion in $\varepsilon$ [6]. Besides that this approach is, strictly speaking, not controlled, it requires special attention when computing Feynman diagrams, that is often overlooked in the literature. We will therefore carry out the entire calculation within both $\varepsilon$-expansion and fixed $d$ schemes, and discuss their mutual relation.

This manuscript is organised as follows. In Sec II we begin with discussing general form of Langevin equation describing conserved surface roughening. Previously analysed special cases, and corresponding critical properties are then briefly mentioned. As the following sections are rather technical, we finish Sec. II with a brief discussion of our results. In Sec. III the problem is reformulated into the De Dominicis-Janssen functional integral formalism, and the structure of the perturbation theory is analyzed. As the details about the ultraviolet (UV) renormalization, and its relation to critical properties of stochastic field theories are mostly absent in the literature, in Sec IV we discuss this topic in detail. In section V, the infrared (IR) fixed points and critical exponents are derived in the context of both $\varepsilon$-expansion and fixed $d$ scheme. At the end we compare our results with previously obtained results. Details of the calculation can be found in the Appendices A, B, and C.

II. CONSERVED SURFACE ROUGHENING

A. General formulation

We are interested in the dynamics of a surface/interface, where the total volume is conserved. Hence, the continuum description is given in terms of the height field $\phi(\mathbf{x}, t)$, with $\mathbf{x}$ being $d$-dimensional position vector, which must obey the conservation law $\partial_t \int d\mathbf{x} \, \phi = 0$. The physically relevant spatial dimension is either $d = 1$ or $2$, depending whether the system is confined to a plane or not. The conservation law implies that the dynamical equation must have a form of the continuity equation [1-3]

$$\partial_t \phi = -\partial_i (j^D_i + j^R_i),$$  \hspace{1cm} (1)

where the summation over the repeated indices is implied. In (1), $j^D_i$ is the ‘deterministic’ current of the surface particles due to the interface roughness, and $j^R_i$ is a ‘random’ current responsible for stochastic movement of the surface particles due to the thermal fluctuations. Naturally, $j^D_i$ can depend only on the surface derivatives $\partial \phi$, and the random force $f \equiv -\partial_i j^R_i$ obeys Gaussian statistics with zero mean and two-point correlator

$$\langle f(\mathbf{x}, t) f(\mathbf{x}', t') \rangle = -\mathcal{A} \partial^2 \delta(t - t') \delta(\mathbf{x} - \mathbf{x}').$$  \hspace{1cm} (2)

In (2), $\mathcal{A}$ is the noise amplitude, whose exact form depends on the scaling regime under consideration (see below). Note that Eq. (1) has very similar structure to equations discussed in the context of Molecular Beam Epitaxy (MBE) [1-3, 16]. The difference comes from the noise correlator (2), which in MBE is non-conservative due to incoming particle flux to the surface.

Knowing the solution to (1), with (2), the quantity of interest is the interface width [1, 3]

$$W(L, t) \equiv \left( \frac{1}{L^d} \int d\mathbf{x} \, \phi^2(\mathbf{x}, t) \right)^{1/2},$$  \hspace{1cm} (3)

where the average is taken over the random noise history, and $L^d$ is the system size in $d$-dimensions. Starting from a flat interface, Family and Vicsek conjectured [4] that the width (3) should have the following form

$$W(L, t) = L^\chi F(t/L^z),$$  \hspace{1cm} (4)

where $\chi$ and $z$ are scaling exponents (the latter is usually referred to as dynamical critical exponent). Depending on the ratio $x \equiv t/L^z$, the expression (4) shows two distinct regimes

i) In the long time limit and at fixed $L^z \ll t$, the system is expected to saturate

$$F(x \gg 1) \sim \text{const.}, \quad \Rightarrow \quad W(L, t) \sim L^\chi.$$  \hspace{1cm} (5)

The surface is said to be asymptotically rough for $\chi > 0$, and asymptotically flat for $\chi < 0$. Moreover, the roughness depends on the scale of observation [3].

ii) Before the saturation occurs $0 \ll t \ll L^z$, the correlations are expected to be independent of the system size

$$F(x \ll 1) \sim x^{\chi/z}, \quad \Rightarrow \quad W(L, t) \sim t^{\chi/z}.$$  \hspace{1cm} (6)

The above exponents can be calculated from the Langevin equation (1), by computing the correlations of the $\phi$ field

$$\langle \phi(\mathbf{x}, t) \phi(\mathbf{x}', t') \rangle = |\mathbf{x} - \mathbf{x}'|^{2\chi C} \left( \frac{t - t'}{|\mathbf{x} - \mathbf{x}'|^z} \right).$$  \hspace{1cm} (7)
The simplest dynamical equation describing conserved surface roughening of type (1) can be obtained by performing gradient expansion of the linear stochastic differential equation [1, 5]

\[ \partial_t \phi = (\tau \partial^2 - D \partial^4 + \ldots) \phi + f, \]  

(8)

where \( \tau \) and \( D \) can be both viewed as diffusion constants: \( \tau \) is related to the effects of gravity on the surface and \( D \) is related to the surface curvature. This is because they can be derived from the chemical potentials \( \mu_{\text{ch}} = -\tau \phi \), and \( D \partial^2 \phi \), respectively. Since Eq. (8) can be written in the form

\[ \partial_t \phi = -\partial^2 \frac{\delta}{\delta \phi} \mathcal{H}[\phi] + f, \]  

(9)

where \( \mathcal{H} \) is an effective Hamiltonian, it describes a relaxation process towards an equilibrium state given by a flat interface \( \phi = 0 \). Depending on the length scale of interest \( l \), Eq. (8) contains information about two different regimes. The crossover between them is set by the ratio of diffusion constants [1, 3]

\[ l \ll \sqrt{\tau/D} : \quad z = 2, \quad \chi = -d/2, \quad A = \tau, \]  

(10)

\[ l \gg \sqrt{\tau/D} : \quad z = 4, \quad \chi = (2 - d)/2, \quad A = D, \]  

(11)

where the amplitude of the noise is rescaled with the corresponding amplitude of the leading linear term for the convenience.

Once the nonlinearities are considered, the results (10) and (11) can be interpreted differently; in the context of phase transitions, \( \tau \) plays similar role of the deviation from the criticality, which value determines the leading dynamical scaling behavior. If \( \tau \gg 1 \), which occurs when the movement of the particles is caused mainly by the gravitational effects, all higher order terms in (1) are irrelevant from the RG point of view, and the scaling (10) is exact in any realistic spatial dimension. We will justify this statement in Sec. V D. On the other hand, if \( \tau \ll 1 \), which occurs when the movement of particles is mainly due to the surface curvature, the system is found to be in a different critical regime with the mean-field scaling properties (11), and where the corrections coming from nonlinearities must be taken into account using a RG procedure. The analysis of the latter regime represents the main purpose of this work.

The first non-linear stochastic field equation (1) studied in the context of conserved surface roughening was introduced by Sun et al. [14]. Authors postulated that the relevant equation can be found by writing the original KPZ equation in a conservative form (1)

\[ \partial_t \phi = -\partial^2 [D \partial^2 \phi + \frac{1}{2} \lambda (\partial_t \phi)^2] + f. \]  

(12)

This model, usually referred to as conserved KPZ equation (CKPZ), is purely of a non-equilibrium nature as it cannot be written in a form (9). The Wilson’s RG analysis performed by Sun et al. revealed that systems described by the CKPZ equation belong to a new universality class with non-trivial critical exponents

\[ z = 4 - \frac{1}{2} \varepsilon + \mathcal{O}(\varepsilon^2), \quad \chi = \frac{1}{2} \varepsilon + \mathcal{O}(\varepsilon^2), \]  

(13)

where \( \varepsilon = 2 - d \) is the deviation from the upper critical dimension \( d_c = 2 \). The above exponents seem to satisfy the relation \( z + \chi = 4 \), analogous to \( z + \chi = 2 \) in non-conserved KPZ equation [19]. The relation holds due to the absence of the renormalization of the quadratic non-linearity (the coupling constant is renormalized), which in KPZ equation is the result of Galilean invariance. In analogy to non-conserved KPZ equation, Sun et al. proposed a suspicious analogue of Galilean invariance which forbids the renormalization of the non-linearity in all orders of perturbation theory. Janssen showed however [20], that the two-loop contributions do exist but are too small for experimental verification.

Caballero et al. [15] recently proposed a modification of the original CKPZ equation (12); they suggested, that in \( d > 1 \) the full stochastic field equation for the conserved surface roughening may have the following form

\[ \partial_t \phi = -D \partial^4 \phi - \frac{1}{2} \lambda \partial^2 (\partial \phi)^2 + \frac{1}{2} \zeta \partial_t ((\partial_t \phi)(\partial^2 \phi)) + f. \]  

(14)

This model is referred to as CKPZ+ equation. The extra \( \zeta \) non-linearity (which coincides with \( \lambda \) non-linearity in \( d = 1 \)) is not forbidden by any symmetry, and it also cannot be written in the form (9). Although the perturbative fixed point revealed by the RG analysis of (14) appeared to have exactly CKPZ critical exponents (13), a runaway solution possibly describing a strong coupling regime was also reported. We would like to point out that in the limit \( \zeta = 2 \lambda \) the non-linearities in (14) can be derived from an effective Hamiltonian in a context of non-conservative dynamics [21]. Note that such non-linearity vanishes in \( d = 1 \).

The last model we would like to mention here is

\[ \partial_t \phi = (\tau \partial^2 - D \partial^4) \phi + \frac{1}{3!} \eta \partial_i (\partial_t (\partial_i \phi)(\partial_j \phi)^2) + f. \]  

(15)

This equation first appeared in [22] in the context of MBE, where it was suggested that the cubic non-linearity represents corrections to the \( \tau \partial^2 \phi \) term. Although the effect of this non-linearity on the leading IR behavior of MBE has been analysed [16, 23], its influence on the conserved surface roughening (with CKPZ+ term) is, to the best of our knowledge, unknown.

To summarize—in what follows, we will be interested in analysing critical scaling of the general equation describing conserved surface roughening

\[ \partial_t \phi = (\tau \partial^2 - D \partial^4) \phi - \frac{1}{2} \lambda \partial^2 (\partial \phi)^2 + \frac{1}{2} \zeta \partial_t ((\partial_t \phi)(\partial^2 \phi)) + \frac{1}{3!} \eta \partial_i (\partial_t (\partial_i \phi)(\partial_j \phi)^2) + f, \]  

(16)

with the noise correlator (2). Detailed analysis of (16) in the context of MBE (i.e. with non-conservative noise) can be found in [24, 25].
As the following chapters are quite technical, we will briefly mention our main results at this stage. As stated above, Eq. (16) contains information about two fundamentally different scaling regimes; for $\tau/D \gg 1$, the leading dynamical scaling is $\omega \sim k^2$, where all nonlinearities are irrelevant and the exponents (10) are exact at any $d$. For $\tau/D \ll 1$, the leading scaling is $\omega \sim k^4$, where corrections to (11) coming from nonlinearities must be taken into account. Systematic power counting of the latter case reveals that all nonlinearities considered in (16) are marginal at the upper critical dimension $d_c = 2$. The reason for this is the vanishing canonical dimension of the field $\phi$ at $d = d_c$, so that the ‘RG relevance’ of any interaction is determined solely from the number of $\partial$ operators. Nevertheless, the models (14) and (15) are decoupled in all orders of perturbation theory; renormalization of the model (15) does not generate CKPZ(+) nonlinearities due to the $\phi \leftrightarrow -\phi$ symmetry, while the opposite argument is rather technical, and related to the structure of the perturbation theory.

Intriguingly, our analysis of the general model (16) shows that for $d < d_c$, the RG flow reaches a fixed point where the CKPZ(+) nonlinearities are irrelevant, and the universal scaling is determined by the much simpler model (15). There is, however, still a region in the parameter space where the RG flow shows a runaway solution. Similarly to the CKPZ model, this might be a sign of a strong coupling behavior. The most non-trivial fixed point with all nonlinearities being relevant also appears, but it is unstable under any circumstances. The corrections to the critical exponents (11) are absent in the one-loop approximation, as it is standard for stochastic field theories with cubic interactions (the only exception is scaling of $\tau$) [6, 26]. Further discussion about relation of our results with previous works, and commonly overlooked technical details in Wilson’s RG are found in Sec. V E.

### III. FIELD-THEORETIC FORMULATION

We will now proceed to the calculation of critical properties of the model (16) beyond mean-field approximation. The most straightforward way is to deploy Wilson’s RG approach, i.e. to integrate out the fast modes, and store the corresponding contributions in the renormalized parameters and fields. Although this approach is quite intuitive, it is inconvenient for practical calculations. Instead, we shall use the field-theoretic RG which represents a more systematic approach [18, 26]. The starting point is to map the model (16) into the functional integral formalism, where the UV renormalization will allow us to calculate corrections to the mean-field scaling exponents. Most of the following calculations will be given in the context of $\omega \sim k^4 \to 0$ limit, if not stated otherwise.

### A. Response functional

Using standard methods [6, 9, 26, 27] we derive De Dominicis-Janssen response functional for the stochastic problem (16), (2), with $A \to D_0$.

\[
S[\varphi] = S^{\text{free}}[\varphi] + S^{\text{int}}[\varphi] \quad \text{ (17)}
\]

\[
S^{\text{free}}[\varphi] = \frac{1}{2} D_0 \phi^2 + \frac{1}{2} \phi (\partial_t + D_0 (\partial^2 - \tau_0)) \phi \quad \text{ (18)}
\]

\[
S^{\text{int}}[\varphi] = D_0 \left[ \frac{1}{2} \lambda_0 (\partial^2 \phi)^2 (\partial \phi) + \frac{1}{2} \zeta_0 (\partial_t \phi^2)(\partial_t \phi) (\partial^2 \phi) \right] + \frac{1}{2} \eta_0 (\partial_t \phi)(\partial_t \phi)(\partial \phi)^2, \quad \text{ (19)}
\]

where $\varphi = \{\phi', \phi\}$, the subscript 0 stands for the bare parameters and we have rescaled parameters as $g_0 \to D_0 g_0$, $g_0 = \{\lambda_0, \zeta_0, \eta_0\}$ due to dimensional reasons (see below). The Martin-Siggia-Rose [28] response field $\phi'$ is the Langrange multiplier that enforces the Langevin equation (16). The latter appears after performing the functional integral over the noise in the process of deriving the response functional (17). The final form of (17) is also uniquely defined regardless of whether Ito or Stratonovich interpretation of the stochastic differential equation is used, as the noise (2) is not multiplicative [29].

In expressions such as (17), the integrations over all spatial and temporal variables is implicitly assumed. For example, the first term represents the following expression

\[
\phi' (x, t) = \int dx dt \sum_{i=1}^{d} \phi'(x, t) \partial_t \partial_i \phi'(x, t). \quad \text{ (20)}
\]

where $d$ is the dimensionality of the space. We finalize this theoretical setup with standard assumption of the vanishing initial and boundary conditions

\[
\varphi(|x|, t \to -\infty) = \varphi(|x| \to \pm \infty, t) = 0. \quad \text{ (21)}
\]

The field-theoretic formulation (17) implies, that correlations of all fields $\phi$ and response fields $\phi'$ can be calculated directly from the following generating functional

\[
Z[H] = \int D \varphi \exp \left\{ -S[\varphi] + \varphi H \right\}, \quad \text{ (22)}
\]

where $\varphi H = \phi h + \phi' h'$, by taking the corresponding number of variational derivatives with respect to the source fields $H = \{h, h'\}$, at $H = 0$. For example the two-point correlation function can be calculated as follows

\[
\langle \phi(x, t) \phi(x', t') \rangle = \left. \left. \frac{\delta^2 Z[H]}{\delta h(x, t) \delta h(x', t')} \right|_{H=0}. \quad \text{ (23)}
\]

The response field $\phi'$ in (17) is then used for generating the response functions, for example

\[
\left. \left. \frac{\delta \phi(x, t)}{\delta f(x', t')} \right|_{f=0} \right. \leftrightarrow \langle \phi(x, t) \phi'(x', t') \rangle. \quad \text{ (24)}
\]

We would like to stress out that there is in principle no difficulty of carrying out the functional integral.
over the response field $\phi'$ in the expression (22), as (17) is quadratic in $\phi'$. This would lead to the generating functional whose integrand can be interpreted as a ‘path probability distribution’ for the evolution of the field $\phi$, with the resulting ‘action’ functional usually referred to as Onsanger-Machlup functional [30, 31]. However, the field-theoretic renormalization procedure used in our analysis is designed for response functionals local in time and space, therefore further calculations will be carried out with the response functional (17).

**B. Perturbation theory**

The only unambiguous and mathematically rigorous definition of the functional integral (22) for the interacting field theories such as (17) is through Gaussian integrals [32] and gives rise to the perturbation theory. In the present work, we will therefore perform perturbative analysis of the model. This is done by expanding the interaction part $S_{\text{int}}[\varphi]$ in terms of bare coupling constant(s) $g_0$, where the averages such as (23) are then evaluated with respect to the quadratic (‘free’) theory $S_{\text{free}}[\varphi]$. These calculations are schematically represented in terms of Feynman diagrams, whose graphical representation is depicted in Fig. 1: The propagators are determined from the inverse of the quadratic part $S_{\text{free}}[\varphi]$ of the response functional (17), and the vertex factors represent the multiplicative factors of the interaction parts $S_{\text{int}}[\varphi]$. Translation invariance in space and time gives rise to Fourier representations

$$
\langle \phi(t) \phi(0) \rangle = \int dx dt \langle \phi(x,t) \phi'(0,0) \rangle e^{-i(k \cdot x - \omega t)} = \frac{1}{-i \omega + D_0 k^2(k^2 + \gamma_0)},
$$

with conservation laws of momentum and energy in vertices ($r = -p - q$ in (27) and $o = -p - q - r$ in (28)).

The above rules allow us to calculate perturbative corrections to observables such as response (25) and correlation functions (26). We are interested in the critical point limit, i.e. in the limit $\omega \sim k^2 \to 0$, with all relevant parameters going to zero (see below). In field theories, this limit is normally singular, as the individual perturbative corrections diverge. In the proceeding section we will describe how to extract information about the critical point by renormalizing the model.

As we will be interested in renormalizing the model, it is much more convenient to work with the effective action

$$
\Gamma[\Psi] = \mathcal{W}[H] - H \Psi, \quad \mathcal{W}[H] = \ln Z[H],
$$

instead of (22). In (29), $\mathcal{W}[H]$ is the generating functional of cumulants, and $\Psi = \{\Phi, \Phi'\}$ is the set of ‘classical’ fields conjugated to $\varphi$ defined as

$$
\Psi(x,t) = \frac{\delta \mathcal{W}[H]}{\delta H(x,t)}.
$$

The effective action serves as a generating functional of one-particle irreducible functions (e.g. proper vertexes), which are found by variational derivatives with respect to corresponding number of $\Psi$ fields at $\Psi = 0$

$$
\Gamma^{\Psi \Psi \ldots \Psi}(\{x_i, t_i\}_{i=1}^n) = \frac{\delta^n \Gamma[\Psi]}{\delta \Psi(x_1, t_1) \ldots \delta \Psi(x_n, t_n)} |_{\Psi = 0}.
$$

Furthermore, the effective action can be calculated from the response functional via well-known loop-expansion relation

$$
\Gamma[\Psi] = -S[\Psi] + \frac{1}{2} \text{Tr} \ln \frac{\delta S[\Psi]}{\delta \Psi} \frac{\delta S[\Psi]}{\delta \Psi} + \ldots.
$$

The above formula can be proven for example using the saddle point approximation [18, 26, 33]. In Eq. (32) the first term represents the tree (loopless) contribution, while the second term contains all one-loop contributions. The ellipsis denote higher-loop corrections which are irrelevant in the leading order. The one-loop corrections can be expanded in terms of the coupling constants, which gives

$$
\frac{1}{2} \text{Tr} \ln \frac{\delta S[\Psi]}{\delta \Psi} \frac{\delta S[\Psi]}{\delta \Psi} = \begin{array}{c}
\text{tree} \quad + \quad \text{two-point} \quad + \quad \text{four-point} \quad + \quad \text{six-point} \quad + \quad \text{eight-point} \quad + \quad \ldots
\end{array}
$$

$$
= \begin{array}{c}
\frac{1}{2} \text{Tr} \ln \frac{\delta S[\Psi]}{\delta \Psi} \frac{\delta S[\Psi]}{\delta \Psi}
\end{array}
$$

$$
= \begin{array}{c}
\frac{1}{2} \text{Tr} \ln \frac{\delta S[\Psi]}{\delta \Psi} \frac{\delta S[\Psi]}{\delta \Psi}
\end{array}
$$
where the ellipses denote higher orders that are UV finite (see below). For the sake of simplicity, in (33) we have only listed all possible topologies: the double solid lines represent propagators constructed from any of the \( \phi = \{ \phi, \phi' \} \) fields, and double wiggly lines any of the \( \Psi = \{ \Phi, \Phi' \} \) lines, all of which are allowed by the structure of the present perturbation theory (25)-(28). For example, the third diagram in (33) denotes a schematic representation of the following diagrams

\[
\begin{array}{c}
\text{circles} \quad = \quad \frac{1}{4} \quad \text{circles} \quad + \quad \frac{1}{2} \quad \text{lines }, \quad (34)
\end{array}
\]

In the Fourier space, the loop contributions are constructed using the Feynman rules (25)-(28), where every closed loop represents a single momentum and frequency integral (in \( d + d_\omega \) dimensional space). Note also, that all diagrams that contain closed loops of retarded propagators, such as the last diagram in (34), vanish after the frequency integration (all poles in the propagators are present on a single side of the complex plane).

IV. RENORMALIZED FIELD THEORY

Continuum field theories are plagued with two types of divergences: infrared (IR) divergences for \( k \to 0 \), and ultraviolet (UV) divergences for \( k \to \infty \). Over the past decades, a systematic way of analysing properties of field theories on different scales based on UV renormalization have been developed, which represent the core idea of the field-theoretic RG [18, 26, 33]. As in the vast majority of the recent literature the details about the renormalization are absent, in the present work we will try to describe them in a rather pedagogical way.

A. Canonical dimension in dynamical systems

In the RG approach to critical phenomena, we are ultimately interested in the critical scaling of the system. It is therefore important to understand the properties of the model under the change of the scale. Scaling (or engineering) dimensions of fields and parameters are defined by the condition that the response functional (17) is invariant under two independent scale transformations: dilatation of the spatial coordinates \( x \to a^{-1} x \), to which corresponds the transformation of the momentum coordinate \( k \to a k \), and dilatation of the time \( t \to b^{-1} t \), to which corresponds the transformation of the frequency \( \omega \to b \omega \), where \( a, b \) are some dimensionless parameters. Therefore, for any quantity \( Q \) one can introduce two canonical dimensions: the momentum dimension \( d_Q^k \), and the frequency dimension \( d_Q^\omega \). For instance, field variables are scaled with respect to time by the rule \( \phi(x, t) \to b^c \phi(x, b^{-1} t) \), and invariance of the time-derivative term in (18) gives rise to relation \( d_Q^c + d_Q^\omega = 0 \).

 Canonical dimensions for the model (17) are listed in Tab. 1. As we are interested in the properties of the model within the simultaneous change of momentum and frequency scales, we define the total canonical dimension as [26]

\[
d_Q = d_Q^k + d_\omega d_Q^\omega .
\]

The parameter \( d_\omega \) depends on the particular scale we are interested in, and its chosen in accordance with the underlying dispersion law \( \omega \sim k^{d_\omega} \) (in the standard literature \( d_\omega = z [6, 34] \)). In the most of the dynamical RG literature, \( d_\omega = 2 \), which allows us the study the IR properties of the model in the ‘diffusive’ limit \( \omega \sim k^2 \to 0 \). In the present work, we are mainly interested in the properties of the system in the limit \( \omega \sim k^4 \to 0 \), hence we chose \( d_\omega = 4 \) (Similar scenario appears in Models B and H of critical dynamics [26, 34]).

The canonical dimensions for \( d_\omega = 4 \) are listed in Tab. 1. At this scale, all expansion parameters are dimensionless at \( d = 2 \), which implies that \( d_c = 2 \) is the upper critical dimension of the system. For \( d > 2 \), the non-linearities should be irrelevant and the ‘mean-field’ exponents (i.e. canonical dimensions from Tab. 1) should accurately describe the system. For \( d < 2 \), on the other hand, the corrections to scaling exponents coming from non-linearities must be taken into account. Moreover, the parameter \( \tau \) has a positive canonical dimension \( d_\tau = 2 \) at any \( d \), and so it will grow under the RG transformation unless \( \tau \approx 0 \) (it becomes a ‘mass’). Hence, the model is critical only in the massless limit \( \tau \to 0 \), where the perturbative RG analysis will be performed. Away from the critical point however, a crossover to a different scaling regime occurs: if \( \tau \) is not small, the leading IR dispersion law is \( \omega \sim k^2 \) instead of \( \omega \sim k^4 \). This type of asymptotic shows a trivial IR behavior, that will be later discussed in Sec. V D.

It is important to mention the special rôle of the diffusion constant \( D_0 \): Although it is dimensionless in the sense of the \( \omega \sim k^4 \) scaling, it still has non-zero momentum and frequency canonical dimensions. Hence, although \( D_0 \) does not grow under the scale transformation, i.e. it does not have to be small in the critical regime, it is not an expansion parameter (the same applies to \( \tau_0 \) in the \( \omega \sim k^2 \) regime). We will further discuss the

| \( Q \) | \( \phi \) | \( \phi' \) | \( D_0 \), \( \tau_0 \), \( \Lambda \), \( \mu \), \( \lambda_0 \), \( \zeta_0 \), \( \eta_0 \), \( \lambda, \zeta, \eta \) | \( d_Q^k \) | \( d_\omega^k \) |
|---|---|---|---|---|---|
| \( d_Q^k \) | \( d_\omega^k \) |
| \( d_0^k \) | \( \frac{d+2}{2} \) | 4 | 2 | 1 | \( \frac{d-2}{2} \) | 2 | \( d \) | 0 |
| \( d_0^\omega \) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \( d_Q^k \) | \( \frac{d+2}{2} \) | 0 | 2 | 1 | \( \frac{d-2}{2} \) | 2 | \( d \) | 0 |

Table I. Canonical dimensions of the bare fields and bare parameters for the response functional (17). Note that as we have rescaled all parameters with \( D_0 \), none of them has non-zero frequency dimension.
properties of this parameter in the IR limit in Sec. VA. Note, that $D_0$ is the only parameter with these special properties, as all other parameters were rescaled with it.

### B. Degree of divergence

The starting point for the renormalization analysis is the UV index of divergence. In general, any one-particle irreducible Feynman diagram contributing to (31) with $N$ number of external fields can be written as $(-g_0)^n I_{n,N}$, where $n$ is the order of the perturbation theory, $g_0$ is a product of coupling constants such that $|g_0| = |\mu^{2-d}|$, and the factor $I_{n,N}$ contains the remaining frequency and momentum integrals. The degree of divergence is then the dimension of $I_{n,N}$, which can be obtained from the topological properties of the perturbation theory (see Appendix A)

$$d[I_{n,N}] = d + 4 - \frac{1}{2}(d + 2)N_{\phi'} - \frac{1}{2}(d - 2)N_\phi - \frac{1}{2}(2 - d)V_{\phi'\phi\phi} - (2 - d)V_{\phi'\phi'\phi}.$$  

(36)

In the above, $N_{\phi'}, N_\phi$ are the number of external fields $\phi', \phi$, and $V_{\phi'\phi\phi}, V_{\phi'\phi'\phi}$ are the number of three and four point vertexes. The expression (36) can be understood by the means of simple dimensional analysis: the term $d + 4$ represent dimension of (suppressed) momentum and frequency conserving delta functions in the limit $\omega \sim k^d$, the next two terms come from the variational derivatives (31), and the remaining terms are just the dimensions of subtracted coupling constants.

In general, any diagram with $d[I_{n,N}] \geq 0$ might show UV divergence. From (36) it is evident that for $d > 2$, the degree of divergence increases with the order of perturbation theory, and decreases for $d < 2$. Moreover, at $d = 2$ the UV divergence is independent of the order of the perturbation theory, and is determined solely from the number of external fields. The systematic UV renormalization process can be carried out only when the number of divergent structures is finite, i.e. for renormalizable ($d = 2$), and superrenormalizable theories ($d < 2$) [18, 26]. For $d > 2$ every vertex function contains divergent contributions which makes the theory nonrenormalisable.

It is instructive to describe the features of UV divergences on a simple one-loop integral. After the frequency integral has been carried out, the typical momentum integral encountered in the current perturbation theory has the following form

$$\int_{|k| < \Lambda} \frac{dk}{k^2 + \tau} = \begin{cases} \pi \ln \left(\frac{\Lambda^2}{\tau}\right) + O\left(\frac{\tau}{\Lambda^2}\right), & d = 2, \\ \frac{2\pi^{\frac{d}{2}}}{(2 - d)\Gamma\left(\frac{d}{2}\right)} \tau^{\frac{d - 2}{2}} \left\{\Gamma\left(\frac{d}{2}\right)\Gamma\left(2 - \frac{d}{2}\right) - \left(\frac{\Lambda^2}{\tau}\right)^{d - 2} \right\}, & d \neq 2. \end{cases}$$

(37)

where $\Lambda$ is the UV cut-off and $\tau$ serves as an IR cut-off. From (37) it is clear that the integral is UV divergent for $d > 2$ when the ‘continuum’ limit is taken $\Lambda \rightarrow \infty$, and IR divergent for $d < 2$ as the system approaches the critical point $\tau \rightarrow 0$. As we are interested mainly in the IR properties (in general $\tau \rightarrow 0$ and $\omega \sim k^{d_c} \rightarrow 0$), no sensible results can be derived for $d \leq 2$ within any finite order of the standard perturbation theory. Although there are currently no available methods which would allow us to eliminate IR divergences at the critical point, the UV divergences can be eliminated via a systematic renormalization procedure [18, 26, 33]. Connection between the UV divergence with the critical limit $\tau \rightarrow 0$ is seen in the dependence on the ratio $\Lambda^2/\tau$ only of the function in the braces on the right side of (37). The UV divergence is suppressed by the prefactor $\tau^{-\frac{d}{2}}$ above two dimensions, but this does not happen at the upper critical dimension $d_c \equiv 2$. At $d = d_c$ the limit $\Lambda \rightarrow \infty$ formally corresponds to the critical point limit $\tau \rightarrow 0$. This relation between UV and IR then allows us to study the IR limit by systematically analysing UV properties of the field-theoretic model [35].

The above example describes a very important idea behind the field-theoretic RG: While the IR universal quantities are independent of the microscopic properties of the system (such as the UV cut-off $\Lambda$), all important information about critical scaling actually comes from UV renormalization (as in Wilson’s RG). As will be shown later, at $d = d_c$, the UV renormalization of (18) can be done by absorbing all divergences into the fields and finite number of parameters of the model. Once this is done, the model becomes scale dependent and the IR asymptotic properties (such as critical exponents) can be derived as a series expansion in terms of $\varepsilon = d_c - d \ll 1$. One must keep in mind however, and it will be also discussed below, that the whole perturbative RG analysis is justified only close to the upper critical dimension.

The vertex functions which might require renormalization are those, in which contributions from Feynman diagrams have non-negative UV exponent at the upper critical dimension

$$\delta \Gamma \equiv d[I_{n,N}]|_{d=2} = 6 - 2N_{\phi'}.$$  

(38)
Note, that the above expression is completely independent of the number of \( \phi \) fields. This implies, that in principle there could be an infinite number of vertex functions (containing any powers of \( \phi \) fields), which would require renormalization. In other words, the theory is non-renormalizable. Similar situation appears in other field theories as well, but systematic perturbative renormalization in the case of stochastic processes was carried out only in few special cases \([17, 36]\).

In the present model however, other aspects of the perturbation theory must be also taken into account. One can see from the response functional \((17)\), that the fields \( \phi' \) and \( \phi \) are always coupled with at least one \( \partial \) operator. This means that in the process of calculating Feynman diagrams the corresponding external momentum can be always taken out of the integral. Hence, the real degree of divergence \( \delta' \) is reduced by the total number of these fields:

\[
\delta' = 6 - 3N_{\phi'} - N_\phi.
\]

Moreover, due to the retardation property of the propagators \([25]-[26]\), all vertex functions without at least one response field \( \phi' \) vanish (See Sec. III A and \([6, 26]\)).

One can see from \((39)\), that there is now only a finite number of possible vertex functions which may require renormalization. These are the following:

\[
\phi', \quad \phi'\phi', \quad \phi'\phi, \quad \phi'\phi^2, \quad \phi'\phi^3.
\]

The same tremendous simplification of the renormalization process actually appears in the usual KPZ equation as well \([19]\), where the field equations are obtained by the series expansion in terms of \( \partial \), rather than the height field \( h \). Would the field \( h \) be decoupled from \( \partial \), the theory will be non-renormalizable \([17]\).

From the divergent vertex functions \((40)\) one can construct the following counter-terms consistent with the response functional \((17)\)

\[
\partial^2\phi', \quad \partial^4\phi', \quad (\partial\phi')^2, \quad \phi'\partial\phi, \quad \phi'\partial^4\phi, \quad \phi'\tau\partial^2\phi, \quad (\partial\phi)^2\partial^2\phi', \quad (\partial\phi')(\partial\phi)(\partial^2\phi), \quad (\partial\phi')(\partial_\tau\phi)(\partial\phi)^2.
\]

An important remark is in order. The fact that one can construct counter-terms with a non-negative degree of divergence \((39)\) does not yet mean that they will be unavoidably generated in the perturbation theory. For example, all contributions coming from the counter-terms \( \propto \phi' \) (which renormalize the mean value of the random noise \( \langle f \rangle \) \([37]\)) have the following form

\[
\begin{align*}
\begin{array}{c}
\text{Diagram 1} \\
\text{Diagram 2}
\end{array}
\end{align*}
\]

where shaded bubbles denote all possible sub-diagrams. As all external vertexes are proportional to external momentum \( p \), these diagrams vanish due to the conservation of the momentum. Similar ideas will be used in the next section in order to show that the models with cubic and quartic interactions are decoupled.

\[\text{Diagram 1}, \quad \text{Diagram 2} \]

C. Decoupling of the \( \phi'\phi^2 \) and \( \phi'\phi^3 \) models

We have shown in the previous section that the model is renormalizable with both cubic and quartic interactions. The remaining question is: are the corrections to quartic/cubic interaction generated solely from the cubic/quartic interaction? If this is not the case, the models are decoupled and one can study each of them separately.

Decoupling of \( \phi'\phi^3 \). First, we notice that in the absence of cubic interactions \( \lambda = \zeta = 0 \) the model \((17)\) (and \((16)\)) posses the ‘Ising’ symmetry

\[
\phi \rightarrow -\phi, \quad \phi' \rightarrow -\phi'.
\]

This means, that divergent contributions to \( \phi'\phi^3 \) interaction cannot arise from four-point interaction only, in all orders of the perturbation theory.

Decoupling of \( \phi'\phi^2 \). What remains is to show that no divergent corrections to \( \phi'\phi^3 \) interaction can arise from considering the \( \phi'\phi^2 \) interaction only. This can be done by analysing the properties of the vertex factors. As we have mentioned in the previous section, if \( \partial \) operators are attached to fields in the interaction terms, the corresponding number of external momenta can be taken out of the diagram, which reduces its degree of divergence. Moreover, the present model has additional special feature. Consider a correction to one of the vertex functions, in which an external \( \phi' \) field is connected to a three-point vertex \((27)\). Denoting the external and internal momenta as \( p \) and \( k \), the corresponding vertex factor is

\[
D_0[p\lambda_0k^2p^2 + \frac{1}{2}\zeta_0(p^2k^2 - 2(p.k)^2)] + O(p^3).
\]

As we can see, every time an external \( \phi' \) field is attached to a three point vertex, the degree of divergence is actually reduced by \( 2! \). This implies, that any diagram contributing to the noise \( \phi^2 \), and to four-point vertex \( \phi'\phi^3 \) constructed solely from three-point vertexes will have the following form

\[
\begin{align*}
\begin{array}{c}
\text{Diagram A} \\
\text{Diagram B}
\end{array}
\end{align*}
\]

where shaded bubbles denote all possible sub-diagrams. As the marginally divergent terms for the above diagrams are of order \( p^2 \) and \( p^4 \) respectively, any of such diagrams will be finite. Similar situation simplifying the renormalization process occurs in turbulent advection of active scalar field \([38, 39]\).

The above results also imply, that both noise and mass renormalization are absent in the model without the quartic interaction to all orders of perturbation theory, and therefore additional relation between scaling exponents should hold (as it was in the original CKPZ model \([20]\)). Inclusion of the quartic interaction will however generate logarithmic corrections to noise term (starting...
from two loops) and both quadratic and logarithmic corrections to mass term.

D. Renormalization

We have mentioned in Sec. IV B that both UV and IR cut-offs must be included in order to ensure the finiteness of the theory. The UV divergences can be then eliminated by performing systematic renormalization procedure, and the connection between UV and IR limits allows us to study IR asymptotic. For practical calculations however, it is inconvenient to work with a sharp form of cut-off. This is because the cut-offs regularize all propagators involved in the perturbative expansion, and not the loop integrals. In the present model, the regularized propagators have the following form [18, 26]

\[
\langle \phi \phi' \rangle_{\text{reg}} = \frac{\theta(\Lambda - k) - \theta(m - k)}{-i\omega + D_0k^2(k^2 + \tau_0)}, \quad (47)
\]

\[
\langle \phi \phi \rangle_{\text{reg}} = \frac{D_0k^2[\theta(\Lambda - k) - \theta(m - k)]}{\omega^2 + D_0k^4(k^2 + \tau_0)^2}, \quad (48)
\]

where \(m\) is the IR cut-off parameter, and \(\theta(\ldots)\) denotes either Heaviside step function, or a sufficiently fast decaying function around \(k \sim \Lambda, m\) [18]. The origin of the regularization (47)-(48) can be tracked back to the regularized Fourier-space representation of the fields

\[
\phi(x, t) = \int_{m < |k| < \Lambda} dk \phi(k, t). \quad (49)
\]

It should be also noted that in the vast majority of the literature IR finiteness is provided by the deviation from the criticality - in our case the integrals are IR finite due to \(\tau > 0\), so that one may safely take the limit \(m \to 0\). This choice is, however, only the matter of convenience: The exact form of IR cut-off does not change the universal quantities, provided the fact that it regulates all IR divergences systematically to all orders of perturbation theory (and that its small in the IR limit). There are also other ways of ensuring IR finiteness of the integrals (non-zero external momentum/frequency [6], or cut-off in the noise correlator [26]), but the most natural IR regulator for the model (17) is the deviation from the criticality \(\tau\).

The above apparently minor change of course does not normally spoil the leading UV behavior of the one-loop diagrams, and hence the leading critical scaling when calculated in the context of \(\varepsilon\)-expansion. However, in the dynamical RG literature several authors tend to work with the ‘fixed \(d\) renormalization group’, where the entire calculation is carried out in a fixed dimension \(d\) [16, 19, 40]. In such case, UV finite terms of the one-loop diagrams can be included, but only if calculated in a consistent way with propagators (47) and (48). Note, that similar ideas apply to Wilson’s RG, where the momentum integrals are in general not restricted to a simple momentum shell \(\Lambda/b < |k| < \Lambda\), but the precise shape of the ‘shell’ is determined by propagators [8]. We will further discuss Wilson’s RG in Sec. V E when comparing our results with previous works.

In order to avoid the above-mentioned difficulties coming from a cut-off regularization, it is convenient to chose a different approach, in which calculations are carried out without a UV cutoff. For instance, little reflection shows that at fixed cutoffs the integral on the left side of (37) is a regular function of \(d\) on the right half of the complex \(d\) plane: \(d > 0\). In dimensional renormalization this function is analytically continued to the whole \(d\) plane with singularities on the left half plane [41]. Expansion of the integral (37) in the parameter \(\tau\), however, gives rise to terms with singularities on the right half plane \(d\), as seen from the expressions on the right side of (37). In particular, when \(d < 2\) the limit \(\Lambda \to \infty\) may be taken and the resulting expression contains now a pole at \(d = 2\) instead of the logarithmic divergence at \(d = 2\). This is wherefrom the tradeoff comes between UV singularities in terms of the cutoff \(\Lambda\) and the singularity in space dimension \(1/(2 - d)\).

The main idea behind dimensional renormalization can be intuitively understood in the following way [18, 26, 33]. Consider the model (17) in \(d = 2 - \varepsilon\) dimension with the UV cutoff \(\Lambda\), with \(e_0\) being the set of all bare parameters. First, the quadratic divergences responsible for the shift of the critical point are eliminated by an additive renormalization of the mass parameter \(\tau_0\). In the one loop approximation this can be done by the following substitution

\[
\tau_0 + c(\varepsilon)\Lambda^{2-\varepsilon} \to \tau^*_0(\Lambda), \quad (50)
\]

where \(c(\varepsilon)\) is a regular function at \(\varepsilon = 0\). This \(\Lambda\)-dependent renormalization does not affect the scaling behavior of the deviation \(\Delta \tau\) of the mass parameter from its critical value. Upon this \(\Lambda\) renormalization all remaining integrals are finite in the limit \(\Lambda \to \infty\), which then can be performed as long as \(\varepsilon > 0\). Passing to this limit has no effect on the large-scale behavior of the model, which is independent of the microscopic details, but renders wave-vector integrals easier to handle, especially in high orders of perturbation theory [26]. The remaining \(1/\varepsilon\) poles are eliminated with the multiplicative renormalization of all parameters \(e'_0 = Z_\varepsilon e_0\), and fields \(\varphi \to Z_\varphi \varphi\). The full renormalization procedure can be schematically written as [26]

\[
\{e_0, \varphi\} \xrightarrow{\Lambda \text{-ren}} \{e'_0, \varphi\} \xrightarrow{\varepsilon \text{-ren}} \{e, Z_\varphi \varphi\}. \quad (51)
\]

It should be noted that, in general, the parameters \(e'_0\) depend on \(\Lambda\) and are different form the original bare parameters \(e_0\). To simplify notation, in what follows we shall use the notation \(e_0\) for the bare parameters obtained as the result of the \(\Lambda\) renormalization, because the actual values of bare parameters are irrelevant in calculation of anomalous scaling exponents.
E. Renormalized response functional

As the length scale $\Lambda$ disappears from the model in the limit $\Lambda \to \infty$, a new dimensional parameter is introduced in order to make the coupling constants dimensionless [18, 26, 33]: an auxiliary mass scale $\mu$, where $[\mu] = [\Lambda]$. The renormalized field-theoretic model is then obtained by renormalizing the parameters in the following way

$$D_0 = DZ_D, \quad \tau_0 = Z_\tau + \tau_c, \quad \lambda_0 = \lambda\mu^{5/2}Z_{\lambda},$$

$$\zeta_0 = \mu^{5/2}\zeta Z_{\zeta}, \quad \eta_0 = \mu^{2}\eta Z_{\eta}.$$ (53)

together with the field renormalization $\varphi \to Z_\varphi\varphi$. The term $\tau_c$ denotes the additive renormalization of the mass parameter $\tau_0$, which comes from the $\Lambda$ renormalization and leads to the substitution $\tau_0 \to \tau$ in propagators of the renormalized perturbation theory. The renormalized response functional (17) then becomes

$$S[\varphi] = \frac{1}{2}Z_1 D\phi'(\partial^2\phi') + \phi'\left(\partial_1 + D(Z_2\partial^4 - Z_6\tau\partial^2)\right)\varphi + \frac{1}{2}DZ_3\mu^{5/2}\lambda(\partial^2\phi')(\partial\phi')^2$$

$$+ \frac{1}{2}DZ_4\mu^{5/2}\zeta(\partial_1\phi')(\partial_1\phi)(\partial^2\phi) + \frac{1}{2}DZ_5\mu^{5/2}\eta(\partial_1\phi')(\partial_1\phi)(\partial\phi)^2,$$ (54)

where

$$Z_\varphi = (Z_1^{-1}Z_2)^{\frac{1}{2}}, \quad Z_{\phi'} = (Z_1Z_2^{-1})^{\frac{1}{2}}, \quad Z_D = Z_2, \quad Z_\lambda = (Z_1Z_2^{-3})^{\frac{1}{2}}Z_3, \quad Z_\zeta = (Z_1Z_2^{-3})^{\frac{1}{2}}Z_4,$$

$$Z_\eta = Z_1Z_2^{-2}Z_5, \quad Z_\tau = Z_2^{-1}Z_6.$$ (57)

The divergent corrections to the vertex function have the following form

$$\Gamma_{\phi'\phi'} = Dp^2Z_1 + \ldots,$$ (58)

$$\Gamma_{\phi'\phi} = i\Omega - Z_2Dp^4 + Z_6Dr^2 + \frac{1}{2} + \ldots,$$ (59)

$$\Gamma_{\phi'\phi'\phi'\phi'\phi'} = -(D\mu^{5/2}\lambda Z_3p.r(p + r)^2 + \frac{1}{2}D\mu^{5/2}\zeta Z_4[2p^2r^2 + (r^2 + p^2)p.r] + \frac{1}{2}D\mu^{5/2}\eta Z_5[p^2(q.r) + (p.r)q^2 + 2q.r)] + 3 + 6 \ldots,$$ (60)

where n.p. = \{\tau = \mu^2, \Omega_i = 0, p_i = 0, \forall i\} stands for the normalization point. The normalisation conditions (62)-(66) have been chosen for convenience, but the physical predictions are independent of their precise form (universal properties are ‘renorm-invariant’). The one-loop renormalization constants then attain the following form

$$Z_1 = 1,$$

$$Z_2 = 1 - \left(\frac{\lambda(\lambda - 2\zeta)}{4(2 - d)} + \frac{(\zeta + 2\lambda)(7d + 8)\zeta + 2(d + 2)\lambda}{64(d + 2)}\right),$$ (68)

$$Z_3 = 1 + \frac{\eta}{2} \left(\frac{1}{2 - d} - \frac{(d + 3)\zeta + 2(d + 1)\lambda}{12(d + 2)\lambda}\right),$$ (69)

$$Z_4 = 1 - \frac{\eta}{12\zeta} \left(\frac{2\lambda - 7\zeta}{2 - d} + \frac{(7d + 12)\zeta + 2(d + 4)\lambda}{4(d + 2)}\right),$$ (70)

$$Z_5 = 1 + \frac{\eta}{4} \left(\frac{3}{2 - d} - \frac{d - 1}{3(2 + d)}\right),$$ (71)
Note the appearance of the UV finite terms at \( d = 2 \) in the renormalization constants. In the NP scheme, there is no reason for discarding them, but neither it is forbidden to do so. The point is, that if one is interested in calculating the scaling exponents in the framework of the \( \varepsilon \)-expansion, these finite terms will not create any contributions. This is the main idea behind the MS scheme, where the renormalization constants only minimally subtract terms that are divergent in the limit \( d \to d_c \). [43]. Note, that the MS scheme does not require specification of any normalization conditions such as (62)-(66). Instead, the renormalization constants are obtained from performing series expansion of all \( d \)-factors in terms of \( \varepsilon \), and from the requirement that the vertex functions (58)-(61) are UV finite for \( \varepsilon \to 0 \), at any momenta, frequency etc. [18, 26, 33, 42].

Although the MS scheme is the most convenient for practical calculations, such as multi-loop calculations [44], it has its limitations [40, 45]. In the present model, we are also interested in the \( d = 1 \) behavior. In the context of \( \varepsilon \)-expansion, this can be done calculating all quantities as a series of \( \varepsilon \), and by performing analytical continuation to \( \varepsilon \to 1 \) at the end of the day. The advantage of the NP scheme on the other hand is, that we can evaluate all quantities in a fixed dimension, and therefore study the properties of \( d = 1 \) system directly. This has a particular advantage in the present model, as we know that in \( d = 1 \) the two cubic interactions merge into one (see Sec. II). Additional relation between normalisation constants then appears, which will be further discussed in Sec. V C. If we would use the MS scheme, this information will be lost. The similar ideas were employed in the two-loop calculation of the standard KPZ equation [40], where the NP scheme was used in order to preserve the time-reversal symmetry (i.e. the fluctuation-dissipation theorem) in \( d = 1 \) [46].

It is very important, however, to keep in mind that the \( \varepsilon \)-expansion is the only reliable framework for performing perturbative RG analysis, because: i) the multiplicative renormalization, and the connection between IR and UV holds only at \( d = d_c \), ii) some composite structures might become relevant if \( \varepsilon \) is not small [26, 47], and iii) there is no other small parameter besides \( \varepsilon \) that can be used for calculation of scaling exponents at a fixed point [48]. Moreover, if the \( \varepsilon \) expansion fails to produce a perturbative fixed point for \( 0 < \varepsilon < 1 \), but the fixed \( d \) calculation shows a stable IR fixed point at \( d = 1 \), one cannot expect that the latter will describe a physical scenario. An exemplary case of this situation is the standard KPZ equation: while the fixed \( d = 1 \) one-loop calculation apparently produces a perturbative fixed point with exact scaling exponents [19], the resummed perturbative expansion shows that no fixed point exists for any \( d < 2 \) [49] (the dynamics in \( d = 1 \) is driven by a non-perturbative fixed point [12, 50]). Further discussion about fixed \( d \) RG can be found for example in [26], Chapter 1.41.

V. CRITICAL SCALING

We are mainly interested in deriving scaling properties of the model (18) in the critical region \( \tau \to 0 \), and \( \omega \sim k^4 \to 0 \). As classical perturbative expansion is divergent in this limit, one must use RG technique in order to resum the entire series. We will now derive and solve the RG equation for a general two-point correlation function, and then further apply this method to \( d = 2 - \varepsilon \) and \( d = 1 \) cases separately.

A. RG equation

As we have already renormalized the model, we can study the effective properties of the correlation functions depending on the scale of interest. In approaches based on the momentum-shell or exact renormalization group, where the field-theoretic models are renormalized using infinitesimal changes of the UV cut-off \( \Lambda \), the RG equation is derived by looking at the change of correlation functions w.r.t. \( \Lambda \). The universal properties are then obtained by finding the IR fixed point in the limit \( k/\Lambda, \omega/DA^4, \tau/\Lambda^2 \to 0 \), while keeping \( \Lambda \) fixed. However, in dimensional renormalization, where the limit \( \Lambda \to \infty \) was taken before the renormalization process, this approach is not possible anymore. Instead, the RG equations is derived by varying the introduced parameter \( \mu \), and the IR fixed point is found in the limit \( k/\mu, \omega/\mu^4, \tau/\mu^2 \to 0 \).

By knowing all renormalization constants, one can write the relation between bare and renormalized correlation functions as

\[
G^{(N_\phi,N_{\phi'})}(\{k_i,\omega_i\},D_0,\tau_0,g_0) = Z_0^{N_\phi} Z_0^{N_{\phi'}} G^{(N_\phi,N_{\phi'})}(\{k_i,\omega_i\},D,\tau,g,\mu),
\]

where \( g = \{\lambda,\zeta,\eta\} \) again denotes set of all coupling constants and \( g_0 \) are their bare counter-parts. We are interested in how does the model change if we vary the mass scale \( \mu \). The bare theory is independent of \( \mu \). Let us denote the logarithmic derivative with respect to any quantity \( x \) as \( D_x = x \partial_x \), and the corresponding operation with keeping all bare parameters fixed as \( D_\mu|_0 = \mu \partial_\mu|_{g_0} \). Applying the latter operator to (73) we derive the differential RG equation

\[
[D_\mu + \beta_g \partial_g - \gamma_D D_D - \gamma_\tau D_\tau - N_\phi \gamma_{\phi'} + N_{\phi'} \gamma_\phi] \times G^{(N_\phi,N_{\phi'})}(\{k_i,\omega_i\},D,\tau,g,\mu) = 0,
\]

where we have defined the RG flow equations \( \beta_g \) and anomalous dimensions \( \gamma_i \) as

\[
\beta_g = -g(d_g + \gamma_g), \quad \gamma_i = D_\mu|_0 \ln Z_i.
\]

The explicit form of these functions will be discussed in the following subsections. Eq. (74) describes the effective properties of the system depending on the scale of
where we have five invariant variables the method of characteristics [26]. In the present case, This equation can be solved in the standard fashion using fixed point will describe the universal scaling in the IR

\[ G^{(2,0)}(k, \omega, D, \tau, g, \mu) = k^{2d - d_\omega} \Omega^{-1} C(s, u, z, g), \]

(76)

where we have introduced the following dimensionless parameters

\[ s = k/\mu, \quad u = i\omega/D\mu^4, \quad z = \tau/\mu^2. \]

(77)

Substitution of (76) into the RG equation (74) leads to an equation for \( C \)

\[ \begin{align*}
-D_s + \beta_g \partial_g - (2 - \gamma_D)D_u - (2 + \gamma_\tau)D_z \\
+ 2\gamma_\phi + \gamma_D \end{align*} \times C(s, u, z, g) = 0.
\]

(78)

This equation can be solved in the standard fashion using the method of characteristics [26]. In the present case, we have five invariant variables

\[ \begin{align*}
D_s \bar{g} &= \beta_g(\bar{g}), \\
D_s \bar{u} &= -(2 - \gamma_D)\bar{u}, \\
D_s \bar{z} &= -(2 + \gamma_\tau)\bar{z},
\end{align*} \]

(79)

(80)

(81)

where \( g_I, u_I \) and \( z_I \) represents some initial values of invariant charges. The first equation can be readily integrated

\[ \ln s = \int_{g_I}^{\bar{g}} \frac{dx}{\beta_g(x)}, \]

(82)

which defines \( \bar{g} \) implicitly as a function of \( g_I \). Eqs. (80) and (81) are then solved by changing the variables \( D_s \rightarrow \beta_g \partial_g \), which gives

\[ \bar{u} = u_I s^{-2} \exp \left\{ \int_{g_I}^{\bar{g}} \frac{dx}{\beta_g(x)} \right\} \]

(83)

and similarly for \( \bar{z} \). By knowing all invariant variables, the solution to RG equation is

\[ \begin{align*}
C(s, y, z, g) &= C(1, \bar{u}, \bar{z}, g) \\
&\times \exp \left\{ \int_{g_I}^{\bar{g}} \frac{dx}{\beta_g(x)} \right\} \frac{2\gamma_\phi + \gamma_D}{\beta_g(x)} \}
\end{align*} \]

(84)

If the initial values of the running couplings \( g_I \) belong to a region of attraction of a IR stable fixed point \( g^* \), this fixed point will describe the universal scaling in the IR limit \( s \rightarrow 0, u \rightarrow 0, \) and \( z \rightarrow 0 \). All fixed points \( g^* \) are determined from solving the set of equations \( \beta_g q - q\gamma = 0 \). Close to a fixed point, the RG flow equations behave as \( \beta_g \equiv (g - g^*) \), where in the case of multi-charge theories \( \Omega \) is the stability matrix

\[ \Omega_{ij} = \partial_{g_j} \beta_{g_i}. \]

(85)

For a fixed point to be IR stable, all eigenvalues \( \epsilon_i \) of (85) must be positive \( \epsilon_i > 0 \).

Once the fixed points have been determined, the remaining integrals can be readily evaluated

\[ \int_{g_I}^{\bar{g}} \frac{dx}{\beta_g(x)} \gamma_Q(x) = \gamma_0^Q \ln s + c_Q(g_I), \]

(86)

where \( \gamma_Q^* = \gamma_Q(g^*) \) are the universal anomalous dimensions at the fixed point, and \( c_Q(g_I) \) are non-universal (regular) constants which depends on the initial point of the RG flow. The final forms of the invariant variables are

\[ \bar{u} \equiv u_I s^{-2+\gamma_0^\phi}, \quad \bar{z} \equiv z_I s^{-2-\gamma_0^\tau}, \]

(87)

where from now on any quantity with a subscript ‘\( n \)’ denotes non-universal amplitude that contains the information about the initial conditions stored in \( c_Q \).

Putting all together, the solution to RG equation in the IR limit is

\[ G^{(2,0)}(k, \omega, D, \tau, g, \mu)|_{\text{IR}} \]

\[ = \frac{k^{2\Delta_\phi - d - \Delta_\phi}}{D_n \mu^{2\gamma_\phi - \gamma_D}} C \left( \frac{\omega^{\gamma_0^D} \mu^{\gamma_0^\tau} \tau^{\gamma_0^\tau}}{D_n k^{\Delta_\phi}}, g^* \right), \]

(88)

where we have defined the total scaling dimensions as

\[ \Delta_\phi = 2 - \gamma_0^\phi, \quad \Delta_\phi = d_\phi^Q + \gamma_0^Q, \quad Q \in \{\phi, \phi', \tau\}. \]

(89)

The response function \( G^{(1,0)} \) can be obtained from (88) by performing the simple substitution \( 2\Delta_\phi \rightarrow \Delta_\phi^* + \Delta_\phi^\phi \).

Eq. (88) represents the resummed perturbative expansion in \( g \); the appearance of the anomalous dimensions \( \gamma \) in the expressions \( (k/\mu)^\gamma \) is a result of resummed logarithmic divergences such as \( \ln (k/\mu) \), which appear in effective expansion parameters \( g^* \ln (k/\mu) \) of the renormalized model (see, e.g., [26]). Therefore, the fixed point values of the expansion parameters \( g^* \) must be small in order to ensure the consistency of the calculation (which can be systematically achieved only within the \( \varepsilon \)-expansion).

Let us enclose this subsection with a further discussion on the rôle of the diffusion constant \( D \) [26, 51]. As we have mentioned before, \( D \) does not represent a coupling constants (as it has non-zero frequency/momentum dimension), but nor it is a ‘mass’ term as it is marginal in the context of \( \omega \sim k^4 \) scaling. In order to understand its properties it is important to realize that the renormalization process replaces the bare diffusion constant with an effective diffusion constant that in the IR limit behaves as

\[ D_0 \rightarrow \tilde{D} \equiv D_n (k/\mu)^{-\gamma_0^D}. \]

(90)
have found three universality classes: 

Depending on the sign of the anomalous dimension \( \gamma_D \) at the fixed point, the running diffusion constant either goes to zero or diverges in the limit \( (k/\mu) \to 0 \). However, it is not the above effective diffusion constant which is measured in the experiment, but its non-universal counterpart \( D_\ast \), which depends on the microscopic properties of the system. The anomalous scaling of \( D \) determined by \( \gamma_D \) is then the origin of the modified dynamical exponent \( \Delta_D \).

B. IR behavior in \( d = 2 - \varepsilon \)

We will first analyze the critical scaling of the system close to \( d = 2 \), in which case all measurable quantities will be calculated in the context of \( \varepsilon \)-expansion. The anomalous dimensions of all parameters and fields are calculated from the definitions (75) by keeping only the singular terms close to \( d = 2 \) in (67)-(72), and using (55)-(57). The result is

\[
\begin{align*}
\gamma_D &= \frac{1}{3}\lambda(\lambda - 2\xi), \quad \gamma_\phi = -\gamma_\phi' = \frac{1}{6}\lambda(\lambda - 2\xi), \\
\gamma_\lambda &= \frac{1}{3}\lambda(2\xi - \lambda) - \frac{1}{2}\eta, \quad \gamma_\eta = \frac{1}{2}\lambda(2\xi - \lambda) - \frac{1}{4}\eta, \\
\gamma_\xi &= \frac{1}{8}\lambda(2\xi - \lambda) + \frac{1}{2}\eta (2\lambda/\xi - 7), \\
\gamma_\tau &= \frac{1}{4}\lambda(2\xi - \lambda) + \frac{3}{4}\eta.
\end{align*}
\]

The corresponding RG flow equations are

\[
\begin{align*}
\beta_\lambda &= -\lambda(\frac{1}{2}\varepsilon + \gamma_\lambda), \\
\beta_\xi &= -\xi(\frac{1}{2}\varepsilon + \gamma_\xi), \\
\beta_\eta &= -\eta(\varepsilon + \gamma_\eta).
\end{align*}
\]

The list of all fixed points with their stability eigenvalues, and critical exponents are shown in Tab II. Besides the trivial (Gaussian) fixed point FP0 stable for \( \varepsilon < 0 \), we have found three universality classes:

- **FPI**: The quartic interaction is irrelevant \( \eta^* = 0 \), which represents the CKPZ+ universality class reported in [15]. This fixed line is unstable with respect to perturbations in \( \eta \) direction. The corresponding RG flow in \( \eta = 0 \) plane is shown in Fig. 2.

- **FPII**: In this case the CKPZ+ non-linearities are irrelevant, but the corresponding critical exponents attain no beyond mean-field corrections within the one-loop approximation. Nevertheless, the interface appears rougher than in the CKPZ+ class. This fixed point is stable for \( \varepsilon > 0 \), and unstable for \( \varepsilon < 0 \).

- **FPIII**: Most non-trivial fixed point where all non-linearities are important. This fixed point is, however, unstable for any \( \varepsilon \).

Let us further comment on the CKPZ+ universality class. An entire line of fixed points (determined by the free parameter \( a \) in Tab II) appears because for \( \eta = 0 \) there are no divergent contributions to cubic non-linearities in the one loop approximation. This can be seen from Eqs. (67)-(72), where only the response function is renormalized in the absence of quartic interaction. Although the latter is known to be only an artifact of the one-loop approximation [20], higher-order terms in the \( \varepsilon \) expansion do not affect lower-order terms, and the line of fixed points is preserved in all orders of perturbation theory.

Moreover, the CKPZ fixed point \( (\lambda^* > 0 \text{ with } \xi^*, \eta^* = 0) \) lies on the line of CKPZ+ fixed points, which can be seen from setting \( 3a^2 = 4 \) in FPI. Such a fixed point also exists in all orders of perturbation theory, since \( (\partial^2 \phi')(\partial \phi)^2 \) interaction alone does not generate corrections to \( (\partial \phi')(\partial \phi)(\partial^2 \phi) \) or \( (\partial \phi')(\partial \phi)(\partial \phi)^2 \). In order to simply the analysis of the RG flow, we calculated the stability of the fixed point in the cylindrical coordinates (see Appendix C for details)

\[
\lambda = \rho \cos \theta, \quad \xi = \rho \sin \theta, \quad \eta = \eta.
\]

In general, the RG flow is rotational around the \( \lambda, \xi = 0 \) line, but the angular component vanishes in two planes:

The first is \( \lambda = 0 \), which represents an unstable plane, and the second one is \( \xi = 2\lambda \) which represents a stable plane. The RG flow in both of these planes is shown in Fig. 3. The plot for \( \xi = 2\lambda \) shows that the only stable fixed point for \( \varepsilon > 0 \) is FPII, but only within a certain region of attraction. If the initial point of \( \rho \) is too large compared to \( \eta \), the RG flow goes to infinity. The size of this region changes for \( \xi \neq 2\lambda \) and vanishes for \( \lambda = 0 \). The existence of this region could be in principle of a sign of a strong coupling behavior, similarly to what was suggested in [15] for \( \eta^* = 0 \). Similar ideas apply for \( \varepsilon = 0 \) and \( \varepsilon < 0 \) as well, where in the latter case an unstable fixed point at \( \eta = 0 \) appears.

C. IR behavior in \( d = 1 \)

The special case \( d = 1 \) requires careful analysis. First of all, note that in \( d = 1 \) the Langevin equation (16)
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
FP / g^*/\Delta & \lambda^* & \zeta^* & \eta^* & c_1 & c_2 & c_3 & \Delta_0 & \Delta_0^* & \Delta_0^\| \\
\hline
FP0 & 0 & 0 & 0 & -\frac{3}{2} - \frac{3}{2} & -\varepsilon & -\varepsilon & 4 & -\frac{3}{2} - \frac{3}{2} & 2 \\
FPI & a\sqrt{|\varepsilon|} & \frac{3a^2 - 4\kappa g^*}{4a} \sqrt{|\varepsilon|} & 0 & \varepsilon & 0 & -\frac{3}{2} & 4 & -\frac{3}{2} - \frac{3}{2} & 2 - \frac{3}{2} \\
FPII & 0 & 0 & \frac{4}{3} \varepsilon & \frac{3}{2} \varepsilon & \frac{3}{2} \varepsilon & \varepsilon & 4 & -\frac{3}{2} - 2 \varepsilon & 2 + \frac{3}{2} \\
FPIII & \pm \sqrt{\frac{4}{3} \varepsilon} & \pm \sqrt{\frac{4}{3} \varepsilon} & 4 \varepsilon & -\frac{3}{2} \varepsilon & \varepsilon & 4 + \varepsilon & -\varepsilon & 2 & 2 + \frac{3}{2} \\
\hline
\end{tabular}
\caption{Table of fixed points with corresponding eigenvalues and critical exponents, calculated in the framework of $\varepsilon$-expansion. The parameter $a$ is a free parameter indicating that FPI is actually a line of fixed points. The $\pm$ in FPIII indicates two fixed points, but they belong to the same universality class (they have the same critical exponents). Importantly, it seems that only FPII is stable. In FPI, the negative eigenvalue corresponds to the $\eta$ direction, which means that the fixed point is unstable with respect to perturbations in $\eta$ direction. Note that in FPII corrections to the scaling dimension are present only in the mass term (standard aspect of theories with quartic interaction). In 'standard' notation the exponents are $\Delta_0^* = \varepsilon, \Delta_0^\| = -\chi$.}
\end{table}

It is important to note that the above is merely a property of the perturbation theory, and says nothing about the RG procedure. As we have mentioned before, the RG analysis can give reliable results only within the framework of $\varepsilon$-expansion. The latter however, prevents us from introducing a single coupling constant. Hence, we will derive the RG flow equations at fixed $d = 1$, but one must keep in mind the possible inaccuracy of the results. Following the same procedure as before, the renormalized response functional (54) becomes

$$S[\phi] = \frac{1}{2} Z_1 D \phi' \partial^2 \phi' + \phi' \{ \partial_\tau + D Z_2 \partial^4 (Z_6 \tau \partial^2) \} \phi$$

$$+ \frac{1}{2} D Z_3 \mu \varepsilon \kappa \langle \partial^2 \phi' \rangle \langle \partial^2 \phi \rangle^2 + \frac{1}{2} D Z_5 \mu \varepsilon \langle \partial \phi' \rangle \langle \partial \phi \rangle \langle \partial \phi \rangle^2, \quad (100)$$

where a coupling constant $\kappa_0 = \lambda_0 - \zeta_0 / 2$ was introduced. The multiplicative renormalization of the above model is still ensured (see Sec. IV B), where the new coupling renormalizes as

$$\kappa_0 = \mu \varepsilon \kappa Z_\kappa, \quad \kappa Z_\kappa = (\lambda Z_\lambda - \zeta Z_\zeta / 2)_{d=1}, \quad (101)$$

which gives

$$Z_\kappa = 1 + \frac{15}{32} \kappa^2 + \frac{9}{32} \eta.$$

The rest of the calculation follows an analogous procedure to the $d = 2 - \varepsilon$ calculation, and the resulting RG flow equations for fixed $d = 1$ case are

$$\beta_\kappa = -\kappa \left( \frac{1}{2} - \frac{1}{8} (5 \kappa^2 + 6 \eta) \right), \quad (103)$$

$$\beta_\eta = -\eta \left( 1 - \frac{3}{16} (5 \kappa^2 + 6 \eta) \right). \quad (104)$$

The list of fixed points, with their stability eigenvalues and critical exponents are shown in Tab. III.

It is interesting to see that the most non-trivial fixed point FPIII disappears in $d = 1$, and the only existing fixed points are FPI_{d=1} and FPII_{d=1} analogous to those in $d = 2 - \varepsilon$ case. Moreover, almost all critical scaling dimensions in $d = 1$ are identical to the ones in $d = 2 - \varepsilon$ with $\varepsilon = 1$. The only exception is $\Delta_0^*$ for FPII, where the difference is 1/9.

The RG flow for $d = 1$ is plotted in Fig. 4. Similarly to the $d = 2 - \varepsilon$ case, the only stable fixed point for $\eta > 0$ becomes

$$\partial_t \phi = D(\tau - \partial^2_\r) \partial^2 \phi - \frac{1}{2} \kappa \partial^2_\r (\partial_\r \phi)^2$$

$$+ \frac{1}{3} \eta \partial_\r ((\partial_\r \phi)(\partial_\r \phi)^2) + f, \quad (99)$$

where $\kappa = \lambda - \zeta / 2$ is a single coupling constant. This means, that when calculating perturbative corrections in general $d$, the number of coupling constants must reduce from three to two after setting $d = 1$. The RG flow for $d = 1$ is plotted in Fig. 4. Similarly to the $d = 2 - \varepsilon$ case, the only stable fixed point for $\eta > 0$ becomes

$$\partial_t \phi = D(\tau - \partial^2_\r) \partial^2 \phi - \frac{1}{2} \kappa \partial^2_\r (\partial_\r \phi)^2$$

$$+ \frac{1}{3} \eta \partial_\r ((\partial_\r \phi)(\partial_\r \phi)^2) + f, \quad (99)$$

where $\kappa = \lambda - \zeta / 2$ is a single coupling constant. This means, that when calculating perturbative corrections in general $d$, the number of coupling constants must reduce from three to two after setting $d = 1$. The RG flow for $d = 1$ is plotted in Fig. 4. Similarly to the $d = 2 - \varepsilon$ case, the only stable fixed point for $\eta > 0$ becomes

$$\partial_t \phi = D(\tau - \partial^2_\r) \partial^2 \phi - \frac{1}{2} \kappa \partial^2_\r (\partial_\r \phi)^2$$

$$+ \frac{1}{3} \eta \partial_\r ((\partial_\r \phi)(\partial_\r \phi)^2) + f, \quad (99)$$

where $\kappa = \lambda - \zeta / 2$ is a single coupling constant. This means, that when calculating perturbative corrections in general $d$, the number of coupling constants must reduce from three to two after setting $d = 1$. The RG flow for $d = 1$ is plotted in Fig. 4. Similarly to the $d = 2 - \varepsilon$ case, the only stable fixed point for $\eta > 0$ becomes

$$\partial_t \phi = D(\tau - \partial^2_\r) \partial^2 \phi - \frac{1}{2} \kappa \partial^2_\r (\partial_\r \phi)^2$$

$$+ \frac{1}{3} \eta \partial_\r ((\partial_\r \phi)(\partial_\r \phi)^2) + f, \quad (99)$$

where $\kappa = \lambda - \zeta / 2$ is a single coupling constant. This means, that when calculating perturbative corrections in general $d$, the number of coupling constants must reduce from three to two after setting $d = 1$.
Table III. Table of fixed points, eigenvalues and critical exponents. The fixed point that remains the same is the same as in the $d = 2 - \varepsilon$ expansion in the previous section. In 'standard' notation the exponents are $\Delta^{\varepsilon}_g = z$, $\Delta^{\varepsilon}_c = -\chi$.

is FP/II. This means, that the general conserved surface growth in $d = 1$ (for small $\tau$) is probably described by the model (15). For comparison, we have also plotted the RG flow in $\zeta = 0$ plane within the $\varepsilon$-expansion framework for $\varepsilon = 1$. The flows are qualitatively the same and they give the same IR fixed point.

The starting point for any RG calculation should always be dimensional analysis. In dynamical systems one must study the limit $\omega \sim k^d \rightarrow 0$ instead. Here, the $\partial^4$ terms is IR irrelevant, and the response functional (17) becomes

$$S_0[\varphi] = -\frac{1}{2}\tau_0(\partial_i \varphi')^2 + \varphi' \{\partial_i \tau_0 \partial^2 \varphi\} + \frac{\tau_0}{2} \lambda_0 (\partial^2 \varphi') (\partial \varphi) + \frac{1}{2} \zeta_0 (\partial_i \varphi') (\partial_i \varphi) (\partial^2 \varphi) + \frac{1}{3} \eta_0 (\partial_i \varphi') (\partial_i \varphi) (\partial^2 \varphi)$$

where we have rescaled the amplitude of the noise and all interactions with the parameter $\tau_0$.

The renormalization process now proceeds in the analogous way to what was done in Sec. IV. The canonical dimensions in the present limit are shown in Tab. IV. Here, the upper critical dimension for all non-linearities turns out to be $d_c < 0$, which means that any realistic scenario is described by the Gaussian fixed point. We conclude that the dynamics of the conserved surface roughening away from the critical point $\tau \gtrsim 1$ is driven by the following simple stochastic field equation

$$\partial_t \varphi = \partial_i (\tau \partial_i \varphi + \sqrt{\tau} f_i), \quad (106)$$

with $f_i$ being the Gaussian random noise. The Eq. (106) which is nothing else than just Edward-Willkinson equation with conserved noise [1]. The correlation and response functions then attain the following form

$$\langle \varphi \varphi \rangle = \frac{\tau k^2}{\omega^2 + \tau^2 k^4}, \quad \langle \varphi \varphi' \rangle = \frac{1}{-i\omega + \tau k^2}. \quad (107)$$

with no corrections at all.

E. Comparison with earlier works

In a number of recent works [16, 22, 52–55], authors considered the model (16) without the ‘CKPZ’ term $\partial_i (\partial_i \varphi \partial^2 \varphi)$, but with the following noise correlator

$$-D \partial^2 \rightarrow D_0 - D_2 \partial^2 - D_4 \partial^4, \quad (108)$$

Most of the RG calculations of such model have been carried out within the context of Wilson’s RG approach in fixed $d$. In this last section we will discuss the outcome of these works and compare them with the present results.

The starting point for any RG calculation should always be dimensional analysis. In dynamical systems one must also chose the scale connection $\omega \sim k^{d_c}$, where two physically relevant regimes exist for this model: $d_{\omega} = 2$ and 4. The upper critical dimension $d_c$ is then invariably determined by the leading IR terms, and higher order terms are irrelevant which can be nicely understood from the Wilson’s RG picture [8]. If one choses to keep the non-conserved noise $D_0$ as the leading IR term in (108), then both $D_2 \partial^2$ and $D_4 \partial^4$ are IR irrelevant from the perturbative RG sense (as they contain higher powers of $\partial$), and hence can be discarded from the very beginning of the calculation. This regime was analysed in [16, 22, 53–55], where the upper critical dimension is $d_c = 4$. Note, that all of the results derived for this regime are, strictly speaking, valid only close to $d_c$, although this important point is often absent in the literature.

It is normally claimed that $D_4 \partial^4$ term must be added in order to capture the leading-order correction to the noise correlator [16, 53, 55]. Although there is in principle nothing incorrect about the latter statement (which
also holds to all orders of perturbation theory due to (46)), $D_4 \partial^4$ term is IR irrelevant in the presence of $D_0$, and does not need to be added in order to perform a consistent Wilson’s RG analysis [8]. In the absence of $D_0$ on the other hand (or in the case where $D_0 \ll 1$), the leading IR term is the conserved noise $-D_2 \partial^2$. This limit was analyzed in the current work, as we demanded the model to obey the mass conservation law (1). Different leading term in the noise spectrum implied different upper critical dimension $d_c = 2$, but as long as the conservative noise is non-vanishing, $D_4 \partial^4$ remains irrelevant and cannot influence the IR scaling.

Let us now proceed with a discussion about technical issues arising from Feynman diagram calculations in fixed dimension. As we have mentioned in Sec. IV D in field theory the UV cut-off does not only simply limits the integration domain to $k < \Lambda$, but it regularizes every propagator in the perturbative expansion. The similar situation occurs in the Wilson’s RG approach, where the propagators should have the following form

$$\langle \phi \phi' \rangle_{0 \text{reg}} = \frac{\theta(\Lambda - k) - \theta(\Lambda/b - k)}{-i\omega + D_0 k^2 (k^2 + \tau_0)},$$

$$\langle \phi \phi \rangle_{0 \text{reg}} = \frac{\theta(\Lambda - k) - \theta(\Lambda/b - k)}{\omega^2 + D_0^2 k^4 (k^2 + \tau_0)^2},$$

which represents a straightforward generalization of the regularized static propagators [8]. Hence, the momentum integrals are not necessary evaluated over the simple spherical ‘shell’ $\Lambda/b < k < \Lambda$, but rather over the integration domain that is determined by the propagators (109)-(110). Without including the regulating functions in the above form, the results of the diagrams are not invariant with respect to the shift of internal momentum. For example, the integral Eq. (A10) in [55] with a shift $q \rightarrow q - k/2$ gives (in their notation)

$$\Phi_1 = -k^4 K_d \frac{2\lambda^2}{d} (D_0 + 2 \Lambda^2 + 4 \Lambda^2 A^4) \Lambda^d \left(\nu_2 + \Lambda^2 \nu_4\right)^3 d \nu,$$

instead of their (A14). Note, that these two results match only for $d = 4$, $D_{2, A} \rightarrow 0$, $\nu_2 \rightarrow 0$ or $d = 2$, $D_{0, A} \rightarrow 0$, $\nu_2 \rightarrow 0$. In order to perform a consistent series expansion in terms of external momenta, the cut-off functions must be expanded as well. For practical calculations it is more convenient to work with a smooth cut-off, for example $\theta(\Lambda - q) = e^{-q^2/\Lambda^2}$ [18]. For the symmetric split of Eq. (A10) from [55], this can be achieved by inclusion of the following terms into the integrand (in their notation again)

$$\left(e^{-\frac{(k/2 - q)^2}{\Lambda^2}} - e^{-\frac{(k/2 - q)^2}{\Lambda^2/\nu_2}}\right) \left(e^{-\frac{(k/2 + q)^2}{\Lambda^2}} - e^{-\frac{(k/2 + q)^2}{\Lambda^2/\nu_2}}\right)$$

$$= \left(e^{-\frac{q^2}{\Lambda^2}} - e^{-\frac{q^2}{\Lambda^2/\nu_2}}\right)^2 + O(k^2),$$

while keeping the integration domain $|q| \in (0, \infty)$. The first term containing decaying exponentials represents a ‘smooth’ form of the momentum shell $\Lambda/b < k < \Lambda$, while the latter terms contains the corrections calculated in the series of $k$.

The result (112) shows, that the next-to-leading order contribution coming from expanding the regulating functions is actually of order $O(k^2)$. As the integrand Eq. (A10) in [55] is already of order $k^3$ due to the structure of external vertexes, no marginal contributions arise from the series expansion of the regulating functions, and one can safely set $k = 0$ in (112). Note, that this is only the case for the symmetric split of the external momenta: the next-to-leading contributions coming from an asymmetric split would be of order $k$ which will have to be included in the calculation. We would like to point out that this is also the reason why Wilson’s RG calculation of standard KPZ equation in fixed $d$ presented in [40] with their field-theoretic RG results carried out in dimensional renormalization.

VI. CONCLUSION

In this work, we have been studying scaling properties of a general equation describing conserved surface roughening. Starting from a conservation law, we have constructed a stochastic field model by including all terms that are allowed by the symmetry of the system: i) standard CKPZ nonlinearity, ii) CKPZ+ nonlinearity that is distinguishable from the former only in $d > 1$, and iii) cubic nonlinearity not analysed before in the context of conserved surface roughening, to our best knowledge.

In general, the system shows two fundamentally different scaling regimes, where the mean-field dynamical critical exponent is either $z = 2$, or $z = 4$. The first regime appears when the gravitational forces responsible for the surface particle movement dominates over the curvature effects $\tau / D \gg 1$. Here, we have shown that all nonlinearities are irrelevant at any spatial dimension, so that the universal scaling is determined by Edward-Wilkinson equation with conservative noise (106). The $z = 4$ regime appears when the particles are driven mainly by the surface curvature $\tau / D \ll 1$. In this case both quadratic and cubic nonlinearities turned out to be marginal at the upper critical dimension $d_c = 2$, so that corrections to scaling exponents must be taken into account.

Using standard tools, the stochastic field model was mapped into the response functional formalism, which allowed us to study the large-scale and long-time properties using the well known methods of field-theoretic renormalization group. The structure of the perturbation theory was discussed, followed by the discussion about the renormalization. We have shown that in the limit $\omega \sim k^4 \rightarrow 0$, the model is renormalizable at the upper critical dimension $d_c = 2$ as long as it has a form of gradient expansion in terms of the height field $\partial^2 \phi$. Further analysis of the divergent structures revealed that the system can be decomposed into two sub-class of models: model with cubic and quartic interactions only (or, in the context of
In order to avoid difficulties arising from UV cut-off regularization, the UV renormalization was carried out in the dimensional renormalization. As the two quadratic non-linearities are distinguishable only for $d > 1$, additional relation between the renormalization constants appears in $d = 1$. Normalization point scheme was used in order to capture this relation. The RG equation was then derived, which solution revealed the IR scaling properties.

The critical properties in the $\omega \sim k^4 \to 0$ limit have been derived by the means of both $\varepsilon = 2 - d$ expansion and fixed dimension $d = 1$. These approaches are in the qualitative agreement for $\varepsilon = 1$. In the absence of the quartic interaction $\eta = 0$, the system remains in the CKPZ+ universality class, which properties were reported before. We have shown that this results also holds to all orders of the perturbation theory. Below the upper critical dimension $\varepsilon > 0$, and for positive values of $\eta$, the RG flow either shows a run-away solution or it flows to a fixed point where only the quartic interaction is non-zero $\eta^* > 0$, $\lambda^*, \zeta^* > 0$. The corrections to mean-field critical exponents are absent in the one-loop approximation (the only exception is $\tau$), but should be present starting from two-loops. The most non-trivial fixed point with all interactions being relevant $\eta^*, \lambda^*, \zeta^* > 0$ is unstable at any $\varepsilon$. Intriguingly, the presence of this fixed point is absent in the fixed $d = 1$ calculations, which demonstrates the difference between the ‘fixed $d$’ and the $\varepsilon$-expansion schemes.

We have finalized the paper with discussing the relation of our results to previous works. Moreover, we have also pointed out the commonly overlooked technical difficulties arising in the Wilson’s RG approach, which are especially important for the fixed $d$ calculations.
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Appendix A: Degree of divergence

In this appendix we will derive Eq. (36) based on topological properties of the model. The UV exponent of any Feynman diagram is [18, 26, 33]

$$d[I_{nN}] = (d + 4)L + \sum_i d_{I_i}I_i + \sum_j d_{V_j}V_j, \quad (A1)$$

where $L$ stands for number of loop integrals, $I_i, V_j$ are number of $i$-th internal propagators and number of $j$-th internal vertexes. As we are interested in the leading UV behavior of Feynman diagrams, the dimensions of propagators $d_I, d_V$ are determined by keeping only the leading UV terms in the denominators. For the present model, these are $d_{I_{\omega^0}} = -6$, and $d_{I_{\omega^0}} = -4$. All vertexes have dimension 4. The topological properties of the perturbation theory which relates these quantities can be analysed in the following way. The field $\phi$ can be attached twice to $V_{\phi^0\phi^0}$ vertex, and three times to $V_{\phi^0\phi^0}$ vertex. This number must be equal to the number of fields on the internal propagators and external fields: 2 times on the $\langle \phi^0 \phi^0 \rangle$ propagator, once on the $\langle \phi \phi^0 \rangle$, and remaining fields are attached to external points. Summing up, we have

$$\begin{align*}
\phi : & \quad 2V_{\phi^0\phi^0} + 3V_{\phi^0\phi^0} = 2I_{\phi^0} + I_{\phi^0} + N_\phi, \quad (A2) \\
\phi' : & \quad V_{\phi'^0\phi^0} + V_{\phi'^0\phi^0} = I_{\phi^0} + N_{\phi'}, \quad (A3)
\end{align*}$$

where $N_\phi$ and $N_{\phi'}$ are total number of external $\phi$ and $\phi'$ fields, and the second relation was obtained in the analogous way for the field $\phi'$. The number of loops is $L = I - (V - 1)$, where $I, V$ are total number of internal propagators and internal vertexes [18, 26, 33]. Eqs. (A2)-(A3) allows us to write the degree of divergence (A1) only as a function of number of external points and vertexes

$$d[I_{nN}] = d + 4 - \frac{1}{2}(d + 2)N_{\phi'} - \frac{1}{2}(d - 2)N_\phi - \frac{1}{2}(2 - d)V_{\phi^0\phi^0} - (2 - d)V_{\phi^0\phi^0}, \quad (A4)$$

which is exactly Eq. (36) in the main text.

Appendix B: Feynman diagrams

All calculations have been carried out in the Fourier space where the following convention has been used

$$F(x, t) = \int \frac{dk}{(2\pi)^d} F(k, \omega) e^{i(k.x - \omega t)} \quad (B1)$$

$$F(k, \omega) = \int dx dt \ F(x, t) e^{-i(k.x - \omega t)} \quad (B2)$$

The calculation of all diagrams have been done with the $\tau$ IR cut-off in all propagators, and using the well-known formula [18, 26]

$$\int \frac{dk}{(2\pi)^d} \frac{k^{2\beta}}{k^{2} + \tau^\alpha} = \frac{\Gamma[\alpha - \beta - d/2]}{(4\pi)^{d/2}\Gamma[\alpha]} \tau^{d/2 + \beta - \alpha}. \quad (B3)$$

The repeating constant $A_d = \Gamma[3 - d/2]/(4\pi)^{d/2}$ finite at $d = 2$ has been absorbed into the coupling constants

$$A_d \times \{\lambda^2, \lambda\zeta, \zeta^2, \eta\} \to \{\lambda^2, \lambda\zeta, \zeta^2, \eta\}. \quad (B4)$$

1. Two-point diagrams

The only non-zero two point diagram is the sun-set diagram contributing to response function

$$\begin{array}{c}
\includegraphics[width=0.2\textwidth]{sun-set.pdf}
\end{array} \quad (B5)$$
Its explicit form is found using Feynman rules (25)-(28)

\[
\int \frac{d k d \omega}{(2\pi)^{d+1}} \frac{D_0 k^2 \nu_{p,k-p,k}}{\omega^2 + \epsilon_k^2 - i(\Omega - \omega) + \epsilon_{p-k}},
\]

where \( \epsilon_k = D_0 k^2 (k^2 + \tau_0) \). The frequency integral is readily performed using the residue theorem. The resulting expression is expanded in terms of the external momenta \( p \), while keeping only terms up to \( p^4 \). The final momentum integral is carried out within the help of the following formulas

\[
\int \frac{d k}{(2\pi)^d} k_i k_j f(k^2) = \delta_{ij} \int \frac{d k}{(2\pi)^d} k^2 f(k^2),
\]

\[
\int \frac{d k}{(2\pi)^d} k_i k_j k_l f(k^2) = \delta_{ij} \delta_{kl} + (2 \text{ perm}) \frac{d(d+2)}{d(d+2)} \int \frac{d k}{(2\pi)^d} k^4 f(k^2),
\]

and Eq. (B3). All integrals with odd number of \( k \) components vanish due to reflection invariance of the measure. The final result is

\[
\sum_{i,j} \left(-Dp^4 \times \left( \frac{\lambda(\lambda - 2\zeta)}{4(2 - d)} \right) \frac{\zeta(2 + \lambda)(7d + 8)\zeta + 2(d + 2)\lambda}{64(d + 2)} \left( \frac{\mu^2}{\tau} \right) \right) = 0.
\]

where we have replaced bare quantities with their renormalised counter-parts, which is a valid step in the leading order of the perturbation theory.

The correction to mass is calculated in the analogous way

\[
\frac{1}{2} \partial_j \left( \frac{1}{2} \partial_j \right) = Dp^2 \times \frac{(2 + d)\eta}{12(2 - d)} \left( \frac{\mu^2}{\tau} \right) \left( \frac{\mu^2}{\tau} \right).
\]

For completeness, we mention that the correction to the noise correlator vanishes at one-loop approximation due to the structure of the perturbation theory described in Sec. IV C.

\[
\sum_{i,j} \left(-Dp^4 \times \left( \frac{\lambda(\lambda - 2\zeta)}{4(2 - d)} \right) \frac{\zeta(2 + \lambda)(7d + 8)\zeta + 2(d + 2)\lambda}{64(d + 2)} \left( \frac{\mu^2}{\tau} \right) \right) = 0.
\]

\section{Three-point diagrams}

In general, corrections to the three-point vertex function contain 2 external momenta. Due to the \( p \leftrightarrow r \) symmetry, they have the following form

\[
A(p \cdot r)^2 + Bp \cdot r(p^2 + r^2) + Cp^2 r^2.
\]

In order for this expression to have the form similar to Eq. (60), we rewrite it as

\[
\frac{1}{2} A [2(p \cdot r)^2 + p \cdot r(p^2 + r^2)] + \frac{1}{2} [2Cp^2 r^2 + (2B - A)p \cdot r(p^2 + r^2)],
\]

which implies that \( 2B - A = C \) must hold. The one loop normalization constants are then equal to

\[
Z_3 = 1 + \frac{1}{2d\lambda} A, \quad Z_4 = 1 - \frac{1}{2d\xi} C.
\]

The calculation of the Feynman diagrams goes in the analogous way as in the case of sun-set diagram. The results of the diagrams are listed below

\[
\sum_{i, j} \left( \frac{D\mu^{\epsilon/2}(\zeta - 2\lambda)^2 \left( \frac{\mu^2}{\tau} \right)^{\epsilon/2}}{128(2 - d)} \times \left( X(p \cdot r)^2 + Y(p \cdot r)(p^2 + r^2) + Zp^2 r^2 \right) \right)
\]

The above cancellation of the one-loop corrections to CKPZ equation without the quartic vertex is most probably the artefact of the one-loop approximation [20]. Inclusion of the quartic vertex leads to the following two diagrams.

\[
\sum_{i,j} \left( \frac{D\mu^{\epsilon/2} \eta}{24(4 - d^2)} \left( \frac{\mu^2}{\tau} \right)^{\epsilon/2} \times \left( X(p \cdot r)^2 + Y(p \cdot r)(p^2 + r^2) + Zp^2 r^2 \right) \right)
\]

For the last diagram, two possible permutations of the external momenta must be considered

\[
\frac{1}{2} A [2(p \cdot r)^2 + p \cdot r(p^2 + r^2)] + \frac{1}{2} [2Cp^2 r^2 + (2B - A)p \cdot r(p^2 + r^2)],
\]
3. Four-point diagrams

For this vertex function, every diagram must be calculated multiple times with different permutation of external momenta. The number of permutations is determined by the multiplicity factor in the front of the diagram. The results are

\[
F_{p,q} = \frac{(d^2 + 6d + 20) \eta \left( \frac{\mu^2}{\tau} \right)^{\varepsilon/2}}{12(d^2 - 4)} \\
F_{p,q,r} = \frac{(d + 8)(\zeta - 2\lambda)^2 \left( \frac{\mu^2}{\tau} \right)^{\varepsilon/2}}{64(2 - d)} \\
F_{p,q,r,s} = -3
\]

where

\[
F_{p,q} = \frac{1}{2} D_{\mu} \zeta \left[ \beta_\varepsilon (q,r) + (p,r) \left( q^2 + 2(q,r) \right) + (p,q) \left( 2(p,r) + 2(q,r) + r^2 \right) \right] \\
\]

Note that the last two diagrams cancel out similarly to the case of three-point diagrams, and the only non-zero contribution comes only from the classical one-loop 'Model B' diagram. We believe that this is just an artefact of the one-loop approximation as in the case of three-point vertex function. All other diagrams are UV finite, as the external $\phi'$ field is attached to a three-point vertex (see Sec. IV C). We list them for the completeness

\[
3 \bigl( \begin{array}{c}
\end{array} \bigr) = 3 \bigl( \begin{array}{c}
\end{array} \bigr) = 3 \bigl( \begin{array}{c}
\end{array} \bigr) = 6 \bigl( \begin{array}{c}
\end{array} \bigr) = 6 \bigl( \begin{array}{c}
\end{array} \bigr) = 0.
\]

Appendix C: Cylindrical coordinates

To order to better understand the structure of the RG flow for $\eta \neq 0$, we transform the RG flow equations (95)-(97) into cylindrical coordinates

\[
\lambda = \rho \cos \theta, \quad \rho = \sqrt{\lambda^2 + \zeta^2}, \\
\zeta = \rho \sin \theta, \quad \theta = \arccos(\lambda/\sqrt{\lambda^2 + \zeta^2}),
\]

with the same $\eta$. The corresponding beta functions are found using the following relations

\[
D_\mu = \frac{\lambda D_\mu \lambda + \zeta D_\mu \zeta}{\sqrt{\lambda^2 + \zeta^2}}, \quad D_\theta = \frac{\lambda D_\theta \zeta + \zeta D_\theta \lambda}{\lambda^2 + \zeta^2}.
\]

which gives

\[
\beta_\rho = - \rho \left( \frac{1}{2} \epsilon + \frac{3}{4} \rho^2 \cos(2\sin \theta - \cos \theta) + \frac{1}{24} \eta (2\sin^2(2\theta) + \cos(2\theta) - 13) \right), \\
\beta_\theta = - \frac{1}{12} \eta \rho^2 \cos(2\sin \theta - \cos \theta), \\
\beta_\rho = - \left( \frac{1}{8} \rho^2 + \frac{1}{2} \rho \sin \theta - \frac{1}{2} \frac{\zeta^2}{\rho} \right)
\]

We immediately see from (C5), that there are two fixed "planes": $\cos \theta^* = 0$ and $\tan \theta^* = 2$, which correspond to plane $= \lambda$, and $\zeta = 2\lambda$. As $\beta_\theta$ is negative for

\[
\theta \in (-\pi/2, \arctan 2) \cup (\pi/2, \pi + \arctan 2),
\]

and positive otherwise, we conclude that $\zeta = 2\lambda$ is a stable plane, while $\lambda = 0$ is unstable. The fixed points with $\lambda^* = 0$ are either FP0 or FPII. For $\zeta = 2\lambda$ Eqs. (C4)-(C6) show three fixed points

- FPcI: $\eta^* = \frac{3}{4} \epsilon$, $\rho^* = 0$
- FPcII: $\eta^* = 0$, $\rho^{*2} = -\frac{20}{9} \epsilon$, for $\epsilon < 0$,
- FPcIII: $\eta^* = 4\epsilon$, $\rho^{*2} = \frac{24}{\epsilon}$, for $\epsilon > 0$

which are exactly FPII, FPI and FPIII$^\pm$, respectively.
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