Development of a Novel Integrated CCSD-ITARA-MARCOS Decision-Making Approach for Stackers Selection in a Logistics System
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Abstract: The main goal of this paper is to propose a Multiple-Criteria Decision-Making (MCDM) approach that will facilitate decision-making in the field of logistics—i.e., in the selection of the optimal equipment for performing a logistics activity. For defining the objective weights of the criteria, the correlation coefficient and the standard deviation (CCSD method) are applied. Furthermore, for determining the semi-objective weights of the considered criteria, the indifference threshold-based attribute ratio analysis method (ITARA) is used. In this way, by combining these two methods, the weights of the criteria are determined with a higher degree of reliability. For the final ranking of the alternatives, the measurement of alternatives and ranking according to the compromise solution method (MARCOS) is utilized. For demonstrating the applicability of the proposed approach, an illustrative case study pointing to the selection of the best manual stacker for a small warehouse is performed. The final results are compared with the ones obtained using the other proved MCDM methods that confirmed the reliability and stability of the proposed approach. The proposed integrated approach shows itself as a suitable technique for applying in the process of logistics equipment selection, because it defines the most influential criteria and the optimal choice with regard to all of them in a relatively easy and comprehensive way. Additionally, conceiving the determination of the criteria with the combination of objective and semi-objective methods enables defining the objective weights concerning the attitudes of the involved decision-makers, which finally leads to more reliable results.
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1. Introduction

Logistics has long been considered a key factor in economic development, spatial integration, and market integration in the developed world [1]. During the 1960s, logistics as a concept of the integration of the process of the distribution of goods gained its place in the theory and practice of business management. Within the logistics sector, there are three basic approaches: physical distribution management, materials management, and business logistics. The important issue that
logistics is faced with is certainly the question of the selection of adequate equipment for dealing with material resources.

The efficiency of the performance of logistics activities strongly depends on the use of optimal equipment in the warehouse or for the transportation of the goods. Bad choices could lead to the damage or contamination of goods, delays in delivery, and an increase in costs [2]. Furthermore, the selection of equipment directly influences the performance of the company, so this kind of decision could be considered as strategic and of great importance [3]. In the case of manufacturing equipment selection, the selection of the equipment needed for performing logistics activities requires defining the crucial features of the equipment, comparing them with the equipment offered on the market, and selecting the most suitable one [4]. The costs are considered as the most influential criterion in equipment selection, but they could not be treated as the only one.

Decisions regarding equipment purchasing affect various criteria that are often mutually opposing. Besides this, making a decision based on only one or a few criteria as well as making a decision based on previous experience and intuition will not lead to a reasonable decision. The use of techniques based on mathematics and statistics increases the reliability of the decision and contributes to the assurance of the selection that is made. The utilization of the Multiple-Criteria Decision-Making (MCDM) method could be a suitable means for the facilitation of a decision process regarding logistics equipment selection.

Recently, the field of Multi-Criteria Decision-Making (MCDM) has been rapidly evolving, thanks to the large number of scientific publications dealing with the adoption of individual decisions based on employed techniques and methods that belong to the specified domain [5]. MCDM is quite a suitable tool for solving complex decision-making problems because of its ability to evaluate different alternatives using a specific set of criteria [6].

The main aim of this paper is to develop a novel integrated MCDM-based approach for equipment selection in a logistics system. The correlation coefficients (CC) and standard deviations (SD)—i.e., the CCSD method [7]—will be applied for determining the objective weights of the criteria. Besides that, the indifference threshold-based attribute ratio analysis method (ITARA) [8], as a semi-objective method, will be also applied for determining the weights of the criteria. Therefore, the weights of the criteria will be determined by applying a combined CCSD-ITARA approach in order to make an objective determination of criteria significance where the subjectivity—i.e., perspective of the decision-makers—is included to a moderate degree. When it comes to the ranking of the alternatives, the measurement of alternatives and ranking according to the compromise solution method (MARCOS) [9] will be applied. The applicability of the proposed approach will be demonstrated through the illustrative case study, pointing to the selection of a suitable type of stacker for purchasing. The proposed approach enables the facilitation of the selection process regarding the purchasing of logistics equipment, which is a manual stacker in the considered case. Thus, the practitioners could observe all the involved criteria and, based on them, select the most appropriate alternative. Scientifically, the proposed combination of methods is completely new, and its possibilities have not been fully tested yet. In this case, it is used for the facilitation of decision and selection processes in the logistics field, but its potential could be further explored in other areas as well.

The rest of the paper is organized as follows: In Section 1, introductory considerations are given. A literature review is presented in Section 2. Section 3 demonstrates the methodology. An illustrative case study is described in Section 4. Finally, at the end of the manuscript the conclusions are given.

2. Literature Review

Decision-making is a process as old as humanity itself. Every day, each of us usually makes a large number of decisions. However, one of the problems that arise is to choose from the multitude of possible solutions the solution by which we will achieve the desired goal to the greatest degree, taking into account the objective limitations, which, to a greater or lesser extent, limit our freedom of judgment [10–12]. As could be inferred, the decision process involves the synergy of action
of the human factor, mathematical methods, and IT tools [13]. In each study on the issue of decision-making, attention is focused on three general concepts—namely, the decision-making process, the decision-maker, and the decision itself—with the constant attempt to find a suitable way to make an appropriate decision. Intending to facilitate the decision process, scholars have proposed various methods that belong to the MCDM field.

MCDM has been developed as an integral part of operational research in order to create mathematical tools aimed at supporting the subjective evaluation of criteria by decision-makers [14,15]. MCDM is created in such a way that facilitates the selection of the most desirable alternative, the classification of the alternatives into a smaller number of categories, and the ranking of these alternatives following subjective requirements [16,17]. As already mentioned, there are a whole range of various MCDM techniques that have been applied to solving different types of complex problems. Each of the developed MCDM methods has its advantages, disadvantages, and limitations. Additionally, according to the problem that is being solved, it is necessary to consider an adequate technique [18–20].

Thus, MCDM considers situations in which the decision-maker must choose one of the alternatives from a set of available alternatives, which are judged based on several often-conflicting criteria [17,20]. The remarkably extensive development of the field of decision-making theory over the past few decades certainly has contributed to the presence of a multitude of MCDM methods. Perhaps the best-known and most widely applied MCDM methods are: simple additive weighting (SAW) [21]; the analytic hierarchy process (AHP) [22]; the analytic network process (ANP) [23]; elimination et choix traduisant la réalité (ELECTRE) [24]; the preference ranking organization method for enrichment evaluation (PROMETHEE) [25]; the technique for order performance by similarity to ideal solution (TOPSIS) [26]; Višekriterijumska optimizacija i kompromisno rešenje (VIKOR) [27]; the complex proportional assessment of alternatives (COPRAS) [28]; and so forth.

In order to cope with a wider spectrum of problems, there is a new generation of newly developed MCDM methods and MCDM-based approaches, such as a new additive ratio assessment method (ARAS) [29]; multi-objective optimization on the basis of the ratio analysis method (MOORA) [30]; multi-objective optimization by ratio analysis plus full multiplicative form (MULTIMOORA) [31]; the step-wise weight assessment ratio analysis method (SWARA) [32]; the pivot pair-wise relative criteria importance assessment method (PIPRECIA) [33]; the multi-attributive ideal-real comparative analysis method (MAIRCA) [34]; the full consistency method (FUCOM) [35]; the evaluation based on distance from the average solution method (EDAS) [36]; a combined compromise solution method (CoCoSo) [37]; and so on. It is important to note that some of the aforementioned methods are used for weight determination and some of them for the ranking of alternatives.

Until now, MCDM methods have been used in the logistics field to contribute to and simplify the decision process regarding the various issues. A very popular theme that occupied scientific attention is certainly the question of reverse logistics [38–40]. Thence, the authors examined the problem of the selection of the logistics center or warehouse location [41,42]. The issue of humanitarian logistics is resolved by applying different MCDM techniques too [43,44]. The selection of the partners suitable for performing the logistics activities has been also performed by applying MCDM methods [45,46].

The topic connected to the equipment selection pointed to material handling is also present in the works of various authors. For example, Mathew and Sahu [47] used four methods for resolving the problem of equipment selection, and they are: CODAS, EDAS, MOORA, and WASPAS. The authors also based the selection of the equipment on the fuzzy axiomatic design principles [48]. Suitable equipment is selected in the fuzzy environment too [49]. Saputro and Rouyendegh [50] used the TOPSIS and MOMILP methods to find the best solution regarding the equipment for the warehouse. As can be concluded, there is enough space for observing the issue of the selection of the appropriate equipment for a logistics center. With that aim, in this paper an integrated approach based on the CCS, ITARA, and MARCOS methods is proposed. The main reason for involving the CCS and ITARA methods in the procedure of determining the criteria weights relies on the fact that they enable the definition
of the criteria weights in an objective way but with incorporating a hint of the subjectivity of the decision-maker. In some cases, it is necessary to incorporate the requirements of the decision-maker to some suitable extent because the decision-maker knows what his/her possibilities and requests are. The MARCOS method, which is utilized for the final ranking of the considered alternatives, is a relatively recently proposed method whose possibilities have not been completely examined until now. The mentioned method enables the selection of a compromise solution that is optimal for the present conditions and fulfills all the given criteria to a satisfying degree.

3. Methodology

In this study, an integrated model including the CCSD, ITARA, and MARCOS methods is applied to determine the best stacker (Figure 1).

![Figure 1. The computational procedure of the integrated CCSD-ITARA-MARCOS approach.](image-url)
The CCSD and ITARA methods are used to determine weights of the criteria, whereas the MARCOS method is used to rank the alternatives—i.e., in our case, stackers—and to select the best one.

### 3.1. The CCSD Method

The CCSD method was developed by Wang and Luo [7]. The CCSD method is an objective weighting method. However, so far the CCSD method has been used for solving a variety of problems, such as problems in the supply chain [51,52], technological forecasting [53], financial performance evaluation [54], environmental issues [55], and so forth.

The steps of this method are as follows [7,53]:

Step 1: A decision matrix \( G \) is constructed. This matrix includes \( m \) alternatives, \( B_1, \ldots, B_m \), based on the \( n \) criteria, \( T_1, \ldots, T_n \).

\[
G = [g_{ij}]_{m \times n}. 
\] (1)

In Equation (1), \( g_{ij} \) denotes the performance of the \( i \)th alternative on the \( j \)th criterion.

Step 2: This matrix is normalized using Equation (2) (for beneficial criteria) and Equation (3) (for cost criteria).

\[
h_{ij} = \frac{g_{ij} - \min(g_{ij})}{\max(g_{ij}) - \min(g_{ij})},
\] (2)

\[
h_{ij} = \frac{\max(g_{ij}) - g_{ij}}{\max(g_{ij}) - \min(g_{ij})},
\] (3)

Step 3: The criterion \( T_j \) is removed to take into account its impact on decision-making. With criterion \( T_j \), the performance value is computed using Equation (4) [56].

\[
d_{ij} = \sum_{k=1}^{n} h_{ik} w_k.
\] (4)

In Equation (4), \( w_k \) denotes the weight of the \( k \)th criterion calculated using some method for the subjective criteria weights determination, such as the AHP, SWARA, or PIPRECIA methods.

Step 4: The correlation coefficient \( (R_j) \) between \( T_j \) criterion’s value and \( d_{ij} \) is computed using Equation (5).

\[
R_j = \frac{\sum_{i=1}^{m} (h_{ij} - \bar{h}_j)(d_{ij} - \bar{d}_j)}{\sqrt{\sum_{i=1}^{m} (h_{ij} - \bar{h}_j)^2} \sqrt{\sum_{i=1}^{m} (d_{ij} - \bar{d}_j)^2}},
\] (5)

where:

\[
\bar{h}_j = \frac{\sum_{i=1}^{m} h_{ij}}{m},
\] (6)

\[
\bar{d}_j = \frac{\sum_{i=1}^{m} d_{ij}}{m}.
\] (7)

Step 5: In order to determine the objective weights \( (w_{jC}) \) of criteria, a non-linear optimization model is written as:

\[
\text{Minimize } J = \sum_{j=1}^{n} (w_{jC} - \frac{\sigma_j \sqrt{1 - R_j}}{\sum_{j=1}^{n} \sigma_j \sqrt{1 - R_j}})^2,
\] (8)

s.t. \( \sum_{j=1}^{n} w_{jC} = 1 \).

In Equation (8), \( \sigma_j \) denotes \( T_j \) criterion’s standard deviation, and it can be calculated using Equation (9).

\[
\sigma_j = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (h_{ij} - \bar{h}_j)^2}.
\] (9)
The non-linear model indicated in Equation (8) is solved using MS Excel Solver (Microsoft corp.,
Redmond, WA, USA), Lingo 16 (Lindo Systems, Chicago, IL, USA), and MATLAB (The MathWorks,
Inc., Natick, MA, USA).

3.2. The ITARA Method

The ITARA method was recently developed by Hatefi [8] and is a semi-objective method for
determining the weights of criteria. The steps of the ITARA method are as follows [8]:

Step 1: A decision matrix (G) is constructed. This matrix was indicated in Equation (1).
Step 2: Normalized values and \( NIT_j \) (Normalized Indifference Threshold) are obtained using
Equations (10) and (11), respectively.

\[
e_{ij} = \frac{g_{ij}}{\sum_{i=1}^{m} g_{ij}}, \quad (10)
\]

\[
NIT_j = \frac{IT_j}{\sum_{i=1}^{m} g_{ij}}, \quad (11)
\]

In Equation (11), \( IT_j \) denotes the Indifference Threshold of the \( j \)th criterion.
Step 3: Normalized values are sorted in ascending order, then they are named \( \rho_{ij} \) in such a way
that \( \rho_{ij} \leq \rho_{i+1,j} \).
Step 4: The distance (\( \gamma_{ij} \)) between \( \rho_{i+1,j} \) and \( \rho_{ij} \) is computed as follows.

\[
\gamma_{ij} = \rho_{i+1,j} - \rho_{ij}. \quad (12)
\]

Step 5: The difference (\( \varepsilon_{ij} \)) between \( \gamma_{ij} \) and \( NIT_j \) is calculated as follows.

\[
\varepsilon_{ij} = \begin{cases} 
\gamma_{ij} - NIT_j & \text{for } \gamma_{ij} > NIT_j, \\
0 & \text{for } \gamma_{ij} \leq NIT_j,
\end{cases} \forall i \in M, \forall j \in N. \quad (13)
\]

Step 6: The weights of the criteria \( \left( w_{ij} \right) \) are computed as follows.

\[
w_{ij} = \frac{\nu_j}{\sum_{j=1}^{n} \nu_j}, \quad (14)
\]

where:

\[
\nu_j = \left( \sum_{i=1}^{m-1} \varepsilon_{ij}^p \right)^{1/p}. \quad (15)
\]

These weights are combined using Equation (16) [57].

\[
w_{j,CO} = \frac{w_{j,C} w_{ij}}{\sum_{j=1}^{n} w_{j,C} w_{ij}}. \quad (16)
\]

3.3. The MARCOS Method

The MARCOS method is developed by Stević et al. [9]. Although the method is new, so far it
has been applied for solving different decision-making problems, such as the assessment of project
management software [58], supplier selection [59], the evaluation of human resources [60], road traffic
analysis [61], and so on.

In our study, the MARCOS method is used to rank stackers and to determine the best one.
The steps of this method are as follows [9]:

Step 1: The decision matrix is constructed. This matrix was indicated in Equation (1).
Step 2: An extended decision matrix ($U$) is formed.

\[
U = \begin{bmatrix}
T_1 & T_2 & \ldots & T_n \\
A_{AI} & g_{ai1} & g_{ai2} & \ldots & g_{ain} \\
B_1 & g_{11} & g_{12} & \ldots & g_{1n} \\
B_2 & g_{21} & g_{22} & \ldots & g_{2n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
B_m & g_{m1} & g_{m2} & \ldots & g_{mn} \\
A_{I} & g_{1i1} & g_{1i2} & \ldots & g_{ain} \\
\end{bmatrix}.
\]  

(17)

While the ideal solution ($A_{I}$) is the best alternative, the anti-ideal solution ($A_{AI}$) is the worst alternative. These values are computed as follows.

\[
A_{I} = \max(g_{ij}) \text{ if } j \in BN \text{ and } A_{I} = \min(g_{ij}) \text{ if } j \in CS,
\]  

(18)

\[
A_{AI} = \min(g_{ij}) \text{ if } j \in BN \text{ and } A_{AI} = \max(g_{ij}) \text{ if } j \in CS.
\]  

(19)

In Equations (18) and (19), $BN$ denotes the beneficial criteria and $CS$ presents the cost criteria.

Step 3: The extended decision matrix is normalized using Equations (20) and (21).

\[
y_{ij} = \frac{g_{aij}}{g_{ij}} \text{ if } j \in CS,
\]  

(20)

\[
y_{ij} = \frac{g_{ij}}{g_{aij}} \text{ if } j \in BN.
\]  

(21)

In Equations (20) and (21), $y_{ij}$ is an element of the normalized matrix ($Y = [y_{ij}]_{m \times n}$).

Step 4: The normalized values are multiplied by the weights ($w_{jCO}$) of criteria by using Equation (22) to identify the weighted matrix ($C = [c_{ij}]_{m \times n}$).

\[
c_{ij} = y_{ij} \times w_{jCO}.
\]  

(22)

Step 5: The utility degrees ($Z_i$) of the alternatives are computed concerning the anti-ideal and ideal solution, respectively.

\[
Z^{-}_i = \frac{S_i}{S_{ai}},
\]  

(23)

\[
Z^{+}_i = \frac{S_i}{S_{ai}}.
\]  

(24)

where:

\[
S_i = \sum_{i=1}^{n} c_{ij}.
\]  

(25)

Step 6: The utility functions ($f(Z_i)$) of the alternatives are determined using Equation (26).

\[
f(Z_i) = \frac{Z^{+}_i + Z^{-}_i}{1 + \frac{1-f(Z^{+}_i)}{f(Z^{-}_i)} + \frac{1-f(Z^{-}_i)}{f(Z^{+}_i)}}
\]  

(26)

where:

\[
f(Z^{-}_i) = \frac{Z^{+}_i}{Z^{+}_i + Z^{-}_i},
\]  

(27)

\[
f(Z^{+}_i) = \frac{Z^{-}_i}{Z^{+}_i + Z^{-}_i}.
\]  

(28)
In Equation (27), $f(Z_i^{-})$ denotes the utility function concerning the anti-ideal solution. In Equation (28), $f(Z_i^{+})$ presents the utility function concerning the ideal solution.

Step 7: The alternatives are ranked with respect to the final utility function. The alternative with the highest final utility function is determined as the best one.

4. An Illustrative Case Study

In this study, the best manual stacker will be selected for small warehouses. For this, two logistics experts were asked to identify suitable alternatives for small warehouses and evaluation criteria. The logistics experts identified eight alternatives and five criteria, which are the Price of Stacker (PS) (USD), Capacity (CPC) (kg), Lift Height (LH) (mm), Warranty Period (WRP) (Month), and Fork Length (FL) (mm). All the data are obtained from websites selling stackers. Table 1 indicates the decision matrix.

| Criteria | Stc1  | Stc2  | Stc3  | Stc4  | Stc5  | Stc6  | Stc7  | Stc8  |
|----------|-------|-------|-------|-------|-------|-------|-------|-------|
| PS       | 660   | 800   | 980   | 920   | 1380  | 1230  | 680   | 960   |
| CPC      | 1000  | 1000  | 1000  | 1500  | 1500  | 1000  | 1500  | 2000  |
| LH       | 1600  | 1600  | 2500  | 1600  | 1500  | 1600  | 1600  | 1600  |
| WRP      | 18    | 24    | 24    | 24    | 24    | 24    | 18    | 12    |
| FL       | 1200  | 900   | 900   | 900   | 1150  | 1150  | 1100  | 1150  |

First of all, the CCSD method is applied to the above matrix to determine the objective weights of the criteria. The results of the CCSD are indicated in Table 2.

| Criteria | PS    | CPC   | LH    | WRP   | FL    |
|----------|-------|-------|-------|-------|-------|
| $w_{jc}$ | 0.1833| 0.1942| 0.1707| 0.2114| 0.2404|

Then, the value of $IT_j$ for each criterion is determined by the experts. These values are indicated in Table 3.

| Criteria | PS | CPC | LH | WRP | FL |
|----------|----|-----|----|-----|----|
| $IT_j$   | 120| 100 | 100| 4   | 100|

The steps of the ITARA method are applied to the decision matrix to achieve the weights of the criteria. The results of the ITARA method, the results of the CCSD, and the combined weights of criteria are indicated in Table 4.

| Criteria | PS    | CPC   | LH    | WRP   | FL    |
|----------|-------|-------|-------|-------|-------|
| $w_{jc}$ | 0.1833| 0.1942| 0.1707| 0.2114| 0.2404|
| $w_{ji}$ | 0.1097| 0.3393| 0.3698| 0.1063| 0.0748|
| $w_{jco}$| 0.1061| 0.3476| 0.3330| 0.1185| 0.0949|
The combined weights are transferred to the MARCOS method. Then, the extended decision matrix is formed using step 2 of the MARCOS method. Table 5 indicates the extended decision matrix.

**Table 5. The extended decision matrix.**

| Criteria | Stackers | PS    | CPC   | LH    | WRP   | FL    |
|----------|----------|-------|-------|-------|-------|-------|
| AAI      | 1380     | 1000  | 1500  | 12    | 900   |
| Stc1     | 660      | 1000  | 1600  | 18    | 1200  |
| Stc2     | 800      | 1000  | 1600  | 24    | 900   |
| Stc3     | 980      | 1000  | 2500  | 24    | 900   |
| Stc4     | 920      | 1500  | 1600  | 24    | 900   |
| Stc5     | 1380     | 1500  | 1500  | 24    | 1150  |
| Stc6     | 1230     | 1000  | 1600  | 24    | 1150  |
| Stc7     | 680      | 1500  | 1600  | 18    | 1100  |
| Stc8     | 960      | 2000  | 1600  | 12    | 1150  |
| AI       | 660      | 2000  | 2500  | 24    | 1200  |

Then, the extended decision matrix is normalized using Equations (20) and (21). Table 6 presents the normalized matrix.

**Table 6. The normalized matrix.**

| Criteria | Stackers | PS     | CPC    | LH     | WRP    | FL    |
|----------|----------|--------|--------|--------|--------|-------|
| AAI      | 0.4783   | 0.5000 | 0.6000 | 0.5000 | 0.7500 |
| Stc1     | 1.0000   | 0.5000 | 0.6400 | 1.0000 | 0.7500 |
| Stc2     | 0.8250   | 0.5000 | 0.6400 | 1.0000 | 0.7500 |
| Stc3     | 0.6735   | 0.5000 | 1.0000 | 1.0000 | 0.7500 |
| Stc4     | 0.7174   | 0.7500 | 0.6400 | 1.0000 | 0.7500 |
| Stc5     | 0.4783   | 0.7500 | 0.6000 | 1.0000 | 0.9583 |
| Stc6     | 0.5366   | 0.5000 | 0.6400 | 1.0000 | 0.9583 |
| Stc7     | 0.9706   | 0.7500 | 0.6400 | 0.7500 | 0.9167 |
| Stc8     | 0.6875   | 1.0000 | 0.6400 | 0.5000 | 0.9583 |
| AI       | 1.0000   | 1.0000 | 1.0000 | 1.0000 | 1.0000 |

Then, the normalized values are multiplied by weights \( w_{jCO} \) of the criteria using Equation (22) to determine the weighted matrix. Table 7 indicates the weighted matrix.

**Table 7. The weighted matrix.**

| Criteria | Stackers | PS     | CPC    | LH     | WRP    | FL    |
|----------|----------|--------|--------|--------|--------|-------|
| AAI      | 0.0507   | 0.1738 | 0.1998 | 0.0593 | 0.0712 |
| Stc1     | 0.1061   | 0.1738 | 0.2131 | 0.0889 | 0.0949 |
| Stc2     | 0.0875   | 0.1738 | 0.2131 | 0.1185 | 0.0712 |
| Stc3     | 0.0715   | 0.1738 | 0.3330 | 0.1185 | 0.0712 |
| Stc4     | 0.0761   | 0.2607 | 0.2131 | 0.1185 | 0.0712 |
| Stc5     | 0.0507   | 0.2607 | 0.1998 | 0.1185 | 0.0909 |
| Stc6     | 0.0569   | 0.1738 | 0.2131 | 0.1185 | 0.0909 |
| Stc7     | 0.1030   | 0.2607 | 0.2131 | 0.0889 | 0.0870 |
| Stc8     | 0.0729   | 0.3476 | 0.2131 | 0.0593 | 0.0909 |
| AI       | 0.1061   | 0.3476 | 0.3330 | 0.1185 | 0.0949 |

Using Equations (23)–(28), the results of the MARCOS method are obtained. The results of the MARCOS method and the rankings of stackers are indicated in Table 8.
According to the results of the MARCOS method, the rankings of the stackers are as follows: Stc8, Stc3, Stc7, Stc4, Stc5, Stc1, Stc2, and Stc6. As can be seen from the input data presented in Table 1, the parameters connected to the Stc8 are always medium to high, which finally emphasizes this choice as a compromise and optimal.

In order to confirm the stability and reliability of the proposed model, the gained results are compared with the results obtained using the following MCDM methods: the weighted aggregated sum product assessment (WASPAS) method [62], additive ratio assessment (ARAS) [29], and grey relational analysis (GRA) [63]. The comparison of the gained ranking orders of the alternatives is shown in Figure 2.

5. Discussion and Conclusions

The selection of equipment for dealing with materials during the logistics process is a very important task for decision-makers because this choice has a significant impact on the future operation of a logistics center. This kind of decision could be treated as strategic because the selected type of equipment could contribute to decreasing costs, shortening the time needed for performing an activity, and providing a higher security for goods and products. All of the points mentioned lead
to the conclusion that these decisions require an analytical approach that involves all the criteria that are important for performing the evaluation process. For that matter, the MCDM methods could be a suitable and useful tool that facilitates the decision process and enables the making of a proper decision for the given conditions. For the facilitation of a decision-making process regarding equipment selection in the logistics field, in this paper we proposed the application of a novel integrated CCSD-ITARA-MARCOS MCDM model. The usefulness of this integrated model is demonstrated through the illustrative case study and pointed to the selection of the appropriate manual stacker. Additionally, two domain experts were involved in the evaluation process in regard to identifying suitable alternatives—i.e., manual stackers for small warehouses—are the given set of evaluation criteria.

In the conducted case study, the weights of the evaluation criteria were determined by applying and combining the CCSD method and the ITARA method. When it comes to the process of determining weights, both the methods are convenient and easy to apply. The main difference between these methods is their orientation. The CCSD method is objective, whereas the ITARA method is semi-objective. Additionally, the CCSD method does not need a specific normalization method and can include more data on criteria weights [7], whereas the ITARA method belongs to a group of methods that are based on measuring data dispersion. The reason for employing objective and semi-objective methods when it comes to the determination of weights of criteria is that subjective methods often led to a decrease in the accuracy of evaluation with the increase in the number of criteria [8]. The main advantage of this combination relies on the fact that the standpoint of the decision-maker is appreciated to a certain degree. Namely, every decision-maker has a particular attitude regarding the criteria, meaning that for someone something is more important than to for another. If the significance of criteria is determined only on an objective basis then the individual dimension is lost. In this case, combining the objective and semi-objective methods for obtaining the criteria significance reflects the intention of the preservation of the objectiveness of evaluation together with acknowledging the preferences of decision-makers without disturbing the reliability of criteria significance determination.

The final ranking order is obtained by utilizing the newly developed MARCOS method. The MARCOS method primarily is based on testing the reference values of alternatives related to ideal values [9]. Thus, the given method emphasizes the alternative that represents some kind of compromise solution regarding the given requirements. The final evaluation and ranking order are strongly influenced by determining the criteria significance. In the present case, as was previously stated, the significance of the criteria is determined very thoughtfully and carefully, and all because of gaining the most reliable results. It is undeniable that the MARCOS method is easy to use and that it facilitates the decision process, but in combination with the CCSD and ITARA applied for determining the importance of the considered criteria, the reliability of the performed evaluation and the gained ranking order increased.

Following the results of the applied integrated model, the stacker designated as Stc8 is the best in terms of the evaluated criteria. With the aim of testing the proposed approach based on the mentioned MCDM methods, the obtained results are compared with the results determined using the WASPAS, ARAS, and GRA methods. In the computing procedures of all three methods, the same weights of the criteria are involved, which were obtained by applying the CCSD-ITARA. In all observations, the stacker Stc8 is in first place and represents the best choice for the given conditions. Besides this, the stacker Stc3 is in the second place, except in the case when is applied in ARAS, when it is in 3rd place. Thus, in this way the reliability and stability of the proposed approach are completely confirmed.

The proposed integrated CCSD-ITARA-MARCOS model proved to be extremely successful when it comes to solving problems in a logistics system—i.e., a stacker selection problem. The use of the CCSD-ITARA-MARCOS model is very beneficial because it is very comprehensive and empowers us to make confident judgments. However, the applicability of the proposed model should not be limited only to the logistics field. Its potential and possibilities should be examined in other fields, such as
information technologies, strategy selection, personnel selection, etc. In that way, all the aspects of the proposed model will be observed and the potential shortages could be resolved.

The key advantage of the introduced integrated model is its simplicity, ease of use, and objectivity that appreciates the standpoint of decision-makers to an acceptable degree. However, the main limitation of the proposed model is that it deals with crisp numbers. The decision-making environment is characterized by uncertainty and vagueness, so it is very difficult to correctly express the evaluation criteria through crisp numbers. In other words, the reliability of the performed evaluation decreases because unexpected changes could cause a situation where, for example, the first ranked alternative is not acceptable because the conditions have changed. In order to better incorporate uncertainty into the evaluation process, an extension with fuzzy, grey, and neutrosophic numbers is proposed. In this way, the proposed model would be improved and the possibility of making inappropriate decisions would be reduced. Furthermore, by involving a greater number of decision-makers, the subjective dimension could be incorporated to a greater extent and interesting results would be obtained.

Besides the mentioned shortages, the CCSD-ITARA-MARCOS model proved its applicability and ability to help in the process of decision-making. Overall, the proposed hybrid model is flexible, adaptable, and effective, and it can help decision-makers solve problems in other areas as well. Additionally, the model is quite simple and can be easily modified depending on the problem one wants to solve.
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