Abstract
Visual Question Answering (VQA) has benefited from increasingly sophisticated models, but has not enjoyed the same level of engagement in terms of data creation. In this paper, we propose a method that automatically derives VQA examples at volume, by leveraging the abundance of existing image-caption annotations combined with neural models for textual question generation. We show that the resulting data is of high-quality. The VQA model trained on it improves state-of-the-art zero-shot accuracy by double digits and achieves a level of robustness that lacks in the same model trained on human-annotated VQA data.

1 Introduction
Visual Question Answering (VQA) is a complex multimodal task that, to be successfully modeled and evaluated, requires large amounts of annotations that are not naturally produced by existing business processes, the way translation-pair annotations (Guo et al., 2018) or image alt-text annotations (Sharma et al., 2018) are produced.

At present, a main bottleneck for developing robust VQA systems that are useful for downstream applications, such as for visually-impaired people and in the medical and education domains, appears to be a lack of large image-question-answer training triplets (on the order of millions). Manual annotation of such triplets is costly, time-consuming, and prone to a variety of human biases that are difficult to account for (Yuan, 2021). In addition, the brittleness of VQA systems trained on such manual annotations is well-understood and documented (Agrawal et al., 2018; Kafle and Kanan, 2017).

To address the data limitation, we turn to a potential source for creating VQA examples: image-English caption pairs (Chen et al., 2015; Sharma et al., 2018). Large-scale image caption datasets exist with millions (Changpinyo et al., 2021), several hundreds millions (Radford et al., 2021), or even billions (Jia et al., 2021) of examples. Captions come mostly in the form of declarative sentences, e.g., “two bears are laying down on the ice”. Yet, the task of converting declarative captions into VQA question/answer pairs is still largely unexplored. It requires automatically inducing candidate answers fitting the VQA task, along with their respective questions based on the caption text (Fig. 1). We note that transforming declarative form to interrogative form plus answer(s) seems crucial, as there exists evidence that a vision-and-language model trained on declarative-language data cannot be successfully adapted or transferred “out-of-the-box” for VQA (Wang et al., 2021).

In this paper, we explore the automatic creation of millions of quality VQA training data using neural models for textual question generation and question answering. We refer to this method as $\text{VQ}^2\text{A}$, for Visual Question Generation with Question Answering validation. We demonstrate that VQA models trained on such data, with no exposure to human-annotated VQA data at all, exhibit high zero-shot performance. Our best models ob-
tain 61.1% accuracy on VQA2.0, 52.1% on GQA, around 15-17 points higher than previous zero-shot state-of-the-art results, and getting close to fully-supervised performance. In addition, taking our generated examples as a test set, we provide further evidence for the brittleness of VQA systems built with human-annotated examples, as well as evidence for the robustness of VQA systems built with the automatically-induced VQ2A data.

2 Related Work

2.1 Question generation in NLP

Question Generation (QG) is an active research topic in NLP. It is explored as a standalone task (Heilman and Smith, 2009; Nema et al., 2019), as a pre-training task for language models (Narayan et al., 2020) and as a component in solutions for other textual tasks, such as question answering (Alberti et al., 2019; Puri et al., 2020), information retrieval (Mass et al., 2020; Gaur et al., 2021) and generation evaluation (Durmus et al., 2020; Wang et al., 2020; Honovich et al., 2021). There are two main directions to QG: template-based (Heilman and Smith, 2009; Lyu et al., 2021; Dhole and Manning, 2020) and neural-based, with the latter achieving state-of-the-art results (Alberti et al., 2019; Narayan et al., 2020).

2.2 Question generation in computer vision

Question generation in computer vision aims at generating visual questions about a given image (or video), either for generating questions without knowing the answer (Mostafazadeh et al., 2016; Zhang et al., 2017; Yang et al., 2018; Uehara et al., 2018; Krishna et al., 2019), e.g., for them to to be answered by humans, or to help improving the VQA task (Kafle et al., 2017; Li et al., 2018; Shah et al., 2019; Xu et al., 2021; Kil et al., 2021; Akula et al., 2021), e.g., for additional evaluation and as means of data augmentation. Such QG models are typically based on VQA triplets as training data, whose language complexity is often limited, or require the collection of visual QG data (Mostafazadeh et al., 2016). We take a different approach by leveraging models trained on textual QA datasets instead.

Multiple works leverage image captions or video transcripts as training sources (Ren et al., 2015a; Banerjee et al., 2021; Yang et al., 2021; Lee et al., 2021). In this approach, question-answer pairs are automatically generated from the text, ignoring the visual source, and are then combined with the related image/video to produce image-question-answer triplets. Banerjee et al. (2021) propose WeaQA, in which they generate questions from MSCOCO image captions (Chen et al., 2015) using an improved template-based approach in COCOQA (Ren et al., 2015a) as well as QA-SRL methods, enhanced by paraphrasing and backtranslation for linguistic variations. Lee et al. (2021) similarly train a VQA model from question-answer pairs derived from MSCOCO Captions but only use noun phrases as candidate answers, focusing on using it to verify generated captions but not on the VQA task itself. Yang et al. (2021) generate question-answer pairs from instructional video ASR transcripts, which are then coupled with the related video.

In this work, we follow this direction, investigating what requires to generate data with good coverage for the VQA task in the image domain. We show that our neural-based textual question generation approach with captions is much more effective than previous approaches. Further, unlike previous work, we also explore automatically-curated out-of-domain image-text data sources.

2.3 Transfer learning for and in VQA

Evidence suggests that image-text pre-training, especially when performed at scale, benefits vision-and-language tasks, including VQA (Lu et al., 2019; Li et al., 2019; Chen et al., 2020; Tan and Bansal, 2019; Su et al., 2020; Lu et al., 2020; Zhou et al., 2020; Li et al., 2020; Zhang et al., 2021; Cho et al., 2021; Wang et al., 2021; Yuan et al., 2021). However, these approaches do not work well without fine-tuning on downstream VQA datasets (Wang et al., 2021), unlike our approach which directly works on data generation.

Our focus is the zero-shot transfer setting in WeaQA (Banerjee et al., 2021) in which no manually created VQA triplets are available during training. Similar to this, Chao et al. (2018b) explore cross-dataset VQA but they solely focus on human-annotated data along with approaches to transfer.

3 Textual Question Generation for VQA

We study whether automatically producing VQA annotations from existing image-text resources can alleviate or completely replace the need for manual data annotation. We only focus on English in this paper. To this end, we follow and improve upon
some of the recent directions in Section 2.2 on automatic question-answer generation from text.

We start with a given dataset of image-caption pairs \( D = \{ (\text{img}_i, \text{cap}_i) \}_{i=1}^{N} \). An important assumption we take is that the information conveyed by the caption is, in the vast majority of cases, present in the image, i.e., captions do not contain an excessive amount of external-world or personal knowledge (e.g., “my friend at my birthday party”).

For each pair \( \{ \text{img}_i, \text{cap}_i \} \), an initial set of candidate answers \( \{ a_{i,j} \}_{j=1}^{M_i} \) is first automatically derived from \( \text{cap}_i \). For each such candidate answer, a question is generated by a neural model \( QG(a_{i,j}, \text{cap}_i) \). Each generated question-answer pair undergoes a validation step, and, if validated, is coupled with the corresponding image \( \text{img}_i \) to induce a VQA example triplet \( \{ \text{img}_i, q_{i,j}, a_{i,j} \} \).

We refer to this method as VQA2 (Visual Question Generation with Question Answering validation). We next detail the steps in VQA2.

### 3.1 Candidate answer extraction

The only prior work on neural question generation from captions we are aware of, Lee et al. (2021), focuses on noun phrases as candidate answers. Yet, these are not enough to cover the answer types included in typical VQA benchmarks such as VQA2.0 (as we will show in Section 5.1), such as boolean, attribute, and verb answers, to name a few, which are required for questions like “Is there...”, “What color...”, “What is the dog doing”. We present a method that covers all of these answer types.

To extract candidate answers from a given caption, we parse it using spaCy\(^1\) and then extract candidates based on the Part-of-Speech (POS) and dependency parse tree annotations, as follows:

**Noun Phrases.** We extract all noun phrases annotated by spaCy, including named entities.

**POS Spans.** We extract sequences that begin with an open-class POS (nouns, verbs, adjectives and adverbs), that end with an open-class POS or an adverbial particle, and that do not contain any other POS in between except closed-class POS for determiners, adpositions and conjunctions.

**Parse Tree Spans.** We consider all sub-trees that include at least one open-class POS and no more than 3 words altogether. We only extract maximal spans, i.e., not extracting sub-trees that are fully included in other extracted sub-trees.

**Boolean.** Boolean questions are frequent in VQA benchmarks (Goyal et al., 2017). Yet, ‘yes’ and ‘no’ are not found in captions, and so cannot be extracted as candidates by extracting text spans from captions. To this end, we also add ‘yes’ and ‘no’ as candidate answers and generate one question per candidate (see Section 3.2).

**How many?** Captions do not normally contain mentions of ‘zero’ object counts. Hence, marking spans in a caption does not generate questions with the answer ‘0’. Therefore, we randomly sample a generated “How many?” question (with a non-zero answer) from a different caption and add it with the answer changed to ‘zero’ to the candidate set of the target caption. This procedure is potentially noisy because the answer for the sampled question could be non-zero also for the target image. From a manual inspection of 200 such questions, we found this to happen infrequently – about 4.5%.

Our extraction method covers various answer candidates such as compound nouns, noun phrases, named entities, boolean answers, cardinal and ordinal numbers, verbs and their compounds, (multi-word) adjectives and prepositional phrases, exemplified in Table 1 (more analysis in Appendix A).

| Candidate Answer | Generated Question | Validated Answer | Match Score & Result |
|------------------|--------------------|-----------------|----------------------|
| ‘two’ | “How many bears are laying down on the ice?” | ‘two’ | 1.0 (Pass) |
| ‘bears’ | “What are the two animals laying down on the ice?” | ‘bears’ | 1.0 (Pass) |
| ‘two bears’ | “How many bears are laying down on the ice?” | ‘two’ | 1.0 (Pass) |
| ‘laying’ | “What are the bears doing?” | “laying down on the ice” | 0.4 (Fail) |
| ‘laying down’ | “What are the bears doing?” | “laying down on the ice” | 0.7 (Pass) |
| ‘ice’ | “Two bears are laying down on what?” | ‘the ice’ | 1.0 (Pass) |
| ‘the ice’ | “Where are the bears laying?” | “on the ice” | 0.7 (Pass) |
| ‘on the ice’ | “Where are the bears laying?” | “on the ice” | 1.0 (Pass) |
| ‘no’ | ‘Are the bears sleeping?’ | ‘yes’ | 0.0 (Fail) |
| ‘yes’ | ‘Are the bears on the ice?’ | ‘yes’ | 1.0 (Pass) |
| ‘zero’ | “How many people are sitting down?” | - | Pass by definition |

Table 1: Question/answer pairs generated from the sentence “two bears are laying down on the ice” and the filtering decision. For answer candidate “zero”, no validation is performed.

\(^1\)https://spacy.io/
### 3.2 Question Generation

Our question generation model, \( q = QG(a, cap) \), takes as input a caption, \( cap \), and a candidate answer span within it, \( a \), and generates a question \( q \), whose answer given the input caption is the input answer span. Importantly, the answer \( a \) does not need to appear verbatim in the caption, enabling the generation of questions for answer types like boolean and zero counts (see Section 3.1).

Given the advances in neural text generation, including models like T5 (Raffel et al., 2020), we choose to use a neural generation model as \( QG \). Concretely, we use a T5-XXL model and further fine-tune it on SQuAD1.1 (Rajpurkar et al., 2016) for question generation. We take the top-scoring generated question for each caption-answer input. We note that our QG model is trained on a question-answering dataset that is not caption-specific, and therefore is not optimized for caption inputs. From manual inspection of hundreds of generated questions, our QG model copes well with captions as input; see examples in Table 1 and Section 3.5.

### 3.3 Question-Answer Filtering

Generative models may hallucinate, that is, generate content that is inconsistent with its input source (Alberti et al., 2019; Honovich et al., 2021). To mitigate this, we follow Alberti et al. (2019) and apply round-trip consistency by answering the generated question on the caption text with a question answering model. If the answer does not match the answer candidate offered as input to the question generation model, the generated question is discarded.

We use the token-level F1 score (Wang et al., 2020) to determine if the candidate answer and the QA model’s answer is a match; If the score is above a threshold (manually set to 0.54, exemplified in Table 1), the pair is a match. For question answering, we use a T5-XXL model and further fine-tune it on SQuAD2.0 (Rajpurkar et al., 2018) and Natural Questions (Kwiatkowski et al., 2019).

### 3.4 Sources of Image/Caption Data

To gain insights on VQA potential performance, we generate VQA triplets with VQA\(^2\)A from two sources of image captions: MSCOCO Captions (COCO-CAP) (Chen et al., 2015) and Conceptual Captions (CC3M) (Sharma et al., 2018). COCO-CAP captions contain 123,287 images from the COCO dataset (Lin et al., 2014), each with 5 gold captions manually created by raters with careful guidelines. CC3M contains 3.32M images automatically-collected from the web, each with one associated alt-text which we treat as a silver caption.

These datasets are quite different. Both the amount and the domain of CC3M images are larger and its captions look more plausible for capturing a larger set of object/attribute/action annotations. On the other hand, COCO-CAP’s captions are cleaner and represent image content more adequately (see also Section 3.5). Thus, using COCO-CAP would show the potential of training a VQA model using VQA\(^2\)A in a “cleaner” zero-shot setup, where captions are human-curated. Using CC3M would indicate the potential of training on noisy web image–alt-text pairs, where scaling up to billions of examples is possible.

To quantify the impact of our method, we focus on VQA classification for the VQA2.0 (Goyal et al., 2017), GQA (Hudson and Manning, 2019), and OKVQA (Marino et al., 2019) benchmarks (see Section 4.2). We thus restrict our classifier to top 5,971 answers that are part of a unified answer vocabulary from these benchmarks (Appendix C.1). To this end, we remove triplets whose answers are not in the target answer vocabulary, and leave the study of using all generated triplets to future work. We then split our datasets into train/dev sets. In particular, since the images in VQA2.0 are taken from COCO, we split the COCO dataset based on the standard VQA2.0 train/dev splits of \(^*\)train2014 and minival2014 (Jiang et al., 2018).

For the CC3M dataset, we use the default CC3M train/dev splits (Sharma et al., 2018). For each unique image-question pair in the dev split, we construct an answer target of size 10, following VQA2.0, by reducing or expanding the set of seed answers that occur for this image-question pair. Additional details are in Appendix C.1.

---
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VQA2.0 (Goyal et al., 2017), GQA (Hudson and Manning, 2019), and OKVQA (Marino et al., 2019). These datasets have their own characteristics and thus test different capability of VQA models. For instance, GQA puts emphasis on reasoning and OKVQA on external knowledge, whereas VQA2.0 is more general; VQA2.0 and
GQA are order-of-magnitude larger than OKVQA; GQA is generated using a question engine while VQA2.0 and OKVQA are human-annotated.

For training and evaluating on VQA2.0, we use the standard train/dev splits *train2014 and minival2014 (Jiang et al., 2018). For GQA, we use the balanced v1.2 and combine the train and val splits for training and use the testdev split for evaluation, following the official guideline\textsuperscript{1} and (Tan and Bansal, 2019). For OKVQA, we use the train/val splits for training/evaluation. Table 2 summarizes the sizes of the different datasets.

### Evaluation Settings and Baselines

The main goal of our experiments is to explore the utility of our VQA\textsuperscript{A} data for transfer learning, as training or evaluation data.

Our main focus in this paper is on zero-shot evaluation. Still, fine-tuning would provide additional insight on using our induced data for pre-training. Therefore, following (Banerjee et al., 2021), we train VQA models on the generated VQA\textsuperscript{A} data and then evaluate them in two settings: (i) zero-shot evaluation, in which we evaluate our models as-is on the dev split of VQA2.0, GQA, or OKVQA; and (ii) fully-supervised fine-tuning, in which we further fine-tune our models on the training split of VQA\textsuperscript{A}, GQA, or OKVQA before evaluating them. When training on VQA\textsuperscript{A} data, we explore training on VQA\textsuperscript{A}-COCO only, VQA\textsuperscript{A}-CC3M only, and a two-stage training VQA\textsuperscript{A}-CC3M followed by VQA\textsuperscript{A}-COCO (VQA\textsuperscript{A} CC3M $\rightarrow$ COCO).

Our baselines, which do not use VQA\textsuperscript{A} data, include (i) our VQA model trained on template-based question generation data COCOQA\textsuperscript{4} (Ren et al., 2015a), (ii) state-of-the-art zero-shot WeaQA (Banerjee et al., 2021) and its fully-supervised variants, and (iii) our VQA model trained supervisely on each of the target benchmarks\textsuperscript{5}’ training data.

### Metrics

To be compatible with prior work, on VQA2.0 and OKVQA we measure the standard VQA Accuracy. It is the average score over 9 subsets of the ground-truth 10 answers\textsuperscript{3}, where each score is: $\min(\#answer\ occurrences/3, 1)$. On GQA, we measure Top-1 Accuracy against the single ground-truth answer.

---

\textsuperscript{1}https://cs.stanford.edu/people/dorad/gqa/evaluate.html

\textsuperscript{4}Train/dev based on the standard VQA2.0 train/dev splits.

\textsuperscript{5}5 targets in OKVQA, replicated twice (Marino et al., 2019).

| Approach | Evaluation Benchmark |
|----------|----------------------|
|          | VQA2.0 | GQA | OKVQA |
| Zero-shot |        |      |       |
| VQA\textsuperscript{A} COCO, nouns only | 10.5 | - | - |
| COCOQA   | 11.7 | 4.4 | 6.3 |
| WeaQA ZSL | 46.8 | 33.7 | - |
| VQA\textsuperscript{A} COCO | 60.0 | 51.3 | 18.0 |
| VQA\textsuperscript{A} CC3M | 56.5 | 49.9 | 19.1 |
| VQA\textsuperscript{A} CC3M $\rightarrow$ COCO | 61.1 | 52.1 | 19.7 |
| VQA\textsuperscript{A} CC3M +D | 57.9 | 50.0 | 19.8 |
| Fully-supervised |        |      |       |
| WeaQA FSL | 65.3 | 55.2 | - |
| w/o VQA\textsuperscript{A} data | 68.8 | 61.8 | 22.1 |
| w. VQA\textsuperscript{A} COCO | 71.6 | 63.3 | 36.0 |
| w. VQA\textsuperscript{A} CC3M | 71.3 | 63.4 | 39.0 |
| w. VQA\textsuperscript{A} CC3M $\rightarrow$ COCO | 71.4 | 64.0 | 39.3 |

\textsuperscript{1} from the inter-annotator agreement of ground-truth answers.

\textsuperscript{2} from (Hudson and Manning, 2019).

Table 3: VQA\textsuperscript{A} as training data. VQA Accuracy in zero-shot and fully-supervised settings. All results use our architecture, except WeaQA ZSL and WeaQA FSL, which are the zero-shot (ZSL + Patches + Encoder) and fully-supervised (FSL + Patches + Encoder) models in (Banerjee et al., 2021), respectively. +D stands for recovered raw CC3M alt-texts with digits.

### 5 Results

We report several sets of experimental results that shed light both on the accuracy and on the robustness of VQA models trained on VQA\textsuperscript{A} data in this section, with additional results, analysis and ablation studies in Appendix D.

#### 5.1 Zero-Shot Setting

Table 3 summarizes the outcomes of our VQA experiments on various benchmarks. Our main result is that the VQA\textsuperscript{A} models achieve new state-of-the-art results in the zero-shot transfer learning setting. The improvement in performance is large: to the best of our knowledge, previous state-of-the-art zero-shot accuracy was 46.8% on VQA2.0 and 33.7% on GQA by WeaQA (Banerjee et al., 2021), which also induces their training VQA data from COCO Captions. Our VQA\textsuperscript{A}-COCO model reaches 60.0% on VQA2.0 and 51.3% on GQA, an absolute improvement of +13.2% and +17.6%, respectively. Even higher accuracy for the zero-shot setting – 61.5% (VQA2.0) and 52.1% (GQA) – is reached with the VQA\textsuperscript{A} CC3M $\rightarrow$ COCO model (trained first on the CC3M-derived data and then fine-tuned on the COCO-derived data), establishing new state-of-the-art results.

Training the same model architecture on the manually-constructed VQA2.0 and GQA training sets in a fully-supervised manner achieves 68.8%
and 61.8% accuracy, respectively. Hence, our results significantly close the performance gap between automatically-generated and manually-constructed training sources, indicating that the VQ2A method may reduce the need for human-curated VQA training examples.

The captions for COCO images are carefully annotated to be of high-quality (Chen et al., 2015). Additionally, the VQA2.0 images are taken from COCO. To test the robustness of VQ2A, we also evaluate a VQ2A-CC3M model. While CC3M contains more image–alt-text pairs than COCO (see Table 2), the images are from a different distribution and the text annotations are noisier and may represent a larger spectrum of discourse intents (Alkhani et al., 2020). In spite of these differences, the gap between COCO-based and CC3M-based VQ2A models is not large, 60.0% vs 56.5% on VQA2.0 and 51.3% vs. 49.9% on GQA. This result strengthens our previous observation, in that it does not seem to be crucial that the starting captions be manual, high-quality annotations; it appears that “silver” annotations such as the ones provided by CC3M are competitive in zero-shot VQA performance.

To cover the types of answers present in VQA benchmarks, there is a need for thorough extraction of various answer/question types (Section 3). The QACE model (Lee et al., 2021), for example, focuses only on noun-phrases as answer types. By analyzing the VQA2 devset, we find that only 32% of its answers are nouns. As such, it makes sense that, when limiting to only this answer type, the VQA Accuracy of VQ2A-COCO is 10.5%, compared to the 60% achieved with a full coverage. As another example, our model trained COCOQA (Ren et al., 2015a), which focuses on a few answer types and one-word answers, barely surpasses the accuracy of our COCO, nouns only baseline. For similar reasons, we want to be able to generate 'how many' questions from the CC3M data, even though the published annotations have been stripped of digits and numerals. To solve this problem, we recover the original captions from the CC3M urls, generate questions of the type 'how many', and train an additional VQ2A-CC3M +D model. The results in Table 3 show a small but consistent improvement over vanilla VQ2A-CC3M, further closing the gap between VQ2A models using curated "gold" captions and noisier "silver" captions.

To gain further insights, we provide a breakdown of VQA Accuracy per VQA2.0 question types in Table 4. Boolean questions are the easiest and all models perform well on them. More challenging question types are 'How many?' and 'What is'. One reason could be the validity of various answers, like “several” for counts. ‘What time?’ is the most difficult, probably due to lack of such information in captions.

Finally, we provide zero-shot results on the more difficult OKVQA benchmark. In this setting, a supervised model reaches 22.1% accuracy, while VQ2A models in zero-shot setting achieve close to that – 18.0% with COCO and 19.1% with CC3M, while their combination reaches 19.7%, -2.3% shy of the supervised level. This result also supports the conclusion that creating training data with the VQ2A method is a good replacement for small-scale supervised training data.

### 5.2 Fully-Supervised Setting

Another aspect of the VQ2A method that we want to evaluate is whether it produces training data that is similar with the human-annotated data, or it complements it. To this end, we perform experiments in which we first train a model using the VQ2A data, and then fine-tuned it in a supervised manner using the human-annotated training data.

The results, in the Fully-supervised part of Table 3, tell two stories. For VQA2.0 and GQA, there is a small yet consistent improvement of the fine-tuned models on top of a model trained directly on the supervised data in each benchmark (labeled w/o VQ2A). This indicates that, at least for these two benchmarks, there is a high overlap in the nature of the signal between the human-annotated data and the VQ2A data.

The results on OKVQA show a different trend. Here, training first with VQ2A boosts performance by +17.2% compared to supervised training without VQ2A (22.1% → 39.3%). The small scale of the OKVQA training set (Table 2) certainly contributes to this effect, but it also points to another
aspect: question-answer pairs that subsume world knowledge can only be made available at-scale to models by means that are not bottlenecked by human-annotation processes.

5.3 Robustness of Existing VQA Training Sets

So far we have assessed the capability of models trained on VQ2A data. As a complementary study, we use 500 manually-validated random samples (see Section 3.5) from the dev part of each VQ2A dataset to assess VQA robustness for various training setups. We use the VQA Accuracy metric for the VQ2A datasets (10 target answers, see Section 3.4), and Top-1 Accuracy on COCOQA (one target answer).

Table 5 shows the results. The fully-supervised models (diagonal, similar training and test distributions) achieve in-domain Accuracy around 70%, with VQ2A CC3M achieving slightly higher 76.4% Accuracy. When tested on out-of-domain (non-diagonal), however, each model poses performance degradation at different degrees. First, the model based on template-generated COCOQA does not generalize at all. Second, the VQA2.0 model sees significant accuracy drops, even on the COCO (44.4%) and COCOQA (35.9%), which share a similar image domain with VQA2.0. This result provides another evidence that progress made on the VQA2.0 benchmark may not reflect progress on the VQA task in full (Chao et al., 2018a; Bras et al., 2020).

In contrast, both VQ2A COCO and VQ2A CC3M perform robustly with more modest performance drops. For instance, on COCOQA, VQ2A CC3M achieves even better performance than VQA2.0 (42.1% vs. 35.9%) despite tested on out-of-domain images. This suggests that the VQ2A training data possesses a higher degree of question variations, provides better answer coverage, and exhibits less biases than the manually curated VQA2.0 training data, at least enough to address these different benchmarks.

6 Considerations and Limitations

Automatic data generation is prone to erroneous outputs. In VQ2A these may include hallucinations of the generative model, incorrect negative sampling, and bad answer span extraction. In addition, the image captions may contain details not in the image, e.g. additional details only aware to the photo taker or personal opinions, or information that is inconsistent with the image due to human mistakes and biases. We addressed some of these issues in automatically, filtering bad generations via question answering round-trip validation. In addition, the classification task itself curbs the effects of such errors through the use of a fixed answer vocabulary. Yet, for automatic generation to be more robust, additional methods to narrow down mistakes or mismatches need to be developed.

The resulting VQA model incorporates and may reinforce some of the biases and stereotypes present in the data. For instance, it may learn that answering questions such as “What is the gender of this person?” is a binary choice dictated by shallow cues, or that the answer to “For whom is this room decorated?” depends on stereotypical features present (or not) in the room depicted in the image. Mitigation strategies for such issues go beyond the scope of this paper, but we encourage the research community to consider addressing these issues as central for the successful deployment of this technology.

7 Conclusions

In this paper, we show that large high-quality VQA training data can be automatically induced from the abundance of existing image/caption datasets. Our method, VQ2A, annotates candidate answers using syntactic parsing of the captions and then derives questions for them using neural models for question generation and question answering verification. We demonstrate that VQA models trained only on such data exhibit high zero-shot performance with new state-of-the-art results on VQA2.0 and GQA. For future work, we plan to explore even larger automatically-curated image-text datasets, consisting of billions of examples. In addition, we want to test the applicability of VQ2A to languages other than English, for which human-annotated VQA data is scarce.
References

Aishwarya Agrawal, Dhruv Batra, Devi Parikh, and Aniruddha Kembhavi. 2018. Don’t just assume; look and answer: Overcoming priors for visual question answering. In CVPR.

Arjun Akula, Soravit Changpinyo, Boqing Gong, Piyush Sharma, Song-Chun Zhu, and Radu Soricut. 2021. CrossVQA: Scalably generating benchmarks for systematically testing vqa generalization. In EMNLP.

Chris Alberti, Daniel Andor, Emily Pitler, Jacob Devlin, and Michael Collins. 2019. Synthetic QA corpora generation with roundtrip consistency. In ACL.

Malhie Alikhani, Piyush Sharma, Shengjie Li, Radu Soricut, and Matthew Stone. 2020. Cross-modal coherence modeling for caption generation. In ACL.

Stanislaw Antol, Aishwarya Agrawal, Jiasen Lu, Margaret Mitchell, Dhruv Batra, C. Lawrence Zitnick, and Devi Parikh. 2015. VQA: Visual question answering. In ICCV.

Pratyay Banerjee, Tejas Gokhale, Yezhou Yang, and Chitta Baral. 2021. WeaQA: Weak supervision via captions for visual question answering. In Findings of ACL-JINCNL.

Ronan Le Bras, Swabha Swayamdipta, Chandra Bhagavatula, Rowan Zellers, Matthew E. Peters, Ashish Subarval, and Yeqin Choi. 2020. Adversarial filters of dataset biases. In ICML.

Soravit Changpinyo, Piyush Sharma, Nan Ding, and Radu Soricut. 2021. Conceptual 12M: Pushing web-scale image-text pretraining to recognize long-tail visual concepts. In CVPR.

Wei-Lun Chao, Hexiang Hu, and Fei Sha. 2018a. Being negative but constructively: Lessons learnt from creating better visual question answering datasets. In NAACL.

Wei-Lun Chao, Hexiang Hu, and Fei Sha. 2018b. Cross-dataset adaptation for visual question answering. In CVPR.

Xinlei Chen, Hao Fang, Tsung-Yi Lin, Ramakrishna Vedantam, Saurabh Gupta, Piotr Dollar, and C. Lawrence Zitnick. 2015. Microsoft COCO Captions: Data collection and evaluation server. arXiv preprint arXiv:1504.00325.

Yen-Chun Chen, Linjie Li, Licheng Yu, Ahmed El Kholy, Faisal Ahmed, Zhe Gan, Yu Cheng, and Jingjing Liu. 2020. UNITER: Learning UNiversal Image-TExt Representations. In ECCV.

Jaemin Cho, Jie Lei, Hao Tan, and Mohit Bansal. 2021. Unifying vision-and-language tasks via text generation. In ICML.

Kaustubh D. Dhole and Christopher D. Manning. 2020. Syn-4GQ: Syntactic and shallow semantic rules for question generation. In ACL.

Esin Durmus, He He, and Mona Diab. 2020. FEQA: A question answering evaluation framework for faithfulness assessment in abstractive summarization. In ACL.

Manas Gaur, Kalpa Gunaratna, Vijay Srinivasan, and Hongxia Jin. 2021. Iseeq: Information seeking question generation using dynamic meta-information retrieval and knowledge graphs. arXiv preprint arXiv:2112.07622.

Yash Goyal, Tejas Khot, Douglas Summers-Stay, Dhruv Batra, and Devi Parikh. 2017. Making the V in VQA matter: Elevating the role of image understanding in visual question answering. In CVPR.

Mandy Guo, Qinlan Shen, Yinfei Yang, Heming Ge, Daniel Cer, Gustavo Abrego, Keith Stevens, Noah Constant, Yun-Hsun Sung, Brian Strope, and Ray Kurzweil. 2018. Efective parallel corpus mining using bilingual sentence embeddings. In WMT.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. 2016. Deep residual learning for image recognition. In CVPR.

Michael Heilman and Noah A. Smith. 2009. Question generation via overgenerating transformations and ranking. Technical report, Carnegie Mellon University.

Or Honovich, Leshem Choshen, Roez Aharoni, Ella Neeman, Idan Szpektor, and Omri Abend. 2021. Q2: Evaluating factual consistency in knowledge-grounded dialogues via question generation and question answering. In EMNLP.

Drew A. Hudson and Christopher D. Manning. 2019. QGA: A new dataset for real-world visual reasoning and compositional question answering. In CVPR.

Chao Jia, Yinfei Yang, Ye Xia, Yi-Ting Chen, Zarana Parekh, Hieu Pham, Quoc V. Le, Yunhuan Sun, Zhen Li, and Tom Duerig. 2021. Scaling up visual and vision-language representation learning with noisy text supervision. In ICML.

Yu Jiang, Vivek Natarajan, Xinlei Chen, Marcus Rohrbach, Dhruv Batra, and Devi Parikh. 2018. Pythia v0.1: the winning entry to the vqa challenge 2018. arXiv preprint arXiv:1807.09956.

Kushal Kafle and Christopher Kanan. 2017. An analysis of visual question answering algorithms. In ICCV.

Kushal Kafle, Mohammed Yousefahssien, and Christoph Kanan. 2017. Data augmentation for visual question answering. In INLG.

Jihyang Kil, Cheng Zhang, Dong Xuan, and Wei-Lun Chao. 2021. Discovering the unknown knowns: Turning implicit knowledge in the dataset into explicit training examples for visual question answering. In EMNLP.

Ranjay Krishna, Michael Bernstein, and Li Fei-Fei. 2019. Information maximizing visual question generation. In CVPR.

Ranjay Krishna, Yuke Zhu, Oliver Groth, Justin Johnson, Kenji Hata, Joshua Kravitz, Stephanie Chen, Yannis Kalantidis, Li-Jia Li, David A. Shamma, Michael Bernstein, and Li Fei-Fei. 2017. Visual Genome: Connecting language and vision using crowdsourced dense image annotations. IJCV, 123(1):32–73.

Tom Kwiatkowski, Jennimaria Palomaki, Olivia Redfield, Michael Collins, Ankur Parikh, Chris Alberti, Danielle Epstein, Illia Polosukhin, Jacob Devlin, Kenton Lee, Kristina Toutanova, Llion Jones, Matthew Kelcey, Ming-Wei Chang, Andrew M. Dai, Jakob Uszkoreit, Quoc Le, and Slav Petrov. 2019. Natural Questions: a benchmark for question answering research. TACL, 7:453–466.
Table 6: Answer candidates extracted from the sentence “two bears are laying down on the ice” and the mechanism used to extract them.

| Candidate Answer | Noun Phrase | POS | Parse Tree | Boolean |
|------------------|-------------|-----|------------|---------|
| two              | V           | V   | V          |         |
| **'bears'**      | V           | V   | V          |         |
| **'two bears'**  | V           | V   | V          |         |
| **'laying'**     | V           | V   | V          |         |
| **'laying down'**| V           | V   | V          |         |
| **'ice'**        | V           | V   | V          |         |
| **'the ice'**    | V           | V   | V          |         |
| **'on the ice'** |             |     |            |         |
| **'no'**         | V           | V   | V          |         |
| **'yes'**        | V           | V   | V          |         |

A Answer candidate by method

Table 6 exemplifies which types of answer candidates are extracted by the different answer extraction methods introduced in Section 3.1.

B Additional analysis of Generated Data

Table 7 presents the top question prefixes and their distribution in the VQA2.0 and VQ2A-based dev sets, showing significant differences between datasets. Many questions in VQA2.0 are of boolean answer type, e.g. ‘is the’, ‘is there’ and ‘does the’, summing to 29.2%. In addition, (‘how many’) questions are frequent, 11%. Finally, questions for the color attribute are standing out with 9%. On the other hand, COCO and CC3M questions are more explanatory in nature, with the majority of questions (45.5% in COCO, 43.9% in CC3M) of the form ‘what is/are/do/does/type’. Another type that is more prominent in COCO and CC3M are ‘where is/are’ questions, which are more than twice frequent compared to VQA2.0.

Another difference between the manually curated VQA2.0 dataset and the VQ2A automatically generated datasets is question and answer word length distribution (Fig. 5 and 6). The questions in VQ2A-CC3M and VQ2A-COCO have an average word length of 8.3 and 7.8 respectively, while the average VQA2.0 is 6.3. Inspecting the generated questions, we noticed that QG model tends to quote parts of the caption, extending the question length. The average answer word length in VQ2A-CC3M and VQ2A-COCO is 1.76 and 1.85 words respectively, while in VQA2.0 it is 1.1. While all answers tend to be short, the VQ2A-induced datasets have more “detailed” answers of length 2-3 words.

Fig. 4 provides additional examples of VQ2A COCO and CC3M generated VQA triplets, show-
Table 7: Most popular question prefix distribution on valid questions whose answers are in the 6k target vocabulary.

| Question Prefix | VQA2.0 | VQA2-A-COCO | VQA2-A-CC3M | Question Example from VQA2-COCO |
|-----------------|--------|-------------|-------------|---------------------------------|
| 'What is'       | 0.140  | 0.288       | 0.217       | 'What is the man swinging?'      |
| 'How many'      | 0.110  | 0.022       | 0.005       | 'How many people are standing in front of a tv?' |
| 'Is the'        | 0.098  | 0.084       | 0.053       | 'Is the baby wearing a Santa hat?' |
| 'What color'    | 0.090  | 0.022       | 0.018       | 'What color is the man’s hair?'  |
| 'What is this'  | 0.082  | 0.008       | 0.015       | 'Is this a safe way to fly?'     |
| 'Is there'      | 0.037  | 0.011       | 0.022       | 'Is there a pool in the backyard?' |
| 'What kind'     | 0.025  | 0.049       | 0.078       | 'What kind of truck is the yellow one?' |
| 'What are'      | 0.024  | 0.049       | 0.022       | 'What are the sheep and other animals roaming?' |
| 'Are the'       | 0.024  | 0.022       | 0.007       | 'Are the apples on the cutting board green?' |
| 'Are there'     | 0.020  | 0.002       | 0.004       | 'Are there any exceptions to this rule?' |
| 'Where is'      | 0.019  | 0.071       | 0.034       | 'Where is the tennis player pictured?' |
| 'What type'     | 0.018  | 0.006       | 0.022       | 'What type of picture is this?'   |
| 'Is it'         | 0.017  | 0.001       | 0.005       | 'Is it possible to eat a whole pizza?' |
| 'Does the'      | 0.014  | 0.007       | 0.007       | 'Does the adult giraffe have any young?' |
| 'What does'     | 0.011  | 0.015       | 0.038       | 'What does a giraffe do with its long neck?' |
| 'Where are'     | 0.006  | 0.032       | 0.014       | 'Where are the skateboarders in the photo?' |
| 'Who is'        | 0.005  | 0.054       | 0.020       | 'Who is in the photo?'            |
| 'What do'       | 0.002  | 0.003       | 0.018       | 'What do the father and son ride?' |
| 'What was'      | 0.000  | 0.009       | 0.023       | 'What was the woman looking at?'  |
| 'What did'      | 0.000  | 0.001       | 0.021       | 'What did the cat lay inside of?' |

Figure 4: Additional examples from VQA2-A COCO (top) and VQA2-A CC3M (bottom). Questions with the green background are present in VQA2.0.

Figure 5: Question length distributions per dataset.

Figure 6: Answer length distributions per dataset.

Table 8 depicts the percentage of questions of each type (prefix) that were retained (not filtered out) when applying the question answer validation phase of VQA2 (Section 3.3).
Figure 7: VQA2.0 (top), VQ2A-COCO (middle), VQ2A-CC3M (bottom) sunburst plots of question prefixes.

Table 8: Question filtering stats.

| Question Prefix | VQ2A-COCO Filter Pass Ratio | VQ2A-CC3M Filter Pass Ratio |
|-----------------|-----------------------------|-----------------------------|
| 'What is'       | 0.73                        | 0.65                        |
| 'Is the'        | 0.64                        | 0.39                        |
| 'What kind'     | 0.84                        | 0.80                        |
| 'How many'      | 0.83                        | 0.51                        |
| 'What color'    | 0.92                        | 0.90                        |
| 'Where is'      | 0.79                        | 0.79                        |
| 'Is this'       | 0.83                        | 0.62                        |
| 'What are'      | 0.75                        | 0.71                        |
| 'Who is'        | 0.85                        | 0.79                        |
| 'Is there'      | 0.73                        | 0.47                        |
| 'What does'     | 0.75                        | 0.67                        |
| 'Are the'       | 0.58                        | 0.32                        |
| 'Where are'     | 0.80                        | 0.81                        |
| 'What type'     | 0.84                        | 0.81                        |
| 'What was'      | 0.72                        | 0.67                        |
| 'Does the'      | 0.60                        | 0.43                        |
| 'Are there'     | 0.80                        | 0.62                        |
| 'What do'       | 0.76                        | 0.72                        |
| 'What did'      | 0.69                        | 0.64                        |
| 'Is it'         | 0.62                        | 0.59                        |

C Implementation Details

C.1 Details on Data Processing

Our default question and answer preprocessor is based on (Jiang et al., 2018; Singh et al., 2020)\(^6\), with the exception of GQA which we use \(^7\). The unified answer vocabulary used in our experiments is the union of top answers from existing COCO-based VQA benchmarks: VQA2.0 (3,128, minimum answer frequency=9), GQA (1,843, all), OKVQA (2,000, top), and Visual7W (3,140, minimum answer frequency=3) of total size 5,971.

For each image-unique question pair generated by our VQ2A approach, we reduce or expand a list of possibly different candidate answers based on the list length, such that we eventually have a target list of answers of size 10. In particular, we first sort the answers based on their lengths (“dog” before “black dog”), and select up to top-10 answers. If the list length is less than 10, we replicate each of the top answers one-by-one until we have the list of size 10, similar to the process in OKVQA(Marino et al., 2019). This is to ensure that we can adopt VQA Accuracy to make the performance comparison.

\(^6\)https://github.com/facebookresearch/mmf/blob/main/mmf/datasets/processors/processors.py

\(^7\)https://github.com/stanfordnlp/mac-network/blob/gqa/preprocess.py
C.2 Details on Training and Evaluating Visual Question Answering

Our code for the VQA model is based on the Flaxformer framework\(^8\). Both the text encoder and the multi-modal encoder have 6 blocks of Transformers, each of which consists of self-attention and a feed-forward network. We use 12 heads of inner dimension of 64, the embedding dimension of 768, and the MLP dimension of 2048. During training, we use Adafactor (Shazeer and Stern, 2018), with an initial learning rate of 0.0025, a linear warm-up step of 5K for (pre-)training and 1K for fine-tuning, and an “inverse square root” learning rate schedule \(\frac{1}{\sqrt{\text{max}(n,k)}}\), where \(n\) is the current training iteration and \(k\) is the number of warm-up steps. We use a dropout rate of 0.0. We train each of the models with data parallelism using 16 Cloud TPU Pods\(^9\), each with a batch size of 256, unless otherwise stated.

The default numbers of training steps during training and fine-tuning are 100K and 30K, respectively. The exceptions are OKVQA (30K/15K) and VQA\(^2\)A CC3M (150K/NA). In addition, in the two-stage training where we fine-tune a VQA\(^2\)A-CC3M model with VQA\(^2\)A COCO, we also use 100K steps. Each single training run on average took fewer than 10 hours, including the time used to evaluate a checkpoint — every 1K iterations. For instance, training on VQA2.0 took approximately 7 hours, VQA\(^2\)A COCO 13 hours, VQA\(^2\)A CC3M 10 hours. Note that VQA\(^2\)A COCO has larger evaluation set than other datasets, hence taking longer time to to train then VQA\(^2\)A CC3M.

The hyperparameters for Transformers are selected to be consistent with a T5-base checkpoint, which has 220 million parameters (Raffel et al., 2020) (except that now we have 2 encoders rather than an encoder and a decoder). We initially tuned the initial learning rate (0.0125, 0.075, 0.025, 0.00125, 0.00075) and the dropout rate (0.0, 0.1, 0.2) on a fully-supervised model on VQA2.0 baseline using VQA Accuracy and observed that 0.0025 and 0.0 work robustly across our experiments but we did not extensively tuned them in all of our experiments.

We implement VQA Accuracy ourselves based on the official challenge page for VQA2.0\(^10\).

\(^8\)https://github.com/google/flaxformer
\(^9\)https://cloud.google.com/tpu
\(^10\)https://visualqa.org/evaluation.html

### Table 9

| Question Prefix | VQA2.0 Supervised | VQA\(^2\)A-COCO Zero-shot | VQA\(^2\)A-CC3M Zero-shot |
|-----------------|------------------|--------------------------|--------------------------|
| 'is there'      | 98.6             | 98.1                     | 98.2                     |
| 'are there'     | 98.0             | 97.1                     | 97.2                     |
| 'does this'     | 98.0             | 95.1                     | 95.8                     |
| 'are they'      | 96.9             | 95.0                     | 95.3                     |
| 'does the'      | 96.4             | 95.2                     | 95.9                     |
| 'is it'         | 96.3             | 91.4                     | 92.7                     |
| 'is this'       | 96.1             | 91.2                     | 92.8                     |
| 'are the'       | 95.6             | 92.1                     | 93.1                     |
| 'are these'     | 95.3             | 91.7                     | 92.9                     |
| 'what color'    | 69.2             | 64.8                     | 56.8                     |
| 'what kind'     | 56.3             | 35.8                     | 31.4                     |
| 'what type'     | 54.4             | 32.3                     | 30.8                     |
| 'what are'      | 51.3             | 40.2                     | 33.9                     |
| 'how many'      | 49.3             | 29.4                     | 19.5                     |
| 'what is'       | 48.5             | 39.4                     | 32.2                     |
| 'where are'     | 40.9             | 33.9                     | 27.6                     |
| 'where is'      | 35.1             | 26.0                     | 23.0                     |
| 'what does'     | 33.0             | 24.1                     | 20.3                     |
| 'what time'     | 23.6             | 11.9                     | 12.7                     |

Table 9: Average accuracy (%) on VQA2.0 for the most common question prefixes.

### Additional Results

Table 9 offers the Accuracy of the supervised VQA2.0 model, as well as of the zero-shot VQA\(^2\)A models, on the VQA2.0 devset, split by most common question prefixes. The Table is sorted by the supervised model’s Accuracy. It shows a several performance differences, first between all types of boolean questions, which all have high precision on all models, vs. other types, which show not only lower performance for all models, but also more significant performance drop between the supervised and zero-shot models.

Table 10 shows the zero-shot performance of models when using all of the VQA\(^2\)A dev sets, not only the manually validated sample, for which Table 5 reports results. What we see is that the difference in performance on the whole VQA\(^2\)A dev sets (Table 10) is similar in magnitude to that of the manually validated dev samples (Table 5), and most importantly, it keeps the order of models in terms of capabilities/performance. We therefore suggests that the utility of the VQA\(^2\)A approach could go beyond training; it can be used as an automatic test-bed for VQA robustness, if not for absolute figures, for ranking models for robustness zero-shot capabilities.

Table 11 shows the effect of candidate answer types on the VQA2.0 performance. We train our model on VQA\(^2\)A COCO or VQA\(^2\)A CC3M subsets with questions with (i) noun answers, (ii) yes/no answers, (iii) answers containing color-related tokens based on a list of common colors from Wikipedia,
and (iv) answers containing digits from 0 to 100.

We then evaluate models trained on these subsets on VQA2.0 using VQA Accuracy and the normalized version (by the percentage of evaluation questions with corresponding answer types). This highlights the importance of incorporating diverse answer candidates in our datasets. We also observe that VQA CC3M is on par with VQA COCO on yes/no-answer questions but are behind on nouns, color, and number, which we attribute to their lower degree image-text relevance, less mentioning of colors (due to the style of alt-texts vs. captions), and digit substitution.

Table 12 shows the effect of scale on the VQA2.0 performance. We randomly sampled 10%, 20%, and 50% of VQA COCO or VQA CC3M training data. We observe that the bigger the data, the higher the accuracy. However, the gain is diminishing. We identify improving the data generation process to achieve higher degree of diversity in the output as interesting future work.

Table 13 provides question-only baselines (no image features as input). Interestingly, the models trained on our generated VQA data has similar answer distributions to those of existing VQA benchmarks. At the same time, this reveals the exploitation of the language bias, suggesting that additional research on bias mitigation is needed, both in terms of model and data (existing benchmarks and our datasets).

### E Further Considerations

**Information that names or uniquely identifies individual people or offensive content.** COCO Captions are human-curated and cleaned while the approach to collection of CC3M upholds rigorous privacy and ethics standards such as the removal of offensive content and hypernymization. This significantly mitigates the risks that our VQA datasets would contain such information.

**Intended uses.** Due to considerations and limitations as we mention in Section 6, COCO Captions, CC3M, and our induced VQA is intended to be used for research-only purposes.