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Abstract

We give detailed description for continuous version of the classical IRF-Vertex relation, where on the IRF side we deal with the Calogero-Moser-Sutherland models. Our study is based on constructing modifications of the Higgs bundles of infinite rank over elliptic curve and its degenerations. In this way the previously predicted gauge equivalence between L-A pairs of the Landau-Lifshitz type equations and 1+1 field theory generalization of the Calogero-Moser-Sutherland models is described. In this paper the \( sl_2 \) case is studied. Explicit changes of variables are obtained between the rational, trigonometric and elliptic models.
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1 Introduction and summary

We begin with a brief review of the gauge equivalence between the 2-body Calogero-Moser model and the Euler top. Then we proceed to the level of 1+1 field generalizations based on the usage of L-A pairs with spectral parameter on elliptic curve and satisfying the Zakharov-Shabat equation [21, 9, 19]. Our aim is to show that the gauge equivalence holds true at this level as well and provides explicit change of variables.

Two-body Calogero-Moser model. In this paper we deal with the Calogero-Moser model [5]. Its elliptic version for the 2-body model (in the center of mass frame) is described by the Hamiltonian

\[ H^\text{CM}_0 = \frac{p^2}{2} - \frac{\nu^2}{8} \wp(q), \] (1.1)

and the canonical Poisson bracket

\[ \{p, q\} = 1. \] (1.2)

The potential is given by the Weierstrass elliptic function (A.5). It is the simplest example of the \(N\)-body model. All variables are \(C\)-valued including the coupling constant \(\nu\) and the elliptic moduli \(\tau\), so that one can easily change signs if needed. Although the model (1.1) describes a single degree of freedom (and therefore, it is Liouville integrable) we use the Lax pair with spectral parameter \(z\) given by the pair of matrices [10]:

\[ L^\text{CM}(z) = \left( \begin{array}{cc} \nu & p \\ \frac{\nu}{2} \phi(-z, q) & -p \end{array} \right), \quad M^\text{CM}(z) = \frac{1}{4} \left( \begin{array}{cc} 0 & \nu f(-z, q) \\ \nu f(-z, -q) & 0 \end{array} \right), \] (1.3)

where the functions \(\phi(z, q)\) and \(f(z, q)\) are given in (A.6), (A.7). The Lax equation

\[ \dot{L}(z) = \{H, L(z)\} = [L(z), M(z)] \] (1.4)

for (1.1)-(1.3) holds true identically in \(z\) on the equations of motion

\[ \dot{p} = \frac{\nu^2}{8} \wp'(q), \quad \dot{q} = p, \] (1.5)

generated by the Hamiltonian (1.1) and the Poisson bracket (1.2). The Hamiltonian (1.1) appears from the generating function of conservation laws:

\[ \frac{1}{4} \text{tr} \left( L^\text{CM}(z) \right)^2 = H^\text{CM}_0 + \frac{\nu^2}{8} \wp(z). \] (1.6)

Complexified Euler top in \(\mathbb{C}^3\). It is defined by the Hamiltonian

\[ H^\text{top}_0 = -\frac{1}{2} \sum_{\alpha=1}^3 S^2_\alpha \wp(\omega_\alpha) \] (1.7)

and the Poisson-Lie structure on sl\(^*\)(2, \(\mathbb{C}\)) (complexification of su\(^*\)(2))

\[ \{S_\alpha, S_\beta\} = -\sqrt{-1} \varepsilon_{\alpha\beta\gamma} S_\gamma. \] (1.8)

The variables \(S_\alpha\) are naturally arranged into the traceless \(2 \times 2\) matrix \(S = \sum_{\alpha=1}^3 \sigma_\alpha S_\alpha\) in the Pauli matrices basis. Equations of motion \(\dot{S} = \{H^\text{top}_0, S\}\) then takes the form

\[ \dot{S} = [J(S), S] \quad J(S) = \sum_{\alpha=1}^3 S_\alpha J_\alpha \sigma_\alpha, \quad J_\alpha = -\frac{1}{2} \wp(\omega_\alpha). \] (1.9)
Notice again that all variables are complex. The vector \((S_1, S_2, S_3)\) is a complexification of the angular momentum vector of a rigid body (the Euler top). The constants \(J_\alpha\) are components of the inverse inertia tensor in principle axes. In (1.9) all \(J_\alpha\) depend on a single parameter – elliptic moduli \(\tau\). In order to have a set of free parameters \(J_\alpha\) one may multiply \(H_{\text{top}}^0\) by an arbitrary constant and also shift it by an expression proportional to the Casimir function \(C_2 = \frac{1}{2} \sum_{\alpha=1}^{3} S_\alpha^2\) of (1.8). Equations of motion (1.9) for the Hamiltonian (1.7) admit the Lax representation (1.4). The Lax pair (1.9) is
\[
L_{\text{top}}^{\text{CM}}(z, S) = \sum_{\alpha=1}^{3} S_\alpha \varphi_\alpha(z) \sigma_\alpha, \quad M_{\text{top}}^{\text{CM}}(z, S) = -\frac{1}{2} \sum_{\alpha=1}^{3} S_\alpha f_\alpha(z) \sigma_\alpha. \tag{1.10}
\]

Similarly to (1.6) we have
\[
\frac{1}{4} \text{tr} \left( L_{\text{top}}^{\text{CM}}(z)^2 \right) = \frac{1}{2} \sum_{\alpha=1}^{3} S_\alpha^2 \varphi_\alpha(z)^2 = H_{\text{top}}^0 + C_2 \varphi(z), \tag{1.11}
\]
\[
H_{\text{top}}^0 = \frac{1}{2} \text{tr}(SJ(S)), \quad C_2 = \frac{1}{4} \text{tr}(S^2).
\]

**Gauge equivalence.** The above models were shown to be gauge equivalent in \(\mathfrak{gl}_N\) case [14]. The \(\mathfrak{sl}_2\) case is the simplest example of the Symplectic Hecke correspondence. Introduce the matrix
\[
g(z) = \begin{pmatrix}
\theta_{00}(z+q|2\tau) & -\theta_{00}(z-q|2\tau) \\
-\theta_{10}(z+q|2\tau) & \theta_{10}(z-q|2\tau)
\end{pmatrix}. \tag{1.12}
\]
The gauge equivalence
\[
L_{\text{top}}^{\text{CM}}(z) = g(z) L_{\text{top}}^{\text{CM}}(z) g^{-1}(z) \tag{1.13}
\]
holds true identically in \(z\) and provides explicit change of variables \(S_\alpha = S_\alpha(p, q, \nu)\):
\[
\begin{aligned}
S_1(p, q, \nu) &= p \frac{\theta_{01}(0) \theta_{01}(q)}{\vartheta'(0)} + \nu \frac{\theta_{01}^2(0)}{2 \theta_{00}(0) \theta_{10}(0)} \frac{\theta_{00}(q) \theta_{10}(q)}{\vartheta^2(q)}, \\
S_2(p, q, \nu) &= p \frac{\sqrt{-1} \theta_{00}(0) \theta_{00}(q)}{\vartheta'(0)} + \nu \frac{\sqrt{-1} \theta_{00}^2(0) \theta_{10}(q) \theta_{00}(q)}{2 \theta_{10}(0) \theta_{01}(0)} \frac{\theta_{01}(q)}{\vartheta^2(q)}, \\
S_3(p, q, \nu) &= p \frac{\theta_{10}(0) \theta_{10}(q)}{\vartheta'(0)} + \nu \frac{\theta_{10}^2(0)}{2 \theta_{00}(0) \theta_{10}(0)} \frac{\theta_{00}(q) \theta_{01}(q)}{\vartheta^2(q)}.
\end{aligned} \tag{1.14}
\]

The map \((p, q) \rightarrow (S_1, S_2, S_3)\) is symplectic, i.e., the Poisson brackets between the functions \(S_\alpha(p, q, \nu)\) evaluated through the canonical brackets (1.2) provide the linear Poisson-Lie structure (1.8). The relation (1.13) implies equality of the r.h.s. of (1.6) and (1.11), that is the Casimir function (1.11) is fixed as \(C_2 = \nu^2/8\). In this way the symplectic leaf of (1.8) is fixed through the value of the Calogero-Moser coupling constant. It means that the matrix \(S(p, q, \nu)\) has fixed eigenvalues \(\{\lambda, -\lambda\}\) with \(\lambda = \nu/2\). Using identity (A.35) let us put (1.14) in a more convenient and compact form:
\[
S_\alpha(p, q, \nu) = c_\alpha(\tau) \left( p - \frac{\nu}{2} \partial_q \right) \varphi_\alpha(q), \tag{1.15}
\]
\[
c_1(\tau) = \left( \frac{\theta_{01}(0)}{\vartheta'(0)} \right)^2, \quad c_2(\tau) = \sqrt{-1} \left( \frac{\theta_{00}(0)}{\vartheta'(0)} \right)^2, \quad c_3(\tau) = \left( \frac{\theta_{10}(0)}{\vartheta'(0)} \right)^2. \tag{1.16}
\]

\[^3\text{The gauge equivalence can be also viewed as the classical version of the IRF-Vertex relation. The matrix of type (1.14) is known from studies of the 8-vertex quantum models [4].}\]
Landau-Lifshitz equation. The field generalization for the Euler top (1.9) is the Landau-Lifshitz equation [13, 19]:
\[ \partial_t S = [J(S), S] - \alpha_0 [S, S_{xx}] , \quad S_{xx} = \partial_x^2 S , \]
where \( J(S) \) is from (1.9) and
\[ \alpha_0 = k^2/(8\lambda^2) \]
is a constant parameter. Here \( \lambda \in \mathbb{C} \) (also constant) is an eigenvalue of the matrix \( S \) – the norm of the vector \( (S_1, S_2, S_3) \), and \( k \) is a constant coefficient behind \( \partial_x \). The limit \( k \to 0 \) provides transition to the classical mechanics of the Euler top (1.9). The dynamical variables \( S_\alpha = S_\alpha(t, x) \) are fields on 1+1 spacetime. In the real case \( (S_1, S_2, S_3) \) is a magnetization (normalized) vector in \( \mathbb{R}^3 \). We deal with a complexified version of the Landau-Lifshitz equation similarly to complexification of the Euler top. At the same time \( x \) is coordinate on a circle: \( x \in S^1 \). The Poisson-Lie structure is the one on the loop Lie coalgebra \( L^*(\text{sl}(2, \mathbb{C})) \):
\[ \{S_\alpha(x), S_\beta(y)\} = -\sqrt{-1} \epsilon_{\alpha\beta\gamma} S_\gamma(x) \delta(x - y) , \]
The fields are periodic functions on a circle with coordinate \( x \). Equation (1.17) is generated by (1.19) and the Hamiltonian
\[ \mathcal{H}^{LL} = \frac{1}{2} \oint dx \left( \text{tr}(SJ(S)) - \alpha_0 \text{tr}(S_X^2) \right) . \]
It was shown in [19] that the Landau-Lifshitz equation (1.17) is represented in the Zakharov-Shabat (or zero curvature) form [21]
\[ \partial_t U(z) + k \partial_x V(z) = [U(z), V(z)] \]
identically in \( z \) with
\[ U^{LL}(z) = L^{\text{top}}(z, S) = \sum_{\alpha=1}^3 S_\alpha \varphi_\alpha(z) \sigma_\alpha , \]
\[ V^{LL}(z) = \frac{1}{2} \left( E_1(z)L^{\text{top}}(z, S) + 2M^{\text{top}}(z, S) - L^{\text{top}}(z, v) \right) = \frac{1}{2} \sum_{\alpha=1}^3 \left( S_\alpha \varphi_\beta(z) \varphi_\gamma(z) - v_\alpha \varphi_\alpha(z) \right) \sigma_\alpha , \]
where the matrix \( v \)
\[ v = \sum_{\alpha=1}^3 v_\alpha \sigma_\alpha = -\frac{k}{4\lambda^2} [S, S_x] \in \text{Mat}_2 , \]
is a solution of condition \( k S_x = [v, S] \) solved by the usage of the characteristic equation \( S^2 = \lambda^2 1_{2\times2} \) and its derivative: \( SS_x + S_x S = 0 \).

1+1 field generalizations of Calogero-Moser system. In this case the momentum and coordinate become fields on \( S^1 \) and the canonical Poisson bracket (1.2) turns into
\[ \{p(x), q(y)\} = \delta(x - y) . \]
It was shown in [11] and [14] that the two-body Hamiltonian is generalized as follows:
\[ \mathcal{H}^{CM} = \frac{1}{2} \oint dx \left( p^2 \left( 1 - \frac{k^2 q_x^2}{c^2} \right) + \frac{(3k^2 q_x^2 - c^2)}{4} \varphi(q) - \frac{k^4 q_{xx}^2}{4(c^2 - k^2 q_x^2)} \right) , \]
where \( c \) is a constant. Equations of motion takes the form:

\[
q_t = p \left(1 - \frac{k^2 q_x^2}{c^2}\right),
\]

\[
p_t = \frac{k^2}{c^2} \partial_x \left(p^2 q_x\right) - \frac{(3k^2 q_x^2 - c^2)}{8} \varphi'(q) + \frac{3k^2}{4} \partial_x (q_x \varphi(q)) + \frac{k^4}{4} \partial_x \left(\frac{q_{xxx} \tilde{\nu} - \tilde{\nu}_x q_{xx}}{\tilde{\nu}^3}\right),
\]

where

\[
\tilde{\nu} = \sqrt{c^2 - k^2 q_x^2}, \quad c = \text{const}.
\]

These equations are represented in the Zakharov-Shabat form (1.21) with

\[
U^\text{CM}(z) = \frac{1}{2} \begin{pmatrix}
2p - kq_x E_1(z) & \tilde{\nu} \phi(-z, q) \\
\tilde{\nu} \phi(-z, -q) & -2p + kq_x E_1(z)
\end{pmatrix},
\]

and traceless \( V^\text{CM}(z) \) with matrix elements

\[
V^\text{CM}\,_{11}(z) = \frac{1}{4} \left(2q_t E_1(z) + \frac{4k}{c^2} p^2 q_x - 3kq_x \varphi(q) - k^3 \left(\frac{q_{xxx} \tilde{\nu} - \tilde{\nu}_x q_{xx}}{\tilde{\nu}^3}\right) + kq_x (E_2(q) - E_2(z))\right),
\]

\[
V^\text{CM}\,_{22}(z) = -V^\text{CM}\,_{11}(z)
\]

and

\[
V^\text{CM}\,_{12}(z) = \frac{\tilde{\nu}}{4} \left(f(-z, q) + \left(E_1(z) + \frac{2kpq_x}{c^2} + \frac{k^2 q_{xx}}{\tilde{\nu}^2}\right) \phi(-z, q)\right),
\]

\[
V^\text{CM}\,_{21}(z) = \frac{\tilde{\nu}}{4} \left(f(-z, -q) + \left(E_1(z) + \frac{2kpq_x}{c^2} - \frac{k^2 q_{xx}}{\tilde{\nu}^2}\right) \phi(-z, -q)\right).
\]

In the limit to the classical mechanics \( k \to 0 \) the constant \( c \) becomes the coupling constant \( \nu \) (together with \( \tilde{\nu} \)): \( \tilde{\nu} = c = \nu \). In this limit the matrix \( V \) (1.30)-(1.33) turns into

\[
V^\text{CM}(z) \xrightarrow{k=0} M^\text{CM}(z) + \frac{1}{2} E_1(z) L^\text{CM}(z),
\]

and the second term is not necessary in mechanics since it is cancelled out from the Lax equation (1.4).

**Purpose of the paper.** While the Lax equations (1.4) are gauge invariant in the general case with respect to adjoint action \( L \to fLf^{-1} \) (together with \( M \to fMf^{-1} \to \dot{f}f^{-1} \)), the matrix \( U \) in the zero curvature equation (1.21) is a component of the connection along the loop \( S^1 \) in the algebra \( L(\text{sl}(2, \mathbb{C})) \), so that it transforms as \( U \to fUf^{-1} + kf_x f^{-1} \). Based on the gauge equivalence at the level of classical mechanics (1.13) it is reasonable to expect a similar relation for 1+1 models:

\[
U^{\text{LL}}(z) = \tilde{g} U^\text{CM}(z) \tilde{g}^{-1} + k \tilde{g}_x \tilde{g}^{-1}
\]

with some gauge transformation \( \tilde{g} \). It can be verified that the choice (1.14) \( \tilde{g} = g \) from mechanics does not match the field case since the r.h.s. of (1.35) with \( \tilde{g} = g \) provides different from \( U^{\text{LL}}(z) \) dependence on \( z \). We need the r.h.s. of (1.35) to be a matrix valued function (of \( z \)) of the form \( U^{\text{LL}}(z) \) (1.22). Then the coefficients behind \( \varphi_\alpha(z) \sigma_\alpha \) could be identified with \( S_\alpha \).

The aim of the paper is to define the gauge transformation \( \tilde{g}(z) \) and find the change of variables between the Landau-Lifshitz model (1.19)-(1.20) and the 1+1 Calogero-Moser model (1.25)-(1.26) in the elliptic, trigonometric and rational cases.
It must be emphasized that (as was mentioned in [11]) the change of variables between (1.17) and (1.27) was already found by A. Shabat in the elliptic case. His aim was to include equation (1.27) into the classification of the second order nonlinear integrable equations [20]. Unfortunately, we could not find these results in published papers to compare to ours.

Our construction is based on the group-theoretical approach of [14]. Its advantage is that it can be generalized to \( N \)-body 1+1 Calogero-Moser model. We plan to study it in future publications. Also, our method is applicable to trigonometric and rational models. While the trigonometric and rational limits are simple on the side of Calogero-Moser model, they are quite difficult at the Landau-Lifshitz side. The underlying \( R \)-matrices (in the discrete cases) are the 7-th and 11-th vertex \( R \)-matrices found in [6]. Our approach allows to avoid these difficulties. We do not perform the scaling limits from the elliptic model, but just choose an appropriate \( \tilde{g} \) and apply the gauge transformation (1.35) to the rational and trigonometric Calogero-Moser models. This strategy yields the correct answers.

Let us also remark that the gauge equivalence between integrable hierarchies is a widely known phenomenon. We mention three examples close to our case. The first one is the gauge equivalence between 1+1 Heisenberg magnet (the real case of the Landau-Lifshitz equation (1.17) with \( J(S) = 0 \)) and the nonlinear Schrödinger equation (in some special case) [22]. Its extensions to the Landau-Lifshitz case are also known [12]. The canonical coordinates in the NLS equation differ from those in the Calogero-Moser model. We will clarify relation of our results to NLS type models in our future works. The second example is the gauge transformation with the classical \( r \)-matrix structure in WZNW (and Toda) theories described in [3]. And the third example is the already mentioned IRF-Vertex relation in the quantum statistical models [4]. Our results can be treated as 1+1 continuous version of the classical IRF-Vertex relation for the vertex models with elliptic Baxter’s \( R \)-matrix and those degenerations described in [6].

The paper is organized as follows. In the next Section the elliptic case is studied. We explain how to modify the definition of the gauge transformation (1.12) in order to obtain \( \tilde{g} \). Then we apply it as in (1.35) and derive the field generalization for the change of variables (1.14)-(1.16). In Sections 3 and 4 similar results are obtained in trigonometric and rational cases. A brief summary of results is made in the Conclusion. In the Appendix we collect the elliptic function identities needed for calculations in Section 2.

## 2 Elliptic models

We first recall how the matrix \( g(z) \) was defined in the classical mechanics in (1.13), and then explain how it should be modified in the 1+1 field case.

### 2.1 Construction of the gauge transformation

**Mechanical case.** Let us represent \( g(z) \) (1.12) in the form:

\[
g(z) = \Xi(z)D^{-1}, \quad \Xi(z) = \begin{pmatrix}
\theta_{00}(z + q\,|\,2\tau) & \theta_{00}(z - q\,|\,2\tau) \\
-\theta_{10}(z + q\,|\,2\tau) & -\theta_{10}(z - q\,|\,2\tau)
\end{pmatrix}, \quad D^{-1} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\]  

The matrix \( g(z) \) is defined by the set of properties [14]. First of all \( g(z) \) must properly change the transition functions of the Lax matrices describing their behavior on the lattice of periods. The Lax matrix is a section of the Higgs bundle over elliptic curve. More precisely, it is a section of \( \text{End}(V) \)-bundle for some holomorphic vector bundle \( V \) given by its transition functions \( h_1(z) \) and \( h_\tau(z) \) on the torus. So that

\[
L(z + 1) = h_1(z)L(z)h_1^{-1}(z), \quad L(z + \tau) = h_\tau(z)L(z)h_\tau^{-1}(z).
\]
The underlying vector bundles for $L_{CM}(z)$ and $L_{top}(z)$ are different\footnote{As is explained in \cite{14} the transformation $g(z)$ changes degree of underlying vector bundle since it adds a zero (to sections) at $z = 0$: $\det g(z) \sim \vartheta(z)$. Such maps are called modifications of bundles. They are locally fixed by the choice of a point ($z = 0$) and a direction in the fiber. The latter is fixed by the matrix $D$ in \eqref{2.1}. See below.}. It follows from the consistency of the conditions \eqref{2.2} applied to both sides of \eqref{1.13} that the gauge transformation $g(z)$ should have the following properties (up to a scalar factor):

$$g(z + 1) = h_{1}^{top}(z)g(z)(h_{1}^{CM}(z))^{-1}, \quad g(z + \tau) = h_{r}^{top}(z)g(z)(h_{r}^{CM}(z))^{-1}. \quad (2.3)$$

Using \eqref{A.22}-\eqref{A.24} one can find the transition functions for the mechanical model \eqref{1.3}

$$h_{1}^{CM}(z) = 1_{2 \times 2}, \quad h_{r}^{CM}(z) = \exp(\pi \nu \sigma_{3}), \quad (2.4)$$

and for the Lax matrix \eqref{1.10} of the Euler top:

$$h_{1}^{top}(z) = \sigma_{3}, \quad h_{r}^{top}(z) = \exp(\pi \nu \sigma_{1}). \quad (2.5)$$

The matrix $\Xi(z)$ entering $g(z)$ in \eqref{2.1} satisfies \eqref{2.3} up to a scalar constant factor (it is cancelled out in the adjoint action). Moreover, the matrix $\Xi(z)$ saves this property after multiplication from the right by any diagonal matrix since $h_{1}^{CM}(z)$ and $h_{r}^{CM}(z)$ are also diagonal.

In this way we come to $g(z) = \Xi(z)D^{-1}$ with an arbitrary diagonal matrix $D$. This freedom is fixed by the next argument. The matrix $\Xi(z)$ is degenerated at $z = 0$:

$$\det \Xi(z) \equiv A.26 - \vartheta(z)\vartheta(q). \quad (2.6)$$

Therefore, $\Xi(z)^{-1}$ has simple pole at $z = 0$, and the conjugation of the Lax matrix $L_{CM}(z)$ (which also has simple pole at $z = 0$) may result in appearance of the second order pole, which is absent in $L_{top}(z)$. A sufficient condition to avoid appearance of the second order pole is as follows \cite{14}: an eigenvector $\vec{u}$ of the residue matrix $\operatorname{Res}_{z=0} L_{CM}(z)$ should belong to the kernel of $g(0)$, i.e.

$$g(0)\vec{u} = 0 \quad \text{for} \quad \vec{u} \in \text{Eigenspace} \left( \operatorname{Res}_{z=0} L_{CM}(z) \right). \quad (2.7)$$

For the matrix $L_{CM}(z)$ \eqref{1.3} its residue

$$\operatorname{Res}_{z=0} L_{CM}(z) = -\nu \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \quad (2.8)$$

has eigenvectors $\vec{u}_{1} = (1, 1)^{T}$ and $\vec{u}_{2} = (1, -1)^{T}$. Moreover, $\Xi(0)\vec{u}_{2} = 0$, so that we may keep the choice $g(z) = \Xi(z)$. The second possibility is to choose the eigenvector $\vec{u}_{1} = D\vec{u}_{2}$ with $D$ from \eqref{2.1}. It is more natural from the viewpoint of $\text{gl}_{N}$ model since $\operatorname{Res}_{z=0} L_{CM}(z)$ has an eigenvector $(1, 1, 1)^{T}$. By this reason we choose $\vec{u}_{1}$. Then, the matrix $\Xi(z)$ should be multiplied from the right by $D^{-1}$ with $D$ from \eqref{2.1}. In this case $g(z) = \Xi(z)D^{-1}$ as it is given in \eqref{2.1}. It satisfies the condition \eqref{2.8} for $\vec{u} = \vec{u}_{1}$.

**Field case.** While the matrix $U_{LL}(z)$ \eqref{A.22} has the same form as the top’s Lax matrix \eqref{1.10}, the matrix $U_{CM}(z)$ \eqref{A.29} differs from the one $L_{CM}(z)$ in mechanics. Its behavior on the lattice of periods takes the following form:

$$U_{CM}(z + 1) = U_{CM}(z), \quad U_{CM}(z + \tau) = h_{r}^{CM}U_{CM}(z)(h_{r}^{CM})^{-1} + \pi i k q_{x} \sigma_{3}. \quad (2.9)$$
The additional term $\pi kq_x \sigma_3$ comes from the function $E_1(z)$ in the diagonal elements. It is explained as follows. $U_{CM}(z)$ is a connection along the loop direction:

$$k \partial_x - U_{CM}(z + \tau) = k \partial_x - h_{CM}^{-1}(h_{CM}^{-1})(h_{CM}^{-1})(h_{CM}^{-1})(h_{CM}^{-1}) = \pi kq_x \sigma_3 =$$

$$(2.10)$$

so that the total connection transforms in a proper manner.

Hence, using the arguments from the previous paragraph we come to the matrix of gauge transformation $\tilde{g}$ from (1.35) of the same form as $g(z)$ (2.1) but with possibly different diagonal matrix $\tilde{D}$:

$$\tilde{g}(z) = \Xi(z) \tilde{D}^{-1}. \quad (2.11)$$

As seen above the matrix $\tilde{g}(z)$ should satisfy direct analogue of the condition (2.7):

$$\tilde{g}(0)\vec{u} = 0 \quad \text{for} \quad \vec{u} \in \text{Eigenspace}(\text{Res}_{z=0} U_{CM}(z)). \quad (2.12)$$

Let us solve (2.12) with the requirement that in the classical mechanics limit ($k = 0$) the answer for $\tilde{D}$ turns into $D$ (up to a scalar constant). We have the following residue matrix

$$\text{Res}_{z=0} U_{CM}(z) = -\frac{1}{2} \left( \begin{array}{cc} kq_x & \tilde{\nu} \\ \tilde{\nu} & -kq_x \end{array} \right). \quad (2.13)$$

Using the relation (1.28) we easily find its eigenvalues to be equal to $\pm c/2$. We choose the vector

$$\vec{u}_1 = \left( \begin{array}{c} -\frac{kq_x}{2} \\ -\frac{c}{2} \end{array} \right) \quad (2.14)$$

corresponding to the eigenvalue $-c/2$ since this vector is proportional to $(1, 1)^T$ when $k = 0$. Finally, we should find $\tilde{D}$ from the condition (2.12). It leads to

$$\tilde{D} = \rho \left( \begin{array}{cc} \frac{1}{\tilde{\nu}} & 0 \\ kq_x \tilde{\nu} & \frac{1}{kq_x + c} \end{array} \right), \quad (2.15)$$

where $\rho$ is a normalization factor.

In contrast to mechanics the factor $\rho$ is important in the field case due to the term $k \tilde{g}_x \tilde{g}^{-1}$ in the gauge transformation (1.35). Both $U_{CM}(z)$ and $U_{CM}(z)$ are traceless matrices. Therefore, we must have $k \tilde{g}_x \tilde{g}^{-1} \in \text{sl}(2, \mathbb{C})$. For this reason let us fix the factor $\rho$ to satisfy condition $\tilde{g} \in \text{SL}(2, \mathbb{C})$, that is

$$\det \tilde{g}(z) = \rho^{-2} \tilde{\nu}(c + kq_x) \dot{\theta}(z) \dot{\theta}(q) = 1. \quad (2.16)$$

Thus,

$$\rho = \sqrt{\tilde{\nu}(c + kq_x) \dot{\theta}(z) \dot{\theta}(q)}, \quad (2.17)$$

and we come to the following gauge transformation (2.11) for the relation (1.35):

$$\tilde{g}(z) = \frac{1}{\rho} \left( \begin{array}{cc} \theta_{00}(z + q | 2\tau) \tilde{\nu} & -\theta_{00}(q - z | 2\tau)(c + kq_x) \\ -\theta_{10}(z + q | 2\tau) \tilde{\nu} & \theta_{10}(q - z | 2\tau)(c + kq_x) \end{array} \right). \quad (2.18)$$
2.2 Change of variables

Let us formulate the main result.

**Proposition 2.1** The gauge transformation \((1.35)\) with \(\tilde{g}(z)\) \((2.18)\) relates the \(U\)-matrices of the 1+1 Calogero-Moser model \((1.29)\) and the one \((1.22)\) of the Landau-Lifshitz model.

1. It provides explicit change of the field variables \(S_\alpha(x) = S_\alpha(p(x), q(x), c)\):

\[
\begin{align*}
S_1(p, q, c) &= \left( p - \frac{c}{2} \frac{k^2 q_{xx}}{c^2 - k^2 q_x^2} \right) \theta_{01}(0) \frac{\theta_{01}(q) \theta_{00}(q) \theta_{00}(q) \theta_{10}(q)}{\vartheta(q)}, \\
S_2(p, q, c) &= \left( p - \frac{c}{2} \frac{k^2 q_{xx}}{c^2 - k^2 q_x^2} \right) \sqrt{-1} \theta_{00}(0) \theta_{00}(q) \vartheta(q) + \frac{c}{2} \frac{\theta_{00}(0) \theta_{01}(q)}{\vartheta(q)}, \\
S_3(p, q, c) &= \left( p - \frac{c}{2} \frac{k^2 q_{xx}}{c^2 - k^2 q_x^2} \right) \theta_{10}(0) \theta_{10}(q) \vartheta(q) + \frac{c}{2} \frac{\theta_{10}(0) \theta_{01}(q)}{\vartheta(q)},
\end{align*}
\]  

(2.19)

or in a more compact form with the notations \((1.16)\):

\[
S_\alpha(p, q, c) = c_\alpha(\tau) \left( p - \frac{c}{2} \frac{k^2 q_{xx}}{c^2 - k^2 q_x^2} - \frac{c}{2} \partial_q \right) \varphi_\alpha(q) =
\]

\[
c_\alpha(\tau) \left( p - \frac{c}{2} \frac{k^2 q_{xx}}{c^2 - k^2 q_x^2} \right) \varphi_\alpha(q) + c_\alpha(\tau) \frac{c}{2} \varphi_\beta(q) \varphi_\gamma(q).
\]  

(2.20)

2. The change of variables \((2.19)\) is a symplectic map, i.e. the Poisson brackets between \(S_\alpha(p(x), q(x), c)\) computed via the canonical bracket \(\{p(x), q(y)\} = \delta(x - y)\) reproduce the Poisson-Lie structure \((1.19)\), and the value of its Casimir function is defined by the constant \(c\):

\[
\frac{1}{2} \sum_{\alpha = 1}^{3} S_\alpha^2(p, q, c) = \frac{c^2}{4},
\]  

(2.21)

that is the eigenvalues of the matrix \(S(p, q, c)\) are equal to \(\pm c/2\):

\[
\lambda = \frac{c}{2}.
\]  

(2.22)

3. The Hamiltonians \(H^{CM} \quad (1.26)\) and \(H^{LL} \quad (1.20)\) coincide on \((2.19)\). The equations of motion \((1.17)\) and \((1.27)\) are also related by the change of variables \((2.19)\).

4. In the classical mechanics limit \(k = 0\) (and \(\tilde{\nu} = \nu = c\) the gauge equivalence \((1.13)-(1.14)\) between the two-body Calogero-Moser model and the elliptic (XYZ) Euler top is reproduced.

The proof of the above statements is straightforward though the calculations are cumbersome. To verify the change of variables one should substitute the matrix \((2.18)\) into \((1.35)\), then use \((A.25)-(A.28)\) to exclude the theta functions with doubled \(\tau\), and apply the Riemann identities \((A.10)-(A.21)\) to transform the obtained expressions to the form of the Landau-Lifshitz Lax operator \((1.22)\) with the functions \((A.31)\). For example, in this way one finds expressions

\[
\det \rho \tilde{g}(z) = \tilde{\nu}(c + k q_x) \vartheta(z) \vartheta(q),
\]  

(2.23)

\[
\tilde{g}_{11}(z) \tilde{g}_{22}(z) + \tilde{g}_{21}(z) \tilde{g}_{12}(z) = \rho^{-2} \tilde{\nu}(c + k q_x) \theta_{10}(z) \theta_{10}(q),
\]  

(2.24)

and so on, which are necessary for computing \(\tilde{g}U^{CM} \tilde{g}^{-1}\). Verification of other statements is partly simplified by using the compact form \((2.20)\).
3 Trigonometric models

In this Section we describe similar relations between the 2-body trigonometric 1+1 Calogero-Moser field theory and the corresponding Landau-Lifshitz equation. On the side of the top or Landau-Lifshitz equation we deal with the model related to 7-vertex $R$-matrix [6]. The (deformed) Landau-Lifshitz model for this $R$-matrix was described in [7]. From the very beginning we consider the field case, and the mechanics appears in $k = 0$ limit. It can be found in [8].

**Trigonometric deformed (7-vertex XXZ) Landau-Lifshitz model.** Instead of the Pauli matrices basis here we use the standard one, so that the fields $S_{ij}(x)$ are components of the matrix

$$S(x) = \begin{pmatrix} S_{11}(x) & S_{12}(x) \\ S_{21}(x) & -S_{11}(x) \end{pmatrix}.$$  \hfill (3.1)

The Poisson brackets are of the form:

$$\{S_{ij}(x), S_{kl}(y)\} = (S_{il}(x)\delta_{kj} - S_{kj}(x)\delta_{il}) \delta(x - y).$$  \hfill (3.2)

The inverse inertia tensor responsible for anisotropy in the magnet takes the form

$$J(S) = \begin{pmatrix} 0 & -\frac{1}{2} S_{12} \\ -4S_{12} - \frac{1}{2} S_{21} & 0 \end{pmatrix}.$$  \hfill (3.3)

The Landau-Lifshitz equations

$$\partial_t S = [J(S), S] - \alpha_0 [S, S_{xx}], \quad \alpha_0 = \frac{k^2}{8\lambda^2}$$  \hfill (3.4)

are generated by the Hamiltonian

$$\mathcal{H}^{LL} = \frac{1}{2} \oint dx \left( \text{tr}(SJ(S)) - \alpha_0 \text{tr}(S^2_x) \right) =$$

$$= \frac{1}{2} \oint dx \left( -4S_{12}^2 - S_{12}S_{21} - 2\alpha_0 (\partial_x S_{11}\partial_x S_{11} + \partial_x S_{12}\partial_x S_{21}) \right).$$  \hfill (3.5)

The zero curvature equation (1.21) is equivalent to (3.4) for the $U - V$ pair

$$U^{LL}(z) = \begin{pmatrix} S_{11} \coth(z) & S_{12} \\ \frac{S_{21}}{\sinh(z)} - 4S_{12} \sinh(z) & -S_{11} \coth(z) \end{pmatrix}$$  \hfill (3.6)

and

$$V^{LL}(z) = \frac{1}{2} \left( \coth(z)U^{LL}(z, S) + 2M^{top}(z, S) - U^{LL}(z, v) \right),$$  \hfill (3.7)

where the matrix $v$ is defined as in (1.24) and

$$M^{top}(z, S) = -\frac{1}{2} \begin{pmatrix} S_{11} & 0 \\ -8S_{12} \cosh(z) & -S_{11} \end{pmatrix}$$  \hfill (3.8)

is the accompany $M$-matrix entering the Lax equations in the classical mechanics.
**1+1 two-body trigonometric Calogero-Moser field theory.** The Hamiltonian is as follows:

\[
\mathcal{H}^{CM} = \frac{1}{2} \int \mathrm{d}x \left( p^2 \left( 1 - \frac{k^2 q_x^2}{c^2} \right) + \frac{(3k^2 q_x^2 - c^2)}{4} \coth^2(q) - \frac{k^2 q_x^2}{2} - \frac{k^4 q_{xx}^2}{4\tilde{\nu}^2} \right),
\]

where \( \tilde{\nu}^2 = c^2 - k^2 q_x^2 \) as in (1.28). Equations of motion take the form:

\[
\partial_t q = p \left( 1 - \frac{k^2 q_x^2}{c^2} \right),
\]

\[
\partial_t p = -\frac{k^2}{c^2} \partial_x \left( p^2 q_x \right) + \left( \frac{3k^2 q_x^2 - c^2}{4 \sinh^2(q)} \right) + \frac{3k^2}{4} \partial_x \left( q_x \coth^2(q) \right) - \frac{k^2 q_{xx}}{2} + \frac{k^4}{4} \partial_x \left( \frac{q_{xxx} \tilde{\nu} - \tilde{\nu}_x q_{xx}}{\tilde{\nu}^3} \right).
\]

They are represented in the Zakharov-Shabat form (1.21) with

\[
U^{CM}(z) = \begin{pmatrix}
    p - \frac{kq_x}{2} \coth(z) & \frac{\tilde{\nu}}{2} \coth(q) - \frac{\tilde{\nu}}{2} \coth(z) \\
    -\frac{\tilde{\nu}}{2} \coth(q) - \frac{\tilde{\nu}}{2} \coth(z) & -p + \frac{kq_x}{2} \coth(z)
\end{pmatrix},
\]

and

\[
V^{CM}(z) = \begin{pmatrix}
    V_{11}^{CM}(z) & V_{12}^{CM}(z) \\
    V_{21}^{CM}(z) & -V_{21}^{CM}(z)
\end{pmatrix}
\]

with the following matrix elements:

\[
V_{11}^{CM}(z) = \frac{1}{4} \left( 2q_t \coth(z) + \frac{4k}{c^2} p^2 q_x - 3kq_x \coth^2(q) + 2kq_x - k^3 \left( \frac{q_{xxx} \tilde{\nu} - \tilde{\nu}_x q_{xx}}{\tilde{\nu}^3} \right) + \frac{kq_x}{\sinh^2(q)} - \frac{kq_x}{\sinh^2(z)} \right),
\]

\[
V_{12}^{CM}(z) = \frac{\tilde{\nu}}{4 \sinh^2(q)} - \left( \frac{\tilde{\nu}}{4} \coth(z) + \frac{kpq_x \tilde{\nu}}{2c^2} + \frac{k^2 q_{xx}}{4\tilde{\nu}} \right) \left( \coth(z) - \coth(q) \right),
\]

\[
V_{21}^{CM}(z) = \frac{-\tilde{\nu}}{4 \sinh^2(q)} - \left( \frac{-\tilde{\nu}}{4} \coth(z) + \frac{kpq_x \tilde{\nu}}{2c^2} - \frac{k^2 q_{xx}}{4\tilde{\nu}} \right) \left( \coth(z) + \coth(q) \right).
\]

**Gauge equivalence and change of variables.** First, let us obtain expression for the matrix of the gauge transformation \( \tilde{\gamma}(z) \). Similarly to elliptic case we represent it in the form (2.11)

\[
\tilde{\gamma}(z) = \Xi(z) \tilde{D}^{-1}.
\]

In the elliptic case the \( \Xi(z) \) matrix was the intertwining matrix for the 8-vertex (discrete XYZ) model. In the trigonometric case we deal with the intertwining matrix for the 7-vertex (deformed discrete XXZ) model. It is of the form (2.5):

\[
\Xi(z) = \frac{1}{2} \left( \begin{array}{cc}
1 & 1 \\
2 \cosh(z + q) & 2 \cosh(z - q)
\end{array} \right).
\]

The rest of derivation is just the same as in the elliptic case. Since the residue of \( U^{CM}(z) \) (3.12) is equal to the one (2.13) we have

\[
\tilde{D} = \rho \left( \begin{array}{cc}
\frac{1}{\tilde{\nu}} & 0 \\
0 & \frac{1}{kq_x + c}
\end{array} \right),
\]
where the normalization factor $\rho$ comes from the condition $\det \tilde{g} = 1$. This yields

$$
\tilde{g}(z) = \frac{1}{\rho} \begin{pmatrix}
\tilde{\nu} & -\frac{1}{2} (c + kq_x) \\
\cosh(z + q)\tilde{\nu} & -\cosh(z - q) (c + kq_x)
\end{pmatrix},
$$

(3.19)

$$
\rho = \sqrt{\tilde{\nu} (c + kq_x) \sinh(z) \sinh(q)}.
$$

(3.20)

The main statement in this Section is absolutely parallel to the one for elliptic case, see the Proposition 2.1. The change of variables is given by

$$
S_{11} = -(p - \frac{c}{2} \frac{k^2 q_{xx}}{c^2 - k^2 q_x^2}) \coth(q) - \frac{c}{2} \frac{1}{\sinh^2(q)},
$$

(3.21)

$$
S_{12} = \left( p - \frac{c}{2} \frac{k^2 q_{xx}}{c^2 - k^2 q_x^2} \right) \frac{1}{2 \sinh(q)} + \frac{c \cosh(q)}{4 \sinh^2(q)},
$$

(3.22)

$$
S_{21} = -\left( p - \frac{c}{2} \frac{k^2 q_{xx}}{c^2 - k^2 q_x^2} \right) \frac{2 \cosh^2(q)}{\sinh(q)} + 2c \cosh(q) - \frac{c \cosh^3(q)}{\sinh^2(q)},
$$

(3.23)

or similarly to (2.20) we have a compact form:

$$
S_{ij} = \left( p - \frac{c}{2} \frac{k^2 q_{xx}}{c^2 - k^2 q_x^2} - \frac{c}{2} \partial_q \right) \varphi_{ij}(q),
$$

(3.24)

where

$$
\varphi_{11}(q) = -\coth(q), \quad \varphi_{12}(q) = \frac{1}{2 \sinh(q)}, \quad \varphi_{21}(q) = \frac{2 \cosh^2(q)}{\sinh(q)}.
$$

(3.25)

The Poisson brackets computed through the canonical bracket (1.25) has the form (3.2):

$$
\{ S_{11}(x), S_{12}(y) \} = S_{12}(x) \delta(x - y),
$$

$$
\{ S_{11}(x), S_{21}(y) \} = -S_{21}(x) \delta(x - y),
$$

$$
\{ S_{12}(x), S_{21}(y) \} = 2S_{11}(x) \delta(x - y),
$$

(3.26)

and the eigenvalues of the matrix $S$ are the constants $\pm \lambda = \pm c/2$.

## 4 Rational models

Here we describe the gauge equivalence between the 2-body rational 1+1 Calogero-Moser filed theory and the Landau-Lifshitz equation related to 11-vertex model [16] based on the deformed XXX $R$-matrix from [6].

**Rational deformed (11-vertex XXX) Landau-Lifshitz model.** We keep notations (3.1) and the form of the Poisson brackets (3.2) from the previous Section. In the rational case we have the following anisotropy matrix $J(S)$:

$$
J(S) = -\begin{pmatrix}
S_{12} & 0 \\
2S_{11} & -S_{12}
\end{pmatrix}.
$$

(4.1)
The Landau-Lifshitz equation \((3.4)\) with \(J(S)\) \((3.1)\) is generated by the Hamiltonian:

\[
\mathcal{H}_{LL} = \frac{1}{2} \int dx \left( \text{tr}(SJ(S)) - \alpha_0 \text{tr}(S_x^2) \right) = \frac{1}{2} \int dx \left( -4S_{11}S_{12} - 2\alpha_0 \left( (S_{11})_x^2 + (S_{12})_x(S_{21})_x \right) \right). \tag{4.2}
\]

The U-V pair has the form \([16]\):

\[
U^{LL}(z) = \begin{pmatrix} \frac{S_{11}}{z} - zS_{12} & \frac{S_{12}}{z} \\ \frac{S_{21}}{z} - 2zS_{11} - z^3S_{12} & -\frac{S_{11}}{z} + zS_{12} \end{pmatrix}, \tag{4.3}
\]

\[
V^{LL}(z) = \frac{1}{2} \left( \frac{1}{z} U^{LL}(z, S) + 2M^{\text{top}}(z, S) - U^{LL}(z, v) \right), \tag{4.4}
\]

where

\[
M^{\text{top}}(z, S) = \begin{pmatrix} S_{12} & 0 \\ 2S_{11} + 2z^2S_{12} & -S_{12} \end{pmatrix}. \tag{4.5}
\]

1+1 two-body trigonometric Calogero-Moser field theory. The canonical Poisson bracket \(\{p(x), q(y)\} = \delta(x - y)\) and the Hamiltonian

\[
\mathcal{H}^{CM} = \frac{1}{2} \int dx \left( p^2 \left( 1 - \frac{k^2 q_x^2}{c^2} \right) + \frac{3k^2 q_x^2 - c^2}{4q^2} - \frac{k^4 q_x^4}{4\tilde{v}^2} \right), \tag{4.6}
\]

where \(\tilde{v} = \sqrt{c^2 - k^2 q_x^2}\), provides equations of motion

\[
\dot{q} = p \left( 1 - \frac{k^2 q_x^2}{c^2} \right), \tag{4.7}
\]

\[
\dot{p} = -\frac{k^2}{c^2} \partial_x \left( p^2 q_x \right) + \frac{3k^2 q_x^2 - c^2}{4q^2} + \frac{3k^2}{4} \partial_x \left( \frac{q_x}{q^2} \right) + \frac{k^4}{4} \partial_x \left( \frac{q_{xxx}\tilde{v} - \nu_x q_{xx}}{\tilde{v}^3} \right). \tag{4.7}
\]

These equations are represented in the Zakharov-Shabat form with the following \(U - V\) pair:

\[
U^{CM}(z) = \begin{pmatrix} p - \frac{kq_x}{2z} & -\tilde{v} \left( \frac{1}{2z} - \frac{1}{2q} \right) \\ -\tilde{v} \left( \frac{1}{2z} + \frac{1}{2q} \right) & -p + \frac{kq_x}{2z} \end{pmatrix} \tag{4.8}
\]

and \(V^{CM}(z)\) with the elements

\[
V_{11}^{CM}(z) = \frac{q_t}{2z} - \left( -\frac{k}{c^2} p^2 q_x + \frac{3kq_x}{4q^2} + \frac{k^3}{4} \left( \frac{q_{xxx}\nu - \nu_x q_{xx}}{\tilde{v}^3} \right) \right) + \frac{kq_x}{4} \left( \frac{1}{q^2} - \frac{1}{z^2} \right),
\]

\[
V_{12}^{CM}(z) = -\frac{\nu}{4q^2} + \left( -\frac{\nu}{4z} - \frac{kpq_x\nu}{2c^2} - \frac{k^2 q_{xx}}{4\nu} \right) \left( \frac{1}{z} - \frac{1}{q} \right), \tag{4.9}
\]

\[
V_{21}^{CM}(z) = -\frac{\nu}{4q^2} + \left( -\frac{\nu}{4z} - \frac{kpq_x\nu}{2c^2} + \frac{k^2 q_{xx}}{4\nu} \right) \left( \frac{1}{z} + \frac{1}{q} \right).
\]
Gauge equivalence and change of variables. The matrix of the gauge transformation is constructed similarly to the previous Sections. Put \( \tilde{g}(z) = \Xi(z) \tilde{D}^{-1} \). Here \( \Xi(z) \) is the intertwining matrix for the 11-vertex model [1, 15]:

\[
\Xi(z) = \frac{1}{2} \begin{pmatrix}
\frac{1}{(z + q)^2} & \frac{1}{(z - q)^2}
\end{pmatrix}.
\]

Again, the rest of derivation is just the same as in the elliptic case. Since the residue of \( U_{CM}(z) \) is equal to the one (2.13) we have

\[
\tilde{D} = \rho \begin{pmatrix}
\frac{1}{\nu} & 0 \\
0 & -\frac{1}{kq + c}
\end{pmatrix},
\]

where the normalization factor \( \rho \) is evaluated from the requirement for \( \tilde{g} \)

\[
\tilde{g}(z) = \frac{1}{\rho} \begin{pmatrix}
\frac{\nu}{2} & -\frac{1}{2} (c + kq) \\
(z + q)^2 \nu & -(z - q)^2 (c + kq)
\end{pmatrix},
\]

(4.12)

to be the element of \( SL(2, \mathbb{C}) \), that is

\[
\rho = \sqrt{\nu (c + kq) zq}.
\]

(4.13)
The changes of the field variables follows from (1.35):

\[
S_{11} = -\frac{pq}{2} + \frac{c}{4} + \frac{ck^2 q_{xx}}{4 (c^2 - k^2 q^2)},
\]

\[
S_{12} = \frac{p}{2q} + \frac{c}{4q^2} - \frac{ck^2 q_{xx}}{4q (c^2 - k^2 q^2)},
\]

\[
S_{21} = -\frac{pq^3}{2} + \frac{3cq^2}{4} + \frac{ck^2 q^3 q_{xx}}{4 (c^2 - k^2 q^2)}.
\]

(4.14)

They are rewritten in the compact form:

\[
S_{ij} = \left( p - \frac{c}{2} \frac{k^2 q_{xx}}{c^2 - k^2 q^2} - \frac{c}{2} \partial_q \right) \varphi_{ij}(q),
\]

where

\[
\varphi_{11}(q) = -\frac{q}{2}, \quad \varphi_{12}(q) = \frac{1}{2q}, \quad \varphi_{21}(q) = -\frac{q^3}{2}.
\]

(4.15)

5 Conclusion

Based on results of [11, 14] we explicitly constructed the gauge transformation relating the field generalization of 2-body Calogero-Moser-Sutherland models and the Landau-Lifshitz models in the elliptic, trigonometric and rational cases. The answer for the gauge transformation partly comes from mechanics, where it is given by the IRF-Vertex transformation for the 8-vertex, 7-vertex and 11-vertex models respectively. Their field generalizations \( \tilde{g}(z) \) are derived from conditions for modifications of underlying bundles with the loop (structure) group over elliptic curve and its trigonometric (nodal) and rational (cuspidal) degenerations. The answers are given by (2.18), (3.19) and (4.12).
By applying the gauge transformation we obtain explicit changes of variables between the Calogero-Moser field theories and the Landau-Lifshitz equations. Results can be represented in the following compact form:

\[ S_\alpha(p, q, c) = \left( p - \frac{c}{2} \frac{k^2 q_{xx}}{e^2 - k^2 q_x^2} - \frac{c}{2} \partial_q \right) h_\alpha(q), \quad (5.1) \]

where for the elliptic case \( \alpha = 1, 2, 3 \) – the indices of the Pauli matrices basis and \( h_\alpha(q) = c_\alpha(\tau) \varphi_\alpha(q) \) \([220]\). In the trigonometric and rational cases \( \alpha = 11, 12, 21 \) - the indices of the standard basis, and the sets of functions \( h_\alpha(q) \) are given by \((3.25)\) and \((4.16)\) respectively.

Thus, we may formulate a simple receipt for the field generalizations of the formulae in mechanics. Suppose we have a set changes of variables \( S_{\alpha}^{\text{mech}}(p, q, \nu) \) between the 2-body Calogero-Moser model and the Euler top in the classical mechanics. Then its field generalization is of the form:

\[ S_{\alpha}^{\text{field}}(p(x), q(x), c) = S_{\alpha}^{\text{mech}}(\bar{p}(x), q(x), c), \quad \bar{p}(x) = p(x) - \frac{c}{2} \frac{k^2 q_{xx}}{e^2 - k^2 q_x^2}. \quad (5.2) \]

The results were obtained using the approach of \([14]\), which works in the GL(N, \( \mathbb{C} \)) case \([17]\) and can be naturally extended to a complex simple Lie group \([18]\). We will study the field generalizations for these cases in our future articles.

6 Appendix

Here we give the definitions and properties of elliptic functions used in the paper. Using the Riemann notations let us begin with the theta functions definition:

\[ \theta \left[ \begin{array}{c} a \\ b \end{array} \right] (z, \tau) = \sum_{j \in \mathbb{Z}} e^\left( (j + a) \frac{\tau}{2} + (j + a)(z + b) \right), \quad \text{Im}(\tau) > 0. \quad (A.1) \]

In this paper the characteristics \( a, b \) are either 0 or 1/2. For shortness we denote \( \theta \left[ \begin{array}{c} a/2 \\ b/2 \end{array} \right] = \theta_{ab} \). The odd theta function is also denoted as \( \vartheta(x) \), so that

\[ \theta_{11}(x, \tau) = \vartheta(x) = \theta \left[ \begin{array}{c} 1/2 \\ 1/2 \end{array} \right] (x, \tau). \quad (A.2) \]

Relation to the Jacobi notations is as follows:

\[ \vartheta(z) = -\theta_1(z), \quad \theta_{10}(z) = \theta_2(z), \quad \theta_{00}(z) = \theta_3(z), \quad \theta_{01}(z) = \theta_4(z). \quad (A.3) \]

The Eisenstein functions:

\[ E_1(z|\tau) = \partial_z \log \vartheta(z|\tau), \quad (A.4) \]

\[ E_2(z|\tau) = -\partial_z E_1(z|\tau) = \partial_z^2 \log \vartheta(z|\tau) = \varphi(z) - \frac{1}{3} \frac{\varphi''(0)}{\varphi'(0)}, \quad (A.5) \]

The Kronecker elliptic function and its derivative:

\[ \phi(z, u) = \frac{\vartheta'(0) \vartheta(z + u)}{\vartheta'(z) \vartheta(u)}, \quad (A.6) \]

\[ f(z, u) = \partial_u \phi(z, u) = \phi(z, u)(E_1(z + u) - E_1(u)). \quad (A.7) \]

Addition formulae (or the Fay identity):

\[ \phi(z, u) \partial_v \phi(z, v) - \phi(z, v) \partial_u \phi(z, u) = (E_2(u) - E_2(v)) \phi(z, u + v), \quad (A.8) \]
\[ \phi(z, -q)\phi(z, q) = \phi(z) - \phi(q) = E_2(z) - E_2(q). \] (A.9)

Addition formulae (Riemann identities for theta functions):

\[ \vartheta(x + u)\theta_{00}(x - u)\theta_{01}(0)\theta_{10}(0) = \theta_{00}(x)\vartheta(x)\theta_{01}(u)\theta_{10}(u) + \theta_{10}(x)\theta_{01}(x)\theta_{00}(u)\vartheta(u), \] (A.10)

\[ \vartheta(x - u)\theta_{00}(x + u)\theta_{01}(0)\theta_{10}(0) = \theta_{00}(x)\vartheta(x)\theta_{01}(u)\theta_{10}(u) - \theta_{10}(x)\theta_{01}(x)\theta_{00}(u)\vartheta(u), \] (A.11)

\[ \vartheta(x + u)\theta_{01}(x - u)\theta_{00}(0)\theta_{10}(0) = \theta_{00}(x)\vartheta(x)\theta_{01}(u)\theta_{10}(u) + \theta_{01}(x)\vartheta(x)\theta_{00}(u)\theta_{10}(u), \] (A.12)

\[ \vartheta(x - u)\theta_{01}(x + u)\theta_{00}(0)\theta_{10}(0) = -\theta_{00}(x)\vartheta(x)\theta_{01}(u)\theta_{10}(u) + \theta_{01}(x)\vartheta(x)\theta_{00}(u)\theta_{10}(u), \] (A.13)

\[ \vartheta(x + u)\theta_{10}(x - u)\theta_{00}(0)\theta_{01}(0) = \theta_{00}(x)\vartheta(x)\theta_{10}(u)\theta_{01}(u) + \theta_{01}(x)\vartheta(x)\theta_{00}(u)\theta_{10}(u), \] (A.14)

\[ \vartheta(x - u)\theta_{10}(x + u)\theta_{00}(0)\theta_{01}(0) = -\theta_{00}(x)\vartheta(x)\theta_{10}(u)\theta_{01}(u) + \theta_{10}(x)\vartheta(x)\theta_{00}(u)\theta_{10}(u). \] (A.15)

In particular cases one gets relations between the squares of theta functions:

\[ \vartheta(z)^2\theta_{01}(0)^2 = \theta_{00}(z)^2\theta_{10}(0)^2 - \theta_{10}(z)^2\theta_{00}(0)^2, \] (A.16)

\[ \theta_{10}(z)^2\theta_{01}(0)^2 = \theta_{01}(z)^2\theta_{10}(0)^2 - \vartheta(z)^2\theta_{00}(0)^2, \] (A.17)

\[ \theta_{00}(z)^2\theta_{01}(0)^2 = \theta_{01}(z)^2\theta_{00}(0)^2 - \vartheta(z)^2\theta_{10}(0)^2, \] (A.18)

\[ \theta_{01}(z)^2\theta_{01}(0)^2 = \theta_{00}(z)^2\theta_{00}(0)^2 - \theta_{10}(z)^2\theta_{10}(0)^2, \] (A.19)

\[ \theta_{01}(x)^4 + \theta_{10}(x)^4 - \theta_{00}(x)^4 = \theta_{11}(x)^4, \] (A.20)

\[ \theta_{00}(0)^4 = \theta_{10}(0)^4 + \theta_{01}(0)^4. \] (A.21)

Quasi-periodicity Behavior on the lattice of periods \( \mathbb{Z} \oplus \tau \mathbb{Z} \):

\[ \vartheta(z + 1) = -\vartheta(z), \quad \vartheta(z + \tau) = -q^{-\frac{1}{2}}e^{-2\pi iz}\vartheta(z), \]

\[ E_1(z + 1) = E_1(z), \quad E_1(z + \tau) = E_1(z) - 2\pi i, \] (A.22)

\[ E_2(z + 1) = E_2(z), \quad E_2(z + \tau) = E_2(z), \]

\[ \phi(u + 1, z) = \phi(u, z), \quad \phi(u + \tau, z) = e^{-2\pi iz}\phi(u, z), \]

\[ \theta \left[ \begin{array}{c} a \\ b \end{array} \right] (z + 1 \mid \tau) = \exp(2\pi i a) \theta \left[ \begin{array}{c} a \\ b \end{array} \right] (z \mid \tau), \] (A.23)

\[ \theta \left[ \begin{array}{c} a \\ b \end{array} \right] (z + a'\tau \mid \tau) = \exp \left( -2\pi i a^2 \frac{\tau}{2} - 2\pi i a'(z + b) \right) \theta \left[ \begin{array}{c} a + a' \\ b \end{array} \right] (z \mid \tau). \] (A.24)

Theta functions with double modular parameter:

\[ 2\vartheta(x, 2\tau)\theta_{01}(y, 2\tau) = \vartheta \left( \frac{x + y}{2}, \tau \right) \theta_{10} \left( \frac{x - y}{2}, \tau \right) + \theta_{10} \left( \frac{x + y}{2}, \tau \right) \vartheta \left( \frac{x - y}{2}, \tau \right), \] (A.25)

\[ 2\theta_{00}(x, 2\tau)\theta_{10}(y, 2\tau) = \vartheta \left( \frac{x + y}{2}, \tau \right) \vartheta \left( \frac{x - y}{2}, \tau \right) + \theta_{10} \left( \frac{x + y}{2}, \tau \right) \theta_{01} \left( \frac{x - y}{2}, \tau \right), \] (A.26)

\[ 2\theta_{00}(x, 2\tau)\theta_{00}(y, 2\tau) = \theta_{00} \left( \frac{x + y}{2}, \tau \right) \theta_{00} \left( \frac{x - y}{2}, \tau \right) + \theta_{01} \left( \frac{x + y}{2}, \tau \right) \theta_{01} \left( \frac{x - y}{2}, \tau \right), \] (A.27)

\[ 2\theta_{10}(x, 2\tau)\theta_{10}(y, 2\tau) = \theta_{00} \left( \frac{x + y}{2}, \tau \right) \theta_{00} \left( \frac{x - y}{2}, \tau \right) - \theta_{01} \left( \frac{x + y}{2}, \tau \right) \theta_{01} \left( \frac{x - y}{2}, \tau \right). \] (A.28)
The quasiperiodic functions:
\[
\varphi_\alpha(z) = \exp(2\pi i \partial_z \omega_\alpha) \phi(z, \omega_\alpha), \quad \alpha = 1, 2, 3, \quad (A.29)
\]
where \( \omega_\alpha \) are half-periods of the elliptic curve (in the fundamental parallelogram)
\[
\omega_1 = \frac{\tau}{2}, \quad \omega_2 = \frac{1 + \tau}{2}, \quad \omega_3 = \frac{1}{2}. \quad (A.30)
\]
More precisely,
\[
\varphi_1(z) = \frac{\vartheta'(0)\theta_{01}(z)}{\vartheta(z)\theta_{01}(0)}, \quad \varphi_2(z) = \frac{\vartheta'(0)\theta_{00}(z)}{\vartheta(z)\theta_{00}(0)}, \quad \varphi_3(z) = \frac{\vartheta'(0)\theta_{10}(z)}{\vartheta(z)\theta_{10}(0)}.
\quad (A.31)
\]
or
\[
\varphi_1(z) = e^{\pi iz} \phi\left(z, \frac{\tau}{2}\right), \quad \varphi_2(z) = e^{\pi iz} \phi\left(z, \frac{1 + \tau}{2}\right), \quad \varphi_3(z) = \phi\left(z, \frac{1}{2}\right). \quad (A.32)
\]
From (A.8)-(A.9) we have (for distinct \( \alpha, \beta, \gamma \))
\[
\varphi_\beta(z)f_\gamma(z) - \varphi_\gamma(z)f_\beta(z) = \varphi_\alpha(z)(\varphi(\omega_\beta) - \varphi(\omega_\gamma)), \quad (A.33)
\]
\[
\varphi_\alpha(z)^2 = \varphi(z) - \varphi(\omega_\alpha). \quad (A.34)
\]
where using the definition (A.7) we introduced
\[
f_1(z) = e^{\pi iz} f\left(z, \frac{\tau}{2}\right), \quad f_2(z) = e^{\pi iz} f\left(z, \frac{1 + \tau}{2}\right), \quad f_3(z) = f\left(z, \frac{1}{2}\right). \quad (A.35)
\]
Also, for distinct \( \alpha, \beta, \gamma \)
\[
\varphi_\alpha(z)\varphi_\beta(z) = \varphi_\gamma(z)E_1(z) - f_\gamma(z) = -\partial_z \varphi_\gamma(z). \quad (A.36)
\]
The Appendix from [23] can be also useful.
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