Slow relaxation and aging in the model of randomly connected cycles network
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We propose a statistical model of a large random network with high connectivity in order to describe the behavior of E. coli cells after exposure to acute stress. The building blocks of this network are feedback cycles typical of the genetic and metabolic networks of a cell. Each node on the cycles is a spin degree of freedom representing a component in the cell’s network that can be in one of two states - active or inactive. The cycles are interconnected by regulation or by the exchange of metabolites. Stress is realized by an external magnetic field that drives the nodes into an inactive state, and the time the magnetization passes zero value for the first time represents the first division event of the cell after the stress period. The numerical and analytical solutions for this first passage problem reproduce the aging dynamics observed in the experimental data.

PACS numbers:
87.17.-d  Cell processes
05.40.-a  Fluctuation phenomena, random processes, noise, and Brownian motion
75.10.Nr  Spin-glass and other random models

INTRODUCTION

The behavior of the cellular network of molecular components in living cells, from a physicist’s viewpoint, is an intriguing problem [1]. On one hand, a cell can be viewed as a large computer, evolved by evolution over billions of years, and programmed to deal with various environmental changes. In particular, the cell’s network typically has built-in adaptation mechanisms that allows it to withstand moderate starvation conditions by taking the cell into a new state that preserves its vitality. On the other hand, the cell is also a complex physical system with intricate interactions and collective behavior amenable to some sort of statistical description.

Most experimental and theoretical studies of cells exposed to stress conditions are focused on the regulatory regime. These aim to decipher the various layers of the cellular network (metabolism, gene regulation, etc.) by disentangling its various pathways, either by focusing on specific small modules [2] or in similarity to the deciphering of a computer’s blueprint [3]. However, this reductionist approach is limited because the cell’s cellular network is incredibly complicated and strongly intertwined.

Nevertheless, several approaches have been proposed to model the cell’s network using statistical models [4–6], and using similar approaches as the ones used in neural network theory [7]. The observation that exposing cells to unforeseen challenges (by genetic engineering) [8] accentuates the statistical nature of their behavior as complex systems [10] suggests an alternative approach to advance our understanding of these complicated systems. In a recent work [11], our goal was to study the cell in a regime beyond its ability to respond to environmental conditions, under perturbations that drive the cell to the edge of death but do not kill, and where it behaves as a random complex system. In this regime, the cell’s dynamics are dictated by the global network architecture, which is essentially random. Hence, it can be described by a relatively simple statistical model. Such a model can be used as a starting point for developing an increasingly improved description of the cellular dynamics. The premise of this approach is that the statistical behavior of the cell holds valuable information about the functionality and the architecture of the cellular network.

In particular, recent experimental data [11] show that the recovery time of E. coli cells, after their growth was arrested by acute stress, exhibits distinctive statistical features typical of complex physical systems. Acute stress can be achieved, for instance, by adding serine hydroxamate (SHX) to exponentially growing cultures. SHX induces an artificial starvation for the amino acid serine and results in growth arrest [12]. In the experiment, cells are exposed to SHX for a duration \( t_w \) (waiting time), after which it is washed out, and the stress period ends. Next, the single-cell lag time, i.e. the time between the end of the stress and the first post-stress division, is recorded, and the recovery time distribution is measured from a large ensemble of cells.

The experimental data is conveniently presented by plotting 1–cdf (cdf stands for cumulative distribution function), i.e., the fraction of bacteria still in the lag phase. A log-log plot of 1–cdf as a function of time, for various values of the waiting time, \( t_w \), is presented in Fig. 1 [11]. This figure highlights three distinctive features of the system dynamics: First, the lag-time distribution depends on the waiting time; namely, it features a memory effect. Second, the tail of the distribution function exhibits a slow (approximately) power-law decay. Third, the distribution function saturates at long waiting times. The same features are common to finite physical systems that exhibit aging [13], such as amorphous polymers [14] [15], stretched DNA [16], paper crumpling [17] [18], colloidal solutions [19] [20], spin glasses [21] [24].
supercooled liquids \cite{25}, and coulomb glasses \cite{26}.

We reiterate that aging behavior only appears when the cell experiences acute stress. It is not manifested when the stress is weak or gradual (e.g., when starvation is by natural depletion of nutrients or by gradual application of SHX). In this case, the cells adapt by up-regulating intracellular production, increasing import, or switching to a different metabolism that prepares cells for survival and regrowth when nutrients become available. With gradual stress, $1-cdf$ is practically independent of $t_w$ and decays exponentially in time \cite{11}.

In this work we construct and solve a minimal toy model that reproduces, qualitatively, the results shown in Fig. 1. The general approach is similar to that of Random Matrix Theory for chaotic quantum systems \cite{27}, where a system with complex interactions and chaotic dynamics, such as atomic nuclei, is regarded as a ‘black box’ with a Hamiltonian matrix drawn from a Gaussian random distribution. This approach reproduces correctly the universal statistical features of the energy spectra and eigenfunctions of quantum chaotic systems in the proper energy regime.

In the same spirit, we consider the cell to be a ‘black box’ with unknown and complicated interactions among its components (proteins, metabolites, enzymes, RNA, etc.). To simplify the problem, we assume the following: (a) Each cell component is described by a boolean variable, i.e., a spin, accounting for only two possible states of the component: active or inactive. (b) The time evolution is discrete, and the state of the spins at a given time is determined, deterministically, by the state of the system at its previous time step (we use zero-temperature Glauber dynamics \cite{28}). (c) The web of interconnections among the spins (i.e., the cell components) is entirely random.

The most natural candidate for a description of this type is the Sherrington Kickpartick model \cite{29} with zero-temperature Glauber dynamics. This remarkably simple archetype model of glasses exhibits aging, and slow relaxation \cite{30–40} as we require. However, being Hamiltonian, the SK model features a reciprocity property not shared by the cellular network - the coupling constants between the $i$-th spin and the $j$-th spin are symmetric, $J_{ij} = J_{ji}$. However, living cells lack this symmetry because, for example, enzymes catalyze the synthesis of products but not vice versa.

The asymmetric Sherrington Kickpartick model, in which all coupling constants, $J_{ij}$, are statistically independent, is also ruled out because it exhibits, essentially, an instantaneous decay of correlations \cite{41, 42}. Thus, some elements of the cell’s network architecture should be retained to obtain slow relaxation and aging from an asymmetric spin network.

Here we propose a model that highlights the metabolic cycles structure of the cell by choosing its primary constituents to be closed cycles of spins rather than single spins. The sizes of these loops span over a large range of timescales, from very short timescales to long ones such as those required for protein degradation (2 min to 50 hours in growth-arrested cells \cite{43}). There are indications that these time delays are power-law distributed.

Thus the toy model proposed here consists of a collection of closed spin chains (representing, for example, different metabolic cycles, or closed regulatory feedbacks) randomly interconnected via a single spin on each cycle. The dynamics within each spin chain is a simple shift, and the cycle’s length, $L$ is a random variable chosen from a power-law distribution with power $-\alpha$, i.e.

$$P(L) = \nu/L^\alpha; \quad L_{\text{min}} \leq L \leq L_{\text{max}}. \quad (1)$$

Here $L_{\text{min}}$ and $L_{\text{max}}$ are the minimal and maximal endpoints of the interval on which the distribution is defined, while $\nu$ is the normalization constant. This model, which we call the Randomly Connected Cycles Network (RCCN), is illustrated in Fig. 2.

In this model, the application of external stress is realized by a magnetic field that polarizes the spins and sets them into an “OFF” position that represents an inactive state of the corresponding cell’s component. Soon after the magnetic field is turned off, the magnetization of the system decays back to its normal state. The first time it crosses zero is assumed to reflect the time point when the cell returns to its normal state. It is associated with the first division time of the cell after starvation, which is the quantity that is measured experimentally. Thus, the primary task of this work is to calculate the first passage distribution of the magnetization and compare it to the first division time distribution of the cells after the starvation period.

The intention of this paper is as follows: First, we write the equations that describe the dynamics of the RCCN model. Then we present the results of its numerical simulations that reproduced, qualitatively, the experimental

![FIG. 1. The experimental result of $1-cdf$ associated with the distribution of first division time of cells after various starvation periods $t_w$. (Adapted from \cite{11})](image-url)
FIG. 2. An illustration of the Randomly Connected Cycles Network (RCCN) model. Each site in the network represents a cellular component, and any red arrow may assume two positions (up and down), denoting the corresponding component state - active or inactive. The black arrows stand for a strong coupling that forms the cycles, while gray arrows represent weak coupling between different cycles. The coupling is via a single site in each cycle.

FIG. 3. The magnetization survival probability obtained from simulations of the RCCN model. The black dashed lines are the approximate solution given by formula (46). The dependence of these graphs on the starvation period $t_w$ reflects aging behavior, which saturates for large values of $t_w$. 

DEFINITIONS AND BASIC EQUATIONS

Consider a collection of $N$ closed spin chains that form cycles denoted by the index $i$. Each cycle contains a random number of spins, $L_i$, which we call the cycle length, and each spin may assume one of two values, $\pm 1$. We denote by $s_i^{(k)}$ the $k$-th spin on the $i$-th cycle and choose $s_i^{(0)}$ to be the spins that form couplings among all cycles (one spin in each cycle).

Within each cycle the time evolution is a simple shift dynamics,

$$s_i^{(k)}(t+1) = s_i^{(k-1)}(t), \quad k = 1, 2, \cdots, L_i - 1 \quad (2a)$$

while the connecting spins satisfy the equation

$$s_i^{(0)}(t+1) = \text{sign} \left[ s_i^{(L_i-1)}(t) + \sum_{j \neq i} J_{ij} s_j^{(0)}(t) + h(t) \right]. \quad (2b)$$

Here $h(t)$ is the external magnetic field, and $J_{ij}$ are random coupling constants with zero mean and a constant variance inversely proportional to the number of cycles, thus

$$\langle J_{ij} \rangle = 0, \quad \text{and} \quad \langle J_{ij}^2 \rangle = \frac{\gamma^2}{N}, \quad (3)$$

where $\gamma$ is a constant that characterizes the coupling strength. The magnetization of a cycle is defined to be:

$$M_i(t) = \frac{1}{L_i} \sum_{k=0}^{L_i-1} s_i^{(k)}(t), \quad (4)$$

and the total magnetization of the system is

$$M(t) = \frac{1}{N} \sum_{i=1}^{N} M_i(t). \quad (5)$$

In a large system with sufficiently strong coupling among the cycles, ($\gamma \gtrsim 1.3$), for a typical realization of $J_{ij}$, and random initial conditions of the spins, the magnetization, $M(t)$, behaves like a random process. The magnetic field application increases its average value, which decays back to zero after the magnetic field is turned off.

The main quantity of interest is the distribution of times, $t$, of first crossing, $M(t) = 0$, after magnetic field application. This distribution, denoted by $\rho(t)$, is assumed to reflect the distribution of the first cell division time after the starvation period. In order to avoid data binning, it is convenient to present the results using the survival probability,

$$S(t) = \int_t^\infty dt' \rho(t'), \quad (6)$$

also denoted by $1-cdf$.

NUMERICAL SIMULATIONS.

The simulation procedure employed for the study of the RCCN runs along with the following steps: First, we
choose the lengths of the cycles from the distribution \( L \). Then we set the coupling constants \( J_{ij} \) to be independent random variables from a normal distribution with mean and variance given by Eq. (3). Next, Eqs. (2) are iterated for several (2000) time steps in order to relax the system to some typical state. A constant magnetic field is applied for a period \( t_w \), after which we continue to iterate Eqs. (2) and record the first time \( M(t) \) crosses zero.

The statistics are gathered from different simulations in a similar amount to the number of cells monitored in the experiment, and the first crossing time data is used to construct the survival probability.

The choice of different \( J_{ij} \) at each run implies that the survival probability results from ensemble averaging rather than averaging over initial conditions. Because the system is finite (about 400 cycles), by this way, we avoid the problem of choosing some non-typical realization of the coupling constants.

In Fig. 3, we present the results of numerical simulations for the survival probability for various stress periods, \( t_w \). These are obtained for a system with \( 2^{14} \) spins, \( \gamma = 3/2, \alpha = 3/2, L_{\text{max}} = 2500, L_{\text{min}} = 1, \) and \( h = 0.8 \) during the stress period. These results are in qualitative agreement with the experimental data shown in Fig. 1 as they exhibit the following three features: (a) An approximate power-law decay within a wide time interval. (b) The delay in the relaxation increases with the stress period, \( t_w \). (c) The behavior of the system exhibits saturation at long stress periods.

**MEAN FIELD APPROACH**

The mean-field approach to the RCCN model is based on the assumption that in a large enough system where all cycles are interconnected, the input signal to a given cycle is a noise term whose statistical properties can be determined self consistently.

Consider the \( i \)-th cycle of the system as illustrated in Fig. 4. Here the input signal from all the other cycles is

\[
\zeta_i(t) = \sum_{j \neq i} J_{ij} s_j^{(0)}(t).
\]

When the system is large enough, correlations between cycles are small (see Appendix A) and the input signal is approximately a Gaussian noise with zero mean. Correlations can be determined self consistently from the spin autocorrelation function:

\[
\langle \zeta_i(t)\zeta_i(t') \rangle = \gamma^2 \langle s_k^{(0)}(t) s_k^{(0)}(t') \rangle,
\]

where averaging is over the ensemble \( J_{ij} \). In a large enough system, ensemble averaging is the same as averaging over the system’s initial conditions. This ergodicity property is discussed in Appendix A.

From here on, to shorten the notations we shall suppress the cycle index, and denote time using a subscript. With these notations Eqs. (2) for the connecting spin in a cycle of length \( L \) reduce to

\[
s_{t+1} = \text{sign}(s_t - L_1 + \zeta_t + h_t).
\]

It is instructive to first consider the case where all cycles are of the same length, \( L = 1, \) and zero magnetic field. Let \( p(t) \) be the probability that \( s_t = 1 \), and assume that the initial condition, \( p(0) \), is known. The random noise drives the system into the fixed point \( p(t) \to 1/2 \).

Yet, there will be no change in the spin state until time \( t \) if the noise is within the range \(-1 < \zeta_t < 1 \) for all time steps \( \nu = 1, \ldots, t - 1 \). Therefore the probability \( p(t) \) evolves according to the following equation:

\[
p(t) = \frac{1}{2} V_t \left[ p(0) - \frac{1}{2} \right],
\]

where, for \( t \geq 1, \)

\[
V_t = \int_{-1<\zeta_1<1} \left( \prod_{\nu=0}^{t-1} d\zeta_\nu \right) f_t(\zeta_0, \zeta_1, \ldots, \zeta_{t-1})
\]

is the probability for no spin-flip for any initial state of the spin within the time interval (0, \( t \)). Here \( f_t(\zeta_0, \zeta_1, \ldots, \zeta_{t-1}) \) is the joint probability distribution function of the noise at \( t \) consecutive time steps. A formal derivation of this result can be found in Appendix B.

Let us assume that the input noise features an exponential decay of correlation:

\[
\langle \zeta_t \zeta_\nu \rangle = \gamma^2 e^{-t' \varepsilon}.
\]

where \( |\varepsilon| < 1 \) is, at the moment, an unknown parameter that determines the time scale of the decay of correlations.
Inverting the covariance matrix of the noise results in a tridiagonal matrix that allows one to write the joint distribution function of the noise in the form

\[ f_t(\zeta_0, \zeta_1 \cdots \zeta_{t-1}) = Z_t \exp \left( -\frac{1}{2} \Phi_t \right), \]  

(13a)

where \( Z_t \) is the normalization factor, and

\[ \Phi_t = \frac{1}{\gamma^2(1-\epsilon^2)} \sum_{\nu=0}^{t-2} (\zeta_\nu - \epsilon \zeta_{\nu+1})^2 + \frac{\zeta_{t-1}^2}{\gamma^2}. \]  

(13b)

The integral \( (\ref{eq:nint}) \) can be evaluated in the limit \( \gamma \gg 1, \ |\epsilon| \ll 1 \) and \( 1 \ll t \ll \gamma^2/\epsilon^2 \) giving

\[ V_t \simeq \text{erf} \left( \frac{1}{\sqrt{2}\gamma} \right) \text{erf}^{-1} \left( \frac{1}{2\sqrt{2}\gamma(1-\epsilon^2)} \right), \]  

(14)

where \( \text{erf}(x) \) is the error function.

To identify the self-consistent equation for \( \epsilon \), notice that \( p(t) \) can be interpreted as the conditional probability of \( s_t \) given \( s_0 \). Thus, from \( \langle s_t \rangle = 2p(t) - 1 \) it follows that \( \langle s_t s_0 \rangle = V_t \). Substituting this correlation in Eq. \( (\ref{eq:corr}) \) and using Eq. \( (\ref{eq:proc}) \) we obtain the self consistent equation for \( \epsilon \):

\[ \epsilon \simeq -\frac{1}{t} \log V_t = -\log \left[ \text{erf} \left( \frac{1}{\sqrt{2}\gamma} \right) \text{erf}^{-1} \left( \frac{1}{2\sqrt{2}\gamma(1-\epsilon^2)} \right) \right] \]  

(15)

which for large \( \gamma \) gives \( \epsilon \simeq (2/\pi)^{1/2}/\gamma \). Thus the decay time of correlations is

\[ \tau_1 = -1/\log \epsilon. \]  

(16)

In the case where all cycles are of length \( L > 1 \), the dynamics are obtained by rescaling of time, and the relaxation time in this case is

\[ \tau_L = L\tau_1. \]  

(17)

However, the situation becomes more complicated when the lengths of the cycles are distributed according to the power-law given by Eq. \( (\ref{eq:power}) \). To reveal the behavior of the noise, in this case, one can try to solve the problem by iteration, starting from an initial approximation where the autocorrelation function of a spin in a cycle of length \( L \) is \( \exp(-t/\tau_L) \). Substituting this approximation in the right hand side of Eq. \( (\ref{eq:corr}) \) and taking the average over the cycles length distribution yields a power-law decay of the noise correlations \( \langle \zeta_0 \zeta_1 \rangle \sim t^{1-\alpha} \) within the range \( L_{\text{min}} \ll t/\tau_1 \ll L_{\text{max}} \). This correlation can be used to construct the first approximation to the noise distribution function, \( f_t(\zeta_0, \zeta_1 \cdots \zeta_{t-1}) \). With this approximation, the integral \( (\ref{eq:nint}) \) can be calculated in order to obtain the next approximation for the spins correlations, \( \langle s_t s_0 \rangle = V_t \). Then by iterating this procedure, one can improve these approximations. Notice, however, that once the noise correlation features a slow power-law decay, the spin correlations exhibit a similar behavior because the spin dynamics are dictated by the noise. Thus the spin correlations in a cycle of length \( L \),

\[ c_L(t) = \left\langle s^{(0)}(0)s^{(0)}(t) \right\rangle_L \]  

(18)

(where averaging is only over cycles of length \( L \)) decays as a power law \( t^{1-\alpha} \) within the range \( L \ll t/\tau_1 \ll L_{\text{max}} \). In Fig. 5, we demonstrate that this is indeed the behavior of \( c_L(t) \) for \( \alpha = 3/2 \) where correlations decay as \( 1/\sqrt{t} \). A full analysis of the behavior of \( c_L(t) \) in the limits \( t \gg L \) and \( |t| < L \) can be found in Appendices B & C.

Consider now the case where the system is subjected to a constant magnetic field, \( h \). From Eq. \( (\ref{eq:corr}) \) it follows that this amounts to a shift of the noise average \( \langle \zeta \rangle \) from zero to a finite value \( h \), and repeating the calculation that led to \( (\ref{eq:proc}) \) now gives

\[ p(t) - \frac{1 + m}{2} = V(h) \left[ p(0) - \frac{1 + m}{2} \right]. \]  

(19)

Here \( V(h) \) is given by an integral of the form \( (\ref{eq:nint}) \) but with integration range shifts such that, \( -1 < \zeta_0 + h < 1 \), and \( m \) is the magnetization given by

\[ m = \frac{\text{erfc} \mu_- - \text{erfc} \mu_+}{\text{erfc} \mu_+ + \text{erfc} \mu_-} \]  

(20)

where \( \text{erfc}(x) \) is the complementary error function, and

\[ \mu_\pm = \frac{1 \pm h}{\gamma \sqrt{2\pi}}. \]  

(21)

In the strong coupling limit, \( \gamma \gg 1 \), and a weak magnetic field, \( h < \gamma \), one obtains that the magnetization saturates to

\[ M(t) \xrightarrow{t \to \infty} m \simeq \sqrt{\frac{2 h}{\pi \gamma}}. \]  

(22)
Notice that the shift dynamics within each cycle imply that the time scale for polarizing the spins within a cycle of length $L$ is $\tau_L = \tau_1 L$, because the magnetic field affects only the connecting spins to other cycles.

A finite average magnetization changes noise properties. In particular, it reduces the phase space for spin fluctuations. Therefore a transient noise contribution, proportional to the square of the magnetization, is generated at the turn "ON" or turn "OFF" of the external magnetic field. This contribution can be neglected when the considered time interval is sufficiently far after the point where the magnetic field has been turned off.

In principle, the above description applies only in the limit of large systems $N \gg 1$, and strong coupling $\gamma \gg 1$, where relaxation is rapid. To obtain slow relaxation, i.e., large $\tau_1$, we will consider situations where $\gamma$ is of order one. However, $\gamma$ should be large enough to avoid a situation where the cycles become, effectively, decoupled from each other so that their magnetization freezes out. This limit is where the system behavior is analogous to the glass phase of spin glasses. To avoid this phase, $\gamma$ should be above 1.3. This value is obtained from numerical simulations, while the dashed lines are the analytic results of Eq. (30) obtained when substituting $h = 0.57$ and $\tau_1 = 1.9$. These values are slightly different from those obtained from the large $\gamma$ asymptotic expressions which are limited by the central limit theorem:

$$P(M, t) = \frac{1}{\sqrt{2\pi \sigma(t)}} \exp \left[ -\frac{(M - \langle M \rangle)^2}{2\sigma^2(t)} \right]. \quad (25)$$

The mean magnetization at time $t$, $\langle M \rangle$, and the variance, $\sigma^2(t)$, can be calculated using Eq. (23).

Assuming the external magnetic field to be constant, $\bar{h}$, within the time range $(-t_w, 0)$ and zero otherwise, the solution of Eq. (23) for the magnetization of a cycle of length $L$ is

$$M_L(t) = \tilde{M}_L(t) + \delta M_L(t), \quad (26)$$

where for $t > 0$,

$$\tilde{M}_L(t) = \bar{h} \left[ 1 - \exp \left( -\frac{t_w}{\tau_L} \right) \right] \exp \left( -\frac{t}{\tau_L} \right), \quad (27)$$

is the average magnetization, while the fluctuating component is

$$\delta M_L(t) = \int_{-t_w}^{t} \delta \xi_L(t') \exp \left( -\frac{t - t'}{\tau_L} \right). \quad (28)$$

Here $-t_*$ is the initial time where the dynamics started.

The total average magnetization of the system is now obtained by averaging Eq. (27) over the distribution of cycles length $P(\nu)$:

$$\langle M \rangle = \left\langle \tilde{M}_L \right\rangle_L. \quad (29)$$

This average can be expressed in terms of the exponential integral function, $E_\alpha(x)$,

$$\langle M \rangle = \nu \bar{h} \left\{ \frac{1}{\tilde{T}_{\max}^{\alpha-1}} \left[ E_{2-\alpha} \left( \frac{t}{\tau_{\max}} \right) - E_{2-\alpha} \left( \frac{t + t_w}{\tau_{\max}} \right) \right] \right\},$$

$$- \frac{1}{\tilde{T}_{\min}^{\alpha-1}} \left[ E_{2-\alpha} \left( \frac{t}{\tau_{\min}} \right) - E_{2-\alpha} \left( \frac{t + t_w}{\tau_{\min}} \right) \right]. \quad (30)$$

where $\nu$ is the normalization of the cycles length distribution function $P(\nu)$, $\tau_{\max} = \tau_1 L_{\max}$, and $\tau_{\min} = \tau_1 L_{\min}$.

The curves that describe the average magnetization, $\langle M \rangle$, in a system with $2^{14}$ spins, $\alpha = \gamma = 3/2$, $\tau_1 = 1$, $L_{\max} = 2500$, and $h = 0.8$, are depicted in Fig. 6 for various values of waiting times $t_w$. The colored lines show the results of numerical simulations, while the dashed lines are the analytic results of Eq. (30) obtained when substituting $\bar{h} = 0.57$ and $\tau_1 = 1.9$. These values are slightly different from those obtained from the large $\gamma$ asymptotic expressions which are $\tau_1 \approx 1.68$ and $\bar{h} \approx 0.43$, because $\gamma$ is not large and the external magnetic field, $h$, is not weak.

The variance of the fluctuations of the magnetization is obtained by squaring Eq. (25) and averaging both over the noise $\xi_L(t)$ and over the cycles length distribution,
while taking into account that we average over $N$ cycles. By neglecting the effect of magnetic field on the noise variance and setting $t_s = 0$, we obtain:

$$\sigma^2(t) = \frac{1}{N} \left\langle \sigma_L^2 \left[ 1 - \exp \left( \frac{-2t}{\tau_L} \right) \right] \right\rangle_L.$$  \hfill (31)

For our purpose in the next section we shall need only the saturated value of this variance (at long time):

$$\sigma^2 = \frac{(\sigma_L^2)}{N}. \quad \hfill (32)$$

(see Eq. (37) in the Appendix. D).

**THE SURVIVAL PROBABILITY**

The typical behavior of a single realization of the magnetization after turning the magnetic field off is illustrated in Fig. 7. It exhibits strong fluctuations on top of slow decay. Due to these fluctuations, the magnetization will cross the zero line base downwards and upwards in an alternating manner. Our goal is to calculate the survival probability, $S(t)$ (or 1-cdf), i.e., the probability that the magnetization did not cross the zero base line up to time $t$. Its relation to the distribution of times that the magnetization first passes the zero line value, $\rho(t)$, (i.e. the distribution of $T_1$ in Fig. 7) is described in Eq. (9) and can be also written as

$$\rho(t) = -\frac{\partial S(t)}{\partial t}. \quad \hfill (33)$$

This problem is different from the crossing problem in the Ornstein-Uhlenbeck process[44] because it involves strong temporal correlation of the magnetization. Following [44] we define $P_<(t)$ to be the probability that $M(t) < 0$ at time $t$. From Eq. (25) it follows that

$$P_<(t) = \int_{-\infty}^{0} dMP(M, t) = \frac{1}{2} \text{erfc} \left[ \frac{M(t)}{\sqrt{2\sigma(t)}} \right]. \quad \hfill (34)$$

To calculate the survival probability, we also need the distribution functions, $\psi_{\mp} (\Delta t)$, of the time, $\Delta t$, that the magnetization returns to zero after it crossed from above and stayed negative (“−”) or crossed from below and stayed positive (“+”). In terms of Fig. 7, $\psi_{-} (\Delta t)$ is the distribution of the even time intervals $T_2$, $T_4$, $T_6$, etc., while $\psi_{+} (\Delta t)$ is the distribution of the odd time intervals $T_3$, $T_5$, $T_7$, etc. (Notice that the distribution function for the first crossing at $T_1$, is special). The main assumption that we need here is that all these time intervals are independent random variables described by a distribution that changes adiabatically in time. This assumption is based on our numerical simulations, which show that the average magnetization changes very slowly compared to the typical time intervals, $T_k$.

For a system with discrete-time evolution, the precise value of the crossing time may be defined by interpolation, and the distribution functions $\psi_{\pm} (\Delta t)$ should be averaged over the distribution of the trajectory overshoot near the crossing point. Here we avoid this complexity by setting our time resolution to be larger than a single time step (the typical return time is of order 50-time steps); hence the magnetization of a single realization is regarded as a continuous function.

Now, let us define $p_{2k-1}(t)$ to be the probability that a trajectory of $M(t)$ starting at $M(0) > 0$ ends below the zero baseline at time $t$ after $2k - 1$ crossing events (where $k \geq 1$). Then:

$$P_<(t) = \sum_{k=1}^{\infty} p_{2k-1}(t) \quad \hfill (35)$$

It would be instructive to examine $p_{2k-1}(t)$. If the first crossing event took place at time $t_1 < t$ and there were no other crossing events until time $t$, then

$$p_1(t) = \int_{0}^{t} dt_1 \rho(t_1) Q(t - t_1), \quad \hfill (36)$$
where $Q(t)$ is the probability that $M(t')$ remains negative for time $t$. This is the probability of no crossing until time $t$, therefore it can be written in terms of the return probability, i.e.

$$Q(t) = 1 - \int_0^t dt' \psi_-(t').$$

(37)

Consider now the next function $p_3(t)$. Assuming the downward crossing took place at $t_1$, the upward crossing at $t_2$ and the next downward crossing at $t_3$ so that $0 \leq t_1 \leq t_2 \leq t_3 \leq t$ we have,

$$p_3(t) = \int_0^t dt_1 \rho(t_1) \int_{t_1}^t dt_2 \psi_-(t_2 - t_1) \times \int_{t_2}^t dt_3 \psi_+(t_3 - t_2)Q(t - t_3).$$

(38)

Similar convolution integrals describe $p_{2k-1}(t)$ with $k > 2$. Taking the Laplace transform of these formulas we have

$$\hat{p}_{2k-1}(s) = \hat{\rho}(s)[\psi_-(s)\hat{\psi}_+(s)]^{k-1}\hat{Q}(s),$$

(39)

were $\hat{f}(s)$ denotes the Laplace transform of $f(t)$.

From the above definitions it follows that

$$P_<(t) = \sum_{k=1}^{\infty} p_{2k-1}(t),$$

(40)

and taking the Laplace transform of equation (35), using (39), and solving for $\hat{\rho}(s)$, we obtain:

$$\hat{\rho}(s) = s\hat{P}_<(s)\frac{1 - \hat{\psi}_-(s)\hat{\psi}_+(s)}{1 - \hat{\psi}_-(s)}.$$  

(41)

Finally, from the above equation and the Laplace transform of Eq. (33), with $S(0) = 1$, we obtain

$$\hat{S}(s) = \frac{1}{s} - \hat{P}_<(s)\frac{1 - \hat{\psi}_-(s)\hat{\psi}_+(s)}{1 - \hat{\psi}_-(s)}.$$  

(42)

In order to proceed, one needs the functional form of $\psi_\pm(t)$. These functions are not known and difficult to compute. Here we assume that each of these functions is characterized by a single time-scale and has an exponential form:

$$\psi_\pm(t) = \frac{1}{\tau_\pm} \exp \left( -\frac{t}{\tau_\pm} \right),$$

(43)

where $\tau_\pm$ are the decay time scales. Taking the Laplace transform of these function and substituting them in Eq. (42) we obtain:

$$\hat{S}(s) = \frac{1}{s} - \hat{P}_<(s) - \frac{\tau_+}{\tau_- + \tau_+ s} \hat{P}_<(s).$$

(44)

In order to identify the ratio $\tau_+ / \tau_-$, we multiply the above equation by $s$ and take the limit $s \to 0$. Then using the following property of Laplace transform: $\lim_{s \to 0} s\hat{f}(s) = \lim_{t \to \infty} f(t)$, and the assumption of adiabatic evolution, namely that the magnetization $\overline{M}(t)$ and the standard deviation $\sigma(t)$ can be assumed to be constants over large time intervals (compared to $\tau_\pm$), we obtain:

$$\frac{\tau_+}{\tau_-} = \frac{1}{P_<(t)} - 1$$

(45)

Thus, the inverse Laplace transform of Eq. (44), leads to

$$S(t) = 1 - P_<(t) - \left( \frac{1}{P_<(t)} - 1 \right) \int_0^t \frac{dt'}{\tau_+} e^{-t'/\tau_+} P_<(t - t').$$

(46)

The decay time $\tau_+$ is unknown. From the adiabatic assumption it is clear that it should reduce slowly in time because as the average magnetization becomes smaller the probability for $M(t)$ to stay positive reduces. Moreover, ageing suggests that $\tau_+$ also has a weak dependence on the waiting time, $t_w$ which sets the value of the average magnetization, see Appendix E. The dashed lines in Fig. 3 (corresponding to $t_w = 20, 40, 160, 640$ and 3000) are obtained from formula (46) with logarithmic dependence on the waiting time: $\tau_+ = 11 \log(t_w/2)$ (see Appendix E). The other parameters are $\tau_1 = 1.9, \, h = 0.57$ (the same as for the average magnetization shown in Fig. 5), and $\sigma(t) \simeq \sigma = 0.047$ (see Appendix D).

CONCLUSION

To conclude, we constructed a minimal toy model that reproduces the statistical behavior of the division time of a $E. coli$ cell that undergoes a period of acute stress in which its growth is arrested. This construction rests on the following central assumptions: First, the cellular network may be considered random when taking the cell far from its adaptive regime. Second, one can describe this network using Boolean variables that account for each cell component’s active or inactive states. Third, the statistical properties of the dynamics of the system are captured by discrete-time evolution. Fourth, the interactions among components can be approximated by two-body interactions. Namely, the state of a spin depends (nonlinearly) only on sums of the form $\sum_{j} J_{ij} s_j$ and not, e.g., terms of the form $\sum_{j,k} J_{ijk} s_j s_k$ that represent three-body interactions. With these assumptions, the simplest model we could construct that reproduces the experimental results is the RCCN model illustrated in Fig. 2. Clearly, none of these assumptions hold on a microscopic level description: The cellular network is not random, as it evolved during billions of years of evolution;
the concentration of cell components and the time evolution are continuous; and reactions within the cell usually involve few-body interactions. Nevertheless, the agreement between the experimental data and the numerical and analytical solution of the model suggests that the RCCN model provides an effective statistical description of the cell. In other words, one expects that a realistic microscopic model of the cellular network can be reduced to the RCCN model in the proper regime of parameters. As such, this model forms a starting point on which a more refined description can be built by taking into account particular features of the cellular network.

Moreover, our study shows that the random statistical behavior of the cells holds valuable information about the cellular network structure. For instance, comparing the solution of the RCCN model with the experimental data allows one to extract information about the cycles length distribution, e.g., the power $\alpha$ in Eq. (11), as well as the scale of the longest cellular cycle, $L_{\text{max}}$ of the cell.

In order to see how $\alpha$ is reflected in the survival probability, consider the intermediate asymptotic behavior of $S(t)$ within the range $\tau_{\text{min}} \ll t \ll \tau_{\text{max}}$ which can be evaluated assuming $\tau_+ \ll t$. Within this range the upper limit in the integral (16) can be extended to infinity, while the function $P_<(t-t')$ can be expanded in powers of $t'$. The zeroth order term of this expansion cancels the first term on the right hand side of Eq. (16), while the first order term yields,

$$S(t) \approx \begin{cases} b_+ \left(\frac{\tau_{\text{max}}}{\tau_{+}}\right)^{\alpha+1} & \tau_{\text{min}} \ll t_w \ll t \ll \tau_{\text{max}} \\ b_- \left(\frac{\tau_{\text{max}}}{\tau_{+}}\right)^{\alpha} & \tau_{\text{min}} \ll t \ll \tau_{\text{max}} < t_w \end{cases},$$

(47)

with

$$b_\pm = (\alpha - 1) \Gamma(\alpha) \frac{\bar{h}}{2\alpha \pi} \left(\frac{L_{\text{min}}}{\tau_{\text{max}}}\right)^{\alpha - 1} \tau_+ \left(\tau_{\text{max}}/\tau_{+}\right)^{\mu_\pm} \left(\tau_{\text{max}}/\tau_{+}\right)^{\mu_\pm},$$

(48)

where $\mu_+ = 1$, and $\mu_- = 0$.

Eq. (47) shows that the distribution of the cycles length (11) determines the intermediate asymptotic behavior of the survival probability: The power-law decay changes from $t^{-\alpha-1}$ for short waiting time to $t^{-\alpha}$ at saturation, i.e. when $t_w \geq \tau_{\text{max}}$. Notice that this result is independent of any other parameter of the system. Thus, the behavior of the survival probability at saturation reflects the distribution of the lengths of the cycles (11).

From a theoretical viewpoint, the RCCN model is a complicated model, and the phenomenological description that we have presented here provides only a basic description. For example, we did not take the effect of magnetization on the noise level, the precise dependence of $\tau_+$ on time, and we also did not account for possible cross-correlations between different cycles whose cumulative effect, despite being very small, may become significant.

The theoretical framework provided by the RCCN model opens the possibility to study many other universal features of the system such as correlations between cycles; the effect of stress focused on a single node or a limited number of them; and the sensitivity of the dynamics to a small change in the initial conditions. These questions are left for future study.

### APPENDIX A: ERGODICITY

Eq. (6) is straightforwardly obtained by ensemble averaging. In the first part of this Appendix, we show that the same equation can also be derived by averaging over initial conditions of the spin configurations. However, this derivation relies on the assumption that different cycles are uncorrelated. In the second part of the Appendix, we show that the correlation between cycles decay as $1/\sqrt{N}$ where $N$ is the number of cycles.

In what follows we use overbar to denote averaging over initial conditions and over the cycles. Using definition (9), we have

$$\overline{\zeta_i(t)\zeta_i(t')} = \frac{1}{N} \sum_i \sum_{k \neq k'} J_{ik}J_{ik'} \overline{s_k(t)s_{k'}(t')}. \quad (49)$$

Hereinafter we suppress the upper index that denote the connecting spins in each cycles. Assuming the cycles to be uncorrelated implies that only terms with $k = k'$ contribute to the above sum. This diagonal approximation yields

$$\overline{\zeta_i(t)\zeta_i(t')} = \frac{1}{N} \sum_i \sum_{k \neq i} J_{ik}^2 \overline{s_k(t)s_k(t')}. \quad (50)$$

and by the law of large numbers, in the limit $N \to \infty$, we obtain

$$\overline{\zeta_i(t)\zeta_i(t')} = \gamma^2 \overline{s_k(t)s_k(t')} \quad (51)$$

Comparing this formula with Eq. (8) shows that averaging over initial conditions is equivalent to ensemble averaging provided $\frac{1}{N} \overline{s_k(0)t} s_{k'}(0) t' \to 0$ when $N \to \infty$ and $k \neq k'$. To validate this property consider the following quantity:

$$\Phi_{ij} = \left\langle J_{ij} \overline{s_i(t)L_i} \right\rangle, \quad i \neq j. \quad (52)$$

Expressing $s_i(t)$ in terms of its previous time step, using Eqs. (2) we have

$$\Phi_{ij} = \left\langle J_{ij} \overline{\text{sign}(s_i(t - L_i) + \zeta_i(t-1))s_j(t)} \right\rangle. \quad (53)$$

where $\zeta_i(t-1)$ is the input signal to the $i$-th cycle. Let us separate from this signal the contribution that comes from the $j$-th spin, $\zeta_j(t) = J_{ij} s_j(t) + \zeta_i(t)$, and expand sign function to linear order in $J_{ij}$ (this expansion
is justified because $J_{ij}$ is of order $1/\sqrt{N}$ and we consider the limit $N \to \infty$. Thus
\[
\Phi_{ij} = \left\langle J_{ij} \text{sign}[s_i(t - L_i) + J_{ij} s_j(t - 1) + \zeta_i(t - 1)]s_j(t) \right\rangle
= \left\langle J_{ij} \text{sign}[s_i(t - L_i) + \zeta_i(t)]s_j(t) \right\rangle \\
+ \left\langle J^2_{ij} s_j(t - 1)s_j(t)2\delta[s_i(t - L_i) + \zeta_i(t - 1)] \right\rangle.
\] (54)

Now let us assume, self consistently, that the spins are uncorrelated. Then $\zeta_i(t)$ is a Gaussian noise, independent of $s_i$ and $s_j$, with zero mean and with variance $\gamma^2$, hence, taking first the mean over the noise only,
\[
\text{sign}[s_i(t) + \zeta_i] = s_i(t)\text{sign}[1 + \frac{\zeta_i}{\gamma}]
\]
and the term in the middle line of Eq. (54) vanishes upon averaging. Similarly $\delta[s_i(t) + \zeta_i] = P[-s_i(t)]$ where $P(\zeta)$ is the noise distribution function. Taking into account that the maximal value of this distribution function is $1/(\sqrt{2\pi}\gamma)$ and that the maximal value of $s_j(t)$ is 1, we obtain
\[
\Phi_{ij} \leq \left\langle J^2_{ij} \max[P(\zeta)] \right\rangle = \frac{\gamma}{\sqrt{2\pi N}}.
\] (55)

Noting that the spatial correlations is fully determined by $J_{ij}$, This result together with the definition of $P(\zeta)$ implies that
\[
\frac{s_i(t)s_j(t)}{\gamma} \sim \frac{J_{ij}}{\gamma} \sim \frac{1}{\sqrt{N}}.
\] (56)

**APPENDIX B: DERIVATION OF EQ. (10)**

Consider the mean field approximation for the RCCN model where all cycles are of length $L = 1$. The spin dynamical equations are:
\[
s_{t+1} = \text{sign}(s_t + \zeta_t)
\] (57)

where $\zeta_t$ is the input noise. Let us look first on the case where the noise is uncorrelated. Then the probability, $p(t)$ that $s_t = 1$ satisfies the equation:
\[
p(t + 1) = p(t)\mathbb{P}(\zeta_t > -1) + [1-p(t)]\mathbb{P}(\zeta_t > 1)
\] (58)

Here the first term describes the probability that $s_t = 1$ multiplied by the probability that the noise cannot flip it, i.e., the probability that $\zeta_t > -1$. The second term describes the case where $s_t = -1$ but the noise is sufficiently large to flip it. Next, we use the following general properties of the noise probabilities:
\[
P(\zeta_t > -1) = q + P(\zeta_t > 1)
\] (59a)

where
\[
q = \mathbb{P}(-1 < \zeta_t < 1),
\] (59b)

and
\[
P(\zeta_t > 1) + P(\zeta_t < -1) + q = 2P(\zeta_t > 1) + q = 1,
\] (59c)

where here we use the property that the noise distribution is an even function, i.e. $P(\zeta > 1) = P(\zeta < -1)$. Substituting these equations in (58) gives
\[
p(t + 1) - \frac{1}{2} = q\left[p(t) - \frac{1}{2}\right]
\] (60)

From here Eq. (10) directly follows with $V_t = q^t$.

Consider now the noise be correlated and let us calculate the probability that after two steps $s_2 = 1$. This probability is given by the following sum:

\[
p(2) = P(\zeta_1 > 1) + P(-1 < \zeta_1 < 1, \zeta_0 > 1) + P(-1 < \zeta_1 < 1, -1 < \zeta_0 < 1)p(0).
\] (61)

The first term on the right-hand side of this equation is associated with the situation that the noise at the last step is sufficiently large to ensure that the spin will be one independent of its state. The second term describes the case where the noise in the last step is within the range where no spin flip occur (irrespective of the initial spin state), but the noise in the previous step is large enough to ensure that the spin is in "one" state. Finally, the last term is the probability that the spin was initially at one state, and the noise in both time steps doesn’t flip the spin. These probabilities refer to disjoint sets of events and therefore add up.

Now, using relations similar to (59) allows one to rewrite the above equation in the form:
\[
p(2) = \frac{1}{2}[1 - P(-1 < \zeta_1 < 1)] + \frac{1}{2}[P(-1 < \zeta_1 < 1) - V_2] + V_2p(0),
\] (62)

where
\[
V_2 = P(-1 < \zeta_1 < 1, -1 < \zeta_0 < 1).
\] (63)

Thus
\[
p(2) - \frac{1}{2} = V_2\left[p(0) - \frac{1}{2}\right].
\] (64)
This derivation can be generalized to any number of time steps giving Eq. [10].

APPENDIX C: NOISE IN THE RCCN MODEL

In this Appendix, we study the fluctuation of the cycles magnetization. To this end, we shall characterize the correlation function [13] of the connecting spin in a cycle of length \( L \), and use it to calculate the magnetization variance in order to identify \( \sigma_2^2 \), and its average over the distribution of the lengths of the cycles, \( \bar{\sigma}^2 \).

The essential quantity needed for our analysis is the conditional probability of a connecting spin and the noise acting on the same spin at some different time, \( P(\zeta_t|s_0) \), where the subscript denotes the time step. It is easy to calculate this conditional probability for \( t = -1 \) because the time evolution \( s_0 = \text{sign}(s_{-1} + \zeta_{-1}) \) allows one to calculate the conditional probability \( P(s_0|\zeta_{-1}) \). Then using Bayes’ theorem, we have

\[
P(\zeta_{t-1}|s_0) = P(s_0|\zeta_{-1}) \frac{P_0(\zeta_{-1})}{P(s_0)} \tag{65}
\]

where \( P(s_0) = 1/2 \) is the unconditional probability of the spin in the absence of magnetic field, and \( P_0(\zeta) \) is the probability distribution of the noise at some arbitrary time, which is normal distribution with zero mean and variance \( \gamma^2 \). From here we obtain that for \( s_0 = 1 \):

\[
P(\zeta_{-1}|1) = \begin{cases} 
2P_0(\zeta_{-1}) \quad \zeta_{-1} > 1 \\
P_0(\zeta_{-1}) \quad |\zeta_{-1}| < 1 \\
0 \quad \zeta_{-1} < -1
\end{cases} \tag{66}
\]

The conditional probability is symmetric with respect to a change sign of both \( s_0 \) and \( \zeta_{-1} \) hence \( P(\zeta_{-1}|-1) = P(-\zeta_{-1}|1) \).

Now we can calculate the conditional probability at any other time by the integral

\[
P(\zeta_t|s_0) = \int d\zeta_{-1} P(\zeta_t|\zeta_{-1}, s_0)P(\zeta_{-1}|s_0). \tag{67}
\]

Here \( P(\zeta_t|\zeta_{-1}, s_0) \) is the conditional probability of the noise at time \( t \) given the noise value at time \( t = -1 \), and the state of the spin, \( s_0 \). However, the effect of a single spin on the noise is negligible because the noise results from a very large number of spins; hence

\[
P(\zeta_t|\zeta_{-1}, s_0) = P(\zeta_t|\zeta_{-1}) \exp \left( -\frac{(\zeta_t - \mu_{t+1} + \zeta_{-1})^2}{2\gamma^2(1 - \mu_{t+1}^2)} \right) \tag{68}
\]

where \( \mu_{t+1} = (\zeta_t|\zeta_{-1})/\gamma^2 \) is the noise correlation function normalized by its variance. Substituting (66) and (68) in (67) yields:

\[
P(\zeta_t|s_0) = [1 + s_0\chi(\zeta_t)] P_0(\zeta_t) \tag{69}
\]

where

\[
\chi(\zeta) = \frac{1}{2} \sum_\pm \text{erf} \left( \frac{1 \pm \zeta\mu_{t+1}}{\gamma\sqrt{2 - 2\mu_{t+1}^2}} \right). \tag{70}
\]

We turn now to calculate the autocorrelation function of the connecting spin in a cycle of length \( L \) at time \( t = L \), \( c_L(L) \), in the limit of zero magnetic field. Setting \( t = L - 1 \) in Eq. (9), multiplying it by \( s_0 \), and taking the average we obtain

\[
c_L(L) = \langle s_0s_L \rangle = \langle s_0\text{sign}(s_0 + \zeta_{L-1}) \rangle. \tag{71}
\]

This average can be evaluated using (69) giving

\[
c_L(L) \approx \text{erf} \left( \frac{1}{\sqrt{2\gamma}} \right) + q\mu_L, \tag{73}
\]

where

\[
q = \frac{2}{\pi} \exp \left( -\frac{1}{\gamma^2} \right). \tag{74}
\]

Consider, now the same correlation function but at time \( t = 2L \), i.e., \( c_L(2L) \). Setting \( t = 2L - 1 \) in Eq. (9), multiplying by \( s_0 \), and expressing \( s_L \) in terms of \( s_0 \) using Eq. (9) once again we obtain:

\[
c_L(2L) = \langle s_0 \text{sign}(s_0 + \zeta_{L-1} + \zeta_{2L-1}) \rangle. \tag{75}
\]

To evaluate this quantity, we need the joint distribution of the noise at two points in time conditioned by the state of the spin \( s_0 \):\n
\[
P(\zeta_t, \zeta_{t'}|s_0) = \int d\zeta_{-1} P(\zeta_t, \zeta_{t'|}\zeta_{-1})P(\zeta_{-1}|s_0). \tag{76}
\]

To leading order in the noise correlations, \( \mu_t \), this integral gives:

\[
\frac{P_0(\zeta_t, \zeta_{t'|})}{P_0(\zeta_{t'})} \approx 1 + \zeta_t\zeta_{t'-}\mu_{t'-} + \frac{\sqrt{q}}{\gamma} (\zeta_t\mu_{t'} + \zeta_{t'}\mu_{t'}). \tag{77}
\]

The average on the right hand side of (75) can be evaluated by expressing the outer sign function in terms of its Fourier integral,

\[
\text{sign}(x) = 2\text{Re} \int_0^\infty \frac{dn}{i\pi n} \exp(inx). \tag{78}
\]

Performing the average yields

\[
c_L(2L) \approx q\left( \frac{1}{\sqrt{2\gamma}} \right) + \mu_L\text{erf} \left( \frac{1}{\sqrt{2\gamma}} \right) + \mu_{2L}. \tag{79}
\]
Notice that the contribution from the noise autocorrelation, i.e. the quadratic term on the right-hand side of Eq. (77), vanishes. Thus one can interpret the above formula in the following way: The first term is simply the probability that the spin does not flip by the noise after two events where its state may have been changed (at time $L$ and time $2L$), assuming these events to be independent. The two other contributions represent corrections to this result due to correlations of the noise with the spin. The first is the product of the probabilities that noise does not flip the spin at one time event multiplied by the excess probability for the spin to remain in its state due to correlations with the spin after time $L$. The second contribution comes from correlations of the noise and the spin after time $2L$.

A similar calculation for $n$ time steps (of length $L$), in the asymptotic limit $L \gg 1$ gives

$$
c_{L}(nL) \simeq q \sum_{j=1}^{n} \text{erf}^{n-j} \left( \frac{1}{\sqrt{2\gamma}} \right) \mu_{jL} + \text{erf}^{n} \left( \frac{1}{\sqrt{2\gamma}} \right). \tag{80}
$$

Assuming this behavior is characteristic for any discrete time $t$ and not only to the values $t = nL$ one can now solve this equation self consistently by averaging $c_{L}(t)$ over the power law distribution of the cycles length $\mathbb{L}$. This average should be proportional to the noise autocorrelation $\mu_{t}$.

Consider, first, the average of the last term in the above formula (which decays exponentially). In the asymptotic limit $\tau_{\text{min}} \ll t \ll \tau_{\text{max}}$ it yields

$$
\langle \text{erf}^{2} \left( \frac{1}{\sqrt{2\gamma}} \right) \rangle_{L} = \nu \Gamma(\alpha - 1) \left( \frac{\alpha}{t} \right)^{\alpha - 1} \tag{81}
$$

where in the approximation where correlations are taken only to first order to, $\tau_{\text{max}}^{-1} \simeq -\log \left[ \text{erf}(1/\sqrt{2\gamma}) \right]$. This term yield an algebraic decay, and substituting the same form of decay, $\mu_{jL} \simeq b j^{L} L^{-1} \text{erf}^{-1}(1/\sqrt{2\gamma})$, the sum can be expressed in terms of Lerch transcendent which yields the following asymptotic formula:

$$
c_{L}(t) \simeq \hat{b} \left( \frac{1}{t + L} \right)^{\alpha - 1} + \exp \left( -\frac{t}{\tau_{\text{max}}} \right) \tag{82}
$$

where

$$
\hat{b} = \frac{b q}{1 - \text{erf} \left( \frac{1}{\sqrt{2\gamma}} \right)}. \tag{83}
$$

This result shows that in the large time asymptotic limit, all cycles correlation functions decay as a power law with the same power and amplitude as illustrated in Fig. 5 and Fig. 8.

**APPENDIX D: THE MAGNETIZATION NOISE**

In this appendix, we calculate the magnetization noise variance, $\sigma_{L}^{2}$, at zero magnetic field. It is obtained by averaging the variance of the magnetization noise, $\sigma_{L}^{2}$, of cycles of length $L$ over the cycles length distribution $[1]$.

Consider the magnetization of a cycle of length $L$. Taking into account that the dynamics within the cycle is shift dynamics, we have

$$
M_{L}(t) = \frac{1}{L} L_{k=0}^{L-1} s^{(k)}(t) = \frac{1}{L} \sum_{t'=0}^{L-1} s^{(0)}(t - t'). \tag{84}
$$

Thus when the system reaches a stationary state, the variance of the magnetization of a cycle of length $L$ is given by:

$$
\langle M_{L}^{2} \rangle = \frac{1}{L^{2}} \sum_{t'=0}^{L-1} \sum_{t''=0}^{L-1} \langle s^{(0)}(t - t'') s^{(0)}(t - t') \rangle
$$

$$
= \frac{1}{L^{2}} \sum_{t'=0}^{L-1} \sum_{t''=0}^{L-1} c_{L}(t'' - t') \tag{85}
$$

$$
= \frac{1}{L^{2}} \sum_{t'=0}^{L-1} (L - t)c_{L}(t),
$$

where we took into account that $c_{L}(0) = 1$.

The above sum depends on the behavior of $c_{L}(t)$ within the short time regime $0 < t < L$. The results obtained in Appendix C (see Eqs. (82) and (73)) indicate that within this range, the correlation length is essentially constant. This conclusion is also supported by the numerical results shown in Fig. 8, where we depict $c_{L}(t)$ at three values of cycle length for $\alpha = 3/2$. This figure shows modulations of the correlations on the scale of $L$ with an approximate constant behavior within the range $1 \leq t \leq L - 1$.

If we set $c_{L}(t)$ to be constant $k$, then

$$
\sigma_{L}^{2} \simeq \langle M_{L}^{2} \rangle \simeq \frac{1}{L^{2}} + \frac{L - 1}{L} \tag{86}
$$

To calculate the $\sigma^{2}$ in Eq. (82), one should take the average of $\sigma_{L}^{2}$ over the cycles length distribution. For simplicity we assume $L_{\text{min}} = 1$ and extend the sum to infinity (as it converges for $\alpha > 1$). With these approximations we obtain

$$
\sigma^{2} = \frac{1}{N} \langle \sigma_{L}^{2} \rangle = \frac{1}{N} \left[ k + \frac{(1 - k)\zeta(1 + \alpha)}{\zeta(\alpha)} \right], \tag{87}
$$

where $N$ is the average number of cycles, while $\zeta(x)$ is the Riemann zeta function.

Finally, it remains to obtain an estimate for the constant $k$. For this purpose, let us calculate the correlation function at one time step,

$$
c_{L}(1) = \langle s_{0}s_{1} \rangle = \langle s_{0}\text{sign}(s_{1-L} + \zeta_{1}) \rangle. \tag{88}
$$

In order to calculate this average one needs the conditional probability $P(\zeta_{1}|s_{0}, s_{1-L})$, namely the distribution of the noise at time $t = 1$ for a given state of the spin at previous times $t = 0$ and $t = 1 - L$. For sufficiently large
cycles, one expects that the correlations of the noise with the state of the spin at the latter time can be neglected and to use the approximation \( P(\zeta_1|s_0, s_{1-L}) \approx P(\zeta_1|s_0) \). Then using (69) to perform the average, and linearizing with respect to \( \mu_1 \) (although this is not strictly justified because \( \mu_1 \) is of order one, but here we are only interested in the approximate value) we obtain:

\[
c_L(1) = \left< s_0 \text{erf} \left( \frac{s_1-L}{\sqrt{2\gamma}} \right) \right> + q\mu_1. \quad (89)
\]

Next, to perform the average over \( s_{1-L} \) we use the conditional probability:

\[
P(s_{1-L}|s_0) = \begin{cases} 
\frac{1+u}{2\mu} & \text{for } s_{1-L} = s_0 \\
\frac{1-u}{2\mu} & \text{for } s_{1-L} = -s_0
\end{cases} \quad (90)
\]

where \( u = \langle s_0 s_{1-L} \rangle = c_L(L-1) \). From the last two equations we obtain:

\[
c_L(1) \simeq c_L(L-1)\text{erf} \left( \frac{1}{\sqrt{2\gamma}} \right) + q\mu_1 \quad (91)
\]

This formula connects the correlation function at one time step with that at the time step just before the completion of a full cycle of \( L \) steps. Setting \( k = c_L(1) \simeq c_L(L-1) \) and solving for \( k \) we obtain:

\[
k \simeq \frac{q\mu_1}{1 - \text{erf} \left( \frac{1}{\sqrt{2\gamma}} \right)}. \quad (92)
\]

In our numerical study \( \alpha = \gamma = 3/2 \), which implies that \( k \simeq 0.81\mu_1 \). Taking also that average number of cycles is \( N = 408 \), and approximating \( \mu_1 \simeq 1 \) we obtain from (87) that \( \sigma = 0.047 \) which is the same as the numerical result.

**APPENDIX E: THE WAITING TIME DEPENDENCE OF \( \tau^+ \)**

This appendix explains the logarithmic dependence of the return time, \( \tau^+ \), on the waiting time, \( t_w \). For this purpose, we take note that formula (46) is obtained by taking into account correlations in the relaxation of the magnetization and the effect of the second term is manifested only at a sufficiently long time, when the survival probability becomes small. Thus in what follows, we estimate \( \tau^+ \) by focusing our attention on the regime:

\[
t \sim \tau_{\text{max}}, \quad \text{and} \quad \tau_{\text{min}} \ll t_w < \tau_{\text{max}}. \quad (93)
\]

The magnetization is a sum of two contributions: the mean value of the magnetization and a fluctuating part. From Eq. (30) it follows that average magnetization in the regime of interest (93) is given by

\[
\langle M \rangle \approx c t_w. \quad (94)
\]

where

\[
c \approx (\alpha - 1)\Gamma(\alpha, 1) \tilde{h} \left( \frac{L_{\text{min}}}{L_{\text{max}}} \right)^{\alpha-1}, \quad (95)
\]

and \( \Gamma(\alpha, z) \) is the incomplete gamma function. This positive contribution comes mainly from the long cycles which decay slowly and keep memory of the time that the system was subjected to the magnetic field. It is therefore clear that it increases with the waiting time, \( t_w \), (as long as it is shorter than the longest cycle).

On the other hand, the main contribution to the fluctuating part of the magnetization comes from short cycles that quickly lose memory of the magnetic field, and because there are many of them. The relaxation of these very short orbits is approximately exponential as follows from (27).

Now consider a trajectory of the magnetization that crosses zero value upwards. Since the average magnetization is positive, the fluctuation must be negative with amplitude given by (94). Thus one expects it to have the form \( \delta M(t) \approx -M \exp(-t/\tau_{\text{min}}) \), where time is measured from the crossing point. Now, the typical time that the magnetization remains positive is several times (say \( n \)) of the time that takes this fluctuation to relax. Namely it is obtained from the condition \( \delta M(\tau_+ / q) = -\delta \) where \( \delta \) is some small (positive) value of the magnetization. Solution of this equation yields a logarithmic dependence on the return time, \( \tau^+ = n\tau_{\text{min}} \log(c t_w / \delta) \).
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