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Abstract

Let $V$ be a real algebraic variety with singularities and $f$ be a real polynomial non-negative on $V$. Assume that the regular locus of $V$ is dense in $V$ by the usual topology. Using Hironaka’s resolution of singularities and Demmel–Nie–Powers’ Nichtnegativstellensatz, we obtain a sum of squares-based representation that characterizes the non-negativity of $f$ on $V$. This representation allows us to build up exact semidefinite relaxations for polynomial optimization problems whose optimal solutions are possibly singularities of the constraint sets.
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Table 1: Nichtnegativstellensätze and exact semidefinite programs (SDPs).

| Year | Author(s)                  | Requirement (Method)                                      | Exact SDPs |
|------|----------------------------|----------------------------------------------------------|------------|
| 1888 | Hilbert–Artin [2,13]       | whole space, non-prescribed denominators                  | no         |
| 1964 | Krivine–Stengle [16,39]    | non-prescribed denominators                               | no         |
| 2000 | Scheiderer [34,36]         | low dimension, compact basic semi-algebraic sets (local–global principle) | yes        |
| 2006 | Marshall [25,26]           | Archimedean condition, boundary Hessian conditions (local–global principle) | yes        |
| 2006 | Nie–Demmel–Sturmfels [30]  | whole space (gradient ideals)                             | yes        |
| 2007 | Demmel–Nie–Powers [9]      | Karush–Kuhn–Tucker conditions                             | yes        |
| 2013 | Nie [28]                   | finite real algebraic varieties                           | yes        |
| 2022 | Mai [21,22]                | finite images of singular loci (Fritz John conditions)    | yes        |
| 2022 | Mai (Theorem 3)            | denseness of regular loci (resolution of singularities)   | yes        |
| 2022 | Mai–Magron [24]            | no (decomposition of singular loci)                       | yes        |

1 Introduction

For almost 135 years since Hilbert’s work [13], representations of polynomials non-negative on semi-algebraic sets (Nichtnegativstellensätze for short) have been widely studied with influential applications to real-world problems. One of these applications is to construct exact semidefinite programs for polynomial optimization problems (see Lasserre’s hierarchy [17]). In other words, Nichtnegativstellensätze allow us to find the exact solutions for a non-convex problem through convex problems. Although the first two representations by Hilbert–Artin [2,13] and Krivine–Stengle [16,39] did not directly produce such exact semidefinite programs, later ones have enabled us to achieve them under certain conditions. In this work and our recent efforts [21,22,24], these conditions have been gradually reduced to the most general case. We list in Table 1 different types of Nichtnegativstellensätze and their applicability to polynomial optimization. In this paper, we omit Positivstellensätze, representations of polynomials strictly positive on semi-algebraic sets, because they provide approximate semidefinite programs for polynomial optimization problems.

Previous works. Hilbert and Artin [2,13] state and prove that every globally non-negative polynomial is a sum of squares of rational functions. Krivine and Stengle [16,39] extend this result to the case of basic semi-algebraic sets, which are defined by polynomial inequalities. It says that every polynomial non-
negative on a basic semi-algebraic set can be expressed as the linear combination of the products of polynomials defining this set with weights being the sums of squares of rational functions. Thus non-prescribed denominators exist in these two Nichtnegativstellensätze, which leads to difficulties in applying them to polynomial optimization.

Representation without denominators developed by Scheiderer [34–36] allows him to replace sums of squares of rational functions in Krivine–Stengle’s Nichtnegativstellensatz with sums of squares of polynomials. However, this representation requires the boundedness of basic semi-algebraic sets in low-dimensional spaces. Later Marshall [25, 26] improves this result in arbitrarily dimensional spaces using the Archimedean condition and the boundary Hessian conditions. Marshall’s Nichtnegativstellensatz states that every polynomial non-negative on a basic semi-algebraic set can be written as the linear combination of polynomials defining this set with weights being the sums of squares of polynomials. Note that the number of sums of squares in this representation is not exponential as in the one by Scheiderer. Moreover, the boundary Hessian conditions also partially reveal the use of optimality conditions in later representations.

Using the gradient of a non-negative polynomial \( f \), Nie, Demmel, and Sturmfels [30] obtain a representation of \( f \) with application in unconstrained polynomial optimization. They claim that \( f \) is identical to a sum of squares of polynomials on the set where the gradient of \( f \) vanishes. This result is extended to the case of \( f \) non-negative on a basic semi-algebraic set \( S \) by Demmel, Nie, and Powers [9]. It states that \( f \) is concise to the linear combination of the products of polynomials defining \( S \) with weights being sums of squares of polynomials on the set where the gradient of the Lagrangian for minimizing \( f \) on \( S \) vanishes. Demmel–Nie–Powers’ Nichtnegativstellensatz can be applied to polynomial optimization problems that the Karush–Kuhn–Tucker conditions hold at some global minimizer. We prove in Lemma 3 that the Karush–Kuhn–Tucker conditions hold at regular points of the constraint sets.

Our previous works [21, 22] deal with the singular case of the constraint sets using the Fritz John conditions. We obtain a similar Nichtnegativstellensatz to Demmel–Nie–Powers’ by replacing the standard Lagrangian with a generalized form with a multiplier for the objective function. We apply this representation to polynomial optimization in cases where the images of the singular loci of the constraint sets under the objective polynomials are finite. (The motivation for the study of singularity theory in polynomial optimization is mentioned in [20].) So far, the answer to the existence of a general representation seems to be only a hair’s breadth away.

**Contribution.** Let \( V \) be a real algebraic variety (common real zeros of a system of polynomials) with singularities and \( f \) be a real polynomial non-negative on \( V \). In order to provide a representation of \( f \) as in Theorem 5, this paper aims to convert \( V \) to a regular variety \( W \) through the resolution of singularities by Hironaka [14, 15]. More explicitly, there exists a proper birational morphism \( \varphi : W \to V \) such that \( \varphi \) is an isomorphism over \( V^{\text{reg}} \), the regular locus of \( V \). Note that \( \varphi \) is defined by a vector of polynomials. We now assume that \( V^{\text{reg}} \) is dense in \( V \) (by the usual topology). Then the non-negativity of \( f \) on \( V \) is equivalent to the non-negativity of \( f \) on \( V^{\text{reg}} \). Since \( \varphi \) is an isomorphism over \( V^{\text{reg}} \), \( f \) is non-negative on \( V^{\text{reg}} \) if and only if \( f \circ \varphi \) is non-negative on \( W \).
Suppose that $f \circ \varphi$ attains its infimum value on $W$. We then apply Demmel–Nie–Powers’ Nichtnegativstellensatz for $f \circ \varphi$ non-negative on $W$. Thus a new representation that characterizes the non-negativity of $f$ on $V$ is obtained. Consequently, in Theorem 4 we build up exact semidefinite relaxations based on this Nichtnegativstellensatz for a polynomial optimization problem.

For interested readers, the resolution of singularities is a powerful and frequently used tool in various applications of algebraic geometry. It allows us to consider a singular variety as the image of some regular one, where problems are easily solved. In [40], Watanabe provides accurate estimation methods in singular statistical models using the resolution of singularities. However, in the study of Nichtnegativstellensatz and its application to polynomial optimization, this tool has not been explored until now despite the increasing appearance of singular models (e.g., neural networks, HMMs, Bayesian networks, and stochastic context-free grammars).

**Forthcoming work.** Instead of using the resolution of singularities, Mai and Magron [24] handle the general case of polynomial $f$ non-negative on a real algebraic variety $V$ by decomposing $V$ into finitely many subvarieties $V_1, \ldots, V_r$. Here each $V_j$ is defined by higher-order derivatives of polynomials defining $V$. Moreover, one of the following two cases occurs: (i) $V_j$ is the singular locus of some $V_i$, and (ii) $V_j$ has zero dimension. If a polynomial $f$ is non-negative on $V$, then $f$ is non-negative on each $V_j$. In this case, the choice of using Demmel–Nie–Powers’ [9] or Nie’s Nichtnegativstellensatz [28] for $f$ over $V_j$ depends on the dimension of $V_j$. Consequently, every polynomial optimization problem (particularly hyperbolic program) is equivalent to a semidefinite program.

**Organization.** We organize the paper as follows: Section 2 presents some preliminaries from real algebraic geometry needed to prove our main results. Section 3 is to state our Nichtnegativstellensatz on singular varieties. Section 4 is to construct our exact semidefinite programs for polynomial optimization problems.

2 Preliminaries

2.1 Real algebraic varieties

Let $\mathbb{R}[x]$ denote the ring of polynomials with real coefficients in the vector of variables $x = (x_1, \ldots, x_n)$. Let $\mathbb{R}_r[x]$ denote the linear space of polynomials in $\mathbb{R}[x]$ of degree at most $r$. Let $\| \cdot \|_2$ denote the $l_2$-norm of a real vector. Then $\|x\|_2^2 = x_1^2 + \cdots + x_n^2$ is a polynomial in $x$.

Given $h_1, \ldots, h_l$ in $\mathbb{R}[x]$, we denote by $V(h)$ the (real) algebraic variety in $\mathbb{R}^n$ defined by the vector $h = (h_1, \ldots, h_l)$, i.e.,

$$V(h) := \{x \in \mathbb{R}^n : h_j(x) = 0, j = 1, \ldots, l\}. \quad (1)$$

In this case, $h_1, \ldots, h_l$ are called the polynomials defining $V(h)$.

Given $h_1, \ldots, h_l \in \mathbb{R}[x]$, let $I(h)[x]$ be the ideal generated by $h = (h_1, \ldots, h_l)$, i.e.,

$$I(h)[x] := \sum_{j=1}^l h_j \mathbb{R}[x]. \quad (2)$$

For interested readers, the resolution of singularities is a powerful and frequently used tool in various applications of algebraic geometry. It allows us to consider a singular variety as the image of some regular one, where problems are easily solved. In [40], Watanabe provides accurate estimation methods in singular statistical models using the resolution of singularities. However, in the study of Nichtnegativstellensatz and its application to polynomial optimization, this tool has not been explored until now despite the increasing appearance of singular models (e.g., neural networks, HMMs, Bayesian networks, and stochastic context-free grammars).

**Forthcoming work.** Instead of using the resolution of singularities, Mai and Magron [24] handle the general case of polynomial $f$ non-negative on a real algebraic variety $V$ by decomposing $V$ into finitely many subvarieties $V_1, \ldots, V_r$. Here each $V_j$ is defined by higher-order derivatives of polynomials defining $V$. Moreover, one of the following two cases occurs: (i) $V_j$ is the singular locus of some $V_i$, and (ii) $V_j$ has zero dimension. If a polynomial $f$ is non-negative on $V$, then $f$ is non-negative on each $V_j$. In this case, the choice of using Demmel–Nie–Powers’ [9] or Nie’s Nichtnegativstellensatz [28] for $f$ over $V_j$ depends on the dimension of $V_j$. Consequently, every polynomial optimization problem (particularly hyperbolic program) is equivalent to a semidefinite program.
The real radical of an ideal \( I(h)[x] \), denoted by \( \sqrt[\mathbb{R}]{I(h)[x]} \), is defined as

\[
\sqrt[\mathbb{R}]{I(h)[x]} := \{ f \in \mathbb{R}[x] : \exists m \in \mathbb{N} : -f^{2m} \in \Sigma^2[x] + I(h)[x] \}.
\]  

(3)

Krivine–Stengle’s Nichtnegativstellensatz \(^{16}\) imply that

\[
\sqrt[\mathbb{R}]{I(h)[x]} := \{ p \in \mathbb{R}[x] : p = 0 \text{ on } V(h) \}.
\]  

(4)

We say that \( I(h)[x] \) is real radical if \( I(h)[x] = \sqrt[\mathbb{R}]{I(h)[x]} \).

Given an algebraic variety \( V \) in \( \mathbb{R}^n \), we denote by \( I(V) \) the vanishing ideal of \( V \), i.e.,

\[
I(V) := \{ p \in \mathbb{R}[x] : p(x) = 0, \forall x \in V \}.
\]  

(5)

Note that \( I(V) \) is a real radical ideal. To compute the generators of \( I(V) \) with given polynomials defining \( V \), we can use, e.g., Becker–Neuhaus’ method in \(^{327}\). Thence the degrees of the generators of \( I(V) \) are bounded from above by \( d^{2n(n+2)} \) if the degrees of polynomials defining \( V \) are at most \( d \).

Given an algebraic variety \( V \) in \( \mathbb{R}^n \), we say that \( V \) is irreducible if there do not exist two proper subvarieties \( V_1, V_2 \) in \( \mathbb{R}^n \) such that \( V = V_1 \cup V_2 \).

### 2.2 Regular and singular loci

Given \( h = (h_1, \ldots, h_t) \) with \( h_j \in \mathbb{R}[x] \), we denote by \( J(h) \) the Jacobian matrix associated with \( h \), i.e.,

\[
J(h)(x) := \left( \frac{\partial h_j}{\partial x_l}(x) \right)_{1 \leq i \leq n, 1 \leq j \leq t}.
\]  

(6)

We define the dimension of an algebraic variety \( V \) in \( \mathbb{R}^n \), denoted by \( \dim(V) \), to be the highest dimension at points at which \( V \) is a real submanifold. For convenience we assume \( \dim(\emptyset) = 0 \) in this paper.

Let \( V \) be a algebraic variety in \( \mathbb{R}^n \) of dimension \( d \). Let \( h_1, \ldots, h_t \in \mathbb{R}[x] \) be the generators of \( I(V) \). Set \( h = (h_1, \ldots, h_t) \). We say that \( a \in V \) is a regular point of \( V \) if the Jacobian matrix \( J(h)(a) \) has rank \( n - d \). Here the rank of a matrix \( M \) with real coefficients is the largest integer \( r \) such that all \((r+1) \times (r+1)\) minors of \( M \) vanish. The set \( V^\text{reg} \) of all regular point of \( V \) is called the regular locus of \( V \). Let \( V^\text{sing} = V \setminus V^\text{reg} \). We say that \( a \in V \) is a singular point of \( V \) if \( a \in V^\text{sing} \), i.e., the Jacobian matrix \( J(h)(a) \) has rank smaller than \( n - d \). The set \( V^\text{sing} \) is called the singular locus of \( V \). If \( V^\text{sing} \neq \emptyset \), we say that \( V \) is singular. Otherwise, \( V \) is called to be regular. The tangent space of \( V \) at \( a \in V \), denoted by \( T_a(V) \), is the linear subspace of \( \mathbb{R}^n \) given by

\[
T_a(V) := \{ u \in \mathbb{R}^n : J(h)(a)\top u = 0 \}.
\]  

(7)

It is not hard to prove that \( a \in V \) is a regular point of \( V \) iff \( \dim(T_a(V)) = d = \dim(V) \).

Given \( h = (h_1, \ldots, h_t) \) with \( h_j \in \mathbb{R}[x] \), denote by \( m_t(h)(x) \) the vector of \( t \times t \) minors of the Jacobian matrix \( J(h)(x) \). Then \( m_t(h) \) has length \( \binom{n}{t} \times \binom{t}{t} \). Each entry of \( m_t(h) \) is in \( \mathbb{R}[x] \) and has degree at most \( t \times \max_j \deg(h_j) \).

The following lemma shows how to compute the singular locus of a real algebraic variety:
Lemma 1. Let $V$ be an algebraic variety in $\mathbb{R}^n$ of dimension $d$. Let $h_1, \ldots, h_l \in \mathbb{R}[x]$ be the generators of $I(V)$. Set $h = (h_1, \ldots, h_l)$. Let $V^{\text{sing}}$ be the singular locus of $V$. Then $V^{\text{sing}}$ is an algebraic variety in $\mathbb{R}^n$ defined by $(h, m_{n-d}(h))$.

The proof of Lemma 1 is similar to the one of [37, Section 6.2].

As mentioned in [5, Remark 3.3.15], the regular locus $V^{\text{reg}}$ of a variety $V$ is not always dense in $V$. The following example shows such a situation:

Example 1. Consider $V$ as the Whitney umbrella, i.e., $V = V(h)$ with $h = x_1^2 - x_2^2x_3$. By Lemma 7, the singular locus $V^{\text{sing}}$ of $V$ is the $x_3$-axis, i.e., $V^{\text{sing}} = V(x_1, x_2)$. Let us prove that the regular locus $V^{\text{reg}}$ of $V$ is contained in the half space $x_3 \geq 0$, i.e., $V^{\text{reg}} \subset \{x \in \mathbb{R}^3 : x_3 \geq 0\}$. Assume by contradiction that $x \in V^{\text{reg}}$ and $x_3 < 0$. Since $h(x) = 0$, we get $x_1 = x_2 = 0$. It implies that $x \in V^{\text{sing}}$, which is impossible since $V^{\text{reg}} = V\backslash V^{\text{sing}}$. Thus there is no point $x$ in $V^{\text{sing}}$ with $x_3 < 0$ belonging to the closure of $V^{\text{reg}}$ (by the usual topology).

The readers might wonder if the regular locus $V^{\text{reg}}$ of an irreducible variety $V$ is always dense in $V$. The answer is still no, as shown in the following example:

Example 2. Consider $V$ as the Cartan umbrella, i.e., $V = V(h)$ with $h = x_3(x_1^2 + x_2^2) - x_1^3$. As mentioned in [5, Example 3.1.2 d)], $V$ is irreducible. By Lemma 7 the singular locus $V^{\text{sing}}$ of $V$ is the $x_3$-axis, i.e., $V^{\text{sing}} = V(x_1, x_2)$. Let $a \in V^{\text{sing}}$ such that $a_3 = 1$. Then $a_1 = a_2 = 0$. Let us prove that there is no point in the intersection of $V^{\text{reg}}$ with a sufficiently small neighborhood of $a$. Let $\varepsilon \in (0, \frac{1}{2})$. Assume by contradiction that $b$ is in the intersection of $V^{\text{reg}}$ and the open ball centered at the origin of radius $\varepsilon$. Then $\varepsilon^2 > \|a - b\|^2 = b_1^2 + b_2^2 + (b_3 - 1)^2$. It implies that

$$b_3 > 1 - \varepsilon \quad \text{and} \quad \varepsilon > b_1.$$ (8)

Since $b \in V^{\text{reg}}$, we get $b_1^2 + b_2^2 > 0$ and $b_3 = \frac{b_1^3}{b_1^2 + b_2^2}$. From (8), it follows that

$$\frac{b_3^3}{b_1^2 + b_2^2} > 1 - \varepsilon.$$ (9)

Since $1 - \varepsilon > \frac{1}{\varepsilon}$, we obtain $b_1 > 0$. By (0), we get

$$b_3 > (1 - \varepsilon)(b_1^2 + b_2^2) > 1 - \varepsilon \frac{b_1}{b_1^2 + b_2^2}$$ (10)

since $(1 - \varepsilon)b_2^2 \geq 0$. It implies that $b_1 > 1 - \varepsilon$. By (8), $\varepsilon > b_1 > 1 - \varepsilon$ gives $\varepsilon > \frac{1}{\varepsilon}$. It is impossible since $\varepsilon < \frac{1}{2}$.

However, there are several cases where the regular locus $V^{\text{reg}}$ of $V$ is dense in $V$. Let us consider the following three examples:

Example 3. Let $V$ be the cuspidal plane curve, i.e., $V = V(p)$ with $p = x_1^3 - x_2^2$. By Lemma 7 the singular locus $V^{\text{sing}}$ of $V$ is singleton, i.e., $V^{\text{sing}} = \{(0, 0)\}$. Moreover, the regular locus $V^{\text{reg}}$ of $V$ is dense in $V$. Indeed, it is sufficient to find a regular point of $V$ in any neighborhood of the origin. Let $\varepsilon > 0$. Set $a = (\varepsilon^2, \varepsilon^3)$. Then we get $a_3 \neq 0$, $p(a) = 0$, and $\|a - 0\|^2 = \varepsilon^2\sqrt{1 + \varepsilon^2} \to 0$ as $\varepsilon \to 0^+$. It implies that $a$ is in the intersection of $V^{\text{reg}}$ with an arbitrarily small neighborhood of the origin.
Example 4. Let $V$ be the boundary of the Lorentz cone in $\mathbb{R}^3$, i.e., $V = V(p)$ with $p = x_1^2 + x_2^2 - x_3^2$. By Lemma 1 the singular locus $V^{\text{sing}}$ of $V$ is singleton, i.e., $V^{\text{sing}} = \{(0,0,0)\}$. Moreover, the regular locus $V^{\text{reg}}$ of $V$ is dense in $V$. Indeed, it is sufficient to find a regular point of $V$ in any neighborhood of the origin. Let $\varepsilon > 0$. Set $a = \frac{1}{2}(\varepsilon,\varepsilon,\sqrt{2}\varepsilon)$. Then we get $a_3 \neq 0$, $p(a) = 0$, and $||a - 0||_2 = \varepsilon \to 0$ as $\varepsilon \to 0^+$. It implies that $a$ is in the intersection of $V^{\text{reg}}$ with an arbitrarily small neighborhood of the origin.

Example 5. Let $V = V(p)$ with $p = x_1^2 - x_2^2(x_3 + x_2^3)$ (modified from [12, Figure 9]). By Lemma 1 the surface $V$ has its singular points along the $x_2$-axis, i.e., $V^{\text{sing}} = \{x \in \mathbb{R}^3 : x_1 = x_3 = 0\}$. Let us prove that the regular locus $V^{\text{reg}}$ of $V$ is dense in $V$. Let $x \in V^{\text{sing}}$. Then $x_1 = x_3 = 0$. We will find a regular point $y$ in any neighborhood of $x$. Let $\varepsilon > 0$. Set $y_2 = x_2$, $y_3 = \varepsilon$ and $y_1 = \varepsilon \sqrt{\varepsilon + x_2^2}$. Then we get $y = (y_1, y_2, y_3) \in V^{\text{reg}}$, since $y_3 \neq 0$. Moreover, $||x - y||_2 = \varepsilon \sqrt{1 + \varepsilon + x_2^2} \to 0$ as $\varepsilon \to 0^+$. It implies that $y$ is in the intersection of $V^{\text{reg}}$ with an arbitrarily small neighborhood of $x$.

2.3 Resolution of singularities

A morphism $\varphi : W \to V$, between two varieties $W \subset \mathbb{R}^t$ and $V \subset \mathbb{R}^n$, is given by $\varphi(y) = (\varphi_1(y), \ldots, \varphi_n(y))$ for some polynomial $\varphi_j \in \mathbb{R}[y]$. Here $y = (y_1, \ldots, y_t)$ is a vector of variables. If $\varphi_j$’s are rational functions in $\mathbb{R}(y)$, $\varphi$ is called a rational map. In this case, $\varphi$ is well-defined on an open subset of $W$. A birational map from variety $W \subset \mathbb{R}^t$ to varieties $V \subset \mathbb{R}^t$ is a rational map $\varphi : W \to V$ such that there is a rational map $V \to W$ inverse to $\varphi$. We say that $\varphi : W \to V$ is a birational morphism, if $\varphi$ is a morphism which is birational. An isomorphism is an invertible morphism. A function $F : X \to Y$ between topological spaces $X$ and $Y$ is called proper if for every compact subset $A \subset Y$, the inverse image $F^{-1}(A)$ is compact in $X$.

We state Hironaka’s theorem [14, 15] in the following lemma (see also [4, Theorem 1.0.3]):

Lemma 2. Let $V$ be a real algebraic variety with regular locus $V^{\text{reg}}$. Then there exists a regular variety $W$ together with a proper birational morphism $\varphi : W \to V$ such that the restriction $U \to V^{\text{reg}}$, $y \mapsto \varphi(y)$, is an isomorphism for some $U \subset W$.

Roughly speaking about the meaning of Lemma 2 any real algebraic variety can be seen as an image of a regular real algebraic variety. We illustrate the result of Lemma 2 in the following two examples:

Example 6. Let $p$, $V$, $V^{\text{sing}}$, and $V^{\text{reg}}$ be as in Example 5 (see [1, Section 2.1.4]). Let $W = V(h)$ with $h = y_1 - y_2^2 \in \mathbb{R}[y]$. Here $y = (y_1, y_2)$. Then the variety $W$ is regular. Let $\varphi : W \to V$ be the morphism defined by $\varphi(y_1, y_2) = (y_1, y_1 y_2)$. Let us prove that $\varphi$ is well-defined, i.e., $\varphi(W) \subset V$. Let $x \in \varphi(W)$. Then there is $y \in W$ such that $x = \varphi(y) = (y_1, y_1 y_2)$. It implies that $p(x) = x_1^3 - x_2^2 = y_1^2(y_1 - y_2^2) = y_1^2 h(y) = 0$, which yields $x \in V$. Moreover, $\varphi$ is birational since $\varphi^{-1}(x_1, x_2) = (x_1, \frac{x_2}{x_1})$. Note that $\varphi^{-1}$ is well-defined on $V^{\text{reg}}$. It is not hard to prove that the restriction $U = W \setminus \{(0,0)\} \to V^{\text{reg}}$, $y \mapsto \varphi(y)$, is an isomorphism.
Example 7. Let \( p, V, V^{\text{sing}}, \) and \( V^{\text{reg}} \) be as in Example 4 (see (25)). Let \( W \) be the boundary of a cylinder in \( \mathbb{R}^3 \), i.e., \( W = V(h) \) with \( h = y_1^3 + y_2^3 - 1 \in \mathbb{R}[y] \).

Here \( y = (y_1, y_2, y_3) \). Then the variety \( W \) is regular. Let \( \varphi: W \to V \) be the morphism defined by \( \varphi(y_1, y_2, y_3) = (y_1^3, y_2^2, y_3) \). Let us prove that \( \varphi \) is well-defined, i.e., \( \varphi(W) \subset V \). Let \( x \in \varphi(W) \).

Then there is \( y \in W \) such that \( x = \varphi(y) = (y_1^3, y_2^2, y_3) \). It implies that \( y_3 = y_3 \). If \( y_3 = 0 \), then \( y_3 = 0 \) yields \( x = 0 \in V \). Assume that \( x_3 \neq 0 \). Then \( y_1 = \frac{y_1}{x_3} \) and \( y_2 = \frac{y_2}{x_3} \). Since \( y \in W \), we get \( h(y) = y_1^3 + y_2^2 - 1 = 0 \), which gives \( \frac{y_1}{x_3}^3 + \frac{y_2}{x_3}^2 - 1 = 0 \). Thus \( p(x) = 0 \) yields \( x \in V \).

Moreover, \( \varphi \) is birational since \( \varphi^{-1}(x, x_2, x_3) = (\frac{y_1}{x_3}, \frac{y_2}{x_3}, x_3) \).

Note that \( \varphi^{-1} \) is well-defined on \( V^{\text{reg}} \). Set \( C = W \cap \{ y \in \mathbb{R}^3 : y_3 = 0 \} \). It is not hard to prove that the restriction \( U = W \setminus C \to V^{\text{reg}} \), \( y \mapsto \varphi(y) \), is an isomorphism. Geometrically, the singular locus \( V^{\text{sing}} \) of \( V \) is replaced with the circle \( C \).

We refer the reader to [10] for more interesting examples of the resolution of singularities.

Remark 1. In [3], Bierstone, Grigoriev, Milman, and Włodarczyk provide an algorithm for finding regular variety \( W \) and morphism \( \varphi \) in Lemma 4 with given variety \( V \). They also analyze the complexity of their algorithm. (We do not cover the algorithm of Bierstone, Grigoriev, Milman, and Włodarczyk in this paper because it is long and complex.) The main idea of Hironaka is to blow up the singular locus of a given variety into a projective space. Repeating such a step several times allows all singular points of the input variety to be eliminated.

Let us recall the original concept of blow-up in a real projective space. We first define an equivalence relation \( \sim \) to the set \( \mathbb{R}^n \setminus \{0\} \) by

\[
x \sim y \iff \exists t \neq 0 : x = ty.
\]

The quotient set \( \mathbb{P}^{n-1} = \mathbb{R}^n / \sim \) is said to be a \((n-1)\)-dimensional real projective space. The equivalence class that contains \( x \in \mathbb{R}^n \setminus \{0\} \) is denoted by \( (x_1 : \cdots : x_n) \). Let \( V \) and \( W \) \((V \subset W)\) be real algebraic sets in \( \mathbb{R}^n \) with \( h_1, \ldots, h_l \) being the generators of \( I(V) \). The blow-up of \( W \) with center \( V \), denoted by \( B_V(W) \), is defined by the closure

\[
B_V(W) = \overline{\{(x, (h_1(x) : \cdots : h_l(x)) : x \in W \setminus V\}}
\]

in the Zariski topology of \( \mathbb{R}^n \times \mathbb{P}^l \) (see [70], Definition 3.13).

Remark 2. In [8], de Jong proves that for any variety \( V \), there exists a regular variety \( W \) with a proper morphism \( \varphi : W \to V \), which is dominant, i.e., \( \varphi(W) \) is dense in \( V \) (by the usual topology). As mentioned by Oort [77], no algorithm produces \( W \) and \( \varphi \) through de Jong’s approach.

2.4 The Karush–Kuhn–Tucker conditions

Given \( h_0, h_1, \ldots, h_l \in \mathbb{R}[x] \), consider the following polynomial optimization problem:

\[
h^* := \inf_{x \in V(h)} h_0(x),
\]

where \( V(h) \) is the algebraic variety in \( \mathbb{R}^n \) defined by \( h = (h_1, \ldots, h_l) \).
Remark 3. The more general form

\[
\inf_{y \in \mathbb{R}^n} f(y) \quad \text{s.t.} \quad g_j(y) \geq 0, \ j = 1, \ldots, l,
\]

(14)
can be written as an instance of (13) by setting \( x = (y, z) \), \( h_0(x) = f(y), h_j(x) = g_j(y) - z_j \).

Given \( p \in \mathbb{R}[x] \), we denote by \( \nabla p \) the gradient of \( p \), i.e., \( \nabla p = (\frac{\partial p}{\partial x_1}, \ldots, \frac{\partial p}{\partial x_n}) \).

We recall the Karush–Kuhn–Tucker conditions in the following lemma:

Lemma 3. Let \( h_0 \) in \( \mathbb{R}[x] \). Let \( V \) be an algebraic variety in \( \mathbb{R}^n \) of dimension \( d > 0 \). Let \( h_1, \ldots, h_l \in \mathbb{R}[x] \) be the generators of \( I(V) \). Let \( x^* \) be a local minimizer for problem (13) with \( h = (h_1, \ldots, h_l) \). Assume that \( J(h)(x^*) \) has rank \( n - d \). Then the Karush–Kuhn–Tucker conditions hold for problem (13) at \( x^* \), i.e.,

\[
\begin{aligned}
\exists (\lambda_1^*, \ldots, \lambda_l^*) \in \mathbb{R}^l : \\
h_j(x^*) = 0, \ j = 1, \ldots, l, \\
\nabla h_0(x^*) = \sum_{j=1}^l \lambda_j^* \nabla h_j(x^*). 
\end{aligned}
\]

(15)

Proof. By assumption, \( x^* \) is a regular point of the manifold \( V \subset \mathbb{R}^n \). Then there exists a diffeomorphism \( \Phi : U \rightarrow V \) for some open set \( U \subset \mathbb{R}^d \) such that \( x^* = \Phi(t^*) \) for some \( t^* \in U \). The differential of \( \Phi \) at \( t \in U \) is defined by the linear mapping \( D\Phi_t : \mathbb{R}^d \rightarrow T_{\Phi(t)}V, u \mapsto J(\Phi(t))^\top u, \) where \( T_aV \) is the tangent space of \( V \) at \( a \in V \) (defined as in (7)). Since \( x^* \) is a regular points of \( V \), \( D\Phi_t \) is bijective. From this, we get \( \text{rank}(J(\Phi)(t^*)) = d \), which gives the null space of \( J(\Phi)(t^*) \), denoted by \( J(\Phi)(t^*)^\perp \), has dimension \( n - d \) thanks to the rank–nullity theorem. By assumption, \( t^* \) is a local minimizer of \( h_0 \circ \Phi \) on \( U \). It implies that \( 0 = \nabla (h_0 \circ \Phi)(t^*) = J(\Phi)(t^*) \times \nabla h_0(x^*) \), which gives \( \nabla h_0(x^*) \) is in \( J(\Phi)(t^*)^\perp \).

Remark 4. As shown in Freund’s lecture note [11, Theorem 11], the Karush–Kuhn–Tucker conditions (15) hold for problem (13) at \( x^* \) when the linear independence constraint qualification is satisfied, i.e., the gradients \( \nabla h_j(x^*), j = 1, \ldots, l \), are linearly independent in \( \mathbb{R}^n \), which is equivalent to that \( J(h)(x^*) \) has rank \( l \). For comparison purposes, we make a weaker assumption in Lemma 3 that \( J(h)(x^*) \) has rank \( n - \dim(V) \). Similarly to [7, Exercise 17 b, page 495], we obtain \( l \geq n - \dim(V) \) in general. Note that the twisted cubic \( V = \{ (t, t^2, t^3) \in \mathbb{R}^3 : t \in \mathbb{R} \} \) is a one-dimensional variety defined by \( x_2 - x_1^2 \) and \( x_3 - x_1^3 \), but the ideal \( I(V) \) is generated by the vector of three polynomials \( h = (x_1 x_3 - x_2^2, x_2 - x_1^2, x_3 - x_1 x_2) \). Thus it holds that \( l = 3 > 2 = n - \dim(V) \) in this example.

To prove that the largest rank assumption of \( J(h)(x^*) \) in Lemma 3 cannot be removed, consider the following example:
**Example 8.** Let \( n = 2, h_0 = x_1 \), and \( h = x_3^2 - x_2^2 \). Then \( x^* = (0, 0) \) is the unique global minimizer for problem \( (13) \). Moreover, the Karush–Kuhn–Tucker conditions do not hold for problem \( (13) \) at \( x^* \). Indeed, for any \( \lambda \in \mathbb{R} \), we get

\[
\nabla h_0(x^*) - \lambda \nabla h(x^*) = \begin{bmatrix} 1 \\ 0 \end{bmatrix} - \lambda \begin{bmatrix} 3x_1^2 \\ -2x_2^3 \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \neq 0.
\]

Note that \( V(h) \) has dimension \( d = 1 \), and \( J(h) = \nabla h = \begin{bmatrix} 3x_1^2 \\ -2x_2^3 \end{bmatrix} \). It is not hard to check that \( J(h)(x^*) \) has rank \( 0 < 1 = n - d \).

Given \( \bar{h} := (h_0, h) \) with \( h := (h_1, \ldots, h_l) \) and \( h_j \in \mathbb{R}[x] \), we denote by \( \bar{h}_{\text{KKT}} \) the vector of polynomials in \( \mathbb{R}[x, \lambda] \) associated with the Karush–Kuhn–Tucker conditions defined by

\[
\bar{h}_{\text{KKT}} := (h, \nabla h_0 - \sum_{j=1}^l \lambda_j \nabla h_j),
\]

where \( \lambda = (\lambda_1, \ldots, \lambda_l) \). The condition \( (15) \) can be written as \( (x^*, \lambda^*) \in V(h_{\text{KKT}}) \) for some \( \lambda^* \in \mathbb{R}^l \).

### 2.5 Semi-algebraic set

Given \( g = (g_1, \ldots, g_m) \) with \( g_j \in \mathbb{R}[x] \), we denote by \( S(g) \) the basic semi-algebraic set associated with \( g \), i.e.,

\[
S(g) := \{ x \in \mathbb{R}^n : g_j(x) \geq 0, j = 1, \ldots, m \}.
\]

A semi-algebraic subset of \( \mathbb{R}^n \) is a subset of the following form

\[
\bigcup_{i=1}^t \bigcap_{j=1}^{r_i} \{ x \in \mathbb{R}^n : f_{ij}(x) *_{ij} 0 \},
\]

where \( f_{ij} \in \mathbb{R}[x] \) and \( *_{ij} \in \{ >, = \} \). Note that \( (19) \) is the union of finitely many basic semi-algebraic sets.

Given two semi-algebraic sets \( A \subset \mathbb{R}^n \) and \( B \subset \mathbb{R}^m \), we say that a mapping \( f : A \to B \) is semi-algebraic if its graph \( \{(x, f(x)) : x \in A\} \) is a semi-algebraic set in \( \mathbb{R}^{n+m} \). A semi-algebraic subset \( A \subset \mathbb{R}^n \) is said to be semi-algebraically path connected if for every \( x, y \) in \( A \), there exists a continuous semi-algebraic mapping \( \phi : [0, 1] \to A \) such that \( \phi(0) = x \) and \( \phi(1) = y \).

The following lemma can be found in [32, Proposition 1.6.2 (ii)]:

**Lemma 4.** Compositions of semi-algebraic maps are semi-algebraic.

The following lemma is given in [32, Theorem 1.8.1]:

**Lemma 5.** Let \( f : (a, b) \to \mathbb{R} \) be a semi-algebraic function. Then there are \( a = a_0 < a_1 < \cdots < a_s < a_{s+1} = b \) such that, for each \( i = 0, \ldots, s \), the restriction \( f|_{(a_i, a_{i+1})} \) is analytic.

The following lemma follows from the mean value theorem:
Lemma 6. Let \( f : [0, 1] \to \mathbb{R} \) be a continuous piecewise-differentiable function, i.e., there exist \( 0 = a_1 < \cdots < a_s = 1 \) such that \( f \) is continuous, and \( f \) is differentiable on each open interval \( (a_i, a_{i+1}) \). Assume that \( f \) has zero subgradient. Then \( f(0) = f(1) \).

Proof. By using the mean value theorem on each open interval \( (a_i, a_{i+1}) \), we get \( f(a_i) = f(a_{i+1}) \). Hence \( f(0) = f(a_1) = \cdots = f(a_r) = f(1) \) yields the result.

Given \( n, d, s \in \mathbb{N} \), we define
\[
c(n, d, s) := d(2d - 1)^{n+s-1}.
\] (20)

We recall in the following lemma the upper bound on the number of connected components of a basic semi-algebraic set is stated by Coste in [6, Proposition 4.13]:

Lemma 7. Let \( g_1, \ldots, g_m, h_1, \ldots, h_l \in \mathbb{R}_d[x] \) with \( d \geq 2 \). The number of (semi-algebraically path) connected components of \( S(g) \cap V(h) \) is not greater than \( c(n, d, m + l) \).

2.6 Sums of squares

Denote by \( \Sigma^2[x] \) (resp. \( \Sigma^2_d[x] \)) the cone of sums of squares of polynomials in \( \mathbb{R}[x] \) (resp. \( \mathbb{R}_d[x] \)). Given \( g_1, \ldots, g_m \in \mathbb{R}[x] \), let \( P_r(g)[x] \) be the truncated preordering of order \( r \in \mathbb{N} \) associated with \( g = (g_1, \ldots, g_m) \), i.e.,
\[
P_r(g)[x] := \left\{ \sum_{\alpha \in (0,1)^m} \sigma_\alpha g^\alpha : \deg(\sigma_\alpha g^\alpha) \leq 2r \right\},
\] (21)
where \( \alpha = (\alpha_1, \ldots, \alpha_m) \) and \( g^\alpha := g_1^{\alpha_1} \cdots g_m^{\alpha_m} \). If \( m = 0 \), it holds that \( P_r(g)[x] = \Sigma^2_d[x] \).

Given \( h_1, \ldots, h_l \in \mathbb{R}[x] \), let \( I_r(h)[x] \) be the truncated ideal of order \( r \) defined by \( h \), i.e.,
\[
I_r(h)[x] := \left\{ \sum_{j=1}^l h_j \psi_j : \psi_j \in \mathbb{R}[x], \deg(h_j \psi_j) \leq 2r \right\}.
\] (22)

We denote by \( \text{bit}(d) \) the number of bits of \( d \in \mathbb{N} \), i.e.,
\[
\text{bit}(d) := \begin{cases} 1 & \text{if } d = 0, \\ k & \text{if } d \neq 0 \text{ and } 2^{k-1} \leq d < 2^k. \\ \end{cases}
\] (23)

Given \( n, d, s \in \mathbb{N} \), we define
\[
b(n, d, s) := 2^{\left(\max(2,d)^{s} + \max(2, d) \text{bit}(d)\right)}.
\] (24)

We recall the degree bounds for Krivine–Stengle’s Nichtnegativstellensätze by Lombardi, Perrucci, and Roy [19] in the following two lemmas:

Lemma 8. Let \( g_1, \ldots, g_m, h_1, \ldots, h_l \in \mathbb{R}_d[x] \). Assume that \( S(g) \cap V(h) = \emptyset \) with \( g := (g_1, \ldots, g_m) \) and \( h := (h_1, \ldots, h_l) \). Set \( r = \frac{1}{2} \times b(n, d, m + l + 1) \). Then it holds that \( -1 \in P_r(g)[x] + I_r(h)[x] \).

Lemma 9. Let \( p, g_1, \ldots, g_m, h_1, \ldots, h_l \in \mathbb{R}_d[x] \). Assume that \( p \) vanishes on \( S(g) \cap V(h) \) with \( g := (g_1, \ldots, g_m) \) and \( h := (h_1, \ldots, h_l) \). Set \( r := \frac{1}{2} \times b(n, d, m + l + 1) \) and \( s := 2 \lfloor r/d \rfloor \). Then it holds that \( -p^s \in P_r(g)[x] + I_r(h)[x] \).
2.7 Nichtnegativstellensatz on regular varieties

Denote by $\lvert \cdot \rvert$ the cardinality of a set and by $\delta_{ij}$ the Kronecker delta function at $(i, j) \in \mathbb{N}^2$.

We state in the following lemma a sums of squares-based representation with degree bound for a polynomial which has finitely many non-negative values on a real algebraic variety:

**Lemma 10.** Let $h_0, h_1, \ldots, h_l$ in $\mathbb{R}[x]$. Assume that $h_0$ is non-negative on $V(h)$ and $h_0(V(h))$ is finite with $h = (h_1, \ldots, h_l)$. Set $r := \lvert h_0(V(h)) \rvert$ and $u := \frac{1}{2} \times b(n, d, l + 1)$. Then there exists $\sigma \in \Sigma^2_u[x]$ with $w = \max\{d(r-1), u+d\}$ such that $h_0 - \sigma$ vanishes on $V(h)$.

**Proof.** Consider the following two cases:

- **Case 1:** $r = 0$. It is obvious that $V(h) = \emptyset$. Lemma 8 says that $-1 \in \Sigma^2_u[x] + I_u(h)[x]$. It implies that there exists $q \in P_u(g)[x]$ such that $-1 = q$ on $V(h)$. We write $h_0 = s_1 - s_2$, where $s_1 = (h_0 + \frac{1}{2})^2$ and $s_2 = h_0^2 + \frac{1}{4}$ are in $\Sigma^2[x]$. From this we get $h_0 = s_1 + q_{s_2}$ on $V(h)$. Letting $\sigma = s_1 + q_{s_2}$ gives $\sigma \in \Sigma^2_{u+d}[x] \subset \Sigma^2_u[x]$ since $w \geq u+d$. Thus $h_0 - \sigma$ vanishes on $V(h)$.

- **Case 2:** $r > 0$. By assumption, we can assume that $h_0(V(h)) = \{t_1, \ldots, t_r\} \subset [0, \infty)$, where $t_i \neq t_j$ if $i \neq j$. For $j = 1, \ldots, r$, let $W_j := V(h, h_0 - t_j)$. Then $W_j$ is a real variety defined by $l+1$ polynomials in $\mathbb{R}[x]$. It is clear that $h_0(W_j) = \{t_j\}$. Define the following polynomials:

\[
p_j(x) := \prod_{i \neq j} \frac{h_0(x) - t_i}{t_j - t_i}, \quad j = 1, \ldots, r.
\]

It is easy to check that $p_j(W_i) = \{\delta_{ij}\}$ and $\deg(p_j) \leq d(r-1)$. Note that $h_0 = t_i \geq 0$ on $W_i$, for $i = 1, \ldots, r$. Now letting $\sigma = \sum_{i=1}^r t_i p_i^2$, we obtain $\sigma \in \Sigma^2_u[x]$ since $\deg(t_i p_i^2) \leq 2 \deg(p_i) \leq 2d(r-1) \leq 2w$. Hence $h_0 - \sigma$ vanishes on $V(h) = W_1 \cup \cdots \cup W_r$, yielding the result.

The following lemma is similar to [9, Lemma 3.3] but is proved by using the tools from real algebraic geometry (instead of the ones from complex algebraic geometry):

**Lemma 11.** Let $h_1, \ldots, h_l$ in $\mathbb{R}[x]$. Let $h_0$ be a polynomial in $\mathbb{R}[x]$. Let $W$ be a semi-algebraically path connected component of $V(h_{\text{KKT}})$, where $h := (h_0, \ldots, h_l)$. Then $h_0$ is constant on $W$.

**Proof.** Recall $\lambda := (\lambda_1, \ldots, \lambda_m)$. Choose two arbitrary points $(x(0), \lambda(0)), (x(1), \lambda(1))$ in $W$. We claim that $h_0(x(0)) = h_0(x(1))$. By assumption, there exists a continuous semi-algebraic mapping $\phi : [0, 1] \to W$ defined by $\phi(\tau) = (x(\tau), \lambda(\tau))$ such that $\phi(0) = (x(0), \lambda(0))$ and $\phi(1) = (x(1), \lambda(1))$. We claim that $\tau \mapsto h_0(x(\tau))$ is constant on $[0, 1]$. The Lagrangian function

\[
L(x, \lambda) := h_0(x) - \sum_{j=1}^m \lambda_j h_j(x)
\]
is equal to \( h_0(x) \) on \( V(\hat{h}_{KKT}) \), which contains \( \phi([0,1]) \). By Lemma 3 the function \( L \circ \phi \) is semi-algebraic. Moreover, the function \( L \circ \phi \) is continuous since \( L \) and \( \phi \) are continuous. It implies that \( L \circ \phi \) is a continuous piecewise-differentiable function thanks to Lemma 5. Note that the function \( L \circ \phi \) has zero subgradient on \([0,1]\). From Lemma 3 it follows that \( h_0(x(0)) = (L \circ \phi)(0) = (L \circ \phi)(1) = h_0(x(1)) \). We now obtain \( h_0(x(0)) = h_0(x(1)) \), and hence \( h_0 \) is constant on \( W \).

Based on the Karush–Kuhn–Tucker conditions, we state in the following theorem the sums of squares-based representation with degree bound for a polynomial non-negative on algebraic varieties:

**Theorem 1.** Let \( h_0, h_1, \ldots, h_l \) be polynomial in \( \mathbb{R}_d[x] \) with \( d \geq 2 \). Assume that \( h_0 \) is non-negative on \( V(h) \) with \( h = (h_1, \ldots, h_l) \). Set \( \bar{h} := (h_0, h) \), \( \lambda := (\lambda_1, \ldots, \lambda_l) \) and

\[
 w := \max\{d \times (c(n + l, d, n + l) - 1), \frac{1}{2} \times b(n + l, d, l + n + 1) + d\}, \tag{27}
\]

where \( c(\cdot) \) and \( b(\cdot) \) are defined as in (20) and (21), respectively. Then the following statements hold:

1. The cardinality of \( h_0(V(\bar{h}_{KKT})) \) is at most \( c(n + l, d + 1, n + l) \).

2. There exists \( \sigma \in \Sigma^2_w[x, \lambda] \) such that \( h_0 - \sigma \) vanishes on \( V(\bar{h}_{KKT}) \).

**Proof.** Using Lemma 7 we decompose \( V(\bar{h}_{KKT}) \) into semi-algebraically path connected components: \( Z_1, \ldots, Z_s \) with

\[
 s \leq c(n + l, d, n + l), \tag{28}
\]

since each entry of \( \bar{h}_{KKT} \) has degree at most \( d \geq 2 \). Accordingly Lemma 11 shows that \( h_0 \) is constant on each \( Z_i \). Thus \( h_0(V(\bar{h}_{KKT})) \) is finite. Set \( r = |h_0(V(\bar{h}_{KKT}))| \). From (28), we get

\[
 r \leq s \leq c(n + l, d, n + l). \tag{29}
\]

Set

\[
 u := \frac{1}{2} \times b(n + l, d, l + n + 1). \tag{30}
\]

By using Lemma 10 there exists \( \sigma \in \Sigma^2[x, \lambda] \) with \( \xi = \max\{d(r - 1), u + d\} \) such that \( h_0 - \sigma \) vanishes on \( V(\bar{h}_{KKT}) \). By (29) and (27), we get \( \xi \leq w \), and hence \( \sigma \in \Sigma^2_w[x, \lambda] \). \( \square \)

### 2.8 Exact semidefinite programs in the regular case

We recall some preliminaries of the Moment-SOS relaxations originally developed by Lasserre in [17]. Given \( d \in \mathbb{N} \), let \( \mathbb{N}^a_d := \{a \in \mathbb{N}^a : \sum_{j=1}^a \alpha_j \leq d\} \). Given \( d \in \mathbb{N} \), we denote by \( v_d \) the vector of monomials in \( x \) of degree at most \( d \), i.e., \( v_d = (x^\alpha)_{\alpha \in \mathbb{N}^a_d} \) with \( x^\alpha := x_1^{\alpha_1} \cdots x_n^{\alpha_n} \). For each \( p \in \mathbb{R}_d[x] \), we write \( p = c(p)^\top v_d = \sum_{\alpha \in \mathbb{N}^a_d} p_\alpha x^\alpha \), where \( c(p) \) is denoted by the vector of coefficient of \( p \), i.e., \( c(p) = (p_\alpha)_{\alpha \in \mathbb{N}^a_d} \) with \( p_\alpha \in \mathbb{R} \). Given \( A \in \mathbb{R}^{r \times r} \) being symmetric, we
say that $A$ is positive semidefinite, denoted by $A \succeq 0$, if every eigenvalue of $A$ is non-negative.

Given $y = (y_0)_{\alpha \in \mathbb{N}^n} \subset \mathbb{R}$, let $L_y : \mathbb{R}^n \to \mathbb{R}$ be the Riesz linear functional defined by $L_y(p) = \sum_{\alpha \in \mathbb{N}^n} p_{\alpha} y_{\alpha}$ for every $p \in \mathbb{R}^n$. Given $d \in \mathbb{N}$, $p \in \mathbb{R}^n$ and $y = (y_0)_{\alpha \in \mathbb{N}^n} \subset \mathbb{R}$, let $M_d(y)$ be the moment matrix of order $d$ defined by $(y_{\alpha + \beta})_{\alpha, \beta \in \mathbb{N}^n}$.

The following lemma shows the connection between sums of squares and semidefinite programming (see, e.g., [18 Proposition 2.1]):

**Lemma 12.** Let $\sigma \in \mathbb{R}[x]$ and $d \in \mathbb{N}$ such that $2d \geq \deg(\sigma)$. Then $\sigma \in \Sigma^2[x]$ iff there exists $G \succeq 0$ such that $\sigma = v_k^\top G v_k$.

Given $k \in \mathbb{N}$ and $h_0, h_1, \ldots, h_l \in \mathbb{R}[x]$, consider the following primal-dual semidefinite programs associated with $\hat{h} = (h_0, h_1, \ldots, h_l)$:

$$\begin{align*}
\tau_k(\hat{h}) := \inf_y & \quad L_y(h_0) \\
\text{s.t.} & \quad M_k(y) \succeq 0, \\
& \quad M_{k-\tau_k}(h t y) = 0, \quad t = 1, \ldots, l, \quad y_0 = 1,
\end{align*}$$

$$\rho_k(\hat{h}) := \sup_{\xi, G, u} \quad \xi$$

$$\begin{align*}
\text{s.t.} & \quad G \succeq 0, \\
& \quad h_0 - \xi = v_k^\top G v_k + \sum_{t=1}^{l} h_t u_t^\top v_{2(k-\tau_k)},
\end{align*}$$

where $r_t = \lfloor \deg(h_t)/2 \rfloor$. Using Lemma 12 we obtain

$$\rho_k(\hat{h}) = \sup_{\xi \in \mathbb{R}} \{ \xi : h_0 - \xi \in \Sigma_k[x] + I_k(h)[x] \}.$$

Primal-dual semidefinite programs (31)-(32) is known as the Moment-SOS relaxations of order $k$ for problem (13).

We state in the following lemma some recent results involving the Moment-SOS relaxations:

**Lemma 13.** Let $h_0, h_1, \ldots, h_l \in \mathbb{R}^d[x]$. Let $h^*$ be as in (13) with $h = (h_1, \ldots, h_l)$. Set $\hat{h} = (h_0, h)$. Assume that $h^* > -\infty$. Then the following statements hold:

1. For every $k \in \mathbb{N}$, $\tau_k(\hat{h}) \leq \tau_{k+1}(\hat{h})$ and $\rho_k(\hat{h}) \leq \rho_{k+1}(\hat{h})$.
2. For every $k \in \mathbb{N}$, $\rho_k(\hat{h}) \leq \tau_k(\hat{h}) \leq h^*$.
3. If there exists $q \in \Sigma_k[x]$ with $2w \geq d$ such that $h_0 - h^* - q$ vanishes on $V(h)$, then $\rho_{s+t}(\hat{h}) = h^*$ with $r = \frac{1}{2} \times b(n, 2w, l+1) + d$, where $b(\cdot)$ is defined as in (24).

**Proof.** The proofs of the first two statements are trivial. Let us use Nie’s technique in [20 Proof of Theorem 1.1] to prove the third statement. Consider the following two cases:

- **Case 1:** $V(h) = \emptyset$. Then we get $h^* = \infty$. Set $s = \frac{1}{2} \times b(n, d, l+1)$. Then Lemma 9 says that $-1 \in \Sigma_s[x] + I_s(h)[x]$. For all $\xi \geq 0$, it holds that

$$h_0 - \xi = (1 + \frac{h_0}{4})^2 - (\xi + (1 - \frac{h_0}{4})^2) \in \Sigma_{s+d}[x] + I_{s+d}(h)[x].$$

Since $r \geq s + d$, it implies that for all $\xi \geq 0$, $h_0 - \xi \in \Sigma_r[x] + I_r(h)[x]$, which yields that $\xi$ is a feasible solution for (33) of the value $\rho_r(\hat{h})$. Thus we obtain that $\rho_r(\hat{h}) = \infty = h^*$. 
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Case 2: $V(h) \neq \emptyset$. Then we get $h^* < \infty$. Set $u = h_0 - h^* - q$. By assumption, we get $u \in \mathbb{R}_{\geq 0}[x]$ and $u = 0$ on $V(h)$. Set $s = 2[(r - d)/(2w)]$. From this, Lemma [3] says that there exist $\sigma \in \Sigma_{r-d}^2[x]$ such that $u^{2s} + \sigma \in I_{r-d}(h)[x]$. Let $c = \frac{1}{2s}$. Then it holds that $1 + t + ct^{2s} \in \Sigma_{r-d}^2[t]$. Thus for all $\varepsilon > 0$, we have

$$h_0 - h^* + \varepsilon = q + \varepsilon(1 + \frac{1}{2} + c\left(\frac{1}{2}\right)^{2s}) - c\varepsilon^{-2s}(u^{2s} + \sigma) + c\varepsilon^{1-2s}\sigma$$

$$\in \Sigma_{r-d}^2[x] + I_{r-d}(h)[x] \subset \Sigma_{r-d}^2[x] + I_r(h)[x].$$

Then we get all $\varepsilon > 0$, $h^* - \varepsilon$ is a feasible solution of (33) of the value $\rho_\varepsilon(h)$. It gives $\rho_\varepsilon(h) \geq h^* - \varepsilon$, for all $\varepsilon > 0$, and, in consequence, we get $\rho_\varepsilon(h) \geq h^*$, yielding the third statement.

We apply Theorem [1] for polynomial optimization as follows:

**Theorem 2.** Let $h_0, h_1, \ldots, h_l \in \mathbb{R}_d[x]$. Let $h^*$ be as in problem (13) with $h = (h_1, \ldots, h_l)$. Assume that problem (13) has a global minimizer at which the Karush–Kuhn–Tucker conditions hold for this problem. Let $w$ be as in (27). Set

$$r := \frac{1}{2} \times b(n + l, 2w, l + n + 1) + d .$$

Then $\rho_r(h_0, h_{\text{KKT}}) = h^*$, where $h := (h_0, h)$ and $b(\cdot)$ is defined as in (24).

**Proof.** By assumption, there exists $(x^*, \lambda^*) \in V(h_{\text{KKT}})$ such that $x^*$ is a global minimizer of (13). It implies that

$$h^* := \min_{x, \lambda} h_0(x)$$

$$\text{s.t.} \quad (x, \lambda) \in V(h_{\text{KKT}}) ,$$

By assumption, Theorem [1] yields that there exists $q \in \Sigma_{w}^2[g|x, \lambda]$ such that $h_0 - h^* - q$ vanishes on $V(h_{\text{KKT}})$. Applying the third statement of Lemma [13] we obtain the conclusion.

**Remark 5.** Let $h = (h_1, \ldots, h_l)$ with $h_j \in \mathbb{R}[x]$ and let $h^*$ be as in (13). Assume that $h^*$ is finite but is not attained i.e., $h_0(x) - h^* > 0$ for all $x \in V(h)$. (For instance, we can take (i) $h_0 = x_1$ and $h = (x_1x_2^2 - 1)$ or (ii) $h_0 = (x_1x_2 - 1)^2 + x_1^2$ and $h = (0)$.) By Theorem [2] the set $h_0(V(h_{\text{KKT}})) - h^*$ (with $h := (h_0, h)$) has a finite number of values but does not have zero value. It is because of

$$0 \notin h_0(V(h)) - h^* \supset h_0(V(h_{\text{KKT}})) - h^* .$$

It implies that $\inf(h_0(V(h_{\text{KKT}})) - h^*) = \delta > 0$, so that $\inf h_0(V(h_{\text{KKT}})) = h^* + \delta$. Note that $\delta = \infty$ iff $h_0(V(h_{\text{KKT}})) = 0$. Thus we obtain $\rho_r(h_0, h_{\text{KKT}}) = h^* + \delta > h^*$, where $w$ is as in (27) and $r$ is as in (36).

To address this attainability issue, the author proves in (23) that every polynomial optimization problem of the form (13) with finite infimum value $h^*$ can be symbolically transformed to an equivalent problem in one-dimensional space with attained optimal value $h^*$. To do this, he uses quantifier elimination and algebraic algorithms that rely on the fundamental theorem of algebra and the greatest common divisor. Let $d$ be the upper bound on the degrees of $h_j$. His symbolic algorithm has complexity $O(d^{O(n)})$ to produce the objective and constraint polynomials of degree at most $d^{O(n)}$ for the equivalent problem.
3 Nichtnegativstellensatz on singular varieties

We provide in the following theorem the sums of squares-based representations on varieties whose singular loci are dense:

**Theorem 3.** Let $V$ be a real algebraic variety in $\mathbb{R}^n$ with regular locus $V^{\text{reg}}$ and $f$ be a polynomial in $\mathbb{R}[x]$. Assume that $V^{\text{reg}}$ is dense in $V$. Then the following statements hold:

1. There exists a regular variety $W$ in $\mathbb{R}^l$ together with a proper birational morphism $\varphi : W \to V$ such that the restriction $U \to V^{\text{reg}}$, $y \mapsto \varphi(y)$, is an isomorphism for some $U \subset W$. Moreover, $W$ and $\varphi$ are algorithmically obtained.

2. Set $h_0 = f \circ \varphi$. Suppose that $h_0$ attains its infimum value on $W$. Let $h_1, \ldots, h_l \in \mathbb{R}[y]$ be the generators of the vanishing ideal $I(W)$. Let $d \in \mathbb{N}$ with $d \geq 2$ be the upper bound on the degrees of $h_j$s. Set $h = (h_1, \ldots, h_l)$, $h := (h_0, h)$, $\lambda := (\lambda_1, \ldots, \lambda_l)$ and

$$u := \max\{d \times (c(t + l, d, t + l) - 1) - \frac{1}{2} \times b(t + l, d, l + t + 1) + d\}, \quad (39)$$

where $c(\cdot)$ and $b(\cdot)$ are defined as in (20) and (24), respectively. Then the following conditions are equivalent:

(a) The polynomial $f$ is non-negative on $V$.

(b) There exists $\sigma \in \Sigma_d^2[x, \lambda]$ such that $h_0 - \sigma$ vanishes on $\overline{V}^{\text{KKT}}$.

**Proof.** The first statement is given in Lemma [2] and Remark [1]. Let us prove the second one. We claim that (a) is equivalent to condition (c) saying that $f \circ \varphi$ is non-negative on $W$. Since $\varphi(W) \subset V$, (a) implies (c). Assume that (c) holds. We claim (d) saying that $f$ is non-negative on $V^{\text{reg}}$. Indeed, take $x \in V^{\text{reg}}$. Since the restriction $U \to V^{\text{reg}}$, $y \mapsto \varphi(y)$, is an isomorphism, there exists $y \in U \subset W$ such that $x = \varphi(y)$, which gives $f(x) = (f \circ \varphi)(y) \geq 0$ by (c). Let $z \in V$. Since $V^{\text{reg}}$ is dense in $V$, there is a sequence $(z^{(j)})_{j=1}^\infty \subset V^{\text{reg}}$ which converges to $z$. By (d), $f(z^{(j)}) \geq 0$ for $j = 1, 2, \ldots$. By the continuity of $f$, we get $f(z) \geq 0$, which implies (a).

We now prove that (c) is equivalent to (b). By Theorem [1] (c) implies (b). Assume that (b) holds. Note that $W = V(h)$. Let $h^*$ be as in (13) and $y^*$ is a global minimizer of (13). Since $W$ is regular, the Jacobian matrix $J(h)(y^*)$ has rank $n - \dim(W)$. From this, Lemma [3] yields that the Karush–Kuhn–Tucker conditions hold for problem (13) at $y^*$. It means that there exists $(y^*, \lambda^*) \in V(h^{\text{KKT}})$. From this and (b), we obtain $h^* = h_0(y^*) = \sigma(y^*, \lambda^*) \geq 0$, which implies (c).

Since (a) is equivalent to (c) and (c) is equivalent to (b), (a) is equivalent to (b), yielding the result. □

**Remark 6.** In Theorem [3] the denseness assumption of $V^{\text{reg}}$ does not always hold even if $V$ is irreducible, as shown in Examples [4] and [5]. (However, if $V$ is an irreducible complex algebraic variety, the regular locus of $V$ is dense in $V$ (see [32, Chapter 7, Section 2.1, Lemma 1]).) Examples [3], [4] and [5] indicate cases where this assumption holds even if the singular locus $V^{\text{sing}}$ of $V$ is infinite.
Remark 7. In Theorem 3, it still holds when we remove the denseness assumption of $V^{\text{reg}}$ in $V$ and modify condition (a) as “The polynomial $f$ is non-negative on $V^{\text{reg}}$.” However, we cannot characterize the non-negativity of $f$ on $V^{\text{sing}}$ in this case. Here $V^{\text{sing}}$ stands for the singular locus of $V$.

Remark 8. In Theorem 3, it still holds when we remove the denseness assumption of $V^{\text{reg}}$ in $V$ and add the assumption saying that $\varphi$ is surjective i.e., $V = \varphi(W)$. In this case, we get $f(V) = (f \circ \varphi)(W)$, which implies the equivalence of the non-negativities of $f$ on $V$ and $f \circ \varphi$ on $W$. Moreover, this additional assumption can be replaced with “$\varphi$ is dominant”, i.e., $V \subset \varphi(W)$. Here $\overline{\mathcal{X}}$ represents for the closure of a subset $A \subset \mathbb{R}^n$ (by the usual topology).

Remark 9. In Theorem 3, it still holds when we remove the denseness assumption of $V^{\text{reg}}$ in $V$ and replace the first statement with “There exists a regular variety $W$ in $\mathbb{R}^4$ together with a proper dominant morphism $\varphi : W \to V.$” (see Remark 8). Note that no algorithm allows us to get such $W$ and $\varphi$.

We illustrate the result of Theorem 3 in the following simple example:

Example 9. Let $f = x_1$, and $p, h, V, W, V^{\text{reg}}, V^{\text{sing}}, \varphi$ be as in Example 6. Then $f \geq 0$ on $V$. The unique real zeros of $f$ on $V$ is the origin, which is the unique singular point of $V$. By Example 8, the Karush–Kuhn–Tucker conditions do not hold for problem $\min_{x \in V(p)} f(x)$ at this point. Note that $V = V(p)$. Set $h_0 = f \circ \varphi$.

Then $h_0(y) = y_1$. It is clear that $h_0$ is non-negative on $W$ and has unique real zero $(0, 0)$ on $W$. Moreover, the Karush–Kuhn–Tucker conditions hold for problem $\min_{y \in V(h)} h_0(y)$ at this point. Note that $W = V(h)$. Set $h = (h_0, h)$.

Theorem 3 yields that there exists $\sigma \in \Sigma_1^2[y, \lambda]$ with $u \in \mathbb{N}$ such that $h_0 - \sigma$ vanishes on $V(\tilde{h}_{\text{KKT}})$ with $\tilde{h}_{\text{KKT}}$ being given by

$$\tilde{h}_{\text{KKT}} = (h, \nabla h_0 - \lambda \nabla h) = (y_1 - y_2, \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} - \lambda \begin{bmatrix} 1 \\ -2y_2 \\ 0 \end{bmatrix}). \quad (40)$$

Let $(y, \lambda) \in V(\tilde{h}_{\text{KKT}})$. Then we get $\lambda = 1$ and $y_2 = 0$, which gives $y_1 = 0$. Thus give $V(\tilde{h}_{\text{KKT}}) = \{(0, 0, 1)\}$. It is not hard to check that $\sigma = 0$ satisfies $\sigma \in \Sigma_1^2[y, \lambda]$ and $h_0 - \sigma$ vanishes on $V(\tilde{h}_{\text{KKT}})$.

4 Exact semidefinite programs in the singular case

We present the application of the resolution of singularities to polynomial optimization in the following theorem:

Theorem 4. Let $V$ be a real algebraic variety in $\mathbb{R}^n$ with regular locus $V^{\text{reg}}$ and $q$ be a polynomial in $\mathbb{R}[x]$. Assume that $V^{\text{reg}}$ is dense in $V$. Consider polynomial optimization problem:

$$h^* := \inf_{x \in V} q(x). \quad (41)$$

Then the following statements hold:
1. There exists a regular variety $W$ in $\mathbb{R}^d$ together with a proper birational morphism $\varphi : W \rightarrow V$ such that the restriction $U \rightarrow V_{\text{reg}}$, $y \mapsto \varphi(y)$, is an isomorphism for some $U \subset W$. Moreover, $W$ and $\varphi$ are algorithmically obtained.

2. Set $h_0 = q \circ \varphi$. Suppose that $h_0$ attains its infimum value on $W$. Let $h_1, \ldots, h_l \in \mathbb{R}[y]$ be the generators of the vanishing ideal $I(W)$. Let $d \in \mathbb{N}$ with $d \geq 2$ be the upper bound on the degrees of $h_j$s. Set $h = (h_1, \ldots, h_l)$, $\tilde{h} := (h_0, h)$, $\lambda := (\lambda_1, \ldots, \lambda_l)$ and $u$ be as in $[59]$. Set

$$ r := \frac{1}{2} \times b(t+l, 2u, l+t+1) + d. \quad (42) $$

Then $\rho_r(h_0, \tilde{h}_{\text{KKT}}) = h^*.$

Proof. The first statement is given in Lemma 2. Let us prove the second one.
We show that

$$ h^* := \inf_{y \in W} h_0(x). \quad (43) $$

By $[11], q - h^* \geq 0$ on $V$. The same procedure as in the proof of Theorem 3 gives $h_0 - h^* \geq 0$ on $W$. It remains to find a sequence $(g_{(j)})_{j=1}^\infty \subset W$ such that $h_0(g_{(j)}) \rightarrow h^*$ as $j \rightarrow \infty$. Let $(x_{(j)})_{j=1}^\infty$ be a minimizing sequence of problem $[11]$, i.e., $x_{(j)} \in V$ and $q(x_{(j)}) \rightarrow h^*$ as $j \rightarrow \infty$. By the continuity of $q$ and the denseness of $V_{\text{reg}}$ in $V$, let $z_{(j)} \in V_{\text{reg}}$ in a sufficiently small neighborhood of $x_{(j)}$ such that $|q(z_{(j)}) - q(x_{(j)})| \leq \frac{1}{j}$. We claim that $(z_{(j)})_{j=1}^\infty$ is also a minimizing sequence of problem $[11]$. Indeed, we get $z_{(j)} \in V$ and

$$ |q(z_{(j)}) - h^*| \leq |q(z_{(j)}) - q(x_{(j)})| + |q(x_{(j)}) - h^*| \leq \frac{1}{j} + |q(x_{(j)}) - h^*| \rightarrow 0 \quad (44) $$

as $j \rightarrow \infty$. Since the restriction $U \rightarrow V_{\text{reg}}$, $y \mapsto \varphi(y)$, is an isomorphism, there is $y_{(j)} \in U \subset W$ such that $z_{(j)} = \varphi(y_{(j)})$. It implies that $h_0(y_{(j)}) = q(z_{(j)}) \rightarrow h^*$ as $j \rightarrow \infty$. By assumption, a global minimizer $y^*$ of $[13]$ exists. Note that $W = V(h)$. Since $W$ is regular, the Jacobian matrix $J(h)(y^*)$ has rank $n - \dim(W)$. From this, Lemma 3 yields that the Karush–Kuhn–Tucker conditions hold for problem $[13]$ at $y^*$. By Theorem 2 the result follows.
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