In this paper, through the improved decision tree algorithm, the handles in multimedia English assistance are parsed and simulated. In order to better perceive the sense of language in English composition and improve the rationality of intelligent evaluation, an N element based on association analysis is proposed. Sense value quantification calculates its support in the corpus by obtaining N-tuples of the composition. If the degree of support is lower than the threshold, the part where the language sense problem occurs is analyzed, and the type of language sense problem is judged for the students to provide assistance in modifying the composition. In addition, this paper also extracts word features, sentence features, and text structure features in the composition to fit the English handles analytical score. By testing the test set, the experiment shows that, by extracting the language sense features of the candidate's English composition, it can not only judge whether there is a problem with the language sense of the candidate, but also provide a basis for the overall evaluation of the composition.

1. Introduction

With the rapid development of information technology, people can use mobile phones, handheld computers, and other handheld mobile devices to obtain, process, and send information at any time or place, so that communication is everywhere, information is everywhere, and we also rely on handheld mobile devices. Carrying out educational activities and transmitting educational information with wireless networks has provided the possibility for human lifelong learning [1]. In this era of the popularity of handheld mobile devices, especially smart phones and tablets, almost every college student has one. In this environment, where learning can be done anytime, anywhere, people's learning habits and behaviors are quietly changing, and fragmented learning has also become one of our main learning methods. The learner's pronunciation problem is influenced by the phonological system mainly in that pronunciation-related organs or pronunciation actions are not standard, and there are large differences in phoneme discrimination. Learners often pronounce by blind imitation. They cannot fundamentally recognize how to pronounce correctly, and pronunciation problems cannot be found in time, and if they are not found, there is no feedback to correct them. Therefore, learners sometimes do not even know whether their pronunciation is standard. In order to ensure that your pronunciation is correct, there are many people who are willing to pay high tuition fees and ask foreign teachers to correct their pronunciation. With the popularity of online language learning, an automatic pronunciation error detection and correction system has been spawned [2]. At present, there are only a few products on the market that has pronunciation problems, and most of the functions are relatively simple. Learners can only imitate the audio and video learning materials played by follow-up, and then the system plays the recording. There are only a few software that has feedback for detecting spoken pronunciation, but the flaw is that the feedback function is not enough to solve the root problem of the learner [3]. This function is only available after the learner has followed the pronunciation. It can be pointed out that the learner's pronunciation is not good enough, but the learner cannot understand where his pronunciation is wrong, and how to improve the
pronunciation, so that the learner cannot get the most valuable feedback to correct the information, and often this does not improve the learner’s oral ability [4, 5].

The current research related to providing guidance for logging statement-level decisions is not that rich. In the empirical research on long practice, Ji et al. found that the revision history of logging statements by developers accounted for 72% of the changes at the logging statement level, so a simple logging statement level check was designed [6]. Their checker principle is based on the observation if the log code in a similar code block has an inconsistent logging statement level. Pan infers part of the execution path by mapping log messages to source code [7]. Cai et al. analyzed the logs to understand the correct dependencies between log messages from normal execution and used this information to identify anomalies in failed execution [8]. In addition, machine learning and data mining technologies also show great potential in tracking the scale and complexity of large-scale system monitoring and diagnostic challenges [9, 10]. Some studies learn statistical features to detect and diagnose abnormalities. Lai and Chen used classification techniques to group similar log sequences into a set of classes based on certain string distance metrics [11].

Subecz Z. first extracted n graphs as the features of the system call sequence and then used support vector machines to classify the trajectories according to the similarity of the trajectories of known problems [12]. Ma et al. introduced the specific implementation of the text classification system in detail, which provided a basis for the subsequent text classification research [13]. McLarnon and O’Neill produced the L1-L2MAP tool, which included manually input phoneme data and then used this data to create a list of expected pronunciation errors [14]. Similarly, for learners whose mother tongue is Vietnamese, Professor Ha’s research team studied the common phoneme substitution errors between Vietnamese and English [15]. Yan studied the distinguishing characteristics of flat tongue and tongue-twisted sounds. The research results show that there is a big difference between the peaks of the spectrum energy. Therefore, the energy concentration segment is selected as the distinguishing feature to discriminate between flat tongue and tongue phonemes [16]. Ma and Chow studied the pronunciation of consonants by Japanese learners while learning English. The study shows that, due to the aspirated variants of unvoiced stop sounds in Japanese, the use of non-aspirated/aspirated feature as a distinctive pronunciation feature can well distinguish the categories of consonant pronunciation [17]. An improvement of 17.35% reduction in error rate can be achieved. Finally, they also applied this technology to the CAPT system [18].

At present, although there are many related researches on the location of logging statements, they provide corresponding guidance for developers in the industry, but the relevant content in the recording content is relatively insufficient. In order to fill the gap, it provides developers with practical work. Logging statement-level recommendation functions. This paper implements a text classification technology based on machine learning and recommends levels through code block-related features. The paper conducts a comprehensive research on text classification technology based on machine learning. The process and the text reprocessing, text representation, spatial dimensionality reduction, classification method, and classification performance evaluation were analyzed and discussed. After that, we focus on the random forest algorithm in the classification algorithm and propose improvements based on the analysis of its principles and characteristics [19]. The improvement mainly includes two aspects: on one hand, the paper explores and optimizes the handle simulation mechanism of the decision tree classification algorithm, performs weighted handle simulation based on the classification effect and prediction probability of the decision tree, and uses the weighted handle simulation to improve the traditional random forest classification algorithm. In the handle simulation mechanism, and text classification experiments to verify the improved effect. On the other hand, the concept of hyperparameters in the algorithm and commonly used hyperparameter adjustment algorithms are introduced. Based on the analysis of text classification scenarios and the random forest algorithm, an algorithm based on random handle simulation and grid handle simulation is proposed to carry out the random forest algorithm. Parameter optimization and, finally, design experiments prove the effectiveness of the algorithm.

2. Improved Decision Tree Algorithm for Simulation Design of English Handle Resolution

2.1. Improved Decision Tree Algorithm. Decision tree algorithm is an instance-based inductive learning algorithm. It focuses on inferring the classification rules in a set of unordered and irregular examples, which are represented by decision trees. The purpose of constructing a decision tree is to get the relationship between attributes and categories and use this relationship to predict the category labels of samples of unknown categories. The algorithm uses a top-down recursive method, compares the attributes of the nodes within the decision tree, judges the branch of the node based on different attribute values, and draws conclusions from the leaf nodes of the decision tree. The main decision tree algorithms are ID3, C4.5 (C5.0), CART, PUBLIC, SLIQ, and SPRINT algorithms. The decision tree classification method has the advantages of processing both data-type and regular-type attributes, insensitivity to intermediate values, processing samples with missing attribute values, and easy to understand output results [20]. However, there are shortcomings that are prone to overfitting, and the results are biased toward features with more values, as shown in Figure 1. The decision tree algorithm is a meta-classifier of the random forest algorithm studied in this paper, which will be studied in more depth below.

There are various evaluation indicators according to different text classification application backgrounds. The metrics for classification performance evaluation include error rate, accuracy rate, recall rate, accuracy rate, F balance, microaverage and macroaverage, and ROC curve. The error rate is the proportion of samples with incorrect classification results to the total number of samples, and the accuracy rate is the proportion of samples with correct classification results to
the total number of samples. They can be used for binary classification or multategory. But this does not comprehensively reflect the performance of classification models, especially the problem of unbalanced classification [21].

Recall rate and accuracy rate can be calculated based on the confusion matrix established by the classification results. The confusion matrix is shown in Table 1. TP indicates that the text in category C is judged to belong to the text of category C, that is, the text with the correct classification result in category C. FP Text that does not belong to category C is judged to belong to category C; that is, text that is not classified in category C is incorrect, FN is the classification error in category C, and TN is the classification result in nonecategory C. Recall rate is the ratio of the number of samples correctly judged to be in this category and the total number of samples belonging to this category, also called the recall (Recall), and the calculation method is formula (1).

$$\text{STFT}[A(t, \omega)] = \int_{-\infty}^{\infty} a(r)g(\tau-t)e^{-j\omega t}\,dr.$$

(1)

Precision is the proportion of samples whose true category is C in the number of samples whose classification result is C, also known as the precision rate, and the calculation method is

$$R_{m} = \frac{E}{A \times F} \times \beta.$$  

(2)

$F$ equilibrium is an evaluation index that takes into account both the recall rate and the accuracy rate, and its calculation method is shown in formula (3), where $\beta$ is a value greater than 0, as well as the accuracy and recall weight adjustment parameters. $\beta < 1$ has a greater impact on the accuracy rate, and $\beta > 1$ has a greater impact on the recall rate. When $\beta = 1$, the recall rate and accuracy rate have the same weight, and the $F$ equilibrium at this time is the $F1$ indicator.

$$R_f = \frac{c}{A \times D} \times \beta.$$  

(3)

Microaverage and macroaverage are the evaluation indicators when evaluating the classifier on the entire data set. They average the results of all categories. They are different from the single-category classification evaluation indicators such as recall rate, accuracy rate, and $F$ balance. The calculation methods of microaverage and macroaverage are formula (4) and formula (5), respectively. Micro-averaging first calculates the total number of instances with correct and incorrect classification results in all categories and then calculates the recall rate and accuracy rate. Macroaverage first calculates the recall rate and accuracy rate of each category and then performs arithmetic average to get the recall rate and accuracy rate of all categories.

$$G_{j}^{\text{int}} = \frac{G_{j}^{\text{int}}}{\sum_{i=1}^{d} G_{j}^{\text{int}}},$$  

(4)

$$D = \frac{(n - 1)d_{n}}{\sum_{i=1}^{d} d_{i}}.$$  

(5)

The full name of the ROC curve is the Receiver Operating Characteristic Curve, which is a curve in a two-dimensional plane. The horizontal coordinate of the plane is
negative positive rate (False Positive Rate, FPR), which represents that the sample predicted by the classifier as positive is actually negative. The proportion of samples in all negative samples is True Positive Rate (TPR), which represents the proportion of actual positive samples to all positive samples in the samples predicted by the classifier as positive [22]. The ordinate is True Positive Rate (TPR), which represents the proportion of actual positive samples to all positive samples in the samples predicted by the classifier as positive. The curve is usually located on the coordinate lines (0, 0) and (1, 1), the area under the ROC curve is AUC, it is a number, and the effect of the classifier can be evaluated more intuitively. The larger the value, the better the classification effect.

The decision tree algorithm is the base classifier of the random forest. It is an inductive learning algorithm. It learns the classification rules in the form of a tree structure with a large number of samples without order and rules and uses this rule to predict unknown samples. The decision tree is composed of nodes and directed edges, and nodes have intermediate nodes and leaf nodes. Each intermediate node has 4 parameters. One is the decision function, which is the value of a feature. When the feature is less than or equal to this value, the decision path is to the left, and when the feature is greater than this value, the decision path is to the right. The second is the impurity value, which reflects the prediction ability of the current node. The third is the number of covered samples, which refer to the number of samples participating in the decision of this node. The more the covered samples, the more stable the decision functions.

The learning process of decision tree mainly includes feature selection, decision tree generation, and decision tree pruning. Feature selection is to select features from the features of the training data as the segmentation criteria of the current node, where different criteria for feature selection produce different decision tree algorithms. Decision tree generation is a recursive process that generates child nodes recursively from top to bottom according to the selected feature evaluation criteria and stops generating after reaching certain constraints. Pruning is because decision trees are prone to overfitting. To reduce overfitting of decision trees, methods such as prepruning and postpruning can be used to reduce the structure and size of the decision tree. The core algorithm for decision tree growth is the branching criterion, including how to select the best grouping variable from many variables, and how to select the best segmentation point of multiple values of the grouping variable. According to the different methods of decision tree node splitting, it can be divided into two categories; one is ID3, C4.5, and other decision trees based on information entropy splitting, and the other is the CART decision tree based on the Gini index classification.

The full name of CART is Classification and Regression Trees, which can do both classification and regression. It is a classification tree when the result to be predicted is a discrete value, and a regression tree when the result to be predicted is a continuous value. CART is a binary tree, and non-leaf nodes have two branches because it recursively divides the samples on the current node into two subsets during the node splitting process. CART uses the Gini coefficient when the nodes are split and uses the Gini coefficient minimization principle. The calculation method of the Gini coefficient is

$$k_{m_t}(x) = \sum_{i=1}^{N} w_i s_i(x) = W^T S(x),$$  \hspace{1cm} (6)

$$M^* = \arg\min \left\{ \sup_{x \in \Omega_t} |b(x) - W^T S(x)| \right\}. \hspace{1cm} (7)$$

Constraints for the decision tree to stop growing, that is, to no longer perform node splitting, include the node’s impurity purity reaching the threshold, the node’s sample number reaching the threshold, the attributes to be split reduced to a certain value, and the depth of the decision tree growing to a certain value.

### 2.2. Design of Multimedia English Auxiliary Handle Analysis Simulation System

The main function of this system is to provide a self-learning method, especially for those who have left school but want to take the exam. It is difficult to get the teacher’s timely examination. Students may not approve test questions, and teachers may not have time to approve a large number of test papers. This system is a learning system for simulated exams developed to solve the actual needs of this society. The overall design of this system is designed based on the independence of the modules. Module independence is in the design and development process, the function of each module is independent, and it has less interaction with other modules. The independence of modules can make effective modular software easy to develop, and independent modules are more convenient for testing and maintenance. The modules of this system are loosely coupled with each other, and the internal elements of the modules are closely combined.

The system contains a module of question bank management and test paper management. The question bank management module provides teachers with the functions of adding, modifying, and deleting test questions. The test paper management module adds or deletes the test questions in the question bank to the test paper. When adding test questions, it is only the question bank management module that has an impact. Since the test paper just added does not
add to the test paper, it does not have any impact on the test paper management module. When adding test questions in the test paper, only rely on the foreign key to generate the association relationship, so as to form a test paper. This shows that the independence between the two modules is high, so the coupling relationship is loose, as shown in Figure 2.

For the test bank management module, its function is to maintain the test bank. You can add, delete, modify, and check the test questions. You can only operate the large and small question databases in the database, and you cannot and are not allowed to operate the content in other databases. That is to say, the only thing the question bank management module does is to maintain the test question bank. Things that are not within its responsibilities can only be requested by other modules to complete. This is called high cohesion.

In addition to the basic requirements of the system, there are the most important functional business requirements for pronunciation correction. Automatic pronunciation correction system mainly includes two functional modules: a user information management module and a pronunciation correction module. The user management module includes student users, teacher users, and system administrators. Pronunciation correction module includes pronunciation data collection module and pronunciation data error detection module, pronunciation data correction module, and historical data display module. Figure 3 is a functional block diagram of the automatic pronunciation error correction system.

The server is the core of the automatic pronunciation correction system. All functions are implemented through the server Java code. The server uses the framework of spring + spring MVC + Mybatis. Among them, spring is like a container to automatically create and manage the instances in the project. By configuring parameters in the configuration file to call Java entity classes to create objects, its core idea is control inversion (IOC) and dependency injection (DI); using the Spring framework to develop projects can enable developers to focus on the development of business functions and improve development efficiency without paying attention to the creation and management of instance objects. Spring MVC based on Java is a popular lightweight Web MVC pattern framework, which simplifies our development through a request-response driving model. MyBatis is a database interaction layer framework used by many companies. MyBatis does not need JDBC code to operate the database and result set. Simply configure the mapping relationship in XML to complete the mapping between database fields and Java entity class attributes.

2.3. Analysis and Simulation Evaluation Analysis. The running efficiency of the algorithm can be evaluated by the time and space resources required by the computer when running the algorithm. The time resource required by the computer when running the algorithm is also called the time complexity of the algorithm, which mainly depends on the following factors: the time required for the input of the algorithm data, the time required for the algorithm to be compiled into an executable program, and the time required for the computer to execute each instruction, and the number of times to execute the algorithm statement repeatedly. Since the first three factors mainly depend on the performance of the device, it is customary to use the number of times the algorithm statement is repeatedly executed as the time complexity of the algorithm. When comparing, generally do not care about its precise measurement; only care about the order of magnitude. In the actual environment, there is a more convenient way to measure the time complexity of the algorithm, for example, by comparing the time difference before and after the execution of the algorithm on the same machine.

The storage space resource occupied on the computer memory when running the algorithm is also called the space complexity of the algorithm. The space complexity of the algorithm includes static storage space, storage space required for the input and output data of the algorithm, and variable storage space. The static storage space is a fixed part, and its size does not have a great relationship with the needs of users, including the space occupied by the algorithm code and the space occupied by variable constant characters in the algorithm. The storage space required for the input and output data of the algorithm depends on the problem to be solved. The input and output data are passed through the calling function, and the storage space they need is not different due to the difference of the algorithm. Variable storage space refers to some auxiliary space temporarily generated when running the algorithm. This part has no great relationship with the algorithm itself but is related to the auxiliary algorithm storage structure called by the operating system to execute the algorithm. These spaces are larger than those required by the algorithm itself and are issues that require objective consideration. Because of the rapid development of hardware technology, computers have more and more storage space, and the limitation of storage capacity has little effect on the algorithm. When analyzing the running efficiency of the algorithm, we cannot consider the space complexity of the algorithm more and consider the time complexity of the algorithm more, as shown in Figure 4.

The value range of Brier Score is 0 to 1. The lower the score, the better the performance of the model. Brier Score represents the error between the predicted probability and the actual observation value. That is, the probability of the predicted logging statement level is the same as the actual logging statement level. Probability prediction can assign a very high probability correct logging statement level to instance data or just assign the correct category with a probability that is only slightly higher than the error level probability to instance data. Brier Score is conducive to identifying the ability of the classification model to accurately predict the corresponding category in the former case and can also explain the performance of the classifier model in predicting the category compared to random guessing.
3. Result Analysis

3.1. Evaluation of Experimental Results. The main work of this paper is to use machine learning text classification technology to implement a logging sentence level recommendation method. As an important source of experience for machine learning, this article selects the top 100 ranked GitHub and uses the logging statements in the Java language project to build a classification model. The AUC and Brier Score performance results of the classification models constructed by the three classic classification algorithms are shown in Figure 5.

It can be seen from Figure 5 that the AUC of the three classification algorithms is up to 0.815, and only 0.798 when the learning effect is poor. Although the experimental dataset in this paper (25 GitHub projects) is...
different from the approximate study in the field of logging statement-level recommendations (4 open source projects), it is different from the AUC score in the approximate study (0.75 to 0.81). In contrast, the experimental results of this article are generally equivalent to them, with a slight advantage. Moreover, considering that the increase in the number of items may lead to an increase in the difference in the characteristics of logging statements, the AUC score of 0.798 to 0.815 is sufficient to illustrate that the text classification model constructed in this paper can well overcome the uneven distribution of cross-project machine learning predictions. And regarding other challenges, it has a better performance in distinguishing different levels of logging statements.

On the other evaluation standard, Brier Score, three classification algorithms selected in this paper can reach 0.440 at the best time and 0.462 at the worst time. Compared with the Brier Score of 0.44 to 0.66 in the approximate study, it has better performance. It shows that, as a probabilistic prediction algorithm, the machine learning model constructed in this paper has a high accuracy rate, which provides a reliable guarantee for the correct recommendation of logging statement level.

It can be seen from the two evaluation indicators that the decision tree is the best among the three selected algorithms. In the ROC curve, one point that needs attention is (0, 1), which represents FPR = 0 and TPR = 1, which means that FN = 0 and FP = 0, and the classifier in this state can use all the samples. The datum is classified into the correct category, which means that it is an ideal classifier. Therefore, the closer the value of AUC to 1, the stronger the classification performance of this classifier.

This article conducted multiple samplings and then split the sample data in the same way according to the ratio of 9:1. 90% of the data was used for training, and the remaining data was used as test data to verify the performance of the model. Considering the influence of the number of data on the performance of the classification model, this paper selects from four to four representative sampling data of the experimental results for display, as shown in Figure 6, and the number of logging statements for each sample data has been Callout.

It can be seen from Figure 6 that when the number of items decreases and the differences in the factors that affect
the logging statement level become less, the method proposed in this article performs excellent in both AUC and Brier Score indicators. Compared with the test results on multiple projects, the AUC of each sample experiment has a certain degree of improvement, and it can reach 0.836 when the performance is the best. Such a high value means the distance between its ROC curve and the upper left corner. In the process of classifying the log statements, it is likely to be classified into the correct category, and the prediction results of the model are very reliable. The Brier Score indicator has also made no small progress, from the lowest 0.440 on the multi-project data set to the lowest 0.373, successfully below 0.4, and closer to 0, indicating that there is feature learning on approximate regular data; the method proposed in this paper can accurately predict the level of logging statements, and the error in probability prediction is small.

3.2. Optimal Decision Tree Algorithm Handles Analysis Mechanism Result Analysis. Aiming at the traditional random forest classification algorithm and the random forest classification algorithm optimized in this paper to optimize the handle simulation mechanism in text classification, a comparative experiment is conducted. The experimental data use all the data in the 20 news by date data sets, use the training set in the data set to train the classifier, and use its test set to evaluate the classification effect of the algorithm, and the selection time of the evaluation indexes of the performance of the two classification algorithms and the accuracy rate of the algorithm prediction. The time is the time used by the algorithm to train the data set to obtain the classifier and use the classifier to predict the test set for the category result. The prediction accuracy of the algorithm is the ratio of the number of samples that the algorithm
predicts the test samples to obtain the correct classification result to the total number of test samples. Since the number of decision trees in the random forest will have an impact on the performance of the algorithm, when conducting a comparative experiment on text classification using the traditional random forest classification algorithm and the random forest classification algorithm with the optimized handle simulation mechanism in this paper, we should ensure that the number of decision trees is excluded. Under the same conditions except for others, choose different numbers of decision trees for text classification. In the experiment, choose the number of decision trees as 10, 30, 50, 100, 200, 300, 400, and other hyperparameters are the default values for comparison experiments. In addition, in order to eliminate the effect of randomness on the experimental results, comparison experiments under the same number of decision trees are conducted 10 times, and then the average value of the 10 results is taken as the final result.

According to the experimental design, the text classification experiment is carried out, and it is concluded that, under different numbers of decision trees, the traditional random forest classification algorithm and the random forest classification algorithm with optimized handle simulation mechanism in this paper are used. The time for text classification is shown in Figure 7.

It can be seen from Figure 7 that the number of decision trees in the random forest classification algorithm has a certain impact on the time of text classification under the two algorithms. As the number of decision trees in the random forest classification algorithm increases, the two algorithms are used for text classification. The time spent is increasing accordingly. Figure 7 lists the time to use two algorithms for text classification under different numbers of decision trees. Although the random forest classification algorithm that optimizes the handle simulation mechanism in this paper is more complicated than the traditional random forest algorithm used in handle simulation, according to the prediction training accuracy of the out-of-bag data, each decision tree is given a certain weight. When the handle simulation is performed, it is not just outputting the category of the sample, but the probability that the sample belongs to each category. There is no significant increase.

The traditional random forest classification algorithm and the random forest classification algorithm with optimized handle simulation mechanism in this paper are used for text classification experiments. The prediction accuracy of the two algorithms is shown in Figure 8.

It can be seen that the number of decision trees in the algorithm has a greater impact on the accuracy of the algorithm. Generally speaking, the larger the number of decision trees, the higher the accuracy of the algorithm prediction. In the case of different decision tree numbers, the prediction accuracy of the random forest classification algorithm using the optimized handle simulation mechanism in this paper is improved to a certain extent compared with the traditional random forest algorithm. Combining the time comparison used in the text classification experiment using the two algorithms in Figure 8, the random forest classification algorithm that optimizes the handle simulation mechanism in this paper improves the prediction accuracy of text classification on the basis of almost no increase in time resources, compared with the traditional Random forest algorithm that has higher performance. In addition, the prediction accuracy of the two algorithms has not reached a high level, which is related to the use of default values for the hyperparameters of the algorithm except for the number of decision trees, which also illustrates the importance of optimizing the hyperparameter values of the algorithm.

3.3. Handle Simulation Result Analyses. The design comparison experiment proves that combining the optimized handle simulation mechanism and the proposed hyper-parameter optimization algorithm has improved the effectiveness of the traditional random forest algorithm. Because the values of the number of decision trees and the number of feature attribute subsets in the random forest algorithm have
a great influence on the performance of the random forest algorithm, these two hyperparameters are selected in the experiment. First, the proposed hyperparameter optimization algorithm is used to find the hyperparameter optimization value of the random forest algorithm with the optimized handle simulation mechanism, then two text classifications are performed, and the first time the hyperparameter optimization value of the random forest algorithm with the optimized handle simulation mechanism is used to perform text classification. For the second time, the traditional random forest algorithm hyperparameters use default values for text classification.

Using a random handle simulation algorithm to perform hyperparameter handle simulation, the experimental results of random handle simulation are shown in Figure 9. Figure 9 is a scatter plot of three-dimensional coordinates, where the x and y coordinates represent the number of decision trees and the number of features in the feature attribute subset, respectively, and the z coordinate is the evaluation index of the experimental algorithm, that is, the average score of the scores on the test set. Each point corresponds to the score on the test set under the condition that the hyperparameter value is taken.

It can be seen from Figure 9 that, in the case where the number of decision trees and the number of features in the feature attribute subset are different value combinations, the score on the test set is significantly different. When the number of decision trees is small and the number of features in the subset of feature attributes is large, the score on the test set is significantly lower. If only one of the number of decision trees and the number of features in the subset of feature attributes is considered, basically the greater the number of decision trees, the higher the score on the test set; the smaller the number of features in the subset of feature attributes, the higher the score on the test set high. According to the results, the best five sets of experimental hyperparameter values are shown in Figure 10.

Results of random handle simulation are analyzed to determine the number of grid handle simulation. By analyzing the five sets of hyperparameter value combinations in Figure 10, it can be seen that the first set of experimental results is significantly better than the other four sets. According to the algorithm proposed above, the hyperparameter values of the five sets of results are similar in performance. The gap is large, and a grid handle simulation is performed around the optimal value. That is, only one grid handle simulation is needed near \( k = 279 \) and \( m = 3 \). Carry on the grid handle simulation to get the final hyperparameter value. Set the hyperparameter range of the grid handles simulation algorithm. The range of \( k \) is \( 250 \leq k \leq 340 \), the step size is 10, the range of \( m \) is \( 2 \leq m \leq 6 \), and the step size is 1. The handle simulation result of the grid handles simulation algorithm, as shown in Figure 11. Figure 11 is a graph under three-dimensional coordinates, where the x coordinate and the y coordinate represent the number of decision trees and the number of features in the feature attribute subset, and the z coordinate is the evaluation index of the experimental algorithm, that is, the average score of the score on the test set. The points on each grid represent the score of the algorithm on the test set when the number of decision trees and the number of features in the subset of feature attributes are the corresponding horizontal and vertical coordinates. Connect each point in a line to form a grid-like graph. Different colors are used to distinguish the score of different test sets. The transition from dark blue to red corresponds to the high to low score on the test set. According to the results of the grid handle simulation, the
optimal value of the hyperparameters of the algorithm is obtained, \( k = 270, m = 2 \), and the mean value of the score is the highest at 0.8362.

After text-processing the data set and expressing it as a data set suitable for training the classifier, the random forest algorithm that performs the traditional random forest algorithm and the optimization method of the handle simulation mechanism based on weighted handle simulation proposed in the paper are used for text classification, experimental algorithm comparison experiment. Using time and algorithm prediction accuracy as indicators to evaluate the performance of the two algorithms, the experimental results can be concluded by analyzing the experimental results. The random forest algorithm proposed in this paper based on the optimization method of the handle simulation mechanism based on weighted handle simulation has more advantages than the traditional random forest classification algorithm.

4. Conclusion

In this paper, through the improved decision tree algorithm, multimedia English-assisted handle parsing and simulation are studied. After analyzing the research status, the vacancies in the current price segment pronunciation error detection research field are summarized, and a classification error detection model method based on machine learning algorithms is proposed. To solve the pronunciation problem caused by the learner’s pronunciation is not standard, so as to make more intuitive suggestions for the learner’s pronunciation. A random forest model that optimizes the handle simulation mechanism is proposed. Handle simulation weight of each decision tree is obtained by the classification correct rate of the decision tree. The probability that the output sample belongs to each class when deciding on the sample result is determined. The output of the decision tree is used. The class probabilities and the weight of the decision tree are weighted to simulate the handles to obtain the handle simulation of samples belonging to each class, and the final classification result is obtained. Design text classification experiments to compare the traditional random forest algorithm and the random forest algorithm of the optimized handle simulation mechanism proposed in this paper. The analysis of the experimental results proves that the random forest algorithm of the optimized handle simulation mechanism improves when the acceptable time complexity increases. The handle simulation ability of the algorithm is improved, and the purpose of improving the classification performance is achieved.
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