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Abstract

Code switching (CS) refers to the phenomenon of interchangeably using words and phrases from different languages. CS can pose significant accuracy challenges to NLP, due to the often monolingual nature of the underlying systems. In this work, we focus on CS in the context of English/Spanish conversations for the task of speech translation (ST), generating and evaluating both transcript and translation. To evaluate model performance on this task, we create a novel ST corpus derived from existing public data sets.1 We explore various ST architectures across two dimensions: cascaded (transcribe then translate) vs end-to-end (jointly transcribe and translate) and unidirectional (source → target) vs bidirectional (source ↔ target). We show that our ST architectures, and especially our bidirectional end-to-end architecture, perform well on CS speech, even when no CS training data is used.

1 Introduction

Over half of the world’s population is estimated to be bilingual. 2 Those that know multiple languages are prone to code switch, i.e., to interchangeably use words and phrases from two (or more) languages in situations such as casual dialog, while traveling abroad, or simply to use a word they find more fitting (Myers-Scotton and Ury, 1977; Heredia and Altarriba, 2001). In CS, the base language is referred to as the matrix language while the contributing language is called the embedded language (Myers-Scotton, 1995), where speakers often use the matrix language the majority of the time.

Code switched language is challenging to both automatic speech recognition (ASR) and machine translation (MT) - and therefore also to the composite task of speech translation (ST). While a rich amount of prior works exist on CS in the context of ASR (Lyu et al., 2006; Ahmed and Tan, 2012; Vu et al., 2012; Johnson et al., 2017; Yue et al., 2019) and MT (Sinha and Thakur, 2005; Winata et al., 2021; Zhang et al., 2021; Yang et al., 2020), there is little prior work in the context of ST.

The aforementioned challenges to ASR, MT and ST arise largely due to the lack of CS data as well as the often monolingual nature of ASR systems, and of encoders of MT and ST systems. The lack of CS data is often addressed via synthetic data, e.g. as seen in Xu and Yvon (2021); Nakayama et al. (2019). Instead, in this work we derive two novel natural CS datasets from existing public corpora. CS is also difficult for modeling due to its mixed multilingual nature. In order to support multiple languages on the utterance level, automatic language identification (LID) is often performed before applying monolingual systems on a per utterance basis. However, this does not address within-utterance CS, where embedded foreign words and phrases result in recognition errors for monolingual ASR systems, making multilingual models an attractive alternative. Furthermore, CS increases speech recognition errors, significantly increasing the problem of error propagation (Ruiz and Fed...
In cascaded ST systems, where MT is then performed on the erroneous ASR output. Thus, multilingual end-to-end (E2E) ST systems may be especially appropriate to tackle CS speech. As both the transcript and translation are important in many CS ST use cases, we focus on the joint transcription and translation ST setting (Anastasopoulos and Chiang, 2018; Weller et al., 2021), extending it to CS data. We follow the methodology of these previous works and focus on the triangle E2E ST model to jointly generate both a transcript of the CS utterance and a translation of that utterance into text containing only one language (c.f. Figure 1 for an illustration). We perform a comparison along two axes: (1) comparing this E2E model to the standard cascaded ST systems, and (2) exploring the difference between bilingual systems and primarily monolingual systems gated by utterance-level LID. Following recent work that has shown the effectiveness of pre-trained models for ST (Li et al., 2020; Gállego et al., 2021), we use Wav2Vec 2.0 (Baevski et al., 2020) as our encoder model and the multilingual mBART 50-50 (Tang et al., 2020) as our decoder model.

We also make several modeling contributions in order to use these pre-trained models for joint transcription and translation. For the E2E ST model, we extend Li et al. (2020) to adapt the mBART decoder to jointly produce both transcription and translation. Furthermore, we introduce a triangle E2E ST model with a shared bilingual decoder and show that this improves transcription and translation accuracy. Our model analysis shows a surprising amount of robustness to CS speech, with the amount (or proportion) of CS words in a sentence not affecting model accuracy. Overall, we observe strong accuracy scores (WER, BLEU) on the CS task, both without CS training data and in the low-resource setting. We believe this opens the door to new and exciting progress in this area.

2 Related Work

Code-switching in NLP has seen a rise of interest in recent years, including a dedicated workshop starting in 2014 (Diab et al., 2014) and still ongoing (Solorio et al., 2021). CS in machine translation also has a long history (Le Féral, 1990; Climent et al., 2003; Sinha and Thakur, 2005; Johnson et al., 2017; Elmadany et al., 2021; Xu and Yvon, 2021), but has seen a rise of interest with the advent of large multilingual models such as mBART (Liu et al., 2020) or mT5 (Xue et al., 2020; Gautam et al., 2021; Jawahar et al., 2021). Due to the lack of available CS data and the ease of single-word translation, most of these recent related MT works have synthetically created CS data for either training or testing by translating one or more of the words in a sentence (Song et al., 2019; Nakayama et al., 2019; Xu and Yvon, 2021; Yang et al., 2020). We differ from those works by using naturally occurring CS data (Section 3) which models the real-world CS distribution rather than arbitrary language mixing.

For spoken input, as present in ASR and ST, synthetically creating realistic CS data is more challenging than it is for MT. However, dedicated ASR corpora that contain natural CS exist, including the Bangor Miami (Deuchar et al., 2014), SEAME (Zeng et al., 2018), and the recent large-scale ASRU 2019 task (Shi et al., 2020). These corpora generally do not contain translations of the ASR annotations, since they were designed for the ASR task only. However, there exist two exceptions, which we leverage to derive our ST CS data set, described in Section 3.

There also exists a wide range of prior modeling work on CS in ASR models, for a variety of strategies (Lyu et al., 2006; Ahmed and Tan, 2012; Seki et al., 2018; Luo et al., 2018; Lu et al., 2020; Du et al., 2021; Zhang et al., 2021). However, the recently introduced large multilingual models for speech, such as Wav2Vec, Wav2Vec 2.0, Schneider et al. (2019); Baevski et al. (2020) and HuBERT (Hsu et al., 2021), are still underexplored with regards to their CS performance.

Handling mixed languages also requires understanding what languages are being spoken. Systems that support mixed language input therefore require some form of automatic LID – either as an explicit component on the utterance (Mabokela et al., 2014; Xu and Yvon, 2021) or word-level (Lyu and Lyu, 2008a; Nakayama et al., 2019), or implicitly learned by the underlying model(s) via a multi-task learning setup (Lyu and Lyu, 2008b; Watanabe et al., 2017; Hou et al., 2020). In our work, we leverage both, exploring utterance-level LID components as well as implicit learning of utterance and word level LID.

In both MT and ASR, prior publications have also included the study of intra-word mixing of languages (Yılmaz et al., 2018; Mager et al., 2019),
Finally, our work builds off of advances made by Gállego et al. (2021); Li et al. (2020) that show that combining large multilingual speech and text models provide consistent improvements. We differ however, by exploring ST in the novel CS setting.

3 Task Description & Data Used

3.1 Task Description

We investigate systems suitable for bilingual English/Spanish conversational scenarios where some of the English and Spanish utterances may include some amount of words and phrases of the respective other language. That is, we are focusing on ST systems that can automatically and seamlessly handle utterances that are either purely English, purely Spanish, English with some Spanish words/phrases embedded or Spanish with some English words/phrases embedded. For transcription, we aim for models to generate the exact mixed-language transcript with each word written in its original spoken language. For translation, we aim to generate purely monolingual translations. See Figure 1 for an example. The experiments and results presented in this paper focus on translating into monolingual English only due to data availability, although we expect similar results for Spanish translations, due the bidirectional model training on standard ST data (Appendix D). We will leave it to future work to more closely examine translation into Spanish – or even a third language not present in the original utterance.

It must be noted that word-level language categorization is sometimes ambiguous. A word in one language may also be considered part of a different language. That is for example true for loan words (Baugh, 1935), e.g., e-mail in many non-English languages such as German. This issue can be further complicated by attempting to categorize what language named entities fall under: is a Spanish speaker saying Joe Biden or New York code-switching? Although we acknowledge the complexity of separating words between languages, our work, following previous work (Modipa et al., 2013; Nakayama et al., 2018), uses data annotated by crowd-sourced workers, counting any sentence annotated as having at least one foreign word as being CS. This approach also makes intuitive sense for speech, as the CS words (classified as foreign) will have phonemes that will align more with the embedded language, while the non-CS phonemes will align more with the matrix language.

3.2 Code-Switched Speech Datasets

We use the Fisher (Cieri et al., 2004) and Bangor Miami3 (Deuchar et al., 2014) corpora for CS data, as they are the only publicly available corpora we are aware of that contains both annotated CS ASR transcripts, as well as translations of those transcripts (Table 1). Although these corpora contain the translations, to our knowledge they have not been used to study CS translation before.

The Miami corpus was collected for linguistic code-switching analysis and gathered from recorded conversations between bilingual English/Spanish speakers in casual settings, primarily in Miami, Florida. These conversations include a high proportion of naturally occurring CS speech. However, in order to collect these naturally occurring conversations, the participants were recorded throughout their day using a small digital recorder worn on belts and lapels. Due to this, the Miami audio contains lower audio quality and much noisier background conditions than standard ASR datasets.

The Fisher dataset was collected for ASR and was gathered by pairing sets of Spanish speakers, located in the U.S. and Canada, to each other through phone calls. Although the Fisher dataset is not a CS focused dataset, we found that it contains a large amount of (annotated) CS utterances, due to the speakers being situated in English-speaking contexts. The recording method (phone recordings in 2004) makes this a noisy ASR dataset, although significantly less so than Miami.

To prepare the data for the joint ST CS task, we separate the data with CS utterances (utterances that contain at least one word annotated as CS) from those with none, creating a CS set and a monolingual set for each dataset. We note that for the Miami dataset the monolingual split contains both English-only and Spanish-only monolingual audio. As the Miami corpus was also annotated with both ambiguous and unambiguous code-switching, we only include utterances in the CS set if the annotations were tagged as unambiguously code-switched (i.e. excluding words such as ok, aha, and named entities). The Fisher CS dataset consists of majority (matrix4) Spanish 77% of the time, English-majority 17%, and 6% evenly

3Online audio files can be found at https://biling.talkbank.org/access/Bangor/Miami.html
4For simplicity, we use the terms majority/matrix language and minority/embedded language interchangeably.
Table 1: Examples of the raw and clean data for Miami and Fisher. Text in red indicates English text while blue text indicates Spanish. The Miami dataset uses the CHAT annotation format (MacWhinney and Snow, 1990).

| Dataset | Raw Transcript | Clean Transcript |
|---------|----------------|-----------------|
| Fisher  | un <foreign lang="English"> show <\foreign>, a mi me gusta ver mucho estos <foreign lang="English"> shows <\foreign> de la medicina forense | un show, a mi me gusta ver mucho estos shows de la medicina forense |
| Miami   | hay una [/] una que dice (.) it’s five o’clock somewhere | hay una que dice it’s five o’clock somewhere |

Table 2: Dataset Statistics. CS stands for Code-Switched and Mono for Monolingual.

| Dataset | Split | Type | Hours | Instances |
|---------|-------|------|-------|-----------|
| Miami   | Train | Mono | 3.60  | 6,489     |
|         | Test  | CS   | 2.82  | 3,296     |
|         |       | Mono | 3.61  | 6,490     |
|         | Train | CS   | 13.28 | 7,398     |
|         |       | Mono | 157.3 | 130,600   |
| Fisher  | Dev   | CS   | 1.45  | 821       |
|         | Test  | CS   | 1.63  | 986       |
|         |       | Mono | 12.15 | 10,595    |

The Fisher data consists of three evaluation sets (Dev/Dev2/Test) that together contain approximately a thousand instances of CS with corresponding translations in monolingual English. We combine them into a Fisher CS Test set. The Fisher dataset also contains a large amount of CS utterances in the training set (apprx. 8k or 15 hrs) which we use as fine-tuning (90%) and validation data (10%). As the Miami dataset contains no splits, we use all CS data for the test set and split the monolingual data into even train/test sets. We include basic summary statistics in Table 2. Note that when compared to standard ST datasets, these CS ST datasets would be considered low-resource settings.

In Figure 2, we see the proportion of CS words in a sentence for the CS test sets. For example, 0.2 means that 20% of the words in the sentence are CS.

Figure 2: Histogram of the proportions of code-switched words in a sentence for the CS test sets (Fisher on the left, Miami on the right). For example, 0.2 means that 20% of the words in the sentence are CS.
ST training, as CoVoST contains only Es→En and MuST-C contains only En→Es. Although high scores on these datasets are not our primary target, we note that our scores come close to or improve the state of the art (SoTA) on these tasks (see Appendix A, Table 9) albeit with different data used in training, showing that our base ST models are representative of current SoTA techniques.

4 Experimental Settings

4.1 Models

Joint Transcript/Translation Models Many different types of E2E models exist for joint transcript/translation ST (Sperber and Paulik, 2020). Here, we focus on the triangle E2E architecture due to its strong performance in previous work (Anastasopoulos and Chiang, 2018; Sperber et al., 2020). Following recent work (Gállego et al., 2021; Li et al., 2020) we use pre-trained modules as a starting place for our ST model, using a Wav2Vec 2.0 (Baevski et al., 2020) encoder and a mBART 50-50 (Liu et al., 2020; Tang et al., 2020) decoder.

Because our task involves joint ASR and ST, we need to adapt the pre-trained decoder to work with the E2E triangle architecture. Specifically, the triangle model’s second decoder computes cross attention separately over both the first decoder and the encoder states. We place an additional cross-attention layer after each encoder-attention layer in mBARTs decoder blocks, initializing them with pre-trained encoder-attention weights. To make sure these weights converge properly, we freeze the entire model for approximately the first epoch while training only the bridge and additional cross attention layers (c.f. Appendix A).

As described in Section 3, our task involves modeling intra-sentence CS. This means that any model used for this task must either explicitly or implicitly learn to model the language of each word in the sentence. Furthermore, as more than one language is being modeled, each sub-component of the model can either be unidirectional or bidirectional. We can thus categorize potential models by how much information is shared within the parameters: the
least shared models would be unidirectional and joined together by explicit LID, whereas the most shared would be bidirectional models that learn the LID implicitly. Models and their categorization along this scale are shown in Figure 3.

For cascade models, the most basic would be separate unidirectional cascaded models joined by an LID model. The LID model will explicitly decide what the matrix language is and send the utterance to the model that is best equipped to handle that language (Figure 3A). Note that this approach may suffer from error propagation issues due to incorrect LID. A more parameter-shared version of this model is to make the cascaded model encoder shared between both unidirectional models (Figure 3B). Finally, we can examine a bidirectional cascade model that shares each component across both languages. This architecture implicitly learns to model the language of the input, removing the need for an explicit LID model (Figure 3C).

We also examine similar analogues for the E2E triangle model: unidirectional models joined by LID (Figure 3D) and a bidirectional model with LID and a shared encoder (Figure 3E). We can also use the standard triangle model (see Anastasopoulos and Chiang (2018) for implementation details) that includes one encoder and two decoders (one for each sub-task) (Figure 3F). Furthermore, we propose to alter the standard triangle model and share both decoder parameters for both languages with a joint bidirectional decoder (Figure 3G, note that the cascade model cannot do this due to the definition of the cascade). By doing so, we hope to provide an inductive bias for the model to more easily handle code-switched data, as the weights of that decoder will already be used to handling multiple languages for both tasks (compared to the bidirectional cascade model, which only shares multilingual parameters for each task of transcript and translation).

Language Identification Model We train the language identification (LID) model to identify the matrix language. For consistency with our other models (and similar to concurrent work, e.g. Tjandra et al. (2021)), we use a pre-trained Wav2Vec2 along with a classifier layer to predict whether the utterance is majority Spanish or majority English. We train the model in the same fashion as the joint transcription and translation models (Section 4.1 and Appendix A) but train on the LID data instead.

The data for the LID model was gathered by taking the CS data from the training set of the Fisher corpus and combining it with randomly sampled data from several different datasets in order to help the model learn despite the domain of the audio. We use MuST-C English audio, CoVoST English audio, CoVoST Spanish audio, and the monolingual Spanish audio from the training sets of Fisher and Miami. We found that upsampling the CS training set by 2 and using the same amount of data (2x the number of the CS set) for CoVoST and MuST-C provided the best results: 98%+ accuracy on CoVoST and MuST-C, 89% on the Fisher CS validation and test sets, and 72% on the Miami CS test set (due to the noisy data). As a large proportion of the CS data is close to 50% code-switched (see Figure 2), it becomes more difficult for the model to predict the matrix language correctly. For the No-FT case (Section 4.2), we exclude the CS data when training the LID model.

4.2 Training Process and Evaluation

For all dataset evaluations, we use word error rate (WER) and character error rate (CER) for the transcription and Charcut (CCT) (Lardilleux and Lepage, 2017) and sacreBLEU (Post, 2018) for the translation. However, we found that there was no difference in conclusions between each of the two metrics (WER vs CER and BLEU vs Charcut) and thus we only report BLEU/WER in the main text (see Appendix A for implementation details). For tables showing all metrics, see Appendix E.

We evaluate our models on the Fisher and Miami test sets (with both CS-only and monolingual-only test sets) in two different settings: (1) without fine-tuning them on CS data (No-FT) and (2) after fine-tuning the already trained ST models on the Fisher CS Training set (FT). For models consisting of two monolingual sub-models we fine-tune both on the CS data. During fine-tuning we employ the same hyperparameters as in the original experiment, but perform early stopping on the Fisher CS Dev set. We use significance tests to verify the reliability of our results (Koehn, 2004). We run bootstrap resampling tests against the best performing model, using \( \alpha = 0.05 \). More training parameters such as learning rates, etc. can be found in Appendix A.

5 Results

5.1 Scores on Test Sets

In this section, we explore the results of doing ST for CS data along the two axes of unidirectional vs
We see results for models using explicit LID prediction in Table 3, showing that models that use the predicted LID perform worse than those that use Oracle LID (e.g. 36.6 vs 35.7 WER for the E2E UNIDIRECT). This provides a slight advantage for the bidirectional models that learn LID implicitly. However, the predicted LID case is the realistic setting, and thus we use it for the remainder of our experiments.

When we examine the models along the scale of unidirectional to bidirectional, we see that higher amounts of shared parameters are correlated with higher scores, e.g. bidirectional is better. We see that on all datasets and evaluation settings (Table 4) that the E2E BIDIRECT SHARED model is either statistically similar or outperforms all other models, except for the Miami Monolingual FT case, where it comes in 3rd. Thus, the inductive bias of sharing the multilingual task parameters provides a gain of approximately 3.5 WER points (33.8 vs 37.3) and 1.5 BLEU points (23.3 vs 21.9) for the E2E BIDIRECT SHARED model over the E2E UNIDIRECT model on the Fisher dataset, with similar

Table 3: Comparison of Oracle vs Predicted LID results on the Fisher dataset. Numbers in parenthesis are the difference to the corresponding model with oracle LID. Note that the Oracle LID improves upon the Predicted LID in most cases. Conclusions are similar for the Miami corpus (see Appendix B Table 7)

| Models                  | Not Fine-Tuned | Fine-Tuned |
|-------------------------|----------------|------------|
|                         | CS WER ▼ | BLEU ▼ | CS WER ▼ | BLEU ▼ | CS WER ▼ | BLEU ▼ | CS WER ▼ | BLEU ▼ |
| CASCADE UNIDIRECT        | 37.1 22.5 26.6 24.7 | 33.5 24.6 24.8 25.5 |
| (CASCADENI SHARED ENC)   | (0.8) (-0.4) (-3.1) (+0.9) | (-0.4) (0.0) (-1.0) (+0.2) |
| CASCADE BIDIRECT         | 36.0 21.6 25.6 24.3 | 31.2 25.4 25.6 24.8 |
| (E2E UNIDIRECT)          | (0.0) (+0.6) (0.0) (+0.5) | (+0.1) (+0.2) (-0.3) (+0.1) |
| E2E BIDIRECT BY LANG     | 37.0 23.4 27.2 25.0 | 36.7 22.8 27.3 25.0 |
| (E2E BIDIRECT BY TASK)   | (-0.9) (-0.1) (-1.9) (+0.5) | (-0.8) (+0.2) (-2.0) (+0.4) |

Table 4: Test set scores, with results from the Fisher corpus on the top half and the Miami corpus on the bottom half. Bold scores indicate the best score in the column, while asterisks indicate results that are statistically similar to the best score in the column group using a bootstrap resampling test with $\alpha = 0.05$.

| Models                  | Not Fine-Tuned | Fine-Tuned |
|-------------------------|----------------|------------|
|                         | CS WER ▼ | BLEU ▼ | CS WER ▼ | BLEU ▼ | CS WER ▼ | BLEU ▼ | CS WER ▼ | BLEU ▼ |
| Cassandra UNIDIRECT      | 37.1 22.5 26.6 24.7 | 33.5 24.6 24.8 25.5 |
| Cassandra UNIDIRECT SHARED ENC | (0.8) (-0.4) (-3.1) (+0.9) | (-0.4) (0.0) (-1.0) (+0.2) |
| Cassandra BIDIRECT       | 36.0 21.6 25.6 24.3 | 31.2 25.4 25.6 24.8 |
| (E2E UNIDIRECT)          | (0.0) (+0.6) (0.0) (+0.5) | (+0.1) (+0.2) (-0.3) (+0.1) |
| E2E BIDIRECT BY LANG     | 37.0 23.4 27.2 25.0 | 36.7 22.8 27.3 25.0 |
| (E2E BIDIRECT BY TASK)   | (-0.9) (-0.1) (-1.9) (+0.5) | (-0.8) (+0.2) (-2.0) (+0.4) |

Figure 4: Accuracy of the models in generating the CS spans. Note that this excludes all non-exact matches and is a lower bound on performance.
We found that surprisingly, there was no correlation between the proportion of CS words and the models score for any of the different models or metrics ($R^2 < 0.025$ for all models and metrics). A graphical depiction of the model’s scores over CS proportions is in the Appendix, Figure 5. We note that this finding was the same for comparing the number of CS words instead of the proportion. This finding implies that the models are surprisingly robust to the amount of CS in a sentence.

Although BLEU and WER scores show how well the models do on the CS data, we can further isolate the performance of these models on only the code-switched parts of the utterances. To do so, we isolate all CS spans in the sentences and check to see if the model’s output contains the exact-match of those spans. We note that this metric does not take into account synonyms or different tenses of the same word, making it a stricter metric serving as a lower bound of absolute performance. We see in Figure 4 that the E2E model still outperforms the cascade on CS spans, with Fisher No-FT scores around 20-30% and Fisher FT scores around 45%.

Finally, we can also examine the model’s outputs. We inspected 200 output sentences for the monolingual subsets and found that both models generated the correct language in every case, indicating that they correctly learned the implicit LID. However, we can see that the cascade model does struggle with error propagation (especially so in the CS setting, Table 5), likely causing part of the difference between the E2E and cascade models.

Although the CS WER and BLEU scores are not as high as they are on cleaner monolingual datasets such as CoVoST (Appendix A), their performance is competitive with their respective monolingual performance on Miami and Fisher, even in the No-FT setting. We believe that with additional data and improvements ST models will be well-equipped to handle CS in practical situations and that overall, models show strong CS performance.

6 Conclusion

In this work, we expand the ST literature to explore code-switching, contributing a new task framework for ST that extends the joint transcription and translation setup. To further progress, we built and open-
sourced a new ST corpus for CS from existing public datasets. We evaluated a range of models, showing that using bilingual joint decoders provides gains over using separate task decoders. We also showed that E2E systems provide better performance than their cascading counterparts on the CS task. Overall, our work shows that ST models can perform well on CS applications with both no fine-tuning and in low-resource settings, opening the door to new and exciting areas of future work.
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Table 6: Comparison of the E2E bidirectional shared model with pre-training vs random initialization on the Fisher code-switched test sets.

| Models         | CS ↓ WER | CS ↑ BLEU | Mono. ↓ WER | Mono. ↑ BLEU |
|----------------|----------|-----------|-------------|-------------|
| Random Init    | 69.6     | 11.0      | 59.6        | 13.2        |
| Pre-trained    | 33.8     | 23.3      | 23.2        | 26.2        |

Figure 5: Charcut performance of the E2E BIDIRECT SHARED model on sentences with various levels of CS proportions. Note that there is no clear correlation, as described in Section 5.2. Black lines indicate error bars of 2 standard deviations while the bar represents the average.

A Training and Evaluation Details

We follow Gállego et al. (2021); Li et al. (2020) and use a triangular learning rate, adapting the step count to depend on the batch size (as not all models could fit the same batch size) with \( (64 / \text{batch size}) \times 500 \) warm up steps, \( (64 / \text{batch size}) \times 500 \) hold steps, \( (64 / \text{batch size}) \times 3000 \) decay steps, a beta of 0.9, and a beta2 of 0.98. The learning rate was selected from running a search over \{0.01, 0.005, 0.001, 0.0005, 0.0001, 0.0005\}. We found that 0.0005 was best for all models, so we examined learning rates again between 0.0001 to 0.001 (by 0.0001) and found that they all performed similarly, thus we use 0.0005 in our experiments. For efficiency in batch size while training, we removed all instances whose audio length was longer than 20 seconds. We freeze the attention layers for the first 500 \( * \) \( (64 / \text{batch size}) \) steps, which is approximately the first epoch of training.

We initially trained the models on only CoVoST and MuST-C and found there was a large domain shift between these datasets and the comparatively noisier Fisher and Miami datasets. As domain shift was not the focus of this paper, we further trained the models on the Fisher and Miami monolingual training sets to reduce the effect of domain shift.

As a sanity check of the effectiveness of our training, we also include scores in Table 9 for the test sets of CoVoST and MuST-C. We note that our scores are close to the SoTA scores of Li et al. (2020) on CoVoST (and they use the large Wav2Vec2 model while we use the base version) and our MuST-C scores are higher than that of Gállego et al. (2021).

We evaluate using word error rate, character error rate, charcut, and BLEU. As the models learn different punctuation techniques from a variety of sources, including MuST-C, CoVoST, Miami, and Fisher, we remove all punctuation from the output before evaluating on the CS/Mono test sets, in order to only measure scores on the content. For BLEU, we use SacreBLEU with parameters case.lc+numrefs.1+smooth.4.0+tok.13a.

B More LID Comparisons

We show results for all models that use LID on both datasets in Table 7. Note the conclusions remain the same as Table 3.

C Random Initialization Results

We also perform an ablation of these pre-trained scores (Table 6) for the E2E BIDIRECT SHARED model, as it is the best performing model overall. We tried many different setups for training it from scratch rather than loading the pre-trained weights. We found that it was very difficult for this model to converge, and when it did, the results were sub-par.

D Training Results

We include the scores of evaluating our models on the test sets of the ST training data (MuST-C and CoVoST) in Table 9. We also include the results of fine-tuning performance on the CS dev set in Table 8, which roughly mirrors the main results.

E Expanded Results

For brevity, we do not include the CER and Charcut metrics in the main text. In this section we included tables with all metrics for all results (Table 10 for Miami and Table 11 for Fisher). We note however, that the WER and BLEU scores align with the CER and Charcut scores, and thus our conclusions remain the same.
Table 7: Scores on the code-switched test sets for the models using LID, with results from zero CS training on the left and results after fine-tuning on the right.

| Model                   | Fisher CS Dev Set | Miami CS Dev Set |
|-------------------------|-------------------|------------------|
|                         | CS Mon. WER ↑ BLEU | CS Mon. WER ↑ BLEU |
| CASCADE UNIDIRECT       | 37.1 22.5 26.6 24.7 | 33.5 24.6 24.8 25.5 |
| (36.3)                  | (22.1) (23.5) (25.6) | (33.1) (24.6) (23.8) (25.7) |
| E2E UNIDIRECT           | 36.6 22.3 26.7 25.0 | 33.4 24.4 25.3 25.5 |
| (35.7)                  | (22.2) (23.2) (26.0) | (33.2) (24.5) (23.9) (25.9) |
| CASCADE UNI SHARED ENC  | 36.0 21.6 25.6 24.3 | 31.2 25.4 25.6 24.8 |
| (36.0)                  | (22.2) (25.6) (24.8) | (31.3) (25.6) (25.3) (24.9) |
| E2E BIDIRECT BY LANG    | 37.0 23.4 27.2 25.0 | 36.7 22.8 27.3 25.0 |
| (36.1)                  | (23.3) (25.3) (25.5) | (35.9) (23.0) (25.3) (25.4) |

Table 8: Scores on the Fisher CS Dev set. CCT stands for Charcut. Note that this mirrors the main results in Table 4.

| Models                        | Fisher CS Dev Set |
|-------------------------------|-------------------|
|                              | WER ↓ CER ↓ CCT ↑ BLEU |
| CASCADE UNIDIRECT             | 34.2 19.3 38.4 26.4 |
| E2E UNIDIRECT                 | 33.0 18.9 37.3 27.8 |
| CASCADE UNI SHARED ENC        | 32.3 17.9 38.4 24.9 |
| E2E BIDIRECT BY LANG          | 36.3 23.0 39.3 26.3 |
| E2E BIDIRECT BY TASK          | 31.1 17.0 35.1 29.0 |
| CASCADE BIDIRECT              | 35.1 19.2 39.7 23.8 |
| E2E BIDIRECT SHARED           | 31.7 17.5 35.2 28.3 |

Table 9: Scores on the MuST-C and CoVoST datasets. CCT stands for Charcut.

| Models                        | MuST-C Test Set | CoVoST Test Set |
|-------------------------------|-----------------|-----------------|
|                              | WER ↓ CER ↓ CCT ↑ BLEU | WER ↓ CER ↓ CCT ↑ BLEU |
| CASCADE UNIDIRECT             | 11.2 7.6 36.3 29.4 | 17.2 5.8 35.6 26.9 |
| E2E UNIDIRECT                 | 13.0 8.9 37.3 27.8 | 18.6 6.4 36.0 26.2 |
| CASCADE UNI SHARED ENC        | 12.0 8.1 37.7 26.9 | 22.9 7.3 36.2 26.0 |
| E2E BIDIRECT BY LANG          | 11.6 7.8 36.6 28.6 | 19.7 7.7 37.1 25.4 |
| E2E BIDIRECT BY TASK          | 11.4 7.6 36.6 28.4 | 17.9 6.0 35.3 26.8 |
| CASCADE BIDIRECT              | 13.6 9.5 39.7 24.5 | 22.9 7.3 38.8 22.8 |
| E2E BIDIRECT SHARED           | 11.6 7.7 36.6 28.5 | 18.1 6.2 35.0 27.4 |
| Models | CS Test Set | Monolingual Test Set |
|--------|-------------|---------------------|
|        | ↓ WER | ↓ CER | ↓ CCT | ↑ BLEU | ↓ WER | ↓ CER | ↓ CCT | ↑ BLEU |
| Miami  |       |       |       |       |       |       |       |       |
|        |       |       |       |       |       |       |       |       |
| E2E UNDIRECT | 63.6 | 43.3 | 65.2 | 8.7 | 52.3 | 34.1 | 51.9 | 17.0 |
| E2E UNDIRECT | 61.4 | 41.6 | 67.4 | 8.3 | 50.0 | 32.4 | 50.9 | 17.3 |
| E2E UNDIRECT | 64.0 | 43.0 | 64.0 | 9.9 | 53.0 | 34.6 | 51.0 | 17.4 |
| E2E UNDIRECT | 63.1 | 42.2 | 66.5 | 9.4 | 51.2 | 33.1 | 50.1 | 17.7 |
| E2E UNDIRECT | 60.2 | 39.7 | 63.7 | 9.3 | 53.8 | 34.1 | 52.7 | 15.9 |
| E2E UNDIRECT | 60.2 | 39.7 | 66.1 | 8.8 | 53.8 | 34.1 | 52.2 | 16.0 |
| E2E UNDIRECT | 58.8 | 48.4 | 61.2 | 11.5 | 54.6 | 37.3 | 52.0 | 16.7 |
| E2E UNDIRECT | 66.7 | 49.4 | 63.6 | 10.7 | 53.4 | 36.3 | 51.5 | 16.7 |
| E2E UNDIRECT | 59.9 | 39.6 | 59.4 | 11.0 | 50.0 | 32.6 | 49.7 | 18.1 |
| E2E UNDIRECT | 61.4 | 39.8 | 62.2 | 9.3 | 54.0 | 34.1 | 53.1 | 14.8 |
| E2E UNDIRECT | 58.9 | 39.1 | 58.5 | 11.8 | 49.9 | 32.2 | 49.3 | 18.3 |

| Fisher  |       |       |       |       |       |       |       |       |
|--------|-------|-------|-------|-------|-------|-------|-------|-------|
| E2E UNDIRECT | 36.3 | 21.5 | 45.0 | 22.1 | 23.5 | 12.0 | 38.0 | 25.6 |
| E2E UNDIRECT | 36.9 | 22.0 | 45.1 | 21.8 | 28.2 | 15.6 | 39.7 | 24.7 |
| E2E UNDIRECT | 35.7 | 21.3 | 44.4 | 22.2 | 23.2 | 12.0 | 37.6 | 26.0 |
| E2E UNDIRECT | 36.0 | 20.5 | 44.7 | 21.9 | 25.6 | 13.0 | 39.8 | 24.3 |
| E2E UNDIRECT | 36.0 | 20.5 | 44.2 | 22.2 | 25.6 | 13.0 | 38.8 | 24.8 |
| E2E UNDIRECT | 36.9 | 23.6 | 43.0 | 23.2 | 27.2 | 15.5 | 39.2 | 25.1 |
| E2E UNDIRECT | 36.1 | 22.9 | 42.6 | 23.3 | 25.3 | 14.0 | 38.4 | 25.5 |
| E2E UNDIRECT | 34.1 | 19.4 | 42.3 | 23.0 | 23.6 | 11.9 | 37.4 | 26.0 |
| E2E UNDIRECT | 37.2 | 21.3 | 43.8 | 21.8 | 26.5 | 13.3 | 39.3 | 24.1 |
| E2E UNDIRECT | 33.8 | 19.3 | 41.5 | 23.3 | 23.2 | 11.8 | 37.1 | 26.2 |

Table 10: Scores on the Miami dataset. CCT stands for Charcut. Results from zero CS training are on the top half and results after fine-tuning are on the bottom half. Ora stands for Oracle.

| Models | CS Test Set | Monolingual Test Set |
|--------|-------------|---------------------|
|        | ↓ WER | ↓ CER | ↓ CCT | ↑ BLEU | ↓ WER | ↓ CER | ↓ CCT | ↑ BLEU |
|        |       |       |       |       |       |       |       |       |
| E2E UNDIRECT | 33.5 | 18.5 | 39.6 | 24.6 | 24.8 | 12.9 | 38.2 | 25.5 |
| E2E UNDIRECT | 33.1 | 18.4 | 39.4 | 24.6 | 23.8 | 12.1 | 37.7 | 25.7 |
| E2E UNDIRECT | 33.4 | 19.1 | 40.0 | 24.4 | 25.3 | 13.3 | 38.3 | 25.5 |
| E2E UNDIRECT | 33.2 | 19.0 | 39.9 | 24.5 | 23.9 | 12.2 | 37.7 | 25.9 |
| E2E UNDIRECT | 31.2 | 17.1 | 38.4 | 25.4 | 25.6 | 13.0 | 38.7 | 24.8 |
| E2E UNDIRECT | 31.3 | 17.1 | 38.2 | 25.6 | 25.3 | 12.8 | 38.5 | 24.9 |
| E2E UNDIRECT | 36.7 | 23.3 | 42.9 | 22.8 | 27.3 | 15.5 | 39.3 | 25.0 |
| E2E UNDIRECT | 35.9 | 22.7 | 42.5 | 23.0 | 25.3 | 14.0 | 38.4 | 25.4 |
| E2E UNDIRECT | 30.1 | 16.2 | 38.3 | 25.6 | 24.3 | 12.3 | 37.8 | 25.6 |
| E2E UNDIRECT | 33.2 | 18.3 | 41.0 | 23.2 | 28.1 | 14.3 | 40.1 | 23.2 |
| E2E UNDIRECT | 30.0 | 16.4 | 38.0 | 25.4 | 24.1 | 12.2 | 37.3 | 26.1 |

Table 11: Scores on the Fisher dataset. CCT stands for Charcut. Results from zero CS training are on the top half and results after fine-tuning are on the bottom half. Ora stands for Oracle.