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Abstract

This work studies feature representations for dense label propagation in video, with a focus on recently proposed methods that learn video correspondence using self-supervised signals such as colorization or temporal cycle consistency. In the literature, these methods have been evaluated with an array of inconsistent settings, making it difficult to discern trends or compare performance fairly. Starting with a unified formulation of the label propagation algorithm that encompasses most existing variations, we systematically study the impact of important implementation factors in feature extraction and label propagation. Along the way, we report the accuracies of properly tuned supervised and unsupervised still image baselines, which are higher than those found in previous works. We also demonstrate that augmenting video-based correspondence cues with still-image-based ones can further improve performance. We then attempt a fair comparison of recent video-based methods on the DAVIS benchmark, showing convergence of best methods to performance levels near our strong ImageNet baseline, despite the usage of a variety of specialized video-based losses and training particulars. Additional comparisons on JHMDB and VIP datasets confirm the similar performance of current methods. We hope that this study will help to improve evaluation practices and better inform future research directions in temporal correspondence.

1. Introduction

Dense label propagation in video is a challenging task related to tracking and correspondence. Given a labeling in an initial frame, e.g., a segmentation mask or a set of keypoints, the goal is to propagate these labels forward through subsequent video frames (Figure 1). Popular benchmarks for this task include DAVIS [27], JHMDB [14], and VIP [39]. Obtaining the best accuracy on such benchmarks requires fully supervised training from large amounts of dense pixel annotations, often with an additional step of online adaptation to each test sequence [2, 3, 22, 37]. However, since large-scale pixel-level annotations are difficult to obtain, a number of recent works have focused instead on self-supervised approaches for learning temporal correspondence, where a feature representation pre-trained on a different dataset and pretext task is transferred to the desired label propagation benchmark with the help of a custom-designed propagation algorithm [1, 12, 17, 18, 20, 30, 31, 34]. Popular self-supervised pretext tasks include frame-to-frame colorization [17, 18, 20, 30] and patch tracking with cycle consistency [12, 31], while the propagation step relies on some variant of $k$-nearest-neighbors to label a location based on the most similar locations in previous frames, with the similarity computed from the pre-trained feature representation.
For understandable reasons, published papers on self-supervised label propagation tend to emphasize their pretext tasks and losses, and to downplay such mundane implementation factors as resolution of input video frames and output feature maps, the layer of the network from which the feature map is taken, the number of context frames in which nearest neighbors are found, and other hand-crafted details of the propagation algorithm. However, changing these factors can have at least as much influence on the performance of a method as the underlying feature representation. To underscore this point, Figure 2 shows the performance of a supervised ImageNet-pretrained baseline on DAVIS as reported by three recent papers [12, 20, 31]. While each of these papers uses the exact same ImageNet-pretrained network, the reported performance varies dramatically due to differences in feature extraction and label propagation procedures (see caption and footnote for details). In our work, we show that the baseline accuracy can be improved even further (Figure 2, right) by fine-tuning the late layers following stride modification, still solely on the ImageNet classification task (see Sec. 4.2 for details).

Figure 2. Comparison of reported performance for supervised ImageNet encoder baselines for label propagation on the DAVIS 2017 validation dataset from recent works. The three previous works rely on the same PyTorch pretrained ImageNet classification model, and the observed improvements are solely related to changes to evaluation settings and implementation for those works. In this work, we get a further improvement by fine-tuning of late layers following stride modification, still solely on the ImageNet classification task (see Sec. 4.2 for details).

We begin in Sec. 2 by presenting our unified label propagation algorithm to systematize the variations used in most existing works. Sec. 3 summarizes the feature representations and video correspondence methods included in our study. Sec. 4 evaluates the effect of several key implementation factors on our main benchmark, the DAVIS dataset. Here, we report the accuracies of properly tuned supervised and unsupervised still image baselines, which are higher than those found in previous works. Next, in Sec. 5, we investigate whether it is possible to further improve the performance of video-based correspondence models by augmenting their training with still image cues. We introduce a hybrid method relying on signals from both UVC [20] video-based learning and a self-supervised image objective. This method, which we call UVC+, outperforms both UVC and still-image-based methods, pointing in a promising future research direction. Next, Sec. 6 attempts a fair comparison of recent top-performing methods on the DAVIS dataset in light of our findings. Here, we find that several of the most recent methods, including our UVC+, CRW [12], and VFS [34], achieve very similar levels of performance, close to our strong ImageNet baseline, despite relying on different combinations of cues and training particulars. Lastly, Sec. 7 presents similar evaluations of existing methods on the JHMDB and VIP datasets. Finally, Sec. 8 closes the paper with recommendations for future best practices.

2. Generic Propagation Algorithm

As stated above, published works on self-supervised video correspondence learning adopt an inconsistent array of hand-crafted label propagation procedures without clearly describing all the relevant details, so recognizing important discrepancies can be difficult. We therefore start by formulating a reasonably unified “umbrella” propagation algorithm to systematize differences between works. Figure 3 illustrates our setup and Algorithm 1 gives a PyTorch-like pseudocode summary.

1Performance improvement in Li et al. [20] arises from evaluating at full 480 pixel input resolution with preserved aspect ratio. Further improvements in Jabri et al. [12] come from modifications to the affinity matrix computation (switching to the “overall” approach) and addition of spatial context localization (see Sec. 2 for description of these factors). The ResNet18 result from TimeCycle and ResNet50 result from UVC are generated using released code.
Algorithm 1: Propagation algorithm pseudocode (see text).

```python
# g: Target frame features
# P: Context frame features P=[f1,...,fn]
# Y: Labels Y=[y1,...,yn]
# overall: Boolean for aggregation method
# k: Number of neighbors
# T: Softmax temperature
# z: Target frame label prediction
# C: Flattened feature vectors produced by a feature extraction map. The dimensions of the label vectors are
#   C·(N×n), where C is the number of feature channels output by the network and N = W·H is the product of the spatial
dimensions of the feature map. The dimensions of the label vectors are L×N, where L is the number of semantic classes. Each
location, the label vector is one-hot in reference annotations, but can take on values between 0 and 1 at inference time.

1. # Setup and feature extraction. At a given time step, let f1,...,fn denote context frames with corresponding label
   vectors y1,...,yn and g denote the target frame to which the context labels must be propagated to predict the target
   label vector z. Concretely, all the frames are represented by flattened feature vectors produced by a feature extraction
   network, so their dimensions are C×N, where C is the number of feature channels output by the network and N =
   W·H is the product of the spatial dimensions of the feature map. The dimensions of the label vectors are L×N, where
   L is the number of semantic classes. Each location, the label vector is one-hot in reference annotations, but can take on
   values between 0 and 1 at inference time.

   # Affinity computation. The first step is to compute affinities between locations in the target and context frames. Letting
   fi and gj denote the ith and jth columns in f and g, representing the feature vectors at the respective locations, we define

   A_{ij} = f_i^T g_j , \quad \text{(1)}
```

Among existing approaches, there are two variants for computing the affinities, which we refer to as “overall” and
“per-frame”. In the “overall” variant, adopted by CRW [12], a single affinity matrix is computed between each target
location and all context frame locations simultaneously. In Algorithm 1, this is done by a `concat` pre-processing op-
eration (lines 10-11) to transform the n context features f1,...,fn each of dimension C×N into a single feature
matrix of dimension C×(N·n), and the labels y1,...,yn of dimension L×N to a matrix of dimension L×(N·n).

In the “per-frame” variant, adopted by most of the other approaches, n separate affinity matrices are computed be-
tween the target and each context frame. Softmax normalization is applied differently in these variants, as explained
below.

Spatial context masking. Many methods heuristically restrict the sets of context locations that are propagated from
and target locations that are propagated to. All such restrictions can be accomplished by element-wise multiplication
of the affinity matrix with a binary mask M. In particular, the CRW method [12] only propagates labels from context
frame regions within some radius of the target location. To do this, for a target location (column index) j in the
affinity matrix, we mask out all context locations (row indices) i that lie outside the specified radius. UVC [20],
the other major method we evaluate, uses a more complex tracking scheme that restricts the propagation target region
for a particular class based on the regions occupied by that class in prior frames. This requires class-specific masks, as
reflected in line 23 of Algorithm 1.

![Figure 3.](image-url) A generic framework for label propagation. Given a location in the target frame g, similarity is computed with each
location in previous context frames f1,...,fn. The context locations with highest similarity contribute to the label prediction
for the target location. Spatial masking may be employed to restrict influence to the most relevant locations in context frames.
Illustrated here is the “overall” approach which aggregates label predictions across all context frames together.
Top $k$ aggregation. To predict the value $z_{tj}$ for label $\ell$ at target frame location $j$, we find the set of $k$ context indices with the highest (masked) affinities to that location, and then perform a “soft copy” operation (line 33) in which the target label value is set to the sum of context label values at the top $k$ locations weighted by their respective normalized affinities (see below). For the “per-frame” approach, this operation is performed separately w.r.t. each context frame, and the resulting label values are finally averaged (line 36).

Softmax normalization. For the “overall” approach, softmax normalization happens after the top $k$ affinity values are selected as described above (line 31). For the “per-frame” approach, the affinity matrix for each frame is normalized column-wise, i.e., the affinity values of that frame w.r.t. each target location $j$ sum to one. In Algorithm 1, this is done in line 41, before the masking step, which is consistent with the UVC approach; alternatively, this can be done after the masking, as in CorrFlow and MAST. In all cases, a temperature parameter $T$ is used to determine how “sharp” the softmax values become.

To summarize, the implementation choices in the above-described propagation procedure that can affect final performance include the following:

- Affinity computation and label aggregation approach (overall vs. per-frame).
- Softmax temperature $T$.
- Number of top neighbor locations $k$.
- Number of context frames $n$.
- Spatial restriction and masking.

In Section 4, we will examine the impact of these choices.

3. Feature Representations

In this section, we introduce the still image feature representation baselines and self-supervised temporal correspondence approaches included in our study. Sec. 3.1 describes our baselines, which include a supervised network trained on ImageNet classification, and self-supervised networks trained using rotation prediction [10] and the more recent Momentum Contrast (MoCo) method [11]. Sec. 3.2 describes the video correspondence methods we study, which include TimeCycle [31], CorrFlow [18], MAST [17], UVC [20], and CRW [12]. These are among the most prominent and representative methods from the last few years.

3.1. Still Image Baselines

The generic label propagation algorithm presented in the previous section can be applied on top of features produced by any network – supervised or unsupervised, trained on still images or video. Therefore, it makes sense to start with a few well-known still image networks as baselines. Unless otherwise specified, all our networks use the ResNet18 architecture.

Supervised ImageNet. Despite being trained with only image-level labels and no video data, a ResNet trained on ImageNet classification sets a strong baseline for the temporal correspondence tasks [31]. The fact that ImageNet-trained features are useful for correspondence is well documented. As early as 2014, Long et al. [21] previously showed that features localize at a much finer scale than their receptive field size and perform well on semantic image alignment tasks.

Self-supervised Rotation and MoCo. The quality of features learned by recent self-supervised methods has approached or even surpassed that of supervised ones for segmentation and detection tasks [5, 7, 11, 23]. We chose two representative self-supervised methods for our experiments. The first is the rotation prediction method of Girshick et al. [10], which is exceedingly straightforward and effective in many settings as an auxiliary loss [6, 9, 23, 38]. The second is Momentum Contrast (MoCo) [11], which comes from the more recent family of contrastive methods [5, 11, 23] that have achieved top performance when transferred to downstream image understanding tasks.

3.2. Video-Based Correspondence Methods

Self-supervised video correspondence methods define training tasks utilizing an affinity matrix $A^{a\rightarrow b}$ between a target frame $b$ and context frames $a$, similar to the propagation process described in Sec. 2. One of the first such methods was introduced by Vondrick et al. [30], which used the affinity matrix to copy quantized color labels from reference frames to a grayscale target frame. Numerous follow-ups have since been released building on and refining such mechanisms. Below, we summarize the video correspondence methods we evaluate, including TimeCycle [31], CorrFlow [18], MAST [17], UVC [20], and CRW [12].

TimeCycle. In place of colorization, the TimeCycle method of Wang et al. [31] proposes temporal cycle consistency between frames as a supervision method. Specifically, TimeCycle computes an affinity matrix $A^{t_1\rightarrow t_2}$ between features from a random patch $p_1$ cropped from frame $I_1$ and a second frame $I_2$. Based on the affinity matrix, it employs a spatial transformer module [13] to predict the location of the $p_1$ patch in $I_2$ and applies differentiable cropping to obtain $p_2$. After similarly computing an affinity matrix $A^{t_2\rightarrow t_1}$ and predicting a patch $p_1$, it uses the differences...
correlation of the penalty on reconstructed color for the encoder. The cycle consistency loss is posed as an L1 loss and decoded into Lab color space using a pretrained autoencoder. 

**MAST.** MAST incorporates a more sophisticated temporal cycle consistency constraint similar to UVC, while MAST relies purely on improved colorization training. These methods both use color channel dropout rather than grayscale input frames to improve performance, and MAST shows that a dropout in Lab rather than RGB space is substantially more effective. 

**CorrFlow.** CorrFlow 

**VFS.** The Video Frame-level Similarity (VFS) approach [34] applies image-based similarity learning based on SimSiam [7] to a video setting. This method does not rely on any specialized tracking or correspondence mechanisms. Instead, VFS trains with only an image-level similarity loss over sampled video frame pairs: any two pairs of frames sampled from the same video should have a high similarity according to the learned feature representation. The video frame pair sampling can be considered as a form of data augmentation which is added on top of typical image-based augmentations like random crops, flips, and color jitter from SimSiam. The learned features that emerge from this learning process reach performance comparable to top self-supervised correspondence methods. Similarly to CRW, this work relies on the overall propagation approach and applies spatial context masking of a fixed radius.
3.3. Training Details

In the following experiments, we rely both on previously released models and ones we train. Our self-supervised still image baselines are trained from scratch using the settings below. For TimeCycle and CRW, we use provided evaluation code and report the results. For UVC, we train our own models based on released code. For CorrFlow, MAST, and VFS, we cite reported results directly.

**Image-pretrained baselines.** To be consistent with recent works [12, 17, 20], we select ResNet18 as the architecture for our baselines. For the ImageNet classification baseline, we use the pre-trained PyTorch ResNet18 model [25]. For rotation prediction, we train a ResNet18 from scratch on ImageNet [8] for 180 epochs using SGD with weight decay of 0.0001 and momentum of 0.9. An initial learning rate of 0.1 is decayed by a factor of 10 every 30 epochs. We set batch size to 256. For MoCo training, we use default settings from the paper and released code.

For the image-based models fine-tuned with stride change, as described in Sec. 4.2, we modify the stride in res3 and fine-tune only res3 and later layers, freezing all earlier layers. For these models, we fine-tune for 40 epochs on the original training task. We set initial learning rates of 0.01 for ImageNet classification and Rotation and 0.003 for MoCo. We decay the learning rate by a factor of 10 after 20 epochs.

**UVC.** We use training settings consistent with the UVC released model. However, we find that the UVC model benefits from additional training, so we train for a total of 50 epochs on the Kinetics dataset [15].

### 4. Label Propagation Studies on DAVIS

In this section, we evaluate key implementation factors on our primary benchmark, the widely used DAVIS video object segmentation dataset [27]. Sec. 4.1 will discuss this benchmark and its evaluation protocol, Sec. 4.2 will consider implementation factors related to feature extraction, and Sec. 4.3 will focus on those related to label propagation.

#### 4.1. DAVIS Dataset

The DAVIS 2017 dataset [27] consists of short video sequences of around 70 frames annotated with pixel-level object masks. It is split into training, validation, and two test sets. The training set consists of 60 sequences, while each of the validation and test sets consists of 30 sequences. Evaluation for the two test sets, test-dev and test-challenge, is housed on a submission server. Access to the test-challenge dataset has been restricted to a limited number of submissions during active DAVIS Challenge periods, while the test-dev server continues to allow regular submissions. For ease of evaluation, all the previous self-supervised correspondence works we consider [12, 17, 18, 20, 31] report results on the validation set, rather than evaluating on the test server. Notably, all these methods have also tuned their propagation implementation on the same validation set. In order to be able to trust highly-tuned performance numbers on the validation set, the tuning process needs to be made more transparent and reproducible by others. Accordingly, our work attempts to identify all the relevant hyperparameters and report results for different combinations of values. For future evaluations, it would be better for researchers to also report results on a separate test set.

#### 4.2. Feature Extraction

As explained earlier, self-supervised label propagation methods consist of a pre-trained feature extraction stage followed by a separate, hand-crafted propagation algorithm. In this section, we identify and evaluate important implementation factors for the feature extraction step. For all experiments presented in this subsection, we use per-frame evaluation with nearest neighbors $k = 5$ and number of context frames $n = 7$.

**Input frame resolution.** Some of the earlier label propagation works, notably Wang et al. [31], downsampled video frames to $320 \times 320$ resolution, while more recent works (UVC [20], CorrFlow [18], MAST [17], and CRW [12]) use full resolution with preserved aspect ratio (most DAVIS videos are $480 \times 854$, but widths can vary).

| Model        | Resolution | $J_M$ | $J_O$ | $F_M$ | $F_O$ |
|--------------|------------|-------|-------|-------|-------|
| ImageNet     | 320×320    | 46.6  | 48.9  | 47.0  | 48.3  |
|              | 480×480    | 48.6  | 50.9  | 54.2  | 56.1  |
|              | 480×full   | 51.3  | 56.7  | 56.6  | 59.6  |
| UVC          | 320×320    | 46.7  | 49.0  | 44.6  | 42.1  |
|              | 480×480    | 52.5  | 60.3  | 54.3  | 57.3  |
|              | 480×full   | 56.3  | 64.9  | 59.2  | 64.0  |

Table 1. Performance on DAVIS at different input resolutions for ImageNet and UVC models. In these experiments, the models are unchanged. Note how increasing the resolution causes dramatic increase in performance.
Choosing the best layer is important. Note, to maintain lead to an improvement even without re-training. CRW, with upsampled feature grids and show that this can 6, we will evaluate our modified version of UVC, as well as native models with this modification, but in Sec. 6, Table 1 shows performance of our supervised ImageNet baseline and the UVC released model evaluated at multiple resolution settings. The varying input resolutions are downsampled by our fully convolutional networks by a factor of 1/8 (see below) to produce feature grids of varying sizes: in particular, 480×480 frames give 60×60 grids, and 320×320 frames give 40×40 grids. Class scores are then predicted at the resolution of the feature grid, upsampled to original video resolution, and finally converted to label maps to evaluate against the ground truth masks. Smaller input resolutions and feature grids require additional up-sampling, which can harm the sharpness and accuracy of predicted masks. Table 1 confirms that the lowest setting, consistent with TimeCycle [31], significantly limits performance, as does resampling to a square aspect ratio. Overall, resolution changes alone can cause an over 10-point difference in performance, as we can see with the UVC model. This is important to keep in mind since some papers simply list earlier published results, like those of TimeCycle, without explicitly noting the resolution discrepancy.

Network downsampling factor. Most propagation methods, including UVC, TimeCycle, and CRW, use feature maps that are downsampled by a factor of 1/8 from the original frames, and we stick with the same setting in our experiments. However, some of the more recent methods, notably CorrFlow and MAST, obtain a smaller downsampling factor of 1/4 by removing the maxpooling layer in ResNet18. We do not go to the expense of training alternative models with this modification, but in Sec. 6, Table 6, we will evaluate our modified version of UVC, as well as CRW, with upsampled feature grids and show that this can lead to an improvement even without re-training.

Feature extraction layer. Features in different layers differ in their spatial selectivity and expressiveness, so choosing the best layer is important. Note, to maintain the same downsampling factor when switching feature extraction layers, it may also be necessary to modify stride or remove maxpool layers. As an example of where feature extraction can make a drastic difference in previously reported baselines, we revisit the performance of a DeepCluster [4] VGG16 network used by Wang et al. [31] as a self-supervised image-trained baseline. The top line of Table 2 lists the published result from Table 1 of [31], which was obtained by extracting features from conv13 after removing the maxpool14 layer after conv10, giving a 1/8 downsampling factor. The second line of Table 2 reproduces the evaluation using our code (primarily inherited from UVC). As an alternative to conv13 features, we can maintain the same downsampling factor by extracting features from conv10 without removing any maxpool layers.

As a result of this change, as shown in the third line of Table 2, \( J_M \) dramatically improves from 38.8 to 46.6, and \( F_M \) improves from 34.6 to 45.7. This would have been enough to change the conclusions of the TimeCycle work, since the improved DeepCluster baseline substantially outperforms the reported TimeCycle numbers (\( J_M \) of 40.1 and \( F_M \) of 38.3 for ResNet18, from Table 1 of [31]). Processing frames at the full resolution, as in the fourth line of our Table 2, yields further increases, particularly in the \( F \) metrics.

In the rest of our experiments, we use ResNet18 instead of VGG16, but similar considerations apply. In the lower half of Table 2, we report performance using features from res2, res3 and res4 layers for our supervised ImageNet model. To maintain a 1/8 downsampling factor for res3 and res4, their strides must be changed from 2 to 1. We can see that res3 features perform much better than the early res2 features, or the later res4 ones. For the subsequent experiments, we stick with the res3 features (with stride change), which is consistent with previous temporal correspondence methods such as UVC.

Fine-tuning after stride modification. Changing the stride in a layer of a pre-trained network changes the receptive field for subsequent layers and could degrade feature quality. To overcome any adverse effects for our still image networks, we fine-tune res3 and later layers with the original objective (ImageNet classification, rotation prediction [10], or MoCo [11]) after changing the res3 stride to 1 (see Section 3.3 above for training details). As shown in Table 3, this fine-tuning gives increases of around 2-3 points in \( J \) and \( F \) metrics. Thus, in subsequent experiments, we use the fine-tuned image-based models.

Feature vector normalization. Also worth mentioning, though not explicitly evaluated here, is feature vector normalization. For the still image baselines and CRW, we found L2 normalization of the feature vectors to be very important. On the other hand, UVC, MAST, and CorrFlow do not normalize feature vectors, and adding normalization at test time would likely hurt performance since these models...
are trained without it.

### 4.3. Propagation Algorithm

Next, we examine the effect of implementation choices in the propagation algorithm that were identified in Sec. 2.

**Overall vs. per-frame aggregation.** A key choice is the means of aggregating labels over context frames. As stated in Section 2, TimeCycle, UVC, CorrFlow, and MAST apply the “per-frame” approach where a separate affinity matrix is computed for each context frame, while CRW uses the “overall” approach where a single affinity matrix is computed across concatenated features for all context frames. These two variants also differ in how softmax is applied to affinities, as explained in Sec. 2. Figure 4 plots DAVIS performance for overall and per-frame propagation methods for a number of models as a function of other important hyper-parameters, namely softmax temperature, number of context frames, and number \( k \) of top neighbors used for label transfer. For the most part, the overall method outperforms per-frame for ImageNet, Rotation, MoCo, and CRW, while per-frame is best for UVC, although the performance of each method can vary widely based on hyperparameter choices, so each method must be further carefully tuned for fair comparisons.

**Temperature.** Figure 4 (a) shows the effect of temperature \( T \) in the affinity softmax normalization. While \( T = 1 \) consistently works well across models in the “overall” setting, the best value of \( T \) (and resulting performance) differs considerably across models in the “per-frame” approach. Accordingly, in the subsequent experiments for all datasets, we use the best temperature settings found here: 40 for ImageNet, 40 for Rotation, 50 for MoCo, 1 for UVC, and 50 for CRW.

**Number of context frames \( n \).** Figure 4 (b) shows that the choice of the number of context frames \( n \) can also lead to meaningful performance differences. For “overall,” accuracy tends to increase monotonically with the number of frames, while for “per-frame” it typically peaks at intermediate values. Previous works have adopted different settings for \( n \) with little discussion or comparison. For example, Jabri et al. [12] report results with 20 context frames along with the first sequence frame while MAST uses 5 context frames including the first and fifth frame and CorrFlow uses only a single prior frame as context. In our main experiments (Section 6), we will provide both results from a fixed setting similar to TimeCycle and UVC with 8 context frames (including the first frame in the sequence) and settings with additional context frames. For experiments in this work, we include only previous frames when discussing number of context frames \( n \) and assume the first frame is also used as context unless otherwise stated.

Number of neighbors \( k \). Figure 4 (c) examines the effect of the \( k \) parameter. We find that performance of all methods tends to be very sensitive to \( k \) in the “overall” approach and a low value around 5 is best in most cases. By contrast, the “per-frame” approach is much less sensitive. Further, the trend for UVC tends to be different from the other methods’ in both cases, as its performance seems to improve with larger values of \( k \). Just as with \( n \) above, different works used different values of \( k \) with no explanation. Specifically, TimeCycle and UVC mostly used \( k = 5 \) in their reported experiments, though UVC showed further improvement with \( k = 50 \) for the VIP dataset in their released implementation, and CRW used \( k = 10 \) (our Figure 4 (c) indicates that \( k = 5 \) may be slightly better, but it is produced without spatial localization, which gives further improvements as discussed next).

**Spatial context localization.** As mentioned in Section 2, to improve performance, several previous methods have incorporated mechanisms for restricting propagation to a localized region. These mechanisms can be considered a form of affinity matrix masking as outlined in Algorithm 1 (line 23). In particular, as described in Sec. 3.2, UVC introduces a “track” method, which restricts propagated masks to an ROI bounding box estimated at each step. Two important facts must be noted about this “track” method: it is dependent on the object mask since it uses affinities for all predicted mask locations to compute the ROI dimensions; though it has no trainable parameters itself, it is incorporated into UVC’s training pipeline in combination with “per-frame” affinity matrix computation. The dependence on object mask ROI also means this mechanism is only used on the DAVIS object mask propagation task. By contrast, CRW uses a simpler “fixed region” mechanism, which propagates labels only from context regions within a radius of a particular target location (and this mechanism is not included in CRW’s training). Lastly, CorrFlow propagates labels only from a reduced-size ROI around a target location, and MAST adds a more sophisticated coarse matching for determining ROI over a longer term. Unfortunately, most of these works merely report their results with the best combination of settings, making it difficult to understand how the
Figure 4. Plots of DAVIS evaluation under varied hyperparameter settings for selected models. Performance is plotted as the averaged $J \& F_M$ metric. We provide a study of the softmax normalization temperature parameter as well as context and nearest neighbors for per-frame and overall propagation approaches. For experiments in plots (b) and (c), we use the best temperatures for each model from plot (a). For overall: $1/\text{Temp}$ is set to 20 for CRW and 1 for all others. For per-frame: $1/\text{Temp}$ is set to 40 for ImageNet and Rotation, 50 for MoCo and CRW, and 1 for UVC. We fix number of nearest neighbors $k = 5$ in plots (a) and (b), and we fix number of context frames $n = 7$ in plots (a) and (c).

above propagation heuristics impact performance.

The varied and highly customized nature of the above-mentioned methods is too great to permit exhaustive comparison, but in Table 4, we compare UVC’s “track” method (using their released code) and CRW’s “fixed region” method with a radius of 12. The “track” method is reported only for the per-frame approach due to its dependence on column-wise softmax normalization of the full affinity matrix for each context frame. In all cases, adding a localization mechanism (either “fixed region” or “track”) improves performance over using none. For all image-based models, “fixed region” works better than “track,” and best performance is reached for “overall” affinity matrix computation combined with “fixed region” propagation. The behavior of the CRW method is similar to that of image-based models in that it strongly benefits from the combination of “overall” affinity matrix computation and “fixed region” propagation. On the other hand, the UVC model only benefits from the “track” mechanism which is included as part of its training pipeline (see 3.2). Since the UVC method alone includes both per-frame affinity matrix computation and tracking in its training process, we find that it is very sensitive to changes of these settings at test time. In the following section, we will report results both with and without localization for fair comparison.

**Strong image baselines.** Based on the ablation studies of this section, we can conclude which combination of settings gives the best performance to still image features. Namely, if we use the supervised ImageNet model with “overall” propagation, 20 context frames, and “fixed region” localization, we get 65.8 $J \& F_M$. It is worth noting that this is higher than any other numbers for an ImageNet ResNet18 reported in previous literature (and earlier works have sometimes cited very suboptimal numbers, as shown in Figure 1). Specifically, Jabri et al. [12] and Xu and Wang [34] report 62.9 $J \& F_M$, which is obtained without stride fine-tuning. The 3-point improvement of our ImageNet baseline matters because the amounts by which published methods claim to exceed the state of the art (or some particular baselines) are often smaller than that, and because researchers often go to considerable lengths to fine-tune their own methods, while paying less attention to similarly
improving the baseline. Similarly, for MoCo, our best result is 62.7 $\mathcal{J} \& \mathcal{F}_M$, higher than the 60.8 of [12, 34]. In Section 6, we will revisit comparisons of recently introduced methods with the strong image-based baselines in mind.

5. Combining image and video losses: UVC+

The strong performance of image-based features, as discussed above, leads us to wonder whether video-based objectives can be augmented with image-based ones to further improve performance. To investigate this, we explore joint training of the UVC method on video and still image objectives. For the image-based auxiliary training, we explore the still image tasks introduced in Sec. 3.1: rotation prediction, MoCo, and supervised ImageNet classification.

To incorporate an image-based objective into the UVC framework, we add a subnetwork to produce the required outputs for each image-based task on top of the shared backbone network. During each training iteration, we sample a batch $V$ of video data and a batch $I$ of image data (or single video frames), and compute the UVC losses $L_V$ for the video batch and image-based training losses $L_I$ for the image batch before performing a joint optimization step on the combined loss:

$$L(I, V) = \sum_{V \in V} L_V(V) + \lambda \sum_{I \in I} L_I(I),$$

where $\lambda$ is a hyperparameter to balance the two losses.

We refer to a model trained in the above manner as UVC+. In our implementation, we use the backbone architecture and hyperparameter settings consistent with the UVC model training described in Sec. 3.3. Since the UVC backbone ResNet18 model is modified to have a large output grid dimension, we design the auxiliary subnetwork for image tasks to consist of a maxpooling layer, a residual block layer similar to the final ResNet18 layer, average pooling, and a final fully connected layer. The video batch size is fixed at 40, as is used for UVC, while the image batch size is adjusted based on GPU memory consumption of image-based tasks: 64 for Rotation, 32 for MoCo, and 256 for ImageNet. As for the tradeoff constant $\lambda$, we use 0.3 for Rotation, 0.1 for MoCo, and 0.05 for ImageNet (these values were selected to give similar scales to the image and video losses early in training).

Table 5 shows the performance of the UVC+ method with each of the image-based learning tasks from Sec. 3.1. For reference, the top line shows the reported UVC numbers from [20]. The second line, UVC (ours), shows the results from the model we trained from scratch using additional iterations as specified in Sec. 3.3. The third line shows the result of our UVC+ model with the Rotation task trained on Kinetics frames converted to grayscale as in the original UVC approach, which involves a colorization loss. However, the UVC+ auxiliary loss is not colorization-based, so it allows for learning from RGB images or frames. Accordingly, the performance of UVC+ with the Rotation loss on color frames, shown in the fourth line, is about a point higher.

The bottom half of Table 5 compares performance of UVC+ with different auxiliary losses (Rotation, MoCo, ImageNet) computed on different data (either Kinetics frames, which are used for the UVC losses, or ImageNet training images, which are required for the supervised classification loss, and can optionally be used for the self-supervised ones). Interestingly, while the MoCo model substantially outperformed the Rotation model for most settings in Table 4, UVC+Rotation outperforms UVC+MoCo by over a point in both DA VIS metrics. Thus, for experiments in sections that follow, we use the Rotation task for UVC+ since it is the better performing self-supervised approach. UVC+ImageNet still beats UVC+Rotation, but just barely.

For the self-supervised UVC+MoCo and UVC+Rotation models, training only on Kinetics data rather than Kinetics+ImageNet does not significantly change results and in

Table 4. Performance of selected methods on DAVIS 2017 validation dataset using spatial context mechanisms. All image-based models have been finetuned with modified stride as described in Sec. 4.2. All results in this table use context frames $n = 7$ and $k = 5$ neighbors during evaluation. Across image-based models, using the overall aggregation approach with fixed region localization consistently performs the best.

| Method | Localization | Per-frame | Overall |
|--------|--------------|-----------|---------|
| (a) Rotation | None | 51.3 | 57.4 |
| | Fixed region | 58.6 | 62.3 |
| | Track | 54.1 | - |
| (b) MoCo | None | 55.6 | 60.0 |
| | Fixed region | 58.9 | 62.2 |
| | Track | 59.4 | - |
| (c) ImageNet | None | 56.4 | 61.8 |
| | Fixed region | 60.4 | 65.1 |
| | Track | 59.3 | - |
| (d) UVC | None | 59.4 | 49.0 |
| | Fixed region | 56.5 | 48.2 |
| | Track | 60.8 | - |
| (e) CRW | None | 56.2 | 62.1 |
| | Fixed region | 59.0 | 65.8 |
| | Track | 60.3 | - |
fact slightly improves performance in both cases. While ImageNet has \( \sim 1.3 \)M images compared with the \( \sim 240 \)k Kinetics-400 videos, each Kinetics video has several dozen individual frames from which we sample during training. We hypothesize that both the larger number of total frames in the Kinetics dataset and the smaller domain gap between Kinetics frames and the downstream video dataset outweigh the potential benefits from diversity of ImageNet image data. Similar trends hold across evaluation datasets.

We can summarize the take-aways of our UVC+ experiments as follows. First, self-supervised image-based losses do indeed hold the potential to improve over purely video-based losses for video correspondence. For UVC, the improvement from the previously published results in [20] to our best self-supervised model is 5.3 \( \mathcal{J} & \mathcal{F} \) mean. This makes the development of augmented objectives for other methods, like CRW [12], a promising future direction. Second, different image-based models may perform differently in combination with video-based losses than in isolation. Thus, when taken by itself, MoCo tended to outperform Rotation in Section 4 (which is consistent with the generally reported superiority of contrastive models over older self-supervised models for still image tasks), but Rotation performed better in UVC+. Thus, it remains difficult to predict how well pre-trained models will transfer to substantially different tasks (in our case, from whole-image classification to video correspondence), and one should not always presume that the “fancier” recent models will be superior.

### 6. Comparison of State-of-the-art Methods on DAVIS

Informed by our hyperparameter studies, we would now like to compare top-performing self-supervised temporal correspondence methods in the literature. One possible way to get a fair comparison is to keep all settings the same across methods as much as possible, and another is to provide each method with the combination of settings that gives it the best performance. Needless to say, these two protocols might lead to different conclusions. For a full picture, we present a sequence of comparisons in Table 6.

Table 6 (a) presents a comparison under a similar, minimalistic setting for all methods. Namely, we use no spatial context localization and keep the number of context frames fixed to 7, which is consistent with the protocols of TimeCycle and UVC. However, we keep the best-performing affinity computation scheme for each method, as indicated in the table. The table also notes that some video methods are trained on different datasets. In this restricted setting, UVC+ has a slight advantage, and both UVC+ and CRW barely outperform our strong ImageNet baseline (while the reported UVC result from [20] does not).

Next, in Table 6 (b), we compare the best result for each method by adding its preferred localization mechanism (“track” for UVC and UVC+, and “fixed region” for CRW) and additional context frames (from Figure 4 (b), we can see that UVC performance peaks at around 10 frames, while CRW keeps increasing as far as 20). In this regime, CRW has a slight advantage overall, and UVC+ and VFS are not far behind. Once again, no video-based method has a decisive advantage over ImageNet. The similar levels of performance are interesting, since the video-based methods exploit different combinations of cues: UVC+ uses a combination of cycle-consistency, colorization, and rotation losses; CRW uses primarily cycle-consistency and no colorization; and VFS uses similarity between nearby video frames and no localized cycle-consistency or colorization cues. The exact cues and losses do not seem to make much difference once we standardize the backbone and use a favorable combination of settings for each method.

Finally, Table 6 (c) performs comparisons with a larger output grid size, which was primarily used by CorrFlow and MAST. Despite its advantage in resolution, MAST is outperformed by CRW, as reported in Table 6 (b) above.
Table 6. Performance on DAVIS 2017 validation dataset of self-supervised temporal correspondence methods trained on video. Context denotes the number of context frames used while localization denotes if a type of spatial context localization is used. TimeCycle results are obtained with a $480 \times 480$ grid and a ResNet50 model (we also trained a ResNet18 model and evaluated at $480 \times$ full frames but obtained similar performance). Notations: *Uses supervised labels. †Result was obtained by evaluating the released model with corresponding code after removing localization and setting context frames to 8 for fair evaluation. **Unlike other methods, CorrFlow does not use initial frame in context. ††As described in Sec. 2, CorrFlow and MAST use a modified per-frame approach with softmax normalization only over masked regions.

| Method          | Training Data   | Prop. Approach | Localization | Context | $\mathcal{J}_{\&F}$ | $\mathcal{J}_M$ | $\mathcal{J}_O$ | $\mathcal{F}_M$ | $\mathcal{F}_O$ |
|-----------------|-----------------|----------------|--------------|---------|----------------------|-----------------|-----------------|----------------|----------------|
| (a) No localization, fixed context, grid size $1 \times$ |
| MoCo            | ImageNet        | overall        | -            | 7       | 60.0                 | 58.1            | 66.9            | 61.9           | 70.7           |
| ImageNet*       | ImageNet        | overall        | -            | 7       | 61.8                 | 59.4            | 68.7            | 64.2           | 75.0           |
| TimeCycle [31]  | VLOG            | per-frame      | -            | 7       | 48.2                 | 46.4            | 50.0            | 50.0           | 48.0           |
| UVC [20]        | Kinetics        | per-frame      | -            | 7       | 57.8                 | 56.3            | 65.0            | 59.2           | 64.1           |
| UVC+            | Kinetics        | per-frame      | -            | 7       | 62.6                 | 60.6            | 71.6            | 64.6           | 74.8           |
| CRW† [12]       | Kinetics        | overall        | -            | 7       | 61.6                 | 59.6            | 69.0            | 63.5           | 73.4           |
| (b) Localization, additional context, grid size $1 \times$ |
| MoCo            | ImageNet        | overall        | fixed region | 20      | 62.7                 | 60.8            | 71.6            | 64.6           | 73.5           |
| ImageNet*       | ImageNet        | overall        | fixed region | 20      | 65.8                 | 63.5            | 75.5            | 68.1           | 80.6           |
| UVC [20]        | Kinetics        | per-frame      | track        | 7       | 59.5                 | 57.7            | 68.3            | 61.3           | 69.8           |
| UVC+            | Kinetics        | per-frame      | track        | 10      | 66.0                 | 63.8            | 76.9            | 68.2           | 80.1           |
| CRW [12]        | Kinetics        | overall        | fixed region | 20      | 67.5                 | 64.8            | 76.1            | 70.2           | 82.1           |
| VFS [34]        | Kinetics        | overall        | fixed region | 20      | 66.7                 | 64.0            | -               | 69.4           | -              |
| (c) Localization, additional context, grid size $2 \times$ |
| MoCo upsample   | ImageNet        | overall        | fixed region | 20      | 65.8                 | 63.2            | 73.6            | 68.3           | 79.1           |
| ImageNet upsample* | ImageNet        | overall        | fixed region | 20      | 67.8                 | 65.1            | 75.0            | 70.5           | 81.6           |
| CorrFlow** [18] | OxUvA            | per-frame††    | fixed region | 1       | 50.3                 | 48.4            | 53.2            | 52.2           | 56.0           |
| MAST [17]       | YouTubeVOS      | per-frame††    | predicted region | 4       | 65.5                 | 63.3            | 73.2            | 67.6           | 77.7           |
| UVC+ upsample   | Kinetics        | per-frame      | track        | 10      | 67.6                 | 65.0            | 75.7            | 70.1           | 79.6           |
| CRW upsample    | Kinetics        | overall        | fixed region | 20      | 70.6                 | 68.5            | 79.3            | 72.7           | 85.8           |

(And in the original CRW paper [12]). Still, to better understand the effects of grid size on accuracy, we evaluate UVC+, CRW, and the image-based models with a larger output grid. To do this without retraining, we simply upsample the input frames by a factor of 2 during inference. Even though the upsampled input to the trained models is blurry, and these networks are only trained on smaller images, we find that this change still significantly improves performance, as shown in Table 6 (c). CRW and MoCo find the largest improvements of 3.1 points $\mathcal{J}_{\&F}$ mean each, while UVC+ and supervised ImageNet improve by margins of 1.6 and 2.0 points respectively. To our knowledge, the 70.6 $\mathcal{J}_{\&F}$ mean of upsampled CRW is the strongest result for self-supervised methods reported to date. We conjecture that this accuracy could be further improved by retraining CRW with the higher grid resolution and augmenting it with a still image objective similar either to UVC+ or to VFS. However, training such a model would be challenging due to the high computational intensity of CRW’s dense patch-based extraction and similarity computations at high resolutions. A very recent work by Araslanov et al. [1] reaches comparable performance to CRW on DAVIS by exploring a related but much more efficient anchor-based dense self-supervised spatio-temporal learning scheme and could provide an interesting direction for future study on this topic.

**Fully supervised methods and online adaptation.** In absolute terms, the best results on the DAVIS task are obtained fully supervised methods trained on the DAVIS training set with reference mask annotations. To our knowledge, the highest accuracy to date is 84.9 $\mathcal{J}_{\&F}$ mean, achieved by the AOT [36] approach which uses a ResNet50 backbone network and transformer-based object association module capable of simultaneous matching and decoding of multiple object masks. The CRW+upsample result lags around 14 points behind this. It is also worth noting that many recent supervised video object segmentation works perform test-time training, or online adaptation on each video during evaluation to improve performance [3, 22, 29]. Jabri et al. [12] showed that self-supervised methods can also benefit from using these techniques, however, the improvements
observed were under 1 point $J_{\mathcal{F}_M}$ on DA VIS. Therefore, our experiments do not include test-time adaptation.

7. Keypoint and Semantic Parts Propagation

Because the impact of implementation choices may be dataset-specific as well as method-specific, we extend our evaluation to the VIP and JHMDB datasets, which are common benchmarks for propagation of semantic parts and keypoints.

**VIP.** The Video Instance-level Parsing (VIP) dataset [39] contains object mask labels similar to the DAVIS dataset. However, in this case, the object masks correspond to human parts (e.g., arm, leg, face). The dataset contains both semantic masks and instance-specific masks. Consistent with previous methods [12, 20, 31], we evaluate on the 50 videos in the validation set and resize input frames to $560 \times 560$. Notably, the frames used for propagating labels in this dataset are significantly further apart than other datasets since only every 25th frame is annotated with dense labels. We evaluate semantic masks using the mean IoU metric and evaluate instance-level masks using mean average precision on the standard instance-level human parsing metric [19].

Figure 5 presents hyperparameter evaluations on the VIP dataset for different numbers $n$ of context frames and $k$ nearest neighbors, analogous to Figure 4 in Section 4. Compared with the DAVIS studies of Figure 4, disparities between the per-frame and overall aggregation approaches are less prominent for the models evaluated. This could be partially due to the fact that methods do not benefit as significantly from additional context frames on VIP as shown in Figure 5 (a). The limited benefit from additional context is likely because the VIP labels are included at sparse 25 frame intervals as mentioned above. This means that a longer context of 20 frames may average predictions over frames that are up to 20 seconds back which could introduce significant noise. A decreasing trend for adding more context frames is particularly prominent for UVC+ and CRW using the per-frame aggregation setting on VIP.

Table 7 contains full comparative results for both semantic and instance mask propagation on the VIP dataset. In Table 7 (a), we include experiments for the setting without spatial context localization and using only the initial frame and one previous frame as context. As with DAVIS, image-based models (MoCo, ImageNet) using stride fine-tuning perform very well compared with previously reported numbers. For example, the updated ImageNet classification model (third line) improves around +4 mIoU on the semantic task compared with previous ImageNet results reported...
be correct when they are within a threshold of ground truth (PCK) metric [35] which considers keypoint coordinates to evaluate predictions using the percentage of correct keypoints. All frames are resized to 240 × 240 for evaluation. We evaluate predictions using the percentage of correct keypoints (PCK) metric [35] which considers keypoint coordinates to be correct when they are within a threshold of ground truth coordinates.

Table 8 shows comparative results from recent methods on JHMDB. We note once again that ImageNet model with stride fine-tuning (third line) performs very well compared with previous ImageNet classification results reported by Li et al. [20] (second line). Self-supervised image-based models are on par with methods like TimeCycle and CorrFlow while the ImageNet classification model is comparable to top performing video-based methods. Though trends are similar to DAVIS and VIP on this dataset, we find that improvements are quite small between different methods. Further, there are not substantial performance increases from recent propagation improvements such as using spatial context localization. We therefore do not categorize results by these different implementation factor settings. For fully supervised comparison, previous models have achieved 68.7 PCK@0.1 and 81.6 PCK@0.2 [28], though these works evaluate slightly differently by averaging results across all three dataset splits.

### Conclusion

In this work, we carried out a systematic study of self-supervised temporal correspondence methods, with particular attention to implementation settings for feature extraction and label propagation. Much of the work we surveyed has suffered from several methodological flaws, notably (1) tuning hyperparameters directly on the test set, (2) under-tuning still image baselines, and (3) downplaying the importance of feature extraction and label propagation heuristics for achieving best performance. We hope that our study will better inform future research directions in temporal correspondence and help to improve evaluation protocols by showing the critical effects of certain implementation factors.

We found that well-optimized still image baselines perform better than previously reported, and in fact, no existing video-based method consistently and convincingly outperforms a fully supervised ImageNet baseline across datasets. Interestingly, despite being based on different combinations of cues or losses, recent high-performing methods like CRW, VFS, and our augmented UCV+ method reach very similar levels of performance, close to the well-tuned ImageNet baseline, leading one to wonder how much these losses matter compared to more mundane engineering choices. In particular, VFS uses no tracking-based loss at all, only global similarity between video frames, suggesting that whatever the potential of localized correspondence.

**Table 8. Performance of methods on JHMDB dataset.** Notations: *Uses supervised labels. †Results obtained using released CRW code and model which are lower than performance reported in paper.

| Method          | Localization | Context | PCK@.1 | PCK@.2 |
|-----------------|--------------|---------|--------|--------|
| MoCo            | -            | 7       | 57.8   | 79.1   |
| ImageNet* [20]  | -            | 7       | 53.8   | 74.6   |
| ImageNet*       | -            | 7       | 59.2   | 80.4   |
| TimeCycle [31]  | -            | 7       | 57.3   | 78.1   |
| CorrFlow [31]   | -            | 7       | 58.5   | 78.8   |
| UVC [20]        | -            | 7       | 58.6   | 79.8   |
| UVC+            | -            | 7       | 59.8   | 81.3   |
| CRW† [12]       | fixed region | 7       | 58.6   | 80.5   |
| VFS [34]        | fixed region | 4       | 60.5   | 79.5   |

JHMDB. The JHMDB dataset [14] is a human actions dataset which contains human joint annotations. Each frame is annotated with 15 joint position labels. As in previous works, to propagate the keypoint labels we create a segmentation mask with each keypoint represented as a different class. We evaluate on test split 1 of the dataset, and all frames are resized to 240 × 240 for evaluation. We evaluate predictions using the percentage of correct keypoints (PCK) metric which considers keypoint coordinates to be correct when they are within a threshold of ground truth coordinates.

4This split used by self-supervised correspondence works is one of three standard splits over which results reported by supervised works are typically averaged. Prior works including TimeCycle [31] and UVC [20] have also in some cases mistakenly compared to supervised results computed on a separate sub-JHMDB split containing only videos with fully visible keypoints.

8. Conclusion

In this work, we carried out a systematic study of self-supervised temporal correspondence methods, with particular attention to implementation settings for feature extraction and label propagation. Much of the work we surveyed has suffered from several methodological flaws, notably (1) tuning hyperparameters directly on the test set, (2) under-tuning still image baselines, and (3) downplaying the importance of feature extraction and label propagation heuristics for achieving best performance. We hope that our study will better inform future research directions in temporal correspondence and help to improve evaluation protocols by showing the critical effects of certain implementation factors.

We found that well-optimized still image baselines perform better than previously reported, and in fact, no existing video-based method consistently and convincingly outperforms a fully supervised ImageNet baseline across datasets. Interestingly, despite being based on different combinations of cues or losses, recent high-performing methods like CRW, VFS, and our augmented UCV+ method reach very similar levels of performance, close to the well-tuned ImageNet baseline, leading one to wonder how much these losses matter compared to more mundane engineering choices. In particular, VFS uses no tracking-based loss at all, only global similarity between video frames, suggesting that whatever the potential of localized correspondence.
dence cues like colorization or cycle consistency, it has not yet been fully realized. Developing a self-supervised video correspondence method capable of taking advantage of all the still image and video cues that have been identified remains an important open research direction. For this, it may be interesting to investigate recently proposed methods for dense self-supervised learning [32]. Another promising direction is to replace ad-hoc implementation choices in affinity matrix computation and label propagation by cleaner transformer-like attention architectures, similar to those recently proposed for video object segmentation [36].
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