A NUMERICAL INVESTIGATION OF THE LENGTHSCALE IN THE MIXING-LENGTH REDUCED ORDER MODEL OF THE TURBULENT CHANNEL FLOW
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Abstract. In this paper, we propose a novel reduced order model (ROM) lengthscale definition that is based on energy distribution arguments. This novel ROM lengthscale is fundamentally different from the current ROM lengthscales, which are generally based on dimensional arguments. As a first step in the assessment of the new, energy based ROM lengthscale, we compare it with a standard, dimensional based ROM lengthscale in the mixing-length ROM (ML-ROM) simulation of the turbulent channel flow at $Re_{\tau} = 395$. The numerical investigation shows that the energy based ROM lengthscale yields a significantly more stable ML-ROM than the dimensional based ROM lengthscale. The new energy based lengthscale definition could allow the development of scale-aware reduced order modeling strategies that are better suited for flow-specific applications.
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1. Introduction

Reduced order models (ROMs) are models whose dimension is dramatically lower than the dimension of full order models (FOMs), i.e., computational models obtained by using classical numerical discretizations (e.g., finite element or finite volume methods). Because of their relatively low dimensionality, ROMs can be used as efficient alternatives to FOMs in computationally intensive applications, e.g., flow control, shape optimization, and uncertainty quantification. The Galerkin ROM (G-ROM) framework has been often used in the numerical simulation of fluid flows. The G-ROM is constructed as follows: First, in an offline phase, the FOM is used to produce snapshots, which are then utilized to construct a low-dimensional (i.e., $r \ll N$) ROM basis $\{\varphi_1, \ldots, \varphi_r\}$, where $r$ is the ROM dimension and $N$ is the FOM dimension. Next, the ROM basis is used together with a Galerkin projection to build the G-ROM, which has the following form:

$$\frac{da}{dt} = F(a),$$
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where $a$ is the vector of coefficients in the ROM approximation $\sum_{i=1}^{r} a_i(t) \varphi_i(x)$ of the variable of interest and the vector $f$ comprises the ROM operators that are preassembled in the offline phase. In the online phase, the G-ROM (1) is employed for parameters values and/or time intervals that are different from those used in the training stage.

The G-ROM (1) is computationally efficient and relatively accurate in the numerical simulation of laminar flows. However, the G-ROM generally yields inaccurate results in the numerical simulation of turbulent flows. The main reason for the G-ROM’s inaccuracy is that it is used in the under-resolved regime, i.e., when the number of ROM basis functions, $r$, is not large enough to accurately represent the complex dynamics of the turbulent flow. Thus, for turbulent flows, the standard G-ROM is replaced with

$$\frac{da}{dt} = F(a) + \tau,$$

where $\tau(a)$ is the ROM closure model, which represents the effect of the discarded modes on the G-ROM dynamics. There are different types of ROM closures, which are surveyed in [1]. In this paper, we consider the mixing-length ROM closure model, which increases the physical viscosity by the following constant:

$$\nu_{ML} = \alpha U_{ML} L_{ML},$$

where $L_{ML}$ is a characteristic lengthscale, $U_{ML}$ is a characteristic velocity scale, and $\alpha$ is a constant. The ML model is a functional closure model, which aims at increasing the ROM viscosity in order to dissipate energy and mimic the effect of the discarded modes [4]. The ML-ROM (2)–(3) was first used in [2, 6] and was further investigated in [13].

The main goal of this paper is to investigate the role of the lengthscale, $L_{ML}$, used in the ML-ROM (2)–(3). Specifically, we first propose a new lengthscale definition, which is based on energy distribution arguments. Then, we compare this new lengthscale with the classical lengthscale definition used in [2, 6, 13], which is based on dimensional arguments. To compare these two lengthscales, we utilize them to build the ML-ROM (2)–(3), which we then test in the numerical simulation of the turbulent channel flow at $Re_\tau = 395$.

The rest of the paper is organized as follows: In Section 2, we outline the standard G-ROM and the ML-ROM. In Section 3, we define the new, energy based lengthscale and the standard dimensional based lengthscale. In Section 4, we present results for our investigation of the ML-ROM equipped with the two lengthscales in numerical simulation of the turbulent channel flow at $Re_\tau = 395$. Finally, in Section 5, we draw conclusions and outline directions of future research.

2. **Galerkin ROM and Mixing-Length ROM**

In this section, we outline the construction of the standard Galerkin ROM (G-ROM) and mixing-length ROM (ML-ROM). As a mathematical model, we consider the incompressible Navier-Stokes equation (NSE):

$$\frac{\partial u}{\partial t} - Re^{-1} \Delta u + (u \cdot \nabla) u + \nabla p = f,$$

$$\nabla \cdot u = 0,$$
where \( u = [u_1, u_2, u_3]^\top \) is the velocity vector field, \( p \) the pressure field, \( Re \) the Reynolds number, and \( f \) the forcing term. The NSE are equipped with appropriate boundary and initial conditions.

### 2.1. G-ROM

To build the G-ROM, we consider the centering trajectory of the flow,

\[
U(x) = \frac{1}{T} \int_{t}^{t+T} u(x,t) dt,
\]

and we assume that the ROM velocity approximation can be written as follows:

\[
u_r(x,t) = U(x) + \sum_{j=1}^{r} a_j(t) \varphi_j(x),
\]

where \( \varphi_j \) are the ROM basis functions and \( a = [a_1, \cdots, a_r]^\top \) are the sought ROM coefficients. In our numerical experiments, we use the proper orthogonal decomposition (POD) \([6]\) to construct the ROM basis, but other ROM bases could be used \([3, 5, 9]\). The next step in the G-ROM construction is to replace \( u \) with \( u_r \) in (4) and project the resulting equations onto the space spanned by the ROM basis, \( \varphi \) \( \varphi_j \). This yields the G-ROM:

\[
\frac{\partial u_r}{\partial t}, \varphi_i \right) + (u_r \cdot \nabla u_r, \varphi_i) + Re^{-1} (\nabla u_r, \nabla \varphi_i) = (f, \varphi_i), \quad i = 1, \cdots, r.
\]

The G-ROM can be written as the following dynamical system for the vector of time coefficients, \( a(t) \):

\[
\dot{a} = b + Aa + a^\top B a + \tau,
\]

where

\[
b_i = (\varphi_i, f) - (\varphi_i, U \cdot \nabla U) - Re^{-1} (\nabla \varphi_i, \nabla U),
\]

\[
A_{im} = -(\varphi_i, U \cdot \nabla \varphi_m) - (\varphi_i, \varphi_m \cdot \nabla U) - Re^{-1} (\nabla \varphi_i, \nabla \varphi_m),
\]

\[
B_{im} = -(\varphi_i, \varphi_m \cdot \nabla \varphi_n).
\]

### 2.2. ML-ROM

As mentioned in the introduction, the G-ROM \([9]\) generally yields inaccurate results in the numerical simulation of turbulent flows. Thus, in those cases, the G-ROM is generally equipped with a ROM closure model, which models the effect of the discarded ROM modes \( \{\varphi_{r+1}, \cdots\} \) on the G-ROM dynamics. In general, the G-ROM with a closure model can be written as

\[
\dot{a} = b + Aa + a^\top B a + \tau,
\]

where \( \tau \) is the ROM closure model. The current ROM closure models are surveyed in \([1]\). Some of these ROM closure models are inspired from classical large eddy simulation (LES) closure modeling \([12]\). These LES-ROM closure models generally involve a lengthscale. There are only a few ROM lengthscales in current use. In the next section, we define a novel ROM lengthscale. To assess this new ROM lengthscale, we consider one of the simplest ROM closure models, the ML-ROM \([6, 13]\), in which the ROM closure term \( \tau \) in \( (13) \) is written as

\[
\tau = -\left(\alpha U_{ML} \delta\right) S a,
\]
where $\delta$ is one of the two ROM lengthscales defined in Section 3. $U_{ML}$ is a characteristic velocity scale, $\alpha$ is a constant, and $S$ is the ROM stiffness matrix with entries $S_{ij} = (\nabla \varphi_i, \nabla \varphi_j)$.

3. ROM Lengthscale

In this section, we present two different ROM lengthscales: In Section 3.1 we present the first ROM lengthscale, denoted $\delta_1$, which is based on dimensional analysis arguments. In Section 3.2 we propose a new ROM lengthscale, denoted $\delta_2$, which is based on energy balance arguments.

Both definitions aim at expressing the ROM lengthscale as a function of the following two types of input variables: (i) the ROM variables (e.g., the ROM dimension, $r$, the total number of ROM basis functions, $R$, the eigenvalues, $\lambda_i$, and the ROM basis functions, $\varphi_i$). (ii) the FOM variables (e.g., the fine FOM mesh size, $h$, the FOM solution, $u_{FOM}$, and the computational domain characteristic lengthscale, $L$). Given these input variables, we then try to answer the following natural question: For a given ROM dimension, $r$, what is the corresponding ROM lengthscale, $\delta$?

3.1. ROM Lengthscale $\delta_1$: Dimensional Analysis. In this section, we use dimensional analysis to construct the first ROM lengthscale, $\delta_1$. To this end, we follow the approach used in Section 3.2 in [13], which, in turn, is based on the pioneering ML-ROM proposed in [2] for a turbulent pipe flow.

To construct the ROM lengthscale $\delta_1$, we first define the componentwise FOM velocity fluctuations:

\[
\begin{align*}
    u_i^{FOM} &= \sum_{j=r+1}^{R} a_j^{FOM} \varphi_j^i, \quad i = 1, 2, 3, \\
    \langle u^{1(FOM)}(x) \rangle_t &= \frac{1}{M} \sum_{k=1}^{M} \sum_{i=r+1}^{R} \left( u^{FOM}(\cdot, t_k), \varphi_i(\cdot) \right) \varphi_i(x),
\end{align*}
\]

where $R$ is the total number of ROM modes and $\varphi_j^i$ are the componentwise ROM basis functions. Using the componentwise FOM velocity fluctuations $u_1^{FOM}, u_2^{FOM},$ and $u_3^{FOM}$ in the $x, y,$ and $z$ directions, respectively, we construct the FOM velocity fluctuation vector field $u^{FOM} = [u_1^{FOM}, u_2^{FOM}, u_3^{FOM}]$. Since $u^{FOM}$ varies with time, we calculate the time averaged value of $u^{FOM}$, i.e.,

\[
\begin{align*}
    \delta_1 := \left( \int_{x_1}^{L_1} \int_{x_2}^{L_2} \int_{x_3}^{L_3} \sum_{i=1}^{3} \left( \sum_{j=1}^{3} \frac{\partial u_i^{FOM}}{\partial x_j} \varphi_i \right) \varphi_i dx_1 dx_2 dx_3 \right)^{1/2},
\end{align*}
\]

where $L_1, L_2,$ and $L_3$ are the streamwise, wall-normal, and spanwise dimensions of the computational domain of the turbulent channel flow test problem, respectively.
Note that a quick dimensional analysis shows that the quantity defined in (17) has the units of a lengthscale:

\[
|\delta_1| = \left(\frac{m \ m \ m}{s \ s \ s^3}\right)^{1/2} = m.
\]

We also note that an alternative lengthscale was defined in equation (23) in [13]. Since this alternative lengthscale was not used in the numerical investigation in [13], we do not consider it in this study.

The ROM lengthscale, \(\delta_1\), defined in (17), depends on the FOM velocity fluctuation vector field, \(\mathbf{u}^{FOM}\).

### 3.2. ROM Lengthscale \(\delta_2\): Energy Balancing

In this section, we use energy balancing arguments and propose a new ROM lengthscale, \(\delta_2\). Noticing that the ROM truncation level, \(r\), has the role of dividing the kinetic energy of the system, we can require that \(\delta_2\) do the same. Specifically, we require that the ratio of kinetic energy contained in the first \(r\) ROM modes, \(\sum_{i=1}^{r} \lambda_i\), to the kinetic energy contained in the total number of ROM modes, \(\sum_{i=1}^{R} \lambda_i\), is equal to the ratio of the kinetic energy that can be represented on the mesh of size \(\delta_2\), \(KE(\delta_2)\), to the kinetic energy that can be represented on the FOM mesh, \(KE(h)\):

\[
\frac{\sum_{i=1}^{r} \lambda_i}{\sum_{i=1}^{R} \lambda_i} = \frac{KE(\delta_2)}{KE(h)}.
\]

To compute the ratio \(\frac{KE(\delta_2)}{KE(h)}\) in (19), we transfer the problem to the usual Fourier space. To this end, we first notice that \(\delta_2\) defines a cutoff wavenumber:

\[
k_{\delta_2} := \frac{2\pi}{\delta_2}.
\]

We then notice that the kinetic energy in the system can be written in terms of the energy spectrum, \(E(\cdot)\):

\[
KE(k) = \int_{k_0}^{k} E(k') \, dk',
\]

where \(k_0 = \frac{2\pi}{L}\) is the Fourier wavenumber that corresponds to the computational domain characteristic lengthscale, \(L\). In the case of isotropic, homogeneous turbulence, we have the usual energy spectrum given by Kolmogorov’s theory [12, 8]

\[
E(k) \sim C \varepsilon^{2/3} k^{-5/3}.
\]

Thus, the condition imposed in (19) can be written as

\[
\frac{\int_{k_0}^{k_{\delta_2}} E(k) \, dk}{\int_{k_0}^{k_h} E(k) \, dk} = \frac{\sum_{i=1}^{r} \lambda_i \text{ notation}}{\sum_{i=1}^{R} \lambda_i} = \Lambda,
\]

where \(k_h = \frac{2\pi}{h}\) is the highest Fourier wavenumber that can be resolved on the given FOM meshsize, \(h\). The LHS of (23) can be evaluated by using (22):

\[
\int_{k_0}^{k_{\delta_2}} E(k) \, dk = C \varepsilon^{2/3} \int_{k_0}^{k_{\delta_2}} k^{-5/3} \, dk = C \varepsilon^{2/3} \frac{k_{\delta_2}^{-2/3} - k_0^{-2/3}}{-2/3},
\]

where \(k_{\delta_2} = \frac{2\pi}{\delta_2}\) is the cutoff wavenumber for the new lengthscale, \(\delta_2\).
and, similarly,
\[
\int_{k_0}^{k_h} E(k) \, dk = C \varepsilon^{2/3} \int_{k_0}^{k_h} k^{-5/3} \, dk = C \varepsilon^{2/3} \frac{k_h^{-2/3} - k_0^{-2/3}}{-2/3}.
\]
Plugging (24) and (25) back into (23), simplifying, and rearranging, we obtain
\[
k_{\delta_2}^{-2/3} = \Lambda k_h^{-2/3} + (1 - \Lambda) k_0^{-2/3}.
\]
Since \(1 \leq r \leq R\), \(\Lambda\) satisfies the inequality \(0 < \Lambda \leq 1\). Thus, (26) implies that \(k_{\delta_2}^{-2/3}\) is a convex combination of \(k_h^{-2/3}\) and \(k_0^{-2/3}\). Furthermore,
\[
\begin{align*}
(r \to R) &\implies (k_{\delta_2} \to k_h) \quad \text{and} \quad (r \to 0) \implies (k_{\delta_2} \to k_0),
\end{align*}
\]
as expected. Using (26) together with (20), gives us a formula for \(\delta_2\):
\[
\delta_2 = \frac{2\pi}{k_{\delta_2}} = 2\pi \left[ \Lambda \left( \frac{2\pi}{h} \right)^{-2/3} + (1 - \Lambda) \left( \frac{2\pi}{L} \right)^{-2/3} \right]^{3/2}
\]
\[
= \left[ \Lambda h^{2/3} + (1 - \Lambda) L^{2/3} \right]^{3/2}.
\]
The new ROM lengthscale, \(\delta_2\), defined in (28), depends on the FOM mesh size, \(h\), the ROM dimension, \(r\), the total number of ROM basis functions, \(R\), the eigenvalues, \(\lambda_i\), and the computational domain characteristic lengthscale, \(L\). We note that, as expected, as \(r\) approaches \(R\), \(\delta_2\) approaches \(h\), and as \(r\) approaches 1, \(\delta_2\) approaches \(L\).

4. Numerical Results

In this section, we preform a numerical investigation of the two lengthscales discussed in Section 3: the ROM lengthscale defined in (17) and the new ROM lengthscale defined in (28). Specifically, we fix the velocity scale, \(U_{ML}\), in the ML-ROM (2)–(3), and use two different characteristic lengthscales: \(L_{ML} = \delta_1\) and \(L_{ML} = \delta_2\). We denote the two resulting ML-ROMs as ML-ROM1 and ML-ROM2, respectively. To compare the two lengthscales, we compare ML-ROM1 with ML-ROM2 in the numerical simulation of the 3D turbulent channel flow at \(Re_{\tau} = 395\).

We emphasize that the goal of this section is not to find the best ML-ROM. Instead, we aim at investigating whether the two lengthscales are different and, if so, quantify their differences.

4.1. Numerical Setting. The computational domain is a rectangular box, \(\Omega = (-2\pi, 2\pi) \times (0, 2) \times (-2\pi/3, 2\pi/3)\). We enforce no slip boundary conditions on the walls \(y = 0\) and \(y = 2\), and periodic boundary conditions on the remaining walls. We also use the forcing term \(f = [1, 0, 0]^T\) and the Reynolds number \(Re_{\tau} = 395\) (\(Re = 13,750\)).

To generate the snapshots, we run an LES model using the rNS-\(\alpha\) scheme [11] with the time step size \(\Delta t = 0.002\).

We collect a total of 5000 snapshots from \(t = 60\) to \(t = 70\) and use the POD to generate the ROM basis. For the ROM time discretization, we utilize the commonly used linearized BDF2 temporal discretization with a time step size \(\Delta t = 0.002\). As the ROM initial conditions, we use the ROM projections of the LES approximations.
at $t = 60$ and $t = 60.002$. For convenience, in our ROM simulations, $t = 0$ corresponds to $t = 60$ in the LES model.

To assess the ROMs’ performance, we use two different criteria: (i) the time evolution of the kinetic energy, $E(t)$, and (ii) second-order statistics.

We define the ROM kinetic energy as follows:

$$E(t) = \frac{1}{2} \int_{\Omega} \left( u_1(x,t)^2 + u_2(x,t)^2 + u_3(x,t)^2 \right) \, dx,$$

where $u_1$, $u_2$, and $u_3$ are the components of the ROM velocity field approximation.

Following [10], we consider the following two second-order statistics: (i) the normalized root mean square (RMS) of the streamwise velocity component, $U_{RMS}$:

$$U_{RMS} := \frac{\left| \bar{R}_{11} - \frac{1}{3} \sum_{j=1}^{3} \bar{R}_{jj} \right|^{1/2}}{u_{1,\tau}},$$

and (ii) the normalized streamwise-spanwise Reynolds stress tensor component, $\bar{R}_{12}$:

$$\bar{R}_{12} := \frac{\bar{R}_{12}}{u_{1,\tau}^2}.$$

In these second-order statistics, the Reynolds stress tensor components are calculated as follows:

$$\bar{R}_{ij} = \langle \langle u_i u_j \rangle_s \rangle_t - \langle \langle u_i \rangle_s \rangle_t \langle \langle u_j \rangle_s \rangle_t,$$

where $\langle \cdot \rangle_s$ denotes spatial averaging, $\langle \cdot \rangle_t$ denotes time averaging, and $u_i$ are the components of the given ROM or FOM velocity field approximations. $u_{1,\tau}$ is the friction velocity, which is calculated by the following formula:

$$u_{1,\tau} = \frac{U_{\text{mean}}(y_{\text{min}})}{y_{\text{min}}},$$

where $y_{\text{min}}$ is the minimum positive $y$-value of the FOM mesh and $U_{\text{mean}} = \langle \langle u_1 \rangle_s \rangle_t$ the average ROM or FOM velocity flow profile.

4.2. Numerical Results. First, we investigate the relative size of the two ROM lengthscales, $\delta_1$ defined in [17] and $\delta_2$ defined in [28]. To calculate $\delta_2$ in equation (28), we define the global mesh size, $h$, as $h = \max_{K \in K} h_K$, where the mesh $K$ is the set $\{ K \}$ of tetrahedrons $K$ and $h_K$ is the length of the longest edge of the local tetrahedron, $K$.

In Table 1, we list the $\delta_1$ and $\delta_2$ values for $r$ values from 4 to 50. These results show that the two ROM lengthscales have very different behaviors: While the magnitudes of both ROM lengthscales do not vary significantly when $r$ varies, the magnitude of $\delta_2$ is almost two orders of magnitude larger than the magnitude of $\delta_1$.

| $r$ | 4   | 8   | 16  | 32  | 40  | 50  |
|-----|-----|-----|-----|-----|-----|-----|
| $\delta_1$ | 4.64e-02 | 4.65e-02 | 4.68e-02 | 4.68e-02 | 4.66e-02 | 4.62e-02 |
| $\delta_2$  | 2.18e+00 | 2.30e+00 | 2.49e+00 | 2.77e+00 | 2.87e+00 | 2.97e+00 |

Table 1. ROM lengthscale values for different $r$ values.
Next, we investigate the role played by the two ROM lengthscales in the ML-ROM (2) in which the ROM closure term is calculated according to (14):

$$\tau = -(\alpha U_{ML} L_{ML}) S a.$$  

We denote ML-ROM1 the ML-ROM in which $L_{ML} = \delta_1$ in (34) and ML-ROM2 the ML-ROM in which $L_{ML} = \delta_2$ in (34). To ensure a fair comparison of ML-ROM1 and ML-ROM2, we use the same constant $\alpha$ and the same velocity scale $U_{ML}$ (i.e., the time averaged streamwise velocity component) in (34) for both models, and vary only the ROM lengthscale, $L_{ML} = \delta_1$ or $L_{ML} = \delta_2$. To vary the ROM lengthscale, we vary the $r$ value in the definitions of $\delta_1$ and $\delta_2$. In Figures 1–8, we plot the time evolution of the kinetic energy and the second-order statistics of the ML-ROM1 and ML-ROM2 for different $r$ values and different $\alpha$ values: $\alpha = 6 \times 10^{-3}$ (Figures 1 and 2), $\alpha = 2 \times 10^{-3}$ (Figure 3 and 4), $\alpha = 0.2 \times 10^{-3}$ (Figure 5 and 6), and $\alpha = 0.1 \times 10^{-3}$ (Figure 7 and 8). We note that the small oscillations in the second-order statistics plots are probably a consequence of considering only the bottom half of the channel instead of averaging over both halves. As a benchmark for the ROM results, we use the projection of the FOM results on the ROM basis (denoted as LES-proj in these plots).

Overall, in terms of stability, these plots show that ML-ROM2 yields more stable results than ML-ROM1. This is clearly shown in Figures 1 and 2 where ML-ROM2 yields stable results for all $r$ values, whereas ML-ROM2 yields stable results only for the largest values ($r = 40$ and $r = 50$) and blows up for the other $r$ values. As we decrease the $\alpha$ value in Figures 3–8, the ML-ROM1 becomes more unstable. Indeed, starting with $\alpha = 2 \times 10^{-3}$ (Figures 3 and 4), the ML-ROM1 kinetic energy blows up for all the $r$ values. This behavior is expected, since decreasing the $\alpha$ value decreases the amount of artificial viscosity in the ML-ROM. In contrast, the ML-ROM2 is stable for most of the parameter values. For the largest $\alpha$ values (i.e., $\alpha = 6 \times 10^{-3}$ in Figures 1 and 2 and $\alpha = 2 \times 10^{-3}$ in Figures 3 and 4), ML-ROM2 is stable for all $r$ values. As we decrease the $\alpha$ value in Figures 5–8 ML-ROM2 becomes more unstable and blows up for lower $r$ values: For $\alpha = 0.2 \times 10^{-3}$ in Figures 5 and 6 ML-ROM2 blows up for $r = 4, 8, \text{and} 16$; and for $\alpha = 0.1 \times 10^{-3}$ in Figures 7 and 8 ML-ROM2 blows up for $r = 4, 8, 16, \text{and} 32$. We emphasize, however, that ML-ROM2 is consistently more stable than ML-ROM1.

Overall, in terms of accuracy, the ML-ROM1 and ML-ROM2 plots in Figures 1–8 do not show a clear winner: For some $\alpha$ and $r$ values ML-ROM1 is more accurate, for other values ML-ROM2 is more accurate. Furthermore, it seems that, for both ML-ROM1 and ML-ROM2 and for each $r$ value, one can find the optimal $\alpha$ value that ensures the highest accuracy.
Figure 1. Time evolution of the kinetic energy for $\alpha = 6 \times 10^{-3}$

Figure 2. Second-order statistics for $\alpha = 6 \times 10^{-3}$
Figure 3. Time evolution of the kinetic energy for $\alpha = 2 \times 10^{-3}$

Figure 4. Second-order statistics for $\alpha = 2 \times 10^{-3}$
Figure 5. Time evolution of the kinetic energy for $\alpha = 0.2 \times 10^{-3}$

Figure 6. Second-order statistics for $\alpha = 0.2 \times 10^{-3}$
Since the plots in Figures 1–8 showed that the ML-ROM1’s stability is clearly different from the ML-ROM2’s stability, we decided to quantify the stability of the two ML-ROM. To this end, in Table 2 for different $r$ values, we list the threshold $\alpha_0$ value, i.e., the value that ensures that, if $\alpha > \alpha_0$, then the ML-ROM is stable. These results show that, for each $r$ value, the threshold $\alpha_0$ value is more than an order of magnitude lower for ML-ROM2 than for ML-ROM1. Thus, we conclude
that ML-ROM1 is more stable than ML-ROM2. We note that the same conclusion can be drawn from the plots in Figures [1][8]

| r   | 4   | 8   | 16  | 32  | 40  | 50  |
|-----|-----|-----|-----|-----|-----|-----|
| ML-ROM1 | α₀ | 10e-3 | 9.8e-3 | 9.2e-3 | 8.5e-3 | 6.5e-3 | 6.2e-3 |
| ML-ROM2 | α₀ | 2.2e-4 | 2.1e-4 | 1.8e-4 | 1.7e-4 | 1.2e-4 | 1.1e-4 |

Table 2. Threshold α₀ values for different r values.

5. Conclusions

In this paper, we proposed a novel ROM lengthscale definition. This new ROM lengthscale, denoted δ₂, is constructed by using energy distribution arguments. Specifically, we balanced the ROM and FOM energy content with the energy content in the δ₂ and h scales, respectively, where h is the FOM mesh size. We emphasize that the novel ROM lengthscale, δ₂, is fundamentally different from the current ROM lengthscales, which are built by using dimensional arguments.

We compared the new ROM lengthscale, δ₂, with a standard dimensional based ROM lengthscale, denoted δ₁. To this end, we used these two ROM lengthscales to build two mixing-length ROMs (ML-ROMs) in which all the other parameters were the same. We investigated the two resulting ML-ROMs in the numerical simulation of the turbulent channel flow at Reₜ = 395. The numerical results showed that the new ROM lengthscale, δ₂, is significantly different from the standard ROM lengthscale, δ₁. Furthermore, the ML-ROM based on the new ROM lengthscale was significantly more stable than the ML-ROM based on the standard ROM lengthscale.

This first step in the numerical assessment of the new ROM lengthscale yielded encouraging results. We plan to further investigate the new ROM lengthscale in the construction of other types of ROMs, e.g., large eddy simulation ROMs [13][15] or regularized ROMs [14][7]. We also plan to leverage the new energy based lengthscale to develop scale-aware ROM strategies that are better suited for flow-specific applications.
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