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This paper aims to quantify the variability induced by researcher choices in standard analysis of brain imaging data. When conducting this kind of analysis, researchers have many choices, and that could have implications to the inferences and conclusions they make, which the authors describe as "pipeline vibration". Typically, researchers will choose one path and report the results. Here, instead several different choices are made and the differences in downstream inferences are quantified, to disturbing effect.

The authors skillfully use a wide range of analysis methods, and the paper overall paints a rather clear and vivid picture of the issues. Nevertheless, I do have some critiques of the analysis and interpretation. I think that if these were addressed, that would help improve the paper.

My main criticism of the paper is that there are several potential sources of variability that affects results of downstream analyses, but the authors do not attempt to distinguish these. Variability could arise, as assumed here, from systematic differences in the processing. But they could also arise from different sensitivity to noise in the data, or from inherent issues with the measured constructs (e.g., "cortical thickness" and "brain region").

First, a treatment of pipeline vibration across pipelines needs to take into account the robustness of an individual pipeline in face of measurement noise. The comparison across datasets is good, but I would have liked to see a more systematic analysis of test-retest reliability of the pipelines within a dataset. Fortunately, I believe that data for such an analysis is readily available through the Human Connectome Project, which the authors already analyzed. This would help understand whether the variability due to methodological choices made here is similar or much larger than the issues arising from measurement noise. My prediction is that different parts of the analysis will be affected quite differently -- the features selected by RF (which may vary a lot) vis a vis raw cortical thickness numbers (which will be rather stable).

Second, an interesting thing to contemplate here is whether variability between software/parcellation/qc relates to the reality of the underlying constructs examined. While researchers refer to the quantity observed in these studies as "cortical thickness", there is some evidence that what is quantified is much murkier (for an example of this, see https://www.pnas.org/content/116/41/20750). This issue is underscored, for example, by the results presented in Figure 3, where different software (CIVET vs. FS, in particular) seem to make different assumptions about what cortical thickness is, leading to _systematic_ differences. Is there something about processing in the different software that helps makes a systematic decision about how cortical thickness should be quantified? I.e., what is the correct thing to do? Do the results in Figure 4 help us adjudicate this?
Similarly, it is not clear what to make of the reality of the cortical parcellations that are used. Do they impose order where no order is to be found? Is that the cause of the mess observed here? In my opinion, this would be a good point to discuss in the paper that places in such doubt analysis based on these constructs.

Relatedly, I wonder how we should interpret the fact that the error in age prediction with random forests is rather stable across pipelines, while the features selected are rather different? Could this indicate that there is a problem at the feature engineering stage? Would the results of this analysis be more accurate (smaller error) using a more stable feature set? Is there some analysis the authors could do to demonstrate this? For example, combining data across parcels, before submitting to this analysis?

In Figure 5, why is t-SNE used, rather than an easier-to-interpret dimensionality-reduction technique? Is variance in the first few principal components of the data insubstantial? I feel like a dimensionality-reduction technique that uses linear correlations (e.g., PCA) would make the linkage between these results and the results in Figure 3 more readily apparent.

Finally, a clarifying question: I am not sure that I understand the information presented in table 1. Were different subsets of the data submitted to different variations of the pipeline? Why is that? What is the overlap between the subsets? How are correlations computed in Figure 3 if not within ROI across individual? This all seems like pretty central to the analysis approach, so the fact that I don't understand it is worrisome.

Minor comments:
I find the nomenclature used by the authors to describe the different comparisons confusing. In particular, "task free" and "task driven" get confused in my mind with task-based fMRI. Why not "supervised" and "unsupervised"?

As they are, most of the Figures are very hard to read. The data points are all too small to see, and the fonts are uniformly way too small to read. I might just be getting old and cranky, but it hurts my eyes.

Typo: "ABIDE" is mis-spelled as "ABIDIE" on page 7 lower-right.
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