Reliability Analysis of a Complex Multistate System Based on a Cloud Bayesian Network
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1. Introduction

A Bayesian network (BN) is an inheritance and development of the fault tree. It can be used for system modeling through a directed acyclic graph. It is based on a set of mathematical models that define complete probabilistic reasoning [1]. A Bayesian network has the advantages of describing node relationships and polymorphism, convenient modeling, efficient calculation, and accurate analysis results. It is a powerful tool for two-way reasoning and probability analysis, and it is used to express and process uncertain knowledge [2]. The Bayesian network was first proposed by Pearl [3] in the 1980s. Then, domestic and foreign scholars continued to improve it. Bayesian networks have been widely used in machinery [4–7], electric power [8–11], civil engineering [12–14], nuclear technology [15, 16], communications [17, 18], and other fields for system reliability analysis [4, 19], safety analysis [20], and fault diagnosis of key units [21]. For the reliability analysis of multistate systems, Wilson [22] and Graves et al. [23] studied the method of applying BNs to establish a multistate system model. Zhou [24] and Zhai [25] used static Bayesian networks to evaluate and analyze the reliability of multistate systems. Tong and Tien [26] used the characteristics of civil infrastructure systems to establish a system of many interconnected units. Then they used Bayesian networks to infer the management decisions of these systems for understanding the probability dependence between the unit and system performance. In view of the limitations of the reliability analysis of static Bayesian networks, Boudali and
Dugan [27, 28] established reliability models of discrete-time Bayesian networks and continuous-time Bayesian networks to ensure the reliability of the system. Nima et al. [29] used a discrete-time Bayesian network method to solve the system design of a risk process using dynamic fault trees instead of Markov chains. Wuet al. [30] adopted a dynamic Bayesian network for a tunnel construction safety decision support method to address the problem of road damage over time and track the characteristics of geological, design, and mechanical variables as they are updated along with the progress of construction.

In the reliability analysis of complex multistate systems, ambiguity in the state probability information of each unit and the uncertainty of the fault logic relationship are unavoidable issues. The state probability information of each unit often has random uncertainties and cognitive uncertainties. If one uses accurate values to describe the fuzzy possibility of node failure, the calculated results often have unacceptable errors, and the traditional Bayesian network method is not appropriate. Methods such as fuzzy theory, interval theory, and Dempster-Shafer (DS) evidence theory can be integrated with a Bayesian network to analyze the reliability of the uncertainty problem of a multistate system with unit state probability information. Ma et al. [31] used triangular fuzzy numbers to describe the failure probabilities of nodes in different states and account for the existence of ambiguity in the failure probabilities of different states of the system, and, after averaging, defuzzification, normalization, and Bayesian network inference, the failure probability of different states was obtained. Chen and Yao [32] introduced fuzzy set theory to Bayesian network reliability analysis, established a fuzzy multistate system reliability analysis model, and analyzed the hydraulic system of a truck’s hydraulic suspension. Chen et al. and Yao et al. [33, 34] used Takagi and Sugeno (TS) fault tree to accurately describe system failure mechanism, used the TS rule to solve the problem of assignment of the conditional probability table, used a Bayesian network for two-way reasoning, and organically combined the two methods. Their approach overcame the issue that the TS fuzzy fault tree analysis method is complicated and can only enable one-way inference in the process of hydraulic system reliability analysis. Zhang et al. [35] incorporated fuzzy theory into the Bayesian network model and established an analysis model based on the fuzzy Bayesian network for the reliability analysis of subway tunnel construction. Zhang et al. [36] studied the shortcomings of traditional system reliability analysis methods in dealing with fuzzy information and established a multistate system reliability analysis method based on interval triangular fuzzy Bayesian networks. Chen and Yao [37] introduced the hyperellipsoid model into Bayesian network reliability analysis and used the hyperellipsoid to describe the uncertainty interval variables. They obtained the reliability, importance, and sensitivity of the system. The results showed that the Bayesian network reliability analysis method based on the hyperellipsoid model provides a basis for the improvement of system reliability. Qiao et al. [38] used the dynamic fuzzy Bayesian network method to analyze the human factors of maritime accidents. Although fuzzy mathematics methods can express the uncertainty of the information parameters, the fuzzy Bayesian method may result in partial loss of the information in a subsystem or unit. Moreover, the calculation requirement is large, and the calculation process is complicated. However, the interval method has issues of interval expansion and overevaluation, and its reliability has certain limitations in accuracy. Therefore, in recent years, many scholars have used the combination of evidence theory and Bayesian networks to obtain the upper and lower limits of probability by using multivalue mapping. These works have demonstrated a strong ability to express and deal with cognitive uncertainty. Zhao et al. [39] combined evidence theory and static Bayesian networks in the reliability analysis of distribution systems and described the upper and lower limits of interval model parameters through trust functions and likelihood functions. Suo Bin et al. [40] combined evidence theory with a Bayesian network for reliability analysis and reported a method to solve the failure probability of Bayesian network nodes with cognitive uncertainty. They proposed a method to reflect the poor information of the root node. The concept of the impact of changes on the output of leaf nodes, namely, cognitive importance, enhances the ability of Bayesian networks to describe uncertain information. The reliability of missile engines has been analyzed. The analysis results obtained for the hydraulic system are more in line with the actual situation. Chen et al. [41] proposed hydraulic system evidence to solve the uncertainty of the hydraulic system due to complex structure, lack of data, and insufficient human cognitive level. They also analyzed multistate problems of the hydraulic system, such as multiple performance and failure states. Liu et al. [42] proposed an improved Bayesian network hydraulic system model based on evidence theory for reliability analysis. This method has strong uncertainty information processing capabilities and polymorphism analysis capabilities. The analysis results verified the effectiveness of the method. Pan et al. [43] proposed an improvement to interval-valued fuzzy sets and DS evidence theory based on the fuzzy Bayesian network method for risk analysis. Their method serves as a systematic decision support method for security guarantees throughout the life cycle of complex systems under uncertainty. There are certain limitations when analyzing the reliability of mixed uncertain information in the information parameters, such as the state probability of each unit of the multistate system. In 1995, academician Li [44, 45] proposed the cloud theory with the cloud model as the core, which combines the characteristics of randomness and ambiguity to realize the conversion between qualitative language and quantitative values. Reliability analysis using the cloud model solves the mixed uncertainties of randomness and ambiguity in the unit information of the multistate system [46]. Reliability data in actual engineering often have randomness and ambiguity. Cloud models are used to represent the uncertainty of unit or subsystem state probability information and state performance information, and Bayesian networks are used for causal inference calculations for multistate systems. The establishment of the cloud Bayesian network and the reliability analysis of complex multistate systems are more in line with actual engineering conditions.
When analyzing the reliability of complex multistate systems, it is usually assumed that failures between units are independent of each other. However, this assumption often fails to reflect the real situation in actual engineering. Failures between units are not independent of each other; there are related failures. In complex multistate systems, the related failures are ignored, and the calculated results often have errors. Researchers have proposed many methods to describe common-cause failures, such as $\beta$-factor model [47], basic parameter model [48], mixed parameter model [49], $\alpha$-factor model [50], and the square root model [51]. Yin et al. [52] used Bayesian networks to establish a common-cause failure system reliability model. Mi et al. [53] used the ability of Bayesian networks to represent complex dependencies between random variables and proposed a reliability modeling and evaluation method for multistate systems with common-cause failures. The model was applied to a two-axis positioning mechanism transmission system to demonstrate its effectiveness and ability to directly calculate the system reliability on the basis of multistate probabilities of elements. Connor et al. [54] proposed a generalized dependence model, used a Bayesian network model to express the dependence of system components, and analyzed the influence of common-cause failure on system reliability. The comparison between the proposed method and the method without considering common-cause failure verifies the efficiency and accuracy of the proposed method. Li et al. [55] proposed a common-cause failure modeling method based on dynamic Bayesian networks from two perspectives and constructed a dynamic Bayesian network model for multicomponent failure. To reduce or eliminate the occurrence of common-cause failure events, different accelerated life test schemes were designed. The test results showed that increasing the difference between redundant components is a feasible way. Gu et al. [56] introduced a Bayesian network and $\beta$-factor model to the reliability analysis of a system to improve the accuracy of the reliability analysis of the multistate common-cause failure system and reduce the complexity of the calculation. The results showed that the proposed method can clearly express the common-cause failure problem of the system without calculating the minimum cut set and is suitable for the study of common-cause failure of complex mechanical systems. Mi et al. [57] used a complex multistate common-cause failure system based on the evidence network for reliability analysis and used the computer numerical control (CNC) heavy-duty horizontal lathe servo feed control system as an engineering example to verify the applicability of the method.

This study combines the multistate nature of the system, the mixed uncertainty of the state and state probability information of each unit, and the failure correlation between units for reliability analysis. We verify the applicability of our method using an engineering example of a pipelayer steering hydraulic system. The rest of this article is arranged as follows. Section 2 introduces the theory of cloud models. Section 3 introduces the modeling methods of Bayesian networks and cloud Bayesian networks. Section 4 adopts the $\beta$-factor model method assuming coexistence among system units and establishes the cloud Bayesian network model. Section 5 considers a pipelayer steering hydraulic system as an application example and compares and analyzes the reliability of each unit of the system in the cases of independent failure and common-cause failure. We suggest protective measures based on the analysis results. Section 6 concludes the article and provides directions for future research.

2. Cloud Model

2.1. Definition and Digital Characteristics of the Cloud

2.1.1. Definition of Cloud. The set quantity domain $U$ is represented by an exact value. The qualitative concept of $U$ is $C$. The quantitative value $x \in U$ has a stable tendency random number $y = \mu_C(x)$, and $C$ has a membership degree of $x$. The distribution of the membership degree $y$ on the domain $U$ is called the subordinate cloud, referred to as the “cloud.” The cloud is composed of a large number of cloud droplets, and each $(x, y)$ is called a cloud drop. The generation process of cloud droplets represents a mutual mapping between qualitative and quantitative; it is a quantitative description of qualitative concepts. The cloud is the mapping of the domain $X$ to the interval $[0, 1]$ [45].

2.1.2. Digital Characteristics of the Cloud. The expected value $Ex$, entropy $En$, and superentropy $He$ are numeric characteristic parameter values of the cloud. $Ex$ is the central value of the domain and the most representative qualitative concept point. $En$ is a qualitative measure of uncertainty, which reflects the randomness and fuzziness of a concept and its correlation [44]. The larger $En$ is, the greater the degree of blur is. $He$ is the entropy of entropy, which reflects the uncertainty of entropy $En$ as determined by the randomness and fuzziness of entropy. The larger $He$ is, the thicker the cloud is and the greater the degree of dispersion is.

2.2. Cloud Generator. The normal distribution in probability theory and the bell-shaped membership function in fuzzy set theory are the most common and expressive distribution
functions. The cloud model developed on the basis of the two is called the normal cloud model. We use the normal cloud model, which is universal, to represent the uncertainty of unit state probability information [44].

2.2.1. Positive Normal Cloud Generator. The forward cloud generator is a process of generating cloud drops from digital feature parameter values to form a cloud, as shown in Figure 1. The digital characteristic parameters (Ex, En, and He) are inputs, and a normal cloud of m cloud droplets (x₁, μ₁) (l = 1, 2, ..., m) is the output, as follows:

1. Generate m normal random numbers Enₗ = N (En, He), where N (En, He) denotes a normal distribution
2. Generate m normal random numbers x₁ = N (Ex, Enₗ), where N (Ex, Enₗ) denotes a normal distribution
3. Generate the membership degree μ₁ = exp [−(x₁ − Ex)²/2Enₗ²], where x₁ is the normal random number generated in step 2

2.2.2. Reverse Normal Cloud Generator. The reverse normal cloud generator obtains the numeric characteristic parameter values of the cloud according to a certain number of normally distributed cloud drops, as shown in Figure 2. We input m sample points xₗ (l = 1, 2, ..., m), and the digital characteristic parameters (Ex, En, He) are the output. The inverse normal cloud generator algorithm is based on statistical principles and is divided into containing certainty information and not containing certainty information. This study uses the algorithm proposed by Liu et al. [58], which contains no certainty information. The steps are as follows:

1. Calculate the mean of the sample \( X = \frac{1}{m} \sum_{l=1}^{m} x_l \), the absolute center distance of the first-order sample \( M = \frac{1}{m} \sum_{l=1}^{m} |x_l - X| \), and the variance of the sample \( S^2 = \frac{1}{m} \sum_{l=1}^{m} (x_l - X)^2 \)
2. \( Ex = X \)
3. \( En = \sqrt{\frac{\pi}{2}} \times M \)
4. \( He = \sqrt{S^2 - En^2} \)

3. Cloud Bayesian Network

3.1. Bayesian Network. The Bayesian network is developed and formed on the basis of probability theory and graph theory. It mainly includes two parts: directed acyclic graph and conditional probability table, represented as N = (X, E), P), G = (X, E) represents the directed edges of n unit nodes to express causality and dependency between nodes; X represents each unit node; that is, X = \{x₁, x₂, ..., xₙ\}; and E represents the set of directed edges of causality between each unit node. P represents the conditional probability distribution on each unit node, which constitutes the corresponding conditional probability table [24]. Suppose that A and B represent two random events. According to the Bayesian formula,

\[
P(A|B) = \frac{P(A, B)}{P(B)} = \frac{P(B|A)P(A)}{P(B)}
\]

In formula (1), P (B|A) and P (A|B) represent the posterior probabilities of random events A and B, respectively, and P (A) and P (B) represent the prior probabilities of random events A and B, respectively. P (A, B) represents the joint probability of random events A and B. In a multistate system, assuming that A has r possible states \( a_1, a_2, ..., a_r \), according to the total probability formula, the expression of P(B) is as follows:

\[
P(B) = \sum P(B | a_i)P(A | a_i)
\]

Using the chain rule of the root joint probability distribution, the joint probability P(X) of the Bayesian network with n nodes can be expressed as follows:

\[
P(X) = P(x₁, x₂, ..., xₙ) = P(x₁)p(x₂ | x₁) ... P(xₙ | x₁, x₂, ..., xₙ-₁)
\]

In formula (3), \( pa(x) \) represents the variable set of all parent nodes of node \( x \).

If there is an edge from node A to node B such that A points to B, then node A is the parent node of node B, and node B is the child node of node A. A node without an input edge, that is, a node without a parent node, is called the root node. Figure 3 shows a simple multistate Bayesian network and conditional probability table, namely, a three-node, three-state Bayesian network, where \( x₁ \) and \( x₂ \) are parent nodes (root nodes) and \( y \) is the child node (leaf node).
3.2. Logic Gates of Bayesian Networks

3.2.1. AND Gate. The fault state of the intermediate node of the Bayesian network AND gate is the maximum value of the state value of all root nodes; namely, \( m = \min (x_1, x_2, \ldots, x_k) \). Therefore, under a certain combination of state \( i \) of the root node, the conditional probability distribution of the intermediate node \( y \) is

\[
p(y = i | x) = \begin{cases} 1, & i = l, \\ 0, & i \neq l. \end{cases}
\]

3.2.2. OR Gate. The fault state of the intermediate node of the Bayesian network OR gate is the minimum value of the state values of all root nodes; namely, \( m = \min (x_1, x_2, \ldots, x_k) \). Therefore, under a certain combination of state \( j \) of the root node, the conditional probability distribution of the intermediate node \( y \) is

\[
p(y = j | x) = \begin{cases} 1, & j = l, \\ 0, & j \neq l. \end{cases}
\]

3.3. Cloud Bayesian Network. The cloud model can realize the conversion between qualitative information and quantitative information and can better express information. The Bayesian network can accurately infer from the root node to the leaf node through the graph structure, and it has good inference computing capabilities. The cloud Bayesian network, which combines the advantages of the two, not only has good reasoning ability but also can express the randomness and ambiguity of information. Therefore, the cloud Bayesian network model can analyze the reliability of the unit information of the multistate system with mixed uncertainties.

The status and performance level information of each unit in a multistate system is sometimes described in subjective and qualitative language based on the experience of experts and on-site personnel. For example, the status and performance level information of the system or unit is often described as intact good, mild failure, and general failure. Vague qualitative language may be used to describe serious faults. Before analyzing the reliability of the multistate system, the cloud model conversion should be used to convert the qualitative language of the state performance level of each unit node into a quantitative value. According to the actual situation, assuming that the performance level interval of a certain state is \([a_0, a_1]\), the digital feature parameters of the cloud model can be obtained according to the index approximation method in the literature [59]:

\[
\begin{align*}
Ex &= \frac{a_1 + a_j}{2}, \\
En &= \frac{a_j - a_i}{6}, \\
He &= \omega.
\end{align*}
\]

In formula (6), \( \omega \) is determined by the randomness and uncertainty of the language description. Generally, \( \omega = 0.05En - 0.15En \).

The state probability information of each unit in a multistate system mainly comes from historical data, test data, physical characteristics, expert experience, and use experience. The more accurate the information is, the closer the estimate is to the actual value. However, in actual engineering, historical data, test data, and other quantitative data are due to test errors and inaccurate on-site monitoring, among other reasons, and qualitative information such as expert experience and use experience is due to the subjective difference of human judgments, resulting in random inconsistencies in these sources certainty (randomness) and cognitive uncertainty (ambiguity). Compared with the traditional Bayesian network, the cloud Bayesian network mainly replaces the state probability of each root node from a specific fixed probability to a state probability cloud representing mixed uncertainty according to Section 3.2.2. and 2.2.1. \( Ex, En, \) and \( He \) are the digital characteristic parameter values of the state probability cloud. According to Bayesian inference and cloud operation rules, the probability cloud digital feature parameter value of each root node is used to obtain the system reliability cloud digital feature parameter value [60]. Table 1 shows the cloud operation rules.

4. Cloud Bayesian Network under Common-Cause Failure

Because it is difficult to accurately measure the occurrence probability of common-cause failure events, parametric modeling methods are usually used to quantify the occurrence probability of common-cause failures, such as the \( \alpha \)-factor method and the \( \beta \)-factor method. Owing to the limitation of parameter estimation in the \( \alpha \)-factor model when the data are insufficient, the \( \beta \)-factor model is used to calculate the probability of system common-cause failure events.

The key to establishing the Bayesian network model under the condition of common-cause failure is to decompose the failure rate \( \lambda \) of the common-cause unit into independent partial failure rate \( \lambda_i \) and common-cause failure partial failure rate \( \lambda_c \). That is, the common-cause unit is transformed into two independent failure subunits and common-cause failure subunits connected in series, and then the relationship with other components is analyzed. According to the influence of common-cause failures on the system, it is also necessary to introduce corresponding intermediate nodes. Figure 4 is a Bayesian network diagram of a two-unit multistate system with common-cause failure. \( x_1 \) and \( x_2 \) are root nodes; \( c \) is a common-cause failure unit; \( d_1 \) and \( d_2 \) are intermediate nodes; and \( y \) is a leaf node. 0 represents a complete failure state; 0.5 represents a partial failure state; and 1 represents an intact state.

When \( x_1 \) and \( x_2 \) are connected in series, \( x_1 \) and \( c \), \( x_2 \) and \( c \), and \( d_1 \) and \( d_2 \) are all connected in series. The mathematical expression of the reliability of the two-unit series system is...
When \( x_1 \) and \( x_2 \) are connected in parallel, \( d_1 \) and \( d_2 \) are in parallel relationship, and the mathematical expression of the reliability of the two-unit series system is:

\[
P(y = 1) = \sum_{x_1, x_2, c, d_1, d_2} P(x_1, x_2, c, d_1, d_2, y) = \sum_{d_1, d_2} P(d_1 = 0 | d_2 = 0, c) P(y = 1 | d_1 = 0, d_2, c) P(x_1, x_2, c, d_1, d_2) P(c = 1).
\]

When \( x_1 \) and \( x_2 \) are connected in parallel, \( d_1 \) and \( d_2 \) are in parallel relationship, and the mathematical expression of the reliability of the two-unit series system is:

\[
P(y = 1) = \sum_{x_1, x_2, c, d_1, d_2} P(x_1, x_2, c, d_1, d_2, y) = \sum_{d_1, d_2} P(d_1 = 0 | d_2 = 0, c) P(y = 1 | d_1 = 0, d_2, c) P(x_1, x_2, c, d_1, d_2) P(c = 1).
\]

Suppose that the total failure probability of a certain unit is \( P \), the failure probability of the independent part is \( P_i \), and the failure probability of the common-cause part is \( P_c \).

\[
P = P_i + P_c.
\]
From this, we can deduce the following equations:

\[
P_c = \beta P, \quad (11)\
\]

\[
P_t = (1 - \beta)P. \quad (12)
\]

The \( \beta \)-factor reflects the sensitivity of the relevant unit to environmental stress. The more sensitive the unit is to external environmental conditions, the greater \( \beta \) is, which can be obtained based on field data and expert experience. In general, the value range of \( \beta \)-factor is 0–0.25, and \( \beta = 0 \) means no common-cause failure occurs.

The specific steps of reliability analysis of a cloud Bayesian network multistate system based on common-cause failure are as follows:

1. Establish a Bayesian network based on actual engineering conditions. Based on the analysis of the functional structure and logical hierarchical relationship of each unit in the system, a Bayesian network graph model is constructed to determine the root node, intermediate node, leaf node, and the causal relationship of each node in the Bayesian network.

2. For fuzzy language description of the state performance level of the system and each unit, use equation (6) to perform cloud conversion to obtain the state value or interval of each node unit of the system, and form the unit state performance level cloud model conversion diagram.

3. Unit node types can be divided into discrete nodes and continuous nodes. When the node unit is a discrete node, the state probability sample information of the root node unit is passed through the algorithms in Section 2.2 (2) and (1), the state probability cloud digital feature parameter value of the root node unit is formed, and the probability normal cloud graph is formed. When the element node type is a continuous node, the continuous observation node is discretized through cloud model conversion, so that the network is unified into a discrete Bayesian network. The state probability cloud number of the root node element is calculated according to the discrete node method using characteristic parameter values and the normal cloud graph. The specific conversion process of converting continuous nodes into discrete nodes is normalized according to Section 3.1 and literature [61].

4. According to the cloud Bayesian network model and the logical relationship between the nodes, the corresponding conditional probability table among the nodes of the cloud Bayesian network is obtained according to formulae (4) and (5).

5. Analyze the common-cause failure problem between the units in the system; introduce related common-cause nodes into the cloud Bayesian network model; and introduce intermediate nodes by connecting the root node and the common-cause node. According to the logical relationship formulae (4) and (5) generate the corresponding conditional probability table and thus finally obtain the cloud Bayesian network model with common-cause failures between units. Determine the beta factor sample according to the operating environment impact degree of the common factor group unit and engineering experience and obtain the digital feature parameter value of the \( \beta \)-factor. Determine the independent failure probability cloud digital feature of the unit node according to formulae (11) and (12) and parameter value and common-cause failure probability cloud digital characteristic parameter value.

6. Using the cloud Bayesian network inference algorithm, formula (3), and the cloud operation rules in Table 1, obtain the probability cloud digital feature parameter.
values and the probability normal cloud diagram of each state of the intermediate node unit and the leaf node (system), and finally get characteristic digital parameter values and reliability normal cloud diagrams when common-cause failure conditions occur in the system.

5. Case Analysis

This study took the hydraulic system of the crawler-type pipelayer with the hydraulic drive and rated lifting capacity of 70 t (DGY70H) pipelayer as the research object and used a cloud Bayesian network model for reliability analysis. A pipelayer is an important piece of equipment used in the construction of oil and natural gas pipelines. It is mainly used for pipe-laying, matching, and trenching operations of large-diameter pipes. Domestic oil and natural gas pipeline transportation projects have begun to align with international standards and are developing in the direction of large pipelines and long distances. To improve the efficiency of laying pipelines, special equipment for the construction of various large- and medium-sized pipelines has also emerged in the field of pipeline construction. The most representative piece of construction equipment is the pipelayer. The pipelayer is composed of a luffing mechanism system, a lifting mechanism system, a counterweight mechanism system, a hydraulic system, a power system, a crawler walking device, and other auxiliary units. Owing to the complex structure of the equipment and the harsh field construction environment, the hydraulic system is prone to various failures, including the following: excessive oil temperature causes damage to the system leading to over heating of the solenoid valve; low oil temperature causes poor liquid fluidity and damage to oil pumps and pipelines and blockage and damage to the motor; system overpressure causes damage to parts such as hose blasting; and cavitation during the rotation of the motor can cause cavitation and noise in the hydraulic system. The main technical parameters of the DGY70H pipelayer are shown in Table 2.

The DGY70H pipelayer hydraulic system includes a bottom-car hydraulic system and an upper-car hydraulic system. The hydraulic system of the bottom car is divided into a variable speed hydraulic system, a steering hydraulic system, and a brake hydraulic system, which, respectively, control the speed, direction, and braking functions of the pipelayer during operation. The steering hydraulic system of the DGY70H pipelayer is an important part of the hydraulic system.
system of the bottom car; it controls the direction of pipelayer operation. If the steering hydraulic system of the pipelayer fails, the pipelayer will cause the direction of operation to fail during operation, which can easily cause rolling and equipment tipping and harm to the surrounding people and the facilities. Therefore, analyzing the reliability of the steering hydraulic system of the pipelayer, reducing the failure of each unit (component), and improving reliability are of great significance for reducing and avoiding production safety accidents caused by pipelayer failure. The steering hydraulic system of the pipelayer is mainly composed of a magnetic coarse filter, steering pump, oil filter, rear axle box, steering valve, control valve, rotary servo valve, steering clutch, brake booster, and other unit components. Among them, the steering pump is a gear pump, which is connected to the transfer case, and its main purpose is to convert mechanical energy into hydraulic energy. The oil in the rear axle box passes through the magnetic coarse filter and is then sucked up by the steering pump and sent to the steering main pressure reducing valve steering, control valve, and brake booster through the oil filter. The overflowed oil from the main pressure reducing valve enters the torque converter circuit. The schematic diagram of the steering hydraulic system of the pipelayer is shown in Figure 5.

When performing reliability analysis of the steering hydraulic system of the pipelayer, the following basic assumptions are made:

![Figure 6: Bayesian network for the steering hydraulic system of the pipe crane.](image)

**Table 4: Judgment criteria for the state of each component.**

| Status          | Degradation of function | Language description                                           |
|-----------------|-------------------------|----------------------------------------------------------------|
| Intact          | 0–10%                   | The unit is in a perfect functional state when it is working and can realize its function |
| Mild failure    | 10%–30%                 | The unit is in a state of slight failure when it is working and can realize most of its functions |
| Severe failure  | 30%–80%                 | The unit is in a severely failed functional state when working, and most of its functions are lost |
| Complete failure| 80%–100%                | The unit is in a completely disabled functional state and has completely lost its function |

![Figure 7: Partial cloud model conversion diagram.](image)
Table 5: The numerical eigenvalues of the cloud probability of each root node.

| Unit | $p_{0.1}^j$ | $p_{0.45}^j$ | $p_{0.75}^j$ | $p_{0.95}^j$ |
|------|--------------|--------------|--------------|--------------|
| $x_1$ | (0.00101, 1.012 $e^{-4}$, 1.1908 $e^{-3}$) | (0.00158, 1.103$e^{-4}$, 1.3159 $e^{-3}$) | (0.00294, 1.093$e^{-4}$, 1.3048 $e^{-3}$) | (0.99447, 2.489$e^{-4}$, 1.3048 $e^{-3}$) |
| $x_2$ | (0.02992, 3.745$e^{-4}$, 2.9871 $e^{-3}$) | (0.03110, 4.579$e^{-4}$, 3.1768 $e^{-3}$) | (0.03192, 4.576$e^{-4}$, 3.1759 $e^{-3}$) | (0.90706, 0.001124, 7.16948 $e^{-3}$) |
| $x_3$ | (9.5$e^{-4}$, 4.566$e^{-5}$, 3.2081 $e^{-4}$) | (0.00156, 7.743$e^{-5}$, 5.3867 $e^{-5}$) | (0.00248, 2.094$e^{-4}$, 1.1784 $e^{-5}$) | (0.99503, 2.094$e^{-4}$, 1.1784 $e^{-5}$) |
| $x_4$ | (3.6$e^{-4}$, 4.496$e^{-5}$, 3.2074 $e^{-4}$) | (8.5 $e^{-4}$, 4.489 $e^{-5}$, 3.2164 $e^{-4}$) | (0.00139, 5.877$e^{-5}$, 5.0139 $e^{-6}$) | (0.99740, 1.257$e^{-4}$, 7.2159 $e^{-6}$) |
| $x_5$ | (0.0159, 2.345$e^{-4}$, 1.9931 $e^{-3}$) | (0.01667, 2.349$e^{-4}$, 1.9932 $e^{-3}$) | (0.00139, 5.877$e^{-5}$, 5.0139 $e^{-6}$) | (0.99740, 1.257$e^{-4}$, 7.2159 $e^{-6}$) |
| $x_6$ | (0.01605, 2.588$e^{-4}$, 1.9915 $e^{-3}$) | (0.01696, 2.344$e^{-4}$, 1.9929 $e^{-3}$) | (0.00139, 5.877$e^{-5}$, 5.0139 $e^{-6}$) | (0.99740, 1.257$e^{-4}$, 7.2159 $e^{-6}$) |
| $x_7$ | (0.01608, 2.619$e^{-4}$, 2.1116 $e^{-3}$) | (0.01686, 2.937$e^{-4}$, 2.2356 $e^{-3}$) | (0.00139, 5.877$e^{-5}$, 5.0139 $e^{-6}$) | (0.99740, 1.257$e^{-4}$, 7.2159 $e^{-6}$) |
| $x_8$ | (0.02149, 2.829$e^{-4}$, 2.1399 $e^{-3}$) | (0.02188, 2.937$e^{-4}$, 2.2356 $e^{-3}$) | (0.00139, 5.877$e^{-5}$, 5.0139 $e^{-6}$) | (0.99740, 1.257$e^{-4}$, 7.2159 $e^{-6}$) |
| $x_9$ | (9.5$e^{-4}$, 1.127$e^{-4}$, 9.3781 $e^{-6}$) | (0.00145, 7.811$e^{-5}$, 5.3227 $e^{-6}$) | (0.00139, 5.877$e^{-5}$, 5.0139 $e^{-6}$) | (0.99740, 1.257$e^{-4}$, 7.2159 $e^{-6}$) |
| $x_{10}$ | (0.00106, 1.328$e^{-4}$, 9.3756 $e^{-6}$) | (0.00163, 1.282$e^{-4}$, 6.7322 $e^{-6}$) | (0.00139, 5.877$e^{-5}$, 5.0139 $e^{-6}$) | (0.99740, 1.257$e^{-4}$, 7.2159 $e^{-6}$) |
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The unit or system has a finite number of discrete states; each state is determined; and the system is unrepairable.

The state probability of a unit or system has uncertainty. The unit node types in the Bayesian network are all discrete nodes.

There are $n$ types of common-cause failure groups in the system, each composed of the same unit. The generalized intensity of the unit is statistically independent.

Owing to the common-cause failure caused by external environment or internal factors, the failure mechanism of the system is different, so the modeling method is also different. It is assumed that the

**Table 6: Conditional probability table for intermediate node $y_1$.**

| Root node | $x_1$ | $x_2$ | $x_3$ | $x_4$ | $P(y_1|x_1, x_2, x_3, x_4)$ |
|-----------|-------|-------|-------|-------|----------------------------|
|           | 0.1   | 0.1   | 0.1   | 0.1   | 0.1                        |
|           | 0.1   | 0.1   | 0.1   | 0.45  | 0.1                        |
|           | 0.1   | 0.1   | 0.95  | 0.1   | 0.1                        |
|           | 0.1   | 0.1   | 0.95  | 0.45  | 0.1                        |
|           | 0.1   | 0.1   | 0.95  | 0.75  | 0.1                        |
|           | 0.1   | 0.1   | 0.95  | 0.95  | 0.1                        |
|           | 0.95  | 0.95  | 0.95  | 0.1   | 0.1                        |
|           | 0.95  | 0.95  | 0.95  | 0.45  | 0.1                        |
|           | 0.95  | 0.95  | 0.95  | 0.75  | 0.1                        |
|           | 0.95  | 0.95  | 0.95  | 0.95  | 0.1                        |

**Figure 8:** The state probability normal cloud of each root node. (a) $x_1$ normal cloud with probability of each state. (b) $x_2$ normal cloud with probability of each state. (c) $x_3$ normal cloud with probability of each state. (d) $x_4$ normal cloud with probability of each state. (e) $x_5$ normal cloud with probability of each state. (f) $x_6$ normal cloud with probability of each state. (g) $x_7$ normal cloud with probability of each state. (h) $x_8$ normal cloud with probability of each state. (i) $x_9$ normal cloud with probability of each state. (j) $x_{10}$ normal cloud with probability of each state.
common-cause failure of the steering hydraulic system of the pipelayer is modeled due to the internal reasons of the unit. If the load is greater than the unit’s endurance limit, the load on all units in the common-cause group will exceed strength limits, causing all components to fail simultaneously.

The reliability indicators of multistate systems mainly include system instantaneous reliability, instantaneous average performance, and instantaneous average performance shortage. Because the probability of each state of the unit is uncertain, this article mainly analyzes the instantaneous reliability of the system.

By analyzing the principle of the steering hydraulic system of the pipelayer, the logic relationship of each unit, and the mixed uncertainty of the unit probability, a Bayesian network model is established. In the steering hydraulic system of the pipelayer, the intermediate nodes of the Bayesian network are connected by the pump station, the steering control valve, the control element, and the actuator. The intermediate nodes, the steering control valve, the control element, and the actuator are all OR gate connections. The leaf node is the total failure of the steering hydraulic system of the pipelayer. The intermediate node is the pump station is composed of root node magnetic coarse filter, steering pump, oil filter, and rear axle box. The intermediate node is the steering control valve is composed of root node, steering valve, control valve, and intermediate node. The control element is composed of the root node steering main pressure reducing valve, the steering control valve, and the rotary servo valve. The intermediate node is the steering actuator is composed of the root node steering clutch and the brake booster.

According to formula (6), the language description of each unit state in Table 4 is transformed into the cloud model according to the degree of function reduction, taking \( a = 0.10 \). Figure 7 is the unit state cloud model transformation diagram.

Figure 7 converts the vague language description of each state of the pipelayer’s steering hydraulic system into a cloud diagram, which solves the problem of the vagueness and
randomness of the system. Taking the expected value $E(x)$ of each state separately, the statespace of the system and unit is $\{0.1, 0.45, 0.75, 0.95\}$, referring to complete failure, severe failure, mild failure, and complete state, respectively.

Assuming that each root node has 500 information samples of the failure probability of each state, the state failure probability comes from historical data, test data, expert experience, and field experience. All state probabilities form a sampleset $Z = \{z_1, z_2, ..., z_{500}\}$. According to the algorithm in Section 2.2 (2), the quantitative data in the sample set of each unit are substituted into the inverse normal cloud generator to obtain the mean value $X$, the center distance $M$, and the variance $S^2$ to get the digital feature parameter value of the unit probability cloud. According to the algorithm in Section 2.2 (1), substitute into the positive normal cloud generator to obtain the cloud drop of the unit’s probability cloud. MATLAB was used to draw the normal cloud diagram. With it, the ambiguity of the state probability of each unit can be reflected. The numerical characteristic parameter values of the specific probability cloud are shown in Table 5, and the normal cloud diagram is shown in Figures 8(a)–8(j).

According to Figure 6 and logical relationship equations (4) and (5) between the nodes, the conditional probability tables of the intermediate nodes $y_1, y_2, y_3$, and $y_4$ and the leaf node $T$ are obtained (Tables 6–10). According to the logical relationship of each unit in the engineering practice, objective knowledge, and the experience of field engineers and experts, the conditional probability table is obtained. For

---

**Table 11: Conditional probability table for root nodes $x_6'$ and $x_7'$.**

| Root node | $P(x_6'|x_6, c)P(x_7'|x_7, c)$ |
|-----------|-------------------------------|
| $x_6$   | $x_7$ | $c$ | 0.1 | 0.45 | 0.75 | 0.95 |
| 0.1     | 0.1  | 0.1 | 1   | 0    | 0    | 0    |
| 0.1     | 0.1  | 0.45| 0   | 1    | 0    | 0    |
| 0.1     | 0.1  | 0.75| 0   | 0    | 1    | 0    |
| 0.1     | 0.1  | 0.95| 0   | 0    | 0    | 1    |
| ...    | ...  | ... | ... | ...  | ...  | ...  |
| 0.95    | 0.95 | 0.1 | 0   | 0    | 0    | 1    |
| 0.95    | 0.95 | 0.45| 0   | 0    | 0    | 1    |
| 0.95    | 0.95 | 0.75| 0   | 0    | 0    | 1    |
| 0.95    | 0.95 | 0.95| 0   | 0    | 0    | 1    |

**Table 12: Probability cloud digital feature value of each state of the leaf node.**

| State value | Digital feature value |
|-------------|-----------------------|
| Independent failure | $0.09879, 0.006984, 6.97994e^{-4}$ |
| $0.45$ | $(0.03509, 0.005884, 6.17531e^{-4})$ |
| $0.75$ | $(0.03319, 0.005835, 6.09489e^{-4})$ |
| $0.95$ | $(0.83294, 0.009257, 9.64080e^{-4})$ |
| Common-cause failure | $0.11216, 0.006991, 6.98479e^{-4}$ |
| $0.45$ | $(0.04426, 0.005889, 6.17539e^{-4})$ |
| $0.75$ | $(0.04117, 0.005846, 6.09862e^{-4})$ |
| $0.95$ | $(0.80241, 0.009278, 9.64137e^{-4})$ |

**Table 13: Digital characteristic values of the reliability of the steering hydraulic system of the pipelayer.**

| Failure condition                  | Reliability digital characteristic value |
|------------------------------------|------------------------------------------|
| Independent failure                | $(0.83294, 0.009257, 9.64080e^{-4})$      |
| Common-cause failure               | $(0.80241, 0.009278, 9.64137e^{-4})$      |
Figure 11: Continued.
example, 0.1, 0.45, 0.75, and 0.95 in Table 6, respectively, represent that units $x_1$–$x_4$ are intact, mild failure, severe failure, and complete failure. Because the units $x_1$–$x_4$ or gates are connected, the probability cloud digital feature parameter takes the unit probability cloud digital feature parameter corresponding to the minimum of the four states and then calculates according to the Bayes formula. The same applies to Tables 7–10.

Since the root node steering valve $x_6$ and the control valve $x_7$ in the steering hydraulic system of the pipelayer constitute a common-cause failure group, it is very likely that the steering valve and the brake valve will fail at the same time due to a certain reason; that is, $C = \{x_6, x_7\}$. Owing to the subjective differences among experts, $\beta$ is also uncertain. According to the experience of many experts, the $\beta$ digital characteristic value is $\beta = (0.15, 2.574e^{-4}, 2.6408e^{-5})$. According to the numerical characteristic value of $\beta$, Table 7, equations (11) and (12), and the cloud computing rule in
Table 1, the probability cloud of common-cause failure is $C_6 = (0.005417, 5.5843e^{-5}, 4.4350e^{-6})$ and $C7 = (0.005421, 5.5856e^{-5}, 4.4383e^{-6})$ of unit $x_6$ and $x_7$. According to Borcsok et al. [62], the common-cause failure probability among components was selected to be a smaller value, so the probability cloud of common-cause failure is $C = (0.005417, 5.5843e^{-5}, 4.4350e^{-6})$. Figure 9 is a Bayesian network diagram of common-cause failure of the steering hydraulic system of the pipelayer. Figure 10 is a Bayesian network diagram of common-cause failure events at the root node.

According to formula (4), the conditional probability table of root nodes $x'_6$ and $x'_7$ of common-cause failure is shown in Table 11.

Using Table 1, Tables 5–11, and formula (3), the Bayesian calculation formula of the leaf nodes (system) and the probability cloud digital characteristic value table of each state under independent failure and common-cause failure of the steering hydraulic system of the pipelayer are obtained (see Table 12). The normal cloud diagrams are shown in Figures 11(a) and 11(b). Table 13 shows the numerical characteristic values of the reliability of the steering hydraulic system of the pipelayer during independent failures and common-cause failures. Figure 12 shows the normal cloud diagram of the reliability of the steering hydraulic system of the pipelayer comparing independent failures and common-cause failures.

To illustrate the effectiveness of the method, we compare the method with the evidence Bayesian network algorithm in [42]. According to the value range of the failure rate of each root node in Table 3, which is the upper and lower limit of the failure rate of each root node, the state probability of each root node is obtained, and then, according to the evidence Bayesian network method in the literature [42], we get the reliability intervals of each unit of the steering hydraulic system of the pipelayer in independent failure and common-cause failure as $R_I = [0.803216, 0.860897]$ and $R_C = [0.774544, 0.830291]$, respectively. According to the cloud theory, the cloud drops that contribute to the concept in the universe mainly fall in the interval $[Ex - 3En, Ex + 3En]$, accounting for 99.74%. Therefore, according to this principle, the reliability of the steering hydraulic system of the pipelayer in the interval $[Ex - 3En, Ex + 3En]$ using the cloud Bayesian network method is $R_I = [0.805169, 0.860711]$ and $R_C = [0.774576, 0.830244]$. It can be seen from the calculation results that $R_I \subseteq R_I$ and $R_C \subseteq R_C$. Therefore, the reliability of the pipelayer steering hydraulic system calculated by the cloud Bayesian network method is more accurate than the evidence Bayesian network algorithm in the literature [42] and is consistent with the actual situation.

From Table 11 and Figure 12, it can be seen that according to this method, the reliability of the pipelayer steering system presents a normal distribution range, which is mainly caused by insufficient cognition and lack of data, which also reflects the expression of the cloud model. The characteristic of uncertainty is more in line with the actual situation of the project. The reliability of the steering hydraulic system of the pipelayer is compared between the independent failures of each unit and the common-cause failure between the units. It can be seen from Figure 12 that each unit of the steering hydraulic system of the pipelayer is in the event of common-cause failure. The reliability digital characteristic parameter value is lower than the reliability digital characteristic parameter value when each unit of the steering hydraulic system of the pipelayer fails independently. Owing to the common-cause failure of the steering control valve in the steering hydraulic system of the pipelayer, the expected value of the reliability digital characteristic parameter value $Ex$ decreased by 0.03053. If the common-cause failure is ignored, the calculated reliability will have a large error, so it is essential to consider common-cause failures for analysis to be more consistent with actual engineering. The uncertainty of the reliability of the steering hydraulic system of the pipelayer is determined by the entropy and superentropy in the reliability digital characteristic parameter value. When the entropy and superentropy of the reliability digital characteristic parameter value increase, the range of the curve will become wider. Otherwise, the range of the curve will be narrow.

In the actual working process of the pipelayer, to reduce the failure of the unit and improve the reliability of the steering hydraulic system on the car, the important units in the system should be formulated with corresponding maintenance and other protective measures. First, keep the hydraulic oil in the system clean. Generally, the hydraulic oil needs to be replaced once a year or after 1,500 hours of work. When changing the hydraulic oil, ensure a dustless environment to prevent mixing of contaminated hydraulic oil. The climatic environment of the pipelayer is constantly changing when working on site. Sometimes, the climatic environment is extremely harsh; so different types of hydraulic oil should be used in different seasons: L-HM46 antiwear hydraulic oil and L-HM32 antiwear hydraulic oil should be used, respectively, in summer and winter. When the ambient temperature is lower than $–20^\circ C$, it should be replaced with L-HM22 low-temperature hydraulic oil or No. 12 aviation hydraulic oil. When the ambient temperature is higher than $35^\circ C$, L-HM68 hydraulic oil should be used. Hydraulic oils of different brands should not be mixed. When the pipelayer has been working for 250 hours, the oil should be replenished in time the oil suction filter, the oil return filter, and the liquid level of the battery pack should be checked and the vent holes of the ventilation device should be cleaned. When the pipelayer has worked for 1,000 hours, the oil in the oil tank should be replaced, and the filter element of the oil tank or oil filter should be cleaned. If the filter element is blocked, replace it in time. Focus on formulating corresponding maintenance measures for the special units in the steering hydraulic system of the pipelayer, such as the steering clutch. The steering clutch oil volume and steering rod stroke should be maintained and checked daily. When the pipelayer has worked for about 250 hours, the steering clutch components should be cleaned and replaced. When the pipelayer has worked for about 1,000 hours, the oil in the steering clutch should be replaced. In addition, the stroke of the steering rod should be adjusted from time to time to prevent the steering rod from becoming inflexible. By adjusting the steering clutch and the steering lever, poor contact can be prevented and occurrence of
failure can be reduced. Through the above protective measures, failures are reduced, thereby improving the reliability of the system.

6. Conclusion

This study analyzed the reliability of a multistate system with mixed uncertainty in the state probability information of each unit under common-cause failure. A cloud model was used to represent randomness and ambiguity in the probability of each unit state, and the cloud model was used to convert the language description of each state into a quantitative interval value or numerical value. The Bayesian network was thus expanded based on the cloud model theory. The cloud model and the Bayesian network were combined to utilize their respective advantages, and the cloud Bayesian network method was used to control independent and common-cause failure. Reliability analysis was conducted under failure conditions. The results show that effectiveness, feasibility, and common-cause failure have a certain impact on the reliability of a pipelayer’s steering hydraulic system. The cloud Bayesian network method integrated the system’s multistate characteristics, state ambiguity and randomness, uncertainty of state probability information, and common-cause failure of each unit. In this way, reliability analysis is more aligned with the actual situation of a project; the reliability of calculation is accurately higher; and large errors are avoided in the actual project. This cloud Bayesian network method can provide new ideas and methods for processing information or data randomness and ambiguity in multistate system reliability analysis. This study examined limited system on the basis of static and nonrepairable unit assumptions. We did not conduct reliability analysis on the dynamic sequence of the multistate system in the working process and the maintainability of the unit. The next step will be the dynamic reliability analysis of the maintainability of the multistate system in the working process so that the actual situation of the project is more consistent.
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|--------------|-------------|
| MSS:         | Multistate system |
| CCF:         | Common-cause failure |
| BN:          | Bayesian network |
| CBN:         | Cloud Bayesian network |
| DS:          | Dempster–Shafer |
| TS:          | Takagi and Sugeno |
| CNC:         | Computer numerical control |
| DGY70H:      | Crawler-type pipelayer with the hydraulic drive and rated lifting capacity of 70 t. |
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