Quantum non-demolition dispersive readout of a superconducting artificial atom using large photon numbers
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Reading out the state of superconducting artificial atoms typically relies on dispersive coupling to a readout resonator. For a given system noise temperature, increasing the circulating photon number \( \bar{n} \) in the resonator enables a shorter measurement time and is therefore expected to reduce readout errors caused by spontaneous atom transitions. However, increasing \( \bar{n} \) is generally observed to also increase these transition rates. Here we present a fluxonium artificial atom in which we measure an overall flat dependence of the transition rates between its first two states as a function of \( \bar{n} \), up to \( \bar{n} \approx 200 \). Despite the fact that we observe the expected decrease of the dispersive shift with increasing readout power, the signal-to-noise ratio continuously improves with increasing \( \bar{n} \). Even without the use of a parametric amplifier, at \( \bar{n} = 74 \), we measure fidelities of 99% and 93% for feedback-assisted ground and excited state preparation, respectively.

Superconducting artificial atoms are among the leading platforms for the implementation of quantum information processors, due to their amenable energy spectrum and strong coupling to electromagnetic drives [1–5]. These attributes enable fast single [6–9] and two qubit gates [10–13], as well as high-fidelity quantum non-demolition (QND) readout [14–19]. In the circuit quantum electrodynamics (cQED) architecture [2, 20, 21], QND readout can be achieved via dispersive coupling between a readout resonator and a superconducting artificial atom. In theory, increasing the drive of the readout resonator should improve the single-shot measurement fidelity, because the integration time can be reduced to a diminishing fraction of the artificial atom’s energy relaxation time. However, increasing the readout power also introduces various non-QND processes, such as dressed dephasing [22, 23], nonlinear multimode mixing in the atom-resonator Hamiltonian [24, 25] and transitions between levels which become resonant at high power [26, 27]. While quantitative agreement between theoretical models and experimental results is still missing, in practice, a tradeoff between measurement fidelity and non-QND effects is typically reached at \( \bar{n} = 1–15 \) circulating photons in the resonator [28–31]. This renders Josephson parametric amplifiers with near quantum limited noise essential for single-shot QND readout [15, 32, 33].

In this letter we present a fluxonium artificial atom [35] inductively coupled to a readout antenna, which demonstrates remarkable resilience to non-QND effects up to \( \bar{n} \approx 200 \) readout photons. In contrast to the high power readout reported by Reed et al. in Ref. [36], we operate the system well below its critical photon number [20, 21] \( n_{\text{crit}} \approx 8 \times 10^4 \) in order to minimize non-QND effects. The main difference in our design (see Fig. 1a) compared to previous fluxonium implementations is the use of granular aluminum (grAl) for the superinductor, coupling and readout antenna inductances [37], replacing the conventional arrays of mesoscopic Josephson junctions (JJs) [38, 39]. Even though grAl can be modeled as an effective array of JJs [40], it operates in a distinctly different region of the parameter space: i) its intrinsic nonlinearity can be engineered to be orders of magnitude lower compared to JJ arrays with the same inductance, and ii) its plasma frequency is about one order of magnitude higher than that of JJ superinductors, reaching values comparable to the spectral gap of the superconductor. These changes suppress nonlinear multimode mixing, and might explain the higher resilience of the grAl fluxonium to non-QND effects at large \( \bar{n} \) when compared with JJ array fluxoniums with similar spectra, which are susceptible to non-QND effects starting from \( \bar{n} \approx 2 \) [29].

The large readout dynamic range accessible in the grAl fluxonium enables the measurement of the photon number dependent dispersive shift for states |\( g \rangle \) and |\( e \rangle \). We show that the dispersive shift decreases with increasing readout power, as expected from the numerical diagonalization of the Hamiltonian, nevertheless, the signal-to-noise ratio (SNR) continuously improves with increas-
ing \( \bar{n} \). At \( \bar{n} = 74 \) we demonstrate 99% and 93% active state preparation fidelities for \( |g\rangle \) and \( |e\rangle \), respectively, without the use of a parametric amplifier. From a practical perspective, combining a strongly nonlinear spectrum and a high power QND readout provides a route for hardware efficient measurement in large quantum processors or superconducting detector arrays.

A schematic of the electrical circuit used for readout and control of the fluxonium atom is shown in Fig. 1a. The fluxonium is capacitively coupled to the readout resonator. The readout resonator is fabricated on a c-plane sapphire chip and includes a MEMS antenna [31, 33]. All inductors shown in Fig. 1a are implemented using a 40 nm thick grAl film deposited at room temperature, with resistivity \( \rho = 0.8 \times 10^3 \) \( \mu \Omega \)cm, corresponding to a sheet inductance of \( L_{\text{kin}} = 0.1 \) nH. The signal reflected from the antenna is amplified by a commercial high electron mobility transistor amplifier (HEMT). At room temperature the output signal is digitized and decomposed into the I and Q quadratures by a custom designed field programmable gate array (FPGA) board [44], which allows to implement qubit state dependent feedback pulses with an instrument latency of 428 ns. The measurement SNR is defined as the IQ plane distance between \( |g\rangle \) and \( |e\rangle \) pointer states, divided by the sum of their standard deviations.

**FIG. 2. Measurement time \( \tau_m \) vs. \( \bar{n} \) for SNR = 3.** The data is acquired in a continuous wave readout, without (circles) and with (crosses) the use of a dimer Josephson junction array parametric amplifier (DJJAA) [43] operated at 20 dB of power gain. The \( \Phi_{\text{ext}} \) values are the same as in Fig. 1.
Here we use the notation: $E_{J+}(\Phi_s) = (E'_1 + E''_1) \cos \frac{\Phi_s}{\Phi_0}$ and $E_{J-}(\Phi_s) = (E'_1 - E''_1) \sin \frac{\Phi_s}{\Phi_0}$, where $E'_1$ and $E''_1$ are the individual Josephson energies of the two JJs in the SQUID. Fig. 1b shows the measured (markers) and fitted (lines) fluxonium spectrum for the first three levels $|e\rangle$, $|g\rangle$ and $|f\rangle$ as a function of $\Phi_{ext}$. We obtain the optimum SNR for resolving $|g\rangle$ and $|e\rangle$ states at two minima of the fluxonium spectrum, $\Phi_{ext} = \Phi_1$ and $\Phi_{ext} = \Phi_2$ (see Fig. 1b), for which $|\chi_{ge}| \approx \kappa$, where $\chi_{ge}$ is the dispersive shift of the readout resonator frequency:

$$h \chi_{ge}(n) = (E_{|n+1,e\rangle} - E_{|n,e\rangle}) - (E_{|n+1,g\rangle} - E_{|n,g\rangle}).$$

$E_{|n,g\rangle}$ and $E_{|n,e\rangle}$ are the eigenenergies of the coupled fluxonium-resonator Hamiltonian. The dispersive shift is flux-dependent, and can take both negative and positive values, as shown in Fig. 1c for $\Phi_1$ and $\Phi_2$, respectively. Following a similar approach to Ref. [34], we calculate the dispersive shift by numerically diagonalizing
the atom-resonator Hamiltonian, truncating the Hilbert space at 20 levels for the fluxonium and \( n = 220 \) levels for the resonator (see Supplemental Material for the atom-resonator Hamiltonian and matrix elements of the charge and flux operators). In Fig. 1d we plot the calculated (lines) and measured (markers) \( \chi_{ge}(\bar{n}) \) at \( \Phi_{ext} = \Phi_1 \) and \( \Phi_{ext} = \Phi_2 \). The values of \( \chi_{ge} \) were extracted from the measured phase shift of the resonator, accounting for its nonlinearity (see Supplemental Material). The numerical model predicts a decrease of \( |\chi_{ge}| \) with increasing \( \bar{n} \), as observed in our measurements.

The SNR’s dependence with \( \bar{n} \) is the result of decreasing \( \chi_{ge}(\bar{n}) \) and increasing \( \sqrt{\bar{n}} \):

\[
\text{SNR} = \frac{\sqrt{\chi_{ge}(\bar{n})}}{n_m/2 + \chi_{ge}(\bar{n})/\sqrt{\bar{n}}},
\]

where \( n_m = \bar{n} \kappa \tau_m / 4 \) is the measurement photon number, \( \tau_m \) is the measurement time, and \( n_n \) is the added noise photon number (see Supplemental Material). In our case, the SNR overall improves with increasing readout power, which is evidenced by the reduction of the measurement time required to obtain \( \text{SNR} \approx 3 \) (see Fig. 2). In combination with parametric amplification this enables the discrimination of atom states faster than the response time of the readout resonator [45].

We perform a continuous measurement of the qubit state with \( \bar{n} = 114 \) and \( \text{SNR} = 3 \), using \( \tau_m = 480 \) ns at \( \Phi_{ext} = \Phi_1 \) and \( \tau_m = 380 \) ns at \( \Phi_{ext} = \Phi_2 \), as shown by the blue traces in Fig. 3a. The IQ plane is rotated such that the signal is entirely contained in the Q quadrature, and we use a two-point latching filter to assign the qubit states (black line). At each time index the filter value remains latched unless the next measured point is within a \( \pm 2.5 \sigma \) region centered on the other state. The histograms of time intervals spent in each state are fitted with an exponential function (see Supplemental Material) to obtain the transition rates \( \Gamma_i \) and \( \Gamma_{\perp} \), shown in Fig. 3b as a function of \( \bar{n} \). Notice that \( \Gamma_{\perp} \) is comparable with the measured free decay rate (shown in blue) across the \( \bar{n} \) range, even though significant spikes in \( \Gamma_{\perp} \) are observed at \( \bar{n} = 72 \) at \( \Phi_{ext} = \Phi_1 \) and \( \bar{n} = 18−54 \) at \( \Phi_{ext} = \Phi_2 \). These flux bias and \( \bar{n} \) dependent \( \Gamma_{\perp} \) may originate from spurious resonances between readout and high order fluxonium transitions, similar to Ref. [27].

The measured transition rates are also reflected in the fluxonium population shown in Fig. 3c. At low photon number, for both flux bias points, the population of the excited state corresponds to a thermal excitation of the fluxonium levels in agreement with the cryostat temperature \( T_{\text{MCX}} = 31 \pm 3 \) mK. With increasing \( \bar{n} \) the expected equilibrium population changes due to the change in the frequency of the fluxonium caused by the AC-stark shift, as indicated by the purple intervals in Fig. 3c.

Interestingly, we observe both positive and negative deviations from this trend, consistent with the measured transition rates in Fig. 3b. We can also extract the readout QND infidelity from the conditional probabilities to detect the same fluxonium state in two successive measurements: \( 1 − Q = 1 − (P_{ge} + P_{e|g}) / 2 \) [46, 47]. The QND infidelity depends on the transition rates and integration time, and it decreases with \( \bar{n} \) (cf. Supplemental Material). At \( \bar{n} = 114 \) we measure a QND infidelity of \( 2−3\% \).

In conclusion, we demonstrated a fluxonium artificial atom, dispersively coupled to a readout resonator, for which the transition rates between the ground and excited state remain overall flat with increasing photon number, up to \( \bar{n} \approx 200 \). Since the measured decrease of the dispersive shift with increasing \( \bar{n} \) is slower than the SNR improvement from the stronger readout drive, the integration time required for a given SNR decreases with \( \bar{n} \), reducing the QND infidelity. For \( \bar{n} = 74 \) we achieve state preparation fidelities of 99% for the ground, and 93% for the excited state without the use of a parametric amplifier. We believe the stability of the transition rates as a function of \( \bar{n} \) is a consequence of using grAI
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for the superinductor, coupling and readout antenna inductances, instead of conventional JJ arrays, suppressing multimode mixing in the atom-resonator Hamiltonian. Future efforts will focus on the development of a quantitative model which can be employed to mitigate non-QND effects in superconducting circuits subjected to strong readout drives or parametric pumping [48–50].
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SUPPLEMENTAL MATERIAL

In this supplemental material we provide details on the atom-resonator Hamiltonian, the measurement setup, the intrinsic and inherited nonlinearity of the readout resonator, the matrix elements of the charge and flux operators, the measurement of the photon number dependent dispersive shift $\chi_{ge}(\bar{n})$, the signal-to-noise ratio and the measurement efficiency $\eta$, the measured histograms of the fluxonium quantum jumps, the fluxonium total decay rate, the QND infidelity of the continuous wave measurement, the active fluxonium state preparation protocol, the fidelity and the error budget for the fluxonium state preparation.

I. ATOM-RESONATOR HAMILTONIAN

Following the schematics of Fig. 1a in the main text, the Hamiltonian of the fluxonium atom coupled inductively to the readout resonator is:

$$H = \frac{1}{2} \phi^T \frac{1}{L_L + L_L + L_{ss} + LL_s} \begin{pmatrix} L + L_s & -L_s \\ -L_s & L_r + L_s \end{pmatrix} \phi + \frac{1}{2} q^T \begin{pmatrix} C_r & \frac{1}{2} \\ \frac{1}{2} & \end{pmatrix} q - E_J(\phi),$$

(4)

where $\phi$ and $q$ are the flux and charge matrix operators, respectively. The fluxonium superinductance, readout resonator and coupling inductances are given by $L_L$, $L_L$, and $L_s$, respectively, and the capacitances of the fluxonium junction and the readout resonator are $C$ and $C_r$, respectively. The flux-dependent Josephson energy of the fluxonium junction (see Eq. 1 in the main text) is denoted as $E_J(\phi)$. All inductances are considered to be linear lumped elements.

The eigenenergies $E_{(n,i)}(\phi)$ were obtained by numerically diagonalizing the Hamiltonian matrix. We calculate the matrix elements using two different bases. The numerical diagonalization using the normal mode basis [34] is computationally intensive and required truncation at $n = 150$ levels in the resonator mode and $i = 15$ levels in the fluxonium mode. Although, this is sufficient to fit the fluxonium spectrum measured at low readout power, it does not cover the power range used in the measurement of the dispersive shift $\chi_{ge}(\bar{n})$. The bare harmonic oscillator (Fock) basis allowed the diagonalization of the Hamiltonian matrix with larger Hilbert space dimensions ($n = 220$ levels for the resonator and $i = 20$ levels for the fluxonium). This basis was used to fit $\chi_{ge}(\bar{n})$. The difference between the dispersive shift computed in the normal and bare basis (up to $n = 150$) is below 0.1%.
II. INTERFEROMETRIC TIME-DOMAIN MEASUREMENT SETUP

The digital-to-analog converter (DAC) of the custom designed FPGA-based platform [44] generates waveforms for the readout and fluxonium control pulses, with IF frequencies of 62.5 MHz and 80 MHz, respectively. The DAC waveforms are used to modulate the signals from the microwave generators (represented in green) and to convert them to the resonator frequency \( f_r \) and to the frequency of the fluxonium \(|g\rangle\rightarrow|e\rangle\) transition. The readout line is divided in two parts. The first part of the readout tone is directly downconverted and digitized, and it serves as reference at the analog-to-digital converter (ADC) input of the FPGA. The second part of the readout tone passes through the cryostat, where the signal interacts with the sample. The signal reflected from the sample is amplified by a cascade of cryogenic and room temperature amplifiers, downconverted, and digitized at the signal port of the ADC. The digitized signal and reference waveforms are used to calculate the I and Q quadratures of the readout resonator. To activate the parametric amplifier (DJJAA) [43], the pump tone is applied through the microwave line shown in red color, connected to the signal line via a commercial directional coupler. When not pumped, the DJJAA can be considered as a perfect reflector.

FIG. 5. Interferometric time-domain measurement setup. The digital-to-analog converter (DAC) of the custom designed FPGA-based platform [44] generates waveforms for the readout and fluxonium control pulses, with IF frequencies of 62.5 MHz and 80 MHz, respectively. The DAC waveforms are used to modulate the signals from the microwave generators (represented in green) and to convert them to the resonator frequency \( f_r \) and to the frequency of the fluxonium \(|g\rangle\rightarrow|e\rangle\) transition. The readout line is divided in two parts. The first part of the readout tone is directly downconverted and digitized, and it serves as reference at the analog-to-digital converter (ADC) input of the FPGA. The second part of the readout tone passes through the cryostat, where the signal interacts with the sample. The signal reflected from the sample is amplified by a cascade of cryogenic and room temperature amplifiers, downconverted, and digitized at the signal port of the ADC. The digitized signal and reference waveforms are used to calculate the I and Q quadratures of the readout resonator. To activate the parametric amplifier (DJJAA) [43], the pump tone is applied through the microwave line shown in red color, connected to the signal line via a commercial directional coupler. When not pumped, the DJJAA can be considered as a perfect reflector.
III. INTRINSIC AND INHERITED NONLINEARITY OF THE READOUT RESONATOR

FIG. 6. Intrinsic and inherited nonlinearity of the readout resonator. (a) Frequency shift of the readout resonator vs. \( \bar{n} \) (blue circle markers) solely due to the intrinsic nonlinearity of the grAl inductor \([40]\), measured at zero external flux where the fluxonium atom is decoupled from the resonator. The black line is a linear fit. The labels indicate the self-Kerr coefficient and calculated maximal photon number at bifurcation \( n_{\text{max}} = \kappa / (\sqrt{3} K_{11}) \) \([51]\), where \( \kappa / 2\pi = 1.16 \text{ MHz} \) is the resonator linewidth. (b, c) Nonlinearity of the resonator inherited from coupling to the fluxonium atom, calculated numerically in the vicinity of \( \Phi_{\text{ext}} = \Phi_1 \) (green lines) and \( \Phi_{\text{ext}} = \Phi_2 \) (bordeaux lines) from the eigenenergies of the fluxonium-resonator Hamiltonian: \( h \alpha_i(n) = (E_{(n+1,i)} - E_{(n,i)}) - (E_{(n,i)} - E_{(n-1,i)}) \), for \( i = \{g, e\} \). The inherited nonlinearity is fluxonium state dependent: for the \( |g\rangle \) state (dashed lines) at both flux points \( \Phi_1 \) and \( \Phi_2 \) it is in the range of few Hz, while for the \( |e\rangle \) state it is orders of magnitude stronger, and it has different signs at \( \Phi_1 \) and \( \Phi_2 \). The inherited nonlinearity also depends on the photon number in the resonator: green and red lines correspond to \( \alpha_{|i\rangle}(n = 1) \) while faded green and faded red lines correspond to \( \alpha_{|i\rangle}(n = 50) \).
IV. MATRIX ELEMENTS OF THE CHARGE AND FLUX OPERATORS

FIG. 7. Absolute value of the matrix elements between states $|n,e\rangle$ and $|n,g\rangle$ vs. $\Phi_{\text{ext}}$. Panels a, b, c show the matrix elements of the readout resonator charge $q_r$, atom flux $\varphi_a$, and atom charge $q_a$ operators, respectively. The color code indicates the readout resonator photon number. The peaks of the resonator charge matrix elements (panel a) correspond to crossings between the levels $|0,e\rangle$ and $|1,g\rangle$, while the dips in the vicinity of $\Phi_{\text{ext}} = \Phi_1$ correspond to crossings between the levels $|1,e\rangle$ and $|0,f\rangle$. 
V. MEASUREMENT OF THE DISPERSIVE SHIFT

The photon number dependent dispersive shift $\chi_{ge}(\bar{n})$ was extracted from the measured phase separation of the output $|n, g\rangle$ and $|n, e\rangle$ states. The phase separation was converted to a frequency shift using numerical inversion of the calculated resonator phase response (cf. Fig. 8). We calculate the phase response as a function of the probe frequency using input-output theory [51], taking into account both intrinsic and $\bar{n}$ dependent inherited nonlinearity of the resonator (see III).

---

**FIG. 8.** Phase response of the resonator for $|g\rangle$ and $|e\rangle$ fluxonium states used to extract the dispersive shift. The phase of the signal reflected from the resonator as a function of detuning from the bare resonance frequency $f_{r0} = 7.244$ GHz was calculated using input-output theory [51]. The left and right columns of the figure correspond to the external flux bias points $\Phi_{ext} = \Phi_1$ and $\Phi_{ext} = \Phi_2$, respectively. The photon number was calibrated with the AC-Stark shift of the fluxonium frequency for $\bar{n} < 15$, and extrapolated linearly for higher readout power values. **(a)** Phase response in the single-photon regime. The dashed and solid lines correspond to the fluxonium being in the $|g\rangle$ and $|e\rangle$ states, respectively. The dashed grey lines show the readout drive frequency chosen to give the optimal phase separation between the IQ plane pointer states. The dispersive shift was obtained by matching the maximal phase separation between the curves for $|g\rangle$ and $|e\rangle$ states to the measured phase between the IQ plane pointer states. **(b)** Phase response at the highest photon number used in experiments, $\bar{n} = 144$ at $\Phi_{ext} = \Phi_1$ and $\bar{n} = 181$ at $\Phi_{ext} = \Phi_2$. 

---
VI. IQ DISTRIBUTIONS, SIGNAL-TO-NOISE RATIO, AND MEASUREMENT EFFICIENCY

The output field operator of a driven single-port lossless resonator obeys

\[ \hat{a}_{\text{out}}(w) = \frac{w - w_r - i\kappa/2}{w - w_r + i\kappa/2} \hat{a}_{\text{in}}(w) \]

[52], here \( w_r \) is the resonator frequency, \( \kappa \) is the coupling rate, and \( \hat{a}_{\text{in}}(w) \) is the input mode field amplitude operator. The dispersive coupling to the qubit results in a qubit state-dependent shift of the resonator frequency \( w_r \), and for a quantum-limited readout we expect \( \sigma_r^2 = 1/4 \). If the resonator is driven at the \( w_0 \) the steady state quadratures

\[ \hat{I} = \frac{1}{2} (\hat{a}_{\text{out}}^\dagger - \hat{a}_{\text{out}}) \] and

\[ \hat{Q} = \frac{i}{2} (\hat{a}_{\text{out}}^\dagger + \hat{a}_{\text{out}}) \]

of the output signal equal

\[ \langle \hat{I}_{g,e} \rangle = \frac{k_r^2 - \chi_{ge}^2}{k_r^2 + \chi_{ge}^2} \langle \hat{a}_{\text{in}} \rangle, \quad \langle \hat{Q}_{g,e} \rangle = \pm \frac{2k_r \chi_{ge}}{k_r^2 + \chi_{ge}^2} \langle \hat{a}_{\text{in}} \rangle, \]

where the information about the qubit state is contained entirely in the Q quadrature (see Fig. 9). The output signal has to be amplified to the level accessible to the readout electronics located at room temperature. Before amplification the variance of each quadrature for the output coherent state is \( \langle (\Delta \hat{I})^2 \rangle = \langle (\Delta \hat{Q})^2 \rangle = 1/4 \). In the ideal case, a quantum-limited phase-preserving amplifier adds half photon of noise [52, 53], which results in the total variance \( \sigma^2 = 1/2 \) for both quadratures. The quadratures of the amplified output state are obtained using the heterodyne detection [21] and are integrated for the measurement time \( \tau_m \):

\[ Q_m = \int_{t_0}^{t_0 + \tau_m} \left( \langle \hat{Q} \rangle + \delta \hat{Q} \right) dt. \]

Here \( \langle \hat{Q} \rangle \) is the quadrature expectation value according to Eq. 2, and \( \delta \hat{Q} \) denotes the normally distributed random noise. The integrated value \( I_m \) is obtained in a similar way. Both the average value \( \langle Q_m \rangle = \langle \hat{Q} \rangle \tau_m \) and the variance \( \sigma_m^2 \propto \tau_m \) of the integrated signal grow linearly with the measurement time \( \tau_m \). We rescale the integrated quadratures to the square root of the measurement photons \( \sqrt{n_m} = \sqrt{n_r} \tau_m \). This makes \( \sigma_m \) independent of the integration time, and for a quantum-limited readout we expect \( \sigma_m^2 = 1/2 \). In practice, the amplification chain is not ideal, and the added noise is higher than expected in the quantum limit. The measurement efficiency is defined as \( \eta = \sigma_0^2 / \sigma_m^2 \) [16]. For the IQ histogram shown in Fig. 4 of the main text we obtain \( \eta = 6\% \), corresponding to \( n_m = 2\sigma_m^2 = 15.8 \) noise photons per unit time and bandwidth, and an effective noise temperature \( T_{\text{eff}} = n_m k_B / h f_r = 6 K \). The nominal noise temperature of the HEMT amplifier (see Fig. 5) is \( T \equiv 2 K \).

We define the signal-to-noise ratio for the qubit state measurement as

\[ \text{SNR} = \frac{\langle Q_{m,g} \rangle - \langle Q_{m,e} \rangle}{\sigma_{m,g} + \sigma_{m,e}} = \frac{\sqrt{n_m}}{\sigma_m} \sin(\varphi) = \frac{\sqrt{n_m}}{\sigma_m} \frac{2k_r \chi_{ge}}{k_r^2 + \chi_{ge}^2}. \]

[7]

Here \( \varphi = \arctan(\langle Q_g \rangle / \langle I_g \rangle) \) is the angle formed by the pointer state associated with the qubit \( |g \rangle \) state and positive real axis \( I_m \).

FIG. 9. Schematic IQ histogram of the integrated output signal. The I and Q quadratures are rescaled to the square root of measurement photons \( \sqrt{n_m} \) [16, 29]. The two disks correspond to the \( |g \rangle \) and \( |e \rangle \) pointer states, with identical variance

\[ \langle (\Delta I_m)^2 \rangle = \langle (\Delta Q_m)^2 \rangle = \sigma_m^2. \]

\[ \frac{1}{T} \text{photons per unit time and bandwidth, and an effective noise temperature} \]

\( T \approx 2 K \).
VII. MEASURED HISTOGRAMS OF THE FLUXONIUM QUANTUM JUMPS

Counts $\Phi_{\text{ext}} = \Phi_1$ $\bar{n} = 91$

$\Gamma_\uparrow = 4.8 \pm 0.5 \text{ kHz}$

Counts $\Phi_{\text{ext}} = \Phi_2$

$\Gamma_\downarrow = 41.5 \pm 5.7 \text{ kHz}$

FIG. 10. Histograms of the fluxonium quantum jumps measured at $\bar{n} = 91$. The left and right columns of the figure correspond to the flux biases $\Phi_{\text{ext}} = \Phi_1$ and $\Phi_{\text{ext}} = \Phi_2$, respectively. The time intervals spent in the $|g\rangle$ (green) and $|e\rangle$ (pink) states were extracted from a continuous wave measurement of the fluxonium using a latching filter (see main text). The histograms contain $\sim 5 \cdot 10^3$ counts. In the case of uncorrelated quantum jumps the histograms should obey a Poissonian distribution $p(\tau) = \frac{1}{\bar{\tau}} e^{-\tau/\bar{\tau}}$ with the mean time $\bar{\tau}$ corresponding to the average transition rate $\Gamma = 1/\bar{\tau}$. The solid black lines show the exponential fit to the measured data, and the dashed black lines indicate the standard deviation of the extracted transition rates $\Gamma_\uparrow$ and $\Gamma_\downarrow$. Notice that the histograms of quantum jumps typically deviate from Poissonian statistics, similarly to the results reported in Ref. [29].

VIII. FLUXONIUM TOTAL DECAY RATE

Counts $\Phi_{\text{ext}} = \Phi_1$

$\Gamma_\uparrow = 5.3 \pm 0.7 \text{ kHz}$

Counts $\Phi_{\text{ext}} = \Phi_2$

$\Gamma_\downarrow = 62.4 \pm 14.1 \text{ kHz}$

FIG. 11. The fluxonium total decay rate vs. $\bar{n}$. Left and right panels correspond to flux biases $\Phi_{\text{ext}} = \Phi_1$ and $\Phi_{\text{ext}} = \Phi_2$, respectively. The pink shaded area in the left panel indicates results obtained using the DJJAA parametric amplifier [43]. The circle markers show the total decay rate $\Gamma_\uparrow + \Gamma_\downarrow$ extracted from quantum jumps histograms using the two-point latching filter. The blue shaded area represents the standard deviation. The purple rhombus markers show the total decay rate calculated without using the latching filter, by averaging quantum jump traces starting from a $\pm 0.1\sigma$ region around the center of the $|e\rangle$ state distribution. We fit the resulting $|e\rangle$ population decay using an exponential. Error bars are smaller than the marker size. Note that the two methods of calculating the total decay rate give comparable results, validating the latching filter.
IX. QND INFIDELITY OF A CONTINUOUS WAVE QUBIT STATE MEASUREMENT

![QND Infidelity Graph]

FIG. 12. QND infidelity of a continuous wave qubit state measurement vs. $\bar{n}$. The QND infidelity is calculated from the probability to detect the same fluxonium state in two successive measurements $^{[46, 47]}$: $1 - Q = 1 - (P_{g|g} + P_{e|e})/2$. The integration time is chosen for each photon number according to Fig. 2 in the main text. The QND infidelity generally decreases with the photon number, directly reflecting the shorter integration time required for SNR = 3.

X. PULSE SEQUENCES USED FOR THE FLUXONIUM STATE PREPARATION

![Pulse Sequences Diagram]

FIG. 13. Pulse sequences used for the fluxonium state preparation. (a) Preparation in the $|g\rangle$ state starts with a readout pulse of duration $\tau_m$ (shown in blue color), which populates the readout resonator with $\bar{n}$ circulating photons. Using the measured reflected signal, the fluxonium state is evaluated on-the-fly with a custom designed FPGA-based electronics board $^{[44]}$; the data processing takes 428 ns (the board latency time). A conditional $\pi$ pulse (shown in crimson dashed) is applied if the fluxonium was measured in the $|e\rangle$ state, otherwise the final readout pulse is played immediately after the state evaluation. The fidelity of state preparation is measured by the final readout, of the same duration and amplitude as the starting readout pulse. (b) Preparation in the excited state starts from the $\pi$ pulse (shown in crimson solid) which inverts the thermal population of the fluxonium $|g\rangle$ and $|e\rangle$ states. The rest of the pulse sequence is analogous to the one in panel a, with the $\pi$ pulse conditioned on the $|g\rangle$ state.
XI. FIDELITY OF THE FLUXONIUM STATE PREPARATION

![Graph showing fidelity of the fluxonium state preparation vs. photon number.](image)

**FIG. 14. Fidelity of the fluxonium state preparation vs. photon number, at $\Phi_{\text{ext}} = \Phi_2$.** The pulse sequences are presented in Fig. 13. The measurements were made without the use of a parametric amplifier (green and crimson circle markers for $|g\rangle$ and $|e\rangle$ respectively), and using a parametric amplifier (green and crimson triangular markers for $|g\rangle$ and $|e\rangle$ respectively) operated at a power gain of 10 dB. The fidelity of the state preparation is defined as the target state occupation after the feedback.

XII. ERROR BUDGET FOR THE FLUXONIUM STATE PREPARATION

![Graph showing error budget for the fluxonium state preparation.](image)

**FIG. 15. Error budget for the fluxonium state preparation, at $\Phi_{\text{ext}} = \Phi_2$.** (a) Preparation errors due to fluxonium transitions during the measurement and the FPGA latency time, calculated from the rates $\Gamma_\uparrow$ and $\Gamma_\downarrow$ for the ground state (green markers) and the excited state (crimson markers), respectively. Left and right panels correspond to measurements without and with the use of a parametric amplifier operated at a power gain of 10 dB. The color shaded areas indicate the uncertainty corresponding to the measured standard deviation of the free decay rate for the $|g\rangle$-$|e\rangle$ transition versus time, during an interval of several hours. (b) $|f\rangle$ state population extracted from the measured IQ-distributions for the $|e\rangle$ state preparation (cf. Fig 4c in main text). The lines are connecting the markers. The circle and triangular markers show results obtained without and with the use of a parametric amplifier, respectively. These values place a lower bound for the $|e\rangle$ state preparation error. (c) Fit error for the measured Q-quadrature distribution. In the top panel, the purple line shows the distribution of counts for $5 \times 10^5$ single-shot readout outcomes, measured at $\bar{n} = 74$ without a parametric amplifier. The black dashed line is a double-Gaussian fit. The overlap between two Gaussian distributions imposes a lower limit for the preparation error of 1%. The cyan line in the lower panel indicates the difference between the measured Q-quadrature distribution and the fit. Notice that the standard deviation $\sigma$ is less than 0.1% of the total number of counts.