Reconsideration of winds, wind waves, and turbulence in simulating wind-driven currents of shallow lakes in the Wave-current Coupled Model (WCCM) version 1.0
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Abstract. Winds, wind waves, and turbulence are essential variables and playing critical role in regulating a series of physical and biogeochemical processes in large shallow lakes. However, parameterizing winds, waves, currents and turbulence and simulating the interaction between them in large shallow lakes haven’t been evaluated strictly because of a lack of field observations of lake hydrodynamics process. To address this problem, two process-based field observations were conducted to record the development of summer and winter wind-driven currents in Lake Taihu, a large shallow lake in China. Based on these observations and numerical experiments, a wave-current coupled model (WCCM) is developed by rebuilding expression of wind drag coefficient, introducing wave-induced radiation stress, and adopting a simple turbulence scheme, and then used to simulate wind-driven currents in Lake Taihu. The results show that, the WCCM can accurately simulate the upwelling process resulting from the wind-driven currents during the field observations. Comparing with other model, there is a 42.9% increase of WCCM-simulated current speed which is mainly attributed to the new expression of wind drag coefficient. Meanwhile WCCM-simulated current direction and field are also improved due to the introduction of wave-induced radiation stress. Furthermore, the use of the simple turbulent scheme in the WCCM makes the simulation of the upwelling processes more efficient. The WCCM provides a sound basis for simulating shallow lake ecosystems.
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1 Introduction

Three-dimensional hydrodynamic models are efficient tools to deeply understand currents at large scale and the basis to develop water quality models. Generally, these three-dimensional hydrodynamic models are developed based on the Naiver-Stokes equations and solved the equations using a split-explicit method (Blumberg and Mellor, 1987), such as Regional Oceanic Modeling System (ROMS; Shchepetkin et al., 2005); Environmental Fluid Dynamics Computer Code (EFDC;
Hamrick, 1992); Finite-Volume Coastal Ocean Model (FVCOM; Chen et al., 2011). However, all these models are initially developed based in marine environments. They cannot be directly applied to simulate the currents of inland lakes with limited water depth and fetch (Sterner et al., 2017; Lükö et al., 2020) until some essential variables in these models are reconsidered according to the characteristics of lacustrine hydrodynamics, such as winds (wind drag coefficient), wind waves (wave-induced radiation stress), and turbulence (vertical eddy viscosity).

In large water bodies, winds is the main stress for driving currents (Hutter et al., 2011; MacIntyre et al., 2020; Rey et al., 2021; Schoen et al., 2014). Wind stress on water surface is always a hotspot for the hydrodynamic study (Jeffreys, 1925; Munk, 1955; Wu, 1980; Shchepetkin and McWilliams, 2005; Chen et al., 2020). Usually, the energy transfer efficiency of wind is represented by the wind drag coefficient, which is a constant or linear function of the wind speed (Large and Pond, 1981; Hamrick, 1992; Huang et al., 2010). However, recent field observations in large lakes imply that the change of the wind drag coefficient is discontinuity (Lükö et al., 2020; Xiao et al., 2013). They suggested that the drag coefficient taken from experimental studies conducted in the open oceans may be subject to large uncertainties when applied to inland lakes. Similarly, wind waves can influence the development of wind-driven currents (Ji et al., 2017), but numerical models applied to large lakes seldom consider this wind wave effect. The development of wind waves can affect the generation of wind-induced currents by altering the wind momentum transmission efficiency at the air-water interface (Chen, et al., 2020; Foken, 2008; Wei, et al., 2016; Wüst & Lurke, 2003) and stress equilibrium below the surface waves (Ardhuin et al., 2008; Longuet-Higgins and Stewart, 1964; Sun et al., 2006; Xu and Bowen, 1994). Recently, some models have been revised to consider this wind wave effect represented by wave-induced radiation stress in ocean environments, such as ROMS (Kumar et al., 2011; Warner et al., 2008) and FVCOM (Wu et al., 2011). However, few numerical researches have considered the wind wave effect in large lakes, despite that the importance of wind waves for large lake ecosystems is widely proved during last two decades, especially for large shallow lakes (Hofmann et al., 2008; Jin and Ji, 2005; Vinçon-Leite and Casenave, 2019; Wu et al., 2019).

The lag of the development of the lake current models is mainly due to a lack of process-based field observations of lake hydrodynamics, which can provide the model development with measured time series of hydrodynamic changes resulted from an external stress event, such as wind stress (Huang et al., 2010; Lükö et al., 2020; MacIntyre et al., 2020; Wu et al., 2018). However, few model researches take the process-based observation so that the applicability of most hydrodynamics models to large lakes has not been verified strictly. This is because of the harsh working environment and uncertainty of timing of strong wind events at the best time to observe the development of wind-driven currents (Zhou et al., Wu et al., 2018). The lack of the process-based field observations also impedes us to determine the optimal turbulence scheme for large lakes.

To this end, two process-based field observations were conducted to collect time series of hydrodynamics during two strong wind events in Lake Taihu, a large shallow lake in eastern China. Based on these time series, we developed a two-way coupled hydrodynamic-wave numerical model (Wave-Current Coupled Model: WCCM) with reconsideration of description of winds, wind waves, and turbulence to simulate the wind-driven currents in Lake Taihu. We will answer two questions as
follows: (1) Can the performance of the hydrodynamic model in simulating the wind-driven currents of large shallow lakes be obviously improved by adopting the new schemes of wind stress, wind waves and turbulence? (2) What are the contributions of winds, waves, and turbulence to improve the simulation of wind-driven currents and underlying mechanisms?

2 Introduction

2.1 Study area

Lake Taihu (30°55′40″–31°32′58″N, 119°52′32″–120°36′10″E) is a large, shallow, and dish-shaped lake located in the Yangtze River delta plain in China (Fig. 1). It covers an area of 2339 km² with an average water depth of 1.9 m and an average lakebed slope of 19.7°. The wind field over the lake is mainly affected by the East Asian monsoon. The multi-year average wind speed is 3.4 ± 0.19 m s⁻¹. southeast-east winds prevail from April to August, while north-northwest winds dominate in the other months. The basin-scale hydrodynamics is mainly determined by winds rather than inflow-outflow (Li et al., 2011; Wu et al., 2018; Zhao et al., 2012). Except temporary small vertical water temperature gradient, Lake Taihu is mixed evenly along water depth because of frequent disturbance of winds (Wu et al., 2018). Several numerical models have been used to simulate the wind-driven currents and their influence on the ecological processes in Lake Taihu (Feng et al., 2018; Han, et al., 2019; Li et al., 2015; Zhao et al., 2012), but the hydrodynamic part of these models was not evaluated using the process-based field observation.

2.2 Process-based field observations

Two process-based field observations were made in Lake Taihu in summer 2015 (from 0:00 on August 1 to 0:00 on August 12, 2015) and winter 2018 (from 0:00 on December 19 to 0:00 on December 31, 2018), respectively. Five water level stations (WL1–WL5; Fig. 1) around Lake Taihu built by the Ministry of Water Resources of the People’s Republic of China recorded the water level at 60-min intervals. A portable weather station (WXT520; Vaisala Inc., Finland) and an acoustic Doppler profiler (ADP; SonTek Inc., USA) (LCWS) were deployed at the Lake Current and Weather Station (LCWS, Fig. 1) for the lake current and weather measurements simultaneously, including surface air pressure, wind speed and direction, air temperature, and relative humidity at 10-min intervals, current velocity profiles and water temperature at 30 min intervals with an accuracy of ±0.5 cm s⁻¹ and ±0.1 °C. In addition, hourly solar radiation and cloud cover data were collected from the station of Taihu Laboratory for Lake Ecosystem Research (TLLER).

3 Wave-current coupled model

The WCCM is developed by two-way coupling a three-dimensional lake current model (LCM) with the Simulating WAves Nearshore model (SWAN; Booij and Holthuijsen, 1999).
3.1 Three-dimensional lake current model

The LCM is developed to simulate the water level and lake currents.

95 3.1.1 Governing equations

The governing equations for lake currents in the Cartesian coordinate system (Fig. 2) consist of the continuity equation and momentum equations (Koue et al., 2018). To eliminate the influence of lakebed topography on the lake current simulations, the sigma (σ) coordinate system is introduced in the vertical direction (Fig. 2).

Based on the rule of derivation of a composite function, the continuity equation and momentum equation in the Cartesian coordinate system (x’, y’, z, t’) are transformed into the σ coordinate system (x, y, σ, t) using Eqs. A1-1 to A1-5.

\[
\frac{\partial (H_{u})}{\partial x} + \frac{\partial (H_{v})}{\partial y} + \frac{\partial (H_{w})}{\partial z} + \frac{\partial \zeta}{\partial t} = 0 ,
\]

\[
\frac{\partial (H_{u})}{\partial t} + \frac{\partial (H_{uw})}{\partial x} + \frac{\partial (H_{uw})}{\partial y} + \frac{\partial (H_{uw})}{\partial z} = fH_{v} + F_{x}H - \frac{\rho gH}{\rho_{0}} \frac{\partial \zeta}{\partial x} + H \frac{\partial}{\partial x} \left( A_{H} \frac{\partial u}{\partial x} \right) + H \frac{\partial}{\partial y} \left( A_{H} \frac{\partial u}{\partial y} \right) + \frac{1}{H} \frac{\partial}{\partial \sigma} \left( A_{v} \frac{\partial u}{\partial \sigma} \right) + \varepsilon_{u} ,
\]

\[
\frac{\partial (H_{v})}{\partial t} + \frac{\partial (H_{vw})}{\partial x} + \frac{\partial (H_{vw})}{\partial y} + \frac{\partial (H_{vw})}{\partial z} = -fH_{u} + F_{y}H - \frac{\rho gH}{\rho_{0}} \frac{\partial \zeta}{\partial y} + H \frac{\partial}{\partial x} \left( A_{H} \frac{\partial v}{\partial x} \right) + H \frac{\partial}{\partial y} \left( A_{H} \frac{\partial v}{\partial y} \right) + \frac{1}{H} \frac{\partial}{\partial \sigma} \left( A_{v} \frac{\partial v}{\partial \sigma} \right) + \varepsilon_{v} ,
\]

Where: u, v, and w are the components of the current velocity in the x-, y-, and σ-directions (m s⁻¹, m s⁻¹, s⁻¹), respectively; h, ζ, and H are the lakebed elevation, water level, and water depth (m), respectively; f is the Coriolis force (s⁻¹) defined by \( f = 2 \omega \sin \phi \), where ω is the rotational angular velocity of the earth and φ is the geographic latitude; \( F_{x} \) and \( F_{y} \) are the wave-induced radiation stress in the x- and y-directions, respectively; \( \rho \) and \( \rho_{0} \) are the water and reference density (kg m⁻³), respectively; g is the gravitational acceleration; \( A_{H} \) and \( A_{v} \) are the horizontal and vertical eddy viscosity (m² s⁻¹), respectively; and \( \varepsilon_{u} \) and \( \varepsilon_{v} \) are the secondary terms introduced by the coordinate system transformation (Eqs. A2-1 to A2-6).

110 3.1.2 Turbulence scheme

To improve the calculation efficiency, the value of the vertical eddy viscosity (\( A_{v} \)) is estimated using the Prandtl length \( l \) and the Richardson number (\( R_{t} \)).

\[
A_{v} = \left( 5 \times 10^{-6} + \frac{l^{2}}{H} \sqrt{\left( \frac{\partial u}{\partial \sigma} \right)^{2} + \left( \frac{\partial v}{\partial \sigma} \right)^{2}} \right) (1 + 0.1 R_{t})^{-1} , \tag{4}
\]

\[
l = \kappa (\sigma H + z_{0}) \left( 1 - \frac{\sigma}{1 + r_{s}} \right) , \tag{5}
\]

\[
R_{t} = \frac{g}{\rho} \frac{\partial \rho}{\partial x} \left( \frac{\partial u}{\partial \sigma} \right)^{2} + \left( \frac{\partial v}{\partial \sigma} \right)^{2} \right)^{-1} , \tag{6}
\]

where \( \kappa \) is the von Kármán constant, \( z_{0} \) is the roughness height of the lakebed, and \( r_{s} \) is the roughness height of the lake surface.
3.1.3 Boundary conditions

Wind stress at the lake surface:
\[
\frac{\rho A v}{H} \left( \frac{\partial u}{\partial x'}, \frac{\partial v}{\partial y'} \right) = \rho_a C_s \sqrt{u_w^2 + v_w^2} (u_w, v_w),
\]
where \(\rho_a\) is the air density, \(u_w\) and \(v_w\) are the wind speed components in the \(x\)- and \(y\)-directions at 10 m above the lake surface (m s\(^{-1}\)), respectively, and \(C_s\) is the wind drag coefficient.

Here, according to the process-based observations and model calibration described in the following section 4.1, we define a new expression of \(C_s\) that considers the discontinuity of changing trend and directionality of wind momentum transmission, which differs from previously reported expressions of \(C_s\):

\[
x\text{-direction: } C_s = \begin{cases} 0.00046 \left( \frac{35}{0.1 + e^{-4(0.1|u_w|)}} + 0.25 \right) & |u_w| \geq 7.5 \\
0.00074 & |u_w| < 7.5 \end{cases},
\]
\[
y\text{-direction: } C_s = \begin{cases} 0.00046 \left( \frac{35}{0.1 + e^{-4(0.1|v_w|)}} + 0.25 \right) & |v_w| \geq 7.5 \\
0.00074 & |v_w| < 7.5 \end{cases}.
\]

Friction at the lakebed:
\[
\frac{\rho A v}{H} \left( \frac{\partial u}{\partial x'}, \frac{\partial v}{\partial y'} \right) = \rho C_B \sqrt{u^2 + v^2} (u, v),
\]
where \(C_B\) is the bottom friction coefficient that is given by:
\[
C_B = \left( \frac{\kappa}{\ln \left( \frac{D_H + z_0}{z_0} \right)} \right)^2.
\]

3.1.4 Wave-induced radiation stress

Wave-current interaction is a complicated process (Mellor, 2008). Up to now, it is not fully understood. Longuet-Higgins and Stewart (1964) firstly proposed the concept of wave-induced radiation stress and Sun et al. (2006) derived the expressions of the stress for three-dimensional current numerical models:

\[
F_w = -\frac{\partial}{\partial x} \left[ \frac{\pi g h L^2 \cos \phi}{2L} \sin \theta_m \sinh \left( \frac{4\pi \theta_m H}{L} \right) \right] + \frac{\partial}{\partial y} \left[ \frac{\pi g h L^2 \sin \phi}{2L} \sinh \left( \frac{4\pi \theta_m H}{L} \right) \right] - \frac{\pi g h L^2 T_0 \sin \phi \cosh \left( \frac{4\pi \theta_m H}{L} \right)}{L^2 \sinh \left( \frac{4\pi \theta_m H}{L} \right)},
\]
\[
F_x = F_w \sin \left( \theta_m - \frac{\pi}{2} \right),
\]
\[
F_y = F_w \cos \left( \theta_m - \frac{\pi}{2} \right),
\]

where \(H_s\) is the significant wave height (m), \(T_0\) is the wave period (s), \(L\) is the wavelength (m), \(\theta_m\) is the mean wave direction, and \(\theta_1\) is the angle between the mean wave direction and geographical east direction.
3.1.5 Solution of equations

The splitting mode technique (Blumberg and Mellor, 1987) and alternation direction implicit difference scheme (Butler, 1980) are used to discretize the Equations (1 to 3) on the staggered grid (Figs. 2 and 3). The detailed description of the solution of equations is indicated in Appendix A3.

3.2 Simulating WAVes Nearshore model

In view of the importance of wind waves in the hydrodynamic and ecological processes of shallow lakes, the SWAN model, which has been proven suitable for simulating the wind waves in Lake Taihu (Wang et al., 2016; Wu et al., 2019; Xu et al., 2013) was used to simulate the spatiotemporal variation of wind waves in the lake. The governing equation for SWAN is the wave action balance equation:

\[
\frac{\partial N}{\partial t} + \frac{\partial c_x N}{\partial x} + \frac{\partial c_y N}{\partial y} + \frac{\partial c_{\sigma_1} N}{\partial \sigma_1} + \frac{\partial c_\theta N}{\partial \theta} = S, \tag{15}
\]

where \( N \) is the action density spectrum, \( t, x, \) and \( y \) are the time and horizontal coordinate directions, respectively, \( \sigma_1 \) is the relative frequency, \( \theta \) is the wave direction, \( c_x, c_y, c_{\sigma_1}, \) and \( c_\theta \) denote the wave propagation velocity in \( x, y, \sigma_1, \) and \( \theta \) space, respectively, and \( S \) is the source in terms of energy density representing the effects of generation, dissipation, and nonlinear wave-wave interactions. \( H_S, T_0, L \) and \( \theta_m \) are deduced from the value of \( N(x, y, t, \sigma_1, \theta) \) (Booij et al., 2004). The action balance equation is solved in the Cartesian coordinate system using the first-order upwind scheme of the finite difference method (Booij and Holthuijzen, 1999; Booij et al., 2004).

3.3 Two-way coupling of the LCM with SWAN

SWAN and LCM were coupled together to establish the WCCM model (Fig. 3). The current speeds \( u \) and \( v \), and the water level \( \zeta \) that are computed by the LCM model are inputs of the SWAN model. On the other hand, \( H_S, T_0, L \) and \( \theta_m \) that are computed by the SWAN model are used as inputs in the LCM model, for the computation of the wave induced radiation stresses \( F_x \) and \( F_y \) (Eqs. (13) and (14)).

3.4 Configuration of the WCCM in Lake Taihu

The WCCM is used to simulate the wind waves and lake currents of Lake Taihu during the period of process-based field observations. The computational domain of Lake Taihu (Fig.1) for the LCM is divided in \( 72 \times 72 = 5184 \) cells at 1 km resolution. The water column is divided into five layers in the vertical direction and the time step is 30 s. The value of \( \alpha \) is 0.5. Lake Taihu is considered as a closed lake for the simulation because the influence of inflows and outflows on the current field is very small compared to the influence of the wind stress (Li et al., 2011; Wu et al., 2018; Zhao et al., 2012). The simulations therefore disregard the inflows and outflows. The model inputs at the air-water boundary include air temperature,
surface air pressure, cloud cover, relative humidity, wind speed and direction provided by the LCWS and TLLER stations (Fig. 1). Among them, the measured wind speed at 5 m above the water surface was adjusted to 10 m (Wu et al., 2018) using the method suggested by the Coastal Engineering Research Center (1984). The initial condition for the water level was obtained by interpolation of the values of the water levels measured at stations WL1–WL5 at the beginning of the model integration. The initial water temperature was set to the measured values recorded by the ADP at the beginning of the model integration and the current speed was initialized by 0 m s\(^{-1}\).

Ten parameters need to be determined for the simulation of the LCM (Table 1). Among them, \(\varphi, g, \kappa, \) and \(\rho_s\) are constants, while \(A_r\) and \(C_B\) values can be calculated from the values of \(\kappa, z_0\) and \(r_c\). \(A_H\) and \(z_0\) values are the same values as the ones used for the EFDC (Environmental Fluid Dynamics Code) and \(r_c\) is set to 0.01 (Table 1). Being described in the following section, the EFDC, which is a hydrodynamic numerical model, is used here to evaluate the WCCM’s performance. The expression of the wind drag coefficient is designed and calibrated using the process-based observation data of 2015. The mesh of the SWAN model is the same as the horizontal mesh of the LCM. Considering the randomness of wind waves, the characteristic values of wind waves are typically represented by the statistical values of the high frequency pressure records over a 10-min period. The time increment of the SWAN model was therefore set to 600 s. The frequency band was set to 0.04–4 Hz and the wave direction ranged from 0° to 360° with an increment of 6°. The second generation mode was used to calculate the source term (e.g., wind input, depth-induced wave breaking, bottom friction, triads). The parameter \(c_{\text{drag}}\) of the SWAN model was set to 0.00133 and the Collins bottom friction coefficient was set to 0.025. The calibration and validation of these parameters have been reported in previous studies (Xu et al., 2013; Wang et al., 2016).

Considering the time of the peak of the winds and cold start of the WCCM, the hydrodynamic time series of the latter half of the 2015 observation (from 0:00 on August 8 to 0:00 on August 12, 2015; Summer observation in 2015) were used to calibrate the WCCM and those of the latter half of the 2018 observation (from 0:00 on December 26 to 0:00 on December 31, 2018; Winter observation in 2018) were used to evaluate WCCM’s performance.

Because the influence of lake currents on the SWAN-simulated wind waves has already been analyzed in Lake Taihu (Li et al., 2007), only the WCCM simulation of lake currents was evaluated in this study.

### 3.5 Methods

#### 3.5.1 Statistical analysis

To evaluate the WCCM model performance, the mean absolute error (MAE), the root mean square error (RMSE), and the correlation coefficient (\(r\)) between the measured and simulated values at both significance levels of \(p < 0.05\) and \(p < 0.01\) are considered (Koue et al., 2018). The magnitude of lake current speed is expressed as the mean ± standard deviation.

The mean absolute error of the horizontal current direction (MAE\(_{\text{UVD}}\); Carvalho et al., 2012) is used to compare the simulated and measured values:

\[
\text{MAE}_{\text{UVD}} = \frac{1}{N} \sum_{i=1}^{N} |M_i - O_i| \\
|M_i - O_i| < 180^0, 
\]
\[ MAE_{UVD} = \frac{1}{n} \sum_{i=1}^{n} |M_i - O_i| \left( 1 - \frac{360}{|M_i - O_i|} \right) \] \[ |M_i - O_i| \geq 180^\circ, \] (17)

In addition, ArcGIS 10.2 (ESRI Inc., USA) was used to process the spatial data and Tecplot 360 (Tecplot Inc., USA) was used to draw contours of the water level, current field, and streamtraces.

### 3.5.2 Comparison between the WCCM and EFDC

Comparison between different models is a useful method to study currents in large water bodies (Huang et al., 2010; Morey et al., 2020). The EFDC is one of the most widely used models for shallow lakes worldwide (Chen et al., 2020) and offers a general-purpose modeling package to simulate three-dimensional flow, transport, and biogeochemical processes in surface water systems (Ji et al., 2001; Ji, 2008). The EFDC has been successfully applied in Lake Taihu modelling (Li et al., 2011; Li et al., 2015; Wang et al., 2013).

The EFDC hydrodynamic model was developed by Hamrick (1992) and its governing equations are the same as Eqs. (1)–(3). It uses the splitting mode technique to solve the continuity equation and momentum equation in the \( \sigma \) coordinate system. The Mellor-Yamada turbulence model is used in EFDC to calculate the vertical eddy viscosity (Ji et al., 2001). The wind stresses in the EFDC is calculated using the following equations (Hamrick, 1992; Li et al., 2015):

\[
(\tau_{sx}, \tau_{sy}) = \frac{\rho_s}{\rho} C_s' \sqrt{u_w^2 + v_w^2} (u_w, v_w), \tag{18}
\]

\[
C_s' = 0.001(0.8 + 0.065\sqrt{u_w^2 + v_w^2}), \tag{19}
\]

The mesh used for the simulation with the EFDC is the same as the LCM and WCCM. After consulting the authors of the uncertainty and sensitivity analysis performed on the hydrodynamic parameters of the EFDC for Lake Taihu (Li et al., 2015), the optimal horizontal eddy viscosity was set to 1 m² s⁻¹, the roughness height to 0.005 m, and \( w_z \) to 0.7.

### 3.5.3 Numerical Experiments

Four numerical experiments were designed to evaluate the accuracy of the WCCM and to identify the relative importance of winds, wind waves, and turbulence in improving simulation of the wind-driven currents as follows:

- **Experiment 1, denoted EFDC**: numerical simulation of the lake currents using the EFDC. In this experiment, the Mellor-Yamada turbulence scheme is used and the drag coefficient is given by Eqs (18)-(19), but the wave-induced radiation stress is not considered (no coupling with SWAN);
- **Experiment 2, denoted LCM_1**: numerical simulation of the lake currents using the LCM, with the same expression of the drag coefficient as in EFDC (Eqs (18)-(19)), but a different turbulence scheme that is given by Eqs.(4)-(6), and still without consideration of wave-induced radiation stress;
- **Experiment 3, denoted LCM_2**: same experiment as LCM_1 with a different expression of the drag coefficient that is given by Eqs. (8)-(9), still without consideration of wave-induced radiation stress;
• Experiment 4, denoted WCCM: same experiment as LCM_2 but with consideration of wave-induced radiation stress to achieve the two-way coupling model.

4 Results

4.1 Summer observation and model calibration in 2015

The average wind speed over Lake Taihu between 0:00 on August 8 and 0:00 on August 12, 2015 was 8.6 m s\(^{-1}\) (Fig. 4) with a maximum of 13.5 m s\(^{-1}\) at 13:00 on August 10, corresponding to a wind direction of 107.5°. Lake Taihu experienced a strong southeast-east wind event during the observation.

The mean water level observed at the five stations was 3.64 ± 0.01 m with a maximum of 4.04 m recorded at the WL1 station at 12:00 on August 10 (Fig. 5) corresponding to the 3.38 m recorded at the WL4 station. The mean measured current speeds of the surface, middle, and bottom water layers at the LCWS station (Fig. 6) were 5.0 ± 3.0, 5.5 ± 3.5, and 5.4 ± 3.6 cm s\(^{-1}\), respectively.

The average \(r\) values between simulated and measured water levels of EFDC, LCM_1, LCM_2, and WCCM are 0.87, 0.88, 0.86, and 0.86 (\(p < 0.01\); Table 2), respectively, and the average RMSE values are 0.05, 0.05, 0.05, and 0.04 m. The average \(r\) values between simulated and measured current speeds of EFDC, LCM_1, LCM_2, and WCCM are 0.46, 0.57, 0.61, and 0.66 (\(p < 0.01\); Table 3), while the average MAE values are 57°, 57.1°, 56.3°, and 52.9°.

The contours of the water level simulated by the WCCM at 13:00 on August 10, corresponding to the time of the maximum wind speed, are similar to the EFDC simulation and show a decrease trend from northwest to southeast (Fig. 7). The surface current field simulated by these two models mainly flows from southeast to northwest, which can be further demonstrated by the simultaneous stream traces (Fig. B.1). The middle and bottom current fields of the southern part of the lake are consistent with the surface current field, but those in the center and northern parts of the lake mainly flow from southwest to northeast.

A major difference between the WCCM- and EFDC-simulated current fields is in that the current speed simulated by the former is significantly higher (Fig. 7). There are vortexes produced by the WCCM in the upwind area, such as in Xukou Bay and northwest of Xishan Island (Fig. B.1). In contrast, the vortexes simulated by the EFDC tend to be located in the downwind area, such as Zhushan Bay and Meiliang Bay (Fig. B.1).

4.2 Winter observation and model validation in 2018

The average wind speed over Lake Taihu is 8.7 m s\(^{-1}\) between 00:00 on December 26 and 00:00 on December 31, 2018 (Fig. 8) with a maximum of 13.6 m s\(^{-1}\) at 22:00 on December 26, corresponding to a wind direction of 26.3°. Lake Taihu experienced a strong north-northeast wind event during the observation.

The mean water level over the five stations was 3.46 ± 0.01 m with a minimum of 3.23 m recorded at the WL5 station at 22:00 on December 26 corresponding a secondary peak of 3.62 m recorded at the WL3 station (Fig. 9). The mean measured
surface, middle, and bottom current speeds at the LCWS station (Fig. 10) were 3.7 ± 2.0, 3.5 ± 2.0, and 4.2 ± 2.2 cm s⁻¹, respectively.

The EFDC, LCM_1, LCM_2, WCCM-simulated water levels at each water level station significantly correlate with the measured values (p < 0.01; Table 4). The average r values are 0.87, 0.88, 0.88, and 0.87, respectively, and the average RMSE values are 0.04, 0.05, 0.03, and 0.03 m. The average r values between simulated and measured current speed of EFDC, LCM_1, LCM_2, and WCCM are 0.21, 0.22, 0.29, and 0.3 (p < 0.05; Table 5), while the average MAE_UVD values are 77°, 77.2°, 77°, and 75.7°.

The water level contours simulated by the WCCM at 22:00 on December 26, 2018, corresponding to the time of the maximum wind speed, are similar with those by the EFDC. They show a decrease trend from southwest to northeast (Fig. 11). The surface current fields simulated by these two models mainly flow from north to south, which can be further demonstrated by the simultaneous stream traces (Fig. B.2). The middle and bottom current fields mainly flow from northwest to southeast.

The main difference between the WCCM- and EFDC-simulated current fields is that the current speed simulated by the former is significantly higher (Fig. 11). Clockwise vortexes formed in Gonghu Bay in the surface, middle, and bottom current fields simulated by the EFDC (Fig. B.2), whereas this clockwise vortex is only located in the middle current field simulated by the WCCM.

5 Discussion

Influenced by the strong southeast-east wind event during the summer observation in 2015, the maximum water level difference at 12:00 on August 10 between WL1 located in the downwind lake area and WL4 station located in the upwind lake area was 0.66 m (Fig. 5). Before this maximum, all of the measured surface, middle, and bottom currents flow along wind direction and their speed significantly increased (Fig. 6). It can be concluded that the strong southeast-east winds drive whole water column at the LCWS station to form monolayer wind-driven currents, and then result in a downwind upwelling (Wu et al., 2018). Similarly, generated by the strong north-northeast wind event during the winter observation in 2018, wind-driven currents also result in a downwind upwelling, despite both of the wind-driven currents and upwelling of the winter observation are weaker than those of the summer observation (Fig. 10). These summer and winter upwelling processes provided us excellent chance to evaluate the performance of the WCCM in Lake Taihu.

The numerical solutions of the governing equations and most parameter values of the WCCM are similar to those of the EFDC. The main differences between the two models are the vertical eddy viscosity, the wind drag coefficient, and the wave-induced radiation stress. The numerical experiments shows that the average correlation coefficient between the WCCM-simulated and measured current speeds increased by 36.4% compared with the results of the LCM_1, or 42.9% compared with the results of the EFDC in 2018. The current direction and field simulated by the WCCM are also improved,
whereas the water level is simulated at similar accuracy as by the EFDC. The WCCM can accurately simulate the wind-driven currents, and subsequent the downwind upwelling in Lake Taihu.

5.1 Wind drag coefficient

This variable is a key parameter for hydrodynamic numerical models. The EFDC parameter sensitivity analysis shows that the wind drag coefficient is the most sensitive parameter for simulating current velocity in Lake Taihu (Li et al., 2015). The correlation coefficients between the simulated and measured current speeds of LCM_2 and WCCM, which use the new expression of $C_w$ considering the discontinuity of changing trend and directionality of wind momentum transmission, are significantly greater than those of EFDC and LCM_1 (Tables 3 and 5). This implies that the use of the new $C_w$ mainly contributes to the increase of the correlation coefficient.

A piecewise function is firstly proposed in this study to describe the discontinuity of the changing trend of the wind momentum transmission. The changing trend of the wind drag coefficient at the water surface is discontinuous (Wu, 1980). The atmospheric surface layer appears to be aerodynamically rough related to wind waves for wind speeds $> 7.5 \text{ m s}^{-1}$ and aerodynamically smooth for wind speeds $< 3 \text{ m s}^{-1}$ (Wu, 1980). The transmission efficiency of wind momentum to the water under aerodynamically rough conditions is higher than that under aerodynamically smooth conditions (Lükő et al., 2020).

Field observations of Lake Taihu indicate that $C_w$ increases with wind speed (Xiao et al., 2013). A critical wind speed of 7.5 m s$^{-1}$ is therefore adopted to describe the discontinuity. As shown in Eqs. (8) and (9), a logistic curve is used to describe the increase of $C_w$ for wind speeds $> 7.5 \text{ m s}^{-1}$, otherwise $C_w$ is a constant value.

The directionality of wind momentum transmission is further addressed using different $C_w$ values in the x- and y-directions. There have been numerous expressions designed to calculate wind drag coefficient based on ocean environments (Geernaert et al., 1987; Large and Pond, 1981; Lükő et al., 2020; Wu, 1980; Zhou et al., 2009). However, few expressions consider the directionality of wind momentum transmission. There is a contradiction that: $C_w$ increases with wind speed (Lükő et al., 2020; Xiao et al., 2013), while the tilt of water surface along wind direction in large shallow lakes with limited water depth and fetch due to the upwelling will decrease the wind momentum transmission efficiency. Because of this contradiction, the same transmission efficiency of wind momentum is used in both of being perpendicular and parallel to wind directions, which may over- or under-estimate the wind drag coefficient in any one direction.

5.2 Wave-induced radiation stress

This is the first time for wave-induced radiation stress to be considered in simulating wind-driven currents in large shallow lakes. The results show that it can improve the simulated current direction. In 2015, the MAE$_{\text{UVD}}$ values of the LCM_2 (average $\text{MAE}_{\text{UVD}}$ of 56.3°; Table 3) are greater than those of the WCCM (average $\text{MAE}_{\text{UVD}}$ of 52.9°; Table 4). A similar result can be achieved by comparing the $\text{MAE}_{\text{UVD}}$ values between the LCM_2 and WCCM in 2018 (Table 5). Moreover, the correlation coefficients of LCM_2 in 2018 are slightly less than those of the WCCM in 2018 (Table 5), which implies that wave-induced radiation stress can also contribute to the improvement of the WCCM-simulated current speed.
The comparison between the WCCM- and EFDC-simulated current fields further demonstrates the importance of wave-induced radiation stress. Although the current field simulated by the WCCM is similar to that by the EFDC, the vortex locations simulated by these models are quite different. In 2015, the middle and bottom current fields simulated by the EFDC exhibit counterclockwise vortexes in Zhushan Bay and Meiliang Bay (Fig. B.1), which are located in the downwind area, but the current fields simulated by the WCCM do not show the same phenomenon. This is because the interaction between wind waves and lake currents in the downwind area is violent owing to wave deformation resulting from the shallow water and lakeshore. The wave-induced radiation stress makes the vortex less likely to form in this area. Conversely, the middle and bottom current fields simulated by the LCM_2 without wave-induced radiation stress also show counterclockwise vortexes in Zhushan Bay and Meiliang Bay (Fig. B.3), which is similar to the result of the EFDC.

5.3 Vertical eddy viscosity

Comparing with other variables, the vertical eddy viscosity play a less prominent part in the development of the wind-driven currents. In our study, Mellor-Yamada level-2.5 turbulence closure model (Mellor and Yamada, 1982; Ji et al., 2001) is adopted in the EFDC and the other parameters are determined after parametric uncertainty and sensitivity analysis (Li et al., 2015), while a simple turbulence scheme (equation (4)-(6)) is adopted in the LCM_1. However, the accuracy of the LCM_1 is rather similar to that of the EFDC (Tables 2, 3, 4, and 5), which implies that the high-order turbulence scheme does not improve the lake current simulations (Koue et al. 2018), while the simple turbulence scheme makes the WCCM more efficient.

6 Conclusion

The strong summer or winter winds generate wind-driven currents in Lake Taihu, and subsequent results in downwind upwelling. Based these processes and numerical experiments, a wave-current coupled model (WCCM) is developed by reconsidering the expressions of winds, wind waves, and turbulence. It can accurately simulate the development of wind-driven currents with a 42.9% increase of simulated current speed compared with the EFDC results of 2018. The new expression of the wind drag coefficient is mainly responsible to increase of the correlation coefficient between the WCCM-simulated and measured current speeds. The introduction of wave-induced radiation stress can contribute to the improvement of the simulated current direction and fields, and slightly improve the simulation of current speed. Moreover, the simple parameterized turbulence scheme is sufficient for the simulation of wind-driven currents in Lake Taihu.

It should be noted that despite the performance of the numerical models had been greatly improved, the correlation between simulated and measured current speed remains low, especially for the 2018 observation. Actually, few model studies are reported to conduct this correlation analysis because of lack data or worse results. Therefore, we urge that more process-based field observations are required to help us to fully understand the real hydrodynamic characteristics of large shallow lakes and further improve the performance of shallow lake current models.
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### Table 1 Parameter values and variable equations used for lake current simulation in the LCM

| Parameter | Description                              | Value     | Unit  |
|-----------|------------------------------------------|-----------|-------|
| $\varphi$ | Latitude                                 | 31.245°   |       |
| $g$       | Gravitational acceleration               | 9.8       | m s$^{-2}$ |
| $A_H$     | Horizontal eddy viscosity                | 1         | m$^2$ s$^{-1}$ |
| $A_v$     | Vertical eddy viscosity                  | Equation(4),(5) and (6) | m$^2$ s$^{-1}$ |
| $z_0$     | Roughness height of lakebed              | 0.005     | m     |
| $r_s$     | Roughness of lake surface                | 0.01      |       |
| $\kappa$ | von Kármán constant                      | 0.4       |       |
| $\rho_a$ | Air density                              | 1.293     | kg m$^{-3}$ |
| $C_s$     | Wind drag coefficient                    | Equation(8) and (9) |       |
| $C_B$     | Drag coefficient of lakebed              | Equation(11) |       |
Table 2 Correlation coefficient ($r$) and mean absolute error ($\text{RMSE}_{WL}$) between the simulated and measured water level during 2015 observation for the numerical experiments

| Model | Statistics | WL1  | WL2  | WL3  | WL4  | WL5  |
|-------|------------|------|------|------|------|------|
| EFDC  | $r$        | 0.96** | 0.95** | 0.66* | 0.89** | 0.89** |
|       | $\text{RMSE}$ | 0.05 | 0.05 | 0.05 | 0.05 | 0.06 |
| LCM_1 | $r$        | 0.96** | 0.95** | 0.72** | 0.89** | 0.90** |
|       | $\text{RMSE}$ | 0.05 | 0.05 | 0.04 | 0.05 | 0.06 |
| LCM_2 | $r$        | 0.96** | 0.95** | 0.62** | 0.92** | 0.83** |
|       | $\text{RMSE}$ | 0.04 | 0.04 | 0.04 | 0.05 | 0.06 |
| WCCM  | $r$        | 0.96*  | 0.94  | 0.66* | 0.90* | 0.84* |
|       | $\text{RMSE}$ | 0.03 | 0.04 | 0.04 | 0.05 | 0.06 |

*p < 0.05, **p < 0.01.
Table 3 Correlation coefficient ($r$) and mean absolute error between the simulated and measured current velocity (current speed, $MAE_{UV}$; current direction, $MAE_{UVD}$) during the 2015 observation for the numerical experiments

| Model  | Surface $r$ | $MAE_{UV}$ (m s$^{-1}$) | $MAE_{UVD}$ ($^\circ$) | Middle $r$ | $MAE_{UV}$ (m s$^{-1}$) | $MAE_{UVD}$ ($^\circ$) | Bottom $r$ | $MAE_{UV}$ (m s$^{-1}$) | $MAE_{UVD}$ ($^\circ$) |
|--------|-------------|--------------------------|------------------------|------------|--------------------------|------------------------|------------|--------------------------|------------------------|
| EFDC   | 0.44**      | 0.023                    | 60.8                   | 0.49**     | 0.020                    | 55.2                   | 0.45**     | 0.021                    | 55.0                   |
| LCM_1  | 0.58**      | 0.026                    | 62.6                   | 0.60**     | 0.025                    | 54.1                   | 0.53**     | 0.025                    | 54.5                   |
| LCM_2  | 0.63**      | 0.023                    | 56.7                   | 0.65**     | 0.026                    | 55.5                   | 0.55**     | 0.026                    | 56.7                   |
| WCCM   | 0.64**      | 0.024                    | 58.2                   | 0.70**     | 0.023                    | 48.6                   | 0.64**     | 0.021                    | 52.1                   |

*p < 0.05, **p < 0.01.
Table 4 Correlation coefficient ($r$) and mean absolute error (RMSE) between the simulated and measured water level during the 2018 observation for the numerical experiments

| Model  | Statistics | WL1  | WL2  | WL3  | WL4  | WL5  |
|--------|------------|------|------|------|------|------|
| EFDC   | $r$        | 0.91* | 0.95*| 0.80*| 0.82*| 0.88*|
|        | RMSE       | 0.04  | 0.03  | 0.05  | 0.03  | 0.07  |
| LCM_1  | $r$        | 0.91* | 0.95*| 0.79*| 0.84*| 0.89*|
|        | RMSE       | 0.05  | 0.04  | 0.06  | 0.03  | 0.08  |
| LCM_2  | $r$        | 0.91* | 0.95*| 0.81  | 0.84  | 0.89*|
|        | RMSE       | 0.03  | 0.02  | 0.05  | 0.02  | 0.05  |
| WCCM   | $r$        | 0.91* | 0.94*| 0.81*| 0.82*| 0.89*|
|        | RMSE       | 0.02  | 0.02  | 0.05  | 0.02  | 0.06  |

*P < 0.05, **P < 0.01.
Table 5: Correlation coefficient (r) and mean absolute error between the simulated and measured current velocity (current speed, \( \text{MAE}_{\text{UV}} \); current direction, \( \text{MAE}_{\text{UVD}} \)) during the 2018 observation, for the numerical experiments

| Model  | Surface | Middle | Bottom |
|--------|---------|--------|--------|
|        | \( r \) | \( \text{MAE}_{\text{UV}} \) (m s\(^{-1}\)) | \( \text{MAE}_{\text{UVD}} \) (°) | \( r \) | \( \text{MAE}_{\text{UV}} \) (m s\(^{-1}\)) | \( \text{MAE}_{\text{UVD}} \) (°) | \( r \) | \( \text{MAE}_{\text{UV}} \) (m s\(^{-1}\)) | \( \text{MAE}_{\text{UVD}} \) (°) |
| EFDC   | 0.29**  | 0.021  | 81.4   | 0.19**  | 0.019  | 77.2   | 0.15*  | 0.021  | 72.4   |
| LCM_1  | 0.28**  | 0.020  | 83.6   | 0.22**  | 0.021  | 74.5   | 0.16*  | 0.023  | 73.5   |
| LCM_2  | 0.32**  | 0.020  | 83.8   | 0.29**  | 0.019  | 74.4   | 0.26*  | 0.021  | 72.8   |
| WCCM   | 0.31**  | 0.020  | 81.2   | 0.31**  | 0.019  | 73.5   | 0.28** | 0.021  | 72.4   |

*\( P < 0.05 \), **\( P < 0.01 \).
Figure 1: Location of the Taihu Laboratory for Lake Ecosystem Research (TLLER), the five water level stations (WL1–WL5), and the Lake Current and Weather Station (LCWS) for recording the lake currents and meteorological data.
Figure 2: Lake bed elevation ($h$), water level ($\zeta$), and water depth ($H$) in the Cartesian coordinate system (left). The three components of lake current velocity in the $i^{th}$ ($x$-direction), $j^{th}$ ($y$-direction), and $k^{th}$ ($\sigma$-direction) grid of the mesh in the sigma ($\sigma$) coordinate system (right).
Figure 3: Structure of the Wave-Current Coupled Model (WCCM) obtained by two-way coupling SWAN and LCM models, with the variables definition and the data transmission between the meshes.
Figure 4: Variation of wind speed and wind direction at 10 m above the water surface at the LCWS station during the 2015 observation.
Figure 5: Comparison between the WCCM-simulated and measured water levels at the WL1–WL5 stations during the 2015 observation.
Figure 6: Comparison between the measured and WCCM-simulated current speeds in the lake surface, middle, and bottom water layer at the LCWS station during the 2015 observation.
Figure 7: Comparison of the contour of water level and current fields in the surface, middle, and bottom water layers simulated by the WCCM with those simulated by the EFDC at 13:00 on August 10, 2015.
Figure 8: Variation of wind speed and direction at 10 m above the water surface at the LCWS station during the 2018 observation.
Figure 9: Comparison between the WCCM-simulated and measured water levels at the WL1–WL5 stations during the 2018 observation.
Figure 10: Comparison between the measured and WCCM-simulated surface, middle, or bottom current speeds at the LCWS station during the 2018 observation.
Figure 11: Comparison of the contour of the water level and surface, middle, and bottom current fields simulated by the WCCM with those simulated by the EFDC at 22:00 on December 26, 2018.
Appendix A

A1 Methods of coordinate transformation

\[
\frac{\partial \psi}{\partial x'} = \frac{\partial \psi}{\partial x} - \frac{1}{H} \frac{\partial \psi}{\partial \sigma} \left( \frac{\partial H}{\partial x} + \frac{\partial h}{\partial x} \right), \quad (A1-1)
\]

\[
\frac{\partial \psi}{\partial y'} = \frac{\partial \psi}{\partial y} - \frac{1}{H} \frac{\partial \psi}{\partial \sigma} \left( \frac{\partial H}{\partial y} + \frac{\partial h}{\partial y} \right), \quad (A1-2)
\]

\[
\frac{\partial \psi}{\partial \sigma} = \frac{1}{H} \frac{\partial \psi}{\partial \sigma}, \quad (A1-3)
\]

\[
\frac{\partial \psi}{\partial \zeta} = \frac{\partial \psi}{\partial \zeta} - \frac{\partial \psi}{\partial \sigma} \frac{\partial \zeta}{H} \frac{\partial \sigma}{\partial \zeta}, \quad (A1-4)
\]

\[
w' = H \dot{w} + \sigma \left( \frac{\partial \zeta}{\partial x} + u \frac{\partial \zeta}{\partial x} + v \frac{\partial \zeta}{\partial y} \right) + (1 - \sigma) \left( \frac{\partial h}{\partial x} + v \frac{\partial h}{\partial y} \right), \quad (A1-5)
\]

where \( \psi \) is \( u, v, \) and \( w \) in the sigma coordinate system and \( w' \) is the vertical velocity in the Cartesian coordinate system, \( \text{m s}^{-1} \).

A2 Secondary terms

\[
\epsilon_u = \frac{1}{H} \frac{\partial}{\partial \sigma} \left( \sigma \frac{\partial H}{\partial x} \right) \left( \frac{\partial h}{\partial x} - \frac{\partial H}{\partial x} \frac{\partial h}{\partial x} \right) - \frac{1}{\rho_0} \frac{\partial}{\partial x} \left( \frac{1}{\rho_0} \frac{\partial h}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{1}{\rho_0} \frac{\partial h}{\partial y} \right) + \frac{\partial}{\partial \sigma} \left( \frac{1}{\rho_0} \frac{\partial h}{\partial \sigma} \right) + \frac{\partial}{\partial z} \left( \frac{1}{\rho_0} \frac{\partial h}{\partial z} \right), \quad (A2-1)
\]

\[
\epsilon_v = \frac{1}{H} \frac{\partial}{\partial \sigma} \left( \sigma \frac{\partial H}{\partial y} \right) \left( \frac{\partial h}{\partial y} - \frac{\partial H}{\partial y} \frac{\partial h}{\partial y} \right) - \frac{1}{\rho_0} \frac{\partial}{\partial x} \left( \frac{1}{\rho_0} \frac{\partial h}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{1}{\rho_0} \frac{\partial h}{\partial y} \right) + \frac{\partial}{\partial \sigma} \left( \frac{1}{\rho_0} \frac{\partial h}{\partial \sigma} \right) + \frac{\partial}{\partial z} \left( \frac{1}{\rho_0} \frac{\partial h}{\partial z} \right), \quad (A2-2)
\]

\[
B_u = - \frac{\partial}{\partial x} \left( \frac{1}{\rho_0} \frac{\partial h}{\partial x} \right) - \frac{\partial}{\partial y} \left( \frac{1}{\rho_0} \frac{\partial h}{\partial y} \right) + fV + \int_0^1 F_x H d\sigma + \int_0^1 F_y H d\sigma + \int_0^1 \frac{1}{\rho_0} \frac{\partial u}{\partial \sigma} d\sigma, \quad (A2-3)
\]
\[ B_{V} = - \frac{\partial j_{0}^{1} Huv \sigma}{\partial x} - \frac{\partial j_{0}^{1} Hvv \sigma}{\partial y} + fU + \int_{0}^{1} F_y H d\sigma + H \frac{\partial}{\partial x} \left( A_{H} \frac{\partial j_{0}^{1} v\sigma}{\partial x} \right) + H \frac{\partial}{\partial y} \left( A_{H} \frac{\partial j_{0}^{1} v\sigma}{\partial y} \right) + \frac{\partial v}{\partial \sigma} \bigg|_{1}^{0} + j_{0}^{1} \varepsilon_{V} d\sigma , \quad (A2-4) \]
\[ 775 \]
\[ D_{U} = - \frac{\partial (hu)}{\partial x} - \frac{\partial (hu )}{\partial y} + fHv + F_{x} H + H \frac{\partial}{\partial x} \left( A_{H} \frac{\partial u}{\partial x} \right) + H \frac{\partial}{\partial y} \left( A_{H} \frac{\partial u}{\partial y} \right) + \varepsilon_{U} - B_{U} , \quad (A2-5) \]
\[ D_{V} = - \frac{\partial (hv)}{\partial x} - \frac{\partial (hv )}{\partial y} - fHu + F_{y} H + H \frac{\partial}{\partial x} \left( A_{H} \frac{\partial v}{\partial x} \right) + H \frac{\partial}{\partial y} \left( A_{H} \frac{\partial v}{\partial y} \right) + \varepsilon_{V} - B_{V} . \quad (A2-6) \]

A3 Solution of equations

Using the splitting mode technique (Blumberg and Mellor, 1987) and alternation direction implicit algorithm (Butler, 1980), the external mode is derived by vertically integrating the momentum equations to solve the change in water surface which feedback the internal mode and solve the vertical current velocity. Equations (1)–(3) are vertically integrated, and \( U = \int_{0}^{1} Hud\sigma \) and \( V = \int_{0}^{1} Hv \sigma d\sigma \) are used to represent the current speeds in the \( x \)- and \( y \)-directions. Equations (1)–(3) can then be transformed as follows:

\[ \frac{\partial \zeta}{\partial t} + \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0 , \quad (A3-1) \]
\[ \frac{\partial u}{\partial t} = - \frac{\rho g \partial \zeta}{\rho_0 \partial x} + B_{U} , \quad (A3-2) \]
\[ \frac{\partial v}{\partial t} = - \frac{\rho g \partial \zeta}{\rho_0 \partial y} + B_{V} , \quad (A3-3) \]

where \( B_{U} \) and \( B_{V} \) are shown in Eqs. (A2-1) and (A2-2).

The expressions of the internal mode can be achieved using Eq. (2) minus Eq. (A3-2), and Eq. (3) minus Eq. (A3-3):

\[ \frac{\partial (hu')}{\partial t} = \frac{1}{h} \frac{\partial}{\partial \sigma} \left( A_{V} \frac{\partial (u' + v' \Pi)}{\partial \sigma} \right) + D_{U} , \quad (A3-4) \]
\[ \frac{\partial (hv')}{\partial t} = \frac{1}{h} \frac{\partial}{\partial \sigma} \left( A_{V} \frac{\partial (u' + v' \Pi)}{\partial \sigma} \right) + D_{V} , \quad (A3-5) \]

790 Where \( u' = u - \frac{u}{h}, v' = v - \frac{v}{h} \), and \( D_{U} \) and \( D_{V} \) are shown in Eqs. (A2-5) and (A2-6).

These equations are discretized using the finite difference method. For the external mode equations, the alternation direction implicit difference scheme and staggered grid (Figs. 2, 3) are used to discretize Eqs. (A3-1) and (A3-2) and then obtain the equation to calculate \( U \) in the next time increment:

\[ \zeta_{i,j}^{n+1} + (1 - \alpha) \Delta t \frac{\partial u}{\partial x} \bigg|_{i,j}^{n+1} = \zeta_{i,j}^{n} - \alpha \Delta t \frac{\partial u}{\partial x} \bigg|_{i,j}^{n} - \Delta t \frac{\partial v}{\partial y} \bigg|_{i,j}^{n} , \quad (A3-6) \]
\[ 795 \quad (1 - \alpha)gH \Delta t \frac{\partial \zeta}{\partial x} \bigg|_{i + \frac{1}{2}, j}^{n+1} + U_{i+1/2,j}^{n+1} = -agH \Delta t \frac{\partial \zeta}{\partial x} \bigg|_{i + \frac{1}{2}, j}^{n} + U_{i+1/2,j}^{n} + \Delta t B_{U} \bigg|_{i + \frac{1}{2}, j}^{n} , \quad (A3-7) \]
where $\alpha$ is the format weight coefficient. When $\alpha = 1$, Eqs. (A3-6) and (A3-7) are explicit; otherwise, they are implicit. The definition of each variable on the staggered grid is shown in Figs. 2 and 3.

According to the $U$ value in next time increment, $\zeta$ and $V$ can be calculated by:

$$
\zeta_{i,j}^{n+1} + (1 - \alpha)\Delta t \frac{\partial v}{\partial y} |_{i,j} \frac{n + 1}{2} = \zeta_{i,j}^n - \alpha \Delta t \frac{\partial v}{\partial y} |_{i,j} \frac{n + 1}{2},
$$

(A3-8)

$$(1 - \alpha)gH\Delta t \frac{\partial \zeta}{\partial y} |_{i,j} \frac{n + 1}{2} + v_{i,j}^{n+1} = -\alpha gH\Delta t \frac{\partial \zeta}{\partial y} |_{i,j} \frac{n + 1}{2} + v_{i,j+\frac{1}{2}}^{n+1} + \Delta t B_v |_{i,j} \frac{n + 1}{2}.
$$

(A3-9)

Similarly, the alternation direction implicit difference scheme is used to discretize Eqs. (A3-4) and (A3-5) of the internal mode to obtain:

$$
0.5(H_{i,j+\frac{1}{2}}^{n+1} + H_{i,j}^{n+1})u_i^{n+1} |_{i,j} + \frac{1}{2}, k - (1 - \alpha)\Delta t\frac{\partial}{\partial \sigma} \left(A_v \frac{\partial (u' + \frac{v}{\mu})}{\partial \sigma} \right) |_{i,j} \frac{n + 1}{2}, k = 
$$

(A3-10)

$$
0.5(H_{i,j+\frac{1}{2}}^{n+1} + H_{i,j}^{n+1})u_i' |_{i,j} + \frac{1}{2}, k + \frac{\partial}{\partial \sigma} \left(A_v \frac{\partial (u' + \frac{v}{\mu})}{\partial \sigma} \right) |_{i,j} \frac{n + 1}{2}, k + \Delta t D_u |_{i,j} \frac{n + 1}{2}, k,
$$

(A3-11)

The chasing algorithm is used to solve the tridiagonal matrix formed by Eqs. (A3-10 and A3-11). The current numerical model was built based on these governing equations and written in Intel Visual Fortran (Intel Inc. USA).
Appendix B

Fig. B.1 Comparison of the flow fields and stream traces in the surface, middle, and bottom layers of Lake Taihu simulated by the WCCM and EFDC at 12:00 on August 10, 2015
Fig. B.2 Comparison of the flow fields and stream traces in the surface, middle, and bottom layers of Lake Taihu simulated by the WCCM and EFDC at 22:00 on December 26, 2018.
Fig. B.3 Comparison of the LCM_2-simulated streamtraces of the surface, middle, and bottom current fields in Lake Taihu at 12:00 on August 10, 2015