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Regarding the strange properties of quantum entropy and entanglement, e.g., the negative quantum conditional entropy, we revisited the foundations of quantum entropy, namely, von Neumann entropy, and raised the new method of quantum fine-grained entropy. With the applications in entanglement theory, quantum information processing, and quantum thermodynamics, we demonstrated the capability of quantum fine-grained entropy to resolve some notable confusions and problems, including the measure of entanglement and quantumness, the additivity conjecture of entanglement of formation etc, and the definition of temperature for single quantum system.

I. INTRODUCTION

Entropy is one fundamental concept in physics and has been diversified in different studies, e.g., information processing and thermodynamics. In these years, the development of the entanglement theory and quantum information processing (QIP) has stressed the significance of quantum entropy, e.g., von Neumann entropy and the quantum relative entropy. However, weirdness of quantum characters has caused much attention as well as trouble in the study of quantum entropy and entanglement. Discordance exists between the classical Shannon entropy and the quantum entropy. Also, due to entanglement, the property of quantum entropy becomes pretty strange, e.g., the quantum conditional entropy can be negative. Various measures of entanglement could confuse the physical essence of entanglement, also the difference between entropy and entanglement.

The difficulties in the study of quantum entropy and entanglement not only simply originate from the applications, also from some fundamental issues. One difficulty comes from the concept of entropy itself, e.g., there exists confusion whether entropy is objective or subjective, i.e., whether entropy describes the intrinsic uncertainty or our uncertain knowledge of the deterministic state. Confusions also come from whether it should be extensive or nonextensive. Another difficulty is from quantum mechanics. For instance, for one unmeasured system, what is its state? i.e., does it has one state while it is not measured? Are there two kinds of uncertainty, classical and quantum? These difficulties result in some notable problems, e.g., the relation between entropy and entanglement, the additivity of some quantities in QIP, the definitions of entropy and temperature for single quantum system etc. We will focus on these problems in our study, particularly, we address the concepts of “coarse-graining” and related “fine-graining”, which are seldom noticed in the study of quantum entropy and entanglement, and we introduce in the concept of “quantum fine-grained entropy” to resolve several related problems and explore some interesting features of quantum entropy.

II. QUANTUM FINE-GRAINED ENTROPY

In this section, we aim to introduce in the concept of quantum fine-grained entropy. The physical foundation of QFG entropy is based on the methods of coarse-graining and fine-graining, which relates to renormalization, also on the theory of density matrix. We also verify that the commonly used von Neumann entropy is a kind of coarse-grained entropy.

A. Coarse-graining and fine-graining

The method of coarse-graining is often involved in the theory of statistics and many-body dynamics. In the many-body system, there can be dynamics with different time and space scales simultaneously. For instance, the reaction between atoms involves the dynamics of electrons, as well as the dynamics of nucleus, which can be ignored via the Born-Oppenheimer approximation. The existence of various time and space scales results in the complexity of the dynamics. Coarse-graining is
the method used to reduce the complexity of the dynamics also the geometric structure of the system, and sometimes it has to be employed since the fine-grained dynamics is not attainable. Generally, there are kinds of coarse-graining in practice, here we can roughly clarify two types according to the scale property of the dynamics. type-I: coarse-graining within one scale, e.g., ignoring and tracing out some bodies of the many-body dynamics. type-II: coarse-graining between scales, e.g., ignoring the fast process i.e. the effect of this process is time-averaged out. Note that our simple classification of the types of coarse-graining does not affect the validity of our investigation on the QFG entropy.

There exist some well-known coarse-graining procedures in Classical Mechanics (CM). The classical dynamics can be described in the phase space, which can be divided into lattice with finite action of each region. In practice, there can be different strategies for coarse-graining. The basic one comes from the uncertainty principle $\Delta p \Delta q \geq \hbar/2$ due to Quantum Mechanics (QM), which provides the fundamental limit of the precision of measurement. Also, the information we know about the dynamics at each point of the phase space might be only probably true, thus we have to make average of action of each region. Another strategy can be due to some of the degree of freedom (d.o.f) of the dynamics is totally uncertain, then we have to ignore the d.o.f we do not know. Note that, the difference between ignoring and tracing out is trivial for classical dynamics since measurement does not play the fundamental roles, which is not the case for QM studied below.

In QM, the dynamics of density matrix acts in the Hilbert space $\mathbb{H}$. One of the well-known yet not well-understood coarse-graining is that in many-body system, e.g., multi-spins, the local state of one body is deduced by tracing out the other parts of the global states. However, coarse-graining does not directly mean tracing out, instead, there exists a step of “ignoring” beforehand. For instance, for Bell state $|\psi\rangle = \frac{1}{\sqrt{2}}(|00\rangle + |11\rangle)$, firstly by ignoring state of $B$ we get $|\psi'\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)|A\rangle$, where $|B\rangle$ labels state of $B$; then tracing out system $B$, we finally get $|\psi_A\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$, which is a superposed state. This is obviously different with the standard approach, where we trace out system $B$ directly resulting the totally mixed state $\rho_A = \text{diag}(1/2, 1/2)$. Note that state $\rho_A$ is the result of the optimal measurement of state $|\psi_A\rangle$, yet, coarse-graining does not actually involve any measurement. This is type-I coarse-graining. There exists another coarse-graining type in Hilbert space, which is type-II, that we take several non-orthogonal states as orthogonal basis. For instance, for state $\rho = \sum_i p_i |\phi_i\rangle \langle \phi_i|$, $\langle \phi_i|\phi_j\rangle \neq \delta_{ij}$, apply coarse-graining as $|\phi_i\rangle \rightarrow |i\rangle$ with $\langle i|j\rangle = \delta_{ij}$, then state $\rho = \text{diag}(p_1, p_2, \cdots)$. This kind of coarse-graining can be understood as a mean of labeling or encoding. This type of coarse-graining is involved in the definition of von Neumann entropy, as we will analyze later on. Besides, there can be other kinds of coarse-graining in Hilbert space $\mathbb{H}$, e.g., the density matrix can be cut off into blocks and some blocks are replaced by identity matrix while maintaining the trace.

In this work, instead of further analyzing on the method of coarse-graining itself, we will mainly focus on the interplay between quantum coarse-graining and quantum entropy.

B. Why do we need quantum fine-grained entropy in quantum mechanics?

To clarify the concept of quantum entropy, we need to start with the theory of density matrix, in the following, we will call $\rho$ as “state matrix” following the book [2] since the phrase “density” is quite misleading. For single system, the complete description of the system is the state vector $|\psi\rangle$, written in matrix formula as state matrix $\rho = |\psi\rangle \langle \psi|$, where the coherence (non-diagonal elements) is complete. If the coherence of the state matrix degenerates, we call the state as “mixed state”, where $\rho$ cannot be written as $|\psi\rangle \langle \psi|$, if the coherence disappears, we call it as “classical state”. One well-known fact is that the physical system corresponding to one state matrix $\rho$ is not unique, which indicates that the physical reality of a system relies directly on the detailed decomposition of the state matrix, as the result, the quantum entropy we can manipulate should be different.

It is established that the classical world results from decoherence and entanglement [3], here we show that in addition to which, the classical state can directly come from classical mixing. To start, we present the formalism of state matrix $\mathbb{H}$ in a new way. For many-body system, each body $i$ lives in one Hilbert space $\mathcal{H}_i$. There can be two basic types of the composite space, one is in direct-sum form $\mathcal{H}_1 = \bigoplus_i \mathcal{H}_i$, the other is in direct-product form $\mathcal{H}_1 = \bigotimes_i \mathcal{H}_i$. For $\mathcal{H}_1$, there must be no (or weak) interaction among the bodies, i.e., they form an ensemble, each body obeys the Liouville equation $i\hbar\dot{\rho}_i = [\mathcal{H}_i, \rho_i]$, ($\lambda$), with Hamiltonian $\mathcal{H}_i$, the whole system obeys $i\hbar\dot{\rho} = [\mathcal{H}_1, \rho]$, ($\alpha$), where $\mathcal{H}_1 = \bigoplus_i \mathcal{H}_i$, $\rho = \bigotimes_i \rho_i$. The equation ($\alpha$) is equivalent with the set of equations ($\lambda$) for each body. Now, make the sum of the set of equations ($\lambda$), note that there might be several bodies with the same $\rho_i$, thus we have the probabilities $p_i$ for $\rho_i$. After some algebra, we get $i\hbar\dot{\rho} = [\mathcal{H}_1', \rho]$, ($\beta$), where $\rho = \sum_i p_i \rho_i$, $\mathcal{H}_1' = \frac{1}{\sum_i p_i} \sum_i \mathcal{H}_i$, the other terms come from the classical mixing since there is no interaction among them [4]. For $\mathcal{H}_1'$, where there exist interactions among the bodies, the global system can be decomposed as $|\Psi\rangle = \sum_{\alpha} \alpha_i |e_1^j e_2^j \cdots e_n^j\rangle$, with $|e_i^j\rangle$ as the basis of the $j$-th body, which can be a multipartite entangled state. In QM, we need to pay attention
to the notion of “single system”, since it can be single body, e.g., one electron, or can even be the whole universe, which is highly a many-body system, due to entanglement. For single body system, the only possible origin of classicality comes from the interaction with other system, e.g., environment E, otherwise it stays as pure state. The interaction with the general form $H = \sum_i S_i \otimes E_i$, where operator $S_i$ ($E_i$) acts on the system $S$ ($E$), can entangle the $S$ and $E$ together. That is, the local coherence within $S$ and $E$ transfers to the global shared coherence (entanglement). When only measuring the system $S$, we will find that $S$ is in mixed state. However, before any measurement, the system $S$ is not necessarily in mixed state (also see Appendix A). Note that the system can stay pure when this interaction is not enough to generate entanglement, e.g., if the state of $E$ is classical, such as magnetic field, the coherence will stay within the system. For multi-partite entangled state, by tracing out some parts, the state of the remains can be in mixed state depending on the types of entangling \([3]\). To sum up briefly of the analysis above, relying on the two different structures of many-body Hilbert space and state matrix, there are two kinds of origins of classicality: mixing and entanglement.

One of the consequence of the above study is that, for instance, for state $\rho = \text{diag}(1/4, 1/4, 1/4, 1/4)$, we are not aware of its physical origin, e.g., it could be the single body system entangling with an environment, or two-body system entangling with other bodies, or a mixture of the Bell states, for different physical reality, the corresponding quantum entropies should be different, and the method of fine-graining is necessary.

In the study of QIP, there are also some hints for the existence of the QFG entropy, here we briefly discuss some of them as follows. Firstly, information is often classified into two types: classical and quantum (speaking or unspeaking). We say a quantum particle carries quantum information, e.g., the spin of one electron, even the electron is in a pure state $\langle \psi \rangle = \alpha \uparrow + \beta \downarrow$, it means that the entropy of pure state should not be zero! Secondly, different pure states are different, physically. For instance, the no-cloning theorem \([12]\) states that it is impossible to clone unknown states, e.g., two non-orthogonal states $\{\psi_1\}$ and $\{\psi_2\}$. To clone one state, we need to know all the information of the state; thus, no-cloning means the information of them are different. Further, we know the no-cloning theorem is equivalent with state discrimination which means that non-orthogonal states cannot be perfectly distinguished, which is further the analogue to the classical case to distinguish two probability distributions $\{p_i\}$ and $\{q_i\}$. Obviously, there are entropies of the two distributions, then it is reasonable that the entropies of the states $\{\psi_1\}$ and $\{\psi_2\}$ are not zero, either. Thirdly, from the spectrum theory of matrix, the usual quantum entropy only addresses the eigenvalues. However, the eigenvalues and eigenvectors both have physical meanings, the eigenvalues cannot represent the properties of the matrix totally, e.g., the Pauli matrix have the same eigenvalues $\lambda_{1,2} = \pm 1$, yet, they are different operations.

Furthermore, from the perspective of quantum foundation, the basic elements in QM are algebra and vector space, different from CM. Statistics is inherent in quantum dynamics, which is a way to describe the statistical properties of reality, independent of deterministic description, e.g., CM or Relativity. That is to say, the * Completeness* of quantum description of reality is in the quantum probabilistic sense. As a result, the wave function, although complete in the quantum sense, contains inherent uncertainty thus nonzero entropy.

From the above arguments, we can draw some lessons, for clarity, listed as follows.

**Lesson 1.** The quantum entropy of the pure state is not zero.

**Lesson 2.** The quantum entropies of the same $\rho$ with different decompositions are different. Thus, the entropy $\rho$ contains, the information we can possibly extract from it, and the work needed to “erase” the information depends on its decomposition.

**Lesson 3.** For many-body system, coarse-graining carries out by ignoring some parts instead of directly tracing them out.

### C. QFG entropy & von Neumann entropy

Next, we present the basic formalism of the QFG entropy. The state matrix of a general quantum system $\rho$ can be written as

$$\rho = \sum_i p_i \rho_i, \quad (1)$$

we call each $\rho_i$ as a “sector”, $n$ is the number of sectors, $\sum_i^n p_i = 1$. The dimension of the system we study in this work is finite, the generalization to infinite dimension case is direct. Without lose of generality, we do not specify the dimension of the system also the normalization relations we study below unless necessary.

Next, we define the QFG entropy for pure state and mixed state.

For pure state $\rho = |\psi\rangle \langle \psi|$, the system can be single-body or many-body.

For single-body system, under the orthonormal basis $\{|k\rangle\}$, define $|\psi\rangle = \sum_k \alpha_k |k\rangle$. The QFG entropy is

$$S_{FG}(|\psi\rangle) = -\sum_k |\alpha_k|^2 \log |\alpha_k|^2 = H(|\alpha_k|^2), \quad (2)$$

where $H(\cdot)$ is Shannon entropy. The QFG entropy for pure single-body system, highly depending on the decomposition, is generally nonzero, which is different from the common result. Also, the QFG entropy does not quantify the effects of the relative phase difference among the basis, since the phase relates to coherence directly rather than entropy, thus the QFG entropy manifests the difference between coherence (also entanglement) and entropy.
Note that there also exists the non-orthogonal decomposition of pure state as $|\psi\rangle = \sum_{i} \gamma_{i}|\phi_{i}\rangle$, with $\langle \phi_{i}|\phi_{j}\rangle \neq \delta_{ij}$ (11). The QFG entropy is $S_{FG}(|\psi\rangle) = -\sum_{i} |\gamma_{i}|^{2} \log |\gamma_{i}|^{2} + \sum_{i} |\gamma_{i}|^{2} S_{FG}(|\phi_{i}\rangle)$. By type-II coarse-graining, set $\{ |\phi_{i}\rangle \}$ as orthonormal basis, the QFG entropy reduces to that in Eq. (2).

For two-body entangled system $|\Psi\rangle = \sum_{r} a_{r} |\psi_{A}^{r}\rangle |\psi_{B}^{r}\rangle$, the states $\{ |\psi_{A}^{r}\rangle \}$ form the basis of $A (B)$. By type-I coarse-graining, we get $|\psi_{A}^{r}\rangle = \sum_{i} a_{r_{i}} |\psi_{A_{i}}^{r}\rangle$, $|\psi_{B}^{r}\rangle = \sum_{i} a_{r_{i}} |\psi_{B_{i}}^{r}\rangle$. The QFG entropy of the entangled system is

$$S_{FG}(|\Psi\rangle) = H(|a_{r}|^{2}) = -\sum_{r} |a_{r}|^{2} \log |a_{r}|^{2},$$

and the mutual information is

$$I_{FG}(|\Psi\rangle) = S_{FG}(|\psi_{A}\rangle) + S_{FG}(|\psi_{B}\rangle) - S_{FG}(|\psi\rangle) = H(|a_{r}|^{2}),$$

which is totally quantum, thus we call it as quantum correlation. As a result, there is no classical correlation in the pure entangled two-body system.

For instance, for the bipartite entangled state $|\psi\rangle = \frac{1}{\sqrt{2}} (|00\rangle + |10\rangle + |01\rangle - |11\rangle)$, which can also be written as $|\psi\rangle = \frac{1}{\sqrt{2}} |0\rangle + \frac{1}{\sqrt{2}} |1\rangle$ by ignoring the entropy contained in the basis which reduces the QFG entropy to von Neumann entropy. This follows from a more general observation that von Neumann entropy is practical in the case that the decomposition of the state matrix $\rho$ is unknown, yet, which can cause some un-physical consequences, such as the negative conditional entropy.

For multi-partite system, the definition of QFG entropy of the whole system is similar with the above, also the QFG entropy for each part follows by type-I coarse-graining, then we can define the mutual information between two parties or among many parties. Particularly, we employ the notation “(n,m)-mutual information” for a N-partite state, with $2 \leq m \leq n \leq N$, which means (n-party, m-partition), i.e., the mutual information $I_{m}^{(n)}$ is defined for n parties and shared in a m-partition way. For instance, $I_{3}^{(2)}$ for state $\rho_{ABC}$ can be $I_{1}(AB : C)$, $I_{1}(AB : C)$, $I_{1}(BC : A)$, $I_{1}(AC : B)$, $I_{3}^{(3)}$ is just $I_{1}(A : B : C)$. Below, let us do some sample calculations.

For the Greenberger-Horne-Zeilinger (GHZ) state (13)

$$|\Xi\rangle_{ABC} = \frac{\sqrt{3}}{2} (|000\rangle + |111\rangle),$$

the QFG entropies are $S_{FG}(ABC) = 1$, $S_{FG}(AB) = S_{FG}(AC) = S_{FG}(BC) = S_{FG}(A) = S_{FG}(B) = S_{FG}(C) = 1$, then the (2,2)-mutual information $I_{1}(A : B) = I_{1}(B : C) = I_{1}(A : C) = 1$, the (3,2)-mutual information $I_{1}(AB : C) = I_{1}(BC : A) = I_{1}(AC : B) = 1$, the (3,3)-mutual information $I_{1}(A : B : C) = 1$. For a general form $|\Xi\rangle = \alpha_{1}|000\rangle + \alpha_{2}|111\rangle$, we can find all the entropies are equal to the binary entropy $h(|\alpha_{1}|^{2})$. This unique feature shows that the GHZ state is maximally entangled. The other class of three-qubit entangled state is the W state (14, 15)

$$|W\rangle_{ABC} = \frac{\sqrt{3}}{3} (|001\rangle + |010\rangle + |100\rangle).$$
We find that all the entropies are equal to log 3, bigger than the GHZ state. The well-known result for W state is that there is no global entanglement shared by the three parties, yet, here we find that the (3,3)-mutual information is also maximal, the W state is also maximally entangled. A four-partite cluster state is defined as
\[
|C\rangle_{ABCD} = \frac{1}{2}(|0000\rangle + |0011\rangle + |1100\rangle - |1111\rangle). \quad (12)
\]
For partition AB|CD, |C\rangle_{AB|CD} = \frac{\sqrt{2}}{2}(|00\rangle_{AB}\phi^+_{CD} + |11\rangle_{AB}\phi^-_{CD})\), then state |C\rangle_{AB} = \frac{\sqrt{2}}{2}(|00\rangle + |11\rangle) with basis |00\rangle and |11\rangle, state |C\rangle_{CD} = \frac{\sqrt{2}}{2}(\phi^+ + \phi^-) with Bell basis |\phi^\pm\rangle. The QFG entropies are
\[
S_{QFG}(|C\rangle_{AB|CD}) = 1, S_{QFG}(|C\rangle_{AB}) = 1, S_{QFG}(|C\rangle_{CD}) = 1,
\]
then the mutual information \(I_{QFG}(|C\rangle_{AB|CD}) = 1\). The quantum cluster state only contains quantum correlation. Forth, correlation and the QFG entropy in multi-partite state depend on the type of partition directly. Fifth, the separable state only contains classical correlation, contrary with the result based on quantum discord [17, 18], as we will see later on.

Furthermore, it is crucial to verify that von Neumann entropy is exactly a kind of quantum coarse-grained entropy. In the original gedanken experiment [19], an ensemble of quantum gas which contains two kinds of particles are stored in a box, immersed in a reservoir keeping constant temperature. The process for the dynamics of the quantum entropy is mainly as follows:

**step 1.** Prepare the quantum gas in state \(\rho = (1-\lambda)\rho_1 + \lambda\rho_2\), with \(\rho_1 = |\psi_1\rangle_1|\psi_1\rangle\) and \(\rho_2 = |\psi_2\rangle_2|\psi_2\rangle\) as the two states of the gas, \(\lambda\) specifies the weight (probability) of the two states.

**step 2.** Connect with another box with the same volume, use ideal walls to separate the two states into the two boxes, respectively.

**step 3.** Get rid of the walls, then compress the two boxes, with the volumes proportional to their weight, to get the original volume of one box. The state is then the same with the initial state.

Based on the above procedure, if the two states \(\rho_1\) and \(\rho_2\) are distinguishable, the quantum entropy satisfies
\[
S(\rho) = (1-\lambda)S(\rho_1) + \lambda S(\rho_2) - \lambda\log(\lambda) - (1-\lambda)\log(1-\lambda), \quad (13)
\]
not the Boltzmann’s constant is ignored. The above relation depends on the decomposition of the state matrix, to avoid this, the entropy of the pure state \(|\psi_1\rangle\) and \(|\psi_2\rangle\) are set to be the constant zero, then the standard form of von Neumann entropy is derived.

The physical reason that why the entropy should not depend on the decomposition is not clear, though. Actually, in the above argument the technique of coarse-graining is involved. According to type-II coarse-graining, here set \(|\psi_1\rangle \equiv |0\rangle, |\psi_2\rangle \equiv |1\rangle, |0(1)\rangle\) are orthogonal or not, i.e., whether they can be totally distinguished or not, the QFG entropy relies on the fact that different sectors are prepared unconditionally thus the entropies of sectors can add up together with the mixing entropy.

The technique of coarse-graining and fine-graining, from another view, indicates that the description of entropy, to some extent, depends on our choice. In CM, we also need some choices, e.g., we need to choose the relative zero point for potential. We have to say our choice (observation, measurement) is also physical, which is consistent with the quantum measurement theory. In classical system, we do not need to quantify the quantum entropy although the uncertainty of quantum state exists, i.e., the quantum uncertainty is treated as “hidden information”. However, for quantum system, the entropy of quantum state cannot be coarse-grained basically, i.e., the QFG entropy depends on the decomposition directly.

### III. BASIC PROPERTIES OF ENTROPY

In this section, we analyze the basic properties of three kinds of entropies: Shannon entropy, von Neumann entropy and the QFG entropy. Note that there exist other kinds of entropy, e.g., Rényi entropy, which we do not study here. In the following, we first lay out the primary properties of entropy, then we compare those properties of the three kinds of entropies in details.

We remind that the origin of entropy lies in thermodynamics, where entropy is defined according to the change of heat under a certain temperature. By statistical physics, the macroscopic state is connected to the microscopic state, which leads to the Boltzmann entropy. Generally, entropy describes the degree of uncertainty of a random variable, classical or quantum, in sample space. We need to pay attention to the notion of “random”, which means the underlying dynamics is highly unpredictable. Actually, there does exist the dynamics of the random variable, no matter how complicated it is. The crux is that we ignore the detailed dynamics, which leads to the statistical description where entropy plays the role as an “order parameter”.
To define entropy, for simplicity, we take into account the two most primary requirements \([1, 4, 20]\), which are (1): the entropy is non-negative; (2): the entropy is additive for independent random variable. Suppose a random variable is \(W \equiv \{W_i, m_i\}\), \(W_i\) are the elements, which are not random variable, \(m_i\) are the corresponding probabilities, \(\sum_i m_i = 1\). The entropy \(E\) is defined as

\[
E(W) = -\sum_i m_i \log m_i. \tag{14}
\]

It’s direct to verify that the definition satisfies the two requirements.

The random variable can be generalized to the case when the elements \(W_i\) again are random variable \(W_i = \{W_i^α, m_i^α\}\) with \(\sum_α m_α = 1\). Then, the definition of entropy is generalized to

\[
E(W) = -\sum_i m_i log m_i + \sum_i m_i E(W_i), \tag{15}
\]

and \(E(W_i) = -\sum_α m_α log m_α^α\). To prove the additivity of the generalized entropy, let us start with the case of two independent random variables. Suppose \(W \equiv \{W_i^α \otimes W_i^β, m_i^α m_i^β\}\), \(\otimes\) denotes “independence” or “inconditionality”, the independent random variables \(W^α \equiv \{W_i^α, m_i^α\}\), and \(W^β \equiv \{W_i^β, m_i^β\}\), then the entropy is

\[
E(W) = -\sum_{i,j} m_i^α m_j^β \log (m_i^α m_j^β) + \sum_i m_i^α \sum_j m_j^β E(W_i^α \otimes W_j^β) \\
= -\sum_i m_i^α \log m_i^α - \sum_j m_j^β \log m_j^β \\
+ \sum_i m_i^α E(W_i^α) + \sum_j m_j^β E(W_j^β) \\
= E(W^α) + E(W^β), \tag{16}
\]

which proves the property of additivity. The case of many independent random variables follows directly. Thus, the property of additivity is proved.

From additivity, the property of subadditivity is induced when the random variables are not independent, i.e., there exists correlation among them. For the case of two dependent random variables \(X\) and \(Y\), the correlation \(I(X:Y)\), which is called mutual information, is defined as

\[
I(X:Y) = E(X) + E(Y) - E(X|Y), \tag{17}
\]

The primary property of the correlation is that it is non-negative \(I(X:Y) \geq 0\).

The subadditivity property follows the non-negativity of correlation, which is

\[
E(X|Y) \leq E(X) + E(Y). \tag{18}
\]

Here, for the quantity \(E(X|Y)\), the detailed form of the global state is necessary. For instance, when we deal with classical variable, often we need to know the sequence of the signals, like 0, 1, 1, 0, . . . , not just the probability distribution. For quantum state, given two states \(ρ_A\) and \(ρ_B\) without the global state, we cannot calculate the mutual information between them. Instead, we can use other quantities to capture the relation between them, such as quantum relative entropy, geometric distance, etc. This manifests that the definition of mutual information depends on both the local and the global states.

Further, from subadditivity, the property of concavity follows [1]. Suppose two random variables \(W^α = \{W_i, m_i\}\), \(W^β = \{i, m_i\}\), which together forms \(W = \{W_i \otimes i, m_i\}\). The number \(i\) can be viewed as the “counting” parameter. Then, the entropy

\[
E(W) = -\sum_i m_i \log m_i + \sum_i m_i E(W_i) \\
\leq -\sum_i m_i \log m_i + E \left( \sum_i m_i W_i \right), \tag{19}
\]

where we have used the properties of additivity and subadditivity, which proves the property of concavity

\[
\sum_i m_i E(W_i) \leq E \left( \sum_i m_i W_i \right). \tag{20}
\]

By comparison of Eqs. (15) and (20), we can see the difference between \(\sum_i m_i E(W_i)\) and \(E(\sum_i m_i W_i)\) is \(-\sum_i m_i \log m_i\), which is sometimes called the “mixing entropy”. That is, the property of concavity can be deduced directly from the definition of entropy since the mixing entropy is non-negative. The formula of entropy in Eq. (14) describes the process of mixing, and the formula of entropy in Eq. (15) describes the process of re-mixing since its elements are themselves random variables.

Relating to mutual information, the conditional entropy is defined as

\[
E(X|Y) = E(X) - I(X:Y). \tag{21}
\]

Obviously, \(E(X|Y) \leq E(X)\).

There are lots of other properties of entropy especially for multi-random variables case, we do not analyze them in details here.

Next, we turn to the properties of the three entropies, the random variables are: (1) for Shannon entropy: classical random variable \(X = \{x_i, p_i\}\); (2) for quantum entropy (including von Neumann entropy and QFG entropy): wave function \(|ψ⟩ = \{|i⟩, α_i⟩\}\, and state matrix \(ρ = \{ρ_i, p_i\}\), the properties are studied in details below.

### A. Shannon entropy

Shannon entropy plays the central roles in classical information theory, also in quantum information theory.
As it is well-known, here we simply present the most common properties without proof.

The Shannon entropy $H(X)$ of single classical random variable $X = \{x_i, p_i\}$, $\sum_i p_i = 1$, is defined as

$$H(X) = -\sum_i p_i \log p_i,$$  \hspace{1cm} (22)

which follows directly from Eq. (14). It satisfies the properties of non-negativity, additivity, subadditivity, and concavity studied above.

The classical mutual information (correlation) between two random variable $X$ and $Y$ is defined as $I(X : Y) = H(X) + H(Y) - H(X, Y)$, which follows from Eq. (17). Here, we do not analyze the properties in details.

B. von Neumann entropy

For quantum entropy, along with the process of mixing, there are another two kinds of operations which can affect entropy: entanglement and measurement. Note that there are some connections and overlaps between the effects of entanglement and measurement. In this section, we analyze the properties of von Neumann entropy and related entropies, e.g., quantum relative entropy.

The von Neumann entropy of the state matrix $\rho$ is defined as

$$S(\rho) = -\text{tr}(\rho \log \rho).$$ \hspace{1cm} (23)

Note that all the properties and the proof of von Neumann entropy can be found in literature, e.g., in Ref. [4].

Property 1 The von Neumann entropy is non-negative, with zero for pure state.

The state matrix of pure state can be diagonalized with one diagonal element as “1” and others “0”. The physical reason is that the wave function is said to provide the complete description of a system.

Property 2 The von Neumann entropy is maximal for completely mixed state.

By diagonalization, von Neumann entropy reduces to Shannon entropy $H(\lambda_i) = -\sum_i \lambda_i \log \lambda_i$, with $\lambda_i$ as the eigenvalues, $\sum_i \lambda_i = 1$. The maximum is reached when all the probabilities $\lambda_i$ equal, i.e., the state is completely mixed.

Property 3 For $\rho = \sum_i p_i \rho_i$, its von Neumann entropy $S(\rho)$ is $H(p_i) + \sum_i p_i S(\rho_i)$ if supp($\rho_i$) are orthogonal.

The proof can be found in Ref. [4]. Note that this is the result of the definition of entropy in Eq. (15). By comparison with the definition of QFG entropy in Eq. (20), we can see that the condition that the supp($\rho_i$) are orthogonal is not necessary for the QFG entropy, since physically the additivity of entropy only requires independence without referring to orthogonality.

The “joint entropy theorem” follows from this property, which states that von Neumann entropy for classical-quantum (CQ) state $\rho = \sum_i p_i |i\rangle \langle i| \otimes \sigma_i$ is $S(\rho) = H(p_i) + \sum_i p_i S(\sigma_i)$, where $\{|i\rangle\}$ are orthonormal basis for $A$, $\{\sigma_i\}$ are the sectors for $B$.

Property of mixing:

Property 4 Concavity and mixing:

$$\sum_i p_i S(\rho_i) \leq S \left( \sum_i p_i \rho_i \right) \leq H(p_i) + \sum_i p_i S(\rho_i).$$ \hspace{1cm} (24)

The left part follows from the property of concavity in Eq. (20), “=” holds when one of $p_i$ is “1”. For the right part, the proof can be found in Ref. [4]; while the right part of the inequality does not always hold.

Properties of entanglement:

Property 5 Subadditivity: For bipartite state $\rho_{AB}$, state of $A$ is $\rho_A$, and state of $B$ is $\rho_B$, then von Neumann entropy satisfies

$$S(\rho_{AB}) \leq S(\rho_A) + S(\rho_B).$$ \hspace{1cm} (25)

The “=” holds when $\rho_{AB} = \rho_A \otimes \rho_B$, i.e., the additivity property. The physical reason for subadditivity is due to entanglement or correlation.

Property 6 Strong subadditivity: For tripartite state $\rho_{ABC}$, von Neumann entropy satisfies

$$S(\rho_{ABC}) \leq S(\rho_{AB}) + S(\rho_{BC}) - S(\rho_B).$$ \hspace{1cm} (26)

The proof for this property is quite complicated [4,21]. On the contrary, we will see below the strong subadditivity for the QFG entropy is quite direct to prove.

The quantum mutual information is defined as $I(\rho_{AB}) = S(\rho_A) + S(\rho_B) - S(\rho_{AB})$. With subadditivity, $I(\rho_{AB}) \geq 0$. The quantum conditional entropy is defined as $S(\rho_A|\rho_B) = S(\rho_A) - I(\rho_{AB})$.

Property 7 Negative conditional entropy: the pure state $|\psi\rangle_{AB}$ for system $A$ and $B$ is entangled iff $S(\rho_A|\rho_B) < 0$.

For pure entangled state $|\psi\rangle_{AB}$, the conditional entropy $S(\rho_A|\rho_B) = -S(\rho_B)$ is negative since $S(\rho_{AB}) = 0$.

Property 8 Subadditivity of conditional entropy:

$$S(\rho_{AB}|\rho_{CD}) \leq S(\rho_A|\rho_C) + S(\rho_B|\rho_D),$$

$$S(\rho_{AB}|\rho_C) \leq S(\rho_A|\rho_C) + S(\rho_B|\rho_C),$$

$$S(\rho_{AB}|\rho_{CD}) \leq S(\rho_A|\rho_C) + S(\rho_A|\rho_D).$$ \hspace{1cm} (27)

Property 9 Strong subadditivity of conditional entropy:

$$S(\rho_{ABC}|\rho_D) + S(\rho_B|\rho_D) \leq S(\rho_{AB}|\rho_D) + S(\rho_{BC}|\rho_D).$$ \hspace{1cm} (28)
While this property is not always true for Shannon entropy. The subadditivity and strong subadditivity of conditional entropy follows from the strong subadditivity of von Neumann entropy from Property 6.

**Properties of measurement:**

**Property 10** Orthogonal projective measurement increases entropy: suppose the state \( \rho \) under orthogonal projectors \( \{ P_i \} \) becomes \( \rho' \), then

\[
S(\rho') \geq S(\rho),
\]
with equality iff \( \rho = \rho' \).

However, for non-orthogonal projective measurement and positive operator-valued measurement (POVM), the entropy of the system can either increase or decrease depending on the forms of the measurement. The basic observation is that measurement can be viewed as the coupling of the system, which is open, with one apparatus (environment). The change of the entropy of one open system does not exhibit one fixed tendency, which is consistent with the second law of thermodynamics.

We mention that another quantum entropy is the quantum relative entropy defined as

\[
S_{\text{FG}}(\rho) = \sum_i |\alpha_i|^2 \log(|\alpha_i|^2).
\]

By “balanced superposed state”, we mean a pure state \( |\psi\rangle = \sum_i \alpha_i |i\rangle \) with the modular of the coefficients \( |\alpha_i| \) equal. For the QFG entropy of mixed state, there is no statement for the maximum since it depends on the entropy of the pure states being mixed. Yet, for the classical part of QFG entropy, \( H(p_i) \), it takes the maximum when the mixed state is maximally mixed, i.e., all \( p_i \) are equal.

**Property* 3 Additivity:** The QFG entropy of many-body product state \( \rho = \rho_1 \otimes \rho_2 \otimes \cdots \) is the sum of the QFG entropy of each part.

We first prove the additivity for bipartite state \( \rho = \rho_1 \otimes \rho_2 \). If \( \rho_1 = |\psi_1\rangle \langle \psi_1| \), \( \rho_2 = |\psi_2\rangle \langle \psi_2| \), and \( |\psi_1\rangle = \sum_{i=1}^n \alpha_i |\psi_i\rangle \), \( |\psi_2\rangle = \sum_{j=1}^m \beta_j |\phi_j\rangle \), then the QFG entropy of state \( \rho \) is

\[
S_{\text{FG}}(\rho) = \sum_{i,j} |\alpha_i|^2 |\beta_j|^2 \log(|\alpha_i|^2 |\beta_j|^2)
\]

\[
= \sum_{i,j} |\alpha_i|^2 \log |\alpha_i|^2 + \sum_{j} |\beta_j|^2 \log |\beta_j|^2
\]

\[
= S_{\text{FG}}(\rho_1) + S_{\text{FG}}(\rho_2). \quad (31)
\]

If \( \rho_1 = \sum_i p_i \rho_i = \sum_i p_i |\psi_i\rangle \langle \psi_i| \), \( \rho_2 = \sum_j q_j \sigma_j = \sum_j q_j |\phi_j\rangle \langle \phi_j| \), then

\[
S_{\text{FG}}(\rho) = S_{\text{FG}}(\sum_{i,j} p_i q_j \rho_i \otimes \sigma_j)
\]

\[
= H(p) + \sum_{i,j} p_i q_j S_{\text{FG}}(\rho_i \otimes \sigma_j)
\]

\[
= H(p) + H(q) + \sum_i p_i S_{\text{FG}}(\rho_i) + \sum_j q_j S_{\text{FG}}(\sigma_j)
\]

\[
= S_{\text{FG}}(\rho_1) + S_{\text{FG}}(\rho_2). \quad (32)
\]

If sectors \( \rho_i, \sigma_j \) are further mixed state, it is direct to verify that the additivity still holds. Also, the proof can be extended to the many-body case. Note the method for proof follows from that in Eqs. (14).

**Property of mixing:**

**Property* 4 Concavity:**

\[
\sum_i p_i S_{\text{FG}}(\rho_i) \leq S_{\text{FG}} \left( \sum_i p_i \rho_i \right). \quad (33)
\]

This inequality follows directly from the definition of the QFG entropy, Eq. (5).

**Properties of entanglement:**

**Property* 5 Subadditivity:** For bipartite state \( \rho_{AB} \), state of A is \( \rho_A \), state of B is \( \rho_B \), the QFG entropy satisfies

\[
S_{\text{FG}}(\rho_{AB}) \leq S_{\text{FG}}(\rho_A) + S_{\text{FG}}(\rho_B). \quad (34)
\]
This property is the same with that of von Neumann entropy, the physical reason is that the mutual information is non-negative.

Relating to Property 7 of von Neumann entropy, however, the QFG conditional entropy is non-negative. For bipartite pure entangled state $|\psi\rangle_{AB}$, we can see that $S_{FG}(\rho_{AB}) = S_{FG}(\rho_A) = S_{FG}(\rho_B)$, then $S(\rho_A|\rho_B) = 0$. This result is reasonable, since zero conditional entropy shows that if one party is measured, our uncertainty of the other party is zero, i.e., the two parties are perfectly correlated. We will investigate the problems of entanglement in the next section in details.

Property* 6 Strong subadditivity: For tripartite state $\rho_{ABC}$, the QFG entropy satisfies

$$S_{FG}(\rho_{ABC}) \leq S_{FG}(\rho_{AB}) + S_{FG}(\rho_{BC}) - S_{FG}(\rho_{B}). \quad (35)$$

From the definition of QFG (3.2)-mutual information $I_{FG}(\rho_{AB} : \rho_C) = S_{FG}(\rho_{AB})^2 + S_{FG}(\rho_{AC}) - S_{FG}(\rho_{ABC})$, then the strong subadditivity reduces to $I_{FG}(\rho_B : \rho_C) \leq I_{FG}(\rho_{AB} : \rho_C)$, which is obvious for the QFG entropy. This is equivalent to the property that conditioning reduces entropy. Note that this proof does not hold for von Neumann entropy, since in which case, the conditional entropy can be negative.

The QFG conditional entropy for bipartite state is defined as $S_{FG}(\rho_A|\rho_B) = S_{FG}(\rho_A) - I_{FG}(\rho_A : \rho_B)$. The properties of subadditivity of QFG conditional entropy are the same as von Neumann entropy, which can be proved by transferring to inequalities of QFG mutual information. However, the strong subadditivity does not always hold for QFG conditional entropy, neither for Shannon entropy, since four-partite QFG mutual information which depends on partition is involved.

Properties of measurement: Contrary with the property of von Neumann entropy, we find that the orthogonal projective measurement does not necessarily increases entropy. Following the same proof [4], the inequality $\text{tr}(\rho \log \rho) - \text{tr}(\rho \log \rho') \geq 0$ holds due to the property of relative entropy. The QFG entropy of the initial state $\rho$ is $S_{FG}(\rho) = -\text{tr}(\rho \log \rho) + S_0$, of the final state $\rho'$ is $S_{FG}(\rho') = -\text{tr}(\rho' \log \rho') + S_1$, with constants $S_0$ and $S_1$ depending on the formula of states $\rho$ and $\rho'$, respectively. Then, we can find $S_{FG}(\rho') - S_{FG}(\rho) \geq S_1 - S_0$. Since $S_1 - S_0$ can be negative, we conclude that the orthogonal projective measurement does not necessarily increase entropy.

Furthermore, the QFG entropy under arbitrary measurement can either increase, decrease, or remains. For instance, during the teleportation process, the information is transmitted between Alice and Bob, and the total amount of information is conserved. Suppose Alice holds the arbitrary state $|\psi\rangle = \alpha_1 |0\rangle + \alpha_2 |1\rangle$, the QFG entropy is the binary entropy $h(|\alpha_1|^2)$. Bob holds one of the Bell states, the total QFG entropy of the two parties is 2 bits. After Bell measurement of Alice, she will detect four different results, thus, 2 bits of information. The states of the rest party will also be of four different forms, yet all have the same entropy $h(|\alpha_1|^2)$. As the result, the total QFG entropy, which is $h(|\alpha_1|^2) + 2$ bits, remains unchanged.

We briefly conclude that the three kinds of entropy all satisfy the primary properties of entropy, i.e., non-negativity, additivity, subadditivity, and concavity. The difference is how they satisfy the properties, and the proof for the properties of QFG entropy follows from rather simple mathematical constructions.

IV. APPLICATIONS OF QUANTUM FINE-GRAINED ENTROPY

In this section, we will investigate the possible applications of the method of QFG entropy. For instance, if we assume the whole universe as a pure state, its entropy will be zero, which is apparently conflict with the observation based on thermodynamics. With the method of QFG entropy, the confliction can be resolved. Also, in the schemes of quantum key distribution, namely, the BB84 scheme [22], the bit value 0 (1) is encoded in nonorthogonal polarization states $|H\rangle$ and $|L\rangle$ ($|V\rangle$ and $|R\rangle$) [23]. When the basis defined by $|H\rangle$ and $|V\rangle$ ($|L\rangle$ and $|R\rangle$) is chosen for measurement, the states $|L\rangle$ and $|R\rangle$ ($|H\rangle$ and $|V\rangle$) will show the property of QFG entropy, which is used to detect the eavesdropping. The common argument that measurement will disturb the state is consistent with QFG entropy. One can check that the security of the quantum key distribution is ensured by QFG entropy, and the proof of security remains the same. In the following, we will analyze in details the applications of the method of QFG entropy in entanglement theory, quantum information processing, and quantum thermodynamics.

A. Entanglement theory

Entanglement, as well as nonlocality, is viewed as the central character of quantum phenomenon. Many work have been devoted to quantify the degree of entanglement of entangled state. From the view of quantum coherence, the reason for entanglement also nonlocality is that there exists shared (or distributed) coherence which is supported nonlocally by not only one body of the whole system [24]. Different methods and quantities can be employed based on different physical arguments, e.g., we can quantify the amount of shared coherence (like concurrence [23], negativity [23], degree of entanglement [27]), the degree of quantum correlation (like entropy of entanglement [22], quantum relative entropy [30], quantum discord [17,18], or the degree of nonlocality (like Bell’s inequality [31]). In this section, we show that, due to the coarse-graining of quantum entropy, some results are inappropriately used in literature. We also need to be careful of the notions of “entanglement” and “quantum correlation”, since they are kind of mixed up in literature.
in order to quantify the quantum properties of entangled state.

Before our analysis of different measures of entanglement, we define three terminologies which are necessary in case of any confusion. If one quantity can be derived from another quantity, we say these quantities are equivalent. If several quantities give similar descriptions of the physical reality without confliction, we say these quantities are compatible. The whole set of compatible quantities are said to be consistent with the physical reality. For instance, the well-known “fidelity” and “trace distance” are compatible yet not equivalent, since one cannot always be derived from the other.

For clarity, we also classify two kinds of “paradigms” of the methods to quantify entanglement. One is the “entropy-separability” (E-S) paradigm, which quantifies entanglement from the entropic (informational) view, and the entangled state is defined relative to separable state. Within this paradigm, for instance, there are the entanglement of formation and distillation, quantum relative entropy, concurrence, negativity, etc. The other paradigm is based on quantum discord, the “discord-classicality” (D-C) paradigm, which quantifies the entanglement from the measurement view, and quantumness instead of quantum correlation is defined relative to classicality of classical state.

The entropy of entanglement of the entangled bi-partite state |Ψ⟩ = \sum \alpha_i |\psi_i^A \psi_i^B⟩ is defined as \( E(|Ψ⟩) = S(ρ_A) = S(ρ_B) = -\text{tr}(ρ_A \log ρ_A) \).

For example, the entropy of entanglement of Bell states, which are defined as

\[
|ψ^±⟩ = \frac{\sqrt{2}}{2} (|01⟩ ± |10⟩), \quad (36)
\]

\[
|φ^±⟩ = \frac{\sqrt{2}}{2} (|00⟩ ± |11⟩),
\]

are all the same, e.g., \( E(|ψ^+⟩) = S(ρ_A) = 1 \), with \( ρ_A = \text{diag}(1/2, 1/2) \). The von Neumann entropy of pure state |ψ^+⟩ is 0, thus, the conditional entropy \( S(ρ_A|ρ_B) = -1 \), which is not quite intuitive. We know that the Bell state contains one “ebit” (bit of entanglement) plus one bit of classical entropy \[ [22]. However, according to the method of QFG entropy, \( S_{FG}(|ψ^+⟩) = S_{FG}(ρ_A) = S_{FG}(ρ_B) = I_{FG}(|ψ^+⟩) = 1 \), and \( S_{FG}(ρ_A|ρ_B) = 0 \). The zero conditional entropy means that there is no uncertainty of the unmeasured party conditioned on the measured party, which just shows the two systems are perfectly correlated. The Bell state contains one bit of quantum correlation without any classical correlation. One the contrary, the negative conditional entropy is unreasonable. Although in this case the entropy of entanglement gives the same result with the QFG mutual information, for mixed entangled state, they will provide different results.

The entanglement of formation (EoF) for bipartite state \( ρ_{AB} \) is defined relying on the entropy of entanglement as \( E_F(ρ_{AB}) = \inf \sum p_i E(|ψ_i⟩) \) for all kinds of decomposition into pure state \( ρ_{AB} = \sum p_i |ψ_i⟩⟨ψ_i| \).

The EoF quantifies the least amount of entropy of entanglement to form the entangled state \( ρ_{AB} \). According to the QFG entropy, the EoF can be modified to \( E_{FG}(ρ_{AB}) = \inf \sum p_i I_{FG}(|ψ_i⟩) \).

As an example, we study the Werner state \[ [33] of two parties A and B, which is non-separable and can be expressed as

\[
ρ_w = (1 - z) \frac{1}{4} + z |ψ^+⟩⟨ψ^+|.
\] (37)

By coarse-graining, \( ρ_A = ρ_B = (1 - z) \frac{1}{2} + zρ_0 \), with \( ρ_0 = \frac{1}{2} \left( \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right) \). The QFG entropy of the three states are

\[
S_{FG}(ρ_w) = H(z) + (1 - z)S_{FG}(\frac{1}{4}) + zS_{FG}(|ψ^+⟩)
\]
\[
= H(z) + 2 - z,
\]
\[
S_{FG}(ρ_A) = H(z) + (1 - z)S_{FG}(\frac{1}{2}) + zS_{FG}(ρ_0)
\]
\[
= H(z) + 1 = S_{FG}(ρ_A),
\] (38)

as the result, the mutual information \( I_{FG}(ρ_w) = H(z) + (1 - z)I_{FG}(\frac{1}{2}) + zI_{FG}(|ψ^+⟩) = S_{FG}(ρ_w) - 2S_{FG}(ρ_A) = H(z) + z \). In the calculation, \( S_{FG}(\frac{1}{4}) = S(\frac{1}{2}) = 2 \), \( S_{FG}(\frac{1}{2}) = S(\frac{1}{2}) = 1 \), \( I_{FG}(\frac{1}{2}) = I(\frac{1}{2}) = 0 \), since we have to do coarse-graining for the noise \( \frac{1}{4} \) and \( \frac{1}{2} \), and \( I_{FG}(|ψ^+⟩) = 1 \). In the mutual information \( I_{FG}(ρ_w) \), the classical part is \( H(z) \), which describes the mixing of Bell state with noise, the quantum part is \( z \), which comes from the quantum correlation within the Bell state. Also, we can find \( E_{FG}(ρ_w) = z \).

Interestingly, the Werner state can be written in other forms, since we can decompose the noisy term. If it is written as

\[
ρ_w' = \frac{1 + 3z}{4} |ψ^+⟩⟨ψ^+| + \frac{1 - z}{4} |ψ^−⟩⟨ψ^−| + \frac{1 - z}{4} |φ^+⟩⟨φ^+| + \frac{1 - z}{4} |φ^−⟩⟨φ^−|,
\] (39)

the QFG entropy becomes

\[
S_{FG}(ρ_w') = 1 - \frac{1 + 3z}{4} \log \frac{1 + 3z}{4} - \frac{3 - 3z}{4} \log \frac{1 - z}{4},
\] (40)

which is different with \( S_{FG}(ρ_w) \). And we find that \( S_{FG}(ρ_w') = I_{FG}(ρ_w') = S_{FG}(ρ_A') = S_{FG}(ρ_B') \). This shows that since the Bell states are maximally entangled state, the mixture of Bell states \( ρ_w' \) is also maximally entangled, although there exists extra classical mixing entropy.

However, according to the entropy of entanglement, the Werner state, no matter what kind of decomposition, is separable when \( z < 1/3 \). This means that the QFG entropy is not compatible with the entropy of entanglement also the entanglement of formation. On the other hand, the quantum discord of Werner state is non-negative, and increases with \( z \) from 0 to 1, which seems to be compatible with our result above. The quantum discord is said
to capture the quantum correlation properly, yet, we will demonstrate below the notion of quantum discord needs to be reconsidered.

The quantum discord $D(\rho_{AB})$ of a bipartite system is defined as the difference of the total correlation $I(\rho_{AB})$ and the “classical correlation” $C(\rho_{AB})$

$$D(\rho_{AB}) = I(\rho_{AB}) - C(\rho_{AB}),$$

$$= S(\rho_B) - S(\rho_{AB}) + \max_{\Pi_i^B} \sum_i p_i S(\rho_A' | \Pi_i^B),$$

the arrow means that the measurement $\{\Pi_i^B\}$ is performed on $B$, and the information needs to be transferred from $B$ to $A$. This indicates that the quantum discord is not symmetric, i.e., $D(\rho_{AB}) \neq D(\rho_{BA})$, with $D(\rho_{BA}) = S(\rho_A) - S(\rho_{AB}) + \max_{\Pi_i^A} \sum_i p_i S(\rho_B' | \Pi_i^A).$

For classical random variable, the classical correlation is equal to the total correlation with zero quantum discord. The quantum discord relies on the definition of classical correlation \[17\]. For bipartite pure state $\rho_{AB}$, it is shown $D(\rho_{AB}) = C(\rho_{AB}) = S(\rho_A) = S(\rho_B) = I(\rho_{AB})/2$. This is contrary to our result since it means there exists classical correlation in pure state. The reason is that the quantum discord and classical correlation are defined based on measurement. Due to measurement, the coherence within the state is destroyed, as the result, the quantum entropy transfers to the classical entropy (also see Appendix A). According to the QFG entropy, $S(\rho_{AB}) = S(\rho_A) = S(\rho_B) = I(\rho_{AB})$, and particularly $C(\rho_{AB}) = I(\rho_{AB})$, which indicates that the quantity $C(\rho_{AB})$ is quantum, may not be called “classical correlation”. The next example will verify this point more clearly. It is shown that for the CQ state

$$\rho_{AB} = \sum_i p_i |i\rangle_A \langle i| \otimes \rho_i^B,$$ \hspace{1cm} (42)

with $\{|i\rangle_A \langle i|\}$ as orthonormal basis of $A$, the classical correlation is equal to the total mutual information, which is $S(\rho_B) = \sum_i p_i S(\rho_i^B)$, since the best measurement on $A$ to gain information about $B$ is the projective measurement with $\{|i\rangle_A \langle i|\}$ \[17\]. However, if the subsystem $B$ is actually composed with another two subsystems, say $CC'$, $B$, which forms bipartite partition with $A$ as $ACC'$, and each state $\rho_{CC'}$ is a Bell state, labeled as $|\psi^i\rangle |\psi^i\rangle$, then the state $\rho_B = tr_{A\rho_{AB}}$ becomes $\rho_B = \sum_i p_i |\psi^i\rangle |\psi^i\rangle$, which can be the Werner state $\rho_w$ studied above. As the result, the classical correlation becomes $S(\rho_B) - \sum_i p_i S(|\psi^i\rangle |\psi^i\rangle) = S(\rho_w)$, which can contain entanglement. On the contrary, via QFG entropy, the correlation in the CQ state is totally the classical mixing entropy $H(p_i)$, since CQ state is just a separable state.

Another physical reasoning of quantum discord relies on measurement effect \[18\]. It is stated the classical information is locally accessible, and can be obtained without perturbing the state of the system. Since the separable state can be disturbed by local measurement, the quantum discord of separable state is not zero. For the separable state as defined in Eq. (7) in subsection II.C there can be local coherence in each subsystem $A$ and $B$, the way that the local measurement disturbs the whole system is that it will disturb the local coherence, which is different with the distributed coherence, i.e., entanglement. That is, the disturbance of the whole system by the local measurement does not mean there exists quantum correlation. The author in Ref. \[34\] shows that the separable state is the reduced state of a classical state defined in higher dimensional space. It is reasonable that a reduced state of a classical state does not contain any quantum correlation. According to the method of QFG entropy, we have concluded in subsection II.C that the correlation in separable state is totally classical.

Furthermore, from another point of view, the quantum discord and classical correlation are raised based on the observation that the conditional entropy $S(\rho_A | \rho_B)$ requires the state of $\rho_B$ has been measured. However, this is not the case. The conditional entropy defines the entropy of subsystem $A$ given we have known the existence of $B$. For instance, for the separable state, our knowledge of the existence of the states of $B$ can be expressed as a set of super-operator $\{ \mathcal{L}_i^B \}$, which acts as $\mathcal{L}_i^B (\rho_i^B) = \rho_i^B \delta_{ij}$. The state of $A$ after the action of each $\mathcal{L}_i^B$ is $\rho_i^A$. Then, the conditional entropy is $S(\rho_{AB} | \rho_B) = \sum_i p_i S(\rho_i^A)$, which is equal to $S(\rho_{AB}) - S(\rho_B)$, as we have studied in subsection II.C.

Then, what is the physical meaning of the quantity $C(\rho_{AB})$? Briefly, it is the difference of the entropy $S(\rho_B)$ at the initial time and the average of the entropy of the special state of $B$ after each operation, as $\sum_i S(\rho_i^B)$, at the final time after the measurement. In Ref. \[35\], it is related to the “distillable common randomness” defined as $\lim_{n \to \infty} n C(\rho_{AB}^{(n)})$. Further, the classical correlation is related to the entanglement of formation \[36\], and some “quantum conservation law” is formed \[36\]. However, these results depends on the coarse-grained entropy, as the result, will not hold anymore in the QFG entropy framework.

The analysis above indicates that the concept of quantum discord is questionable, also is not compatible with the method of QFG entropy. However, the quantum discord has quite wide applications. For instance, the well-known deterministic quantum computing with one pure qubit (DQC1) model \[37\] shows exponential speedup to solve the normalized trace of a unitary operator. It is verified that the quantum discord plays the central role in this model \[38\]. Based on the method of QFG entropy, it is true there is no quantum correlation between the control qubit and the target ensemble of qubits. However, there exists local coherence within the control qubit. It is not necessary to require the existence of entanglement in all kinds of quantum algorithms, e.g., the BB84 quantum key distribution \[22\]. That is to say, the basic distinction of quantum computing from classical computing is the existence of coherence, either in local or distributed forms. Another remarkable application we want to mention is that the condition for complete-positive, trace-
preserving (CPTP) channel is proved to be zero quantum discord of the initial state \([39]\). The role of quantum discord in CPTP channel should be checked, and probably new measure of entanglement or quantumness is needed.

Relating to quantum discord, various formulas are raised, reviewed in Ref. \([40]\), such as thermal discord, measurement-induced disturbance (MID), geometric discord, etc. Strictly speaking, the quantities in the D-C paradigm captures the quantumness, i.e., coherence, instead of entanglement; thus, to link the D-C paradigm with correlation is not suitable. The non-zero quantum discord or, e.g., MID only means there exists coherence (including local and distributed). Instead, we can quantify the quantumness of a state \(\rho\) directly, without relating to mutual information. For instance, we can still use some quantities in the D-C paradigm defined without referring to the mutual information to quantify quantumness, such as the geometric discord \(D_G(\rho) \equiv \min_\chi ||\rho - \chi||^2\), the relative entropy of discord \(D_R(\rho) \equiv \min_\chi S(\rho|\chi)\), where \(\chi\) is classical state.

\[\chi(\mathcal{E}) = \max_{\{p_i, \rho_i\}} S\left(\mathcal{E}\left(\sum_i p_i \rho_i\right)\right) - \sum_i p_i S(\mathcal{E}(\rho_i)) \tag{44}\]

B. Quantum information processing

After the analysis of entanglement above, in this section we study some primary quantities in QIP, which are closely related with entanglement. We find that some quantities, relations, and statements need to be modified due to the method of QFG entropy.

Channel capacity \([11]\). The classical capacity \(C(\mathcal{N})\) of a classical channel \(\mathcal{N}\) is defined as

\[C(\mathcal{N}) = \max_{p_x} H(X : Y) \tag{43}\]

with the input \(X = \{x, p_x\}\), output \(Y = \{y, q_y\}\). Note that the input signals are often sent one by one as a sequence in time. From the property of Shannon entropy, \(C(\mathcal{N}) \leq H(X)\), and \(C(\mathcal{N}^{\otimes n}) = nC(\mathcal{N})\). When the output is the same with the input, the \(C(\mathcal{N})\) reaches the maximal \(H(X)\), which means a perfect channel will transmit all the information of the input.

For quantum channel, there exist kinds of capacities. The Holevo classical capacity \(\chi(\mathcal{E})\) of a quantum channel \(\mathcal{E}\) is defined based on the Holevo quantity \(\chi\). Suppose the input is prepared as \(\rho = \sum_i p_i \rho_i\), Shannon entropy of the distribution is \(H(p_i)\). With the POVM \(\{E_j = M_j^\dagger M_j\}\), for each operator, the resulted state is \(\sigma_j = M_j \rho M_j^\dagger\), \(q_j = tr(\rho E_j)\). Shannon entropy of the final state \(\sigma = \sum_j q_j \sigma_j\) is \(H(q_j)\). The Holevo bound states that the mutual information between \(H(p_i)\) and \(H(q_j)\) is bounded as \(I(p : q) \leq \chi\), with \(\chi = S(\rho) - \sum_i p_i S(\rho_i)\). In the standard approach, if the support of \(\rho_i\) is orthogonal, then \(\chi = H(p_i)\). Generally \(\chi \leq H(p_i)\), then \(I(p : q) \leq \chi \leq H(p_i)\). However, according to the method of QFG entropy, it always holds that \(\chi = H(p_i)\), then the Holevo bound just describes that \(I(p : q) \leq H(p_i)\), which is obvious. The Holevo quantity \(\chi\) is not the quantum analogue of classical mutual information. For the Holevo capacity of a quantum channel, which is defined as

\[\chi(\mathcal{E}) = \max_{\{p_i, \rho_i\}} S\left(\mathcal{E}\left(\sum_i p_i \rho_i\right)\right) - \sum_i p_i S(\mathcal{E}(\rho_i)) \tag{44}\]

according to QFG entropy, \(\chi(\mathcal{E}) = \max_{\{p_i, \rho_i\}} H(p_i)\). We can define a new kind of classical capacity of quantum channel. Suppose the distribution \(\{p_i\}\) is encoded into a classical random variable \(X = \{i, p_i\}\), and the output distribution \(\{q_j\}\) is encoded into another variable \(Y = \{j, q_j\}\). Then, \(\chi(\mathcal{E}) = \max_{\{p_i, \rho_i\}} H(X : Y)\), which is almost the same with \(C(\mathcal{N})\). This means the classical capacity of a quantum channel only describes the “classical” ability of a quantum channel, without referring to the ability to transmit quantum information.

According to the QFG entropy, even the input and output states of a quantum channel are the same, the QFG entropy can be different when their decompositions are different. Also, even we know the decompositions of the input and output states, we cannot calculate the quantum mutual information between them if we do not know the global state, which is yet the case in practice. We can define the quantum capacity \(Q(\mathcal{E})\) relying on geometric distance, e.g., fidelity. For instance, the quantum capacity \(Q(\mathcal{E})\) of a quantum channel \(\mathcal{E}\) can be defined as

\[Q(\mathcal{E}) = \max_{\{p_i, \rho_i\}} S_{FG}(\rho) \left(\frac{1}{\sqrt{\text{tr}\sqrt{\rho}\mathcal{E}(\sqrt{\rho})}}\right)^2 \tag{45}\]

When the output \(\mathcal{E}(\rho)\) equals to the input \(\rho\), the fidelity is one, then the quantum capacity reaches its maximal \(S_{FG}(\rho)\), which means that the perfect quantum channel will transmit all the information, including classical and quantum, of the input. It is easy to see that \(Q(\mathcal{E})\) is additive, no regularization is needed.

There are other quantum capacities in the literature \([12, 13]\). The evolution of the input \(\rho\) under the channel with output \(\sigma\) can be viewed as one unitary operation on the input and one ancilla \(E\), the coherent information \([12, 13]\) is defined as \(I(\mathcal{E}) = \max_{\{p_i, \rho_i\}} (S(\sigma) - S(\rho\mathcal{E}))\), whose regularization gives the quantum capacity \(Q(\mathcal{E})\). Recently, study showed that two zero quantum capacity channels can make a positive quantum capacity channel, called “superactivation” \([10, 17]\). Here we do not intend to analyze this problem in detail. We would like to point out that the notion of coherent information is not compatible with the quantum capacity we defined above. Although the coherent information is smaller than the entropy of input state, it can be negative, as originally noted \([12]\). On the contrary, quantum capacity \(Q(\mathcal{E})\) we defined is never negative and bounded by the input entropy, thus can be a measure of quantum capacity.

Additivity of entanglement of formation etc. It is proved by Shor that four conjectures are equivalent: the additivity of minimal entropy output of a quantum channel, the additivity of the Holevo capacity of a quantum
channel, the additivity of the entanglement of formation, and the strong superadditivity of the entanglement of formation, see Ref. [48] and references therein. Here we study this problem from the method of QFG entropy. First, for the entanglement of formation, we have pointed out that in the last subsection it needs to be modified to \( E_{\text{FG}}(\rho_{AB}) = \inf I_{\text{FG}}(AB) \), with \( I_{\text{FG}}(AB) = \sum_i p_i I_{\text{FG}}(\rho_i) \). We can easily prove that \( E_{\text{FG}} \) is additive. Note the I_{\text{FG}} for four-partite state needs to be the (4,2) partition. Suppose one four-partite state \( \varpi_{ABCD} = \rho_{AB} \otimes \sigma_{CD} \), then following the definition of QFG mutual information, we have \( I_{\text{FG}}(AC : BD) = I_{\text{FG}}(AD : BC) = I_{\text{FG}}(AB) + I_{\text{FG}}(CD) \). Now suppose there exist decompositions \( \rho_{AB} = \sum_i p_i \rho_i \) and \( \sigma_{CD} = \sum_j q_j \sigma_j \) minimize \( I_{\text{FG}}(AB) \) and \( I_{\text{FG}}(CD) \), respectively, then obviously \( I_{\text{FG}}(ABCD) \) is also minimized. Conversely, suppose \( I_{\text{FG}}(ABCD) \) is minimized by the set \( \{p_i, \rho_i\} \) and \( \{q_j, \sigma_j\} \), then the two set must also minimize \( I_{\text{FG}}(AB) \) and \( I_{\text{FG}}(CD) \) respectively, due to the linearity of the function. As the result, \( I_{\text{FG}}(ABCD) \) and \( I_{\text{FG}}(AB) + I_{\text{FG}}(CD) \) are minimized by the same decompositions, i.e., the modified entanglement of formation is additive. The strong superadditivity of the entanglement of formation follows directly due to the definition of QFG mutual information. The Holevo capacity of a quantum channel is also modified in the study above, which is obviously additive. It can be checked that the proof of the equivalence of the four conjectures are compatible with the method of QFG entropy. Recently, it was shown the minimal entropy output is not additive [49], yet no concrete example has been constructed, also it is shown later the minimal entropy output is locally additive [50]. Their proof should hold on their own right since the method of QFG entropy is not involved. Our argument above could be improved by more detailed study. In addition, relating to entanglement distillation protocols, the entanglement cost is defined as the regularization of entanglement of formation, namely \( E_c = \lim_{n \to \infty} \frac{E_{\text{FG}}(\rho_{AB}^n)}{n} \). Since the property of additivity after modification, the entanglement cost is equal to the entanglement of formation.

C. Quantum thermodynamics

Entropy was originally termed in classical thermodynamics. It seems the definition of thermodynamic entropy relies on temperature, which is a macroscopic (classical) parameter. Since entropy is connected with statistics also quantum statistics, how about temperature? Recently, quantum thermodynamics research, e.g., quantum heat engines [51-54], Maxwell’s demon [55-56], have achieved lots of progress. A quantum Carnot engine was proposed via a single particle trapped in 1D infinite square potential well, the efficiency was shown the same as the Carnot efficiency [51]. Interestingly, it was noted the entropy of the particle wave function needs to be the QFG entropy, yet without any physical argument. To make the similarity of quantum and classical engines more clearly, the analog of temperature was further introduced for the single pure quantum state [52], and the formula for efficiency is exactly the same with the Carnot efficiency, namely, \( \eta = 1 - \frac{T_c}{T} \). To our best knowledge, these work can be viewed as the first applications of the QFG entropy in literature. Various quantum heat engines are investigated in details in Ref. [51], the quantum isothermal, isentropic, isochoric, and isobaric processes are discussed, here we do not focus on this study.

Next, we turn to present our approach to define the concept of quantum temperature. For the general quantum state matrix \( \rho = \sum_k p_k |\psi_k\rangle \langle \psi_k| \), the QFG entropy is \( S_{\text{QFG}}(\rho) = H(p_i) + \sum_i p_i S_{\text{QFG}}^i \), with \( S_{\text{QFG}}^i = - \sum_k \lambda_{ki} \log \lambda_{ki} \), and \( \lambda_{ki} \equiv |\alpha_{ki}|^2 \). Assume the Hamiltonian is \( H \), then the energy of the state \( \rho \) is \( U = tr(\rho H) = \sum_i p_i E_i \), with \( E_i \equiv \langle \psi_i | H | \psi_i \rangle = \sum_k e_{ki} \lambda_{ki} \).

The variation of the energy is

\[
\delta U = \sum_i E_i \delta p_i + \sum_i p_i \delta E_i.
\]

\[
= \sum_i E_i \delta p_i + \sum_i p_i \sum_k e_{ki} \delta \lambda_{ki} + \sum_i p_i \sum_k \lambda_{ki} \delta e_{ki} \\
= \delta Q + \delta W. \tag{46}
\]

with the heat \( \delta Q = \sum_i E_i \delta p_i + \sum_i p_i \sum_k e_{ki} \delta \lambda_{ki} \), the work \( \delta W = \sum_i p_i \sum_k \lambda_{ki} \delta e_{ki} \). Note two terms contribute to the change of heat, the first term is the common classical one, denoted as \( \delta Q_c \), the second term is the quantum one, set \( \delta Q_{\text{QFG}} = \sum_k e_{ki} \delta \lambda_{ki} \). The equations (46) just express the quantum first law of thermodynamics.

The variation of the QFG entropy is

\[
\delta S_{\text{QFG}}(\rho) = H(\delta p_i) + \sum_i S_{\text{QFG}}^i \delta p_i + \sum_i p_i \delta S_{\text{QFG}}^i, \tag{47}
\]

denote the classical part as \( \delta S_c \equiv H(\delta p_i) \). The definition of quantum temperature follows directly. The classical temperature, which is coarse-grained, is \( T_c \equiv \frac{\delta Q_c}{\delta S_c} \), the QFG temperature is \( T_{\text{QFG}} \equiv \frac{\delta Q_{\text{QFG}}}{\delta S_{\text{QFG}}} \), and the quantum temperature can be derived as

\[
T_q = \frac{\delta Q}{\delta S_{\text{QFG}}}
= \frac{\sum_i E_i \delta p_i + \sum_i p_i \sum_k e_{ki} \delta \lambda_{ki}}{H(\delta p_i) + \sum_i S_{\text{QFG}}^i \delta p_i + \sum_i p_i \delta S_{\text{QFG}}^i}
= \frac{H(\delta p_i) + \sum_i T_{\text{QFG}} p_i \delta S_{\text{QFG}}^i}{H(\delta p_i) + \sum_i S_{\text{QFG}}^i \delta p_i + \sum_i p_i \delta S_{\text{QFG}}^i}. \tag{48}
\]

The quantum temperature \( T_q \) can be reduced to the other two under certain limits. If the state \( \rho \) is pure, it is direct to check that \( T_q = T_{\text{QFG}} = T_{\text{QFG}} \), there is no classical contribution for the temperature. If we employ coarse-graining of the state, i.e., set \( S_{\text{QFG}}^i, \delta S_{\text{QFG}}^i \) as zero, then \( T_q = T_c \), there is no quantum contribution for the temperature. The study of quantum heat engine [52] demonstrated that \( T_c \) and \( T_{\text{QFG}} \) play the similar roles since they have similar formula. Our analysis of quantum temperature indicates that temperature as well as entropy relies...
on the feature of statistics, no matter classical or quantum.

In addition, one point to note is that the coherence of the pure single quantum state does not enter into the formula of temperature directly, which indicates that a mixed state can also perform as the work substance of the quantum heat engine. Coherence relates to the way of transition between the eigenstates $|k_i⟩$ (via photon, phonon etc), for which the classical counterpart is the scattering among molecules in the gas; and coherence also relates to the geometric phase effect during the cycle, which is interesting for further study.

Another focus of research centers around the second law of thermodynamics, for instance, to relate entanglement with the second law [60–64]. For open system the entropy can decrease, which is not stated directly by the second law. As we have shown in section [11C] the QFG entropy can either increase or decrease for the quantum open system. The entanglement cannot increase under LOCC, namely, local operation and classical communication, which shows irreversibility. Treating entanglement as distributed coherence, this irreversibility means that this kind of coherence cannot emerge spontaneously. The underlying issue is the “conservation of coherence”, as well as entropy and energy, which is not so clear at present. Also, some quantities are introduced to describe the quantum effects relating with thermodynamics, e.g., thermal discord [58], work deficit [60], however, based on rough observation, these quantities rely on von Neumann entropy, as the result, are not compatible with the method of QFG entropy.

V. CONCLUSION

In this work, we explored the method of quantum fine-grained (QFG) entropy, including its physical foundation, properties, and potential applications. Our results based on the QFG entropy are quite different with those related work in literature. For clarity, we make one brief summary.

We classified two types of coarse-graining, type-I and type-II, von Neumann entropy employs the latter type. The QFG entropy of pure state is not zero, since the complete description of wave function is inherent statistical. Different decompositions of the same $\rho$ contain different quantum information, based on our study of the formalism of state matrix. The QFG entropy satisfies the primary properties of entropy, namely, non-negativity, additivity, subadditivity, concavity, also strong subadditivity, we note that more systematic analysis might be needed.

For the applications, we investigated the concept of entanglement, which is actually a kind of coherence instead of information, from the view of QFG entropy. Some problems can be resolved, e.g., we showed that the conditional entropy cannot be negative, the separable state contains only classical correlation, the concept of quantum discord is questionable. Furthermore, we verified that the conjecture for the additivity of the entanglement of formation, the minimal entropy output, the Holevo capacity of a quantum channel, and the strong super-additivity of the entanglement of formation is valid, after some modifications due to the formula of QFG entropy. Relating to thermodynamics, we found that the laws of thermodynamics can be generalized to the quantum regime, particularly, the quantum temperature can be defined based on the QFG entropy, the irreversibility of entropy and entanglement can be explored also with the method of QFG entropy.

The quantum fine-grained entropy has quite natural physical foundations, and makes the characters of quantum information much easier to understand. We expect that there can be more investigations and applications in the future.

Appendix A: Entanglement without local mixing

Here we show that in entangled state, the local system does not necessarily stay as mixed state. Consider the theoretical situation: two qubit atoms $A$ and $B$ are coupled by one photon, which can be emitted by one atom then absorbed by the other. There is no decoherence with the environment or vacuum. Then, the population of the ground (excited) state of $A$ behaves the same with the population of the excited (ground) state of $B$, i.e., Rabi oscillation. Thus, the two atoms are in resonance with each other, i.e., in entangled state. Obviously, each of the atom is in superposed state. For simplicity, suppose the entangled state is $|\psi⟩ = \frac{\sqrt{2}}{2}(|e_{A}g_{B}) - |g_{A}e_{B})⟩$.

Then, state $A$ is $|\psi_{A}) = \frac{\sqrt{2}}{2}(|e_{A}) - |g_{A})⟩$ by ignoring $B$, state $B$ is $|\psi_{B}) = \frac{\sqrt{2}}{2}(|g_{B}) - |e_{B})⟩$ by ignoring $A$.

The QFG entropies can be calculated as $S_{FG}(|\psi⟩) = S_{FG}(|\psi_{A})⟩) = S_{FG}(|\psi_{B})⟩) = I_{FG}(|\psi⟩) = 1$. According to the common approach, the state of $A$ ($B$) is derived by tracing out system $B$ ($A$), as $\rho_{A} = \rho_{B} = \text{diag}(1/2, 1/2)$. Then, QFG entropies can be calculated as $S_{FG}(|\psi⟩) = S_{FG}(|\psi_{A})⟩) = S_{FG}(|\psi_{B})⟩) = I_{FG}(|\psi⟩) = 1$, which is the same with our approach. We see that tracing turns the quantum entropy $S_{FG}(|\psi_{A,B})⟩) into the classical entropy $S_{FG}(|\rho_{A,B}⟩)$, yet, the amount of entropy remains. Indeed, tracing is a kind of quantum measurement with the optimal projectors, i.e., it decoheres the coherence of the superposed state of the sub-systems leading to the mixture. If we measure the states of atoms $A$ or $B$, the local coherence will be destroyed. Generally, we will always observe mixed state if we measure the sub-system, however, this does not mean before the measurement, the sub-system stays as mixed state. Relating to the problem studied here, Ref. [11] provided a physical way for the classification of quantum state.
Appendix B: Superposition paradox

Here we raise a problem, which might be noticed widely yet not formed as a standard paradox. The problem is that the superposition of superposed state can lead to non-superposed eigenstate! For instance, $|\phi_1\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$, $|\phi_2\rangle = (|0\rangle - |1\rangle)/\sqrt{2}$, then $(|\phi_1\rangle + |\phi_2\rangle)/\sqrt{2} = |0\rangle$. The question is that: is there coherence within state $|0\rangle$? Note that here $|0\rangle$ can also stands for many-body state, e.g., $|0(1)\rangle \equiv |00(11)\rangle$, then we can also ask: is there entanglement within state $|0\rangle$?

The paradox comes from the relation between reality and decomposition of state matrix. If states $|\phi_1\rangle$ and $|\phi_2\rangle$ are superposed together, i.e., they exist in reality, they are treated as eigenstates: $|\phi_1\rangle \equiv |+\rangle$, $|\phi_2\rangle \equiv |-\rangle$, which cannot be written as superposition of $|0\rangle$ and $|1\rangle$ again, since in this situation states $|0\rangle$ and $|1\rangle$ only potentially exist due to the property of propensity of quantum state. Then, $|0\rangle = (|+\rangle + |-\rangle)/\sqrt{2}$ is superposed state under basis $|\pm\rangle$. On the contrary, we also say $|\pm\rangle$ is superposed state under basis $|0(1)\rangle$. Superposition and entanglement relate to the representation we choose. The physical significance of basis is consistent with the method of quantum fine-grained entropy, the superposition paradox can thus be resolved.
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