MegazordNet: combining statistical and machine learning standpoints for time series forecasting
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Abstract. Forecasting financial time series is considered to be a difficult task due to the chaotic feature of the series. Statistical approaches have shown solid results in some specific problems such as predicting market direction and single-price of stocks; however, with the recent advances in deep learning and big data techniques, new promising options have arisen to tackle financial time series forecasting. Moreover, recent literature has shown that employing a combination of statistics and machine learning may improve accuracy in the forecasts in comparison to single solutions. Taking into consideration the mentioned aspects, in this work, we proposed the MegazordNet, a framework that explores statistical features within a financial series combined with a structured deep learning model for time series forecasting. We evaluated our approach predicting the closing price of stocks in the S&P 500 using different metrics, and we were able to beat single statistical and machine learning methods.

1. Introduction

The idea of forecasting the future has gained the attention of researchers through the time (Brockwell et al., 2002). The impact of this achievement is manifold: in some areas, this implies in obtaining useful knowledge about the environment or better comprehending behaviors, such as one of the populations. In the context of financial markets, the advantage of being able to forecast tendencies and movements is clear and specific: it means money. In fact, since the conception of stock markets, researchers are trying to find ways of describing and modeling the complex phenomena involved in this kind of time series (TS) (Tsay, 2000; Brockwell et al., 2002).

As the technology evolved along with the sophistication in mathematical and statistical modeling, the approaches for financial time series forecasting (FTSF) also became more accurate. Several research areas tackle this prediction problem using different theoretical basis and strategies. They include, for instance, statistical modeling (Brockwell et al., 2002; Makridakis et al., 2018a; Parmezan et al., 2019), Machine Learning (ML) approaches (Makridakis et al., 2018b; Parmezan et al., 2019), Evolutionary Programming (Aguilar-Rivera et al., 2015), among others. The increased popularity of deep learning (DL) pushed forward, even more, the possibilities for time series forecasting (TSF) (Nelson et al., 2017; Parmezan et al., 2019).

While many general-purpose and successful TSF methods have been proposed in the past years, the specific branch of financial time series brings multiple additional
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difficulties. Firstly, this type of TS is strongly dependent on external agents, such as the political situation, the public opinion about a company, natural disasters, among other aspects (Hu et al., 2018; Parmezan et al., 2019). Secondly, financial TS commonly do not present stationarity, an important aspect which many statistical methods assume as a prerequisite for application (Parmezan et al., 2019). The mentioned aspects lead to traditional TS techniques failing to capture stock movements, and thus, not offering a reliable tool for investment planning.

A lengthy debate concerning which type of prediction technique is most suitable for FTSF has been held by researchers with ML and statistics backgrounds (Chen et al., 2015; Nelson et al., 2017; Bao et al., 2017; Hu et al., 2018; Makridakis et al., 2018a). Unfortunately, most of these works are limited by only considering a few techniques, neglecting others, or even not exploring the full potential of the compared methods. On the other hand, recent literature points out that the usage of hybrid approaches tends to lead to the best results (Makridakis et al., 2018b). Moreover, the investor may be interested in other aspects than just decreasing the error in the obtained forecasts. For example, one may wish to only describe up and down trends in the long term, instead of predicting the next day accurately.

In this sense, combining the best tools of different research areas seems to be an appealing way to tackle FTSF. In this work, we investigate the usage of state-of-the-art TSF techniques for financial data. We consider both statistical and ML approaches to address the one-step-ahead forecasting task and propose a simple framework for relevant financial data feature extraction and regression called MegazordNet. Specifically, we investigate and apply our methods to 148 randomly chosen TS from the S&P 500 index; nevertheless, our ideas can be extended for other financial scenarios and markets.

This work is divided as follows: Section 2 gives an overview of different ML and statistical approaches to the one-step-ahead TS forecasting task; Section 3 presents the inner-workings of the developed approach; Section 4 describes the methodology used along with the resources and the experimentation setup; Section 5 discusses our results and findings followed by the final considerations and future work indicated in Section 6.

2. Related Work

Even with the predominance of statistical modeling along the years, ML has currently been applied vastly to the context of FTSF as can be seen by different surveys on the topic (Chong et al., 2017; Chatzis et al., 2018; Patel et al., 2015). Statistical approaches are often compared with DL and more traditional regression methods, but their performance may be highly dependent on the solved problem since they all depend on the quality and amount of data available for the task (Chen and Lin, 2014).

Parmezan et al. (2019) evaluated different statistical and ML algorithms for TSF using 40 synthetic and 55 real datasets. According to the obtained results for various metrics such as MSE, Theil’s U coefficient, and POCID, statistical approaches were not able to outperform ML-based techniques with a statistical difference. One of the authors’ contributions was the organization of a repository that contains all datasets used on their analysis in order to facilitate study replication and evaluation for other modeling techniques.
Makridakis et al. (2018b) presented the results of the M4 competition whose goals were to research new ways for improving TSF accuracy, and how such learning can be applied to advance the theory and practice of forecasting. The competition presented statistical, ML and “hybrid” approaches for modeling complex TS data from different fields such as tourism, trade, and wage. The paper reinforces the idea that a single technique may not be suited to all problems, but the combination of some usually are able to bring satisfactory results.

Regarding the specific problem of predicting the direction of the US stock market, the work of Hu et al. (2018) evaluated different optimization techniques for determining the optimal set of parameters for an artificial neural network (ANN) created to model the trends of the US stock market. They used data from the S&P500 and DJIA Indices along with Google Trends data to model the TS. Their results showed the impact of exploring not only TS values, but also different external sources based on the sentiment of the general public and investors such as Google Trends for financial forecasting.

Bai et al. (2018) compared the results of networks with simple convolutional architectures against canonical recurrent neural networks (RNN) to check which architecture would have better performance. The latter type of ANNs include, for instance, the Long-Short Term Memory (LSTM) networks. The performed analysis comprehended a diverse range of tasks, including TSF and sequence modeling. Their findings support the idea that networks with convolutional architectures present longer sufficient memory and may also be used as a benchmark for such types of problems.

Lin et al. (2017) proposed a pipeline where a convolutional neural network (CNN) extracts salient features from local raw data of TS while a LSTM network models existing long-range dependency within the trend of the historical data. They used a feature fusion dense layer to learn a joint representation able to predict the trend over the TS. The authors were able to achieve better results than vanilla LSTM, Conv-LSTM, Support Vector Regression, and other simpler ML models in three different TS datasets.

Most of the existing solutions focus only on a specific branch of forecasting research, such as ML or statistical modeling. Hence, the solutions employ a single point-of-view over the TS modeling. This strategy can be sub-optimal in tackling a complex task such as TSF. We hypothesize that combining the description power of the statistical methods and the learning capabilities of DL can lead to a better predictive performance in FTSF.

3. Proposed approach

In this section, we present our proposal, called MegazordNet, for TSF. In this work, we focus on FTSF, but our ideas can be easily extended to other TS domains. Figure presents an overview of our proposed approach for TSF. Firstly, for evaluation, we divide the TS of interest in training and testing portions. The former portion is employed for inducing the prediction models while the latter is responsible for evaluating the predictors in scenarios they have never seen before, i.e., when making predictions for some steps in the future. In this context, when partitioning the TS, the time order must be kept. As we want to make predictions for the closing price of the next day, we treat this as an univariate problem using only this attribute for the TS modeling. This, again, can be easily extended to the multivariate cases.
### 3.1. Pre-processing and time series component decomposition

After obtaining the training partition, the input data is subjected to a pre-processing step. At this point, we aim at improving the data representation that the algorithms will receive at the next step. In our proposal we just removed missing entries from the TS. Following, the inputs are decomposed into Trend and Seasonal components (Parmezan et al., 2019). Since financial TS represent complex data patterns, often influenced by external factors, decomposing the original series into different components ought to make the data representation easier to be modelled by the prediction algorithms (Hu et al., 2018). Component decomposition in TS analysis is a common practice performed from a statistical point-of-view. Nevertheless, most of the machine learning approaches for tackling TSF seem to ignore this kind of mechanism. (Chen et al., 2007; Wen et al., 2019; Chong et al., 2017)

We used a simple moving average approach for trend, seasonal, and residual components extraction. An empirically determined window size of 10 days was employed to this end. An example of the applied operation can be seen in Figure 2. After decomposition, we modeled the trend and the seasonal components separately in order to learn the best model fit for each of them, and get individual forecasts. Moreover, given the non-stationary characteristics of financial TS, we applied the first time derivative for the trend component. In this way, we allow our trend model to learn only the variations from
a time observation to the other. Thus, for the final trend forecasting, MegazordNet adds the outcome of its trained trend-variation model to the previous trend observation.

We chose not to model the residual component since financial stocks present many small chaotic fluctuations which could disturb the final results of the proposed approach (Chen et al., 2007). With the forecast of trend and seasonal components, we are able to apply an additive model and get the prediction for the following time step as the sum of the separate components forecasts.

![Figure 2. “3M” time series components](image)

### 3.2. Component forecasting

As we wanted to explore the state-of-the-art for TSF, we employed in this work two-variants of neural networks that have been commonly used to sequence-to-sequence modeling: CNNs and LSTMs.

#### 3.2.1. CNN

A convolutional neural network is a biologically-inspired type of deep neural network that maps the output to a local region of the inputs through the multiplication of a sliding weight matrix (weight filters). These filters update their values, usually via an optimization technique that minimizes some loss based on the difference between predicted and expected outputs. Intuitively, the idea of applying CNNs to time series forecasting would be to learn filters that represent specific repeating patterns in the series and use these to forecast the future values (Borovykh et al., 2017).

Even though only in the last few years CNNs have proved to be an essential tool for TS forecasting, researchers more than 20 years ago had already alerted to their effectiveness in these kind of problems (LeCun et al., 1995). This architecture is particularly suitable for modeling long TS because, depending on its hyperparameters, it may have a greater receptive field than a typical recurrent network, which has been the “go to” architecture for TSF (Shen et al., 2019).
As our base CNN model, we used a convolutional layer with 64 filters and kernel size 3, followed by a max-pooling layer, a flatten layer, and two dense layers. A visualization of the employed architecture is shown in Figure 3. All the used CNNs were trained for 100 epochs using the Adam optimizer with a learning rate of 0.001.

![CNN Architecture](image)

**Figure 3. CNN architecture used**

### 3.2.2. LSTM

Recurrent neural networks have been applied massively to TSF since they own a specific structure that deals with sequences and ordered data. This type of ANN gives an input to each neuron not only the next data point but also the value of the previous state. Such strategy creates a notion of memory and recursive feedback to the learning model. Since some financial TS are well-known for their autoregressive feature, i.e., the next time step has a reasonable probability of being correlated with its last state, RNNs present themselves as a reasonable modeling solution (Chen et al., 2008).

One problem that arises from the training process of a RNN is that the gradient of some of the weights often starts to become too small or too large when the network has a large receptive field (“memory”). This causes the network not to update its weights properly and is called the vanishing gradients problem (Bengio et al., 1994). A type of network architecture that solves this problem is the LSTM, wherein a typical implementation, the hidden layer is replaced by a complex block of computing units composed by gates that trap the error in the block, forming a so-called “error carrousel” (Gamboa, 2017).

Using the LSTM architecture as our recurrent base model, we stacked two LSTM layers with 50 units and a dense layer. A sample of the architecture can be seen in Figure 4. The networks were trained for 100 epochs using the Adam optimizer with a learning rate of 0.001.
4. Materials and Method

This section describes the resources and methodology we have used to deal with the TSF task.

4.1. Data description

The S&P 500 dataset presents a period of five years in economic transactions for the S&P 500 index. This index comprehends the 503 most economically prominent companies in US. For each company, approximately 1258 daily observations were recorded. These records describe the variations in the index’s actives shares in the stock market. In this sense, the data samples can be seen as TS, for mathematical and computational modelling.

Altogether, 606,800 samples compose the mentioned dataset. In fact, different companies do not have the same number of observations, given the vast time range considered, i.e., some companies may left or enter the top 500 ranking, or even go bankrupt. Besides, for some records, there are missing information in their description features. By removing these incomplete samples, the total number of data records decreases to 601,011. Table 1 presents the features contained in the mentioned dataset.

Table 1. S&P 500 properties description

| Type   | Description                  |
|--------|------------------------------|
| Date   | Observation date             |
| Open   | Open price for the active    |
| High   | Maximum price reached by the active |
| Low    | Minimum price reached by the active |
| Close  | Closing price for the considered active |
| Volume | Number of transactions for the active |
| Name   | Company acronym              |

We considered a total of 148 companies from the S&P 500 group in our analysis. Those TS were selected randomly to provide a general standpoint for financial forecasting.
analysis. In the future we intend to extend our experimental analysis to all the companies in the dealt index.

4.2. Experimental setup

Aiming at evaluating the performance of the different approaches for TSF, we employed the holdout data partition scheme, as suggested in recent literature (Makridakis et al., 2018a; Parmezan et al., 2019). For this end, we employed an 80/20 strategy, i.e., 80% of the TS were employed for inducing the prediction models, whereas the remaining 20% were reserved for evaluating the predictors.

It is worth mentioning that the other methods included in our comparison use rolling windows to update their parameters, i.e., they employ an online learning mechanism. Nevertheless, all the compared algorithms were evaluated using the same portions of the TS. We intend to evaluate the possibility of applying online learning for the MegazordNets in the future.

4.2.1. Algorithms compared against our proposal

Aiming at comprising a wide range of algorithmic solutions to compete against our proposal, we selected well-known statistical and ML-based algorithms for TSF. In the group of statistical based algorithms, we selected three autoregressive models, one exponential smoothing solution, and one straightforward moving average predictor. We also included a recent ML solution, which is based on neighborhood information Parmezan et al. (2019).

Table 2 summarizes the algorithms that were compared against MegazordNet in this study, along with their settings. We fixed the hyperparameter settings for both MegazordNet and the compared methods regardless of the TS considered. We found empirically that those settings led to satisfactory results in most of the cases. In this sense, we aimed at performing a fair comparison of the algorithms regarding their robustness to several evaluation scenarios.

In the table, the tuple following the ARIMA variants in the form \((p, d, q)\) refers to the traditional way of representing this TS forecasting algorithm. In this representation, \(p\) represents the order (number of time lags) of the regressive model, \(q\) represents the degree of differentiation, and \(q\) the order of the moving average model. Moreover, \(\alpha\) represents the decaying factor for SES, \(w\) the window of time intervals considered in MA and k-NN-TSP, and \(k\) the number of neighbors employed by k-NN-TSP.

4.2.2. Evaluated MegazordNet variants

As previously discussed, in this preliminary study, we considered two types of neural networks for TSF: LSTM and CNN. Given that MegazordNet builds different predictors for both trend and seasonal components, four different combinations of those neural networks could be assembled. Additionally, we also evaluated the possibility of only using the trend component for making the forecasts. Thus, two additional MegazordNet variants were considered. We evaluated all of those configurations when comparing our
Table 2. Algorithmic solutions evaluated against our proposal.

| Acronym | Name                            | Settings            | References               |
|---------|---------------------------------|---------------------|--------------------------|
| ARIMA   | Autoregressive Integrated Moving Average | ARIMA(1, 1, 0)     | Bhowmick et al. (2019)   |
| AR      | Autoregressive model            | ARIMA(1, 0, 0)      | Kandananond (2012)       |
| RW      | Random Walk                     | ARIMA(0, 1, 0)      | Kandananond (2012)       |
| SES     | Simple Exponential Smoothing    | $\alpha = 0.95$    | -                        |
| MA      | Moving Average                  | $w = 10$           | -                        |
| k-NN-TSP| k-Nearest Neighbours for Time Series Prediction | $w = 5$, $k = 3$ | Parmezan et al. (2019)   |

Table 3. Evaluated MegazordNet variants and their acronyms

| Acronym  | Trend Component | Seasonal Component |
|----------|-----------------|-------------------|
| MegazordNet$_{L,L}$ | LSTM            | LSTM              |
| MegazordNet$_{L,C}$ | LSTM            | CNN               |
| MegazordNet$_{L,0}$ | LSTM            | -                 |
| MegazordNet$_{C,L}$ | CNN             | LSTM              |
| MegazordNet$_{C,C}$ | CNN             | CNN               |
| MegazordNet$_{C,0}$ | CNN             | -                 |

4.3. Evaluation metrics

Regarding the performance measurements, three well-known metrics were employed, as suggested by Parmezan et al. (2019), which were namely: Mean Square Error (MSE), Theil’s U (TU) coefficient, and the hit rate Prediction of Change in Direction (POCID). In the following definitions, $h$ represents the forecasting horizon (the number of examples which are used for evaluating the prediction models), $z$ and $\hat{z}$ represent, respectively, the TS and its predicted values.

MSE measures the squared deviations of the predicted responses from the expected forecasts. In this sense, this metric smooths amounts lying within the range $[0, 1]$ whereas accentuating differences greater than one. The MSE calculation is given by Equation 1.

$$MSE = \frac{1}{h} \sum_{t=1}^{h} (z_t - \hat{z}_t)^2$$ (1)

Sometimes, just observing the deviations from the expected responses is not enough to infer whether or not a model was accurate in its responses. For instance, when comparing two different TS, one from a company which plays an important role in the country’s economy and another which is just beginning to operate in the stock market, the scale of their stocks tend to be very different. One option is to transform both TS into a common scale, e.g., to make them lie within the $[0, 1]$ range. Notwithstanding, this option often difficulties the interpretation of the obtained results, considering that errors are not
anymore computed in terms of monetary losses or gains. Another option is to compare the predictions of a model with the ones obtained from a baseline predictor, observing if gains were obtained.

In this context, the TU metric compares the predictions of a model with a naive predictor which always outputs the immediately previous observation. Therefore, if \( TU > 1 \), the compared model was less accurate than the naive model. If \( TU = 1 \), the compared predictor behaved exactly as the naive model. Anytime \( T < 1 \), performance gains were obtained. TU’s calculation is presented in Equation 2.

\[
TU = \frac{\sum_{t=1}^{h}(z_t - \hat{z}_t)^2}{\sum_{t=1}^{h}(z_t - z_{t-1})^2}
\]

Lastly, we also can account for the amount of times a method was able to correctly predict the directions of change in the stock index, i.e., whether they would increase or decrease. For this end, we utilized the POCID metric which is given by Equation 3.

\[
POCID = \frac{\sum_{t=1}^{h} D_t}{h} \times 100
D_t = \begin{cases} 
1, & \text{if } (\hat{z}_t - \hat{z}_{t-1})(z_t - z_{t-1}) > 0 \\
0, & \text{otherwise}
\end{cases}
\]

5. Results and Discussion

Considering that the companies present different ranges in their stocks, i.e., their worth can significantly differ, we mainly focused our discussion in statistical tests for performance comparison. In this sense, we can compare the different algorithms pairwise, regardless of their price range in dollars. Moreover, different series present different difficulty levels for forecasting. Therefore, we will not dive into details in summarizing the performance metrics for all the 148 series considered in this study. Nevertheless, we present a case study for the stock APH, which generated an odd behavior in the TU coefficient during our analysis.

5.1. Statistical comparison between the algorithms

Firstly, we discuss our obtained results concerning MSE. This analysis is presented in Figure 5. In the figure, the algorithms are ranked according to their forecasting errors. The most accurate algorithms have the smallest ranks. Algorithms that do not statistically differ in their resulting MSE (with \( \alpha = 0.05 \)) are connected with a horizontal bar. As clearly depicted in the image, the MegazordNet variants occupied the first positions. The first connected group was composed by the CNN-based variants, whereas the LSTM ones composed the second one. Interestingly, regardless of the algorithm for trend composition, the season component did not appear to influence in great extents the ranking of the MegazordNet variants. In all of the cases, the models that only used trend predictors not differed from their seasonal predictor equipped counterparts. Nonetheless, in such applications, every cent worth of accuracy matters. Therefore, we advise using MegazordNet\(_{C,C}\) when small MSE is the first concern.

Among the traditional algorithms for time series prediction, the autoregressive models and SES were placed in the third most accurate algorithm group. Among them,
RW generated the smallest MSE, despite not presenting statistically relevant improvements against its competitors. Considering the random characteristic of the latter method and its ranking, it seems that neither of the statistical-based algorithms was able to satisfactorily capturing the movements in the evaluated stocks. Both ARIMA and SES reached almost the same ranking. The most straightforward AR was the least accurate algorithm among the autoregressive ones. Lastly, both k-NN-TSP and MA were considered statistically equivalent accordingly with the performed test.

The TU coefficient compares each algorithm against a trivial baseline predictor, being this baseline the observation of the previous day. In this sense, this metric is very effective when coupled with MSE, for instance, to measure the extent to which an algorithm was able to capture the movements of the time series. The smaller the TU, the higher the performance gain obtained by the considered algorithm. We present the statistical test results for TU in Figure 6. Again, the same ranking was observed among the MegazordNet variants. The CNN-based models achieved the best values of TU, while the LSTM ones again reached the second best positions. All the MegazordNet variants using the same type of neural network for the trend component were grouped.

However, the rank positions changed for the traditional TS forecasting algorithms. RW, which appeared as the best competitor among the statistical solutions considering MSE, was ranked in the last position in this analysis. This fact was expected, since this solution basically applies a random deviation from the past state, i.e., the last observed time step. In this sense, on average, it performs worse than just replicating the last observation. In general, the autoregressive models tended to replicate the last day observation plus some degree of deviation. In this analysis, SES was the best traditional approach, followed by k-NN-TSP and MA.
As a matter of illustration, we compared the mean TU value obtained by the Mega-
zordNet variants for each TS, against the minimum TU value obtained for the other solu-
tions. Therefore, our solutions were aggregated and compared against the best competitor
for each TS considered. This analysis is presented in Figure 8. As it can be seen in
the chart, even without taking our best model, MegazordNet was able to surpass the best
among the traditional forecasting algorithms in the great majority of cases. In fact, ex-
cluding the stock APH, MegazordNet in the worst case tied with its best competitor (in
the stock CTL). We will delve into details into the specific case where our proposal per-
formed worse than its competitors later. Interestingly, the traditional TSF algorithms in
the majority of the cases performed very similarly to the naive predictor, since their TU
was near to 1 (refer to Section 4.3 for details).

When considering POCID, the Megazord variants again reached the best positions
in ranking, as showed in Figure 7. In this sense, our proposal was the best solution in
predicting up and down trends in the stocks considered in this study. We observed a slight
change in the ordering of our proposal’s variants. However, given the small differences
in the ranking and the nonexistence of statistically relevant difference among them, we
cannot conclude that one variant is certainly better than the other regarding POCID.

Concerning the traditional TSF algorithms, the ranking positions also changed.
MA reached the best ranking among the traditional algorithms. This situation was ex-
pected given that this technique ends to mostly modeling a smoothed version of the ana-
yzed TS, as it used a window size of 20 days. In fact, MA is the mechanism employed by
the current version of MegazordNet to extract the trend component. SES and the autore-
gressive models appeared next in the ranking, followed by k-NN-TSP. Our experimental
findings have shown that the autoregressive models tend to mimic the last observed day
in their forecasting, which seemed to be the case with SES as well. The results of this
forecasting behavior are to not satisfactorily capture the trends in the analyzed TS.

We also performed a comparison of our proposal’s mean POCID performance
against its best competitor, as depicted in Figure 9. As the chart shows, MegazordNet
was the best performer when considering POCID, regardless of the considered TS. The
mean POCID achieved by MegazordNet surpassed the 50% mark in the majority of the
cases. Therefore, our results are situated above the random guess strategy and superior,
on average, to some other works (Wen et al., 2019). In the future, we intend to employ
external sources of information, such as news and sentiment analysis about the economy,
to enhance the capability of MegazordNet in predicting up and down trends in the stocks.
Figure 8. Comparing TU: mean performance of MegazordNet variants against the best traditional forecasting technique competitor

Figure 9. Comparing POCID: mean performance of MegazordNet variants against the best traditional forecasting technique competitor
5.2. Case study: the APH stock

Lastly, given that MegazordNet just lost in the stock of APH accordingly to its TU coefficient, we analyzed this specific company in details. The characteristics of the mentioned TS are presented in Figure 10a. As can be seen, there is a sudden decrease in the price of the stock around September of 2014. A zoomed view of this phenomena is presented in Figure 10b. In four days (from 09-05-2014 to 09-08-2014) the price of this stock decreased more than 100 US$, and any learning algorithm can hardly model this kind of situation. The resulting first derivative component, showed in Figure 10c illustrates this fact. This representation is employed by MegazordNet to learn the variations between the unitary intervals in the TS.

Seeking for the phenomena occurred in APH in other platforms, such as Yahoo Finance, we found that the observed decrease appears to be an inconsistency in the employed dataset. Therefore, more robust data extraction procedures must be employed when considering a real-world application of our proposal. Besides, considering that we did not employ an online learning mechanism in our experiments, MegazordNet was biased towards erroneous behaviors. This explains why it performed worse than its competitors in this specific TS. The remaining forecasting algorithms, on the other hand, employed online learning mechanisms, e.g., models based on rolling windows, hence being able to better adapt to the observed changes. Nevertheless, in all other evaluated cases, MegazordNet achieved the best results. The observed non-stationary characteristics in this specific TS motivated us to consider exploring online learning procedures for MegazordNet in the future.

Figure 10. APH stock: case where MegazordNets were surpassed by the traditional forecasting algorithms
6. Final Considerations

In this study, we presented a novel framework called MegazordNet for FTSF that combine statistical analysis and artificial neural networks. Being the current work a preliminary study, we selected at random 148 TS from the S&P 500 index for experimental evaluation. Despite being simple in its core design regarding the employed data transformation procedures, MegazordNet was able to statistically surpassing traditional statistical and ML-based algorithms for TSF, regardless of the performance metric considered.

There are some key-point designs of our work that can be expanded. For instance, we may test some different model combinations using temporal causal convolutions or attention-based networks in order to explore the combination of other related exogenous time-series. Additionally, we did not use a multivariate TSF approach or any modeling for the residual component, which could easily give our model a more generalized perception of the stock market. In the future, we also intend to evaluate the impact of white noise addition in our predictive performance, as well as, external sources of information (e.g., sentiment analysis) as inputs for the MegazordNet, since its architecture is generic and expandable.
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