Spreading of correlations and entanglement in the long-range transverse Ising chain
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Long-range interactions may dramatically impact the dynamics of correlated systems [1]. In the quantum regime, a number of basic concepts, such as the equivalence of the thermodynamic ensembles [2], the Mermin-Wagner-Hohenberg theorem [3–5], or the area law for entanglement entropy [6–9], break down. Long-range interactions may also be responsible for negative heat capacities and anomalous response functions [10]. The paradigmatic model considers interactions that fall off algebraically with the distance $R$, as $1/R^\alpha$. Such long-range interactions can now be emulated in quantum simulators [11–15] with artificial ion crystals [13,16–20], Rydberg gases [21–24], magnetic atoms [25–29], polar molecules [30–32], nonlinear optical media [33], and solid-state defects [34–36]. A major asset of these systems is that they are free of screening effects and the interaction is truly long range. Moreover, the exponent $\alpha$ can be controlled [16,24].

Another dramatic effect of long-range interactions is the breakdown of the notion of causality in nonrelativistic quantum models. For a wide class of lattice models with short-range interactions, the Lieb-Robinson bound implies that correlations decay exponentially beyond a limit set by the system’s maximum group velocity [37–39]. This effective light-cone effect has been demonstrated for various models in both experiments [40–42] and numerics [43–49].

In contrast, for sufficiently long-range interactions, causality breaks down and information can propagate arbitrarily fast [50,51]. This is consistent with the absence of known Lieb-Robinson bounds [38,52,53] and the vanishing of the characteristic dynamical time scale in the thermodynamic limit [54]. Conversely, algebraic interactions that decay fast enough are effectively short range, and one recovers ballistic propagation of information [55–57]. The intermediate regime is, however, strongly debated, and whether a form of causality emerges remains an open question. Known bounds in principle allow for super-ballistic propagation [38,52,53] but they are challenged by numerical simulations, which point towards a significantly slower propagation [9,50,58–62]. The latter, however, reported different propagation scaling laws. Microscopic mean-field theory suggests that these apparent contradictions may be attributed to the coexistence of several signals governed by different dynamical scaling laws [63]. This prediction, however, relies on a generic but nonuniversal form of the correlation functions and ignores beyond-mean-field effects. Experiments performed with trapped ions have reported bounded propagation [64,65] but they are limited to very small systems, which prevents extraction of the scaling laws and closure of the debate.

The aim of this work is to characterize the spreading of quantum correlations in the intermediate regime of a long-range spin system numerically. Specifically, we determine the scaling laws for the propagation of a variety of observables in the long-range transverse Ising (LRTI) chain using matrix product state simulations. We find that a weak form of causality emerges, characterized by generic algebraic scaling forms $t \sim R^\beta$, where the specific value of the exponent $\beta$ depends on the observable. The spin-correlation and local-spin causal edges are both sub-ballistic, with the same dynamical
exp. exponent (\(\beta_{\text{CE}} = \beta_{\text{SE}} > 1\)). In the vicinity of the edge, however, the local maxima propagate differently, i.e., ballistically (\(\beta_m = 1\)) for spin-spin correlations and super-ballistically (\(\beta_m < 1\)) for local spins. In contrast, the Rényi entanglement entropies always propagate ballistically, irrespective of the range of interactions, in both the local and quasilocal regime. The analytic quasiparticle picture, based on linear spin wave theory (LSWT), accurately reproduces the numerics and provides a clear interpretation of the numerical results. The different algebraic space-time patterns of correlation functions provide an unambiguous fingerprint of the dynamical regimes of the model, suggesting the emergence of a dynamical phase diagram. These correlation patterns can be directly measured in state-of-the-art experiments.

**Model and approach.** The dynamics of the LRTI chain is governed by the Hamiltonian,

\[
\hat{H} = \sum_{R=R'} \frac{J}{|R-R'|} S_R^x S_{R'}^x - 2h \sum_{R} S_R^z, 
\]

where \(S_R^j (j=x,y,z)\) are the spin-1/2 operators on lattice site \(R \in [0,N-1]\). The system size, \(J > 0\) is the coupling energy, and \(h\) is the transverse field. It can be realized on various quantum simulation platforms, including cold Rydberg gases [24,66,67] and artificial ion crystals, where the exponent \(\alpha\) can be controlled via light-mediated interactions [16,18,19,64,65]. At equilibrium, the phase diagram of the LRTI chain comprises two gapped phases separated by a second-order quantum phase transition; see Fig. 1 and Ref. [7]. For low fields \(h\) and rather short-range couplings (high values of \(\alpha\), the nearest-neighbor antiferromagnetic couplings dominate and the system forms a staggered Néel-ordered phase along the \(x\) direction. For a large field \(h\) and long-range couplings (low values of \(\alpha\), the spin-field interaction is favored and a \(z\)-polarized phase is formed.

Out of equilibrium, the LSWT predicts three dynamical regimes (shaded by different colors in fig. 1) [50,58]: For \(\alpha > 2\) (local regime), the spin wave excitations are regular with bounded energies \(E_k\) and group velocities \(V_g(k) = \partial_k E_k\) \((k\) is the momentum). This regime is reminiscent of the short-range case where correlations spread at finite speed, giving rise to a linear causality cone [37,38]. For \(\alpha < 1\) (instantaneous regime), \(E_k\) features an algebraic, infrared divergence. There is no characteristic time scale and correlations spread arbitrarily fast. Finally, for \(1 \leq \alpha < 2\) (quasilocal regime), \(E_k\) is bounded but \(V_g(k)\) diverges as \(V_g(k) \sim 1/k^{2-\alpha}\). Whether some form of causality emerges in the quasilocal regime remains debated [50,54,58,60,64,65,68], and, in the following, we mainly focus on this case.

Except where otherwise indicated, the results discussed below are obtained using time-dependent variational principle (TDVP) simulations within a matrix-product state (MPS) framework [7,50,69]. Convergence of the calculations with the bond dimension has been systematically checked. Our results are summarized on the dynamical phase diagram of Fig. 1. The main features of the observable that we consider are all described by an algebraic space-time dependence of their edges and maxima, shown in the insets.

**Spin correlations and global quench.** We first consider the spreading of the connected spin correlations, \(G_j(R,t) = G^j_j(R,t) - G^j_0(R,0)\), with \(G^j_0(R,t) = \langle \hat{S}^j_R(t) \hat{S}^j_R(0) \rangle - \langle \hat{S}^j_R(0) \rangle^2\). Figure 2(a) shows a typical TDVP result for \(G_1(R,t)\), for a global quench in the quasilocal regime, \(\alpha = 1.7\), from \((h/J)_{\text{in}} = 50\) to \((h/J)_{\text{f}} = 1\), both in the \(z\)-polarized phase. The initial state of the system is the ground state of the
Hamiltonian with \((h/J)\). Similar results are found when scanning the values of \((h/J)\), \((h/J)\), and \(1 < \alpha < 2\). The correlation pattern shows a series of maxima which propagate algebraically [notice the log-log scale in Fig. 2(a)]. In the asymptotic long-time and long-distance limits, they are well fitted by the scaling law \(t \sim R^{\beta_{CE}}\) (dashed blue lines). The correlation edge (CE), which sets the causality horizon, cannot, however, be inferred from the behavior of the maxima [47]. To find the CE, we track the points of the \(R-t\) plane where the correlations reach a fraction \(\epsilon\) of their maximum. Scanning \(\epsilon \in [0.01, 0.1]\), we find that the CE is well fitted by the algebraic scaling law \(t \sim R^{\beta_{CE}}\) (solid line), with \(\beta_{CE}\) nearly independent of \(\epsilon\) [70]. Figure 2(b) shows the results of the fits (empty symbols) versus the exponent \(\alpha\).

The numerical results for \(G_t(R, t)\) have an extra checkerboard structure inside the causal region due to the antiferromagnetic coupling in Eq. (1). Once this structure is taken into account, we can identify a CE and local maxima, and extract the corresponding exponents. The results are similar to those found for \(G_t(R, t)\); see filled symbols in Fig. 2(b) [70].

Comparing the fitted dynamical exponents \(\beta_m\) and \(\beta_{CE}\) to the predictions of the LSWT [63], we find an excellent agreement, as shown in Fig. 2(b). While the maxima spread ballistically, \(\beta_m \simeq 1\), the CE is sub-ballistic with \(\beta_{CE} \simeq 3 - \alpha > 1\). This is characteristic of gapped long-range models, such as the LRTI model in the \(z\)-polarized phase [63]. It confirms the emergence of a weak, slower-than-ballistic form of causality for \(1 < \alpha < 2\).

In the local regime, \(\alpha \geq 2\), we find that both the maxima and the CE spread ballistically, \(\beta_m \simeq \beta_{CE} \simeq 1\). The spreading velocities are, however, different from each other, which is characteristic of a nonphononic excitation spectrum. The CE velocity is \(V_{CE} \simeq 2V_g(k^*)\), i.e., twice the maximum group velocity of the spin waves, while that of the maxima is \(V_m \simeq 2V_{g}(k^*)\), i.e., twice the phase velocity \(V_{g}(k) = E_g/k\) at the quasimomentum \(k^*\) where the group velocity is maximum; see Fig. 2(c).

We have also performed calculations for large quenches. While the LSWT is well justified only for weak quenches, we have found that the dynamical exponents it predicts are extremely robust, even for quenches across the critical line. We found dynamical scaling laws in very good agreement with those reported on Figs. 2(b) and 2(c), although the signal is blurred as compared to weak quenches owing to the proliferation of quasiparticles when the quench amplitude increases [70].

**Local magnetization and local quench.** We now consider the dynamics of another quantity, namely the local magnetization \(\langle \hat{S}_{R}^z(t) \rangle\), and perform a local quench. We initialize the system in the ground state of the \(z\)-polarized phase and flip the central spin. Figure 3(a) shows a typical TDVP result for the quantity \(1/2 - \langle \hat{S}_{R}^z(t) \rangle\) versus the time \(t\) and the distance \(R\) from the flipped spin, in the quasilocal regime. The result displays, as in the case of global quenches, a twofold algebraic structure. Fitting the maxima (dashed blue line) and the spin edge (SE, solid green line) as previously, we extract the dynamical exponents \(\beta_{m}\) and \(\beta_{SE}\) plotted in Fig. 3(b) (blue disks and green diamonds, respectively). The SE follows the same sub-ballistic scaling law as the CE in the previous case, \(\beta_{SE} \simeq 3 - \alpha\) (solid green line). In contrast, the maxima of the local spin spreads faster than those of the spin correlations, and here we find \(\beta_{m} \simeq 1\), corresponding to a super-ballistic propagation.

To understand this behavior, let us first recall that the standard LSWT generically predicts a super-ballistic propagation of the maxima in gapless systems [63]. Here, although the LRTI model is gapped, the initial state \(|\Psi_0\rangle \simeq |\uparrow \cdots \uparrow \downarrow \cdots \uparrow \rangle\) of the local quench is orthogonal to the ground state \(|\Psi_{GS}\rangle \simeq |\uparrow \cdots \uparrow \rangle\), and thus lives in the first excited manifold. The ground state and the gap are thus irrelevant, and we may expect super-ballistic propagation of the maxima consistent with the TDVP results. This argument applies to any observable for such a local quench. More specifically, the LSWT applied to \(\langle \hat{S}_{R}^z(t) \rangle\) for the local quench yields \(\beta_m = \alpha - 1\), in very good agreement with the TDVP results; see Fig. 3(b) [70].

In the local regime (\(\alpha > 2\)) we find that \(\langle \hat{S}_{R}^z(t) \rangle\) propagates ballistically. Both this property and the SE velocity extracted from the TDVP calculations are in good agreement with the LSWT analysis; see Fig. 3(c). Note that in this regime, we do not observe maxima propagating at a different velocity. This is also consistent with the LSWT analysis. In the local regime, the quantity \(\langle \hat{S}_{R}^z(t) \rangle\) is the sum of several contributions, each with a twofold structure but that are in phase quadrature and cancel each other. A similar effect has been found for density correlations deep in the Mott insulator phase of the Bose-Hubbard model [47,70].

**Entanglement entropy.** We finally study the spreading of quantum information after the same local quench. It may be measured via the Rényi entropies of the reduced density matrix of a block,

\[
S_n(R, t) \equiv \frac{1}{1 - n} \log(\text{tr}[^{\otimes n} |\rho(t)\rangle\langle \rho(t)|]),
\]

with \(n > 0\) and \(\hat{\rho}(R, t) = \text{tr}_A(\hat{\rho}(t))\) the reduced density matrix at time \(t\) of the subsystem \(A = [R, R + 1, \ldots, N/2]\). The position \(R\) is measured from the flipped
central spin and $B$ denotes the complementary subsystem; see inset in Fig. 4(a). Figure 4(a) shows a typical TDVP result for the von Neumann entropy $S_{\text{vN}}(R,t)$ for the same quench as in Fig. 3(a). (a) TDVP results for $h/J = 50$, $\alpha = 1.8$, and a system size $N = 96$. The solid green line marks a power law fit to the EE with $\epsilon = 0.5$, yielding $R_{\text{EE}} = 0.899 \pm 0.005$. (b) Dynamical exponents for the EE obtained via TDVP (cyan downwards triangles) and LSWT (magenta upwards triangles), with error bars corresponding to the variations with respect to the threshold $\epsilon$. (c) Dynamical exponents obtained via LSWT for a larger system, $N = 512$.

This confirms the ballistic propagation of the entanglement entropy ($R_{\text{EE}} = 1$) consistent with the results of Fig. 4 for $n = 1$ and other Rényi orders $n$ [70].

**Conclusion.** Our results show the emergence of a weak form of causality in the intermediate regime of the long-range Ising model, characterized by algebraic propagation laws with exponents that depend on the observables and the range of interactions. While local spins and spin correlations both have a sub-ballistic propagation edge, $t \propto R^\beta$, with $\beta > 1$, the causal region is characterized by local maxima propagating super-ballistically and ballistically, respectively. The distinction between the causal edge and the local maxima, which can show drastically different dynamical behaviors, is thus pivotal in the characterization of causality in long-range quantum systems. In contrast, the propagation of entanglement is ballistic in both the local and quasilocal regimes, and the causal region is featureless.

These results call for future experimental and theoretical work. On the one hand, our predictions are directly relevant to quantum simulators using, for instance, trapped ions, where the interaction range can be controlled. While analysis of spin and correlation spreading in first experiments have been limited by finite-size effects [64,65], systems with more than 50 ions, comparable to the system size used in our simulations, are now accessible [77] and Rényi entanglement entropies can now be measured in trapped ion platforms [78,79] and digital quantum computers [80]. On the other hand, it would be interesting to further test the robustness of the observed algebraic scaling laws by quantitatively investigating the dependence (if any) of the exponents on the strength of the quenches, the phases of the model, and their values in different models, such as the long-range XY [9,63], Heisenberg [81,82], and Hubbard [44,58] models, as well as in dimensions higher than one. This extended analysis could allow the identification of dynamical universality classes, i.e., models which share the same algebraic laws for correlations out of equilibrium.
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In this Supplemental Material, we provide additional technical details of the methodology and analysis underlying the central results discussed in the main paper. In Sec. I, we detail the fitting procedure to extract the scaling exponent of the spin-correlation, local magnetization, and entanglement edges. In Sec. II, we discuss the spreading of spin correlations in the $x$ direction and in Sec. III results for large quenches. Sections IV and V outline the LSWT theory for the spreading of the local magnetization $\langle S_z^R(t) \rangle$ and entanglement entropies $S_n(R, t)$, respectively, after a local quench. Finally, Sec. VI gives additional TDVP and LSWT results for the spreading of entanglement considering various Rényi entropies.

I. DETERMINATION OF THE EDGE

For all the data reported in the main paper, we have determined the spin-correlation, local magnetization, and entanglement edges by tracking the ensemble of points in the $R\times t$ plane where the signal reaches a fraction $\epsilon$ of its maximal value. Since this threshold line depends on the value of $\epsilon$, we have systematically scanned $\epsilon$, e.g. from $0.01$ to $0.12$ for $G_z(R, t)$ and from $0.20$ to $0.80$ for $S_n(R, t)$. In all the cases considered in this work, we find that the edge is well fitted by the algebraic law

$$t = a \times R^{\beta}.$$  \hspace{1cm} (1)

While the coefficient $a$ fundamentally depends on $\epsilon$, the scaling law exponent $\beta$ is nearly independent of $\epsilon$. An example of such an analysis, plotted in log-log scale, is shown in Fig. 1 where the various lines correspond to different values of $\epsilon$. The fact that they are parallel straight lines validates the scaling law $t \sim R^{\beta_{CE}}$ with an exponent $\beta_{CE}$ nearly independent of $\epsilon$.

Figure 1. Spreading of the $G_z$ spin correlation function in the quasi-local regime ($\alpha = 1.7 < 2$), for a global quench from $(h/J)_i = 50$ to $(h/J)_f = 1$, both in the $z$ polarized phase [same data as in the Fig. 2(a) of the main paper]. The squares, disks, and diamonds indicate points where $G_z(R, t)$ reaches a fraction $\epsilon$ of its maximum value for various values of $\epsilon$. The corresponding lines are linear fits to these points in log-log scale, consistently with Eq. (1). The brown squares correspond to $\epsilon = 2.6\%$ for which we find $\beta_{CE} \approx 1.27$, the green disks to $\epsilon = 6.5\%$ for which we find $\beta_{CE} \approx 1.23$, and the white diamonds to $\epsilon = 11.2\%$ for which we find $\beta_{CE} \approx 1.22$. 
II. SPREADING OF THE Gₜ SPIN CORRELATION FUNCTION

In this section, we discuss analytic and numerical results for the spreading of spin correlations along the x direction,

\[ G_x(R, t) = G_x^0(R, t) - G_x^0(R, 0) \quad \text{with} \quad G_x^0(R, t) = \langle \hat{S}_R^x(t) \hat{S}_0^x(t) \rangle - \langle \hat{S}_R^x(t) \rangle \langle \hat{S}_0^x(t) \rangle, \]

where \( \hat{S}_R^x(t) \) is the spin operator along x at position R and time t.

A. Linear spin wave theory

In the z-polarized phase, the LRTI model can be diagonalized using a Holstein-Primakoff transformation [1],

\[ \hat{S}_R^x \approx \frac{1}{2} (\hat{a}_R^+ + \hat{a}_R) \quad , \quad \hat{S}_R^y \approx -\frac{1}{2i} (\hat{a}_R^+ - \hat{a}_R) \quad , \quad \text{and} \quad \hat{S}_R^z \approx \frac{1}{2} - \hat{a}_R^+ \hat{a}_R, \]

where \( \hat{a}_R(t) \) is the annihilation operator of a boson at site R and time t. Inserting these formulas into the LRTI Hamiltonian [Eq. (1) of the main paper], we find a quadratic Bose Hamiltonian, see for instance Refs. [2, 3] for details.

For a quench on the exchange amplitude \( J \) from \( J_1 \) to \( J_1 \), the \( G_x(R, t) \) correlation function can be cast in the form [5]

\[ G_x(R, t) \approx g(R) - \int_{-\pi}^{\pi} \frac{dk}{2\pi} \mathcal{F}(k) \left\{ \frac{e^{i(kR+2E_{k}\alpha^0 t)} + e^{i(kR-2E_{k}\alpha^0 t)}}{2} \right\}, \quad \text{with} \quad \mathcal{F}(k) = \frac{h(J_1 - J_1) P_\alpha(k)}{8[h + J_1 P_\alpha(k)][h + J_1 P_\alpha(k)]}, \]

where the index "i" refers to the pre-quench (initial) Hamiltonian and the index "f" to the post-quench (final) Hamiltonian. The function \( \mathcal{F}(k) \) gives the weight of each quasi-particle according to their mode k. It depends on the observable and the quench.

To characterize the asymptotic behavior, \( R, t \to +\infty \) along a constant line \( R/t \), one can then rely on the stationary-phase approximation, applied to Eq. (5). It yields

\[ G_x(R, t) \approx \frac{\mathcal{F}(k_{\text{sp}})}{(\partial_{k_{\text{sp}}}^2 \mathcal{E}(k_{\text{sp}}, t))^{1/2}} \cos(k_{\text{sp}}R - 2E_{k_{\text{sp}}}t + \phi), \]

where \( \phi \) is a constant phase irrelevant to our study, \( k_{\text{sp}} \) is the stationary-phase quasi-momentum, given by the solution of the equation \( 2\mathcal{E}'(k_{\text{sp}}) = 2\hbar \partial_{k_{\text{sp}}} \mathcal{E}(k_{\text{sp}}) = R/t > 0 \) with \( \mathcal{E} \) the group velocity associated to the spin-wave excitations.

**Quasi-local regime** - The quasi-local regime corresponds to the case where the quasi-particle energy \( E_k \) is finite over the whole first Brillouin zone, \( k \in [-\pi, +\pi] \), but the group velocity \( \mathcal{V}_G(k) \) presents a divergence. The space-time behavior of \( G_x \) in the vicinity of the CE (correlation edge) is dominated by the quasi-particles propagating with the highest group velocities. Due to the infrared divergence, only the limit behavior in \( k \to 0 \) is relevant. There the long-range term reads as \( P_\alpha(k) \approx P_\alpha(0) + P_\alpha |k|^{-1} \), with \( P_\alpha(0) > 0, P_\alpha < 0 \), and the excitation energy is \( E_k \approx \Delta - c|k|^\gamma \), where \( \Delta = 2\sqrt{\hbar [h + J_1 P_\alpha(0)]} > 0 \) is the gap, \( \gamma = \alpha - 1 \geq 0 \) is the dynamical exponent, and \( c = \sqrt{\hbar [h + J_1 P_\alpha(0)]J_1 P_\alpha(0)} > 0 \) is a prefactor. Then, computing \( k_{\text{sp}} \) and injecting it into Eq. (6), we find

\[ G_x(R, t) \approx \frac{\mathcal{V}^\gamma}{R^\chi} \cos \left( A_2 \left( \frac{t}{R^z} \right)^{1/\gamma} - 2\Delta t + \phi \right), \]

with

\[ A_2 = 2c(2\nu)^{(1-\gamma)}(1-z) \quad , \quad \gamma = \frac{\nu + 1/2}{1-z} \quad , \quad \text{and} \quad \chi = \frac{\nu + (2-z)/2}{1-z}, \]

where \( \nu \geq 0 \) is the scaling exponent of the amplitude function in the infrared limit, \( \mathcal{F}(k) \sim |k|^\nu \). It follows from Eq. (5) and the approximation of \( P_\alpha \) in the infrared limit that \( \nu = 0 \) for the \( G_x \) spin correlation function. On the one
hand, the CE is found by imposing the condition that the prefactor is constant. The latter leads to the algebraic form $t \propto R^{\beta_{CE}}$ with $\beta_{CE} = \chi/\gamma = 3 - \alpha$. Since $1 \leq \alpha < 2$ in the quasi-local, the CE is always sub-ballistic, i.e. $\beta_{CE} > 1$. On the other hand, the spreading law of the local extrema is determined by the equation

$$A_z\left(\frac{t}{R^2}\right) - 2\Delta t + \phi = \text{cst} \quad \text{leading to} \quad A_z\left(\frac{t}{R}\right) - 2\Delta \to 0. \quad (9)$$

The maxima are thus ballistic, i.e. $t \sim R^{\beta_m}$ with $\beta_m = 1$.

**Local regime** — In the local regime, corresponding to the case where both the quasi-particle energy $E_k$ and the group velocity $V_g(k)$ are finite over the whole first Brillouin zone, there exists a quasi-momentum $k^*$ such that the group velocity is maximum, $V_g(k^*) = \max_k[V_g(k)]$. Hence, the stationary-phase condition $2V_g(k_{sp}) = R/t$ has a solution only for $R/t \leq 2V_g(k^*)$. The CE is determined by the spreading of the quasi-particles with a quasi-momentum $k_{sp} \simeq k^*$. It is thus ballistic, with the CE velocity $V_{CE} = 2V_g(k^*)$. Moreover, in the vicinity of the CE, the motion of the local maxima is determined by the phase factor in Eq. (6) with $k_{sp} = k^*$. It follows that the local extrema propagate ballistically at the velocity $V_m = 2V_g(k^*)$ where $V_g(k) = E_k/k$ is the quasi-particle phase velocity. Note that here, $k^* < 0$ and $V_m = 2V_g(k^*) = 2E_{k^*}/k^* < 0$.

**B. Numerical TDVP results**

We have performed numerical TDVP calculations for the spreading of the spin correlation function along $x$ for the same parameters as for its counterpart in the $z$ direction, discussed in the text.

The left panel of Fig. 2 shows a typical result, plotted in log-log scale, in the quasi-local regime. The underlying checkerboard-like structure is characteristic of the $G_x$ function and was similarly found using meanfield calculations in Ref. [5]. In spite of this complex structure, we can identify a CE, using the same method used for the $G_z$ correlation function, as well as propagating local maxima. The green solid and dashed blue lines correspond to algebraic fits to the CE and the local extrema, respectively. The associated scaling law exponents $\beta_{CE}$ and $\beta_m$ are in very good agreement with the theoretical ones discussed in Sec. IIA, see filled symbols in Fig. 2(b) of the main paper.

The right panel of Fig. 2 shows a typical result in the local regime, now plotted in linear scale. The solid green and dashed blue lines are linear fits to the CE and local extrema, respectively. The corresponding numerical velocities $V_{CE}$ and $V_m$ are in good agreement with the theoretical ones, see filled symbols in Fig. 2(c) of the main paper.

**Figure 2.** Spreading of the $G_x$ spin correlations. Left panel (log-log scale): Quasi-local regime with $\alpha = 1.7 < 2$ for a global quench from $(\hbar/J)_i = 50$ to $(\hbar/J)_f = 1$, both in the $z$ polarized phase of the LRTI model. Right panel (linear scale): Local regime with $\alpha = 3 < 2$ for a global quench starting from $(\hbar/J)_i = 0.9$ to $(\hbar/J)_f = 1$. The solid green and dashed blue lines are algebraic (for $\alpha < 2$) or linear (for $\alpha > 2$) fits to the CE and the extrema, respectively.

**III. LARGE QUENCHES**

In this section, we present numerical results for large quenches using the same TDVP calculations as for the results of the main paper.
Figure 3 shows results for both the $G_x(R, t)$ (upper row) and the $G_z(R, t)$ (lower panel) correlation functions in the quasi-local regime, $\alpha = 1.7$. Form left to right, we quench from decreasing values of the initial parameter $(h/J)_i$, ranging from the $z$-polarized phase to the $x$-Néel phase. The post-quench parameter $(h/J)_f$ is fixed to a value corresponding to the $z$-polarized phase. When changing the initial value $(h/J)_i$ towards the Néel phase, we find that an additional staggered structure, reminiscent of the Néel ordering, appears. For the $G_x(R, t)$ correlation function, it rapidly dominates the signal and it becomes difficult to identify propagating local maxima and a correlation edge. In contrast, the signal is clearer for the $G_z(R, t)$ correlation function. While a checkerboard-like structure appears, it is still possible to identify the local maxima and the correlation edge. We find that both are algebraic with dynamical exponents $\beta_m$ and $\beta_{CE}$ that do not significantly change with the strength of the quench.

Figure 4 shows the same calculations, now performed in the local regime, $\alpha = 3$. Similar conclusions as for the quasi-local regime hold. The $G_x(R, t)$ correlation function is rapidly blurred. In contrast, the $G_z(R, t)$ is more robust and allows us to fit the dynamical exponents $\beta_m$ and $\beta_{CE}$, yielding values nearly independent of $(h/J)_i$. In fact, for the $G_z(R, t)$ correlation function, we find no significant impact of increasing the strength of the quench.

IV. SCALING LAWS FOR $\langle S_{R}^{z}(t) \rangle$ AFTER A LOCAL QUENCH

The local magnetization $\langle \hat{S}_{R}^{z}(t) \rangle$ can be computed analytically for a local quench in the $z$-polarized phase where $h \gg J$, using an approach similar to that presented in Sec. II A. Starting from the initial state $|\Psi_{0}\rangle \propto \hat{S}_{R}^{-}|\Psi_{GS}\rangle$ obtained by lowering the central ($R = 0$) spin of the ground state (which is close to the product state $|\uparrow...\uparrow\downarrow...\uparrow\rangle$), and applying both the Holstein-Primakoff transformation and the bosonic Bogoliubov approach, we find

$$1/2 - \langle \hat{S}_{R}^{z}(t) \rangle \simeq \int_{-\pi}^{\pi} \frac{dk}{2\pi} \mathcal{F}_{1}(k) e^{i(kR + E_{t}t)} + e^{-i(kR - E_{t}t)} \left| \right| + \int_{-\pi}^{\pi} \frac{dk}{2\pi} \mathcal{F}_{2}(k) e^{i(kR + E_{t}t)} + e^{-i(kR - E_{t}t)} \left| \right|^2. \quad (10)$$

The quantities $\mathcal{F}_{1}(k)$ and $\mathcal{F}_{2}(k)$ are two different quasi-momentum-dependent amplitude functions, which read as

$$\mathcal{F}_{1}(k) = \frac{1}{2} \left( \frac{A_{k}}{E_{k}} + 1 \right) = \frac{1}{2} \left( \frac{2h + J\alpha_{k}(k)}{2\sqrt{h + J\alpha_{k}(k)}} + 1 \right) \quad \text{and} \quad \mathcal{F}_{2}(k) = -\frac{B_{k}}{2E_{k}} = -\frac{J\alpha_{k}(k)}{4\sqrt{h + J\alpha_{k}(k)}}. \quad (11)$$

For large transverse fields, $h \gg J$, we find $\mathcal{F}_{1}(k) \simeq 1 \gg \mathcal{F}_{2}(k) \sim J/h$ and the second term in Eq. (10) may be neglected.
Figure 4. Spreading of the $G_x$ (upper row) and $G_z$ (lower row) spin correlations in the local regime, $\alpha = 3$ (linear scale). The quench is performed from an increasing value of the initial parameter $(h/J)_i$, ranging from the $z$ polarized phase to the $x$-Néel phase, to the fixed value $(h/J)_f = 1$, corresponding to the $z$-polarized phase. (a) $\hat{H}_i$ deep in the $z$-polarized phase, $(h/J)_i = 0.9$; (b) $\hat{H}_i$ in the $z$ polarized phase close to the critical point, $(h/J)_i = 0.59$; (c) $\hat{H}_i$ in the $x$ Néel phase, $(h/J)_i = 0.25$; (d) $\hat{H}_i$ deep in the $x$ Néel phase, $(h/J)_i = 0.1$. The dashed blue and solid green lines are linear fits to propagating local extrema and to the CE respectively.

Quasi-local regime – In the quasi-local regime, owing to the infrared divergence of the quasi-particle velocities, the spreading of the local magnetization (as well as that of correlations) is dominated by the Fourier components with $k \to 0$, see Eq. (10). There, we may write $E_k \simeq \Delta - c|k|^z$, where $\Delta = 2\sqrt{h[J_{spin}(0)]}$ is the gap and $z = \alpha - 1$ is the dynamical exponent, see also Sec. II A. Inserting this expression into Eq. (10), we find that the gap $\Delta$ may be factorized, taken out of the integrals, and then vanishes owing to the square moduli. It explains the irrelevance of the gap for the spreading of the local magnetization in the quasi-local regime. Applying the stationary phase approximation to evaluate the integrals along the lines of Ref. [5], we then find that the spreading of $\langle \hat{S}_z^z(t) \rangle$ is super-ballistic, with $\beta_m = 1 - z$. This is consistent with the TDVP results shown in the main paper, see Fig. 3(b).

Local regime – In the local regime, both the quasi-particle energy $E_k$ and group velocity $V_g(k)$ are finite over the whole Brillouin zone. The spin edge is thus determined by the maximum group velocity, $V_g(k^*)$. The calculation is similar to that outlined for the spreading of the spin correlation in Sec. II A. The only relevant difference is that the phase factor for the spreading of the spin correlations has an extra factor of 2, which is absent for the local magnetization, see Eq. (5) versus Eq. (10). As a result, the spin edge propagates at the velocity $V_{SE} = V_g(k^*)$, while the correlation edge propagates at the velocity $V_{CE} = 2V_g(k^*)$. This is consistent with the TDVP results, see Fig. 3(c) of the main paper [6].

More precisely, applying the stationary phase approximation, we find

$$1/2 - \langle \hat{S}_R^z(t) \rangle \sim \left| \frac{\mathcal{F}_1(k^*)}{(|\partial_k^2 E_k|^z)^{1/2}} \cos(k^* R - E_k^* t + \phi) - i \sin(k^* R - E_k^* t + \phi) \right|^2$$  \hspace{1cm} (12)$$

where $\phi = -(\pi/4)\text{sgn}(\partial_k^2 E_k^*)$ is a constant phase term. The local magnetization is thus the sum of two terms, associated to the cos and sin terms. Each has local maxima that propagate at the velocity $V_g(k^*)$. The two terms are, however, in phase opposition, which mutually cancel the local maxima. We hence expect a single structure in the vicinity of the spin edge, consistently with the TDVP results. A similar effect has been found for density correlations deep in the Mott insulator phase of the Bose-Hubbard model [7]. This effect is also expected in the quasi-local regime but the extinction of the local maxima happens on very large distances and in the TDVP we still observe them up to the largest accessible times and distances, see Fig. 3 of the main paper.
V. DENSITY MATRIX AND ENTANGLEMENT ENTROPIES AFTER A LOCAL QUENCH

In this section we discuss analytic and numerical results for the entanglement entropy following a local quench, using linear spin wave theory (LSWT).

A. Spin wave analysis

The initial state prepared by the local quench is obtained from the ground state (GS) by an up-down spin flip at the central lattice site. The time dependence of the system’s state is given by

\[ |\Psi_0(t)\rangle = \hat{N} \hat{\Delta}^0_0(t) |\Psi_{\text{GS}}\rangle = \hat{N} \sum_{k=-\pi}^\pi u_k e^{i(E_k t) \hat{b}_k^0(t=0) |0_b\rangle}, \]

where \( \hat{S}_0^- = S_0^- - iS_0^0 \) is the spin lowering operator at the central site (labelled by \( j = 0 \)), \( \hat{\Delta}^0_0 \) is the bosonic Holstein-Primakoff creation operator [see Eq. (3)], \( \hat{b}_k(0) \) is the Bogoliubov quasi-particle annihilation operator [4], \( u_k = \text{sign}(A_k) \sqrt{\frac{1}{2} \left( \frac{1}{A_k} \right)^2 + 1} \), \( |0_b\rangle \) is the quasi-particle vacuum, and \( \hat{N} = (\sum_k u_k^2)^{-1/2} \) stands for the normalization of the state. Crucially, for \( h/J \gg 1 \), the initial state is a superposition of single-particle excitations, which allows us to proceed analytically. Defining \( S \) as the entire system and \( A \) and \( B \) as complementary subsystems, we may decompose the initial state into the cases where the excitation is in either subsystem \( A \) or \( B \) as

\[ |\Psi_0\rangle = \hat{N} \sum_{m \in B} \sum_{k=-\pi}^\pi u_k e^{i(E_k t + m k) |0_A\rangle \otimes |1_m\rangle} + \hat{N} \sum_{m \in A} \sum_{k=-\pi}^\pi u_k e^{i(E_k t + m k) |1_m\rangle \otimes |0_B\rangle}, \]

where \( \lambda_1 \) and \( \lambda_2 \) are real-valued numbers such that \( \lambda_1 + \lambda_2 = 1 \), and \( \theta_1 \) and \( \theta_2 \) are some phases. The density matrix of the entire system thus contains four terms,

\[ \rho(t) = \lambda_1 |0_A\rangle\langle 0_A| \otimes |\chi_B\rangle\langle \chi_B| + \lambda_2 |\chi_A\rangle\langle \chi_A| \otimes |0_B\rangle\langle 0_B| + \sqrt{\lambda_1 \lambda_2} e^{i(\theta_1 - \theta_2)} |0_A\rangle\langle \chi_B| \otimes |\chi_A\rangle\langle 0_B| + \sqrt{\lambda_1 \lambda_2} e^{i(\theta_2 - \theta_1)} |\chi_B\rangle\langle 0_A| \otimes |\chi_A\rangle\langle 0_B|, \]

while the reduced density matrix of subsystem \( A \) contains two terms,

\[ \rho_A(t) = \text{tr}_B(\rho(t)) = \lambda_1(t) |0_A\rangle\langle 0_A| + \lambda_2(t) |\chi_A\rangle\langle \chi_A|. \]

In the limit of \( h/J \gg 1 \) the Bogoliubov coefficient approaches unity, \( u_k \approx 1 \). Since the two eigenvalues are constrained to add to unity and have the same functional form, we may without loss of generality restrict our analysis to one of them. The \( t \to \infty, R \to \infty \) behavior of the second eigenvalue of the reduced density matrix in the infinite volume limit using the stationary phase approximation is given by

\[ \lambda_2 \approx \hat{N}^2 \sum_{m \in A} \left| \sum_{k=-\pi}^\pi e^{i(E_k t + m k)} \right|^2 \frac{1}{\pi} \sum_{m \in A} \frac{1}{|\partial^2 E_{k_{sp}}|} \cos^2 \left[ E(k_{sp}) t - k_{sp} m + \phi \right], \]

where \( k_{sp} \) is defined by the stationary phase condition \( V_g(k_{sp}) = m/t \) with \( V_g(k) = \partial E_k / \partial k \).

B. Entanglement Entropies

In order to compute the entanglement entropies from the reduced density matrix, we now consider the partitions \( A = \{ R, R + 1, \ldots, N/2 \} \) and \( B = \{-N/2, -N/2 + 1, \ldots, R - 1 \} \) and look for an analytic expression for its eigenvalues.
Quasi-local regime – The spectrum in the quasi-local regime is bounded but its first derivative $V_g(k)$ has an infrared divergence ($k_{sp} \to 0$), as $V_g(k) \sim 1/k^{2-\alpha}$, which dominate the eigenvalues of the reduced density matrix. Inserting this into Eq. (18), we find that the second eigenvalue can be approximated in the infinite volume limit by,

$$
\lambda_2 \propto \hat{N}^2 t^{1/2} \sum_{m=0}^{\infty} \frac{1}{(m + R)^{z-2}} \cos^2 \left[ \xi_z \left( \frac{t}{(m + R)^z} \right)^{1/z} + \phi \right]
$$

(19)

with $\xi_z = (cz)^{1/z} (1 + c^{1/z} z^z)$. In contrast with the earlier study of spin wave excitations for magnetic properties (see for instance Secs. II A and IV), here the site $R$ is contained in every term of the sum over subsystem $A$, and we cannot extract the entanglement edge without considering every term in the sum. Moreover, this means that we cannot a priori simply look at the scaling of the coefficient without taking into account the oscillatory cosine term. However, in both our TDVP and LSWT numerical results, we find no significant internal oscillations of the Rényi entanglement entropies, implying that the oscillatory term does not contribute significantly to the observed behavior of the entanglement edge. Additionally, we find the frequency $\xi_z$ to be very large such that the cosine term varies rapidly compared to the algebraically decaying amplitude. We can then safely substitute the square cosine function by its average value, 1/2, allowing us to analytically perform the sum in Eq. (19). We find

$$
\lambda_2 \propto \hat{N}^2 2\pi (cz)^{\kappa} \frac{2\pi (cz)^{\kappa}}{|cz(z-1)|} t^{\frac{\alpha}{\kappa}} \zeta (\kappa, R),
$$

(20)

where $\zeta(s, q) = \sum_{m=0}^{\infty} (m + q)^{-s}$ is the Hurwitz zeta function [8, 9] and $\kappa = \frac{z-2}{z-1} = \frac{3-\alpha}{2}$. Using the series representation of the Hurwitz zeta function in the limit of large $R$ and positive $\kappa$, this may be written as

$$
\lambda_2 = \hat{N}^2 \frac{2\pi (cz)^{\kappa}}{|cz(z-1)|} t^{\frac{\alpha}{\kappa}} \left[ \frac{R^{1-\kappa}}{\kappa - 1} + \frac{R^{-\kappa}}{2} + \sum_{j=1}^{\infty} \frac{B_{2j}}{(2j)!} \frac{\Gamma(\kappa + 2j - 1)}{\Gamma(\kappa)} R^{1-\kappa - 2j} \right],
$$

(21)

where $B_n$ are the Bernoulli numbers, and $\Gamma(s) = \int_0^{\infty} e^{-u} u^{s-1} du$ is the gamma function [9]. In the quasi-local regime, $\kappa > 2$ and so in the limit of large $R$ we may neglect the second and third term which contain contributions of the order equal to $R^{-\kappa}$ and higher, and only consider the leading term of order $R^{1-\kappa}$. It yields

$$
\lambda_2 \approx \hat{N}^2 \frac{2\pi (cz)^{\kappa}}{|cz(z-1)|} \frac{1}{\kappa - 1} \left( \frac{t}{R} \right)^{\frac{1}{1-\kappa}}
$$

(22)

which scales in $R$ and $t$ with the same power. Note that the stationary phase approximation is not valid when taking the limit $t \to \infty$ alone, and the above equation does not hold in this limit. Consequently, any analytic function of $\lambda_2$, particularly Rényi entropies, will scale in $R$ and $t$ with the same power, so that

$$
S_n(R, t) \simeq \frac{1}{1-n} \log \left\{ \lambda_2(R/t)^n + \left[ 1 - \lambda_2(R/t) \right]^n \right\}.
$$

(23)

This yields a dynamical exponent of the EE of unity, $\beta_{EE}^n = 1 \forall n$, in close agreement with our numerical results using both TDVP and LSWT. The additional finite-size corrections neglected in moving from Eq. (21) to Eq. (22) are likely responsible for the deviation from ballistic behavior seen in our simulations on small system sizes.

Local regime – The calculation in the local regime $\alpha > 2$ proceeds similarly. However, both the quasi-particle energy $E_k$ and group velocity $V_g(k)$ are finite over the whole Brillouin zone such that there exists a quasi-momentum $k^*$ where the group velocity is maximum, $\max_k V_g(k) = V_g(k^*)$. The stationary phase condition in the local regime thus has only a solution for $m/t \leq V_g(k^*)$. The eigenvalues of the reduced density matrix are then dominated by the momenta $k \sim k_{sp} = k^*$, which is independent of $R$ and $t$, and thus scale ballistically. Finally, any analytic function of the eigenvalues will also scale ballistically.

VI. RÉNYI ENTROPIES AFTER A LOCAL QUENCH

In this section we present complementary numerical results for different Rényi entropies in the local and quasi-local regimes obtained via TDVP simulations and LSWT calculations.
Figure 5. EE after a local quench in the z-polarized phase $(h/J = 50)$. (a) TDVP ($N = 96$): dynamical exponent $\beta_{EE}^n$ of the three Rényi entropies $S_n$ over different values of $\alpha$. (b) LSWT ($N = 512$): dynamical exponent $\beta_{EE}^n$ of the three Rényi entropies $S_n$ over different values of $\alpha$. (c)–(h) LSWT ($N = 512$): Space-time behavior of the three Rényi entropies $S_n(R, t)$ considered in the local regime ($\alpha = 2.5$) with $n = 1/2$ (c), $n = 1$ (d), and $n = 2$ (e) as well as in the quasi-local regime ($\alpha = 1.5$) with $n = 1/2$ (f), $n = 1$ (g), and $n = 2$ (h). The solid green lines represent power law fits to the entropy edges with dynamical exponents, (c) $\beta_{EE}^{1/2} = 1.006 \pm 0.001$, (d) $\beta_{EE}^{n=1} = 0.9907 \pm 0.0002$, (e) $\beta_{EE}^{n=2} = 1.014 \pm 0.002$, and (f) $\beta_{EE}^{n=1/2} = 1.018 \pm 0.003$, (g) $\beta_{EE}^{n=1} = 1.018 \pm 0.001$, (h) $\beta_{EE}^{n=2} = 1.031 \pm 0.002$.

In Fig. 5(a) and (b), the counterparts of Fig. 4(b) and (c) in the main text, dynamical exponents $\beta_{EE}^n$ are shown for different values of the Rényi entropy parameter considered ($n = 1/2$, $n = 1$, $n = 2$) obtained via TDVP and LSWT with system size $N = 96$ and $N = 512$, respectively. The dynamical exponent of the EE remains close to unity almost independently of the order of the Rényi entropy, both in TDVP and LSWT. Each of the $S_n(R, t)$ considered displays a linear causal structure fully characterized by an entanglement edge (EE) and its behavior is very similar to Fig 4(a) in the main text.

We have also computed the entanglement entropy on much larger system sizes using LSWT. This allows us to obtain a better estimate of the spreading exponent $\beta_{EE}^n$ in the thermodynamic limit. The results are shown in Fig. 5(c)–(h) for three values of the Rényi order $n = 1/2$, 1, and 2 and two values of $\alpha$ for a chain of length $N = 512$. The results of the fits to the EE are shown in Fig. 5(b), where we see that the error bars of the von Neumann entanglement entropy are much smaller and give a more precise indication of ballistic spreading of the EE.

The determination of the EE emerges as a challenge, due to the absence of a sharply defined edge in the quasi-local regime. In practice we chose a large range and average over it to find a value for $\beta_{EE,n}$ in Fig. 4(b) and (c). The threshold ranges for all Rényi entropies $S_n$ obtained from TDVP and LSWT in all system sizes is $\epsilon \in [20\%, 80\%]$. The associated error is taken to be the difference between the maximal and minimal value for the dynamical exponent within this range of thresholds.
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