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Abstract

Neural network based data-driven operator learning schemes have shown tremendous potential in computational mechanics. DeepONet is one such neural network architecture which has gained widespread appreciation owing to its excellent prediction capabilities. Having said that, being set in a deterministic framework exposes DeepONet architecture to the risk of overfitting, poor generalization and in its unaltered form, it is incapable of quantifying the uncertainties associated with its predictions. We propose in this paper, a Variational Bayes DeepONet (VB-DeepONet) for operator learning, which can alleviate these limitations of DeepONet architecture to a great extent and give user additional information regarding the associated uncertainty at the prediction stage. The key idea behind neural networks set in Bayesian framework is that, the weights and bias of the neural network are treated as probability distributions instead of point estimates and, Bayesian inference is used to update their prior distribution. Now, to manage the computational cost associated with approximating the posterior distribution, the proposed VB-DeepONet uses variational inference. Unlike Markov Chain Monte Carlo schemes, variational inference has the capacity to take into account high dimensional posterior distributions while keeping the associated computational cost low. Different examples covering mechanics problems like diffusion reaction, gravity pendulum, advection diffusion have been shown to illustrate the performance of the proposed VB-DeepONet and comparisons have also been drawn against DeepONet set in deterministic framework.
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1 Introduction

Differential equations [1, 2] (DE) are among the fundamental mathematical tools of mechanics, which are used extensively by engineers and scientists to model and predict the physical space around us. From modelling natural phenomena like weather [3, 4] and fluid flow in streams [5, 6] to modelling artificial constructs like buildings [7], DE are used for a wide array of applied mechanics and engineering problems. Now, understanding the processes is one thing, but to leverage our knowledge of the same, we need to be able to analyze and solve the underlying DEs. To this end, several powerful integration schemes [8, 9] and finite modeling schemes [10–12] have been developed in the past. These techniques although can converge to the ground truth arbitrarily well, the associated computational cost can be huge especially for complex physical processes, leading to very little practical use; especially for applications where the same system is to be analyzed under varied external influences, for example, design optimization [13–15], reliability analysis [16–20] and active control problems [21, 22].
To overcome this hurdle, researches have taken advantage of Neural Networks [23–25] (NN), which are a subset of machine learning [26, 27] (ML) algorithms. NNs have found their use-case in fields of pattern recognition [28], speech recognition [29] and other various industries [30]. One of the main advantage of using NN algorithms is that, once trained, they can generalize for new environments with little computational cost. For the purposes of learning the underlying DE/operator, NN algorithms used can be rooted in physics like Physics Informed Neural Networks [23–25] or they can be data driven [31–35]. Physics based techniques while robust lack the capacity to train for dynamical systems with ambiguity/uncertainty [36–41] in the known governing DEs. Data driven techniques on the other hand aim to learn the underlying operator based on the data alone and hence are more flexibly compared to physics based approaches. This dependency on data alone and being set in a deterministic framework, leaves the data driven techniques vulnerable to issues like overfitting and poor generalization. To overcome these issues, Bayesian inference [42–44] can be used within the NN framework making the whole architecture robust. Working in Bayesian framework also allows the user to quantify prediction uncertainties, coming due to the limited nature of training data.

Our focus of study in this paper is on DeepONet [33], which is a deep NN architecture and has gained popularity [45–48] owing to its versatility and performance across varied operator learning problems. DeepONet is based on principles of the universal approximation theorem [49] and it does function to function mapping between the input and output of DE under consideration. It has one branch and one trunk network which take input function and output location as their inputs respectively and are then combined to obtain the target output. DeepONet however, like other data driven techniques, lack the capacity to reproduce the ground truth in its entirety and, thus knowing the uncertainty associated with its predictions can give the users an additional confidence in its applications. Hence, it is worthwhile to explore a Bayesian framework for the Deterministic DeepONet (D-DeepONet), as it not only enables the capacity to quantify uncertainty but also reduces the risk of overfitting at the training stage.

Bayesian Neural Networks [50–52] (BNN) are based on the principles of Bayes theorem [53] and the key difference in BNNs compared to traditional NNs is that the weights and biases of an BNN are probability distributions instead of point estimates like in a traditional NN. Because BNN algorithms integrate out the network parameters, that is why they are not prone to over-fitting unlike a traditional NN, which is highly susceptible to over-fitting. Now, in order to train a BNN, among various techniques, two standout approaches are Markov Chain Monte Carlo [54, 55] (MCMC) based schemes and Variational Inference [43, 56–58] (VI) based schemes. MCMC although accurate, is computationally expensive and is impractical in the face of large number of training parameters; VI however is an approximate solution and is capable of producing reasonable good results for NNs with large number of trainable parameters. In the existing literature, DeepONet architectures [59, 60] based in Bayesian framework exists, but they utilize MCMC based schemes to obtain the posterior distribution which as discussed is intractable in the face of large number of parameters. In [60, 61], authors have developed probabilistic frameworks for quantifying uncertainty in DeepONet prediction. Their methodology however fails to capture fully, the other associated benefits which comes with working in a Bayesian framework. In this work, we propose for the first time a Variational Bayes based DeepONet (VB-DeepONet) framework that is Bayesian and uses variational inference for estimating the probability density function of the neural network parameters. The salient features of the proposed approach includes,

- **Accuracy and better generalization:** Compared to a frequentist framework, a Bayesian approach is less prone to over-fitting. This is because the unknown weights and biases are integrated out during the prediction stage. Therefore, the proposed VB-DeepONet, as compared to its deterministic counterpart, is expected to yield more accurate prediction and generalize better to unseen data. This is particularly important as the overarching goal in operator learning is to use to trained model for making prediction.

- **Uncertainty quantification:** In data-driven approach, one of the key challenges is to quantify the uncertainty in the learned model because of limited and noisy data. VB-DeepONet being a Bayesian framework has the inherent capability to quantify epistemic uncertainty because of limited and noisy data. This is especially important and helps a designer in making an informed decision.

- **Efficiency:** The proposed VB-DeepONet is based on variational Bayes and hence, is computationally efficient as compared to a Monte Carlo based approach. In essence, a VB-DeepONet provides a balance between a relatively efficient D-DeepONet (with no uncertainty measure) and an computational expensive Monte Carlo based Bayesian DeepONet.

Different examples have been carried out to test the proposed Variational Bayes DeepONet (VB-DeepONet) and the result produced showcase the excellent predictive capabilities of the framework, along with its capacity to quantify the associated uncertainty.

The rest of the paper is arranged as follows. Section 2 discusses the existing D-DeepONet architecture and Section 3 details the proposed framework for the VB-DeepONet. Section 4 discusses the examples carried out to test the proposed VB-DeepONet and section 5 concludes the findings in this paper.
2 DeepONet Background

DeepONet is a neural network architecture designed for learning nonlinear operator \( G(u)(y) \) based on the training data \( D = \{ (u^{(i)}, y^{(i)}, s^{(i)}) \}_{i=1}^{N_s} \). To achieve this, it learns the mapping between the input force \( u \) and output \( s \) corresponding to location vector \( y \). It is designed based on the universal approximation theorem [49] for operator learning, which states that a NN can estimate any nonlinear operator, so long as there is no constraint placed on the depth and width of the NN. Accordingly, DeepONet’s architecture is bifurcated into two parts, (i) Branch net and (ii) Trunk net. The branch net takes \( u \) as input while the trunk net takes \( y \) as input. Individual nets may be stacked or unstacked neural networks, so long as the outputs from the branch and trunk nets are of same dimension. The two outputs are then combined using dot product and the resulting output is obtained from the final output node. Mathematically, this can be described as follows:

\[
G(u)(y) = \langle O^{(b)}, O^{(t)} \rangle
\]

where \( G(u)(y) \) is the target nonlinear operator. Letter \( (b) \) represents the branch network and \( (t) \) represents the trunk network. \( O^{(b)} = \alpha^{(b)}(b^{(b)} + \sum_i x_i^{(b)} w_i^{(b)}) \) and \( O^{(t)} = \alpha^{(t)}(b^{(t)} + \sum_i x_i^{(t)} w_i^{(t)}) \)

3 Proposed VB-DeepONet

Bayesian neural networks remedy the aforementioned limitations of D-DeepONet by considering the network parameters as probability distributions and updating them based on the principles of Bayesian inference. This enables the network architecture to account for epistemic uncertainties due to limited and noisy data. A parallel approach in certain aspects to BNNs in deterministic framework could be ensemble training; but it is computationally very expensive to train multiple copies of same neural network especially for dense architectures like D-DeepONet. A schematic showing the key difference in BNN and a NN is shown in Fig. 1.

![Figure 1](image_url)

Figure 1: Parameter update in deterministic neural network(left) and in Bayesian neural network (right). The update for prior distribution, shown in red is the normalized likelihood obtained based on the training data.

3.1 Variational Bayes DeepONet

The D-DeepONet architecture aims to learn the underlying operator based on the training data and the same can be represented as:

\[
s = G(u)(y) = N_D(u, y, \theta),
\]

(2)
where \( N_D(u, y, \theta_v) \) represents the output of the D-DeepONet architecture and, it is a function of input \( u \), location point \( y \) and deterministic trainable NN parameters \( \theta_v \). The optimized \( \theta_v \) obtained after training the D-DeepONet are point estimates and thus there is no scope for uncertainty quantification. One way to remedy this could be to train an ensemble of D-DeepONet with same training data but different initial parameters. The final prediction ensemble thus obtained could be used to quantify the uncertainty associated with its predictions. If the variation among different predictions corresponding to same training data is more, uncertainty will be more and if the predictions are closer to each other, uncertainty will be less. But as discussed earlier, training an ensemble of D-DeepONet architectures carries with it, huge computational cost. BNNs provides a rigorous framework that uses Bayes rule to compute the posterior distribution of the parameters. Going forward, the uncertain trainable NN parameters, sampled from a probability distribution will be denoted as \( \theta_{tv} \). To update the prior knowledge about the parameters \( \theta_{tv} \), based on the training data \( D = \{ u^{(i)}, y^{(i)}, s^{(i)} \}_{i=1}^{N} \), Bayes theorem is used and the resulting posterior \( p(\theta_{tv}|D) \) is evaluated as:

\[
p(\theta_{tv}|D) \propto p(D|\theta_{tv})p(\theta_{tv}),
\]

where \( p(D|\theta_{tv}) \) is the data-likelihood and \( p(\theta_{tv}) \) is the prior for the trainable parameters. The denominator \( \int p(D|\theta_{tv})p(\theta_{tv})d\theta_{tv} \) in Eq. (3) is a normalizing constant and is often intractable.

### 3.1.1 Prior: VB-DeepONet Parameters

Modelling the NN parameters as probability distributions allows user to give a more generalized estimate for the parameter instead of a fixed point estimate as given in D-DeepONet and; in the proposed VB-DeepONet, we use the standard normal distribution as prior for the trainable parameters i.e.

\[
p(\theta_{tv}) = N(0, I).
\]

We note that the prior is generally meant to represent our prior knowledge about the system parameters; however, in the absence of any prior knowledge, selecting standard normal distribution as prior is a common practice in literature [62]. We also note that the proposed algorithm is generic and can be used with other priors as well.

### 3.1.2 Likelihood

The data-likelihood \( p(D|\theta_{tv}) \) can be computed as:

\[
p(D|\theta_{tv}) = \prod_{i=1}^{N} p(s^{(i)}|u^{(i)}, y^{(i)}, \theta_{tv}),
\]

where \( p(s^{(i)}|u^{(i)}, y^{(i)}, \theta_{tv}) \) is the distribution for the \( i \)-th target output (in the training data) given the inputs and NN parameters. Note that Eq. (5) is based on the fact that the training samples are assumed to be independent and identically distributed. Now, the output in the proposed VB-DeepONet is modelled as a normal distribution with mean \( \mu \) and standard deviation \( \sigma \), which themselves follow a probability distribution. The joint probability of the output \( s^{(i)} \), mean \( \mu \) and standard deviation \( \sigma \) can be discretized as:

\[
p(s^{(i)}, \mu^{(i)}, \sigma^{(i)}|u^{(i)}, y^{(i)}, \theta_{tv}) = p(s^{(i)}|\mu^{(i)}, \sigma^{(i)})p(\mu^{(i)}, \sigma^{(i)}|u^{(i)}, y^{(i)}, \theta_{tv})
\]

\[
= N(\mu^{(i)}, \sigma^{(i)^2})p(\mu^{(i)}, \sigma^{(i)})|u^{(i)}, y^{(i)}, \theta_{tv}).
\]

The second term in Eq. (6) is not known a-priori, and is instead modelled using DeepONet with random weights and biases. Therefore one can generate samples for \( \mu^{(i)} \) and \( \sigma^{(i)} \) (refer Fig. 2). Accordingly, Eq. (6) is represented as:

\[
p(s^{(i)}|u^{(i)}, y^{(i)}, \theta_{tv}) = N(\mu^{(i)}, \sigma^{(i)^2})q_{VB}(\mu^{(i)}, \sigma^{(i)})|u^{(i)}, y^{(i)}, \theta_{tv}),
\]

where \( q_{VB}(\mu^{(i)}, \sigma^{(i)}|u^{(i)}, y^{(i)}, \theta_{tv}) \) represents the DeepONet parameterized by probabilistic \( \theta_{tv} \). Using Eq. (7), the marginal distribution \( p(s^{(i)}|u, y, \theta_{tv}) \) is computed as:

\[
p(s^{(i)}|u^{(i)}, y^{(i)}, \theta_{tv}) = \int N(\mu^{(i)}, \sigma^{(i)^2})q_{VB}(\mu^{(i)}, \sigma^{(i)}|u^{(i)}, y^{(i)}, \theta_{tv}) d\mu^{(i)} d\sigma^{(i)}
\]

Using Eq. (8), Eq. (5) is now expressed as:

\[
p(D|\theta_{tv}) = \prod_{i=1}^{N} \int N(\mu^{(i)}, \sigma^{(i)^2})q_{VB}(\mu^{(i)}, \sigma^{(i)}|u^{(i)}, y^{(i)}, \theta_{tv}) d\mu^{(i)} d\sigma^{(i)}
\]
3.1.3 Variational Inference

Having described the prior and likelihood for the proposed VB-DeepONet, using Eq. (3), theoretically, the posterior distribution \( p(\theta_{tv}|D) \) for the parameters \( \theta_{tv} \) can be obtained. However practically computing the posterior has following challenges:

- An analytical solution can not be generated for the integral because the distributions for parameters \( \mu^{(k)} \) and \( \sigma^{(k)} \), \( \forall k \) are unknown, which contribute to the likelihood distribution \( p(D|\theta_{tv}) \) (refer Eq. (9)). This is because \( \int p(D|\theta_{tv})p(\theta_{tv})d\theta_{tv} \) is intractable.
- It is possible to use Monte Carlo based approaches to draw samples from the posterior; however, Monte Carlo based approaches are computationally expensive, specifically for a overparameterized network like the DeepONet.

To get around these challenges, variational inference (VI) is used in the proposed VB-DeepONet. In VI, the posterior distribution \( p(\theta_{tv}|D) \) to be estimated is approximated by a variational distribution \( q(\theta_{tv}|\theta) \), where \( \theta \) represents the parameters of variational distribution. The parameters of the variational distribution are estimated by minimizing the distance between the posterior and the variational distributions. Training the VB-DeepONet entails minimizing this distance. Although there exists a number of distance metrics in the literature, we have used KL divergence [63] in this work. Accordingly, the loss function for the VB-DeepONet can then be represented as:

\[
L = KL(q(\theta_{tv}|\theta) || p(\theta_{tv}|D))
\]

\[
= \int \log \frac{q(\theta_{tv}|\theta)}{p(\theta_{tv}|D)} q(\theta_{tv}|\theta) d\theta_{tv}
= \int \log \frac{q(\theta_{tv}|\theta)}{p(D|\theta_{tv})p(\theta_{tv})} p(D) q(\theta_{tv}|\theta) d\theta_{tv}
= \int \log \left[ q(\theta_{tv}|\theta) - \log p(\theta_{tv}) - \log p(D|\theta_{tv}) + \log p(D) \right] q(\theta_{tv}|\theta) d\theta_{tv}
\]

(10)

In the above equation, the term \( \log p(D) \) is independent of variational distribution and NN parameters and thus can be ignored in the final calculation. The final form of the loss function can then be written as:

\[
L = \int \log \left[ q(\theta_{tv}|\theta) - \log p(\theta_{tv}) - \log p(D|\theta_{tv}) \right] q(\theta_{tv}|\theta) d\theta_{tv}
= \int \log [q(\theta_{tv}|\theta)] q(\theta_{tv}|\theta) d\theta_{tv} - \int \log [p(\theta_{tv})] q(\theta_{tv}|\theta) d\theta_{tv} - \int \log [p(D|\theta_{tv})] q(\theta_{tv}|\theta) d\theta_{tv}
\]

(11)

The first two terms in the loss function are dependent on the prior selected for NN parameters and their combined effect is termed as the complexity cost. The third term in the loss function is data dependent, which is termed as likelihood cost [43]. The likelihood cost in the loss function for the proposed VB-DeepONet can be written as:

\[
\int \log \left[ p(D|\theta_{tv}) \right] q(\theta_{tv}|\theta) d\theta_{tv} =
\int \log \left[ \prod_{k=1}^{N_t} \int \mathcal{N}(\mu^{(k)}, \sigma^{(k)^2}) q_{VB}(\mu^{(k)}, \sigma^{(k)}|u^{(k)}, y^{(k)}, \theta_{tv}) d\mu^{(k)} d\sigma^{(k)} \right] q(\theta_{tv}|\theta) d\theta_{tv}
\]

(12)

Eq. (12) can be re-written as:

\[
\int \log \left[ p(D|\theta_{tv}) \right] q(\theta_{tv}|\theta) d\theta_{tv} =
\frac{1}{N_t} \int \frac{1}{N} \sum_{l=1}^{N_t} \sum_{k=1}^{N_t} \sum_{i=1}^{N} \sum_{j=1}^{N} \log \mathcal{N}(\mu_i(u^{(k)}, y^{(k)}, \theta_{tv}^{(l)}), \sigma_j(u^{(k)}, y^{(k)}, \theta_{tv}^{(l)})) q(\theta_{tv}|\theta) d\theta_{tv}
\]

(13)

Practically, while implementing the loss function, Eq. (13) can be simplified as follows:

\[
E_{q(\theta_{tv}|\theta)}[\log p(D|\theta_{tv})] = \frac{1}{N} \sum_{l=1}^{N_t} \sum_{k=1}^{N_t} \log \mathcal{N}(\mu(u^{(k)}, y^{(k)}, \theta_{tv}^{(l)}), \sigma(u^{(k)}, y^{(k)}, \theta_{tv}^{(l)}))
\]

(14)
The above simplification is justified by the fact that the parameters $\mu$ and $\sigma$ are functions of trainable parameters $\theta_{tv}$, and hence taking summation over several values of $\theta_{tv}$ will automatically integrate out $\mu$ and $\sigma$, as is the target in Eq. (8). In the available literature [51, 58], $\tilde{N} = 1$ has been shown to produce satisfactory results, but in order to improve stability of the whole framework, we have taken $\tilde{N} = 25$. This while increases the computational cost per epoch, the overall number of epochs required reduces hence balancing the computational cost to some extent. In the proposed VB-DeepONet, the variational distribution $q(\theta_{tv}|\theta)$ is modelled as a normal distribution with mean vector $\mu_v$ and standard deviation vector $\sigma_v$, and is represented as:

$$q(\theta_{tv}|\theta) = N(\mu_v, \text{diag}(\sigma_v)^2), \quad \theta = \{\mu_v, \sigma_v\}$$

(15)

### 3.1.4 Implementation

Now that we have a theoretical setup and the loss function for the proposed VB-DeepONet, we can look at the implementation of the VB-DeepONet architecture. The NN architecture for VB-DeepONet is similar to D-DeepONet with the difference being that in the last step, instead of getting a single value from the dot product of outputs of branch and trunk networks, the dot product is passed onto two densely connected output nodes with uncertain weights and linear activation function (refer Fig. 2).

The mean and standard deviation for the distribution $p(s|\mu, \sigma)$ are obtained from the two final output nodes of VB-DeepONet respectively. For numerical stability, instead of directly getting the standard deviation $\sigma$ from the VB-DeepONet, another parameter $\delta$ is extracted and standard deviation is computed as:

$$\sigma = \log(\exp(\delta) + 1).$$

(16)

As for branch net and trunk net in VB-DeepONet, there individual architectures will depend on the complexity of operator being learnt. One we have finalized the architecture, NN parameters $\theta_{tv}$ will be initialized as defined in the previous subsections, $p(\theta_{tv}) = N(0, I)$. While training the VB-DeepONet model, to make possible the optimization of trainable parameters’ distribution, a reparameterization trick [57, 64, 65] is employed. In this, a sample $\kappa$ is drawn
from a distribution with known parameters \(\mathcal{N}(0,1)\), and it is modified using a deterministic function (for which optimization is trivial) to match a sample drawn from the posterior distribution of the training parameter. The sample for the trainable parameter in the proposed VB-DeepONet is thus represented as:

\[
\theta^{(i)}_{tv} = \mu^{(i)}_v + \sigma^{(i)}_v \kappa,
\]

(17)

where \(\theta^{(i)}_{tv}\) is the NN parameter for the \(i\)th node of the VB-DeepONet. Again, for numerical stability, \(\sigma^{(i)}_v\) in Eq. (17) is replaced by the expression \(\log (\exp (\delta^{(i)}_{tv}) + 1)\). Hence, the parameters \(\theta\) to be optimized using back-propagation becomes the mean \(\mu_v\) and parameter \(\delta^{(0)}\), which will in-turn update the variational distribution \(q(\theta_{tv}|\theta)\). The gradients \(\Delta \mu_v\) and \(\Delta \delta^{(0)}\) for updating \(\mu_v\) and \(\delta^{(0)}\) can be computed as follows:

\[
\begin{align*}
\Delta \mu_v &= \frac{\partial L}{\partial \theta_{tv}^\kappa} \mu_v + \frac{\partial L}{\partial \mu_v}, \\
\Delta \delta &= \frac{\partial L}{\partial \theta_{tv}} \exp(-\delta^{(0)})\right)\sigma_v^2 + \frac{\partial L}{\partial \delta^{(0)}}.
\end{align*}
\]

(18)

Algorithm 1 details the training process of the proposed VB-DeepONet. To implement the VB-DeepONet using variational inference, Tensorflow Probability [66, 67] package has been used.

**Algorithm 1** Training algorithm for the VB-DeepONet architecture.

1: Collect training data and arrange in the format \(D = \{u^{(i)}, y^{(i)}, s^{(i)}\}_{i=1}^{N_t}\).
2: Set standard normal distribution as the prior distribution for the NN parameters \(\theta_t\).
3: for \(i = 1: \text{epochs}\) do
4: for \(j = 1: N\) do
5: Generate samples from \(\kappa \sim \mathcal{N}(0,1)\) for reparameterization trick.
6: Compute the NN parameters as, \(q^{(k)}_{tv} = \mu^{(k)}_v + \log (\exp (\delta^{(0)(k)}) + 1)\kappa^{(k)}\).
7: Input training data to branch and trunk nets.
8: Pass the output from final two output nodes to the output distribution \(p(s|\mu, \sigma)\).
9: Compute the loss function as per Eq. (11).
10: Add the loss function obtained for the \(N\) iterations.
11: end for
12: loss \(\leftarrow\) loss/\(N\)
13: Compute the gradients \(\Delta \mu_v\) and \(\Delta \delta\) using Eq. (18).
14: \(\mu_v \leftarrow \mu_v - l_v \Delta \mu_v\) and \(\delta \leftarrow \delta - l_v \Delta \delta\)
15: end for
16: Outcome: Trained VB-DeepONet model.

### 3.1.5 Prediction

Once the VB-DeepONet model is trained, one may compute the predictive distribution using Bayesian inference as:

\[
p(s'|u', y', D) = \int p(s'|u', y', \theta_{tv})p(\theta_{tv}|D)d\theta_{tv},
\]

(19)

where \(u'\) and \(y'\) are the testing/prediction inputs and \(s'\) is the expected output. Practically, we sample multiple outputs corresponding to same inputs and compute the predictive mean and predictive variance in order to quantify the uncertainties and obtain the confidence intervals.

### 4 Numerical Illustration

This section covers four different examples, covering both ordinary and partial DEs. The first example follows an elementary Anti-derivative (AD) operator while the second example deals with a Gravity Pendulum (GP) under the influence of external forces. The third example covers a Diffusion Reaction (DR) system while the fourth example covers an Advection Diffusion (ADVD) equation wherein mapping is carried out between the initial condition and the output of the partial differential equation.
The inputs $u$ for all the examples is drawn randomly from a Gaussian random field defined as follows:

$$u(x) \sim \mathcal{GP}(0, \kappa(x_i, x_j))$$

$$\kappa(x_i, x_j) = \exp\left(\frac{(x_i - x_j)^2}{2l^2}\right), \quad x_i, x_j \in \mathbf{x},$$

where $\kappa$ is the covariance matrix and $l = 0.5$ is the length scale for the kernel function. Fig. 3 shows multiple realizations of the input ensemble along with the mean value. As can be seen, the realizations have significant variation among them. The training dataset for the proposed VB-DeepONet contains multiple samples corresponding to random inputs. One sample in the training dataset contains $u$ discretized at 100 uniformly spaced points and output $s_i$ corresponding to a random location $y_i$. $y = \{t\}$ for ordinary DEs in AD and GP examples and, $y = \{x, t\}$ for partial DEs in DR and ADVD examples.

It should also be noted that for one particular $u$, multiple training samples are generated by noting the desired output at random locations $y$. The input realizations however are discretized at same locations for all the samples. The training dataset containing samples corresponding to $n$ unique input realizations with $m$ samples corresponding to each unique input can be represented as:

$$\begin{bmatrix}
  u_1^{(1)} & u_2^{(1)} & \cdots & u_{nm}^{(1)} \\
  u_1^{(2)} & u_2^{(2)} & \cdots & u_{nm}^{(2)} \\
  \vdots & \vdots & \ddots & \vdots \\
  u_1^{(n)} & u_2^{(n)} & \cdots & u_{nm}^{(n)} \\
\end{bmatrix}, \quad
\begin{bmatrix}
  y_1^{(1)} \\
  y_2^{(1)} \\
  \vdots \\
  y_m^{(1)} \\
\end{bmatrix}, \quad
\begin{bmatrix}
  s_1^{(1)} \\
  s_2^{(1)} \\
  \vdots \\
  s_m^{(1)} \\
\end{bmatrix}$$

where the subscript of $y$ is just referring to the index number of sample, $y_i$ however is selected randomly for each sample irrespective of input realization. $s_i$ for a sample corresponds to $y_i$ and $u$ of that particular sample. The training data was normalized for the examples covering the ordinary differential equations. The specific NN architecture selected for branch net and trunk net in the following examples is discussed in A.
4.1 Anti-derivative operator

In this example, the nonlinear operator being learnt is an elementary differential operator defined as:

\[
\frac{ds(t)}{dt} = u(t), \quad t \in [0, 1]
\]

where \( u(t) \) is the input function, \( t \) is the independent variable and \( s(t) \) is the target variable. Training data in this example comprises of 3000 unique input realizations and for each input realization, 20 time steps were selected at random for training.

Fig. 4 shows the confidence intervals and the mean prediction corresponding to three different realizations of input force, obtained from the proposed VB-DeepONet framework. It is observed that the proposed VB-DeepONet is not only able to capture the trend of the ground truth but also gives an uncertainty associated with its prediction. It can also be seen that the VB-DeepONet is not just learning a constant uncertainty bound but rather has the capacity to judge the uncertainty associated with predictions corresponding to different inputs.

![Figure 4: VB-DeepONet predictions corresponding to three different testing input realizations compared against the ground truth for AD example.](image)

The trained model was used for quantifying output uncertainty because of the aleatoric uncertainty associated with the system. To that end, 10000 input realizations are generated and the complete time series corresponding to each input realization, discretized at 100 uniformly spaced time steps \( t_{1:100} \) was used to generate testing samples. Probability density functions (PDF), for predicted target solution \( s \) at \( t_7 \) and \( t_{10} \) are plotted in Fig. 5. As can be seen that the mean PDF, follows the ground truth closely and even at the places where the mean PDF slightly deviates from the ground truth (GT), the GT is completely engulfed by the confidence intervals for the PDF. Comparison has also been drawn against D-DeepONet results and while it closely follows the ground truth, it is comparatively less accurate as compared to the proposed VB-DeepONet. Also, there are no confidence intervals for the D-DeepONet results; this may create inconvenience in taking potentially risky decisions.
To further illustrate the robustness of the VB-DeepONet model, it was trained for different number of unique initial realizations and the NMSE obtained during testing stage are plotted in Fig. 6. The evolution of NMSE follows the expected trend i.e., as the number of training samples increase, the testing error decreases.

4.2 Gravity pendulum subjected to external force

A gravity pendulum is explored in this example, governing equation for which is defined as follows:

\[
\frac{ds_1}{dt} = s_2,
\]

\[
\frac{ds_2}{dt} = -\sin(s_1) + u(t),
\]

where \( t \) is the independent variable and \( u(t) \) is the input function with \( s_1(t) \) as the target output. The training data consists of 3500 unique input forces with 20 random time steps selected for each input.
Fig. 7 shows VB-DeepONet results compared against the ground truth corresponding to three different input realizations. As observed in the previous example, the VB-DeepONet is not just learning a constant standard deviation for all its predictions but is rather capable of estimating the uncertainty associated with different predictions. As for the mean prediction, they follow the ground truth closely and give a good approximation of the same. Similar to previous example, to estimate the output aleatoric uncertainty, 10000 unique input realizations were generated and the complete time series were used to generate testing samples corresponding to each input realization. PDFs for target solution $s$ at $t_{30}$ and $t_{50}$ are plotted in Fig. 8. The mean PDF from VB-DeepONet results again closely follows the ground truth while the confidence interval manages to account for small ambiguities between the mean PDF and the GT. Similar to previous example, while D-DeepONet closely follows the ground truth, lack of confidence intervals might hinder the users ability to take well informed decisions. Performance wise, the VB-DeepONet predicted PDF plot have a slightly better match as compared to the D-DeepONet predicted PDF.

### 4.3 Diffusion reaction system

This example deals with a partial DE having fractional derivatives in both time and space. It represents a Diffusion Reaction (DR) system with zero initial and boundary conditions and is defined as,

$$\frac{\partial s}{\partial t} = D \frac{\partial^2 s}{\partial x^2} + ks^2 + u(x), \quad x \in [0, 1], \ t \in [0, 1],$$

where $x$ and $t$ are the independent variables, $u(x)$ is the input function and $s(x, t)$ is the target output. The training and testing data for this example is generated using the GitHub codes provided for the paper [33]. The training data consists of 500 unique input forces with 100 random sets of $x$ and $t$ selected for each unique input realization. Table 1 shows solution corresponding to one realization of the testing input. The mean predictions for this example closely matches with the ground truth and the same is confirmed from the absolute error computed with respect to ground truth. Standard deviation observed using VB-DeepONet is also plotted, which details the uncertainty associated with predictions at different grid points (locations of $x$ and $t$).

In Fig. 9, confidence intervals along with the mean prediction for the VB-DeepONet are plotted and it can be observed that the limits of the confidence interval are not arbitrarily large but rather give a good representation of the ground truth themselves. The PDFs plotted in Fig. 10 corresponds to input data having 10000 unique input realizations and for each input realization, solutions corresponding to $100 \times 100$ space-time grid were used to generate the samples. As can be seen that in this example, D-DeepONet results have slight discrepancy as compared to the ground truth and the
Figure 7: VB-DeepONet predictions compared against the ground truth for the gravity pendulum example, corresponding to three different testing input realizations.

The lack of confidence intervals further aggravates the discrepancy observed. The VB-DeepONet however closely follows the ground truth with the associated uncertainty shown via the confidence intervals.

4.4 Advection-Diffusion equation

In this last example, an Advection Diffusion (ADVD) equation with periodic boundary conditions is learnt using the proposed VB-DeepONet. Similar to previous example, this PDE also has fractional derivatives in both time and space, and is defined as:

$$\frac{\partial s}{\partial t} + \frac{\partial s}{\partial x} - 0.1 \frac{\partial^2 s}{\partial x^2} = 0, \quad s(x, 0) = \sin^2(2\pi u(x)), \quad x \in [0, 1], \ t \in [0, 1], \quad (25)$$

The challenge in this example however is that the partial DE under consideration is parametric by virtue of its changing initial condition and hence the mapping is done between the initial condition $s(x, 0)$ and the final solution $s(x, t)$.

Data for this example is generated using the GitHub codes for the paper [33]. Data corresponding to 1000 unique input forces was selected for training, with 100 random sets of $x$ and $t$ selected for each unique input realization.

Table 2 shows the result corresponding to one realization of testing input along with the absolute error in VB-DeepONet and D-DeepONet predictions when compared against the ground truth. The results produced shows excellent generalization capabilities of the VB-DeepONet, along with the capacity to quantify uncertainty associated with its predictions. Fig. 11 shows the confidence interval limits along with the mean prediction for the VB-DeepONet and as can be observed, similar to previous example, the confidence interval is not arbitrarily large.

Fig. 12 shows the PDFs plotted following the same procedure as in the previous example for solutions at $x = 0.24, t = 0.30$ and at $x = 0.82, t = 0.30$. The mean PDF obtained using VB-DeepONet closely follow the ground truth and the confidence intervals impart extra flexibility while using the results in further applications. As can be observed that VB-DeepONet far outshines the D-DeepONet for this example which maybe attributed to it being set in a Bayesian framework which naturally tackles issue such as overfitting.
Before concluding this section, we summarize the results obtained using the proposed approach in a quantitative manner. To that end, we show the Normalized Mean Square Error (NMSE) for the three examples in Table 3. The NMSE is calculated using the same 10,000 realizations used in the prediction phase. For first, second, and the fourth examples, VB-DeepONet has shown better convergence than the D-DeepONet. This may be because the VB-DeepONet is set in Bayesian framework and hence is less susceptible to overfitting and can therefore generalize better than D-DeepONet. For DR example, VB-DeepONet gives a NMSE of 0.610%, while the D-DeepONet performs slightly better with a NMSE of 0.458%. However unequivocally, VB-DeepONet has the advantage of providing additional uncertainty quantification which is lacking in D-DeepONet.

5 Conclusion

The goal of this paper was to develop a Bayesian counterpart for the popular operator learning architecture, D-DeepONet. The major difference in working in Bayesian framework is that the NN parameters are sampled from a probability distribution instead of being point estimates. Working in Bayesian framework lends additional benefits like reducing the risk of overfitting which is something that deterministic NNs are highly susceptible to.
Table 1: VB-DeepONet and D-DeepONet predictions compared against the ground truth for a single testing input realization, for DR example.

(a) VB-DeepONet, 95% CI, Upper Limit
(b) VB-DeepONet, Mean Prediction
(c) VB-DeepONet, 95% CI, Lower Limit

Figure 9: VB-DeepONet results corresponding to single input realization for DR example.

To reach the desired goal, one possible option was to use MCMC schemes to estimate the Bayesian posterior. This however is computationally expensive. Hence, in this paper, to develop the Bayesian DeepONet, variational inference has been used. Variational inference is an approximate method which can significantly reduce the computational cost and can analyze deep NNs with large number of trainable parameters. In variational inference, the Bayesian posterior to be estimated is replaced by a variational distribution and the loss function becomes the distance between the posterior and the variational distribution. The proposed framework is referred to as VB-DeepONet. In the proposed VB-DeepONet framework, standard normal distribution is taken as the prior for the NN parameters and a normal distribution is taken as the variational distribution.

To illustrate the performance of the proposed framework, four different examples are shown, the first two of which follow ordinary DEs while the last two follow partial DEs. The key observations are as follows:
• Overall, the proposed VB-DeepONet predicts more accurate results in three out of the four examples studies. This is probably because being Bayesian allows the framework to address the issue associated with overfitting.

• VB-DeepONet being Bayesian yields confidence interval of the prediction as well. This is extremely important as it enables a decision maker to take more informed decision.

• On the hindsight, it is important to note that variational inference has the tendency to be overconfident. Therefore, the confidence interval obtained using variational inference is less as compared to a Monte Carlo based approach. This is evident in the PDF plot for the Advection Diffusion example where the true solution is outside the confidence interval. Nonetheless, for the other three examples, the ground truth is within the confidence interval.

Based on the overall results generated, it can be concluded that the proposed VB-DeepONet is a robust Bayesian operator learning framework. Having said that, we note that even with variational inference, working in Bayesian framework is computationally more expensive than working with a deterministic framework. Also, a simple standard Gaussian prior is considered in this study. In future, a work can be carried out to address some of these issues.
| Algorithm       | Solution | Absolute Error | Std. dev. |
|-----------------|----------|----------------|-----------|
| Ground Truth    | ![Ground Truth Image](image1.png) | -              | -         |
| D-DeepONet      | ![D-DeepONet Image](image2.png) | -              | -         |
| VB-DeepONet     | ![VB-DeepONet Image](image3.png) | -              | -         |

Table 2: VB-DeepONet and D-DeepONet predictions compared against the ground truth for ADVD example.

![VB-DeepONet, 95% CI, Upper Limit](image4.png)
![VB-DeepONet, Mean Prediction](image5.png)
![VB-DeepONet, 95% CI, Lower Limit](image6.png)

Figure 11: VB-DeepONet results corresponding to single input realization for ADVD example.
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Figure 12: PDFs at different pairs of \( x \) and \( t \) for Advection-Diffusion example.

| VB-DeepONet         | Anti-derivative | Gravity Pendulum | Diffusion Reaction | Advection Diffusion |
|---------------------|-----------------|------------------|--------------------|---------------------|
| DeepONet            | 0.00009         | 0.00025          | 0.00610            | 0.00555             |
|                     | 0.00016         | 0.00033          | 0.00458            | 0.00646             |

Table 3: NMSE values obtained for VB-DeepONet predictions, compared against those obtained for D-DeepONet predictions.
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A VB-DeepONet architecture details

This section covers the details of the branch nets and trunk nets used in various examples. The details of the VB-DeepONet used in the AD example are given in Table 4. I(N) in Table 4-7 refers to the input layer with N nodes, D(N) refers to densely connected layer with N nodes, having random trainable parameters and ReLU denotes the Rectified Linear Unit activation function. VB-DeepONet architecture details for GP example are given in Table 5.

| Net  | Architecture                                      |
|------|--------------------------------------------------|
| Branch | I(100) → D(30) → ReLU → D(30) → ReLU → D(30) → ReLU |
| Trunk | I(1) → D(30) → ReLU → D(30) → ReLU → D(30) → ReLU |
| Output| D(2)                                           |

Table 4: VB-DeepONet details for the AD example.

VB-DeepONet architecture details for DR example are given in Table 6. VB-DeepONet architecture details for ADVD example are given in Table 7.
Table 5: VB-DeepONet details for the gravity pendulum example.

| Net     | Architecture                                                                 |
|---------|-----------------------------------------------------------------------------|
| Branch  | I(100) → D(25) → ReLU → D(25) → ReLU → D(25) → ReLU → D(25) → ReLU           |
| Trunk   | I(1) → D(25) → ReLU → D(25) → ReLU → D(25) → ReLU → D(25) → ReLU            |
| Output  | D(2)                                                                         |

Table 6: VB-DeepONet details for the DR example.

| Net     | Architecture                                                                 |
|---------|-----------------------------------------------------------------------------|
| Branch  | I(100) → D(25) → ReLU → D(25) → ReLU → D(25) → ReLU → D(25) → ReLU           |
| Trunk   | I(2) → D(25) → ReLU → D(25) → ReLU → D(25) → ReLU → D(25) → ReLU            |
| Output  | D(2)                                                                         |

Table 7: VB-DeepONet details for the ADVD example.

| Net     | Architecture                                                                 |
|---------|-----------------------------------------------------------------------------|
| Branch  | I(100) → D(35) → ReLU → D(35) → ReLU → D(35) → ReLU → D(35) → ReLU           |
| Trunk   | I(2) → D(35) → ReLU → D(35) → ReLU → D(35) → ReLU → D(35) → ReLU            |
| Output  | D(2)                                                                         |