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Abstract

In this paper, we study a mobile edge computing (MEC) system in which the mobile device is assisted by a base station (BS) and a cooperative node. The mobile device has sequential tasks to complete, whereas the cooperative node assists the mobile device on both task offloading and task computation. In specific, two cases are investigated, which are 1) the cooperative node has no tasks to complete itself, and 2) the cooperative node has tasks to complete itself. Our target is to minimize the total energy consumption of the mobile device and the cooperative node through optimizing the transmit duration in task offloading, CPU frequency in task computing along with the task index to offload in the sequential tasks. In the first case, we decompose the mixed-integer non-convex problem into two levels. In the lower level problem, thanks to the convexity, Karush-Kuhn-Tucker (KKT) conditions are utilized to simplify the problem, which is then solved with bisection search. In the upper level problem, to find solution of the task index to offload, rather than utilizing traversal method, we develop a monotonic condition to simplify the searching process. In the second case, in order to guarantee the successful computation of the mobile device and cooperative node, the uploading transmission is classified into three schemes. Within each scheme, the non-convex problem is decomposed. In the lower level problem, semi-closed solution is found by Lagrangian dual method. In the upper level problem, traversal method is applied to find the optimal offloading index.
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I. Introduction

Recent years have witnessed an explosive growth of computationally intensive mobile applications such as virtual reality (VR) and augmented reality (AR) [1]. These new applications, usually implemented on mobile devices, provide users with an unprecedented experience, while at the same time pose great challenges to the wireless network by requiring large-scale computation. On one hand, completing the computation on the mobile device, i.e., local computing, is quite energy consuming and impractical since the mobile device has restrained computation capability. On the other hand, offloading the computation tasks to the cloud station, which is usually deployed far from the mobile device, brings about long latency in backhaul network transmission and can hardly provide real-time service. To cope with these challenges, mobile edge computing (MEC) has been proposed as a promising solution [2]. In a MEC system, an edge server rich in computation capability is deployed on the base station (BS) or a network access point. By offloading the computation tasks to the nearby edge server, the mobile device can complete computation of the offloaded data with low latency and save itself from consuming too much energy on local computing [3].

In general, MEC can be divided into two categories by different computation offloading modes: binary offloading [4] and partial offloading [5]. Binary offloading requires the tasks to be either locally computed or offloaded to the edge server as a whole. In practice, many applications like AR are composed of multiple procedures, making it possible to execute the computation separately, i.e., partial offloading. In terms of partial offloading, the classical task model is data-partition, in which the input bits of the tasks are independent with each other and thus the tasks can be arbitrarily divided for computation.

Due to time-varying and deep fading, the channel between the mobile device and the BS may not be supportive to offload the computation tasks. In this regard, the partial offloading model is more flexible, by investigating the optimal partitioning of the computation tasks considering the channel condition. Meanwhile, the resource allocation in wireless communication, e.g., transmit power and time, and the capacity of computation central processing unit (CPU), e.g., CPU cores and frequency of the mobile device and the edge server, should be jointly designed, in order for optimal computing performance. As a pioneering work on single-user MEC, in [6], the frequency of local CPU cycle and the transmit rate in task offloading are optimized under binary offloading model, for minimizing the energy consumption. Research [7] extend the single-
user MEC system into powering with wireless power transfer (WPT) and optimize the power transfer time to maximize energy saving. In addition, [8] investigates partial offloading by jointly optimizing the CPU frequency at the mobile device, the transmit power in data offloading and the ratio of task to be offloaded.

The design of multi-user MEC system is more complicated, since many mobile devices in the system compete for the communication and computation resources. To this end, most works in this area optimize the data partition for offloading, transmit power and time for each user, along with the allocation of CPU capacity or virtual machine in the edge server. As an example of computation resource allocation, [9] considers the usage of virtual machine in the edge server and investigates a binary multiuser system in which the performance of the edge server degrades with the enlargement of user set. On the other hand, to develop an optimal offloading strategy for multiple users, [10] studies a partial offloading model working with either time-division multiple access (TDMA) or orthogonal frequency-division multiple access (OFDMA). In this work, a threshold-based structure is derived based on an offloading priority function, which is related to task characteristics and channel conditions, to decide the data partition to offload and communication resource allocation for each user. Reference [11] extends the communication model into non-orthogonal multiple access (NOMA). In such a system, the users offload the tasks during the same transmit duration, and their signals are decoded by successive interference cancellation. In order to minimize the overall delay to finish the tasks, the NOMA transmit duration is optimized along with the offloaded task workload of the users. Besides, other researches on this topic consider the multi-user system from different aspects. [12] proposes powering the multiple mobile devices by WPT, and the computation offloading is operated with a TDMA protocol. [13] applies multi-antenna BS to improve the transmission from the mobile device and the BS. [14] proposes full-duplex BS and minimizes the sum of energy consumption and task execution latency, with a constraint on interference level. [15] utilized non-cooperative game theory to investigate the optimal offloading strategy in a code-division multiple access (CDMA) channel, where interference between different channels are taken into account.

The research on multi-user MEC is quite necessary, since there usually exist many mobile devices that can access into the BS (or the network access point) where the edge server is deployed. As introduced before, most research on multi-user MEC focus on contention scenario, i.e. the users compete for the communication and computation resource in the system. However,
due to the massive number of access and diversity of mobile devices, the mobile devices that are rich in computation capacity or in good channel conditions with the BS can assist the offloading other mobile devices. For clarification, the former mobile devices is hereinafter referred to as cooperative nodes and the latter mobile devices is referred to as the mobile device. On one hand, the cooperative nodes can help the mobile devices by providing additional computation resources. On the other hand, the cooperative nodes in the proximity of both the BS and the mobile device can serve as a relay to improve the transmission. A few research committed to study this issue, which consider partial offloading in general. In [16], a cooperative node utilize its computation resource to help execute the task of the mobile device, and also serve as a relay to help forwarding the task to the BS. Furthermore, [17] considers a cooperative node assists a mobile device to forward the computation task, both of which are powered by WPT. Apart from assisting the mobile device, the cooperative node has its own task to complete as well. Finally, to improve the performance of task offloading, [18] studied the case that a mobile device is aided by multiple cooperative nodes on transmission, under decode-and-forward mode in protocols of TDMA, FDMA and amplify-and-forward mode.

In existing research on cooperative partial offloading MEC systems, only the simple task model of data partition is considered. In fact, the procedures in complex applications like AR and image recognition are dependent upon each other, making parallel computation less suitable [3]. Take image recognition as an example, which is usually deployed based on neural networks (e.g. convolution neural networks (CNN) and deep neural networks (DNN)) and has layered structure. The layers, on the other hand, can be viewed as sequential inter-dependent sub-tasks, each of which would be executable only after completing its precedent sub-task. To finish these sequential inter-dependent sub-tasks, or say sequential tasks, the mostly researched partition based-parallel computation model is no longer suitable.

In this paper, we apply the sequential task model with cooperative mobile edge computing. In specific, the mobile device has a set of sequential tasks to complete, which is assisted by a cooperative node and an edge server at the BS. The cooperative node, furthermore, may has its own set of sequential tasks to finish. By definition of the sequential tasks, there exist $N$ tasks to be executed, which are indexed as task 1, task 2, . . . , task $N$. The input of task $n$ is the output of task $n - 1$. In this system, our objective is to minimize the overall energy consumption of both the mobile device and the cooperative nodes, while satisfying the time delay requirement for completing the sequential tasks. To the authors’ best knowledge, this is the first work that
considers task dependency with the user cooperation in an MEC system. In this paper, two cases are investigated respectively:

- The cooperative node has no tasks to complete itself. In this case, only the mobile device has a set of sequential tasks to finish. To complete the computation of sequential tasks the mobile device will first execute the tasks locally and next hand in to the cooperative node through wireless channel. Upon receiving the computation tasks of the mobile device, the cooperative node, who has no tasks to complete itself, tasks over to execute the tasks with its own computation capacity. Finally, the cooperative node hand in the computation to the BS through wireless channel, which will complete execution of the sequential tasks. In this case, an optimization problem is formulated to jointly optimizes the CPU frequencies to execute each task (in the mobile device, the cooperative nodes or in the BS), the transmit durations to hand in the computation and the task indexes to hand in. The formulated problem is a mix-integer optimization problem, whose optimal solution is hard to find in general. To overcome this challenge, we first decompose the problem into two levels. In the lower level, the CPU frequencies and the transmit durations are optimized with the hand in indexes given. Through steps of mathematical analysis, the related problem is transformed into a single variable problem, which is monotonic within the feasible set. By proving the activeness of the constraint, the optimal solution can be found by a simple bisection search. In the upper level, the integer indexes are optimized. In this regard, we derive a monotonic condition of the optimal indexes, to narrow the search of the solution.

- The cooperative node has tasks to complete itself. In this case, both the mobile device and the cooperative node has sequential tasks to finish. Apart from the procedures introduced in the former paragraph, the cooperative node execute computation of its own tasks and hand in to the BS, when the CPU/channel is not occupied by the mobile device. To avoid resource contention and channel interference, joint scheduling is applied, along with optimization of the CPU frequencies to execute each task (of the mobile device and the cooperative node), the transmit durations to hand in the computation and the task indexes to hand in. In specific, the scheduling is divided into three schemes. For each scheme, an mixed-integer optimization problem is formulated, which is decomposed into two levels. The lower level considering other variables with the given indexes is solved by Lagrangian dual method. In the upper level, the optimal hand in index is searched.
The rest of the paper is organized as follows. System model is introduced in Section II. Optimization problems considering two different cases are formulated in Section III. The solution to the problem in the first case is demonstrated in Section IV. The solution to the problem in regards to the second case is presented in Section V. Conclusions are given out in Section VI.

II. System Model

Consider a MEC system with one user mobile device, one edge server at the BS, and one cooperative node in the neighborhood of the user mobile device that assists the task offloading and computation. As shown in Fig. 1, the user mobile device has $N$ sequential tasks to complete within given time delay $T_s$, denoted as $\phi_1, \phi_2, \cdots, \phi_N$. By definition of sequential tasks, the computation of these tasks are related, such that the input of task $\phi_n$ is the output of task $\phi_{n-1}$, for $n = 2, \cdots, N$. Furthermore, task $\phi_n$ is characterized by two parameters $(d_{n}, l_{n})$, where $d_{n}$ indicates the input data size of the task (which is in the unit of nats for ease of presentation) and $l_{n}$ indicates the computation capability required to finish the task (which is in the unit of CPU cycles), for $n = 1, 2, \cdots, N$.

The tasks are generated in the user mobile device. To reduce energy consumption while finishing the computation of the sequential tasks within given time delay, the user mobile device can offload the tasks to the BS, which has abundant computation resource and stable power supply.

In our work, we consider an extreme condition, in which the channel between the user mobile device and the BS is not available for direct transmission due to blockage or deep fading. Specifically, one cooperative node is considered, to assist the user mobile device on both task transmission and execution. The cooperative node is a mobile equipment located between the user mobile device and the BS, who also has limited energy, and may have tasks to execute itself.

As shown in Fig. 1, note that the cooperative node has $M$ sequential tasks to complete (if the cooperative node has tasks to complete itself) within given time delay $T_r$, which are denoted as $\varphi_1, \varphi_2, \cdots, \varphi_M$. Similarly, task $\varphi_m$ of the cooperative node is characterized by two parameters $(d_{m}, l_{m})$, for $m = 1, 2, \cdots, M$, to indicate the input data size and the required computation capability.

In this system, we consider two cases:
• The cooperative node has no tasks to complete itself: In this case, the cooperative node does not have its task to complete. The mobile device will first compute the tasks at local, and then handover the task to the cooperative node. The cooperative node will in turn compute the tasks and then handover to the BS. The BS accomplishes the computation and sends back the results to the mobile device. Note that the computation result is usually of small data size and the BS has sufficient power supply and communication resource, the time delay of result feedback can be ignored [8]. This case is investigated in Section IV.

• The cooperative node has tasks to complete itself: In this case, the cooperative node has its task to complete. To guarantee the service of the mobile device, the tasks of the mobile device is of higher priority than that of the cooperative node, i.e. upon receiving the tasks of the mobile device, the cooperative node computes the mobile devices’ task prior to its own. Furthermore, when the BS has the tasks of the mobile device and of the cooperative node simultaneously, the BS will finish the mobile device’s task first. Similar to the above case, the mobile device will first compute at local and then handover to the cooperative node. The cooperative node, on the other hand, will first compute its own task before the mobile device’s task arrives. Upon receiving the mobile device’s task, the cooperative node will compute the mobile device’s task, and continue to compute its own task after handing-over the mobile device’s task to the BS. Besides, the cooperative node will handover its own task to the BS when the transmit unit of the cooperative node is not occupied. Similarly, we ignore the delay for the BS to feedback the computation result to the mobile device and the cooperative node. According to this setting, due to the coexistence of uploading process, scheduling of the transmissions are necessarily discussed in Section V.

In the following, we introduce the communication and computation model of the mobile device, the cooperative node and the BS.

A. Communication Model

The required time delay of the tasks are generally a few millisecond. Thus the channel is assumed to be slow fading, and the noise remains unchanged. For the task of the mobile device, suppose that tasks \( \phi_1, \cdots, \phi_{n_1-1} \) are computed at local, tasks \( \phi_{n_1}, \cdots, \phi_{n_2-1} \) are computed at the cooperative node, and tasks \( \phi_{n_2}, \cdots, \phi_N \) are computed at the BS. The mobile device should offload the task \( \phi_{n_1} \) to the cooperative node, and the cooperative node should offload task \( \phi_{n_2} \)
Fig. 1: Task offloading model of the mobile device and the cooperative node.

to the BS. The offloading procedures are operated on time slots. Applying Shannon capacity, we have

$$d_{m_1}^n = \tau_1 B \ln \left(1 + \frac{hE_1^t}{\sigma^2 \tau_1}\right), \quad (1)$$

$$d_{m_2}^n = \tau_2 B \ln \left(1 + \frac{gE_2^t}{\sigma^2 \tau_2}\right). \quad (2)$$

In (1) and (2), $B$ is the bandwidth allocated to the mobile device and the cooperative node in this system. $h$ is the channel gain from the mobile device to the cooperative node, and $g$ is the channel gain from the cooperative node to the BS. $E_1^t$ and $\tau_1$ are energy consumption and duration for the mobile device to offload task $\phi_{n_1}$. $E_2^t$ and $\tau_2$ are energy consumption and duration for the cooperative node to offload task $\phi_{n_2}$. For the task of the cooperative node, suppose that tasks $\varphi_1, \ldots, \varphi_{m_1-1}$ are computed at the cooperative node and tasks $\varphi_{m_1}, \ldots, \varphi_M$ are computed at the BS, the cooperative node should offload the task $\varphi_{m_1}$ to the BS. Therefore, we have

$$d_{m_1}^n = \tau_3 B \ln \left(1 + \frac{gE_3^t}{\sigma^2 \tau_3}\right). \quad (3)$$
$E^t_3$ and $\tau_3$ are energy consumption and duration for offloading of the cooperative node. With simple mathematic transformation, (1), (2) and (3) becomes

$$E^t_1 = \frac{\sigma^2 \tau_1}{h} \left(e^{\frac{d_1^c}{\tau_1}} - 1\right),$$  

$$E^t_2 = \frac{\sigma^2 \tau_2}{h} \left(e^{\frac{d_2^c}{\tau_2}} - 1\right),$$  

$$E^t_3 = \frac{\sigma^2 \tau_3}{g} \left(e^{\frac{d_3^c}{\tau_3}} - 1\right).$$

Note that the system works on given bandwidth which is not separable. To avoid interference, the transmission is carried out on different times slots. In addition, the value of $h$ and $g$ for can be measured before the task offloading with negligible time overhead. Note that the mobile device or the cooperative node may not handover the task in the whole process since local computation consumes less energy. For simplicity of exposition, we introduce auxiliary task $\phi^{N+1}$ and $\phi^{M+1}$ as the exit task, for which the data size and required computation capability are 0. By assuming task task $\phi^{N+1}$ and $\phi^{M+1}$ are computed at the BS, we have

$$1 \leq n_1 \leq n_2 \leq N + 1, n_1 \in \mathbb{Z}, n_2 \in \mathbb{Z},$$  

and

$$1 \leq m_1 \leq M + 1, m_1 \in \mathbb{Z},$$

where $\mathbb{Z}$ is the set of integers.

B. Computation Model

In terms of computation, it consists of the computation at the mobile device, at the cooperative node and at the BS. With dynamic voltage scaling of the central processing unit (CPU), the computation capability of the three segments is adjustable. With this setup, the energy consumption of the computation is expressed by $\kappa_0 f^2$ per cycle, where $\kappa_0$ is the energy coefficient decided by the chip structure, and $f$ denotes CPU frequency. The time delay of the computation, on the other hand, can be expressed by $l/f$, where $l$ denotes the computation capability required to finish the task. It is evident in existing research [8] that, to minimize the energy consumption, the CPU frequency remains constant on computing one task. Hence we give out the computation model as follows.
The energy consumption and time delay of the local computation on the mobile device is

\[ E_s^n = \kappa_0 s l_n f_n^2, \quad n = 1, \ldots, n_1 - 1, \]  
\[ \tau_s^n = l_n^s / f_n^s, \quad n = 1, \ldots, n_1 - 1. \]  

(9)

(10)

In (9) and (10), \( \kappa_0 \) and \( \{f_n^s, n < n_1\} \) are energy coefficient and CPU frequency of the mobile device.

As for the cooperative node, the energy consumption and time delay constitute of two parts: computation for the mobile device and for itself. In specific, we have

\[ E_s^n = \kappa_0 r l_n f_n^2, \quad n = n_1, \ldots, n_2 - 1, \]  
\[ \tau_s^n = l_n^s / f_n^s, \quad n = n_1, \ldots, n_2 - 1. \]  

(11)

(12)

\[ E_r^m = \kappa_0 r l_m f_m^2, \quad m = 1, \ldots, m_1 - 1, \]  
\[ \tau_r^m = l_m^r / f_m^r, \quad m = 1, \ldots, m_1 - 1. \]  

(13)

(14)

From (11) to (14), \( \kappa_0 \) is the energy coefficient of the cooperative node. \( \{f_n^s, n_1 \leq n < n_2\} \) and \( \{f_m^r, m \leq m_1\} \) are CPU frequency of the cooperative node to compute task \( \phi_n \) and task \( \varphi_m \), respectively.

In the BS, the computation capability is larger than the computation capability of the mobile device and the cooperative node. Upon receiving the tasks from the cooperative node, the BS will compute Let \( \{f_n^s, n_2 \leq n \leq N\} \) and \( \{f_m^r, m_1 \leq m \leq M\} \) be the computation capability allocated to compute task \( \phi_n \) and \( \varphi_m \) in the BS, the computation delay is expressed by

\[ \tau_s^n = l_n^s / f_n^s, \quad n = n_2, \ldots, N. \]  
\[ \tau_r^m = l_m^r / f_m^r, \quad m = m_1, \ldots, M. \]  

(15)

(16)

Note that \( f^{es}(t) \) and \( f^{er}(t) \) are related to \( \{f_n^s, n_2 \leq n \leq N\} \) and \( \{f_m^r, m_1 \leq m \leq M\} \) such that the former variables indicate the CPU frequency on the BS on a time instant, whereas the latter variables express the CPU frequency on the BS to compute certain tasks. This definition is necessary in solving the case when the cooperative node has its tasks to complete itself. Detailed introduction will be given out in Section V. In virtue of stable power supply in the BS, the power
consumption of the BS on computing the tasks or sending back the results is no longer taken into account.

III. PROBLEM FORMULATION

In this section, we formulate the optimization problem based on the system model introduced in Section II. Our research goal is to reduce the overall energy consumption of the mobile device and the cooperative node, by selecting the proper offloading tasks (i.e. the index of $n_1$, $n_2$ and $m_1$) and adjusting the offloading durations (i.e. $\tau_1$, $\tau_2$ and $\tau_3$) and relative CPU frequencies (i.e. $\{f_n^s, 1 \leq n \leq N\}$ and $\{f_m^r, 1 \leq m \leq M\}$), while satisfying the delay constraint. In specific, two problems are established, in which the first one concerns the case when the cooperative node has no task to complete itself, and the second one investigates the case when the cooperative node has its task to complete itself.

When the cooperative node has no tasks to complete, the mobile device will first compute the tasks at local, and then handover the task to the cooperative node. The cooperative node will in turn compute the tasks and then handover to The BS, where the rest of the tasks are computed. In this case, the energy consumption of the mobile device consists of (4) and the sum of (9), whereas the energy consumption of the cooperative node consists of (5) and the sum of (11). The total time delay in computing the tasks is the sum of (10), (12), (15) together with $\tau_1$ and $\tau_2$. Thereby the optimization is formulated as below.

**Problem 1:**

$$\min_{\{f_n^s|n=1,\ldots,N\}} \frac{\sigma^2 \tau_1}{h} \left( e^{\frac{a_n^s}{\tau_1}} - 1 \right) + \frac{\sigma^2 \tau_2}{g} \left( e^{\frac{a_n^s}{\tau_2}} - 1 \right) + \sum_{n=1}^{n_1-1} \kappa_0^s l_n^s f_n^s + \sum_{n=n_1}^{n_2-1} \kappa_0^r l_n^s f_n^r$$

s.t.

$$\sum_{n=1}^{n_1-1} \frac{l_n^s}{f_n^s} + \sum_{n=n_1}^{n_2-1} \frac{l_n^s}{f_n^s} + \sum_{n=n_2}^{N} \frac{l_n^s}{f_n^s} + \tau_1 + \tau_2 \leq T_s,$$  \hspace{1cm} (17a)

$$1 \leq n_1 \leq n_2 \leq N + 1,$$  \hspace{1cm} (17b)

$$\tau_1 \geq 0, \tau_2 \geq 0,$$  \hspace{1cm} (17c)

$$0 \leq f_n^s \leq f_{n_1}^S, n = 1, 2, \cdots, n_1$$  \hspace{1cm} (17d)

$$0 \leq f_n^s \leq f_{n_2}^R, n = n_1, \cdots, n_2 - 1$$  \hspace{1cm} (17e)

$$0 \leq f_n^s \leq f_{N}^E, n = n_2, \cdots, N.$$  \hspace{1cm} (17f)
In Problem 1, \( f_{\text{max}}^S \) and \( f_{\text{max}}^R \) are the computation capacity of the mobile device and the BS, respectively. Furthermore, by denoting

\[
    f_{\text{max}}^n \begin{cases} 
        f_{\text{max}}^S, & n = 1, 2, \ldots, n_1 \\
        f_{\text{max}}^R, & n = n_1, \ldots, n_2 - 1 \\
        f_{\text{max}}^E, & n = n_2, \ldots, N 
    \end{cases}
\]

(18)

the constraints (17d), (17e) and (17f) are merged into \( 0 \leq f_n \leq f_{\text{max}}^E, n = 1, 2, \ldots, N \). Note that (17a) can be rewritten as \( \sum_{n=1}^{N} l_n^s / f_n + \tau_1 + \tau_2 \leq T_s \), which will be utilized in the following.

In the case that the cooperative node has tasks to complete, the cooperative node will offload its own task to the BS when the channel is not occupied by tasks of the mobile device. In this situation, the upload transmission (i.e. for tasks of the mobile device: transmission from the mobile device to the cooperative node, from the cooperative node to the BS and for tasks of the cooperative node: transmission from the cooperative node to the BS) should be scheduled, along with optimization of the variables introduced before.

We consider a general case, in which the mobile device and the cooperative node generate the tasks on different time instant and requires the computation to be finished within different time delay. Due to similar structure of the problem, we only investigate a certain case that the mobile device generates the tasks first and requires the tasks to be finished before the cooperative node does. In specific, assume the mobile device and the cooperative node generate the task on the time instant of 0 and \( T_0 \), respectively. The mobile device requires the tasks to be finished before time instant \( T_{th}^S \) and the cooperative node requires the tasks to be finished before \( T_{th}^R \). In this case, the energy consumption of the mobile device consists of (4) and the sum of (9), whereas the energy consumption of the cooperative node consists of (5), (6) and the sum of (11) and (13). The total time delay for the mobile device to finish the task is the sum of (10), (12), (15) together with \( \tau_1 \) and \( \tau_2 \), while the total delay for the cooperative node is the sum of (14), (16) together with \( \tau_3 \). Thereby, the problem is formulated as follows.
Problem 2:
\[
\min_{n_1,n_2,m_1^1,m_1^2,\tau_1,\tau_2,\tau_3} \sigma^2 \tau_1 \left( e^{\tau_1} - 1 \right) + \sigma^2 \tau_2 \left( e^{\tau_2} - 1 \right) + \sigma^2 \tau_3 \left( e^{\tau_3} - 1 \right)
\]
\[
+ \kappa^r f_r^2 \sum_{m=1}^{m_1-1} l_r^m + \kappa^s f_s^2 \sum_{n=1}^{n_1-1} l_s^n + \kappa^r f_r^2 \sum_{n=n_1}^{n_2-1} l_s^n
\]
\[
\text{s.t.}
\]
\[
\sum_{n=1}^{n_1-1} l_s^n f_s^n + \sum_{n=n_1}^{n_2-1} l_s^n f_s^n + \sum_{n=n_2}^{N} l_s^n f_s^n + \tau_1 + \tau_2 \leq T_0^S,
\]
\[
\sum_{m=1}^{m_1-1} l_r^m f_r^m + \sum_{m=m_1}^{M} l_r^m f_r^m + \tau_3 \leq T_0^R - T_0,
\]
1 \leq n_1 \leq n_2 \leq N + 1,
1 \leq m_1 \leq M + 1,
\tau_1 \geq 0, \tau_2 \geq 0, \tau_3 \geq 0,
0 \leq f_s^n \leq f_{max}^S, n = 1, 2, \cdots, n_1
0 \leq f_s^n \leq f_{max}^R, n = n_1, \cdots, n_2 - 1
0 \leq f_r^m \leq f_{max}^R, m = 1, 2, \cdots, m_1 - 1
0 \leq f_s^n \leq f_{max}^E, n = n_2, \cdots, N
0 \leq f_r^m \leq f_{max}^E, n = m_1, \cdots, M.
\]

IV. Optimal Solution When the Cooperative Node Has No Tasks to Complete Itself

In Problem [I] variables \( n_1, n_2, \tau_1, \tau_2, \{f_s^n | n = 1, \cdots, N\} \) should be optimized, in which \( n_1 \) and \( n_2 \) are integer variables and the rest are continuous variables. Therefore, Problem [I] is a mix-integer optimization problem that is hard to solve. To find the optimal solution, we decompose Problem [I] into two levels. The lower level problem adjusts \( \tau_1, \tau_2, \{f_s^n | n = 1, \cdots, N\} \) given a fixed pair of \( n_1 \) and \( n_2 \). The associated optimization problem is
**Problem 3:**

$$U(n_1, n_2) \triangleq \min_{\tau_1, \tau_2 \{f^s_n|n=1,\cdots,N\}} \frac{\sigma^2 \tau_1}{h} \left( e^{\tau_1 h} - 1 \right) + \frac{\sigma^2 \tau_2}{g} \left( e^{\tau_2 h} - 1 \right) + \sum_{n=1}^{n_1-1} \kappa_0^s l_s f^s_n + \sum_{n=n_1}^{n_2-1} \kappa_0^r l_s f^s_n$$

s.t. \[ \sum_{n=1}^{N} l^s_n / f^s_n + \tau_1 + \tau_2 \leq T \text{,} \] \hspace{1cm} (20a)

\[ \tau_1 \geq 0, \tau_2 \geq 0, \] \hspace{1cm} (20b)

\[ 0 \leq f^s_n \leq f^\text{max}_n, n = n_2, \cdots, N. \] \hspace{1cm} (20c)

In the upper level, the following optimization problem finds the optimal \( n_1 \) and \( n_2 \), which is equivalent with Problem 1.

**Problem 4:**

$$\min_{n_1, n_2} U(n_1, n_2)$$

s.t. \[ 1 \leq n_1 \leq n_2 \leq N + 1. \] \hspace{1cm} (21a)

In Problem 3, the objective function is convex since the second-order derivative of each term is positive. Furthermore, the function \( l^s_n / f^s_n \) in constraint (20a) is convex with \( f^s_n \). Hence, Problem 3 is a convex problem and satisfies Slater’s condition, hence the Karush-Kuhn-Tucker (KKT) condition is sufficient and necessary condition for the optimal solution [19]. Before solving Problem 3 it is easy to claim that

$$f^s_n = f^E_n, n = n_2, \cdots, N. \hspace{1cm} (22)$$

Proof of this conclusion is straightforward. The objective function is monotonic decreasing with \( \tau_1 \) and \( \tau_2 \). By increasing the \( \{f^s_n\} \) for \( n = n_2, \cdots, N \), the feasible region of \( \tau_1 \) and \( \tau_2 \) are relaxed and the optimal value of the objective function is smaller.
The KKT condition can be listed as follows:

\[ \lambda + \frac{\sigma^2}{h} \left( e^{\frac{d_{n_1}^s}{B\tau_1}} - 1 \right) - \frac{\sigma^2 d_{n_1}^s e^{\frac{d_{n_1}^s}{B\tau_1}}}{Bh\eta_1} - \eta_1 = 0 \quad (23a) \]

\[ \lambda + \frac{\sigma^2}{h} \left( e^{\frac{d_{n_2}^s}{B\tau_2}} - 1 \right) - \frac{\sigma^2 d_{n_2}^s e^{\frac{d_{n_2}^s}{B\tau_2}}}{Bh\eta_2} - \eta_2 = 0 \quad (23b) \]

\[ 2\kappa_0 l_n^s f_n^s - \lambda l_n^s / f_n^s - \mu_n + \nu_n = 0, \ n = 1, 2, \cdots, n_1 - 1 \quad (23c) \]

\[ 2\kappa_0 l_n^s f_n^s - \lambda l_n^s / f_n^s - \mu_n + \nu_n = 0, \ n = n_1, \cdots, n_2 - 1 \quad (23d) \]

\[ \lambda \left( \sum_{n=1}^{N} l_n^s / f_n^s + \tau_1 + \tau_2 - T_s \right) = 0 \]

\[ \eta_1 \tau_1 = 0, \eta_2 \tau_2 = 0 \quad (23e) \]

\[ \mu_n f_n^s = 0, \ n = 1, 2, \cdots, n_2 - 1 \quad (23f) \]

\[ \nu_n (f_n^s - f_{n_2}^{\text{max}}) = 0, \ n = 1, 2, \cdots, n_2 - 1 \quad (23g) \]

\[ \sum_{n=1}^{N} l_n^s / f_n^s + \tau_1 + \tau_2 \leq T_s \quad (23h) \]

\[ \tau_1 \geq 0, \tau_2 \geq 0 \quad (23i) \]

\[ 0 \leq f_n^s \leq f_{n_2}^{\text{max}}, \ n = 1, 2, \cdots, n_2 - 1 \quad (23j) \]

in which \( \lambda, \{\eta_1, \eta_2\} \) and \( \{\mu_n, \nu_n\} \) are non-negative Lagrange multipliers associated with constraints (23i), (23j) and (23k), respectively.

With KKT condition in (23), the following theorems can be derived.

**Theorem 1:** The optimal solution of \( \tau_1 \) and \( \tau_2 \) in Problem 3 can be expressed as

\[ \tau_1 = \frac{d_{n_1}^s}{B\left( W_0 \left( \frac{\lambda h / \sigma^2 - 1}{e^{\frac{d_{n_1}^s}{B\tau_1}}} \right) + 1 \right)} \quad (24) \]

\[ \tau_2 = \frac{d_{n_2}^s}{B\left( W_0 \left( \frac{\lambda g / \sigma^2 - 1}{e^{\frac{d_{n_2}^s}{B\tau_2}}} \right) + 1 \right)} \quad (25) \]

in which \( W_0(x) \) is the principal branch of the Lambert W function, which is defined as the solution of \( W_0(x)e^{W_0(x)} = x \) [20].

**Proof:** In Problem 3, since \( d_{n_1}^s \) and \( d_{n_2}^s \) are positive. In order to guarantee successful transmission, \( \tau_1 \) and \( \tau_2 \) should be positive as well. Due to similar structure, we will first compute the optimal solution of \( \tau_1 \). In the KKT condition, \( \eta_1 = 0 \). Let \( s_1 = \frac{d_{n_1}^s}{B\tau_1} \), equation (23a) can be
transformed into
\[(s_1 - 1) e^{s_1 - 1} = \frac{\lambda h}{\sigma^2} - 1, \quad (26)\]
in which \(e\) is the base of natural logarithm. In (26), by definition of variable \(s_1\) and Lagrangian variable \(\lambda\), we have \(s_1 - 1 > -1\) and the right hand side of the equation is larger than \(-\frac{1}{e}\). Hence,
\[s_1 = W_0 \left( \frac{\lambda h}{\sigma^2} - 1 \right) + 1, \quad (27)\]
where \(W_0(x)\) is the principal branch of Lambert W function. Substitute \(s_1 = \frac{d_n}{B\tau_1}\) into (27), solution in (24) is obtained. In order to solve \(\tau_2\), the process in obtaining (25) is similar to the above, and omitted for simplification.

This completes the proof. \(\blacksquare\)

**Theorem 2**: The optimal solution of \(f^s_n\) in Problem 3 can be expressed as

\[f^s_n = \begin{cases} 
\min \left\{ \left( \frac{\lambda}{2\kappa_0} \right)^{\frac{1}{3}}, f^S_{\text{max}} \right\}, & n = 1, 2, \ldots, n_1 - 1 \\
\min \left\{ \left( \frac{\lambda}{2\kappa_0} \right)^{\frac{1}{3}}, f^R_{\text{max}} \right\}, & n = n_1, \ldots, n_2 - 1 
\end{cases} \quad (28)\]

**Proof**: At first, it is noted that \(f^s_n \neq 0, \forall n = 1, 2, \ldots, n_2 - 1\) due to constraint (23i). Hence \(\mu_n = 0\). Resorting to (18), the set \(n = 1, 2, \ldots, n_1 - 1\) can be divided into two subsets: \(N_1 = \{ n | 0 < f^s_n < f^S_{\text{max}} \}\) and \(N_2 = \{ n | f^s_n = f^S_{\text{max}} \}\). The set \(n = n_1, \ldots, n_2 - 1\) can be divided into two subsets: \(N_3 = \{ n | 0 < f^s_n < f^R_{\text{max}} \}\) and \(N_4 = \{ n | f^s_n = f^R_{\text{max}} \}\).

For \(n \in N_1\), \(\nu_n = 0\). Therefore, equation (23c) can be transformed into
\[2\kappa_0^s f^s_n = \lambda f^s_n \frac{f^s_n}{f^S_{\text{max}}}, \forall n \in N_1, \quad (29)\]
which further indicates that
\[f^s_n = \left( \frac{\lambda}{2\kappa_0} \right)^{\frac{1}{3}}, \forall n \in N_1. \quad (30)\]

For \(n \in N_2\), equation (23c) turns into
\[2\kappa_0^s f^s_n + \nu_n = \lambda f^s_n \frac{f^s_n}{f^R_{\text{max}}}, \forall n \in N_2. \quad (31)\]
Substitute \(f^s_n = f^S_{\text{max}}\) into (31) gets to
\[\lambda = 2\kappa_0^s f^S_{\text{max}}^3 + \nu_n \frac{f^S_{\text{max}}}{f^s_n}^2, \forall n \in N_2. \quad (32)\]
Suppose the set $\mathcal{N}_1$ and $\mathcal{N}_2$ are both nonempty. Combine the equation (30) and (32), we have

$$\lambda = 2\kappa_0 f_n^3, \quad \forall n \in \mathcal{N}_1,$$

$$\lambda = 2\kappa_0 f_{\text{max}}^3 + \nu_n \frac{f_{\text{max}}^2}{l_n}, \quad \forall n \in \mathcal{N}_2.$$  \hspace{1cm} (33)

Since $f_n^s < f_{\text{max}}^s$ and $\nu_n \geq 0$, (33) contradicts with (34). Thus either $\mathcal{N}_1 = \emptyset$ or $\mathcal{N}_2 = \emptyset$. In other words, we have

$$f_n^s = \left(\frac{\lambda}{2\kappa_0}\right)^{\frac{1}{3}}, n = 1, 2, \cdots, n_1 - 1,$$  \hspace{1cm} (35)

or

$$f_n^s = f_{\text{max}}^s, n = 1, 2, \cdots, n_1 - 1.$$  \hspace{1cm} (36)

Following the same reasoning, either $\mathcal{N}_3 = \emptyset$ or $\mathcal{N}_4 = \emptyset$, i.e. we have

$$f_n^s = \left(\frac{\lambda}{2\kappa_0}\right)^{\frac{1}{3}}, n = n_1, \cdots, n_2 - 1,$$  \hspace{1cm} (37)

or

$$f_n^s = f_{\text{max}}^R, n = n_1, \cdots, n_2 - 1.$$  \hspace{1cm} (38)

This completes the proof.

Thanks to the monotonic increasing property in Theorem 3, the optimal solution of Problem 3 is expressed with single Lagrangian variable $\lambda$. To minimize the objective function of Problem 3, the optimal solution of $\tau_1$ and $\tau_2$ should be as large as possible, which causes the activeness of constraint (20a).

**Theorem 3:** The left hand side of constraint (20a) is monotonically decreasing with $\lambda$.

**Proof:** The left hand side of (20a) constitutes of three terms. According to Theorem 1, since the principal branch of Lambert W function, i.e. $W_0(x)$ is increasing, the optimal solution of $\tau_1$ and $\tau_2$ are monotone decreasing with respect to $\lambda$. In reference to Theorem 2, $f_n^s, n = 1, 2, \cdots, n_2 - 1$ are non-decreasing functions of $\lambda$. $f_n^s = f_{\text{max}}^E, n = n_2, \cdots, N$, which are constants. Thus the term $\sum_{n=1}^{N} l_n^s / f_n^s$ is non-increasing with respect to $\lambda$.

This completes the proof.

Next we turn to solve Problem 4. Since the index $n_1$ and $n_2$ are integers, traversal can be utilized to find the optimal solution. To further reduce the computation complexity, the following
Compare the left hand side and the right hand side of equation (43), the following inequality is established.

\[ U(n_1, n_2) < U(n_1, n_2 - 1), \quad (39) \]

then

\[ d_{n_2}^s < d_{n_2 - 1}^s. \quad (40) \]

**Proof:** Suppose \( d_{n_2}^s \geq d_{n_2 - 1}^s, \lambda^1 \) and \( \lambda^1 \) are optimal Lagrangian multipliers for \( U(n_1, n_2) \) and \( U(n_1, n_2 - 1) \), respectively. We prove Theorem 4 by contradiction. For purpose of simplification, we define functions \( f_1(x) = B \left( W_0 \left( \frac{x/h/s^2 - 1}{e} \right) + 1 \right) \), \( f_2(x) = B \left( W_0 \left( \frac{2g/s^2 - 1}{e} \right) + 1 \right) \), \( f_3(x) = \min \left\{ \left( \frac{x}{2\pi} \right)^{\frac{1}{2}}, f_{\max}^S \right\} \) and \( f_4(x) = \min \left\{ \left( \frac{x}{2\pi} \right)^{\frac{1}{2}}, f_{\max}^R \right\} \). Note that \( f_1(x) \) and \( f_2(x) \) are increasing functions, and \( f_3(x) \) and \( f_4(x) \) are non-decreasing functions. Denote \( \{\tau_1^1, \tau_2^1, \{f_n^s\}^1\} \) and \( \{\tau_1^2, \tau_2^2, \{f_n^s\}^2\} \) as optimal solutions of the lower level problem relative to \( U(n_1, n_2) \) and \( U(n_1, n_2 - 1) \). By utilizing Theorem 1, Theorem 2, and the activeness of constraint (20a), the following equations are established.

\[
\sum_{n=1}^{n_1-1} \frac{l_n^s}{f_3(\lambda^1)} + \sum_{n=n_1}^{n_2-1} \frac{l_n^s}{f_4(\lambda^1)} + \sum_{n=n_2}^{N} \frac{l_n^s}{f_{\max}^E} + \frac{d_{n_1}^s}{f_1(\lambda^1)} + \frac{d_{n_2}^s}{f_2(\lambda^1)} = T_s, \quad (41)
\]

\[
\sum_{n=1}^{n_1-1} \frac{l_n^s}{f_3(\lambda^2)} + \sum_{n=n_1}^{n_2-2} \frac{l_n^s}{f_4(\lambda^2)} + \sum_{n=n_2}^{N} \frac{l_n^s}{f_{\max}^E} + \frac{d_{n_1}^s}{f_1(\lambda^2)} + \frac{d_{n_2-1}^s}{f_2(\lambda^2)} = T_s. \quad (42)
\]

Subtract (41) with (42), we have

\[
\sum_{n=1}^{n_1-1} \frac{l_n^s}{f_3(\lambda^2)} + \sum_{n=n_1}^{n_2-2} \frac{l_n^s}{f_4(\lambda^2)} + \frac{l_{n_2-1}^s}{f_4(\lambda^1)} + \frac{d_{n_1}^s}{f_1(\lambda^2)} + \frac{d_{n_2}^s}{f_2(\lambda^2)} = \sum_{n=1}^{n_1-1} \frac{l_n^s}{f_3(\lambda^1)} + \sum_{n=n_1}^{n_2-2} \frac{l_n^s}{f_4(\lambda^1)} + \frac{l_{n_2-1}^s}{f_4(\lambda^1)} + \frac{d_{n_1}^s}{f_1(\lambda^1)} + \frac{d_{n_2-1}^s}{f_2(\lambda^1)}. \quad (43)
\]

Compare the left hand side and the right hand side of equation (43), the following inequality is expected.

**Theorem 4:** For the cooperative node, the data size of the offloaded task \( \phi_{n_2} \) has the following characteristics. If

\[ U(n_1, n_2) < U(n_1, n_2 - 1), \quad (39) \]

then

\[ d_{n_2}^s < d_{n_2 - 1}^s. \quad (40) \]
expected.

\[
\sum_{n=1}^{n_1-1} \frac{l_n}{f_3(\lambda^\dagger)} + \sum_{n=n_1}^{n_2-2} \frac{l_n}{f_4(\lambda^\dagger)} + \frac{d_{n_1}^s}{f_1(\lambda^\dagger)} + \frac{d_{n_2-1}^s}{f_2(\lambda^\dagger)} \\
\leq \sum_{n=1}^{n_1-1} \frac{l_n}{f_3(\lambda^\dagger)} + \sum_{n=n_1}^{n_2-2} \frac{l_n}{f_4(\lambda^\dagger)} + \frac{d_{n_1}^s}{f_1(\lambda^\dagger)} + \frac{d_{n_2}^s}{f_2(\lambda^\dagger)} \\
\leq \sum_{n=1}^{n_1-1} \frac{l_n}{f_3(\lambda^\dagger)} + \sum_{n=n_1}^{n_2-2} \frac{l_n}{f_4(\lambda^\dagger)} + \frac{d_{n_1}^s}{f_1(\lambda^\dagger)} + \frac{d_{n_2-1}^s}{f_2(\lambda^\dagger)}.
\]  

(44)

in which the first inequality is derived on the basis of \(d_{n_2}^s \geq d_{n_2-1}^s\), and the second inequality is due to \(f_4(\lambda^\dagger) \leq f_{\text{max}}^E\). Utilizing (44), it can be inferred that \(\lambda^\dagger \geq \lambda^\ddagger\). Resorting to (24), (25) and (28),

\[
\tau_1^\dagger \leq \tau_1^\ddagger,
\]

(45)

\[
\tau_2^\dagger \leq \tau_2^\ddagger,
\]

(46)

\[
f_n^{s,\dagger} \geq f_n^{s,\ddagger}, n = 1, 2, \ldots, N.
\]

(47)

Substitute \(\{\tau_1^\dagger, \tau_2^\dagger, \{f_n^{s,\dagger}\}\}\) and \(\{\tau_1^\ddagger, \tau_2^\ddagger, \{f_n^{s,\ddagger}\}\}\) into the objective function of Problem 3 respectively, it can be checked that \(U(n_1, n_2) \geq U(n_1, n_2 - 1)\).

This completes the proof.

Remark 1: Theorem 2 demonstrates that the optimal CPU frequency to solve a sequence of tasks in certain site is identical. Particularly, for sequential tasks of the mobile device, CPU frequency for computing at local, at the cooperative node and at the BS, respectively, are identical.

Remark 2: Theorem 4 provide additional insight on the solution of index \(n_2\). In specific, the optimal \(n_2\) should satisfy \(d_{n_2} \leq d_{n_2-1}\). This narrow the search of the optimal solution.

V. Optimal Solution When the Cooperative Node Has Tasks to Complete Itself

In this section, Problem 2 that considers the case when the cooperative node and the mobile device both has sequential tasks to compute is solved. In Section IV Theorem 2 has demonstrated that CPU frequency for computing the sequential tasks of the mobile device at local, at the cooperative node and at the BS are identical, respectively. As for tasks of the cooperative node, similar to the former conclusion, the CPU frequency for computing at the cooperative node and
In this system, we denote $f_s^s$ as the CPU frequency of the mobile device to compute its own task, $f_s^r$ and $f_r^r$ as the CPU frequency of the cooperative node to compute the tasks for the mobile device and the cooperative node, $f_s^c$ and $f_r^c$ as the CPU frequency of the BS to compute the tasks for the mobile device and the cooperative node. Due to the priority of the mobile device’s task, we define the time for computation of the mobile device’s task on the BS is $\tau_s$.

In this case, the communication resource need to be scheduled to guarantee successful transmission from the mobile device to the cooperative node and from the cooperative node to the BS. Define $T_1$, $T_2$ and $T_3$ as the time delay for the computation of the mobile device’s task at local, computation of the mobile device’s task at the cooperative node and computation of the cooperative node’s task at the cooperative node, respectively. In other words,

$$T_1 = \sum_{n=1}^{n_1-1} \frac{l_n}{f_s^s}$$

$$T_2 = \sum_{n=n_1}^{n_2-1} \frac{l_n}{f_r^r}$$

$$T_3 = \sum_{m=1}^{m_1-1} \frac{l_m}{f_r^c}$$

As shown in Fig. 2, the uploading transmission is classified into three schemes, which are

- Scheme 1: $\tau_3 \rightarrow \tau_1 \rightarrow \tau_2$,
- Scheme 2: $\tau_1 \rightarrow \tau_2 \rightarrow \tau_3$,
- Scheme 3: $\tau_1 \rightarrow \tau_3 \rightarrow \tau_2$.

In Scheme 1, Problem 2 can be transformed into the following form 2

1The proof of this conclusion is similar to the proof of Theorem 2 and thus neglected for simplification.

2The optimization problem in Scheme 2 and Scheme 3 are in similar structure with Scheme 1, and the problem solution follows the same procedure. In this version, optimization problems in Scheme 2 and Scheme 3 are given out in Appendix A whereas the solution for these problems are left out.
Fig. 2: Three different Schemes when the cooperative node has tasks to complete itself.

**Problem 5:**

\[
\begin{align*}
\min_{n_1, n_2, m_1, r_1, r_2, r_3, T_1, T_2, T_3, \tau_3} & \quad \frac{\sigma^2 T_1}{h} \left( e^{\frac{d_n}{T_1 B}} - 1 \right) + \frac{\sigma^2 T_2}{g} \left( e^{\frac{d_n}{T_2 B}} - 1 \right) + \frac{\sigma^2 T_3}{g} \left( e^{\frac{d_n}{T_3 B}} - 1 \right) \\
& \quad + \kappa_0^5 \left( \sum_{m=1}^{m_1-1} l_m^r \right)^3 + \kappa_0^5 \left( \sum_{n=1}^{n_1-1} l_n^s \right)^3 + \kappa_0^5 \left( \sum_{n=n_1}^{n_2-1} l_n^s \right)^3 \\
\text{s.t.} & \quad T_0 + T_3 + \tau_3 \leq T_1, \\
& \quad \sum_{n=1}^{n_1-1} \frac{l_n^s}{T_1} \leq f_{\text{max}}^S, \\
& \quad \sum_{n=n_1}^{n_2-1} \frac{l_n^s}{T_2} \leq f_{\text{max}}^S, \\
& \quad \sum_{m=1}^{m_1-1} \frac{l_m^r}{T_3} \leq f_{\text{max}}^R, \\
& \quad \sum_{n=n_2}^{N} l_n^s \leq f_{\text{max}}^E T_S, \\
& \quad \sum_{m=m_1}^{M} l_m^r \leq f_{\text{max}}^E \left( T_{th} - T_0 - T_3 - \tau_3 - \tau_S \right), \\
& \quad \tau_S \leq T_{th}^S - T_1 - \tau_1 - T_2 - \tau_2.
\end{align*}
\]
In Problem 5, equation (51a) is the restriction of scheme 1. (51b), (51c) and (51d) are constraint of the computation capability on the mobile device and the cooperative node. (51e) and (51f) are computation capability constraint of the BS, in order to compute the tasks of the mobile device and the cooperative node, respectively. Finally, (51g) guarantees that the tasks offloaded to the BS are computed before the required deadline.

Assumption 1: In Problem 5, major challenge in solution of the problem lies in the allocation of slots on wireless transmission and task computation. To simplify the problem and further investigate the analytical structure of Problem 5 we assume that constraints (51b), (51c) and (51d) always satisfies, i.e. these constraints are no longer taken into account.

Next we turn to solve Problem 5. Problem 5 is a mix-integer problem which is hard to solve with traditional methods. To find optimal solution, we decompose Problem 5 into two levels. The lower level problem adjusts $\tau_1, \tau_2, \tau_3, T_1, T_2, T_3, \tau_s$ given fixed $n_1, n_2$ and $m_1$, whereas the upper level problem search for the optimal $n_1, n_2$ and $m_1$.

In the lower level, the associated optimization problem is
Problem 6:

\[ U(n_1, n_2, m_1) \triangleq \]

\[
\min_{\tau_1, \tau_2, \tau_3, T_1, T_2, T_3, \tau_s} \left\{ \frac{\sigma^2 \tau_1}{h} \left( e^{\frac{d_n}{\tau_1T_1}} - 1 \right) + \frac{\sigma^2 \tau_2}{g} \left( e^{\frac{d_n}{\tau_2T_2}} - 1 \right) + \frac{\sigma^2 \tau_3}{g} \left( e^{\frac{d_n}{\tau_3T_3}} - 1 \right) \right\}
\]

\[ + \frac{\kappa_r}{T_3^3} \left( \sum_{m=1}^{m_1-1} l_n^r \right)^3_0 + \frac{\kappa_s}{T_3^3} \left( \sum_{n=1}^{n_1-1} l_n^s \right)^3_0 + \frac{\kappa_r}{T_2^3} \left( \sum_{n=1}^{n_2-1} l_n^r \right)^3
\]

s.t. \[ T_0 + T_3 + \tau_3 \leq T_1, \] \[ (52a) \]
\[ \frac{\sum_{n=1}^{n_1-1} l_n^s}{T_1} \leq f_s^{\max}, \] \[ (52b) \]
\[ \frac{\sum_{n=n_1}^{n_2-1} l_n^s}{T_2} \leq f_R^{\max}, \] \[ (52c) \]
\[ \frac{\sum_{m=1}^{m_1-1} l_n^r}{T_3} \leq f_R^{\max}, \] \[ (52d) \]
\[ \sum_{n=n_2}^{N} l_n^s \leq f_E^{\max}, \] \[ (52e) \]
\[ \sum_{m=m_1}^{M} l_n^r \leq f_E^{\max} \left( T_{th} - T_0 - T_3 - \tau_3 - \tau_s \right), \] \[ (52f) \]
\[ \tau_s \leq T_{th} - T_1 - \tau_1 - T_2 - \tau_2. \] \[ (52g) \]

In the upper level, the following optimization problem finds the optimal \( n_1, n_2 \) and \( m_1 \), which is equivalent with Problem 5.

Problem 7:

\[
\min_{n_1, n_2} U(n_1, n_2, m_1)
\]

s.t. \[ 1 \leq n_1 \leq n_2 \leq N + 1, \] \[ (53a) \]
\[ 1 \leq m_1 \leq M + 1. \] \[ (53b) \]

Next, we solve Problem 6 in the lower level first. Before going into solution of Problem 6, the following theorem can be derived.

Theorem 5: The optimal function value of Problem 6 is irrelevant to the value of \( \tau_s \), yet
constraint (52e), (52f) and (52g) are equivalent to the following constraints

\[
\sum_{n=n_2}^{N} \frac{I_n^{s}}{f_{E_{\text{max}}}} \leq \min \left\{ T_{th}^L - T_0 - T_3 - \tau_3 - \frac{\sum_{m=m_1}^{M} l_m}{f_{E_{\text{max}}}}, T_{th}^S - T_1 - \tau_1 - T_2 - \tau_2 \right\}
\]  \hspace{1cm} (54)

**Proof:** The objective function of Problem 6 is function of \(\tau_1, \tau_2, \tau_3, T_1, T_2\) and \(T_3\), the solution of \(\tau_s\) can be transformed into a feasibility problem

**Problem 8:**

find \(\tau_s\)

s.t. \[
\sum_{n=n_2}^{N} \frac{I_n^{s}}{f_{E_{\text{max}}}} \leq \tau_s, \hspace{1cm} (55a)
\]

\[
\tau_s \leq T_{th}^R - T_0 - T_3 - \tau_3 - \frac{\sum_{m=m_1}^{M} l_m}{f_{E_{\text{max}}}}, \hspace{1cm} (55b)
\]

\[
\tau_s \leq T_{th}^S - T_1 - \tau_1 - T_2 - \tau_2. \hspace{1cm} (55c)
\]

In Problem 8 the constraint (55a), (55b) and (55c) are derived from (52e), (52f) and (52g) in Problem 6 respectively. Since (55a), (55b) and (55c) are linear constraints, it is straightforward that Theorem 5 establishes.

Utilize Theorem 5 Problem 6 can be transformed into the following form.
Problem 9:

\[ U(n_1, n_2, m_1) \triangleq \]

\[
\min_{\tau_1, \tau_2, \tau_3, T_1, T_2, T_3, \tau_s} \quad \frac{\sigma^2 \tau_1}{h} \left( e^{\frac{d_{n_1}}{\tau_1}} - 1 \right) + \frac{\sigma^2 \tau_2}{g} \left( e^{\frac{d_{n_2}}{\tau_2}} - 1 \right) + \frac{\sigma^2 \tau_3}{g} \left( e^{\frac{d_{m_1}}{\tau_3}} - 1 \right) \\
+ \frac{\kappa_0^r \left( \sum_{m=1}^{m_1-1} l_m \right)^3}{T_3^2} + \frac{\kappa_0^s \left( \sum_{n=1}^{n_1-1} l_n \right)^3}{T_1^2} + \frac{\kappa_0^r \left( \sum_{n=n_1}^{n_2-1} l_n \right)^3}{T_2^2} \\
\text{s.t.} \quad \begin{aligned}
T_0 + T_3 + \tau_3 &\leq T_1, \\
\sum_{n=1}^{n_1-1} \frac{l_n}{f_{\max}^s} &\leq T_1, \\
\sum_{n=n_1}^{n_2-1} \frac{l_n}{f_{\max}^s} &\leq T_2, \\
\sum_{m=1}^{m_1-1} \frac{l_m}{f_{\max}^r} &\leq T_3, \\
\sum_{n=n_2}^{N} \frac{l_n}{f_{\max}^s} + \sum_{m=m_1}^{M} \frac{l_m}{f_{\max}^r} + T_0 + T_3 + \tau_3 &\leq T_{th}^R, \\
\sum_{n=n_2}^{N} \frac{l_n}{f_{\max}^s} + T_1 + \tau_1 + T_2 + \tau_2 &\leq T_{th}^S.
\end{aligned}
\]

In Problem 9 constraints (56e) and (56f) are from (54).

Problem 9 is a convex problem since the objective function is convex and the constraints are linear, which can be solved by standard methods such as interior point method. Alternatively, to gain more essential insights, Lagrangian duality method used to obtain a structure of optimal solution. Let \( \lambda, \eta_1 \) and \( \eta_2 \) be the positive dual variables associated with (56a), (56e) and (56f),
respectively. Thereby, the partial Lagrangian of Problem 9 is given by

\[ \mathcal{L}(\tau_1, \tau_2, \tau_3, T_1, T_2, T_3, \lambda, \eta_1, \eta_2) \]

\[ = \frac{\sigma^2}{h} \left( e^{\frac{d_{n_1}}{\tau_1 h}} - 1 \right) + \frac{\sigma^2}{g} \left( e^{\frac{d_{n_2}}{\tau_2 g}} - 1 \right) + \frac{\sigma^2}{g} \left( e^{\frac{d_{n_3}}{\tau_3 g}} - 1 \right) + \frac{\kappa^r}{T_3^2} \left( \sum_{m=1}^{n_1-1} l_n \right)^3 + \frac{\kappa^s}{T_1^2} \left( \sum_{n=1}^{n_1} l_n \right)^3 + \frac{\kappa^s}{T_2^2} \left( \sum_{n=n_1+1}^{n_2-1} l_n \right)^3 + \lambda (T_0 + T_3 + \tau_3 - T_1) + \eta_1 \left( \sum_{n=n_2}^{N} f_n^{fS} \right) + \frac{\sum_{m=1}^{M} l_n}{f^{E}_{\text{max}}} T_0 + T_3 + \tau_3 - T_{th} + \eta_2 \left( \sum_{n=n_2}^{N} f_n^{fS} \right) + \frac{\sum_{n=1}^{n_2} l_n}{f^{E}_{\text{max}}} + T_1 + \tau_1 + T_2 + \tau_2 - T_{th}^S. \]  

(57)

Then the dual function of Problem 9 is given by \( G(\lambda, \eta_1, \eta_2) \), which is defined in Problem 10.

**Problem 10:**

\[ G(\lambda, \eta_1, \eta_2) = \min_{\tau_1, \tau_2, \tau_3, T_1, T_2, T_3, \lambda, \eta_1, \eta_2} \mathcal{L}(\tau_1, \tau_2, \tau_3, T_1, T_2, T_3, \lambda, \eta_1, \eta_2) \]

s.t.

\[ \sum_{n=1}^{n_1} l_n \leq T_1, \]  

(58a)

\[ \sum_{n=1}^{n_2} l_n \leq T_2, \]  

(58b)

\[ \sum_{m=1}^{m_1} l_n \leq T_3. \]  

(58c)

Furthermore, the dual problem of Problem 9 is given by

**Problem 11:**

\[ \max_{\lambda, \eta_1, \eta_2} G(\lambda, \eta_1, \eta_2) \]

s.t.

\[ \lambda \geq 0, \eta_1 \geq 0, \eta_2 \geq 0, \]  

(59a)

Since Problem 9 is convex and satisfies Slater’s condition, strong duality holds between the primary problem and the dual problem, i.e. Problem 9 and Problem 11. Thus optimal solution of Problem 9 can be solved by equivalently solving Problem 11. Specifically, we solve Problem 9 by first evaluate the dual function \( G(\lambda, \eta_1, \eta_2) \) under a given set of \((\lambda, \eta_1, \eta_2)\), and then obtain the optimal dual variables to maximize \( G(\lambda, \eta_1, \eta_2) \).
To evaluate the dual function $G(\lambda, \eta_1, \eta_2)$, for the optimal solution of Problem 10, which is denoted as $(\tau_1^*, \tau_2^*, \tau_3^*, T_1^*, T_2^*, T_3^*)$, the following lemmas can be expected.

**Theorem 6:** The optimal solution of $\tau_1$, $\tau_2$ and $T_2$ in Problem 9 can be expressed as

\[
\tau_1 = \frac{d_{n_1}^s}{B \left( W_0 \left( \frac{\eta_2 h / \sigma^2 - 1}{e} \right) + 1 \right)},
\]

\[
\tau_2 = \frac{d_{n_2}^s}{B \left( W_0 \left( \frac{\eta_2 g / \sigma^2 - 1}{e} \right) + 1 \right)},
\]

\[
T_2 = \max \left\{ \frac{3}{2} \kappa_0^r \left( \sum_{n=n_1}^{n_2-1} l_n^s \right), \frac{\sum_{n=n_1}^{n_2-1} l_n^s}{f_{R \text{max}}} \right\},
\]

in which $W_0(x)$ is the principal branch of the Lambert W function.

**Proof:** To calculate the optimal solution of $\tau_1$ and $\tau_2$, partial derivative of the function $L(\tau_1, \tau_2, \tau_3, T_1, T_2, T_3, \lambda, \eta_1, \eta_2)$, which is written as $L$ for simplification, is given as

\[
\frac{\partial L}{\partial \tau_1} \bigg|_{\tau_1 = \tau_1^*} = \frac{\sigma^2}{h} \left( e^{\frac{d_{n_1}^s}{B \tau_1}} - 1 \right) - \frac{\sigma^2 d_{n_1}^s e^{\frac{d_{n_1}^s}{B \tau_1}}}{B h \tau_1} + \eta_2 = 0,
\]

\[
\frac{\partial L}{\partial \tau_2} \bigg|_{\tau_2 = \tau_2^*} = \frac{\sigma^2}{g} \left( e^{\frac{d_{n_2}^s}{B \tau_2}} - 1 \right) - \frac{\sigma^2 d_{n_2}^s e^{\frac{d_{n_2}^s}{B \tau_2}}}{B g \tau_2} + \eta_2 = 0.
\]

Note that the expression of (63) and (64) is similar to (23a), thus the solution of $\tau_1$ and $\tau_2$ is similar to the proof of Theorem 1 and is omitted for purpose of simplification.

On the other hand, the partial derivative of $L$ over $T_2$ is

\[
\frac{\partial L}{\partial T_2} \bigg|_{T_2 = T_2^*} = -\frac{2 \kappa_0^r \left( \sum_{n=n_1}^{n_2-1} l_n^s \right)^3}{T_2^3} + \eta_2
\]

\[
= \begin{cases} 
0, & \text{if } \sum_{n=n_1}^{n_2-1} l_n^s < T_2^* \text{ and } \sum_{n=n_1}^{n_2-1} l_n^s / f_{R \text{max}} = T_2^* \\
> 0, & \text{if } \sum_{n=n_1}^{n_2-1} l_n^s / f_{R \text{max}} = T_2^*
\end{cases}
\]

Utilizing (65), the optimal $T_2$ is derived.
**Theorem 7:** The optimal solution of $\tau_3$ and $T_3$ in Problem 9 can be expressed as

$$
\tau_3 = \frac{d_{m_1}}{B \left( W_0 \left( \frac{(\lambda + \eta_1)g/\sigma^2 - 1}{e} \right) + 1 \right)},
$$

$$
T_3 = \max \left\{ \sqrt[3]{\frac{2 \kappa_0^r \left( \sum_{m=1}^{m_1-1} l_m^r \right)^3}{\lambda + \eta_1}} \cdot \frac{\sum_{m=1}^{m_1-1} l_m^r}{f_R^{\max}} \right\},
$$

**Proof:** The partial derivative of $L$ over $\tau_3$ is

$$
\frac{\partial L}{\partial \tau_3} \bigg|_{\tau_3 = \tau_3^*} = \sigma^2 \left( e^{\frac{d_{m_1}}{\sigma^2}} - 1 \right) - \sigma^2 \frac{d_{m_1} e^{\frac{d_{m_1}}{\sigma^2}}}{Bg\tau_3} + \eta_1 + \lambda = 0.
$$

Therby (66) can be derived. The partial derivative of $L$ over $T_3$ is

$$
\frac{\partial L}{\partial T_3} \bigg|_{T_3 = T_3^*} = - \frac{2 \kappa_0^r \left( \sum_{m=1}^{m_1-1} l_m^r \right)^3}{T_3^3} + \eta_1 + \lambda

\begin{cases}
= 0, & \sum_{m=1}^{m_1-1} l_m^r < T_3^* \\
> 0, & \sum_{m=1}^{m_1-1} l_m^r = T_3^*
\end{cases}.
$$

Utilizing (69), the optimal $T_3$ is derived.

**Theorem 8:** The optimal solution of $T_1$ in Problem 6 can be expressed as

$$
T_1 = \max \left\{ \sqrt[3]{\frac{2 \kappa_0^s \left( \sum_{n=1}^{n_1-1} l_n^s \right)^3}{\eta_2 - \lambda}} \cdot \frac{\sum_{n=1}^{n_1-1} l_n^s}{f_s^{\max}} \right\},
$$

and there exists $\eta_2 > \lambda$.

**Proof:** The partial derivative of $L$ over $T_1$ is

$$
\frac{\partial L}{\partial T_1} \bigg|_{T_1 = T_1^*} = - \frac{2 \kappa_0^s \left( \sum_{n=1}^{n_1-1} l_n^s \right)^3}{T_1^3} + \eta_2 - \lambda

\begin{cases}
= 0, & \sum_{n=1}^{n_1-1} l_n^s < T_1^* \\
> 0, & \sum_{n=1}^{n_1-1} l_n^s = T_1^*
\end{cases}.
$$

Utilizing (71), the optimal $T_2$ is derived.

To this end, the dual function $G(\lambda, \eta_1, \eta_2)$ has been evaluated. In order to determine the optimal solution of the primary problem, i.e. Problem 10, optimal $(\lambda, \eta_1, \eta_2)$ should be properly searched. Since the dual function $G(\lambda, \eta_1, \eta_2)$ is concave but may not be differentiable, one can converge to the optimal solution of these dual variables by resorting to the subgradient method [21].
specific, the subgradient of $G(\lambda, \eta_1, \eta_2)$ with respect to $(\lambda, \eta_1, \eta_2)$ is

$$g_1(\lambda, \eta_1, \eta_2) = T_0 + T_3^* + \tau_3^* - T_1^*,$$

(72)

$$g_2(\lambda, \eta_1, \eta_2) = \sum_{n=n_2}^{N} \frac{l_n^s}{f_{\text{max}}^E} + \sum_{m=m_1}^{M} \frac{l_m^r}{f_{\text{max}}^E} + T_0 + T_3^* + \tau_3^* - T_{\text{th}}^R,$$

(73)

$$g_3(\lambda, \eta_1, \eta_2) = \sum_{n=n_2}^{N} \frac{l_n^s}{f_{\text{max}}^E} + T_1^* + \tau_1^* + T_2^* + \tau_2^* - T_{\text{th}}^S.$$

(74)

The dual variables $(\lambda, \eta_1, \eta_2)$ can be updated as

$$\lambda(k + 1) = [\lambda(k) - \alpha_k g_1(\lambda(k), \eta_1(k), \eta_2(k))]^+, \quad (75)$$

$$\eta_1(k + 1) = [\eta_1(k) - \alpha_k g_2(\lambda(k), \eta_1(k), \eta_2(k))]^+, \quad (76)$$

$$\eta_2(k + 1) = [\eta_2(k) - \alpha_k g_3(\lambda(k), \eta_1(k), \eta_2(k))]^+, \quad (77)$$

where $\alpha_k$ is the positive step size at the $k$th iteration, and $(x)^+ = \max\{x, 0\}$.

Finally, to find optimal solution of $n_1$, $n_2$ and $m_1$ in Problem 7 are integer variables, traversal should be utilized to find the optimal solution.

VI. CONCLUSIONS

In this paper, we have investigated a MEC system in which one mobile device who has sequential tasks to complete is assisted by a cooperative node and a BS. The cooperative node assist the mobile device on both task offloading and task computation. Specifically, two cases are considered, which are 1) the cooperative node has no tasks to complete itself, and 2) the cooperative node has tasks to complete itself. Our target is to minimize the total energy consumption of the mobile device and the cooperative node by adjusting the transmit duration in task offloading, CPU frequency in task computation and the index of the task to offload. In the first case, a mix-integer non-convex problem is formulated. To make the problem tractable, we decompose the problem into two level. The lower level problem is convex and satisfies Slater’s condition, therefore KKT conditions are utilized to reduce the problem into a one-dimension problem, for which bisection search is applied to find the optimal solution. In the upper level problem, to find the optimal task index to offload with lower complexity, we exploit the monotonic structure of the task size to simplify the search. In the second case, to guarantee the successful computation of the mobile device and the cooperative node, the schedule of uploading transmission is classified into three schemes. Within each scheme, a mix-integer non-
A convex problem is formulated, which is decomposed into two levels. In the lower level problem, semi-closed solution is found by KKT conditions, whereas in the upper level problem, traversal method is utilized to find the optimal offloading index.

APPENDIX A

OPTIMIZATION PROBLEMS IN SCHEME 2 AND SCHEME 3 WHEN THE COOPERATIVE NODE HAS TASKS TO COMPLETE ITSELF

In Scheme 2, Problem 2 can be transformed into the following form.

Problem 12:

\[
\min_{n_1,n_2,m_1,\tau_1,\tau_2,\tau_3, T_1,T_2,T_3, \tau_s} & \quad \frac{\sigma^2 \tau_1}{h} \left( e^{\tau_1 B} - 1 \right) + \frac{\sigma^2 \tau_2}{g} \left( e^{\tau_2 B} - 1 \right) + \frac{\sigma^2 \tau_3}{g} \left( e^{\tau_3 B} - 1 \right) \\
\text{s.t.} & \quad T_1 + \tau_1 + T_2 + \tau_2 \leq T_0 + T_2 + T_3, \\
& \quad \sum_{n=1}^{n_1-1} l_n^s \leq f^{S}\tau_s, \\
& \quad \sum_{n=n_1}^{n_2-1} l_n^s \leq f^{R}\tau_s, \\
& \quad \sum_{m=1}^{m_1-1} l_m^r \leq f^{R}\tau_s, \\
& \quad \sum_{n=n_2}^{N} l_n^s \leq f^{E}\tau_s, \\
& \quad \sum_{m=m_1}^{M} l_m^r \leq f^{E}\left( T_{th} - T_c \right), \\
& \quad \tau_s \leq T_{th} - T_1 - \tau_1 - T_2 - \tau_2.
\]

(78a)

In Problem [12]

\[
T_c = \max\{T_1 + \tau_1 + T_2 + \tau_2 + \tau_s, T_0 + T_2 + T_3 + \tau_3\}.
\]

(79)

In Scheme 3, Problem 2 can be transformed into the following form.
Problem 13:

\[
\min_{n_1, n_2, m_1, T_1, T_2, T_3, \tau_0} \quad \sigma^2 \tau_1 \left( e^{\frac{d_{1}^{\tau_1}}{h}} - 1 \right) + \sigma^2 \tau_2 \left( e^{\frac{d_{2}^{\tau_2}}{g}} - 1 \right) + \sigma^2 \tau_3 \left( e^{\frac{d_{3}^{\tau_3}}{s}} - 1 \right) + \frac{\kappa_0^2 \left( \sum_{m=1}^{n_1-1} l_m \right)^3}{T_3^2} + \frac{\kappa_0^2 \left( \sum_{n=1}^{n_1-1} l_n \right)^3}{T_1^2} + \frac{\kappa_0^2 \left( \sum_{n=n_1}^{n_2-1} l_n \right)^3}{T_2^2}
\]

s.t. \quad T_1 + \tau_1 \leq T_0 + T_3, \quad (80a)

\[T_0 + T_3 + \tau_0 + \tau_3 \leq T_1 + \tau_1 + T_2, \quad (80b)\]

\[\sum_{n=1}^{n_1-1} l_n \leq f_S, \quad (80c)\]

\[\sum_{n=n_1}^{n_2-1} l_n \leq f_R, \quad (80d)\]

\[\sum_{m=1}^{m_1-1} l_m \leq f_R, \quad (80e)\]

\[\sum_{n=n_2}^{N} l_n \leq f_E T_s, \quad (80f)\]

\[\sum_{m=m_1}^{M} l_m \leq f_E \times (T_{th}^R - T_0 - T_3 - \tau_0 - \tau_3 - \tau_s), \quad (80g)\]

\[\tau_s \leq T_{th}^S - T_1 - \tau_1 - T_2 - \tau_2. \quad (80h)\]

In this problem, \(\tau_0\) is the time gap between the arrival of the mobile device’s task on the cooperative node and the transmission of the cooperative node’s task to the BS. In the problem solution, \(\tau_0\) can be proved to be 0.

The optimization problem in Scheme 2 and Scheme 3 are in similar structure with Scheme 1, and the problem solution follows the same procedure. Therefore, solution for optimization problems in Scheme 2 and Scheme 3 are left out.
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