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Abstract: In this paper, a class of n-dimensional discrete chaotic systems with modular operations is studied. Sufficient conditions for transforming this kind of discrete mapping into a chaotic mapping are given, and they are proven by the Marotto theorem. Furthermore, several special systems satisfying the criterion are given, the basic dynamic properties of the solution, such as the trace diagram and Lyapunov exponent spectrum, are analyzed, and the correctness of the chaos criterion is verified by numerical simulations.
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1. Introduction

Chaotic systems are mainly characterized by their sensitivity to initial values and system parameters, local instability, boundedness, ergodicity, unpredictability and the fractal structure of their chaotic orbits. As a complex nonlinear dynamical system and due to its significant dynamic characteristics, chaos has become a new research hotspot and has been widely used in secure communications and other research fields [1–3]. With the wide application of chaotic systems in secure communications, the structures of chaotic system problems have attracted increasing attention from scholars [4–6], and a new chaotic system can provide a new pseudorandom number generator, which can be further applied to the design of cryptosystems [4,6–8]. Continuous system discretization is needed for actual use cases, and the direct use of discrete chaos is a very good choice. There are some commonly used chaos criteria for determining whether there is chaos in a discrete dynamical system. For the determination of chaos of a discrete mapping, Li–Yorke proposed three periodic chaos implication theorems; namely, the three periodic theorems [9]: the Marotto chaos determination theorem [10] and its improved Marotto theorem [11], heteroclinic repellent theory [12], and coupled expansion theory [13]. One-dimensional chaotic systems, such as logistic mappings, have the characteristics of simple structures and good performance, and they are one of the most widely used chaotic system types [14,15]. A logistic mapping has a quadratic polynomial form. In reference [4], a judgment theorem for a special cubic polynomial chaotic system was proposed, and the proof was given by using the periodic three theorem. In reference [6], a class of four-dimensional discrete chaotic systems without an equilibrium point was proposed, the sufficient conditions for this kind of systems to have no equilibrium point are given and the conclusion drawn that the maximum Lyapunov exponent of a given system is positive. In addition to the direct use of the discrimination theorem and the above method for verifying that the maximum Lyapunov exponent of a system is positive, there is also an indirect method for proving the chaos property of a system by using its topological conjugate relationship with a known chaotic system, such as the method proposed by reference [16].
In the study of chaos control, reference [17] proposed the Chen–Lai algorithm by considering the following one-dimensional mapping:

\[ x_{k+1} = f(x_k) + (N + e^c)x_k \mod 1 \]

The problem by which a system can become a chaotic system under the control of the linear control term \((N + e^c)x_k\) was studied. In reference [18], the linear control term of the Chen–Lai algorithm was not considered; only systems of the structural form \(x_{k+1} = f(x_k) \mod 1\) were analyzed. The authors proposed sufficient conditions for this form to be a chaotic map, provided the corresponding discrimination theorem, and proved the existence of chaos in the sense of Li–Yorke by using the snap-back repeller and the Marotto chaos criterion. Reference [19] used a continuous sawtooth function instead of a modular function to complete the iterative process.

In general, in the process of designing chaotic cryptosystems, high-dimensional systems have attracted increasing interest from researchers because of their highly complex dynamic properties, but the constructions and theoretical proofs of high-dimensional discrete chaotic systems are always difficult. Most of the existing high-dimensional discrete chaotic systems are designed based on the necessary conditions of the chaotic systems, such as having a positive Lyapunov exponent [5–7]. According to the Marotto theorem, sufficient conditions that an n-dimensional discrete system is a chaotic system can be given.

This article does not consider the Chen–Lai algorithm for linear control and only considers a high-dimensional modular system, such as

\[ x_{k+1} = g(x_k) \mod 1, \]

where

\[ x_k = (x_1, x_2, \ldots, x_n)^T, g(x_k) = (g_1(x_k), g_2(x_k), \ldots, g_n(x_k))^T. \]

In view of two cases where \(g(x_k)\) is a high-dimensional linear system and a high-dimensional polynomial system, the determination theorems for the chaotic properties of these two systems are presented, and their chaotic properties in the Li–Yorke sense are proven via the snap-back repeller and the Marotto chaos theorem.

The structure of this paper is as follows: Section 2 gives some necessary concepts and lemmas; Section 3 provides the discriminant theorem for a high-dimensional discrete chaotic system and proves it; Section 4 gives examples and conducts a numerical simulation according to the theory in Section 3; and Section 5 is the conclusion of this paper.

2. Basic Concepts and Lemmas

To study the theoretical structure of high-dimensional discrete chaos, some concepts are agreed, and some lemmas are given.

2.1. Matrix Theoretical Analysis

**Definition 1 [19].** Let \(A = (a_{ij})\) be a complex matrix of order \(n\); if it satisfies

\[ |a_{ii}| \geq \sum_{j=1,j\neq i}^{n} |a_{ij}| (i = 1, 2, \ldots, n), \]

matrix \(A\) is labelled row diagonally dominant. If the above inequality is strict, that is,

\[ |a_{ii}| > \sum_{j=1,j\neq i}^{n} |a_{ij}| (i = 1, 2, \ldots, n), \]

matrix \(A\) is labelled strictly row diagonally dominant. Similarly, you can define a column diagonally dominant matrix. Hereafter, a row diagonally dominant matrix is referred to as a diagonally
dominant matrix or a strictly diagonally dominant matrix (unless otherwise specified, the following diagonally dominant matrices are row diagonally dominant matrices).

**Definition 2.** Let $\mathbf{A} = (a_{ij})$ be a complex matrix of order $n$; if it satisfies

$$|a_{ii}| - \sum_{j=1,j \neq i}^{n} |a_{ij}| > 1 (i = 1, 2, \cdots, n),$$

matrix $\mathbf{A} = (a_{ij})$ is labelled over-one diagonally dominant. If the above inequality is strict, that is,

$$|a_{ii}| - \sum_{j=1,j \neq i}^{n} |a_{ij}| > 1 (i = 1, 2, \cdots, n),$$

then matrix $\mathbf{A}$ is labelled strictly over-one diagonally dominant.

For an over-one diagonally dominant matrix and a strictly over-one diagonally dominant matrix, there are some properties as follows. First, from definitions 1 and 2, it can be seen that an over-1 diagonally dominant matrix must be a diagonally dominant matrix. Additionally, a diagonally dominant matrix must be an invertible matrix [20], so if there has ever been a diagonally dominant matrix, it must have been a reversible matrix; see Lemma 1 below.

**Lemma 1.** If $\mathbf{A} = (a_{ij})$ is diagonally dominant, it is an invertible matrix.

For a strictly over-one diagonally dominant matrix, Lemma 2 follows.

**Lemma 2.** For $\mathbf{A} = (a_{ij})_{n \times n}$, if $\mathbf{A}$ is a strictly over-one diagonally dominant matrix, then there exists $N \in \mathbb{R}$ that satisfies $\mathbf{A} = \mathbf{B} + NI$ ($\mathbf{I}$ is the identity matrix), where matrix $\mathbf{B}$ is a diagonally dominant matrix that satisfies $N = \|\mathbf{B}\|_{\infty} > 1$.

**Proof of Lemma 2.** Since $\mathbf{A}$ is a strictly over-one diagonally dominant matrix, it is clear that $\mathbf{A}$ is a strictly diagonally dominant matrix that satisfies $|a_{ii}| > \sum_{j=1,j \neq i}^{n} |a_{ij}| (i = 1, 2, \cdots, n)$.

Let us set $\mathbf{B} = (b_{ij})_{n \times n}$; then, it is easy to see that $b_{ij} = a_{ii} (i \neq j)$ according to $\mathbf{A} = \mathbf{B} + NI$, $b_{ii} = a_{ii} - N(i = 1, 2, \cdots, n)$; for $\mathbf{B}$ to be a diagonally dominant matrix, we need that

$$|a_{ii} - N| = |b_{ii}| \geq \sum_{j=1,j \neq i}^{n} |b_{ij}| = \sum_{j=1,j \neq i}^{n} |a_{ij}| (i = 1, 2, \cdots, n),$$

when $N = \|\mathbf{A}\|_{\infty}$ we know that

$$|b_{ij}| = |a_{ii} - N| = |a_{ii} - \|\mathbf{A}\|_{\infty}| = \|\mathbf{A}\|_{\infty} - a_{ii} = \max_{1 \leq i \leq n} \sum_{j=1}^{n} |a_{ij}| - |a_{ii}| \geq \sum_{j=1,j \neq i}^{n} |a_{ij}| = \sum_{j=1,j \neq i}^{n} |b_{ij}|,$$

so $\mathbf{B}$ is now a diagonally dominant matrix.

Then, let us prove that $N = \|\mathbf{B}\|_{\infty} > 1$ when $N = \|\mathbf{A}\|_{\infty}$.

Because $\mathbf{A}$ is a strictly over-one diagonally dominant matrix, we have

$$|a_{ii}| - \sum_{j=1,j \neq i}^{n} |a_{ij}| > 1 (i = 1, 2, \cdots, n) \Rightarrow |a_{ii}| > \sum_{j=1,j \neq i}^{n} |a_{ij}| + 1,$$
we conclude that
\[ N = \|A\|_{\infty} - a_{ii} + a_{ii} \\
= \|A\|_{\infty} - |a_{ii}| + |a_{ii}| \\
> \|A\|_{\infty} - |a_{ii}| + \sum_{j=1,j \neq i}^{n} |a_{ij}| + 1 \\
= |b_{ii}| + \sum_{j=1,j \neq i}^{n} |b_{ij}| + 1 \\
= |b_{ii}| + \sum_{j=1,j \neq i}^{n} |b_{ij}| + 1(i = 1, 2, \ldots, n). \]  

Formula (1) holds for any \( i \), while
\[ \|B\|_{\infty} = \max_{1 \leq i \leq n} \sum_{j=1}^{n} |b_{ij}| = \max_{1 \leq i \leq n} \left( |b_{ii}| + \sum_{j=1,j \neq i}^{n} |b_{ij}| \right), \]
that is, \( N > \|B\|_{\infty} + 1 \Rightarrow N - \|B\|_{\infty} > 1 \). The proof is completed. \( \square \)

**Lemma 3.** For \( A = (a_{ij})_{n \times n} \) and \( a_{ii} > 0(i = 1, 2, \ldots, n) \), if \( A \) is a strictly over-one diagonally dominant matrix, then \( \|A^{-1}\|_{\infty} < 1 \).

**Proof of Lemma 3.** If \( A \) is a strictly over-one diagonally dominant matrix, then \( A \) is a strictly diagonally dominant matrix. According to Lemma 1, \( A^{-1} \) exists. From Lemma 2, we know that there exists \( N \in R \) that satisfies \( A = B + NI(N = \|A\|_{\infty}) \), and we can conclude that
\[ A^{-1} = (B + NI)^{-1} = \left( N\left(BN^{-1} + I\right)\right)^{-1} = N^{-1}\left(BN^{-1} + I\right)^{-1}. \]

Let us expand the left-hand side of the identity according to \( (BN^{-1} + I)(BN^{-1} + I)^{-1} = I \); we conclude that
\[ \left(BN^{-1}\right)^{-1} + \left(BN^{-1} + I\right)^{-1} = I \]
\[ \Rightarrow \left(BN^{-1} + I\right)^{-1} = I - \left(BN^{-1}\right)^{-1}. \]

Taking the infinite norm of both sides of the above equation and according to the formula
\[ \|A - B\| \leq \|A\| + \|B\|, \|AB\| \leq \|A\||\|B\| \]
implies that
\[ \|\left(BN^{-1} + I\right)^{-1}\|_{\infty} = \|I - BN^{-1}\left(BN^{-1} + I\right)^{-1}\|_{\infty} \]
\[ \leq \|I\|_{\infty} + \|BN^{-1}\left(BN^{-1} + I\right)^{-1}\|_{\infty} \]
\[ \leq 1 + \|BN^{-1}\|_{\infty} \cdot \left(\|BN^{-1} + I\|_{\infty}\right)^{-1}. \]

If we rearrange the formula, we obtain
\[ \left(1 - \|BN^{-1}\|_{\infty}\right) \cdot \left(\|BN^{-1} + I\|_{\infty}\right)^{-1} \leq 1. \]

Because
\[ 1 - \|BN^{-1}\|_{\infty} = 1 - N^{-1}\|B\|_{\infty} = N^{-1}(N - \|B\|_{\infty}), \]
we know from Lemma 2 that
\[ N - \|B\|_{\infty} > 1. \]
Thus, we have

\[ 1 - \|\mathbf{B} \mathbf{N}^{-1}\|_\infty > N^{-1} > 0. \]

Therefore, the above formula implies that \( \|(\mathbf{B}^{-1} + 1)^{-1}\|_\infty \leq \frac{1}{1 - \|\mathbf{B}^{-1}\|_\infty} \), so we can obtain that

\[ \|\mathbf{A}^{-1}\|_\infty = \|N^{-1}(\mathbf{B}\mathbf{N}^{-1} + 1)^{-1}\|_\infty = N^{-1} \cdot \|\left(\mathbf{B}^{-1} + 1\right)^{-1}\|_\infty \leq N^{-1} \cdot \frac{1}{1 - \|\mathbf{B}^{-1}\|_\infty} = \frac{1}{N - \|\mathbf{B}\|_\infty} < 1. \]

The proof is completed. \( \square \)

**Lemma 4** [20]. Let \( \mathbf{A} = (a_{ij})_{n \times n} \in \mathbb{C}^{n \times n} \) be any complex matrix of order \( n \); then, the eigenvalues of \( \mathbf{A} \) fall into the union of \( n \) disks of \( |z - a_{ii}| \leq R_i = \sum_{j \neq i} |a_{ij}|(i = 1, 2, \ldots, n) \) on the complex plane, and we call \( R_i \) the radius of the disk. The disk is called the Gershgorin disk, or the gale circle for short.

**Lemma 5.** For \( \mathbf{A} = (a_{ij})_{n \times n} \), if \( \mathbf{A} \) is a strictly over-one diagonally dominant matrix, the moduli of all eigenvalues corresponding to \( \mathbf{A} \) are greater than one.

**Proof of Lemma 5.** According to Lemma 4, the eigenvalues of \( \mathbf{A} \) fall into the union of \( n \) disks of \( |z - a_{ii}| \leq R_i = \sum_{j \neq i} |a_{ij}|(i = 1, 2, \ldots, n) \) on the complex plane, where \( z \) represents an eigenvalue. If we expand the above equation, we obtain that

\[ a_{ii} - \sum_{j \neq i} |a_{ij}| \leq z \leq a_{ii} + \sum_{j \neq i} |a_{ij}|(i = 1, 2, \ldots, n). \]

Because \( \mathbf{A} \) is a strictly over-one diagonally dominant matrix,

\[ |a_{ii}| - \sum_{j = 1, j \neq i} |a_{ij}| > 1 (i = 1, 2, \ldots, n). \]

1. If \( a_{ii} > 0 \), let \( a_{ii} = \sum_{j \neq i} |a_{ij}| + 1 + m(m > 0) \); then, \( a_{ii} - \sum_{j \neq i} |a_{ij}| = m + 1 \leq z \); namely,

\[ |z| \geq m + 1 = \left| a_{ii} \right| - \sum_{j \neq i} |a_{ij}| > 1. \]

2. If \( a_{ii} < 0 \), let \( a_{ii} = -\sum_{j \neq i} |a_{ij}| - 1 - m(m > 0) \); then, \( z \leq a_{ii} + \sum_{j \neq i} |a_{ij}| \leq -m - 1 \); namely,

\[ |z| \geq m + 1 = \left| a_{ii} \right| - \sum_{j \neq i} |a_{ij}| > 1. \]

In conclusion, \( |z| \geq \left| a_{ii} \right| - \sum_{j \neq i} |a_{ij}| > 1 \); therefore, the magnitudes of all the eigenvalues corresponding to \( \mathbf{A} \) are greater than one. The proof is completed. \( \square \)

2.2. Overview of Multivariate Polynomials

**Definition 3.** Let \( \mathbf{F} \) be a numerical field, where \( x_1, x_2, \ldots, x_n \) are \( n \) independent indeterminate elements. \( ax_1^{k_1}x_2^{k_2}\cdots x_n^{k_n}, a \in \mathbf{F}, k_1, k_2, \ldots, k_n \in \mathbf{N} \) is a monomial with respect to the indeterminate elements \( x_1, x_2, \ldots, x_n \) and \( k_i \) is called the degree of the indeterminate element \( x_i \) in the monomial,
where \( i = 1, 2, \cdots, n \), \( k_1 + k_2 + \cdots + k_n \) is called the degree of this monomial, and we call that the sum of \( n \)-ary monomials. \( \sum_{k_1, k_2, \cdots, k_n} a_{k_1, k_2, \cdots, k_n} x_1^{k_1} x_2^{k_2} \cdots x_n^{k_n} \) are \( n \)-ary polynomials or polynomials for short.

2.3. Marotto Theorem

The following is the definition of the snap-back repeller in the dynamical system and Marotto theorem.

Definition 4 \cite{10} (snap-back repeller). Note that \( B_r(x^*) \) is a closed sphere whose center is the point \( x^* \) and whose radius is \( r \). Assume that the fixed point \( x^* \) of a differentiable mapping \( g \) in \( \mathbb{R}^n \) satisfies the following conditions:

1. There is a real number \( r > 0 \) such that the moduli of all eigenvalues of the Jacobian matrix \( Dg(x) \) of any point \( x \) in \( B_r(x^*) \) are greater than 1.
2. There is a point \( x_0 \neq x^* \) in \( B_r(x^*) \) and a natural number \( m \geq 2 \) that yield \( g^m(x_0) = x^* \), and point \( x_0 \) is nondegenerate, that is, \( \det\{Dg^m(x_0)\} \neq 0 \).

Then, we call the fixed point \( x^* \) a snap-back repeller of mapping \( g \).

On the basis of the definition of a snap-back repeller, we have the following Marotto theorem.

Lemma 6 \cite{10} (Marotto theorem). If an \( n \)-dimensional differentiable mapping \( g : \mathbb{R}^n \to \mathbb{R}^n \) has a snap-back repeller, mapping \( g \) has chaotic properties in the Li–Yorke sense.

Based on some concepts and lemmas given in this section, the decision theorem of high-dimensional discrete chaos is given below.

3. Construction of High-Dimensional Linear Chaos Theory

The \( n \)-dimensional discrete system is expressed as \( x_{k+1} = g(x_k) (\text{mod} 1) \). The following discussion is provided for the cases in which \( g(x_k) \) is a linear system and a multinomial system.

3.1. \( g(x_k) \) is a Linear System

For the case where \( g(x_k) \) is a linear system, the following theorem is given.

Theorem 1. Consider the high-dimensional discrete dynamics equation

\[
x_{k+1} = Ax_k \pmod{1},
\]

where \( x_k \in \mathbb{R}^n \), \( A = (a_{ij})_{n \times n} \) if element \( a_{ij} > 0 \) for \( i = 1, 2, \cdots, n \) in \( A \), and \( A \) is a strictly over-one diagonally dominant matrix. Then, system (2) is chaotic in the sense of Li–Yorke.

Proof of Theorem 1. Let \( f(x) = Ax \), \( g(x) = Ax \pmod{1} \). It is easy to see that when \( x^* = (0, 0, \cdots, 0)^T = 0 \in \mathbb{R}^n \), \( f(0) = 0 \), \( g(0) = 0 \), so 0 is the fixed point of \( g(x) \), and we only need to prove that \( x^* = 0 \) is the snap-back repeller.

Because \( A \) is a strictly over-one diagonally dominant matrix, we know from Lemma 1 that \( A^{-1} \) exists. Let \( b = (1, 1, \cdots, 1)^T \in \mathbb{R}^n \) and select \( x_0 = A^{-1}A^{-1}b \); Lemma 3 tells us that

\[
\|x_0\|_{\infty} = \|A^{-1}A^{-1}b\|_{\infty} \leq \|A^{-1}\|_{\infty}^2\|b\|_{\infty} < \|b\|_{\infty} = 1.
\]

If we substitute this back into the original system, we obtain that

\[
\begin{cases}
x_1 = g(x_0) = AA^{-1}A^{-1}b \pmod{1} = A^{-1}b \\
x_2 = g(x_1) = AA^{-1}b \pmod{1} = 0 = x^*
\end{cases}
\]
We know from Lemma 3 that

\[ \|x_1\|_\infty = \|A^{-1}b\|_\infty \leq \|A^{-1}\|_\infty \|b\|_\infty < \|b\|_\infty = 1. \]

From this, we know that \( g^m(x_0) = x^* \), where \( m = 2 \) and the fixed point \( g(x) \) satisfies the following conditions:

1. Select \( y \)

2. Next, let us prove that there is a point \( y \) such that \( y < \frac{1}{2\eta_M+\eta_m} \) such that \( g^2(y) \mod 1 = 0. \)

3.2. \( g(x_k) \) is a Multinomial System

In view of the fact that \( g(x_k) \) is a multinomial system, the following theorems are given.

**Theorem 2.** Consider an \( n \)-dimensional discrete nonlinear control system:

\[ x_{k+1} = g(x_k) \mod 1, \quad (3) \]

in the above formula, \( x_k = (x_1, x_2, \cdots, x_n)^T \in \mathbb{R}^n \) and \( g(x_k) = (g_1(x_k), g_2(x_k), \cdots, g_n(x_k))^T \),

where \( g(x_k) \) is a polynomial system of many variables that is described as

\[ g_i(x_k) = g_i(x_1, x_2, \cdots, x_n) = \sum_{k_1, k_2, \cdots, k_n} a_{i,k_1,\cdots,k_n}^j x_1^{k_1} x_2^{k_2} \cdots x_n^{k_n}. \]

\( a_{i,k_1,\cdots,k_n}^j \in \mathbb{R}(i = 1, 2, \cdots, n) \) for \( k_1, k_2, \cdots, k_n \in \mathbb{N} \) (with at least one \( k_j \neq 0 \) and \( j = 1, 2, \cdots, n \)). Assume \( g(x_k) \) satisfies the following conditions for all \( x \in \Omega \equiv \{ x \in \mathbb{R}^n | \|x\|_\infty < 1 \} \):

- Record \( b_{ij} \) as the sum of the absolute values of all the coefficients and constant terms of \( \frac{\partial g_i(x_k)}{\partial x_j} \).
- \( b_{ij}' = \left\{ \begin{array}{ll} b_{ij}, & i \neq j \in \{ 1, 2, \cdots, n \}; \\ b_{ij} - a_{i,0,\cdots,0}^j, & i = j \in \{ 1, 2, \cdots, n \}; \end{array} \right. \)

\( N_M = \max \{ \sum_{1 \leq j \leq n} b_{ij}' \}; \quad N_m = \min \{ \sum_{1 \leq j \leq n} b_{ij}' \}. \)

This satisfies \( a_{i,0,\cdots,0}^j - 2 \sum_{j \neq i, 1 \leq j \leq n} b_{ij} > 1(i = 1, 2, \cdots, n) \) and \( N_M \geq 1, N_M - N_m < \frac{1}{2} \). Then, system (3) is chaotic in the sense of Li–Yorke.

**Proof of Theorem 2.** It is easy to see that when \( x^* = (0, 0, \cdots, 0)^T = 0 \in \mathbb{R}^n \), \( g(0) = 0 \) is obtained. Therefore, \( x^* = 0 \) is the fixed point of \( g(x) \). One only needs to prove that \( x^* = 0 \) is the snap-back repeller. Let \( \sigma_i = a_{i,0,\cdots,0}^j = N_M + \eta_i \), \( \eta_i > N_M + 1, i = 1, 2, \cdots, n \), where \( \eta_m = \min\{\eta_1, \eta_2, \cdots, \eta_n\} \), \( \eta_M = \max\{\eta_1, \eta_2, \cdots, \eta_n\} \), and \( g(x_k) \) is written as follows:

\[ g(x_k) = f(x_k) + ((N_m + \eta_1)x_1, (N_m + \eta_2)x_2, \cdots, (N_m + \eta_n)x_n)^T, \]

where

\[ g_i(x_k) = f_i(x_k) + (N_m + \eta_i)x_i(i = 1, 2, \cdots, n). \]

(4)

(5)

Next, let us prove that there is a point \( y \left( 0 < y < \frac{1}{2\eta_M+\eta_m} \right) \) such that \( g^2(y) \mod 1 = 0. \)
Step 1. We first prove that there is a point \( z \left( \frac{1}{2} \cdot \frac{1}{M + N_m - 1} - b < z < \frac{1}{3N_m + 1} - b \right) \) such that \( g(z) \) mod \( 1 = 0 \), where \( z = (z_1, z_2, \ldots, z_n)^T \). This is equivalent to

\[
\left( f(z) + ((N_m + \eta_1)z_1, (N_m + \eta_2)z_2, \ldots, (N_m + \eta_n)z_n)^T \right) \text{mod} 1 = 0.
\]

The following step is used to prove that there exists a point \( z \left( \frac{1}{2} \cdot \frac{1}{M + N_m - 1} - b < z < \frac{1}{3N_m + 1} - b \right) \) such that

\[
\left( f(z) + ((N_m + \eta_1)z_1, (N_m + \eta_2)z_2, \ldots, (N_m + \eta_n)z_n)^T - b = 0. \quad (6)
\]

Two functions are defined for this purpose:

\[
h(x) \equiv f(x) + ((N_m + \eta_1)x_1, (N_m + \eta_2)x_2, \ldots, (N_m + \eta_n)x_n)^T - b \quad \text{and}
\]

\[
\phi(x) = \max\{0, x - h(x)\} = \max\{0, x_1 - h_1(x), \ldots, \max\{0, x_n - h_n(x)\}\}^T,
\]

where \( x = [x_1, x_2, \ldots, x_n]^T \). Let \( \rho \equiv \frac{1}{\eta_m + N_m - N_M} \); because \( \eta_m > N_m + 1 \) and it is known from the conditions that \( N_M \geq 1, N_M - N_m < \frac{1}{2} \), we can obtain that

\[
\eta_m + N_M - N_M > 2N_m - 1 - N_M > 2 \left( N_M - \frac{1}{2} \right) + 1 - N_M = N_M \geq 1.
\]

Thus, \( \rho \in (0, 1] \). Because \( f(x) \) is bounded for any bounded \( x \), there exists a number \( \tau \geq \rho > 0 \) such that

\[
\phi(x) \in \Omega_r \equiv \{ x \in \mathbb{R}^n | x \geq 0, ||x||_\infty \leq \tau \}
\]

for any \( x \in \Omega_\rho \equiv \{ x \in \mathbb{R}^n | x \geq 0, ||x||_\infty \leq \rho \} \).

Define a scalar function as follows:

\[
\lambda(x) = \begin{cases} 
1, & x \in \Omega_\rho; \\
\min_{\lambda_i > \rho} \left( \frac{\rho}{\lambda_i} \right), & x \in \Omega_r \setminus \Omega_\rho.
\end{cases}
\]

Let

\[
r(x) = \lambda(x)x, \quad \overline{\phi}(x) \equiv \phi(r(x)).
\]

According to the above formula, we can infer that \( r(x) \in \Omega_\rho \) and \( \overline{\phi}(x) \in \Omega_r \) for any \( x \in \Omega_r \). Additionally, \( \overline{\phi}(x) \) is continuous on \( \Omega_r \). According to the Brouwer fixed-point theorem in functional analysis, there exists a point \( z \in \Omega_r \) such that \( z = \overline{\phi}(z) \), and this is equivalent to

\[
z = \phi(r(z)) = \max\{0, r(z) - h(r(z))\}. \quad (7)
\]

Let us consider the value range of \( z \). If \( z \not\in \Omega_\rho \), then there is a parameter \( i (1 \leq i \leq n) \) such that

\[
\rho < z_i = z_M = \max(z_1, z_2, \ldots, z_n) = ||z||_\infty \leq \tau,
\]

where \( z = (z_1, z_2, \ldots, z_n)^T \). \( r(z) \in \Omega_\rho \) and as a result, \( ||r(z)||_\infty \leq \rho \leq 1 \). Because

\[
||D(f(x))||_\infty < N_M(x \in \Omega), \quad |f_i(r(z))| \leq ||D(f(x))||_\infty ||r(z)||_\infty < N_M \rho,
\]
we can conclude that \(-N_M \rho < f_i(r(z)) < N_M \rho\), so the following inequality can be obtained:

\[
h_i(r(z)) = f_i(r(z)) + (N_m + \eta_i)r_i(z) - 1 > -N_M \rho + (N_m + \eta_i)\rho - 1 = (N_m - N_M + \eta_i)\rho - 1 = (N_m - N_M + \eta_i)\frac{1}{N_m - N_M + \eta_i} - 1 = 0
\]

Therefore, from \(z_M > \max\{0, r(z_i) - h_i(r(z))\}\), which is in contradiction with Equation (7), we can draw the conclusion that \(z \in \Omega_f\), so \(\lambda(z) = 1\), \(r(z) = \lambda(z)z = z\), and (7) is transformed into

\[
z = \max\{0, z - h(z)\}. \tag{8}
\]

Next, let us consider the range of \(h(z)\); if \(h(z) < 0\), then \(z < z - h(z)\), which contradicts Formula (8), so we can obtain that \(h(z) \geq 0\). Note that (8) also means that

\[
z^T z = z^T z - z^T h(z) \Rightarrow z^T h(z) = 0. \tag{9}
\]

Now let us prove that every component of \(z\) is nonzero. Because \(\|z\|_\infty \leq \rho\), we can obtain that

\[
\|f(z)\|_\infty < N_M \|z\|_\infty \leq N_M \rho = \frac{N_M}{\eta_m + N_m - N_M},
\]

where \(\eta_m > N_m + 1\), and it is known from the above conditions that \(N_M - N_m < \frac{1}{2}\), so we can obtain that

\[
\eta_m + N_m - N_M > 2N_m + 1 - N_M > 2 \left( N_m - \frac{1}{2} \right) + 1 - N_M = N_M
\]

that is, \(\|f(z)\|_\infty < 1\). If there is a parameter \(i\), \(1 \leq i \leq n\) such that \(z_i = 0\), then

\[
h_i(z) = f_i(z) + (N_m + \eta_i)z_i - 1 = f_i(z) - 1 < 0.
\]

Therefore,

\[
z_i = 0 < -h_i(z) = \max\{0, z_i - h_i(z)\}.
\]

This inequality itself contradicts Formula (8). Thus, point \(z\) must satisfy \(0 < z \leq \rho b\). From Equation (9), we can deduce the following equation:

\[
h(z) = f(z) + ((N_m + \eta_1)z_1, (N_m + \eta_2)z_2, \ldots, (N_m + \eta_n)z_n) - b = 0. \tag{10}
\]

We can infer from Equation (10) that

\[
\frac{1}{2\eta_M + N_M - 1} b < \frac{1}{\eta_M + N_M + N_m} b < z < \frac{1}{\eta_m + 2N_m} b < \frac{1}{3N_m + 1} b.
\]

It can be concluded that there exists a point \(z\) such that

\[
g(z) = b \Rightarrow g(z) \mod 1 = 0. \tag{11}
\]

Step 2. Next, we prove that there exists a point \(y\) \((0 < y < \frac{1}{2\eta_M + N_M - 1} b)\) such that

\[
g(y) \mod 1 = z.
\]

Instead of using \(\rho\) in step 1 as \(\rho\), let \(\overline{\rho} \equiv \rho^{-2}\); then, two functions are defined as follows:

\[
\overline{f}(x) = f(x) + ((N_m + \eta_1)x_1, (N_m + \eta_2)x_2, \ldots, (N_m + \eta_n)x_n) - z
\]

and
\[ \tilde{\phi}(x) = \max\left\{ 0, x - \tilde{h}(x) \right\} \]

\[ = \max\left\{ \max\left\{ 0, x_1 - \tilde{h}_1(x) \right\}, \ldots, \max\left\{ 0, x_n - \tilde{h}_n(x) \right\} \right\}^T, \]

where \( x = (x_1, x_2, \ldots, x_n)^T \). Similar to step 1, it can be concluded that

\[ \tilde{h}(y) \equiv f(y) + ((N_m + \eta_1)y_1, (N_m + \eta_2)y_2, \ldots, (N_m + \eta_n)y_n)^T - z = 0 \]

that is,

\[ g(y) \mod 1 = z. \quad (12) \]

According to Equations (11) and (12), there exists a point \( y(0 < y < \frac{1}{2}) \) such that after two iterations, we can obtain that \( g^2(y) = 0 \) and that the fixed point \( x^* = 0 \) of \( g \) satisfies the following conditions:

1. Let \( \gamma \) satisfy \( \|y\|_\infty < \gamma < \frac{1}{2M + N - 1} \), and define the closed sphere \( y \in B_\gamma \equiv \{ x \in \mathbb{R}^n \| \|x\|_\infty \leq \gamma \} \). According to the above condition, the Jacobian matrix \( Dg(x) \) of any point \( x \) in \( B_\gamma(x^*) \) is a strictly over-one diagonally dominant matrix. Therefore, according to Lemma 5, the modulus of the eigenvalue of any point of \( Dg(x) \) is greater than one.

2. There exists \( y \in \mathbb{R}^n \) in \( B_r(x^*) \) and a natural number \( m = 2 \) that satisfy \( g^2(y) = x^* \), where the components of \( y \) satisfy \( y_i \in (0, z_i) \). Because

\[ \det\{Dg^2(y)\} = \det\{Dg(y)\} \cdot \det\{Dg(z)\} \neq 0, \]

we know that \( y \) is nondegenerate.

In conclusion, we know that \( x^* = 0 \) is a snap-back repeller. The proof is completed.

4. Numerical Simulation

4.1. Numerical Simulation of System (2)

In system (2), set matrix \( A \) to be

\[
A = \begin{pmatrix}
a & 0.18 & -0.35 \\
-0.39 & a & 0.21 \\
-0.13 & 0.55 & a
\end{pmatrix},
\]

where \( a \) is the system parameter and \( x_k = (x, y, z)^T \). When we choose \( a = 2 \), we obtain that

\[
\begin{aligned}
2 - (0.18 + 0.35) &> 1 \\
2 - (0.39 + 0.21) &> 1 \\
2 - (0.13 + 0.55) &> 1
\end{aligned}
\]

that is, matrix \( A \) is strictly over-1 diagonally dominant. Therefore, according to theorem 1, system (2) represents chaos.

MATLAB is used to simulate system (2). The following parameters are selected: \( a = 2, \)
\( x_0 = 0.15, y_0 = 0.21, z_0 = 0.32 \). The phase diagram distribution is shown in Figure 1.
Figure 1. Phase diagram of system (2): (a) X–Y phase diagram; (b) X–Z phase diagram; (c) Y–Z phase diagram; (d) X–Y–Z phase diagram.

Figure 2 describes the Lyapunov exponential graph of system (2) as it varies with the parameters when the initial values are $x_0 = 0.15$, $y_0 = 0.21$, and $z_0 = 0.32$. It can be seen from the graph that when parameter $a$ satisfies the condition $a > 1.68$ from the above theorem, the three Lyapunov exponents of the system are positive.

Figure 2. Exponential Lyapunov spectrum of system (2).
Figure 3 shows the sensitivity of system (2) to the initial conditions \(x_0 = 0.15, y_0 = 0.21\), and \(z_0 = 0.32\) and the system parameter \(a = 2\). The parameters and initial conditions are perturbed by \(10^{-10}\). In Figure 3a,c, it can be found that the orbit produced by the small change in the initial value is obviously different, while the differences between the two orbits before and after the perturbation are shown in Figure 3b,d, respectively.

![Figure 3](image_url)

**Figure 3.** Schematic diagram of the sensitivity of system (2) to the initial values and system parameters: (a) perturbation trajectory diagram of parameter \(a\); (b) perturbation difference diagram of parameter \(a\); (c) perturbation trajectory diagram of initial value \(x_0\); (d) perturbation difference diagram of initial value \(x_0\).

Figure 4 describes the bifurcation diagram of each component of system (2) with its parameters when \(x_0 = 0.15, y_0 = 0.21\), and \(z_0 = 0.32\).

![Figure 4](image_url)

**Figure 4.** Three-dimensional bifurcation diagram of system (2): (a) \(a\)-X bifurcation diagram; (b) \(a\)-Y bifurcation diagram; (c) \(a\)-Z bifurcation diagram.
The following is a numerical simulation of a five-dimensional system such that

\[
A = \begin{pmatrix}
ad & 0.15 & -0.12 & 0.23 & 0.05 \\
0.13 & ad & -0.14 & -0.17 & 0.24 \\
0.25 & -0.13 & ad & 0.16 & -0.23 \\
0.27 & 0.14 & 0.1 & ad & 0.08 \\
0.15 & 0.17 & 0.19 & 0.3 & ad \\
\end{pmatrix}
\]

in system (2), where \(a\) is the system parameter and \(x_k = (m, n, x, y, z)^T\). When we choose \(a = 2\), we obtain that

\[
\begin{align*}
2 - (0.15 + 0.12 + 0.23 + 0.05) & > 1 \\
2 - (0.13 + 0.14 + 0.17 + 0.24) & > 1 \\
2 - (0.25 + 0.13 + 0.16 + 0.23) & > 1 \\
2 - (0.27 + 0.14 + 0.1 + 0.08) & > 1 \\
2 - (0.15 + 0.17 + 0.19 + 0.3) & > 1 \\
\end{align*}
\]

Therefore, matrix A is strictly over-1 diagonally dominant. According to theorem 1, the system is chaotic.

MATLAB is used to simulate system (2). The parameters selected are as follows: \(a = 2\), \(m_0 = 0.1\), \(n_0 = 0.2\), \(x_0 = 0.3\), \(y_0 = 0.15\), and \(z_0 = 0.2\). The phase diagram distribution is shown in Figure 5; Figure 6 describes the exponential graph of system (2) as it varies with the parameters when the initial value is given. It can be seen from the graph that when the parameter \(a\) satisfies the condition \(a > 1.81\) from the above theorem, the three exponents of the system are positive. Figure 7 shows the sensitivity of system (2) to the given initial conditions and the system parameter \(a = 2\). The parameters and initial conditions are perturbed by \(10^{-10}\). In Figure 7a,c, it can be found that the orbit produced by the small change in the initial value is obviously different, while the differences between the two orbits before and after perturbation are shown in Figure 7b,d, respectively. Figure 8 describes the bifurcation diagram of each component of system (2) with the parameter \(a\) when the initial conditions are given.
Figure 5. Phase diagram of the five-dimensional system (2): (a) M–N phase diagram; (b) M–X phase diagram; (c) M–Y phase diagram; (d) M–Z phase diagram; (e) N–X phase diagram; (f) N–Y phase diagram; (g) N–Z phase diagram; (h) X–Y phase diagram; (i) X–Z phase diagram; (j) Y–Z phase diagram; (k) M–N–X phase diagram; (l) M–N–Y phase diagram; (m) M–N–Z phase diagram; (n) M–X–Y phase diagram; (o) M–X–Z phase diagram; (p) M–Y–Z phase diagram; (q) N–X–Y phase diagram; (r) N–X–Z phase diagram; (s) N–Y–Z phase diagram; (t) X–Y–Z phase diagram.

Figure 6. Exponential Lyapunov spectrum of the five-dimensional system (2).
4.2. Numerical Simulation of System (3)

When the original mapping is high dimensional and nonlinear, consider that
\[ g(x, y, z) = \begin{align*}
&x + ay + z, \\
&y - x + ay, \\
&z - bx + az,
\end{align*} \]

in system (3) is
\[ g(x, y, z) = \begin{align*}
&x - ay - bx, \\
&y + x - ay, \\
&z + bx - az,
\end{align*} \]

where \( a \) is the system parameter. We can compute that
\[ g(x, y, z) = \begin{align*}
&x + ay + z, \\
&y - x + ay, \\
&z - bx + az,
\end{align*} \]

Then, when the parameter \( a = 4 \) is selected, it is easy to see that \( g(x, y, z) \) satisfies the conditions in theorem 2; at this time, the Lyapunov indices are \( LE_1 = 1.3673, LE_2 = 1.4299, \) and \( LE_3 = 1.4789 \), so it can be concluded that system (3) is chaotic.

MATLAB is used to simulate the system (3). The parameters selected are as follows: \( a = 4, x = 0 \sim 0.25, y = 0 \sim 0.3, z = 0 \sim 0.4 \). The phase diagram distribution is shown in Figure 9. The exponential Lyapunov diagram of system (3) as it varies with the parameter \( a \) is shown in Figure 10, and the sensitive schematic diagram of \( 10^{-10} \) perturbations to parameter \( a \) and the initial condition \( x_0 \) is shown in Figure 11. In Figure 11a,c, it can be found that the orbits produced by small changes in the initial values and parameters are significantly different, while Figure 11b,d show the differences between the two orbits.
4.2. Numerical Simulation of System (3)

When the original mapping is high dimensional and nonlinear, consider that \( g(x) \) in system (3) is

\[
g(x) = \begin{pmatrix} 0.23x^2 + ax + 0.15yz - 0.1y^2 \\ 0.25xy - 0.1x + ay + 0.3z^2 \\ 0.15xy + 0.2z^2 - 0.1xz + az \end{pmatrix},
\]

where \( a \) is the system parameter. We can compute that

\[
Dg(x) = \begin{pmatrix} 0.46x + a & 0.15 - 0.2y & 0.15y \\ 0.25y - 0.1 & 0.25x + a & 0.6z \\ 0.15y - 0.1z & 0.15x & 0.4z - 0.1x + a \end{pmatrix}.
\]

Then, when the parameter \( a = 4 \) is selected, it is easy to see that \( Dg(x) \) satisfies the conditions in theorem 2; at this time, the Lyapunov indices are \( LE1 = 1.3673 \), \( LE2 = 1.4299 \), and \( LE3 = 1.4789 \), so it can be concluded that system (3) is chaotic.

MATLAB is used to simulate the system (3). The parameters selected are as follows: \( a = 4 \), \( x_0 = 0.25 \), \( y_0 = 0.3 \), and \( z_0 = 0.4 \). The phase diagram distribution is shown in Figure 9. The exponential Lyapunov diagram of system (3) as it varies with the parameter \( a \) is shown in Figure 10, and the sensitive schematic diagram of \( 10^{-10} \) perturbations to parameter \( a \) and the initial condition \( x_0 \) is shown in Figure 11. In Figure 11a,c, it can be found that the orbits produced by small changes in the initial values and parameters are significantly different, while Figure 11b,d show the differences between the two orbits before and after the perturbation. The bifurcation diagram of each component of system (3) as it varies with parameter \( a \) is shown in Figure 12.

![Figure 9. Phase diagram of system (3): (a) X–Y phase diagram; (b) X–Z phase diagram; (c) Y–Z phase diagram; (d) X–Y–Z phase diagram.](image-url)
before and after the perturbation. The bifurcation diagram of each component of system (3) as it varies with parameter \( a \) is shown in Figure 12.

Figure 9. Phase diagram of system (3): (a) X–Y phase diagram; (b) X–Z phase diagram; (c) Y–Z phase diagram; (d) X–Y–Z phase diagram.

Figure 10. Exponential Lyapunov spectrum of system (3).

Figure 11. Schematic diagram of the sensitivity of system (3) to the initial values and system parameters; (a) perturbation trajectory diagram of parameter \( a \); (b) perturbation difference diagram of parameter \( a \); (c) perturbation trajectory diagram of the initial value; (d) perturbation difference diagram of the initial value.

Figure 12. Three-dimensional bifurcation diagram of system (3): (a) a-X bifurcation diagram; (b) a-Y bifurcation diagram; (c) a-Z bifurcation diagram.

5. Conclusions of this Paper

In this paper, sufficient conditions for transforming a class of high-dimensional discrete systems into chaotic systems based on modular operations are given, and the proofs are given by the Marotto theorem. Based on the above conditions, two kinds of systems with high-dimensional linear modular operations and high-dimensional polynomial modular operations are constructed, and the given chaotic systems are numerically simulated. The phase diagram distributions, the Lyapunov exponent spectra, the sensitivities to the chosen initial values and the chaotic bifurcation diagrams of these systems are analyzed. It is concluded that the discrete systems we constructed have chaotic dynamics characteristics, thereby verifying the correctness of the proposed theory.

The advantages of designing cryptosystems based on the chaotic systems constructed in this paper are as follows: (1) the dimension of the systems can be any positive integer \( n \). An accepted view is that compared with the low-dimensional chaotic systems; high-
5. Conclusions of this Paper

In this paper, sufficient conditions for transforming a class of high-dimensional discrete systems into chaotic systems based on modular operations are given, and the proofs are given by the Marotto theorem. Based on the above conditions, two kinds of systems with high-dimensional linear modular operations and high-dimensional polynomial modular operations are constructed, and the given chaotic systems are numerically simulated. The phase diagram distributions, the Lyapunov exponent spectra, the sensitivities to the chosen initial values and the chaotic bifurcation diagrams of these systems are analyzed. It is concluded that the discrete systems we constructed have chaotic dynamics characteristics, thereby verifying the correctness of the proposed theory.

The advantages of designing cryptosystems based on the chaotic systems constructed in this paper are as follows: (1) the dimension of the systems can be any positive integer n. An accepted view is that compared with the low-dimensional chaotic systems; high-dimensional chaotic systems have more complex dynamic behavior and can produce better random sequences for the design of cryptosystems; (2) the systems can design many parameters as the keys of the cryptosystems, a large number of system parameters means that the cryptosystems with large key space can be designed.
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