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Abstract

This study presents a method for estimating the mean and variance of total CO\textsubscript{2} emission from multiple sources used by a company. The procedure is also readily applicable to estimate these parameters for other greenhouse gases (GHG) inventories and to determine a reliable confidence interval for the total emissions of GHG of a company. Our method represents an improvement over the existing methods that assume independence between emissions from different sources. The foundation of the proposed method is an iterative decomposition process applied to analyze the emissions correlations among activities, raw materials and other inputs used in a company’s operations. From these correlations and the individual estimates of means and variances of emission factors, we show how to generate a confidence interval for the total GHG emission of a company. The application of the method is illustrated for a hypothetical manufacturing plant of bicycles and car toys, whose total CO\textsubscript{2} emission is estimated within a precise confidence interval.
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Introduction

Since the 1990s, companies have been encouraged, in some cases required, to measure and report their greenhouse gases (GHG) emissions\textsuperscript{[1]} for different purposes and objectives. Properly accounting of GHG emissions by companies is fundamental to their management, since it enables investors and other stakeholders to assess how companies are mitigating environmental risks while working towards carbon emissions reductions and potentially generating additional sources of revenues and corporate prestige\textsuperscript{[2,3]}. The Intergovernmental Panel on Climate Change (IPCC) leads an effort to develop internationally agreed guidelines for calculating and supporting reports on GHG emissions and inventories\textsuperscript{[4]}. Although the procedures are based on statistical data and parameters\textsuperscript{[5]}, the IPCC\textsuperscript{[6]} stresses that there may be uncertainties in emission factor estimations, particularly because these factors have been established using references from few geographical sources which are not necessarily widely applicable. For companies reporting projects and progress associated with carbon emission reductions, the accuracy and reliability of emission estimates could help stakeholders and markets better evaluate carbon stocks and offsets and, potentially, trade these offsets with reduced risks to sellers and buyers of these credits.

More recently, at the COP 26 (Conference of the Parties for the United Nations Framework Convention on Climate Change, 2021) in Glasgow, countries, companies, and NGOs alike addressed climate goals and commitments aiming the reduction of GHG emissions and mitigation of their impacts.

International bodies and organizations, as well as companies, are adopting ESG (environmental, social and governance) metrics and indicators to report their commitments towards sustainable development. Faulty, loose, or inaccurate measurements or indicators can generate criticism and associate a company with “green washing,” even if it is dedicated to responsible investments\textsuperscript{[7]}. Proper measurement and reporting of indicators...
could remove barriers to the widespread integration of ESG criteria in the management of companies, reducing investment risk. In addition, it could enable necessary links to global standards regimes, such as the ISO (International Organization for Standardization), particularly ISO 14.064-2, which defines rules and processes for greenhouse gases (GHG) emission reduction projects, and requires proper quantification, monitoring procedures, emissions reductions and removal enhancements reporting, and the reduction of errors in the estimation of the total emission of a company.

In this paper, we propose a method to estimate the mean and variance of inventories of GHG of a company with multiple sources of emissions. We address possible causes for emission factor variability and how emissions from different sources could be correlated. Our method is unique in its approach, because it adopts a robust statistical approach applied to GHG inventories and addresses very sensitive risk management issues for carbon projects worldwide. This problem has been recognized as a difficult one. Carotenuto et al. [8] states that: “Uncertainties associated with each step in compiling emission inventories typically sum up, though it is complicated to estimate the total effect due to the difficulty in ascertaining the uncertainty at each step and how uncertainties interact with each other.” Moreover, uncertainties may change over the years with the improvement of emission-producing activities and source characterization [9,10].

Uncertainty analysis is an important aspect of Life Cycle Assessment (LCA), a method widely used to assess the energy efficiency and environmental impact of products, services, and processes, encompassing parts or all their life cycle stages, from raw material production throughout the end-of-life management [11–14]. According to Groen et al. [15], in LCA, uncertainty analysis is usually performed using Monte Carlo or other sampling schemes (latin hypercube, quasi-Monte Carlo, analytical uncertainty propagation, and fuzzy interval arithmetic). Park et al. [16] used the error propagation method instead of the probabilistic approach for identifying key input parameters that affect the uncertainty of the carbon footprint result for cattle dairy farms in Korea. In our understanding, these methods do not address the covariance of emissions and, as Igos et al. [17], indicate, emission studies should discuss the uncertainties associated with the results, trace the sources of uncertainties, including correlations, and estimate errors.

Whitaker et al. [18], in a survey of 44 LCA studies of first-and second-generation biofuels identified the key sources of variability in published emission factors: (1) “real” variability in parameters; (2) “methodological” variability; and (3) “uncertainty” due to rarely included and poorly quantified parameters. The first category may be exemplified in the work of Miranda [19], that showed that electric power generation in Brazil presents a wide variability of GHG emission factors caused by the different characteristics of the power plants, even for the same power generation technology.

Any GHG emission assessment, be it based on Monte Carlo or analytical methods, must include the effect of covariances. This work offers a suggestion on how to treat this issue, avoiding the usual simplistic assumption of independence of emissions from different sources. The correlation between GHG emissions from different sources may be negligible when the scope is restricted to direct emissions only (Scope 1). For all other cases, the correlation of emissions plays an important role in determining the confidence interval for the total emission estimated.

In the next section, we will propose a method to improve the estimation of total GHG emission of a company considering many possible sources of emission and their uncertainties. In comparison to the methods we found in the literature, the novel procedure has the advantage of incorporating the correlations of emissions in the analysis.

Following this introduction, we define the problem in mathematical terms and show the proposed model to deal with variances and covariances in carbon inventory for corporations. We first develop the main idea using a simple case with two inputs and then generalize it to multiple inputs. The method is summarized in terms of the steps of an algorithm. The section ends by stating the parameters and notation that we consider when referring to confidence intervals. We then present the results of applying the method to a manufacturing plant. The paper also discusses the results that show significant improvements in the precision of the confidence interval, using the proposed method. Finally, we elaborate on conclusions regarding the importance of variance and covariance in determining the emission of a plant, in particular of a corporate inventory of GHG.
Materials and methods

Problem definition

Suppose the company of our interest uses $x_i$ units of raw material $i$, for $i = 1..I$, and we want to determine the mean and variance of the combined carbon dioxide (CO$_2$) emissions from these inputs.

We formulate a fundamental underlying assumption to the development of this work. We call it the “total sum assumption,” i.e. the total CO$_2$ emission of the company equals the sum of the individual emissions of each input.

We recognize, however, that there are some important cases where this assumption would be violated. For example, a possible violation of the “total sum assumption” arises when, in a company, two processes share the same source of heat and the emission for both processes are not the sum of the emission of each process in isolation. Nonetheless, the total sum assumption seems to be reasonable in most cases since the reported emission factors already consider the common practice of using, or not, a shared resource. This possibility and the uncertainty represented is an example of the intrinsic variability in the emission factors reported in the literature. Further investigation of conditions where the total sum assumption is not valid is left as a suggestion for future works.

Note that the “total sum assumption” does not imply that the CO$_2$ emissions of all inputs are independent or uncorrelated. In cases where the emission from each source is statistically independent of the emission from every other source, the variance of the emission from all sources is the sum of the variances of the emission of each source. In this case, the estimation of the confidence interval for the total emission is facilitated. However, if the emissions are correlated, we must first determine the correlation between emissions to be able to estimate the variance of total emission.

In the case of CO$_2$ emissions, we observe that the literature presents estimates of emission factors, in terms of mean and variance, for many raw materials [20,21]. Therefore, in this work, we focus on the challenge of determining the covariances between emission factors from different sources. We will concentrate the analysis on the emission of a single GHG, in particular, CO$_2$ or CO$_2$ equivalent, denoted CO$_2$e.

Correlation between emissions may depend on the season of the year, location of the plant, and particularities of its supply chain. Therefore, in principle, the correlation coefficients would have to be specifically determined for each plant.

The proposed method

Consider a company that uses a number of different inputs $i$. Each input may represent a source of energy, a raw material or an activity. Call $p_i$ the amount of input $i$ that the company uses in a certain time interval. The value of $p_i$ should be measured in kWh, kg, m$^3$, or any other appropriate measure for that input (including a monetary measurement, although this should be avoided in preference to physical and stoichiometric measurements). Let us denote by capital letter $P_i$ the emission associated with the use of $p_i$ units of input $i$.

Suppose each input can be characterized as a linear combination of components so that $p_i$ units of input $i$ uses $x_{ij}$ units of component $j$. Let $A_j$ represents the emission associated with the use of $a_j$ units of component $j$.

We consider that these emissions are random variables with means (expected values) $E(P_i)$ and $E(A_j)$ and variances $\text{Var}(P_i)$ and $\text{Var}(A_j)$.

Under the “total sum assumption,” there is no interaction amongst the CO$_2$ emissions of each input. Thus, the emission of a linear combination of inputs is the same linear combination of their individual emissions (Eq. (1)).

$$P_i = \sum_{j=1}^J x_{ij}A_j$$

In some cases, $A_j$ may not be related to a raw material or a physical ingredient but, rather, to a process. Therefore, the assumption includes the possibility of a combination of emissions from different ingredients and/or processes.

The case of two inputs

Let us first consider the simple case where a company uses only two inputs. Their emissions are $P_1$ and $P_2$ and we want to determine the mean and variance of the random variable $P_t$ that represents the total emission of the company in that period (Eq. (2)):

$$P_t = P_1 + P_2$$

From basic probability theory, the mean (Eq. (3)) and variance (Eq. (4)) of this sum of two random variables are:

$$E(P_t) = E(P_1 + P_2) = E(P_1) + E(P_2)$$
\[ \text{Var}(P_i) = \text{Var}(P_1 + P_2) = \text{Var}(P_1) + \text{Var}(P_2) + 2\text{Cov}(P_1, P_2) \quad (4) \]

The difficulty in the computation of the variance formula is that we seldom have an indication of covariances between different inputs. Thus, we propose a procedure to compute \( \text{Cov}(P_1, P_2) \). The procedure is based on the idea that if we decompose \( P_1 \) and \( P_2 \), we will eventually identify common components for which the covariance is obvious and other components that do not present any relationship and, thus, have zero covariance. We decompose \( P_1 \) and \( P_2 \) and compute the covariance according to Eq. (5).

\[ \text{Cov}(P_1, P_2) = \text{Cov} \left( \sum_{i=1}^{j} x_{ij} A_j, \sum_{k=1}^{K} x_{jk} A_k \right) = \sum_{i=1}^{j} \sum_{k=1}^{K} x_{ij} x_{jk} \text{Cov}(A_j; A_k) \quad (5) \]

Therefore, the computation of the covariance of emissions from different inputs would be written in terms of the covariances of emissions of the components of these inputs.

**Generalization for the case of multiple inputs**

We have shown the formula to compute the variance of the sum of only two random variables. The general formula to compute the variance of a linear combination of any number of random variables is facilitated using matrix notation. Let us denote:

- \( X \) = vector of elements \( x_i \) representing the amount of each input \( i \) used by the company
- \( A \) = vector of elements \( A_i \), the random variable representing the emission of each input
- \( M \) = vector of means of \( A_i \)
- \( S \) = vector of standard deviations of \( A_i \)
- \( S_i = \text{StdDev}(A_i) = S(A_i) \)
- \( V \) = covariance matrix with elements \( V_{ij} = \text{Cov}(A_i; A_j) \)
- \( R \) = Rho-matrix made of correlations \( \rho_{ij} = \rho(A_i; A_j) \).

With this notation, the mean (Eq. (6)) and variance (Eq. (7)) of the total emission from the company are:

\[ E(P_i) = E \left( \sum_{i=1}^{j} x_{ij} A_j \right) = E(X' A) = X'M \quad (6) \]

\[ \text{Var}(P_i) = \text{Var} \left( \sum_{i=1}^{j} x_{ij} A_j \right) = X'VX = X'S'R'SX \quad (7) \]

In many cases, the value of the elements of \( R \) might be easily determined because \( \rho_{ij} \) is clearly 0 or 1. In other cases, the estimation of the covariances \( \text{Cov}(A_i; A_m) \) might depend on a decomposition analysis and could be written as (Eq. (8)):

\[ \text{Cov}(A_i; A_m) = \text{Cov} \left( \sum_{j=1}^{J} x_{ij} A_j, \sum_{k=1}^{K} x_{mk} A_{mk} \right) = \sum_{j=1}^{J} \sum_{k=1}^{K} x_{ij} x_{mk} \text{Cov}(A_j; A_{mk}) \quad (8) \]

Equation (8) is a generalization of Eq. (5) where index 1 and 2 were substituted by \( i \) and \( m \), respectively.

**The algorithm**

The following steps summarize the proposed algorithm to estimate the covariance between the emissions from two or more sources and with various levels of decomposition:

1. Determine the composition of the emission of source \( i \), for \( i = 1 \): \( A_i = \sum_{j=1}^{J} x_{ij} A_j \).
2. Estimate the covariances \( \text{Cov}(A_j; A_{mk}) \) by first estimating matrix \( R \) whose elements \( \rho(A_j; A_{mk}) \), represent the correlations between emissions of components \( j \) and \( mk \).
   a. For the cases where \( A_{ij} \) represents the emission of the same component as \( A_{mk} \), the correlation between these is simply \( \rho(A_j; A_{mk}) = 1 \).
   b. For the cases where \( A_{ij} \) and \( A_{mk} \) represent independent emission factors, then \( \rho(A_j; A_{mk}) = 0 \). The independence of the emission from two components could be determined using a set of criteria such as: “Do the components originate from unrelated processes?”; “Are their upstream activities unrelated?”; “Are the emission estimates of these components estimated by independent authors/studies?”; “Do the components not share the same sub-components?”; etc.
   c. For the cases where \( A_{ij} \) and \( A_{mk} \), present variations in opposition, \( \rho(A_j; A_{mk}) = -1 \).
   d. Otherwise, further decompose \( A_{ij} \) and, similarly, \( A_{mk} \), another level. If \( A_{ij} \) is formed by the combination \( A_{ij} = \sum_{n=1}^{N} y_{ijn} A_{jn} \) we substitute the column \( ij \) of matrix \( A \) by \( N \) new columns with the values of \( A_{ijn} \). We
also substitute column \(ij\) of matrix \(S\) by \(N\) new columns with the values of \(S(A_{ijn})\) and column \(ij\) of vector \(X'\) by \(N\) new columns with corresponding values \(x_{ij}y_{ijn}\). Finally, we substitute the row \(ij\) of matrix \(A\) by \(N\) new rows with the values of \(A_{ijn}\); substitute row \(ij\) of matrix \(S\) by \(N\) new rows with the values of \(S(A_{ijn})\).

3. Estimate each element of matrix \(R\) using the same logic as in step 2.
4. Calculate \(\text{Var}(P_3)\) using Eq. (7).

We note that if the company uses a single input and we do not know its emission variance, but know its composition, then we could use the procedure outlined in the above algorithm to estimate the variance of its emission. We also note that the decomposition steps of the procedure might be unnecessary if we begin with a list of inputs already decomposed in such a granularity that allows the assessment of the correlation between these components. In future research we aim to present a list of factors that can cause two emissions to correlate with each other, to complement the findings presented here.

**Confidence interval**

Once we have the estimators for the mean and variance of total emission, we can determine the confidence interval for the true mean emission. We use the following definitions and conventions:

Random variable \(F\) represents the possible values for the emission of a certain company during a certain period.

- \(\mu\) is the true, but unknown, expected value, also called mean, of \(F\).
- \(m\) is a point estimator of \(\mu\).
- \(\sigma^2\) is the true, but unknown, variance of \(F\).
- \(\sigma\) is the square root of the variance of \(F\) and is called standard deviation of \(F\).

\(S^2\) is a point estimator of \(\sigma^2\)

Under usual assumptions of normality, the confidence interval for the mean emission is limited by its Lower Confidence Limit (LCL) and Upper Confidence Limit (UCL) (Eq. (9)):

\[
LCL = \mu - Z_{\alpha/2} \sigma, \quad UCL = \mu + Z_{\alpha/2} \sigma.
\]

We have used the normal probability factor \(Z_{\alpha/2}\) assuming that we know \(\sigma\) or that the variance of \(S\) is small. If that is not the case, it would be necessary to use Student’s \(T\) distribution or even other distributions to compute the confidence interval. For \(\alpha = 5\%\), the Normal probability distribution tabulates \(Z_{0.025} = 1.96\).

In scientific notation, it is usual to express the estimators for the mean and standard deviation separated by a \(\pm\) sign. If a normal distribution is considered, this is equivalent to a confidence interval with \(\alpha = 32\%\), and \(Z_{0.025} = 1.00\).

We stress that confidence intervals differ from prediction intervals which is a wider interval that, with \((1 - \alpha)\) probability, would contain not the mean, but any individual emission value under these circumstances. In order to determine prediction intervals, we need to know (or estimate) the variability of individual values of emission in relation to the mean emission. We will leave the issue of prediction intervals to be investigated in future works and will adhere to the concept of confidence intervals for the cases presented in this document.

**Results**

**A hypothetical case**

In this section, we show an application of the proposed procedure for estimating the confidence interval of total emission of a company, using the hypothetical case of a company with two lines of products: bicycles and toy cars. Tables 1 and 2 below present the composition and emission factor of each element that makes up the bicycle and the toy car, respectively. Emissions could be

---

**Table 1. Components of a bicycle and their emission factors.**

| Components                        | Code | Component’s quantity | Mean emission factor | HWCI 95%** | Std. dev. | Reference |
|----------------------------------|------|----------------------|----------------------|------------|-----------|-----------|
| Aluminum tubes for frame         | A    | 0.73 kg              | 1.7 kg/kg            | (+10%)     | –         | [22]      |
| Cassette and wheels (steel)      | B    | 0.15 kg              | 1.72 kg/kg           | (+25%)     | –         | [23]      |
| Transport-Shipping (diesel)      | C    | 0.251                | 2.88 kg/l            | (–2%)      | –         | [24]      |
| Axles, pedal and ball bearings (steel) | D   | 0.04 kg              | 1.72 kg/kg           | (+25%)     | –         | [23]      |
| Rubber parts                     | E    | 0.08 kg              | 0.2026 kg/kg         | –          | 0.0306    | [25,26]   |
| Energy (all production)          | F    | 0.0045 kwh           | 0.3049 kg/kwh        | –          | 0.2003    | [27–30]   |

Note: Employee travel was negligible since the employees use bicycles to move from home to the plant location.

*The quantities in the table refer to emissions per kg of bicycle. We will consider that the company produces bicycles that weight 19.9 kg each [31] and the use of energy to produce a bicycle is 319 kJ [32].

**HWCI** refers to half width of the 95% confidence interval.

**For Diesel, the relative standard deviation is between 2% and 1%. We considered 2%.**
Table 2. Components of a toy car and their emission factors.

| Components Code | Component's quantity* | Mean emission factor | HWCI 95%** | Std. dev. |
|-----------------|-----------------------|----------------------|------------|-----------|
| Aluminum tubes for frame | G | 0.33 kg | 1.7 kg/kg | (+10%) | 0.206 kg/kg |
| Cassette and wheels (steel) | H | 0.20 kg | 2.86 kg/l | (−2%) | 0.200 kg/l |
| Transport-Shipping (diesel) | I | 0.25 kg | – | – | – |
| Axles, pedal and ball bearings (steel) | J | 0.37 kg | – | – | – |
| Rubber parts | K | 0.10 kg | – | – | – |
| Energy (all production) | L | 0.0059 kwh | 0.3049 kg/kwh | – | 0.0306 kg/kwh |

Note: Employee travel was negligible since the employees use bicycles to move from home to the plant location.

*The quantities in Table 2 refer to emissions per kg of toy car. We will consider that the company produces toy cars that weight 3.0 kg each [33]. **HWCI refers to half width of the 95% confidence interval. ***For Diesel, the relative standard deviation is between 2% and 1%. We considered 2%.

If divided into emission scopes/categories, which is not being done in this work to simplify the example of the procedure.

For simplicity’s sake, we assume that all emissions in the example are of the same scope and belong to the same categories.

The existence of clearly unrelated components was analyzed and, for these cases, a 0 (zero) was assigned to the Rho matrix. This was the case for many pairs of components. For example, A and B are made from different materials and use independent suppliers. Thus, \( \rho(A, B) = 0 \) was assigned.

For cases where the components are correlated, such as the pair (E, K), which denote rubber parts, the value 1 (one) was assigned in the Rho-matrix, presented by Figure 1.

For some pairs of components, assigning an appropriate Rho was not an obvious task and the elements were decomposed until an expert could identify subcomponents that are either common, unrelated or need to be further decomposed. In some cases where the composition or manufacturing process of some elements is not evident, it was pragmatically (or empirically) assigned 0 or 1 based on knowledge of similar products and/or processes by experts. The effects of such approximations were assessed using sensitivity analysis as we comment later in this section.

The algorithm helps to determine correlation coefficients and does not require the experts to assign only zeroes or ones. In fact, it is expected that the correlation coefficients between the emission of two sources to be an intermediate value between 0 and 1 in the common case where some subcomponents are common and some subcomponents are unrelated. The use of the algorithm may establish partial correlation coefficients between components even though the subcomponents are either fully correlated or not correlated at all.

It is interesting to comment on the importance of the algorithm in cases of partial correlations. For instance, suppose a production process that uses two components: A and B. In turn, each of these is made of subcomponents, respectively A₁ and A₂ and B₁ and B₂. Also, consider that the emissions associated with each subcomponent are, on average, approximately equal to each other but they are subject to variability. Finally, assume the emissions associated with A and B are partially correlated and \( \rho(A, B) = 0.5 \) because half of the emissions of A correlates with half of emissions of B and the other halves do not correlate. If the case is more complex, for instance, if the average emissions of subcomponents are not equal, the assessment of \( \rho(A, B) \) is not trivial and the algorithm is advisable. Using the algorithm, the correlation of emissions from A and B would be computed automatically after the values for the correlations \( \rho(A₁, A₂), \rho(A₁, B₁), \rho(A₂, B₁), \rho(A₁, B₂), \rho(A₂, B₂) \) and \( \rho(B₁, B₂) \) are inputted. Of course, there is a range (from −1 to +1) of possible correlations between two emissions, but once the correlations have been estimated, possibly with the use of the algorithm, the computation of the total emission, in terms of its estimated mean, variance and confidence interval, would be a simple computation using the formulas Eqs. (6), (7), and (9).

From the Rho-matrix the covariances are determined using the standard deviations of the emissions of the components. Standard deviations, determined in kg of CO₂, were obtained from the information of confidence intervals that are presented in percentage terms in Tables 1 and 2, in which it was considered that the confidence intervals indicated in refer to intervals of \( (1 - \alpha) = 0.95 \) probability.

It was assumed that symmetrical intervals refer to normal random variables and the standard deviations, used to determine those intervals, are precisely estimated so that the confidence interval is taken inverting the normal distribution and not the Student’s t, for example. Therefore, it was considered that the length of the confidence interval to be \( 2ZₜStdDev \). Also, \( Zₜ=1.96 \), is approximated to
be 2 and the resulting length of the confidence intervals equals 4 times the standard deviation.

For the case of transport (Diesel) the Confidence Interval, given in Table 2, is asymmetrical. Assuming the probability distribution resembles a gamma with \( \alpha = 2 \) and \( \beta = 1 \), and using “Student’s t test tables” of cumulative probability distributions, the 95% confidence interval was found to cover 3.8 standard deviations and, for simplicity, it was assumed to equal 4 times the standard deviation.

With the Rho matrix and the standard deviations, we obtain the covariance matrix \( V \) (Figure 2) of the variances and covariances between emission factors of the components of the bicycles and toy cars.

Finally, the estimated variation of the total CO2 emission was calculated using Eq. (11):

\[
Var_{\text{total}} = X'VX
\]  

(11)

where \( X \) is the vector of components participation.

The estimated standard deviation for the company’s total emission is determined from Eq. (12):

\[
\text{StdDev}_{\text{total}} = \sqrt{Var_{\text{total}}}
\]  

(12)

Thus, considering that in a period of one day the company produces 100 units of the bicycle (Product 1) and 1000 units of the toy car (Product 2). This production corresponds to 1990 kg of Product 1 and 3000 kg of Product 2.

Using the notation “mean ± standard deviation,” the total CO2 emission by the company during this period is estimated to be 11,448 ± 500 kg of CO2.

In comparison, if we assumed the independence of emissions of different components, it would have been assigned \( \rho = 1 \) for all pairs \((i,j)\) where \( i = j \) and \( \rho = 0 \) for all pairs \((i,j)\) where \( i \) do not equal \( j \), and the resulting estimative would be 11,448 ± 317 kg of CO2.

On the other hand, if we considered that all emissions are perfectly correlated, that is, \( \rho = 1 \) for all pairs \((i,j)\), the result would be 11,448 ± 710 kg of CO2. The careful estimation of standard deviation resulted in 500 kg of CO2, that is the intermediate value between the equivalent measure under the hypothesis of complete independence (317 kg of CO2) and under the hypothesis of complete dependence (710 kg of CO2).

In general, sensitivity analysis may help the analyst reach an adequate trade-off between accuracy and simplicity. In this example, the standard deviations were of the same order of magnitude. This robustness is a desirable property when one is not sure about the estimate of some correlation coefficients. The sensitivity analysis for this example is summarized in Figure 3. The figure shows the increase in the standard deviation of total emission of CO2 as a function of the values of \( \rho \) for all pairs of components \((i,j)\) where \( i \) is not equal to \( j \).

In this example, the standard deviation increases noticeably even for small values of correlations. This fact leads to the conclusion that the “total independence of CO2 emissions” is a very strong hypothesis. On the other end, assuming...
that the emissions of all components are pairwise correlated has a relatively minor effect.

We also tested the case in which the emission variances for products $P_1$ and $P_2$ are considered adequate but the covariance between their emissions is approximated to zero. The resulting estimated total emission presented a standard variation (409 kg of CO$_2$) that falls between the two extremes and close to the most accurately estimated value (500 kg of CO$_2$).

**Discussion**

The problem of estimating variance in GHG emissions inventories is of a complex nature due to different sources of errors, spatial and temporal variation of these emissions, difficulty in establishing system's boundaries and confirmation biases, among others. However, different attempts are being made by scientists, stakeholders, and policy-makers to reduce these errors and risks. In this paper, we addressed the errors of statistical nature. In general, the variance of total emission is not equal to the sum of the variances of the emissions from individual sources. The usual procedure is to consider that all of these emissions are uncorrelated. This is a strong assumption, especially if we are using the concept of product carbon footprint (PCF).

We proposed a method to estimate the variance of total emission of a company. Our method is an interactive procedure that requires the identification of components or subcomponents of emission sources until an expert can identify the existence

![Figure 2. Covariance Matrix $V$ between emission factors of the example.](image)

![Figure 3. Changes in standard deviation for total CO$_2$ emission in the example when we vary the correlation coefficients for all pairs of components with non-zero correlation.](image)
or non-existence of correlation of emissions between these components.

We tested the method using data from a fictitious company that produced 1000 bicycles and 100 toy cars in a certain period. Each of these products was decomposed into 6 components. For each of these components a realistic assessment of CO₂ emission, in terms of mean and standard deviation, was obtained from the IPCC database and reports found in the specialized literature.

The elements $q_{ij}$ of the correlation matrix Rho, were evaluated by experts. We used the expertise of 4 professionals who work in carbon emission estimating and accounting for corporations. Variance and covariances are not usually investigated in depth in studies of GHG emissions for corporations but the experts have a very solid academic background in concepts of variance, correlations and covariances and in estimating emissions at a corporate level. The correlation coefficient matrices were estimated first by each expert separately and then in groups. The final result emerged in only one meeting because there was no controversy in the assignment of the correlations. The important task for the success of the exercise was the characterization of the company, its production process and its supplier’s location, size and age.

There were 144 elements of matrix Rho to be evaluated. Of those, all 12 $q_{ij}$ where $i=j$ are necessarily 1. Because of symmetry, only 66 of the remaining $q_{ij}$ need to be estimated. Of these, a total of 19 $q_{ij}$ were considered to be 1 (indicating perfect correlation between emission of elements i and j). This was a trivial task for most cases because they involve i and j that represent the same element, for instance, rubber materials. The only cases where an assumption was used without justification are the remaining 47 $q_{ij}$’s that were considered to be 0.

Using this procedure, the variance of total emission was estimated and the 67% confidence interval for the total emission of CO₂ was estimated as: 11,448 ± 500 kg of CO₂. To our knowledge, the common practice is to disregard the covariances of emissions of different components. The result of this simplistic assumption would be the interval 11,448 ± 317 kg of CO₂.

Notice that the amplitude of the confidence interval using the simplistic method is smaller in comparison with the confidence interval obtained by the method that we have proposed and advocated in this article as accurate.

The total variance is an additive function of individual variances and covariances. Therefore, unless we are facing unusual cases where there are negative correlations in the emissions, the variability of total CO₂ emission is underestimated when we use the simplistic method of neglecting correlations.

Conclusion

The computation of the variance of total emission depends on estimating correlations. The existing methods, however, usually assume independence among emissions from different sources, thus avoiding the burden of estimating correlations, but this approximation deteriorates the accuracy of total emission estimates. Monte Carlo methods would also be more precise if they incorporated correlations into the models.

Using the method proposed in this work, the task of correlations estimation is facilitated. The method is based on decomposing activities until an expert is eventually able to identify identical components that have perfectly correlated emissions; components that are unrelated or intermediate cases, where the correlation is estimated based on experience or other methods. As a suggestion to future works, researchers could investigate factors that influence emission correlations and criteria that would determine non-correlation, for example, between fugitive emission and energy.

We also have to recognize that it is not reasonable to assume that the objective of GHG management of a company would be to form a portfolio of activities with small or negative correlated emissions. Contrary to finance portfolios, the important issue regarding GHG emission is not so much the variance of emission in a short time interval, but the cumulative emission over a long period of time. For GHG emissions, the important management actions would be directed to curbing the upper tail of emissions. Therefore, the variance may not be the preferred measure for management to control.

Thus, future works may prefer to substitute confidence intervals by other measures such as “maximum possible value” or “peak month emission” or other measurements of environmental impact. In these cases, an accurate estimate of the variance of emissions is crucial and the issues discussed in this paper would be even more important.

In this work, we have assumed that we could neglect the cross-interference of CO₂ emissions
from different sources. Using this assumption, the CO₂ emission from source A and from source B would be computed in isolation, regardless if A and B are processed in conjunction or not. Future works should investigate under what conditions this is valid. If the assumption of no cross-interference is proven inadequate, not only would it be necessary to reform the developments for the computation of the variance of the emission but, more importantly, it would also invalidate the computation of the mean of emission which would no longer be the sum of expectations of individual emissions.

The method outlined in this paper represents a contribution to improving the quality of a company’s GHG emission estimates. Better accuracy and confidence in emissions reporting might contribute to adequate certification and feasibility analysis of carbon projects worldwide, reducing uncertainties and risks of these projects, including financial and reputational ones.
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