Material discrimination and mixture ratio estimation in nanocomposites via harmonic atomic force microscopy
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Abstract

Harmonic atomic force microscopy (AFM) was employed to discriminate between different materials and to estimate the mixture ratio of the constituent components in nanocomposites. The major influencing factors, namely amplitude feedback set-point, drive frequency and laser spot position along the cantilever beam, were systematically investigated. Employing different set-points induces alternation of tip–sample interaction forces and thus different harmonic responses. The numerical simulations of the cantilever dynamics were well-correlated with the experimental observations. Owing to the deviation of the drive frequency from the fundamental resonance, harmonic amplitude contrast reversal may occur. It was also found that the laser spot position affects the harmonic signal strengths as expected. Based on these investigations, harmonic AFM was employed to identify material components and estimate the mixture ratio in multicomponent materials. The composite samples are composed of different kinds of nanoparticles with almost the same shape and size. Higher harmonic imaging offers better information on the distribution and mixture of different nanoparticles as compared to other techniques, including topography and conventional tapping phase. Therefore, harmonic AFM has potential applications in various fields of nanoscience and nanotechnology.

Introduction

Because of its extreme importance and widespread applications, nanocomposites have received more and more attention [1]. Nanocomposites are usually composed of a bulk matrix and some nanofillers. The fillers can be nanoparticles (NPs), nanotubes, nanorods, nanosheets and so on. The physical and chemical properties of nanocomposites will often differ from their component materials and show remarkable added functionalities [2]. The characterization of the distribution and mixture ratio of two or more different components at nanoscale resolution is of particular significance because the materials are closely related to the functional performance [3].
Scanning/transmission electron microscopy is commonly applied for the detection of mixed NPs [4]. However, it is rather difficult to distinguish a mixture of NPs having similar geometry and dimensions from topographical electron microscopy images. On the contrary, atomic force microscopy (AFM) methods can simultaneously characterize physical and chemical properties in addition to the topographic information [5-10]. The materials can be consequently identified by differences in the measured physical characteristics, and in particular, discrimination through mechanical properties has broad potential applications. These operation modes including tapping phase, force modulation mode and contact resonance AFM have their own features and ideal conditions [11-13]. For example, the phase signal in tapping AFM carries certain information on the mechanical properties. Such a mode reduces sample damage and allows softer materials to be nondestructively scanned. However, the interpretation of tapping phase results is rather complex because many factors may influence the results [14,15]. For force modulation and contact resonance operations, the tip is maintained in contact with the sample during the scan while the cantilever oscillations are monitored. The amplitude in force modulation and resonance frequency in contact resonance AFM are used to extract the mechanical properties quantitatively [16,17]. However, the continuous tip–sample contact may cause severe sample damage or tip wear.

In tapping mode, the tip can touch the sample periodically. Due to the nonlinear contact force, the cantilever oscillation will show certain higher harmonic components [18], which are dominated by contact force and contact time [19-21]. Theoretical analysis and preliminary experiments have demonstrated that the harmonic signals are highly sensitive to the variation of local elasticity [22]. In addition, unlike force modulation and contact resonance techniques, the tip–sample contact time is dramatically reduced, which is suitable for imaging soft samples. In this regard, one of the most appealing characteristics of harmonic AFM is that it provides a method for fast, high-resolution and nondestructive mechanical mapping of numerous specimens [23-26].

Here, we employed harmonic AFM to distinguish different materials, visualize the distribution of NPs in composites, and estimate the mixture ratio in a quantitative manner. First, some important factors affecting harmonic signals were investigated systematically on a polymer blend composed of polystyrene (PS) and low-density polyethylene (LDPE). We focused on the influence of feedback amplitude set-point, drive frequency and laser spot position along the cantilever beam. Based on these fundamental studies, harmonic AFM imaging was utilized to distinguish NP mixtures with different elastic properties and mixture ratios.

Results and Discussion

Effect of amplitude set-point

The first investigated factor is the amplitude set-point, which is specified by \( A/A_0 \) where \( A \) is the feedback amplitude and \( A_0 \) the free amplitude. In tapping mode AFM, the contact force and contact time per oscillation period dominate the harmonic signals [27]. These two quantities are assumed to be related to the amplitude set-point. It is well known that the peak force in tapping mode scales with the amplitude feedback settings [28]. However, the effect of amplitude set-point in harmonic AFM imaging remains unclear. In experiments, the sample was a PS/LDPE blend with a nominal elastic moduli of \( E_{PS} \approx 2 \) GPa and \( E_{LDPE} \approx 100 \) MPa. The calibrated cantilever free amplitude and spring constant were 167 nm and 0.32 N/m, respectively. The first two free resonance (FR) frequencies were measured to be 15.13 kHz and 95.15 kHz. Then, the amplitude set-point was decreased from 0.4 to 0.15 with a step of 0.05 while other settings were kept the same. The amplitude image at the sixth harmonic of the fundamental resonance frequency was mainly concerned because it showed stronger signal strengths than other harmonics for a rectangular cantilever [29]. When the set-point was larger than 0.4, the harmonic images were not suitably clear and stable in our experiments. Figure 1 shows typical amplitude images at the set-points of 0.4, 0.35, 0.3, 0.25, 0.2 and 0.15. Two conclusions can be drawn from direct observation. First, higher harmonic amplitudes appear on the PS domain (brighter area), which has a higher elastic modulus. Second, the amplitude difference between PS and LDPE first increases and then decreases when decreasing the set-point within the experimental range.

For quantitative analysis, we evaluated the harmonic amplitudes on the PS and LDPE domains, and the results are shown in Figure 2a. The amplitude differences were 4.3, 14.4, 39.2, 55.4, 49.8, 36.5 and 21.7 pm when the set-point was increased from 0.1 to 0.4 with an interval of 0.05. In addition to the amplitude difference, image contrast is another important issue among different materials. In the evaluation, the following contrast metric was employed [30],

\[
C = \frac{A_{PS} - A_{LDPE}}{\sigma_{PS}^2 + \sigma_{LDPE}^2} \quad (1)
\]

where \( \sigma^2 \) are the mean and variance of the amplitude and the subscripts correspond to the PS and LDPE domains. The higher this metric value is, the better the material discrimination. The corresponding contrast values are 0.9, 3.4, 9.8, 11.5, 10.2, 6.5 and 5.5. It is obvious that the harmonic image has the largest contrast and amplitude difference at the set-point of approximately 0.25.
To interpret and ascertain the experimental dependence of the sixth harmonic amplitude on the set-point, a theoretical simulation of the harmonic imaging was carried out. The cantilever dynamics in the presence of the tip–sample interaction forces can be described by [31],

\[
\frac{y_n}{\omega_n^2} + \frac{y_n'}{\omega_n Q_n} + y_n = \frac{F_{ts}(d)}{k_n} + \frac{F_n}{k_n} \cos(\omega t)
\]  \hspace{1cm} (2)

In Equation 2, the integer number \( n \) refers to the \( n \)th eigenmode and \( y_n \) denotes the cantilever deflection. \( F_n = k_n A_n / Q_n \) is the drive force. \( k_n, A_n, Q_n \) and \( \omega_n \) are the equivalent cantilever stiffness, amplitude, quality factor and angular resonance frequency, respectively. The interaction forces \( F_{ts} \) depend on the instantaneous gap, \( d \), and they are simplified as,

\[
F_{ts}(d) = \begin{cases} 
0, & d > 0 \\
\frac{4}{3} E^{*} \sqrt{R} (-d)^{3/2}, & d \leq 0
\end{cases}
\]  \hspace{1cm} (3)

Here the attractive forces are neglected. \( R \) is the tip radius and \( E^{*} \) is the reduced modulus

\[
E^{*} = [(1 - \nu_{\text{tip}}^2) / E_{\text{tip}} + (1 - \nu_{\text{sample}}^2) / E_{\text{sample}}]^{-1}
\]
where \( \nu \) is Poisson’s ratio. Combining Equation 2 and Equation 3 and utilizing numerical methods such as Runge–Kutta algorithms, the real-time oscillation trajectory of the tip can be achieved. The above contact model is based on the main assumption that the tip–sample contact is purely elastic. Though such a mode greatly simplifies the practical situations, it can provide reasonable interpretation of the experimental results. The harmonic amplitude at a specified frequency is further obtained by using the Fourier transformation. We analyzed the sixth harmonic amplitude at different set-points as presented in Figure 2b. The main parameters used for the calculation are listed in Table 1, which are selected according to typical experimental conditions. For simplicity, only the first two eigen-modes are considered in Equation 2. Simulations verify that the harmonic response depends on the contact time and peak contact force. Both quantities are related to the elasticity of the sample. Because the elastic modulus of PS is larger than that of LDPE, oscillating on the PS domain produces a much shorter contact time and a larger peak force in each oscillation cycle. As a result, the harmonic amplitude on PS is larger. The general trend of the amplitude as a function of set-point agrees well with the experimental one. With the increase of the set-point from 0.1 to 0.24, both the amplitude magnitude and amplitude difference increase. Over a threshold of approximately 0.24, the amplitude difference starts to decrease. Such a characteristic has also been noted in a previous publication. The higher harmonics were found to have an inverted U-shape dependence on the tip–sample gap [32]. Despite the deviation in the quantitative values, the experimental and numerical curves are in reasonable accordance with each other. Simulating the cantilever dynamics can enable proper selection of the set-point for better harmonic imaging. In addition, it helps to interpret the imaging process because the underlying parameters such as real-time interaction forces and contact time are not directly accessible in experiments. On the contrary, they can be exported for further analysis in numerical simulations if necessary.

### Table 1: Main parameters used in the harmonic atomic force microscopy simulations.

| Parameter                  | Value       |
|----------------------------|-------------|
| Drive frequency            | 15.13 kHz   |
| Cantilever free amplitude  | 167 nm      |
| Cantilever spring constant | 0.32 N/m    |
| First eigenfrequency       | 15.13 kHz   |
| Second eigenfrequency      | 95.15 kHz   |
| First eigenmode quality factor | 80         |
| Second eigenmode quality factor | 160       |
| Tip radius                 | 20 nm       |

#### Effect of drive frequency

The higher harmonic amplitudes in our experiments are analyzed with a lock-in amplifier at the integer multiples of the drive frequency, which is usually selected at the fundamental resonance. The discrepancy between harmonic and higher-mode resonance frequencies affects the harmonic amplitude. Thus, the accurate selection of the drive frequency is of vital importance. We performed a set of harmonic imaging experiments at slightly different excitation frequencies. The cantilever was the same as used previously. In experiments, the drive frequency was varied from 14.68 kHz to 15.70 kHz passing through the first FR frequency of 15.13 kHz while other settings were kept the same. The sixth harmonic amplitude images were recorded as shown in Figure 3. When the drive frequency is slightly lower than the FR frequency, the harmonic amplitudes on PS and LDPE are 155 ± 9 pm and 358 ± 12 pm, respectively, see Figure 3a. The amplitude on the PS domain with a higher modulus is even lower than the LPDE domain, indicating the appearance of contrast reversal. The behavior is in contrast with the results presented in Figure 1. If the drive frequency is changed to about 14.97 kHz, the harmonic amplitudes on PS and LDPE are 690 ± 9 pm and 680 ± 8 pm, respectively, see Figure 3b. The signal magnitudes increase slightly but it is rather difficult to distinguish the two materials owing to the small amplitude difference. When the drive frequency is larger than the FR frequency, the harmonic amplitudes on PS and LDPE are 3.49 ± 0.05 nm and 2.11 ± 0.09 nm, respectively, see Figure 3c. The amplitude magnitude and the amplitude difference are nearly optimal. The relations between the harmonic amplitude and the drive frequency of the two materials are shown in Figure 3d. Improved harmonic signal contrast can be achieved when the drive frequency is at or slightly larger than the first FR frequency. Furthermore, amplitude image reversal emerges when the drive frequency increases from below to above the FR frequency.

The dependence of the experimental amplitude difference \( \Delta A = A_{PS} - A_{LDPE} \) on the cantilever drive frequency is evaluated in Figure 4a. At a relatively lower drive frequency, the difference yields a negative value. However, at a higher drive frequency, the amplitude difference becomes positive. The results clearly demonstrate the presence of contrast reversal, which may cause difficulty in further establishment of the quantitative relation between harmonic amplitude and local elastic modulus. To realize this objective, precise determination of the first FR frequency and drive frequency may be required. Such a reversal phenomenon is reasonable. At the contact time duration in each tapping period, the repulsive interactions between the tip and sample can shift the cantilever resonances to higher frequencies [33,34]. A higher elastic modulus, and therefore higher stiffness, will lead to a larger frequency shift, as schematically illustrated by the solid line, see Figure 4b. Similarly, a smaller elastic modulus causes a smaller frequency shift, as depicted by the dotted line. When the drive frequency is set...
at a relatively lower frequency $f_1$, the amplitude at the harmonic frequency $6f_1$ on the softer LDPE will be larger than that on the stiffer PS. In contrast, when the drive frequency $f_1'$ and the corresponding harmonic $6f_1'$ are larger, the amplitude difference will be positive, that is, harmonic amplitude contrast reversal occurs. The contrast reversal with an increase of the drive frequency can thus be qualitatively interpreted. From the cantilever spectra we find that the resonance frequency shift and the quality factor induce the contrast inversion. Actually, the contrast reversal in the harmonic amplitude image is quite similar to that observed in contact resonance AFM. Further details can be found in [35]. In the quantitative mapping of the harmonic response to the local elastic properties this factor has to be taken into account. Owing to the complexity in each influencing factor, the utilization of reference materials may reduce the difficulty in mathematical modeling. However, this subject requires further numerical and experimental studies and is beyond the scope of current work.
Effect of laser spot position

In most AFM instruments, the cantilever deflection is measured by the optical beam deflection method. It is well known that optical lever sensitivity depends on the laser spot position along the cantilever beam axis [36]. To ascertain the influence of the laser spot position on the harmonic signals, we moved the laser spot from the free end to the fixed end gradually and measured the 6th and 17th harmonic amplitudes. These two harmonic frequencies are respectively close to the second and third eigenmode resonance frequencies. The laser spot location is estimated from the optical monitor integrated with the AFM system. Some typical results are depicted in Figure 5. With the change of the laser spot position, the harmonic images have significant differences, as expected. The 6th (Figure 5a–c) and the 17th (Figure 5d–f) harmonics behave differently. Therefore, the proper selection of laser spot position also depends on the harmonic order. Note that the scan area in each image may not be the same here.

To gain insight into the influence of the laser spot position on the harmonic signals, we start with calculating the mode shape slopes of the second and third eigenmodes at specified positions along the cantilever. The dynamic oscillation is dominated by the differential equation [37],

\[ E I \frac{d^4 y}{dx^4} + \rho S \frac{d^2 y}{dt^2} = 0 \]  

where \( E \) is the elastic modulus, \( \rho \) is the mass density, \( S \) is the cross-section area and \( I \) is the area moment of inertia. \( x \) is the coordinate in the longitudinal direction starting from the fixed end and \( y(x) \) denotes the deflection from the rest position. Solving the above equation, the deflection shape \( y_n(x) \) of each mode \( n \) is obtained,

\[ y_n(x) = y_0 \left( \frac{\cos k_n x - \cosh k_n x}{\cosh k_n L + \cosh k_n L} \right) \]  

where \( y_0 \) is the deflection at the free end, \( L \) is the cantilever length, and \( k_n \) is the wave number, which can be calculated from the characteristic equation \( \cos k_n L \cosh k_n L + 1 = 0 \). Note

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{Typical harmonic amplitude images when the laser spot location on the cantilever beam is changed. The laser spot positions are estimated from the optical microscopy images. (a)–(c) The 6th harmonic amplitudes. (d)–(f) The 17th harmonic amplitudes. The 6th and 17th harmonic frequencies are respectively near the second and third eigenmode resonance frequencies.}
\end{figure}
that the mode shape slope at the laser spot location actually affects the measured cantilever amplitude.

The evaluated experimental harmonic amplitude difference and the calculated mode shape slope \(\partial y/\partial x\) along with the change of the laser spot position \((x/L)\) by using Equation 5 are plotted in Figure 6. The amplitude at a harmonic frequency near one of the cantilever resonance frequencies roughly scales with the mode shape slope. A laser spot located at the free end can enhance the harmonic signals compared with other locations. Furthermore, positioning a laser spot on the eigenmode slope nodes should be avoided because the harmonic amplitudes will reach to near zero and show almost no sensitivity to material differences.

**Material discrimination and mixture ratio estimation**

After systematic investigations on the influencing factors, we turn to the application of harmonic imaging in material discrimination and mixture ratio estimation of nanocomposite components. The samples were prepared by mixing PS and SiO\(_2\) NPs and then deposited on a silicon substrate. The harmonic AFM results are presented in Figure 7. For this specimen, the three different materials, PS, SiO\(_2\) and Si can be distinguished even from the topography because the diameters of the PS and SiO\(_2\) NPs are obviously different (see Figure 7a). Their nominal diameters are 300 ± 7.5 nm and 100 ± 2.5 nm, respectively. From Figure 7b, the amplitudes for the two materials show a distin-

Figure 6: Relation between the harmonic amplitude difference and the slope of the corresponding cantilever mode shape. (a) The 6th harmonic amplitude difference and the mode shape slope of the second eigenmode. (b) The 17th harmonic amplitude difference and the mode shape slope of the third eigenmode.
guishable difference. The harmonic amplitude on the PS NPs is smaller than that on the SiO$_2$ NPs. Three amplitude distribution peaks are found in the histograms demonstrated in Figure 7d. The peaks are centered at 505, 559 and 665 pm, which correspond to SiO$_2$ NPs, Si substrate and PS NPs, respectively. The three materials can be clearly separated in the harmonic amplitude images. However, larger harmonic amplitudes do not occur for materials with larger elastic moduli. Such a contrast reversal is due to the deviation in the drive frequency as previously discussed.

The harmonic image was compared with the tapping phase, as shown in Figure 7c. Conventional tapping phase has been verified to have a distinct material discrimination capability. The contrast magnitudes of the 6th harmonic amplitude and tapping phase images calculated by using Equation 1 are 6.31 and 2.94, respectively. The harmonic amplitude contrast is two-fold larger than the tapping phase contrast. The harmonic image contrast can be further enhanced by tailoring the cantilever dynamic spectrum to make the higher-order harmonic frequency and the higher-mode resonance frequency overlap [29]. For instance, the image contrast can be conveniently enhanced up to 6-fold by modifying the cantilever mass distribution [38]. With these optimizations, the amplitude contrast could be one order of magnitude larger than in tapping phase. Harmonic AFM imaging therefore has a substantially stronger capability in discriminating materials. It can be expected that the harmonic signal is able to discriminate between materials with even smaller differences in elastic modulus while the tapping phase signal may fail to distinguish.

To further ascertain the capability of harmonic imaging, we performed another set of experiments on mixing SiO$_2$ and PS NPs with the same diameter but different mixture ratios. Figure 8 presents the typical results on four specimens for whom the respective mixture ratios are 2:1, 1:1, 1:3 and 1:4. The topographic images are displayed in Figure 8a–d. The NPs are closely packed and they cannot be unambiguously distinguished because of the same particle shape and size. On the contrary, the 6th harmonic amplitudes presented in Figure 8e–h demonstrate two amplitude magnitudes in the scan area, which correspond to the two kinds of NPs. Careful comparison between the topography and harmonic amplitude images have been conducted. The variation of the surface geometry is found to have little influence on the harmonic amplitude. That is, the amplitude contrast here is mainly attributed to the mechanical properties of the NPs.

Since the harmonic images show two obvious amplitude distributions peaks, they can be processed to estimate the mixture ratio of the NPs as demonstrated in Figure 9. To estimate the mixture ratio, we randomly scanned several images with the same scan area at several different positions of each specimen. After acquiring the harmonic amplitude images, the mixture ratios are estimated through classifying and evaluating the image area occupied by the two major amplitude ranges. From
the figure, the experimentally measured mixture ratios are close to the nominal ones. From these results, we can conclude that harmonic imaging is an excellent method for visualizing the distribution of different materials and estimating the local mixture ratio.

![Figure 9: Mixture ratio estimation of the SiO$_2$/PS composites.](image)

**Conclusion**

In summary, harmonic AFM imaging was employed to discriminate different NPs and estimate their mixture ratio in nanocomposites. Several important factors including the amplitude set-point, drive frequency and laser spot location were investigated systematically. Changing the set-point will induce alternation of the tip–sample interaction forces and thus different harmonic amplitudes. Simulations of the cantilever dynamics were found to correspond well to the experimental observations. Depending on the slight deviation of the drive frequency from the fundamental resonance frequency, harmonic amplitude contrast reversal was found. Such a phenomenon was reasonably interpreted. The laser spot position influences the harmonic amplitude sensitivity, as expected, and proper selection of the laser spot position is crucial to obtain enough signal strength.

Based on these fundamental investigations, harmonic AFM was adopted to discriminate different material components and estimate the mixture ratio of nanocomposite samples that were composed of several kinds of NPs of almost the same diameter. It was shown that AFM higher harmonic imaging offers improved information on the NP distribution than other methods including topography and tapping phase. The results show that higher harmonic imaging is an excellent tool for distinguishing between different materials with satisfactory spatial resolution and mechanical sensitivity. Furthermore, the distribution of material components and their mixture ratio can be determined accurately. Such characteristics validate harmonic AFM as a powerful method for applications in numerous research fields such as material science and nanobiology.

**Experimental**

The harmonic imaging experiments were performed on a commercial AFM (MFP-3D Origin, Asylum Research, Santa Barbara, CA). The operation was similar to conventional tapping mode. An extra lock-in amplifier was adopted to analyze the amplitude and phase signals at an integer multiple of the drive frequency. Usually, the drive frequency was selected at or close to the fundamental resonance frequency. However, a certain deviation from the free resonance frequency may exist owing to the measurement error or environmental fluctuation during the resonance spectrum sweeping. For the experiments, ContAl-G cantilevers (BudgetSensors, Innovative Solutions Bulgaria Ltd., Bulgaria) were used. Prior to the measurements, the spring constant of the cantilevers was determined (typically 0.24 N/m) by using the thermal calibration method [39]. For amplitude calibration the inverse optical lever sensitivity in units of nm/V was determined via a noncontact method proposed by M. J. Higgins et al. [36]. The noise level of the AFM optical detector was less than 60 μV, which corresponds to an amplitude noise of approximately 10 pm. The lowest harmonic amplitude measured was quite close to this level, but it could still be unambiguously determined. Other harmonic amplitude magnitudes were generally larger than the noise.

Three kinds of samples were employed for the harmonic AFM measurements. The first is a polymer blend composed of PS and LDPE. This sample is used to study the influencing factors in harmonic imaging. The second is a mixture of PS and SiO$_2$ NPs. The nominal diameters of PS and SiO$_2$ are 300 ± 7.5 nm and 100 ± 2.5 nm, respectively. Two solutions containing the same concentration of these two kinds of NPs were mixed and diluted with deionized water. To avoid agglomeration, ultrasonic dispersion was applied for at least 5 min. After that, a drop of the solution was deposited on a silicon substrate and dried under natural air conditions in a clean room. For this sample, the two types of particles should also be easily distinguishable from the topography, which is suitable for the verification of the capability of harmonic AFM in discriminating materials. The third kind of sample is a mixture of monodisperse PS NPs and SiO$_2$ with the same diameter of about 100 nm. The mixture ratios (SiO$_2$/PS) were controlled to be 2:1, 1:1, 1:3 and 1:4, respectively. For these samples, the topographic images show no difference between the two types of NPs. They are prepared to examine harmonic imaging for estimating the mixture ratios quantitatively, which are not available in analyzing other AFM signal channels.
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