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Abstract—In this work, we develop methods for few-shot image classification from a new perspective of optimal matching between image regions. We employ the Earth Mover’s Distance (EMD) as a metric to compute a structural distance between dense image representations to determine image relevance. The EMD generates the optimal matching flows between structural elements that have the minimum matching cost, which is used to calculate the image distance for classification. To generate the important weights of elements in the EMD formulation, we design a cross-reference mechanism, which can effectively alleviate the adverse impact caused by the cluttered background and large intra-class appearance variations. To implement k-shot classification, we propose to learn a structured fully connected layer that can directly classify dense image representations with the EMD. Based on the implicit function theorem, the EMD can be inserted as a layer into the network for end-to-end training. Our extensive experiments validate the effectiveness of our algorithm which outperforms state-of-the-art methods by a significant margin on five widely used few-shot classification benchmarks, namely, miniImageNet, tieredImageNet, Fewshot-CIFAR100 (FC100), Caltech-UCSD Birds-200-2011 (CUB), and CIFAR-FewShot (CIFAR-FS). We also demonstrate the effectiveness of our method on the image retrieval task in our experiments.

Index Terms—Few-shot classification, meta learning, metric learning

1 INTRODUCTION

Deep neural networks have achieved great success in many vision tasks, typically requiring a large amount of labeled data. A notorious drawback of deep learning methods is that they suffer from poor sample efficiency. This is in sharp contrast to how we humans learn. In machine learning, few-shot learning is the task that addresses this issue, which is often solved as a special case of the broader meta learning. Meta learning attempts to learn a model that can generalize to new tasks with minimum adaptation effort. One of the most well-studied test-beds for meta-learning algorithms is few-shot image classification, which aims to perform classification on new image categories with only a limited amount of labeled training data. This is the focus of our work here.

To tackle this problem, a line of previous work in literature adopts metric-based methods [1], [2], [3], [4], [5], [6] that learn to represent image data in an appropriate feature space and use a distance function to predict image labels. Following the formulation of the standard image classification networks [7], [8], metric-based methods often employ a convolution neural network to learn image feature representations and replace the fully connected layer with a distance function, e.g., the cosine distance and euclidean distance. Such distance functions directly compute the distances between the embeddings of the test images and training images for classification, which bypasses the difficult optimization problem in learning a classifier in the few-shot setting. The network is usually trained by sampling from a distribution of tasks, in the hope of acquiring a good generalization ability to unseen but similar tasks.

Although these methods have achieved some degree of success, we observe that the cluttered background and large intra-class appearance variations may drive the image-level embeddings from the same category far apart in a given metric space. This issue can be largely alleviated by deep neural networks under the setting of fully supervised learning, thanks to the large capacity of deep models and sufficient training images. However, it is almost inevitably amplified in low-data regimes and thus adversely impacts the image classification accuracy. Moreover, a mixed global representation would struggle to well capture image structures and is likely to lose useful local feature characteristics. Local features can provide discriminative and transferable information across categories, which can be important cues for image classification in the few-shot scenario. Therefore, a desirable metric-based algorithm should have the ability to exploit the local discriminative information and minimize the distortion caused by irrelevant regions.

A natural approach to determine the similarity of two complex structured representations is to compare their building blocks. The difficulty lies in that we do not have...
We propose a cross-reference mechanism to generate their correspondence supervision for training and not all building elements can always find their counterparts in the other structures. To solve the problems above, in this paper, we formalize the few-shot classification as an instance of optimal matching, and we propose to use the optimal matching cost between two structures to represent their dissimilarity. Given the local feature representation sets generated by two images, we use the Earth Mover’s Distance (EMD) [9] to compute their structural similarity. The EMD is a metric for computing distance between structured representations, which was originally proposed for image retrieval. Given the distance between all element pairs, the EMD can acquire the optimal matching flows between two structures that have the minimum overall distance. It can also be interpreted as the minimum cost to reconstruct a structured representation against the other one. An illustration of our motivation is shown in Fig. 1. The EMD has the formulation of the transportation problem [10] and the global minimum can be attained by solving a Linear Programming problem. To embed the optimization problem into the model for end-to-end training, we apply the implicit function theorem [11], [12], [13] to form the Jacobian matrix of the optimal optimization variables with respect to the problem parameters [13]. We explore multiple ways to extract local representations from an image, including fully convolutional networks, image grids, and image region sampling. We also investigate pyramid structures at both the feature level and the image level to capture local representations at different scales.

An important problem-specific parameter in the EMD formulation is the weight of each element. Elements with large weights generate more matching flows and thus contribute more to the overall distance. Ideally, the algorithm should accommodate the flexibility to assign less weight to irrelevant regions such that they contribute less to the overall distance no matter which elements they match with. To achieve this goal, we propose a cross-reference mechanism to determine the importance of the elements. In the proposed cross-reference mechanism, we determine the weight of each node by comparing it with the global statistics of the other structure. Intuitively, the image region that shows greater relevance to the other image is more likely to be the object region and should be assigned with a larger weight, while the weights of high-variance background regions and the object parts that are not co-occurrent in two images should be eliminated as much as possible when computing the matching cost.

In the $k$-shot setting where multiple support images are presented, we propose to learn a structured fully connected (FC) layer as the classifier for classification to make use of the increasing number of training images. The structured FC layer includes a group of learnable vectors for each class. At inference time, we use the EMD to compute the distance between the image embeddings and the learnable vector set in each class for classification. The structured FC is an extension of the standard fully connected layer in that it replaces dot product operations between vectors with the EMD function between vector sets such that the structured FC layer can directly classify feature maps. The structured FC layer can also be interpreted as learning the prototype embeddings generated by a dummy image for each category such that the test images can be matched with each of them for classification.

To validate our algorithm, we conduct extensive experiments on multiple datasets to demonstrate the effectiveness of our algorithm. Our main contributions are summarized as follows:

- We propose to formalize the few-shot image classification as an optimal matching problem and employ the Earth Mover’s Distance as the distance metric between structured representations. The EMD layer can be embedded into the network for end-to-end training.
- We propose a cross-reference mechanism to generate the weights of elements in the EMD formulation, which can effectively reduce the noise introduced by the irrelevant background regions in images.
- We propose to learn a structured fully connected layer in the $k$-shot settings, which is able to directly classify the structured representations of an image using the Earth Mover’s Distance.
- Experiments on five popular few-shot classification benchmark datasets—miniImageNet, tieredImageNet, FC100, CUB, and CIFAR-FS show that our algorithm on both 1-shot and 5-shot classification tasks significantly outperforms the baseline methods and achieves new state-of-the-art performance. We also demonstrate that our method can effectively improve many deep metric learning methods on the image retrieval task.

Our preliminary result was published in [14]. To facilitate future research, the source code and trained models are made available at this link\(^1\).

### 2 Related Work

**Few-Shot Learning.** The research literature on few-shot learning shows great diversity [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25]. There are two main streams in the few-shot classification literature, metric-based approaches and

---

\(^1\) https://git.io/DeepEMD
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and many of its variants [55], [56], [57], [58] aim to learn a good model initialization that can quickly adapt to novel tasks with limited optimization steps. Our design is more related to the metric-based methods [1], [2], [3], [4], [5], [6], [59], [60], [61], [62], [63], [64], which aim to represent samples in an appropriate feature space where data from different categories can be distinguished with distance metrics. To achieve this goal, almost all methods represent the whole image as a data point in the feature space. There are also some works utilizing local features to make predictions. For example, Lifchitz et al. [38] directly make predictions with each local feature and fuse their results. Li et al. [6] adopt k-NN to fuse local distances. Cross Attention Networks [59] use attention mechanisms to highlight the target object regions and generate discriminative features for few-shot classification. CrossTransformers [65] compute the distances between spatially-corresponding features in the query and labeled samples for few-shot classifications. Our solution to the k-shot problem also draws connections to optimization-based methods since we learn a classifier that can directly classify structured representations with the Earth Mover’s Distance, which can benefit from the increasing number of support samples.

Besides the two popular approaches, many other promising methods have also been proposed to tackle the few-shot classification problem, such as works based on graph theories [66], [67], [68], [69], reinforcement learning [70], differentiable SVM [71], generative models [72], [73], [74], [75], [76], [77], [78], [79], [80], transductive learning [81], [82], [83], [84], [85], recurrent models [86], [87], self-supervised learning [88], [89], the recent capsule network [90], and temporal convolutions [91]. Few-shot learning has also been investigated for other computer vision tasks, such as image segmentation [92], [93], [94] and object detection [95].

Earth Mover’s Distance. Earth Mover’s Distance (EMD) was originally proposed in [9] as a metric for color and texture based image retrieval. EMD has the formulation of the well studied transportation problem in linear programming, and thus the global optimal matching can be found by solving a linear program. EMD has several desirable properties that make it a popular method to compare structured representations. First, EMD can generate a structural similarity without explicit alignment information. It extends the distance between single elements to the distance between sets or distributions. Second, the number of elements in the sets can vary and EMD allows for partial matching when the total weights of two sets are not equal. EMD has been widely applied to many areas. For example, Kusner et al. [96] use EMD to measure the similarity between two documents, which calculates the minimal cost to transfer the word embeddings in a document to the other for document classification. Wang and Chan [97] propose to represent the hand shapes and textures with superpixels and employ EMD to measure the dissimilarity between the hand gestures for gesture recognition. In [98], Nikolentzos et al. represent graph data as a set of vectors corresponding to the vertices and use EMD to determine the similarity of two graphs for graph comparison. Schulte et al. [99] solve the multi-object tracking problem with a network flow formulation that learns features for network-flow-based data association. Zhao et al. [100] propose to use the differential EMD to tackle the visual tracking problem based on the sensitivity analysis of the simplex method. Li [101] uses a tensor-SIFT based EMD to tackle the contour tracking problem.

Parameterized Optimization. Parameterized optimization problems have a parameterized object function and constraints that depend on input data. Many previous works have investigated differentiation through the \texttt{argmin} operators. In [102], Gould et al. present the methods for differentiation through optimization problems with only equality constraints. Agrawal et al. [103] propose a method that can compute the gradient of the solution with respect to the coefficients in the convex cone program, which can scale to large problems. Barratt [13] describes the general case of using the implicit function theorem and interior point methods to compute the Jacobian of the solution with respect to the problem parameters. With the same theory, Amos and Kolter [104] design a batched Quadratic Programming solver as a layer that can be integrated into a neural network for end-to-end training. In [105], Agrawal et al. propose a differentiable convex optimization layer that can differentiate through disciplined convex programs and allow users to define problems in a natural syntax without converting problems to canonical forms. Vlastelica et al. [106] introduce the combinatorial building blocks into neural networks and the end-to-end trainable network can generate informative backward gradients through any black-box implementations of combinatorial solvers. Based on such building blocks, Rolínek et al. [107] design an end-to-end network that incorporates a combinatorial solver to solve the graph matching problem.

3 Preliminary

Before presenting our algorithm in detail, we first introduce some preliminary concepts in the few-shot classification literature. The general meta-learning algorithm aims to learn transferable knowledge across tasks, where knowledge learned on training tasks can be used to solve novel tasks with only a small amount of training data. In the few-shot classification scenario, a task \texttt{T} is to undertake classification over a set of sampled classes, characterized by scarce training images. Specifically, an N-way K-shot task denotes classification over N classes with K training samples in each class. To acquire generalization ability across tasks, the training and testing of the model are often aligned with the episodic paradigm [1] where batched tasks are sampled for training or evaluation. For each sampled task, the training set \texttt{S} = \{(x_{i1}; y_{i1}), \ldots, (x_{IN}; y_{IN})\} is called the support set and the testing set \texttt{Q} = \{(x_{q1}; y_{q1}), \ldots, (x_{iQN}; y_{iQN})\} is called the query set, where \(x_i\) is an image, \(y_i\) is its corresponding label, \(y_q \in \{1, \ldots, N\}\), and \(K_q\) is the number of testing images per class. At training time, the ground-truth label of the query set provides learning supervision, and at inference time, we repeatedly sample tasks for evaluation and record their mean accuracy.
In this section, we first present a brief review of the Earth Mover’s Distance and describe how we formulate the one-shot classification as an optimal matching problem that can be trained end-to-end. Then, we describe our cross-reference mechanism to generate the weight of each node, which is an important parameter in the EMD formulation. Finally, we demonstrate how to use the EMD to tackle $k$-shot learning with our proposed structured fully connected layer. The overview of our framework for one-shot classification is shown in Fig. 2.

### 4.1 Revisiting the Earth Mover’s Distance

The Earth Mover’s Distance is a distance measure between two sets of weighted objects or distributions, which is built upon the basic distance between individual objects and the weight of each element. It has the form of the well-studied transportation problem from Linear Programming. Specifically, suppose that a set of sources or suppliers $S = \{ s_i \mid i = 1, 2, \ldots, m \}$ are required to transport goods to a set of destinations or demanders $D = \{ d_j \mid j = 1, 2, \ldots, k \}$, where $s_i$ denotes the supply units of supplier $i$ and $d_j$ represents the demand of $j$th demander. The cost per unit transported from supplier $i$ to demander $j$ is denoted by $c_{ij}$, and the number of units transported is denoted by $x_{ij}$. The goal of the transportation problem is then to find a least-expensive flow of goods $X = \{ x_{ij} \mid i = 1, \ldots, m, j = 1, \ldots, k \}$ from the suppliers to the demanders.

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{m} \sum_{j=1}^{k} c_{ij} x_{ij} \\
\text{subject to} & \quad x_{ij} \geq 0, \ i = 1, \ldots, m, \ j = 1, \ldots, k \\
& \quad \sum_{j=1}^{k} x_{ij} = s_i, \ i = 1, \ldots, m \\
& \quad \sum_{i=1}^{m} x_{ij} = d_j, \ j = 1, \ldots, k
\end{align*}
\] (1)

The roles of suppliers and demanders can be switched without affecting the total transportation cost. Here $s_i$ and $d_j$ are also called the weights of the nodes, which controls the total matching flows generated by each node. EMD seeks an optimal matching $X$ between suppliers and demanders such that the overall matching cost can be minimized. The global optimal matching flows $X$ can be achieved by solving a Linear Programming problem.

### 4.2 EMD for Few-Shot Classification

In the few-shot classification task, metric-based methods aim to find a good distance metric and data representations to compute the distance between images, which are used to compare images for classification. Different from the previous methods [1], [2] that perform distance computation between the image-level embeddings, our approach advocates the use of discriminative local information. The intuition is that as the goal of few-shot learning is to undertake the classification task on novel categories, directly generating a category-level embedding that corresponds to a new class is difficult. On the other hand, we can decompose an
object into a set of object parts that may have been seen in the training process. For example, wheel can be a shared building element across vehicle categories, and if such representation is learned during training, it can be useful to classify unseen vehicle categories. Therefore, local discriminative representations are likely to provide more transferable information across categories. In our framework, we decompose images into a set of local representations, and by assigning appropriate weights to local embeddings in two images, we can use the optimal matching cost between them to represent their dissimilarity. We explore three strategies to generate local representations from an image, as illustrated in Fig. 2:

1) Fully Convolutional Networks. We can deploy a fully convolutional network (FCN) \cite{long2015fully} to generate the dense representation $\mathbf{U} \in \mathbb{R}^{H \times W \times C}$ of an image, where $H$ and $W$ denote the spatial size of the feature map and $C$ is the feature dimension. Each image representation contains a collection of local feature vectors $\{\mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_{HW}\}$, and each vector $\mathbf{u}_i$ can be seen as a node in the set. Thus, the dissimilarity of two images can be represented as the optimal matching cost between two sets of vectors.

2) Dividing the Input Image Into Grids. We crop the image evenly into an $H \times W$ grid before feeding it to the CNN, and each image patch in the grid cell is encoded by the CNN individually and generates a feature vector. The feature vectors generated by all the patches constitute the embedding set of an image.

3) Random Sampling of Image Patches. Instead of generating the image patches by grids, here we randomly sample $M$ patches in the images with different sizes and aspect ratios. The randomly sampled patches are then re-scaled to the same input size and are encoded by CNNs. The embeddings of these sampled patches make up the embedding set of an image.

We denote our networks adopting the three strategies above by DeepEMD-FCN, DeepEMD-Grid, and DeepEMD-Sampling, respectively. As the size of the grid in DeepEMD-Grid and the number of patches in DeepEMD-Sampling are hyper-parameters in our network, we conduct various experiments to investigate the influence of these parameters in Section 5.3. We also investigate pyramid structures on the image level and the feature level to capture local representations at multiple scales, illustrated in Fig. 3. Specifically, two images, we can use the optimal matching cost between two sets of vectors.

4.3 End-to-End Training

In order to embed the optimal matching problem into a neural network for end-to-end training, it is important to make the solution of the optimal matching $\mathcal{X}$ differentiable with respect to the problem parameter $\theta$. As is indicated by \cite{matchnet}, we can apply the implicit function theorem \cite{boyd2004convex, fostershafer1999lipschitz, boyd2004convex} on the optimality (KKT) conditions to obtain the Jacobian. For the sake of completeness, we transform the optimization in Equation (1) to a compact matrix form

$$\text{minimize} \quad c(\theta)^T x$$

subject to $G(\theta)x \leq h(\theta)$,

$$A(\theta)x = b(\theta).$$

Here $x \in \mathbb{R}^n$ is our optimization variable, with $n = m \times k$ representing the total number of matching flows in $\mathcal{X}$. $\theta$ is the problem parameter that relates to the earlier layers in a differentiable way. $Ax = b$ represents the equality constraints and $Gx \leq h$ denotes the inequality constraint in Equation (1). Specifically, to construct the compact matrix form of the original optimization, we can build up the sparse matrix below for the equality constraints:
can be defined as \(\bar{s} \) for the LP. \(\bar{s}\) denotes the dual variables on the equality constraints and \(\bar{c}\) denotes the dual variables on the inequality constraints.

Accordingly, the Lagrangian of the LP problem in Equation (4) is given by

\[
L(\theta, x, v, \lambda) = c^T x + \lambda^T (Gx - h) + v^T (Ax - b),
\]

where \(v\) denotes the dual variables on the equality constraints and \(\lambda \geq 0\) denotes the dual variables on the inequality constraints.

Following the KKT conditions with notational convenience, we can obtain the optimum \((\bar{x}, \bar{v}, \bar{\lambda})\) of the objective function by solving \(g(\theta, \bar{x}, \bar{v}, \bar{\lambda}) = 0\) with primal-dual interior point methods, where

\[
g(\theta, x, v, \lambda) = \begin{bmatrix}
\nabla_\theta L(\theta, x, v, \lambda) \\
\text{diag}(\lambda)(G(\theta)x - h(\theta)) \\
A(\theta)x - b(\theta)
\end{bmatrix}.
\]

Then, the following theorem holds to help us derive the gradients of the LP parameters.

**Theorem 1** (From Barratt [13]) Suppose \(g(\theta, \bar{\lambda}, \bar{v}, \bar{x}) = 0\). Then, when all derivatives exist, the partial Jacobian of \(\bar{x}\) with respect to \(\theta\) at the optimal solution \((\bar{\lambda}, \bar{v}, \bar{x})\), namely \(J_\theta \bar{x}\), can be obtained by satisfying

\[
J_\theta \bar{x} = -J_\lambda g(\theta, \bar{\lambda}, \bar{v}, \bar{x})^{-1} J_\theta g(\theta, \bar{\lambda}, \bar{v}, \bar{x}).
\]

Here the formula for the Jacobian of the solution mapping is obtained by applying the implicit function theorem to the KKT conditions. For instance, the (partial) Jacobian with respect to \(\theta\) can be defined as

\[
J_\theta g(\theta, \bar{\lambda}, \bar{v}, \bar{x}) = \begin{bmatrix}
J_\lambda \nabla_x L(\theta, \bar{x}, \bar{v}, \bar{\lambda}) \\
\text{diag}(\bar{\lambda})J_\theta (G(\theta)x - h(\theta)) \\
J_\theta (A(\theta)\bar{x} - b(\theta))
\end{bmatrix}.
\]

Therefore, once getting the optimal solution \(\bar{x}\) for the LP problem, we can obtain a closed-form expression for the gradient of \(\bar{x}\) with respect to the input LP parameters \(\theta\). This helps us achieve an efficient backpropagation through the entire optimization process without perturbation of the initialization and optimization trajectory.

### 4.4 Weight Generation

As can be observed in the EMD formulation, an important problem parameter is the weight of each node, e.g., \(s_i\), which controls the total matching flows \(\sum_{j=1}^n x_{ij}\) from it. Intuitively, the node with a larger weight plays a more important role in the comparison of two sets, while a node with a very small weight can hardly influence the overall distance no matter which nodes it connects with. In the pioneering work that adopts EMD for color-based image retrieval [9], they use the histogram as the elementary feature and perform feature clustering over all pixels to generate the nodes. The weight of each node is set as the size of the corresponding cluster. It makes sense because, for color-based image retrieval, large weights should be assigned to the dominant colors with more pixels, such that the retrieved images can be visually close to the query images. However, for few-shot image classification tasks where features for classification often contain high-level semantic information, the number of pixels does not necessarily reflect the importance. It is common to find image data with greater background regions than the target objects in classification datasets, e.g., ImageNet. Therefore, large weights should be given to the foreground object region in a matching algorithm. However, it may be difficult to define what is the foreground region, particularly when there exist multiple object categories in a single image. An object can be both foreground and background in different cases. Instead of determining the weights by inspecting individual images alone, we argue that for the few-shot classification task, the co-occurrent regions in two images are more likely to be the foreground and the weights of node features should be generated by comparing the nodes on both sides. To achieve this goal, we propose a cross-reference mechanism that uses dot product between a node feature and the average node feature in the other structure to generate a relevance score as the weight value

\[
s_i = \max\left\{ u_T^T \frac{\sum_{j=1}^{HW} v_j}{HW}, 0 \right\},
\]

where \(u\) and \(v\) denote the vectors from two feature maps, and function \(\max(\cdot)\) ensures the weights are always non-negative. Finally, we normalize all the weights in the structure to make both sides have the same total weights for matching.
\[ \hat{s}_i = \frac{\sum_{j=1}^{HW} s_{ij} \cdot HW}{HW} \]  

(12)

For simplicity, here we take \( s_i \) as an example and \( d_i \) can be obtained in the same manner. The cross-reference mechanism aims to give less weight to the high-variance background regions and more to the co-occurrence of object regions in two images. This can also put less weight on the object parts that do not co-occur in two images and thus allows partial matching to some extent. As a result, the proposed distance metric is based only on confident regions and confident features that have high responses.

4.5 Structured Fully Connected Layer

Thus far, we have discussed using the Earth Mover’s Distance as the metric to generate the distance value between paired images, i.e., the one-shot case. A question is then raised—how do we tackle the \( k \)-shot setting where multiple support images are available? Before presenting our design in detail, let us revisit how the standard fully connected layer classifies an image embedding extracted by CNNs. An FC layer, parameterized by \( \{\Phi_1, \ldots, \Phi_N\} \in \mathbb{R}^{C \times N} \) contains a set of learnable vectors \( \Phi_i \in \mathbb{R}^C \) corresponding to each category. Given an image embedding \( u \in \mathbb{R}^C \) generated by the convolutional layer, the FC layer generates the score of class \( i \) by computing the dot product between the image vector \( u \) and the parameter vector \( \Phi_i \), and this process is applied to all the categories in parallel by matrix multiplication. There are also some previous works replacing the dot product operation in the FC layer with the cosine function for computing the category scores \([28], [109]\). The learning of the FC layer can be seen as finding a prototype vector for each class such that we can use distance metrics to classify an image. An illustration of the standard FC layer is shown in Fig. 4a.

Algorithm 1. A Testing Episode for an N-Way \( K \)-Shot Task. \( N_{\text{iter}} \) is the Number of Optimization Iterations

| Input: | a trained feature extractor \( \Theta \), the support set \( S \), and the query set \( Q \) |
|---|---|
| Output: | Testing accuracy \( \text{Acc} \) of query set. |
| 1 | Initialize SFC layer: \( \Phi = \Phi^0 \); |
| 2 | for \( i \) from 1 to \( N_{\text{iter}} \) do |
| 3 | Sample a mini-batch \( B_i \) from \( S \); |
| 4 | make predictions for \( B_i \) with our model \( \{\Theta, \Phi\} \); |
| 5 | calculate cross entropy loss \( L_T \); |
| 6 | optimize \( \Phi \) with SGD; |
| 7 | make predictions for images in the query set \( Q \) with the model \( \{\Theta, \Phi\} \); |
| 8 | calculate accuracy \( \text{Acc} \); |
| 9 | return \( \text{Acc} \). |

With the same formulation, we can learn a structured fully connected layer that adopts EMD as the distance function to directly classify a structured feature representation. The learnable parameter for each class becomes a group of vectors, rather than one vector, such that we can use the structural distance function EMD to undertake image classification. This can also be interpreted as learning a prototype feature map generated by a dummy image for each class.

The comparison of the structured FC and the standard FC can be found in Fig. 4. Algorithm 1 provides the pseudocode of a testing episode at inference time. We fix the network backbone and use SGD to learn the parameters in the structured fully connected layer by sampling data from the support set. After several iterations of optimization, we can generate the category scores by computing the EMD between the query images and each of the prototypes in the SFC.

5 EXPERIMENTS

To evaluate the performance of our proposed algorithm for few-shot classification, we conduct extensive experiments on multiple datasets. In this section, we first present dataset information and some important implementation details in our network design. Then we conduct various ablative experiments to validate the effectiveness of each component in our network and compare our model with the state-of-the-art methods on popular benchmark datasets. Finally, we validate the effectiveness of our model on the image retrieval task.

5.1 Implementation Details

Network. For a fair comparison with previous works, we employ a 12-layer ResNet (ResNet12) as our model backbone, which is widely used in the few-shot classification literature. For DeepEMD-Grid and DeepEMD-Sampling, we remove the fully connected layer in ResNet, such that the network generates a vector for each input image patch. For DeepEMD-FCN, we further remove the global average pooling layer, such that the network is transformed into a fully convolutional network. Specifically, given an image of size \( 84 \times 84 \), the model generates a feature map of size \( 5 \times \)
5 x 512, i.e., 25 feature vectors. For DeepEMD-Grid, we slightly enlarge the region of the local patches in the grid by a factor of 2 to incorporate context information, which is found helpful to generate local representations.

Training. At training time, we use the GPU accelerated convex optimization solver QPTH [104] to solve the Linear Programming problem in our network and compute gradients for back-propagation. As is commonly implemented in the state-of-the-art literature [3], we adopt a feature pre-training step followed by episodic meta-training [1] to learn our network. At the pre-training stage, we train a standard classification model with all training classes and we use DeepEMD-FCN for validation with the validation set in the training process. After pre-training, the model with the highest validation accuracy is further optimized by episodic training for 5,000 episodes. In each training episode, we randomly sample a 5-way 1-shot task with 16 query images, which is aligned with the testing episodes. For the k-shot classification task, we re-use the trained 1-shot model as the network backbone to extract features and fix it during training and testing. We initialize the parameters in the structured FC layer with the average local representations of all support data in each class and sample a mini-batch of 5 images from the support set to finetune the structured FC layer for 100 iterations.

5.2 Dataset Description
We conduct few-shot classification experiments on five popular benchmark datasets, namely, miniImageNet [1], tieredImageNet [61], Fewshot-CIFAR100 (FC100) [4], Caltech-UCSD Birds-200-2011 (CUB) [110], and CIFAR-FewShot (CIFAR-FS) [111].

miniImageNet. miniImageNet was first proposed in [1] and becomes the most popular benchmark in the few-shot classification literature. It contains 100 classes with 600 images in each class, which are built upon the ImageNet dataset [112]. The 100 classes are divided into 64, 16, and 20 for meta-training, meta-validation, and meta-testing, respectively.

tieredImageNet. tieredImageNet is also a subset of ImageNet, which includes 608 classes from 34 super-classes. Compared with miniImageNet, the splits of meta-training(20), meta-validation(6), and meta-testing(8) are set according to the super-classes to enlarge the domain difference between training and testing phases. The dataset also includes more images for training and evaluation (779,165 images in total).

Fewshot-CIFAR100. FC100 is a few-shot classification dataset built on CIFAR100 [113]. We follow the split division proposed in [4], where 36 super-classes were divided into 12 (including 60 classes), 4 (including 20 classes), and 4 (including 20 classes), for meta-training, meta-validation, and meta-testing, respectively, and each class contains 100 images.

CIFAR-FewShot. CIFAR-FS [111] is also a few-shot classification dataset built on CIFAR100 [113]. It contains 64, 15, and 20 classes for training, validation, and testing, respectively.

Caltech-UCSD Birds-200-2011. CUB was originally proposed for fine-grained bird classification, which contains 11,788 images from 200 classes. We follow the splits in [3] where 200 classes are divided into 100, 50, and 50 for meta-training, meta-validation, and meta-testing, respectively.

5.3 Analysis
In this section, we implement various experiments to evaluate the effectiveness of our algorithm. We also explore multiple design variants of our network and compare them with baseline solutions. All the experiments are conducted on the miniImageNet dataset.

Comparison With Methods Based on Image-Level Representations. In the beginning, we first compare our method with a set of methods that utilize image-level vector representations on the 1-shot task. These methods maintain the global average pooling operation in ResNet to generate vector representations for images and use various distance metrics for classification. We select the representative methods in the literature for comparison: 1) Prototypical Network [2] with euclidean distance. 2) Matching Network [1] with cosine distance. 3) Finetuning a FC classifier. In [28], Chen et al. propose to fix the pretrained feature extractor and finetune the FC layer with the support images. For fair comparisons, we adopt the same backbones and training schemes for all these baseline methods. We use FCN to extract local features in this experiment such that the only difference in the backbone is the lack of global average pooling operation in our model. The experiment result is shown in Table 1. As we can see, our algorithm significantly outperforms baseline methods that rely on image-level vector representations under both 1-shot 5-way and 1-shot 10-way settings, which validates the effectiveness of the optimal matching based method that relies on local features.

Comparison With Methods Based on Local Representations. There are also a few methods in the literature focusing on local representations to solve few-shot classification. They all remove the global average pooling in the CNN to obtain dense representations of images. In [6], Li et al. use the top k nearest vectors (KNN) between two feature maps to represent the image-level distance. Lifchitz et al. [38] propose to make predictions with each local representation and average their output probabilities. We replace our EMD head with their methods for comparison. The result is shown in Table 1. Our optimal matching based algorithm outperforms all other model variants. Compared with other methods based on local features, the advantage of our method is that, although the basic ground distance in the EMD is based on local features, our algorithm compares the two structures in a global way. Predictions solely based on nearest local features in two images may not extract sufficient information to differentiate between images. For example,
eyes can be the nearest feature between animal images, but such a feature can hardly be used to differentiate between animal species.

Weights in the EMD. We next investigate the influence of weights in the EMD. We use the FCN to extract local embeddings for all the methods in this experiment. The first baseline is to set equal weight values for all local embeddings, which is denoted by \textit{Equal}. The vanilla EMD [9] for image retrieval uses the pixel color as the feature and clusters pixels to generate nodes. The weight of the node is set with the portion of pixels in this cluster. We examine two clustering algorithms as baselines to generate weights: K-means [115] and Mean-shift [116] which are implemented by the Scikit-learn [117] library. For both clustering algorithms, we use the cluster mean as the local embedding and the cluster size, i.e., the number of feature vectors in each cluster, as the weight, for computing EMD. It is important to note that there are two special cases that deviate from the goal of using clustering algorithms to set the weights. The first case is that each individual local embedding is a cluster, which means no clustering is applied. This corresponds to K-means with K = 25, and Mean-shift with bandwidth (BD) ≈ 0. As a result, there are totally 25 clusters of an image with equal weights assigned to each cluster. This amounts to our first baseline that sets equal weights in EMD. The second case is that all local embeddings of an image are clustered into one cluster. This corresponds to K-means with K = 1, and Mean-shift with BD ≈ ∞. In this case, an image is represented by a single vector, which is the cluster mean, and the EMD is no longer a structured distance function and becomes the cosine distance between two global vector embeddings, which amounts to the baseline in Table 1. Therefore, for K-means, we choose the number of clusters from \{25, 10, 5, 2, 1\}. For Mean-shift, we manually select multiple values to set the hyper-parameter, bandwidth, from \{0, 2.5, 5, 7.5, 10, 12.5, 15, ∞\}. We also use the automatically estimated bandwidth value for each image provided in the Scikit-learn [117] library. To better observe the influence of the bandwidth values, we additionally list the average number of clusters generated by Mean-shift in each image during testing. As the clustering process of the aforementioned algorithms is non-differentiable, for a fair comparison, we fix the parameters in the backbone after pre-training to evaluate all methods. To further test whether our performance advantage is solely brought by the cross-reference mechanism, we also compare our network with a model variant that is solely based on the cross-reference mechanism without EMD. Concretely, we compute the cosine distance between all vector pairs, denoted by 
\[ \text{Dense Connections}, \]
and compute a weighted sum of these distances with the node weights generated by the cross-reference mechanism. This baseline draws connections with CrossTransformers [65] and Cross Attention Networks [59], where spatial attentions based on local correspondence between samples are used to refine the data embeddings for better classification. Here we use the cross-reference mechanism to weight the distances between local embeddings, which plays a similar role with attentions.

As we can see from the results in Table 2, our cross-reference mechanism can bring an improvement of up to 4.2% over the baseline with equal weights, while using the clustering-based methods to set the weights can not improve the performance, which validates our hypothesis that the number of pixels does not necessarily correspond to the importance in few-shot classification. The optimal results of K-means and Mean-shift are both obtained in the second special case, where all local embeddings of an image are clustered into one cluster. This indicates that EMD with weights set by clustering algorithms is inferior to cosine distance with global representations. We find that for clustering-based models, better results are always obtained when the clustering results are close to the two special cases described above. Using the auto-estimated bandwidth for Mean-shift results in the poorest results, although the average number of generated clusters looks normal, which indicates that a good clustering result does not necessarily lead to better classification performance. For the model variant solely based on the cross-reference mechanism as an attention, it can only slightly improve the result of the simple average operation, while a combination of the cross-reference mechanism and the EMD can yield a significant performance improvement, which again validates the advantages of using the EMD as the metric and the effectiveness of the cross-reference mechanism.

Local Embedding Extractor. In Table 3, we compare the three methods to extract local embeddings of the input image described in Section 4.2. We also investigate some key parameters in respective methods, e.g., the size of grids in DeepEMD-Grid and the number of patches in DeepEMD-Sampling. From the experiment result, we have the following findings:

1) DeepEMD-Sampling shows distinct advantages over the plain versions of the other two methods. For DeepEMD-Sampling, increasing the number of sampled patches can
TABLE 3
Comparison of Different Local Embedding Extractors Described in Section 4.2 on 1-Shot Tasks

| Method          | Embedding | 5-way | 10-way |
|-----------------|-----------|-------|--------|
| DeepEMD-FCN     | $P_{\text{feat}}(5, 3)$ | 66.27 | 49.85  |
|                 | $P_{\text{feat}}(5, 2)$ | 66.42 | 50.02  |
|                 | $P_{\text{feat}}(5, 2, 1)$ | 66.50 | 50.09  |
| DeepEMD-Grid    | $P_{\text{grid}}(3, 2)$ | 67.74 | 52.76  |
|                 | $P_{\text{grid}}(5, 3)$ | 67.01 | 51.89  |
|                 | $P_{\text{grid}}(5, 2)$ | 67.39 | 52.20  |
|                 | $P_{\text{grid}}(3, 3, 2)$ | 67.83 | 52.85  |
| DeepEMD-Sampling| 9 patches | 68.09 | 53.04  |
|                 | 16 patches | 68.54 | 53.61  |
|                 | 25 patches | 68.77 | 53.83  |

$P_{\text{feat}}$ denotes the feature pyramid structure applied on DeepEMD-FCN and $P_{\text{grid}}$ denotes the image pyramid structure applied on DeepEMD-Grid. The parameters in $P_{\text{feat}}$ and $P_{\text{grid}}$ are the RoI pooling size and the grid size, respectively. DeepEMD-Sampling outperforms the plain version of other two methods and both pyramid structures in feature level and image level can effectively boost the performance.

consistently boost the performance, even if more low-quality patches, e.g. patches from the background region, are likely to be sampled. We observe the weights of these patches and find that they are usually assigned with small weights, thanks to our proposed cross-reference mechanism. Therefore, these noisy patches contribute less to the overall distance, and increasing the number of sampled patches does not negatively influence the prediction.

2) Increasing the number of cells in DeepEMD-Grid results in small input image patches and the performance degrades. A possible explanation is that small image patches decompose the object in the image into small pieces, which may lose context information and raises the difficulty in generating high-level representations.

3) We speculate that the advantage of DeepEMD-Sampling in the performance over other two methods is gained by multi-scale information implicitly captured by random sampling, as the embedding set contains randomly sampled local descriptors that cover different sizes of local regions. Moreover, as all sampled patches are resized to the input size, an object may appear at an appropriate size in the input image, which can have a stronger feature response in the CNN. To validate our hypothesis, we add pyramid structures to the other two methods to incorporate multi-scale information, as illustrated in Fig. 3. Then the new embedding sets generated by the pyramid structures are used for computing the EMD. As is shown in Table 3, the pyramid structures can effectively boost the performance of DeepEMD-FCN and DeepEMD-Grid, which indicates that multi-scale information is useful for reasoning the relations between images in the low-data regime, and pyramid structures can work at both the image level and the feature level.

Comparison with other k-shot methods. We next compare our proposed SFC layer (denoted by $\text{EMD} + \text{SFC}$) with some baseline methods and other k-shot solutions in the literature.

- $\text{EMD} + \text{NN}$. As the EMD is a paired function for two structures, the first baseline model for k-shot experiment is the nearest neighbor (NN) method. We compute the Earth Mover’s distance between the query image and all support images and then classify the query image as the category of the nearest support sample.

- $\text{EMD} + \text{Fusion}$. Instead of taking the label of the nearest sample, we can fuse the distances of all support images belonging to the same class and classify the query image to the class with the minimum overall distance.

- $\text{EMD} + \text{Merge}$. As the number of elements in the compared sets can differ, we can also merge the local embeddings of all support samples in each class into a big embedding set to compute EMD, and there will be $k \times 5 \times 5$ embedding vectors in the set. The problem in this baseline is that as the size of the set grows linearly with respect to the number of shots, the time complexity of solving the transportation problem increases cubically with the QPTH solver, which makes the inference of many-shot tasks very slow. Please refer to Section 5.6 for the analysis of time complexity.

- Prototype Learning. In [2], they average the feature embeddings of support images belonging to the same class as the category prototype and apply the nearest neighbor method for classification.

- Finetuning a cosine classifier [28]. Similar to our proposed SFC layer, the network backbone is fixed and the support images are used to learn a fully connected layer as the classifier. The difference is the parameters of the prototypes and the distance metrics for classification, illustrated earlier in Fig. 4.

We compare these models on the k-shot 5-way tasks with multiple k values, and the results are shown in Fig. 5. We can find that the performance of non-optimization based methods often gets saturated quickly and the performance
increases slowly with more support samples available. Our structured FC layer can consistently outperform baseline models, and with the number of support images increasing, our network shows even more advantages. The comparison between our method and the finetuned cosine classifier further shows the advantages of structured prototypes and EMD as the metric in the proposed SFC layer.

Pre-Training With Self-Supervised Auxiliary Tasks. As the weight generation and the computation of optimal matching flows rely on the representations encoded by the backbone, the feature pre-training plays an important role in our framework. We next investigate the use of self-supervision at the pre-training stage. Self-supervised learning [120], [122] has been recently employed as a pretext task to learn generic representations, which benefits many downstream vision tasks, such as object detection and instance segmentation. Following [120], we add a self-supervised auxiliary learning task during backbone pre-training and observe its influence on our method. Specifically, we randomly rotate the input images by \(r\) degrees, and \(r \in \{0^\circ, 90^\circ, 180^\circ, 270^\circ\}\). The self-supervised learning task is to predict which rotation angle is applied to each image. More concretely, we add a 4-way linear classifier after the network backbone to predict the selections, as is done in [120]. The auxiliary cross-entropy loss is weighted by a factor of \(\gamma = 0.5\), which is searched based on the validation accuracy. As can be seen from the result in Table 4, the self-supervised auxiliary task at the pre-training stage can effectively boost the 1-shot performance of our models, while applying the random rotation as data augmentation alone degrades the performance. Please refer to Section 5.3 for analysis.

Table 4: Model Pre-Training With Self-Supervised Auxiliary Tasks

| Model           | Rotation | Self-Supervision | 5-way          | 10-way         |
|-----------------|----------|------------------|----------------|----------------|
| DeepEMD-FCN     | ✓        |                  | 65.91          | 49.66          |
|                 |          | ✓                | 65.45          | 49.70          |
|                 |          | ✓                | 66.64          | 50.99          |
| DeepEMD-Grid    | ✓        |                  | 67.31          | 52.26          |
|                 |          | ✓                | 66.96          | 52.09          |
|                 |          | ✓                | 67.87          | 53.08          |
| DeepEMD-Sampling| ✓        |                  | 68.77          | 53.83          |
|                 |          | ✓                | 67.98          | 53.42          |
|                 |          | ✓                | 69.17          | 54.52          |

The self-supervised auxiliary task at the pre-training stage can effectively boost the 1-shot performance of our models, while applying the random rotation as data augmentation alone degrades the performance. Please refer to Section 5.3 for analysis.

Table 5: Cross-Domain Experiments (MiniImagenet \(\rightarrow\) CUB)

| Model            | 1-shot         | 5-shot         |
|------------------|----------------|----------------|
| ProtoNet [2]     | 50.01 ± 0.82   | 72.02 ± 0.67   |
| MatchingNet [1]  | 51.65 ± 0.84   | 69.14 ± 0.72   |
| cosine classifier [28] | 44.17 ± 0.78   | 69.01 ± 0.74   |
| linear classifier [28] | 50.37 ± 0.79   | 73.30 ± 0.69   |
| KNN [6]          | 50.84 ± 0.81   | 71.25 ± 0.69   |
| DeepEMD-FCN      | 54.24 ± 0.86   | 78.86 ± 0.65   |

We report the performance with 95% confidence intervals on 1-shot 5-way and 5-shot 5-way tasks. We use FCN to extract local features for KNN and our method. Our proposed algorithm outperforms baseline methods with a large margin.

Fig. 6. Visual reconstruction experiment by DeepEMD-FCN. Given two images (left and right), we plot in the middle the best matched patch (the one with the highest flow value) of each local region in the left image. It can be seen as the reconstruction of the left image using patches from the right one. The weight controls the brightness of the corresponding region. Our algorithm can effectively establish semantic correspondence between local regions and assign small weights to the background regions.
5.4 Cross-Domain Experiments

Following the experimental setups in [28], we perform a cross-domain experiment where models are trained on mini-Imagenet and evaluated on the CUB dataset. Due to the large domain gap, we can better evaluate the models’ ability to tackle large domain difference between tasks. We compare our proposed method with baseline models in the Table 5. As we can see, our algorithm outperforms the baseline models with a large margin. This shows that local features can provide more transferable and discriminative information across domains. Moreover, due to our cross-reference mechanism, the optimal matching can be restricted within the co-occurrent object regions that have high feature response, such that the final distance is based on confident regions and representations, and thus has the ability to filter noise when there is a huge domain shift.

5.5 Visualization of Matching Flows and Weights

It is interesting to visualize the optimal matching flows and node weights in the network inference process. We conduct two visualization experiments: First, since we have the correspondence information between the regions in two images, we can reconstruct one image with the local patches from the other image. In Fig. 6, we paste the best-matched patches from the right image to the corresponding position in the left image, and the weights of patches control the brightness of the regions. As we can see, our algorithm can effectively establish semantic correspondence between local regions, and the background regions in the left image are assigned with small weights, thus contributing less to the overall distance. Second, as the correspondence between regions is not strictly 1-to-1, we then plot the full optimal matching flows in Fig. 7. As is shown, one patch can be related to multiple regions in the other image with different weights, which is a useful property when the sizes of the same object are different in two images.

![Fig. 7. Visualization of full matching flows in DeepEMD-FCN. Each grid cell in the middle contains the matched patches (from the right image) of the corresponding region in the left image. The brightness is controlled by the flow values and the weights. Please zoom in for details.](image)

In a 5-way 1-shot task with 10 query images, we vary the spatial size and the feature dimension of two input feature maps and record their computation time.

| Solver          | Spatial Size | Dimension | Time  |
|-----------------|--------------|-----------|-------|
| QPTH [104]      | 3 x 3        | 256       | 0.294 s |
|                 | 3 x 3        | 512       | 0.294 s |
|                 | 3 x 3        | 1024      | 0.295 s |
|                 | 3 x 3        | 2048      | 0.295 s |
|                 | 4 x 4        | 256       | 1.489 s |
|                 | 4 x 4        | 512       | 1.493 s |
|                 | 4 x 4        | 1024      | 1.498 s |
|                 | 4 x 4        | 2048      | 1.499 s |
|                 | 5 x 5        | 256       | 8.595 s |
|                 | 5 x 5        | 512       | 8.638 s |
|                 | 5 x 5        | 1024      | 8.638 s |
|                 | 5 x 5        | 2048      | 8.650 s |
| OpenCV [114]    | 5 x 5        | 256       | 0.018 s |
|                 | 5 x 5        | 512       | 0.019 s |
|                 | 5 x 5        | 1024      | 0.021 s |
|                 | 5 x 5        | 2048      | 0.025 s |

In a 5-way 1-shot task with 10 query images, we vary the spatial size and the feature dimension of two input feature maps and record their computation time.
5.6 Time Complexity

Compared with the methods with a closed-form distance metric, the training and inference of DeepEMD come with more computation cost, as an LP problem must be solved for each forward pass. As is discussed in [104], the main computation lies in the factorization of the KKT matrix as well as back-substitution when using the interior point method to solve the LP problem, which have cubic and quadratic time complexity respectively with respect to the number of optimization variables. The depth of the backbone network has negligible influence on the computation time of the EMD layer, as only the weight of each vector and ground distance matrix are needed for computing EMD, and they can be efficiently computed in parallel in modern tensor processing libraries, e.g., PyTorch, TensorFlow, and NumPy. Therefore, for DeepEMD-FCN, poolings are helpful in reducing computation time when a feature map with a large spatial size is generated by the backbone. In Table 6, we compare the computation time of the EMD layer in a forward pass of a 5-way 1-shot task, given different sizes of feature maps and dimensions. At training time, we use the QPTH library which adopts the interior point method to solve the LP problem. As we can see, the feature dimension has little influence on the computation time, which indicates that we can replace the backbone with deeper ones, e.g., ResNet-101 (2048 channels), without significantly increasing the inference time. As the interior point method is only necessary for computing gradients at training time, after the model is trained, we can replace the solver with other solvers that can make faster inference, e.g., Sinkhorn and Simplex. At inference time, we deploy the model with the OpenCV library, which adopts a modified Simplex algorithm to solve the LP problem. As is shown in Table 6, the Simplex solver is much faster than interior point method. Therefore, we use QPTH to train the network and use OpenCV to deploy a trained model for inference.

Our model achieves new state-of-the-art performance on all datasets and even outperforms methods with deeper backbones.

---

**TABLE 7**

| Method          | Backbone | miniImageNet 1-shot | miniImageNet 5-shot | tieredImageNet 1-shot | tieredImageNet 5-shot | CIFAR-FS 1-shot | CIFAR-FS 5-shot |
|-----------------|----------|---------------------|---------------------|-----------------------|-----------------------|----------------|----------------|
| cosine classifier [28] | ResNet12  | 38.47 ± 0.70        | 57.67 ± 0.77        | 69.03 ± 0.80         | 72.65 ± 0.16         | 73.38 ± 0.16   | 74.98 ± 0.16   |
| TADAM [4]       | ResNet12  | 40.10 ± 0.40        | 56.10 ± 0.40        | 69.03 ± 0.80         | 72.65 ± 0.16         | 73.38 ± 0.16   | 74.98 ± 0.16   |
| MetaOptNet [71] | ResNet12  | 41.02 ± 0.60        | 55.55 ± 0.60        | 69.03 ± 0.80         | 72.65 ± 0.16         | 73.38 ± 0.16   | 74.98 ± 0.16   |
| ProtoNet [2]    | ResNet12  | 41.54 ± 0.76        | 57.08 ± 0.76        | 70.10 ± 0.36         | 73.13 ± 0.20         | 74.48 ± 0.29   | 76.03 ± 0.30   |
| DC [38]         | ResNet12  | 42.04 ± 0.17        | 57.05 ± 0.16        | 70.13 ± 0.36         | 73.13 ± 0.20         | 74.48 ± 0.29   | 76.03 ± 0.30   |
| MatchNet [1]    | ResNet12  | 43.88 ± 0.75        | 57.05 ± 0.75        | 70.13 ± 0.36         | 73.13 ± 0.20         | 74.48 ± 0.29   | 76.03 ± 0.30   |
| MTL [57]        | ResNet12  | 45.30 ± 1.8         | 57.6 ± 0.9          | 71.30 ± 0.36         | 73.13 ± 0.20         | 74.48 ± 0.29   | 76.03 ± 0.30   |
| Centroid [21]   | ResNet12  | 45.38 ± 0.48        | 59.74 ± 0.56        | 72.65 ± 0.16         | 73.38 ± 0.16         | 74.98 ± 0.16   | 75.98 ± 0.16   |
| Tian et al. [89] | ResNet12  | 44.60 ± 0.70        | 60.90 ± 0.60        | 73.13 ± 0.20         | 74.48 ± 0.29         | 76.03 ± 0.30   | 78.90 ± 0.30   |
| E[BM] [121]     | ResNet251 | 45.00 ± 0.26        | 60.30 ± 0.26        | 73.13 ± 0.20         | 74.48 ± 0.29         | 76.03 ± 0.30   | 78.90 ± 0.30   |
| DeepEMD-FCN     | ResNet12  | 46.60 ± 0.26        | 63.22 ± 0.71        | 73.38 ± 0.16         | 75.08 ± 0.29         | 76.98 ± 0.29   | 79.38 ± 0.30   |
| DeepEMD-Grid    | ResNet12  | 45.23 ± 0.26        | 61.39 ± 0.76        | 73.38 ± 0.16         | 75.08 ± 0.29         | 76.98 ± 0.29   | 79.38 ± 0.30   |
| DeepEMD-Sampling| ResNet12  | 45.37 ± 0.25        | 61.31 ± 0.70        | 73.38 ± 0.16         | 75.08 ± 0.29         | 76.98 ± 0.29   | 79.38 ± 0.30   |

5.6.2 Comparison With the State-of-the-Art 1-Shot 5-Way and 5-Shot 5-Way Performance (%) With 95% Confidence Intervals on MiniImageNet (a), TieredImageNet (a), CIFAR-FewShot (a) Fewshot-CIFAR100 (b), and Caltech-UCSD Birds-200-2011 (c) Datasets

| Method          | Backbone | 1-shot | 5-shot |
|-----------------|----------|--------|--------|
| ProtoNet [2]    | ResNet12 | 66.69 ± 0.92 | 82.50 ± 0.58 |
| RelationNet [5], [28] | ResNet34 | 66.20 ± 0.99 | 82.30 ± 0.58 |
| DEMFL [32]      | ResNet50 | 65.55 ± 1.06 | 77.11 ± 0.78 |
| MAML [28], [54] | ResNet34 | 67.28 ± 1.08 | 83.47 ± 0.50 |
| cosine classifier [28] | ResNet12 | 67.30 ± 0.86 | 87.45 ± 0.60 |
| MatchNet [1]    | ResNet12 | 71.87 ± 0.85 | 85.08 ± 0.57 |
| S2M2-R [120]    | ResNet34 | 72.92 ± 0.83 | 86.55 ± 0.51 |
| Centroid Align [21] | ResNet18 | 74.22 ± 1.09 | 88.65 ± 0.55 |
| Adversarial Align [21] | ResNet18 | 73.87 ± 0.76 | 84.55 ± 0.59 |
| DeepEMD-FCN     | ResNet12 | 77.14 ± 0.29 | 88.98 ± 0.49 |
| DeepEMD-Grid    | ResNet12 | 77.64 ± 0.29 | 89.25 ± 0.53 |
| DeepEMD-Sampling| ResNet12 | 79.27 ± 0.29 | 89.80 ± 0.51 |

(a) Results on miniImageNet, tieredImageNet, and CIFAR-FewShot datasets.
(b) Results on FewShot-CIFAR100 dataset.
(c) Results on the Caltech-UCSD Birds-200-2011 dataset.

Our model achieves new state-of-the-art performance on all datasets and even outperforms methods with deeper backbones.

---
Our experiment mainly follows a recent comprehensive empirical study in [124], where existing deep metric learning algorithms are fairly evaluated by three metrics based on image similarities, including, Recall@1 (P@1), R-Precision (RP), and Mean Average Precision at R (MAP@R). The experiment is conducted on CUB dataset, where the first 100 classes are used for training, and the rest classes are used for evaluation. We use ImageNet pre-trained ResNet-50 as the backbone, and a linear layer is added to project the output embedding to 128 channels. The training and evaluation configurations are kept same for the baselines and our method for fair comparisons. For DeepEMD-FCN, we use the feature pyramid of [3, 2, 1]; for DeepEMD-Grid, we use the image pyramid of [3, 2]; for DeepEMD-Sampling, we randomly sample 25 patches. Please refer to [124] for more details about the evaluation metrics and baselines.

Results. The comparisons between baselines and our methods are shown in Table 8. As we can see, our method can effectively improve the performance of baselines under three evaluation metrics.

### 5.8 Experiments on Image Retrieval

We next validate the effectiveness of our method on the image retrieval task, which is also evaluated based on the pairwise image similarity. Different from most existing works in the deep metric learning literature that focus on the strategy of optimization and losses, our method provides a generic metric that is complementary to many existing deep metric learning algorithms for images. We observe the gain on the performance when we combine some high-performing baseline methods with our DeepEMD. To do so, we simply replace the globally pooled vector representations with local representations and replace the metric with DeepEMD.

#### Details. Our experiment mainly follows a recent comprehensive empirical study in [124], where existing deep metric learning algorithms are fairly evaluated by three metrics based on image similarities, including, Recall@1 (P@1), R-Precision (RP), and Mean Average Precision at R (MAP@R). The experiment is conducted on CUB dataset, where the first 100 classes are used for training, and the rest classes are used for evaluation. We use ImageNet pre-trained ResNet-50 as the backbone, and a linear layer is added to project the output embedding to 128 channels. The training and evaluation configurations are kept same for the baselines and our method for fair comparisons. For DeepEMD-FCN, we use the feature pyramid of [3, 2, 1]; for DeepEMD-Grid, we use the image pyramid of [3, 2]; for DeepEMD-Sampling, we randomly sample 25 patches. Please refer to [124] for more details about the evaluation metrics and baselines.

#### Results. The comparisons between baselines and our methods are shown in Table 8. As we can see, our method can effectively improve the performance of baselines under three evaluation metrics.

### Table 8
Image Retrieval Experiment on Caltech-UCSD Birds-200-2011 Dataset

| Method | Method | P@1↑ | RP↑ | MAP@R↑ |
|--------|--------|------|-----|--------|
| Raw    |        | 61.83| 33.18| 22.18  |
| N. Softmax [125] | +DeepEMD-F | 63.40↑| 1.57↑| 34.41↑| 1.23↑| 23.42↑| 1.24↑|
|         | +DeepEMD-G | 63.93↑| 2.10↑| 34.27↑| 1.09↑| 23.38↑| 1.20↑|
|         | +DeepEMD-S | 64.12↑| 2.29↑| 35.40↑| 2.22↑| 24.34↑| 2.16↑|
| Contrastive [126] | +DeepEMD-F | 64.74↑| 2.23↑| 35.77↑| 1.09↑| 24.78↑| 1.20↑|
|         | +DeepEMD-G | 66.58↑| 4.07↑| 36.85↑| 2.17↑| 25.79↑| 2.21↑|
|         | +DeepEMD-S | 67.74↑| 5.23↑| 37.91↑| 3.23↑| 26.78↑| 3.20↑|
| SoftTriple [127] | +DeepEMD-F | 63.15↑| 1.10↑| 34.82↑| 0.84↑| 24.19↑| 0.85↑|
|         | +DeepEMD-G | 63.57↑| 1.52↑| 35.08↑| 1.10↑| 24.56↑| 1.22↑|
|         | +DeepEMD-S | 65.19↑| 3.14↑| 35.90↑| 1.92↑| 25.33↑| 1.99↑|
| SNR [128] | +DeepEMD-F | 65.21↑| 1.58↑| 35.71↑| 1.23↑| 24.80↑| 1.35↑|
|         | +DeepEMD-G | 67.74↑| 4.11↑| 36.74↑| 2.26↑| 25.78↑| 2.33↑|
|         | +DeepEMD-S | 68.52↑| 4.89↑| 37.90↑| 3.42↑| 26.91↑| 3.46↑|
| ArcFace [129] | +DeepEMD-F | 63.92↑| 1.45↑| 35.21↑| 1.20↑| 24.10↑| 1.25↑|
|         | +DeepEMD-G | 65.29↑| 2.55↑| 35.56↑| 1.55↑| 24.58↑| 1.73↑|
|         | +DeepEMD-S | 66.49↑| 3.75↑| 36.82↑| 2.81↑| 25.67↑| 2.82↑|
| MS [130] | +DeepEMD-F | 66.39↑| 2.40↑| 35.82↑| 2.11↑| 24.89↑| 2.16↑|
|         | +DeepEMD-G | 67.94↑| 3.95↑| 36.60↑| 2.89↑| 25.65↑| 2.92↑|
|         | +DeepEMD-S | 69.51↑| 5.52↑| 38.29↑| 4.58↑| 27.38↑| 4.65↑|

Our method can effectively improve the performance of deep metric learning methods. The relative performance improvements over the baselines are indicated ↑. 

### 5.7 Comparison With State-of-the-Art Methods

Finally, we compare our algorithm with the state-of-the-art methods. We report 1-shot 5-way and 5-shot 5-way performance on 5 popular benchmarks: miniImageNet, tieredImageNet, FC100, CUB and CIFAR-FS. For the 1-shot experiment, we repeatedly sample 5,000 testing episodes and record their average accuracy, and for 5-shot experiments, we sample 600 episodes. We reproduce the methods in some earlier works [1, 2, 28] with our network backbone and training strategies, and report the higher performance between our results and their reported ones. The results are shown in Table 7. Our algorithm achieves new state-of-the-art performance on all datasets without seeking any extra data. In particular, our results outperform the state-of-the-art performance by a significant margin on multiple tasks, e.g., 1-shot (3.47%) and 5-shot (1.43%) on the miniImageNet dataset; 1-shot (2.77%) and 5-shot (1.05%) on the tieredImageNet dataset. We observe that on the FC100 and CIFAR-FS datasets, DeepEMD-FCN outperforms DeepEMD-Grid and DeepEMD-Sampling, which is different from the observations on other datasets. The possible reason is that these two datasets are built upon CIFAR100, where the size of images is $32 \times 32$. Further cropping patches from the image results in very small input images, which makes the CNNs difficult to generate useful representations.
6 Conclusion

We have proposed a few-shot classification framework that employs the Earth Mover’s Distance as the distance metric. The implicit function theorem allows our network to be end-to-end trainable. Our proposed cross-reference mechanism for setting the weights of nodes turns out crucial in the EMD formulation and can effectively minimize the negative impact caused by irrelevant regions. The learnable structured fully connected layer can directly classify dense representations of images in the k-shot settings. Our algorithm achieves new state-of-the-art performance on multiple datasets.
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