Testing identity of collections of quantum states: sample complexity analysis
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We study the problem of testing identity of a collection of unknown quantum states given sample access to this collection, each state appearing with some known probability. We show that for a collection of $d$-dimensional quantum states of cardinality $N$, the sample complexity is $O\left(\sqrt{Nd}/\epsilon^2\right)$, with a matching lower bound, up to a multiplicative constant. The test is obtained by estimating the mean squared Hilbert-Schmidt distance between the states, thanks to a suitable generalization of the estimator of the Hilbert-Schmidt distance between two unknown states by Bădescu, O’Donnell, and Wright (https://dl.acm.org/doi/10.1145/3313276.3316344).
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1 Introduction

The closeness between quantum states can be quantified according to a variety of unitarily invariant distance measures, with different operational interpretations [Hay17c]. Given access to copies of some unknown states, a fundamental inference problem is to tell if the states are equal or distant more than $\epsilon$, according to some unitarily invariant distance. Since this problem does not require to completely reconstruct the unknown states with tomography protocols, optimal algorithms require less copies than full tomography to answer successfully [BOW19]. Due to unitarily invariance, efficient algorithms can also be guessed by symmetry arguments [Hay17a].

In this work we study the problem of testing identity of a collection of unknown quantum states given sample access to the collection. We show that for a collection of $d$-dimensional quantum states of cardinality $N$, the sample complexity is $O(\sqrt{Nd}/\epsilon^2)$, which is optimal up to a constant. We assume a sampling model access, where each state appears with some known probability, adapting [LRR13; DK16] to the quantum case. We also consider a Poissonized version of the sampling model, where the number of each copies of a state is a Poissonian random variable, and we show that the sample complexity of the two models is the same. This problem is an example of property testing, a concept developed in computer science [Gol17], and applied to hypothesis testing of distributions [Can20] and quantum states and channels [MW16].

At variance with optimal asymptotic error rates studied in statistical classical and quantum hypothesis testing [LR06; Hay17c], the sample complexity captures finite size effect in inference problems, as it expresses the number of samples required to successfully execute an inference task in terms of the extensive parameters of the problem, in our case the dimension $d$ and the cardinality $N$ of the collection. The interest in these kind of questions in the classical case has been motivated by the importance of the study of big data sources; a similar motivation holds for the quantum case, since outputs of fully functional quantum computers will also live in high-dimensional spaces.

1.1 Results

Given a collection of $d$-dimensional quantum states $\{\rho_i\}_{i=1,...,N}$, and a probability distribution $p_i$ ($0 < p_i < 1$), we consider a sampling model [LRR13; DK16] where we have access to $M$ copies of the density matrix

$$\rho = \sum_{i=1}^{N} p_i |i\rangle\langle i| \otimes \rho_i,$$

where $\{|i\rangle\}_{i=1,...,N}$ is an orthonormal basis of a $N$ dimensional (classical) register. We are promised that one of the two following properties holds:

- **Case A**: $\rho_1 = \rho_2 = ... = \rho_N$, which can be equivalently stated by saying that there exists a $d$-dimensional state $\sigma$ such that $\sum_i p_i D_T(\rho_i, \sigma) = 0$, with $D_T$, the trace distance [Hay17c];
- **Case B**: For any $d$-dimensional state $\sigma$ it holds $\sum_i p_i D_T(\rho_i, \sigma) > \epsilon$. 


Our goal is to find the values of $M$ for which there is a two-outcome test that can discriminate the two cases with high probability of success. Explicitly, indicating with "accept" and "reject" the outcomes of the test, we require the probability of getting "accept" to be larger than $2/3$ in case A, and smaller than $1/3$ in case B, i.e.

\[
\begin{align*}
\Pr(\text{test} \Rightarrow \text{"accept"} | \text{Case A}) & > 2/3, \\
\Pr(\text{test} \Rightarrow \text{"accept"} | \text{Case B}) & < 1/3.
\end{align*}
\]

Note that the values $2/3$ and $1/3$ are by convention and, as long as we are interested in the sample complexity only up to a scaling factor, can be replaced by any pair of constants $c, s$, respectively, such that $1 > c > s > 0$. The main result of the paper is to provide an estimate of necessary and sufficient values of $M$ to fulfill the above conditions. We use the notations $O(f(d, N, \epsilon))$ and $\Omega(g(d, N, \epsilon))$ to indicate respectively upper and lower bounds to sample complexities, up to multiplicative constants. If lower and upper bounds which differ by a multiplicative constant can be obtained, the sample complexity is considered to be determined and indicated as $\Theta(f(d, N, \epsilon)) = \Theta(g(d, N, \epsilon))$.

Specifically we prove the following results:

**Theorem 1.1.** For any $\epsilon > 0$, given access to $O\left(\sqrt{\frac{Nd}{\epsilon^2}}\right)$ samples of the density matrix $\rho$ of Eq. (1), there is an algorithm which can distinguish with high probability whether

- $\sum_i p_i D_T(\rho_i, \sigma) > \epsilon$ for every state $\sigma$ (Case B), or
- there exists a state $\sigma$ such that $\sum_i p_i D_T(\rho_i, \sigma) = 0$ (that is, all the states $\rho_i$ are equal, Case A).

**Theorem 1.2.** For any $\epsilon > 0$, any algorithm which can distinguish with high probability whether

- $\sum_i p_i D_T(\rho_i, \sigma) > \epsilon$ for every state $\sigma$ (Case B), or
- there exists a state $\sigma$ such that $\sum_i p_i D_T(\rho_i, \sigma) = 0$ (that is, all the states $\rho_i$ are equal, Case A),

given access to $M$ copies of the density matrix $\rho$ of Eq. (1), requires at least $M = \Omega\left(\sqrt{\frac{Nd}{\epsilon^2}}\right)$ copies.

The proof of Theorem 1.2 is presented in Sec. 4 and it relies on the fact that a test working with $M$ copies could be used to discriminate between two states which are close in trace distance unless $M = \Omega\left(\sqrt{\frac{Nd}{\epsilon^2}}\right)$. These states are obtained as average inputs $\rho_A$ and $\rho_B$ of the form of Eq. (1) for two different sets of collections of states: in the first case the set is made of only one collection consisting of maximally mixed states (thus satisfying case A), and in the second the set of collections is such that its elements satisfy case B with high probability. The technical contributions of this proof are (a) a lower bound on the probability that a collection of random states with spectrum $s_\varepsilon = (\frac{1+\varepsilon}{2\pi}, \frac{1+\varepsilon}{2\pi}, \ldots, \frac{1+\varepsilon}{2\pi}, \frac{1+\varepsilon}{2\pi})$ has large average trace distance to their average state; (b) an upper bound on the distance between $\rho_A$ and $\rho_B$ being the average input state over collections of random states with spectrum $s_\varepsilon$. Both results could be useful elsewhere.

The derivation of the upper bound for $M$ given in Theorem 1.1 is instead presented in Sec. 3 and it is obtained by constructing an observable $D_M$ whose expected value is the mean squared Hilbert-Schmidt distance between the states $\rho_i$, and we bound the variance of the estimator. By relating the mean squared Hilbert-Schmidt distance to $\sum_i p_i D_T(\rho_i, \sum_i p_i \rho_i)$ we obtain the test of the theorem. This strategy follow closely the methods of [BOW19] (for $N = 2$), although
with some relevant changes due to the fact that we are not requiring a fixed number of copies of each state \( \rho_i \), like in [BOW19]. This difference is relevant from a conceptual point of view, since having an arbitrary number of copies of each state is a stronger type of access with respect to the sampling model, and closer to the query model (we discussed the different applicability scenario in the following section). It is also relevant from a technical point of view, since it is not immediate to devise an estimator for which the analysis can be completed. In fact, the analysis exploits a Poissonization trick [LRR13] where the number of copies \( M \) is not fixed but a random variable, extracted from a Poisson distribution with average \( \mu \), \( \text{Poi}_\mu(M) := e^{-\mu} \frac{\mu^M}{M!} \) (summarized later on by the notation \( M \sim \text{Poi}_\mu \)). We then look for a test which can be performed by a two-outcome POVM \( \{E_0^{(M)}, E_1^{(M)}\} \) for each \( M \). Poissonization is a standard technique that allows the for some useful simplification of the analysis by getting rid of unwanted correlations (more on this in Sec. 3.1). The equivalence of the Poissonized model with the original one is formalised in Appendix A.

Analogously to [BOW19] we can refine the upper bound when the states in the collection have low rank. Given the state \( \rho \) of Eq. (1), we define its reduced average density matrix

\[
\bar{\rho} := \sum_{i=1}^N p_i \rho_i ,
\]

In particular, when \( \bar{\rho} \) is \( \eta \)-close to rank \( k \), that is, the sum of its \( k \) largest eigenvalues is larger than \( 1 - \eta \), we can refine Theorem 1.1:

**Theorem 1.3.** If the density matrix \( \bar{\rho} \) of Eq. (3) is \( \eta \)-close to rank \( k \), given access to \( O\left(\frac{\sqrt{NK}}{\epsilon \eta}\right) \) samples of \( \rho \) there exists an algorithm which can distinguish with high probability whether \( \sum_i p_i D_{TV}(\rho_i, \sigma) > \epsilon + \eta \) for every state \( \sigma \), or there exists a state \( \sigma \) such that \( \sum_i p_i D_{HS}(\rho_i, \sigma) < 8(2 - \sqrt{2})\epsilon \).

### 1.2 Motivation of the setting

In this section we present a couple of physical settings which give rise to the sampling models discussed in Sec.1.1, as both the original model and the Poissonized model refer to natural scenarios for a certification task.

**Independent sources setting** (panel (a) of Figure 1). It is fair to assume that each copy of the states is produced by a device \( S_i \) that require some physical time to run, and produces the expected state with some probability. Moreover, assume that the number of produced copies of \( \rho_i \) by \( S_i \) at any time \( T \) is given by a Poisson distribution with rate \( r_i \) and average \( r_i T \), i.e.

\[
P_T(m_i) = \text{Poi}_{r_iT}(m_i) = \frac{(r_i T)^{m_i} e^{-r_i T}}{m_i!}.
\]

With this assumption, it also holds that the probability that a total of \( M = m_1 + \ldots + m_N \) copies is produced in the time \( T \) is

\[
P_T(M) = \frac{(T \sum_{i=1}^N r_i)^M e^{T \sum_{i=1}^N r_i}}{M!}.
\]

The Poissonized sampling model (where the probabilities of getting \( m_i \) copies of \( \rho_i \) are given by a Poisson distribution with average \( p_i \mu \), see Eq. (38)) is an adequate representation of the setting where we want to do our certification test with all the copies that are produced in a certain timeframe \( T \), see panel (a) of Figure 1.

On the other hand, if we decide to run the test as soon the total number of copies corresponds to the desired number \( M \), we end up in the original sample model. Indeed, if \( T_M \) is the random variable equal to the time at which the total number of copies is \( M \), we have that the probability of finding a vector \( \vec{m} = (m_1, \ldots, m_N) \) of number of copies \( \rho_1, \ldots, \rho_N \), respectively, conditioned on \( m_1 + \ldots + m_N = M \) at the time \( T_M \), is

\[
P(i\vec{m}|M) = \int_0^\infty p(T_M = T) P_T(i\vec{m}|M) dT,
\]

where

\[
\int_0^\infty p(T_M = T) dT = 1
\]

and

\[
p(T_M = T) = \frac{e^{-\sum_i p_i \mu T} \left(\sum_i p_i \mu T\right)^M}{M!},
\]
where $p(T_M = T)$ is the probability density for the stopping time $T_M$, and

$$P_T(\vec{m}|M) = P_T(\vec{m}, M)/P_T(M) = P_T(\vec{m})/P_T(M) = \prod_{j=1}^{N} P_T(m_j)/P_T(M)$$

(5)

$$= \frac{M!}{m_1!...m_N!} \prod_{j=1}^{N} r_i^{m_i}.$$  

(6)

where the first equality comes from the definition of conditional probability, the second comes from the fact that $M$ is completely determined by $\vec{m}$, the third comes from the fact that the components of $\vec{m}$ are independent when conditioning only on $T$, and the last equality comes from writing the probabilities explicitly. Finally, by integrating a constant function, we have

$$P(\vec{m}|M) = \frac{M!}{m_1!...m_N!} \prod_{j=1}^{N} r_i^{m_i},$$

(7)

which is the probability distribution of the copies of each $\rho_i$ in the original sampling model with $M$ total copies of $\rho$, provided that $r_i = p_i$.

These two situations can be compared with the setting of the query model, already considered in [Yu23]; in that case, we are allowed to ask for any number of copies of each state $\rho_i$ in the collection, and the sample complexity is measured with respect to the total number of copies requested. This type of access is clearly stronger with respect to the sampling models, and indeed the sample complexity is lower, being $\Theta(d/\epsilon^2)$. However, assuming there is a finite rate of copies/time, the sampling model captures better the actual physical time required to generate the copies for the test.

On the other hand, the validity of the assumption that the number of copies of each state is generated by a Poisson distribution can be questioned. By the law of rare events, this is a realistic approximation if each source actually corresponds to many independent sources, each of which produces a copy of the state with very small probability, such that the total rate of production of state is finite. In particular, the following bound on the variational distance between the Poisson distribution and sum of independent Bernoulli random variables $X_i \sim (p_i, 1 - p_i)$ holds [LC60]:

$$\sum_{k=0}^{\infty} |P(\sum_{i=1}^{n} X_i = k) - \left(\frac{\sum_{i=1}^{n} p_i}{M}\right)^k e^{-\left(\sum_{i=1}^{n} p_i\right)}| < 2\left(\sum_{i=1}^{n} p_i^2\right).$$

The approximation with i.i.d. Bernoulli variables was considered, for example, for entanglement certification of single-photon pairs produced with spontaneous parametric down conversion [HTM08] in the asymptotic setting, with proposed tests implemented experimentally [Hay+06]. In these cases the single-photon pairs are produced with a very small probability from a single beam, but with a finite rate if the number of beams is large, and the distribution of the total number of pairs is approximated by a Poisson distribution. In any case, since any probabilistic model can be simulated or can simulate our sampling model, simply simulating the desired probability distribution on a classical computer and waiting for enough copies, our protocol gives respectively upper or lower bounds on the sample complexity. These bounds are tight if the simulation is efficient, that is it requires the same number of copies, up to a constant multiplicative factor. It would be interesting to characterize which sampling models can efficiently simulate or be simulated by the Poissonized model, but we will not discuss this issue here.

**Noisy measurement setting** (panel (b) of Figure 1). We point out another setting where the sampling model can represent a realistic situation in the lab: suppose that some preparation procedure $S$ ends with some measurement, but different outcomes of the measurement are expected to correspond to the same desired state. An example could be the case if our preparation apparatus has interacted with an environment, and we measure the environment. Since
the outcome of the measurement at the preparation stage is random, the procedure prepares in principle different states for each measurement outcome. The classical-quantum state we obtain, possibly after post-selection of acceptable measurement outcomes, will have the form in Eq. (1). The goal of the test is to certify if a source of states of this kind is stable or not.

Finally, we point out similarities with the problem of quantum change point detection [AH11; Sen+16; SCMT17; SMVMT18; FHC23], in which a sequence of unknown states is presented, and it is asked if they are all equal or not. An additional question is to identify the points where the states change. With our algorithm, we are able to answer correctly to the change point problem when we know that there could be a change point among \( N - 1 \) possible change points, which have distances between them given by Poissonian random variables. It would be interesting if the analysis and the techniques of the present paper could be extended to address the change point problem more directly.

1.3 Related work

1.3.1 Classical distribution testing

For an overview of learning properties of a classical distribution in the spirit of property testing, we refer to [Gol17; Can20]. We report a partial list of results which are of direct interest for this paper, about testing symmetric properties of distribution in total variation distance. We use the notation \([d]\) for the set \{1, ..., \(d\)\}. Learning a classical distribution over \([d]\) in total variation distance can be done in \(O(d/\epsilon^2)\) samples [Gol17], therefore the interest in testing properties is to get a sample complexity \(o(d)\). The problem of testing uniformity was addressed in [GR11] and established to be \(O(\sqrt{d}/\epsilon^2)\) in successive works [Pan08; VV14]. More generally, the sample complexity of identity testing to a known distribution has been established to be \(\Theta(\sqrt{d}/\epsilon^2)\) [VV14; DKN15]. Identity testing for two unknown distribution is \(\Theta(\max(d^{1/2}/\epsilon^2, d^{2/3}/\epsilon^{4/3}))\) [Cha+14]. The problem of testing identity of collection of \(N\) distributions was introduced in the classical case in [LRR13] and solved in [DK16], obtaining \(\Theta(\max(\sqrt{dN}/\epsilon^2, d^{2/3}N^{1/3}/\epsilon^{4/3}))\) for the sampling model, where at each sample the tester receives one of \(N\) distributions with probability \(p_i\), and \(\Theta(\max(\sqrt{d}/\epsilon^2, d^{2/3}/\epsilon^{4/3}))\) for the query model, where the tester can choose the distribution to call at each sample. A problem related to testing identity of collections is testing independence of a distribution on \(\times_{i=1}^n [n_i]\), which was addressed by [Bat+01; LRR13; AD15] and solved in [DK16], which showed a tight sample...
1.3.2 Quantum state testing

It has been shown that the reconstruction of the classical description of an unknown state, quantum tomography, requires $\Theta(d^2/\epsilon^2)$ copies of the state [Haa+17; OW16; OW17]. These algorithms often include, as a subroutine, spectrum learning [ARS88; KW01; HM02; Chr06; Key06], which has sample complexity $O(d^2/\epsilon^2)$ [OW16], although a matching lower bound is available only for the empirical Young diagram estimator [OW15]. These results have been refined in the case the state is known to be close to a state of rank less than $k$. Quantum entropy estimation has been studied in [Ach+20]. The property testing approach to quantum properties has been reviewed in [MW16], where it is also shown that testing identity to a pure state requires $O(1/\epsilon^2)$. Testing identity to the maximally mixed state takes $\Theta(d^3/\epsilon^2)$ [OW15], and the same is true for a generic state and for testing identity between unknown states (with refinements if the state can be approximated by a rank $k$ state) [BOW19]. In [BOW19], identity testing between unknown states is done by first estimating their Hilbert-Schmidt distance with a minimum variance unbiased estimator, developing a general framework for efficient estimators of sums of traces of polynomials of states. This improves on a simple way to estimate the overlap $\Tr[\rho\sigma]$ between two unknown states, the swap test [Buh+01], while optimal estimation of the overlap between pure states with average error figures of merit has been addressed by a series of works [BRS04; BIMT06; LSB06; GI06; Fan+20]. In all of these cases, the algorithms considered are classical post-processing of the measurement used to learn the spectrum of a state, possibly repeated on nested sets of inputs. This measurement can be efficiently implemented, with gate complexity $O(n, \log d, \log 1/\delta)$ [BCH06; Har05; Kro19], where $n$ is the number of copies of the state, and $\delta$ is the precision of the implementation. This measurement is relevant for several quantum information tasks, for example in communication (see e.g. [Hay17a; Ben+14]). Testing identity of collections of quantum states in the query model has been established to be $\Theta(d^2/\epsilon^2)$ [Yu21], while the sampling model complexity was left open and is addressed in this paper. Independence testing is also addressed in [Yu21], obtaining a sample complexity $O(d_1d_2/\epsilon^2)$, which is tight up to logarithmic factors, using the identity test of [BOW19] for testing independence of a state on $\mathbb{C}^{d_1} \otimes \mathbb{C}^{d_2}$; similar results hold for the multipartite case (see also [HT16] for the asymptotic setting and [Bai+22] for an application of independence testing to identification of causal structure). Besides these optimality results, which are valid if one allows any measurement permitted by quantum mechanics, several results have been obtained in the case in which there are restrictions on the measurements: [BCL20] shows that the sample complexity for testing identity to the maximally mixed state with independent but possibly adaptive measurements is $\Omega(d^{4/3}/\epsilon^2)$ and $\Theta(d^{5/2}/\epsilon^2)$ for non-adaptive measurements, while the instance optimal case for the same problem is studied in [CLO22]; [Haa+17] shows that the sample complexity for tomography for non-adaptive measurements is $\Omega(d^3/\epsilon^2)$. Algorithms with Pauli measurements only have been considered [Yu21; Yu23], while a general review of the various approaches with attention to feasibility of the measurement can be found in [KR21].

2 Preliminaries

2.1 Distance measures for collection of distributions

Quantum states are positive operators in a Hilbert space, with trace one. In this work we consider states living in a Hilbert space of finite dimension $d$ and we make use of the Schatten operator norms [Hay17c]: $\|A\|_p = \Tr\left[\sqrt{A^\dagger A}ight]^{1/p}$. In particular, given $\rho$ and $\sigma$ two quantum
states of the system, we express their trace distance as $D_{\text{Tr}}(\rho, \sigma)$ and their Hilbert-Schmidt distance $D_{\text{HS}}(\rho, \sigma)$ as

$$D_{\text{Tr}}(\rho, \sigma) = \frac{||\rho - \sigma||_1}{2}, \quad D_{\text{HS}}(\rho, \sigma) = ||\rho - \sigma||_2.$$  \hspace{1cm} (8)

These quantities are connected via the following inequalities

$$\frac{1}{2} D_{\text{HS}}(\rho, \sigma) \leq D_{\text{Tr}}(\rho, \sigma) \leq \frac{\sqrt{d}}{2} D_{\text{HS}}(\rho, \sigma).$$  \hspace{1cm} (9)

We also recall that the trace distance admits a clear operational interpretation due to the Holevo-Helstrom theorem (see e.g. [Hay17c]): if a state is initialized as $\rho$ with probability $1/2$ and $\sigma$ with probability $1/2$, the maximum probability of success in identifying the state correctly is given by:

$$p_{\text{succ}}(\rho, \sigma) = \frac{1}{2} \left(1 + D_{\text{Tr}}(\rho, \sigma)\right).$$  \hspace{1cm} (10)

For $\rho$ and $\bar{\rho}$ as defined in Eq. (1) and (3), we introduce the quantity

$$\mathcal{M}_{\text{Tr}}(\rho) := \sum_{i=1}^{N} p_i D_{\text{Tr}}(\rho_i, \bar{\rho}) \leq \frac{1}{2} \sum_{i=1}^{N} p_i \sqrt{d D_{\text{HS}}^2(\rho_i, \bar{\rho})}.$$  \hspace{1cm} (11)

We also define the mean squared Hilbert-Schmidt distance of the model as

$$\mathcal{M}_{\text{HS}}(\rho) := \left[ \sum_{i=1}^{N} \sum_{j=1}^{N} p_i p_j D_{\text{HS}}^2(\rho_i, \rho_j) \right]^{1/2},$$  \hspace{1cm} (12)

observing that it can be equivalently expressed in terms of $\bar{\rho}$ as

$$\mathcal{M}_{\text{HS}}^2(\rho) := \sum_{i=1}^{N} \sum_{j=1}^{N} p_i p_j D_{\text{HS}}^2(\rho_i, \rho_j) = \sum_{i=1}^{N} \sum_{j=1}^{N} p_i p_j \text{Tr}[(\rho_i - \rho_j)^2]$$

$$= \sum_{i=1}^{N} \sum_{j=1}^{N} p_i p_j \text{Tr}[(\rho_i - \bar{\rho} + \bar{\rho} - \rho_j)^2]$$

$$= 2 \sum_{i=1}^{N} p_i \text{Tr}[(\rho_i - \bar{\rho})^2] - 2 \sum_{i=1}^{N} \sum_{j=1}^{N} p_i p_j \text{Tr}[(\rho_i - \bar{\rho})(\rho_j - \bar{\rho})]$$

$$= 2 \sum_{i=1}^{N} p_i D_{\text{HS}}^2(\rho_i, \bar{\rho}).$$  \hspace{1cm} (13)

Therefore we can derive the following important inequality

$$\mathcal{M}_{\text{Tr}}(\rho) = \sum_{i=1}^{N} p_i D_{\text{Tr}}(\rho_i, \bar{\rho}) \leq \frac{1}{2} \sum_{i=1}^{N} p_i \sqrt{d D_{\text{HS}}^2(\rho_i, \bar{\rho})}$$

$$\leq \frac{1}{2} \sqrt{\sum_{i=1}^{N} p_i \sqrt{\sum_{i=1}^{N} p_i d D_{\text{HS}}^2(\rho_i, \bar{\rho})}} = \sqrt{\frac{d}{2}} \mathcal{M}_{\text{HS}}(\rho),$$  \hspace{1cm} (14)

which will be used in the next section to obtain a test for $\mathcal{M}_{\text{Tr}}(\rho)$ starting from a test for $\mathcal{M}_{\text{HS}}(\rho)$.
If the state $\sigma$ is close to having rank $k$, in the sense that the sum of its largest $k$ eigenvalues is larger than $1 - \eta$, then the following inequality (proven in section 5.4 of [BOW19]) holds

$$D_{\text{Tr}}(\rho, \sigma) \leq \frac{\sqrt{k}}{c} D_{\text{HS}}(\rho, \sigma) + \eta,$$

with $c = 2 - \sqrt{2}$. Therefore, in the special case in which the average state $\bar{\rho}$ is $\eta$-close to having rank $k$, the inequality (14) can be improved by

$$\mathcal{M}_{\text{Tr}}(\rho) = \sum_{i=1}^{N} p_i D_{\text{Tr}}(\rho_i, \bar{\rho}) \leq \sum_{i=1}^{N} p_i \left( \frac{1}{c} \sqrt{k D_{\text{HS}}^2(\rho_i, \bar{\rho}) + \eta} \right)$$

$$= \frac{1}{c} \sum_{i=1}^{N} p_i \sqrt{k D_{\text{HS}}^2(\rho_i, \bar{\rho}) + \eta} = \frac{1}{c} \sum_{i=1}^{N} \sqrt{p_i k D_{\text{HS}}^2(\rho_i, \bar{\rho}) + \eta}$$

$$\leq \frac{1}{c} \sqrt{\sum_{i=1}^{N} p_i \sum_{i=1}^{N} p_i k D_{\text{HS}}^2(\rho_i, \bar{\rho}) + \eta} = \frac{\sqrt{k}}{c \sqrt{2}} \mathcal{M}_{\text{HS}}(\rho) + \eta.$$

In our analysis we will also need the following divergences for classical distributions $p,q$: the chi-squared divergence, defined as $d_{\chi^2}(p||q) := \sum_i \frac{(p_i - q_i)^2}{q_i}$; the Kullback-Leibler divergence, defined as $d_{KL}(p||q) := \sum_i p_i \log \frac{p_i}{q_i}$; and the total variation distance, defined as $d_{TV}(p||q) := \frac{1}{2} \sum_i |p_i - q_i|$, which corresponds to the trace distance between states which are diagonal in the same basis [CT05; SV16]. From the definition of Kullback-Leibler divergence, it follows that it is additive, i.e.

$$d_{KL} \left( \prod_{j=1}^{N} p^{(j)} || \prod_{j=1}^{N} q^{(j)} \right) = \sum_{j=1}^{N} d_{KL}(p^{(j)}||q^{(j)}).$$

We remind also that the total variation distance is related to the Kullback-Leibler divergence by Pinsker’s inequality:

$$d_{TV}(p,q) \leq \sqrt{\frac{1}{2} d_{KL}(p||q)},$$

and that the Kullback-Leibler can be bounded in terms of the chi-squared divergence, as:

$$d_{KL}(p,q) \leq \ln \left[ 1 + d_{\chi^2}(p,q) \right].$$

2.2 Schur-Weyl duality

In this section we review some key facts in group representation theory that are useful to discuss properties of i.i.d. quantum states. Consider the state space of $l$, $d$-dimensional systems, $\mathcal{H}_d^\otimes l$. This space carries the action of two different groups; the special unitary group of $d \times d$ complex matrices, $\text{SU}(d)$, and the permutation group of $l$ objects, $S_l$. Specifically, the groups $\text{SU}(d)$ and $S_l$ act on a basis $\{ |i_1 \rangle \otimes |i_2 \rangle \otimes ... \otimes |i_l \rangle \}_{i_1,i_2,...,i_l}$ of $\mathcal{H}_d^\otimes l$ via unitary representations $u_l : \text{SU}(d) \rightarrow U(\mathcal{H}_d^\otimes l)$, and $s_l : S_l \rightarrow U(\mathcal{H}_d^\otimes l)$ as follows

$$u_l(U) |i_1 \rangle \otimes |i_2 \rangle \otimes ... \otimes |i_l \rangle = U^\otimes l |i_1 \rangle \otimes |i_2 \rangle \otimes ... \otimes |i_l \rangle$$

$$= U |i_1 \rangle \otimes U |i_2 \rangle \otimes ... \otimes U |i_l \rangle, \quad \forall U \in \text{SU}(d)$$

(20)

$$s_l(\tau) |i_1 \rangle \otimes |i_2 \rangle \otimes ... \otimes |i_l \rangle = |\tau^{-1}(i_1) \rangle \otimes |\tau^{-1}(i_2) \rangle \otimes ... \otimes |\tau^{-1}(i_l) \rangle, \forall \tau \in S_l.$$
Observe that $[U^\otimes l, s_l(\tau)] = 0, \forall U \in \text{SU}(d)$, and $\forall \tau \in S_l$. Let $Y_{l,d}$ denote be the set of integer partitions of $l$ in at most $d$ parts written in decreasing order, pictorially represented by Young diagrams, where $l$ boxes are arranged into at most $d$ rows. $\lambda \in Y_{l,d}$ can then also be written as a vector $\lambda = (\lambda_1, \lambda_2, ..., \lambda_d)$ with $\lambda_1 \geq \lambda_2 \geq ... \geq \lambda_d$. Schur-Weyl duality [Hay17b; Hay17a] states that the total state space $\mathcal{H}_d^\otimes l$ can be decomposed as

$$\mathcal{H}_d^\otimes l \cong \bigoplus_{\lambda \in Y_{l,d}} U^{(\lambda)}(\text{SU}(d)) \otimes V^{(\lambda)}(S_l),$$

(21)

where the unitary irreducible representation (irrep) $u^{(\lambda)}$ of $\text{SU}(d)$ acts non-trivially on the factor $U^{(\lambda)}(\text{SU}(d))$ of dimension $\chi_\lambda$ and the irrep $s^{(\lambda)}$ of $S_l$ acts non-trivially on the factor $V^{(\lambda)}(S_l)$ of dimension $\omega_\lambda$. The use of the congruence sign in Eq. (21) indicates that this block decomposition is accomplished by a unitary transformation; in the case considered here this unitary is the Schur transform [BCH06; Har05; Kro19].

A state $\rho^\otimes l \in \mathcal{D}(\mathcal{H}_d^\otimes l)$ commutes with $s_l(\sigma)$ for any $\sigma$. By Schur’s lemma, $\rho^\otimes l$ can be decomposed in block diagonal form according to the isomorphism in Eq. (21).

$$\rho^\otimes l = \sum_{\lambda \in Y_{l,d}} \text{SW}_{\rho}^{l}(\lambda) \rho_\lambda \otimes \frac{1_\lambda}{\omega_\lambda},$$

(22)

where $\text{SW}_{\rho}^{l}(\lambda)$ is a probability distribution over the Young diagrams, which depends only on the number of copies $l$ and on the spectrum of $\rho$, and $\rho_\lambda$ are $\chi_\lambda$-dimensional states. Applying $u_l(U)$ with $U$ extracted from the Haar measure of $\text{SU}(d)$ gives

$$\mathcal{G}_{\text{SU}(d)}[\rho] := \int_{U \in \text{SU}(d)} dU U^\otimes l \rho^\otimes l U^\dagger \otimes l = \sum_{\lambda \in Y_{l,d}} \text{SW}_{\rho}^{l}(\lambda) \frac{1_\lambda}{\chi_\lambda} \otimes \frac{1_\lambda}{\omega_\lambda} = \sum_{\lambda \in Y_{l,d}} \text{SW}_{\rho}^{l}(\lambda) \frac{1_\lambda}{\chi_\lambda \omega_\lambda},$$

(23)

again by Schur’s lemma, where we defined the orthogonal set of projectors $\{\Pi_\lambda\}_{\lambda \in Y_{l,d}}$. The projective measurement with these projectors is called weak Schur sampling [Har05; Kro19], and it can be executed with gate complexity $O(l, \log d, \log 1/\delta)$, where $\delta$ is the precision of the implementation (that is, the maximum trace distance between pairs of states obtained applying the actual circuit implementation of the measurement and the ideal operation to the same pure state). Finally, for any decomposition $\mathcal{H}_d^\otimes l = \bigotimes_{i=1}^N H_d^{s_{m_i}}$ (where $\sum_{i=1}^N m_i = l$), one can define a family of weak Schur sampling projectors for each factor, $\{\Pi_{\lambda}^{(i)}\}_{\lambda \in Y_{m_i,d}}$. Since the elements of $\{\Pi_{\lambda}^{(i)}\}_{\lambda \in Y_{l,d}}$ commute with local permutations, they commute with the projectors $\{\bigotimes_{i=1}^N \Pi_{\lambda_i}^{(i)}\}_{\lambda_i \in Y_{m_i,d}}$. Indeed, we can decompose $\mathcal{H}_d^\otimes l$ according to irreducible representations of $S_{m_1} \times S_{m_2} \times ... \times S_{m_N}$; irreducible representations are labeled by $(\lambda_1, ..., \lambda_N)$, $\lambda_i \in Y_{m_i,d}$, appear in general with multiplicity, and the projector on all the irreducible components with label $(\lambda_1, ..., \lambda_N)$ is $\bigotimes_{i=1}^N \Pi_{\lambda_i}^{(i)}$. By Schur’s lemma, $\{\Pi_\lambda\}_{\lambda \in Y_{l,d}}$ should be block diagonal according to the decomposition given by $\{\bigotimes_{i=1}^N \Pi_{\lambda_i}^{(i)}\}_{\lambda_i \in Y_{m_i,d}}$. Therefore local and global weak Schur sampling can be done with a unique projective measurement, and the probabilities of the outcomes are the same if the two projective measurements are executed in any order. Therefore, this nested weak Schur sampling is also efficient, and it will give an implementation of the measurement required by the test we study in this paper.

3 Upper bound on the sample complexity

In order to prove Theorem 1.1 here we show a stronger version of such statement, i.e.
**Theorem 3.1.** Given access to $O\left(\frac{\sqrt{N}}{\delta}\right)$ samples of the state $\rho$ of Eq. (1), for $\delta > 0$ there is an algorithm which can distinguish with high probability whether $\mathcal{M}_{HS}^2(\rho) \leq 0.99\delta$ or $\mathcal{M}_{HS}^2(\rho) > \delta$.

The connection with Theorem 1.1 follows by the relations between the functionals $\mathcal{M}_{HS}(\rho)$ and $\mathcal{M}_{TV}(\rho)$ discussed in Sec. 2.1. Specifically we note that $\mathcal{M}_{TV}(\rho) = 0$ (case A) implies $\mathcal{M}_{HS}(\rho) = 0$, while having $\mathcal{M}_{TV}(\rho) > \epsilon$ (a constraint that holds in Case B) implies $\mathcal{M}_{HS}^2(\rho) > \frac{8\epsilon^2}{\sigma^2}$ by Eq. (14). Therefore a test satisfying the requests of Theorem 1.1 can be obtained by taking the algorithm identified by Theorem 3.1 with $\delta = \frac{8\epsilon^2}{\sigma^2}$. Incidentally we stress that the test can be performed by a two outcome POVMs $\{E_0^{(M)}, E_1^{(M)}\}$ when the number of copies of $\rho$ is $M$ (for any $M \geq 0$), obtained as projectors on the eigenvectors of the observable $\mathcal{D}_M$, defined in the following, with eigenvalues respectively larger or lower than a threshold; therefore, it is of the class of test on which we can apply Proposition A.1.

In a complete analogous way, Theorem 1.3 follows by calling the algorithm of Theorem 3.1 with $\delta = \frac{16(2-\sqrt{2})\epsilon^2}{k}$, and using the inequality (16).

The reminder of the section is hence devoted to the prove Theorem 3.1.

### 3.1 Building the estimator for $\mathcal{M}_{HS}^2$

To prove Theorem 3.1 we construct an unbiased estimator for $\mathcal{M}_{HS}^2$, generalizing the estimator of $D_{HS}^2 (\rho, \sigma)$ discussed in [BOW19]. We start noticing that via permutations that operate on the quantum registers conditioned on measurements performed on the classical registers, the density matrix $\rho^{\otimes M}$ describing $M$ sampling of the state $\rho$, can be cast in the following equivalent form

$$\rho^{(M)} := \sum_{\vec{m} \in P_M} M(\vec{m}) \rho^{\vec{m}} \rho^{|\vec{m}|} \otimes \rho^{|\vec{m}|}. \tag{24}$$

In this expression the summation runs over all vectors $\vec{m} = (m_1, m_2, \cdots, m_N)$ formed by integers that satisfy $m_1 + m_2 + \cdots + m_N = M$; while $M(\vec{m})$ is the multinomial distribution with $M$ extractions and probabilities $p = (p_1, p_2, \cdots, p_N)$, i.e.

$$M(\vec{m}) := \frac{M!}{m_1! \cdots m_N!} p_1^{m_1} p_2^{m_2} \cdots p_N^{m_N}; \tag{25}$$

the vectors $|\vec{m}| = |m_1, m_2, \cdots, m_N\rangle$ form an orthonormal set for the classical registers of the model; while finally

$$\rho^{|\vec{m}|} := \rho_1^{\otimes m_1} \otimes \rho_2^{\otimes m_2} \otimes \cdots \otimes \rho_N^{\otimes m_N}, \tag{26}$$

is a state of the quantum registers with $m_i$ elements initialized into $\rho_i$, which formally operates on a Hilbert space with tensor product structure $\otimes_{i=1}^N \mathcal{H}_i$, with $\mathcal{H}_i = (\mathbb{C}^d)^{\otimes m_i}$, with $m_i = 0, \ldots, M$. Exploiting the representation of Eq. (24) we then introduce the observable

$$\mathcal{D}_M := \sum_{\vec{m} \in P_M} |\vec{m}| \langle \vec{m}| \otimes \mathcal{D}^{\vec{m},M}, \tag{27}$$

with

$$\mathcal{D}^{\vec{m},M} := \sum_{i \neq j} \mathcal{D}_{ij}^{m_i,m_j,M}, \tag{28}$$

and

$$\mathcal{D}_{ij}^{m_i,m_j,M} := \frac{m_i(m_i-1)}{\mu^2 p_i} p_j \mathcal{O}_{ii}^{m_i,m_i} + \frac{m_j(m_j-1)}{\mu^2 p_j} p_i \mathcal{O}_{jj}^{m_j,m_j} - 2 \frac{m_i m_j}{\mu^2} \mathcal{O}_{ij}^{m_i,m_j}. \tag{29}$$
In the above expression $\mu > 0$ is a free parameter that will be fixed later on. The operators $O_{ij}^{m_i,m_j}$ are defined to be the average of all possible different transpositions $S \in \mathcal{S}_{ij}^{m_i,m_j}$ between two local copies of $\mathbb{C}^d$ in the spaces $\mathcal{H}_i$ and $\mathcal{H}_j$, with $i$ and $j$ possibly equal, i.e.

$$O_{ij}^{m_i,m_j} := \frac{1}{|\mathcal{S}_{ij}^{m_i,m_j}|} \sum_{S \in \mathcal{S}_{ij}^{m_i,m_j}} S .$$

(30)

Since each transposition is Hermitian, $O_{ij}^{m_i,m_j}$ is Hermitian too. Note that $|\mathcal{S}_{ij}^{m_i,m_j}| = m_im_j$ when $i \neq j$, while $|\mathcal{S}_{ii}^{m_i,m_i}| = m_i(m_i - 1)/2$.

The expectation values of $D_M$ on $\rho^{(M)}$ can be formally computed by exploiting the relations

$$\text{Tr}[O_{ii}^{m_i,m_i} \rho^{\vec{m}}] = \text{Tr}[O_{ii}^{m_i,m_i} \rho_i^{\otimes m_i}] = \text{Tr}[\rho_i^2] ,$$

where the first identity follows from the fact that $O_{ii}^{m_i,m_i}$ acts nontrivially only on registers containing copies of $\rho_i$, and

$$\text{Tr}[O_{ij}^{m_i,m_j} \rho^{\vec{m}}] = \text{Tr}[O_{ij}^{m_i,m_j} \rho_i^{\otimes m_i} \otimes \rho_j^{\otimes m_j}] = \text{Tr}[\rho_i \rho_j] ,$$

(32)

where the first identity follows from the fact that $O_{ij}^{m_i,m_j}$ acts not trivially only on registers containing copies of $\rho_i$ and $\rho_j$. Accordingly for $i \neq j$ we have

$$\text{Tr}[D_{ij}^{m_i,m_j,M} \rho^{\vec{m}}] = \frac{m_i(m_i - 1)}{\mu^2 p_i} p_j \text{Tr}[\rho_i^2] + \frac{m_j(m_j - 1)}{\mu^2 p_j} p_i \text{Tr}[\rho_j^2] - 2 \frac{m_i m_j}{\mu^2} \text{Tr}[\rho_i \rho_j] ,$$

(33)

which leads to

$$\text{Tr}[D_M \rho^{(M)}] = \sum_{\vec{m} \in \mathcal{P}_M} M(\vec{m})_{\vec{m},\vec{m}} \sum_{i \neq j} \left( \frac{m_i(m_i - 1)}{\mu^2 p_i} p_j \text{Tr}[\rho_i^2] + \frac{m_j(m_j - 1)}{\mu^2 p_j} p_i \text{Tr}[\rho_j^2] - 2 \frac{m_i m_j}{\mu^2} \text{Tr}[\rho_i \rho_j] \right) .$$

(34)

To simplify the analysis of the performance of a test based on $D_M$ we can invoke the equivalence of Proposition A.1 between the original model and its Poissonized version where the value of $M$ (and hence the density matrix $\rho^{(M)}$ that are presented to us) is randomly generated with probability $\text{Poi}_\mu(M)$ (notice that the mean value of the distribution is taken equal to parameter $\mu$ which enters the definition (29) of $D_{ij}^{m_i,m_j,M}$). Defining $\Gamma_M$ the set of eigenvalues of the observables $D_M$ (27), we then introduce a new estimator $D$ that produces outputs $X \in \Gamma := \bigcup_M \Gamma_M$ with probabilities

$$P_X := \sum_{M=0}^\infty \text{Poi}_\mu(M) \sum_{x \in \Gamma_M} \delta_{x,X} P_x^{(M)} ,$$

(35)

where $P_x^{(M)}$ is the probability of getting the outcome $x$ from $D_M$ when acting on $\rho^{(M)}$.

The following facts can then be proved:

**Proposition 3.1 (Unbiasedness).** Given $\mathbb{E}[D] := \sum_{X \in \Gamma} X P_X$ the mean value of the estimator $D$ we have

$$\mathbb{E}[D] = M_{\text{HS}}(\rho) .$$

(36)
Proof. From Eq. (35) and (34) we can write

\[ E[D] = \sum_{M=0}^{\infty} \text{Poi}_\mu(M) \sum_{x \in \Gamma_M} xP_x^{(M)} = \sum_{M=0}^{\infty} \text{Poi}_\mu(M) \text{Tr}[D_M \rho^{(M)}] \]

\[ = \sum_{M=0}^{\infty} \text{Poi}_\mu(M) \sum_{\vec{m} \in P_M} \text{M}(\vec{m})_{p,M} \times \sum_{i \neq j} \frac{m_i(m_i-1)}{\mu^2 p_i} p_j \text{Tr}[\rho_i^2] + \frac{m_j(m_j-1)}{\mu^2 p_j} p_i \text{Tr}[\rho_j^2] - 2 \frac{m_i m_j}{\mu^2} \text{Tr}[\rho_i \rho_j] \]

\[ = \sum_{m_1=0}^{\infty} \cdots \sum_{m_N=0}^{\infty} \text{Poi}_{p_1 \mu}(m_1) \cdots \text{Poi}_{p_N \mu}(m_N) \times \sum_{i \neq j} \frac{m_i(m_i-1)}{\mu^2 p_i} p_j \text{Tr}[\rho_i^2] + \frac{m_j(m_j-1)}{\mu^2 p_j} p_i \text{Tr}[\rho_j^2] - 2 \frac{m_i m_j}{\mu^2} \text{Tr}[\rho_i \rho_j] , \quad (37) \]

where in the second identity we used \( \sum_{x \in \Gamma_M} xP_x^{(M)} = \text{Tr}[D_M \rho^{(M)}] \), while in the last identity we exploit the fact that under Poissonization the random variables \( m_i \) become independent due to the property

\[ \sum_{M=0}^{\infty} \text{Poi}_\mu(M) \text{M}(\vec{m})_{p,M} = \prod_{i=1}^{N} \text{Poi}_{p_i \mu}(m_i) , \quad (38) \]

with \( \text{Poi}_{p_i \mu}(m_i) \) being a Poisson distribution of mean \( p_i \mu \). Equation (36) then finally follows from the identities

\[ \sum_{m_i=0}^{\infty} m_i \text{Poi}_{p_i \mu}(m_i) = \mu p_i , \quad \sum_{m_i=0}^{\infty} \frac{m_i(m_i-1)}{p_i} \text{Poi}_{p_i \mu}(m_i) = \mu^2 p_i . \quad (39) \]

\[ \square \]

**Proposition 3.2 (Bound on the variance).** The variance of the estimator \( D \), \( \text{Var}[D] := \sum_{X \in \Gamma} P_X(X - E[D])^2 \), satisfies the inequality

\[ \text{Var}[D] \leq O \left( \frac{N}{\mu^2} \right) + \frac{16 \gamma_{HS}^2(\rho)}{\mu} . \quad (40) \]

**Proof.** See Appendix B. \( \square \)

With these ingredients we can prove Theorem 3.1, following the proof of Lemma 2.1 of [BOW19], which is an application of Chebyshev inequality. We reproduce here the reasoning. Let us put \( c = \gamma_{HS}^2(\rho) \). By Chebyshev’s inequality, \( P(|D - c| \geq \epsilon) \leq \frac{\text{Var}[D]}{\epsilon^2} \). If \( c < 0.99 \), then we have, for \( C > 0 \) large enough and \( \mu = C \sqrt{\frac{N}{\Delta}} \),

\[ P(|D - c| \geq 0.005 \epsilon) \leq \frac{\text{Var}[D]}{0.005^2 \epsilon^2} \leq \left( O(1) \frac{1}{C^2} + \frac{16 \gamma_{HS}^2(\rho)}{C \sqrt{N}} \right) \frac{1}{0.005^2 \epsilon^2} \leq \frac{1}{3} , \quad (41) \]

therefore \( D \leq 0.99 \epsilon + 0.005 \epsilon = 0.995 \epsilon \) with high probability. If \( c \geq \delta \), then we have, for \( C > 0 \) large enough and \( \mu = C \sqrt{\frac{N}{\Delta}} \),

\[ P(|D - c| \geq 0.005 c) \leq \frac{\text{Var}[D]}{(0.005)^2 c^2} \leq \left( O(1) \frac{1}{C^2} + \frac{16 \gamma_{HS}^2(\rho)}{C \sqrt{N}} \right) \frac{1}{(0.005)^2 c^2} \leq \frac{1}{3} , \quad (42) \]

therefore \( D \geq c - 0.005 c \geq 0.995 \epsilon \) with high probability.
4 Lower bound on the sample complexity

We now explain the idea for proving the lower bound on $M$ that follows from Theorem 1.2. First of all we limit ourselves to even $d$, since for odd $d$ one can simply use the lower bound for $d - 1$. We also choose the probability distribution $p$ to be uniform, $p_i = 1/N$. The case $N = 2$ is a straightforward consequence of the lower bound in [OW15], which gives a lower bound of $\Omega(d/\epsilon^2)$, noting that with access to $M$ copies of $\rho_e$ one can simulate access to $M$ copies of

\[
\frac{1}{2} \left( \frac{d}{2} \otimes |1\rangle \langle 1| + \rho_e \otimes |2\rangle \langle 2| \right).
\]

**Lemma 4.1 (Corollary 4.3 of [OW15]).** Let $\rho_e$ be a quantum state with $d/2$ eigenvalues equal to $\frac{1+2\epsilon}{d}$ and the other $d/2$ eigenvalues equal to $\frac{1-2\epsilon}{d}$. Then any algorithm that can discern between the states $(I_d/d) \otimes M$ and $\rho_e \otimes M$ with a probability greater than $2/3$ must require $M \geq 0.15d/\epsilon^2$.

This is a lower bound for any $N$ smaller than a constant, say $N < 10$. Therefore we consider $N \geq 10$ in the following. We define two sets of collections of $N$ quantum states. The first set $A$ contains only one collection, namely a collection where all the states are the maximally mixed states. Clearly, the only element of $A$ is a collection satisfying the property of case $A$. For even $d$, the second set $B$ contains all the collections of states having $d/2$ eigenvalues equal to $\frac{1+8\epsilon}{d}$ and $d/2$ eigenvalues equal to $\frac{1-8\epsilon}{d}$. This means that all the states in a collection of $B$ can be written as $U_i \rho_0 U_i^\dagger$ for $\rho_0$ with the prescribed spectrum and $U_i$ arbitrary. If each $U_i$ is drawn independently according to the Haar measure of SU($d$), we show that the elements of $B$ satisfy property $B$ with probability larger than a constant. We also show an upper bound on the trace distance between $\rho_A$ and $\rho_B$, being respectively $M$ samples for a collection of all maximally mixed states and the average input of $M$ samples for collections in $B$. Explicitly, we have

\[
\rho_A = \left( \frac{1}{N} \sum_{i=1}^N |i\rangle \langle i| \otimes I_d \right) \otimes M,
\]

\[
\rho_B = \int_{U_1, \ldots, U_N \in SU(d)} dU_1 \ldots dU_N \left( \frac{1}{N} \sum_{i=1}^N |i\rangle \langle i| \otimes U_i \rho_0 U_i^\dagger \right) \otimes M.
\]

If a test capable of distinguishing with high probability between case $A$ and case $B$ exists, then it can be used to distinguish between $\rho_A$ and $\rho_B$. Since the probability of success in the latter task has to be lower than what we obtain from the bound on the trace distance, we obtain a lower bound on the sample complexity.

**Lemma 4.2.** Let $\{\rho_i\}_{i=1}^N$ be a collection of states such that $\frac{1}{N} \sum_{i=1}^N ||\rho_i - \bar{\rho}||_1 > 4\epsilon$.

Then $\frac{1}{N} \sum_{i=1}^N ||\rho_i - \sigma||_1 > 2\epsilon$ for any $\sigma$.

**Proof.** Suppose that we have $\frac{1}{N} \sum_{i=1}^N ||\rho_i - \sigma||_1 \leq 2\epsilon$ for some $\sigma$. By monotonicity of the trace distance, $||\rho - \sigma||_1 \leq 2\epsilon$. Then

\[
\frac{1}{N} \sum_{i=1}^N ||\rho_i - \bar{\rho}||_1 = \frac{1}{N} \sum_{i=1}^N ||\rho_i - \sigma + \sigma - \bar{\rho}||_1 \leq \frac{1}{N} \sum_{i=1}^N ||\rho_i - \sigma||_1 + ||\sigma - \bar{\rho}||_1 \leq 4\epsilon
\]

which is a contradiction. \(\square\)

**Lemma 4.3.** For $N > 10$, let $\{U_i \rho_0 U_i^\dagger\}_{i=1}^N$ be a collection of states in $B$ and $\rho$ as in Eq. (1), with $p_i = 1/N$. If each $U_i$ is drawn independently according to the Haar measure of SU($d$), the probability of having $\mathcal{M}_{\text{Tr}}(\rho) \geq 2\epsilon$ is at least

\[
P_{U_1, \ldots, U_N \sim U(d)} (\mathcal{M}_{\text{Tr}}(\rho) > 2\epsilon) \geq \frac{11}{15}.
\]
Proof. We denote $|k\rangle_{k=1,...,d}$ a basis of eigenvectors of $\rho_0$, such that

$$
\langle k | \rho_0 | k \rangle = \frac{1 + (-1)^k 8\epsilon}{d},
$$

and define

$$
\Theta := \sum_{k=1}^d (-1)^k |k\rangle\langle k|,
$$

We can write

$$
2\mathcal{M}_{T_1}(\rho) = \frac{1}{N} \sum_{i=1}^N \left\| \rho_i - \rho \right\|_1 = \frac{1}{N} \sum_{i=1}^N \left\| \frac{1}{N} \sum_{j=1}^N U_j \rho_0 U_j^\dagger - \rho \right\|_1 = \frac{1}{N} \sum_{i=1}^N \left\| \frac{1}{N} \sum_{j=1}^N U_i \rho_0 U_i^\dagger - \frac{1}{N} \sum_{j=1}^N U_j \rho_0 U_j^\dagger \right\|_1
$$

$$
= \frac{1}{N} \sum_{i=1}^N \left\| \rho_0 - \frac{1}{N} \sum_{j=1}^N U_i^\dagger U_j \rho_0 U_j^\dagger U_i \right\|_1 \geq \frac{1}{N} \sum_{i=1}^N \sum_{k=1}^d \left| \langle k | \rho_0 | k \rangle - \langle k | \frac{1}{N} \sum_{j=1}^N U_i^\dagger U_j \rho_0 U_j^\dagger U_i | k \rangle \right|.
$$

We can observe now that, from (47) it follows that $\frac{1 \pm 8\epsilon}{d}$ are maximum/minimum eigenvalues of $\rho_0$, so that

$$
\langle k | \rho_0 | k \rangle (k \text{ odd}) = \frac{1 - 8\epsilon}{d} \leq \langle k | U_i^\dagger U_j \rho_0 U_j^\dagger U_i | k \rangle \leq \frac{1 + 8\epsilon}{d} = \langle k | \rho_0 | k \rangle (k \text{ even});
$$

and therefore

$$
\sum_{k=1}^d \left| \langle k | \rho_0 | k \rangle - \langle k | \frac{1}{N} \sum_{j=1}^N U_i^\dagger U_j \rho_0 U_j^\dagger U_i | k \rangle \right| = (-1)^k \left( \langle k | \rho_0 | k \rangle - \langle k | \frac{1}{N} \sum_{j=1}^N U_i^\dagger U_j \rho_0 U_j^\dagger U_i | k \rangle \right)
$$

Replacing (51) into (49) we have

$$
2\mathcal{M}_{T_1}(\rho) \geq \frac{1}{N} \sum_{i=1}^N \sum_{k=1}^d (-1)^k \left( \langle k | \rho_0 | k \rangle - \langle k | \frac{1}{N} \sum_{j=1}^N U_i^\dagger U_j \rho_0 U_j^\dagger U_i | k \rangle \right)
$$

$$
= 8\epsilon - \frac{1}{N^2} \sum_{i=1}^N \sum_{k=1}^d (-1)^k \sum_{j=1}^N \langle k | U_i^\dagger U_j \rho_0 U_j^\dagger U_i | k \rangle
$$

$$
= 8\epsilon - \frac{1}{N^2} \sum_{i=1}^N \sum_{j=1}^N \sum_{k=1}^d (-1)^k \langle k | U_i^\dagger U_j \rho_0 U_j^\dagger U_i | k \rangle
$$

$$
= 8\epsilon - \frac{1}{N^2} \sum_{i=1}^N \sum_{j=1}^N \sum_{k=1}^d \langle k | U_i^\dagger U_j \rho_0 U_j^\dagger U_i | k \rangle = 8\epsilon - \frac{1}{N^2} \sum_{i=1}^N \sum_{j=1}^N \sum_{k=1}^d \langle k | U_i^\dagger U_j \rho_0 U_j^\dagger U_i | k \rangle
$$

Now observe that $\rho_0 = \frac{1}{d} (I + 8\epsilon \Theta)$. Therefore

$$
\sum_{i=1}^N \sum_{j=1}^N \text{Tr} \left[ \hat{\Theta} U_i^\dagger U_j \rho_0 U_j^\dagger U_i \right] = \frac{1}{d} \sum_{i=1}^N \sum_{j=1}^N \text{Tr} \left[ \hat{\Theta} U_i^\dagger U_j \rho_0 U_j^\dagger U_i \right] + \frac{8\epsilon}{d} \sum_{i=1}^N \sum_{j=1}^N \text{Tr} \left[ \hat{\Theta} U_i^\dagger U_j \hat{\Theta} U_j^\dagger U_i \right]
$$

$$
= \frac{8\epsilon}{d} \sum_{i=1}^N \text{Tr} \left[ \left( \sum_{i=1}^N U_i \hat{\Theta} U_i^\dagger \right) \left( \sum_{j=1}^N U_j \hat{\Theta} U_j^\dagger \right) \right] \geq 0.
$$
Since the latter term of (52) is always positive, we may use the Markov’s inequality on it. Its expected value is:

$$E_{U_1,\ldots,U_N \sim U(d)} \left[ \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \text{Tr} [ \hat{\Theta} U_i^\dagger U_j \rho_0 U_j^\dagger U_i] \right] = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \text{E}_{U_1,\ldots,U_N \sim U(d)} \left[ \text{Tr} [ \hat{\Theta} U_i^\dagger U_j \rho_0 U_j^\dagger U_i] \right]$$

$$= \frac{1}{N^2} \sum_{j=1}^{N} \sum_{i=1}^{N} 8 \epsilon \delta_{ij} = \frac{8 \epsilon}{N} .$$

(54)

Therefore, using Markov inequality, we can write

$$P_{U_1,\ldots,U_N \sim U(d)} \left( \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \text{Tr} [ \hat{\Theta} U_i^\dagger U_j \rho_0 U_j^\dagger U_i] \geq 3 \epsilon \right) \leq \frac{8}{3N}$$

(55)

Combining (55) with (52), we have

$$P_{U_1,\ldots,U_N \sim U(d)} (\mathcal{M}_{\text{Tr}}(\rho) > 2 \epsilon) \geq 1 - \frac{8}{3N} \geq \frac{11}{15}, \quad N \geq 10$$

(56)

\[ \square \]

Lemma 4.4.

$$D_{\text{TV}}(\rho_A, \rho_B) \leq 16 \epsilon^2 M \frac{d \sqrt{N}}{d \sqrt{N}}$$

(57)

Proof. We have that

$$D_{\text{TV}}(\rho_A, \rho_B) = E_{\tilde{m} \sim \mathcal{M}_{\rho}, N, M} \left[ D \left( \left( \frac{1}{d} \right)^{\bigotimes M} \otimes \int_{U_i \in SU(d)} dU_1 \ldots dU_N \otimes \left( U_i \rho_0 U_i^\dagger \right)^{\bigotimes m_i} \right) \right]$$

(58)

Using Schur-Weyl duality, we can write $\rho_A$ and $\rho_B$ as

$$\left( \frac{1}{d} \right)^{\bigotimes M} = \bigotimes_{i=1}^{N} \left( \sum_{\lambda \in Y_{m_i,d}} \text{SW}_{I/d}(\lambda) \frac{I(d, \lambda, m_i) \times d(\lambda, m_i)}{d(\lambda, m_i)} \right)$$

(59)

$$\int_{U_i \in SU(d)} dU_1 \ldots dU_N \otimes \left( U_i \rho_0 U_i^\dagger \right)^{\bigotimes m_i} = \bigotimes_{i=1}^{N} \left( \sum_{\lambda \in Y_{m_i,d}} \text{SW}_{\rho_0}(\lambda) \frac{I(d, \lambda, m_i) \times d(\lambda, m_i)}{d(\lambda, m_i)} \right),$$

(60)

where $Y_{m_i,d}$ is a set of Young diagrams and $\text{SW}_{\rho}(\lambda)$ is a probability distribution over Young diagrams which depends only on the spectrum of $\rho$. Defining

$$\mathfrak{D}_0^\epsilon = \text{SW}_{\rho_0}^{m_1} \times \cdots \text{SW}_{\rho_0}^{m_i}, \quad \mathfrak{D}_0^\epsilon = \text{SW}_{\rho_0}^{m_1} \times \cdots \text{SW}_{\rho_0}^{m_i},$$

(61)

we have

$$D_{\text{TV}}(\rho_A, \rho_B) = E_{\tilde{m} \sim \mathcal{M}_{\rho}, N, M} d_{\text{TV}}(\mathfrak{D}_0^\epsilon, \mathfrak{D}_0^\epsilon)$$

(62)

First of all we invoke the from [OW15]:

$$d_{\chi^2}(\text{SW}_{\rho}^n || \text{SW}_{I/d}^n) \leq \exp \left( 256 n^2 \epsilon^4 / d^2 \right) - 1$$

(63)
Our first observation is that, when $m_i = 1$, (63) can be improved noticing that $d_{KL}(SW^{m_i}_\rho || SW^{m_i}_{I/d}) = 0$ for every possible state $\rho_i$ (since there is only one possible partition of $n = 1$ - in other words, we gain no information on whether the state is mixed by measuring a single copy). This observation, together with (63) and (19), imply that

$$d_{KL}(SW^{m_i}_\rho || SW^{m_i}_{I/d}) \leq 2561^{m_i} > 1 \cdot m_i^2 \epsilon^4.$$  

Using (17) and (64) we can write

$$D_{TV}(\rho_A, \rho_B) = E_{\vec{m} \sim M, \vec{p}, N, M} \frac{1}{2} d_{TV}(\mathcal{D}^{\vec{m}}_0, \mathcal{D}^{\vec{m}}_\epsilon) \leq E_{\vec{m} \sim M, \vec{p}, N, M} \sqrt{\frac{1}{2} d_{KL}(\mathcal{D}^{\vec{m}}_0, \mathcal{D}^{\vec{m}}_\epsilon)} \leq \sqrt{1 \frac{1}{2} N \sum_{i=1}^{N} \frac{256}{d^{2}} \left(1^{m_i} > 1 \cdot m_i^2 \epsilon^4 \right)} \leq 16 \epsilon^2 M \frac{d}{\sqrt{N}},$$

where the first inequality is from Pinsker’s inequality, the second equality is the additivity of the Kullback-Leibler divergence, the third inequality is from concavity of the square root.

It is now immediate to prove Theorem 1.2

**Proof of Theorem 1.2.** If an algorithm as in Theorem 1.2 exists, one can use it to try to discriminate between $\rho_A$ and $\rho_B$. By also invoking the Holevo-Helstrom bound Eq. (10), the probability of success has to satisfy

$$\frac{1}{2} \left(1 + 16 \frac{\epsilon^2 M}{d \sqrt{N}} \right) \geq p_{\text{succ}} \geq \frac{1}{2} \left(\frac{11}{15} + 1 \right)^2 \frac{1}{3}.$$  

Therefore

$$M \geq 4 \cdot 10^{-3} \frac{\sqrt{N} d}{\epsilon^2}.$$  

5 Implementation of the optimal measurement

The measurement of the test defined in Section 3 to prove Theorem 1.1 can be implemented on a quantum computer with gate complexity $O(M, \log d, \log 1/\delta)$, where $\delta$ is the precision of the implementation, because it can be realized with a sequence of weak Schur sampling measurements. This was already shown for the observable of [BOW19] for $N = 2$ and it can be easily be shown to be true in the general case too. Indeed, in [BOW19] it is shown that $O^{m_i, m_i}$ can be written as

$$O^{m_i, m_i} = \sum_{\lambda \in \mathcal{V}_{m_i, d}} TN(\lambda) \Pi^{(i)}_\lambda.$$
where $Y_{m,d}$ are Young diagrams, $\Pi\lambda$ is a complete set of orthogonal projectors and $TN(\lambda) = \frac{1}{n(n-1)} \sum_{i=1}^{d} ((\lambda_i - i + 1/2)^2 - (-i + 1/2)^2)$. We now define $O$ to be the average of all transposition on $H_d^{\otimes M}$, for which we have:

$$O = \sum_{\lambda \in Y_{M,d}} TN(\lambda) \Pi\lambda. \quad (69)$$

Using that

$$\frac{M(M-1)}{2} O = \frac{1}{2} \sum_{i \neq j} m_im_j O_{ij}^{m_i,m_j} + \sum_{i=1}^{N} \frac{m_i(m_i-1)}{2} O_{ii}^{m_i,m_i}, \quad (70)$$

we have

$$D_{M,M}^{m,M} := \sum_{i \neq j} D_{ij}^{m_i,m_j,M} = \sum_{i=1}^{N} \frac{2m_i(m_i-1)(1-p_i)}{\mu^2 p_i} O_{ii}^{m_i,m_i} - \sum_{i \neq j} 2\frac{m_im_j}{\mu^2} O_{ij}^{m_i,m_j}.$$

$$= \sum_{i=1}^{N} \frac{2m_i(m_i-1)}{\mu^2 p_i} O_{ii}^{m_i,m_i} - \frac{2M(M-1)}{\mu^2} O. \quad (71)$$

Since $[\Pi\lambda, \otimes_{i=1}^{N} \Pi^{(i)}\lambda] = 0$, the measurement can be implemented efficiently by nested weak Schur sampling.

6 Conclusions and remarks

We have established the sample complexity of testing identity of collections of quantum states in the sampling model, with a test that can be also implemented efficiently in terms of gate complexity. Note that for this problem one could have used the independence tester of [Yu21], based on the identity test of [BOW19], since if the state in the collection are equal the input of our problem in Eq. (1) is a product state, and far from it otherwise. However, the guaranteed sample complexity in this case would have been $O(Nd/\epsilon^2)$, and to get $\sqrt{N}d/\epsilon^2$ we need to make use of the fact that the state in Eq. (1) is a classical-quantum state and that we know the classical marginal. This is a state of zero discord [HV01; OZ01; ABC16], and one could ask how the sample complexity differ if the discord is not zero, for example if the states $|i\rangle$ are not orthogonal. This could be seen as an example of quantum inference problem with quantum flags, proved useful in other contexts, e.g. the evaluation of quantum capacities [SSW08; LDS18; FKG20; KFG22; Wan21; FKG21]. More generally, an interesting problem would be to study the sample complexity of independence testing with constraints on the structure of the state, with a rich variety of scenarios possible.
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A Equivalence of sampling model and Poissonized model

The equivalence of the Poisson model with the original one can be formalised in the following propositions.

Proposition A.1. Suppose that given access to \(M\) copies of the state \(\rho\) of Eq. (1), where \(M\) is extracted from a Poisson distribution with mean \(\mu\), there is a test \(P_{test}\) such that

\[
\begin{align*}
P(P_{test} \mapsto \text{accept} | \text{Case A}) &> 3/4, \\
P(P_{test} \mapsto \text{accept} | \text{Case B}) &< 1/4,
\end{align*}
\]

and it can be performed by a two-outcome POVM \(\{E_0^{(M)}, E_1^{(M)}\}\) for each \(M\). Then, provided that \(\mu\) is larger than a fixed constant, there is a test in the sampling model using \(2\mu\) copies of \(\rho\) satisfying

\[
\begin{align*}
P(test \mapsto \text{accept} | \text{Case A}) &> 2/3, \\
P(test \mapsto \text{accept} | \text{Case B}) &< 1/3.
\end{align*}
\]

Proof. Given \(2\mu\) copies of \(\rho\), we construct the following test. We extract \(M\) from a Poisson distribution with mean \(\mu\). If \(M \leq 2\mu\), we perform the measurement \(\{E_0^{(M)}, E_1^{(M)}\}\), otherwise we declare failure. The difference of the acceptance probabilities of \(test\) and \(P_{test}\) is

\[
P(P_{test} \mapsto \text{accept}) - P(test \mapsto \text{accept})
= \sum_{M=0}^{2\mu} \text{Poi}_\mu(M) \left( \text{Tr} \left[ E_0^{(M)} \rho^\otimes M \right] - \text{Tr} \left[ E_0^{(M)} \rho^\otimes M \right] \right) + \sum_{M=2\mu+1}^{\infty} \text{Poi}_\mu(M) \left( \text{Tr} \left[ E_0^{(M)} \rho^\otimes M \right] - 0 \right)
= \sum_{M=2\mu+1}^{\infty} \text{Poi}_\mu(M) \text{Tr} \left[ E_0^{(M)} \rho^\otimes M \right],
\]

which implies

\[
0 \leq P(P_{test} \mapsto \text{accept}) - P(test \mapsto \text{accept}) \leq \sum_{M=2\mu+1}^{\infty} \text{Poi}_\mu(M) = P_{M \sim \text{Poi}_\mu}(M > 2\mu).
\]

Invoking hence the Cramér-Chernoff tail bound on the Poisson distribution \([BLM13]\), i.e.

\[
P_{M \sim \text{Poi}_\mu}(M \geq t) \leq e^{-\mu h(t/\mu)} \quad h(x) = (1 + x) \log(1 + x) - x,
\]
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and setting \( \mu > 2 \), from Eq. (75) we then get

\[
0 \leq P(\text{Ptest} \rightarrow \text{"accept"}) - P(\text{test} \rightarrow \text{"accept"}) \leq e^{-\mu h(2)} < 1/10 ,
\]

from which the statement of the proposition follows.

**Proposition A.2.** Suppose that given access to \( M \) copies of the state \( \rho \) of Eq. (1), there is a test \( \text{Ptest} \) such that

\[
\begin{align*}
&P(\text{Ptest} \rightarrow \text{"accept"} | \text{Case A}) > 3/4 , \\
&P(\text{Ptest} \rightarrow \text{"accept"} | \text{Case B}) < 1/4 ,
\end{align*}
\]

and it can be performed by a two-outcome POVM \( \{E_0^{(M)}, E_1^{(M)}\} \). Then, provided that \( M \) is larger than a fixed constant, there is a test in the Poissonized sampling model using \( M' \) copies of \( \rho \) where \( M' \) is extracted from a Poisson distribution with mean \( 2M \), satisfying

\[
\begin{align*}
&P(\text{test} \rightarrow \text{"accept"} | \text{Case A}) > 2/3 , \\
&P(\text{test} \rightarrow \text{"accept"} | \text{Case B}) < 1/3 .
\end{align*}
\]

**Proof.** We have that [BLM13],

\[
P_{M' \sim \text{Poi}_{2M}}(M' \leq t) \leq e^{-2Mh(-t/(2M))} h(x) = (1 + x) \log(1 + x) - x .
\]

Therefore, if \( M > 16 \)

\[
P_{M' \sim \text{Poi}_{2M}}(M' \leq M) \leq e^{-2Mh(-1/2)} < 1/10 .
\]

with high probability \( M' > M \) and we can use \( \text{Ptest} \) on \( M \) copies.

## B Proof of Proposition 3.2

As in the proof of Proposition 3.1 we can invoke Eqs. (35), (34) and the identity \( \sum_{x \in \Gamma_M} x^2 P_x^{(M)} = \text{Tr} \left[ D^2_M \rho^{(M)} \right] \) to write

\[
\text{Var}[D] = \sum_{M=0}^{\infty} \text{Poi}_M(M) \text{Tr} \left[ D^2_M \rho^{(M)} \right] - \text{E}[D]^2 \\
= \sum_{M=0}^{\infty} \text{Poi}_M(M) \sum_{\vec{m} \in \mathcal{P}_M} \text{M}^{(\vec{m})} \text{Tr} \left[ (D^{\vec{m},M})^2 \rho^{\vec{m}} \right] - \text{E}[D]^2 ,
\]

where the last passage involves (27) and (24). Replacing Eqs. (24), (28), and (29) into \( \text{Tr} \left[ (D^{\vec{m},M})^2 \rho^{\vec{m}} \right] \) reveals that such term can be written as a linear combination of the expectation values of the operators \( O_{ij}^{m_i,m_j} O_{kl}^{m_k,m_l} \) on \( \rho^{\vec{m}} \) which are complicated functions of the random variable \( m_i \) and traces of powers of the \( \rho_i \) reported in the next subsection. Invoking hence (38) to decouple the averages over the \( m_i \) we can finally write

\[
\text{Var}[D] = V_1 + V_2 ,
\]
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where setting $\text{Var}_\rho[O] := \text{Tr}[(O - \text{Tr}[O\rho])^2\rho]$, we defined

$$V_1 = \sum_{m_l \sim \text{Poi}(p_l\mu)} \text{Var}_\rho\left[D^{m_l,M}\right],$$

$$V_2 = \sum_{m_l \sim \text{Poi}(p_l\mu)} \left(\text{Tr}\left[D^{m_l,M}\rho^{m_l}\right] - \sum_{i,j} p_i p_j D_{HS}(\rho_i, \rho_j)^2\right),$$

(we remind that the expression $m_l \sim \text{Poi}(p_l\mu)$ indicates that the random variables $m_l$ are extracted from a Poisson distribution of mean $p_l\mu$).

### B.1 Bound on $V_1$

The covariance of two observables $O, O'$ on a state $\rho$ is defined as

$$\text{Cov}_\rho[O, O'] := \text{Tr}[(O - \text{Tr}[O\rho])(O' - \text{Tr}[O'\rho])\rho].$$

The covariances of the observables $O_{ij}^{m_i,m_j}$ on $\rho^{m_l}$, read:

$$\text{Var}_\rho\left(O_{ii}^{m_i,m_i}\right) = \frac{2}{m_i(m_i - 1)}(1 - \text{Tr}[\rho_i^2])^2 + \frac{4(m_i - 2)}{m_i(m_i - 1)}(\text{Tr}[\rho_i^2] - (\text{Tr}[\rho_i])^2),$$

$$\text{Var}_\rho\left(O_{ij}^{m_i,m_j}\right) = \frac{1}{m_im_j} + \frac{1}{m_im_j} \text{Tr}[\rho_i\rho_j]^2$$

$$+ \frac{1}{m_i} \left(1 - \frac{1}{m_i}\right)\text{Tr}[\rho_i^2\rho_j] + \frac{1}{m_j} \left(1 - \frac{1}{m_j}\right)\text{Tr}[\rho_i\rho_j^2] \quad i \neq j$$

$$\text{Cov}_\rho\left(O_{ii}^{m_i,m_i}, O_{ij}^{m_i,m_j}\right) = \frac{2}{m_i}\left(\text{Tr}[\rho_i^2\rho_j] - \text{Tr}[\rho_i^2]\text{Tr}[\rho_i\rho_j]\right) \quad i \neq j$$

$$\text{Cov}_\rho\left(O_{ij}^{m_i,m_j}, O_{ik}^{m_i,m_k}\right) = \text{Tr}[\rho_i\rho_j\rho_k] - \text{Tr}[\rho_i\rho_j]\text{Tr}[\rho_i\rho_k] \quad i \neq j \wedge i \neq k \wedge j \neq k$$

$$\text{Cov}_\rho\left(O_{ij}^{m_i,m_j}, O_{kl}^{m_i,m_l}\right) = 0 \quad i,j,k,l \text{ all different},$$

Replacing the above expressions into (84), we can rewrite it as

$$V_1 = \sum_{m_l \sim \text{Poi}(p_l\mu)} \text{Var}_\rho\left[\sum_{i \neq j} \left(\frac{m_i(m_i - 1)}{\mu^2 p_i} p_j O_{ii}^{m_i,m_i} + \frac{m_j(m_j - 1)}{\mu^2 p_j} p_i O_{jj}^{m_j,m_j} - \frac{2m_im_j}{\mu^2} O_{ij}^{m_i,m_j}\right)\right]$$

$$\sum_{i} \frac{4}{m_i \sim \text{Poi}(p_i\mu)} \frac{m_i^2(m_i - 1)^2}{\mu^4 p_i^2} (1 - p_i)^2 \text{Var}[O_{ii}^{m_i,m_i}] + 8 \sum_{i \neq j} \frac{m_i^2 m_j^2}{\mu^4} \text{Var}[O_{ij}^{m_i,m_j}]$$

$$- 16 \sum_{i \neq j} \frac{m_i^2 m_j m_l}{\mu^4 p_i} (1 - p_i) \text{Cov}[O_{ii}^{m_i,m_i}, O_{ij}^{m_j,m_j}]$$

$$+ 16 \sum_{i \neq j \neq k} \frac{m_i^2 m_j m_k}{\mu^4} \text{Cov}[O_{ij}^{m_i,m_j}, O_{ik}^{m_i,m_k}]$$

Now we proceed to evaluate separately each term of (92).
From (87) we get

\[
\mathbb{E}_{m_i \sim \text{Poi}(p_i, \mu)} \left[ \frac{m_i^2(m_i - 1)^2}{\mu^4 p_i^2} (1 - p_i)^2 \text{Var}[O_{ii}^{m_i, m_i}] \right] = \mathbb{E}_{m_i \sim \text{Poi}(p_i, \mu)} \left[ \frac{m_i(m_i - 1)}{\mu^4 p_i^2} (1 - p_i)^2 [2(1 - (\text{Tr}[\rho_i^2]))^2 + 4(m_i - 2)(\text{Tr}[\rho_i^3] - (\text{Tr}[\rho_i^2])^2] \right]
\]
\[
= \mu^2 p_i^2 (1 - p_i)^2 [2(1 - (\text{Tr}[\rho_i^2]))^2 + 4\mu p_i(\text{Tr}[\rho_i^3] - (\text{Tr}[\rho_i^2])^2] \leq \frac{4p_i(1 - p_i)^2}{\mu} (\text{Tr}[\rho_i^3] - (\text{Tr}[\rho_i^2])^2 + O(1/\mu^2)
\]

where in the third line we used the fact that \(\mathbb{E}[m_i(m_i - 1)] = \mu^2 p_i^2\) and \(\mathbb{E}[m_i(m_i - 1)(m_i - 2)] = \mu^3 p_i^3\) for a Poisson distribution with mean \(\mu p_i\).

Analogously, from (88) we have

\[
\mathbb{E}_{m_i \sim \text{Poi}(p_i, \mu), m_j \sim \text{Poi}(p_j, \mu)} \left[ \frac{m_i^2 m_j^2}{\mu^4} \text{Var}[O_{ij}^{m_i, m_j}] \right] = \mathbb{E}_{m_i \sim \text{Poi}(p_i, \mu), m_j \sim \text{Poi}(p_j, \mu)} \left[ \frac{m_i m_j}{\mu^4} (1 + (1 - m_i - m_j) \text{Tr}[\rho_i \rho_j] + (m_i - 1) \text{Tr}[\rho_i^2 \rho_j] + (m_j - 1) \text{Tr}[\rho_i \rho_j^2]) \right] \leq \frac{p_i p_j^2 \text{Tr}[\rho_i \rho_j^2] + p_j^2 \text{Tr}[\rho_j \rho_i^2] - p_i p_j (p_i + p_j) \text{Tr}[\rho_i \rho_j]^2}{\mu} + \frac{2p_i p_j}{\mu^2}
\]

The corresponding contribution from (89) is

\[
\mathbb{E}_{m_i \sim \text{Poi}(p_i, \mu), m_j \sim \text{Poi}(p_j, \mu)} \left[ \frac{m_i^2(m_i - 1)m_j}{\mu^4 p_i} (1 - p_i) \text{Cov}[O_{ii}^{m_i, m_i}, O_{ij}^{m_i, m_j}] \right] = \mathbb{E}_{m_i \sim \text{Poi}(p_i, \mu), m_j \sim \text{Poi}(p_j, \mu)} \left[ \frac{m_i(m_i - 1)m_j}{\mu^4 p_i} (1 - p_i) 2 \left( \text{Tr}[\rho_i^2 \rho_j] - \text{Tr}[\rho_i^2] \text{Tr}[\rho_i \rho_j] \right) \right] = \frac{(1 - p_i)p_i p_j}{\mu} 2 \left( \text{Tr}[\rho_i^2 \rho_j] - \text{Tr}[\rho_i^2] \text{Tr}[\rho_i \rho_j] \right)
\]

Finally, from (90) we have

\[
\mathbb{E}_{m_i \sim \text{Poi}(p_i, \mu), m_j \sim \text{Poi}(p_j, \mu), m_k \sim \text{Poi}(p_k, M)} \left[ \frac{m_i^2 m_j m_k}{\mu^4} \text{Cov}[O_{ij}^{m_i, m_j}, O_{ik}^{m_i, m_k}] \right] = \mathbb{E}_{m_i \sim \text{Poi}(p_i, \mu), m_j \sim \text{Poi}(p_j, \mu), m_k \sim \text{Poi}(p_k, M)} \left[ \frac{m_i m_j m_k}{\mu^4} (\text{Tr}[\rho_i \rho_j \rho_k] - \text{Tr}[\rho_i \rho_j] \text{Tr}[\rho_k]) \right] = \frac{p_i p_j p_k}{\mu} (\text{Tr}[\rho_i \rho_j \rho_k] - \text{Tr}[\rho_i \rho_j] \text{Tr}[\rho_k])
\]
Inserting (93), (94) and (96) into (92) we can finally write

$$V_1 = 16 \sum_i \frac{p_i(1-p_i)^2}{\mu} (\text{Tr}[\rho_i^3] - (\text{Tr}[\rho_i^2])^2)$$

$$+ 8 \sum_{i \neq j} \frac{p_ip_j^2}{\mu} \text{Tr}[\rho_i \rho_j^2] + p_j p_i^2 \text{Tr}[\rho_j \rho_i^2] - p_i p_j (p_i + p_j) \text{Tr}[\rho_i \rho_j]^2$$

$$- 32 \sum_{i \neq j} \frac{(1 - p_i)p_ip_j}{\mu} \left( \text{Tr}[\rho_i^2 \rho_j] - \text{Tr}[\rho_i^2] \text{Tr}[\rho_i \rho_j] \right)$$

$$+ 16 \sum_{i \neq j \neq k \neq i} \frac{p_ip_j p_k}{\mu} \left( \text{Tr}[\rho_i \rho_j \rho_k] - \text{Tr}[\rho_i \rho_j] \text{Tr}[\rho_i \rho_k] \right) + O(N/\mu^2) \tag{97}$$

**B.2 Bound on $V_2$**

We start defining the quantities

$$o_{ii} = \left( \frac{m_i(m_i - 1)}{\mu^2 p_i} - p_i \right) \text{Tr}[\rho_i^2], \quad o_{ij} = \left( \frac{m_i m_j}{\mu^2} - p_i p_j \right) \text{Tr}[\rho_i \rho_j], \quad i \neq j. \tag{98}$$

Noting that

$$\text{Tr}[D^m \rho^m] - \sum_{i,j} p_i p_j D_{HS}^2(\rho_i, \rho_j) = \sum_{i,j} (p_j o_{ii} + p_i o_{jj} - 2o_{ij}) \tag{99}$$

we can rewrite (85) as

$$V_2 = \sum_i \frac{4(1-p_i)^2}{m_i \sim \text{Poi}(p_i, \mu)} \mathbb{E} \left[ o_{ii}^2 \right] + 8 \sum_{i \neq j} \frac{m_i}{m_j \sim \text{Poi}(p_i, \mu)} \mathbb{E} \left[ o_{ij}^2 \right]$$

$$+ 16 \sum_{i \neq j \neq k \neq i} \frac{m_i}{m_j \sim \text{Poi}(p_i, \mu)} \frac{m_j}{m_k \sim \text{Poi}(p_i, \mu)} \mathbb{E} \left[ o_{ij} o_{jk} \right] - 16 \sum_{i \neq j} \frac{1 - p_i}{m_i \sim \text{Poi}(p_i, \mu)} \mathbb{E} \left[ o_{ii} o_{ij} \right] \tag{100}$$

The expected values which appear in (100) can be easily computed:

$$\mathbb{E} \left[ o_{ii}^2 \right] = \frac{2(1 + 2 \mu p_i)}{\mu^2} \text{Tr}[\rho_i^2]^2 \tag{101}$$

$$\mathbb{E} \left[ o_{ij}^2 \right] = \frac{(\mu p_i p_j (p_i + p_j) + p_i p_j)}{\mu^2} \text{Tr}[\rho_i \rho_j]^2, \quad i \neq j \tag{102}$$

$$\mathbb{E} \left[ o_{ij} o_{ik} \right] = \frac{p_i p_j p_k}{\mu} \text{Tr}[\rho_i \rho_j] \text{Tr}[\rho_i \rho_k], \quad i \neq j \neq k \neq i \tag{103}$$

$$\mathbb{E} \left[ o_{ii} o_{ij} \right] = \frac{2 p_i p_j}{\mu} \text{Tr}[\rho_i \rho_j] \text{Tr}[\rho_i^2], \quad i \neq j. \tag{104}$$

Replacing (101), (102), (103) and (104) into (100), and then isolating the leading order, we can conclude that
\[ V_2 = \sum_i \frac{8(1 + 2\mu p_i)}{\mu^2} (1 - p_i)^2 \text{Tr}[\rho_i^2] + \sum_{i \neq j} \frac{8(\mu p_i p_j (p_i + p_j) + p_i p_j)}{\mu^2} \text{Tr}[\rho_i \rho_j]^2 \]
\[ + \sum_{i \neq j \neq k \neq i} \frac{16(p_i p_j p_k)}{\mu} \text{Tr}[\rho_i \rho_j] \text{Tr}[\rho_i \rho_k] - \sum_{i \neq j} \frac{32p_i p_j}{\mu} (1 - p_i) \text{Tr}[\rho_i \rho_j] \text{Tr}[\rho_i^2] \]
\[ \leq \sum_i \frac{16}{\mu} (1 - p_i)^2 p_i \text{Tr}[\rho_i^2] + \sum_{i \neq j} \frac{8p_i p_j (p_i + p_j)}{\mu} \text{Tr}[\rho_i \rho_j]^2 \]
\[ + \sum_{i \neq j \neq k \neq i} \frac{16(p_i p_j p_k)}{\mu} \text{Tr}[\rho_i \rho_j] \text{Tr}[\rho_i \rho_k] - \sum_{i \neq j} \frac{32p_i p_j}{\mu} (1 - p_i) \text{Tr}[\rho_i \rho_j] \text{Tr}[\rho_i^2] + O(N/\mu^2) . \]

(105)

B.3 Bound on \( V_1 + V_2 \)

We start by observing that

\[ 0 \leq \text{Tr}[(p_i \sqrt{\rho_j} - \rho_k \sqrt{\rho_j})'(p_i \sqrt{\rho_j} - \rho_k \sqrt{\rho_j})] \]
\[ \implies \text{Tr}[\rho_i \rho_j \rho_k] + \text{Tr}[\rho_i \rho_k \rho_j] \leq \text{Tr}[\rho_i^2 \rho_j] + \text{Tr}[\rho_j^2 \rho_k] . \]

(106)

Applying (106) to the sum and summing

\[ \sum_{i \neq j \neq k \neq i} \frac{p_i p_j p_k}{\mu} \text{Tr}[\rho_i \rho_j \rho_k] \leq \sum_{i \neq j} \frac{p_i p_j (1 - p_i - p_j)}{\mu} \text{Tr}[\rho_i^2] \]

(107)

Combining (97), (105) and using (107) we have

\[ V_1 + V_2 = O \left( \frac{N}{\mu^2} \right) + 16 \sum_i \frac{p_i (1 - p_i)^2}{\mu} \text{Tr}[\rho_i^2] + 8 \sum_{i \neq j} \frac{p_i p_j^2 \text{Tr}[\rho_i \rho_j^2] + p_j p_i^2 \text{Tr}[\rho_j \rho_i^2]}{\mu} \]
\[ - 32 \sum_{i \neq j} \frac{(1 - p_i)p_i p_j}{\mu} \left( \text{Tr}[\rho_i^2 \rho_j] \right) + 16 \sum_{i \neq j \neq k \neq i} \frac{p_i p_j p_k}{\mu} \left( \text{Tr}[\rho_i \rho_j \rho_k] \right) + O(N/\mu^2) \]
\[ \leq O \left( \frac{N}{\mu^2} \right) + 16 \left( \sum_i \frac{p_i (1 - p_i)^2}{\mu} \text{Tr}[\rho_i^2] + \sum_{i \neq j} \frac{p_i p_j ((p_j + 1 - p_i - p_j) \text{Tr}[\rho_i^2] - 2(1 - p_i) \text{Tr}[\rho_i \rho_j^2])}{\mu} \right) \]
\[ = O \left( \frac{N}{\mu^2} \right) + \frac{16}{\mu} \sum_{i \neq j} p_i p_j \text{Tr}[(1 - p_i) \rho_i (\rho_i - \rho_j)^2] \leq \sum_{i \neq j} p_i p_j \text{Tr}[\|1 - p_i\|_{\infty} (\rho_i - \rho_j)^2] \]
\[ \leq O \left( \frac{N}{\mu^2} \right) + \frac{16}{\mu} \sum_{i \neq j} p_i p_j \text{Tr}[\rho_i - \rho_j]^2 \]
\[ = O \left( \frac{N}{\mu^2} \right) + \frac{16}{\mu} \sum_{i \neq j} p_i p_j D_{HS}^2(\rho_i, \rho_j) = O \left( \frac{N}{\mu^2} \right) + \frac{16M_{HS}^2}{\mu}. \]

(108)