Accurate calibration of test mass displacement in the LIGO interferometers

E Goetz\textsuperscript{1}, R L Savage Jr\textsuperscript{2}, J Garofoli\textsuperscript{2,8}, G Gonzalez\textsuperscript{3}, E Hirose\textsuperscript{4,9}, P Kalnus\textsuperscript{5,10}, K Kawabe\textsuperscript{2}, J Kissel\textsuperscript{2}, M Landry\textsuperscript{2}, B O’Reilly\textsuperscript{6}, X Siemens\textsuperscript{7}, A Stuver\textsuperscript{6} and M Sung\textsuperscript{3}

\textsuperscript{1} University of Michigan, Ann Arbor, MI 48109, USA
\textsuperscript{2} LIGO Hanford Observatory, Richland, WA 99352, USA
\textsuperscript{3} Louisiana State University, Baton Rouge, LA 70803, USA
\textsuperscript{4} Syracuse University, Syracuse, NY 13244, USA
\textsuperscript{5} Columbia University, New York, NY 10027, USA
\textsuperscript{6} LIGO Livingston Observatory, Livingston, LA 70754, USA
\textsuperscript{7} University of Wisconsin-Milwaukee, Milwaukee, WI 53201, USA

E-mail: egoetz@umich.edu and savage_r@ligo-wa.caltech.edu

Received 31 October 2009, in final form 8 December 2009
Published 6 April 2010
Online at stacks.iop.org/CQG/27/084024

Abstract

We describe three fundamentally different methods we have applied to calibrate the test mass displacement actuators to search for systematic errors in the calibration of the LIGO gravitational-wave detectors. The actuation frequencies tested range from 90 Hz to 1 kHz and the actuation amplitudes range from $10^{-6}$ m to $10^{-18}$ m. For each of the four test mass actuators measured, the weighted mean coefficient over all frequencies for each technique deviates from the average actuation coefficient for all three techniques by less than 4%. This result indicates that systematic errors in the calibration of the responses of the LIGO detectors to differential length variations are within the stated uncertainties.

PACS numbers: 95.55.Ym, 04.80.–y, 04.80.Nn, 06.30.Bp

1. Introduction

The current generation of Earth-based interferometric gravitational-wave (GW) detectors are sensitive to differential length variations with amplitude spectral densities as small as $10^{-19}$ m/$\sqrt{\text{Hz}}$ [1–4]. The next generation of detectors are designed to be about a factor of ten...
more sensitive and in several cases they are either in the advanced planning stages [5, 6] or have already begun construction [7, 8]. In order to take full advantage of the scientific reach afforded by these detectors, continuous calibration with accuracy and precision approaching the 1% level will be required [9]. Thus, detector calibration is an active area of research for all GW projects, with a significant percentage of resources being devoted to calibration-related activities. These activities include amplitude and phase calibration in both the frequency domain [10–13] and in the time domain [14–18].

Historically, the LIGO project has relied on a calibration method that requires extrapolation from test mass displacements that are about 12 orders of magnitude larger than the expected apparent displacements that will be caused by gravitational waves [19]. While the precision of this method has improved over the more than 5 years it has been employed, the possibility of a large systematic error has not been eliminated until now.

To search for systematic errors in the LIGO calibration procedure, we have employed three fundamentally different actuator calibration techniques: the free-swinging Michelson method [19] that relies on the wavelength of the laser light in the interferometer, the photon calibrator method [20] that uses the recoil of photons from an auxiliary laser source to induce calibrated test mass displacements with amplitudes close to the detector sensitivity limit and the frequency modulation method [21] that relies on the frequency-to-length transfer function for a Fabry–Perot optical cavity. Our investigations have spanned the frequency range from 90 Hz to 1 kHz and the range of actuation amplitudes from $10^{-6}$ m to $10^{-18}$ m.

The closed-loop calibration of the LIGO displacement actuators is described in the following section, and an overview of each of the three calibration methods is presented. Measurement results and estimates of the uncertainties associated with each method are given in section 3. Conclusions and implications for future calibration work are discussed in section 4.

2. Calibration methods

The LIGO detectors are power-recycled Michelson interferometers with Fabry–Perot arm cavities [1]. The interferometer optics are suspended as pendulums and actively controlled to maintain resonance conditions. Changes in the difference between the lengths of the interferometer’s arms, the degree of freedom most sensitive to gravitational waves, are sensed at the anti-symmetric port. The differential arm length (DARM) control system uses a variation of the Pound–Drever–Hall (PDH) radio-frequency locking technique [22, 23] with electromagnetic displacement actuators consisting of voice coils interacting with magnets glued to the back surfaces of the mirrors. The idealized force-to-length transfer function is proportional to the inverse of the square of the excitation frequency. The DARM control loop is shown schematically in figure 1, and in the context of the interferometer in figure 2. The DARM readout signal is amplified, filtered and then directed to the voice coil actuators on the mirrors at the ends of the arm cavities. These mirrors, together with the input arm cavity mirrors, are the test masses for gravitational wave signals.

Reconstruction of differential length disturbances from the DARM readout signal requires correcting for the DARM closed-loop response. Measurement of the overall DARM loop transfer function is relatively straightforward. However, measurement of the transfer functions for components of the loop such as the sensing and actuation paths is more difficult. Calibrating the response of the interferometer to differential length variations is directly dependent on the characterization of the actuation function. In addition to the voice coil actuators and the suspended test masses, the actuation path includes actuation electronics that convert the drive voltages to coil currents. These electronics have two modes of operation, a low-noise run
Figure 1. Schematic diagram of the differential arm length (DARM) feedback control loop. The Pound–Drever–Hall sensing technique is used to produce the DARM readout signal. This signal is amplified and filtered, and then directed to the voice coil actuators which displace the end test masses to maintain the resonance condition in the interferometer.

Figure 2. Schematic diagram of the LIGO optical configuration showing the DARM feedback control loop that actuates on the ETMs. The difference in arm lengths is sensed at the anti-symmetric port by a photodetector using the Pound–Drever–Hall reflection locking technique. The output voltage is filtered and amplified, and then directed to the voice coil actuators for each end test mass.

mode, and an acquire mode that allows larger drive amplitudes. Calibration of this actuation chain is the focus of this article.

2.1. Free-swinging Michelson

The technique that has been the traditional calibration method employed by LIGO is referred to as the free-swinging Michelson method because it relies on measurement of Michelson interference fringes when the suspended optics are swinging freely. It thus uses the wavelength of the interferometer’s laser light as a length reference, and calibrates the end test mass (ETM) actuation function via a series of measurements made with both the interferometer and the actuation path electronics in various configurations. The required drive amplitudes are on the order of $10^{-12}$ m. This process is described in detail in [19]; an overview of the procedure is given here.

The first step in this process is to misalign the ETMs and the power recycling mirror, and then align the input test masses (ITMs) and beam splitter to form a simple Michelson interferometer as shown in figure 3(A). The length control servo electronics are configured
Figure 3. (A) Schematic diagram of the simple Michelson configuration with misaligned optics shown in gray. The electronics are configured to feed back to the ITMs to maintain the dark-fringe condition at the anti-symmetric port. (B) Schematic diagram of the single arm lock configuration, again with misaligned optics shown in gray. The electronics are configured to feed back to the ETM to maintain the resonance condition.

to lock this setup on a dark fringe, i.e. with destructive interference of the light from each arm at the anti-symmetric port where the photodetector is located. Two transfer function measurements are made in this configuration, the overall open-loop transfer function (Exc. 1 in figure 3) and the transfer function from actuation of an ITM (Exc. 2) to the Michelson readout signal. The second measurement is repeated for the other ITM. Then, the feedback control is switched off, allowing the optics to swing freely in response to the seismic motion filtered by the vibration isolation systems. With the loop unlocked, the time series of the photodetector output is recorded as the Michelson length difference changes, causing the output to vary between the bright-fringe and dark-fringe levels. The difference between the maximum and minimum outputs corresponds to relative ITM motion of one-fourth of the wavelength of the laser light, thus providing a calibration of the anti-symmetric photodetector output signal in this Michelson configuration. Combining this result with the transfer functions resulting from ITM actuation and the overall open-loop transfer function yields a calibrated actuation function for the ITMs.

The next step in the process is to misalign one of the ITMs and realign the ETM on the opposite arm. The servo electronics are then configured to feed back to the position of the ETM forming a resonant Fabry–Perot arm cavity as shown in figure 3(B). Transfer functions from ITM and ETM actuations (Exc. 3 and 4) to the single-arm readout are then measured. Their ratio, combined with the calibration of the ITM actuation function, yields the ETM actuation function. Making similar measurement with only the other interferometer arm cavity aligned yields the calibrated actuation function for the other ETM.

The swept-sine measurements that are performed in the single-arm configuration require the actuation path electronics to be in the acquire mode. However, in the acquire mode the coupling of electronics noise to test mass displacement is 3–4 orders of magnitude larger than in the run mode, which is used for GW searches. There are four parallel paths for the four voice coil actuators on each ETM and several components in each path. Measuring and combining the electronics transfer functions with overall precision approaching 1% is a task that has proved difficult to achieve. Converting calibrations performed using the free-swinging
Michelson method to the high-sensitivity, fully locked interferometer configuration requires correcting for differences between the acquire and run mode actuation paths.

2.2. Photon calibrator

The photon calibrator method uses an auxiliary, power-modulated laser to induce calibrated displacements via the recoil of photons from the surface of the ETM. Photon calibrators have been used before [24, 25] and are currently being employed at several GW observatories [20, 26, 27]. A detailed description of the LIGO photon calibrators can be found in [20].

The LIGO photon calibrators have evolved to a two-beam configuration to avoid photon pressure induced elastic deformation of the central region of the ETM that is sensed by the interferometer beam [28]. The beams are symmetrically displaced about the center of the ETM as shown in figure 4. The spot locations and powers in the two beams are balanced to minimize induced rotations which, for a mis-centered interferometer beam, would cause apparent length variations. The total sensed test mass motion is given by

$$\Delta L(f) = -\frac{P \cos \theta}{2\pi^2 M c f^2} \left[ 1 + \left( \frac{\hat{a} \cdot \hat{b}}{I} \right) M \right]$$

where $f$ is the excitation frequency, $P$ is the modulated laser power reflecting from the ETM, $\theta$ is the angle of incidence, $M$ is the mass of the ETM, $c$ is the speed of light, $\hat{a}$ and $\hat{b}$ are the weighted-average photon calibrator and interferometer beam centering offsets and $I$ is the moment of inertia of the ETM. In LIGO, the typical power-modulation amplitude is about 100 mW, the laser wavelength is 1047 nm, the angle of incidence is about 10° and the mass of the ETM is about 10.3 kg. Typical beam offsets are less than a few cm, so the rotation-induced apparent displacement is more than 100 times smaller than the longitudinal displacement. To minimize bulk elastic deformation caused by the photon calibrator beams, they are displaced from the ETM center by about 0.65 times the radius of the ETM, where finite-element modeling indicates that the coupling to bulk deformation sensed by a centered interferometer beam is minimized [29].

Accuracy of calibration using the photon calibrators is directly dependent on estimates of the absolute power reflecting from the ETM. Temperature-stabilized InGaAs photodetectors mounted on integrating spheres and calibrated at NIST (National Institute of Standards and Technology) are employed to calibrate an internal power sensor. They are also used to measure the transmissivities of the vacuum windows and the reflectivities of the ETMs. The internal sensor provides a continuous monitor of the photon calibrator output power. Calibration of the ETM actuation coefficient at a given frequency is achieved by modulating the ETM.
position using the voice coil actuators at the desired frequency and simultaneously modulating the laser power at a nearby frequency, typically offset by about 0.1 Hz. The ratios of the amplitudes of the lines induced in the amplitude spectral density of the DARM readout signal combined with the calculated ETM motion caused by the photon calibrator yields a calibration of the voice coil actuation path. This calibration is to first order insensitive to changes in the interferometer operating conditions because the frequencies of the excitations are closely spaced and the measurements are made simultaneously. These measurements are performed with the interferometer locked in the configuration that is used during GW searches and with actuation forces inducing displacements that are close to the sensitivity limit.

2.3. Frequency modulation

Frequency modulation provides a force-free method for calibrating the ETM voice coil actuators. By modulating the frequency of the laser light in a single-arm configuration, we create an effective length modulation detected by the PDH sensor. The magnitude of the induced effective length modulation is given by the dynamic resonance condition for a Fabry–Perot cavity [30],

\[
C(f) \frac{\Delta \nu(f)}{\nu} = -\frac{\Delta L(f)}{L}
\]

where \(C(f)\) is the normalized frequency-to-length transfer function, \(\nu\) is the laser frequency, \(L\) is the length of the arm cavity and \(f\) is the frequency of the modulations, \(\Delta \nu\) and \(\Delta L\).

For the frequencies considered in our measurements, much lower than the cavity free spectral range, \(C(f) \approx 1\) such that

\[
\frac{\Delta L(f)}{\nu} \approx -L \frac{\Delta \nu(f)}{\nu}.
\]

As described in more detail in [21] and shown schematically in figure 5, the frequency modulation is applied via a frequency shifter that is embedded in the frequency stabilization servo that is used to lock the laser frequency to a reference cavity. The frequency shifter uses a voltage-controlled oscillator (VCO) that drives a double-passed acousto-optic modulator to modulate the frequency of the laser light directed to a three-mirror suspended mode cleaner. Calibrating the frequency shift induced by a sinusoidally varying control voltage is a key step in applying this technique. In practice, we calibrate the VCO by locking it to a frequency synthesizer that is itself locked to a frequency standard. The frequency modulation induced by an applied offset is determined by measuring the frequency modulation sideband-to-carrier ratio using a spectrum analyzer.

The frequency-modulated light passes through the mode cleaner, which acts as a low-pass filter for frequency fluctuations. The mode cleaner filtering is measured via a power-modulation transfer function using photodetectors located both upstream and downstream of the mode cleaner cavity. This filtering is well approximated by a single pole at a frequency of about 4 kHz.

As with the photon calibrator technique, we generate two peaks in the spectrum of the single-arm readout signal, in this case by simultaneously modulating the position of the ETM using the voice coil actuators while applying the frequency modulation at a frequency separated by about 0.1 Hz. Excitation amplitudes are on the order of \(10^{-12}\) to \(10^{-14}\) m, with the lower bound for frequency modulation dictated by the mode cleaner control signal background at the input to the VCO and the upper bound for length modulation governed by saturation concerns in the run mode actuation path electronics. Comparing the heights of the peaks induced in the single-arm readout signal and multiplying by the VCO calibration yields the calibration
Figure 5. Schematic diagram of the frequency modulation method. The laser frequency is locked to the resonance of the reference cavity. The VCO injects a frequency modulation into the frequency locking servo loop via the double-passed acousto-optic modulator (AOM). The frequency servo acts on the laser frequency to cancel the injected modulation, thus imposing the inverse of the modulation on the laser light directed to the mode cleaner. The mode cleaner acts as a low-pass filter for the frequency modulation. Measurements are made with the interferometer in the single-arm configuration (misaligned optics shown in gray).

of the voice coil actuation. Unlike the free-swinging Michelson transfer functions which are typically measured at many frequencies with large drive amplitudes, the frequency modulation measurements use long integration times at a single frequency with the voice coil actuation electronics in the run mode. The difficult step of precise compensation for the differences in run versus acquire electronics paths is therefore not required.

3. Measurement results and uncertainties

The measurements reported here were performed at the LIGO Hanford Observatory (LHO) during a period dedicated to calibration-related activities at the end of the S5 science run [1] during October and November of 2007. Two interferometers were operating at LHO, the H1 interferometer with 4 km long arm cavities and the H2 interferometer with 2 km long arms. The photon calibrators for three of the four ETMs had already been converted to two-beam configurations. Only the H1 y-arm system was still in a one-beam configuration with the beam centered on the ETM.

The photon calibrator and frequency modulation measurements were similar in that they were made at a few discrete frequencies. Long integration times (∼250 s) and multiple averages enabled assessment of the statistics for the measurements and reduction of the standard errors. On the other hand, swept-sine measurements with approximately 50 measurement frequencies between 90 Hz and 1 kHz were used for the free-swinging Michelson technique. This is not a fundamental requirement for this method, rather it is the type of measurement found to be most useful for estimating the actuation function over the relevant band of frequencies. We thus compare swept-sine measurements for the free-swinging Michelson method with single-frequency measurements at a few discrete frequencies for the other two methods.

The results of measurements carried out with all three techniques are plotted together in figure 6. For each datum, the calculated actuation coefficient is multiplied by the square of the measurement frequency to facilitate comparison with a simple $f^{-2}$ functional dependence. The free-swinging Michelson data, plotted without error estimates, are from
Figure 6. Comparison of ETM actuation coefficients measured with three techniques: free-swinging Michelson (black crosses), photon calibrator (blue circles), and frequency modulation (red squares). The data are multiplied by the square of the measurement frequency and normalized to the average of the three weighted mean values (dashed horizontal lines) for each method, $A$. The free-swinging Michelson data are plotted without error bars; for visibility, $3\sigma$ statistical error bars are plotted for the other two methods. The single-beam H1 y-arm photon calibrator data show the influence of local elastic deformation by photon radiation pressure.

two separate calibration sequences that were carried out on consecutive days. For better visibility, the error bars for the photon calibrator and frequency modulation data are $\pm 3\sigma$ estimates of statistical uncertainties only, with $\sigma$ a representative standard error for the averaged measurements. Estimates of systematic uncertainties for each calibration method [20, 21, 31] have intentionally been omitted so that the overall systematic uncertainty can be evaluated by comparing the results of the three methods with statistical precision indicated by the error bars, or the scatter in the data for the free-swinging Michelson results. For each ETM, the dashed horizontal lines indicate the simple mean value for the free-swinging Michelson method and the weighted mean values for the photon calibrator and frequency modulation methods. All data are normalized to the average of the mean values for the three methods, $\bar{A}$. The H1 y-arm photon calibrator is in a single-arm configuration; therefore, local elastic deformation caused by the photon calibrator forces and sensed by the interferometer beam causes the overall actuation function to rise dramatically with increasing frequency [20]. We thus fit a curve with the functional form predicted by Hild et al [28] to the H1 y-arm data in figure 6 instead of averaging over frequencies. The low frequency asymptote is the actuation coefficient we would expect for a two-beam photon calibrator operating on this mass.

The data for all three measurement methods exhibit variations with frequency that appear to be inconsistent with a simple $f^{-2}$ frequency dependence. This is likely due to either frequency-dependent systematic errors in the calibration methods or frequency-dependent variations in the actuation path electronics in run mode. For the free-swinging Michelson
data, the sensing function and errors in making the run/acquire correction can also introduce frequency-dependent variations.

Potential sources of systematic errors for the free-swinging Michelson technique include time-dependent alignment variations during sequential measurements, measuring in different interferometer and electronics configurations, and extrapolation over nearly 12 orders of magnitude in actuation range. Overall systematic uncertainty, estimated from the observed spread in the data and from propagating errors through the many steps of the technique, is approximately 10% [31]. The primary identified sources of systematic uncertainty for the photon calibrator method are rotation due to beam centering offsets and absolute power calibration. With reasonable centering tolerances and the demonstrated power calibration accuracy, the estimated total systematic uncertainty can be reduced to the order of 1% [20].

For the frequency modulation method, the dominant sources of potential systematic errors are the calibration of the VCO which relies on accurate measurement of the sideband-to-carrier ratios and extrapolation over approximately 5 orders of magnitude in actuation range. In practice, the overall estimated uncertainty for this method due to known sources of systematic errors can also be reduced to the 1% level [21].

All calculated actuation coefficients—for all frequencies, for all masses, and for all three techniques—fall within the ±15% ranges plotted in figure 6. The maximum difference between the mean values over all frequencies of any two methods for any ETM is less than 8%. The maximum difference between the mean value for any method and the average of the mean values for all three methods, \( \tilde{A} \), for any ETM, is 3.7%; the standard deviation of the 12 differences with respect to \( \tilde{A} \) (all four ETMs) is 2.4%.

4. Conclusions

Errors in the measurement of the actuation functions directly translate into errors in the inferred responses of the LIGO detectors to length variations. Potential errors in the determination of the actuation functions have been the principal concern regarding overall detector amplitude calibration uncertainty. We have presented the results of measurements made to compare three intrinsically different test mass actuator calibration methods in order to bound potential systematic errors in the free-swinging Michelson method, the main calibration technique traditionally used by LIGO. The observed level of consistency, in light of the differences in the techniques—from fitting interference fringes in a Michelson configuration to photon pressure actuation to laser frequency modulation, in the methods of application—from Michelson and single-arm configurations to the fully locked configuration used during GW searches, and in the range of actuation from \( 10^{-6} \) m to \( 10^{-18} \) m, indicates that the actual voice coil actuation functions are within the bounds of these measurement results. This, together with the independent measurement of detector displacement sensitivity afforded by the photon calibrator, gives us confidence that the LIGO detector calibration is within the stated uncertainty estimates [31].

As we have described above, calibration of the displacement actuators of an interferometric GW detector can be a tedious and complicated enterprise. Future GW detectors will have even more sophisticated actuation and readout chains. With optimal signal extraction requiring overall calibration accuracies of 1% in amplitude, plus constraints on phase and timing, continued improvement of calibration methods and procedures will be imperative11. For

---

11 Actuator calibration is just one part of the overall interferometer calibration process that includes, for instance, accounting for changes in interferometer operating parameters such as optical gain and generation of time domain calibration functions from frequency domain models. These additional steps expand the overall calibration uncertainty as described in [10, 31].
instance, ongoing finite-element modeling of actuation forces interacting with LIGO-style test masses indicates that calibration at the 1\% level will require correcting for the bulk deformation induced by the actuation forces. This is particularly relevant at frequencies near and above 1 kHz. Techniques such as the photon calibrator, or novel concepts such as a gravity calibrator \cite{27} or dynamic gravity field generator \cite{32}, that can provide on-line calibration of the DARM readout signal during GW searches will be particularly attractive. Multiple parallel calibration efforts will likely be required to achieve these goals. Our experience has exposed the benefits of employing several different methods to search for and mitigate potential sources of systematic errors. The need for precise and accurate on-line calibration dictates that calibration requirements must be an integral part of the design of gravitational-wave detectors to achieve their full scientific potential.
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