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SUMMARY

The integration of satellite and terrestrial networks is a promising solution for extending broadband coverage to areas not connected to a terrestrial infrastructure, as also demonstrated by recent commercial and standardisation endeavours. However, the large delays and Doppler shifts over the satellite channel pose severe technical challenges to traditional terrestrial systems, as LTE or 5G. In this paper, two architectures are proposed for a LEO mega-constellation realising a satellite-enabled LTE system, in which the on-ground LTE entity is either an eNB (Sat-eNB) or a Relay Node (Sat-RN). The impact of satellite channel impairments as large delays and Doppler shifts on LTE PHY/MAC procedures is discussed and assessed. The proposed analysis shows that, while carrier spacings, Random Access, and RN attach procedures do not pose specific issues, HARQ requires substantial modifications. Moreover, advanced handover procedures will be also required due to the satellites’ movement. Copyright © 2017 John Wiley & Sons, Ltd.

KEY WORDS: Satellite-enabled LTE, LTE, satellite-terrestrial networks, HARQ, PHY/MAC procedures.

1. INTRODUCTION

Nowadays, Release 14 of 3GPP Long Term Evolution (LTE), together with its evolutions LTE-Advanced (LTE-A) and LTE-A Pro, constitutes the latest standard designed for cellular communications in terrestrial systems, providing broadband connectivity up to 100 Mbps in downlink [2, 3]. This is made possible by both advanced physical layer (PHY) techniques, e.g., Carrier Aggregation (CA) or more aggressive Multiple Input Multiple Output (MIMO) antenna systems, and more performing architecture solutions, e.g., high-speed backhaul infrastructures through fiber-optic communications or Relay Nodes (RNs). However, due to the large deployment costs, in remote and rural areas, traditional backhauling solutions are not profitable for network operators due to the limited number of users that might be served, leading to an unacceptable delay in the return of their investment. Moreover, in emergency situations, terrestrial infrastructures are often destroyed or temporarily disabled, thus totally isolating the area hit by a natural disaster or a terrorist attack when connectivity is most needed, e.g., in order to coordinate first rescue teams.

∗This work is an extension of the study presented by the Authors in “Satellite-enabled LTE systems in LEO Constellations,” ICC 2017 [1].
In this context, Satellite Communication (SatCom) systems, thanks to their inherently large footprint, provide a valuable and cost-effective solution to complement and extend terrestrial networks, not only in rural areas and mission critical situations, which are critical environments as outlined above, but also for traffic off-loading in densely populated areas. Today, High Throughput Satellites (HTS) provide large capacity connectivity at reduced costs through aggressive frequency reuse schemes and multi-spot beam technology \[4, 5\]. This significant evolution is also based on valuable innovations in terms of on-board and on-ground signal processing and interference management techniques that provide means to obtain improved connectivity and flexibility \[6, 7\]. In addition, both Geostationary Earth Orbit (GEO) and non-GEO systems are deployed to serve air, maritime, and remote land areas in L-, S-, and Ka-bands to mobile and fixed terminals and backhaul services are also available in Ka-/Ku-bands \[8\]. In this context, the integration of terrestrial systems with GEO satellites would result in a harmonised system providing large throughput with global coverage. Resource allocation aspects for multicast transmissions and TCP protocol performance in a GEO LTE-based satellite system have been analysed in the literature \[9–11\], providing valuable solutions to the identified issues. The applicability of 3GPP LTE to mobile satellite systems has also been addressed in order to counteract satellite specific propagation conditions by means of a novel inter-Transmission Time Interval (TTI) interleaving technique \[12\], which allows to disrupt the channel correlation in slowly time-varying channels. However, an even increasing attention is being directed towards Low Earth Orbit (LEO) systems and, in particular, to mega-constellations, i.e., systems in which hundreds of satellites are deployed, as also demonstrated by several recent commercial endeavours and funded projects \[13\]. The trend towards the integration of terrestrial and satellite systems is further confirmed by 3GPP standardisation activities for future 5G wireless systems. In particular, during the last months, a new Study Item has been issued on Non-Terrestrial Networks \[14–16\], which, for the moment being, is mainly focused on the definition of deployment scenarios, system and architecture parameters, adaptation of 3GPP channel models to non-terrestrial communications, and identification of the key impact areas for the 5G air interface. Initial analyses on the feasibility of 5G-based systems in an integrated satellite-terrestrial network, and in particular on the waveform and PHY/MAC procedures, are currently being developed in the literature as well \[17\].

In this paper, we focus on a mega-constellation of LEO satellites deployed in Ku-band and aimed at providing LTE broadband services to areas that are not connected to a terrestrial infrastructure, i.e., backhauling scenarios. In Ku-band, wide bandwidths are available with respect to L-/S- bands and, thus, broadband services can be provided, while in other more limited bands low data rates or machine-type communications might be the only option. Each satellite in the considered mega-constellation serves several satellite-enabled network entities deployed on the ground that provide the radio access link to the UEs. Depending on the type of satellite-enabled entity, two architectures will be proposed. The aim of this work is to analyse and assess the impact of typical satellite channel impairments, specifically large Doppler shifts and propagation delays, in the LTE waveform design and physical and MAC layer procedures, as well as to propose solutions to the identified technical challenges. This analysis is particularly critical since LTE systems will still be a corner-stone to future 5G systems. As a matter of facts, within 3GPP standardisation activities, several LTE-to-5G migration options are currently being discussed in terms of system architecture and in most of them the traditional LTE infrastructure and core network will be the anchor system for the first implementations of 5G systems \[18, 19\].

1.1. Paper organisation and contribution

In this paper, we analyse the feasibility of LTE-based Satellite Communication systems by means of LEO mega-constellations. In particular, in Section 2, we describe the main assumptions in terms of the typical satellite channel impairments and propose two different system architectures, based on the network entities foreseen by LTE standards. In Section 3, we overview the main characteristics of the LTE waveform design and physical and MAC layer procedures, i.e., Random Access, Hybrid Automatic Repeat reQuest (HARQ), attach procedure. These aspects are then carefully discussed in Section 4 with respect to the channel impairments previously identified, and specifically large Doppler shifts and propagation delays.
Doppler shifts and propagation delays. Several solutions to the identified technical challenges are also provided. Finally, Section 5 concludes this paper.

2. SYSTEM MODEL

LEO satellites are typically deployed between 300 and 2000 km from Earth, which makes them particularly effective and efficient to extend and complement terrestrial networks, thanks to the reduced path loss and propagation delays with respect to GEO systems. However, Doppler rates will be significantly larger due to the high angular velocity that the satellites have on their lower orbits. Furthermore, in the following, if not otherwise specified, we assume to operate in Ku-band, in which significant signal degradations are experienced due to rain and cloud attenuation. These are even more pronounced in LEO systems because of the low elevation angle at which satellites are seen for a non-negligible percentage of time. However, the large variability in the received signal strength is reduced, and thus the throughput increased, thanks to the use of Adaptive Coding and Modulation (ACM) [20].

In this paper, we consider a LEO mega-constellation satellite system aimed at providing backhaul connectivity to several on-ground network entities, which serve as interfaces between the terrestrial and satellite networks. In particular, these entities will have a two-fold purpose: on the one hand, they will serve as Base Stations, providing the radio access link towards the User Equipments (UEs) within their coverage, and, on the other hand, they will also aggregate (split) and send (receive) the information of the UEs towards (from) the LEO satellites providing the backhaul connection towards the Core Network. As we will discuss in the next paragraph, depending on the type of network functionalities of these elements, referred to as satellite-enabled network entities in the following, different system architecture can be envisaged.

2.1. Architecture

In the following, two different options for the integration of a mega-constellation of LEO satellites with LTE terrestrial networks are discussed. Both the proposed architectures are based on the following network elements and assumptions: i) on the ground segment, $N$ satellite-enabled network entities providing a traditional LTE access link, i.e., by means of the LTE Uu Air Interface [3, 21], to the served User Equipments (UEs) are deployed in the coverage area; ii) the satellite-enabled network entities are connected to the LEO mega-constellations satellites by means of an Air Interface that depends on the specific architecture option; iii) the satellites are assumed to be transparent and to provide a backhaul connection to the satellite-enabled entities in their coverage area; iv) the system Gateway (GW) is connected to the LEO mega-constellations satellites through ideal feeder links, providing access to the LTE core network, i.e., Evolved Packet Core (EPC); and v) we assume a Frequency Division Duplexing (FDD) framing structure for all signals, since Time Division Duplexing (TDD) does not provide an efficient solution due to the large delays involved in satellite communications. Depending on the type of on-ground satellite-enabled entity, two different architectures, shown in Figures 1 and 2, are proposed in this paper and detailed in the following sections. It is worthwhile highlighting that, by assuming that the radio access link is always provided by means of a LTE Uu Air Interface, no modification will be required to the UEs, to which the satellite backhauling operations will be transparent.

2.2. Option A: Sat-RN

In the first option, we exploit the concept of Relay Nodes (RNs), that have been introduced in the LTE architecture in order to achieve a higher efficiency in network planning by means of smaller cells and heterogeneous network deployments [3, 21, 22]. A RN is a low-power Base Station wirelessly connected to a Donor eNode-B (DeNB), which provides then the connection to the core network, and it is significantly different from a typical repeater, which only amplifies and re-retransmits the received signal. As a matter of facts, RNs receive, demodulate, and decode the received data, also applying error correction algorithms, and then re-construct the signal to be
transmitted to the users in their coverage area. In terms of Air Interfaces and operation mode, RNs are connected to the UEs in their coverage area by the traditional Uu Air Interface, while the Un Air Interface is exploited on the backhaul link towards the DeNB. From the network functionality point of view, RNs terminate the Uu, S1 (Air Interface between eNBs and Evolved Packet Core network), and X2 (Air Interface between eNBs) protocols up to Layer 3 [21, 22]. Thus, as a matter of facts, the RN acts as an eNB from the perspective of the UEs, while it acts as a simple UE from the DeNB point of view. Furthermore, LTE specifications clearly state that the Un Air Interface uses the same radio protocols and procedures as the Uu, with the only difference being in the Radio Frequency characteristics and minimum performance requirements [3, 23].

Based on the above, in option A, it is assumed that the satellite-enabled network entity in the ground segment is a LTE Relay Node and the resulting system architecture is shown in Figure 1 and will be referred to as Sat-RN architecture. Taking into account the above discussion on how RNs operate in the LTE system, two critical aspects are worth being highlighted in this architecture: i) on the backhaul link (RN-to-DeNB), the RN is connected to a DeNB by means of the Un Air Interface, which is a modified version of the traditional Uu interface, while on the access link (UE-to-RN) the UEs communicate to the RN through the traditional Uu interface; and ii) the RN supports eNB functionalities, i.e., it terminates the Uu, S1 (Air Interface between eNBs and the EPC), and X2 (Air Interface between eNBs) protocols up to Layer 3. Since for the Un Air Interface the only difference with respect to the Uu interface is in the Radio Frequency characteristics and minimum performance requirements, for both the backhaul and access links, the system adopts Orthogonal Frequency Division Multiplexing (OFDM) and Single Carrier-Frequency Division Multiple Access (SC-FDMA) in the downlink and uplink, respectively. Finally, as shown in Figure 1 and described in the LTE standard, a single Donor eNB can manage more than one RN, i.e., $M \leq N$, where $M$ and $N$ denote the number of DeNBs and RNs, respectively.

2.3. Option B: Sat-eNB

The second option that can be envisaged for the considered system is based on the traditional LTE macro-cell architecture, i.e., on the deployment on eNBs. In LTE, eNBs have the capability to operate with several air interfaces depending on the type of communication. In particular, the X2 air interface allows different eNBs to interconnect and exchange information in order to improve
the overall network management efficiency, while the S1 air interface is defined for the connection between eNBs and the EPC. Since in this work we aim at discussing the backhaul link, we will assume that no interconnection among on-ground satellite-enabled entities is present and, thus, focus on the S1 air interface. As usual in LTE, this air interface is split in two parts, one for the Control Plane (CP) and one for the User Plane (UP), and it is based on a full IP protocol stack. The critical aspect to be mentioned is that in LTE specifications it is clearly stated that the S1 air interface is open [23,24]. In particular, the S1 interface can be of any type as long as it supports the exchange of signalling between the eNB and the EPC. This choice in the LTE standards was driven by the aim at facilitating: i) the interconnection of eNBs with Mobility Management Entities (MMEs) supplied by different manufacturers; and ii) the separation of the of S1 interface Radio Network functionality and Transport Network functionality to facilitate introduction of future technology.

Based on the above, in the second option the satellite-enabled network entity is a traditional LTE eNB, as depicted in Figure 2, and we will refer to this deployment as Sat-eNB architecture. Since, differently from the Sat-RN case, we have a traditional eNB providing on-ground connectivity to the UEs, the satellite user link adopts the S1 interface. The S1 interface is an open interface, i.e., it can be any radio interface as long as a few (signalling) mandatory requirements are met [23, 24]. Thus, for the Sat-eNB architecture, the interface can be implemented as a Uu, Un, or a SatCom specific-designed (e.g., DVB-S2X [25]) air interface as long as the mandatory requirements for S1 interfaces are met.

2.4. Satellite Channel

In the following, we focus on the Sat-RN architecture option and assess the feasibility of LTE in the considered LEO mega-constellation system, since the Sat-eNB option has an intrinsic standard-compliant solution for optimised transmissions on the satellite backhaul link. In particular, the main technical challenges in implementing the Un air interface over the satellite link will be discussed by focusing on the waveform design and PHY/MAC layer procedures. As a matter of facts, these aspects might be strongly impacted by typical satellite channel impairments as large Doppler shifts and propagation delays, and, thus, a proper analysis is critical to the realisation of LTE-based SatCom. With respect to the propagation delay, the Round Trip Time (RTT) is the considered metric, which is defined as twice the propagation delay between the transmitter and the receiver, under the assumption that the propagation delay is the same for both uplink and downlink, plus the signal processing time. Since we are in a Satellite Communication context, we can assume that the signal processing time is negligible with respect to the propagation delay and, thus, approximate the RTT with twice the propagation delay. As for the Doppler shift, it consists in the change in the carrier frequency due to the relative motion between the satellite and the user terminal. The maximum Doppler shift can be computed for a given satellite altitude and carrier frequency and minimum elevation angle at which the satellite is seen from the terminal [26].

In the following, the Doppler shift tolerated by the receiver and the impact of the large RTT on LTE protocols and waveforms will be discussed. It shall be noticed that, in the considered scenario, we have both the access link (UE-to-RN) and the backhaul link (RN-to-DeNB). However, only the backhaul link will be considered for such analysis, as the access link is involved in a traditional LTE cell for which no modification to procedures or requirements shall be introduced, as will also be highlighted in the next sections. Besides general considerations, we assume a LEO mega-constellation operating in Ku-band at an altitude of $h = 1200$ km, a beam size of approximately $320$ km, and a minimum elevation angle of $45^\circ$.

2.4.1. Delay

The propagation delay is a critical issue, since it yields a misalignment between uplink and downlink frames and it also affects MAC layer protocols. This is especially relevant in SatCom, where distances are very large when compared to typical distances in terrestrial networks, even for Low Earth Orbit systems as the one at hand. As previously highlighted, we can assume that the RTT delay is given by twice the one way propagation delay, since the propagation delay is significantly larger than the signal processing time in SatCom [27]. In the considered scenario, the one-way propagation delay is given by the combination of the delay on the RN-to-Satellite link and the delay...
that the Doppler shift can be computed as

\[
\frac{c}{R_{E}} \left[ \frac{(h+R_{E})^2}{R_{E}^2} - \cos^2 \vartheta_1 - \sin \vartheta_1 \right] + \frac{c}{R_{E}} \left[ \frac{(h+R_{E})^2}{R_{E}^2} - \cos^2 \vartheta_2 - \sin \vartheta_2 \right]
\]

on the Satellite-to-GW path, which are a function of the elevation angle as follows, see Figure 3:

\[
T_{1\text{way}} = T_{RN-Sat}(\vartheta_1) + T_{Sat-GW}(\vartheta_2) = \frac{d_{RN-Sat}(\vartheta_1) + d_{Sat-GW}(\vartheta_2)}{c}
\]

where: i) \(R_{E}\) is the Earth radius; ii) \(c\) is the speed of light; iii) in (a) we exploited the slant range formula; and iv) \(\vartheta_1\) and \(\vartheta_2\) are the elevation angles for the RN and the GW, respectively. From the propagation delay point of view, the worst-case scenario is obtained by computing (1) with \(\vartheta_1 = \vartheta_2 = \vartheta = 45^\circ\), which is the minimum elevation angle assumed in this study. In this case, we obtain \(d_{RN-Sat}(45^\circ) = d_{Sat-GW}(45^\circ) \approx 1580\) km and:

\[
RTT \approx T_{2\text{way}} = 2T_{1\text{way}} \approx 21.06 \text{ ms}
\]

In the LTE standard, the propagation delay between the UEs and the serving eNB has an impact on the so called Timing Advance (TA). In a traditional LTE cell, a UE far from the eNB experiences a larger propagation delay and, thus, its uplink transmission is received later by the eNB, with respect to a UE closer to the eNB. In order to cope with such time misalignment, LTE introduces a Timing Advance, which allows to adjust the transmission time in order to synchronise uplink and downlink frames at the eNB. Depending on the specific configuration, the maximum delays in an LTE cell are included in the range \([133,33,688,021] \mu s\) and the maximum timing advance allowed by the protocol is \(T_{AD} = 0.6667\) ms [28]. This is defined as \(T_{AD} = 16 \cdot T_{A} \cdot T_{S}\), where \(T_{S} = 1/(2048 \cdot 15000)\) ms is the sampling time and TA is a parameter included in the range \([0,1282]\) [29]. As it can be noticed from (2), the RTT delay in the considered LEO mega-constellation is much larger than the maximum \(T_{AD}\) foreseen by the LTE standard. However, no modification to the TA is required in the considered Sat-RN system since: i) in the radio access link, we have a traditional LTE cell for which no modifications are needed, because we assumed a beam coverage with a size of approximately 320 km, in which several RNs are deployed to provide the access link to UEs and each RN has, thus, a coverage area that is within the maximum coverage foreseen by LTE (approximately 100 km); and ii) on the backhaul link, the RN gathers information from all of the UEs in its cell, aggregates the data, and transmits it to the satellite, which implies that all uplink transmissions are coming from the same entity. Although no modifications are needed to the TA, the large RTT in a satellite system will have a strong impact on the PHY and MAC layers, e.g., the Random Access and the Hybrid Automatic Repeat reQuest (HARQ) procedures, as will be discussed in the following sections.

2.4.2. Doppler

LTE was designed to ensure the communication even from high speed trains, traveling at around \(v = 500\) km/h. Assuming a carrier frequency \(f_{c} = 2\) GHz, and by reminding that the Doppler shift can be computed as \(f_{d} = (v \cdot f_{c})/c\), where \(v\) is the relative speed between the transmitter and the receiver, it is possible to obtain a maximum bearable Doppler shift \(f_{d} = 950\) Hz, and, according to the Nyquist sampling theorem, the maximum sampling period to correctly estimate the channel is 0.5 ms.

The system described in the previous section entails different considerations for the access (UE-to-RN) and backhaul (RN-to-DeNB through satellite) link. In the first case, the situation is the
same as for terrestrial LTE, whereas in the second case, the maximum Doppler shift from LTE specifications is significantly exceeded, as the satellite orbital speed induces a very large Doppler shift (typically, the LEO satellites orbital speed is in the order of several km/s). In more detail, the Doppler shift is equal to zero when the satellite is at the zenith, whereas at lower elevation angles, larger Doppler shift values, which have to be coped with, arise. Figure 4 shows the fundamental parameters which will be used to compute these critical values. It shall be noticed that, due to Earth’s rotation, the Doppler shift might deviate from the value computed by means of the great-circle arc. However, at LEO altitudes, this approximation still provides accurate results. Based on this geometry, the Doppler shift experienced by a generic RN can be expressed as a function of time as follows:

$$f_d(t) = \frac{f_0}{c} \left| \mathbf{d}(t) \right| \frac{\partial \mathbf{x}_{\text{SAT}}(t)}{\partial t}$$

where $f_0$ is the carrier frequency, $\mathbf{d}(t)$ is the distance vector between the satellite and the RN, and $\mathbf{x}_{\text{SAT}}(t)$ is the vector of the satellite position:

$$\mathbf{x}_{\text{SAT}}(t) = [0, (R_E + h)\sin(\omega_{\text{SAT}}t), (R_E + h)\cos(\omega_{\text{SAT}}t)]^T$$

Referring to the geometry provided in Fig. 4, we have:

$$\mathbf{d}(t) = [0, (R_E + h)\sin(\omega_{\text{SAT}}t), (R_E + h)\cos(\omega_{\text{SAT}}t) - R_E]^T$$

where $\omega_{\text{SAT}}$ is the satellite angular velocity. To express the Doppler shift as a function of the satellite elevation angle, we need to write $\omega_{\text{SAT}}t$ as a function of $|\mathbf{d}(t)|$, $\theta(t)$, $h$, and $R_E$. Such relation can be easily obtained as follows:

$$\cos(\omega_{\text{SAT}}t) = \frac{R_E + |\mathbf{d}(t)| \sin(\omega_{\text{SAT}}t)}{R_E + h}$$

By plugging (4), (5), and (6) into (3) we get

$$f_d(t) = \frac{f_0 R_E \omega_{\text{SAT}}}{c} \sqrt{\frac{h^2 + 2R_E h - 2R_E |\mathbf{d}(t)| \sin(\theta(t)) - |\mathbf{d}(t)|^2 \sin(\theta(t))^2}{h^2 + 2R_E h - 2R_E |\mathbf{d}(t)| \sin(\theta(t))}}$$

Copyright © 2017 John Wiley & Sons, Ltd.  
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Recalling the law of cosines, we can relate the sides of the triangle defined by the center of the Earth, $x_{\text{SAT}}(t)$ and the RN position as

$$(R_E + h)^2 - R_E^2 - |d(t)|^2 = 2R_E|d(t)|\sin(\vartheta(t)) \tag{8}$$

By substituting (8) into (7), we finally obtain the following closed-form expression of the Doppler shift as a function of the elevation angle:

$$f_d(t) = \frac{\dot{\vartheta} \omega_{\text{SAT}} R_E \cos(\vartheta(t))}{c} \tag{9}$$

where $\omega_{\text{SAT}} = \sqrt{GM_E/(R_E + h)^3}$, $G = 6.6710^{-11} \text{ N}\cdot\text{m}^2/\text{kg}^2$ is the Gravitational constant, and $M_E = 5.98 \cdot 10^{24} \text{ kg}$ is the Earth mass. Notice that the orbital speed $v_{\text{SAT}} = \omega_{\text{SAT}}(R_E + h)$ is equal to 7.255 km/s, much higher than the 500 km/h envisaged by LTE specifications. In the considered scenario, if we assume a carrier frequency in Ku-band, i.e., in the range 11 GHz $\leq f_0 \leq 14$ GHz, a maximum Doppler shift in the range 158 kHz $\leq f_d \leq 201$ kHz is obtained. Thus, the Doppler shift in the satellite channel is increased by a factor $x$, with $166 < x < 211$, with respect to the maximum Doppler shift experienced in LTE.

3. LTE WAVEFORM AND PHY/MAC PROCEDURES

In this section, we provide a quick overview of the main aspects related to the LTE standard and highlight the most critical technical challenges introduces by the satellite channel impairments reviewed in the previous section. In particular, we will focus on the subcarrier spacing in the LTE waveform and on several PHY/MAC layer procedures, i.e., Random Access (RA), Hybrid Automatic Repeat reQuest (HARQ), and the Relay Node attach procedure.

3.1. Waveform

As reported in Section 2, the downlink waveform is based on OFDM, whereas the uplink is based on SC-FDMA. The transmission resources are defined in three dimensions: time, frequency, and space. The latter is measured in layers and is accessed in terms of antenna ports at the eNB. Downlink and uplink transmissions are organised into frames with 10 ms duration, consisting of 20 time slots with duration 0.5 ms or, equivalently, 10 sub-frame with a duration of 1 ms each. In each time slot there are 6 or 7 OFDM (or SC-FDMA) symbols, according to what type of cyclic prefix (CP) is being used. OFDM (or SC-FDMA) symbols per subcarrier per time slot are called resource elements, so that the product of resource elements and the overall subcarriers defines a resource block. When an extended CP is implemented, the subcarrier spacing $\Delta f$ can be either set to 15 kHz or to 7.5 kHz, whereas for normal CP it is 15 kHz only. Details on LTE downlink resource grid parameters are reported in Table 1.

It is worth highlighting that LTE provides robustness to a high extent against the detrimental effects induced by the user mobility, as in the case of high speed trains. The LTE protocol envisages a set of resource elements used by the physical layer that does not carry any information from the upper layers. In fact, they are used for synchronisation and estimation purposes (e.g., reference signals known at both the transmitter and the receiver and used for channel estimation, to allow coherent demodulation at the receiver, and to estimate the position). However, it is required that the Doppler shift is significantly lower than the subcarrier spacing and that the channel does not experience strong variations in one time slot. From the analysis conducted in Section 2, it clearly emerges that the aforementioned constraints will not be satisfied in the satellite systems under study. Consequently, the properties of primary and secondary synchronisation signals transmitted in the downlink frames could not be properly exploited to estimate the frequency misalignment between the transmitter and the receiver. In addition, reference signals embedded with the data cannot be used to estimate the channel with the desired accuracy and, thus, channel variations cannot be tracked. In the light of this discussion, potential solutions to overcome the impairments that are inherent to LEO satellite communication systems will be discussed in Section 4.1.
Table I. Downlink physical layer parameters.

| Parameter | Unit | Value |
|-----------|------|-------|
| Transmission bandwidth | [MHz] | 1.4 3 5 10 15 20 |
| Frame duration $T_f$ | [ms] | 10 |
| Sub-frame duration | [ms] | 1 |
| Time slot duration $T_{slot}$ | [ms] | 0.5 |
| RB per time slot $N_{RB}$ | | 6 15 25 50 75 100 |
| Subcarrier spacing $\Delta f$ | [kHz] | 15 |
| OFDM symbols per time slot $N_{DLymb}$, normal CP | | 7 |
| OFDM symbols per time slot $N_{DLymb}$, extended CP | | 6 |
| Subcarriers per RB $N_{RBsc}$ | | 12 |
| Active subcarriers per time slot $N_{DLRB, N_{RBsc}}(1)$ | | 72 180 300 600 900 1200 |
| Occupied bandwidth (excl. DC) | [MHz] | 1.08 2.7 4.5 9.0 13.5 18.0 |

| Parameter | Unit | Value |
|-----------|------|-------|
| Normal CP | $[\mu s]$ | 5.21 $(l = 0)$, 4.69 $(l = 1, \ldots, 6)$ |
| $T_s$ | | 160 $(l = 0)$, 144 $(l = 1, \ldots, 6)$ |
| Extended CP | $[\mu s]$ | 16.67 $(l = 0, \ldots, 5)$ |
| $T_s$ | | 512 $(l = 0, \ldots, 5)$ |
| FFT size | | 128 256 512 1024 1536 2048 |
| Sampling rate | [MHz] | 1.92 3.84 7.68 15.36 23.04 30.72 |
| Samples per slot | | 900 1920 3840 7680 11520 15360 |
| Useful symbol duration | $[\mu s]$ | 66.67 66.67 66.67 66.67 66.67 66.67 |

Figure 5. LTE Random Access procedure: contention-based and contention-free.

3.2. Random Access

In LTE, there are two types of Random Access procedure, as shown in Figure 5: i) contention-based (non-synchronised), which is used when the UE is not synchronised or lost its synchronisation to the eNB; and ii) contention-free (synchronised), to be used when the UE is already logged to the network and needs to perform an handover procedure. Both procedures are based on the transmission of a RA preamble, to be built and transmitted according to the broadcast control information received from the eNB, which include, among the others, the maximum number of RA attempts, timer settings for the RA procedure, and the PHY resources to be used for the procedure. Since the contention-free procedure is included in the contention-based one, we focus on the latter and hereafter briefly described the four steps, in order to fully understand the impact of the satellite channel impairments in the considered system.

Step 1: RA preamble transmission The RA preamble is randomly chosen from 64 orthogonal sequences, composed by $0 < N_{CF} < 60$ sequences reserved for the contention-free approach and $N_{CB} = 64 - N_{CF}$ that can be used for the contention-based procedure [28]. The $N_{CB}$ sequences available for contention-based RA are split into two groups, so as to use one bit to inform the eNB
on the expected amount of resources that will be needed. In case the UE previously performed a RA attempt, it shall use the same PHY resources and sequence group as before, with the only exception being an increased transmission power within a range specified by the eNB. It is worthwhile highlighting that the RA preamble is used at the eNB to estimate the delay between it and the UE, so as to compute the Timing Advance. Finally, together with the RA preamble, the UE sends a temporary network identifier so as to allow the eNB to recognise and refer to its RA procedure.

**Step 2: RA response** Once the UE sends the RA preamble, it starts monitoring the Physical Downlink Control Channel (PDCCH) for a Random Access Response (RAR) carrying its temporary identifier. The RAR shall be received within a predefined time window starting from the sub-frame containing the end of the preamble plus 3 sub-frames, with a duration that can be set up to 10 ms. Since the LTE sub-frame has a fixed duration of 1 ms, this implies that the RAR shall be received by the UE within 15 ms after its transmission. In this phase, one of the two following outcomes is possible: i) the RAR is correctly received within the RAR time window, and thus the UE implements the TA, if any, and proceeds with Step 3; or ii) the RAR is not correct or the RAR time window expired and, thus, the UE can start a new RA procedure from Step 1, as long as it did not reach the maximum number of attempts, which can be set up to 200 [30]. If the maximum number of RA attempts has been reached, the RA is reported as unsuccessful to the upper layers. It shall also be noticed that this is the last step for contention-free procedures.

**Step 3/4: Msg3 and contention-resolution** Assuming that the UE received a correct RAR within the RAR time window, it sends a new message to the eNB, denoted as Msg3, containing the terminal identity to be used in Step 4, i.e., the contention-resolution phase. In this phase, HARQ is implemented and a contention timer is started at the UE as soon as Msg3 is transmitted. This timer can be set up to 64 sub-frames, i.e., 64 ms, and it is started again at each attempt to transmit the Msg3, up to 8 tentatives. In Step 4, the contention resolution phase, there are two possibilities: i) if the UE is addressed with the correct identifier and within the contention timer, then the RA is successful and it can start transmitting and receiving information; or ii) if the identifier in the message from the eNB is not correct or the contention timer already expired, the UE can try a new Msg3 transmission or, if the maximum number of attempts has been reached, start a new RA procedure (in case new attempts are available, as discussed above).

### 3.3. RN attach procedure

In the considered system, it shall be noted that the RA procedure is performed in two separate situations. First of all, within each on-ground LTE cell, the UEs try to connect to the RN by means of a traditional contention-based or contention-free procedure, since the RNs are seen as normal eNBs, as discussed above. Apart from this traditional RA, for which the technical challenges are discussed in the next section, the RA procedure shall also be performed by the RN when it first connects to the network, which is the RN attach procedure. This procedure is performed in two phases, as described below [3].

**Phase I** Before it is allowed to operate as a normal relay, the RN, at start-up, attaches to the network as a normal UE to any eNB in the network (i.e., it is not required in this step that it contacts a Donor eNB), so as to receive the required information and configurations to operate as a relay. Thus, there are three relevant aspects to be noted: i) the RN sends no information on being a relay in the Radio Resource Control (RRC) layer signalling; ii) the eNB treats the RN as an UE; and iii) the Mobility Management Entity (MME) does not perform any RN-related operation. The Home Subscriber Station (HSS) informs the MME that the node is a RN acting as a UE and the RN receives the configuration parameters, as well as a list of available DeNBs, as User Plane traffic. Finally, the RN detaches from the network as an UE and moves to phase II.
Phase II  The RN reconfigures its operating parameters and attaches to one of the DeNBs
belonging to the list received in phase I. It shall be noted that the DeNB must be aware of the
MMEs support for RNs and, differently from phase I, the RN clearly specifies that it is operating as
a relay. The RN can then finalise its re-configuration and start accepting UEs within its coverage.

3.4. HARQ
The main purpose of implementing an HARQ protocol consists in improving the link reliability. If
the packet is correctly decoded by the receiver, then a positive acknowledgment (ACK) is sent to
the transmitter. Otherwise, when the cyclic redundancy check (CRC) fails, a negative confirmation
answer is sent, i.e., NACK. In the LTE MAC, up to 8 HARQ parallel processes are present in
the HARQ entity at MAC layer so as to better exploit the available resources and they are based
on a Stop-And-Wait (SAW) protocol. Since the transmission is performed in 1 ms, there is a 8
ms periodicity in the operations performed by each HARQ process. Similarly to the RA, two
different HARQ processes are implemented in LTE: i) in the downlink, an adaptive (the transmission
attributes are adaptively reconfigured to the channel conditions) asynchronous (retransmissions can
happen at any time, thus requiring an HARQ identifier to distinguish among the different HARQ
parallel processes) scheme is implemented; and ii) in the uplink, the process is synchronous, thus
not requiring the transmission of a HARQ identifier, and can be either adaptive or non-adaptive (in
this case, the transmission parameters are modified on a predetermined basis).

Downlink HARQ  With respect to the downlink procedure, initially the UE does not have
any knowledge on HARQ processes and, thus, it shall receive information from the eNB or
RN on the broadcast control channels. This provides the UE the HARQ identifier (required in
asynchronous schemes), Modulation and Coding Scheme (MCS), and Redundancy Version (RV),
i.e., the redundancy used in the coding scheme. Since this approach is asynchronous, the HARQ
ID must be sent at each (re-)transmission. Moreover, being the retransmission non-adaptive, the RV
and MCS follows a predefined incremental redundancy sequence. Due to the asynchronous scheme,
the ACK/NACK for the data sent by the eNB or RN in the generic $n$-th sub-frame must be triggered
by an uplink grant for the UE for ACK/NACK reporting in subframe $n - 4$.

Uplink HARQ  In the uplink, an adaptive/non-adaptive synchronous scheme is implemented.
Since the HARQ is synchronous, no HARQ ID is required: the round-robin operation of the 8
HARQ processes allows to implicitly identify the addressed process. In the adaptive case, the
PHY resources and MCS to be used are modified at each re-transmission so as to adapt to the
current channel conditions, while, in the non-adaptive case, the same set of PHY resources and
MCS is used for retransmissions and the only required parameter is a flag denoting whether a
new data block is being transmitted or it is a re-transmission. The RV, as for the downlink case,
follows a pre-defined incremental redundancy. The maximum number of re-transmissions is set
to $1, \ldots, 10, 12, 16, 20, 24, 28$ (with 5 being the default parameter) and the ACK/NACK shall be
transmitted (eNB-to-UE) 4 ms after the data transmission (UE-to-eNB). When taking into account
RNs, due to the presence of broadcast signalling and synchronisation signals in the PHY resources, a
4 ms periodicity is not feasible in the uplink. In particular, the permission to retransmit the message,
in some configurations, cannot be received 4 ms in advance. Thus, only configurations with a basic
periodicity equal to 8 ms are implemented and up to 6 HARQ parallel processes are present, so as
to minimise the delays.

4. TECHNICAL CHALLENGES AND PROPOSED SOLUTIONS

4.1. Waveform
As outlined in Section 2. the Doppler shift on the backhaul link is increased by a factor $166 < x < 211$ with respect to the maximum Doppler envisaged by LTE specifications and, thus, some
modifications are required to implement it in the Sat-RN architecture. As a matter of fact, the Doppler shift could be compensated with acceptable accuracy by equipping the RN with a Global Navigation Satellite System (GNSS) receiver and providing also the trajectory of the satellite. Clearly, an estimation error in the computation of the relative position between the RN and the satellite would entail a residual Doppler shift on the signal. From geometrical considerations, the difference between the compensated and the actual Doppler shift can be computed, as explained in the following. Let us assume that the position $\mathbf{x}_{\text{SAT}}(t)$ of the satellite is known. Then, at a given time instant, the exact distance $|d(t)|$ and elevation angle $\vartheta(t)$ can be computed from (5) and (8). Knowing $\vartheta(t)$, the actual Doppler shift can be straightforwardly compensated according to (9). However, imagine that the assumed RN position is erroneous. Bearing in mind Figure 6, the assumed Doppler would be computed from the pair $(|d_e(t)|, \vartheta_e(t))$, which does not coincide with the real one, i.e., $(|d(t)|, \vartheta(t))$. With reference to Fig. 6, we can relate $\vartheta_e(t)$ to $R_B$, which defines the ambiguity region, and $(|d(t)|, \vartheta(t))$ as

$$|d(t)| \cos(\vartheta(t)) = |d_e(t)| \cos(\vartheta_e(t)) + R_B$$

$$|d_e(t)|^2 = |d(t)|^2 + R_B^2 - 2R_B |d(t)| \cos(\vartheta(t)) \tag{10}$$

Solving (10), we end up with

$$\cos(\vartheta_e(t)) = \frac{|d(t)| \cos(\vartheta(t)) - R_B}{\sqrt{|d(t)|^2 + R_B^2 - 2R_B |d(t)| \cos(\vartheta(t))}} \tag{11}$$

which can be plugged into (9). By performing an exhaustive search for different values of $R_B$ and $45^\circ \leq \vartheta \leq 90^\circ$, as shown in Figure 7, it is possible to find the maximum position error that is tolerated such that the difference between the real and the assumed Doppler shift is below 950 Hz.

Therefore, for the considered scenario and the carrier frequency in the Ku-band, it is possible to conclude that the position error must be smaller than 4 km. In this case, there is no need to modify the LTE waveform.

### 4.2. Random Access and RN attach procedures

In the considered Sat-RN architecture, the UEs in each on-ground cell perform the RA procedure with the corresponding RN, which terminates all protocols up to Layer 3. In particular, when implementing a contention-free RA, the only entities involved are the UE and the RN and, consequently, the delay on the satellite link is not involved and the procedure can be implemented without modifications. As for the contention-based RA, in Step 3 and 4 the RN shall contact the EPC, through the DeNB, so as to obtain a final network identifier for the UE. In this moment, the delay on the satellite channel is involved and shall be carefully taken into account. However, as previously reported, the contention timer in this phase of the RA procedure can be as large as 64

---

Obvious, similar considerations hold true if the uncertainty concerns the position of the satellite.
ms, which is significantly above the RTT computed in Section 2.4.1. Thus, no modifications are required in the LTE RA procedure in order to implement it over a LEO satellite system.

With respect to the RN attach procedure, some difficulties might arise, similarly to the RA, due to the fact that the RTT is in the order of 20 ms. In the RA procedure, as previously discussed, there are two separate timers to be taken into account: the RAR response window, as large as 15 ms, and the contention resolution timer, which can be fixed to up to 64 ms. The latter does not introduce any technical difficulty, as it is much larger than the RTT. However, the RAR response window, i.e., the period in which the RN is expecting a response to its RA request, is actually lower than the RTT. Anyway, it shall be noticed that this issue is present only at the RN start-up procedure. Since we are considering a system with fixed RNs (mobile RNs are not yet foreseen in the LTE standards) and the satellites in the LEO mega-constellation have known orbits, the RN attach procedure can be easily modified and implemented as an ad hoc network deployment procedure, by exploiting all the available information.

4.3. HARQ

The critical aspect for HARQ in the considered system is: i) the time in which the RN can retransmit the data; and ii) the time window within which it is expecting a feedback (ACK/NACK) from the DeNB. Based on the above observations, these two parameters are 8 ms and up to 7 ms, respectively. As a consequence, it is not possible to use the standard HARQ procedure and proper solutions shall be found due to the large RTT over LEO satellites, due to the fact that the RTT computed in (2) is significantly larger than these values. In particular, the minimum number of parallel HARQ processes is defined as the ratio between the HARQ processing time, i.e., ACK time window plus propagation delay, and the Transmission Time Interval (TTI), i.e., $T_{HARQ}/TTI$. In the considered Sat-RN architecture, and assuming a 1 ms TTI and an 8 ms time window for the ACK reception, we have that:

$$N_{HARQ} = \left\lceil \frac{T_{HARQ}}{TTI} = \frac{RTT + TTI}{TTI} \right\rceil = [21.06 + 1] = 23$$

(12)

where $\lceil \cdot \rceil$ denotes the upper integer function. Such a large number of minimum HARQ parallel processes strongly impacts the UE buffer size, which shall be proportional to $N_{HARQ} \cdot TTI$, and the bit-width of the downlink control information fields, which now have to permit to discern among 23 processes (minimum 5 bits) instead of 8 (3 bits) as in traditional LTE.

To cope with the above issue, several solutions can be envisaged: i) increasing the buffer size to cope with the large number of HARQ processes; ii) increase the number of HARQ processes, by maintaining the buffer size under control, by using a 2 bit ACK to inform the transmitter on how close the received packet is to the originally transmitted one as currently under discussion for 5G systems [31]. Therefore, the number of retransmission will be reduced, because the transmitter can add the redundant bits according to the feedback information; iii) reducing the number of HARQ processes and the buffer size, which also reduces the system throughput; and iv) not implementing
the HARQ protocol, which requires solutions to solve issues related to colliding/non-decodable packets, such as transmitting repeated messages. All of these potential solutions need further investigation, in particular with respect to the impact on the overall system throughput.

4.4. Satellite handover

One last aspect to be carefully taken into account is related to the satellites’ movement. In particular, satellites in a LEO mega-constellations orbit around the Earth with a large angular velocity. Thus, the RNs deployed on-ground have to cope with the fact that they will often be forced to switch from the current satellite to another one in visibility as soon as the previous one falls behind the horizon or the minimum defined elevation angle. This is particularly critical since, in the LTE standard, the RNs are always assumed to be fixed and, thus, no mobility protocol or procedure is available for RNs that might need to change DeNB or link through which they are communicating with the EPC. To this aim, novel satellite handover procedures need to be defined. In particular, two handover solutions are proposed hereafter:

1. PHY-based handover: since the logical link between the RN and the DeNB is not aware of the physical channel being used for the communication, the best solution would be that of performing a PHY handover, i.e., an handover procedure limited to the PHY, which does not affect the upper layers. Such a handover procedure might pose significant challenges from the complexity point of view, in order to be seamless to the upper layers.

2. Traditional handover: if the complexity of implementing a PHY-based handover is unacceptable, then the RN should perform a traditional handover. However, while complexity would be reduced, delays would be much larger. In particular, since for RNs the handover is not foreseen due to the absence of RN mobility in the LTE standard, the RN attach procedure shall start from scratch again at each handover, thus significantly reducing the system flexibility and throughput as, after start-up, all of the UEs in the cell shall perform a new RA.

Both the above proposals pose technical challenges, either in terms of delays or of complexity, and thus need further analyses and assessment.

5. CONCLUSIONS

In this paper, we focused on the definition of a LTE-based Satellite Communication system through LEO mega-constellations. In particular, two different architectures have been proposed to this aim: i) the Sat-RN architecture, in which the LTE on-ground cells are realised thanks to satellite-enabled Relay Nodes; and ii) the Sat-eNB architecture, in which the on-ground satellite-enabled entities are traditional LTE eNBs, with the additional capability to communicate through a satellite link. Focusing on former architecture, the impact of large Doppler shifts and delays has been discussed and assessed on the backhaul link in particular, while on the radio access link UEs do not perceive any difference with respect to a traditional terrestrial-only LTE cell. As for the Doppler shift, while the maximum value tolerated in LTE is $f_{d,\text{LTE}} = 950$ Hz, the proposed analysis showed that, in the Ku-band $11 < f_0 < 14$ GHz frequency range, the maximum Doppler shift experienced when the elevation of the satellite is $\theta = 45^\circ$ is within this interval $158 \leq f_d \leq 201$ kHz. Therefore, the frequency offset is increased by a factor between 166 and 221 when compared to LTE. Consequently, it would be necessary to increase the robustness of LTE to be successfully used over a satellite in LEO as, for instance, by increasing the subcarrier spacing. An alternative solution might be that of allowing the receiver to further compensate the Doppler shift, by leveraging on the knowledge of its own coordinates and the orbit of the satellite. In this case, the study reveals that the position error must be smaller than 4 km. With respect to the PHY/MAC procedures, the RN attachment can be replaced by ad-hoc network deployment, thanks to the knowledge of the (fixed) RNs locations and the satellites’ orbit. As for the HARQ procedure, substantial modifications might be required, since the RTT is significantly larger than that used to design the LTE terrestrial procedure. In this case,
several potential solutions have been proposed based on the configuration of the HARQ processes with different parameters, i.e., buffer sizes, number of parallel processes, and number of repetitions for the considered message. Finally, since relaying in LTE does not foresee mobility, a proper handover procedure shall be carefully designed in order to cope with the satellites’ movement. The analysis and assessment of the proposed solutions, and, in particular, their impact on the overall system throughput and complexity, is left for further studies.
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