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Abstract. It is known that there is no EPTAS for the $m$-dimensional knapsack problem unless $W[1] = FPT$. It is true already for the case, when $m = 2$. But, an FPTAS still can exist for some other particular cases of the problem.

In this note, we show that the $m$-dimensional knapsack problem with a $\Delta$-modular constraints matrix admits an FPTAS, whose complexity bound depends on $\Delta$ linearly. More precisely, the proposed algorithm arithmetical complexity is $O(n \cdot (1/\varepsilon)^{m+3} \cdot \Delta)$, for $m$ being fixed. Our algorithm is actually a generalisation of the classical FPTAS for the 1-dimensional case.

Strictly speaking, the considered problem can be solved by an exact polynomial-time algorithm, when $m$ is fixed and $\Delta$ grows as a polynomial on $n$. This fact can be observed combining results of the papers \[9,12,28\]. We give a slightly more accurate analysis to present an exact algorithm with the complexity bound $O(n \cdot \Delta^{m+1})$, for $m$ being fixed. Note that the last bound is non-linear by $\Delta$ with respect to the given FPTAS.

The goal of the paper is only to prove the existence of the described FPTAS, and a more accurate analysis can give better constants in exponents. Moreover, we are not worry to much about memory usage.
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1 Introduction

1.1 Basic Definitions And Notations

Let $A \in \mathbb{Z}^{m \times n}$ be an integer matrix. We denote by $A_{ij}$ the $ij$-th element of the matrix, by $A_i$ its $i$-th row, and by $A_j$ its $j$-th column. The set of integer values from $i$ to $j$, is denoted by $i:j = \{i, i+1, \ldots, j\}$. Additionally, for subsets $I \subseteq \{1, \ldots, m\}$ and $J \subseteq \{1, \ldots, n\}$, the symbols $A_{IJ}$ and $A[I, J]$ denote the sub-matrix of $A$, which is generated by all the rows with indices in $I$ and all
the columns with indices in \( J \). If \( I \) or \( J \) are replaced by \( * \), then all the rows or columns are selected, respectively. Sometimes, we simply write \( A_I \) instead of \( A_{I^*} \) and \( A_J \) instead of \( A_{J^*} \), if this does not lead to confusion.

The maximum absolute value of entries in a matrix \( A \) is denoted by \( \| A \|_{\text{max}} = \max_{i,j} |A_{i,j}| \). The \( l_p \)-norm of a vector \( x \) is denoted by \( \| x \|_p \).

**Definition 1.** For a matrix \( A \in \mathbb{Z}^{m \times n} \), by

\[
\Delta_k(A) = \max \{|\det A_{IJ}| : I \subseteq 1:m, J \subseteq 1:n, |I| = |J| = k\},
\]

we denote the maximum absolute value of determinants of all the \( k \times k \) submatrices of \( A \). Clearly, \( \Delta_1(A) = \| A \|_{\text{max}} \). Additionally, let \( \Delta(A) = \Delta_{\text{rank}(A)}(A) \).

### 1.2 Description of Results and Related Work

Let \( A \in \mathbb{Z}_+^{m \times n} \), \( b \in \mathbb{Z}_+^m \), \( c \in \mathbb{Z}_+^n \) and \( u \in \mathbb{Z}_+^n \). The bounded \( m \)-dimensional knapsack problem (shortly \( m \)-BKP) can be formulated as follows:

\[
\begin{align*}
& c^T x \rightarrow \max \\
& \begin{cases} \\
& Ax \leq b \\
& 0 \leq x \leq u \\
& x \in \mathbb{Z}_+^n.
\end{cases}
\end{align*}
\]

(m-BKP)

It is well known that the \( m \)-BKP is \( NP \)-hard already for \( m = 1 \). However, it is also well known that the 1-BKP admits an FPTAS. The historically first FPTAS for the 1-BKP was given in the seminal work of O. Ibarra and C. Kim \[17\]. The results of \[17\] were improved in many ways, for example in the works \[5, 16, 14, 18, 20, 21, 22, 27, 29, 30, 34\]. But, it was shown in \[25\] (see \[23\] p. 252 for a simplified proof) that the 2-BKP does not admit an FPTAS unless \( P = NP \). Due to \[26\], the 2-BKP does not admit an EPTAS unless \( W[1] = FPT \). However, the \( m \)-BKP still admits a PTAS. To the best of our knowledge, the state of the art PTAS is given in \[4\]. The complexity bound proposed in \[4\] is \( O(n^{\frac{1}{m}} - m) \). The perfect survey is given in the book \[23\].

Within the scope of the article, we are interested in studying \( m \)-BKP problems with a special restriction on sub-determinants of the constraints matrix \( A \). More precisely, we assume that all rank-order minors of \( A \) are bounded in an absolute value by \( \Delta \). We will call this class of \( m \)-BKPs as \( \Delta \)-modular \( m \)-BKPs. The main result of the paper states that the \( \Delta \)-modular \( m \)-BKP admits an FPTAS, whose complexity bound depends on \( \Delta \) linearly, for any fixed \( m \).

**Theorem 1.** The \( \Delta \)-modular \( m \)-BKP admits an FPTAS with the arithmetical complexity bound

\[
O(T_{LP} \cdot (1/\epsilon)^{m+3} \cdot (2m)^{2m+6} \cdot \Delta),
\]

where \( T_{LP} \) is the linear programming complexity bound.
Proof of the theorem is given in Section 2.

Due to the seminal work of N. Megiddo [31], the linear program can be solved by a linear-time algorithm if \( m \) is fixed.

**Corollary 1.** For fixed \( m \) the complexity bound of Theorem 1 can be restated as

\[
O(n \cdot (1/\varepsilon)^{m+3} \cdot \Delta).
\]

We need to note that results of the papers [9,12,28] can be combined to develop an exact polynomial-time algorithm for the considered \( \Delta \)-modular \( m \)-BKP problem, and even more, for any \( \Delta \)-modular ILP problem in standard form with a fixed number of constraints \( m \). But, the resulting algorithm complexity contains a non-linear dependence on \( \Delta \) in contrast with the developed FPTAS. The precise formulation will be given in the following Theorem 2 and Corollary 2. First, we need to make some definitions:

**Definition 2.** Let \( A \in \mathbb{Z}^{m \times n} \), \( b \in \mathbb{Z}^m \), \( c \in \mathbb{Z}^n \), \( u \in \mathbb{Z}_+^n \), \( \text{rank}(A) = m \) and \( \Delta = \Delta(A) \). The bounded \( \Delta \)-modular ILP in standard form (shortly \( m \)-BILP) can be formulated as follows:

\[
\begin{align*}
\max c^\top x \\
Ax = b \\
0 \leq x \leq u \\
x \in \mathbb{Z}^n.
\end{align*}
\]

The main difference between the problems \( m \)-BILP and \( m \)-BKP is that the input of the problem \( m \)-BILP can contain negative numbers. The inequalities of the problem \( m \)-BKP can be turned to equalities using slack variables.

**Definition 3.** Consider the problem \( m \)-BILP. Let \( z^* \) be an optimal solution of \( m \)-BILP and \( x^* \) be an optimal vertex-solution of the LP relaxation of \( m \)-BILP. The \( l_1 \)-proximity bound \( H \) of the problem \( m \)-BILP is defined by the formula

\[
H = \max_{x^*} \min_{z^*} \|x^* - z^*\|_1.
\]

It is proven in [9] that

\[
H \leq m \cdot (2m \cdot \Delta_1 + 1)^m, \quad \text{where } \Delta_1 = \Delta_1(A) = \|A\|_{\text{max}}. \quad (1)
\]

It was noted in [28, formula (4)] that this proximity bound (1) of the paper [9] can be restated to work with the parameter \( \Delta(A) \) instead of \( \Delta_1(A) \). More precisely, there exists an optimal solution \( z^* \) of the \( m \)-BILP problem such that

\[
H \leq m \cdot (2m + 1)^m \cdot \Delta, \quad \text{where } \Delta = \Delta(A).
\]

**Theorem 2.** The \( m \)-BILP problem can be solved by an algorithm with the following arithmetical complexity:

\[
n \cdot O((H + m)^{m+1} \cdot \log^2(H) \cdot \Delta + T_{LP}.
\]

The previous complexity bound can be slightly improved in terms of \( H \):

\[
n \cdot O((\log m)^{m^2} \cdot (H + m)^m \cdot \Delta + T_{LP}.
\]
The proof can be found in Section 3.

Remark 1. The algorithms described in the proof of Theorem 2 are using hash tables with linear expected constructions time and constant worst-case lookup time to store information dynamic tables. An example of a such hash table can be found in the book [7]. So, strictly speaking, algorithms of Theorem 2 are randomized.

Randomization can be removed by using any balanced search-tree, for example, RB-tree [7]. It will lead to additional logarithmic term in the complexity bound.

Applying the proximity bounds (3) and (1) to the previous Theorem 2, we can obtain estimates that are independent of $H$. For example, we obtain the following corollary:

**Corollary 2.** The problem $m$-BILP can be solved by an algorithm with the following arithmetical complexity bound:

$$n \cdot O(m^2 \cdot \log m \cdot \Delta^m m^{m+1}) + T_{LP} \quad \text{and} \quad n \cdot \Delta^{m+1}, \quad \text{for } m \text{ being fixed.}$$

Remark 2. Taking $m = 1$ in the previous corollary we obtain the $O(n \cdot \Delta^2)$ complexity bound for the classical bounded knapsack problem, where $\Delta$ is the maximal absolute value of item weights. Our bound is better than the previous state of the art bounds $O(n^2 \cdot \Delta^2)$ and $O(n \cdot \Delta^2 \cdot \log^2 \Delta)$ due to [9].

Better complexity bound for searching of an exact solution can be achieved for the unbounded version of the $m$-BILP problem. More precisely, for this case, the paper [19] gives the complexity bound

$$O(\sqrt{m} \Delta^{2m}) + T_{LP}.$$

We note that the original complexity bound from the work [19] is stated with respect to the parameter $\Delta_1(A) = \|A\|_\infty$ instead of $\Delta(A)$ (see the next Remark 3), but, due to Lemma 1 of [12], we can assume that $\Delta(A) \leq \Delta_1(A)$.

Remark 3. Another interesting parameter of the considered problems $m$-BKP and $m$-BILP is $\Delta_1(A) = \|A\|_{\max}$. Let us denote $\Delta_1 = \Delta_1(A)$. The first exact quasipolynomial-time algorithm for $m$-BILP was constructed in the seminal work of C. H. Papadimitriou [32]. The result of [32] was recently improved in [9], where it was shown that the $m$-BILP can be solved exactly by an algorithm with the arithmetical complexity

$$n \cdot O(m^{(m+1)^2} \cdot \Delta_1^{m(m+1)} \cdot \log^2 (m \Delta_1) + T_{LP} \quad \text{and} \quad n \cdot \Delta_1^{m(m+1)} \cdot \log^2 (\Delta_1), \quad \text{for } m \text{ being fixed.}$$
Due to the results of [19], the unbounded version of the problem can be solved by an algorithm with the arithmetical complexity

\[ O(\sqrt{m} \Delta_1)^{2m} + T_{LP}. \]  

The results of our note can be easily restated to work with the \( \Delta_1 \) parameter. Using the inequality (1), the arithmetical complexity bound of Corollary 2 becomes

\[ n \cdot O(\log m)^{m^2} \cdot O(m)^{m^2+m} \cdot \Delta_1^{m(m+1)} + T_{LP} \quad \text{and} \]
\[ n \cdot \Delta_1^{m(m+1)}, \quad \text{for } m \text{ being fixed}, \]

which is slightly better, than the bound (2) of [9].

Additionally, Corollary 2 gives currently best bound \( O(n \cdot \Delta_2^2) \) for the classical 1-dimensional bounded knapsack problem, see Remark 2.

The analogue result can be stated for our FPTAS. Definitely, for \( \gamma > 0 \) and \( M = \{ y = Ax : x \in \mathbb{R}_n^+, \|x\|_1 \leq \gamma \} \) we trivially have \( |M \cap \mathbb{Z}^m| \leq (\gamma \Delta_1)^m \).

Applying the algorithm from Section 2 to this analogue of Corollary 3, it gives an algorithm with the arithmetical complexity

\[ O(T_{LP} \cdot (1/\epsilon)^{m+3} \cdot m^{2m+6} \cdot (2\Delta_1)^m) \quad \text{and} \]
\[ O(n \cdot (1/\epsilon)^{m+3} \cdot \Delta_1^m), \quad \text{for } m \text{ being fixed}. \]

For sufficiently large \( \epsilon \) the last bounds give a better dependence on \( m \) and \( \Delta_1 \), than bounds (2) from [9].

**Remark 4 (Why \( \Delta \)-modular ILPs could be interesting?).** It is well known that the Maximal Independent Set (shortly MAX-IS) problem on a simple graph \( G = (V, E) \) can be formulated by the ILP

\[
\begin{cases}
\text{1}^T x \rightarrow \text{max} \\
A(G) x \leq \text{1} \\
x \in \{0, 1\}^{|V|},
\end{cases}
\]

where \( A(G) \in \{0, 1\}^{|E| \times |V|} \) is the edge-vertex incidence matrix of \( G \). Due to the seminal work [13] \( \Delta(A(G)) = 2^{\nu(G)} \), where \( \nu(G) \) is the odd-cycle packing number of \( G \). Hence, the existence of a polynomial-time algorithm for \( \Delta \)-modular ILPs will lead to the existence of a polynomial-time algorithm for the MAX-IS problem for graphs with a fixed \( \nu(G) \) value. Recently, it was shown in [2] that 2-modular ILPs admit a strongly polynomial-time algorithm, and consequently, the MAX-IS \( \in P \) for graphs with one independent odd-cycle. But, existence of a polynomial-time algorithms even for the 3-modular or 4-modular ILP problems is an interesting open question, as well as existence of a polynomial-time algorithm for the MAX-IS problem on...
graphs with $\nu(G) = 2$. Finally, due to \cite{1}, if $\Delta(\bar{A})$ is fixed, where $\bar{A} = (A^T_G)$ is the extended matrix of the ILP $\text{MAX-IS}$ then the problem can be solved by a polynomial time algorithm. The shorter proof could be found in \cite{10,11}, as well as analogue results for vertex and edge Maximal Dominating Set problems. For recent progress on the $\text{MAX-IS}$ problem with respect to the $\nu(G)$ parameter see the papers \cite{3,6,15}.

Additionally, we note that, due to \cite{3}, there are no polynomial-time algorithms for the $\text{MAX-IS}$ problem on graphs with $\nu(G) = \Omega(\log n)$ unless the ETH (the Exponential Time Hypothesis) is false. Consequently, with the same assumption, there are no algorithms for the $\Delta$-modular ILP problem with the complexity bound $\text{poly}(s) \cdot \Delta^{O(1)}$, where $s$ is an input size. Despite the fact that algorithms with complexities $\text{poly}(s) \cdot f'\Delta$ or $s \cdot f'\Delta$ may still exist, it is interesting to consider existence of algorithms with a polynomial dependence on $\Delta$ in their complexities for some partial cases of the $\Delta$-modular ILP problem. It is exactly what we do in the paper while fixing the number of constraints in ILP formulations of the problems $m$-$\text{BKP}$ and $m$-$\text{BILP}$.

Due to the Hadamard’s inequality, the existence of an ILP algorithm, whose complexity depends on $\Delta$ linearly, can give sufficiently better complexity bounds in terms of $\Delta_1$, than the bounds of Remark \cite{3}.

**Remark 5 (Some notes about lower bounds for fixed $m$).** Unfortunately, there are not many results about lower complexity bounds for the problem $m$-$\text{BILP}$ with fixed $m$. But, we can try to adopt some bounds based on the $\Delta_1$ parameter to our case. For example, the existence of an algorithm with the complexity bound

$$2^{o(m)} \cdot 2^{o(\log_2 \Delta)} \cdot \text{poly}(s)$$

will contradict to the ETH. It is a straightforward adaptation of \cite{8, Theorem 3}.

The Theorem 13 of \cite{19} states that for any $\delta > 0$ there is no algorithm with the arithmetical complexity bound

$$f(m) \cdot (n^{2-\delta} + \Delta_1^{2m-\delta}),$$

unless there exists a truly sub-quadratic algorithm for the $(\min, +)$-convolution. Using Hadamard’s inequality, it adopts to

$$f(m) \cdot (n^{2-\delta} + \Delta_1^{2-\delta/m}).$$

The best known bound in terms of $m$ is given in \cite{21, Corollary 2}. More precisely, the existence of an algorithm with the complexity bound

$$2^{o(m \log m)} \cdot \Delta_1^{f(m)} \cdot \text{poly}(s)$$

will contradict to the ETH. But, we does not know how to adopt it for $\Delta$-modular case at the moment.

Unfortunately, all mentioned results are originally constructed for the version of $m$-$\text{BILP}$ with unbounded variables and it is the main reason, why their bounds
are probably weak with respect to the dependence on the $\Delta$ parameter. And it would be very interesting to construct a lower bound of the form

$$f(m) \cdot \Delta^{O(m)} \cdot \text{poly}(s)$$

for the $m$-BILP problem. Additionally, at the moment we do not know any FPTAS lower bounds for the $m$-BKP problem. These questions are good directions for future research.

2 Proof of the Theorem

2.1 Greedy Algorithm

The $1/(m+1)$-approximate algorithm for the $m$-BKP is presented in [4] (see also [23, p. 252]) for the case $u = 1$. This algorithm can be easily modified to work with a generic upper bounds vector $u$.

**Algorithm 1** The greedy algorithm

**Require:** an instance of the $m$-BKP problem;

**Ensure:** return $1/(m + 1)$-approximate solution of the $m$-BKP

1: compute an optimal solution $x^{LP}$ of the LP relaxation of the $m$-BKP
2: $y := \lfloor x^{LP} \rfloor$ — a rounded integer solution;
3: $F := \{i : x^{LP}_{i} \notin \mathbb{Z}\}$ — variables with fractional values;
4: return $C_{gr} := \max\{c^\top y, \max_{i \in F} \{c_i\}\}$;

Since the vector $x^{LP}$ can have at most $m$ fractional coordinates and

$$c^\top y + \sum_{i \in F} c_i = c^\top \lfloor x^{LP} \rfloor \geq c^\top x^{LP} \geq C_{opt},$$

we have $C_{gr} \geq \frac{1}{m+1} C_{opt}$.

2.2 Dynamic Programming by Costs

The dynamic programming by costs is one of the main tools in many FPTASes for the 1-BKP. Unfortunately, it probably cannot be generalized to work with $m$-BKPs for greater values of $m$. However, such generalizations can exist for some partial cases such as the $\Delta$-modular $m$-BKP.

Suppose that we want to solve the $m$-BKP and it is additionally known that $\|x\|_1 \leq \gamma$, for any feasible solution $x$ and some $\gamma > 0$. Then, to develop a dynamic program it is natural to consider only integer points $x$ that satisfy to $\|x\|_1 \leq \gamma$. The following simple lemma and corollary help to define such a program.
Lemma 1. Let \( A \in \mathbb{Z}^{m \times n} \) and \( B \in \mathbb{Z}^{m \times m} \) be the non-degenerate sub-matrix of \( A \). Let additionally \( \gamma \in \mathbb{R}_{>0}, \Delta = \Delta(A), \delta = |\det B| \) and
\[
M = \{ y = Ax : x \in \mathbb{R}^n, \|x\|_1 \leq \gamma \},
\]
then \( |M \cap \mathbb{Z}^m| \leq 2^m \cdot [1 + \gamma \cdot \frac{\Delta}{\delta}]^m \cdot \Delta. \)

Points of \( M \cap \mathbb{Z}^m \) can be enumerated by an algorithm with the arithmetical complexity bound:
\[
O(m^2 \cdot 2^m \cdot D),
\]
where \( D = \Delta \cdot (\gamma \cdot \frac{\Delta}{\delta})^m \).

Proof. W.l.o.g. we can assume that first \( m \) columns of \( A \) form the sub-matrix \( B \). Consider a decomposition \( A = B(I U) \), where \( (I U) \) is a block-matrix, \( I \) is the \( m \times m \) identity matrix and the matrix \( U \) is determined uniquely from this equality. Clearly, \( \Delta((I U)) = \Delta \), so \( \Delta_k(U) \leq \Delta \) for all \( k \in 1 : m \). Consider the set
\[
N = \{ y = [1 + \gamma \cdot \frac{\Delta}{\delta}]Bx : x \in (-1, 1)^m \}.
\]
Let us show that \( M \subseteq N \). Definitely, if \( y = Ax \) for \( \|x\|_1 \leq \gamma \), then \( y = B(I U)x = Bt \), for some \( t \in [-\gamma, \gamma]^m \cdot \frac{\Delta}{\delta} \). Finally, \( \frac{1}{1+\gamma} \frac{1}{\Delta} t \in (-1, 1)^m \) and \( y \in N \).

To estimate the value \( |N \cap \mathbb{Z}^m| \) we just note that \( N \) can be covered by \( 2^m \) parallelepipeds of the form \( \{ y = Qx : x \in [0, 1]^m \} \), where \( Q \in \mathbb{Z}^{m \times m} \) and \( |\det Q| = [1 + \gamma \cdot \frac{\Delta}{\delta}]^m \cdot \Delta \). It is well known that the number of integer points in such parallelepipeds is equal to \( |\det Q| \), see for example [35] or [36] Section 16.4. Hence, \( |M \cap \mathbb{Z}^m| \leq |N \cap \mathbb{Z}^m| \leq 2^m \cdot [1 + \gamma \cdot \frac{\Delta}{\delta}]^m \cdot \Delta. \) Points inside of the parallelepiped can be enumerated by an algorithm with arithmetical complexity
\[
O(m \cdot \min\{\log(|\det Q|), m\} \cdot |\det Q|),
\]
see for example [12]. Applying the last formula, we obtain the desired complexity bound to enumerate all integer points inside \( N \).

Corollary 3. Let \( A \in \mathbb{Z}^{m \times n}, \gamma \in \mathbb{R}_{>0}, \Delta = \Delta(A) \) and
\[
M = \{ y = Ax : x \in \mathbb{R}^n, \|x\|_1 \leq \gamma \},
\]
then \( |M \cap \mathbb{Z}^m| \leq 2^m \cdot [1 + \gamma]^m \cdot \Delta. \)

Points of \( M \cap \mathbb{Z}^m \) can be enumerated by an algorithm with the arithmetical complexity bound:
\[
O((\log m)^m \cdot \Delta \cdot \gamma^m).
\]

Proof. W.l.o.g. we can assume that \( \text{rank}(A) = m \). Let us choose \( B \in \mathbb{Z}^{m \times m} \), such that \( |\det B| = \Delta \), then the desired \( |M \cap \mathbb{Z}^m| \)-bound follows from the previous Lemma. Due to [37], we can compute a matrix \( \tilde{B} \in \mathbb{Z}^{m \times m} \) such that \( \Delta = O((\log m)^m \cdot \delta) \), where \( \delta = |\det B| \), by a polynomial time algorithm. Finally, we take a complexity bound of the previous Lemma with \( D = \Delta \cdot \gamma^m \cdot O((\log m)^m \cdot \delta). \)
We note that in the current section we need only first parts of these Lemma 1 and Corollary 3 that only estimate number of points nor enumerate them. Assume that the goal function of the $m$-BKP is bounded by a constant $C$. Then, for any $c_0 \in [1:C]$ and $k \in [1:n]$ we denote by $DP(k,c_0)$ the set of all possible points $y \in \mathbb{Z}_+^m$ that satisfy to the system

$$\begin{align*}
  c_{1k}^T x &= c_0 \\
  y &= A_{1k}x \\
  A_{1k} x &\leq b \\
  0 \leq x &\leq u_{1k} \\
  x &\in \mathbb{Z}^k.
\end{align*}$$

In particular, the optimal value of the $m$-BKP can be computed by the formula

$$c^T x^{opt} = \max \{c_0 \in [1:C] \cap \mathbb{Z}: DP(n,c_0) \neq \emptyset\}.$$ 

The set $DP(k,c_0)$ can be recursively computed using the following algorithm:

```
Algorithm 2 An algorithm to compute $DP(k,c_0)$
1: for all $z \in [0,\gamma] \cap [0,u_k] \cap \mathbb{Z}$ do 
2:   for all $y \in DP(k-1,c_0-zc_k)$ do 
3:     if $y + A_k z \leq b$ then 
4:       add $y + A_k z$ into $DP(k,c_0)$ 
5:     end if 
6:   end for 
7: end for 
```

By Corollary 3 we have $|DP(k,c_0)| \leq 2^m \cdot [1 + \gamma]^m \cdot \Delta$. Consequently, to compute $DP(k,c_0)$ we need at most $O(m \cdot (2\gamma)^{m+1} \cdot \Delta)$ arithmetic operations. The total complexity bound is given by the following trivial lemma.

**Lemma 2.** The sets $DP(k,c_0)$ for $c_0 \in [1:C]$ and $k \in [1:n]$ can be computed by an algorithm with the arithmetical complexity

$$O(n \cdot C \cdot m \cdot (2\gamma)^{m+1} \cdot \Delta).$$

### 2.3 Putting Things Together

Our algorithm is based on the scheme proposed in the seminal work [17] of O. Ibarra and C. Kim. Our choice of an algorithmic base is justified by the fact that it is relatively easy to generalize the approach of [17] to the $m$-dimensional case. On the other hand, more sophisticated schemes described in the papers [21,22,27,30] give constant improvements in the exponent or improvements in the memory usage only.
First of all, let us define two parameters $\alpha, \beta \in \mathbb{Q}_{>0}$, whose purpose will be explained later. Let $C^{gr}$ be the value of the greedy algorithm applied to the original $\Delta$-modular $m$-BKP, $x^{opt}$ be its integer optimal point and $C^{opt} = c^\top x^{opt}$.

As it was proposed in [17], we split items into heavy and light: $H = \{i : c_i > \alpha C^{gr}\}$ and $L = \{i : c_i \leq \alpha C^{gr}\}$.

It can be shown that $\|x_H\|_1 \leq \frac{m+1}{\alpha}$ for any feasible solution $x$ of $m$-BKP. Definitely, if $\|x_H\|_1 > \frac{m+1}{\alpha}$, then $C^{opt} = c^\top x^{opt} \geq c^\top x \geq c^\top x_H > \alpha C^{gr} \frac{m+1}{\alpha} = (m+1)C^{gr} \geq C^{opt}$.

Let $s = \beta C^{gr}$, we put $w = \lfloor \frac{s}{c} \rfloor$. Consider a new $\Delta$-modular $m$-BKP that consists only from heavy items of the original problem with the scaled costs $w$.

$$w^\top H x \to \max$$

$$\begin{align*}
A_H x &\leq b \\
0 &\leq x \leq u_H \\
x &\in \mathbb{Z}^{|H|}.
\end{align*}$$

(HProb)

It follows that $\|x\|_1 \leq \frac{m+1}{\alpha}$ for any feasible solution of (HProb). Additionally, we have $w^\top H x \leq \frac{1}{\alpha} c^\top H x \leq \frac{m+1}{\alpha} C^{gr} \leq \frac{m+1}{\beta}$, for any $x$ being feasible solution of (HProb). Hence, we can apply Lemma 2 to construct the sets $DP_H(k, c_0)$ for $k \in 1:n$ and $c_0 \in 1:\left\lceil \frac{m+1}{\beta} \right\rceil$. Due to Lemma 2 the arithmetical complexity of this computation is bounded by

$$O(n \cdot \frac{m(m+1)}{\beta} \cdot (2 \frac{m+1}{\alpha})^{m+1} \cdot \Delta). \quad (5)$$

To proceed further, we need to define a new notation $Pr(I, t)$. For a set of indexes $I \subseteq 1:n$ and for a vector $t \in \mathbb{Z}^m$, we denote by $Pr(I, t)$ the optimal value of the sub-problem, induced by variables with indexes in $I$ and by the right hand side vector $t$. Or by other words, $Pr(I, t)$ is the optimal value of the problem

$$c^\top_I x \to \max$$

$$\begin{align*}
A_I x &\leq t \\
0 &\leq x \leq u_I \\
x &\in \mathbb{Z}^{|I|}.
\end{align*}$$

After $DP_H(n, c_0)$ being computed we can construct resulting approximate solution, which will be denoted as $C^{apr}$, by the following algorithm.
Algorithm 3 An FPTAS for $m$-BKP

1: for all $c_0 \in 1: \lfloor \frac{m+1}{2} \rfloor$ do
2:  for all $y \in DP_H(n, c_0)$ do
3:     compute an approximate solution $q$ of the problem $Pr(L, b - y)$
4:     $C_{apr} := \max \{C_{apr}, s c_0 + q\}$.
5: end for
6: end for

Due to Corollary 3, the arithmetical complexity of the algorithm can be estimated as

$$O(T_{LP} \cdot \frac{m}{\beta} \cdot (2\frac{m+1}{\alpha})^m \cdot \Delta).$$

(6)

Clearly, $x^{opt} = x_H^{opt} + x_L^{opt}$. We denote $c_H^{opt} = c_H^T x_H^{opt}$, $c_L^{opt} = c_L^T x_L^{opt}$ and $c_0^* = w_H^T x_H^{opt}$. The value of $c_0^*$ will arise in some evaluation of Line 1 of the proposed algorithm. Or by other words, we will have $c_0 = c_0^*$ in some evaluation of Line 1. Let $y^*$ be the value of $y \in DP_H(n, c_0^*)$ such that $s c_0^* + Pr(L, b - y^*)$ is maximized and $q^*$ be the approximate value of $Pr(L, b - y^*)$, given by the greedy algorithm in Line 3. Clearly, $C_{apr} \geq s c_0^* + q^*$, so our goal is to chose parameters $\alpha, \beta$ in such a way that the inequality $s c_0^* + q^* \geq (1 - \varepsilon) C_{opt}$ will be satisfied.

Firstly, we estimate the difference $C_H^{opt} - s c_0^*$:

$$C_H^{opt} - s c_0^* \leq (c_H - s w_H) x_H^{opt} \leq s \{c_H^T / s\} x_H^{opt} \leq s \frac{m + 1}{\alpha} = \frac{(m + 1)\beta C_{gr}}{\alpha} \leq \frac{(m + 1)\beta C_{opt}}{\alpha}$$

To estimate the difference $C_L^{opt} - q^*$ we need to note that $Pr(L, b - y^*) \geq Pr(L, b - A_H x_H^{opt}) = C_L^{opt}$. It follows from optimality of $y^*$ with respect to the developed dynamic program. Next, since $c_i \leq \alpha C_{gr}$ for $i \in L$, due to the inequality (4), we have

$$q^* \geq Pr(L, b - y^*) - m \alpha C_{gr} \geq Pr(L, b - y^*) - (m + 1) \alpha C_{opt}.$$  

Finally, we have

$$C_L^{opt} - q^* \leq Pr(L, b - y^*) - q^* \leq (m + 1) \alpha C_{opt}.$$
Putting all inequalities together, we have
\[ C^{opt} - C^{apr} \leq (C^{opt} - s e_0^*) + (C^{opt} - q^*) \leq \]
\[ \leq (m + 1)(\alpha + \frac{\beta}{\alpha}) C^{opt} \]
and
\[ C^{apr} \geq (1 - (m + 1)(\alpha + \frac{\beta}{\alpha})) C^{opt}. \tag{7} \]

The total arithmetical complexity can be estimated as
\[ O(T_{LP} \cdot \frac{1}{\beta} \cdot (2m)^{m+3} \cdot \left( \frac{1}{\alpha} \right)^{m+1} \cdot \Delta). \tag{8} \]

Finally, after the substitution \( \beta = \alpha^2 \) and \( \alpha = \frac{\varepsilon}{2(m+1)} \) to (7) and (8), we have
\[ C^{apr} \geq (1 - \varepsilon) C^{opt} \]
and a complexity bound
\[ O(T_{LP} \cdot (1/\varepsilon)^{m+3} \cdot (2m)^{2m+6} \cdot \Delta) \]
that finishes the proof.

3 Proof of Theorem 2

Let \( x^* \) be an optimal vertex solution of the LP relaxation of the \( \Delta \)-modular \( m \)-BILP problem. After a standard change of coordinates \( x \rightarrow x - \lfloor x^* \rfloor \) the original \( m \)-BILP transforms to an equivalent ILP with different lower and upper bounds on variables and a different right-hand side vector \( b \). For the sake of simplicity we assume that lower bounds of the new problem are equal to zero.

Any optimal vertex solution of the LP problem has at most \( m \) non-zero coordinates, so we have the following bound on the \( l_1 \)-norm of an optimal ILP solution \( z^* - \lfloor x^* \rfloor \) of the new problem:
\[ \|z^* - \lfloor x^* \rfloor\|_1 \leq \|x^* - z^*\|_1 + \|x^* - \lfloor x^* \rfloor\|_1 \leq H + m. \]

3.1 First Complexity Bound

Consider a weighted digraph \( G = (V, E) \), whose vertices are triplets \((k, h, l)\), for \( k \in 1:n, l \in 0:(H + m)\) and \( h \in \{Ax; \|x\|_1 \leq l\} \cap \mathbb{Z}^m \). Using Corollary 2, we bound the number of vertices \( |V| \) by \( O(n \cdot 2^m \cdot (H + m)^{m+1} \cdot \Delta) \). By definition, any vertex \((k, h, l)\) has an in-degree equal to \( \min\{u_k, l\} + 1 \). More precisely, for any \( j \in 0: \min\{u_k, l\} \) there is an arc from \((k - 1, h - A_kj, l - j)\) to \((k, h, l)\), this arc is weighted by \( c_kj \). Note that vertex \((k - 1, h - A_kj, l - j)\) exists only if \( j \leq l \). Additionally, we add to \( G \) a starting vertex \( s \), which is connected with all
vertices of the first level \((1, *, *)\), weights of this arcs correspond to solutions of 1-dimensional sub-problems. Clearly, the number of arcs can be estimated by
\[
|E| = O(|V| \cdot (H + m)) = O(n \cdot 2^m \cdot (H + m)^{m+2} \cdot \Delta).
\]

The \(\Omega\)-BILP problem is equivalent to searching of the longest path starting from the vertex \(s\) and ending at the vertex \((n, b, H + m)\) in \(G\). Since the graph \(G\) is acyclic, the longest path problem can be solved by an algorithm with the complexity bound \(O(|V| + |E|) = O(n \cdot 2^m \cdot (H + m)^{m+2} \cdot \Delta)\).

We note that during the longest path problem solving, the graph \(G\) must be evaluated on the fly. In other words, the vertices and arcs of \(G\) are not known in advance, and we build them online. To make constant-time access to vertices we can use a hash-table data structure with constant-time insert and search operations (see Remark 1).

Using this idea, we replace the part of the graph \(G\) connecting vertices of the levels \((k-1, *, *)\) and \((k, *, *)\) by an auxiliary graph, whose vertices correspond to the triplets \((i, h, l)\), where \(i \in \{0, 1, \ldots, \log_2(H + m)\}\), and any triplet \((i, h, l)\) has in-degree two. More precisely, the vertex \((i, h, l)\) is connected with exactly two vertices: \((i - 1, h, l)\) and \((i - 1, h - s(k, i)A_k, l - s(k, i))\). The resulting graph will have at most \(O(\log^2(H + m)|V|)\) vertices and arcs, where \(|V|\) corresponds to the original graph. Total arithmetical complexity can be estimated as
\[
O(n \cdot 2^{O(m)} \cdot (H + m)^{m+1} \cdot \log^2 H \cdot \Delta).
\]

### 3.2 Second Complexity Bound

Consider a weighted digraph \(G = (V, E)\), whose vertices are pairs \((k, h)\), for \(k \in 1: n\) and \(h \in M := \{Ax: \|x\|_1 \leq H + m\} \cap \mathbb{Z}^m\). The edges of \(G\) have the same structure as in the graph from the previous subsection. More precisely, for any \(j \in 0: u_k\) we put an arc from \((k - 1, h - A_k j)\) to \((k, h)\), if such vertices exist in \(V\), the arc is weighted by \(c_{k,j}\).

We compute all vertices of \(G\) directly, using Corollary 3. Arithmetical complexity of this step is bounded by \(n \cdot O(\log m)^{m^2} \cdot (H + m)^m \cdot \Delta\). Due to Corollary 3 \(|V| = n \cdot |M| = O(n \cdot 2^m \cdot (H + m)^m \cdot \Delta\) and \(|E| = O(n \cdot 2^m \cdot (H + m)^m+1 \cdot \Delta)\), since an in-degree of any vertex in \(G\) is bounded by \(H + m + 1\).
Let us fix some vertex-level \((k, \ast)\) of \(G\) for some \(k \in 1 : n\), and consider an auxiliary graph \(F_k\), whose vertices are exactly elements \(h \in M = \{Ax : \|x\|_1 \leq H + m\} \cap \mathbb{Z}^m\). For two vertices \(h_1, h_2\) of \(F_k\), we put an arc from \(h_1\) to \(h_2\) if \(h_2 - h_1 = A_k\). Since the graph \(F_k\) is acyclic and since "in" and "out" degrees of any vertex in \(F_k\) are at most one, the graph \(F_k\) is a disjoint union of paths. This decomposition can be computed by an algorithm with complexity 
\[ O(|V(F_k)|) = O(|M|) = O(2^m \cdot (H + m)^m \cdot \Delta). \]
Let \((h_1, h_2, \ldots, h_t)\) be some path of the decomposition, and \(\text{longest}(k, h_i)\) be the value of the longest path in \(G\) starting at \(s\) and ending at \((k, h)\). Clearly, for any \(i \in 1 : t\), the value of \(\text{longest}(k, h_i)\) can be computed by the formula
\[ \text{longest}(k, h_i) = \max_{j \in \min\{u_k, i-1\}} \text{longest}(k - 1, h_{i-j}) + c_k j. \] (9)

Consider a queue \(Q\) with operations: 
- \(\text{Enque}(Q, x)\) that puts an element \(x\) into the tail of \(Q\),
- \(\text{Decue}(Q)\) that removes an element \(x\) from the head of \(Q\),
- \(\text{GetMax}(Q)\) that returns maximum of elements of \(Q\).
It is known fact that queue can be implemented such that all given operations will have amortized complexity \(O(1)\). Now, we compute \(\text{longest}(k, h_i)\), for \(h_i \in (h_1, h_2, \ldots, h_t)\) using the following algorithm:

**Algorithm 4** Compute longest path with respect to \((h_1, h_2, \ldots, h_t)\)

1: Create an empty queue \(Q\);
2: \(w := \min\{u_k, t\}\);
3: for \(j := 0\) to \(w\) do
4: \(\text{Enque}(Q, \text{longest}(k - 1, h_{t-j}) + c_k j)\);
5: end for
6: for \(i := t\) down to \(1\) do
7: \(\text{longest}(k, h_i) := \text{GetMax}(Q) - c_k (t - i)\);
8: \(\text{Decue}(Q)\);
9: if \(i \geq w + 1\) then
10: \(\text{Enque}(Q, \text{longest}(k - 1, h_{i-w-1}) + c_k (t - i + 1))\);
11: end if
12: end for

Correctness of the algorithm follows from the formula (9). The algorithm’s complexity is \(O(t)\).

Let us estimate the total arithmetical complexity of the whole procedure. It consists from the following parts:

1. Enumerating of points in the set \(M\). Due to Corollary 3 the complexity of this part is \(O(\log m)^m \cdot (H + m)^m \cdot \Delta\);
2. Constructing the graphs \(F_k\) for each \(k \in 1 : n\). The number of edges and vertices in \(F_k\) can be estimated as \(O(|M|)\). Hence, due to Corollary 3 the complexity of this part can be estimated as \(O(n \cdot |M|) = O(n \cdot 2^m \cdot (H + m)^m \cdot \Delta)\).
3. For each $F_k$, compute a path decomposition of $F_k$. For each path in the decomposition, apply an Algorithm 4. The complexity of this part is clearly the same as in the previous step.

Therefore, the total complexity bound is roughly

$$n \cdot O((\log m)^m \cdot (H + m) \cdot \Delta).$$

**Conclusion**

The paper considers the $m$-dimensional bounded knapsack problem ($m$-BKP) and the bounded ILP in the standard form ($m$-BILP). For the problem ($m$-BKP) it gives an FPTAS with the arithmetical complexity bound

$$O(n \cdot (1/\varepsilon)^{m+3} \cdot \Delta),$$

where $n$ is the number of variables, $m$ is the number of constraints (we assume here that $m$ is fixed) and $\Delta = \Delta(A)$ is the maximal absolute value of rank-order minors of $A$. For details see Theorem 1 and Corollary 1.

For the problem ($m$-BILP) it gives an exact algorithm with the complexity bound

$$O(n \cdot \Delta^{m+1}).$$

Taking $m = 1$ it gives

$$O(n \cdot \Delta^2)$$

arithmetical complexity bound for the classical bounded knapsack problem. For details see Theorem 2 and Corollary 2.
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