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Abstract

As from time to time it is impractical to ask agents to provide linear orders over all alternatives, for these partial rankings it is necessary to conduct preference completion. Specifically, the personalized preference of each agent over all the alternatives can be estimated with partial rankings from neighboring agents over subsets of alternatives. However, since the agents’ rankings are nondeterministic, where they may provide rankings with noise, it is necessary and important to conduct the trustworthy preference completion. Hence, in this paper firstly, a trust-based anchor-kNN algorithm is proposed to find k-nearest trustworthy neighbors of the agent with trust-oriented Kendall-Tau distances, which will handle the cases when an agent exhibits irrational behaviors or provides only noisy rankings. Then, for alternative pairs, a bijection can be built from the ranking space to the preference space, and its certainty and conflict can be evaluated based on a well-built statistical measurement Probability-Certainty Density Function. Therefore, a certain common voting rule for the first k trustworthy neighboring agents based on certainty and conflict can be taken to conduct the trustworthy preference completion. The properties of the proposed certainty and conflict have been studied empirically, and the proposed approach has been experimentally validated compared to state-of-arts approaches with several data sets.
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I. INTRODUCTION

In a preference completion problem, with a set of agents (users) and a set of alternatives (items), each agent (user) has his/her partial ranking over a subset of alternatives (items) and the goal of this problem is to infer each agent (user)’s personalized ranking or preference over all the alternatives (items) including those alternatives (items) the agent (user) has not yet handled. Obviously, if the agents are required to rank all alternatives to form linear orders, there is no need to complete the preference at all. However, from time to time it is impractical to ask agents to provide linear orders over all alternatives, especially in big data environments [19]. For example, perhaps the agent doesn’t know the status of some alternatives because there are too many alternatives, which makes the agent hard to rank all of them. Or perhaps some alternatives are incomparable for a certain agent. These all result in partial rankings, and it is necessary to introduce preference completion.

The preference completion problem has been applied to applications in many areas, such as social choice, recommender system, etc [24]. For example, in social choice, each voter (agent) can cast a ballot by a ranking over all candidates (alternatives), or a partial ranking over some candidates (alternatives). As for partial rankings, it is necessary to complete the preference, and then these different rankings over all candidates can be aggregated by a certain voting rule to form a joint decision. In a recommendation system, each user can rate some items by a partial ranking. Then the task of the recommendation system is to predict the ranking for the user on the items that have not been rated by him/her based on the existed rankings and then the system can recommend top-k items according to this prediction and partial rankings. To satisfy this requirement, some existing technologies such as collaborative filtering approach, neighborhood-based approaches are proposed to handle the preference completion. In this paper, we focus on the neighborhood-based approaches, which perform better than others in the literature [20].

Traditionally, in neighborhood-based preference completion, it is first to find the near neighbors of each agent and then aggregate these neighbors’ rankings to produce the predicted preference [13]. Liu et al. [25] initially propose a Kendall-Tau (KT) distance-based method to find the near neighbors of an agent, where the Kendall-Tau distance is a measure of the similarity between two agents’ rankings. The shorter the Kendall-Tau distance, the more similar the two agents. While in [25], they assume that agents’ rankings are deterministic, which is unrealistic in many settings. For example, an agent can exhibit
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irrational behaviors, or provide only noisy rankings. Therefore, in the nondeterministic settings, the method proposed in \[25\] does hold reasonable results in finding the near neighbors. To fix this problem, Liu et al. \[24\] propose an anchor-based algorithm to find neighbors of an agent under the presence of multiple levels of randomness. With a salient feature that leverages the rankings of many other agents to determine the similarities of two agents, it outperforms other widely used techniques including \[25\]’s but inevitably losing the running efficiency because the algorithm utilizes many other agents’ ranking information to ignore the presence of randomness. However, since the agents’ rankings are nondeterministic, where they may provide their rankings under noisy environments, it is natural to find a constant to measure the quality of rankings the agents made under uncertainty settings \[23\]. More precisely, in finding neighbors of an agent, there is a strong desire to find the agents with rankings of high quality and exclude the agents with rankings of low quality \[14\]. Recent research has put forward a number of proposals for quantizing the quality of rankings \[10\]. Hence, in this paper, we focus on utilizing this quality to improve the performance of preference completion on trustworthiness.

Technically, in a ranking pool gathered from agents, these rankings between the alternative pair \(A\) and \(B\) can be aggregated to form the preference between \(A\) and \(B\). Mathematically, a bijection can be built from the ranking space to the preference space for alternative pair \(A\) and \(B\). Here, the ranking space consists of all the partial rankings on \(A\) and \(B\) from agents, while the preference space consists of three-way preference between \(A\) and \(B\), which includes preference (prefer \(A\) to \(B\), denoted as \(P_{AB}^+\)), dispreference (prefer \(B\) to \(A\), denoted as \(P_{AB}^-\)), and uncertainty (no preference between \(A\) and \(B\), denoted as \(C_{AB}\)), according to the trisecting and acting models of human cognitive behaviors \[19\] [30]. Thus, the following three situations are distinguished:

- The agents prefer alternative \(A\) to alternative \(B\), which can be confirmed by high \(P_{AB}^+\), low \(P_{AB}^-\), and low \(C_{AB}\).
- The agents prefer alternative \(B\) to alternative \(A\), which can be confirmed by low \(P_{AB}^+\), high \(P_{AB}^-\), and low \(C_{AB}\).
- The agents are uncertain about the preference between alternative pair \(A\) and \(B\), i.e., \(A\) and \(B\) are unpreferred, which can be confirmed by low \(P_{AB}^+\), low \(P_{AB}^-\), and high \(C_{AB}\).

It is obvious that when \(C_{AB}\) is low, the preference between \(A\) and \(B\) can be determined, i.e., \(A\) and \(B\) are preferable. Hence, the certainty of preference can be introduced to describe the trustworthiness of the preference, which is denoted as \(C_{AB}^+\) and it can be calculated as \(C_{AB}^+ = 1 - C_{AB}\). The certainty of preference can be taken as the subjective probability of the preference, following the proposition that the certainty is the degree of belief that an individual has on the preference \[16\]. Hence, in this paper, the certainty based on a well-built statistical measurement can be evaluated, which defines a bijection from ranking space to preference space, enabling the aggregation of partial rankings via mapping them to (preference \(P_{AB}^+\), dispreference \(P_{AB}^-\), uncertainty \(C_{AB}\)). Our definition captures the following key properties:

- **Property 1**: Certainty \(C_{AB}^+\) increases as the number of rankings between alternative pair \(A\) and \(B\) increases for a fixed ratio of rankings from \(A\) to \(B\) and rankings from \(B\) to \(A\).
- **Property 2**: Certainty \(C_{AB}^+\) decreases as the extent of conflict increases in the partial rankings between alternative pair \(A\) and \(B\).

Our contributions in this paper can be summarized as follows:

- A trust-based anchor-kNN algorithm in finding \(k\)-nearest trustworthy neighbors of the agent with trust-oriented Kendall-Tau distances is proposed to handle the preference completion problem trustworthily in the nondeterministic settings.
- As pointed out in \[2\], it is necessary and important to introduce the certainty and conflict of the preference, and from time to time the certainty and conflict of the preference are more important than the preference itself. In this paper, a probability-based certainty and conflict are introduced under the above properties 1 & 2, to describe the trustworthiness of the preference, and then the certainty and conflict can be used to conduct the trustworthiness preference completion.
- We empirically study the properties of the proposed approach, and experimentally validate the proposed approach compared to state-of-arts approaches with serval data sets.

This paper is organized as follows. Section \[II\] reviews existing works on the Plackett-Luce model, Kendall-Tau distance, and anchor-kNN algorithm. In Section \[III\], a trust-based anchor-kNN algorithm is proposed to find trustworthy neighboring agents in nondeterministic settings or noisy settings. Then in Section \[IV\] certainty and conflict of alternative pairs can be evaluated based on a well-built statistical measurement, and a certain common voting rule can be taken for the trustworthy neighboring agents to conduct the preference completion with the certainty and conflict. In addition, Section \[V\] studies empirically the properties of the proposed approach about certainty and conflict. Moreover, Section \[VI\] has been experimentally validated compared to state-of-arts approaches with serval data sets. Finally, Section \[VII\] summarizes this paper and presents the future work.

### II. Background

#### A. Plackett-Luce Model

Given a set of \(m\) alternatives and a set of \(n\) agents, let \(y(y_1, y_2, \ldots, y_m)\) denote the latent features of the alternatives and \(x(x_1, x_2, \ldots, x_n)\) denote the latent features of the agents. The Plackett-Luce model \[26\], \[27\] is a statistical model for ranking data. In the Plackett-Luce model, each alternative is assigned a positive value named utility. The greater this utility is, the
more likely its corresponding alternative is ranked at a higher position. Hence, the Plackett-Luce model can be adopted to generate the rankings of agents. In [21], the realized utility for every alternative \( j \) on agent \( i \) is determined by

\[
u_{ij}(x_i, y_j) = \theta(x_i, y_j) + \varepsilon_{i,j},
\]

\( \theta(x_i, y_j) \) is agent \( i \)'s expected utility on alternative \( j \) and can be determined by the closeness of the latent feature \( x_i \) and \( y_j \) measured by

\[
\theta(x_i, y_j) = \exp(-||x_i - y_j||_2).
\]

\( \varepsilon_{i,j} \) is a zero mean independent random variable that follows a Gumbel distribution. When the realized utilities set \( u_i(u_{i1}, u_{i2}, ... u_{im}) \) of the agent \( i \) is obtained, the agent \( i \) ranks the alternatives in a decreasing order according to the realized utilities. After repeating this for \( n \) times, synthetic data sets of all the agents can be generated for experiments. For more details, please refer to the following Algorithm [1].

**Algorithm 1 Sampling from Plackett-Luce**

**Input:** a latent feature set on \( n \) agents \( x(x_1, x_2, ..., x_n) \); a latent feature set \( y(y_1, y_2, ..., y_m) \) on \( m \) alternatives.

**Output:** A data set of rankings \( R\{R_1, R_2, ..., R_n\} \)

1: for \( x_i \) in \( x(x_1, x_2, ..., x_n) \) do
2: \hspace{1em} for \( y_j \) in \( y(y_1, y_2, ..., y_m) \) do
3: \hspace{2em} Sample \( \varepsilon_{i,j} \) follow a Gumbel distribution
4: \hspace{2em} Compute \( u_{ij}(x_i, y_j) = \exp(-||x_i - y_j||_2) + \varepsilon_{i,j} \)
5: \hspace{1em} end for
6: end for
7: for \( x_i \) in \( x(x_1, x_2, ..., x_n) \) do
8: \hspace{1em} for \( t = 1 \) to \( m \) do
9: \hspace{2em} Choose an alternative \( y_j \) from \( y \) with a probability proportional to \( u_{ij} \).
10: \hspace{2em} \( R_t \leftarrow R_t > y_j \) and \( y \leftarrow y \backslash \{ y_j \} \)
11: \hspace{1em} end for
12: end for
13: return \( R\{R_1, R_2, ..., R_n\} \)

**B. Kendall-Tau Distance**

Given two agents’ rankings \( R_1 \) and \( R_2 \) over the same alternatives, the Kendall-Tau distance can be introduced to measure the similarity of \( R_1 \) and \( R_2 \), which is the total number of disagreements in pairwise comparisons between alternatives in linear orders. For example, with the rank of the alternatives represented by \( IR \), if \( j_1 \) in \( R_i \) is the top-ranked alternative, then \( IR_i(j_1) = 1 \). The normalized Kendall-Tau distance between \( R_1 \) and \( R_2 \) is

\[
NK(R_1, R_2) = \frac{\sum_{j_1 \neq j_2 \in R_1} I \left( \prod_{k=1,2} (IR_k(j_1) - IR_k(j_2)) < 0 \right)}{\left( |R_1| \right) \choose 2},
\]

where the \( I(v) \) be an indicator that sets to 1 if the argument \( v \) is true; otherwise, it sets to 0.

Moreover, if the rankings have not shared completely the same alternatives, the intersection of the two alternative sets can be taken for computing the normalized Kendall-Tau distance.

**C. Anchor-kNN Algorithm**

Before the introduction of the anchor-kNN proposed in [21], we first present the idea of KT-kNN, which simply uses the Kendall-Tau distance to find the agent’s neighbors. If the Kendall-Tau distance between two rankings \( R_i \) and \( R_j \) is small, their latent feature of the agents \( x_i \) and \( x_j \) should be close, i.e., the two agents have similar opinion on alternatives. As this KT-kNN has not considered that the agents’ preferences are nondeterministic and agents’ rankings are made in noise setting, different from KT-kNN, anchor-kNN uses other agents’ (named as anchors) ranking data to determine the closeness of two agents rather than considering the two agents’ ranking only. The anchor-kNN develops a feature \( F_{i,j} \) for agents \( i \) and \( j \) to represent the Kendall-Tau distance between \( R_i \) and \( R_j \), i.e., \( F_{i,j} = NK(R_i, R_j) \). Then to measure the closeness of two agents denoted as \( D_{i,j} \), we use the sum of the difference between \( F_{i,t} \) and \( F_{j,t} \) to find the \( k \)-nearest neighbors, where \( t \) is the third agent that belongs to all the other agents except agents \( i \) and \( j \). Please refer to Algorithm [2] for more details.
Algorithm 2 Anchor-kNN

Input: \{R_j\}_{j \in n}, the number of the neighbors k, the latent feature \( x_i \) on agent i
Output: k neighbors near agent i
1: for \( i = 0 \) to \( n - 1 \) do
2: for \( j = 0 \) to \( n - 1 \) do
3: Compute \( F_{i,j} = NK(R_i, R_j) \)
4: end for
5: end for
6: for \( i = 0 \) to \( n - 1 \) do
7: for \( j = 0 \) to \( n - 1 \) do
8: Compute \( D(x_i, x_j) = \frac{1}{n} \sum_{t \neq i,j} |F_{i,t} - F_{j,t}| \)
9: end for
10: end for
11: Find \( j_1, j_2, \cdots, j_{n-1} \in \{n\}/\{i\} \) such that \( D(x_i, x_{j_1}) \leq D(x_i, x_{j_2}) \cdots \leq D(x_i, x_{j_{n-1}}) \)
12: return \( X_{\text{Anchor-kNN}} \leftarrow \{j_1, j_2, \cdots, j_k\} \)

III. TRUST-BASED ANCHOR-KNN

Trust is the belief of one participant in another, based on their interactions [1], [22], [23], with the extent to which a future action to be performed by the latter will lead to an expected outcome [18]. In preference completion, the trust can be used to measure the quality of the agent’s rankings, which can be obtained after evaluating trust ratings and/or other trust contextual information by trust management authorities [18] [15] [9]. Obviously, in nondeterministic settings or noise settings, the trust value \( \text{trust}(i) \in [0, 1] \) can be adopted to discount the feature noted as \( D_{i,j} \), and then to find the k-nearest neighbors of the target agent \( x_i \).
- If \( \text{trust}(i) \leq \epsilon_0 \), the corresponding ranking is untrustworthy, and it is justified that there is unnecessary to choose this agent \( i \) as the neighbors of target agent, i.e., this ranking can be eliminated from our data set, and this can improve the efficiency of algorithm, where \( \epsilon_0 \) is the threshold to rule out the fuzziness of comparison.
- If \( 1 - \text{trust}(i) \leq \epsilon_0 \), the agent \( i \) is a fairly trustworthy agent to be chosen.
- Without any prior additional information provided, \( \text{trust}(i) \) can be initially taken as 1.

Based on the introduction of trust of the agents’ rankings, the algorithm can be illustrated described in Algorithm 3.

Algorithm 3 Trust-based Anchor-kNN

Input: \{R_j\}_{j \in n}, the trust set \{\text{trust}(j)\}_{j \in n} \} on n rankings, the number of the neighbors k, the latent feature \( x_i \) on agent i
Output: k neighbors near agent i
1: for \( i = 0 \) to \( n - 1 \) do
2: for \( j = 0 \) to \( n - 1 \) do
3: Compute \( F_{i,j} = NK(R_i, R_j) \)
4: end for
5: end for
6: for \( i = 0 \) to \( n - 1 \) do
7: for \( j = 0 \) to \( n - 1 \) do
8: Compute \( D(x_i, x_j) = \frac{1}{\text{trust}(j)} \sum_{t \neq i,j} |F_{i,t} - F_{j,t}| \)
9: end for
10: end for
11: Find \( j_1, j_2, \cdots, j_{n-1} \in \{n\}/\{i\} \) such that \( D(x_i, x_{j_1}) \leq D(x_i, x_{j_2}) \cdots \leq D(x_i, x_{j_{n-1}}) \)
12: return \( X_{\text{Anchor-kNN}} \leftarrow \{j_1, j_2, \cdots, j_k\} \)

IV. CERTAINTY AND PREFERENCE COMPLETION

For all the rankings of arbitrary alternative pair \( A \) and \( B \) in the data set, the certainty can be adopted to evaluate the degree of belief that the agent prefer \( A \) to \( B \) in alternative pair \( A \) and \( B \). Technically, as the degree of belief that an agent has on the ranking [17], the certainty of ranking can be taken as the subjective probability of the ranking. Following [12], a Probability-Certainty Density Function (PCDF) can be introduced to capture the subjective probability of the ranking. However, unlike [12], following [17] and [29], in this paper certainty is defined based on the PCDF to satisfy the mentioned properties 1 & 2.

After obtaining the certainty, the preference completion with trustworthiness can be conducted. Specifically, with the rankings of trustworthy neighbors obtained by trust-based anchor-kNN described in Algorithm 3 a certain common voting rule for the first \( k \) trustworthy neighboring agents based on certainty can be taken to conduct the preference completion.

In our experimental section, about synthetic data sets, without loss of generality, \{\text{trust}(i)\} are set according to the random variable \( \epsilon_{i,j} \) which follows a Gumbel distribution.
Before the introduction of the formal definition on the PCDF-based certainty, let’s present some preliminary definitions firstly.

A. Ranking Space

The ranking space consists of all the weighted partial rankings on the alternative pair \( A \) and \( B \) from agents, including

- the rankings \( \{O_{AB}^{(i)}\} \) from \( A \) to \( B \) with weight \( w_{AB}^{(i)} \) for \( O_{AB}^{(i)} \), where \( n_{AB} = \sum i w_{AB}^{(i)} \),
- the rankings \( \{O_{BA}^{(j)}\} \) from \( B \) to \( A \) with weight \( w_{BA}^{(j)} \) for \( O_{BA}^{(j)} \), where \( n_{BA} = \sum j w_{BA}^{(j)} \), and
- the unordered ones \( \{O_{AB}^{(k)}\} \) between \( A \) and \( B \) with weight \( w_{AB}^{(k)} \) for \( O_{AB}^{(k)} \), where \( n_{AB} = \sum k w_{AB}^{(k)} \), \( w_{BA}^{(k)} = w_{AB}^{(k)} \), and \( O_{AB}^{(k)} = O_{BA}^{(k)} \).

**Definition 1:** Ranking space

\[
O = \{ n_{AB}, n_{BA}, n_{AB} \mid n_{AB} > 0, n_{BA} > 0, n_{AB} > 0 \}.
\]

B. Preference Space

Traditionally, the uncertainty is usually ignored, and sometimes dispreference has been taken into account as well, which leads to some disturbing results shown in empirical study section. According to the trisecting and acting models of human cognitive behaviors [30], [31], the preference space consists of three-way preference between alternatives, which includes

- preference \( P_{AB}^+ \) (prefer \( A \) to \( B \)),
- dispreference \( P_{AB}^- \) (prefer \( B \) to \( A \)), and
- uncertainty \( C_{AB} \) (no preference between \( A \) and \( B \)).

**Definition 2:** Preference space

\[
P = \{ P_{AB}^+, P_{AB}^-, C_{AB} \mid P_{AB}^+ + P_{AB}^- + C_{AB} = 1, \min\{P_{AB}^+, P_{AB}^-, C_{AB}\} > 0 \}.
\]

C. Certainty of Rankings in Alternative Pairs

The Bayesian inference [5], [6] here is adopted to update the probability with the available information about the rankings in alternative pairs, i.e. update the prior distribution to the posterior distribution [3], [4]. Currently, the offline Bayesian inference has been utilized in this paper. The Bayesian inference can also be applied to online/streaming scenario [7], [11].

Let \( x_{AB} \), \( x_{BA} \), and \( x_{AB} \) be the probability of rankings \( \{O_{AB}^{(i)}\} \), \( \{O_{BA}^{(j)}\} \), and \( \{O_{AB}^{(k)}\} \), respectively, where \( x_{AB} = 1 - x_{AB} - x_{BA} \) and \( X = \langle x_{AB}, x_{BA} \rangle \). In addition, \( x_{AB} \in [0, 1] \), \( x_{BA} \in [0, 1] \) and \( x_{AB} \geq 0 \), thus we then have \( x_{AB} + x_{BA} \leq 1 \).

Without any additional information, the prior distribution \( f(X|O) \) is a uniform distribution. As the cumulative probability of a distribution within [0, 1] equals 1, the density of a PCDF has the mean value 1 within [0, 1], and this makes \( f(X|O) = 1 \).

As the ranking sample \( O \) conforms to a multinomial distribution [4], [17], we have

\[
f(O) = \frac{6(x_{AB})^{n_{AB}}(x_{BA})^{n_{BA}}(x_{AB})^{n_{AB}}}{n_{AB}!n_{BA}!n_{AB}!},
\]

As for posterior distribution \( f(O|X) \), it can be estimated as [4], [17]

\[
f(O|X) = \frac{f(X|O)f(O)}{\int_0^1 f(X|O)f(O)dX} = \frac{(x_{AB})^{n_{AB}}(x_{BA})^{n_{BA}}(x_{AB})^{n_{AB}}}{\int_0^1 (x_{AB})^{n_{AB}}(x_{BA})^{n_{BA}}(x_{AB})^{n_{AB}}dX}
\]

Then, the certainty can be determined by the deviations of posterior distribution from the prior distribution, i.e. uniform distribution. Hence, we have the following definition about certainty.

**Definition 3:** The certainty of rankings \( \{ < n_{AB}, n_{BA}, n_{AB} > \} \) can be estimated as

\[
C_{AB}^+ = \frac{1}{2} \int_0^1 |f(O|X) - f(X|O)|dX
\]

\[
= \frac{1}{2} \int_0^1 \left| \frac{(x_{AB})^{n_{AB}}(x_{BA})^{n_{BA}}(x_{AB})^{n_{AB}}}{\int_0^1 (x_{AB})^{n_{AB}}(x_{BA})^{n_{BA}}(x_{AB})^{n_{AB}}dX} - 1 \right|dX,
\]

where \( \frac{1}{2} \) is to remove the double counting of the deviations.

From this definition, we have \( C_{AB}^+ = C_{BA}^+ \).
D. Conflict of Rankings

The conflict can be determined by the relatively difference between weighted rankings \( n_{AB} \) and \( n_{BA} \), as in [29]. More specifically,
- there is the largest conflict, when weighted rankings \( n_{AB} = n_{BA} \);
- there is the smallest conflict, when weighted rankings \( n_{AB} = 0 \) or \( n_{BA} = 0 \);

Hence, we have the following definition about conflict.

**Definition 4.** The conflict of rankings \( \{<n_{AB}, n_{BA}, n_{AB}>\} \) can be estimated as

\[
c_{AB} = \min\{\frac{n_{AB}}{n_{AB} + n_{BA}}, \frac{n_{BA}}{n_{AB} + n_{BA}}\}
\]  

(5)

From this definition, we have \( c_{AB} = c_{BA} \).

E. Bijection from Ranking Space to Preference Space

With Definitions 1, 2, 3 & 4, the following definition can be introduced.

**Definition 5.** The bijection from ranking space \( \{<n_{AB}, n_{BA}, n_{AB}>\} \) to preference space \( \{<P_{AB}^+, P_{AB}^-, C_{AB}^- >\} \) can be estimated as

\[
P_{AB}^+ = \frac{n_{AB}}{n_{AB} + n_{BA} + n_{AB}^+} C_{AB}^+
\]  

(6)

\[
P_{AB}^- = \frac{n_{BA}}{n_{AB} + n_{BA} + n_{AB}^+} C_{AB}^+
\]  

(7)

\[
C_{AB}^- = 1 - C_{AB}^+
\]  

(8)

F. Trustworthy Preference Completion

Before conducting the preference completion, let’s firstly introduce a definition.

**Definition 6.** With preference space \( \{<P_{AB}^+, P_{AB}^-, C_{AB}^- >\} \), the following conclusions can be obtained,
- if \( C_{AB}^- \geq \epsilon_1 \), alternatives A and B are unpreferred;
- if \( C_{AB}^- < \epsilon_1 \),
  - if \( P_{AB}^- = P_{AB}^+ \geq \epsilon_2 \), we prefer A to B;
  - if \( P_{AB}^- = P_{AB}^+ < \epsilon_2 \), we prefer B to A;
  - otherwise, A and B are unpreferred;

where \( \epsilon_1 \) and \( \epsilon_2 \) are thresholds to rule out the fuzziness of comparison.

In this paper, with the rankings of neighbors obtained by anchor-kNN described in Algorithm 2, majority voting is adopted for the first \( k \) neighbor agents to conduct the preference completion.

In this paper, firstly trust-based anchor-kNN described in Algorithm 3 is introduced to locate the trustworthy neighboring agents. Then, with the rankings of these trustworthy neighbors, common voting rules\(^2\), such as majority voting, can be taken over the preferable alternative pair to determine the bias between the alternative pair from the first \( k \) neighbor agents (Please refer to Algorithm 4 below for more details). Technically, for the alternative pair A and B with \( C_{AB}^- < \epsilon_1 \) and \( |P_{AB}^+ - P_{AB}^-| \geq \epsilon_2 \), the bias between \( P_{AB}^+ \) and \( P_{AB}^- \) in the first \( k \) neighbor agents can be aggregated, and then a new ranking with high certainty and low conflict can be obtained. Hence, we can have the trustworthy preference completion.

**Algorithm 4** Certainty-based Preference Completion

**Input:** a latent feature set \( y(y_1, y_2, ..., y_m) \) on alternatives, neighbors rankings \( R_1, R_2, ..., R_k \).

**Output:** A complete ranking \( R_i \) for target agent \( x_i \)

1. Compute \( C_{j_1,j_2}^+ \) for all \( j_1, j_2 \in m \)
2. Compute \( P_{j_1,j_2}^+ \) for all \( j_1, j_2 \in m \)
3. #aggregate the \( k \) neighbors rankings to get the rating matrix \( v_{j_1,j_2} \leftarrow 0 \) for every pair of alternatives
4. for all\( j_1, j_2 \in m \) and \( R_i \in \{R_1, R_2, ..., R_k \} \) do
5. \( v_{j_1,j_2} \leftarrow v_{j_1,j_2} + 1 \), if \( y_{j_1} \) and \( y_{j_2} \) in \( R_i \), \( y_{j_1} \) rank before or rank after \( y_{j_2} \)
6. end for
7. #aggregate the Rating Matrix for every alternatives, \( v_{j_1} \leftarrow 0 \)
8. for all\( j_1 \in m \) and all\( j_1 \in m \) do
9. \( v_{j_1} = v_{j_1} + v_{j_1,j_2} \ast P_{j_1,j_2}^+ \), if \( C_{AB}^- < \epsilon_1 \) and \( |P_{AB}^+ - P_{AB}^-| \geq \epsilon_2 \)
10. end for
11. Rank \( \{v_{2j_1}, v_{2j_2}, ..., v_{2j_m}\} \)
12. Get the complete rank \( R_i \leftarrow \{y_{1}, y_{2}, ..., y_{m}\} \)
13. return \( R_i \)

\(^2\) common voting rules may include positional scoring rules, maximin, and Bucklin. For more details, please refer to [19].
V. Empirical Studies on Properties of Certainty

A. Increasing Rankings with Fixed Conflict

Fig. 1 plots how certainty $C_{AB}^+$ varies with weighted rankings $n_{AB}$ and $n_{BA}$ under fixed conflict $c_{AB}$.

![Graph showing Certainty vs Total Number of Weighted Rankings](image)

Fig. 1. Certainty increases with $n_{AB} + n_{BA}$ when $\frac{n_{AB}}{n_{AB} + n_{BA}}$ and $n_{BA}$ is fixed.

This should confirm the Property 1.

**Theorem 1:** As for fixed $\frac{n_{AB}}{n_{AB} + n_{BA}}$ and $n_{BA}$, the certainty $C_{AB}^+$ increases with $n_{AB} + n_{BA}$.

**Proof:** Let $\frac{n_{AB}}{n_{AB} + n_{BA}} = \alpha$, $n_{AB} + n_{BA} = \beta$, and

$$f(\bullet) = \frac{(x_{AB})^{n_{AB}}(x_{BA})^{n_{BA}}(1 - x_{AB} - x_{BA})^{n_{BA}}}{\int_0^1 (x_{AB})^{n_{AB}}(x_{BA})^{n_{BA}}(1 - x_{AB} - x_{BA})^{n_{BA}}dX}.$$ 

Then we have

$$C_{AB}^+ = \frac{1}{2} \int_0^1 [f(\bullet) - 1]dX. \quad (9)$$

As in [29], $x_1$, $x_2$, $x_3$, $x_4$ can be defined, such that $f(x_1) = f(x_2) = f(x_3) = f(x_4) = 1$ and

$$C_{AB}^+ = \int_{x_1}^{x_2} \int_{x_3}^{x_4} [f(\bullet) - 1]dx_{AB}dx_{BA}, \quad (10)$$

where $x_1$, $x_2$, $x_3$, $x_4$ are functions of $\beta$. Then

$$\frac{\partial C_{AB}^+}{\partial \beta} = \frac{\partial x_2}{\partial \beta} \int_{x_3}^{x_4} [f(x_2) - 1]dx_{AB} - \frac{\partial x_1}{\partial \beta} \int_{x_3}^{x_4} [f(x_1) - 1]dx_{AB} + \int_{x_1}^{x_2} \frac{\partial}{\partial \beta} \int_{x_3}^{x_4} [f(\bullet) - 1]dx_{AB}dx_{BA} \quad (11)$$

$$= \int_{x_1}^{x_2} \frac{\partial}{\partial \beta} \int_{x_3}^{x_4} [f(\bullet) - 1]dx_{AB}dx_{BA} \quad (12)$$

where

$$\frac{\partial}{\partial \beta} \int_{x_3}^{x_4} [f(\bullet) - 1]dx_{AB} \quad (13)$$

$$= \frac{\partial x_4}{\partial \beta} [f(x_4) - 1] - \frac{\partial x_3}{\partial \beta} [f(x_3) - 1] + \int_{x_3}^{x_4} \frac{\partial}{\partial \beta} [f(\bullet) - 1]dx_{AB}$$

$$= \int_{x_3}^{x_4} \frac{\partial}{\partial \beta} [f(\bullet) - 1]dx_{AB} \quad (14)$$
Following Lemma 9 in [29], we have

\[ \frac{\partial}{\partial \beta} \int_{x_3}^{x_4} [f(\bullet) - 1] \, dx_{AB} > 0 \]  

(15)

With Eq. (12), we have

\[ \frac{\partial C^+}{\partial \beta} > 0 \]  

(16)

This confirms the results of Theorem 1.

B. Increasing Conflict with Fixed Rankings

Fig. 2 plots how certainty \( C^+_{AB} \) varies with weighted rankings \( n_{AB} \) and \( n_{BA} \) under the fixed summation of \( n_{AB} + n_{BA} \) and the fixed \( n_{AB} \). This should confirm the Property 2.

![Fig. 2](image)

**Fig. 2.** Certainty is concave when \( n_{AB} + n_{BA} + n_{BA} \) and \( n_{AB} \) is fixed, minimum occurs at \( n_{AB} = n_{BA} \).

**Theorem 2:** As for fixed \( n_{BA} \), the certainty \( C^+_{AB} \) is decreasing with \( n_{AB} \leq n_{BA} \), and increasing with \( n_{AB} \geq n_{BA} \).

**Proof:** The details of validation process can be omitted here, as it is similar to one in the proof of Theorem 1. More specifically, with removing the absolute sign and then differentiating it, it can be proved that the derivation is negative for \( n_{AB} \leq n_{BA} \), and positive for \( n_{AB} \geq n_{BA} \).

VI. EXPERIMENTS

This section reports the experimental results on synthetic data set and a real-world data set, with the anchor-based kNN algorithm proposed in [20] and our trust-based anchor kNN algorithm. After getting the \( k \)-nearest neighbors, then the trustworthy preference completion algorithm can be implemented. Through the experiments for finding \( k \)-nearest neighbors and preference completion on the two algorithms using not only the synthetic data set but also the real-world data set, the superiority of the proposed method over non-trust anchor-based kNN methods can be demonstrated. Further, the experiments also verify the effectiveness of certainty-based preference completion algorithm.

A. Data Sets

As discussed above, the experiments use two forms of data set to evaluate two algorithms’ performance.
- One type of data set is the synthetic data set created by the sampler using a Plackett-Luce model.
- The other type of data set is the Irish Election Data Set obtained from Preflib. The produced synthetic data set has over 20000 numbers of agent rankings on the set of items with 20 numbers. Each ranking has its own trust according to the random variable which followed a Gumbel distribution. The Irish Election Data Set obtained from Preflib contains an uncomplete record of votes for two separate elections held in Dublin, Ireland in 2002, which contains the Dublin North, West, and Meath data sets. In the experiments the subset of the West data set which contains 29,988 over 9 alternatives is adopted. Because of the memory capacity, 8700 agents over 9 alternatives are adopted.
B. Evaluation Metric

- **Evaluation Metric 1**: A widely used approach to measure the error between observed value and the ground Truth value is the Root Mean Squared Error (RMSE). In the experiments, RMSE is defined as:

\[ RMSE = \sqrt{\frac{1}{k}(x_i - x_0)^2} \]  

where \( k \) is the number of neighbors which are required to get, \( x_i \) is the latent feature of the neighbor, and \( x_0 \) is the latent feature of the target agent.

- **Evaluation Metric 2**: In addition, a bias is adopted to measure the degree of bias of the predicted ranking.

\[ B(rank) = \frac{\sum_{i=0}^{i=m-2} \sum_{j=i+1}^{j=m-1} P^+_{\text{index}[R[i]],\text{index}[R[j]]}}{\frac{1}{2}(\text{len}(\text{rank})^2) - \text{max}\{P^+_i\}} \]  

where \( m \) is the number of neighbors.

- **Evaluation Metric 3**: Then the precision can be evaluated with a bias and a Kendall-Tau distance considered to measure the distance between the predicted rank and the original rank as well as the bias of the predicted rank.

\[ Pre = weight_A \cdot \text{precision@5} + weight_B \cdot B(rank) \]

\[ \text{precision@5} = 1 - \frac{KT}{N(R_p \cap R_o) \cdot (N(R_p \cap R_o) - 1)} \]

where the \( N(R_p \cap R_o) \) is the number of items in \( R_p \cap R_o \).

C. Experimental Results

In this subsection, according to the evaluation measures separately, first we present the results for the synthetic data set we create, and then the results for the Irish Election Data Set.

**Synthetic data set**: As shown in Fig. 3 when the number of neighbor \( k \) is less than 180, the proposed trust-based anchor-kNN has a lower RMSE (evaluation metric 1) than the anchor-kNN, while when \( k \) is in the range \([180,400]\), the proposed algorithm does not perform better than the anchor-kNN proposed in [20]. That’s because when there are more and more neighbors to be considered, the proposed algorithm prefers to choose those neighbors whose trust are as large as possible and the distance with the finding agent should be as small as possible rather than only consider the distance as the anchor-kNN do. Hence, in some case the proposed algorithm does not perform better under the evaluation measure RMSE which only considers the latent distance between the neighbors and the finding agent. To sum up, the proposed algorithm can reduce the error when the neighbor’s number is not too large.

![Line chart](image)

**Fig. 3.** Comparison of RMSE for trust-based anchor-kNN and anchor-kNN.

With the \( k \) neighbors through the trust-based anchor-kNN or the anchor-kNN, the new complete ranking can be predicted according to the neighbors’ rankings. As Section 4 mentioned, the certainty can be used during the process of preference completion. Figs. 4 and 5 show the result for preference completion following the step for finding the \( k \) nearest neighbors in Section 3.
Fig. 4 shows the charts comparing the bias (evaluation metric 2) of the predicted ranking after preference completion using different method.

- The red line is the original method using anchor-kNN to find the $k$ neighbors and using the traditional algorithm without certainty considered to finish the preference completion.
- The blue line uses the Algorithm 4 with certainty considered to finish the preference completion.
- The gray line uses trust-based anchor kNN to find the $k$ neighbors as Algorithm 3 described.
- The green line not only uses the trust-based anchor kNN, but also uses the preference completion with certainty considered.

Fig. 4 shows that Algorithms 3 and 4 can both significantly outperform the original method according to the bias of the predicted ranking.

Fig. 5 shows the charts comparing the precision (evaluation metric 3) with bias and Kendall-Tau distance considered. Similar with Fig. 4, the lines with different color represent the different methods. We can see that the method using Algorithms 3 and 4 together also clearly outperforms all other method including the method using Algorithm 3 or Algorithm 4 only and the original methods not using Algorithms 3 and 4. It also should be noted that the red line, the blue line and the gray line significantly decrease in some $k$ value. This because some distrusted agent’s ranking which has low bias was to be put in the neighbors’ team by the anchor-kNN. While the proposed method using Algorithms 3 and 4 moves smoothly since the proposed method reject those rankings which were not trusted and have low bias. It can come to a conclusion that the proposed algorithm performs better than the other method and can address exceptional situation.

![Fig. 4. Comparison of the bias of the predict rank for Anchor-kNN, Anchor-kNN with trust, Anchor-kNN with certainty, Anchor-kNN with trust and certainty.](image1)

![Fig. 5. Comparison of the precision with Kendall-Tau distance and bias considered of the predict rank for Anchor-kNN, Anchor-kNN with trust, Anchor-kNN with certainty, Anchor-kNN with trust and certainty.](image2)
Real data set: For the real data set – Irish Election Data Set, the trust for every agent’s ranking is not known, so we only compare the performance under the evaluation metrics 2 and 3 between the traditional preference completion algorithm and the preference completion algorithm with certainty considered.

- As shown in Fig. 6, the red line represents the bias (evaluation metric 2) of the predicted ranking after using anchor-kNN for finding k neighbors and using traditional preference completion algorithm for produce a predicted completion ranking.
- While the blue one represents the bias of the predicted ranking after using the same anchor-kNN and using the preference completion algorithm with certainty considered as Algorithm 4 described. It is very clear that the proposed method using Algorithm 4 performs better than the traditional method.
- In addition, it also noted that the red one is very twisting and the bias at some point is very low. This is because some agent’s ranking which has low bias still be put into the neighbors’ team. And the proposed algorithm can avoid this situation.

Fig. 7 shows the comparison of the precision (evaluation metric 3) between the traditional preference completion algorithm and the preference completion algorithm with certainty considered. Similar with Fig. 6, the traditional one is very twisting and has steep decline and rise. While the proposed algorithm not has such twisting bias and has the larger value of the precision.

VII. Conclusion and Future Work

Due to the fact that the agents’ rankings are nondeterministic, where they may provide their rankings under noisy environments, it is necessary and important to conduct trustworthiness preference completion. Hence, in this paper firstly, with
trust-oriented Kendall-Tau distances, a trust-based anchor-kNN algorithm is proposed to find trustworthy neighboring agents in nondeterministic settings or noise settings. Then, for alternative pairs a bijection can be built from the ranking space to the preference space, and its certainty and conflict can be evaluated based on a well-built statistical measurement Probability-Certainty Density Function. Therefore, a certain common voting rule, such as majority voting, can be taken for the first $k$ trustworthy neighboring agents based on certainty and conflict to conduct the preference completion. More specifically, the ranking with high certainty and low conflict can be obtained during preference completion. The properties of the proposed approach about certainty and conflict have been studied empirically, and the proposed approach has been experimentally validated compared to state-of-arts approaches with several data sets.

As in real applications, the data are usually unbalanced [8], i.e. some alternative pairs have a lot of rankings, while some alternative pairs only have few rankings. In our future work, we will propose algorithms to handle unbalance preference completion both effectively and efficiently.
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