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ABSTRACT

First-price auctions have many desirable properties, including uniquely possessing some, like credibility. However, first-price auctions are also inherently non-truthful, and non-truthfulness may result in instability and inefficiencies. Given these pros and cons, we seek to quantify the extent to which first-price auctions are susceptible to manipulation.

In this work we adopt a metric that was introduced in the context of bitcoin fee design markets: the percentage change in payment that can be achieved by being strategic. We study the behavior of this metric for single-unit and $k$-unit auction environments with $n$ i.i.d. buyers, and seek conditions under which the percentage change tends to zero as $n$ grows large.

To the best of our knowledge, ours is the first rigorous study of the extent to which large multi-unit first price auctions are susceptible to manipulation. We provide an almost complete picture of the conditions under which they are "truthful in the large," and exhibit some surprising boundaries.
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1 INTRODUCTION

First-price auctions enjoy many desirable properties including transparency (winners-pay-bid) [e.g., 16], and uniquely possess some properties like credibility [1]. They have been put to use in a large variety of settings. Their attractive properties have been influential in causing the recent switch in the display ads industry’s ad exchanges to first-price auctions. A potential drawback of first-price auctions is that they are not truthful. That is, bidders may benefit from misreporting their valuation/willingness to pay. Non-truthfulness is problematic for a number of reasons. A main concern is that in the absence of a dominant-strategy equilibrium, it’s usually a non-trivial task to find an equilibrium bidding strategy. Moreover, if bidders have to learn how to bid then they will update their bids frequently, causing a lot of traffic to the website, and resulting in an unstable and unpredictable system as a whole.

A cautionary tale regarding the use of first-price auctions comes from the early days of search ads [14]. In their influential paper, Edelman and Ostrovsky performed an analysis of bidding data from Overture, which was one of the first companies to provide a paid placement service, and used a first-price auction to determine the allocation of ads and payments. Their analysis showed that bids were very unstable and often exhibited a sawtooth pattern of gradual price increases followed by sudden drops (cf. Figure 2 in their paper).

Given these pros and cons of first-price auctions, it seems indispensable—and of great practical relevance—to have tools that allow to quantify the extent to which first price-auctions are susceptible to manipulation.

1.1 Our Approach

We adopt a notion of approximate incentive compatibility that was recently introduced by [18], who used it to study different bitcoin fee designs. The idea is to measure the maximum relative change in payment that any agent can achieve by being strategic. We use this metric to study the $k$-unit first-price auction with $n$ bidders, whose values are i.i.d. draws from $F$. This auction receives one bid from each agent. The $k$ highest bidding agents “win” and are assigned one unit of the good, and have to pay their bid.

To formally define the metric, for any given valuation profile $v$, let $v_i$ denote the $r$-th largest value. Let $p_i^{\text{honest}}(v) \equiv v_i$ whenever $v_i \geq v(k)$ and 0 otherwise, denote the agent $i$’s payment when all the agents, including $i$, bid their true value. Let $p_i^{\text{strategic}}(v) \equiv v_{i(k+1)}$ whenever $v_i \geq v(k)$ and 0 otherwise, denote the smallest payment the agent $i$ can manage to get charged and still get allocated, when $i$ is strategic and all other agents are honest. The relative price change for agent $i$ is given by $\delta_i(v, n, k) \equiv 1 - p_i^{\text{strategic}}(v)/p_i^{\text{honest}}(v)$ whenever $v_i \geq v(k)$ and 0 otherwise. The quantity of interest for us is

$$\mathbb{E}[\delta_{\max}(v, n, k)] \equiv \max_i \mathbb{E}[\delta_i(v, n, k)].$$

(1)

namely, the maximum relative price change that can occur for any agent. For brevity, from here on we drop the arguments of $\delta_{\max}$.

Example 1.1 (Two uniform bidders). Suppose that there are two bidders with $v_i$ for $i \in \{1, 2\}$ drawn independently from $U[0, 1]$, and that there is one item. Consider the random variables $v_{\max} = \max\{v_1, v_2\}$ and $v_{\min} = \min\{v_1, v_2\}$. Then $p_i^{\text{honest}}(v) = v_{\max}$ if
\[ v_i = v_{\text{max}} \text{ and } p_i^{\text{honest}}(v) = 0 \text{ otherwise. Similarly, } p_i^{\text{strategic}}(v) = v_{\text{min}} \text{ if } v_i = v_{\text{max}} \text{ and } p_i^{\text{strategic}}(v) = 0 \text{ otherwise. The joint density of } (v_{\text{min}}, v_{\text{max}}) \text{ is } f(v_{\text{min}}, v_{\text{max}}) = 2. \]

\[ \mathbb{E}[v_{\text{min}}/v_{\text{max}}] = \int_0^1 \int_{v_{\text{min}}}^{v_{\text{max}}} 2 \, dv_{\text{max}} \, dv_{\text{min}} = \frac{1}{2} \]

\[ \text{and } \mathbb{E}[\delta_{\text{max}}] = 1 - \mathbb{E}[v_{\text{min}}/v_{\text{max}}] = 1/2. \]

In this work we ask the following: 1) When do the benefits from bid manipulation vanish to zero in the large market limit, i.e., \( \mathbb{E}[\delta_{\text{max}}] \to 0? \) 2) Which distributions allow \( \mathbb{E}[\delta_{\text{max}}] \to 0? \) 3) Do the distributions need to be bounded? Does regularity help? Does monotone hazard rate (MHR) help? The answers are not straightforward, and are not as simple as letting \( n \to \infty \) will automatically let \( \mathbb{E}[\delta_{\text{max}}] \to 0. \)

### 1.2 Discussion

1) **Deviation from truthfulness or from BNE?** The definition in Equation (1) measures the maximum percentage price change assuming everyone else bids truthfully. Wouldn’t it be more natural to define it with respect to some Bayes-Nash equilibrium (BNE)? It turns out that for all settings we consider, that is whenever \( k = o(n) \) and \( n \to \infty \), then a) there is a unique BNE [5] (this part is true for all \( n \) and \( k \)) and b) a simple application of Myerson’s payment identity [19] shows that asymptotically the two quantities coincide.

2) **Why this measure and not something else?** A first reason is that it’s very practitioner friendly. Indeed, in sharp contrast to other metrics that have been proposed for measuring approximate incentive compatibility (see Section 1.4), the metric defined in Equation (1) does not require the auctioneer to reverse engineer the agents’ valuations to e.g. draw conclusions about the utility they could gain from a misreport. It only requires knowledge of the bids and prices, which is precisely the data the auctioneer has access to. A second reason is that the notion of ICness captured by Equation (1) is “ex post” (or “full info”). It measures the extent to which an agent that has learned about the other agents’ bids can game the system. As observed in [14] (Section 4), there is indeed evidence that bidders observe their competitors’ recent behavior and use this information to adjust their own bids.

3) **Expected ratio vs. ratio of expectations.** It is important to note that the main part of our analysis consists of studying the expectation of ratios of order statistics, which is non-trivial and quite different from the ratio of expectations of order statistics. Indeed, if \( X_n^{(r)} \) denotes the \( r \)-th order statistic among \( n \) i.i.d. draws of a random variable, it follows that \( \mathbb{E}[\delta_{\text{max}}(v, n, k)] = 1 - \mathbb{E}\left[X_n^{(r)}(k+1)/X_n^{(r)}(1)\right]. \)

### 1.3 Our Results

Our results are summarized in Table 1. For different classes of distributions, for different regimes of \( k \) covering the whole spectrum from \( k = 1 \) to \( n \), we ask whether every distribution in that class provides no room for bid manipulation (i.e., whether \( \lim_{n \to \infty} \mathbb{E}[\delta_{\text{max}}] = 0 \), or, whether there are distributions in that class permitting bid manipulation (i.e., whether \( \lim_{n \to \infty} \mathbb{E}[\delta_{\text{max}}] > 0 \)).

For the single-unit case, we derive a sharp characterization of when the percentage change in payment goes to zero. For any bounded-support distribution the percentage change in payment goes to zero. For unbounded support distributions, we show that monotone hazard rate (MHR) is a necessary and sufficient condition for percentage change in payment to vanish. In particular, for the class of \( \alpha \)-strongly regular distributions, for any \( \alpha < 1 \) (\( \alpha = 1 \) is MHR), the percentage change in payment does not vanish for unbounded support distributions. For the \( k \)-unit case, we again derive a tight characterization: the percentage change in payment for any bounded-support distribution goes to zero if and only if \( k = o(n) \). We don’t fully resolve the unbounded distribution case, but show that, interestingly, for \( k \) as small as \( \sqrt{n} \) the percentage change in payment may not vanish. How small should \( k \) be for it to vanish is a concrete open question.

Obtaining such sharp separation results entails finding the precise property that makes a distribution susceptible or robust to bid manipulation (which we develop in Section 4). We identify this quantity to be the limit of the ratio of the median-of-\( n \)-draws and median-of-the-maximum-of-\( 2n \)-draws as \( n \to \infty \). Roughly, we show that distributions where this ratio is strictly less than 1 are susceptible to bid manipulation, while distributions where this ratio is 1 (for not just \( 2n \) draws in the denominator, but \( n \) draws for any constant \( \ell \) are robust to bid manipulation. The novelty is in arriving at this insight. The proofs are simple and clean to read after this key insight is found.

We find our results somewhat surprising in two ways: (1) Usually, the class of MHR distributions behave similarly, at least qualitatively, to the class of \( \alpha \)-strongly regular distributions [6] [9]. Indeed, a similar question to ours was asked of a different mechanism: the guarded empirical revenue maximization algorithm (guarded ERM) in [9]. They show that guarded ERM is incentive compatible as \( n \to \infty \) for \( \alpha \)-strongly regular distributions for every \( \alpha > 0 \). In stark contrast, in this paper, we establish a sharp separation between MHR (1-strongly regular) and \( \alpha \)-strongly regular distributions for every \( \alpha < 1 \), even for the 1-unit auction, i.e., \( k = 1 \). (2) Moreover, contrary to what one may suspect, we show that even for MHR distributions \( k = o(n) \) is not sufficient for bid manipulability to vanish. Rather, even within the class of MHR distributions there is a reasonably sharp separation across different \( k \).

**Probabilistic participation.** All our results actually hold for a more general setting, in which not all the \( n \) agents need to participate. In this more general model, each of the \( n \) agents participates independently with a probability \( p \).

The probabilistic participation is practically motivated by quota-based throttling that happens in the display ads industry: many buyers cannot adequately handle the extremely high Queries-Per-Second (QPS) that an ad exchange sends them, and hence ask for the requests sent to them to be throttled. The latter is often done probabilistically.

### 1.4 Related Work

**Relative price change metric.** The relative price change metric was introduced in the context of the bitcoin fee design market by [18]. The goal here was to analyze the monopolistic price (MP)

\(^1\)Intuitively MHR distributions are to be thought of as distributions with tails no heavier than the exponential distribution. See Section 2 for a formal definition.

\(^2\)See Section 2 for formal definitions of regular and \( \alpha \)-strongly regular distributions.
A first obvious open question is finding the exact boundary for (unbounded) MHR distributions with $k$. Their approach is based on segmenting query traffic into buckets of a certain minimum number of bids win. We show that for finite support distributions, $\lim_{n \to \infty} E[\delta_{\text{max}}] = 0$ for the MP mechanism, and conjectured that it should hold for all bounded support distributions. Later, [23] confirmed the conjecture for all bounded support distributions in [1, D], and also show that for regular distributions $\lim_{n \to \infty} E[\delta_{\text{max}}] > 0$. More recently, [9] studied the guarded approach to measuring approximate incentive compatibility. A popular one is based on the notion of $\delta_{\text{max}}$.

**Other approaches to approximate IC.** There is a number of alternative approaches to measuring approximate incentive compatibility. A popular one is on the notion of regret [e.g. 3, 7, 8, 12, 13, 15, 20], which measures how much an agent can improve her utility (= value minus payment) through a misreport. Different papers differ in how they aggregate regret across types and agents.

A particularly relevant paper that uses a regret-based approach comes from Azevedo and Budish [2] who propose the concept of strategy-proofness in the large (SP-L). This notion requires that it is approximately optimal for agents to report their types truthfully in sufficiently large markets.

Another related line of work is on testing incentive compatibility [10, 17]. Here the basic question is how agents participating in a repeated auction can test whether the auction is incentive compatible. Their approach is based on segmenting query traffic into buckets and systematically perturbing bids.

A similar idea was used recently [11] to propose a IC metric based on Myerson’s payment identity. The notion compares the expected utility by uniform bid shading or bid inflation by a factor $(1 + \alpha)$. It evaluates to 1 if the auction is IC, if it is smaller or larger than that, then an agent may benefit from increasing/decreasing its bid uniformly.

Other papers (such as [21, 22]) propose metrics of approximate IC that are applicable to settings where the utilities are ordinal (and their is no notion of money).

### 1.5 Open Questions

A first obvious open question is finding the exact boundary for (unbounded) MHR distributions with $k > 1$ units. We show that price manipulability does not vanish for $k \geq \sqrt{n}$ (so $k = \Theta(n)$ is not sufficient), but how small does $k$ have to be for price manipulability to vanish?

A second general direction is to study feasibility constraints beyond $k$-units, such as matroids and beyond, along with probabilistic participation. A good place to start would be the $G(n, p)$ model where each edge in the graph participates independently with probability $p$. What can we show about the relative price change in these settings?

It would also be interesting to study the non-asymptotic behavior of the metric we proposed, e.g., in form of upper bounds on the percentage price change and how fast it decreases to zero as a function of $n, k$ and properties of the distribution.

### 2 PRELIMINARIES

**Setting, first-price auction.** We consider a setting with $n$ agents, with values drawn i.i.d. from a distribution with cdf $F$. There are $k$ identical units of an item to be sold, and each agent is unit-demand. The seller runs a first-price auction: solicit bids, award the $k$ units to the $k$ highest bids, and each allocated buyer pays their bid. We consider a setting with probabilistic participation, where each agents participates independently with probability $p$. Thus the number of participating agents $m \sim B(n, p)$ is binomially distributed with parameters $n, p$.

Regular, $\alpha$-regular distributions, MHR. Regular distributions are those for which $\phi(v) = v - \frac{1 - F(v)}{1 - F(0)}$ is a weakly increasing function of $v$. An $\alpha$-regular distribution is one for which $\phi(v') = \phi(v) \geq \alpha(v' - v)$ for all $v', v$ in the support. MHR distributions are those for which $\frac{1 - F(v)}{1 - F(0)}$ is a weakly increasing function of $v$. Equivalently, a $0$-regular distribution is a regular distribution and a $1$-regular distribution is a MHR distribution. In the literature they are referred to as $\alpha$-strongly regular distributions, and we refer to them as $\alpha$-regular for short.

Our results for bounded support distributions hold for all distributions: discrete, continuous, mixed. Our results for $\alpha$-regular distributions are negative results, and hence continuity doesn’t matter.

**Relative price change.** For any given valuation profile $v$, let $v_{i(r)}$ denote the $r$-th largest value. Let $p_i^{\text{honest}}(v) \equiv v_i$ whenever $v_i \geq v_{i(k)}$ and 0 otherwise, denote the agent $i$’s payment when all the agents, including $i$, bid their true value. Let $p_i^{\text{strategic}}(v) \equiv v_{i(k+1)}$ whenever $v_i \geq v_{i(k)}$ and 0 otherwise, the smallest payment the agent $i$ can manage to get charged and still get allocated, when $i$ is strategic and all other agents are honest. The relative price change for agent $i$ is given by $\delta_i(v, n, k) \equiv 1 - p_i^{\text{strategic}}(v)/p_i^{\text{honest}}(v)$ whenever $v_i \geq v_{i(k)}$ and 0 otherwise. The quantity of interest for us is $\mathbb{E}[\delta_{\text{max}}(v, n, k)] \equiv \mathbb{E}_{m \sim B(n, p), v \sim F} \max_i \delta_i(v, n, k)$, namely, the maximum relative price change that can occur for any agent.
when \( m \sim B(n, p) \) agents participate. For brevity, from here on we often drop the arguments of \( \delta_{\text{max}} \).

Order statistics. If \( X_r^n \) denotes the \( r \)-th order statistic among \( n \) i.i.d. draws of a random variable, it follows that

\[
\mathbb{E}[\delta_{\text{max}}(n, n, p, k)] = 1 - \mathbb{E}_{m \sim B(n, p)} \left[ \frac{X_m^{(k+1)}}{X_m^{(1)}} \right].
\]

For convenience, we define \( X_j^{(i)} = 0 \) for \( j > i \).

### 2.1 General approach and binomial tail bounds

We split the task of lower bounding \( \mathbb{E} \left[ \frac{X_m^{(k+1)}}{X_m^{(1)}} \right] \) into two subtasks using the following inequality:

\[
\mathbb{E} \left[ \frac{X_m^{(k+1)}}{X_m^{(1)}} \right] \geq \Pr[m > i] \cdot \mathbb{E} \left[ \frac{X_i^{(k+1)}}{X_i^{(1)}} \right]. \tag{2}
\]

To effectively use this inequality, we obtain tight binomial tail bounds, i.e., bounds on \( \Pr[m > i] \).

**Lemma 2.1.** For \( m \sim B(n, p) \), and for any \( i = o(np) \), \( \lim_{n \to \infty} \Pr[m > i] = 1 \).

While the proof of Lemma 2.1 is relatively straightforward, for completeness, we give a proof in Appendix A.1. From the next section onwards, the focus is on analyzing \( \mathbb{E} \left[ \frac{X_i^{(k+1)}}{X_i^{(1)}} \right] \).

### 3 WARMUP: BOUNDED SUPPORT DISTRIBUTIONS

It is easy to see that for \( k = \Theta(np) \), \( \lim_{n \to \infty} \mathbb{E}[\delta_{\text{max}}(v)] > 0 \). To see this, consider the Uniform \([0, 1]\) distribution and \( p = 1 \): it is easy to see that \( \lim_{n \to \infty} \mathbb{E} \left[ \frac{X_n^{(k+1)}}{X_n^{(1)}} \right] < 1 \). For every other value of \( k \), we obtain a positive result: namely, whenever \( k = o(np) \), \( \lim_{n \to \infty} \mathbb{E}[\delta_{\text{max}}(v)] = 0 \), or equivalently \( \lim_{n \to \infty} \mathbb{E} \left[ \frac{X_n^{(k+1)}}{X_n^{(1)}} \right] = 1 \).

**Lemma 3.1.** For any bounded support distribution \( D \), i.e., \( \Pr_{v \sim D}[v \in [0, H]] = 1 \) for some \( H < \infty \), and \( k = o(n) \), we have

\[
\lim_{n \to \infty} \mathbb{E} \left[ \frac{X_n^{(k+1)}}{X_n^{(1)}} \right] = 1.
\]

**Proof.** The end of support \( H \) can always be chosen such that \( \Pr_{v \sim D}[v \in [0, H]] = 1 \), and, \( \forall \delta > 0, \exists \epsilon > 0 \) such that \( \Pr_{v \sim D}[v \geq H - \delta] = \epsilon \).

Given the \( n \) i.i.d. draws \( X_1, \ldots, X_n \) be \( n \) from \( D \), let \( Z_n = 1 \) if \( X_n \geq H - \delta \) and \( Z_n = 0 \) otherwise. By Chernoff bounds, it follows that as \( n \to \infty \), the probability \( \Pr \left[ \text{At least } \frac{\epsilon n}{2} \text{ out of } X_1, \ldots, X_n \text{ are at least } H - \delta \right] \to 1 \). Here \( \frac{\epsilon n}{2} \) is an arbitrary choice, and \( \epsilon n(1 - \epsilon' \epsilon') \) for any constant \( 0 < \epsilon' < 1 \) works.

Hence for any \( \delta > 0 \),

\[
\mathbb{E} \left[ \frac{X_n^{(k+1)}}{X_n^{(1)}} \right] \geq \frac{H - \delta}{H} \Pr[X_n^{(k+1)} \geq H - \delta] = \frac{H - \delta}{H} \Pr[X_n^{(k+1)} \geq H - \delta] \to \frac{H - \delta}{H}.
\]

As \( \delta \to 0 \), we have \( \frac{H - \delta}{H} \to 1 \), completing the proof.

**Theorem 3.1.** For any bounded support distribution \( D \), and \( k = o(np) \), \( \lim_{n \to \infty} \mathbb{E}[\delta_{\text{max}}] = 0 \).

**Proof.** Combine inequality (2) with Lemmas 2.1 and 3.1. In other words, for any \( k = o(np) \), we can always find an \( i \) such that \( k = o(i) \) and \( i = o(np) \). Use that \( i \) in Lemma 2.1, and use that \( i \) instead of \( n \) in Lemma 3.1.

### 4 MEDIAN AND ITS RELATION TO MANIPULATION SUSCEPTIBILITY

In this section we develop our main technical insights. We focus on the case of \( k = 1 \) for clarity of presentation, although the results readily carry over to \( k = \Theta(1) \).

**Definition 4.1 (Median of maximum).** Let \( t_r \in \mathbb{R}_{\geq 0} \) be a median of the maximum of \( r \) draws from the distribution \( D \), defined as, the smallest real number s.t. \( \Pr[X_1, \ldots, X_r \geq t_r] = \frac{1}{2} \).

We now establish in Lemma 4.1 a sufficient condition for bid manipulation using \( t_r \). Later in Lemma 4.2 we establish that almost the same condition, with a minor strengthening, is also a necessary condition.

**Lemma 4.1.** If \( D \) is a distribution for which \( \lim_{n \to \infty} \frac{t_n}{t_{2n}} < 1 \), then \( \lim_{n \to \infty} \mathbb{E} \left[ \frac{X_n^{(n)}}{X_n^{(1)}} \right] < 1 \).

**Proof.** By definition of \( t_n \),

\[
\Pr[X_1, \ldots, X_n \leq t_n] = \Pr[X_1 \vee \ldots \vee X_n > t_n] = \frac{1}{2}
\]

Therefore,

\[
\Pr[X_1, \ldots, X_{2n} \leq t_n] = \Pr[X_1, \ldots, X_n \leq t_n] \wedge (X_{n+1}, \ldots, X_{2n} \leq t_n)]
\]

\[
= (\Pr[X_1, \ldots, X_n \leq t_n])^2 = \frac{1}{4}
\]

Let \( A_n \) be the event that exactly one of \( X_1, \ldots, X_{2n} \) is strictly greater than \( t_{2n} \) and all other random variables at most \( t_n \). By definition of \( A_n \), it follows that \( \Pr \left[ \frac{X_n^{(n)}}{X_n^{(1)}} \leq \frac{t_n}{t_{2n}} \right] \geq \Pr[A_n] \). Let \( X_i = \{X_1, \ldots, X_{2n} \} \setminus X_i \). We now lower bound the probability of event \( A_n \) using inequality 3 as follows.

\[
\Pr \left[ \frac{X_n^{(n)}}{X_n^{(1)}} \leq \frac{t_n}{t_{2n}} \right] \geq \Pr[A_n]
\]

\[
= \sum_{i=1}^{2n} \Pr[X_i \leq t_n] \Pr[X_i > t_{2n}]
\]

\[
= \sum_{i=1}^{2n} \Pr[X_i \leq t_n] \Pr[X_i > t_{2n}]
\]

\[
\geq \frac{1}{4} \sum_{i=1}^{2n} \Pr[X_i > t_{2n}]
\]

\[
\geq \frac{1}{4} \Pr[X_n^{(n)} > t_{2n}] = \frac{1}{8}.
\]

So if the distribution \( D \) is such that \( \lim_{n \to \infty} \frac{t_n}{t_{2n}} < 1 \), then inequality (4) shows that with a constant probability the ratio of
second- and first-order statistics is strictly smaller than 1. Thus, the expectation of the ratio is also strictly smaller than 1, i.e.,
\[ \lim_{n \to \infty} \mathbb{E} \left[ \frac{X_n^{(2)}}{X_n^{(1)}} \right] < 1. \]
This is equivalent to \( \lim_{n \to \infty} \mathbb{E} \left[ \frac{X_n^{(2)}}{X_n^{(1)}} \right] < 1. \)

We use Lemma 4.1 to show \( \lim_{n \to \infty} \mathbb{E} [\delta_{\max}(v)] > 0 \) for many distributions, including \( \alpha \)-strongly regular distributions for every \( \alpha < 1 \). We do so in Section 5.1.

We now move on to proving an almost-converse of Lemma 4.1, namely, Lemma 4.2. The proof of Lemma 4.2 crucially uses Claim 4.1 which we state and prove first.

**Claim 4.1.** If \( \lim_{n \to \infty} \mathbb{E} \left[ \frac{X_n^{(2)}}{X_n^{(1)}} \right] \neq 1 \), then there exists a sequence \( (a_{n(t)}, b_{n(t)}) \) with \( a_{n(t)} < b_{n(t)} \) and constants \( c > 0 \) such that, for all \( n \in \mathbb{N} \), we have
\[ \Pr(X_n^{(2)} < a_{n(t)} \land X_n^{(1)} > b_{n(t)}) \geq c, \quad \text{and} \quad \frac{a_{n(t)}}{b_{n(t)}} \leq d. \]

**Proof.** For any real-valued non-negative random variables \( X \) and \( Y \) satisfying \( \mathbb{E} \left[ \frac{X}{Y} \right] < 1 \), there exist positive real numbers \( a, b \) such that \( a < b \) and
\[ \Pr(X < a \land Y > b) > 0. \]
By definition of limit, since \( \lim_{n \to \infty} \mathbb{E} \left[ \frac{X_n^{(2)}}{X_n^{(1)}} \right] \neq 1 \), there exists some \( n \in \mathbb{N} \) such that, for all \( t \in \mathbb{N} \),
\[ \mathbb{E} \left[ \frac{X_n^{(t)}}{X_n^{(1)}} \right] \leq 1 - \varepsilon. \]
Now assume by contradiction to the claim that for all \( n \in \mathbb{N} \), there exists some \( n \in \mathbb{N} \) such that
\[ \mathbb{E} \left[ \frac{X_n^{(t)}}{X_n^{(1)}} \right] > 1 - \varepsilon, \]
which is a contradiction to what we just established.

**Lemma 4.2.** For i.i.d random variables \( X_1, \ldots, X_n \) drawn from some distribution, if for any constant \( l \in \mathbb{N} \) we have \( \lim_{n \to \infty} \mathbb{E} \left[ \frac{X_n^{(l)}}{X_n^{(1)}} \right] = 1 \), then \( \lim_{n \to \infty} \mathbb{E} \left[ \frac{X_n^{(l)}}{X_n^{(1)}} \right] = 1 \).

**Proof.** We show that whenever for any constant \( l \in \mathbb{N} \), it holds that \( \lim_{n \to \infty} \mathbb{E} \left[ \frac{X_n^{(l)}}{X_n^{(1)}} \right] = 1 \), a sequence as described in Claim 4.1 does not exist. Thus, by the contra-positive of Claim 4.1 the lemma is proved.

To show this, assume by contradiction that a sequence as in Claim 4.1 exists, i.e., there exists \( (a_n, b_n), c > 0, d < 1 \) as in Claim 4.1. Let \( l \) be a constant such that
\[ \Pr(X_n^{(1)} > t_n) < c \] and \( \Pr(X_n^{(l)} > t_n) < c. \]
Such \( l \) exists since
\[ \Pr(X_n^{(l)} > t_n) \leq \Pr(X_1, \ldots, X_n \leq t_n \land (X_n^{(2)}, \ldots, X_n^{(l)}) \leq t_n) \leq 2 \Pr(X_1, \ldots, X_n^{(1)} \leq t_n) = (\frac{1}{2})^{l-1} \]
(by applying Definition 4.1).

Similarly, by Definition 4.1, \( \Pr(X_n^{(1)} > t_n) = \frac{1}{2} \), and likewise \( \Pr(X_1, \ldots, X_n^{(l)} \leq t_n) = \frac{1}{2} \) and
\[ \Pr(X_1, \ldots, X_n^{(l)} \leq t_n) = \frac{1}{2} \]
\[ \Pr(X_1, \ldots, X_n^{(l)} \leq t_n) = \frac{1}{2} \]
As the RHS of both inequalities (6) and (5) go to 0 for large \( l \), the only way the first part of our contrary assumption can be true, namely that \( \Pr(X_n^{(1)} > a_n \land X_n^{(l)} > b_n) \geq c \) can be true, is that \( a_n > t_n \) and \( b_n < t_n^{(l)} \). But when \( n \to \infty \), this is impossible because, by the other part of our contrary assumption we have \( \frac{a_n}{b_n} \leq d \), whereas \( \lim_{n \to \infty} \frac{t_n}{t_n} = 1 \) by what is given in the lemma statement.

We use Lemma 4.2 to show \( \lim_{n \to \infty} \mathbb{E} [\delta_{\max}(v)] = 0 \) for all MHR distributions. We do so in Section 5.2.

### 5 MHR AND \( \alpha \)-STRONGLY REGULAR DISTRIBUTIONS

In this section we make use of the insights developed in Section 4 to analyze the behavior of \( \lim_{n \to \infty} \mathbb{E} [\delta_{\max}(v)] \) for MHR and \( \alpha \)-strongly regular distributions. We observe that for \( k = 1 \), or more generally \( k = \Theta(1) \), MHR suffices to get no price manipulability while strong regularity does not. However, this guarantee no longer holds for MHR when we increase \( k \) from constant to \( \sqrt{n} \).

#### 5.1 \( \alpha \)-strongly regular distributions

First we use Lemma 4.1 to show \( \lim_{n \to \infty} \mathbb{E} [\delta_{\max}(v)] > 0 \) for \( \alpha \)-strongly regular distributions for every \( \alpha < 1 \).

**Theorem 5.1.** For every \( \alpha < 1 \), there exists an \( \alpha \)-strongly regular distribution for which, with \( p = 1 \) and \( k = 1 \), \( \lim_{n \to \infty} \mathbb{E} [\delta_{\max}(v)] > 0 \).

**Proof.** Let distribution \( D \) be given by \( \Pr[v < x] = 1 - \frac{1}{d^x} \) for some \( d \in \mathbb{N} \). Such a \( D \) is \((1 - \frac{1}{d})\)-strongly regular. We compute \( \lim_{n \to \infty} \frac{t_n}{t_n} \) and show that it is less than 1. Applying Lemma 4.1, this immediately completes the proof.

By the definition of \( t_n \) (see Definition 4.1):

\[ \Pr[X_1, \ldots, X_n < t_n] = \frac{1}{2} \implies \left( 1 - \frac{1}{(t_n)^d} \right)^n = \frac{1}{2} \]
\[ = 1 - \frac{1}{2} \]
\[ = \left( \frac{1}{2} \right)^d \]
\[ = \frac{t_n}{t_n} \]

Therefore, \( \lim_{n \to \infty} \frac{t_n}{t_n} = \left( \frac{1}{2} \right)^d \), which proves the theorem.
By substituting \( z = \left( \frac{1}{2} \right)^{\frac{1}{n}} \),
\[
\lim_{n \to \infty} \frac{t_n}{t_{2n}} = \lim_{n \to \infty} \left( \frac{1 - \left( \frac{1}{2} \right)^{\frac{1}{n}}}{1 - \left( \frac{1}{2} \right)^{\frac{1}{n}}} \right)^{\frac{1}{2}} = \lim_{z \to 1^{-}} \left( \frac{1 - z^{\frac{1}{n}}}{1 - z} \right) = \lim_{z \to 1^{-}} \left( \frac{1}{1 + z^{\frac{1}{n}}} \right)^{\frac{1}{2}} = \left( \frac{1}{2} \right)^{\frac{1}{2}} < 1.
\]

Since \( p = 1 \), we have:
\[
\lim_{n \to \infty} \mathbb{E}[\delta_{\max}] = 1 - \lim_{n \to \infty} \mathbb{E}\left[ \frac{X_{n}^{(2)}}{X_{n}^{(1)}} \right].
\]

As discussed at the beginning of the proof, the result follows from applying Lemma 4.1.

5.2 MHR distributions

Next we use Lemma 4.2 to show \( \lim_{n \to \infty} \mathbb{E}[\delta_{\max}(v)] = 0 \) for MHR distributions. As in Section 4 we focus on the case \( k = 1 \), but note that the arguments readily extend to \( k = \Theta(1) \).

Our results build on the following lemma about exponential distributions, which are known to be extremal for the class of MHR distributions.

**Lemma 5.1.** Consider the exponential distribution \( D_{\alpha} \), with c.d.f \( F(x) = 1 - e^{-cx} \) for a constant \( c \). For \( r \in (0, 1) \), defining \( s_{n} \) by
\[
\Pr[X_{1}, \ldots, X_{n} < s_{n}] = r
\]

implies
\[
s_{n} = \ln(1 - r^{\frac{1}{n}}) \quad \text{and} \quad s_{m} = \ln(1 - r^{\frac{1}{m}})
\]

Furthermore, for \( l \in \mathbb{N} \),
\[
\lim_{n \to \infty} \frac{\ln(1 - r^{\frac{1}{n}})}{\ln(1 - r^{\frac{1}{m}})} = 1.
\]

In particular,
\[
\lim_{n \to \infty} \frac{t_{n}}{t_{2n}} = 1.
\]

**Proof.** For the first part,
\[
\Pr[X_{1}, \ldots, X_{n} < s_{n}] = r \Rightarrow (\Pr[X_{1} < s_{n}]^{n} = r
\]

\[
\Rightarrow 1 - e^{-c \cdot s_{n}} = r
\]

\[
\Rightarrow s_{n} = -\frac{\ln(1 - r^{\frac{1}{n}})}{c} \Rightarrow s_{n} = \frac{\ln(1 - r^{\frac{1}{n}})}{\ln(1 - r^{\frac{1}{m}})}
\]

For \( m = nl \), this limit can be computed.

Substitute \( z = r^{\frac{1}{n}} \).
\[
\lim_{n \to \infty} \frac{\ln(1 - r^{\frac{1}{n}})}{\ln(1 - r^{\frac{1}{m}})} = \lim_{z \to 1^{-}} \frac{\ln(1 - z^{\frac{1}{n}})}{\ln(1 - z)}
\]

By applying l'Hopital’s rule twice, we get
\[
\lim_{z \to 1^{-}} \frac{-l_{z}^{\frac{1}{n}}}{1 - z^{\frac{1}{n}}} \cdot \frac{1 - z}{-1} = \lim_{z \to 1^{-}} \frac{l(z^{\frac{1}{n}} - z)}{1 - z^{\frac{1}{n}}}
\]

\[
= \lim_{z \to 1^{-}} \frac{l(l(1)z^{\frac{1}{n}} - l(z^{\frac{1}{n}}))/l(1) - l(z^{\frac{1}{n}})}{1 - z^{\frac{1}{n}}/z} = \lim_{z \to 1^{-}} \frac{lz - (l - 1)}{z} = 1.
\]

**Theorem 5.2.** Let \( D \) be any MHR distribution and \( k = 1 \). Then for \( np = o(1), \lim_{n \to \infty} \mathbb{E}[\delta_{\max}] = 0 \).

**Proof.** Let \( F(x) \) be the c.d.f of the distribution. Since \( D \) is MHR, we know \( \xi(x) = \ln(1 - F(x)) \) is concave [4]. Moreover, since \( F(x) \) is monotone increasing, \( F(0) = 0 \) and \( \lim_{x \to \infty} F(x) = 1 \), we get \( \xi(0) = 0 \) and \( \lim_{x \to \infty} \xi(x) = -\infty \). Thus \( \xi^{-1}(y) \) is well defined on \( y \in (-\infty, 0] \), and is non-negative concave monotone decreasing. Thus \( F^{-1}(y) = \xi^{-1}(\ln(1 - y)) \). We check that the conditions for Lemma 4.2 hold. We begin by using Definition 4.1 that \( t_{n} = F^{-1}((\frac{1}{2})^{\frac{1}{n}}) \).

\[
\frac{t_{n}}{t_{nl}} = \frac{F^{-1}((\frac{1}{2})^{\frac{1}{n}})}{F^{-1}((\frac{1}{2})^{\frac{1}{nl}})} = \frac{\xi^{-1}(\ln(1 - (\frac{1}{2})^{\frac{1}{n}}))}{\xi^{-1}(\ln(1 - (\frac{1}{2})^{1/n}))}
\]

By Lemma 5.1,
\[
\lim_{n \to \infty} \frac{\ln(1 - (\frac{1}{2})^{\frac{1}{n}})}{\ln(1 - (\frac{1}{2})^{\frac{1}{nl}})} = 1
\]

By (7)
\[
\xi^{-1}(\ln(1 - (\frac{1}{2})^{\frac{1}{n}})) \leq \xi^{-1}(\ln(1 - (\frac{1}{2})^{\frac{1}{nl}})) \leq \xi^{-1}(\ln(1 - (\frac{1}{2})^{\frac{1}{nl}}))
\]

Denote by \( z(x) \) a subgradient of \( \xi^{-1} \) at \( a(x) \). By concavity of \( \xi^{-1} \) we get \( \xi^{-1}(a(x)) \geq z(x)(a(x)) \) and \( \xi^{-1}(b(x)) - \xi^{-1}(a(x)) \leq z(x)(b(x) - a(x)) \).

Thus
\[
\frac{1}{d} \xi^{-1}(a(x)) \leq \frac{1}{d} \xi^{-1}(b(x)) \leq \xi^{-1}(b(x)) - \xi^{-1}(a(x)) \leq z(x)(b(x) - a(x))
\]

We may divide by \( z(x) \) on both sides since it is \( < 0 \) for all \( x \).

\[
\frac{1}{d} \leq \frac{b(x) - a(x)}{a(x)}
\]

This contradicts (7), or
\[
\lim_{l \to \infty} \frac{b(x)}{a(x)} = 1.
\]

Hence the conditions for Lemma 4.2 are verified, implying
\[
\lim_{n \to \infty} \mathbb{E}\left[ \frac{X_{n}^{(2)}}{X_{n}^{(1)}} \right] = 1.
\]

As for bounded distributions, the result then follows from (2) and Corollary 2.1.

\[
\square
\]
It is important to note that unlike for bounded support distributions, even for \( p = 1 \), the positive result for \( k = 1 \) unbounded support MHR distributions does not generalize to \( k = o(n) \). As discussed in the introduction, even for small \( k \) like \( k = \sqrt{n} \) we show that MHR distributions leave room for manipulation, showing a sharp separation even within the class of MHR distributions.

**Proposition 5.1.** In a \( k \)-units first-price auction with \( k = [\sqrt{n}] \) and \( p = 1 \), the exponential distribution (an MHR distribution) has \( \lim_{n \to \infty} \mathbb{E}[\delta_{\text{max}}(v)] > 0 \).

Proof. Let \( q_n \) be defined by \( \text{Pr}[X_1, \ldots, X_r \leq q_n] = \frac{9}{10} \). Hence \( \text{Pr}[X_1 \lor \ldots \lor X_n > q_n] = \frac{1}{10} \), equivalently \( \text{Pr}[X_{n(i)}^* > q_n] = \frac{1}{10} \).

We now show that \( \text{Pr}[X_{(n)}^* > q_n] \leq \frac{1}{2} \) by method of contradiction. Assume by contradiction that \( \text{Pr}[X_{(n)}^* > q_n] > \frac{1}{2} \). Then

\[
\text{Pr}[X_{(n)}^* > q_n] = \text{Pr}[\text{uniform at random n-subset of } X_1, \ldots, X_n \text{ contains at least one element }> q_n] \\
\geq \text{Pr}[\text{At least n of } X_1, \ldots, X_n \text{ are }> q_n] \\
\times \text{Pr}[\text{at least one that is }> q_n \text{ is chosen in our random n-subset } \{n \text{ out of } n^2 \text{ variables are }> q_n\}] \\
\geq \frac{1}{2}(1 - \frac{1}{n})^n
\]

As \( n \to \infty \), the above quantity approaches \( \frac{1}{2}(1 - \frac{1}{e}) \), which is a contradiction to the fact that \( \text{Pr}[X_{(n)}^* > q_n] = \frac{1}{10} \).

Thus \( \text{Pr}[X_{(n)}^* > q_n] \leq \frac{1}{2} \) or equivalently \( \text{Pr}[X_{(n)}^* \leq q_n] \geq \frac{1}{2} \). This is enough for a constant lower bound on the event we’re interested in.

\[
\text{Pr}[X_{(n)}^* \leq q_n \land X_{(1)}^* > q_n] \\
= \text{Pr}[X_{(n)}^* \leq q_n \mid X_{(1)}^* > q_n] \times \text{Pr}[X_{(1)}^* > q_n] \\
= \frac{1}{10} \text{Pr}[X_{(n)}^* \leq q_n \mid X_{(1)}^* > q_n] \\
\geq \frac{1}{10} \text{Pr}[X_{(n)}^* \leq q_n \land X_{(2)}^* \leq q_n^2 \mid X_{(1)}^* > q_n] \\
= \frac{1}{10} \text{Pr}[X_{(n)}^* \leq q_n \mid X_{(2)}^* \leq q_n^2, X_{(1)}^* > q_n] \times \text{Pr}[X_{(2)}^* \leq q_n^2] \\
\geq \frac{9}{100} \text{Pr}[X_{(n)}^* \leq q_n \mid X_{(2)}^* \leq q_n^2] \\
\geq \frac{9}{100} \text{Pr}[X_{(n)}^* \leq q_n \mid X_{(2)}^* \leq q_n^2] \\
\geq \frac{9}{100} \text{Pr}[X_{(n)}^* \leq q_n \mid X_{(2)}^* \leq q_n^2] \\
\geq \frac{9}{200}.
\]

From previous calculations in Lemma 5.1, we know that for the exponential distribution

\[
q_n = \frac{\ln(1 - \frac{20}{9} \frac{1}{n^n})}{\ln(1 - \frac{20}{9} \frac{1}{n^n})}.
\]

The following limit is tedious to compute, but it can be shown that

\[
\frac{\ln(1 - \frac{20}{9} \frac{1}{n^n})}{\ln(1 - \frac{20}{9} \frac{1}{n^n})} \to \frac{1}{2}.
\]

Hence, we conclude that as \( n \to \infty \) with probability at least \( \frac{9}{200} \),

\[
\frac{X_{(n)}^*}{X_{(1)}^*} \leq \frac{1}{2} + \epsilon \text{ for any } \epsilon > 0. \text{ In particular therefore,}
\]

\[
\lim_{n \to \infty} \mathbb{E}\left[\frac{X_{(n)}^*}{X_{(1)}^*}\right] < 1.
\]

Letting \( p = 1 \),

\[
\lim_{n \to \infty} \mathbb{E}[\delta_{\text{max}}(v)] = 1 - \lim_{n \to \infty} \mathbb{E}\left[\frac{X_{(n)}^*}{X_{(1)}^*}\right] > 0.
\]

Thus, even \( k \) as small as \( \sqrt{n} \) makes an MHR distribution have room to bid manipulation. \( \square \)

### 6 Extension to Deviations from BNE

We conclude by arguing that all our qualitative insights extend to the case where bidders consider deviating from equilibrium.

A first-price auction with \( n \) identical bidders and \( k \) identical goods has a unique, symmetric Bayes-Nash equilibrium (BNE) \( b(v) \) in which bidders shade their bids [5].

Then we can ask:

1) How much can bidders change prices relative to what they would have paid if they were to bid truthfully?

2) How much can bidders change prices relative to what they would have paid if they were to bid as in the BNE?

In the first case, we would need to evaluate \( 1 - \mathbb{E}[b(X^n_{(k)})/X^n_{(1)}] \).

In the second case, it would be \( 1 - \mathbb{E}[b(X^n_{(k)})/b(X^n_{(1)})] \).

We show that the asymptotic behavior of both these quantities is identical to that of \( 1 - \mathbb{E}[b(X^n_{(k)})/X^n_{(1)}] \).

**Proposition 6.1.** Let \( b(v) \) be the unique Bayes-Nash Equilibrium for an agent with valuation \( v \). Then for any \( k \in [n] \),

1) \( \lim_{n \to \infty} \mathbb{E}\left[\frac{b(X^n_{(k)})}{X^n_{(1)}}\right] = \lim_{n \to \infty} \mathbb{E}\left[\frac{X^n_{(k)}}{X^n_{(1)}}\right] \), \text{ and}

2) \( \lim_{n \to \infty} \mathbb{E}\left[\frac{b(X^n_{(k)})}{b(X^n_{(1)})}\right] = \lim_{n \to \infty} \mathbb{E}\left[\frac{X^n_{(k)}}{X^n_{(1)}}\right] \).

That is, asymptotic price manipulability stays the same when all other agents bid according to the BNE, as when they are truthful.

The main part of the argument is that by the revenue equivalence theorem, the difference between a truthful bid and a BNE bid can be shown to have an upper bound \( \beta^n \) for some \( \beta \in (0, 1) \). Since we take the limit \( n \to \infty \), the result follows.

Proof. We only provide a proof of 1); the argument for 2) is similar. We first consider the \( k = 1 \) case.

The revenue equivalence theorem can be applied to derive the BNE bids. The revenue equivalence theorem guarantees that not just expected revenue are equal between the first- and second-price auctions, but also the payments made by any individual bidder at any given value. In a first price auction, a bidder with value \( v \) pays \( b(v)x(v) \) in expectation over other bidders’ bids, where \( b(v) \)
is their BNE bid and $x(v)$ is the probability that they get allocated. We drop the subscript $i$ because we are in an i.i.d. setting. The second-price auction’s payment formula is well known, namely $v(x) - \int_0^x u(z)dz$. Equating this payment formula to $b(v|x(v))$, and dividing throughout by $x(v)$, we get:

$$b(v) = v - \int_0^v \frac{u(z)}{x(v)}dz.$$

Observe that the probability that a bidder with value $z$ wins in a first- or second-price auction is exactly the probability that every other bidder has a smaller value, namely $F(z)^{n-1}$. So the above can be rewritten as:

$$b(v) = v - \int_0^v \frac{F(z)^{n-1}}{F(v)}dz.$$

Our price-manipulability metric will now be $E[b(X_{st})/X_{st}]$ instead of what we currently have in the paper of $E[b(X_{st})/X_{st}]$, where $X_{st}$ are random variables representing the largest and second-largest of $n$ i.i.d. random variables. We now argue that as $n$ grows large $E[b(X_{st})/X_{st}]$ and $E[X_{st}]$ are identical. To show this, let us consider the difference of the two metrics, namely, $E[X_{st}] - E[b(X_{st})/X_{st}]$. By the BNE bid formula above, this difference boils down to

$$E \left[ \frac{\int_x^z F(z)^{n-1}dz}{F(x)^{n-1}} \right],$$

where $x_1$ is drawn from the distribution of $X_{st}$ and $x_2$ is drawn from the distribution of $X_{st}$. We are interested in the limit as $n$ goes to infinity of the above, namely,

$$\lim_{n \to \infty} E \left[ \frac{\int_x^z F(z)^{n-1}dz}{F(x)^{n-1}} \right].$$

Notice that for any continuous distribution, regardless of whether it is regular or irregular, regardless of whether it is bounded or not bounded (which in particular includes every distribution we talk about like exponential, power-law, normal etc.), the quantity $F(z)/F(v) < 1$ for any $z < v$. Therefore, for any given $\epsilon > 0$, there exists $n(\epsilon)$ s.t., for all $n > n(\epsilon)$, we have $F(z)^{n-1}/F(v)^{n-1} < \epsilon$. Thus, we have:

$$\lim_{n \to \infty} E \left[ \frac{\int_x^z F(z)^{n-1}dz}{F(x)^{n-1}} \right] < \lim_{n \to \infty} E \left[ \frac{\int_x^z \epsilon \cdot ezdz}{x_1} \right] = \lim_{n \to \infty} \epsilon \cdot E \left[ \frac{x_2}{x_1} \right].$$

Since $\epsilon$ can be made arbitrarily small as $n$ grows larger, $\epsilon \cdot E[\frac{x_2}{x_1}]$ approaches $0$, completing our proof (notice that $E[\frac{x_2}{x_1}] \leq 1$ regardless of $n$).

Notice that this proof remains unchanged even if we consider the $k$ unit auction (instead of the 1-unit auction discussed above), and therefore compute the ratio of $E[b(X_{st})]$. By the exact same argument as above, we get that the new metric $E[b(X_{st})/X_{st}]$ will be equal to the current metric in the paper of $E[\frac{X_{st}}{X_{st}}]$.
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A APPENDIX

A.1 Proof of Lemma 2.1

Lemma A.1 (Restatement of Lemma 2.1). For $m \sim B(n, p)$, and for any $i = o(np)$, $\lim_{n \to \infty} \Pr[m > i] = 1$.

As mentioned earlier, while it is possible that Lemma 2.1 is already known, we were unable to find a proof. So we give a proof here.

A strong tail bound on the binomial distribution when $i \leq np$ is given by

$$\Pr[m \leq i] \leq \exp\left(-nD\left(\frac{i}{n} || p\right)\right)$$  \hspace{1cm} (8)

Here $D(a||p)$ is the KL-divergence, defined as $D(a||p) = a \log(\frac{a}{p}) + (1 - a) \log(\frac{1 - a}{1 - p})$.

Showing $\lim_{n \to \infty} nD\left(\frac{i}{n} || p\right) = \infty$ immediately proves Lemma 2.1.

We show that $\lim_{n \to \infty} nD\left(\frac{i}{n} || p\right) = \infty$ in Lemma A.3, which in turn uses Lemma A.2.

Since Lemma 2.1 is for any $i = o(np)$, we begin by capturing $np$ in some functional form. Let $f(n) = np$, and let $i = g(np) = g(f(n))$, where $g(x)$ is $o(x)$, and $f(x) < x$, and $f(\cdot)$ is $o(1)$. Note that this is without loss of generality, and proving Lemma 2.1 for such $i$ and $p$ is sufficient. This is because assuming that $f(n) = np < n$ just avoids the case of $p = 1$, for which the proof of Lemma 2.1 is trivial as things are deterministic. Also, assuming $f(\cdot) = o(1)$, i.e., $np = o(1)$, is without loss of generality because if $np = O(1)$, there can be no $i$ s.t. $i = o(np)$. Also, since $i = o(np)$ and we have let $i = g(np)$, it immediately follows that $g(x) = o(x)$.

$D\left(\frac{i}{n} || p\right) = \frac{g(f(n))}{n} \log\left(\frac{f(f(n))}{g(f(n))}\right) + \left(1 - \frac{g(f(n))}{n}\right) \log\left(\frac{1 - g(f(n))}{1 - f(n)}\right)$

We begin by simplifying this expression, in particular the second term.

Lemma A.2. Let $f(x)$ and $g(x)$ be non-negative, $f(x) < x$ and $g(x)$ is $o(x)$. $c < 1$ a non-negative constant. Then for all $n$ sufficiently large,

$$\log\left(\frac{1 - g(f(n))}{1 - f(n)}\right) \geq c \cdot \frac{f(n)}{n}$$

**Proof.** Our goal is to show that $\log\left(\frac{n - g(f(n))}{n - f(n)}\right) \geq c \cdot \frac{f(n)}{n}$. Apply the monotone increasing function $x \mapsto 2^x$ to both sides of the to-be-proven inequality. We now need to prove that:

$$\Leftrightarrow \left(\frac{n - g(f(n))}{n - f(n)}\right) \geq 2^{c \cdot \frac{f(n)}{n}}$$

$$\Leftrightarrow n \geq n 2^{c \cdot \frac{f(n)}{n}} - f(n) 2^{c \cdot \frac{f(n)}{n}} + g(f(n))$$

Since $g(x)$ is $o(x)$, the following is a stronger inequality to prove:

$$n \geq n 2^{c \cdot \frac{f(n)}{n}} - c \cdot f(n) 2^{c \cdot \frac{f(n)}{n}}$$

$$\Leftrightarrow (2^{c \cdot \frac{f(n)}{n}} - 1) \leq c \cdot \frac{f(n)}{n} 2^{c \cdot \frac{f(n)}{n}}$$

Set $z = 2^{c \cdot \frac{f(n)}{n}}$. Then above inequality becomes

$$z - 1 \leq z \log z$$

where $z \geq 1$. This holds because $z - 1 = z \log z$ for $z = 1$ and clearly $z \log z$ has larger derivative than $z \frac{d}{dz} z \log z = \frac{1}{n\log(2)} + \log(z) > 1$ for $z \geq 1$.

Lemma A.2 suffices to give a precise description of when it holds that $\lim_{n \to \infty} D\left(\frac{i}{n} || p\right) = \infty$.

**Lemma A.3.** Let $p = \frac{f(n)}{n}$ and $i = g(f(n))$, where $f(x)$ and $g(x)$ are non-negative, $f(x) < x$ and $f(x)$ is $o(1)$. Let $g(x) = \frac{c}{h(x)}$ for some function $h$ such that $\lim_{x \to \infty} h(x) = \infty$, then $\lim_{n \to \infty} D\left(\frac{i}{n} || p\right) = \infty$.

**Proof.**

$$D\left(\frac{i}{n} || p\right) = \frac{g(f(n))}{n} \log\left(\frac{f(f(n))}{g(f(n))}\right) + \left(1 - \frac{g(f(n))}{n}\right) \log\left(\frac{1 - g(f(n))}{1 - f(n)}\right)$$

For $n$ sufficiently large, by Lemma A.2 this implies

$$D\left(\frac{i}{n} || p\right) \geq \frac{g(f(n))}{n} \log\left(\frac{f(f(n))}{g(f(n))}\right) + \frac{9}{10} \frac{f(n)}{n}$$

$$\Leftrightarrow nD\left(\frac{i}{n} || p\right) \geq g(f(n)) \left(-\log(f(n)) + \log(g(f(n)))\right) + \frac{9}{10} f(n)$$

Using the fact that $g(x) = \frac{c}{x h(x)}$, we get:

$$nD\left(\frac{i}{n} || p\right) \geq \frac{f(n)}{h(f(n))} \left(-\log(f(n)) + \log\left(\frac{f(n)}{h(f(n))}\right)\right) + \frac{9}{10} f(n)$$

$$= -f(n) \log(h(f(n))) + \frac{9}{10} f(n) \to \infty$$

where the last equality follows from the fact that $\log(x) \leq 8 \Rightarrow 10$ for all $x > 0$.

Lemma 2.1 now follows by combining inequality (8) with Lemma A.3.