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ABSTRACT

Context. Evolutionary trends in the surface abundances of heavier elements have recently been identified in the globular cluster NGC 6397 ([Fe/H] ~ −2), indicating the operation of atomic diffusion in these stars. Such trends constitute important constraints for the extent to which diffusion modifies the internal structure and surface abundances of solar-type, metal-poor stars.

Aims. We perform an independent check of the reality and size of abundance variations within this metal-poor globular cluster.

Methods. Observational data covering a large stellar sample, located between the cluster turn-off point and the base of the red giant branch, are homogeneously analysed. The spectroscopic data were obtained with the medium-high resolution spectrograph FLAMES/GIRAFFE on VLT-UT2 (R ~ 27 000). We derive independent effective-temperature scales from profile fitting of Balmer lines and by applying colour-Teff calibrations to Strömgren ubvy and broad-band BVI photometry. An automated spectral analysis code is used together with a grid of MARCS model atmospheres to derive stellar surface abundances of Mg, Ca, Ti, and Fe.

Results. We identify systematically higher iron abundances for more evolved stars. The turn-off point stars are found to have 0.13 dex lower surface abundances of iron compared to the coolest, most evolved stars in our sample. There is a strong indication of a similar trend in magnesium, whereas calcium and titanium abundances are more homogeneous. Within reasonable error limits, the obtained abundance trends are in agreement with the predictions of stellar structure models including diffusive processes (sedimentation, levitation), if additional turbulent mixing below the outer convection zone is included.
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1. Introduction

A globular cluster (GC) constitutes, in many respects, a homogeneous stellar population and is therefore an excellent laboratory for testing and constraining models of stellar structure and evolution. Chemical abundances inferred from observations of GCs can give important clues to the physical properties and evolution. Chemical abundances inferred from observations of GCs can give important clues to the physical properties and evolution of the stars. Recently, a discovery was made pointing to the existence of systematic differences in surface abundances between stars in different evolutionary stages in a metal-poor GC. Korn et al. (2007, hereafter Paper I) observe four samples of stars located between the main sequence (MS) turn-off (TO) point and the red giant branch (RGB) of NGC 6397, using FLAMES/UVES on the VLT, and find significant variations in abundances with effective temperature and surface gravity. In particular, they conclude iron to be under-abundant by 0.16 ± 0.05 dex in the atmospheres of the TO stars compared to the RGB stars in their sample. Proposed as an explanation to this phenomenon is a continuous, long-term depletion of iron and other heavy elements from the surface layers, at work during the stars’ life-time on the MS. The mechanism responsible for the depletion is generally referred to as atomic diffusion – an umbrella term accounting for several diffusive processes. High ages and thin convective envelopes are factors that make metal-poor TO stars particularly prone to atomic diffusion. Once a star leaves the MS and begins to develop into the giant stage, its outer convection zone gradually reaches deeper layers, and elements that had previously been drained from the surface layers are mixed up again, eventually restoring the initial chemical composition (with fragile elements such as Li as notable exceptions). This is predicted to result in a gradual rise in the surface abundances of the depleted elements as the star evolves along the subgiant and red giant branches (hereafter, we write SGB for subgiant branch). GC stars presumably share the same original composition of elements such as iron, titanium, and calcium, which in combination with their high ages and low metal content make them suitable test cases for stellar structure models including atomic diffusion.

The abundance trend for iron presented in Paper I is directly contradictory to the result by Gratton et al. (2001), who by studying TO vs. base-RGB (bRGB) stars conclude that there are no significant difference in iron abundance between the groups (magnesium is, however, found to be 0.15 dex less abundant in the TO stars). The cause for the differing result is twofold: lower effective temperatures are found for the TO stars in Paper I and the analysis includes stars on the RGB.
Here we present a follow-up analysis of spectroscopic data from FLAMES/GIRAFFE collected simultaneously to the observations presented in Paper I. A large sample of stars, ≈100, covering the range from the TO to the bRGB is homogeneously analysed, with the aim of further constraining possible variations in surface abundance in the cluster. In particular, we investigate whether the results presented in Paper I are robust for a larger sample of stars, analysed with an independent set of tools. We start by describing the observations and the data-reduction procedure in Sect. 2. Section 3 is devoted to the determination of fundamental stellar parameters and a description of the spectrum analysis code. In Sect. 4 we present and discuss our abundance results. Section 5 compares predictions from stellar-spectrum analysis code. In Sect. 6 we summarise our conclusions.

### 2. Observations and data reduction

#### 2.1. Photometric observations

The target selection for the spectroscopic study is based on Strömgren $ubvy$ photometry. The photometric observations were collected with the DFOSC instrument on the 1.5 m telescope on La Silla, Chile, in 1997. Additional $BVI$ photometric data were obtained in 2005. The UCAC2 catalog at Vizier (Ochsenbein et al. 2000) provides astrometry with a precision of $\pm 0.10$ for individual stars. A full description of the photometric observations and their reduction is given in Paper I, and references therein.

We select a sample of 135 stars for spectroscopic analysis, located between the cluster TO point at $V = 16.3$ to the bRGB at $V = 15.2$. Apart from providing the target list, the photometry is also considered in this work in the determination of stellar parameters. Figure 1 shows a colour–magnitude diagram, $V$ versus $(v − y)$, of the cluster, with the selected stars marked.

#### 2.2. Spectroscopic observations

All spectroscopic data were collected in Service Mode, with the fibre-fed, multi-object, medium-high resolution spectrograph FLAMES/GIRAFFE (Pasquini et al. 2002) at ESO-VLT.

| Setting | Wavelength range [Å] | Resolution $\lambda/\Delta\lambda$ | Exposure time | Dates 2005 |
|---------|----------------------|----------------------------------|---------------|-------------|
| 5B      | 4376–4552            | 26 000                           | 7 h 40 mn     | 23–26–29 Mar. |
| 7B      | 4742–4932            | 26 700                           | 5 h 10 mn     | 29–31 Mar.   |
| 9B      | 5143–5356            | 25 900                           | 3 h 50 mn     | 01–03 Apr.   |
| 14B     | 6383–6626            | 28 800                           | 3 h 50 mn     | 02–04 Apr.   |

FLAMES allows for 132 objects to be observed simultaneously, with GIRAFFE in MEDUSA mode. A total exposure time of 20.5 h was spent under grey-to-bright lunar conditions, but with good seeing (average seeing ≈0.7”). We apply four of the highest resolution “B-settings”, which together cover a total spectral range of 822 Å in the optical. On average 15 fibres per observation are dedicated to a simultaneous monitoring of the sky background to ensure a proper sky-correction. Stars in different evolutionary stages are distributed randomly across the FLAMES field-of-view. We find no gradient in background light over the field and subtract a single, averaged sky-spectrum from the stellar spectra obtained during each observation. The setup is briefly summarised in Table 1.

**Basic reduction of the spectroscopic data is performed with the ESO-maintained GIRAFFE pipeline.**

The radial velocity correction of our stellar spectra results in a cluster mean heliocentric radial velocity of $18.1 \pm 0.3$ km s$^{-1}$ from measurements of 133 stars. We find a velocity dispersion of 3.40 km s$^{-1}$. This radial velocity value is in agreement with the recent result by Milone et al. (2006) who derive $18.36 \pm 0.09(\pm 0.10)$ km s$^{-1}$ (the first is the random error and the second the systematic error), obtained from 1486 stars. We identify two stars that are not members of the cluster, 502 219 and 501 856, both with deviating radial velocities and evidently too metal-rich spectra (see Sect. 4).

After sky-subtraction and radial velocity correction the spectra are coadded and rebinned onto a final wavelength scale with a step size of 0.1 Å. The $S/N$-ratio of the coadded spectra in the 14B setting varies from 28 to 148 per rebinned pixel with a mean value of 85, estimated from a relatively line-free region between 6440–6449 Å. The corresponding mean value for the bluer 7B setting is 76, from measurements between 4812–4821 Å.  

---

**Table 1. Observational setup for FLAMES/GIRAFFE.**

[Table content as provided in the image]

---

1 See the instrument’s quality control pages: [http://www.eso.org/observing/dfo/quality/GIRAFFE/qc/dark_qc1.html](http://www.eso.org/observing/dfo/quality/GIRAFFE/qc/dark_qc1.html)
Profile fitting of Balmer lines is a well-established method to derive the fundamental parameters necessary to conduct the abundance analysis. In this section we describe how we derive the effective temperature and other parameters using independent tools from those of Paper I, in particular by implementing different spectral synthesis and model atmospheres codes.

3. Analysis

In this section we describe how we derive the fundamental parameters necessary to conduct the abundance analysis. We emphasise that we have made an effort to carry out all steps of the investigation using independent tools from those of Paper I, in particular by implementing different spectral synthesis and model atmospheres codes.

3.1. Effective temperatures

Profile fitting of Balmer lines is a well-established $T_{\text{eff}}$-indicator in solar-type stars. Considering the reliable flat-fielding which can be obtained with fibre-fed spectroscopy and the large free spectral range of GIRAFFE ($FSR \sim 200$ Å), this data set is well suited for analysis of broad lines such as the Balmer lines. We implement an automated $\chi^2$-minimization technique for the normalisation and profile fitting of the wings of Hα. Synthetic spectra are produced with the FORTRAN code HLINPROF (Barklem & Piskunov 2003)\(^2\), which is incorporated in the LTE (local thermodynamical equilibrium) spectrum synthesis code SYNTH (Piskunov 1992). We treat Stark broadening according to the tabulated line profiles of Stehlé & Hutcheon (1999) and self broadening (resonance broadening and van der Waals broadening) according to Barklem et al. (2000). Radiative broadening and an estimate of line broadening due to helium collisions are also included in the calculations.

To compute a set of plane-parallel model atmospheres for the spectrum synthesis we use the MARCS code (Gustafsson et al. 1975; Asplund et al. 1997). MARCS is a one-dimensional (1D), LTE model atmospheres code, invoking flux conservation (radiative and convective) and hydrostatic equilibrium. Convection is treated according to the customary mixing length theory, with the mixing length parameters set to $\alpha = 1.5$ and $y = 0.076$.

The observed spectrum is compared to a grid of synthetic spectra, equidistant in effective temperature with 10 K steps. The fitting only considers regions that are not significantly affected by absorption from metal and telluric lines (see Fig. 2) as judged from high-resolution and high-S/N spectra of metal-poor subgiants. First, an initial guess of the correct model is made and only wavelength regions located $\pm 35$–$50$ Å from the Hα-line center are used. Here the sensitivity of the hydrogen line to effective temperature is low and the difference between observed and modelled flux is minimised to find the optimal straight line used for normalisation. Thereafter, only wavelength regions in the effective-temperature sensitive parts are used, located within $\pm 25$ Å of the center, to find the model that minimises the $\chi^2$-distance to the observed flux. However, to avoid modelling uncertainties affecting the line core, only residual flux above 0.75 is considered. The whole procedure is iterated until the initial guess coincides with the resulting $T_{\text{eff}}$-value.

By repeatedly adding random noise to synthetic spectra and feeding them as input to the procedure, the precision of the fitting method can be determined. We find that a typical $S/N$-ratio of 85 gives a random error of about 30 K, for the coolest as well as for the hottest stars. For our lowest-quality spectra the corresponding value is 80 K and for the highest quality data the random error is as low as 15 K. The absolute error in $T_{\text{eff}}$ is more difficult to assess, as it depends on several factors in addition to observational uncertainty, of which the most important ones are the line broadening of hydrogen, the treatment of convection in the stellar atmosphere, and the stellar parameters $g$ and [Fe/H]. Barklem et al. (2002) show that these contributions together may add up to an error of the order of 100 K for stars in this metallicity and effective-temperature range.

From the FLAMES solar atlas\(^3\) we retrieved reduced GIRAFFE spectra from observations illuminating all MEDUSA fibers in the 14B-setting, which we average into a single solar spectrum. Using the setup described above we derive $T_{\text{eff}}$, $\log g$ and [Fe/H]. Barklem et al. (2002) derive a solar effective temperature of $5722 \pm 81$ K with the same models, using an Hα-spectrum from the Kitt peak atlas (Kurucz et al. 1984).

The Hα line profile found from the FLAMES/GIRAFFE solar atlas is more narrow compared to e.g. the Kitt peak atlas and we recommend to re-observe the Sun with GIRAFFE with the new CCD (upgraded in May 2008) and seek the reason for this difference.

Using our obtained solar effective temperature as a zero-point offset, we consequently shift all effective temperatures by +150 K. We thus assume that, in the stellar-parameter range spanned by our targets, the Hα-line has a similar sensitivity to effective temperature as the Sun, which may be realistic to a first order approximation. The shifted Hα-based effective temperatures are the ones we later adopt in the abundance analysis and we will refer to them as the spectroscopic $T_{\text{eff}}$ in the remaining part of the paper.

To assess the validity of our spectroscopic effective temperatures we construct photometric $T_{\text{eff}}$ scales from four different colour indices. The Alonso et al. (1996, 1999) relations, calibrated on the infrared flux method, are used to derive effective temperatures based on $b - y$, $v - y$, $B - V$, and $V - I$. Note that, at this metallicity and stellar-parameter space, the corresponding relations of Ramírez & Meléndez (2005) produce very similar effective temperatures (see Paper I). There are two Alonso et al. calibrations for each index, one suitable for main sequence stars of spectral types F0–K5 (Alonso et al. 1996) and one for giant stars in the same spectral range (Alonso et al. 1999)\(^4\). Since our targets range from TO stars at the very end of the MS to HRG stars, both the dwarf and giant calibrations are used to

\(^2\) Available at www.astro.uu.se/barklem

\(^3\) http://www.eso.org/observing/dfo/quality/GIRAFFE/pipeline/solar.html

\(^4\) Calibrations for the $v - y$-index for dwarf and giant stars are published in Paper I.
separately derive effective temperatures. Note that by doing so, we also apply the $T_{\text{eff}}$-colour relations to stars that do not fall in the range in colour covered by the calibrations at this metallicity, which may affect the results.

Before applying the calibrations, we eliminate star-to-star scatter caused by errors in the observed colours. We clean the photometric sample based on data quality, as measured by the DAPHOT SHARP parameter, and construct fiducial relations between each colour index and the $V$ magnitude, which is the best observed and calibrated quantity. The relations are obtained by averaging the colours for stars in $V$ bins of 0.22 mag. We then shift the observed colour for each star onto the sequence and, finally, we correct all colours for the reddening of NGC 6397.

Figure 3 shows a comparison between our derived spectroscopic and photometric effective temperatures for 122 stars (all stars for which the Hα line is observed). The difference between the Hα-based values and the effective temperatures obtained from the dwarf and giant calibrations of the narrow-band index $v - y$ and the broad-band index $V - I$ are plotted against $T_{\text{eff, Hα}}$. The agreement between Hα and the $v - y$ dwarf calibration scale is good for the hotter half of the sample, with spectroscopic $T_{\text{eff}} \geq 5900$ K. The average difference for individual stars is here $\sim 70$ K. For the cooler half, at spectroscopic $T_{\text{eff}} \leq 5900$ K, good agreement is instead seen with the giant calibration, with a mean difference $\sim 50$ K. The spectroscopic temperature scale hence suggests a transition between the two $v - y$ calibration scales at some point in the middle of the SGB, in line with what may be expected. The other narrow-band index, $b - y$ (not shown), produces very similar effective temperatures to the $v - y$ scales. The $V - I$ dwarf calibration scale appears similar in relative behaviour to $v - y$, but the effective temperatures are shifted towards slightly cooler values, giving a good agreement with the spectroscopic $T_{\text{eff}}$ for the cooler half of the $T_{\text{eff}}$-range. The giant scale, however, is evidently too cool overall to reproduce the spectroscopic results. For $B - V$ (not shown) the two Alonso et al. calibrations result in scales that are identical to each other to within 5 K. In comparison to the Hα-based values the agreement is reasonable at the hotter end whereas the cooler end is offset to higher temperatures by up to $\sim 200$ K. This index thus implies a markedly shorter total effective temperature range for our sample than the other three.

As an additional test, we also compared the effective temperatures obtained with the Alonso et al. relations to ($v - y$) and ($b - y$)-calibrations based on synthetic MARCS colours (Gustafsson et al. 2008; calibrations to be published in Önehag et al. 2008, in preparation). The theoretical calibrations reproduce the $T_{\text{eff}}$-range spanned by the targets well, indicating a somewhat shorter total range, by about $\sim 70$ K, than what is predicted from a combination of the two Alonso et al. relations for $b - y$ and $v - y$, respectively.

Much effort has previously been made to pin down the effective-temperature scale of this cluster at the SGB. A summary of the results from six high-resolution studies, including Paper I, is given in Fig. 4, along with our spectroscopic and four photometric scales. In the plot, which illustrates visual magnitude versus effective temperature, filled symbols represent previous results, and lines represent this study. For clarity, we show only a smoothed relation between $V$ and $T_{\text{eff, Hα}}$ (the 1σ-scatter around this line is 90 K) and only parts of the photometric $V$ and $T_{\text{eff}}$ relations based on $v - y$ and $V - I$, i.e. the Alonso et al. (1996) calibration is applied only to the hotter half and the Alonso et al. (1999) only to the cooler half of the stellar sample. All data are collected from the stated publications or from references therein. Only the effective temperatures that are actually adopted by the different authors are shown, even if several different scales are presented in the study. The visual magnitudes in the sample of Thévenin et al. (2001) are from their Table 1, taking the average whenever two values are given.

Figure 4 shows that the different studies agree within approximately 200–300 K at a given visual magnitude, which may be a reasonable error, albeit undesirably large when the aim is
precise chemical abundances. Most studies focus on TO stars and the only two studies, except the present, that include stars on both ends of the SGB are Paper I and Gratton et al. (2001). On a relative scale, which is most essential for this work, we predict a slightly larger effective temperature range between \( V = 15.5-16.2 \) than Paper I and a shorter range than Gratton et al. In the former study, effective temperatures are also obtained by Hα profile fitting but using a different model atmosphere and spectrum synthesis code (ODF-MAFAGS, Grupp 2004; Fuhrmann et al. 1993). For the eight targets in common with this study we find group-averaged effective temperatures that are different by less than 10 K. The typical difference for individual stars is 50 K. The \( T_{\text{eff}} \) value found for the TO-star group of the Gratton et al. study exceeds our estimate by almost 200 K and is extensively discussed in Paper I, where the authors point out that the effective-temperature assignment of Gratton et al., based on Hα, may be systematically affected by the echelle-order blaze residuals imprinted on the continuum in the UVES (slit-mode) observations. Differences in model atmospheres and hydrogen line-broadening theory used may also explain part of the offset (see Paper I).

### 3.2. Surface gravities

We derive surface gravities for the target stars using the customary relation between effective temperature, luminosity, mass, and surface gravity. Luminosities are calculated from the apparent visual magnitude \( V \) and the Alonso et al. (1999) calibration for bolometric correction, which is given as a function of metallicity, \([\text{Fe/H}]\), and \( T_{\text{eff}} \). The metallicity is set to \(-2.0\) for all stars. The distance modulus of NGC 6397 is assumed to be 12.57. Stellar masses are inferred from a 13.5 Gyr isochrone of the cluster (Richard et al. 2005), which places the stars in the mass range \( 0.78\ M_{\odot}-0.79\ M_{\odot} \). With these values, the surface gravity found for TO stars at \( T_{\text{eff}} = 6250\ K \) is \( \log g = 3.96 \) and \( \log g = 3.40 \) for bRGB stars at \( T_{\text{eff}} = 5450\ K \). We use a single, averaged value of \( \log g \) for all stars for which we have derived the same \( T_{\text{eff}} \).

The aim of this study is to draw conclusions about abundance differences between stars. We are therefore mainly interested in the accuracy with which we can determine surface gravities on the relative, rather than the absolute scale. In this respect, the effective temperatures have the largest, albeit small, influence on the surface gravity values. A rise in effective temperature of 100 K corresponds to an increase in logarithmic surface gravity of approximately 0.03 dex. This can be compared to an increase in stellar mass by 0.01 \( M_{\odot} \), that propagates into a rise in \( \log g \) by 0.005 dex. We set a constant metallicity, to avoid circular arguments as regards the existence of abundance trends. The influence of [Fe/H] on the derived surface gravities is anyway small. An increase in [Fe/H] by 0.1 dex propagates into a decrease in \( \log g \) of 0.006 dex. We estimate the relative error in \( V \) to approximately 0.01 mag, which gives a contribution to the error in \( \log g \) of 0.004 dex. The value of the distance modulus only affects the absolute values of the surface gravities. An increase in \( (m-M)_V \) of 0.5 corresponds to an overall rise in \( \log g \) of 0.2 dex. Given these low dependencies of relative photometric surface-gravity values on other parameters, abundance differences within the sample can be constrained from gravity-sensitive lines (e.g. those of Fe II) with high confidence.

\[
[X/Y] = \log \left( \frac{N_X}{N_Y} \right) - \log \left( \frac{N_X}{N_Y} \right) \text{ where } N_X \text{ is the number density of element } X.
\]

### 3.3. Spectrum analysis code

For abundance analysis of the stellar sample we use the same automated code as developed for the Hamburg/ESO R-process enhanced star survey, (HERES, Barklem et al. 2005). We summarise here some important aspects of the analysis code, referring the reader to Barklem et al. for a full description.

The software is built on the IDL and C++ based Spectroscopy Made Easy (SME) package by Valenti & Piskunov (1996), with subsequent updates, but has been modified to run without any user interaction. Some improvements have also been made to the original SME spectrum synthesis code, most importantly the inclusion of continuous scattering in the source function. As the software is implemented, we supply it with 1) a count spectrum and the measurement error in each pixel, 2) the final stellar parameters \( T_{\text{eff}} \) and \( \log g \) and an initial guess for the metallicity (\([\text{Fe/H}] = -2.0\), 3) a list of lines to base the abundance analysis on and wavelength windows where each line can be found and 4) a grid of MARCS (Asplund et al. 1997) plane-parallel model atmospheres, all with scaled solar abundances except for an enhancement of alpha-elements of 0.4 dex. This setup is the same as implemented in Barklem et al. (2005), except that we keep \( \log g \) fixed.

The code automatically normalises a spectral region stretching 7 Å on both sides of each given wavelength window, by iterative fitting of a low-order polynomial. At this point any remaining cosmic ray hits are also identified and discarded. The line central wavelength is determined and, if necessary, shifted slightly (within the estimated uncertainty) to coincide with the model wavelength. Observed and modelled spectra are then compared and the best statistical match is determined via a parameter-optimization algorithm (Marquardt 1963; Press et al. 1992). We assume the stars to be slow rotators and fix the projected rotational velocity to 1 km s\(^{-1}\). The free parameters are thus the abundance, the microturbulence \( \xi \), and the macroturbulence \( \xi \) (Gaussian, isotropic), in which also the instrumental broadening is included. The online appendix contains a list of all lines used in the abundance analysis, with references to the \( gf \)-values that were adopted. Based on the availability of lines covered in the spectra, we choose to derive abundances of iron, titanium, calcium, and magnesium. Figure 5 shows a selected...
part of two observed, normalised spectra and the best-fit model spectra.

The analysis assumes LTE line formation in one-dimensional, plane-parallel, model atmospheres. These simplifying assumptions can, of course, influence the derived abundances to a certain extent, which we discuss further in Sect. 4. In particular, strong line cores are expected to be poorly described by LTE photospheric models. To avoid large biases, pixel values below 50% of the continuum flux are generally disregarded.

To analyse the resulting abundances, we also need knowledge about how errors in the stellar parameters affect them. By rerunning the code with one perturbed parameter at a time, holding the others fixed, the abundance sensitivity to these quantities are found for the elements considered. We make three such additional runs, with $T_{\text{eff}} + 100\,\text{K}$, $\log g + 0.3\,\text{dex}$, and $\xi + 0.2\,\text{km\,s}^{-1}$.

### 4. Results

Figure 7 shows our derived chemical abundances of magnesium, calcium, and iron, for 116 stars. Six stars, for which we have only two observations each, were rejected due to largely deviating abundance results (not shown), most likely caused by the low quality of these spectra. General trends are obtained by averaging the abundances in effective-temperature bins of 500 K (with shrinking box-size towards each end) and then applying additional smoothing to avoid the influence from outliers. The thin lines shown in the plot indicate the standard deviations of the trends’ residuals. For comparison, Fig. 7 also shows the results from Paper I (open squares). Note that the abundances of Fe, Mg, and Ca then were derived by non-LTE (hereafter NLTE) analysis.

It is evident that our derived abundances indeed suggest that there are trends with effective temperature on the SGB. Especially in iron there is a notable trend of increased abundances towards lower $T_{\text{eff}}$. The magnesium values display a similar behaviour, but due to larger star-to-star scatter the trend is less clearly visible. The calcium abundances may point to a slight, insignificant, increase towards cooler effective temperature, whereas the titanium abundances rather indicate the opposite, equally insignificant, trend with $T_{\text{eff}}$. Table 2 summarises the average abundances we derive for all elements at two representative effective temperature points, 5450 K and 6250 K, and the estimated 1σ scatter in log $\epsilon$. The microturbulence values are found to gradually decrease from a value $1.86 \pm 0.13\,\text{km\,s}^{-1}$ for the stars at $T_{\text{eff}} = 6250\,\text{K}$ to $1.47 \pm 0.09\,\text{km\,s}^{-1}$ for the stars at $5450\,\text{K}$.

A preliminary analysis of the stars found to be non-members based on radial-velocity measurements (see Sect. 2) reveals that they are both subgiants, with approximate stellar parameters $T_{\text{eff}} = 5700\,\text{K}$ and $\log g = 3.3$. We find $\lbrack\text{Fe}/\text{H}\rbrack = -0.6$ for 501 856 and $\lbrack\text{Fe}/\text{H}\rbrack = -1.1$ for 502 219, both indicating $\lbrack\text{Ca}/\text{Fe}\rbrack = 0.3$. Among the cluster stars, 7720 is found to have consistently outlying abundances. With $T_{\text{eff}} = 5580\,\text{K}$, it displays abundances exceeding the average by 0.19–0.26 dex. The star has excellent agreement between Hα-based and photometry-based effective temperatures and a radial velocity typical of the cluster.

#### 4.1. Error sources

There are several possible sources of error to consider, which may effect our abundances on the relative and absolute scale. First of all our analysis relies on the assumption of LTE line formation, which is not in general a good approximation for metal-poor stars. Particularly lines from neutral minority species are believed to form out of LTE. NLTE corrections are expected to be larger in cool metal-poor stars than in their metal-rich counterparts, mainly because the reduced amount of metals gives less line-blocking in the UV, which causes more over-ionisation. Also, the amount of free electrons available in the atmosphere is reduced in metal-poor stars, which means less LTE-establishing electron collisions. Considering the narrow range in stellar parameter space covered by our targets, we would expect NLTE corrections to be similar for all stars, thereby mainly influencing the abundances on the absolute scale.

The second point we consider is the abundance dependence on stellar parameters, most importantly on effective temperature. Table 3 shows what effect perturbing $T_{\text{eff}}$, $\log g$, and $\xi$ from their derived values has on the derived abundances of all elements, at two effective temperature points. With this knowledge it is easily predicted how systematic errors in e.g. our $T_{\text{eff}}$ scale would influence the results. When discussing this issue for each element, we take into account that changes in the effective temperature scale cause changes in surface gravity (see Sect. 3.2). We neglect possible changes in $\xi$ caused by altering $T_{\text{eff}}$ or $\log g$.

The most influential parameter on the chemical abundances is the effective temperature. As seen in Sect. 3.1, $T_{\text{eff}}$-determinations based on Hα and cluster photometry seem to be in good agreement, but additional information can be drawn from the excitation equilibria of the targets. Generally, the abundance of each element is the one that gives the optimal match to all lines, but for testing purposes we also compute individual abundances for all neutral iron lines and thus can compare our adopted temperature scale with that implied by excitation equilibrium. The resulting slopes obtained for iron abundance with excitation potential of the lines are shown in a histogram in Fig. 6. The median slope for the sample is negative, $-0.038\,\text{dex/eV}$, i.e. overall cooler effective temperatures are needed to establish the equilibria. By estimate, the equilibria of the hottest stars, $T_{\text{eff}} > 6000\,\text{K}$, are reproduced with a lowering of the effective temperatures of approximately 270 K. The stars in the cooler half, $T_{\text{eff}} < 5800\,\text{K}$, require a similar change, 260 K, as the abundance slopes with excitation potential are more negative than the hotter half, but also have a higher temperature-sensitivity. There is thus no sign of a sizeable expansion or contraction of the adopted effective-temperature scale.

\[ \log \epsilon_i = \log \left( \frac{N_i}{N_{\text{H}}} \right) + 12. \]
Abundance trends (filled dots) with effective temperature for Mg, Ca, Ti, and Fe from analysis of 116 stars. The thick lines display general trends and the thin lines show estimated $1\sigma$ limits. Open squares represent the results from Paper I, in which Mg, Ca, and Fe are treated in NLTE and Ti in LTE.

Table 2. Average abundances obtained at two effective temperature points.

| $T_{\text{eff}}$ [K] | $\log g$ [cgs] | $\xi$ [km s$^{-1}$] | $\log \epsilon_{\text{Mg}}$ | $\sigma_{\text{Mg}}$ | $\log \epsilon_{\text{Ca}}$ | $\sigma_{\text{Ca}}$ | $\log \epsilon_{\text{Ti}}$ | $\sigma_{\text{Ti}}$ | $\log \epsilon_{\text{Fe}}$ | $\sigma_{\text{Fe}}$ |
|----------------------|-----------------|----------------------|--------------------------|-----------------|--------------------------|-----------------|--------------------------|-----------------|--------------------------|-----------------|
| 6250                 | 3.96            | 1.86                 | 5.37                     | 0.10            | 4.31                     | 0.06            | 3.03                     | 0.05            | 5.09                     | 0.07            |
| 5450                 | 3.40            | 1.47                 | 5.54                     | 0.10            | 4.38                     | 0.06            | 3.00                     | 0.05            | 5.22                     | 0.07            |
| $\Delta$             | 800             | 0.56                 | 0.39                     | −0.17           | −0.07                    | 0.03            | −0.13                    |                 |                          |                 |

A third source of error originates in the spectrum itself. We may judge how well GIRAFFE performs in comparison to the higher resolution spectrograph UVES as eight of our observed stars, five TO stars and three bRGB stars, are the same targets as presented in Paper I. The results from measurements of a number of equivalent widths of lines in the GIRAFFE and UVES spectra of these stars are displayed in Fig. 8. The equivalent widths measured in the GIRAFFE spectra are plotted against the corresponding value obtained from the same lines in the UVES spectra. Filled circles represent TO stars and open circles bRGB stars. The results indicate that the GIRAFFE spectra have slightly weaker lines compared to those obtained with UVES. The difference amounts to approximately 4%, which in logarithmic abundance units corresponds to −0.02 dex (assuming a linear relation between abundance and equivalent width). There is no obvious difference between TO and bRGB stars, leading us to conclude that this has no impact on the relative abundances we derive for our sample stars.

4.2. Magnesium

Our magnesium abundances are based on two of the Mg II triplet lines, 5172 Å and 5183 Å. As seen in Table 3, magnesium is the most sensitive of all elements to $T_{\text{eff}}$ and $\log g$, which may contribute to explaining the higher level of scatter, approximately 0.10 dex, seen in $\log \epsilon_{\text{Mg}}$ compared to the other elements. Another probable source of scatter is conversion of Mg to Al, which is observed as an inverse correlation between the two elements in GC stars (see e.g. Gratton et al. 2004).

As seen in Table 2 we obtain a difference of 0.17 dex between stars at the cooler and hotter end of the SGB. For a trend of this size to vanish, i.e. for our magnesium abundances to agree over the whole sample, the effective temperature of the TO stars...
would have to be raised by at least 320 K, and more, around 450 K, if one takes into consideration a simultaneous rise in surface gravity of 0.03 dex per 100 K (See Sect. 3.2), since the two stellar parameters have opposite influence on the magnesium abundance. Alternatively, the effective temperature of the bRGB stars would have to be lowered by 170–220 K. We note that the trend we obtain of 0.17 dex is larger than the 0.08 dex found in Paper I for the difference in magnesium abundance between their bRGB stars at average $T_{\text{eff}} = 5456$ K and TO stars at $T_{\text{eff}} = 6254$ K.

Based on existing studies, NLTE corrections for lines of neutral magnesium are positive in these stars, due to over-ionisation. Paper I, following Gehren et al. (2004), calculate $\log \epsilon_{\text{NLTE}} - \log \epsilon_{\text{LTE}}$ to range between 0.11 dex and 0.14 dex in their sample, based on Mg I 5528 Å. Hence there are only small differential effects in abundance, judging from this line. Mashonkina et al. (2008) find an average NLTE correction of 0.12 dex for the somewhat hotter, but otherwise very similar, metal-poor star HD 84937, from five Mg I lines, including 5528 Å, 5172 Å, and 5682 Å. We obtain abundances ranging from 0.01 to 0.025 dex. The abundance differences between the bRGB stars at average $T_{\text{eff}} = 5456$ K and TO stars at $T_{\text{eff}} = 6254$ K.

NLTE effects are pronounced in the line cores of the triplet lines, in this case leading to the observed lines being deeper than the LTE-based prediction. These influences are partly avoided for the coolest stars in the sample, for which the line cores extend deeper than 50% of the continuum flux and are disregarded by the spectrum analysis code. In the hottest stars, all pixels contributing to the lines are evaluated. Given this methodology, differential effects on the abundance trend obtained from photospheric NLTE modelling, including the line core, cannot be excluded.

4.3. Calcium

Nine lines of neutral calcium are considered in the determination of $\log \epsilon_{\text{Ca}}$. The strongest lines, i.e. those consisting of the highest number of pixels and thereby having the largest influence on the derived abundances, are 4434 Å, 4454 Å, 6462 Å, and 6439 Å. Our average calcium abundances increase from 4.31 dex at the TO to 4.38 dex at the bRGB, i.e. a trend of 0.07 dex. This can be compared to 0.02 dex found in Paper I, based on 6122 Å, 6162 Å, and 6439 Å. Table 3 shows that $\log \epsilon_{\text{Ca}}$ has a low sensitivity to changes in $T_{\text{eff}}$ and $\log g$ and the scatter in abundance is also small. To completely remove a trend of 0.07 dex in calcium abundance, one would have to raise the TO star effective temperatures by 500–750 K (assuming the dependence is linear also for such a large perturbation), again depending on the corresponding change in surface gravity, or equivalently lower the bRGB star effective temperatures by 210–260 K.

Following Mashonkina et al. (2007) we estimate the NLTE corrections to the calcium abundances for the 6434 Å and 4454 Å lines. For the former line, we find a minor abundance correction of $+0.05$ dex for the TO stars and no correction at all for the bRGB stars, while the latter line points to $+0.13$ dex at the hotter end and $+0.10$ dex at the cooler end. We would therefore expect that the trend in calcium abundance resulting from NLTE analysis of these lines is almost flat. Considering the possibility of differential NLTE abundance corrections of this size, it is clear that our inferred trend as such is insignificant.

4.4. Titanium

The titanium abundances are based on twelve Ti II lines and three Ti I lines, all except two (Ti II 5188 Å and 5226 Å) situated in the spectral range 4390–4540 Å. LTE line formation is believed to be a fair approximation for Ti II, since this is the dominant ionisation stage. For neutral titanium one would on the other hand not expect LTE to be valid, but no thorough NLTE analysis exists in the literature covering this wavelength range for metal-poor stars. In any case, singly ionised titanium lines dominate neutral ones in our abundance analysis, both in terms of number and line strengths, and we therefore assume NLTE corrections to be of lesser importance.

4.5. Iron

We include 51 Fe I lines and 9 Fe II lines in our analysis. Considering that the latter are comparatively weak, we estimate that lines from Fe I bear higher weight. We find a trend of 0.13 dex between TO and bRGB stars, again slightly larger than the 0.10 dex reported in Paper I. The average iron abundance of the sample ranges from 5.09 dex at 6250 K to 5.00 dex at 5450 K, and the abundances from Paper I fall within our 1σ limit of 0.04 dex from these values. The abundance difference we find between TO stars and bRGB stars is $-0.03$ dex, whereas Paper I report a positive trend of 0.02 dex.

Due to the large influence from Ti II lines, $\log \epsilon_{\text{Fe}}$ has a positive reaction to a rise in surface gravity contrary to the other elements and is also highly insensitive to changes in effective temperature at the hotter end. Lowering the surface gravity of the TO stars by 0.15 dex, or alternatively raising the bRGB surface gravity by 0.21 dex, would result in a flat trend.

Table 3. Sensitivity of logarithmic abundances to stellar parameters.

| Element | $T_{\text{eff}}$ | $T_{\text{eff}} + 100$ K | $\log g + 0.1$ dex | $\xi + 0.1$ km s$^{-1}$ |
|---------|-----------------|-------------------------|-------------------|---------------------|
| Mg 5625 | 0.053           | -0.053                  | -0.048            |                     |
| Mg 5450 | 0.097           | -0.075                  | -0.025            |                     |
| Ca 6250 | 0.014           | -0.016                  | -0.025            |                     |
| Ca 5450 | 0.033           | -0.023                  | -0.032            |                     |
| Ti 6250 | 0.001           | 0.019                   | -0.029            |                     |
| Ti 5450 | 0.014           | 0.014                   | -0.036            |                     |
| Fe 6250 | 0.037           | -0.014                  | -0.031            |                     |
| Fe 5450 | 0.066           | -0.025                  | -0.038            |                     |
the total error in abundance is 0.050 dex at $T_{\text{eff}} = 6250$ K and 0.080 dex at $T_{\text{eff}} = 5450$ K. A lower limit on the significance of the trend is thus $0.13/0.080 = 1.6$ sigma, corresponding to approximately 90%.

4.6. Comparison to other studies

In general our results for the TO stars agree well with the LTE abundances obtained for the sample included in the study by Thévenin et al. (2001), whilst their NLTE values are significantly higher. Taking the average of their LTE values (given in their Table 4) results in abundances that lie up to 0.1 dex above the findings in this work. Similar difference is seen between our iron abundances and the LTE values obtained in Paper I. There is a larger offset, $-0.15$ dex, between the LTE abundances for magnesium and calcium. We estimate that the small differences in stellar parameters between the studies can account for up to 0.1 dex in logarithmic abundance and that the remaining part originates in line selection and modelling techniques. This is confirmed by a re-analysis of two of the UVES targets in Paper I, using the same automated procedure and line list as we have implemented in this study. However, for the discussion of abundance trends, differences in absolute abundance on this level are irrelevant.

Other values reported from medium- or high-resolution spectroscopic studies of NGC 6397 are $[\text{Fe/H}] = -2.03 \pm 0.02 \pm 0.04$ (Gratton et al. 2001), $[\text{Fe/H}] = -2.0 \pm 0.05$ (Castilho et al. 2000), $[\text{Fe/H}] = -2.21 \pm 0.05$ (Gratton 1982), $-1.88$ (Gratton & Ortolani 1989), $-1.99 \pm 0.01$ (Minniti et al. 1993), $-1.82 \pm 0.04$ (Carretta & Gratton 1997). We note that several of the mentioned studies are performed exclusively on giant stars.

5. Discussion

Abundance variations in GCs of the kind our analysis suggests may be explained with stellar-structure models that allow for radial diffusion of chemical elements. We compare our obtained abundances to predictions from models of Population II stars by Richard et al. (2002, 2005), which account for all the physics of particle transport that can be modelled from first principles (see Paper I; Richard et al. 2005, and references therein).

The main free parameter in these models is the introduction of turbulent transport of unknown physical nature, which the authors conclude to be best parameterised as a (decreasing) function of temperature and density. Additional mixing is needed to meet the strong observational evidence of a flat and thin plateau of Li in metal-poor TO and SGB stars over a wide range in metallicities, known as the “Spite plateau” of lithium (Spite & Spite 1982). Omitting turbulent mixing, the plateau cannot be reproduced by the models, as too much Li diffuses into the stellar interior. In Fig. 9 we illustrate the predictions from three models implementing different values of a reference temperature $T_0$, which controls the efficiency of the mixing. The models are denoted by T5.80 (lowest efficiency), T6.00 (the best fitting efficiency to the results in Paper I), and T6.09 (highest efficiency) and represent the range in least efficient mixing that is compatible with the Spite plateau of lithium. The absolute abundances predicted by the three models are slightly adjusted, individually for each element, to agree with our derived abundances in the cooler half of the effective-temperature range ($\leq 5800$ K), where the three models coincide. Here, the region mixed by turbulence is fully encompassed by the convective envelope and the mixing efficiency is irrelevant for the surface abundances. The black solid horizontal lines mark the initial abundances of the models (accounting for the vertical shifts), $\log \epsilon_{\text{Mg}} = 5.56$, $\log \epsilon_{\text{Ca}} = 4.41$, $\log \epsilon_{\text{Fe}} = 3.07$, and $\log \epsilon_{\text{Fe}} = 5.23$, or $[\text{Fe/H}] = -2.27$.

The comparison shows that the predicted increase in surface abundances from $T_{\text{eff}} \approx 5800$ K to $5400$ K is overall well reproduced by our obtained values. We further conclude that, within reasonable error bars, the best-fitting model found in Paper I (T6.00) is also a good choice for this sample of stars. Generally, it is clear that the surface iron and magnesium abundances predicted from models including atomic diffusion and mixing are more compatible with the results of our analysis than flat trends are.

6. Conclusions

We have presented a homogeneous analysis of medium-high resolution spectroscopic data covering a large sample of stars, located between the TO point and bRGB of the globular cluster NGC 6397. The obtained iron abundances show a significant trend with evolutionary stage. The magnesium abundances also indicate the presence of a trend of similar size, but the high sensitivity of this element to stellar parameters combined with the possibility of differential NLTE corrections prevent an unambiguous detection. The calcium and titanium abundances
can be reconciled with a flat behaviour. The difference in iron abundances between the stars at \( T_{\text{eff}, \text{H}2} = 5450 \) K and stars at \( T_{\text{eff}, \text{H}2} = 6250 \) K amounts to 0.13 dex in \( \log \epsilon_{\text{Fe}} \), a trend that is robust to realistic errors in stellar parameters. Raising the effective temperatures of the hottest stars by \(-350 \) K would remove the trend in iron abundance. Considering that the total range in effective temperature between the considered points is 800 K, this would imply an error in our \( T_{\text{eff}} \)-scale of 43%, which we regard as unlikely. Alternatively, the same effect may be achieved by lowering the effective temperatures of the coolest stars by \(-200 \) K, corresponding to a systematic error of almost 25%. Even that is an improbably large correction, given the good agreement between spectroscopy, through profile-fitting of \( \text{H2} \), and the different photometric calibrations that were exploited. The excitation equilibrium of Fe I points to cooler \( T_{\text{eff}} \)-values overall, but on the relative scale the agreement is satisfactory. Overall, the results of this study independently support the conclusions of Korn et al. (2007), indicating that atomic diffusion significantly affects the surface abundances of metal-poor stars near the main turn-off point.

The abundance analysis is based on traditional LTE analysis using 1D, hydrostatic model atmospheres. Although it seems that corrections to the obtained abundances of Fe and Mg by 1D, NLTE modelling have no large differential impact in comparison to the sizes of the found trends, we cannot rule out that our results are artifacts from insufficient modelling techniques. More sophisticated models, implementing NLTE line formation in 3D, dynamical model atmospheres may provide a more definite answer. Some explorations with LTE line formation using 3D models were performed in Paper I, indicating that the results are robust in this respect.

The obtained abundance trends with effective temperature are, for magnesium, calcium, and iron, well reproduced by stellar-structure models including atomic diffusion and turbulent mixing. Especially, the good relative agreement seen at the cooler half of the SGB, where additional turbulent transport is irrelevant, indeed lends support to the notion that atomic diffusion shapes the surface abundances of unevolved metal-poor stars.
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| ID     | α (2000) | δ (2000) | VT | Hα | \log g | ξ | \log ϵ Mg | \log ϵ Ca | \log ϵ Ti | \log ϵ Fe | v − y | T − y, Dwarf | T − y, Giant |
|--------|-----------|-----------|----|-----|--------|---|-----------|-----------|-----------|-----------|------|-------------|-------------|
| 10178  | 10163     | 10147     | 10132 | 10120 | 10108  | 10096 | 10084     | 10072     | 10060     | 10048     | 0.58 | 0.39        | 0.40        |
| 10179  | 10163     | 10147     | 10132 | 10120 | 10108  | 10096 | 10084     | 10072     | 10060     | 10048     | 0.58 | 0.39        | 0.40        |
| 10180  | 10163     | 10147     | 10132 | 10120 | 10108  | 10096 | 10084     | 10072     | 10060     | 10048     | 0.58 | 0.39        | 0.40        |
| 10181  | 10163     | 10147     | 10132 | 10120 | 10108  | 10096 | 10084     | 10072     | 10060     | 10048     | 0.58 | 0.39        | 0.40        |
| 10182  | 10163     | 10147     | 10132 | 10120 | 10108  | 10096 | 10084     | 10072     | 10060     | 10048     | 0.58 | 0.39        | 0.40        |

Table 4. Stellar parameters and abundances derived for the sample stars. Targets marked with * are the targets of Korn et al. (2007).
Table 4.

| ID     | α (2000) | δ (2000) | VT | H | α log g | ξ | log ϵ Mg | log ϵ Ca | log ϵ Fe | v − y, Dwarf | v − y, Giant | V − ITV − I, Dwarf | V − ITV − I, Giant |
|--------|-----------|-----------|----|---|---------|---|----------|----------|----------|---------------|--------------|--------------------|-------------------|
|        |           |           |    |   |         |   |          |          |          |               |              |                    |                   |
|        | 3296      | 17        | 39 | 39.840 | 53 | 37       | 0.70    | 15.619   | 5460     | 3.44         | 1.32          | 5.52               | 4.35                |
|        | 3602      | 17        | 39 | 41.630 | 53 | 34       | 56.90   | 15.981   | 5840     | 3.71         | 1.65          | 5.47               | 4.23                |
|        | 3796      | 17        | 39 | 42.980 | 53 | 36       | 59.30   | 16.000   | 6160     | 3.73         | 1.60          | 5.45               | 4.27                |
|        | 5061      | 17        | 39 | 41.590 | 53 | 45       | 49.30   | 16.271   | 6220     | 3.93         | 2.27          | 5.17               | 4.27                |
|        | 5070      | 17        | 39 | 31.030 | 53 | 45       | 51.80   | 15.834   | 5940     | 3.77         | 1.68          | 5.46               | 4.25                |
|        | 5285      | 17        | 40 | 41.830 | 53 | 45       | 52.00   | 16.307   | 6250     | 4.02         | 2.30          | 6.01               | 4.35                |
|        | 5506      | 17        | 40 | 22.730 | 53 | 45       | 37.30   | 15.928   | 5860     | 3.73         | 1.60          | 5.45               | 4.27                |
|        | 5517      | 17        | 40 | 52.300 | 53 | 45       | 54.80   | 16.254   | 6270     | 3.94         | 2.28          | 5.18               | 4.27                |
|        | 5578      | 17        | 40 | 01.820 | 53 | 40       | 55.00   | 15.728   | 5580     | 3.55         | 1.39          | 5.59               | 4.56                |
|        | 5687      | 17        | 40 | 41.830 | 53 | 45       | 52.00   | 16.307   | 6250     | 4.02         | 2.30          | 6.01               | 4.35                |
|        | 5506      | 17        | 40 | 22.730 | 53 | 45       | 37.30   | 15.928   | 5860     | 3.73         | 1.60          | 5.45               | 4.27                |
|        | 5517      | 17        | 40 | 52.300 | 53 | 45       | 54.80   | 16.254   | 6270     | 3.94         | 2.28          | 5.18               | 4.27                |
|        | 5578      | 17        | 40 | 01.820 | 53 | 40       | 55.00   | 15.728   | 5580     | 3.55         | 1.39          | 5.59               | 4.56                |
|        | 5687      | 17        | 40 | 41.830 | 53 | 45       | 52.00   | 16.307   | 6250     | 4.02         | 2.30          | 6.01               | 4.35                |
|        | 5506      | 17        | 40 | 22.730 | 53 | 45       | 37.30   | 15.928   | 5860     | 3.73         | 1.60          | 5.45               | 4.27                |
|        | 5517      | 17        | 40 | 52.300 | 53 | 45       | 54.80   | 16.254   | 6270     | 3.94         | 2.28          | 5.18               | 4.27                |
|        | 5578      | 17        | 40 | 01.820 | 53 | 40       | 55.00   | 15.728   | 5580     | 3.55         | 1.39          | 5.59               | 4.56                |
|        | 5687      | 17        | 40 | 41.830 | 53 | 45       | 52.00   | 16.307   | 6250     | 4.02         | 2.30          | 6.01               | 4.35                |
|        | 5506      | 17        | 40 | 22.730 | 53 | 45       | 37.30   | 15.928   | 5860     | 3.73         | 1.60          | 5.45               | 4.27                |
|        | 5517      | 17        | 40 | 52.300 | 53 | 45       | 54.80   | 16.254   | 6270     | 3.94         | 2.28          | 5.18               | 4.27                |
|        | 5578      | 17        | 40 | 01.820 | 53 | 40       | 55.00   | 15.728   | 5580     | 3.55         | 1.39          | 5.59               | 4.56                |
|        | 5687      | 17        | 40 | 41.830 | 53 | 45       | 52.00   | 16.307   | 6250     | 4.02         | 2.30          | 6.01               | 4.35                |
|        | 5506      | 17        | 40 | 22.730 | 53 | 45       | 37.30   | 15.928   | 5860     | 3.73         | 1.60          | 5.45               | 4.27                |
|        | 5517      | 17        | 40 | 52.300 | 53 | 45       | 54.80   | 16.254   | 6270     | 3.94         | 2.28          | 5.18               | 4.27                |
|        | 5578      | 17        | 40 | 01.820 | 53 | 40       | 55.00   | 15.728   | 5580     | 3.55         | 1.39          | 5.59               | 4.56                |
|        | 5687      | 17        | 40 | 41.830 | 53 | 45       | 52.00   | 16.307   | 6250     | 4.02         | 2.30          | 6.01               | 4.35                |
| ID  | α (2000)  | δ (2000)  | VT H | α log g | ξ | log ϵ Mg | log ϵ Ca | log ϵ ϵ | Ti log ϵ Fe | v−y, Dwarf | v−y, Giant | V−I | TV−I | I−TV | Dwarf | v−y, Giant | V−I | TV−I | I−TV |
|-----|------------|------------|------|----------|---|---------|---------|---------|------------|-----------|------------|---|------|-------|--------|------------|---|------|-------|
| 8075 | 17 40 02.960 | 53 35 35.60 | 15.923 | 5820 | 3.70 | 1.54 | 5.42 | 4.22 | 2.91 | 5.03 | 0.76 | 17 40 02.960 | 53 35 35.60 | 15.923 | 5820 | 3.70 | 1.54 | 5.42 | 4.22 | 2.91 | 5.03 | 0.76 |
| 8087 | 17 40 03.320 | 53 42 46.80 | 16.229 | 6360 | 4.03 | 1.59 | 5.33 | 4.37 | 3.07 | 5.13 | 0.68 | 6222 | 5949 | 0.65 | 5856 | 0.57 | 5742 | 0.57 |
| 8099 | 17 40 03.120 | 53 34 26.10 | 15.947 | 5920 | 3.75 | 1.63 | 5.40 | 4.26 | 3.02 | 5.03 | 0.75 | 5981 | 5785 | 0.64 | 5859 | 0.57 | 5728 | 0.57 |
| 8119 | 17 40 03.120 | 53 34 26.10 | 15.947 | 5920 | 3.75 | 1.63 | 5.40 | 4.26 | 3.02 | 5.03 | 0.75 | 5981 | 5785 | 0.64 | 5859 | 0.57 | 5728 | 0.57 |
| 8131 | 17 40 03.120 | 53 34 26.10 | 15.947 | 5920 | 3.75 | 1.63 | 5.40 | 4.26 | 3.02 | 5.03 | 0.75 | 5981 | 5785 | 0.64 | 5859 | 0.57 | 5728 | 0.57 |
| 8143 | 17 40 03.120 | 53 34 26.10 | 15.947 | 5920 | 3.75 | 1.63 | 5.40 | 4.26 | 3.02 | 5.03 | 0.75 | 5981 | 5785 | 0.64 | 5859 | 0.57 | 5728 | 0.57 |
| 8155 | 17 40 03.120 | 53 34 26.10 | 15.947 | 5920 | 3.75 | 1.63 | 5.40 | 4.26 | 3.02 | 5.03 | 0.75 | 5981 | 5785 | 0.64 | 5859 | 0.57 | 5728 | 0.57 |
| 8167 | 17 40 03.120 | 53 34 26.10 | 15.947 | 5920 | 3.75 | 1.63 | 5.40 | 4.26 | 3.02 | 5.03 | 0.75 | 5981 | 5785 | 0.64 | 5859 | 0.57 | 5728 | 0.57 |
| 8179 | 17 40 03.120 | 53 34 26.10 | 15.947 | 5920 | 3.75 | 1.63 | 5.40 | 4.26 | 3.02 | 5.03 | 0.75 | 5981 | 5785 | 0.64 | 5859 | 0.57 | 5728 | 0.57 |
| 8191 | 17 40 03.120 | 53 34 26.10 | 15.947 | 5920 | 3.75 | 1.63 | 5.40 | 4.26 | 3.02 | 5.03 | 0.75 | 5981 | 5785 | 0.64 | 5859 | 0.57 | 5728 | 0.57 |
Table 5. List of lines used in the abundance analysis, with references to the oscillator strengths used. The columns Waals., Stark., and Rad. list the van der Waals, Stark, and radiative damping data (for a description of the data sources, see Barklem et al. 2005, Sect. 3.2, paragraph 5). Rad. is the logarithm (base 10) of the FWHM given in rad s$^{-1}$. Non-zero values of Stark. and negative values of Waals. represent the logarithm of FWHM per unit pertuber number density at 10 000 K, given in rad s$^{-1}$cm$^{-3}$. Positive values of the van der Waals parameter correspond to the notation of Anstee & O'Mara (1995), where a packed parameter is used for the broadening cross-section ($\sigma$) for collisions by neutral hydrogen at 10 km s$^{-1}$ and its velocity dependence ($\alpha$). E.g. for the Mg I 5172.684 Å line, Waals. = 729.238 means $\sigma = 729$ in atomic units and $\alpha = 0.238$. $d_{\text{blue}}$ and $d_{\text{red}}$ give the extent of the spectral windows used for fitting of each line, blue-wards and red-wards of the central wavelength. Zero values in both columns indicate that the line-contribution is considered in the same window as the one listed directly above.

| Ion   | $\lambda$ [Å] | $\chi$ [eV] | log $gf$ | Ref. | Waals. | Stark. | Rad. | $d_{\text{blue}}$ [mÅ] | $d_{\text{red}}$ [mÅ] |
|-------|----------------|-------------|----------|------|--------|--------|------|------------------------|------------------------|
| Mg I  | 5172.684       | 2.712       | -0.380   | 1    | 729.238| 0      | 7.990 | -700                   | 700                    |
| Mg I  | 5181.604       | 2.316       | -0.160   | 1    | 729.238| 0      | 7.990 | -700                   | 700                    |
| Ca I  | 4434.957       | 1.886       | -0.007   | 2    | -7.162 | -5.602 | 8.021 | -300                   | 100                    |
| Ca I  | 4435.679       | 1.886       | -0.517   | 2    | -7.163 | -5.610 | 8.025 | -300                   | 300                    |
| Ca I  | 4454.779       | 1.899       | 0.258    | 2    | -7.162 | -5.596 | 8.017 | -100                   | 100                    |
| Ca I  | 4455.887       | 1.899       | -0.518   | 2    | -7.162 | -5.602 | 8.021 | -300                   | 300                    |
| Ca I  | 5261.704       | 2.521       | -0.579   | 3    | -7.162 | -5.313 | 8.021 | -300                   | 200                    |
| Fe I  | 4375.930       | 0.000       | -3.031   | 9    | 215.249| -6.320 | 4.622 | -150                   | 300                    |
| Fe I  | 4375.986       | 0.047       | -2.029   | 9    | 295.265| -6.200 | 7.810 | 0                     | 0                      |
| Fe I  | 4404.750       | 1.557       | -0.147   | 9    | 301.263| -6.200 | 7.969 | -250                   | 200                    |
| Fe I  | 4404.822       | 0.052       | -2.924   | 9    | 308.257| -6.201 | 7.986 | -150                   | 200                    |
| Fe I  | 4423.310       | 0.120       | -2.128   | 9    | 431.302| -6.080 | 8.606 | -250                   | 200                    |
| Fe I  | 4443.194       | 2.189       | -1.228   | 9    | 432.302| -6.080 | 8.599 | -300                   | 300                    |
| Fe I  | 4443.196       | 2.858       | -1.043   | 9    | 424.263| -6.340 | 8.367 | -300                   | 70                     |
| Fe I  | 4443.197       | 3.047       | -2.029   | 9    | 429.302| -6.080 | 8.417 | -250                   | 200                    |
| Fe I  | 4443.198       | 2.223       | -1.339   | 9    | 429.302| -6.080 | 8.417 | -250                   | 200                    |
| Fe I  | 4443.199       | 0.087       | -3.210   | 9    | 215.249| -6.320 | 4.622 | -150                   | 300                    |
| Fe I  | 4443.200       | 2.845       | -0.819   | 9    | 301.263| -6.200 | 7.969 | -250                   | 200                    |
| Fe I  | 4443.201       | 1.557       | -0.147   | 9    | 301.263| -6.200 | 7.969 | -250                   | 200                    |
| Fe I  | 4443.202       | 0.052       | -2.924   | 9    | 308.257| -6.201 | 7.986 | -150                   | 200                    |
| Fe I  | 4443.203       | 1.200       | -3.899   | 9    | 431.302| -6.080 | 8.606 | -250                   | 200                    |
| Fe I  | 4443.204       | 2.189       | -1.228   | 9    | 432.302| -6.080 | 8.599 | -300                   | 300                    |
| Fe I  | 4443.205       | 2.858       | -1.043   | 9    | 424.263| -6.340 | 8.367 | -300                   | 70                     |
| Fe I  | 4443.206       | 3.047       | -2.029   | 9    | 429.302| -6.080 | 8.417 | -250                   | 200                    |
| Fe I  | 4443.207       | 1.557       | -0.147   | 9    | 301.263| -6.200 | 7.969 | -250                   | 200                    |
| Fe I  | 4443.208       | 0.052       | -2.924   | 9    | 308.257| -6.201 | 7.986 | -150                   | 200                    |
| Fe I  | 4443.209       | 0.120       | -2.128   | 9    | 431.302| -6.080 | 8.606 | -250                   | 200                    |
| Fe I  | 4443.210       | 2.189       | -1.228   | 9    | 432.302| -6.080 | 8.599 | -300                   | 300                    |
| Fe I  | 4443.211       | 2.858       | -1.043   | 9    | 424.263| -6.340 | 8.367 | -300                   | 70                     |
| Fe I  | 4443.212       | 3.047       | -2.029   | 9    | 429.302| -6.080 | 8.417 | -250                   | 200                    |
Table 5. continued.

| Ion | \( \lambda \) [Å] | \( \chi \) [eV] | \( \log gf \) | Ref. | Waals. | Stark. | Rad. | \( d_{\text{blue}} \) [mÅ] | \( d_{\text{red}} \) [mÅ] |
|-----|----------------|-------------|---------|-----|--------|--------|-----|-----------------|-----------------|
| Fe I | 4903.310 | 2.882 | −0.926 | 9 | −7.259 | −5.490 | 8.004 | −300 | 300 |
| Fe I | 4918.994 | 2.865 | −0.342 | 9 | 750.237 | −5.490 | 8.009 | −350 | 350 |
| Fe I | 4918.954 | 4.154 | −0.635 | 8 | −7.510 | −4.690 | 8.470 | 0 | 0 |
| Fe I | 4920.503 | 2.832 | 0.068 | 9 | 739.238 | −5.490 | 8.009 | −300 | 300 |
| Fe I | 5150.840 | 0.990 | −3.037 | 9 | −7.742 | −6.250 | 7.180 | −300 | 300 |
| Fe I | 5156.282 | 0.000 | −4.123 | 9 | −7.826 | −6.330 | 3.540 | −180 | 180 |
| Fe I | 5171.596 | 1.485 | −1.721 | 9 | −7.687 | −6.200 | 6.330 | −220 | 220 |
| Fe I | 5191.455 | 3.038 | −0.551 | 9 | −7.258 | −5.490 | 8.004 | −300 | 300 |
| Fe I | 5192.344 | 2.998 | −0.421 | 9 | −7.266 | −5.490 | 8.010 | −300 | 300 |
| Fe I | 5194.942 | 1.557 | −2.021 | 9 | −7.680 | −6.200 | 6.290 | −300 | 200 |
| Fe I | 5202.336 | 2.176 | −1.838 | 7 | −7.603 | −6.180 | 8.230 | −300 | 300 |
| Fe I | 5202.256 | 4.256 | −0.837 | 8 | −7.765 | −6.010 | 8.320 | 0 | 0 |
| Fe I | 5216.274 | 1.608 | −2.082 | 9 | −7.674 | −6.200 | 6.220 | −300 | 300 |
| Fe I | 5232.940 | 2.940 | −0.058 | 9 | −7.280 | −5.490 | 8.009 | −300 | 300 |
| Fe I | 5266.554 | 2.998 | −0.386 | 9 | −7.273 | −5.489 | 8.009 | −300 | 300 |
| Fe I | 5269.537 | 0.859 | −1.321 | 7 | −7.761 | −6.300 | 7.185 | −350 | 300 |
| Fe I | 5281.790 | 3.038 | −0.834 | 9 | −7.266 | −5.490 | 8.010 | −200 | 200 |
| Fe I | 5283.621 | 3.241 | −0.524 | 9 | −7.221 | −5.450 | 7.880 | −50 | 250 |
| Fe I | 5324.191 | 3.211 | −0.103 | 10 | −7.235 | −5.500 | 7.880 | −250 | 250 |
| Fe I | 5328.039 | 0.915 | −1.466 | 7 | −7.757 | −6.302 | 7.161 | −300 | 150 |
| Fe I | 5328.532 | 1.557 | −1.850 | 9 | −7.686 | −6.228 | 6.848 | −150 | 300 |
| Fe I | 5339.929 | 3.266 | −0.647 | 10 | −7.221 | −5.451 | 7.874 | −250 | 250 |
| Fe I | 6393.601 | 2.433 | −1.576 | 9 | −7.622 | −6.310 | 7.970 | −250 | 250 |
| Fe I | 6400.001 | 3.602 | −0.290 | 10 | −7.232 | −5.500 | 7.900 | −250 | 200 |
| Fe I | 6430.846 | 2.176 | −1.946 | 9 | −7.704 | −6.190 | 8.220 | −220 | 220 |
| Fe I | 6494.981 | 2.404 | −1.273 | 7 | −7.629 | −6.330 | 7.936 | −300 | 300 |
| Fe II | 4416.828 | 2.778 | −2.540 | 11 | −7.950 | −6.670 | 8.614 | −200 | 300 |
| Fe II | 4491.405 | 2.856 | −2.700 | 12 | −7.950 | −6.600 | 8.481 | −200 | 200 |
| Fe II | 4508.288 | 2.856 | −2.312 | 13 | −7.950 | −6.670 | 8.617 | −200 | 200 |
| Fe II | 4515.343 | 2.844 | −2.362 | 14 | −7.950 | −6.600 | 8.487 | −200 | 200 |
| Fe II | 4923.927 | 2.891 | −1.206 | 14 | −7.914 | −6.583 | 8.489 | −300 | 300 |
| Fe II | 5197.577 | 3.230 | −2.100 | 12 | −7.824 | −6.600 | 8.480 | −200 | 200 |
| Fe II | 5234.625 | 3.221 | −2.270 | 15 | −7.946 | −6.600 | 8.490 | −200 | 200 |
| Fe II | 5284.109 | 2.891 | −3.130 | 11 | −7.914 | −6.600 | 8.530 | −160 | 160 |
| Fe II | 5316.615 | 3.153 | −1.850 | 12 | −7.950 | −6.600 | 8.480 | −300 | 100 |

1 Wiese & Martin (1980); 2 Smith & O’Neill (1975); 3 Smith & Raggett (1981); 4 Blackwell et al. (1982); 5 R. Kurucz, http://cfaku5.cfa.harvard.edu/ATOMS/2200; 6 Pickering et al. (2001); 7 Martin et al. (1988); 8 R. Kurucz, http://cfaku5.cfa.harvard.edu/ATOMS/2600; 9 O’Brien et al. (1991); 10 Bard et al. (1991); 11 Moity (1983); 12 Kroll & Kock (1987); 13 Biemont et al. (1991); 14 Schnabel et al. (2004); 15 Heise & Kock (1990).