Abstract

This paper presents a set of guidelines, imported from the field of forecasting, that can help social simulation and, more specifically, agent-based modelling practitioners to improve the predictive performance and the robustness of their models. The presentation starts with a discussion on the current debate on prediction in social processes, followed by an overview of the recent experience and lessons learnt from the field of forecasting. This is the basis to define standard practices when developing agent-based models under the perspective of forecasting experimentation. In this context, the guidelines are structured in six categories that correspond to key issues that should be taken into account when building a predictor agent-based model: the modelling process, the data adequacy, the space of solutions, the expert involvement, the validation, and the dissemination and replication. The application of these guidelines is illustrated with an existing agent-based model. We conclude by tackling some intrinsic difficulties that agent-based modelling often faces when dealing with prediction models.
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Introduction

1.1 The technique of Agent-Based Modelling (ABM) has become widely used for research in Social Sciences (Gilbert & Troitzsch, 1999), especially for understanding social phenomena or to validate social theories. Given its ability to show the evolution of complex systems, one question arises: can ABM support forecasting? This issue has risen lively discussions, until a point where many prefer to avoid dealing with this hornets’ nest.

1.2 In 2009, Scott Moss asked in the SIMSOC list if anyone could point out a correct model-based forecast of the impact of any social policy (that is, a forecast prior to the implementation of the policy). After long discussions and once misunderstandings were sorted out, no one could. This led consequently to question the point of agent-based simulation, since it has no forecasting capability, starting another heated debate.

1.3 Current agent-based models do not reach the prediction capabilities that stake-holders would desire, and this fact feeds the continuous need of ABM to ‘defend’ and justify its existence. In this context, the role that prediction should play in ABM can be very different depending on the researcher. Many researchers, such as Joshua Epstein (Epstein, 2008), place prediction as a secondary objective, arguing that there are many other possible reasons to build models. In fact, he lists 16 of them, including explanation, guiding data collection, raising new questions or suggesting analogies. He stresses his point stating that ‘Explanation does not imply Prediction’, the same way as Tectonics explains earthquakes but cannot predict them.

1.4 An interesting reply to these arguments, by Thompson & Derr (2009), considers that ‘good explanations predict’, as explanatory models must appropriately predict real behaviours if they expect to be considered valid. This is very related to the issue of when a model is considered ‘correct’ or ‘validated’ (Galán et al., 2009). Troitzsch (2009) joins the debate with an important clarification on the meanings of prediction, arguing that Epstein and Thompson discuss over different concepts. He defines three levels of prediction:

1. Prediction of the kind of behaviour of a system, under arbitrary parameter combinations and initial conditions: "Earthquakes occur because X and Y."
2. Prediction of the kind of behaviour of a system in the near future: "Region R is likely to suffer earthquakes in the following years because X and Y."
3. Prediction of the state a system will reach in the near future: "Region R will suffer an earthquake of power P in expected day D with confidence C."
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Troitzsch argues that explanation does not have to imply the third level prediction (Epstein's statement refined), but that good explanations usually imply first and even second level predictions (Thompson and Derr's point refined). In fact, Heath et al. (2009) propose a similar classification, which can be redefined as follows: Generators are models whose aim is first level prediction (theoretical understanding); Mediators are those whose aim is second level prediction (insight of behaviour); and Predictors are models seeking third level prediction (estimation). From this approach, Moss's debate in SIMSOC can be seen as the difficulty to find a Predictor model that has been already applied for third level prediction with success.

Many of the agent-based models in the literature have an explanatory vocation. The sheer choice of using an agent-based model to represent a target system implicitly indicates a purpose to model the underlying generative mechanisms that are governing the dynamics. Although this can seem puzzling, this fact can hinder the options to make good predictions. The theoretical framework often used in agent-based social models is based on the Coleman's boat or Coleman (1990) bathtub (see Fig. 1). Understanding (or predicting) the evolution of an aggregated variable under this paradigm requires to establish a macro-micro linkage and to explicitly model the individual micro-behaviour, affected by the macrovariables and affecting them as well. Using the ABM approach obliges to break the system up in entities and interactions, to create a detailed simulation model as inference tool and finally to aggregate the interaction of the entities in order to understand the dynamics of the system. In many cases, this set of tasks implies more work than when non-explorative prediction is the only goal. In this latter case, just using correlated data, not necessarily causal, may outperform an agent-based model. The effort involved in designing an agent-based model is only justified if the modeller is interested in 'how' the phenomenon occurs and not just in 'what' is going to happen. Moreover, in some complex systems that present chaotic regimes, arbitrarily small variations in the initial conditions can lead to very different trajectories. This implies that in those cases it is demonstrably impossible to create models of the third level of prediction proposed by Troitzsch. Many social systems are modelled by features such as stochastic behavior, non-ergodicity or structural changes over time. Given current models, is it possible to reach the third level of prediction?

Figure 1: Adapted from Coleman's *bathtub* (Coleman, 1990)

**Forecasting** is a field that focuses on the study of prediction, especially the aforementioned third level. It has been applied in many contexts for decades, and this experience has driven to the establishment of a set of principles that could be reviewed for ABM, should this be applied as a tool for making predictions. Many of these principles can simply be viewed as good science principles. However, they are usually neglected when making predictions. A paradigmatic example is the 2007 report issued by the Intergovernmental Panel on Climate Change’s working group (IPCC), which predicted dramatic increases in average world temperatures over the next 92 years. However, the audit of the report carried out by forecasting experts (Green & Armstrong, 2007) revealed that the forecasting procedures described in the IPCC violated 72 out of 140 forecasting principles, many of them critical.

The forecasting principles can be seen as an extension of the scientific method. Consequently, they are useful for building any simulation model and not only when forecasting is one of the goals of the simulation. Even if building valid models of social systems is an arduous challenge, that should not prevent social scientists from aiming to strengthen their models with procedures that increase their scientific validity. This paper explores how such forecasting principles can be applied in ABM.

The next section presents some basics of the forecasting theory, while section 3 adapts some of its core ideas to ABM. Then, section 4 applies well-established forecasting principles to provide a set of initial guidelines to strengthen the development of Predictor agent-based models. Section 5 illustrates the application of these guidelines with an agent-based model of domestic water management, which integrates different submodels with detailed geographical environments. Finally, section 6 exposes some challenges and concluding remarks.

**Forecasting: The field in a nutshell**

Forecasting is the process of making statements about future events. Forecasts are needed when there is uncertainty about a future outcome. In such cases, formal forecasting procedures can be useful to reduce the uncertainty in order to make better decisions, especially if poor forecasts can lead to disastrous decisions. Even though some people distinguish between prediction and forecast, we will not distinguish between both terms. However, we prefer the term forecast because the scientific field dealing with this matter is
2.2 Forecasting methods are usually classified as either subjective or objective. Subjective methods are those based on judgements and opinions. The most popular subjective method is the Delphi method (Dalkey & Helmer, 1963) which asks for a prediction to a panel of experts for several rounds, expecting that the prediction converges towards the 'correct' value. Objective methods refer to quantitative (statistical) methods, which can be divided into extrapolative and regression methods. The first group considers that the forecast is function only of time and past values of the variable of interest and not of other variables. It includes techniques such as autoregressive models (Box & Jenkins, 1970) or exponential smoothing (Gardner, 2006). The second group tries to estimate the effects of causal variables and includes econometric models (Mills, 2006) amongst others. See Armstrong (2001) for a taxonomy of forecasting methods.

2.3 In the 80's the Forecasting discipline took a major boost with the foundation of the International Institute of Forecasters (IIF), the celebration of the first International Symposium on Forecasting in 1981, and the foundation of the two major forecasting journals (Journal of Forecasting and International Journal of Forecasting). IIF is an organisation dedicated to developing the generation, distribution, and use of knowledge on forecasting. The aim of the institute is to foster progress in forecasting. In order to do so it encourages empirical comparisons of reasonable forecasting approaches using the method of multiple working hypotheses (Chamberlin, 1965).

2.4 This approach was developed by T. C. Chamberlin in the 19th-century and nowadays it is considered an important landmark as philosophical contribution to science (Chamberlin, 1965). According to this approach, the proposed forecasting method should be compared against other leading methods. The conditions under which the experiments are carried out should be well-specified, for example, the characteristics of the data set. Evaluation criteria that make possible to determine what constitutes a better performance should be clearly stated and the results of all the methods according to these criteria should be reported. These ideas are shown in depth in Armstrong & Fildes (2006), an article in the silver anniversary issue of the International Journal of Forecasting that reviews the achievements in the discipline in the last 25 years.

2.5 Unfortunately, according to the review in Armstrong (2006), the method of multiple working hypotheses is seldom used in fields such as social and management sciences. The article also summarises evidence-based findings in forecasting in the period between 1981 and 2006 as a list of basic generalisations that should guide forecasting. This list is the following:

- **Be conservative when uncertain.** It means that methods that follow conservative assumptions in the face of uncertainty usually work better than those that follow more radical assumptions.
- **Spread risk.** In forecasting, combining the results of different methods, and the application of the divide and conquer principle (such as time series decomposition) usually obtain better performance than relying on just the single best method.
- **Use realistic representations of the situation.** Representing situations in a realistic manner is expected to be helpful to improve forecast accuracy. However, realism involves adding some complexity, which has to be carefully done as the law of parsimony (or Occam's razor principle) advises the use of simple methods unless empirical evidence calls for a more complex approach.
- **Use lots of information.** Methods that use more information (e.g., combining, prediction markets) are superior to those that rely on a single source (e.g., extrapolative methods).
- **Use prior knowledge.** Methods based on prior knowledge about the situation and relationships (e.g., econometric methods) are superior to those that rely only on the data (e.g., extrapolative methods and data mining).
- **Use structured methods.** Structured methods consist of detailed steps that can be described and replicated and are usually more accurate than unstructured methods.

2.6 These ideas are further developed in the book *Principles of Forecasting* (Armstrong, 2001), which proposes guidelines to improve the effectiveness of a forecasting process. The application of a selection of these guidelines to ABM will be illustrated in section 4.

### Developing a simulation model following the procedure used in forecasting

3.1 In the forecasting literature, simulation models are not usually regarded as forecasting tools. For instance, they do not appear in the taxonomy of forecasting methods in Armstrong (2001). The reason is that simulation models, ABM included, are frequently used for other purposes, different from forecasting. It can be argued that ABM offers an insight on complex aspects such as the evolution of different but related outputs, the prediction of a distribution of values, the volatility of a phenomenon, or the occurrence of turning points and structural breaks, to cite a few. However, this kind of aspects have been also covered by the forecasting literature on the topics of multiple time series (Lütkepohl, 2007), symbolic time series (Arroyo et al., 2010), volatility models (Engle, 1982; Bollerslev, 1986) and structural breaks (Canova & Ciccarelli, 2004; Pesaran et al., 2006), respectively. In most cases, it would be a futile effort to compare the accuracy of dedicated forecasting tools with an agent-based model. As stated before, the strength of ABM lies on its explanatory power, which usually does not imply accurate forecasts.

3.2 In fact, the impossibility of using ABM to forecast certain phenomena is widely acknowledged in fields such as artificial stock markets. In social sciences, Moss (2008) claims that ABM cannot be used reliably to forecast the consequences of social processes because they produce unpredictable episodes of volatility in macro-level time series. However, the ABM community frequently shares concerns on how to use ABM as a forecasting tool, as shown in the discussion in section 1. From our point of view, it is a difficult challenge to attempt to forecast the macro-behaviour of a complex system through a model that should also reproduce its micro-behaviour. Therefore, if forecasting is the aim, it is frequently more appropriate to focus on macro-behaviours (although in some cases, the aim might be to forecast local effects).
3.3 However, we would not go as far as saying that ABM cannot be used as a forecasting tool in any case. We would rather focus on what can be done to perform forecasts with an agent-based model. Even if the attempt proves to be unsuccessful or the goal of the model is not forecasting, ABM can benefit from the application of the procedure used to set up a forecasting experiment, because it is guided by the good science that implies the method of multiple working hypotheses and the aforementioned generalisations.

3.4 From now on, the term forecast we refer to the prediction of the value of a quantitative variable based on known past values of that variable or other related variables. As a result, most of the ideas exposed below are related with quantitative forecasting and third level prediction, as defined in section 1. These ideas are useful to build Predictor agent-based models where the use of data is more prominent. However, some can be directly used or adapted accordingly to other kinds of agent-based models, as it is shown later on.

3.5 The following subsections review some key concepts of the procedure used in forecasting. We have not intended to offer an exhaustive guide, but a quick introduction to the topic. For more details, interested readers can check relevant works such as Makridakis et al. (1998) or Chatfield (2001).

Splitting the data set

3.6 In a forecasting situation, analysts have data available up to time $N$, fit their models up to time $N$, and then make forecasts about the future using the estimated model. This approach requires waiting for future data to assess the accuracy of the forecasts. However, it is often advisable to use the available data to avoid over-fitting and to evaluate the forecasting ability of the model. In order to do so, data can be split in two or three sets.

3.7 The first set is the estimation (or training) set, which is used to adjust the model. The second set is the validation set, which is used to check whether the model that has been adjusted using the training set is accurate or not. The validation set avoids over-fitting, which is the phenomenon where the model describes noise instead of the underlying relationships of interest, and helps to choose a more parsimonious model that also works well in the hold-out data. If the adjusted model is a good representation of the 'true' model, then its forecast accuracy should be high and similar in both data sets.

3.8 However, the statements about the predictive power of the model drawn from the validation set would be biased, since the validation set is used to select the final model. Thus, if the aim is to make a statement about the actual predictive power of the model, we should look into a third data set, the test set. However, the model must not be tuned any further with the information drawn from this third set.

3.9 In ABM, guiding model construction and selection using the aforementioned partitions of the data is useful to avoid over-fitting and to select better models. However, it might occur that using a more parsimonious model does not improve the out-of-sample accuracy. Reasons could include that the model is not adequate or that during the out-of-sample period some structural changes occur that prevent the in-sample adjusted model from forecasting accurately.

Ex-ante and ex-post forecasts

3.10 It is important to distinguish between ex-post and ex-ante accuracy. Ex-post is a Latin term that means 'after the event', while ex-ante means 'before the event'. An ex-ante forecast only uses information available by the time of the actual forecast, while an ex-post forecast takes also into account information of input variables after the time at which the actual forecast is prepared.

3.11 As ex-post forecasts also consider future information, they are expected to be more accurate than ex-ante forecasts, which are genuine predictions of the future (unknown by definition). However, measuring the accuracy of both ex-ante and ex-post forecasts is useful to find out what actually causes forecast errors: bad forecasting model or bad forecast of the variables used by the model. In a simulation model that integrates several subsystems, the use of ex-post forecast is useful to diagnose the subsystems that do not behave as expected.

Measuring forecast accuracy

3.12 The criterium to measure the adequacy of a forecast should ideally reflect the impact of the error into the decision that is going to be taken. Unfortunately, it is usually too complex to establish this kind of criteria. As a result, the criterium is usually the forecast error of the variable of interest, which should be quantitative in order to make measurements possible.

3.13 The forecast error in time $t$ ($e_t$) is the difference between the forecasted value $\hat{x}_t$ and the actual value $x_t$ in time $t$, i.e. $e_t = \hat{x}_t - x_t$.

There are many different ways to aggregate the error in $t$ along time. Each resulting error measure has different properties. In Hyndman & Koehler (2008) there is an interesting review of accuracy measures. The most popular ones are the following:

$$\text{Root Mean Square Error (RMSE)} = \sqrt{\text{mean}(e_t)^2}$$

$$\text{Mean Absolute Error (MAE)} = \text{mean}|e_t|$$

$$\text{Mean Absolute Percentage Error (MAPE)} = \text{mean}|e_t100/x_t|$$
The RMSE is a measure with interesting statistical properties because the MSE is the second moment (about the origin) of the error, and thus incorporates both the variance of the estimator and its bias. The MAE is a very easily interpretable error measure, while the MAPE is a measure based on percentage errors. Thus, MAPE is scale independent and has a nice interpretation. However, percentage-based error measures require that the domain of the variable of interest has a meaningful zero (e.g., they are not useful to measure errors in time series represented in the Celsius scale).

3.14 The accuracy of the forecasts can be considered as one of the guiding criteria for model construction and it could be the most important to assess the forecasting performance of the model. It is important to take into account that error measures such as the ones cited above require only one time series of forecasts, while in ABM we can obtain different time series of forecasts with each model run. Thus, to assess the accuracy of an agent-based model it is recommended to average a sufficient number of forecasted time series obtained from different model runs.

Comparing against the benchmarks

3.15 The multiple working hypotheses approach serves well to compare the forecasts of a model along those obtained by other methods or models. To do this successfully, three requirements must be met:

1. Compare on the basis of ex-ante performance.
2. Compare forecasts with those from leading simulation models or reasonable forecasting approaches.
3. Use an adequate sample of forecasts.

3.16 Regarding the second point, the simplest time series forecasting method is the naïve method, which assumes that the next value of a time series will be equal to the last value, i.e., that no change will occur. If one does not have information about the series, the most sensible thing to say about the future is that everything will remain the same. Despite its simplicity, the naïve method provides relatively accurate forecasts in many cases. Thus, it is a reasonable benchmark method. Simple exponential smoothing methods (Gardner, 2006) are other non-sophisticated time series forecasting methods that can be used as benchmarks. Obviously, if there are simulation models or forecasting methods that are known to provide reliable forecasts, they should be included in the comparison.

3.17 It can be discouraging to obtain poor forecasting performance with a simulation model. This may be the case when a comparison against an effective forecasting method is made. If the prediction power is the ultimate goal of the simulation model, then the model should be ruled out. However, simulation models are usually built to explain the dynamics of the studied phenomenon. If this is the case, the explanatory power of the model has to be evaluated.

Guidelines for forecasting with ABM

4.1 The reference book Principles of Forecasting (Armstrong, 2001) summarises the forecasting practice along the years and translates the findings into 139 principles. These principles should guide a forecasting process to make it more effective. In this work, we have filtered, aggregated and worked on these forecasting principles aiming to formulate a set of guidelines to build agent-based models for forecasting. These guidelines are illustrated with multiple references from the ABM literature.

4.2 Note that not all the guidelines are necessarily needed in the same model, nor do we believe that none of them has already been applied in the field. Being the ABM field rather interdisciplinary, these guidelines will sound more familiar to the quantitative-oriented disciplines, used to focus on prediction as the main scientific aim. Thus, one may be tempted to believe that these will be most useful to social scientists rather than to traditional engineers. However, many quantitative data-driven engineer-like agent-based models might be enriched after a thorough review of their models under the light of these guidelines, as it is shown in section 5 with a case study.

4.3 Additionally, we have grouped the selected principles into six categories that represent key issues that should be taken into account when building a predictor agent-based model: modelling process, use of data, space of solutions, stake-holders, validation, and replication. These should serve as guidelines for developing agent-based model for forecasting. However, many of these guidelines might also be useful for other agent-based models whose aim is not accurate prediction. In order to clarify in which cases the guidelines are applicable (i.e. capable of being adopted), we have classified them in Table 1. For the sake of clarity, two general categories of ABM were used in the table: data-driven ABMs (whose main aim is prediction), and abstract theoretical models (that seek understanding).

Table 1: Classification of the guidelines according to their application in Theoretical agent-based models and Data-driven agent-based models

| Guideline Code | Guideline | Theoretical ABM Aim: Understanding | Data-driven ABM Aim: Prediction |
|----------------|-----------|----------------------------------|-------------------------------|

http://jasss.soc.surrey.ac.uk/16/3/13.html 15/10/2015
MP1  Decompose the problem into parts

MP2  Structure problems that involve causal chains

MP3  Consider whether the events or series can be forecasted

MP4  Use theory to guide the search for information on explanatory variables

DA1  Use diverse sources of data

DA2  Select simple methods unless empirical evidence calls for a more complex approach & The method should provide a realistic representation of the situation

SS1  Identify possible outcomes prior to making forecasts

SS2  Adjust for events expected in the future

SS3  Design test situations to match the forecasting problem

EI1  Ask unbiased experts to rate potential methods

EI2  Test the client’s understanding of the methods & Obtain decision makers’ agreement on methods

EI3  Establish a formal review process to ensure that forecasts are used properly

V1  Specify criteria for evaluating methods prior to analysing data

V2  Use objective tests of assumptions

V3  Establish a formal review process for forecasting methods

A1  Assess acceptability and understandability of methods to users

A2  Describe potential biases of forecasters

A3  Replicate forecast evaluations to assess their reliability

A4  Use extensions of evaluations to better generalise about what methods are best for what situations

A5  Compare track records of various forecasting methods

✓ => Very frequently applicable
(✓) => Sometimes applicable
X => Very rarely applicable

**Modelling Process**

- MP1. Decompose the problem into parts (g.2.3). Do a bottom-up approach and then combine results. This synthetic approach is inherent to ABM. This decomposition is risky, as it might not be unique, and the synthesis might be a harder problem than the target problem itself. However, the idea of approaching a problem with a computational stance necessarily implies some decomposition and synthesis. MP2. Structure problems that involve causal chains (g.2.6). Sometimes it is possible to use the results of some models as inputs to other models, and this allows for better accuracy than simulating everything simultaneously. Some agent-based models follow this guideline structuring the models in different coupled layers, each level implementing a submodel, which is used as an input
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for the others. In those cases, we can find the coupling of agent-based models with statistical or equation-based models (Galan et al., 2009; Athanasiadis et al., 2005). An interesting example is Bithell & Brasington (2009) in which an agent-based model is combined with an individual-based model and a spatial hydrological model.

• MP3. Consider whether the events or series can be forecasted (g.1.4). There are multiple contexts in which the (level 3) accurate prediction is simply not possible. If sample forecasts cannot improve the naive benchmark, this might be the case (check section 3.4 for details). Typically, forecasting in stock markets is usually not possible. As a result, stock market simulations focus on reproducing stylised facts, i.e., empirical properties that are so consistent that they are accepted as valid (Lux & Marchesi, 1999).

• MP4. Use theory to guide the search for information on explanatory variables (g.3.1). Even in utmost complex problems, there are some ‘truths’ and ‘facts’ that can be established and used to progress towards a deeper knowledge of a problem and contribute to its solutions. Theory and prior knowledge should help in the selection of explanatory variables to be included in the agent-based model. For instance, Grebel et al. (2004) develop an agent-based model of entrepreneurial behaviour where the attributes that characterise the agents are determined after an in-depth study of the entrepreneurship theories. On the other hand, ABM can be based on theoretical models. For example, Benenson et al. (2002) work over a previous stress resistance theoretical model (Benenson, 1998) based on Simon’s ideas on satisfying behaviour (Simon, 1956). Still, this does not mean one should restrict the modelling foundations just to theoretical literature (Moss & Edmonds, 2005b).

Data Adequacy

• DA1. Use diverse sources of data (g.3.4). Especially in the case of data-driven agent-based models, data sources play a key role. However, too frequently modellers use a single data source for these ABMs, which may have multiple implications. The information that is used to introduce modelling assumptions, calibrate parameters and validate the models might be biased to particular viewpoints. In fact, modellers from Social Sciences must deal often with incomplete or inconsistent empirical data (Boero & Squazzoni, 2005). Thus, whenever it is possible, using redundant sources enhances data reliability and enables identifying potential biases. Different sources will bring on different errors, but also different models for data collection, different methodologies for elicitation, different structures and representations, different error measures and different stances. If a compromising error is nested inside the data, it is more likely that it will be detected by explicit incoherence than by sheer chance in the absence of different views on the data.

• DA2. Select simple methods unless empirical evidence calls for a more complex approach (g.6.6) and The method should provide a realistic representation of the situation (g.7.2). The KISS approach (“Keep It Simple, Stupid”) (Axelrod, 1997), which argues in favour of simplicity following the Occam’s razor argument, is widely used in the field of ABM, resulting in the abundance of simple abstract theoretical agent-based models. However, when the aim is prediction, these two guidelines (where the “methods” refer to the model mechanisms) propose to go beyond the KISS approach, tackling complexity in an incremental way, when evidence calls for it. This is in line with Sloman’s prescription of a ‘broad but shallow’ design (Sloman, 1994). Recent literature shows ABM design approaches that follow this approach. The data-driven Deepening KISS (Hassan et al., 2009) proposes to introduce complexity, both as a consequence of real complexity and as a tool to explore the space of designs, whenever it is backed up by reliable data. In the same line, Cioffi-Revilla (2010) proposes a systematic developmental sequence of models, increasing details and complexity progressively in the models. Furthermore, recently the SMACH software tool addresses ABM through incremental modelling (Sempe & Gil-Quijano, 2010).

Space of Solutions

• SS1. Identify possible outcomes prior to making forecasts (g.2.1). This aids to know the boundaries of the space of possibilities and to structure the approach in situations where the outcome is not obvious. The goal is to avoid introducing a bias in the model by overlooking a possible outcome. This is not a trivial task, due to the frequent appearance of unexpected outcomes in agent-based models. Besides, when they appear it is difficult to know if they might be caused by a mistake in the computer program (a “bug”), logical errors of the model, or a surprising consequence of the model itself (Gilbert & Terna, 2000). Thus, an a priori effort in identifying the range of possible outcomes would facilitate the detection of issues later on.

• SS2. Adjust for events expected in the future (g.7.5). That is, modellers should ask what-if questions and perform sensitivity analysis driven by expectability. Thus, it is proposed to focus on conducting rigorous scenario analysis. A scenario can be described as a possible future. It is not a prediction, but it is considered sufficiently plausible or critical to be worth preparing for. Scenarios are not aiming to predict the future, not even to identify the most likely future. Instead, they map out a possibility space that provides in-depth insights about the behaviour of the system and can be used to inform the decisions at present. The use of scenario analysis as a methodology for planning under uncertain conditions is relatively common in ABM (Feuilllette et al., 2003; Etienne et al., 2003; Pajares et al., 2003).

• SS3. Design test situations to match the forecasting problem (g.13.3). This guideline proposes to assess how good is the agent-based model in terms of the use that it is going to be given (check section 3.2 for clarifications on ‘ex-ante’ and ‘ex-post’). If the aim is to use it to obtain ‘ex-ante’ predictions one-year ahead, then you have to assess how good is your model for this kind of predictions. A good and rigorous example of this case is the model by Schreinemachers et al. (2010), which analyzes agricultural innovations in a case study in Thailand. However, if the aim is to use the model to put forward scenarios to rehearse policies, then the tests should be designed to follow the expectability, that is, the what-if scenarios of higher likelihood and obtain ‘ex-post’ predictions. A significant example showing simulated scenarios is Becu et al. (2003).
Validity

V1. Specify criteria for evaluating methods\(^5\) prior to analyzing data. (g.13.18). The relevant ABM validation criteria should be specified not only at the start of the evaluation process, but at the very start of the design process. The exploratory nature of ABM makes this a difficult directive (that is, the frequent unexpected outcomes due to emergent phenomena make it more difficult to specify all the criteria a priori). However, having no criteria whatsoever could lead to the temptation of defining criteria later to fit the outcomes (Trotzsch, 2004). Validation criteria should be specified taking into account the main features of the agent-based model that is going to be developed. Windrum \textit{et al.} (2007) recommend that quantitative models validation should consider four aspects: nature of object under study (for example, qualitative or quantitative), goal of analysis (descriptive, forecasting, control, policy implications, etc.), modelling assumptions (for example, size of the space of representation, treatment of time, etc.) and the sensitivity of results to different criteria (initial conditions, micro/macroworld parameters, etc.). On the other hand, Moss (2008) defends that in 'companion modelling', where stakeholders play a central role, validation criteria must be more qualitative, subject to stakeholders views.

V2. Use objective\(^7\) tests of assumptions (g.13.2). This guideline encourages the use of quantitative approaches (in the line of section 3.3) to test assumptions, whenever possible. The aim is to produce an as accurate as possible agent-based model, and known quantitative tests will not only better support the model, but also the trust that the experimenters can have in it and its outcomes (Windrum \textit{et al.}, 2007). Known quantitative tests, especially statistical tests, would strengthen the confidence in the outcomes. Still, ideally, quantitative validation approaches should be used together with the qualitative ones, and not instead of them. In this line, Moss & Edmonds (2005a) provide an interesting approach on using cross-validation. Thus, models may be qualitatively micro-validated by experts in the hypotheses, while quantitatively validated against statistical data in the outcomes. However, the use of statistical validation in ABM is infrequent and irregular. According to the survey of Heath \textit{et al.} (2009), only 5% of the surveyed models that used validation were validated using statistical techniques. Still, some models use statistical methods to check whether the obtained data match certain stylised facts\(^8\) of the phenomenon under study, as it is frequent in finance simulations (LeBaron, 2006), and applied in other models (Cederman, 2003).

V3. Establish a formal review process for forecasting methods\(^9\) (g.16.3). A formal and standardised review process would be the ideal solution to evaluate the different agent-based models. While such level of formalisation has not been reached yet in the field, there are advances in the prerequisite of formalising communication of models. Communication and documentation of the published
agent-based model is a key issue to facilitate its understanding by the actors within the ABM development team and the external reviewers and users of the model. Flowcharts, pseudo-code or hypertext descriptions may help, but clarity and comparison of models are boosted under a common comprehensive protocol. The ODD (Overview, Design concepts, and Details) documentation protocol\textsuperscript{10} proposed by Grimm \textit{et al.} (2010); Grimm \textit{et al.} (2006) aims to produce complete descriptions of individual- and agent-based models. The protocol has been successfully used in dozens of academic publications in different fields, and it is approaching widespread use in ABM (Polhill \textit{et al.}, 2008). The use of standard approaches to communicate agent-based model information ensures verifiability and replicability. This contributes to increase trust in the field and its mechanisms, and opens the gate for further scientific developments. This is especially important to perform the sensitivity analysis of policies derived from agent-based model results.

\textit{Acceptability}

\begin{itemize}
  \item A1. Assess acceptability and understandability of methods\textsuperscript{1} to users (g.6.9). Acceptability and understandability are facilitated by the sharing of agent-based models and code between practitioners (Polhill & Edmonds, 2007). However, according to a complete survey (Heath \textit{et al.}, 2009) only 15\% of ABMs refer to the model source code. In any case, not all the field researchers have computer science education, so the development of workbenches and languages in which agent-based models can be easily developed, debugged, tested and used is key to the development and spread of the field (Pavón \textit{et al.}, 2006). On the other hand, the growing adoption of the ODD protocol (Grimm \textit{et al.}, 2006)\textsuperscript{12} as a standard for documenting models, plays a key role in facilitating understandability and comparison. As a matter of fact, in such a multi-disciplinary area, acceptability and understandability might well have been the spark behind the huge growth of ABM.
  \item A2. Describe potential biases of forecasters (g.13.6). A good encompassing agent-based model should represent its possible weaknesses properly. Although it is frequent that agent-based models discuss their limitations, subtler and qualitative weaknesses are rarely considered. Modellers, domain experts and even stake-holders have inherent subjective biases that might be injected (intentionally or not) into the agent-based model, distorting the outcome in some way (Bonneaud & Chevallier, 2010). Thus, in order to guarantee scientific soundness, it is highly recommended to provide a complete description of the potential biases that the model might be exposed to. For instance, modellers should attempt to describe their funding sources, data sources, background, estimations, hypotheses and other sources of biases. Biased forecasting is a liability of any model, so a description of how sensitive the model is to biases coming from the humans involved should be stressed out. There is multiple evidence of the likelihood of such bias: Lexchin (2003) study pharmaceutical industry sponsorship in research and conclude that "systematic bias favours products which are made by the company funding the research"; Lesser \textit{et al.} (2007) study the nutrition-related scientific articles (nonalcoholic drinks such as juices, soft drinks and milk) concluding that "For interventional studies, the proportion with unfavorable conclusions was 0\% for all industry funding versus 37\% for no industry funding".
  \item A3. Replicate forecast evaluations to assess their reliability (g.13.13) Replication is frequently encouraged in the literature as the best way to reveal weaknesses and increase the agent-based model trustworthiness, leading to the statement of Edmonds & Hales (2003) that "unreplicated simulation models and their results can not be trusted". Replication is especially indicated when biases in the model are likely to appear, when the parameter space is not adequately explored, or when there are arbitrary assumptions or misspecifications in the model. There are multiple examples in the ABM field where replication has given rise to additional insights (and even discovered serious issues) of an agent-based model such as the works of Galán & Izquierdo (2005), who found that Axelrod's evolutionary ABM was not as reliable as expected; Wilensky & Rand (2007), who exposed multiple issues associated with replicating an agent-based model; or Janssen (2009), who worked on a simplified replication of the Anasazi data-driven ABM (Axtell, 2002) and provided similar results.
  \item A4. Use extensions of evaluations to better generalise about what methods\textsuperscript{13} are best for what situations (g.13.14). Evaluation can be extended to include important variations in the agent-based simulation, that is, replications that introduce changes in the agent-based model and thus enhance the scope of applicability and the understanding of the model. This evaluation can be based in the what-if scenarios previously put forward, but should be carefully performed in order not to introduce extrapolation (or indeed interpolation) errors. In this line we can find the works of Antunes \textit{et al.} (2006) on the "E*plore" methodology. It consists on the exploration of the space of possible models, beginning with an agent-based model and building several models derived from it, changing and extending different parts. This "deepening" process allows the comparison of the different versions and extensions, eventually providing an insight of the model behaviour and a global evaluation of the model space.
  \item A5. Compare track records of various forecasting methods\textsuperscript{14} (g.6.8). This guideline does not refer strictly to replication but to Model-To-Model analysis. The best way to assess the reliability of an agent-based model is to independently replicate it from the conceptual model and compare the results of both experiments. In such complex systems, error can come from several sources, and it is important that design and programming errors are discarded as soon as possible. Replication by different teams is a simple way of ensuring some degree of validity, and is starting to become a standard in the field. At least, the level of description of a system should be detailed enough so a replication can be built. Still, agent-based models are rarely compared with each other, as Windrum \textit{et al.} (2007) mentions: "Not only do the models have different theoretical content but they seek to explain strikingly different phenomena. Where they do seek to explain similar phenomena, little or no in-depth research has been undertaken to compare and evaluate their relative explanatory performance. Rather, models are viewed in isolation from one another, and validation involves examining the extent to which the output traces generated by a particular model approximate one or more 'stylised facts' drawn from empirical research." However, there are multiple examples in which ABM and System Dynamics models are compared in detail (Wakeland \textit{et al.}, 2004). Besides, a framework for comparing, communicating and contrasting agent-based models among them along relevant dimensions and characteristics has also been recently proposed (Cioffi-Revilla, 2011).
\end{itemize}
5.1 The case study to illustrate the guidelines presented in this paper is a model of domestic water management (Galán et al., 2009). Although the model is not designed to make accurate predictions but as a "tool to think with", we consider that the model exemplifies a type of application which is increasingly representative of current data-driven agent-based modelling (see for instance a review of the field in Heppenstall (2012)). The model combines an agent-based model that integrates different approaches and submodels with detailed geographical environments. In their paper, the authors openly recognize the model's inability for accurate prediction. Consequently, they focus on scenario analysis to try to gain an insight which is consistent with the assumptions of the model, and to understand the relations among the components of the model. Here, we evaluate the level of adoption of the guidelines shown in section 4. First, we present a brief description of the model.

5.2 The core structure of the model is based on a simpler previous model initially designed together with the most representative entities of the domain by participatory processes (López-Paredes et al., 2005). It comprises different subcomponents that incorporate diverse influential socioeconomic aspects of water demand in metropolitan areas. Two types of entities are represented in the model: (1) the environment, a computational entity imported from a Geographic Information System, where every block with dwellings is represented by their spatial and economic features, and (2) the agents, each one representing a family.

5.3 The agents take decisions at different levels, each implemented as a submodel. The influence of urban and territorial dynamics in water demand is captured by an urban dynamics model. The model adapts the Yaffo-Tel Aviv model (Benenson, 2004; Benenson et al., 2002) to the metropolitan area of Valladolid (Spain). This model considers that an agent's decision about residence is based on the intrinsic characteristics of the dwellings and on socioeconomic factors of the neighborhood. The urban model assumes that agents prefer to live among those that are similar to themselves and in dwellings according to their economic resources, and imbalances in those terms are modelled as residential dissonance that provokes the location change.

5.4 A reversible opinion diffusion model is also included to take into account patterns about social attitude in regards to water consumption as consequence of the level of public awareness about water as a scarce resource and some social norms. This submodel is explored in two different versions: as Edwards et al. (2005) adaptation of Young (1999) sociologic diffusion model for residential water domains and as diffusion model based on endorsement mechanism that includes more heterogeneity in agents' behaviour.

5.5 Another influential effect in water consumption included in the model is the role of technology. Depending on the adoption and diffusion of new technological devices, the change in domestic water demand can vary. This aspect has been included by means of the Bass (1969) model and some modifications of it.

5.6 These submodels determine the evolution of several variables with influence in domestic water consumption. This information is integrated with a statistical model derived from databases of the supplier company, in order to characterise the demand. The model is used through scenario analysis to illustrate the importance for water consumption of several aspects such as education campaigns, technological diffusion processes (specifically low-flow shower heads), and social dynamics.

5.7 The following table shows the level of accomplishment of the guidelines laid out in the paper. This exercise helps to identify the strengths of the model and the potential areas of improvement in terms of model development that could help to build a more robust version. We sustain that this exercise can be helpful even in models that are designed, as in this case study, more as exploratory tools than for predictive purposes, because its constructive criticism offers valuable lessons that can be incorporated in the development of future agent-based models.

Table 2: Review of the ABM under study, according to the guidelines.

| Code | Guideline                                              | Adoption | Comments                                                                 |
|------|--------------------------------------------------------|----------|--------------------------------------------------------------------------|
| MP1  | Decompose the problem into parts                       |          | The model fully adopts this strategy decomposing the demand in individual units, computing individual water consumption to combine them afterwards. |
| MP2  | Structure problems that involve causal chains           |          | The model is structured in submodels that evolve and some are influenced by the results of others |
| MP3  | Consider whether the events or series can be forecasted |          | Water forecasting literature that includes per capita and per unit approaches, end-use models, extrapolation methods, structural methods and other approaches support evidence that naive benchmark can be improved. However, the aim of the model is to better understand the described phenomenon. |
| MP4  | Use theory to guide the search for information on explanatory variables |          | The selection of the submodels is based on previous evidence of influential aspects in water demand. The model uses data from several databases: Center of Geographic Information of the Valladolid City Council, municipal register of the... |
DA1  Use diverse sources of data

Select simple methods unless empirical evidence calls for a more complex approach & The method should provide a realistic representation of the situation

SS1  Identify possible outcomes prior to making forecasts

SS2  Adjust for events expected in the future

SS3  Design test situations to match the forecasting problem

EI1  Ask unbiased experts to rate potential methods

EI2  Test the client’s understanding of the methods & Obtain decision makers’ agreement on methods

EI3  Establish a formal review process to ensure that forecasts are used properly

V1  Specify criteria for evaluating methods prior to analysing data

V2  Use objective tests of assumptions

V3  Establish a formal review process for forecasting methods

A1  Assess acceptability and understandability of methods to users

Valladolid City Council, water supplier databases, etc. However, those databases complement different aspects of information and the level of redundancy of data does not allow for the detection of potential biases.

The approach followed in this data-driven model aims to overcome some of the limitations of classical methodologies to forecast water demand: (1) suboptimal as explanatory tools, (2) ignoring geographical features and (3) lack of integration with other socioeconomic aspects. The model offers a more realistic (and more complex) representation of the domain than those offered by previous models. This makes the model richer from an explanatory perspective.

This guideline was not applied.

The analysis of the model was performed through scenario analysis. The selection of some scenarios was based on the plausibility of assumptions, but it was also complemented with more critical, although not so realistic, situations.

The statistical model was parametrised using consumption databases of the domestic water supplier company of the region (1997-2006). The empirical data used to calibrate the model corresponds to the first quarter of 2006; running the model from that point onwards, the output of the model is compatible with the empirical data corresponding to the following two quarters. However, the analysis horizon used in the model is roughly ten years, which involves a high degree of uncertainty in several assumptions of the future scenarios.

The model extends and refines a previous model designed and validated with a stakeholders’ platform. Notwithstanding, the specific metropolitan area of application is different and also the level of detail. Modelling assumptions were only assessed by supplier companies and not by a broader panel of domain experts actively involved during the process of modelling feedback.

Apart from some meetings and presentations, no formal review process was established.

Following Windrum, in this model the nature of object under study is qualitative; the goal of analysis is explorative; and the modelling assumptions such as the size of space and the treatment of time are justified by the available data. Sensitivity analysis has been performed for several parameters but not for all possible combinations. Validation has been conducted by modellers. Structural validation has been based on previous validated models and the validation of outputs generated by the model has been done through cross-validation using the following two time steps in the data used for calibration.

In the model there are several assumptions that have not been analysed by quantitative tests. Just to mention one, parameters of the behaviour diffusion model have been taken from data from a different region. Thus, the ABM empirical grounding could have been improved.

The model is completely specified and includes flowcharts, pseudo-code, etc. However, it does not follow a standard documentation method such as ODD, which would have facilitated communication and replication.

The model is developed with RePast, one of the most known platforms in social simulation and agent-based modelling. However, its comprehension does require programming knowledge, and its communication does not follow a standard documentation method such as ODD.

Limitations are discussed, and hypotheses, data sources and...
Concluding Remarks

6.1 The aim of this paper has been to identify those lessons from the forecasting field that can be useful to the ABM community in order to improve the models from a prediction perspective. Many of the guidelines proposed are already used in computational simulation and some others are being integrated step by step in the methodological core used by ABM practitioners. Notwithstanding, we should not forget the intrinsic difficulties that ABM often faces to deal with precise predictions.

6.2 First, the mere selection of ABM as modelling approach to face a problem gives us a hint about some degree of explanatory goal. To follow Coleman’s bathtub (Fig. 1) framework constraints the use of very powerful mechanisms such as some statistical analysis or machine learning tools to identify patterns based on correlated data. Searching the causal mechanism, an explicative prediction, prediction with theory at the individual level, may come at a price in terms of forecasting capabilities. In the heart of Social Sciences, ABM has been identified as a methodology suitable to provide mechanism explanations (Machamer et al., 2000; Elsenbroich 2012). This does not mean that forecasting cannot be also achieved, but it may be more difficult.

6.3 Second, it is important to notice that the level of prediction of the model depends on the questions that are going to be analysed with the model. Even in cases where ABM works reasonably well in terms of forecasting of aggregated variables, the same model may not be able to offer satisfactory results at the individual level. The social sciences adoption of many of the mathematical techniques and principles of statistical mechanics is based on the capacity to attenuate the fluctuations individually generated by the agents when the scale of the population grows. ABM can provide complete simulated stories of each individual that, being each one of them false (or inaccurate), are at the same time offering a somehow-real story as a whole. On the other hand, an agent-based model can provide a good representation of a complex system in terms of the first and second levels of prediction, while being unable to offer accurate forecasts at the third level.

6.4 Even more important, there are additional problems involved in making predictions in complex systems, where many of the processes are modelled stochastically. One simulation would just indicate how the model can behave, but many simulations are required to determine how the model usually behaves. And even in some cases where path-dependency and bifurcations govern the dynamics, average behaviour may be not representative of the behaviour of the model. In those contexts a prediction should be understood as a probability function associated with the solution space. To know if a model predicts properly, that function should be compared with the frequency of occurrence of events under the same assumptions. However, complex systems usually present features such as stochastic behaviour, non-ergodicity and structural changes over time. As a result, only one event can be observed under the same assumptions, which makes it difficult to compare the observation and the forecast, or, in other words, to distinguish if the forecast comes from a valid representation of the system or not.

6.5 Notwithstanding, difficulties in forecasting are not an excuse for not introducing best-practices from other disciplines in ABM. On the contrary, they should motivate researchers and practitioners to make an extra effort to make them possible. The ABM community should carry on applying rigour to understand “how” phenomena occur, and complex systems sciences in general and ABM in particular are leading many advances. However, we should also incorporate guidelines provided by the methodologies specialised in answering to “what”.
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Notes

1. SIMSOC is a mailing list for the Social Simulation field.

2. Thread '[SIMSOC] any correct policy impact forecasts?', April 2009

3. Thread '[SIMSOC] what is the point?', June 2009

4. The numeration of the Principles of Forecasting handbook is included for direct matching, as (g.X.Y). Guidelines titles are taken directly from this handbook, which may cause to refer sometimes to an ambiguous word, "methods". In this context, "methods" usually refer to internal mechanisms in ABM, except when otherwise noted (this is always specified when it is not clear enough). Each guideline explanation (and references) is particularised to the ABM field.

5. In Economics and other Social Sciences, a stylised fact is a simplified presentation of an empirical finding. That is, a stylised fact is often a broad generalization that summarizes some complicated statistical calculations, which although essentially true may have inaccuracies in the detail (Cooley, 1995).

6. In this guideline, "methods" refer to the agent-based models under evaluation.

7. The "objective" term is not very appropriate, as there would not be any 100% objective test. It refers, from a positivist approach, to the quantitative ("objective") and qualitative ("subjective") tests. For the quantitative field of Forecasting, when the aim is accurate prediction, quantitative tests are needed. Regardless of the misappropriate name, the title of the guidelines has been respected, as before.

8. Stylised facts are defined in guideline MP3.

9. In this guideline, "methods" refer to the agent-based models under review.

10. The ODD protocol organises the documentation of an agent-based model around three main components: Overview, Design concepts, and Details. These components encompass seven subelements that must be documented in sufficient depth for the model's purpose and design to be clear and replicable for a third party: Purpose, State Variables and Scales, Process Overview and Scheduling, Design Concepts, Initialization, Input, and Submodels.

11. In this guideline, "methods" refer to the agent-based models.

12. The ODD protocol is defined in the guideline V3.

13. In this guideline, "methods" refer to the agent-based model internal mechanisms.

14. In this guideline, "methods" refer to the different agent-based models to be compared with each other.
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