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Abstract

In this work, we aim to perform a comparative analysis of OOD detection methods on ImageNet-O [9], a first of its kind dataset with a label distribution different than that of ImageNet, that has been created to aid research on OOD detection for ImageNet models. As this dataset is fairly new, we aim to provide a comprehensive benchmarking of some of the current state of the art OOD detection methods on this novel dataset. This benchmarking covers a variety of model architectures, settings where we have prior access to the OOD data versus when we don’t, predictive score based approaches, deep generative approaches to OOD detection, and more. The code is available here.

1. Introduction

Generally, machine learning (ML) and deep learning (DL) based approaches rely on the assumption that the train set and test set come from the same data distribution. However, when these approaches are deployed in the real world, this assumption becomes a very strong one and may not hold, more often than not. This makes the inferences made by the ML/DL model for this out of distribution data unreliable and can have far reaching consequences. Given this level of impact in various aspects of technology and life, detecting out of distribution data is imperative in making these ML/DL systems robust and reliable to use. Moreover, the prevalence of ImageNet trained models in these systems makes it all the more important to identify scenarios where we’re using ImageNet trained models on data that comes from a data distribution than that of ImageNet. This is where ImageNet-O can be instrumental in helping develop techniques in identifying such scenarios, and is one of the first of its kind that has been developed to aid research for OOD detection for ImageNet models.

Our contribution has been in benchmarking various widely used OOD detection techniques on this novel dataset i.e. ImageNet-O and providing analysis for the same. As there are a plethora of OOD approaches out there [5, 15, 8, 13, 12, 28, 20, 11, 7] and many more. We have included the predictive score based approach of Maximum Softmax Probability (MSP) that is widely used across OOD detection literature as the baseline. The other approaches that we have included are ones that have proposed a novel improvement to existing OOD detection techniques and have even been established as state of the art. These include ODIN [13], Energy-based OOD Detection [16] and Normalizing Flows [11]. Thus, we have 2 predictive score based approaches - MSP and ODIN, an energy score based approach as well as a deep generative approach to OOD detection. We detail the methods as well as the various experiment settings we tried in the following sections.

As the OOD detection setting that we are looking at is one where ImageNet is the in-distribution dataset and ImageNet-O is the out-distribution dataset, we have not included distance based approaches like Mahalanobis distance and Pairwise OOD detection OOD [27], as they required working with the entirety of the ImageNet train set, and proved to be a computational bottleneck.

In summary, we present a detailed benchmarking of various OOD detection techniques on the newly released ImageNet-O, with ImageNet being the in-distribution dataset, and provide our analysis for the same.

2. Related Work

Most of the OOD work so far has been limited to using CIFAR as the in-distribution dataset. [6] uses CIFAR-10, CIFAR-100 and MNIST as in distribution and for out of distribution (negative) examples, they use realistic images from the Scene UNderstanding dataset (SUN) and noise. Apart from CIFAR-10 and CIFAR-100, [20] uses Genomics OOD benchmark and CLINC Intent OOD benchmark with a pre-trained BERT model. ODIN [13] also uses CIFAR-10 as in distribution and test against TinyImageNet as OOD with a pre-trained DenseNet. [11] worked with ImageNet as
in-distribution and CelebA as OOD. We would like to add to this large body of existing work with a new in-distribution, out-distribution setting which we think is more representative of real world data scenarios.

There have been other works on OOD Detection using different settings. Methods like density estimation, clustering analysis and nearest neighbor have been used for detecting low-dimensional out-of-distribution. These techniques are unreliable for high dimensional space and there exists a need for high dimensional space contacting@dair-institute.org like image space. In recent years, deep generative models are being used to make OOD detectors like in [24] where they trained a generative adversarial network to detect out-of-distribution examples in clinical scenario and [22] where they trained convolutional network to detect anomalies in scenes. There are fair share of challenges while using Deep generative models. Training and optimizing the models is highly difficult especially with large and complex datasets. DGM also assign high likelihood to out-of-distribution data [18]. Better models can be created by using modified and improved metrics including likelihood ratio [21]. There have been many alternative methods that have come up that uses DGM in a modified manner like [25] and [23].

3. Methods

Prior works like [3] and [29] state that OOD detection can be formalized as the task of identifying points that lie with a low likelihood under the training distribution, estimated via a model. Thus OOD detection can be viewed as a binary classification problem, with the two classes being out-distribution or not (or vice-versa with in-distribution as the positive label). Please note that in [9] the out-distribution class is positive whereas the in-distribution class is negative, and we follow the same notation. Moreover, as shown in [27] and [29], it is important to be explicit about what in-distribution and out-distribution we are considering while performing and evaluating OOD detection. For our experiments,

In Distribution Dataset: ImageNet-1K [4] or in some cases TinyImageNet [2] for computational gains. We specify for each method and experiment, the specific in-distribution in consideration.

Out Distribution Dataset: ImageNet-O [9]. This dataset contains 2000 images from 200 classes that contain semantic information differing from the ImageNet-1K [4] classes. As seen in Figure 1, there is a label distribution shift between ImageNet-1K [4] classes and the ImageNet-O [9] classes, albeit being visually similar. This is a more real world OOD scenario and hence makes it an important dataset to benchmark on.

3.1. Maximum Softmax Probability

Maximum Softmax Probability (MSP) [5] is the baseline approach OOD detection that is widely used in literature. It is a predictive score based approach where, as the name suggests, the negative of the softmax probability of the predicted class for the sample is used as the out of distribution score, i.e. the score indicating that the data sample is out of distribution (higher the score, higher the likelihood of it being from the out-distribution). It can be formulated as follows:

\[ \text{Score} = -\max \left( \frac{\exp(f_i(x))}{\sum_j \exp(f_j(x))} \right) \]

where \( f() \) is a neural network that has been trained on the in-distribution dataset to classify \( C \) classes, and \( x \) is a data sample used at inference. \( f_i(x) \) denotes the neural network’s predicted confidence for class \( i \) where \( i = 1..C \). We did our experiments for various choices of \( f() \) as listed in [9].

3.2. ODIN

ODIN [14] is another predictive score-based technique that uses temperature \( (T > 0) \) scaling of the softmax score and addition of noise \( (\epsilon > 0) \) to inputs to separate the softmax distributions of in and out distribution data, and enhance the ability to use the resulting temperature scaled softmax score for more (as compared to MSP) effective OOD detection. The addition of \( \epsilon > 0 \) noise:

\[ \tilde{x} = x - \epsilon (\nabla_x \log S_y(x; T)) \]

where \( S_i(x; T) = \frac{\exp(f_i(x)/T)}{\sum_j \exp(f_j(x)/T)} \) is the temperature scaled softmax score of in-distribution class \( i \) from a neural network \( f() \) trained to classify \( C \) classes. \( \hat{y} \) denotes the class with the maximum predicted softmax score. Thus, the OOD Score computed using this technique is the maximum temperature scaled softmax score for the noise added input, i.e. \[ \text{Score} = -\max(\hat{S}_i(\tilde{x}; T)) \] where \( \tilde{x} \) is the noise perturbed input as defined before. \( T \) and \( \epsilon \) are hyperparameters that need to be tuned to optimize performance for difference in-distribution and out-distribution combinations [14], [27]. Generally a higher
value of $T$ is recommended \[12], \[10], whereas performance is very sensitive to choice $\epsilon$. We also performed a hyperparameter search (within our compute limits) and have shown results for different combinations of $T$ and $\epsilon$. Please note that this hyperparameter tuning for the best choice of $T$ and $\epsilon$ assumes prior access to OOD data, or parts of it, in order to be able search for these values that optimize OOD detection performance on the same.

3.3. Energy Based OOD Detection

Energy score based OOD detection proposed in \[16] is an elevated version of the predictive score-based techniques we have seen so far. This approach can work in both settings - when we have prior access to OOD data and when we don’t. In the test setting (where we don’t assume prior access to OOD data) a pre-trained network can be used to get the energy score for each data sample and this energy score can be then used for OOD detection in a manner similar to the Softmax score mentioned in MSP \[5]. If prior access to OOD data is present, en energy bounded learning objective is used to fine-tune the network.

Energy based models return a scalar value for each input sample. This scalar value - the energy score - is lower for observed data and higher for unobserved data. With access to OOD samples in advance, one trains with a modified objective that is in essence the standard cross entropy loss with L2 regularization defined in terms of energy. The L2 regularization term that uses energy, is present to explicitly create an energy gap between the in-distribution and out-distribution data by assigning low energy values to in-distribution data and high energy to out-distribution samples. For more details on the energy based approach, please check out \[16].

3.4. Normalizing Flows

Deep generative models (DGM) seem to be a logical choice of approach for OOD detection, as they estimate distributions from the given input data and are able to generate simulations using the same. Thus, it would be reasonable to think that they would then place higher likelihoods on this input data i.e. in-distribution data, that they’re estimating the density for, as compared to never seen before out-distribution data. However, as shown in \[29] and other prior related work, DGMs assign higher likelihood to OOD data, as compared to in-distribution data. This failure of DGMs in doing OOD detection has motivated works like \[11], \[17] and \[23], that have introduced modifications in DGMs for improved OOD detection. We choose to further evaluate the improvements proposed for Normalizing Flows in \[11] for our in-distribution and out-distribution setting.

As stated in \[11], normalizing flows \[26] are a type of DGM that use invertible transformations of a base latent distribution $p_Z(z)$ in order to model a target distribution $p_X(x)$. $p_Z(z)$ is generally assumed to be a standard Gaussian. Flows are optimized for maximizing the log-likelihood of the input data by updating the parameters of the invertible transformation $f^{-1}$, which in this particular case are the coupling layers that masks some of the input and attempt to predict this masked region. The histogram of the log-likelihood placed by the flows on in-distribution data should generally be higher than the out-distribution data. A more quantitative way of evaluating OOD detection using Flows - which we will be using - is by again viewing OOD detection as a binary classification task and computing the AUROC.

One of the main reasons behind flows failing in OOD detection is that they learn the local image/graphical properties of the data like local pixel correlations, instead of the semantic properties of the input data \[11\]. They supported this statement by showing the latent representations learnt, as well as describing how coupling layers learn from local pixel correlations and co-adapt to data from the previous coupling layers when learning to predict the masked pixels. This necessitates shifting the inductive biases of flows models to learn semantic properties of the data instead, so that likelihood is assigned based on the semantic content of the images. The improvements proposed by \[11\] are summarized below -

1. Changing objective/loss term to include a term to minimize likelihood on a specific OOD dataset, whilst maximizing likelihood on the target in-distribution dataset.

2. Masking strategy used in the coupling layers - from checkerboard masking, to horizontal masks and cyclic masks. This is done so that masking is done in a manner that the model cannot simply use the information from the pixels around it and learn that, but instead learns to understand the image from a more global/semantic level.

3. Adding a bottleneck to st-networks (scale and shift transforms modelled as a network) to prevent the model from learning local pixel level relations, as the input image data has been projected into a lower dimensional space and will thus deter the model from learning local pixel level properties.

4. Using image embeddings instead of raw image data (with pixels) to avoid learning local pixel-level properties, and forcing the network to learn the semantic properties of the in-data.

The improvements to this method also require prior access to OOD data.
4. Experiments and Results

Following the metrics stated in [9] and [27], the metrics that we will be using for evaluating the various methods are:

1. **AUPR** - Area under the precision recall curve. Higher is better.

2. **AUROC** - Area under the receiver operator characteristic, which for binary classification problem like OOD detection - is a plot of the true positive rate vs the false positive rate. Higher is better.

3. **FPR@95** - The false positive rate when the 95% of true positives have been correctly classified. Lower is better.

The code for these experiments can be found [here](#).

### 4.1. Maximum Softmax Probability

We use pre-trained ImageNet-1K models from PyTorch [19] and other open sourced repositories like [1]. Thus, the In Distribution is ImageNet-1K and the Out Distribution is ImageNet-O. We evaluated this technique for different neural network architectures. The AUROC/AUPR/FPR@95 values for OOD detection via MSP for different architectures can be seen in Figures 2, 3 and 4 respectively.

The results from the MSP experiments are - when using AUROC and AUPR as a metric for measuring MSP’s ability to do OOD detection, Dual Path Network - 98 was the best performing architecture to perform OOD detection on ImageNet-O with MSP. However, when looking at the FPR@95 metric, ResNet 101 was the best performing architecture.

### 4.2. ODIN

Similar to MSP, we use pre-trained ImageNet-1K models from PyTorch [19] and other open sourced repositories like [1]. Thus, the In Distribution is ImageNet-1K and the Out Distribution is ImageNet-O. We evaluated this technique for different neural network architectures. For each of the architectures, we also did a hyperparameter search for different combinations [27] of temperature $T = [100, 1000]$ and noise $\epsilon = [0.001, 0.0014, 0.002, 0.0024, 0.005]$. The baseline value of $T = 1000$ and $\epsilon = 0$, in accordance with [27]. The AUROC, AUPR and FPR@95 plots for ODIN can be seen in Figures 5, 6 and 7 respectively.

The results of the ODIN experiments are - the highest AUROC - 82.18% was with ResNet-152 with $T = 100$ and $\epsilon = 0.0024$ ; the highest AUPR - 60.25% was with VGG16 with $T = 1000$ and $\epsilon = 0.0024$ ; the lowest FPR - 76.93% was with ResNet101 32x8d with $T = 1000$ and $\epsilon = 0$.

On comparing with MSP’s best AUROC and AUPR, ODIN
has certainly outperformed MSP on ImageNet-O in our experiments.

4.3. Energy Based OOD Detection

For the energy based experiments - we fine tuned a CIFAR-100 pre-trained WideResNet on TinyImageNet, which thus makes up the in-distribution and also used some OOD samples from ImageNet-O to help increase the energy gap between in-distribution and out-distribution points. The results can be seen in Table 1.

| AUROC     | AUPR   | FPR@95 |
|-----------|--------|--------|
| 70.35%    | 13.06% | 87.97% |

4.4. Normalizing Flows

The experiments for Normalizing Flows were done with resized 32 x 32 images. Tiny Image Net [2] was used for all training purposes and thus forms the in-distribution. The out-distribution is the ImageNet-O dataset. As discussed in the methods, there were 4 proposed improvements to Normalizing flows in [11] for improving OOD detection performance. The result of the baseline RealNVP with a ResNet based st-network can be seen in Figure 8. The AUROC for the baseline is around 78%. We tried the following experiments in accordance with the proposed improvements.

1. Using the updated objective in [11] that uses some OOD samples while training - Equation 7 in [11]. The results can be seen in Figure 9. The AUROC is 74%.

2. Using the updated objective mentioned above along with Cycle-masks. The result can be seen in Figure 10. The AUROC is 70%.

3. Using image embeddings instead of raw image data. The results can be seen in Figure 11. The training would collapse after a approximately 50 epochs. We tried many learning rates as well as other hyperparameter choices and only reducing the learning rate stabilized it for longer but it would then eventually collapse and result in NaNs. The results after approximately 50 epochs can be seen in Figure 10.

5. Conclusion

From all the experiments that we did, the results from ODIN were the best. As shown in [27] and [29], what defines the in-distribution and out-distribution is crucial in the choice of approach and the resulting performance. Our results are also consistent with that viewpoint where
changing the in-distribution from ImageNet-1K to TinyImageNet severely impacted the performance, and also revealed some inconsistencies in the improvements suggested in approaches like [11].

The results above also make it evident that there is a lot of variability in the performance of each of these techniques, from choice of architecture - as shown in MSP and ODIN, to choice of hyperparameters - like temperature $T$ and $\epsilon$ for ODIN, to choice of including OOD samples during training or not and more.

Given our experiments, training on the complete ImageNet 1-K dataset is the most important factor in the success of any of these OOD detection techniques for ImageNet-O. Even when evaluating approaches that have been trained/fine-tuned only on the TinyImageNet dataset, the steps for improvement that worked for smaller in-distribution, out-distribution combinations, seems to be not be as effective for the novel ImageNet-O.

6. Future Scope

As our work is one of the first of its kind - benchmarking OOD detection for ImageNet models on the novel ImageNet-O dataset, and also the general lack of work on OOD detection with in-distribution as ImageNet - most focus on CIFAR-10 and CIFAR-100, some interesting future directions that we think this work can take are:

1. Using the complete ImageNet-1K dataset for Methods 3 and 4, with enough compute and time on our side

2. More comprehensive hyperparameter tuning for $T$ and $\epsilon$ for ODIN, as they seem to play a critical role in ODIN’s performance, regardless of depth - VGG16 was one of the best performing ones!

3. Varying the percentage of OOD samples that are used when they are used in training for the energy based and normalizing flows approaches. Additionally, the same
can be done when using OOD samples for hyperparameter tuning $T$ and $\epsilon$ for ODIN.

4. Applying and evaluating combinations of improvements proposed in [11]

5. Trying more architectures with the energy based technique

6. Trying more variety of st-networks in the normalizing flows approach

7. Exploring more masking techniques for normalizing flows

8. Trying different architectures for getting image embeddings to train normalizing flows on
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