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Abstract

Given an \( \mathcal{N} = 2 \) supersymmetric field theory in four dimensions, its dimensional reduction on \( S^1 \) is a sigma model with hyperkähler target space \( \mathcal{M} \). We describe a canonical line bundle \( V \) on \( \mathcal{M} \), equipped with a hyperholomorphic connection. The construction of this connection is similar to the known construction of the metric on \( \mathcal{M} \) itself: one begins with a simple “semiflat” connection and then improves it by including contributions weighed by the degeneracies of BPS particles going around \( S^1 \). We conjecture that \( V \) describes the physics of the theory dimensionally reduced on NUT space.

1 Introduction

Fix a 4-dimensional \( \mathcal{N} = 2 \) supersymmetric field theory \( T_4 \). Upon compactification on \( S^1 \) of radius \( R \), one obtains a theory \( T_3[R] \) whose IR description is a sigma model into a space \( \mathcal{M} \) with a Riemannian metric \( g \). \( \mathcal{M} \) is a torus bundle over the Coulomb branch \( \mathcal{B} \) of the theory \( T_4 \).

The physics of \( T_4 \) induces various additional structures on \( \mathcal{M} \). For example, supersymmetry implies that the metric \( g \) on \( \mathcal{M} \) is actually hyperkähler [1]. This metric has been considered in some detail in various works, e.g. [2, 3, 4, 5]. Studying the vacuum expectation values of supersymmetric line defects of \( T_4 \) shows that \( \mathcal{M} \) carries a canonical algebra of global holomorphic functions, described in [6]. (Such algebras of line operators have been discussed in connection with topological twists of gauge theories, e.g. in [7, 8], as well as in the context of the AGT correspondence [9, 10]. Very similar algebras (presumably the same ones) have also appeared in the mathematics literature: the papers whose perspective is closest to ours are [11, 12].) Finally, if \( T_4 \) has a supersymmetric surface defect with say \( n \) vacua [10, 13, 14, 15], then \( \mathcal{M} \) carries a corresponding rank-\( n \) hyperholomorphic vector bundle, as discussed in [16].

In this note I describe yet another structure that \( \mathcal{M} \) has: it carries a hyperholomorphic line bundle \( V \). (See below or Section 4.1 for the meaning of this term. In case \( \mathcal{M} \) has dimension 4, a hyperholomorphic line bundle is a \( U(1) \) instanton on \( \mathcal{M} \). More generally, a hyperholomorphic line bundle is a solution of partial differential equations on \( \mathcal{M} \) which generalize the abelian self-dual Yang-Mills equations on flat space.) While hyperholomorphic bundles also appeared in [16], the one we consider here is different: it has nontrivial topology on the torus fibers of \( \mathcal{M} \), while the ones in [16] were trivial on the fibers. Moreover it is defined using only the data of \( T_4 \) itself, with no additional structure such as a choice of surface defect.

Since \( V \) is a canonical and geometrically natural object, constructed using only the data of the \( \mathcal{N} = 2 \) theory \( T_4 \), it seems reasonable to ask what its physical significance is. In Section 8 of this note I suggest one possible physical interpretation of \( V \). I propose that when the theory \( T_4 \) is
compactified on a Taub-NUT space of radius $R$, the NUT center can be viewed as a local operator in theory $T_3[R]$, and that this local operator is represented in the 3-dimensional sigma model by a holomorphic section $s_{\text{NUT}}$ of $V$. If this proposal is correct, it would be interesting to determine $s_{\text{NUT}}$ in some explicit fashion.

In the rest of the introduction I briefly summarize how $V$ is constructed, but let me at once admit that the story as told here suffers several deficiencies. First, I restrict for technical convenience to the case where the theory $T_4$ has no continuous flavor symmetries at a generic point of its Coulomb branch. (So $T_4$ could be the pure $SU(2)$ gauge theory, say, but not the theory with matter hypermultiplets.) Second, the general case of the construction depends on some identities for the dilogarithm function, and I do not give a complete proof of these, only an indication of how they ought to be proven.

**Constructing $(V, D)$, in brief**

The bulk of this note is devoted to the construction of the bundle $V$ and its hyperholomorphic connection $D$. This construction follows rather similar lines to the construction of $\mathcal{M}$ itself and its hyperkähler metric $g$, given in [5].

We first construct $V$ as a $C^\infty$ line bundle, i.e. we determine what $V$ is topologically. This is already a bit nontrivial, thanks to some subtle signs which have to be taken care of, and is described in Section 3. The construction also equips $V$ with a natural Hermitian metric. A similar construction has appeared in [17], in a closely related context.

The next step is to equip $V$ with a hyperholomorphic structure. $\mathcal{M}$, being a hyperkähler manifold, comes with a family of complex structures $J_\zeta$ parameterized by $\zeta \in \mathbb{CP}^1$. We thus have a $\zeta$-dependent Hodge decomposition of the space of 2-forms on $\mathcal{M}$. A hyperholomorphic structure on $V$ is a unitary connection $D$, such that for all $\zeta$, the curvature $F_D$ is a 2-form of type $(1, 1)_\zeta$.

In order to construct such a $D$, though, it is convenient to think about it in a different way. Given $D$, we can take its $(0, 1)_\zeta$ part; in this way we obtain a family of $\bar{\partial}$ operators acting on sections of $V$, parameterized by $\zeta \in \mathbb{CP}^1$. Conversely, given this family of $\bar{\partial}$ operators, we can recover $D$. What we will do, roughly speaking, is to specify such $\bar{\partial}$ operators “directly” by specifying local holomorphic sections. More precisely we will specify local holomorphic sections of $V$ for all $\zeta \in \mathbb{C}^\times$, not for all $\zeta \in \mathbb{CP}^1$; we thus obtain initially a family of $\bar{\partial}$ operators parameterized by $\zeta \in \mathbb{C}^\times$; but we will control the $\zeta \to 0$ and $\zeta \to \infty$ asymptotics well enough to ensure that this family of $\bar{\partial}$ operators extends over $\zeta = 0$ and $\zeta = \infty$. We can then recover from them the desired connection $D$. We lay out this general strategy more precisely in Section 4. It is closely related to Ward’s twistorial construction of instantons [18], placed in the more general context of twistor spaces of hyperkähler manifolds [19, 20].

With this strategy understood, the main question becomes: how to produce the desired local holomorphic sections of $V$? Our approach is an extension of the one used in [5] to study the hyperkähler metric in $\mathcal{M}$ itself. There the idea was that the metric is determined once we know local holomorphic Darboux coordinates on $\mathcal{M}_\zeta$. These coordinates in turn were obtained as solutions of a certain integral equation, (2.5) below. The basic ingredients in this equation are the Seiberg-Witten solution of the theory $T_4$ (in particular the central charge functions) and the BPS degeneracies of $T_4$. Our holomorphic sections are obtained in a similar way: indeed they are determined by an integral formula, (7.2)-(7.4) below, which involves just the same ingredients.

We illustrate our strategy with several sorts of example. The most basic situation is one where we neglect the quantum corrections due to BPS particles of $T_4$, both in the construction of the
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[1] This equation was deduced rather indirectly in [5]; in hindsight it could have come from a study of vacuum expectation values of supersymmetric line operators [6].
hyperkähler metric on $\mathcal{M}$ and in that of the hyperholomorphic connection $D$. In this case all of the objects we discuss can be described by simple and explicit formulas. We do this in Section 5.

The next simplest situation arises when we study theories where $T_4$ does have BPS particles, but they are all mutually local with one another (i.e. there is a duality frame in which they are all electrically charged). In this case one can compute the full hyperkähler metric in $\mathcal{M}$ explicitly, summing up all quantum corrections [3, 4, 5]. In Section 6 we study the simplest example, the $U(1)$ theory with a single charge-1 hypermultiplet. Here the metric on $\mathcal{M}$ is the famous “Ooguri-Vafa metric.” Our construction of the hyperholomorphic connection $D$ turns out to be similarly explicit in this case. In particular, we can see that the quantum corrections from the BPS instantons serve not only to smooth out the metric on $\mathcal{M}$ (which would naively be singular at the locus where a BPS particle becomes massless) but also to smooth out $D$.

Finally, in Section 7 we confront the most general situation. Here neither the metric in $\mathcal{M}$ or the hyperholomorphic connection $D$ can be described in a simple closed form. Moreover, an important new feature appears: BPS bound states can appear or decay at the walls of marginal stability in $\mathcal{B}$. This is the “wall-crossing” phenomenon studied e.g. in [21, 22, 23, 24, 5, 25, 26, 27]. As a result of this phenomenon the smoothness of $D$ is not a priori obvious from the construction: one could fear that $D$ would be discontinuous along the walls of marginal stability. For the metric on $\mathcal{M}$, a similar issue arose in [5]. In that case it turned out that the Kontsevich-Soibelman wall-crossing formula for the BPS degeneracies [24] was sufficient to ensure smoothness. In the present case, on the other hand, the necessary smoothness seems to be equivalent to certain dilogarithm identities, which are not obviously reducible to the Kontsevich-Soibelman formula. It is natural to expect that the needed identities follow from the “refined wall-crossing formula” for the BPS degeneracies, discussed e.g. in [28, 25, 6]. Unfortunately, in this note I give only a brief sketch of how this ought to be proven, except in the simplest example, where the needed identity is just the well-known “pentagon identity” of the dilogarithm.

Closely related work

The idea that $\mathcal{M}$ might carry an interesting hyperholomorphic line bundle goes back to unpublished joint work with Boris Pioline in 2008. Our interest at that time was in $\mathcal{N} = 2, d = 4$ supergravity. Compactifying such a supergravity theory on $S^1$ leads to a 3-dimensional theory for which the vector multiplet moduli space is a quaternionic-Kähler manifold $\mathcal{Q}$. On the other hand, such a supergravity theory can often be described by coupling a rigid, superconformally invariant $\mathcal{N} = 2$ field theory $T_4$ to a conformal supergravity multiplet. One could then obtain a pseudo-hyperkähler manifold $\mathcal{M}$ by compactifying $T_4$ on $S^1$. At least when quantum corrections are neglected, we noticed that $\mathcal{M}$ can be thought of as a hyperkähler quotient of the Swann bundle over $\mathcal{Q}$ by the group $\mathbb{R}^\times$. From this picture it follows that $\mathcal{M}$ should carry a natural hyperholomorphic line bundle, and we wrote an explicit formula for its curvature, essentially (5.2) below.

More recently, I and Alexandrov-Persson-Pioline independently realized that this hyperholomorphic line bundle continues to exist when quantum corrections to the metric of $\mathcal{M}$ are included; this is an important special case of the construction described in this note. This note thus has considerable overlap with the paper [29] of Alexandrov-Persson-Pioline. (I thank the authors for sharing an advance draft of [29].)

Also while this note was in preparation, I learned from Tamas Hausel about some independent work of Haydys [30] which is also related to the above special case, as follows. The $\mathcal{M}$ considered

\footnote{The theory $T_4$ in this case has an indefinite kinetic term, which explains why $\mathcal{M}$ is pseudo-hyperkähler rather than hyperkähler.}
in the preceding paragraph are special in that they have a $U(1)$ isometry (following from the unbroken $R$-symmetry, in turn following from the superconformal invariance). This $U(1)$ isometry preserves one of the complex structures of $\mathcal{M}$ while rotating the others into one another. Haydys’s work implies [31] that for any hyperkähler manifold $\mathcal{M}$ with such a $U(1)$ isometry, (acting in a Hamiltonian fashion with respect to the preserved Kähler form and obeying an appropriate quantization condition), there is a natural hyperholomorphic line bundle. For the $\mathcal{M}$ of the preceding paragraph, this line bundle should coincide with our $V$. Haydys also discussed a corresponding quaternionic-Kähler space $\mathcal{Q}$, whose relation to $\mathcal{M}$ is just as described above.

2 Review

2.1 IR data in $d = 4$

We will be considering quantum systems with 4-dimensional Poincare invariance and $\mathcal{N} = 2$ supersymmetry. The IR physics of such a system, in a Coulomb phase, is described by abelian $\mathcal{N} = 2$ gauge theory. Such a theory is determined (to lowest order in the derivative expansion) by a short list of “holomorphic” data, as described by Seiberg and Witten [22, 32]. Here we briefly review that data and fix notation; for more details see [5].

- **Coulomb branch**: a complex manifold $\mathcal{B}$. Parameterized by vector multiplet scalars, $\mathcal{B}$ is (one component of) the exact moduli space of quantum vacua of the system. In the most familiar examples, $\mathcal{B}$ is actually a complex affine space.

- **Discriminant locus**: a divisor $\mathcal{B}_{\text{sing}} \subset \mathcal{B}$. $\mathcal{B}_{\text{sing}}$ consists of the vacua where the description of the physics by pure abelian gauge theory breaks down. We also define $\mathcal{B}^* = \mathcal{B} \setminus \mathcal{B}_{\text{sing}}$.

- **Charge lattice**: a local system of lattices $\Gamma$ over $\mathcal{B}^*$. Around each point of $\mathcal{B}^*$ we have a local description of the physics by a gauge theory with gauge group isomorphic to $U(1)^r$; the fiber $(\Gamma)_u$ of $\Gamma$ over $u$ is the lattice of electromagnetic charges in that theory. It has rank $2r$, and is equipped with the antisymmetric $\mathbb{Z}$-valued DSZ pairing $\langle \cdot , \cdot \rangle$. Throughout this paper, we make the assumption that this pairing has determinant 1, i.e. it establishes an isomorphism $\Gamma \cong \Gamma^*$. We will abuse notation by writing “$\gamma \in \Gamma$” to refer to a locally constant section of $\Gamma$. Such sections generally do not exist globally, so any formula in which the symbol $\gamma$ appears must always be interpreted as making sense locally over a patch of $\mathcal{B}^*$.

- **Central charge**: a homomorphism $Z : \Gamma \to \mathbb{C}$, varying holomorphically over $\mathcal{B}^*$. Concretely this means that for any $\gamma \in \Gamma$, defined over some patch $U \subset \mathcal{B}^*$, we have a holomorphic function $Z_\gamma : U \to \mathbb{C}$, obeying $Z_{\gamma + \gamma'} = Z_\gamma + Z_{\gamma'}$.

These data are subject to some constraints. In particular, the central charges $Z$ are not arbitrary but rather must be derivable from some prepotential; this imposes the condition

$$\langle dZ, d\bar{Z} \rangle = 0. \quad (2.1)$$

Moreover, the kinetic energy of the scalar fields should be positive definite, which requires that $\langle dZ, d\bar{Z} \rangle$ is a positive 2-form.

Our assumptions above are less general than what is usually considered, in that we have assumed that there are no continuous flavor symmetries in the theory. (So we could be considering the pure $SU(2)$ gauge theory, say, but not the theory with matter hypermultiplets.)
2.2 Compactification to \( d = 3 \)

Now we consider the theory compactified from \( d = 4 \) to \( d = 3 \) on a circle of circumference \( 2\pi R \), in a Coulomb phase, in the IR. As described in [2], the resulting theory is a sigma model into a hyperkahler manifold \( \mathcal{M} \).

Topologically \( \mathcal{M} \) is fibered over \( \mathcal{B}, \pi : \mathcal{M} \rightarrow \mathcal{B} \), since the scalar fields of the \( d = 4 \) theory survive into the \( d = 3 \) compactification. Let \( \mathcal{M}^* = \pi^{-1}(\mathcal{B}^*) \). For any \( u \in \mathcal{B}^* \), the fiber \( \mathcal{M}_u = \pi^{-1}(u) \) is a torus, parameterized by the Wilson lines of the \( r \) abelian gauge fields around the compactification circle, and their \( r \) magnetic duals. A more duality-invariant way of saying this is that the torus fiber \( \mathcal{M}_u \) admits functions \( \varphi_\gamma : \mathcal{M}_u \rightarrow \text{U}(1) \) for charges \( \gamma \in \Gamma \). Choosing any basis of \( \Gamma \) we would obtain a set of circle-valued coordinates \( \varphi_\gamma, i = 1, \ldots, 2r \). The functions \( \varphi_\gamma \) obey a twisted additive law,

\[
\varphi_\gamma \varphi_\gamma' = (-1)^{\langle \gamma, \gamma' \rangle} \varphi_{\gamma + \gamma'}.
\]

\( \mathcal{N} = 2 \) supersymmetry of the IR description dictates that in \( d = 4 \) we have one complex scalar for each abelian gauge field, so in particular, \( \mathcal{B} \) has complex dimension \( r \). The torus fiber \( \mathcal{M}_u \) and the base \( \mathcal{B} \) thus have the same real dimension \( 2r \).

The fibers of \( \mathcal{M} \) above \( \mathcal{B}_{\text{sing}} \subset \mathcal{B} \) are trickier and cannot be determined using abelian gauge theory alone; in general they are some kind of degenerations of tori.

2.3 Basis functions \( \mathcal{Y}_\gamma \)

As \( \mathcal{M} \) is a hyperkahler manifold, it admits a distinguished family of complex structures \( J_\zeta \), parameterized by \( \zeta \in \mathbb{CP}^1 \). We write \( \mathcal{M}_\zeta \) for the complex manifold \( (\mathcal{M}, J_\zeta) \). This family of complex structures corresponds to a family of subalgebras \( A_\zeta \) of the \( \mathcal{N} = 2 \) algebra.

The vacuum expectation value of any operator in the compactified theory is a function on \( \mathcal{M} \). Vacuum expectation values of \( A_\zeta \)-invariant operators are holomorphic functions on \( \mathcal{M}_\zeta \). For \( \zeta \in \mathbb{C}^\times, A_\zeta \) contains the translations along the compactification circle (and no others), so there are no \( A_\zeta \)-invariant local operators, but there are \( A_\zeta \)-invariant line operators wrapped around the circle. In [5, 33, 6] it was shown that the vacuum expectation values of such line operators can be naturally expressed in terms of more “elementary” holomorphic functions \( \mathcal{Y}_\gamma \). (Morally one would like to think of \( \mathcal{Y}_\gamma \) as vacuum expectation values of “IR line operators,” and this decomposition as expressing the way the RG flow relates UV line operators to IR ones, but this is a tricky notion to make precise.)

Each \( \mathcal{Y}_\gamma \) is a function on \( \mathcal{M} \times \mathbb{C}^\times \), which for any fixed \( \zeta \in \mathbb{C}^\times \) is holomorphic on \( \mathcal{M}_\zeta \). They obey a twisted multiplicative law,

\[
\mathcal{Y}_\gamma \mathcal{Y}_{\gamma'} = (-1)^{\langle \gamma, \gamma' \rangle} \mathcal{Y}_{\gamma + \gamma'}.
\]

A first approximation to these functions is provided by the explicit formula

\[
\mathcal{Y}_\gamma^{\text{sf}}(\zeta) = \exp \left[ \pi R (\zeta^{-1} Z_\gamma + \zeta \bar{Z}_\gamma) \right] \varphi_\gamma.
\]

This approximation becomes exact in the limit \( R \to \infty \). The corrections are controlled by the 4d BPS degeneracies (second helicity supertrace) \( \Omega(\gamma) \in \mathbb{Z} \). At least when the radius \( R \) is sufficiently large, the corrected \( \mathcal{Y}_\gamma \) can be characterized as solutions to an integral equation [5]:

\[
\mathcal{Y}_\gamma(\zeta) = \mathcal{Y}_\gamma^{\text{sf}}(\zeta) \exp \left[ -\frac{1}{4\pi i} \sum_{\gamma'} \Omega(\gamma')(\gamma, \gamma') \int_{\ell_{\gamma'}} \frac{d\zeta'}{\zeta' - \zeta} \log(1 - \mathcal{Y}_{\gamma'}(\zeta')) \right],
\]

\footnote{The physical origin of this twisting is still not completely clear, but see previous discussion in [5, 6].}
where the contour of integration is the “BPS ray”

$$\ell_{\gamma'} = Z_{\gamma}/R_-$$.  

At least for sufficiently large $R$, $|Y_{\gamma'}(\zeta')| < 1$ when $\zeta' \in \ell_{\gamma'}$, so we can define the $\log(1 - Y_{\gamma'}(\zeta'))$ appearing on the right of (2.5) unambiguously to be the principal branch.

An immediate consequence of this equation is that the functions $Y_{\gamma}$ are actually discontinuous. The discontinuity appears precisely when $\zeta' \in \ell_{\gamma'}$. At this locus the integral in (2.5) is ill-defined because the denominator $\zeta' - \zeta$ vanishes. The discontinuity is easily evaluated by the residue formula. Let $Y_{\gamma}^\pm$ denote the limits of $Y_{\gamma}$ as we approach $\ell_{\gamma'}$ from both sides: then we have

$$Y_{\gamma}^+ = Y_{\gamma}^-(1 - Y_{\gamma'})(\gamma,\gamma').$$  

(2.7)

The $Y_{\gamma}$ are local Darboux coordinates for the holomorphic symplectic form on $M_\zeta$:

$$\varpi(\zeta) = \frac{1}{4\pi^2 R} \langle d\log Y, d\log Y \rangle.$$  

(2.8)

(Although the individual functions $Y_{\gamma}$ are discontinuous, $\varpi(\zeta)$ is continuous, as it must be.) In particular, this is enough information to determine the full hyperkähler structure on $M$.

### 2.4 A geometric view

We have just reviewed a description of the hyperkähler structure on $M$ in terms of some locally defined basis functions $Y_{\gamma}$. For use in the rest of this note, it will be useful to have a slightly more geometric point of view on this construction.

We consider an auxiliary complex torus $T$ with coordinate functions $Y_\gamma : T \to \mathbb{C}^\times$ for $\gamma \in \Gamma$, obeying the relation

$$Y_{\gamma}Y_{\gamma'} = (-1)^{\langle \gamma,\gamma' \rangle}Y_{\gamma + \gamma'}.$$  

(2.9)

$T$ carries a canonical holomorphic symplectic form induced by the pairing $\langle , \rangle$, namely $\omega_T = \langle d\log Y, d\log Y \rangle$.

Then we can think of the functions $Y_\gamma$, $\gamma \in \Gamma$, as the components of a single map $Y : \mathcal{M} \to T$: equivalently,

$$Y_\gamma = Y^\gamma Y_\gamma.$$  

(2.10)

Up to some irrelevant overall factors, $\varpi$ is the pullback to $\mathcal{M}$ of a canonical complex symplectic form on $T$:

$$\varpi = \frac{1}{4\pi^2 R} Y^\gamma \omega_T.$$  

(2.11)

In other words, the construction of the complex symplectic structure $\varpi$ on $\mathcal{M}$ is simply to pull back that structure from the complex symplectic torus $T$, via the map $Y$.

For any $\gamma' \in \Gamma$, we can define a (birational) automorphism $K_{\gamma'}$ of $T$ by

$$K_{\gamma'}^* X_\gamma = X_\gamma(1 - X_{\gamma'})(\gamma,\gamma').$$  

(2.12)

---

4As usual, this is a local construction over a patch of $\mathcal{B}$ where $\Gamma$ can be trivialized. It could be made global by considering $T$ to be a local system of tori. In that case the map $Y$ becomes a globally defined object, although the individual $Y_{\gamma}$ are still only local. This is the most perfectly invariant description of the situation, but hard experience has shown that it also tends to be perfectly confusing to the reader.
(These automorphisms appeared prominently in [24].) The discontinuities of the functions \( Y_\gamma \) then can be expressed in terms of the map \( \mathcal{Y} \) as

\[
Y^+ = K_{\gamma'}^{\Omega} \circ Y^-.
\]  
(2.13)

So as we cross the ray \( \ell_{\gamma'} \), the map \( \mathcal{Y} \) jumps by composition with the automorphism \( K_{\gamma'}^{\Omega} \).

The torus \( T \) possesses a natural real structure map, \( \rho : T \to \bar{T} \), defined by

\[
\rho^* Y_\gamma = Y_{-\gamma}. 
\]  
(2.14)

The fixed locus of \( \rho \) is the locus where all \( |Y_\gamma| = 1 \), a real torus. The map \( \mathcal{Y} \) obeys the reality condition

\[
\mathcal{Y}(\xi) = \rho^* \mathcal{Y}(-1/\bar{\xi}).
\]  
(2.15)

3 A complex line bundle \( V \) over \( M \)

The purpose of this section is to describe a complex line bundle \( V \) over \( M \), equipped with a canonical Hermitian metric \( \| \cdot \| \) and unitary connection \( \nabla \).

Restricted to each torus fiber \( M_u \), the construction of \( V \) is basically a standard one; the only part which may be slightly novel is the role of the twisting function, which serves to make \( V \) completely canonical (rather than depending on a choice of quadratic refinement of the pairing \( \langle \cdot, \cdot \rangle \)). One has to extend this standard construction from a single fiber \( M_u \) to the whole of \( M \). This is done using the flat parallel transport given by the canonical coordinates \( \varphi_\gamma \). A construction closely related to the one described here was given previously in [17].

We will first produce a line bundle \( V^\sigma \) which depends on a choice of a quadratic refinement \( \sigma \), i.e. a map \( \sigma : \Gamma \to \mathbb{Z}_2 \) obeying

\[
\sigma(\gamma)\sigma(\gamma') = (-1)^{\langle \gamma, \gamma' \rangle}\sigma(\gamma + \gamma').
\]  
(3.1)

The quadratic refinement \( \sigma \) may exist only locally, so \( V^\sigma \) generally lives only over a local patch \( M^\sigma \) of \( M \). Then we will give isomorphisms \( \iota^{\sigma \sigma'} : V^{\sigma'} \to V^\sigma \) for any \( \sigma, \sigma' \), obeying \( \iota^{\sigma \sigma'} \circ \iota^{\sigma' \sigma''} = \iota^{\sigma \sigma''} \). Using these to glue, we get a line bundle \( V \) over the whole \( M \). It would be nice to have a more direct way of producing \( V \) without using the intermediaries \( V^\sigma \).

So, choose a quadratic refinement \( \sigma \). We introduce new coordinate functions on \( M^\sigma \),

\[
\varphi^\sigma_\gamma = \sigma(\gamma)\varphi_\gamma.
\]  
(3.2)

These functions obey an untwisted multiplicative law,

\[
\varphi^\sigma_\gamma \varphi^\sigma_\gamma' = \varphi^\sigma_{\gamma + \gamma'}.
\]  
(3.3)

The \( \varphi^\sigma_\gamma \) do not admit single-valued logarithms on \( M^\sigma \); let \( N^\sigma \) be the minimal covering space on which all such logarithms do exist. \( N^\sigma \) is a fiberwise universal cover of \( M^\sigma \), with fiber the linear space \( \Gamma^* \otimes_{\mathbb{Z}} \mathbb{R} \). Given a point \( \theta^\sigma \) in this fiber we have

\[
\varphi^\sigma_\gamma = e^{i\theta^\sigma}. 
\]  
(3.4)

\( M^\sigma \) can be recovered from \( N^\sigma \) by dividing out by an action of \( \Gamma^* \),

\[
T_\delta(\theta^\sigma) = \theta^\sigma + 2\pi\delta.
\]  
(3.5)
Now we consider the trivial line bundle $W^\sigma = \mathbb{C} \times N^\sigma$ over $N^\sigma$. $W^\sigma$ carries a connection $\nabla = d + A^\sigma$ where $A^\sigma$ is a 1-form on $N^\sigma$,

$$A^\sigma = \frac{i}{4\pi} \langle \theta^\sigma, d\theta^\sigma \rangle. \quad (3.6)$$

The action of $\Gamma^*$ on $N^\sigma$ lifts to an action on $W^\sigma$,

$$T_\delta(\theta^\sigma, \psi^\sigma) = (\theta^\sigma + 2\pi \delta, \psi^\sigma \sigma(\delta) e^{\frac{i}{2} (\theta^\sigma, \delta)}). \quad (3.7)$$

Here we have used the isomorphism $\Gamma \simeq \Gamma^*$ in order to define the symbol $\sigma(\delta)$. One checks directly that $T_\delta T_\gamma = T_{\delta + \gamma}$; this would have failed without including $\sigma(\delta)$. Moreover, the connection $\nabla$ is invariant under $T_\delta$. We thus obtain a quotient line bundle $V^\sigma = W^\sigma/\Gamma^*$ over $\mathcal{M}^\sigma$, with connection.

Finally, suppose given two quadratic refinements $\sigma, \sigma'$. The two differ by $\sigma(\gamma)/\sigma'(\gamma) = (-1)^{c^\sigma \gamma} \gamma$, for some $c^\sigma \gamma \in \Gamma^*$ (in fact there are many possible $c^\sigma \gamma$ obeying this equation since we are free to shift by an element of $2\Gamma^*$). This $c^\sigma \gamma$ determines a map $W^\sigma \to W^\sigma'$ by

$$\theta^\sigma' = \theta^\sigma + \pi c^\sigma \gamma', \quad \psi^\sigma' = \psi^\sigma e^{\frac{i}{2} (\theta^\sigma, c^\sigma \gamma')} \quad (3.8)$$

A short computation shows this map indeed commutes with the action of $\Gamma^*$ and thus descends to an isomorphism between $V^\sigma$ and $V^\sigma'$, which moreover is independent of the choice of $c^\sigma \gamma$, and is compatible with the connections. This gives the isomorphism $\nu^\sigma$ we claimed. That completes the construction.

While the $\theta^\sigma$ do not descend to $\mathcal{M}$, their differentials do; indeed this gives a canonical $\Gamma^*$-valued 1-form $d\theta$ on $\mathcal{M}$. The curvature of the connection $\nabla$ in $V$ is a 2-form on $\mathcal{M}$,

$$F = \frac{i}{4\pi} \langle d\theta, d\theta \rangle. \quad (3.10)$$

This formula implies in particular that $V$ is “minimally quantized”: the integrals of $\frac{1}{2\pi i} F$ along 2-cycles in the torus fiber generate $\mathbb{Z}$. (Much of the subtlety of the above construction was related to the fact that we were trying to get this minimally quantized bundle. If we had settled for a construction of $V^2$ instead of $V$, the discussion would have been considerably simpler.)

### 4 Constructing a hyperholomorphic structure on $V$

#### 4.1 Hyperholomorphic structures

Our goal in the rest of the paper is to describe a hyperholomorphic structure on the Hermitian line bundle $V$. In one sentence, what this means is that we will give a unitary connection $D$ in $V$ such that the curvature 2-form $F$ on $\mathcal{M}$ is of type $(1,1)_\zeta$ for all $\zeta \in \mathbb{CP}^1$.

The name “hyperholomorphic” arises from the fundamental fact that, just as a hyperkähler manifold $\mathcal{M}$ is a Kähler manifold in a $\mathbb{CP}^1$ worth of ways, a hyperholomorphic line bundle $V$ is a holomorphic line bundle in a $\mathbb{CP}^1$ worth of ways. To see this, suppose we have found a $D$ as above. For each $\zeta$, let $D^{(0,1)\zeta}$ denote the $(0,1)$ part of $D$, with respect to complex structure $J_\zeta$ on $\mathcal{M}$. The vanishing of $F^{(0,2)\zeta}$ is equivalent to the statement that $D^{(0,1)\zeta}$ squares to zero when acting on form-valued sections, and so defines a “Cauchy-Riemann operator” on $V$ over $\mathcal{M}_\zeta$. In other words, we can equip $V$ with the structure of a holomorphic line bundle $V_\zeta$ over $\mathcal{M}_\zeta$ by declaring that the holomorphic sections of $V_\zeta$ are just the sections of $V$ that are annihilated by $D^{(0,1)\zeta}$. 
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Our approach to constructing the connection $D$ will be to construct directly the holomorphic structures $V_\zeta$ on $V$ for $\zeta \in \mathbb{C}^\times$, in a way that varies holomorphically with $\zeta$, while paying enough attention to the asymptotics to ensure that the holomorphic structure actually extends to $\zeta = 0$ and $\zeta = \infty$. As it turns out, this will be enough to show that these holomorphic structures indeed come from a single connection $D$ in $V$.

4.2 The bundle $\mathcal{V}$

We begin by defining a holomorphic line bundle $\mathcal{V}$ over the torus $T$ which appeared in Section 2.4. The definition of $\mathcal{V}$ is essentially an analytic continuation of the definition of $V$ we gave in Section 3: we just need to replace the real torus $\mathcal{M}_u \simeq (S^1)^{2r}$ by the complex torus $T \simeq (\mathbb{C}^\times)^{2r}$.

Thus, following the pattern of Section 3, we first produce a line bundle $\mathcal{V}^\sigma$ over $T$ which depends on a choice of a quadratic refinement $\sigma$, then identify the different $\mathcal{V}^\sigma$ to get a single bundle $\mathcal{V}$. I do not repeat the whole story here; the only difference from Section 3 is that we replace the $U(1)$-valued functions $\varphi_\gamma$ by the $\mathbb{C} \times$-valued functions $X_\gamma$, and similarly replace their $\mathbb{R}$-valued logarithms $\theta_\gamma^\sigma$ by $\mathbb{C}$-valued logarithms $x_\gamma^\sigma$, functions on a covering $U^\sigma$ of $T$.

For future reference we write the most important formulas here. The analogue of (3.7), giving the $\Gamma^\ast$-action on the bundle, is

$$T_\delta(x^\sigma, \psi^\sigma) = (x^\sigma + 2\pi\delta, \psi^\sigma \sigma(\delta)e^{\frac{i}{2}\langle x^\sigma, \delta \rangle}). \quad (4.1)$$

The analogue of (3.8), (3.9) giving the effect of changing the quadratic refinement is

$$x^\sigma' = x^\sigma + \pi c^\sigma\sigma', \quad (4.2)$$

$$\psi^\sigma' = \psi^\sigma e^{\frac{i}{2}\langle x^\sigma, c^\sigma\sigma' \rangle}. \quad (4.3)$$

Just as $V$ carried a canonical connection, $\mathcal{V}$ carries a canonical holomorphic connection. The curvature of this holomorphic connection is the symplectic form $\omega_T$. Unlike $V$, though, $\mathcal{V}$ does not have any natural Hermitian structure; what it has instead is a natural isomorphism

$$\rho^\ast \mathcal{V} \simeq \bar{\mathcal{V}}. \quad (4.4)$$

In the rest of this note we will generally encounter not $V$ directly but rather its pullback $\mathcal{Y}(\zeta)^\ast \mathcal{V}$ to $\mathcal{M}$: our aim is to identify $V$ with this pullback and thus induce a family of holomorphic structures $V_\zeta$ on $V$. In thinking about this pullback two important issues arise, one concerning logarithms, the other concerning dilogarithms. We turn next to these points.

4.3 Canonical logarithms

The first issue is relatively straightforward: it concerns the existence of the “logarithm” of $\mathcal{Y}$. More precisely: since both $V$ and $\mathcal{V}$ are defined using coverings of the spaces where they live, it will be technically useful to know that the map $\mathcal{Y}(\zeta)$ lifts to these coverings. We call the lifted map $\log \mathcal{Y}$:

$$\begin{array}{ccc}
\mathcal{N}^\sigma & \xrightarrow{\log \mathcal{Y}(\zeta)} & U^\sigma \\
\downarrow & & \downarrow \\
\mathcal{M} & \xrightarrow{\mathcal{Y}(\zeta)} & T
\end{array} \quad (4.5)$$
The existence of such a lifting can easily be seen for the semiflat approximation $\mathcal{Y}^{sf}$, which implies it holds also for the exact $\mathcal{Y}$ at least when $R$ is large enough. In particular we can pull back the functions $x_\gamma^\sigma$ from $U^\sigma$ to $N^\sigma$: we define

$$\xi^\sigma_\gamma = (\log \mathcal{Y})^* x_\gamma^\sigma. \quad (4.6)$$

On $N^\sigma$, these pulled-back functions obey a complexified analog of (3.2), (3.4):

$$\mathcal{Y}_\gamma = \sigma(\gamma) e^{i \xi^\sigma_\gamma}. \quad (4.7)$$

So up to the tricky sign $\sigma(\gamma)$, $\xi_\gamma$ is a logarithm of $\mathcal{Y}_\gamma$.

### 4.4 Canonical dilogarithm

There is also a second, more serious difficulty in talking about $\mathcal{Y}(\zeta)^* \mathcal{V}$. As we have explained in Sections 2.3-2.4, $\mathcal{Y}(\zeta)$ is a discontinuous map: when we cross the ray $\ell_\gamma'$, it jumps by composition with the automorphism $K^{\Omega(\gamma)}$ of $T$. This being so, what should we even mean by $\mathcal{Y}(\zeta)^* \mathcal{V}$?

Recall that we denoted by $\mathcal{Y}^\pm$ the two limits of $\mathcal{Y}$ as $\zeta$ approaches $\ell_\gamma'$ from the two possible directions. Our problem is that the two line bundles $(\mathcal{Y}^+)^* \mathcal{V}$ and $(\mathcal{Y}^-)^* \mathcal{V}$ appear to be different. The latter can also be written as $(\mathcal{Y}^+)^* (K^{\Omega(\gamma')})^* \mathcal{V}$. After this rewriting, the apparent difficulty is to relate $\mathcal{V}$ and $(K^{\Omega(\gamma')})^* \mathcal{V}$.

Luckily, these two bundles are actually canonically isomorphic. Indeed, there is a natural trivializing section $L_\gamma$ of the difference bundle $\text{Hom}(\mathcal{V}, K^*_\gamma \mathcal{V})$. Thus, what we will mean by a “holomorphic section of $\mathcal{Y}(\zeta)^* \mathcal{V}$” is a holomorphic section $s$ of $\mathcal{Y}(\zeta)^* \mathcal{V}$ away from the rays $\ell_\gamma'$, such that the limits $s^+$, $s^-$ at $\ell_\gamma'$ are related by $s^+ = s^- \otimes (\mathcal{Y}^-)^* L^{\Omega(\gamma')}_\gamma$. With this notion of holomorphic section, $\mathcal{Y}(\zeta)^* \mathcal{V}$ becomes an honest holomorphic line bundle over $M$.

To see that $L_\gamma$ exists we will just write a concrete formula for it. To do so, though, we again need to work not on $T$ but on some covering. As we have just described, sections of $\mathcal{V}$ can be conveniently described as functions on $U^\sigma$ with an appropriate $\Gamma^*$-equivariance. On the other hand, sections of $K^*_\gamma \mathcal{V}$ cannot be described this way: rather they are functions on the pulled-back covering $K^*_\gamma U^\sigma$.

To describe $L_\gamma$ we work over the smallest common refinement of these two coverings:

$$U \longrightarrow UU^\sigma_\gamma \longrightarrow K^*_\gamma U^\sigma \longrightarrow T$$

On the common refinement $UU^\sigma_\gamma$, we have not only a single-valued logarithm of $Y_\gamma$ but also of $(1 - Y_\gamma)$. We define the desired $L^\sigma_\gamma$ by

$$L^\sigma_\gamma = \exp \left[ \frac{1}{2\pi i} (\text{Li}_2(Y_\gamma) + \frac{1}{2} x_\gamma^\sigma \log(1 - Y_\gamma)) \right], \quad (4.8)$$

which is also single-valued on this covering. One can check directly using the branch structure of $\text{Li}_2$ that $L^\sigma_\gamma$ is indeed a section of $\text{Hom}(\mathcal{V}, K^*_\gamma \mathcal{V})$. 
4.5 Identifying $V$ and $V_\zeta$

We now define a holomorphic line bundle $V_\zeta$ on $M_\zeta$ by

$$V_\zeta = \mathcal{Y}(\zeta)^*V.$$  \hfill (4.9)

$V_\zeta$ is topologically the same as $V$, so now we are in a position to build a family of holomorphic structures $V_\zeta$ on $V$: all we need is an identification between $V$ and $V_\zeta$, i.e. a nowhere-vanishing section $\Psi(\zeta)$ of the line bundle $\text{Hom}(V_\zeta, V)$. Our goal is to construct this family of holomorphic structures in such a way that the $V_\zeta$ all come from an underlying hyperholomorphic connection $D$ in $V$.

In the next few sections we will explain how $\Psi(\zeta)$ will be constructed. For now we focus on what properties of $\Psi(\zeta)$ are needed in order to guarantee that the $V_\zeta$ indeed come from a hyperholomorphic connection. We state these properties as “assumptions” about $\Psi$; in later sections we will see that our assumptions indeed hold for the $\Psi(\zeta)$ we construct.

- It is known from [5] that locally on $M$ one can find complex vector fields $v^{(0)}_i, v^{(1)}_i, i = 1, \ldots, 2r$, such that

$$v_i(\zeta) = v^{(0)}_i + \zeta v^{(1)}_i \quad (i = 1, \ldots, 2r) \quad \text{span } T^{0,1} M_\zeta,$$

and

$$v_{i+r}(\zeta) = \zeta v_i(-1/\overline{\zeta}). \quad (4.11)$$

If we fix a trivialization of $V$, we may define functions $f^{(0)}_i, f^{(1)}_i$ on $M$ by

$$v_i(\zeta) = v^{(0)}_i + \zeta v^{(1)}_i \quad (i = 1, \ldots, 2r) \quad \text{span } T^{0,1} M_\zeta,$$

and

$$v_{i+r}(\zeta) = \zeta v_i(-1/\overline{\zeta}). \quad (4.11)$$

(4.12)

\[ \partial v_i(\zeta) + f_i(\zeta) \Psi(\zeta) = 0 \quad (i = 1, \ldots, 2r) \]

where $\partial$ is the Cauchy-Riemann operator giving the holomorphic structure in $V_\zeta^*$. Our first assumption on $\Psi(\zeta)$ is that $f_i(\zeta)$ has the same $\zeta$ dependence as does $v_i(\zeta)$, i.e.

$$f_i(\zeta) = f^{(0)}_i + \zeta f^{(1)}_i. \quad (4.13)$$

(Below we will interpret (4.12) as the Cauchy-Riemann equations saying that $\Psi$ is a holomorphic section of $\text{Hom}(V_\zeta, V_\zeta)$. In particular, the coefficient functions $f_i(\zeta)$ determine the Cauchy-Riemann operator and thus the holomorphic structure in $V_\zeta$.)

- For each fixed $x \in M$, we assume $\Psi(x; \zeta)$ is holomorphic in $\zeta$ on a dense subset of $\mathbb{C}^\times$. (In our application, $\Psi(x; \zeta)$ will be holomorphic away from a countable union of rays running from 0 to $\infty$)

- We assume $\Psi$ obeys the reality condition

$$\Psi(\zeta) \overline{\Psi(-1/\overline{\zeta})} = 1. \quad (4.14)$$

(In writing this equation we used the isomorphisms $\rho^* V \simeq \overline{V}^*$ and $V \simeq \overline{V}^*$.) Note that from this condition and (4.11), (4.12) it follows that

$$f_{i+r}(\zeta) = \zeta f_i(-1/\overline{\zeta}). \quad (4.15)$$

Given $\Psi(\zeta)$ obeying all the above conditions, all of the holomorphic structures $V_\zeta$ indeed come from a single unitary connection $D$ in $V$. To write $D$ explicitly let us work in a unitary trivialization of $V$. From above, this trivialization determines functions $f^{(0)}_i$ and $f^{(1)}_i$. We then write $D = d + A$, with $A$ determined by

$$t_{v^{(0)}_i} A = f^{(0)}_i, \quad t_{v^{(1)}_i} A = f^{(1)}_i, \quad (4.16)$$

or equivalently

$$t_{v_i(\zeta)} A = f_i(\zeta). \quad (4.17)$$

The unitarity of $D$ follows from (4.11), (4.15).
5 The semiflat case

So far we have constructed a complex unitary line bundle $V$ over $\mathcal{M}$, and explained our general strategy for equipping it with a hyperholomorphic connection $D$. In this section we begin implementing this strategy.

We first consider a simplified situation in which we neglect the instanton corrections coming from 4d BPS particles, i.e. we take the hyperkähler structure on $\mathcal{M}$ to be the one arising from naive dimensional reduction of the theory $T_4$. The corresponding hyperkähler metric was written down first in [34] and is sometimes called the “c-map metric”; we call it the “semiflat metric”. It is characterized [5] by the condition that the functions $Y_{sf}^\gamma$ given in (2.4) are complex Darboux coordinates.

5.1 The hyperholomorphic connection

In this case we can write down a hyperholomorphic connection in $V$ very simply:

$$A^\sigma = A_{sf,\sigma} = \frac{i}{4\pi} \langle \theta^\sigma, d\theta \rangle + \frac{i\pi R^2}{4} (\langle Z, d\bar{Z} \rangle + \langle \bar{Z}, dZ \rangle).$$

(5.1)

Note that this differs from (3.6) only by the addition of the second term. In particular, it indeed descends to a connection in $V$, for the same reason that (3.6) does. The corresponding curvature is

$$F = F_{sf} = \frac{i}{4\pi} \langle d\theta, d\theta \rangle + \frac{i\pi R^2}{2} \langle dZ, d\bar{Z} \rangle.$$

(5.2)

As befits the curvature of a hyperholomorphic connection, $F$ is of type $(1,1)$ for all $\zeta$; one could prove this directly, but we do not bother since it is an automatic consequence of the construction we give in the next section.

$F$ differs from the Kähler form on $\mathcal{M}$ in the complex structure $J_{\zeta=0}$ only by an irrelevant factor $2\pi i R$ and a crucial relative minus sign,

$$2\pi i R \omega_{\zeta=0} = -\frac{i}{4\pi} \langle d\theta, d\theta \rangle + \frac{i\pi R^2}{2} \langle dZ, d\bar{Z} \rangle.$$

(5.3)

5.2 Twistorial construction

Now let us explain how the connection (5.1) can arise from the twistorial construction we gave in Section 4. The main ingredient in that construction is the object $\Psi$ defined there. In this case we can give $\Psi$ directly by an explicit formula (chosen teleologically to produce the desired $A$ below):

$$\Psi^\sigma = \Psi_{sf,\sigma} = \exp \left[ \frac{i\pi R^2}{4} \left( \zeta^{-1} U + \zeta^2 \bar{U} \right) - \frac{R}{4} \left( \zeta^{-1} W^\sigma + \zeta \bar{W}^\sigma \right) \right],$$

(5.4)

where

$$U = \int \langle Z, dZ \rangle,$$

(5.5)

$$W^\sigma = \langle Z, \theta^\sigma \rangle.$$

(5.6)

$U$ is a function on $\mathcal{B}$ (through the upper limit of the integral), which we think of as a function on $\mathcal{M}$ by pullback. It is insensitive to small deformations of the contour of integration thanks to (2.1), but does depend on a choice of base-point on $\mathcal{B}$ (the lower limit of the integral) and in principle
on the homotopy class of the contour. In all examples I know, \( \pi_1(B) \) actually vanishes, so there is no issue of homotopy; one does have to worry about the base-point, but this is just a single choice made once and for all. Having made this choice, \( \Psi^\sigma \) becomes well defined over \( \mathcal{N}^\sigma \), and descends to a globally defined section of \( \text{Hom}(\mathcal{V}_\zeta, V) \) over \( \mathcal{M} \).\(^5\)

The next important ingredient in the recipe of Section 4 is a basis for the \((0, 1)\) vector fields on \( \mathcal{M} \). For the particular \( \mathcal{M} \) we are now considering, such a basis was given in [5]:

\[
v_\ell(\zeta) = i\pi R \frac{\partial Z}{\partial u^\ell} \cdot \frac{\partial}{\partial \theta} + \zeta \frac{\partial}{\partial u^\ell}, \quad \ell = 1, \ldots, r, \tag{5.10}
\]

\[
v_{\ell+r}(\zeta) = \frac{\partial}{\partial \bar{u}^\ell} + i\pi R \zeta \frac{\partial \bar{Z}}{\partial \bar{u}^\ell} \cdot \frac{\partial}{\partial \bar{\theta}}, \quad \ell = 1, \ldots, r. \tag{5.11}
\]

Applying these vector fields to \( \Psi^\sigma \) we have

\[
(\bar{\partial} v_\ell(\zeta) + f_\ell(\zeta)) \Psi = 0, \tag{5.12}
\]

where

\[
f_\ell(\zeta) = \frac{R}{4} \left< \frac{\partial Z}{\partial u^\ell}, \theta^\sigma \right> + \frac{i\pi R^2}{4} \zeta \left< \bar{Z}, \frac{\partial Z}{\partial u^\ell} \right>, \quad \ell = 1, \ldots, r, \tag{5.13}
\]

\[
f_{\ell+r}(\zeta) = \frac{i\pi R^2}{4} \left< Z, \frac{\partial \bar{Z}}{\partial \bar{u}^\ell} \right> + \frac{R}{4} \left< \frac{\partial \bar{Z}}{\partial \bar{u}^\ell}, \theta^\sigma \right>, \quad \ell = 1, \ldots, r. \tag{5.14}
\]

Note that the \( f_\ell \) are of the simple form (4.13), so our twistorial construction of a hyperholomorphic connection can be applied. Moreover we compute directly that the connection (5.1) indeed obeys (4.17) with this \( f \).

So our twistorial construction starting from (5.4) has produced the desired hyperholomorphic connection \( A \) in \( V \).

### 6 U(1) theory with 1 hypermultiplet

So far we have applied our twistorial construction of a hyperholomorphic connection \( D \) to the simple “semiflat” case. Now we begin to consider the inclusion of quantum corrections coming from BPS particles of the 4d theory: in other words we confront the case where the hyperkähler structure on \( \mathcal{M} \) is determined by the exact equation (2.5) rather than the approximation (2.4).

\(^5\)We should check that (5.4) indeed defines a section of \( \text{Hom}(\mathcal{V}_\zeta, V) \). We use the fact that the canonical logarithms \( \xi^\sigma \) are given concretely by the log of (2.4),

\[
\xi^\sigma = -i \left[ \pi R (\zeta^{-1} Z + \zeta \bar{Z}) \right] + \theta^\sigma. \tag{5.7}
\]

Under the shift \( T_\delta \), \( \Psi^\sigma \) is transformed by a factor

\[
\exp \left[ -\frac{\pi R}{2} (\zeta^{-1} (Z, \delta) + \zeta (\bar{Z}, \delta)) \right] = \exp \left[ \frac{i}{2} (\theta^\sigma - \xi^\sigma, \delta) \right]. \tag{5.8}
\]

This matches the expected transformation for a section of \( \text{Hom}(\mathcal{V}_\zeta, V) \) according to (3.7), (4.1). Moreover, if \( \sigma(\gamma)/\sigma'(\gamma) = (-1)^{\sigma^\sigma \cdot \gamma} \) then

\[
\Psi^\sigma'/\Psi^\sigma = \exp \left[ -\frac{\pi R}{4} (\zeta^{-1} (Z, e^{\sigma^\sigma'} \gamma) + \zeta (\bar{Z}, e^{\sigma^\sigma'} \gamma)) \right] = \exp \left[ \frac{i}{4} (\theta^\sigma - \xi^\sigma, e^{\sigma^\sigma'}) \right] \tag{5.9}
\]

which is also as it should be, according to (3.9), (4.3).
As in [5], the only cases which we can study exactly are ones in which the BPS particles carry only electric charges (in some duality frame), as opposed to the usual situation where we have both electrically and magnetically charged BPS particles (in every duality frame.)

The most fundamental example we can study exactly arises by taking $T^4$ to be the $\mathcal{N} = 2$ supersymmetric Yang-Mills theory with gauge group $U(1)$, coupled to a single matter hypermultiplet of charge 1. This theory is not asymptotically free, but that does not pose a real obstacle for the analysis we are doing here (it does mean that the metric on $\mathcal{M}$ will be incomplete.) The hyperkähler metric on $\mathcal{M}$ in this case (sometimes called “Ooguri-Vafa metric” or “periodic NUT space”) was described in [3, 4], and reconsidered in [5] as an example of the general twistorial construction of hyperkähler metrics there. In this section we extend that discussion to include the hyperholomorphic line bundle $V$ over $\mathcal{M}$.

We will first write down an explicit formula for a hyperholomorphic connection $D$, and then verify that our twistorial construction reproduces that connection. One important consequence of this result is that the connection $D$ produced by the twistorial construction actually extends even over the naively “singular” locus where the torus fibers of $\mathcal{M}$ degenerate, although $D^{\text{sf}}$ does not. This is similar to what happened in the construction of $\mathcal{M}$ itself in [5]: the BPS instanton corrections smooth out the singularities.

6.1 Review

First we recall the data of the theory $T^4$ and the structure of $\mathcal{M}$. The Coulomb branch $\mathcal{B}$ is the open disc

$$\mathcal{B} = \{a : |a| < |\Lambda| \} \subset \mathbb{C}. \quad (6.1)$$

The discriminant locus $\mathcal{B}_{\text{sing}}$ consists of the single point $a = 0$; at this point the effective $U(1)$ theory with the hypermultiplet integrated out becomes singular. The charge lattice $\Gamma$ has rank 2, with local generators $\gamma_e$ and $\gamma_m$ obeying $\langle \gamma_m, \gamma_e \rangle = 1$, and counterclockwise monodromy around $a = 0$ given by

$$\gamma_e \mapsto \gamma_e, \quad \gamma_m \mapsto \gamma_m + \gamma_e. \quad (6.2)$$

(So $\gamma_e$ is a global section of $\Gamma$, but $\gamma_m$ only exists locally.) The central charges are

$$Z_{\gamma_e} = a, \quad Z_{\gamma_m} = \frac{1}{2\pi i} (a \log a - a). \quad (6.3)$$

Our discussion in Section 2.2 says $\mathcal{M}$ is fibered over the disc $\mathcal{B}$, with the generic fiber a 2-torus coordinatized by $\varphi_e$ and $\varphi_m$, and with some kind of degenerate fiber over $a = 0$. Since $\gamma_e$ is monodromy invariant, the coordinate $\varphi_e$ actually exists globally, i.e. we have a global circle factor in $\mathcal{M}$: so we can view $\mathcal{M}$ as fibered over the three-dimensional base $\mathcal{B} \times S^1$, with the generic fiber a circle, but with potential degenerate fibers over the circle $\{a = 0\} \times S^1$.

To write the hyperkähler metric on $\mathcal{M}$ explicitly, it is convenient to construct it on a covering space $\mathcal{N}^\sigma$ associated to a choice of quadratic refinement $\sigma$. So, let $\sigma$ be the quadratic refinement determined by

$$\sigma(\gamma_e) = -1, \quad \sigma(\gamma_m) = 1. \quad (6.4)$$

This $\sigma$ is actually invariant under the monodromy (6.2) around $a = 0$, hence is globally defined over $\mathcal{B}$, which simplifies our life: we never have to consider any other quadratic refinement, and so in the rest of Section 6 we can drop the superscript $\sigma$. The covering space $\mathcal{N}$ has coordinates
$a \in \mathbb{C}, \theta_e \in \mathbb{R}$ and $\theta_m \in \mathbb{R}; a$ and $\theta_e$ are global, while $\theta_m$ is only local (as it depends on a choice of $\gamma_m$). We will view $\mathcal{N}$ as an affine $\mathbb{R}$-bundle over the base $B \times \mathbb{R}$ coordinatized by $a$, $\theta_e$.

Since the 4d theory has no magnetically charged BPS particles, there are no instanton corrections that depend on $\theta_m$, and hence shifts of $\theta_m$ are isometries of $\mathcal{N}$. This implies that the hyperkähler metric in $\mathcal{N}$ is of the “Gibbons-Hawking” form: it is determined by a positive harmonic function $H$ on $B \times \mathbb{R}$ (with singularities) and a connection in $\mathcal{N}$ with connection 1-form $\Theta$. The Gibbons-Hawking form of the metric is

$$g = H d\vec{x}^2 + H^{-1} \Theta^2,$$  \hspace{1cm} (6.5)

where we introduced a vector $\vec{x}$ on the base $B \times \mathbb{R}$ by

$$a = x^1 + i x^2, \quad \theta_e = 2 \pi R x^3.$$  \hspace{1cm} (6.6)

Any metric of the form (6.5) is known to be hyperkähler, provided that the curvature of the connection obeys

$$d\Theta = \star dH.$$  \hspace{1cm} (6.7)

In order for the metric to descend to the quotient $\mathcal{M}$, we require further

$$H(a, \theta_e + 2\pi) = H(a, \theta_e), \quad B(a, \theta_e + 2\pi) = B(a, \theta_e).$$  \hspace{1cm} (6.8)

The explicit function $H$ in our case is

$$H = \frac{R}{4 \pi} \sum_{n=-\infty}^{\infty} \left( \frac{1}{\sqrt{R^2|a|^2 + (\frac{\theta_e}{2\pi} + n + \frac{1}{2})^2}} - \kappa_n \right).$$  \hspace{1cm} (6.9)

Here the $\kappa_n$ are some irrelevant constants, whose only purpose is to ensure convergence of the sum. In particular, (6.9) says $H$ is singular only at the periodic array of points $a = 0, \theta_e = 2\pi(n + \frac{1}{2})$. Poisson resummation gives $H = H^\text{sf} + H^\text{inst}$, where (for appropriate $\kappa_n$)

$$H^\text{sf} = \frac{-R}{4\pi} \left( \log \frac{a}{\Lambda} + \log \frac{\bar{a}}{\bar{\Lambda}} \right),$$  \hspace{1cm} (6.10)

$$H^\text{inst} = \frac{R}{2\pi} \sum_{n \neq 0} e^{in\theta_e} K_0(2\pi R|na|).$$  \hspace{1cm} (6.11)

Here and below, $K_k$ denotes the $k$-th modified Bessel function.

Locally on $B$, when we make a choice of generator $\gamma_m$ as above, we get a local coordinate $\theta_m$ which trivializes the affine $\mathbb{R}$-bundle $\mathcal{N}$. Then we can represent the connection as

$$\Theta = \frac{d\theta_m}{2\pi} + B,$$  \hspace{1cm} (6.12)

with $B$ a locally defined 1-form on $B \times \mathbb{R}$. This will be convenient for writing concrete formulas. In our case $B$ decomposes as $B = B^\text{sf} + B^\text{inst}$ with

$$B^\text{sf} = \frac{i}{8\pi^2} \left( \log \frac{a}{\Lambda} - \log \frac{\bar{a}}{\bar{\Lambda}} \right) d\theta_e,$$  \hspace{1cm} (6.13)

$$B^\text{inst} = -\frac{R}{4\pi} \left( \frac{da}{a} - \frac{d\bar{a}}{\bar{a}} \right) \sum_{n \neq 0} e^{in\theta_e} |a|(-1)^n \text{sgn}(n) K_1(2\pi R|na|).$$  \hspace{1cm} (6.14)

(The need to choose a branch of the logarithm in (6.13) reflects the fact that $B$ is only locally defined. Indeed, changing the branch shifts $B$ by $k d\theta_e/2\pi$, for some $k \in \mathbb{Z}$. This shift corresponds to changing our choice of $\gamma_m$ by $\gamma_m \to \gamma_m - k \gamma_e$, giving $\theta_m \to \theta_m - k \theta_e$, so that $\Theta$ in (6.12) is invariant and globally defined.)
6.2 The hyperholomorphic bundle $V$

Now we describe a hyperholomorphic line bundle $V$ over the Ooguri-Vafa space $\mathcal{M}$.

As a Hermitian line bundle, $V$ is constructed according to our usual recipe from Section 3. So $V$ is the quotient of $\mathcal{N} \times \mathbb{C}$ by the $\Gamma^*$ action with generators

$$
T_e(\theta_e, \theta_m, \psi) = (\theta_e + 2\pi, \theta_m, \psi e^{i\theta_m}), \quad T_m(\theta_e, \theta_m, \psi) = (\theta_e, \theta_m + 2\pi, -\psi e^{-i\theta_e}). \tag{6.15}
$$

Our hyperholomorphic connection in $V$ is of the form

$$
A = -i\frac{P}{H} \Theta + i\alpha + i\frac{4\pi}{d(\theta_e \theta_m)} \tag{6.16}
$$

where $P$ is a harmonic function on $\mathcal{B} \times \mathbb{R}$, and $\alpha$ is a 1-form on $\mathcal{B} \times \mathbb{R}$ obeying

$$
d\alpha = \ast dP \tag{6.17}
$$

(such 1-forms exist since $P$ is harmonic). It is a straightforward exercise to show that if $N$ is any Gibbons-Hawking space, i.e. a space with metric (6.5), with the 1-form $A$ given by (6.16), then $F = dA$ is indeed of type $(1,1) \zeta$ for all $\zeta \in \mathbb{CP}^1$. In our case $P$ will be engineered moreover to obey

$$
P(a, \theta_e + 2\pi) = P(a, \theta_e) + 2\pi H(a, \theta_e), \tag{6.18}
$$

which guarantees that $A$ indeed descends to a connection in $V$ over $\mathcal{M}$.

The desired $P$ can be given explicitly in the form

$$
P(a, \theta_e) = -\frac{R}{2} \sum_{n=-\infty}^{\infty} \left( \frac{n + \frac{1}{2}}{\sqrt{R^2|a|^2 + \left(\frac{\theta_e}{2\pi} + n + \frac{1}{2}\right)^2}} - \kappa'_n \theta_e \right), \tag{6.19}
$$

which Poisson resums into $P = P^{sf} + P^{inst}$, with

$$
P^{sf} = -\frac{R\theta_e}{4\pi} \left( \log \frac{a}{\Lambda} + \log \frac{\bar{a}}{\bar{\Lambda}} \right) = \theta_e \Pi^{sf}, \tag{6.20}
$$

$$
P^{inst} = \frac{R}{2\pi} \sum_{n \neq 0} e^{in\theta_e} (-1)^n \left[ \theta_e K_0(2\pi R|na|) + 2\pi i R|a| \text{sgn}(n) K_1(2\pi R|na|) \right]. \tag{6.21}
$$

The corresponding $\alpha$ is also of the form $\alpha = \alpha^{sf} + \alpha^{inst}$, where

$$
\alpha^{sf} = \frac{i\theta_e}{8\pi^2} \left( \log \frac{a}{\Lambda} + \log \frac{\bar{a}}{\bar{\Lambda}} \right) d\theta_e
\quad - \frac{iR^2}{8} \left( (a \log \frac{a}{\Lambda} + a \log \frac{\bar{a}}{\bar{\Lambda}} - a) d\bar{a} - (\bar{a} \log \frac{a}{\Lambda} - \bar{a} \log \frac{a}{\Lambda} - \bar{a}) da \right), \tag{6.22}
$$

but we do not write $\alpha^{inst}$ explicitly.

By an appropriate change of coordinates one can check directly that the hyperholomorphic connection actually extends smoothly even over the naively “singular” points where $a = 0$ and $\theta_e = 2\pi(n + \frac{1}{2})$. 
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6.3 Twistorial construction

Now we explain how our general twistorial construction can be applied to produce the exact hyperholomorphic connection \( A \). Following the discussion of Section 4.5, our main job is to give an appropriate “instanton-corrected” version of the map \( \Psi \). To write the desired \( \Psi \) we first recall the instanton-corrected \( Y \) given in [5]. We use the notation \( \xi_e, \xi_m \) for \( \xi_{e}, \xi_{m} \) respectively. Then

\[
\xi_e = \xi_{e}^{sf},
\]
\[
\xi_m = \xi_{m}^{sf} + \xi_{m}^{\text{inst}},
\]

where

\[
\xi_{e}^{sf} = -i \pi R \zeta^{-1} a + \theta_e - i \pi R \zeta \bar{a},
\]
\[
\xi_{m}^{sf} = -\frac{1}{2} R \zeta^{-1} (a \log \frac{a}{\Lambda} - a) + \theta_m + \frac{1}{2} R \zeta (\bar{a} \log \frac{\bar{a}}{\Lambda} - \bar{a}),
\]
\[
\xi_{m}^{\text{inst}} = \frac{1}{4\pi} \int_{\ell_{+}} \frac{d\zeta'}{\zeta'} \frac{\zeta + \zeta'}{\zeta' - \zeta} \log[1 - Y_e(\zeta')] - \frac{1}{4\pi} \int_{\ell_{-}} \frac{d\zeta'}{\zeta'} \frac{\zeta + \zeta'}{\zeta' - \zeta} \log[1 - Y_{-e}(\zeta')],
\]

with the contours of integration \( \ell_{\pm} \) defined by

\[
\ell_{\pm} = \pm a \mathbb{R}_{-} \subset \mathbb{C}.
\]

The integrals over \( \ell_{\pm} \) reflect the instanton corrections due to 4d BPS particles of charge \( \pm 1 \).

We claim that the right formula for the corrected \( \Psi \) is

\[
\Psi = \Psi_{sf} \psi^{\text{inst}}
\]

where \( \Psi_{sf} \) was given in (5.4) and

\[
\Psi^{\text{inst}}(\zeta) = \exp \left[ -\frac{1}{16\pi^{2}} \int_{\ell_{+}} \frac{d\zeta'}{\zeta'} \left( \begin{array}{c}
2 \text{Li}_2(\gamma_e(\zeta')) + (2i\xi_e(\zeta') - i\xi_e(\zeta)) \log(1 - Y_e(\zeta')) \\
2 \text{Li}_2(\gamma_{-e}(\zeta')) + (2i\xi_{-e}(\zeta') - i\xi_{-e}(\zeta)) \log(1 - Y_{-e}(\zeta'))
\end{array} \right) \right]
\]

Here we take the principal branch of both \( \log \) and \( \text{Li}_2 \), using the fact that \( |\gamma_{\pm e}| < 1 \) along the rays \( \ell_{\pm} \).

First we should verify that \( \Psi \) so defined is a section of \( \text{Hom}(V_{\zeta}, V) = \text{Hom}(Y(\zeta)^*V, V) \). Begin by considering \( \zeta \) away from the critical rays \( \ell_{\pm} \). Recalling that \( \Psi_{sf} \) is a section of \( \text{Hom}(Y_{sf}(\zeta)^*V, V) \), we need to check that \( \psi^{\text{inst}} \) is a section of \( \text{Hom}(Y(\zeta)^*V, Y_{sf}(\zeta)^*V) \): or, in more human-readable terms, we need to check

\[
\Psi^{\text{inst}}(\theta_e + 2\pi, \theta_m) = \Psi^{\text{inst}}(\theta_e, \theta_m) \exp \left( -\frac{i}{2} \xi_{m}^{\text{inst}} \right),
\]
\[
\Psi^{\text{inst}}(\theta_e, \theta_m + 2\pi) = \Psi^{\text{inst}}(\theta_e, \theta_m).
\]

Indeed, under \( \theta_e \to \theta_e + 2\pi \) the terms \( \xi_{\pm e}(\zeta') \) and \( \xi_{\pm e}(\zeta) \) in (6.30) are both shifted by \( \pm 2\pi \), while all other terms are unchanged. This gives an explicit integral formula for the shift of \( \Psi^{\text{inst}} \), and using (6.27) we see that this shift is the desired (6.31). (6.32) is automatic since \( \Psi^{\text{inst}} \) has no dependence.
on \( \theta_m \) at all. In addition we need to verify that \( \Psi \) indeed jumps by the canonical dilogarithm \( L_{\pm e} \) at the rays \( \ell_{\pm} \); but this follows directly from (6.30) by computing the residue.

Now we consider the construction of \( A \) given in Section 4.5. One basic ingredient in the construction is a nice basis for \( T^{0,1}M \); an explicit such basis was given in [5]:

\[
\begin{align*}
v_1(\zeta) &= (-i\pi R \partial_{\theta_e} + \pi (H + 2\pi i R B_{\theta_e}) \partial_{\theta_m}) + \zeta (2\pi B_{\theta_e} \partial_{\theta_m} - \partial_a), \\
v_2(\zeta) &= (2\pi B_{\theta_e} \partial_{\theta_m} - \partial_a) + \zeta (-i\pi R \partial_{\theta_e} - \pi (H - 2\pi i R B_{\theta_e}) \partial_{\theta_m}).
\end{align*}
\] (6.33) (6.34)

Note that they obey the reality condition (4.11) which in this case says

\[
v_2(\zeta) = \overline{\zeta v_1(-1/\zeta)}.
\] (6.35)

This being so, we focus just on \( v_1 \). Breaking everything into its semiflat and instanton parts, we can write

\[
(\bar{\partial}_{v_1}(\zeta) \Psi + f_{sf}^f(\zeta) + f_{inst}^1(\zeta)) \Psi = 0
\] (6.36)

where

\[
\begin{align*}
f_{sf}^f(\zeta) &= (-i\pi R \partial_{\theta_e} + \pi (H_{sf}^f + 2\pi i R B_{\theta_e}^f) \partial_{\theta_m}) \log \Psi_{sf}^f + \zeta (-\partial_a) \log \Psi_{sf}^f, \\
f_{inst}^1(\zeta) &= (-i\pi R \partial_{\theta_e} - \zeta \partial_a) \log \Psi_{inst}^1 + (\pi H_{inst}^1 + 2\pi \zeta B_{inst}^1) \partial_{\theta_m} \log \Psi_{sf}^f.
\end{align*}
\] (6.37) (6.38)

Let us write the instanton-correction term \( f_{inst}^1 \) more explicitly. For the first term in (6.38) we use the explicit form of \( \Psi_{inst} \) from (6.30), and the fact that

\[
(-i\pi R \partial_{\theta_e} - \zeta \partial_a) \xi_e(\zeta') = \pi R (1 - \zeta/\zeta') \xi_e(\zeta').
\] (6.39)

For the second term we use (5.4) to see that

\[
\partial_{\theta_m} \log \Psi_{sf}^f = \frac{R}{4}(\zeta^{-1} - \zeta \bar{a}).
\] (6.40)

Altogether (6.38) becomes

\[
f_{inst}^1(\zeta) = \frac{R}{16\pi} \int_{\ell_+} \frac{d\zeta'}{\zeta'} (1 + \zeta/\zeta')(\xi_e(\zeta) - 2\xi_e(\zeta')) \frac{\xi_e(\zeta')}{1 - \xi_e(\zeta')}
- \frac{R}{16\pi} \int_{\ell_-} \frac{d\zeta'}{\zeta'} (1 + \zeta/\zeta')(\xi_e(\zeta) - 2\xi_e(\zeta')) \frac{\xi_{-e}(\zeta')}{1 - \xi_{-e}(\zeta')}
+ \frac{R}{4}(\pi H_{inst}^1 + 2\pi \zeta B_{inst}^1)(\zeta^{-1} - \zeta \bar{a}).
\] (6.41) (6.42) (6.43)

Expanding the geometric series, writing out \( \xi_e \) explicitly using (6.25), and inserting \( H_{inst} \) and \( B_{inst} \) from (6.11) and (6.14), this becomes

\[
f_{inst}^1(\zeta) = \frac{R}{16\pi} \int_{\ell_+} \frac{d\zeta'}{\zeta'} (1 + \zeta/\zeta')(\pi R (\zeta^{-1} - 2\zeta^{-1} - a \bar{a} - 2\zeta \bar{a}) - i\theta_e) \sum_{n>0} \xi_e(\zeta')^n
+ \frac{R}{16\pi} \int_{\ell_-} \frac{d\zeta'}{\zeta'} (1 + \zeta/\zeta')(\pi R (\zeta^{-1} - 2\zeta^{-1} - a \bar{a} - 2\zeta \bar{a}) - i\theta_e) \sum_{n>0} \xi_{-e}(\zeta')^n
+ \frac{R^2}{8} (\zeta^{-1} - \zeta \bar{a}) \sum_{n \neq 0} e^{in\theta_e} \left( \text{sgn}(n) K_0(2\pi R |na|) - \zeta |a| K_1(2\pi R |na|) \right).
\] (6.44) (6.45) (6.46)
We evaluate the integrals using

\[
\int_{\ell^+} \frac{d\zeta'}{\zeta'} (\zeta')^k \mathcal{Y}_e(\zeta')^n = 2(-1)^n \left(-\frac{a}{|a|}\right)^k K_k(2\pi R |a|) e^{i n \theta_e},
\]

(6.47)

and collect terms to get

\[
f_{1,\text{inst}}(\zeta) = \sum_{n \neq 0} e^{i n \theta_e} \left[ \frac{R^2}{8} (a_{K_1} - 2\zeta \bar{a} (K_0 + K_2)) - \frac{i R}{8\pi} \theta_e \left(K_0 - \frac{r}{a} K_1\right)\right],
\]

(6.49)

where we have adopted the shorthand

\[
K_k = (\text{sgn}(n))(-1)^n K_k(2\pi R |na|).
\]

(6.50)

\[f_2(\zeta)\] can be determined from \(f_1(\zeta)\) using the relation (6.35).

Finally, we have determined the two functions \(f_i(\zeta)\), we could use the recipe of Section 4 to construct the hyperholomorphic connection \(A\). (For this it is important that the terms proportional to \(\zeta^{-1}\) and \(\zeta^2\) which appeared at intermediate steps have cancelled in the final result (6.49).) We do not write the resulting \(A\) explicitly here, but in the next section we will determine it.

### 6.4 Comparing the constructions

In the last two subsections we have described the hyperholomorphic connection \(A\) in two different ways. In Section 6.2 we wrote a formula for the connection directly; in Section 6.3 we gave a twistorial recipe for the connection but stopped short of using it to produce an explicit formula. In this section we check that these two descriptions indeed describe the same connection.

We first consider the semiflat approximations to the two descriptions. In this approximation the connection (6.16) simplifies: we have \(P = P^\text{sf}\), \(B = B^\text{sf}\), \(\alpha = \alpha^\text{sf}\), and a direct computation from (6.16) using (6.20), (6.13), (5.1) then gives

\[
A = \frac{i}{4\pi} (\theta_m d\theta_e - \theta_e d\theta_m) + \frac{R^2}{8} \left( (a \log \frac{a}{\Lambda} + a \log \frac{\bar{a}}{\Lambda} - a) d\bar{a} - (\bar{a} \log \frac{\bar{a}}{\Lambda} + \bar{a} \log \frac{a}{\Lambda} - \bar{a}) da \right).
\]

(6.51)

On the other hand, in Section 5.2 we considered the semiflat approximation of our general twistorial construction, and showed that in this limit the connection \(A\) is given by (5.1). Using (6.3) we see that (5.1) indeed agrees with (6.51). So the two descriptions agree in the semiflat approximation.

Now let us compare the two descriptions of the instanton corrections to \(A\). More precisely, we will check that the corrections to one component of \(A\) match, namely \(\iota d_{\text{inst}} A\). This is the simplest thing to look at, in particular because it does not involve the 1-form \(\alpha\) which we have not written explicitly.

It turns out that the formulas will be shorter if, rather than writing the correction to \(\iota d_{\text{inst}} A\) directly, we look at the correction to \(\pi H \iota d_{\text{inst}} A\). Using our explicit description (6.16) of \(A\) we can read off this correction as:

\[
\pi (H \iota d_{\text{inst}} A)_{\text{inst}} = -\frac{1}{2} P_{\text{inst}} + \frac{i}{4} \theta_e H_{\text{inst}} = \sum_{n \neq 0} e^{i n \theta_e} \left[ \frac{R^2}{2} |a| K_1 - \frac{i R}{8\pi} \theta_e K_0 \right].
\]

(6.52)
On the other hand, from our twistorial construction and (6.33), we see that \( \pi H_{i\theta_{\mu}} A \) is the real part of the \( \zeta \)-independent part of \( f_1(\zeta) \). Then (6.49) determines the instanton correction to this quantity as

\[
\pi (H_{i\theta_{\mu}} A)^{\text{inst}} = \sum_{n \neq 0} e^{in\theta_{\mu}} \left[ \frac{R^2}{2} |a| K_1 - \frac{iR}{8\pi} \theta_{\mu} K_0 \right].
\]  

(6.53)

The two agree perfectly.

7 The general case

In the last two sections we have considered simple cases of our general construction, where everything (both the hyperkähler metric in \( \mathcal{M} \) and the hyperholomorphic connection \( A \) in \( V \)) can be computed explicitly. Now let us return to the more general setting of Section 2. In that case, as already noted in [5], the story is not quite so computable. In particular, the crucial functions \( \mathcal{Y}_\gamma \) can only be determined implicitly as solutions of the integral equation (2.5). Nevertheless, as we now show, one can still construct a hyperholomorphic connection in \( V \).

We take \( \Psi \) to be

\[
\Psi = \Psi^{\text{sf}} \Psi^{\text{inst}},
\]

(7.1)

where \( \Psi^{\text{sf}} \) was given in (5.4), and

\[
\Psi^{\text{inst}, \sigma} = \Psi^{\text{inst}, \sigma, 1} \Psi^{\text{inst}, \sigma, 2},
\]

(7.2)

with

\[
\Psi^{\text{inst}, \sigma, 1} = \exp \left[ -\sum_{\gamma} \frac{\Omega(\gamma)}{16\pi^2} \int_{\ell_\gamma} \frac{d\zeta'}{\zeta'} \frac{\zeta'}{\zeta - \zeta'} \left[ 2 \text{Li}_2(\mathcal{Y}_\gamma(\zeta')) + i\xi^\sigma_\gamma(\zeta') \log(1 - \mathcal{Y}_\gamma(\zeta')) \right] \right],
\]

(7.3)

\[
\Psi^{\text{inst}, \sigma, 2} = \exp \left[ -\sum_{\gamma} \frac{\Omega(\gamma)}{16\pi^2} \int_{\ell_\gamma} \frac{d\zeta'}{\zeta'} \frac{\zeta'}{\zeta - \zeta'} \left[ i(\xi^\sigma_{\gamma, \text{sf}}(\zeta') - \xi^\sigma_{\gamma, \text{sf}}(\zeta)) \log(1 - \mathcal{Y}_\gamma(\zeta')) \right] \right].
\]

(7.4)

The equations (7.2)-(7.4) generalize (6.30), albeit in a rather peculiar-looking way. The two parts of \( \Psi^{\text{inst}} \) play rather different roles. The piece \( \Psi^{\text{inst}, 1} \) is responsible for correcting \( \Psi \) from a section of \( \text{Hom}(\mathcal{Y}^{\text{sf}}(\zeta)^* V, V) \) to a section of \( \text{Hom}(\mathcal{Y}(\zeta)^* V, V) \). The piece \( \Psi^{\text{inst}, 2} \) is responsible for adjusting the asymptotics of \( \Psi \) as \( \zeta \to 0 \) or \( \zeta \to \infty \).

We claim that using this \( \Psi \) in the twistorial construction of Section 4 leads to a hyperholomorphic connection \( D \) in \( V \). Unlike the two cases we considered so far, here we will not check this claim by directly computing \( D \). Instead we will just show that \( \Psi \) obeys the conditions of our twistorial construction, set out in Section 4, and in particular check that \( \Psi \) does not jump at the walls of marginal stability in \( \mathcal{B} \).

7.1 Asymptotics

Recall from Section 4.5 that we define functions \( f_i(\zeta) \) on \( \mathcal{M} \) by

\[
(\bar{\partial}_{\nu_i(\zeta)} + f_i(\zeta)) \Psi(\zeta) = 0 \quad (i = 1, \ldots, 2r).
\]

(7.5)

These functions determine the holomorphic structure in \( V_\zeta \) which we are after. As explained in Section 4.5, in order to see that the holomorphic structures in \( V_\zeta \) indeed come from a hyperholomorphic connection, what we need to show is that the \( \zeta \) dependence of \( f_i(\zeta) \) is in the simple form

\[
f_i(\zeta) = f_i^{(0)} + \zeta f_i^{(1)}.
\]

(7.6)
We have already computed directly that the functions \( f_i^{sf} \) defined by

\[
\left( \bar{\partial} v_i^{sf}(\zeta) + f_i^{sf}(\zeta) \right) \Psi_i^{sf}(\zeta) = 0 \quad (i = 1, \ldots, 2r)
\]

are indeed of this form, as shown in (5.13), (5.14). Our aim is to transfer this to a statement about the corrected \( f_i \).

For this purpose it is convenient to introduce an auxiliary object \( \Upsilon = (\Upsilon_i^{sf})^{-1} \circ \Upsilon \). This is a map \( M \rightarrow M_C \) which encapsulates all of the quantum corrections to the hyperkähler structure of \( M \). One of its key properties, exploited heavily in [5], is that \( \Upsilon \) has a finite limit \( \Upsilon_0 \) as \( \zeta \rightarrow 0 \), and similarly \( \Upsilon_{\infty} \) as \( \zeta \rightarrow \infty \). This fact gives us some control over the effect of the quantum corrections.

Formally, pulling back the whole equation (7.7) by \( \Upsilon \) gives

\[
\left( \bar{\partial} \Upsilon^* v_i^{sf}(\zeta) + \Upsilon^* f_i^{sf}(\zeta) \right) \Upsilon^* \Psi_i^{sf}(\zeta) = 0 \quad (i = 1, \ldots, 2r).
\]

This is not yet the desired equation (7.5). But let us consider its \( \zeta \rightarrow 0 \) limit. We do have \( \Upsilon^* \Psi_i^{sf}(0) = \psi_i^{(0)}[5] \). If we had \( \Psi = \Upsilon^* \Psi^{sf} \), we would conclude immediately that \( f_i(\zeta) \) is finite in the \( \zeta \rightarrow 0 \) limit (and indeed that \( f_i(0) = \Upsilon_0^* (v_i^{sf}(0)) \)). The actual relation between \( \Psi \) and \( \Upsilon^* \Psi^{sf} \) is a bit subtler: as we will show below, they are not equal, but they differ only by a finite correction as \( \zeta \rightarrow 0 \), i.e.

\[
\lim_{\zeta \rightarrow 0} \frac{\Psi}{\Upsilon^* \Psi^{sf}} \text{ exists.} \quad (7.9)
\]

This is enough to show that \( f_i(\zeta) \) is of the desired form (7.6).

Now, why is (7.9) true? We begin from the formula (7.1) for \( \Psi \). The term \( \Psi_{inst,1} \) is finite in the \( \zeta \rightarrow 0 \) limit, but \( \Psi_{inst,2} \) is not; indeed, taking \( \zeta \rightarrow 0 \) in (7.4) gives

\[
\Psi_{inst,2} - \Psi_{inst,1} \sim c \exp \left[ \frac{1}{\zeta} \sum_{\gamma} Z_{\gamma} \Omega(\gamma) \int_{\ell_\gamma} d\zeta' \frac{1}{\zeta'} \log(1 - Y_{\gamma}(\zeta')) \right].
\]

(7.10)

On the other hand, using the definition (5.4) of \( \Psi^{sf} \), we also know that as \( \zeta \rightarrow 0 \) we have

\[
\Upsilon^* \Psi^{sf,\sigma} / \Psi^{sf,\sigma} \sim c \exp \left[ - \frac{1}{\zeta^4} \left( Z, \Upsilon_0^* \theta - \theta \right) \right] = c \exp \left[ \frac{1}{\zeta^4} \sum_{\gamma} Z_{\gamma} \Omega(\gamma) \int_{\ell_\gamma} d\zeta' \frac{1}{\zeta'} \log(1 - Y_{\gamma}(\zeta')) \right].
\]

(7.12)

Combining these results we get the desired (7.9).

7.2 Wall-crossing

Now we consider the discontinuity properties of \( \Psi \).

First we hold \( x \in M \) fixed and consider \( \Psi(x, \zeta) \) as a function of \( \zeta \). Given any ray \( \ell \) in the complex plane we can consider the limits \( \Psi^+, \Psi^- \) of \( \Psi \) as \( \zeta \) approaches \( \ell \) clockwise, counterclockwise respectively. From (7.2)-(7.4) it follows that the two limits are related by

\[
\Psi^{+,\sigma} = \Psi^{-,\sigma} \prod_{\gamma, \ell_\gamma = \ell} \exp \left[ \frac{i}{4\pi} \Omega(\gamma) \left( 2 Li_2(Y_{\gamma}) + i\xi_{\gamma}^\sigma \log(1 - Y_{\gamma}) \right) \right].
\]

(7.13)
So there are some special rays $\ell$ where $\Psi^\sigma$ jumps. This is not unexpected — in fact, as we have described, these are exactly the jumps required if $\Psi$ is to be a section of $\text{Hom}(V_\zeta,V)$.

Now what about holding $\zeta \in \mathbb{C}^\times$ fixed and varying $x$? For a generic small variation of $x$, all of the ingredients in (7.2)-(7.4) vary continuously, hence so does $\Psi^\sigma$. However, there is one point that needs attention: on $B$ there are codimension-1 loci at which several of the rays $\ell_\gamma$ become coincident. These loci are called \textit{walls of marginal stability}, because as we cross them the $\Omega(\gamma)$ jump discontinuously (i.e. some BPS bound states appear or decay). Since $\Omega(\gamma)$ appears in (7.2)-(7.4), we might worry that $\Psi^\sigma$ would jump discontinuously at these walls. Were this to happen, it could mean that the holomorphic structure induced by $\Psi^\sigma$ would also jump discontinuously. I believe that such discontinuities do not occur: the holomorphic structure is continuous across the walls of marginal stability. Unfortunately, though, I will not be able to give a complete demonstration of that fact in this note; below I will only explain how it works in the simplest example and give some indication of how that example ought to generalize.

7.2.1 A simple example: the pentagon

Let us consider the most basic example of this phenomenon, to get some idea of what to expect. Suppose that at some point $u$ of $B$ we have two charges $\gamma_1, \gamma_2$, with $\langle \gamma_1, \gamma_2 \rangle = 1$, and $\Omega(\pm \gamma_1) = 1$, $\Omega(\pm \gamma_2) = 1$, $\ell_{\gamma_2}$ is displaced slightly clockwise from $\ell_{\gamma_1}$, and all other $\Omega(\gamma)$ vanish. Let us use the notation $x$ and $y$ to denote holomorphic functions of $\zeta$, with $(x,y) = (Y_{\gamma_1},Y_{\gamma_2})$ when evaluated slightly clockwise from $\ell_{\gamma_2}$. Importantly, this does not imply that $(x,y) = (Y_{\gamma_1},Y_{\gamma_2})$ everywhere; the reason is that, as we have discussed, $Y_{\gamma_1}$ is discontinuous along the ray $\ell_{\gamma_2}$. Instead we have
\begin{equation}
Y_{\gamma_2} = y \text{ on } \ell_{\gamma_2}, \quad Y_{\gamma_1} = x - xy \text{ on } \ell_{\gamma_1}.
\end{equation}

Now consider displacing $u$ to a point on the other side of a wall of marginal stability, where $\ell_{\gamma_1}$ and $\ell_{\gamma_2}$ have exchanged positions. At this point one has $\Omega(\gamma_1) = \Omega(\gamma_2) = \Omega(\gamma_1 + \gamma_2) = 1$. In consequence, the discontinuity structure of $Y$ is more complicated, and we have
\begin{equation}
Y_{\gamma_1} = x \text{ on } \ell_{\gamma_1}, \quad Y_{\gamma_1 + \gamma_2} = -\frac{xy}{1-x} \text{ on } \ell_{\gamma_1 + \gamma_2}, \quad Y_{\gamma_2} = \frac{y}{1-x+xy} \text{ on } \ell_{\gamma_2}.
\end{equation}

Now consider the limit where $u$ approaches the wall (from either side). In this limit all the rays collapse to a single $\ell$, and (7.3), (7.4) become integrals over that $\ell$. We would like to show that the integrands are independent of which side of the wall we approach from.

For $\Psi_{\text{inst},\sigma,1}$ this is a consequence of the 5-term dilogarithm identity\(^6\)
\begin{equation}
R(y) + R(x-xy) = R(x) + R\left(-\frac{xy}{1-x}\right) + R\left(\frac{y}{1-x+xy}\right),
\end{equation}
where $R$ denotes the “Rogers dilogarithm” function
\begin{equation}
R(z) = \text{Li}_2(z) + \frac{1}{2} \log(-z) \log(1-z).
\end{equation}

For $\Psi_{\text{inst},\sigma,2}$ it boils down to the more elementary identities
\begin{equation}
\log(1-x+xy) = \log(1-x) + \log\left(1 + \frac{xy}{1-x}\right),
\end{equation}
\begin{equation}
\log(1-y) = \log\left(1 + \frac{xy}{1-x}\right) + \log\left(1 - \frac{y}{1-x+xy}\right).
\end{equation}

\(^6\)To be precise we have to specify the branch choices here. They are fixed by the requirement that we take the principal branch when all $\zeta^n = 0$. At this locus we have $x,y \in \mathbb{R}$. 
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(Note that (7.18), (7.19) are closely related to (7.16) — indeed, they are the shifts of (7.16) under analytic continuation of \( x, y \) respectively around 0. So in a certain sense (7.16) is all that we really needed.) This completes the proof that \( \Psi^\sigma \) is continuous in this case.

7.2.2 More general examples

In a more general case, showing that \( \Psi^\sigma \) is continuous across walls of marginal stability would involve dilogarithm identities generalizing (7.16). From our present point of view, these identities should be understood as consequences of the wall-crossing formula for the BPS spectrum. More precisely, they should follow from the “refined” version of the wall-crossing formula, first precisely stated in [28], and physically derived in [28, 25, 6].

Let us first explain how this works for the identity (7.16). We consider a noncommutative algebra with generators \( \hat{x}, \hat{y} \) subject to the relation

\[
q^{-1} \hat{x} \hat{y} = q \hat{y} \hat{x}.
\]  

Applying the quantum dilogarithm

\[
E(z) = \prod_{n=0}^\infty (1 + q^{2n+1} z)^{-1}
\]  

(7.21)

(to these noncommutative variables, we have the identity [35]

\[
E(\hat{x})E(\hat{y}) = E(\hat{y})E(q^{-1} \hat{x} \hat{y})E(\hat{x}).
\]  

(7.22)

This identity is an instance of the general refined wall-crossing formula of [28, 25, 6]. On the left we see two BPS hypermultiplets with charges \( \gamma_1 \) and \( \gamma_2 \); on the right we see three BPS hypermultiplets with charges \( \gamma_2, \gamma_1 + \gamma_2, \gamma_1 \). But on the other hand, it was explained in [35] that (7.22) is a sort of quantization of (7.16), and in particular that one can recover (7.16) from it. The idea is to consider the algebra (7.20) as represented on a Hilbert space and then consider the \( q \to 1 \) asymptotics of the symbols of the operators on both sides of (7.22).

It is natural to expect that the same approach can be adapted more generally, beginning from the general refined wall-crossing formula and studying its \( q \to 1 \) limit to give the necessary dilogarithm identities. It is straightforward to see that one will get an identity of roughly the correct form, in the sense that one sees a sum of functions \( Li_2 \) appearing with the correct arguments. I have not carried out a verification that in this way one gets precisely the correct identities.

8 Physical interpretation

The bulk of this paper has been devoted to the description of a hyperholomorphic line bundle \( V \) over the target space \( M \) of a 3-dimensional sigma model \( T_3[R] \). In this final section I make a tentative proposal about the physical meaning of this line bundle.

The sigma model \( T_3[R] \) arose by compactifying a 4-dimensional field theory \( T_4 \) on \( S^1 \) with radius \( R \). In particular, this sigma model is supposed to describe the infrared physics of \( T_4 \) on \( X = S^1 \times \mathbb{R}^3 \). In order to understand \( V \), we consider the next simplest possibility: put \( T_4 \) on \( Y = \text{Taub-NUT space of radius } R \). \( Y \) has an \( S^1 \) acting by isometries, and the space of orbits is \( \mathbb{R}^3 \). The important difference between \( X \) and \( Y \) is that on \( Y \) the \( S^1 \) action is not free: there is a single fixed point (called a “NUT center”), which we may take to be the origin of \( \mathbb{R}^3 \).
In either case, let us study the physics at some length scale \( L \gg R \). At this scale the field theory is effectively 3-dimensional. If we go out a distance \( L' \gg L \) from the origin of \( \mathbb{R}^3 \) and look at the local physics in regions of size \( L \), then it is very difficult to detect a difference between \( X \) and \( Y \). The difference between the two compactifications makes itself felt only when we come close to the origin in \( \mathbb{R}^3 \).

In other words, the NUT center appears to be a kind of local operator \( \mathcal{O}_{\text{NUT}} \) which can be inserted in the theory \( T_3[R] \). Since \( T_3[R] \) is a sigma model of maps \( \varphi : \mathbb{R}^3 \to M \), we may ask: how can \( \mathcal{O}_{\text{NUT}} \) be described in the sigma model language?

The simplest possibility would be that there is some function \( f_{\text{NUT}} : M \to \mathbb{C} \) such that inserting \( \mathcal{O}_{\text{NUT}} \) at a point \( c \in \mathbb{R}^3 \) corresponds to inserting \( f_{\text{NUT}}(\varphi(c)) \) in the sigma-model path integral. For example, this is what happens for the local operators \( \mathcal{O}_L \) of \( T_3[R] \) that are obtained by wrapping line operators \( L \) of \( T_4 \) around \( S^1 \).

What I propose is that, rather than a function on \( M \), \( \mathcal{O}_{\text{NUT}} \) corresponds to a section \( s_{\text{NUT}} \) of the line bundle \( V \). While I have no really direct argument, there are several pieces of circumstantial evidence for this proposal:

- The first (worked out in discussions with Dan Freed) exploits an observation made by Greg Moore: if one carefully carries out the compactification of \( T_4 \) on the \( S^1 \) fiber of \( Y \), one finds that the reduced Lagrangian includes a new interaction term of the form
  \[
  I_{CS} = \frac{1}{2\pi} \int_M A \wedge \varphi^*(F),
  \]
  where \( A \) is the fixed \( U(1) \) connection in the \( S^1 \) fiber of \( Y \), and \( F \) is the curvature of a \( U(1) \) connection in the line bundle \( V \) over \( M \).

  The term \( I_{CS} \) is gauge invariant on closed 3-manifolds \( M \), but not on \( M \) with boundary. In consequence, when \( M \) has boundary, the exponentiated action \( E(\varphi) \) is not a number but an element of a line \( L(\varphi) \). The line \( L(\varphi) \) depends on the restriction \( \varphi|_{\partial M} \) as well as on \( A|_{\partial M} \).

  In particular, suppose \( \partial M = S^2 \), \( A \) has Chern class \( k \) over \( \partial M \), and \( \varphi|_{\partial M} \) is a constant map, with value say \( x \in M \). In this case one finds that \( L(\varphi) \) is simply the fiber of \( V^{-k} \) at \( x \).

  To define the sigma-model action in the presence of a NUT center \( c \in \mathbb{R}^3 \), we should bore out a small ball \( B_\epsilon \) around \( c \) of size \( \epsilon \), and then take a limit as \( \epsilon \to 0 \). The preimage of \( B_\epsilon \) in \( Y \) is a 4-ball. The boundary \( S^3 \) of this 4-ball is Hopf-fibered over a \( \partial B_\epsilon \simeq S^2 \). Effectively, then, we are studying the theory on a manifold with boundary \( S^2 \), over which the \( U(1) \) connection has Chern class \( 1 \). So from the above we conclude that the exponentiated sigma-model action \( E(\varphi) \) is naturally valued in the fiber of \( V^{-1} \) over \( \varphi(c) \). The full integrand of the path integral includes in addition the operator \( \mathcal{O}_{\text{NUT}}(c) \); and this integrand should be a number, not an element of a nontrivial line. So in order that the sigma model path integral have a chance of making sense, we should require that \( \mathcal{O}_{\text{NUT}} \) is a section of \( V \).

- A second reason to expect that \( \mathcal{O}_{\text{NUT}} \) is represented by a section of \( V \) comes from string dualities. Suppose that the theory \( T_4 \) is realized by compactification of Type IIB string theory on a non-compact Calabi-Yau threefold \( Z \). By \( T \)-duality along the circle fiber of the NUT space, one can transform a NUT center into a Euclidean Type IIA NS5-brane wrapped on \( Z \) \cite{Moore}. Lifting to M-theory we obtain a fivebrane on \( Z \). The partition function of the fivebrane has been studied in \cite{Moore2}; the result is that it is most naturally viewed as a section of a line bundle over the intermediate Jacobian of \( Z \). The topology of this line bundle matches that of \( V \), at least when restricted to the individual torus fibers of \( M \).

Now, what is the physical significance of the fact that \( V \) is a hyperholomorphic bundle? We have noted earlier that the complex structures \( J_\mathcal{C} \) on \( M \) correspond to subalgebras \( A_\mathcal{C} \) of the
supersymmetry algebra. A NUT center also preserves 1/2 of the supersymmetry algebra: indeed the subalgebra it preserves is simply \( A_{\zeta=0} \). Thus it is natural to expect that \( s_{\text{NUT}} \) should be holomorphic when considered as a section of \( V_{\zeta=0} \) over \( \mathcal{M}_{\zeta=0} \). So at least one of the holomorphic structures on \( V \) has a natural role to play.

What about the other holomorphic structures? There is a natural generalization of the above: we may consider an \( \Omega \)-deformed version of the theory \( T_4 \) on \( Y \) \([38, 39]\), using the \( U(1) \) isometry of \( Y \). This deformation depends on a parameter \( \varepsilon \) with dimensions of mass. As observed in \([40]\), there is a change of variable which shows that the \( \Omega \)-deformed theory is locally equivalent to the original one, wherever the \( U(1) \) action is free — in other words, everywhere except at the NUT center. The equivalence however maps \( A_{\zeta=0} \) to some other \( A_{\zeta} \), where \( \zeta \) depends on the dimensionless combination \( \varepsilon R \).

Hence, if we begin with the \( \Omega \)-deformed theory on \( Y \) and make this change of variable, we will end up with the theory \( T_3[R] \) away from the origin of \( \mathbb{R}^3 \), with a 1/2-BPS local operator \( O_{\text{NUT}}(\zeta) \) inserted at the origin, represented by a corresponding section \( s_{\text{NUT}}(\zeta) \) of \( V \). Since \( O_{\text{NUT}}(\zeta) \) preserves the algebra \( A_{\zeta} \), \( s_{\text{NUT}}(\zeta) \) should be holomorphic when considered as a section of \( V_{\zeta} \) over \( \mathcal{M}_\zeta \). We have thus found a natural role for the other holomorphic structures on \( V \) (although not for the single unitary connection \( D \) which induces all of them.)

A consequence of this proposal is that not only does \( \mathcal{M} \) have a canonical hyperholomorphic line bundle \( V \), this line bundle even has a canonical holomorphic section \( s_{\text{NUT}}(\zeta) \), which controls the IR physics of NUT centers in circle compactifications of \( T_4 \). It would be very interesting to determine \( s_{\text{NUT}}(\zeta) \).
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