Findings from a Combined Subsea LiDAR and Multibeam Survey at Kingston Reef, Western Australia
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Abstract: Light Detection and Ranging (LiDAR), a comparatively new technology in the field of underwater surveying, has principally been used for taking precise measurement of undersea structures in the oil and gas industry. Typically, the LiDAR is deployed on a remotely operated vehicle (ROV), which will “land” on the seafloor in order to generate a 3D point cloud of its environment from a stationary position. To explore the potential of subsea LiDAR on a moving platform in an environmental context, we deployed an underwater LiDAR system simultaneously with a multibeam echosounder (MBES), surveying Kingston Reef off the coast of Rottnest Island, Western Australia. This paper compares and summarises the relative accuracy and characteristics of underwater LiDAR and multibeam sonar and investigates synergies between sonar and LiDAR technology for the purpose of benthic habitat mapping and underwater simultaneous localisation and mapping (SLAM) for Autonomous Underwater Vehicles (AUVs). We found that LiDAR reflectivity and multibeam backscatter are complementary technologies for habitat mapping, which can combine to discriminate between habitats that could not be mapped with either one alone. For robot navigation, SLAM can be effectively applied with either technology, however, when a Global Navigation Satellite System (GNSS) is available, SLAM does not significantly improve the self-consistency of multibeam data, but it does for LiDAR.
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1. Introduction

The diversity and extent of benthic habitats are of great interest to ocean resource managers, marine ecologists, conservationists, and others who wish to sustainably exploit the ocean’s resources [1]. This is particularly true in vulnerable, high-biodiversity areas, such as reefs [2], whose condition can have far reaching effects on benthic communities [3].

Mapping of reef areas is crucial for scientists studying changing reef environments and reef ecology [4]. Detailed bathymetric maps can help measure changes in reef structure over time [5], can lead to a better understanding of reef impacts, and inform solutions for remediation. Conventional mapping of reefs is conducted either using divers [6], acoustically from a surface vessel [7] or photogrammetrically using a Remotely Operated Vehicle (ROV) or Autonomous Underwater Vehicles AUV system [8] equipped with cameras to provide a photomosaic.
Rapid, high-resolution reconnaissance of benthic environments will permit rapid response to environmental challenges, such as pollution or flood events [9], reducing risks and costs associated with harm minimisation and remediation. Often this work is undertaken using multibeam echo sounders (MBES; [10]), however the resolution of these systems can be too coarse to detect individuals of invasive species, such as the Crown of Thorns starfish [11].

The development of underwater Light Detection and Ranging LiDAR systems for infrastructure inspection ([12,13]) opens an opportunity to survey at a very high resolution. These systems are typically designed to operate from a fixed platform and, hence, experience operational delays when surveying large areas, although recent developments have seen this technology deployed from a moving platform [14].

Time, money, and hazards are significant constraints on the gathering of high-resolution data over broad regions of the seafloor. Autonomous underwater vehicles (AUVs) are a way of mitigating these constraints, [15]. The ability to simultaneously map and navigate potentially complex environments without the benefit of Global Navigation Satellite System GNSS or other external positioning is crucial to the success of these robots [16]. Underwater simultaneous localisation and mapping SLAM algorithms require 3D sensors to operate effectively. Potential technologies suitable for SLAM include stereo camera systems, structured light-type approaches [17], multibeam echosounders, and underwater LiDAR, [18]. There are reasons to believe that LiDAR is the superior choice, due to resolution, z-accuracy, and speed of acquisition of points [19,20].

In a study into technology developments for high-resolution benthic mapping, Filisetti et al. [21] articulate the benefits of subsea LiDAR, particularly for its advantages in resolution and accuracy. The study identifies the key strengths and differences of the different technology used to create benthic habitat maps. These include the differences in the effective ranges between light (short range) and sound (long range) technologies, and the contrast between acoustic and green laser reflectivity for identifying the substrate being observed.

For LiDAR, addressing the issue of georeferencing of the deployment platform will improve data acquisition capability in the underwater environment. Acquiring measurements with LiDAR requires accurate knowledge of the relative position of the laser source and sensor, and any discrepancies in angle or position are amplified by the high resolution and precision of the laser range finder. These positional changes are difficult to track in the underwater environment, as relative position sensors must be used to calculate the expected global position, compounding errors for longer mission times.

The combined LiDAR and sonar survey of Kingston Reef was a collaborative project between Commonwealth Scientific and Industrial Research Organisation (CSIRO) and 3D at Depth Pty Ltd. (3DAD). The goal of the collaboration was to simultaneously map a rocky reef environment with Multi-Beam Echo-Sounder (MBES) and LiDAR, using the EM2040c multibeam echosounder and the 3DAD LiDAR device from a moving (boat-mounted) platform. Earlier studies of MBES and airborne LiDAR have found that both technologies have benefits for the mapping of nearshore reef environments [22,23]. The potential benefits of combining various remote sensing technologies for improved benthic habitat discrimination are significant [24], and one of the aims of this work is to expand that body of knowledge.

This work was done to test the hypotheses:

1. Is deployment of scanning LiDAR from a moving platform feasible from a technical perspective?
2. Does the fusing of LiDAR and sonar data provide enhanced information for the purpose of benthic habitat mapping?
3. Can simultaneous localisation and mapping (SLAM) techniques feasibly be applied with LiDAR and sonar sensors? What are the merits of each technology for this application?

2. Study Area and Data

The survey took place at Kingston Reef, near the city of Perth, Western Australia, between 29th of January and the 2nd of February 2018, mobilising out of Hillarys Mariner. Figure 1a–c provide
an overview of the study area. It consists of shallow (8–12 m), clear water whose chief feature is the rocky limestone Kingston Reef, which is surrounded by sand and seagrass outcrops. Kingston reef is covered by corals and macroalgae. The reef lies within 200 m of Rottnest Island, off the coast of Perth, Western Australia. On the day of the survey the seas were calm, with very low wind and currents. Conditions were more-or-less ideal for this type of survey, so did not play a part in the testing carried out below.

Sections 2.1 and 2.2 provide the technical details of the 3DAD SL2 LiDAR and Kongsberg EM2040c Multibeam Echosounder (MBES) systems, which were co-located on a pole with the iXblue Remotely Operated underwater Vehicle Inertial Navigation System (ROVINS) unit [25] to increase positional
accuracy. Additionally, global position values were provided to the ROVINS by a CNAV 3050 GNSS, [26].

The MBES transducer, the SL2, and the ROVINS INS were mounted compactly and rigidly together, to maximise the consistency of the two data streams (see Figure 2). This allowed the relative placement of the sensors to be very accurately determined, and the close placement of the components ensured that these placements were rigid and unchanging throughout the survey.

![Figure 2. View of the mounting system showing the 3DAD SL2 unit, the ROVINS, and the sonar transducer.](image)

The shake-down and patch test were performed over a pipeline located off the coast of Perth, near Marmion Marine Park. Patch testing [27], the purpose of which is to determine the residual misalignment between the EM2040c and ROVINS reference frames, showed that the colocation of the sensors on a specifically machined high-precision sonar mount would provide bathymetric data of high quality. Calculated values for pitch, roll, and yaw between the reference frames yielded zero corrections.

2.1. Subsea LiDAR

The 3D at depth Subsea LiDAR 2 (SL2) sensor [28] used to perform the Kingston Reef survey is a time-of-flight range finding laser system. It has a stated range of 2 to 45 m (dependent on turbidity), with a range accuracy of ±4 mm over this range. In stationary mode, the “frame” of the sensor can capture a window of 30 × 30 degrees, and the whole sensor can rotate 340 degrees. A full frame of data consists of up to 1450 × 1450 points, although fewer points can be captured more rapidly. The laser-beam divergence is approximately 0.02 × 0.02 degrees, which means that the beams will overlap if the window is reduced. At a nominal 10 m water depth the diameter of the area illuminated by the laser beam is approximately 3.5 mm.

To use the SL2 to capture LiDAR from a moving platform, a single row of the frame is chosen and repeatedly scanned, with the forward motion of the vessel providing the second degree of freedom of the swath. For the data analysed here, the scanline pointing forward at 15 degrees was chosen,
and the number of points sampled along this line was 296. To scan a single line of 296 points took approximately 8 ms.

Ideally, a map of the water turbidity would be consulted to ensure that the SL2 is able to function through the full range of the study area, but this was unavailable at the time of the study. The Secchi depth plays an important role in determining the useful range of this instrument, however, on the day of the survey, qualitative observations from the vessel ascertained that the water was remarkably clear, and the range of depths (8–12 m) proved to be well within the capabilities of the LiDAR system.

2.2. Multibeam Echosounder

Multibeam echosounder data were acquired using a Kongsberg EM2040c [29], operated at a constant frequency of 300 kHz with a 1.25 × 1.25-degree beam width. The EM2040c was operated in a single-head configuration, to permit colocation with the LiDAR system and ensure downward-facing orientation (see Figure 2). Positioning and motion compensation were provided by a ROVINS inertial navigation system also mounted to the pole. The EM2040c generates 400 sonar beams per ping in a fan-shaped array, thus resolution of the system varies with water depth. At a nominal 10 m water depth, the diameter of the area insonified by the multibeam is approximately 218 mm. The quoted raw range resolution of the EM2040c is 20.5 mm (27 µs pulse), with an accuracy within 10 mm.

2.3. Aerial Photography

For reference and bench-marking purposes, aerial photography was available over the Kingston Reef site. The aerial photography was captured as part of the Urban Monitor Program to acquire annual imagery over Perth and its surrounding environs [30]. The imagery is 20 cm resolution. The aerial photographs were taken with a Vexcel Ultracam [31], in January of 2016 as part of the flyovers of Rottnest Island. Figure 1c shows the aerial photography used for this study. The photography was deglinted using the method of Hedley et al. [32].

2.4. Underwater Photography

Ground truth data consist of two transects over the area with a towed video camera system, [33]. The transects were acquired by CSIRO in March 2014, but, as this is a protected marine park, the environment there has changed very little over this time.

The towed camera housing was equipped with an Ultra-Short Base Line (USBL) device to enable it to be accurately located relative to the GNSS on board the vessel. The towed video housing uses a Bosch LTC0630 camera [34]. Examples of the different habitats photographed in the area are shown in Figure 3.
Figure 3. Showing the principal habitats identified in the survey region.

By using the direction of travel of the camera and assuming a downward-pointing aspect, the individual frames of the video can be approximately geo-registered to aid in the identification of seafloor cover types. The geo-registration was used to roughly mosaic the video frames, so that a broad overview of the locations of habitat types could be formed. The mosaics can be laid over the other data using image processing software, such as Earth Resource (ER) Mapper [35]. The geo-registered mosaics were used to identify habitats in the aerial imagery. In Figure 3, seafloor covers are identified and marked on the aerial photograph, with the mosaicked video frames overlaid.

3. Technical Attributes of the LiDAR and MBES Data

The LiDAR data were delivered by 3D at Depth as geo-registered text files containing both depth and uncalibrated returned intensity. Ideally, to best calculate and assess the LiDAR reflectivity, full waveform data should be examined. That was not possible for the current survey, however both returned laser intensity and depth information for this dataset were provided by 3DAD.

The MBES data were processed through CSIRO’s standard processing stream. The MBES raw slant ranges were reduced to geo-registered depth measurements using the same postprocessed (NavLab; [36]) attitude and navigation that was applied to the geo-registered LIDAR. Raw slant ranges were corrected for sound velocity. The postprocessed ellipsoid height data were reduced to the Australian Height Datum (AHD) by applying geoid ellipsoid separation values from the AUSGeoid09 grid file available from Geoscience Australia [37]. These heights were further reduced from the reference point to the waterline of the vessel. This vertical and horizontal information was used to produce geo-registered point data.

The backscatter data were processed using the method of Kloser and Keith [38], which standardises the multibeam backscatter data, correcting for incidence angle, differing responses due to salinity and temperature and differences in insonified area due to sloping ground. In Figure 4, rasterised versions
of the main survey area are shown, with LiDAR depth, LiDAR intensity, MBES depth, and MBES backscatter all displayed in order to show the extent and qualitative characteristics of the data.

Figure 4. (a) Light Detection and Ranging (LiDAR) intensity, (b) LiDAR bathymetry, (c) multibeam backscatter, and (d) multibeam bathymetry. Note that the LiDAR intensity and multibeam echosounder (MBES) are relative values so unscaled. All images are in SUTM50 projection.
In addition to the main dataset (KRX_Main), two additional datasets were also captured: the KRX_Lines dataset and the KRX_Star dataset, acquired to test SLAM on the data. Figure 5 shows these supplementary LiDAR datasets.

**Figure 5.** (a) KRX Lines intensity, (b) KRX Lines bathymetry, (c) KRX Star intensity, and (d) KRX Star bathymetry. Note that the LiDAR intensity relative values are unscaled. All images in SUTM50 projection.

Below we present an analysis and results comparing the technical qualities of the LiDAR and MBES data. We note that this is an experimental setup, and that LiDAR has not previously been collected from a moving vessel in this fashion. It is likely that some of the observed deficiencies in the LiDAR data will be rectified in future surveys of this type. The observations presented below will enhance this process.
3.1. Comparison of LiDAR and MBES Resolution

In this subsection we compare the horizontal and vertical resolution of the LiDAR and MBES data. As EM2040c MBES is an established technology for bathymetric measurements and meets International Hydrographic Organisation (IHO) standards for hydrography, such as IHO S-44 [39]; this was considered to be the benchmark for both vertical and horizontal accuracy. To capture the variance of the two datasets, we took the standard deviation of a small patch of sand in the north of the main survey using data binned at 0.1 m. The depth of the sand patch is between 10 and 10.5 m. We found that the SD of the LiDAR and sonar data were 0.089 m for the sonar and 0.119 m for the LiDAR over this patch, indicating that the datasets have similar variance.

3.1.1. Horizontal Resolution and Accuracy

Since the points do not fit directly onto a raster grid, the horizontal resolution was measured by taking the mean distance between the scan lines and the mean distance between the points within a scanline to produce an average cross-track and along-track resolution, summarized in Table 1.

| Dataset | Along (m) | Across (m) |
|---------|-----------|------------|
| Lidar   | 0.063     | 0.019      |
| Sonar   | 0.030     | 0.025      |

The LiDAR point spacing is closer across-track than the point spacing of the sonar but is approximately double the sonar in the along-track direction. This suggests that a higher scanning frequency should be employed on the lidar to bring the cross-track and along-track resolutions into closer agreement. Also note that the point spacing is not directly representative of the devices’ resolutions, since the footprint of the sensor pings are also very different.

Obtaining a qualitative gauge of the relative accuracy of the two data sources required a consistent horizontal spacing between the two. This was achieved by amalgamating the datasets to a common grid with 0.10 m spacing by taking the mean of all datapoints that fall into a particular grid. A 0.10 m spacing was chosen, as this approximately matched the insonified footprint of the sonar and enabled almost every pixel to contain a point sample from each dataset, thus minimising the need for interpolation. To assess the relative (rather than absolute) horizontal positioning accuracy of the two datasets, a set of ground control points were selected. The ground control points are selected where easily identified features are present, such as highly contrasting edges between sand and reef. To account for human errors in the selection of points, 15 points were chosen, so that the errors are averaged over many selections. Figure 6a,b show the 15 points superimposed over the LiDAR and multibeam depths, respectively.

The difference between the matching control points on each dataset are then calculated. In Figure 6c a quiver plot shows the direction of the difference between the LiDAR and MBES control points. The directions are exaggerated by a factor of 100 to enhance the display. The root-mean-square (RMS) of the lengths is approximately 0.116 m, which is less than the insonified footprint of the sonar. This, along with the fact that there is no systematic pattern in the directions of the residuals, indicates that there is no significant difference between the geolocation of these two datasets.
Figure 6. 15 matching control points are manually selected. (a) LiDAR and (b) MBES. (c) Displacement between multibeam and LiDAR control points exaggerated by a factor of 100. Coordinates in SUTM50.
3.1.2. Vertical Comparison

Plots were then produced of LiDAR depth vs multibeam depth (Figure 7a) and the difference between the MBES and LiDAR depth (Figure 7b). The median absolute difference between the lidar depth and the multibeam depth is 0.03 m, which is about double the quoted raw range resolution of the sonar.

Figure 7. (a) Plot of MBES depths verses LiDAR depths. (b) Difference between LiDAR depths and MBES depths. (c) Absolute difference in depth between MBES depths and LiDAR depths (SUTM50).
Figure 7c shows a map of the absolute difference in depth between the multibeam and the LiDAR. Although the LiDAR was amalgamated up to 0.1 m pixels, the detailed structure visible on the map reveals that the LiDAR is picking up more features compared to the MBES. This is because the footprint of the sonar beam is larger than the distance between beam centres. The system misses some details, because its footprint spans gaps in the reef, which the LiDAR—even with pixels amalgamated—can resolve.

3.2. Analysis of LiDAR Intensity

For habitat mapping and, potentially, for SLAM tasks, LiDAR reflectivity [40] provides an additional source of information. We differentiate here between LiDAR intensity, as provided by 3DAD, which is the strength of the returned signal and reflectivity, is a property of the seafloor, and—in simple terms—is the ratio of reflected to incident light intensity, from the surface in the absence of other effects. In an underwater environment it is challenging to calculate seamless LiDAR reflectivity, because the light beam diverges as it travels on its journey, and the water column attenuates and scatters the signal exponentially with distance.

3.2.1. LiDAR Intensity Saturation

In the geo-registered intensity data from this survey, there were many pixels that were saturated to their maximum value of 2047. 3DAD also supplied range–angle–angle (.raa) files separately, which consisted of point-cloud data (the range and pointing angles of the laser), along with a column indicating whether the point is saturated. These data contained a greater range of reflectivity values than the registered product, and we noted that the pixels that are flagged as “saturated” still have a changing reflectance value in the .raa files, possibly the result of a gamma function applied to the high numbers.

The saturated pixels are predominantly bright sandy areas of the image, including sandy pockets on the raised reef bed, and extensive sandy, low-lying areas. For the KRX_Main dataset, approximately 12% of the pixels were saturated (Figure 8a), which is to say that 12% of the pixels could not be binned without including a saturated point. All the remaining pixels had no saturated pixels, or the saturated pixels were excluded during binning. The saturated values indicate that the detector-gain settings were probably set too high for the clear water conditions and the relatively low-range imaging that was performed for this survey.

Figure 8. (a) Red pixels are flagged as saturated. (b) LiDAR reflectivity corrected for dispersion and water column attenuation (SUTM50).
3.2.2. Water Column Attenuation and Beam Spreading

The LiDAR intensity provided by 3DAD has a clear dependence on the sensor–target distance, as illustrated in Figure 9a. The raw intensity image shows that areas in the deep water appear darker than their true reflectivity. This means that substrata that have similar reflectivity appear different, which will confound automated classification methods. In the case of Kingston Reef, the rocky reef is a prominent feature above the deeper sandy areas. Even though this macroalgae-covered reef is darker than the surrounding areas, the raw intensity shows that it is relatively bright, due to its proximity to the sensor.

Figure 9. Density plots of (a) provided intensity (P) vs LiDAR range (sand pixels enclosed in polygon), (b) $P D^2$ vs LiDAR range, (c) $\log(P D^2)$ vs LiDAR depth for sand pixels only (with fitted line), and (d) $\log(P D^2) - 2aD$ vs LiDAR range.

According to Philips and Koerber [41], the received power of the LiDAR detector is given by:

$$P = \frac{R_T A}{(D n)^2} e^{-2kD} P_0$$  \hspace{1cm} (1)

where:

- $n$ is the refractive index of the water,
- $k$ is the effective attenuation coefficient for the laser light through the water column,
- $D$ is the sensor–target distance,
- $A$ is the area of the detector,
- $R_T$ is the target substrate reflectance (divided by $\pi$ steradians when assuming a Lambertian target),
- $P_0$ is the power of the transmitted pulse.

Equation (1) is a simplification of the pulsed LiDAR equation from [41]. It has been simplified by removing the loss at the air–water interface (since the whole mechanism is underwater) and removing the time dependence; we are considering the pulse at the instant it is received.
We are, therefore, ignoring time-based effects, such as pulse smearing for the purpose of this analysis. The goal of the following is to estimate the reflectivity of the substrate, $R_T$, uncorrupted by other effects, if possible. We assume that the provided “intensity” is a scaled version of $P$ in Equation (1). To remove the effect of the spreading LiDAR beam over distance (i.e., dispersion), the intensity data are multiplied by the square of the distance:

$$PD^2 = \frac{R_TA}{n^2} e^{-2kD} P_0$$  \hspace{1cm} (2)

The effect of this is shown in Figure 9b, where all of the saturated pixels have been excluded from the analysis, and we work with LiDAR ranges from the .raa file, not depths. Note that most of the range-based effects have now been removed from the LiDAR intensity.

Taking logs of Equation (2) gives:

$$\log(PD^2) = \log\left(\frac{R_TA}{n^2}\right) + \log(P_0) - 2kD$$  \hspace{1cm} (3)

There are two broadly divisible populations of points: the reef (i.e., non-sand), sitting between 8 and 10 m depth as a raised plateau, and sand, sitting mostly below 10 m of depth. To normalise for attenuation effects by fitting to Equation (3), it is necessary to identify a population of pixels that each have similar target reflectance and then make the assumption that $\log\left(\frac{R_TA}{n^2}\right) + \log(P_0)$ is a constant for that population. This allows the fitting of a linear equation $y = ax + b$ with $y = \log(PD^2)$, $x = D$, and $a = -2k$.

We assume that the sand represents a population of roughly equal substrate reflectance. To determine the effective attenuation coefficient, a robust line is fitted to the data enclosed by the polygon in (Figure 9a), which is identified as the sand population. Figure 9c shows a density plot of $\log(PD^2)$ against the sensor–target distance for the sand pixels only, with the saturated pixel values removed. It was necessary to subtract the minimum value from the reflectance to ensure that every number was positive, as the supplied reflectance data were arbitrarily scaled.

In the log space, the slope of this line is the coefficient $a = -2k$. In fitting the robust line to the sand pixels, we observed a small r-squared value of 0.03, partly because the sand is not a pure colour, but mainly because the effect of water column attenuation in the clear water was quite low compared to the dispersion effect.

To remove the effect of attenuation, this slope is multiplied by depth and subtracted from the log transformed data, which is subsequently re-exponentiated to recover the original scale. The outcome is a constant multiple of $R_T$ with the effects of attenuation through the water column removed, as shown in Figure 8b. Note that we derived and applied the correction to the non-saturated pixels and then filled the holes with nearest neighbour interpolation. Observe that the reef and sand are far more uniformly coloured, which is consistent with them being similar materials.

4. SLAM

In the field of robotics, simultaneous localisation and mapping (SLAM) is the computational problem in which a map of an unknown environment is created based on a range information provided by a sensor (e.g., LiDAR or sonar) on a moving agent and, at the same time, the map is used to improve the localization of the agent. There are many challenges to employing SLAM in underwater environments with an AUV [16,42]. Note that the present paper is devoted to an exploration and comparison of underwater SLAM using LiDAR and sonar technology, and we make no claim of using or improving the most up-to-date SLAM techniques.

The SLAM algorithm employed here [43,44] was originally designed to work with accurate and dense range data provided by LiDAR sensors in air, using an industrial grade Inertial Measurement...
Unit (IMU) to provide pose estimates. Over the years, it has successfully been tested and evaluated using different modalities of range sensors, including sonars and multiple grades of inertial systems.

The algorithm works by optimizing over a sliding window of surface elements commonly known as surfels. These are features extracted directly from the point cloud. For each new iteration, the algorithm projects all the new range data into the global frame, according to a motion prior-generated from Inertial Measurement Unit (IMU) and/or basic pose estimates from external motion sensors. Then, the point cloud is split up into cubic bins called voxels. Voxels are built with spatial and temporal constraints such that a new surfel is generated for each new 3D scan of the same area. Surfels with a similar position and orientation but different time of observation are matched with a k-Nearest Neighbours (k-NN) search in a correspondence step.

Once the matching is finished, the correspondences are used to build constraints for the optimization step. The optimization procedure calculates corrections of the trajectory estimation in order to minimize the distance of two similar surfels along their mean normal. Deviations from the IMU/INS measurements are penalized to ensure smoothness of the trajectory. Finally, continuity with the previous trajectory outside of the window is enforced through initial condition constraints. Matched constraints are formed and interpolated for the discrete optimization problem. The optimization problem is solved with iterative reweighted least squares estimator. To minimize drift, the algorithm stores a set of past surfel views as fixed views, which contain surfels that were observed during a defined time span out of the window. New fixed views are stored whenever significant translational or rotational movement occurred since the last fixed view.

For the case examined here, at any given time, \( t \), the sensor (LiDAR or sonar) has a position, \( (x(t), y(t), z(t)) \) and an orientation, \( (\theta(t), \phi(t), \xi(t)) \), which combine to make the six parameters of the sensor’s trajectory. For a given range measurement, \( r(t) \) (from either the LiDAR or the sonar), the trajectory implies a projection of that range measurement to a point in 3D space. Any inaccuracy in the trajectory will produce an error in the projected 3D point.

To estimate the trajectory of the sensor, the trajectory measured by the INS and GNSS is added to the offsets between the sensor and those devices. The set of six offsets between the sensor and INS/GNSS centre are called the extrinsic parameters of the system (or just “the extrinsics”). The trajectory measured by the INS/GNSS plus the (estimated or measured) extrinsics define the nominal trajectory, which is the baseline and starting estimate for further refinement. In general, SLAM algorithms provide a method to improve the nominal trajectory by matching revisited features in the projected points. If the same feature, projected from different parts of the trajectory, does not lie at the same 3D position, it implies an error in the trajectory.

There are two possible causes of error in the sensor trajectory, the first is an error in the extrinsics, or relative positions and orientations of the sensors compared to the GNSS and INS. Fixing an error in the extrinsics involves estimating a correction for the positions and orientations, \( (x_0, y_0, z_0, \theta_0, \phi_0, \xi_0) \), and applying it for every time \( t \). The result of applying this correction is called the calibrated trajectory, and the resulting 3D projection of the ranges is the calibrated projection.

The second cause of error is due to the INS and GNSS inaccurately estimating the trajectory; these errors are caused by an accumulated drift over time. To fix this, a different adjustment to every point on the trajectory is required; this is the output of the SLAM algorithm. The trajectory adjusted this way is called the SLAM trajectory.

To evaluate the performance of the SLAM trajectory compared to the nominal and calibrated trajectories, we collected a 16-point star dataset by executing transects up to 100 m with the objective of maximizing both the MBES and LiDAR data overlap. The SLAM algorithm was used in two different ways: firstly, it was used to get a better estimation of the extrinsics, the six offsets between the INS/GNSS, and the relevant sensor (multibeam and underwater LiDAR); and, secondly, it was applied to the dataset to get an improved trajectory estimation using the corrected extrinsics.
4.1. Using Subsea LiDAR

Figure 10a shows an overview of the underwater LiDAR dataset, KRX-Star, collected during the eight transects coloured according to the depth. It shows in detail a $16 \times 11$ m central section of the star where most of the overlap takes place. Only the raw trajectory is shown, since they all look very similar due to the accuracy of the GNSS/INS instruments.

Figure 10. Underwater 16-point star dataset with the raw trajectory projection for (a) LiDAR and (b) MBES. (c) Control points used to assess the effectiveness of simultaneous localisation and mapping (SLAM). Background is nominal LiDAR depth, shown in grey scale to highlight the control points (SUTM50).
4.2. Multibeam Echosounder

Figure 10b shows an overview of the MBES data collected during the eight transects, coloured according to the depth. The central section with most of the overlap is approximately $64 \times 37$ m. It is not readily apparent from the imagery, but close inspection shows that features are better defined on the calibrated trajectory compared to the raw one, although the MBES was not accurately modelled to take into account the particularities of the sensor beams’ footprints. The projected data appear identical when using the calibrated or SLAM trajectories.

4.3. Evaluating the Performance of SLAM for LiDAR and Sonar Devices

We take two different approaches to evaluate the performance of the SLAM algorithms on the LiDAR and sonar datasets, a direct method using manually selected ground control points (GCP’s) and a consistency-based errors metric from the current literature.

4.3.1. GCP Approach

To evaluate the performance of the SLAM algorithm on the LiDAR and sonar datasets, the output point clouds were again rasterised onto a 0.1 m grid. A set of 15 high-contrast control points were chosen manually in the central overlapping region (see Figure 10c) and a $11 \times 11$ neighbourhood window of each control point was extracted to form exemplars using the nominal point cloud projections.

For each of the nominal, calibrated, and SLAM projection results, an automated search was performed to find the location in each arm of the star that best matched the exemplars. The matching was determined using the normalised cross-correlation function [45] over the window. After matching the points at the pixel level, subpixel matching was performed using bilinear interpolation to achieve the best estimates possible for the control point locations in each of the strips and for each dataset. To ensure that well-matched points were used, only matches that had a normalised cross-correlation score of 0.9 or more were considered for the remainder of the analysis.

To assess how well the control points agree within a given dataset, we calculated the standard deviation (SD) for each of the 15 control points with more than two matches from different arms of the star. Table 2 summarises the results for the LiDAR and sonar datasets.

Table 2. Consistency of LiDAR control points expressed as root-mean-square (RMS) distance from the mean of each set of matched control points.

| GCP# | LiDAR | | | | Sonar | |
|------|-------|-----|-----|-----|-----|-----|
|      | Nominal (m) | Calibrated (m) | SLAM (m) | Nominal (m) | Calibrated (m) | SLAM (m) |
| 1    | 0.043 | 0.043 | 0.033 | 0.115 | 0.082 | 0.059 |
| 2    | 0.065 | 0.070 | 0.067 | 0.096 | 0.057 | 0.041 |
| 3    | 0.073 | 0.073 | 0.044 | 0.087 | 0.065 | 0.052 |
| 4    | 0.145 | 0.067 | 0.030 | 0.175 | 0.140 | 0.127 |
| 5    | 0.054 | 0.053 | 0.025 | 0.122 | 0.087 | 0.061 |
| 6    | 0.045 | 0.035 | 0.031 | - | - | - |
| 7    | 0.061 | - | - | - | - | - |
| 8    | 0.022 | 0.033 | 0.033 | 0.114 | 0.085 | 0.075 |
| 9    | 0.052 | 0.053 | 0.024 | 0.206 | 0.104 | 0.073 |
| 10   | 0.035 | 0.022 | - | - | - | - |
| 11   | - | - | - | 0.156 | 0.103 | 0.107 |
| 12   | 0.120 | 0.103 | 0.054 | 0.065 | 0.147 | 0.155 |
| 13   | 0.112 | 0.087 | 0.035 | 0.100 | 0.086 | 0.081 |
| 14   | - | - | - | - | - | - |
| 15   | 0.025 | 0.056 | 0.025 | 0.127 | 0.064 | 0.041 |
| Mean | 0.065 | 0.058 | 0.036 | 0.124 | 0.093 | 0.079 |

Note: Simultaneous localisation and mapping (SLAM).
For the LiDAR dataset, the differences in the nominal projections of control points have mean SD of 0.065 m. By using SLAM to improve the extrinsics calibration to get a better estimation of the INS and LiDAR relative poses, the mean SD improves to 0.058 m. The projection from the SLAM trajectory with the corrected extrinsics lowers the mean SD to 0.036 m, which is less than the along-track spacing of the dataset (0.063 m).

For the sonar dataset, the mean SD of control points for the nominal projection, 0.124 m, is improved by the extrinsics calibration and SLAM trajectories to 0.093 m and 0.079 m, respectively. However, since the MBES insonified area is of a similar magnitude, it is not clear that the SLAM technique provides a significant improvement beyond the extrinsics calibration using this evaluation technique (as both improvements would be considered “subpixel”). Additional data collection in a controlled environment that contains grid markers and objects of known size would be required to explore whether the algorithm improves the nominal sensor specifications.

4.3.2. Consistency Metric Approach

To further illuminate the consistency of the various versions of the sonar and LiDAR datasets in their nominal, calibrated, and SLAM’d versions, we implemented the method of Roman and Singh [46]. This method is a point-based error metric that can be used to evaluate self-consistency where map regions have been imaged multiple times.

In our case, the metric can be calculated for every pixel where the pixel and its neighbours have been scanned by more than one revisit of the scanner. Each revisit of the scanner creates a distinct cloud of points, called a surface patch.

The method proceeds by determining the set-wise distance between each point and the nearest points on any other overlapping surface patch. The metric is then given for each bin (in our case, pixels) by largest set-wise distance amongst the entire set of maps, contributing points to that pixel and its neighbours. According to [46], the method is less effected by the choice of bin size than other consistency measures. Figure 11 shows the results of implementing the Roman and Singh method. Table 3 summarises the results. The consistency-based error metric shows trends that agree with the previous method of evaluating the datasets, i.e., that the nominal, calibrated, and SLAM’d datasets are increasingly self-consistent, and that the SLAM does not provide a lot of improvement in the sonar consistency.
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Table 3. Statistics for the Roman and Singh consistency-based error metric for the 3 LiDAR datasets.

|                  | Mean Consistency (LiDAR) | Mean Consistency (Sonar) |
|------------------|--------------------------|--------------------------|
| Nominal          | 0.310                    | 0.362                    |
| Calibrated       | 0.309                    | 0.353                    |
| SLAM’d           | 0.147                    | 0.323                    |

5. Benthic Habitat Mapping

To demonstrate the value of incorporating both LiDAR reflectivity and multibeam backscatter into a benthic habitat classification, we have provided a classification of the combined LiDAR and MBBS data. The classification is performed by selecting training sites according to the available ground truth (Figure 3). The LiDAR reflectivity is calibrated according to the procedure in Section 3.2.2 (note that this has changed the scale of the LiDAR Reflectivity). Saturated points have been removed and filled in with nearest neighbour interpolation.

The ground truth data lead to the choice of four different substrata for classification purposes, with the following qualities:

**Sand:** Consists of bright material that is soft, with little texture on the aerial image. This has high LiDAR reflectivity and low backscatter.

**Seagrass:** This grows on the sand, so tends to also be a soft substrate, however it is much darker. Has low backscatter and low reflectance compared to sand.
Exposed reef/sand veneer over reef: A hard material that is bright. This will have a high backscatter and a high reflectivity.

Reef with macro algae: This is relatively dark and hard. It, therefore, has a low reflectivity (compared to sand) but a high backscatter.

The training sites selected consist of rectangles of various sizes, depending on the benthic habitat that is being trained on. Figure 12a shows a plot of the means of the 29 training sites that were selected. In Table 4 the total number of training sites and pixels for each cover type are shown.
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**Figure 12.** (a) Classification scheme for combined LiDAR reflectivity and multibeam backscatter data. (b) A classified map produced with LiDAR reflectivity and multibeam backscatter (SUTM50).

**Table 4.** The number sites and pixels for each training class.

|                | Number of Sites | Number of Pixels |
|----------------|-----------------|------------------|
| Sand           | 6               | 319              |
| Sand Veneer    | 6               | 175              |
| Seagrass       | 10              | 485              |
| Reef           | 7               | 315              |

To perform the classification, a random sample of 100 pixels from each of the training data were selected to train a maximum likelihood classifier (MLC; [47]), with an additional 50 pixels chosen from the remaining ground truth data for validation. The classifier was then used to train the remaining pixels in the image, while the validation data were used to perform estimates of the accuracy (see Table 5). We performed three classifications, one using just the LiDAR reflectivity, a second with only the MBBS, and a third with both.
Table 5. Confusion matrix for the maximum likelihood classifier.

| Observed Cover | Sand | Sand Veneer | Seagrass | Reef |
|----------------|------|-------------|----------|------|
| LiDAR and Sonar Actual Cover | Sand | 0.92 | 0.08 | 0.00 | 0.00 |
| | Sand Veneer | 0.26 | 0.66 | 0.02 | 0.06 |
| | Seagrass | 0.02 | 0.02 | 0.82 | 0.14 |
| | Reef | 0.00 | 0.00 | 0.10 | 0.90 |
| LiDAR only Actual Cover | Sand | 0.90 | 0.10 | 0.00 | 0.00 |
| | Sand Veneer | 0.80 | 0.12 | 0.02 | 0.06 |
| | Seagrass | 0.00 | 0.00 | 0.92 | 0.08 |
| | Reef | 0.00 | 0.04 | 0.12 | 0.84 |
| Sonar only Actual Cover | Sand | 0.52 | 0.06 | 0.20 | 0.22 |
| | Sand Veneer | 0.06 | 0.74 | 0.02 | 0.18 |
| | Seagrass | 0.46 | 0.14 | 0.16 | 0.24 |
| | Reef | 0.26 | 0.42 | 0.00 | 0.32 |

After the MLC was performed, a majority filter of size $5 \times 5$ pixels was passed over the classified image to smooth out some of the speckle and fill the gaps in between swaths. Figure 12b shows the results of the classification using both the reflectivity and the backscatter. This appears to be a sensible result, as it is consistent with the ground truth and additional data that are available in this study.

The plot in Figure 12a suggests that the Sand and Seagrass classes are difficult to resolve without the inclusion of LiDAR reflectivity, since they have very similar hardness. On the other hand, the Sand and Sand Veneer/Exposed Reef classes have very similar reflectivity, suggesting that the MBBS plays an important role in discriminating between them. These hypotheses are backed up by the confusion matrices for the classification performed with only backscatter and with only LiDAR, shown in the bottom rows of Table 5. The combination of LiDAR reflectivity and MBBS allows separation between classes that would not have been possible with either one alone.

6. Discussion and Future Work

We analysed and compared the specifications for simultaneously acquired ship-mounted LiDAR and multibeam data. To our knowledge, no surveys of this type have been previously conducted; although both systems have been simultaneously mounted on an ROV [14], a detailed comparison of the data sources has not been published.

In the context of underwater SLAM collecting LiDAR, multibeam, and INS data with the same spatial and temporal constraints, provides an opportunity to examine the two technologies under the same conditions, ensuring a fair comparison of the results.

The subsea LiDAR data have superior spatial resolution to the sonar, the LiDAR footprint is 25 times smaller, which allowed greater detail to be resolved on the seafloor. In the case of MBES, increasing the point density will not increase the resolution of the data, because the footprints of the beams overlap, so there is blurring between neighbouring point samples.

The horizontal agreement between the LiDAR and multibeam data is quite good, but the registration was not completely independent since the multibeam data were provided to 3DAD before delivery of the LiDAR data.

There was a fair proportion of saturated pixels in the bright sandy regions, which lead to some data loss. This could be resolved by varying the gain of the LiDAR according to the reflectivity of the target, using either a physical or empirical model. A variable detector gain (whose value is recorded in the metadata) and a heuristic for setting it would allow for a greater range of reflectivity values to be
recorded without saturation. Since this data collection was performed, the 3D at Depth LiDAR now has a “Real Time Viewer” that allows the operator to identify saturation while collecting the data and, therefore, make corrections in real time.

SLAM has been successfully evaluated on both the LiDAR and multibeam datasets. In both cases it has improved the accuracy of the relative position of the INS and each sensor head, increasing the quality of the dataset when projected from the trajectory. For the case of MBES sonar, the results show that SLAM does not significantly improve the trajectory estimation on a high-end GNSS and INS system, which is typically used as a ground truth for mapping algorithms. However, it would provide improved accuracy when the navigation system is not available, such as on ROVs or AUVs. For the LiDAR data, the SLAM did provide a significant improvement, regardless of the availability of the GNSS; further analysis is required to identify why the results for LiDAR and sonar are different.

As future work on this topic we will perform multimodal SLAM using both the multibeam LiDAR readings, which requires accurate sensor modelling of the multibeam sonar to account for the energy distribution of each of the beams’ footprints. Airborne LiDAR and sonar have been analysed and compared for habitat mapping purposes [22], but it was not simultaneously acquired from the same platform with a shared INS as here. In [48], the authors explore the use of optical (IKONOS) and dual frequency side-scan sonar for mapping reef environments. They found a significant misclassification between seagrass and algae-covered habitats when only using the optical data. When using the acoustic data, their seagrass had the poorest discrimination of all the classes, being confused with sandy habitats with some rubble. There was a significant improvement in mapping all classes when both acoustic and optical data were used.

It has been demonstrated that the LiDAR reflectivity and MBBS are complementary data sources for habitat mapping, allowing for more classes to be mapped than either one alone. This is because the acoustic reflectivity (i.e., MBES backscatter) and green laser reflectivity are independent measurements that can be used to characterise seafloor substrata. Future work with more ground truth will allow for further quantitative analysis to confirm this.

A disadvantage of current time-of-flight subsea LiDAR systems is that they have been developed for deep-water metrology applications for industries that build and maintain subsea infrastructure [21]. Whilst these systems can be mounted on moving platforms, they have primarily been designed for use in a fixed station setting to monitor large survey areas, utilising reference locations to be systematically moved to different fixed points around the survey area. The design priorities are for very high accuracy and range, along with the ability to withstand great depths and hostile deep-water environments. This increases their cost considerably, while not necessarily being an advantage for shallow water benthic habitat mapping missions, where centimetre accuracy is likely to be sufficient. A systems-engineering approach to integration of the LiDAR onto a moving platform is likely to provide superior results, given that the SL2 is designed to capture stationary frames. We have shown that a light-weight LiDAR system with the ability to be rapidly deployed from a moving platform may enhance the speed and accuracy of benthic habitat mapping and enable improved navigation in the absence of GNSS or other absolute localisation techniques.

In future work, we will be developing experimental green laser setups to provide further insights into the pulse detection and reflectivity calculations from subsea LiDAR systems. An understanding of the full waveform, rather than just the processed outputs from a commercial system, will provide the flexibility needed to set pulse detections based on brightness and to adjust the detector dynamics to avoid saturation, enabling superior habitat mapping and robot navigation. Ultimately, a purpose-built, low-cost, shallow-water system will allow more flexibility to experiment on AUV systems in coral-reef environments.
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