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Tumour region extraction (RE) method identifies the area of interest in MR imaging as it also highlights tumour boundaries. Some other intensities are existing, they are not visible but have their existence in region, and this region is called growing region. Such region is to be tumour region. Due to the variation of intensities in MRI images, tumour visibility becomes unclear. Tumour intensity variations (tumour tissues) mix with normal brain tissues. In the light of above circumstance, tumour growing region becomes challenge. The goal of work is to extract the region of interest with confidence. The objective of the study is to develop the region of interest of brain tumour MRI image method by using confidence score for identifying the variation of intensity. The significance of work is based on identification of region of interest (tumour region). Confidence score is measured through pattern of intensities of MRI image. Similar patterns of brain tumour intensities are identified. Each pattern of intensities is adjusted with certain scale, and then biggest blob is analysed. Various biggest area blobs are combined, and resultant biggest blob is formed. In fact, resultant area blob is a combination of different patterns. Each pattern is assigned with particular colour. These colours highlight the growing region. Further, a contour is detected around the tumour boundaries. With combination of region scale fitting and contour detection (CD), tumour boundaries are further separated from normal tissues. Hence, the confidence score (CS) is formed from CD. CS is further converted to confidence region (CR). Conversion to CR is performed though confidence interval (CI). CI is based on defined conditions. In such conditions, different probabilities are considered. Probability identifies the region. Source of region formation is pixels; these pixels highlight tumour core significantly. This CR is obtained through checking standard deviation and statistical evaluation using confidence interval. Hence, region-of-interest pixels are identifying the CR. CR is evaluated through 97% Dice over index (DOI), 94% Jacquard, MSE 1.24, and PSNR 17.45. Value of testing parameter from benchmark study was JI, DOI, and MSE, PSNR: JI was 31.5%, DOI was 47.3%, MSE was 2.5 dB, and PSNR was 40 dB. The parameters are measured for the complex images; contribution parameter classifies the mean pixel values and deviating pixel values, and the classification of the pixel value is like to be termed as intensities. Mentioned classification extracts the variation of intensity pixels accurately; then, algorithm is highlighting the region as compared to the normal tumour cells.

1. Introduction

The region of interest (ROI) gives the border of an object under certain circumstances; certain processes are required to be performed over an object. The object pertains a tumour region, where the tumour region is combination of the intensities and the intensities of this tumour region are spreading irregularly. In simple words, the boundary of a tumour is mixing with other normal tissues, where this scenario shows the illusion of a variation of intensities in the region. In fact, this region is the formation of nonuniform intensities. Therefore, a RE is required which improves the visual challenge. The suggested method is effective with RE. The method calculates the confidence score and then
converts it to confidence region. Hence, the confidence region is drawn with an effective contour. In more lines, the level set method is applied to the boundaries of the tumour. Hence, the RE determines the tumour region.

If we want to see the context of the problem, it is problematic to extract the brain tumour region from the MRI due to the existence of the varying intensities. The tumour intensities are clearly visible from the image of the brain obtained. Nonetheless, there might exist areas that are ambiguous due to the varying tumour intensities that are spreading out; thus, they cannot be visualised. Hence, it is essential to identify these ambiguous varying tumour intensities. The main objective of the work is to develop the region of interest of brain tumour MRI image method by using confidence score for identifying the variation of intensities. Open-ended questions are how to perform detailed variation of intensities in enhancing the tumour core region? Confidence region contour detection (CRCD) includes detail of contour algorithm to receive an intensity-adjusted image and then identifies the blob and the calculated area of the resultant biggest blob. It also highlights the close contour with confidence region around the tumour boundary and level set methods in image extract edges, and at last confidence region is separating tumour boundaries in tumour growing region.

2. Related Work

Region extraction plays an important role for preprocessing of the segmentation. RE is elaborate which is before step of segmentation. In the referenced article, a one-step ahead of enhancement is proposed where spackle entropy noise is handled as compared to the OTSU algorithm [1]. In this referenced article, a Sobel improved edged detection algorithm is proposed which draws close contour to extract the accurate region of a brain tumour [2]. In this study, firstly, they preprocesses the image and handle the noisy images with localisation; secondly, they extract the features and finally performed the classification [3]. In another referenced study, different modalities have been visually analysed and it has been found MRI segmentation is more challenging for methods due to low pass and high resolution [4]. In another published study, region of interest is important, and tumour shape is enhanced with multi-parameters like the classification of an image pixel to estimate the region of interest [5]. In this referenced proposed algorithm, the bias correction field was discussed which estimates the nonhomogeneous intensities using two multiplicative components, and the technique includes a biased correction field [6]. Recent referenced research suggests a technique for biomedical applications, and the application is made to check the active contour internal energy as well as external energy using the Marr method, gradient vector flow, and vector field convoluation methods [7]. In this referenced study, a multi-level threshold OTSU enhances the image with determining significant intensity point and assigns them threshold, after combination results of algorithm are enhanced [8]. In another referenced study, image enhancement is performed with denoising and water-shedding, visual analysis of the image is performed by connected component, and images are also evaluated [9]. In another referenced study, a histogram is used which is a formal analysis of the image, and the intensity of the brain tumour image is corrected by applying standard deviation. This step is normalising the image intensities checked. The white portion of the tumour region is extracted and easily visible [10].

In this referenced study, MICCAI BraTs brain tumour dataset images which are already processed and the skull of the image are removed by the ITK tool kit [11]. In another referenced study, region scale fitting is improved where edge stop function extracts boundaries of noisy image, and after the RSF technique, the noise of the region is removed [12]. In another referenced study, FCM along with feature is used to enhance the edges of the brain tumour image [13]. In this referenced study, the method smoothly detects the inner contour versus outer contour by checking the start and end of the contour point. The background is evolving from region of interest (tumour region) smoothly like background of image removed where foreground of image becomes more highlighted [14]. In another referenced study, edges of brain tumour are more improved; therefore, region of tumour becomes more highlighted [15]. In this referenced study, edges of region of interest (ROI) are detected through the Bayesian contour, and it also gives measurement of tumour area and volume of ROI [16]. In this referenced study, hyperintense lesion is dealt with combination of Gaussian mixture model with synthetic image and support vector machine [17].

In this referenced study, more focus has been made on multi-contrast scan in which variation of tumour stages is presented, 65 algorithms have been tested, and not even one is good for identification of variation; in this referenced study, accurate identification of brain tumour is performed through combination of region growing segmentation, grey-level co-occurrence matrix GLCM feature extraction, and classification through probabilistic neural network (PNN) [18, 19]. In this study, the authors stated that the algorithms produced good results to classify the intensities, but still the problem of region identification unsolved [20]. In this referenced study, enhanced Darwinian particle swarm optimisation is compared with particle swarm optimisation (PSO) for enhancement of brain tumour image; these techniques are identifying the region [21]. In this referenced study, nonuniform intensities are standardising with setting of landmarks and also form a piecewise graph where nonuniform intensities are handled [22]. In this referenced research, glioma feature detection is classified by using Gaussian mixture model. The detection is classifying the tumour region for classification [23]. In this published study, hybrid of two classifiers as multi-layer perceptron and C4.5 decision tree algorithm gives the best classification of tumorous slices and also for nontumorous slices [13]. In this referenced study, initial learning rate improves the performance of SOM for dataset classification and better results of region identification are produced [24]. In this referenced study, the combination of feature is identified for ROI [25]. In this referenced study, segmentation is achieved with combination of unsupervised learning and features [26]. In
this referenced study, better tumour detection is found with flavour of SVM classifier for Harvard brain tumour image [27]. In another referenced study, SOM pixel labelling with reduced cluster and deterministic feature clustering give better segmentation [28–31]. Medical imaging is an important field for identification of disease, so doctor can take better decision in perspective of intelligent computation [32–37]. Hence, above state the of art has not enlightened the RE of brain tumour identification, but identification of tumour region is still a challenge for variation of intensity region. The scope of the mentioned issues is crucial, as the issues are opening new horizon which need inventions and improvements. The MRI image region extraction was executed through confidence interval, but it was inadequate for the identification of complete tumour pixels. These pixels are required in enhancing tumour core. If tumour pixels can be identified, the probability of tumour region identification increases. Therefore, in this study by [1], the confidence region was needed for the accurate identification of enhancing tumour.

3. Material and Method

3.1. Material. Tumour identification is possible through confidence region contour detection. Different images are analysing from MICCAI BraTS brain tumour dataset. Figure 1 shows image of flair, Figure 2 shows image of T1, Figure 3 shows T2, and Figure 4 shows T1Ce. Figure 2 (T1 image) pertains intensity issue. The main purpose of the study is to identify expected tumour region with accuracy. From dataset, each patient has 155 MRI images. Each image has combination of intensities.

From image number 65 to 74, tumour is completely visible. For each patient, ten different tumorous intensity regions are determined from ten abovementioned text. After visual analysis, it is observed that every image has different patterns of intensities. From the pattern of intensities, connected components are determined. Biggest tumour-connected component is selected from individual image. In each image, biggest connected component is called as biggest blob. Tumour biggest blob represents intensity region or tumour region. This process is repeated for rest of images. At end, when these ten images are combined, it is observed that tumour region is growing. Tumorous region is derived from different intensities. This region is called resultant biggest region. Tumour is identified from resultant biggest blob but needs to extract the boundaries of the tumour. Contour is drawing the boundaries of resultant biggest blob. Resultant biggest blob is lineated through the level set method. Using level set, tumour boundaries are extracting accurately. Accurately extracted boundary image is further sent to confidence region. Confidence region is the process of accurate tumour region identification.

3.2. Method. The proposed method is named as confidence region contour detection (CRCD), and its detail is mentioned in subsection 3.1.

3.2.1. Confidence Region Contour Detection (CRCD). In this section, a confidence region contour detection method is discussed in detail. This novelty method gives the exact combination of the biggest blob (connected components). From Figure 2, problem image shows the enhancing tumour growing region. The suggested method is extracting tumour region with the following steps, and it determines the biggest blob area. This blob region is the combination of the maximum connected component area. Connected component areas are consisting of maximum tumour pixels. Figure 2 shows the variation of tumorous intensities.

The values of resultant biggest blob produce the confidence score. This score is transforming to confidence region.
The real purpose of transformation for confidence region from confidence score is to get more meaningful information related to tissue. This soft computing of brain image is examining important features. The difference can be compared from the input image information. In fact, this process is a pattern recognition process. Proposed method minimises the error rate of pixel classification, and this classification occurs among the group classes. With combination of thresholding and statistical processing along analytical decision-making, the confidence region classifies pixel more accurately.

\begin{align}
A_1 = \bar{a} - 1.96 \times \sigma \sqrt{na_1} j a_1, \\
A_1 < \mu, \\
A_2 = \bar{a} + 1.96 \sigma \sqrt{na_1} j a_2, \\
\mu < A_2.
\end{align}

Equation (1) represents one class of pixels. Equation (3) represents mean values of pixels, and \( \mu \) represents intermediate value. Equation (1) and Eq. (4) can be seen as comparison among \( A_1 \) and \( A_2 \).

The reason to mention Figure 5 here is to show the mind map of confidence region; this mind map figure helps in simplifying the explanation of forthcoming steps. Referring to Figure 5(a), the confidence score is obtained from the biggest blob values. Using the aforementioned equation, the confidence score was transformed to the confidence region. Figure 5(a) shows the histogram of confidence score; it represents the distribution of intensities. From the confidence score, the confidence region is extracted. Figure 5(b) represents another histogram; it shows optimised intensity image distribution, and this histogram shows the confidence region intensities. Figure 5(c) shows extracted confidence region.

The process from confidence score to confidence region consists of standard deviation of the entire image population with relationship to each pixel. The input image is divided into \( n \) sub-images. Each sub-image Cartesian coordinate of the pixel is related to the greyscale pixels. From equation (1), the confidence interval evaluates the pixel in the sub-image. Then, all the sub-image domains are combined. In Figure 5, the histogram was produced with the confidence region. After the confidence region transformation, the multi-level threshold formed the classification of pixels based on their region. The histogram of confidence region was optimised due to confidence mechanism and tumour RE. Figure 6 shows the process of confidence region of the resultant biggest blob.

\( \alpha \) represents brighter intensity tissues of a brain tumour in equation (5). For \( \alpha \), certain intensity is determined with visual analysis and \( \beta \) determines nontumorous intensities.
Figure 6: Workflow of confidence region with contour.

is multiplied by $\alpha$, which means that $x$ holds the multiple variations of tumorous tissues for $\alpha$ (tumorous cells). $\beta$ is added to $\alpha x$, and it represents nontumorous tissues along normal tissues. Therefore, intensities of normal tissues as well as nontumorous tissues are adjusted in the image. Nonenhancing tumour core and tumour homogeneous intensities are needed to separate to a certain level. $\alpha$ gives the contrast adjustment, and its value lies between 0 and 1. In particular, the confidence region (CR) enhances the information, $\alpha x$ is a parameter, and this parameter is a combination which gives blob area. In brief, this area consists of patterns of connected intensities. Altogether, these patterns are enhanced with maximum pixel value, and these values are more brightly coloured. The confidence region is achieved in the following steps.

(1) Biggest Blob Area of an Input Image. Tumour identification issue remains in the adjusted intensity image. As a result, tumour intensities at tumour boundaries mix with normal tissue intensities. Meanwhile, several steps require separating the tumour from other tissues. At first, connected component areas give tumour intensities in T1 sequence. The connected components determine a certain threshold. Thereafter, the algorithm scans the region on the base of the threshold and labels are assigned to each connected region in the area. Later, scanning is performed on the eight connected neighbour pixels in the current area; then, the algorithm assigns labels to the identified areas. Earlier, connected pixels in the area are labelled with a number. Furthermore, in each area, labelled numbers of pixels in the regions are defined with weight and each labelled area consists of pixels with certain intensities. Weight is assigned to every determined area. The biggest area of a connected component in image is assigned with highest priority so that biggest connected component can be easily selected. Therefore, the biggest blob is identified which highlights the area with certain intensity within a greater number of pixels.

(2) Combination of Biggest Blobs. The confidence region needs to be determined for identification of tumour region from Figure 2 named as enhancing tumour. Figure 2 shows T1 sequence. Volume of image belongs to sequence of T1 image. Thus, this study defines the biggest blob in the above section. In particular, the biggest blob determines the tumour region, this region is with the maximum area of connected components, and the enhancing tumour intensities are dealt. Accordingly, the maximum region of the connected components is in a specific pattern. Similar patterns of intensities are determined. For instance, image numbers from 65 to 69 (same patient) have similar pattern, whereas 70 to 74 have likewise patterns. Then, all the patterns of intensities are summed up and the resultant is a combination of biggest blobs. Therefore, the combination of the biggest blobs is also known as a resultant blob in this study.

The confidence region with contour detection (CRCD) algorithm is a proposed algorithm, and it identifies the extending tumour intensities. Intensities can separate from normal tissues. The suggested below algorithm tackles mentioned issue, whereas benchmark studies are not dealing the above issue.

The abovementioned detail can be seen in the form of Algorithm 1 and Algorithm 2. Algorithm 1 is giving confidence region of tumour, whereas Algorithm 2 is giving region scale fitting or detecting the contour around tumour area. At first, the image T1 is read from the dataset named as MICCAI BraTs brain tumour dataset. The input image is processed with procedure of intensity adjustment. The limit of intensity adjustment values lies among 0 to 1. Different T1 sequence images of MICCAI BraTs are checked, and it has been known that certain image adjustments of limit of intensity of tumour cells are existing from value of 0.36 up to 0.78. The brightness of the tumour improves, but it is still important to depict the growing region. Intensity adjustment is improving the connected components. Thereafter, all the connected components are scanned throughout the image. The connected component term is also known as a blob. In above detail, we have seen the process of calculation of biggest blob. The process of resultant biggest blob is also discussed in above. Then, a certain RGB colour is assigned to this biggest blob. Consequently, this biggest blob is added to a defined array. Afterwards, the next tumour image belongs to the same patient it selected from the dataset. This image also belongs to same patient but has different certain patterns of intensities. The same procedure repeats, while, nevertheless, the last image is processed. The procedure repeats with all images (belonging to the same patient) with a specific pattern of intensities. Every biggest blob pixel is added to a defined array. In the end, one array is finally obtained which consists of a different pattern of intensities. In fact, this is a resultant image of the biggest blob from various patterns of intensities of the image. Specifically, this resultant biggest blob image is a confidence score image with the maximum pixel of a tumour. This resultant image of the biggest blob sends to the second portion of the algorithm named as a level set algorithm; a set of parameters form a contour. Earlier, this part of the algorithm defines the
contour around the tumour position. Therefore, the algorithm sets scaling from a minimum to a maximum row and in the same way a scale from a minimum to a maximum column around the resultant biggest blob. Hence, this subsequent procedure captures the resultant biggest blob and draws a contour around the tumour. Naturally, the level set algorithm convolves the tumour with the Gaussian low pass $13 \times 13$ kernel. Thereafter, the region scale fitting (RSF) algorithm is used to localise the inside as well as the outside of the tumour boundaries. Data force parameter of RSF detects the edges and boundaries of the tumour. Novel Equation (1) to Equation (4) are premap of new region extraction method, and more motivation is there from Algorithm 1 and Algorithm 2.

### Algorithm 1: Contour detection with confidence region.

Input: sequence of image: T1, T2, Flair, T1CE
MAIN()
1. INPUT IMAGE
2. STORE INPUT IMAGE IN AN ARRAY
3. ADJUST INPUT IMAGE INTENSITIES
4. BINARISE THE INPUT IMAGE
5. LABEL IMAGE LABEL-CONNECTED COMPONENT OF BINARY IMAGE
6. BLOB MEASUREMENT = BY THE MEASURE OF CONNECTED COMPONENTS AREA-WISE AND CENTROID-WISE.
7. ALL AREA = CALCULATED MEASURE OF ALL INDIVIDUAL CONNECTED COMPONENT
8. FOR $K = 1$ TO NO. OF BLOBS
9. \[ \text{DISPLAY} (\text{ALL AREA}) ; \ K = K + 1 ; \]
END
10. IF THE NUMBER OF BLOBS >0
11. CALL FUNCTION OF EXTRACT BIGGEST AREA()
   A. SORT ALL AREAS
   B. CHECK AREA IS FROM A MEMBER OF LIST INDEX
   C. SORT THE LIST AND RETURN THE BIGGEST BLOB
   D. RETURN (BIGGEST BLOB)
   E. END
12. ELSE CLOSE
13. \( L \gets \) RESULTANT IMAGE OF THE BIGGEST BLOB STORE IN AN ARRAY
14. COLOUR THE PIXEL OF THE LARGEST BLOB
15. ADD THE BIGGEST BLOB TO THE ARRAY
16. REPEAT
17. COMBINE BIGGEST BLOBS
18. EVALUATE FINAL COMBINED BIGGEST BLOB THROUGH DICE, JACQUARD, MEAN SQUARE ERROR, PEAK SIGNAL-TO-NOISE RATIO,
19. END

### Algorithm 2: Level set algorithm with setting parameter over contour.

Input: BIGGESTBLOBIMAGE, it comes from Algorithm 1
1. INPUT BIGGESTBLOBIMAGE = \( F(X,Y) \);
2. DETERMINE PARAMETERS(), THIS FUNCTION DETERMINES PARAMETERS OVER INPUT IMAGE NAMED AS BIGGESTBLOBIMAGE
   A. CALCULATE MAXROW(IMAGE);
   B. CALCULATE MINROW(IMAGE);
   C. CALCULATE MAXCOL(IMAGE);
   D. CALCULATE MINCOL(IMAGE);
   ADJUST A,B,C,D ACCORDING TO BIGGESTBLOB BOUNDARY LEVELSET(MAXROW, MINROW, MINCOL, MAXCOL) = -2
3. BIGGESTBLOBIMAGE CONVOLVES WITH GAUSSIAN LOW PASS KERNEL
4. \( U = \) REGION SCALE FITTING (), THIS FUNCTION GIVES THE INTENSITY FITTING INTO TWO REGIONS. DERIVATE THE IMAGE TO CALCULATE THE STRENGTH OF EDGES
   A. LOCALISE THE INNER CONTOUR
   B. LOCALISE THE OUTER CONTOUR
   C. DEFINE INNER AND OUTER INTENSITIES
   D. DATA FORCE WHICH SEPARATED INNER CONTOUR FROM THE OUTER CONTOUR
5. RETURN AND DISPLAY THE EDGE DETECTED IMAGE
are in more explainable fashion in this study by mean of abovementioned equations if we see the one proposed study [29].

In this last portion, output image (confidence score) is transformed to confidence region using confidence interval. In the first step of transformation, standard deviation of image is calculated. In the second step, confidence interval is defined, and this interval classifies the pixels. Image is divided into four parts. In every part, mean value is calculated. Confidence interval checks every pixel value. If pixel value is greater than mean value, then original pixel value is assigned; in else case, mean value of pixel is added to original pixel value. In another case, pixel value is less than mean value and pixels are assigned with mean values. Finally, all tumour edges are extracted by the confidence region contour detection algorithm. In this paragraph, the algorithm is discussed at a low level. The algorithm works step by step. DWT is applied for identification of confidence region. Lastly, multi-threshold process classifies the pixel. The algorithm’s main portion which is confidence region with contour detection takes an image from the dataset and finds out confidence region with step-by-step procedure. Maximum tumorous pixels give an account of the confidence region, and this study identifies the tumour intensities in confidence regions. Hence, all maximum expected tumour intensities are determined from biggest blob.

(3) Colour Pixels in Region of Interest, Final Biggest Blob, and Comparison to Ground Truth Reality with Confidence. From the above section, this study finds the combination of the resultant blob. Moreover, it is important to check each individual biggest blob area and then combined to resultant image, and this process is repeatedly combined until resultant biggest blob area image is not former. Specific colour of RGB is assigned to each blob. Blob regarding discussion is done before. Different colours of RGB are assigned to every pattern of intensity. It can be also observed that each pattern has different specific RGB colours in the combined biggest blob. The RGB colour shows the significance of blobs. RGB-combined biggest blob region is called the confidence score. The overlap of this confidence score can be compared with the ground truth reality image. This overlap of confidence score image and ground truth image shows result with accurate tumour shape and region of enhancing tumour. In conclusion, the enhancing tumour region intensities are identified with a confidence score.

4. Confidence Region and Contour Detection Algorithm

Below algorithm is named as the confidence region with contour detection (CRCID). This algorithm is explained in different paragraphs. The purpose of the algorithm is to identify the tumour boundary in image. When tumour intensity is extending, it can be seen in Figure 7 a and b part. Algorithm identifies the resultant biggest blob. Another part of the algorithm on the next page is named as the level set algorithm with setting parameter over contour. And then lineate the tumour boundaries using the level set algorithm.

5. Results and Discussion

The results of contour enhancement are obtained with a parameter known as resultant biggest blob (RBB). The RBB counts the score, and a contour is drawn around the boundaries of the RBB. The level set method is used to fit the scale of tumour. A contour is drawn from the maximum column to the minimum, and then from the minimum row to the maximum. The level set region scalable fitting is used for delineating the tumour boundaries. The number of tumour-detected pixels gives a confidence score value; this value is further transformed to Confidence Region. The Tumour Confidence Region is compared with ground truth reality images. The ground truth reality images are available in the dataset. Four testing parameters have been used to compare the RE results with the ground truth reality image.

Figure 7(a) shows an input image of the original flair sequence with certain patterns of intensities. In particular, the dotted red line represents a enhancing tumour core, whereas the red line circle shows the tumour contrast region. Moreover, normal cells are linked with weak boundaries. Hence, Figure 7(a) shows a problem image with enhancing tumour core. Figure 7(b) shows the intensity adjustment of an input image in Figure 7(a). The result of the intensity adjustment is a tumour region which becomes more contrasted, when it is compared to the enhancing tumour core region. It has been the tumour cell mixes with the other cells. It is important to enhance the intensities of the tumour. From Figure 7(c) to Figure (d), tumour region is identified step by step. Figure 7(b) shows the step where the tumour areas rely on the connected components. These connected components are called blobs, and areas of blobs are calculated by assigning those labels. Moreover, the red line in Figure 7(c) represents the biggest blob area. Adjacent to the biggest blob, there are the other blob areas with measurement of 16 mm, 10 mm, 2610 mm, etc. As mentioned earlier, enhancing tumour core MRI images have a pattern of intensity. Furthermore, Figure 7(c) shows more different regions of the blob. Next, a higher weight is assigned to the biggest blobs as the study shows in Figure 7(c). In above described context, Figure 7(d) gives an illusion of the biggest blob under the blue dotted line. This dotted blue line is a result of weighted biggest blob area. A pattern of the intensities from image number 65 to 69 shows similarity with very small intensity variations. Hence, the biggest blob is selected from them and they are considered as one pattern of the intensity image. This pattern has identified region of interest from one pattern. In Figure 7(e), another pattern of intensities is determined. This case is like Figure 7(a) but with different intensities. Similarly, the above image has the issue of enhancing tumour core like Figure 7(d). This figure shows enhancing intensities. In the above image, dotted lines show enhancing core whereas the plane red line shows the intensities of the brain tumour. Figure 7(f) shows the intensity adjustment. Specifically, this step aims to increase the contrast of the brain tumour so that the tumour portion can be separated from the enhancing tumour core (enhancing tumour intensity) as compared to normal tissues. The deep red line shows the intensity adjustment region. In brief,
Figure 7: Continued.
Figure 7(f) shows the same presence of abovementioned issue. Like as the above discussion, patterns of intensities are the same with small variation. Therefore, the intensities are likewise from image 69 to 74 with little variation. Figure 7(g), the same steps of Figure 7(c) are repeated but this resultant image keeps a different pattern of intensities. A connected component (blobs) determines certain intensities on the base of a certain threshold. In above image, one area is 2 mm, the second one is 3 mm, and the third one is 2152 mm. The deep circle red line is drawn around the biggest blob area.

In the dataset, every image has a specific segmented image. After experimentation and comparison, the largest region (area) is selected as shown in Figure 7(g). The figure shows the identified shape of the tumour. The reason for selecting the largest area is to identify tumour region issue when region is growing intensity. The issue is resolving on one stage. From experimentation, it is observed that Figure 7(d) determines the biggest blob (shape of tumour) from one pattern of intensity. Similarly, Figure 7(h) produces the biggest blob (shape of tumour) from other patterns of intensities. Later, they are combined as shown in Figure 7(i) and the result is a confidence region score. This is also called the resultant biggest blob area. This area consists of a maximum pixel of tumour shapes. The confidence score determines the image from all patterns of intensities and produces one combined pattern of intensity. Hence, this step solves the issue of enhancing tumour core intensity. In Figure 7(j), the area shows hybrid pattern of intensities. Figure 7(j) shows the ground truth reality image. The confidence score image and the ground truth image both are overlapped. Here, the confidence score is verified. Figure 7(l) shows that the confidence score determines the tumour tissues along other normal cells. Moreover, the grey matter (GM) cells are normal brain cells whereas the tumour cells are highlighted with RGB colour. This study shows a pattern of intensities. In Figure 7(k), a different pattern of intensities is identified; therefore, tumour enhancing intensity issue is resolved, and it can be seen in Figure 7(j). Figure 7(m) shows a contour which is drawn around the resultant biggest blob (tumour), and the tumour boundaries are with white colour and 13 × 13 Gaussian kernels which convolve around the resultant biggest blob. Specifically, the tumour is extracted with proposed confidence region (CR). The contour detects high contrast intensities within a scale of the minimum column to the maximum column as well as the minimum row to the maximum row. Hence, contour detection is performed around the confidence score (CS) resulting in the biggest blob. This technique focuses on the region of tumour boundaries and edges. In Figure 7(n), the level set algorithm.
named as the region scale fitting (RSF) is used for the lineate tumour portion. This level algorithm relies on contour detection (CD) of confidence score (CS). Using this algorithm, a red line is drawn over the tumour boundaries. These extracted boundaries and edges can be compared with the input image. Within hundreds of iterations, inner intensities and outer intensities are separated by the level set algorithm; then, a line is drawn among them. This determines, from Figure 7, the tumour boundaries that are separating the regions step by step. In Figure 7(o), it shows the transformation of confidence score to confidence region. This step is the main contribution step. Figure 7(m) shows prestep of confidence region. A confidence interval has been defined. Defined interval has classified the pixel. The process of

| Name of image | Input image (a) | CRCD image (b) | Ground truth image |
|---------------|----------------|----------------|-------------------|
| Vol_1_T2      | ![Image](image1) | ![Image](image2) | ![Image](image3)  |
| Vol_2_T2      | ![Image](image4) | ![Image](image5) | ![Image](image6)  |
| Vol_3_T2      | ![Image](image7) | ![Image](image8) | ![Image](image9)  |
| Vol_4_T2      | ![Image](image10) | ![Image](image11) | ![Image](image12) |
| Vol_5_T2      | ![Image](image13) | ![Image](image14) | ![Image](image15) |
| Vol_6_T2      | ![Image](image16) | ![Image](image17) | ![Image](image18) |
| Vol_7_T2      | ![Image](image19) | ![Image](image20) | ![Image](image21) |
| Vol_8_T2      | ![Image](image22) | ![Image](image23) | ![Image](image24) |

Table 1: Results of CRCD for T2 sequence.
confidence region transformation using confidence interval can be seen from Equation (1) to Equation (3), and detail can be also seen in Figure 5. The result of confidence interval determines the confidence region. Dice over index (DOI) is more than 95 percent, and Jaccard index is also more than 95 percent.

From Table 1, column (a) is a list of input images from volume 1 to volume 10 from sequence T2, column (b) consists of CRCD proposed technique and is applied on input image, column (c) is a list of images consisting of ground truth images. In Table 2, average values of testing parameters are calculated for sequences of dataset named as flair, T1, T2, and T1CE where DOI is 0.97, JI is 0.94, MSE is 1.24 db, and PSNR is 17.45 db. Average results are mentioned in Table 2; results in Table 2 are calculated for extracted region which can be seen in Table 2, these results indicate confidence region for T2 where (a) is input image whereas (b) is RE images after execution of steps for confidence region and contour detection process. Confidence region is the contribution, and results can be seen from Table 2.

Table 2: Results of CRCD.

| Dataset   | DOI | JI  | MSE | PSNR |
|-----------|-----|-----|-----|------|
| Vol_1_flair | 0.98 | 0.95 | 0.90 | 18.76 |
| Vol_1_T1CE | 0.97 | 0.95 | 0.86 | 19.05 |
| Vol_1_T2  | 0.97 | 0.94 | 0.75 | 19.05 |
| Vol_1_T1  | 0.98 | 0.95 | 0.91 | 19.05 |
| Vol_2_flair | 0.96 | 0.94 | 17.57 | 0.91 |
| Vol_2_T1CE | 0.97 | 0.95 | 0.72 | 17.57 |
| Vol_2_T2  | 0.97 | 0.93 | 0.81 | 17.57 |
| Vol_2_T1  | 0.97 | 0.94 | 0.84 | 17.57 |
| Vol_3_flair | 0.98 | 0.93 | 0.93 | 18.58 |
| Vol_3_T1CE | 0.96 | 0.93 | 0.76 | 17.24 |
| Vol_3_T2  | 0.96 | 0.91 | 0.76 | 17.24 |
| Vol_3_T1  | 0.96 | 0.92 | 0.83 | 17.24 |
| Vol_4_flair | 1.00 | 0.99 | 0.92 | 18.66 |
| Vol_4_T1CE | 1.00 | 0.99 | 0.90 | 18.66 |
| Vol_4_T2  | 1.00 | 0.99 | 0.79 | 18.66 |
| Vol_5_T1   | 1.00 | 0.99 | 0.91 | 18.66 |
| Vol_6_flair | 0.96 | 0.93 | 0.84 | 17.24 |
| Vol_6_T1CE | 0.96 | 0.93 | 0.76 | 17.24 |
| Vol_6_T2  | 0.96 | 0.93 | 0.76 | 17.24 |
| Vol_6_T1  | 0.96 | 0.92 | 0.83 | 17.24 |
| Vol_7_flair | 0.95 | 0.91 | 0.70 | 16.06 |
| Vol_7_T1CE | 0.95 | 0.91 | 0.76 | 16.06 |
| Vol_7_T2  | 0.96 | 0.92 | 0.87 | 16.06 |
| Vol_7_T1  | 0.96 | 0.93 | 0.83 | 18.89 |
| Vol_8_flair | 0.98 | 0.97 | 0.86 | 16.17 |
| Vol_8_T1CE | 0.98 | 0.96 | 0.74 | 16.17 |
| Vol_8_T2  | 0.96 | 0.93 | 0.73 | 18.89 |
| Vol_8_T1  | 0.98 | 0.97 | 0.92 | 16.17 |
| Vol_9_flair | 0.98 | 0.95 | 0.89 | 19.18 |
| Vol_9_T1CE | 0.97 | 0.94 | 0.84 | 19.18 |
| Vol_9_T2  | 0.97 | 0.94 | 0.72 | 19.18 |
| Vol_9_T1  | 0.98 | 0.95 | 0.70 | 19.18 |
| Vol_10_flair | 0.98 | 0.96 | 0.84 | 18.32 |
| Vol_10_T1CE | 0.98 | 0.96 | 0.88 | 18.32 |
| Vol_10_T2  | 0.98 | 0.96 | 0.77 | 18.32 |
| Vol_10_T1  | 0.98 | 0.96 | 0.95 | 18.32 |
| Average    | 0.97 | 0.94 | 1.24 | 17.45 |

6. RE Capitulation

For RE, a different technique has been proposed using hybrid unsupervised learning like SOM-KMEAN and SOMFCM, whereas performance statistical evaluation is best one, and confidence interval [1] was proposed but still the RE results are not good like 63% for DOI and 62% for JI. The results of this study are 95% for DOI and 94% JI. It can be seen in Figures 8 and 9.
7. Conclusion

The whole work of RE is concluding here with solution of extending tumour intensity and is identifying the tumour in image using the resultant biggest blob. Proposed method contour detection with confidence region (CRCD) highlights the boundaries of the tumour tissues from the complex case of extending tumour core. The resultant biggest blob is an output parameter of algorithm, and it results with identification of tumour with maximum region with the CR. Region scale fitting (RSU) is excelling lineation of tumour boundaries. Hence, the proposed method CRCD is extracting the tumour region. Average value is as follows: DOI is 0.97, JI is 0.94, MSE is 1.24 dB, and peak signal-to-noise ratio is 17.45 dB. Consequently, the objective is an RE that is achieved. This work is more concerned on region extraction (RE); RE solves the issue of variation of intensities, whereas intensities spread towards boundaries known to be extreme intensities; then, there is room still of improvement of mentioned case. This issue will be solved with concept of segmentation.

Data Availability

Data used in this research are available upon request from the corresponding author.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

References

[1] P. Buenestado and L. Acho, “Image segmentation based on statistical confidence intervals,” Entropy, vol. 20, no. 1, p. 46, 2018.
[2] A. Aslam, E. Khan, and M. S. Beg, “Improved edge detection algorithm for brain tumor segmentation,” Procedia Computer Science, vol. 58, pp. 430–437, 2015.
[3] S. Swamy and P. Kulkarni, “Image processing for identifying brain tumour using intelligent system,” Image, vol. 4, no. 11, pp. 10935–10943, 2015.
[4] M. Lakshmi Priya and G. Lakshmi Priya, “Automated brain tumour segmentation techniques: A review,” International Journal of Imaging Systems and Technology, vol. 27, no. 1, pp. 66–77, 2017.
[5] K. K. Reddy, B. Solmaz, P. Yan, N. G. Averopoulos, D. J. Rippe, and M. Shah, “Confidence guided enhancing brain tumor segmentation in multi-parametric MRI,” in Proceedings of the Paper presented at the 2012 9th, IEEE International Symposium on Biomedical Imaging (ISBI), Barcelona, Spain, May 2012.
[6] C. Li, J. C. Gore, and C. Davatzikos, “Multiplicative intrinsic component optimization (MICO) for MRI bias field estimation and tissue segmentation,” Magnetic Resonance in Imaging, vol. 32, no. 7, pp. 913–923, 2014.
[7] S. D. Oberhelman, “Active contours implementation,” Open Access Master Thesis, pp. 1–40, 2018.
[8] S. Banerjee, S. Mitra, and B. Uma ShankarUma Shankar, “Single seed delineation of brain tumor using multi-thresholding,” Information Sciences, vol. 330, pp. 88–103, 2016.
[9] P. Dhage, M. R. Phegade, and S. K. Shah, “Watershed segmentation brain tumour detection,” in 2015 International Conference on Pervasive Computing (ICCP), pp. 1–5, IEEE, 2015, January.
[10] R. T. Shinohara, E. M. Sweeney, J. Goldsmith et al., “Statistical normalization techniques for magnetic resonance imaging,” NeuroImage: Clinica, vol. 6, pp. 9–19, 2014.
[11] S. Bauer, T. Fejes, and M. Reyes, “A skull-stripping filter for ITK,” Insight Journal, vol. 1, 2012.
[12] C. Liu, W. Liu, and W. Xing, “An improved edge-based level set method combining local regional fitting information for noisy image segmentation,” Signal Processing, vol. 130, pp. 12–21, 2017.
[13] D. N. George, H. B. Jehiol, and A. S. A. Oleiwi, “Brain tumour detection using shape features and machine learning algorithms,” International Journal of Advanced Research in Computer Science and Software Engineering, vol. 5, no. 10, pp. 454–459, 2015a.
[14] K. Ding and I. Xiao, “A simple method to improve initialization robustness for active contours driven by local region fitting energy,” 2018, http://arXiv.org/abs/1802.10437.
[15] A. Zotin, K. Simonov, M. Kurako, Y. Hamad, and S. Kirillova, “Edge detection in MRI brain tumor images based on fuzzy C-means clustering,” Procedia Computer Science, vol. 126, pp. 1261–1270, 2018.
[16] M. A. Tehrani and R. Sablatnig, “The coarse-to-fine contour-based multimodal image registration,” Proceedings of the ARW & OAGM Workshop, 2019.
[17] C. Bowles, C. Qin, R. Guererro et al., “Brain lesion segmentation through image synthesis and outlier detection,” NeuroImage: Clinica, vol. 16, pp. 643–658, 2017.
[18] N. V. Shree and T. Kumar, “Identification and classification of brain tumour MRI images with feature extraction using DWT and probabilistic neural network,” Brain Informatics, vol. 5, no. 1, pp. 23–30, 2018.
[19] N. A. Khan, S. Zardari, S. Khan, and S. Saeed, “A method for tumour detection on brain MRI image by implementing SVM,” International Journal of Computer Science and Information Security, vol. 14, no. 8, p. 154, 2016.
[20] B. H. Menze, A. Jakab, S. Bauer et al., “The multimodal brain tumor image segmentation benchmark (BRATS),” IEEE Transactions on Medical Imaging, vol. 34, no. 10, pp. 1993–2024, 2015.
[21] V. Vijay, A. Kavitha, and S. R. Rebecca, “Automated brain tumor segmentation and detection in MRI using enhanced darwinian Particle swarm optimization(EDPSO),” Procedia Computer Science, vol. 92, pp. 475–480, 2016.
[22] Y. Tong, J. K. Udupa, D. Odhner, S. Sharma, and D. A. Torignian, “Interactive non-uniformity correction and intensity standardization of MR images,” in Medical Imaging 2015: Image-Guided Procedures, Robotic Interventions, and Modeling, vol. 9415, p. 94151N, International Society for Optics and Photonics, 2015, March.
[23] A. Chaddad, “Automated feature extraction in brain tumour by magnetic resonance imaging using Gaussian mixture models,” International Journal of Biomedical Imaging, vol. 2015, 2015.
[24] W. Natita, W. Wiboonsak, S. Wiboonsak, and S. Dusadee, “Appropriate learning rate and neighborhood function of Self-Organizing Map (SOM) for specific humidity pattern classification over Southern Thailand,” International Journal of Modeling and Optimization, vol. 6, no. 1, pp. 61–65, 2016.
[25] K. Ejaz, D. M. S. M. Rahim, A. Rehman, and E. F. Ejaz, “An image-based multimedia database and efficient detection
though features,” *VFAST Transactions on Software Engineering*, vol. 14, no. 1, pp. 6–15, 2018.

[26] K. Ejaz, M. S. M. Rahim, U. I. Bajwa, N. Rana, and A. Rehman, “An unsupervised learning with feature approach for brain tumour segmentation using magnetic resonance imaging,” in *Proceedings of the Paper presented at the Proceedings of the 2019 9th International Conference on Bioscience, Biochemistry and Bioinformatics*, Association for Computing Machinery, New York, 7 January 2019.

[27] K. Ejaz, M. S. M. Rahim, A. Rehman et al., “Segmentation method for pathological brain tumour and accurate detection using MRI,” *International Journal of Advanced Computer Science and Applications*, vol. 9, no. 8, pp. 394–401, 2018.

[28] K. Ejaz, M. S. M. Rahim, U. I. Bajwa et al., *Hybrid Segmentation Method With Confidence region Detection For Tumour Identification*, pp. 1–26, IEEE ACCESS, USA, 2020.

[29] U. Asghar and O. ArifEjazVicoveanuIzdruiGeman, “An improved COVID-19 detection using GAN-based data augmentation and novel QuNet-based classification,” *BioMed Research International*, vol. 2022, p. 9, 2022.

[30] S. Natarajan and K. GovindarajVenkata Rao NarayanaZhangMuruganKandasamyEjaz, “A novel triple-level combinational framework for brain anomaly segmentation to augment clinical diagnosis,” *Computer Methods in Biomechanics and Biomedical Engineering: Imaging & Visualization*, vol. 10, no. 1, pp. 96–111, 2022.

[31] S. Natarajan and K. GovindarajZhangMuruganBalasubramanianKandasamyEjaz, “Minimally parametrized segmentation framework with dual metaheuristic optimisation algorithms and FCM for detection of anomalies in MR brain images,” *Biomedical Signal Processing and Control*, vol. 78, Article ID 103866, 2022.

[32] M. Arif and O. PhilipAjeshIzdruiCraciunGeman, “Automated detection of nonmelanoma skin cancer based on deep convolutional neural network,” *Journal of Healthcare Engineering*, vol. 2022, p. 15, 2022.

[33] K. Mohammadi and S. ShamshirbandTongArifPetkovićCh, “A new hybrid support vector machine-wavelet transform approach for estimation of horizontal global solar radiation,” *Energy Conversion and Management*, vol. 92, pp. 162–171, 2015.

[34] A. S. Al-Waisy, B. Al-FahdawiMohammedAbdulkar-eemMostafaMaashiArif, and B. Garcia-Zapirain, “COVID-ChexNet: hybrid deep learning framework for identifying COVID-19 virus in chest X-rays images,” *Soft Computing*, pp. 1–16, 2020.

[35] A. Muhammad and W. Guojun, “Segmentation of calcification and brain hemorrhage with midline detection,” in *Proceedings of the 2017 IEEE International Symposium on Parallel and Distributed Processing with Applications and 2017 IEEE International Conference on Ubiquitous Computing and Communications (ISPA/IUCC)*, 12-15 December 2017.

[36] M. Arif and D. AjeshShamsudheenGemanIzdruiVicoveanu, “Brain tumor detection and classification by MRI using biologically inspired orthogonal wavelet transform and deep learning techniques,” *Journal of Healthcare Engineering*, vol. 2022, p. 18, 2022.

[37] V. E. Balas, *Biomedical Engineering Tools for Management for Patients with COVID-19*, Elsvier Academic Press, Cambridge, MA, USA, 2021.