Distinct burst properties contribute to the functional diversity of thalamic nuclei
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Abstract
Thalamic neurons fire spikes in two modes, burst and tonic. The function of burst firing is unclear, but the evidence suggests that bursts are more effective at activating cortical cells, and that postinhibition rebound bursting contributes to thalamocortical oscillations during sleep. Bursts are considered stereotyped signals; however, there is limited evidence regarding how burst properties compare across thalamic nuclei of different functional or anatomical organization. Here, we used whole-cell patch clamp recordings and compartmental modeling to investigate the properties of bursts in six sensory thalamic nuclei, to study the mechanisms that can lead to different burst properties, and to assess the implications of different burst properties for thalamocortical transmission and oscillatory functions. We found that bursts in higher-order cells on average had higher number of spikes and longer latency to the first spike. Additionally, burst features in first-order neurons were determined by sensory modality. Shifting the voltage-dependence and density of the T-channel conductance in a compartmental model replicates the burst properties from the intracellular recordings, pointing to molecular mechanisms that can generate burst diversity. Furthermore, the model predicts that bursts with higher number of spikes will drastically reduce the effectiveness of thalamocortical transmission. In addition, the latency to burst limited the rebound oscillatory frequency in modeled cells. These results demonstrate that burst properties vary according to the thalamocortical hierarchy and with sensory modality. The findings imply that, while in burst mode, thalamocortical transmission and firing frequency will be determined by the number of spikes and latency to burst.
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1 | INTRODUCTION

Neurons within the nuclei of the thalamus present regional specializations overlaid onto a functional architecture of shared connectivity and cellular intrinsic properties (Bickford, 2015; Guillery & Sherman, 2002; Halassa & Acsády, 2016; Halassa & Sherman, 2019; Jones, 1998; Phillips et al., 2019). One of the shared properties of thalamic neurons is that they fire in two fundamentally different modes, tonic mode when they are depolarized, and burst mode, when hyperpolarized (Gutierrez et al., 2001; Huguenard, 1996; Jahnsen &
Burst firing requires a relatively prolonged hyperpolarization of the cell to deactivate low-threshold, T-type, calcium channels, which can then be activated through depolarization to produce a rapid succession of sodium-potassium action potentials (Jahnsen & Llinás, 1984a, 1984b; Suzuki & Rogawski, 1989). The same time course that deactivates the T-channels helps replenish neurotransmitter in the presynaptic terminals of thalamocortical driver synapses, which contributes to increase the effectiveness of burst spikes, compared to tonic firing, at activating postsynaptic cortical cells (Gil et al., 1997; Hu & Agmon, 2016; Krahe & Gabbiani, 2004; S. M. Sherman, 2001; Swadlow & Gusev, 2001; Viaene et al., 2011a, 2011b, 2011c). The number of spikes in the burst also determines thalamocortical transmission; thalamic bursts with more than one spike were more effective at activating pyramidal cells and somatostatin interneurons in the somatosensory cortex (Hu & Agmon, 2016). Therefore, if cells in different parts of the thalamus produce bursts with different delays after removal from hyperpolarization, or with different numbers of spikes, it will have implications for the effective transmission of information to cortex.

In addition, thalamic cells burst at higher rates during sleep (Fourment et al., 1984; Llinás & Steriade, 2006; Varela & Wilson, 2020; Weyand et al., 2001), when they contribute to the generation of sleep spindles, hallmark oscillations of non-rapid eye movement (NREM) sleep that provide temporal windows for coordination of thalamocortical and hippocampal networks (Astori et al., 2011; Bal et al., 1995; Sirotta et al., 2003; Staresina et al., 2015; Steriade et al., 1985, 1987; Varela & Wilson, 2020). Bursts with different properties (latency to burst, number of spikes/burst, and intraburst spike frequency) could thus influence thalamic function across behavioral states, the detection of sensory stimuli during wakefulness and the oscillatory coupling of thalamocortical networks during sleep.

There are reports of a larger T-current in cells of the lateral posterior (LP) nucleus compared to cells in the lateral geniculata (Li et al., 2003; Wei et al., 2011) and of bursts with more spikes in cells of the ventral posterior (VP) compared to the posterior medial nucleus (Landsman & Connors, 2007; Slezia et al., 2011). Cells in higher order were more likely to fire spikes in bursts compared to cells in first-order (FO) nuclei (Ramcharan et al., 2005), and the propensity to burst was also higher in thalamic reticular nucleus (TRN) cells connected to sensory nuclei compared to TRN cells connected to higher-order (HO) dorsal thalamus (Clemente-Perez et al., 2017; Fernandez et al., 2018; Li et al., 2020; Martinez-Garcia et al., 2020). These results suggest that burst properties vary according to the functional organization of the thalamus. One hypothesis is that burst properties will be congruent with the hierarchical level of the network in which a thalamic nucleus is embedded (FO or HO, core or matrix; Guillery & Sherman, 2002; Jones, 1998). It is also possible that the type of information processed by a given nucleus determines the firing properties of its thalamocortical cells, in which case burst properties may be different in nuclei processing different sensory input. To shed light on these hypotheses, we studied the properties of bursts recorded intracellularly (whole-cell patch clamp; rat brain slices) in six thalamic nuclei, one FO and one HO nucleus in each of three sensory systems (somatosensory, visual, and auditory). We then used compartmental models to gain insight on the underlying molecular mechanisms and functional implications of the burst diversity we observed in the in vitro data.

2 | MATERIALS AND METHODS

2.1 | Animal subjects

We used P11 to 18 days old Sprague–Dawley rats of both sexes (Harlan Sprague–Dawley, Indianapolis, IN). The animals were euthanized via decapitation as part of the procedure of slice preparation. All the experimental procedures were approved according to the animal care guidelines of The University of Chicago.

2.2 | In vitro data collection

Intracellular whole-cell patch clamp recordings were performed in current clamp configuration in six thalamic nuclei (Varela & Sherman, 2009, 2007): three FO nuclei (lateral geniculate nucleus, ventral posterior nucleus [VP], and ventral medial geniculate body [vMGB]) and three HO nuclei (lateral posterior nucleus [LP], posterior medial nucleus [POM], and dorsal medial geniculate body [dMGB]). Briefly, 400 μm coronal slices, which are unlikely to preserve connections with the TRN, were prepared from the brains of P11-18 rats and were maintained in a beaker with artificial cerebrospinal fluid (ACSF) composed of, in mM: 125 NaCl, 25 NaHCO3, 3 KCl, 1.25 NaH2PO4, 1 MgCl2, 2 CaCl2, and 25 glucose) supplemented with 95% O2–5% CO2. We prepared coronal slices at anteroposterior coordinates that contained the nuclei of interest; the slices were maintained at 30°C for ~30 min after sectioning, then kept at room temperature for the duration of the experiment. Recordings were performed in a standard patch clamp rig under microscope observation and cells were selected with the aid of the microscope. The inflow rate of ACSF (warmed to 30 ± 2°C before entering the chamber holding the slice) was kept at ~2 ml/min. The micropipette solution contained (in mM): 117 KGlunenate, 13 KCl, 10 (4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid) (HEPES), 2 Na2ATP, 0.4 Na2GTP, 1 MgCl2, 0.07 CaCl2, and 0.1 ethylene glycol tetra-acetic acid (EGTA). Signals were amplified and filtered (30 kHz) with an Axoclamp 2A amplifier, digitized with the Digidata 1200B converter and sampled at 10 kHz (Axon Instruments, Union City, CA). Cells with input resistance
below 100 MOhms or access resistance above 30 MOhms were discarded. Square current pulses (median number of pulses per cell = 7, inter-quartile-range [IQR] = 5–8 pulses) of decreasing negative current (average starting pulse −0.41 ± 0.13 nA, subsequent pulses increased by −0.05 ± 0.01 nA) and ≥ 400 ms duration were used to hyperpolarize each cell through a range of physiological voltages from −62.44 to −128 mV from an initial resting potential of −61.41 ± 4.98 mV to induce rebound bursts upon release from hyperpolarization. The burst data resulting from the current injection protocol were collected before the cells were tested as part of the experiments by Varela and Sherman (2007, 2009), and so no modulators or drugs were applied to the cell before or during the current injection protocols used for burst induction used for this manuscript. Only one cell was recorded in each brain slice.

2.3 | In vitro burst analysis

For every current injection applied to a cell, the recorded voltage trace was analyzed to quantify the features discussed in Section 3. Resting potential was calculated as the average membrane potential in the first 200 ms of the voltage trace, before the negative current pulse started. We estimated the hyperpolarization level preceding burst induction for each current injection pulse as the average membrane potential in the 100 ms immediately before the end of the negative current injection pulse. A burst was identified as a rebound low-threshold spike (LTS) with at least one Na⁺-K⁺ spike. For each burst produced after current injection, we quantified several features: number of spikes in the burst, interspike interval (ISI), latency to the first spike, and decay time constant. The spikes were detected in the voltage traces using the findpeaks function in Matlab, followed by visual inspection. We defined a pulse as producing no burst when no Na⁺-K⁺ spikes were observed after the hyperpolarization; in most cases, pulses that did not induce a burst were ohmic responses and had no LTS associated with them. Only seven pulses of current injection, one in each of seven different cells evoked an LTS with no Na⁺-K⁺ spikes. We never observed tonic firing when cells were released from hyperpolarization. We used the ISIs to estimate the first ISI frequency in spikes/s. Bursts with only one spike were excluded from within-burst spike frequency calculations. Spike frequency adaptation within the burst was calculated as the percent change from first to last ISI frequency for cells with at least four spikes. The latency was calculated as the time from the end of the negative current pulse to the peak of the first spike in the burst. We estimated the decay time constant by fitting the sum of two exponential curves to the voltage trace after the last spike in the burst (Equation (1)). There were two components to the decay, the slower decay time constant was too long (average = 34,662 ms) to explain the drop in voltage following the transient T current. Therefore, we considered the faster component as the estimate for the decay time constant for the T-current dynamics.

\[ V = a \cdot \exp(-r_{fast} \cdot t) + b \cdot \exp(-r_{slow} \cdot t) \]  

where \( V \) is the membrane potential and \( t \) is the time.

2.4 | Compartmental models

We used the DynaSim toolbox in Matlab (Sherfey et al., 2018) to implement a single compartment model (Equations (2) and (3)) that includes the most relevant voltage-dependent currents of thalamic cells and reproduces the essential features of burst and tonic firing of thalamocortical cells. The membrane potential in the compartment was described by:

\[ C_{m} \frac{dV}{dt} = I_{app} - I_{Na} - I_{K_{leak}} - I_{T} - I_{h} \]  

(2)

where \( V \) is the membrane potential, \( C_{m} \) is the membrane capacitance (1 μF/cm²), \( I_{Na} \) and \( I_{K_{leak}} \) are the sodium and potassium currents responsible for the action potential, \( I_{T} \) is the low-threshold calcium current responsible for burst firing, \( I_{h} \) (in μA/cm²) was used to simulate current injection into the cell. In this model, the voltage-dependent currents are variants of the same generic Hodgkin–Huxley (HH) equation (Hodgkin & Huxley, 1952):

\[ I_{l} = g_{l} m^{m} h^{N} (V - E_{l}) \]  

(3)

which expresses each current, \( I_{l} \), as the product of the maximum conductance, \( g_{l} \), activation, \( m \), and inactivation, \( h \), variables, and the difference between the membrane and reversal potentials (\( V - E \)). We chose parameters as in the study by Benita et al. (2012), Destexhe et al. (1996), and Sopola et al. (2017), with modifications to \( I_{h} \) and \( I_{K_{leak}} \). Here, we opted for a more depolarized model, which may be more similar to wakefulness conditions. We used \( g_{h} = 0.014 \text{ mS/cm}^{2} \), \( E_{K_{leak}} = E_{K_{leak}} = -60 \text{ mV} \). \( g_{T} \) was varied between 0.15 and 1 mS/cm² in simulations where we shifted the activation and inactivation curves. For simulations for burst oscillatory frequency (Section 3.8), \( g_{T} \) was kept at 1 mS/cm².

In one of our models, we also implement a neurotransmitter release probability variable (Benita et al., 2012). This variable remains at a steady-state probability of release, until a presynaptic spike reduces the release probability by a fraction of 0.1 and then it recovers with a time constant of 400 ms. To test the implications of different synaptic release probabilities for thalamocortical transmission, we connected the single compartment model of the thalamic cell with a compartmental model of either one pyramidal cell or an interneuron, with the same currents and parameters used in the network model of Benita et al. (2012), except we lowered the equilibrium potential for the leak current in the Pyramidal cell to −70 mV (Benita et al., 2012 used −60.95 mV) to increase the dynamic range of excitatory postsynaptic potential (EPSP) amplitudes evoked by the thalamic cell. The pyramidal cell model was a two-compartment model with soma (including leak, A-type, and slow potassium currents, as well as sodium and potassium action potential generating currents) and one dendrite (including inwardly rectifying potassium current, persistent sodium current, slow calcium-dependent potassium current, and high-threshold calcium current). The interneuron had a single compartment with potassium leak current and the sodium and...
potassium action potential generating currents; the thalamic cell model was connected either to the pyramidal cell dendrite or to the interneuron through an α-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid (AMPA) current. The scripts for the models used in this article are available at https://github.com/nidhi-desai/thalamic-distinct-burst. The code implementing the individual currents and model specifications is available at https://github.com/asoplata/dynasim-extended-benita-model.

2.5 Statistical analyses

For population results, we report the mean and SD in the text and display the population distribution of the calculated metrics in figures in box and whisker plots. Because the distributions of the metrics we calculated were non-Gaussian and the samples sizes small, we opted for nonparametric statistical tests. We used the Kruskal–Wallis test for group comparisons. We used Kruskal–Wallis test with post hoc analysis using Tukey–Kramer correction for multiple comparison tests to test for differences in burst properties across cells. Also, we used the Wilcoxon signed-rank test to compare paired data under different conditions.

To estimate the change in spikes per burst and within-burst spike frequency (spikes/s) as a function of hyperpolarization, we used a generalized linear model (GLM; Equations (4) and (5); Kramer & Eden, 2016; https://github.com/Mark-Kramer/Case-Studies-Kramer-Eden) to estimate the spikes/burst or their frequency ($\mu$) as a linear function of the hyperpolarization level ($X$) induced by the negative current pulses, assuming a Poisson distribution of errors (Equation (4)).

$$\log(\mu) = \beta_0 + \beta_1 X$$

$$\mu = \exp(\beta_0 + \beta_1 X)$$

In the analyses in which we systematically shifted the levels of T-channel conductance and its voltage dependence, we used the distributions of burst properties in each nucleus from our in vitro data (Figures 1(d) and 4(b)) to determine whether the burst properties obtained from model simulations more closely resembled bursts from FO or from HO nuclei. First, we calculated the probability density functions for the distribution of spikes per burst and latency for each of the six nuclei; for each of the simulated bursts, we then calculated the probability of seeing a burst with the same number of spikes per burst and latency in each of the six nuclei (by multiplying the probability of observing a burst with the same number of spikes in each nucleus by the probability of observing a burst with the same latency).

We used the nucleus with the highest combined probability to determine whether FO or HO nuclei most closely resembled the burst properties produced in the model by a particular combination of T-channel conductance and voltage dependence.

3 RESULTS

We recorded intracellularly in current clamp mode from 91 cells in six nuclei of the dorsal thalamus (sample size per nucleus in Table 1). All of the nuclei are sensory regions of the thalamus; three of the nuclei (dorsal lateral geniculate nucleus [dLGN], VP, vMGB) are FO in the visual, somatosensory, and auditory systems, whereas the other three (LP, POM, and dMGB) are HO functionally associated with the same sensory systems (Guillery & Sherman, 2002; Prasad et al., 2020). Thus, this sample allowed us to investigate how the properties of bursts resulting from rebound after hyperpolarization relate to thalamocortical connectivity and to sensory modality. We applied steps of negative current to induce a rebound burst at the end of the current step (Figure 1(a)). For each burst, we quantified several features to characterize its dynamics, such as the number of spikes, within-burst frequency of ISIs, latency to the first spike (Figure 1(b)) and the decay time from the last spike in the burst to the baseline membrane potential (see Section 2 for details).

3.1 Visual and auditory thalamic neurons in FO nuclei produce bursts with less spikes than in HO nuclei

Some cells were more likely to produce a burst when released from hyperpolarization. We found that 26% of the negative current pulses did not induce a rebound burst (defined as a LTS—with at least one Na⁺-K⁺ spike), even though the average hyperpolarization level during those pulses was −89.5 ± 15.17 mV. The percentage of pulses that did not induce a burst was different across thalamic nuclei, ranging from 2% in VP to 39% in dLGN (see Table 1 for all nuclei). The “no-burst” percentages include a few current pulses that evoked an LTS but no Na⁺-K⁺ action potentials, something that was rare in our sample (seven cells from vMGB, dMGB, dLGN, and VP produced an LTS with no Na⁺-K⁺
spikes after one pulse of current injection, all the other hyperpolarizing pulses induce bursts with Na⁺-K⁺ spikes in these cells).

When a burst occurred, it had between one and seven spikes. Figure 1(c) shows representative examples of bursts evoked in six different cells recorded in each of the six nuclei after a negative current pulse that brought the six cells to a similar hyperpolarization level prior to the burst across the cells (average $-90.92 \pm 0.90$ mV sd). (d) Distributions of number of spikes/burst (jittered to help visualization of individual data points) for all bursts across the population of thalamic cells in first-order (blue) and higher-order (red) nuclei. Boxes indicate the median and 25%-75% quartiles. dLGN, dorsal lateral geniculate nucleus; dMGB, dorsal medial geniculate body; LP, lateral posterior nucleus; POM, posterior medial nucleus; vMGB, ventral medial geniculate body; VP, ventral posterior nucleus [Color figure can be viewed at wileyonlinelibrary.com]

DESAI AND VARELA

Figure 1: Number of spikes in bursts evoked by hyperpolarization of TC cells in different nuclei. (a) Cells were recorded in current clamp and injected with step pulses to evoke rebound bursts. (b) For each burst, we quantified the number of spikes and time-dependent features like latency to spike and inter-spike interval (see Section 2 for details). (c) Examples of bursts from six thalamic cells from different nuclei show different number of spikes/burst at similar hyperpolarization level prior to the burst across the cells (average $-90.92 \pm 0.90$ mV sd). (d) Distributions of number of spikes/burst (jittered to help visualization of individual data points) for all bursts across the population of thalamic cells in first-order (blue) and higher-order (red) nuclei. Boxes indicate the median and 25%-75% quartiles. dLGN, dorsal lateral geniculate nucleus; dMGB, dorsal medial geniculate body; LP, lateral posterior nucleus; POM, posterior medial nucleus; vMGB, ventral medial geniculate body; VP, ventral posterior nucleus [Color figure can be viewed at wileyonlinelibrary.com]

When a burst occurred, it had between one and seven spikes. Figure 1(c) shows representative examples of bursts evoked in six different cells recorded in each of the six nuclei after a negative current pulse that brought the six cells to a similar hyperpolarization level. These examples show that even at similar hyperpolarization levels, cells in different nuclei produced bursts with different number of spikes. The population results (Figure 1(d); median values per nucleus in Table 1), showed that in FO nuclei, cells in the visual and auditory nuclei mostly had one spike/burst, while the FO nucleus had more spikes/burst compared to their FO counterparts, while the FO nucleus had more spikes/burst in the somatosensory system ($p < .001$, Kruskal-Wallis test).

These results suggest that sensory HO nuclei and VP consist of cell populations that produce a broad range of spikes/burst, higher on average than in the other nuclei, and with similar distributions in HO areas (Figure 1(d)). In addition, we found that in FO nuclei the number of spikes within bursts are determined by the specific sensory system. Specifically, FO cells of the visual and auditory system produced bursts that were often limited to one spike, whereas the VP nucleus stood out from the others as having the highest proportion of bursting cells, which also produced the bursts with the highest number of spikes.
TABLE 1 Descriptive statistics across recorded nuclei: Spikes per burst—median, (inter-quartile range), (minimum and maximum); hyperpolarization voltage—mean ± standard deviation for all traces for all cells in each nucleus.

| Nucleus        | Sensory modality | Functional order | Number of cells (pulses) | Percent of pulses with no burst | Spikes per burst median, iqr, range | Hyperpolarization (mV) |
|----------------|------------------|------------------|---------------------------|---------------------------------|--------------------------------------|------------------------|
| LGN Visual     | First            | 13 (87)          | 39                        | 1, (1-1), (1-3)                 | 1, (2-5), (1-7)                     | -90 ± 14               |
| LP Visual      | Higher           | 15 (107)         | 24                        | 1, (1-1), (1-2)                 | 1, (1-1), (1-2)                     | -83 ± 15               |
| vMGB Auditory  | First            | 9 (50)           | 14                        | 1, (1-1), (1-2)                 | 1, (1-1), (1-2)                     | -80 ± 14               |
| dMGB Auditory  | Higher           | 20 (128)         | 30                        | 3, (2-4), (1-6)                 | 3, (2-4), (1-6)                     | -90 ± 14               |
| VP Somato-sensory | First            | 16 (99)          | 2                         | 5, (3-5), (1-7)                 | 5, (3-5), (1-7)                     | -78 ± 7                |
| POm Somato-sensory | Higher          | 18 (130)         | 38                        | 3, (2-4), (1-6)                 | 3, (2-4), (1-6)                     | -87 ± 12               |

Abbreviations: dLGN, dorsal lateral geniculate nucleus; dMGB, dorsal medial geniculate body; LP, lateral posterior nucleus; POm, posterior medial nucleus; vMGB, ventral medial geniculate body; VP, ventral posterior nucleus.

FIGURE 2 Number of spikes per burst at increasing hyperpolarization levels. Each line represents data from one cell (jittered in y-axis); zero in the x-axis corresponds to the least hyperpolarized pulse that led to a burst, and subsequent points indicate more hyperpolarized pulses with respect to this zero level. Each panel contains cells from six different nuclei (first order—(a) dLGN, (b) vMGB, (c) VP and higher order—(d) LP, (e) dMGB, (f) POm). Yellow lines represent cells for which the number of spikes per burst were constant irrespective of the hyperpolarization level, and green lines represent cells for which the number of spikes per burst varied with hyperpolarization. The number of cells in each nucleus belonging to one of the two types is included in the textbox on the top-right corner of each panel. Note that the range of the x- and y-axes was adjusted for each nucleus and is not same in all panels. dLGN, dorsal lateral geniculate nucleus; dMGB, dorsal medial geniculate body; LP, lateral posterior nucleus; POm, posterior medial nucleus; vMGB, ventral medial geniculate body; VP, ventral posterior nucleus [Color figure can be viewed at wileyonlinelibrary.com]
3.2 | The number of spikes per burst remains stable with hyperpolarization

Because the number of spikes in a burst may depend on the hyperpolarization level of the cell before the burst, we analyzed how the number of spikes per burst changed depending on the average membrane potential in a 100 ms window before the end of the current injection to the cell. Figure 2 shows the number of spikes per burst at different hyperpolarization levels for each cell in the six nuclei starting with zero referring to the least hyperpolarized trace which lead the cell to burst (yellow lines—cells with constant number of spikes and green lines—cells with varying number of spikes with hyperpolarization). For the population, we found that 38% \( (n = 29) \) of the cells that produced rebound bursts \( (n = 77) \) had a constant number of spikes regardless of the hyperpolarization level, and 62% \( (n = 48) \) showed changes in number of spikes with increased hyperpolarization. The fraction varied across nuclei, with both dLGN and vMGB being the most stable with hyperpolarization; in both dLGN and vMGB, 67% (12 out of 18 cells; Figure 2(a,b)) showed a constant number of spikes with hyperpolarization, while only 6% of cells from VP (1 out of 16 cells; Figure 2(c)) followed this trend. In the HO group (LP, dMGB, POm), a minority of cells (37%; 16 out of 43 cells; Figure 2(d,e,f)) showed no change in the number of spikes with increasing hyperpolarization.

We then looked specifically at cells which showed a change in the number of spikes per burst with increasing hyperpolarization \( (n = 49) \). We compared the number of spikes produced by the first current pulse which evoked a burst in a cell, to the number of spikes produced at a higher hyperpolarization level. We found that 34 cells showed an increase in number of spikes by an average of one spike, with an average increase in hyperpolarization of 12.5 mV (from \(-72.83\) to \(-85.32\) mV). The remaining 15 cells did not show a consistent relationship between number of spikes and hyperpolarization, meaning that the spikes per burst went up and down with subsequent current pulses. Even in VP cells, which had the largest number of cells in which the number of spikes/burst changed with hyperpolarization, the observed changes were small (one spike on average for a hyperpolarization difference of 11.77 mV). In a subset of cells with stronger hyperpolarization (average = 22.43 mV from \(-73.22\) to \(-95.65\) mV, \(n = 22\)), we still found that the increase in number of spikes was one spike on average.

Lastly, to estimate the relation between spikes per burst and hyperpolarization more precisely, we used a GLM of the spikes per burst with the hyperpolarization potential as covariate; this model showed narrow and nonsignificant changes in the number of spikes with hyperpolarization (average increase in number of spikes per millivolt of hyperpolarization = 1.3% C.I. = [−8.67, 6.21], \(n = 49\); \(p\) value = .67 Wald test). Although the confidence intervals of the GLM estimates were broad, altogether this set of results showed little change in the number of spikes with hyperpolarization in the thalamic cells we sampled. Therefore, regardless of the order or the sensory modality, the number of spikes/burst remained fairly stable for a given cell within the range of physiological membrane potential.

3.3 | Increase in within-burst spike frequency with hyperpolarization

Even if the number of spikes remains similar, the level of hyperpolarization before the pulse may influence the frequency (spike rate per second) at which the spikes in the burst occur. Figure 3(a) displays raw traces of the bursts of two sample cells at increasingly hyperpolarized membrane potentials; in one cell, the number of spikes increases with hyperpolarization and, in the other one it remains constant, but both cells show an increase in the spike rate of the first two burst spikes with hyperpolarization (Figure 3(b–e) shows all cells in LP, dMGB, VP and POm, respectively). dLGN and vMGB neurons were not included in this analysis since they mostly had one spike per burst. We compared the spike frequency of the first two spikes in the burst produced by the least hyperpolarizing current pulse, which evoked a burst in a cell (0 in panels 3(b–e)), to the spike frequency produced by at least 10 mV of additional hyperpolarization from that level for the 46 cells which had at least two spikes per burst. In this sample, 84.78% of the cells \( (n = 39) \) showed an increase in frequency by 46.4 ± 34.46 spikes/s (19.1% increase on average) from an initial frequency of 242.48 ± 64.69 spikes/s \( (p < .001, \text{Wilcoxon signed-rank test}) \) with an average increase in hyperpolarization of 12.19 mV, from –73.64 to –85.83 mV. In a subset of cells \( (n = 19) \), in which the hyperpolarization was increased further by an additional 10.44 mV, from –84.76 to –95.21 mV, the average percent increase in frequency was just 2.17% \( (p = .56, \text{Wilcoxon signed-rank test}) \). This showed that the initial increase in hyperpolarization has the largest effect on within-burst spike frequency and this effect saturates as the cell is hyperpolarized further.

Even in the group of cells which had a constant number of spikes \( (n = 18) \), even within lines in Figure 3(a–e) with hyperpolarization, we observed the same trend of an increase in frequency with hyperpolarization in 17 out of 18 cells; these cells showed an increase in frequency of 41.34 ± 37.17 spikes/s with an average increase in hyperpolarization of 12.85 mV \( (p < .001, \text{Wilcoxon signed-rank test}) \). Applying the GLM approach (to all cells with at least two spikes per burst; \(n = 46\)) to estimate the within-burst spike frequency with the hyperpolarization voltage as covariate, showed that the changes in spike frequency with hyperpolarization were small (average increase in frequency per millivolt of 0.75% with C.I. = [−0.2, 1.67], \(n = 53\), but the trend was significant in 38% of the cells, with an average increase of 1.27% \( (p < .05, \text{Wald test}) \). When we looked at the within-burst spike frequency in different nuclei across all bursts with at least two spikes per burst \( (n = 46) \), we did not find significant differences among any of the nuclei \( (p = .22, \text{Kruskal–Wallis test}; \text{Figure 3(f)}) \).

Lastly, for cells with at least four spikes/burst \( (n = 34) \), we quantified within-burst spike frequency adaptation as the percent change in the frequency at the last spike interval in the burst compared to the frequency at the first interval; the average within-burst spike frequency adaptation was 58.06 ± 12.46% \( (n = 34) \). When we compared the within-burst adaptation at two different hyperpolarization levels (average = –75.11 and –85.01 mV; average difference between levels = 10.09 mV), the cells showed no significant difference in their...
Within-burst spike frequency adaptation \( (p = .19, \text{Kruskal–Wallis test}) \). Among HO, cells in POm had significantly lower within-burst adaptation \( (\text{POm} = 50.98 \pm 13.6\%) \) compared to the other two HO nuclei \( (\text{LP} = 59.4 \pm 14.88\%, \text{dMGB} = 64.16 \pm 7.9\%; p < .027, \text{Kruskal–Wallis test}) \).

This set of results suggests that, irrespective of the number of spikes per burst remaining constant or changing with hyperpolarization level, the spike frequency of the first ISI in a burst increases with more hyperpolarization but not the spike frequency adaptation within the burst.
FIGURE 4  Latencies to burst reach higher values in higher-order (HO) nuclei and dorsal lateral geniculate nucleus (dLGN). (a) Bursts evoked from similar hyperpolarization levels in two cells of the auditory (left) and somatosensory (right) systems display short latency in first-order (FO) nuclei and longer latency in the corresponding HO. (b) Population distribution of the latency values for all evoked bursts. (c) Lines represent burst latencies at different hyperpolarization levels for each cell in FO (blue) and HO (red) nuclei in visual (i), auditory (ii) and somatosensory (iii) systems and show a decrease in latency with increased hyperpolarization. Insets show exponential fits for each of the cells in the raw data plots, with the average of the fits shown by darker blue and red lines (average $R^2$ for fits in the insets: (i) .97 ± .04, (ii) .99 ± .01, (iii) .98 ± .05). Note the difference in latencies between FO and HO at every level of hyperpolarization in auditory and somatosensory systems. (d) A negative correlation was observed in the plots of latency against number of spikes per burst for FO and HO nuclei ($R^2$ indicates goodness-of-fit for a linear model). Blue = FO; red = HO [Color figure can be viewed at wileyonlinelibrary.com]
Longer latencies to burst in HO nuclei and dLGN neurons

The latency with which bursts are produced after hyperpolarization could influence the band-pass filter and oscillatory properties of thalamic neurons. We quantified latency as the time (in milliseconds) from the end of the current injection pulse to the peak of the first spike in the burst. Figure 4(a) shows bursts from four cells that are hyperpolarized to a similar membrane potential level (−89.25 ± 0.96 mV), and yet the vMGB and VP cells (blue traces) produced a rebound burst with much shorter latency than the dMGB and POm cells (red traces). The population data (Figure 4(b)) showed that the HO cells have significantly longer latencies than FO cells in the auditory (vMGB = 49.42 ± 21.83 ms and dMGB = 135.96 ± 64.90 ms) and somatosensory systems (VP = 48.96 ± 31.96 ms and POm = 135.96 ± 64.90 ms; p < .001, Kruskal–Wallis test). In the visual system, the latencies were not significantly different between the FO and HO nuclei (dLGN = 85.96 ± 39.96 ms and LP = 101.51 ± 79.35 ms; p = .99, Kruskal–Wallis test). Among FO nuclei, latencies in dLGN were significantly longer than vMGB and VP (p < .001, Kruskal–Wallis test). dMGB had the longest latencies among all nuclei (p < .001, Kruskal–Wallis test). The FO cells also covered a narrower range of latencies compared to HO or dLGN cells (Figure 4(b)). Even when we compared the latencies at a particular hyperpolarization (−84.83 ± 3.49 mV), we still found that FO cells in the auditory and somatosensory system had lower latencies compared to their HO counterparts (vMGB = 44.56 ± 22.37 ms and dMGB = 131.04 ± 47.88 ms; VP = 38.17 ± 22.83 ms and POm = 94.98 ± 60.97 ms, p < .014, Kruskal–Wallis test).

We then studied the effect of hyperpolarization on latency (Figure 4(c)). For 97% (n = 69) of cells, the latency decreased on average 40.72 ± 33.7 ms (from an initial value of 124.72 ± 75.74 ms) when hyperpolarized by an additional 12.63 mV from −74.02 mV (p < .001, Wilcoxon signed rank test). The pulses with lower hyperpolarization produced bursts with longer latency, and as the hyperpolarization increased, most cells settled into characteristic latencies. We found that the relation between hyperpolarization and latency was fitted well by a sum of two exponential functions (average goodness-of-fit $R^2 = .98 ± .04$; exponential fits for all cells in the insets of Figure 4(c)). To test whether the latencies settle into similar values, for each cell, we used the fitted model to estimate the fastest latencies to produce a rebound burst between −70 and −100 mV of hyperpolarization. This analysis found that the shortest latency for FO cells (45.25 ± 26.84 ms) was significantly lower than the shortest latency estimated for HO cells (88.65 ± 57.72 ms, p < .001, Kruskal–Wallis test). These results suggest that FO and HO cells in the auditory and somatosensory thalamus differ in their rebound oscillatory properties, such that the FO cells will be able to produce rebound bursts at faster frequencies (up to about 20 Hz based on the fastest latencies estimated from the exponential model fits), whereas many HO cells may have an upper limit for rebound burst firing at about 10 Hz. Instead, the latencies we observed in the visual thalamus suggest that these cells can follow similar frequencies of bursting regardless of the order of the nucleus. We performed an additional analysis to look at the correlation between latency and the number of spikes and found a small tendency for shorter latencies to occur with more spikes per burst, and the trend was similar in FO and HO nuclei (Figure 4(d)).

Another factor that can determine the frequency of bursts in thalamocortical cells is the time that it takes for the membrane to recover from the hyperpolarization.
FIGURE 6  Legend on next page.
potential to decay back or recover to baseline levels after a burst. To find out whether the latency to burst was associated with different recovery times, we studied the correlation of latency with the time it took for the cell to decay back to resting membrane potential after the burst. For this analysis, we quantified the decay time constant by fitting the sum of two exponential curves to the voltage trace after the last spike in the burst ended (goodness-of-fit $R^2 = .98 \pm .02$ for all bursts). The initial voltage drop was largely explained by the exponential function with the shortest time constant (78.82 ± 53.49 ms). When comparing cells across nuclei (Figure 5(a)), we did not find a clear association between the decay time constant and the order or sensory modality of the nucleus, and the results were more variable than the spikes/burst and latency results reported above. We found that the decay time constant was fastest for dLGN (57.08 ± 23.35 ms) and POM cells (56.76 ± 24.51 ms), followed by dMGB (72.5 ± 33.6 ms), vMGB (74.54 ± 25.44 ms), LP (92.6 ± 69.17 ms), and VP (106.16 ± 74.51 ms). In the visual system, FO cells on average had shorter decay time than HO cells ($p < .01$), while in the somatosensory system FO cells had longer decay time compared to HO cells ($p < .001$), and for auditory no significant difference was found between FO and HO cells ($p = .86,$ all Kruskal-Wallis tests). We did not find a significant correlation between latency to burst and the decay time constant after the burst ($r = -.18,$ Figure 5(b)), suggesting that the latency to burst and the decay back to resting membrane potential vary independently. The longer recovery times could briefly maintain thalamocortical cells above the resting membrane potential following a burst, which could switch the cell to tonic mode and delay the generation of additional bursts.

3.5 Shifting the voltage dependence and size of the T current in a compartmental model replicates burst properties observed in different thalamic nuclei

The results on the number of spikes/burst and latencies demonstrate that bursts produced by cells in different sensory nuclei have different properties. Bursts in dLGN and vMGB had one spike on average, but the latencies in the dLGN population were significantly longer than in vMGB. On the other hand, VP cells produced higher number of spikes/burst with shorter latencies. While we saw various combinations of number of spikes and latencies in FO nuclei, HO cells showed wider ranges but more consistent distributions of burst properties across sensory systems, with an average number of spikes of 3 and latency of about 110 ms. Thalamocortical neurons in all the six nuclei we studied express the voltage-dependent CaV 3.1 T-type calcium channel. To study which properties of the T-type calcium channel can account for bursts with different combinations of number of spikes and latencies, we implemented a single compartment model of a thalamocortical cell using the DynaSim simulation environment (Benita et al., 2012; Sherfey et al., 2018; Soplata et al., 2017; see Section 2 for details). The model replicates the tonic and burst firing properties of thalamocortical neurons (Figure 6(a)) and it allowed us to investigate the properties of the T current that may contribute to different bursts.

Experimental evidence suggests that the voltage dependence of the T channels varies across thalamic cells. For example, the voltage at which the half of the T current is activated can range between −45 and −60 mV even among cells of the same nucleus (Huguenard, 1996; Perez-Reyes, 2003). The voltage dependence of the activation and inactivation curves of thalamic ion channels has important functional implications because it is regulated by spike activity (Cazade et al., 2017), neuromodulators (McCormick & Williamson, 1991; Pape, 1992), and antipsychotics (Perez-Reyes, 2003). In addition, the overall size of T-type conductance can be regulated irrespective of kinetics, for example, through changes in channel density (Chung et al., 1993; Perez-Reyes, 2003; Tsakiridou et al., 1995). Therefore, we investigated whether changes in the voltage dependence of the T current and in the size of the conductance were sufficient to evoke burst properties like those we observed in the data.

We systematically shifted the activation $M_{\infty}$ and inactivation $H_{\infty}$ curves of the T current to more depolarized values up to 20 mV (Figure 6(b)), based on the experimental evidence (Huguenard, 1996; Perez-Reyes, 2003) and because this range of membrane potentials is critical for switching between burst and tonic firing modes. Shifting the curves reduced and delayed the amount of T current produced at a given membrane potential (Figure 6(c)). We then tested different combinations of $V_{\text{shift}}$ (Figure 6(d), columns) with increasing values of T-channel conductance ($g_T$; Figure 6(d), rows). For a fixed value of $g_T$, increasing the shift led to longer latencies and a reduction in the number of spikes. As we increased $g_T$ for a given value of $V_{\text{shift}}$, we
observed a decrease in latency and an increase in number of spikes. Figure 6(d) shows the effect of different combinations of $V_{\text{shift}}$ and $g_T$ with the model cell being hyperpolarized to $-85.53 \pm 0.80$ mV. For each simulated burst, we calculated the probability of obtaining a burst with the same number of spikes and latency in each of the six nuclei based on the probability distributions from the in vitro data (see Section 2, Figures 1(d) and 4(b)). This allowed us to identify whether the simulated burst was most likely to be produced by a FO or HO nuclei (indicated by blue or red in Figure 6(d)). We found that lower values of $V_{\text{shift}} (<12$ mV) produced bursts consistently similar to those in FO nuclei. In addition, models with the highest $g_T$ ($0.35-1$ mS/cm$^2$) and shifts ($V_{\text{shift}} = 12-22$ mV) produced bursts with longer latencies and a greater number of spikes, which were more likely to correspond to HO properties. These results put forward the hypothesis that differences in the number of spikes/burst and latencies observed in bursts of FO and HO nuclei, may be caused by differences in the voltage dependence of the activation and inactivation curves and the total conductance of T-type channels expressed in thalamocortical neurons.

We then changed the relative position between the activation and inactivation curves and tested the effect on the T current (Figure 6(e)). Moving the inactivation curve toward more hyperpolarized potentials did not lead to bursts; shifting it to more depolarized potentials, led to an increased amount of T current and an increase in the spikes/burst (Figure 6(f,g)). This suggests that even if the total T-channel conductance for a cell were constant, it may produce bursts with different number of spikes in conditions that modulate the relative voltage dependence of the activation and inactivation curves.

### 3.6 The diversity of spikes per burst and latency to burst is not explained by intrinsic properties or rat age

We found that the number of spikes per burst and latency (but not the within-burst spike rate) vary according to the nucleus order and sensory modality and may be explained by changes in the voltage dependence and conductance of T channels. We considered if the variation in burst properties could be explained by cellular passive properties (membrane capacitance [$C_m$] and membrane resistance [$R_m$]) or by age in a random sample of cells in which the three properties ([$C_m$, $R_m$, age]) were recorded ($n = 61$; 67% of the full sample). Burst properties in rodents develop during the first postnatal days and are similar to the adult by age P12-13 (Perez Velazquez & Carlen, 1996; Ramoa & McCormick, 1994; Tennigkeit et al., 1998; Warren & Jones, 1997). We found no significant age differences among cells in different nuclei ($n = 61$; $p > .4$, Kruskal–Wallis; Figure 7(a); Table 2). However, we found that in LP (but not in POm, dMGB or in the FO nuclei) there was a significant negative correlation between age and latency to the first spike in the burst ($r = -0.77$; $n = 11$; $p = .03$), suggesting that in LP the latency to burst may be under developmental control and decrease with age. The membrane capacitance was significantly larger in POm compared to dLGN and to vMGB neurons, while POm neurons had lower membrane resistance compared to dLGN and VP ($p = .03$; Kruskal–Wallis; Figure 7(a)). While a larger membrane capacitance may reflect larger cell size in
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POm, and larger cells may contain proportionally more T channels, the additional T current would distribute over a larger area and it is unlikely to produce by itself an increased number of spikes per burst in POm.

We did not find significant correlations between burst latency and membrane capacitance or membrane resistance in any of the nuclei ( \( p > .05 \)), nor between the number of spikes per burst and age, capacitance or membrane resistance in any of the nuclei ( \( p > .16 \), Kruskal–Wallis; Figure 7(b) for FO and 7(c) for HO). These analyses suggest that age or the membrane passive properties do not explain the different burst properties across nuclei, although age may be an important factor in regulating the latency to burst in LP neurons.

In addition to passive properties, several intrinsic conductances influence the tonic and burst firing of thalamic neurons (Amarillo et al., 2014; Llinás, 2014; Sherman & Guillery, 2001). In particular, \( I_h \) works in coordination with the T current to determine oscillatory firing in thalamic cells (Lüthi & McCormick, 1998; McCormick & Pape, 1990). \( I_h \) is a mixed cation current responsible for a “sag” in the voltage in response to a steady hyperpolarizing current, and it is possible that the \( I_h \) evoked by the hyperpolarizing pulses could influence the number of spikes or latency in the subsequent rebound burst. To investigate potential differences due to \( I_h \), we quantified the sag voltage for each cell as the average sag in pulses that produced a hyperpolarization between \(-85\) mV and \(-95\) mV. We found significant differences in the sag values among FO and HO cells (Figure 8(d) for FO and 8(e) for HO); however, there was a trend for the shortest latencies to occur in cells with highest values of sag voltage, which was similar in FO and HO (Figure 8(d) for FO and 8(f) for HO), even though there was no significant difference in the membrane potential of the cells right before the burst was evoked ( \( p > .19 \), Kruskal–Wallis test). The significant difference in sag voltage between vMGB and dMGB and the inverse relationship between sag voltage and latency might contribute to the shorter latencies we observed in vMGB compared to dMGB (shown in Figure 4(b,c)). On the other hand, sag values do not seem to explain the differences in burst properties in somatosensory and visual FO and HO nuclei. These results suggest that \( I_h \) does not determine the different burst properties that we found in FO and HO nuclei, but it may have a general role in reducing the latency to burst in thalamic neurons.

Another current that might affect burst properties is the depolarization-activated \( K^+ \) (\( I_{\Delta} \)) current. We did not assess the role of \( I_{\Delta} \) in our in vitro recordings; nonetheless, to gain insight on the relationship between the \( I_{\Delta} \) current and burst properties, we used our single compartment thalamic model and added the \( I_{\Delta} \) current used in the study by Benita et al. (2012). We systematically varied the A channel conductance from 0 to 5 mS/cm\(^2\) (McCormick & Huguenard, 1992; Rush & Rinzel, 1995). \( g_T \) and \( V_{\text{excit}} \) were kept constant in this model at 1 mS/cm\(^2\) and 0 mV. The results (Figure 8(g,h)) show an inverse relation between the number of spikes per burst and \( g_A \) where the number of spikes decreased from 11 to 1, and a positive correlation between \( g_A \) and latency (which increased with \( g_A \) from 15 to 40 ms). While the role of \( I_{\Delta} \) needs to be studied in further experimental detail, these simulations are consistent with previous models (Amarillo et al., 2014; McCormick & Huguenard, 1992; Rush & Rinzel, 1995) and suggest that \( I_{\Delta} \) could

| Nucleus (number of cells) | Post-natal age (days) | Cm (pF) | Membrane resistance (MOhms) |
|---------------------------|------------------------|---------|-----------------------------|
| LGN (10)                  | 15 ± 1                 | 140 ± 43| 342 ± 100                   |
| LP (11)                   | 15 ± 2                 | 166 ± 35| 439 ± 368                   |
| vMGB (4)                  | 16 ± 2                 | 117 ± 11| 273 ± 70                    |
| dMGB (11)                 | 15 ± 1                 | 147 ± 35| 387 ± 229                   |
| VP (10)                   | 14 ± 2                 | 143 ± 25| 339 ± 94                    |
| POm (15)                  | 15 ± 2                 | 182 ± 47| 209 ± 136                   |

Abbreviations: dLGN, dorsal lateral geniculate nucleus; dMGB, dorsal medial geniculate body; LP, lateral posterior nucleus; POm, posterior medial nucleus; vMGB, ventral medial geniculate body; VP, ventral posterior nucleus.

**TABLE 2** Average rat age, neuronal passive properties (Capacitance, Cm, and membrane resistance) in a random sample of 61 cells (values are mean ± SD in each nucleus)
contribute to regulate burst properties by reducing the number of spikes/burst and slowing burst latency.

### 3.7 Functional implications of different burst properties: Release probability and thalamocortical transmission

Bursts have been suggested to be more effective at activating postsynaptic cortical cells than tonic firing because of the multiple spikes and the quiescent period preceding the burst (Hu & Agmon, 2016; Swadlow & Gusev, 2001). Driver thalamocortical synapses have high-release probability and a slow recovery time constant to replenish synaptic vesicles in the presynaptic terminal, which may undermine the effectiveness of subsequent bursts. Each spike in a burst would reduce the probability of neurotransmitter release, decreasing the effectiveness of upcoming spikes in the same burst and from subsequent bursts. On the other hand, having a long latency leading to burst spikes may allow for the presynaptic terminal to recover. Using simulations, we studied the combined effect of the number of spikes per burst and burst latency on the release probability at a thalamocortical synaptic terminal. In each simulation, the thalamic cell model was made to spike with the same number of spikes and intraburst dynamics as found in the in vitro data (example in Figure 9 (a)). This was achieved by applying a brief 2 ms current pulse to the model which produced one spike, and the pulse was repeated at intervals corresponding to the inter-spike intervals within a burst. We then made the thalamic cell produce another burst after at least 100 ms (to provide enough time for the T channels to completely de-activate). We quantified the release probability (Section 2) that the first
FIGURE 9  Number of spikes per burst significantly reduces the probability of release at thalamocortical terminals. (a) Example simulation showing the release probability over time after a burst that mimics the features obtained from a recorded thalamocortical (TC) cell: release probability values were obtained at the time indicated by the arrow (following 100 ms plus the latency obtained from all evoked bursts). (b) Distribution of release probabilities obtained after simulations that mimic spikes per burst and latencies in all recorded nuclei. (c, d) Distribution of release probabilities using only the values of spikes per burst (release probability estimated at 100 ms). (e, f) Distribution of release probabilities using only latency values from the in vitro data and after a burst with only one spike. Blue = FO; red = HO. (g) Linear correlation between excitatory postsynaptic potential (EPSP) amplitude and the synapse's release probability from simulations in a thalamocortical model that contacts a pyramidal cell (green) or an interneuron (yellow). (h, i) Effect of a TC spike on EPSP amplitude (mV) in two types of cortical cells (interneuron and pyramidal) simulated at different synaptic release probabilities observed in the simulations in (b) [Color figure can be viewed at wileyonlinelibrary.com]
spike in this burst would encounter, that is, the release probability at 100 ms plus the burst latency of each of the recorded cells.

First, we considered the combined effect of both the number of spikes and latency from each cell on release probability (Figure 9(a,b)). We found that bursts with the properties of HO nuclei neurons led to similar values of release probability irrespective of the sensory system (0.51 ± 0.13; p > .05, Kruskal–Wallis test). Bursts like those seen in FO visual and auditory systems depleted the thalamocortical terminal less than the HO bursts (FO = 0.63 ± 0.08, HO = 0.52 ± 0.13, p < .029, Kruskal–Wallis test). This suggests that bursts from a neuron in dLGN or vMGB might be more effective in propagating information to their postsynaptic cells in cortex. This was not the case in the somatosensory system, and we found that VP bursts led to the most depleted terminals and the lowest release probabilities (VP = 0.38 ± 0.09, POm = 0.49 ± 0.11, p < .001, Kruskal–Wallis test).

Second, we removed the effect of latency by quantifying release probability at a fixed time of 100 ms after the first burst ends (Figure 9(c,d)). When the effect of latency was removed, the probability of release decreased in all nuclei compared to the previous test (due to the second burst being evoked earlier), and the percent decrease in release probability was higher in nuclei that have the largest number of spikes per burst, that is, HO and VP (decrease with respect to Figure 9(b): LP = 26.9%; dMGB = 28.28%; POm = 24.8%; dLGN = 13.75%; vMGB = 7.25%; VP = 20.15%, p < .001, Wilcoxon signed-rank test), suggesting that latency is an important factor to facilitate thalamocortical transmission in cells with higher spikes/burst. Lastly, we removed the effect of multiple spikes by making the thalamocortical model neuron fire only one spike and calculating release probability after latency (Figure 9(e,f)). This increased the release probability for all the nuclei (p < .001, Wilcoxon signed rank test), but more dramatically in nuclei with higher spikes/burst (increase with respect to Figure 9(b): LP = 53.3%; dMGB = 35.05%; VP = 82.79%; POm = 47.08%) compared to dLGN = 11.75% and vMGB = 4.78%. Notably, the distributions became very compact, suggesting that most of the variance in release probability is due to the depressing effect of high numbers of spikes/burst. This set of results suggests that release probability is highly dependent on the spikes/burst, and that latency can play a significant role to recover synaptic release properties in nuclei with higher numbers of spikes per burst, such as for all the HO nuclei we studied and VP.

We then extended this analysis to study how different release probabilities due to a burst may affect the effectiveness of a subsequent thalamic spike on cortical cells. For these simulations, we used a model of a thalamic neuron connected to a cortical interneuron or to a pyramidal cell (Benita et al., 2012). The synapse's release probability was set to the values obtained from the previous simulations (Figure 9(b)), which combined the effect of different number of spikes per burst and latencies from our in vitro burst data. We then made the thalamic cell produce a spike by applying a 2 ms pulse of positive current. We quantified the effect of the thalamocortical spike on the cortical cell as the size of the EPSP (mV) from the resting potential of the cortical cell. The simulation results showed a linear relationship between the cortical cell EPSP and release probability (Figure 9(g)). These results suggest that the differences in burst properties among FO and HO nuclei in all the three sensory systems would lead to a significant difference in the amplitude of EPSPs evoked in cortical cells (interneuron = Figure 9(h), pyramidal cell = Figure 9(i)). A spike following a burst from HO thalamic nuclei would lead to similar EPSP amplitudes in cortical cells across different sensory modalities (interneuron = 1.50 ± 0.36 mV, p > .05, pyramidal cell = 2.93 ± 0.71 mV, p > .05, Kruskal–Wallis test). dLGN and vMGB would have the least depressed synapse, leading to the largest EPSP as a result of spikes following a burst (dLGN: IN = 1.85 ± 0.26 mV, PyC = 3.62 ± 0.52 mV, p < .01; vMGB: IN = 1.86 ± 0.13 mV, PyC = 3.63 ± 0.26 mV, p < .05, Kruskal–Wallis test). Bursts from VP would keep the synapse most depressed among the six nuclei we studied, leading to the smallest EPSPs (IN = 1.12 ± 0.26 mV, PyC = 2.2 ± 0.51 mV, p < .001, Kruskal–Wallis test).

**Figure 10** Latency to burst sets a cutoff frequency for rebound bursting in thalamic neurons. (a) Example simulation in which the TC model cell receives 50 ms negative current pulses at 1 Hz (left) or 14 Hz (right). (b) Latency values obtained at progressively larger $V_{shift}$. Dashed lines indicate the values selected for the simulations in (c). (c) Fraction of inhibitory pulses applied at increasing frequencies that result in a burst; increasing $V_{shift}$ values (color coded) result in progressively lower cutoff frequencies [Color figure can be viewed at wileyonlinelibrary.com]
3.8 Longer burst latencies determine slower rebound burst frequencies in thalamocortical neurons

Thalamocortical cells fire rebound bursts in response to inhibitory input from the thalamic reticular nucleus (TRN), which fires bursts at frequencies of 7–15 Hz (Bal & McCormick, 1993; Fuentesalba & Steriade, 2005), or other sources of inhibition such as the zona incerta (Barthó et al., 2002; Halassa & Acsády, 2016). As we found bursts with latencies ranging from 19 ms to 400 ms (average 87.75 ms for the cell population), neurons with the longer latencies may not be able to burst in response to high frequency inhibitory input. This would mean that burst latency sets an upper limit on the frequency of the input that a thalamocortical neuron is able to keep up with.

To find this upper limit in the model, we applied brief (50 ms) hyperpolarizing pulses to the model cell at different frequencies (Figure 10(a)) and measured the fraction of inhibitory inputs for which the cell produced a burst. We simulated the cell with a fixed $g_T$ ($g_T = 1$ mS/cm$^2$) and with different burst latencies (43, 80, and 145 ms, by setting $V_{shift}$, respectively), to 0, 10, and 16 mV. Figure 10(b)). In Figure 10(c), we can observe that for $V_{shift} = 0$ mV, which represents cells with shorter latencies, the model cell is able to respond with a burst to almost 100% of the inputs up to 10 Hz, after which the fraction of pulses that induce a burst goes down to 40% at 14 Hz, and the model cell is not able to respond to inputs beyond 15 Hz. For $V_{shift} = 10$ mV, the cells are not able to burst with frequencies beyond 10 Hz and for $V_{shift} = 16$ Hz this limit reduces to 6 Hz. Interestingly, for cells with larger $V_{shift}$ the drop in response from 100% to 0% is sudden, occurring within 2 Hz, while for $V_{shift} = 0$ the response drops gradually in 6 Hz.

These simulations show that cells with short latencies can completely or partially keep up with hyperpolarizing input of frequencies up to about 15 Hz. vMGB and VP had the shortest latencies (49.1 ± 29.14 ms), suggesting that these cells might be able to keep up with frequencies of up to 15–20 Hz. Latencies for cells in dLGN, LP, and POm averaged 92.98 ± 59.76 ms, which might put an upper cap on the rebound bursting frequency at 10 Hz. That said, these cells had a wide range of latencies, and 25% of them showed latencies less than 50 ms, which suggest that some of cells would be able to keep up with faster frequencies. For dMGB, which had the longest latencies (135.94 ± 64.9 ms), the simulations suggest that these cells might not be able to follow inputs with frequencies higher than 6 Hz. Overall, the voltage-dependent properties of the T current may provide an intrinsic mechanism that limits the oscillatory frequency of rebound bursting in thalamic cells.

4 DISCUSSION

We used whole-cell intracellular recordings of rebound bursts in six sensory thalamic nuclei to determine whether there are burst features that are linked to the hierarchical order of a nucleus (FO or HO) or to specific sensory modalities (visual, somatosensory, and auditory). In the nuclei that we studied, we found that burst properties overlapped in their distributions but were significantly different in some nuclei. Both the order (FO or HO) and the sensory modality determined the burst properties of neurons. Individual FO nuclei were quite distinct, neurons in the vMGB had the narrowest range of feature distributions compared to all the other nuclei, displaying few spikes per burst and short latencies; dLGN bursts were characterized by few spikes and longer latencies, and VP had short latencies and a high number of spikes per burst. Cells in HO nuclei had burst properties that overlapped with those of FO neurons, but the three HO nuclei were consistent in that they had higher values of average number of spikes per burst (similar to VP) and longer latencies to the first spike (like dLGN).

A compartmental model showed that changes in the voltage dependence and density of the T-channel conductance are sufficient to generate the diverse burst features observed in the intracellular data. Lastly, we studied the implications of different types of bursts for transmission in the thalamocortical synapse and for rhythmic bursting in thalamic cells. We found that model neurons with low numbers of spikes per burst preserved a more effective thalamocortical synapse for a spike following the burst. In addition, in bursts with more spikes, the latency played a role in facilitating the probability of release and transmission at the thalamocortical synapse by a subsequent spike. We found that long latencies can also limit rhythmic rebound bursting to about 15 Hz in FO and 6 Hz in HO cells. In summary, the results suggest that although bursts are fairly stereotypical, the number of spikes per burst and latency to the first spike depend on the sensory modality and order of thalamic neurons, and these burst features will determine the effectiveness of thalamocortical transmission and the oscillatory properties across thalamic nuclei.

4.1 Burst properties and the functional organization of thalamocortical networks

In addition to the type of information being processed, the architecture of long-range input and output connections is key to understanding the function of thalamocortical cells within the forebrain. FO nuclei occupy an early position in their sensory systems and receive their primary input from noncortical regions, whereas HO thalamocortical cells receive driver input that has already been processed by cortex and are more deeply embedded in cortical networks (Bickford, 2015; Clascá et al., 2012; Guillery & Sherman, 2002; Phillips et al., 2019; Rovó et al., 2012; Sherman & Guillery, 2011). Our analyses showed that the distributions of burst properties are narrower in FO nuclei, such that each nucleus is characterized by bursts that are distinct in terms of the average number of spikes and latency (small values for both properties in vMGB, small number of spikes/burst with relatively long latencies in dLGN, and large number of spikes/burst and relatively short latencies in VP). HO neurons instead displayed wider ranges of burst properties, which overlapped with those in FO, but the distributions were more similar across the three HO nuclei. These results suggest that early in the sensory hierarchy the properties of bursts are determined by the sensory modality being processed. A distinguishing feature of HO nuclei is that they
receive driver input from layer V of cortex. The broader range of burst properties among HO cells, might reflect an adaptation to process or transmit the cortical information that HO cells receive from layer V, or to adjust to regional specializations in timescale dynamics observed through the neocortical hierarchy (Murray et al., 2014). Burst firing can facilitate transmission through the thalamus (Altito et al., 2019; Hu & Agmon, 2016; Swadlow & Gusev, 2001). Bursts with more spikes, which we observed mainly in HO neurons (and in VP) have been found to activate more effectively cortical pyramidal cells and somatostatin interneurons compared to fast spiking interneurons (Hu & Agmon, 2016). Somatostatin interneurons are thought to facilitate feedforward transmission in cortex by hindering the effect of cortical feedback on distal dendrites (Tremblay et al., 2016; Wang & Yang, 2018). Thus, thalamic cells producing more spikes per burst may be more likely to engage somatostatin inhibition and enhance the transmission of thalamocortical input. Interestingly, the ratio of somatostatin to fast spiking interneurons increases from sensory to HO cortical areas (Wang & Yang, 2018), and the higher number of spikes per burst in HO thalamic cells may ensure that thalamic bursts activate the more common somatostatin interneurons in these regions.

We found that burst properties differed among the six nuclei we studied, but their distributions also overlapped, indicating that many cells in HO nuclei have properties like those in FO, and that what characterizes HO regions is a wider range of burst features. This result adds to other aspects of the functional diversity of HO thalamic regions, such as receiving excitatory and inhibitory inputs from multiple origins, expressing specific gene profiles, and having more varied responses to neuromodulators (Bickford, 2015; Bokor et al., 2005; Clascá et al., 2012; Groh et al., 2014; Phillips et al., 2019; Rovó et al., 2012; Varela, 2014). In particular, HO nuclei contain a mix of FO and HO circuits (Bickford, 2015; Guillery & Sherman, 2002; Zhou et al., 2017), and it is possible that HO neurons that have burst properties like those in FO are part of FO-like circuits within the HO nuclei.

4.2 Comparison with previous studies of burst diversity

Consistent with our findings, LP cells were found to have a larger T current and higher density of T channels compared to dLGN (Wei et al., 2011), and VP cells had more spikes per burst compared to POM (Landsman & Connors, 2007; Slezia et al., 2011). Interestingly, POM cells fired at significantly lower frequencies (3.88 Hz) compared to VP cells (5.82 Hz) during NREM sleep slow oscillations (Slezia et al., 2011), which could be partly due to the longer latencies to burst that we observed in POM compared to VP. Although not significant in our sample, we also saw a trend for higher within-burst firing rates in VP compared to POM (Landsman & Connors, 2007; Slezia et al., 2011).

Experiments that compared bursting in different thalamic nuclei have shown that HO neurons have a higher propensity to burst (Ramcharan et al., 2005; Wei et al., 2011). By comparing additional sensory nuclei, we have revealed new trends, showing that the distributions of spikes per burst and the latency extend to higher values in HO neurons. A study that directly compared the propensity to burst in dLGN, VP, and vMGB in macaques (Ramcharan et al., 2005), found that dLGN had the lowest proportion of spikes in bursts, consistent with our in vitro recordings in which many dLGN cells produced no rebound bursts. Long latencies like the ones we observed in dLGN can be seen in figures from previous dLGN studies (Zhan et al., 1999). In agreement with previous work, we also found a linear relation between hyperpolarization and the spike frequency of the first spikes in the burst, although we did not find a strong correlation between hyperpolarization and the number of spikes per burst. The long hyperpolarization pulses we used to ensure deinactivation of the T channels, followed by the removal of the step inhibition, may have precluded the observation of linear changes in the number of spikes per burst with hyperpolarization. However, an advantage of the experimental approach we used is that it may resemble more closely the rebound bursting induced in thalamic cells after removal of inhibition, for example, following input from TRN (Bal et al., 1995; Bal & McCormick, 1993; Cruciani et al., 2018; Fuentealba & Steriade, 2005). Evoking bursts through the injection of depolarizing current (or EPSPs) could override the latencies we observed, as depolarizing input can evoke faster bursts (Zhan et al., 1999). In fact, bursts occur at a shorter latency than tonic spikes during visual stimulation (Altito et al., 2005; Guido et al., 1992; Lu et al., 1995; Ortuno et al., 2014). Our results suggest that conditions in which inhibitory input dominates, such as sleep, may be more likely to evoke bursts with fixed number of spikes regardless of hyperpolarization, and will be constrained by the intrinsic latencies reported here.

There is evidence of different burst propensity among TRN functional cell types defined by connectivity and molecular markers. TRN cells connected to sensory thalamic nuclei have a stronger T current and propensity to rhythmic bursting compared to HO regions of the thalamus (Clemente-Perez et al., 2017; Fernandez et al., 2018; Li et al., 2020; Martinez-Garcia et al., 2020). Although we did not find evidence of rhythmic bursting as reported in TRN cells, our work compared six nuclei under the same experimental preparation and shows that burst properties also vary among the cells of the dorsal thalamus. An interesting future study would be to investigate how burst properties in the dorsal thalamus correlate with cell connectivity with specific subtypes of TRN cells. Although most of these previous studies have been performed in rodents, a few used other species, such as tree shrews (Wei et al., 2011) and macaque monkeys (Ramcharan et al., 2005), suggesting that burst properties may constitute one more feature that adds to the molecular and connectivity profiles that seem to define the organization of the mammalian thalamus (Phillips et al., 2019).

4.3 Mechanisms underlying burst diversity

Three genes (Cacna1G-I) encode the three low-voltage-activated T-type calcium channels (CaV3.1, CaV3.2, CaV3.3) that are the
primary contributors to bursting in thalamic cells (Anderson et al., 2005; Astori et al., 2011; Cain et al., 2018; Dreyfus et al., 2010; Kim et al., 2001; Talley et al., 1999). CaV3.1 is the main channel expressed in the dorsal thalamus, and recent estimates from mRNA sequencing experiments suggest increased levels of the 3.1 mRNA in LP and POm compared to dLGN and VP (Phillips et al., 2019). It is not yet known if the higher levels of mRNA translate into more CaV3.1 protein in HO thalamocortical cells, but this would be consistent with our model, which suggests that higher expression of T channels can explain why we found bursts with more spikes in HO nuclei and in VP. In addition to higher levels of Cacna1G expression, HO nuclei may contain more Cacna1H mRNA (Phillips et al., 2019) and higher levels of the CaV3.2 protein have been reported in LP compared to dLGN (Wei et al., 2011). A higher ratio of CaV3.2 to CaV3.1 channels could contribute to making HO bursts distinct due to slight differences in channel dynamics (Cain & Snutch, 2010; Kozlov et al., 1999; Xu & Clancy, 2008). Overall, the evidence points to a stronger T-channel-mediated conductance in HO nuclei and VP, and future experiments could test the contribution of specific channels, as more precise T-channel blockers become available (Choe et al., 2011). In addition to intrinsic properties, local circuit connectivity could in theory influence some burst properties, for example, the number of spikes. However, local excitatory connections between thalamocortical cells are thought to be absent in the nuclei we studied, and only the dLGN of rats contains a significant population of local interneurons (Spreafico et al., 1993), and so network effects are unlikely to explain the diversity of burst properties found in our sample.

To fully grasp the implications of our findings, we need a deeper understanding of how burst properties change during postnatal development in functionally distinct thalamic nuclei. FO and HO nuclei develop from distinct progenitor clusters in the embryo (Shi et al., 2017), which may contribute to the functional differences we observed in young rats at about 15 days of age. After birth, FO and HO sectors of the TRN appear to have similar developmental schedules in cats, but experiments are scarce (Fitzgibbon, 2007). In the dorsal thalamus, T-channel expression and conductance increase in the first postnatal days and reach mature levels around P12-13 in rodents (Perez Velazquez & Carlen, 1996; Ramoa & McCormick, 1994; Tennigkeit et al., 1998; Warren & Jones, 1997). While the age was not different between the neurons of different nuclei in our sample (P11–P18), it is possible that some HO neurons accumulate T channels more rapidly in their membranes or continue to increase their density beyond P12–13, leading to stronger LTS currents. Our finding that in LP rat age correlated with a decrease in burst latency suggests that in some nuclei bursts may be under stronger developmental control than others. The rate of insertion of T channels in the cell membrane and the changes in T-channel conductance during early development deserve further investigation and can have implications in neurodevelopmental disorders that are associated with T-channel dysfunction (Cheong & Shin, 2014; Lu et al., 2012). Critical periods of different lengths and uneven rates of maturation are important factors in the development of cortical areas (Hensch & Bilimoria, 2012; Reh et al., 2020), and the response properties of thalamic cells may vary in coordination with (and contribute to) regional cortical development.

We did not find evidence that intrinsic properties such as membrane resistance or capacitance or other conductances, such as $I_h$, would explain the differences in burst properties among the nuclei we studied; however, in both FO and HO neurons, we saw a decrease in burst latency when a stronger sag voltage preceded the burst. A stronger $I_h$ may facilitate faster oscillatory rebound bursting, emphasizing the interaction between $I_h$ and $I_t$ currents in dictating the oscillatory properties of thalamic cells (McCormick & Pape, 1990; Huguenard & McCormick, 2007). Conversely, our model suggested that changes in $I_h$ could lead to bursts with less spikes and slower latencies, consistent with previous work (Amarillo et al., 2014; McCormick & Huguenard, 1992; Rush & Rinzell, 1995). However, we did not investigate potential differences in $I_h$ across thalamic nuclei in these experiments: slow potassium channels and calcium-dependent small conductance potassium channels (SK) are weakly expressed in dorsal thalamic nuclei and their contribution to subthreshold voltages is thought to be minimal (Amarillo et al., 2014), but some of these channels have a strong influence in firing in the thalamic reticular nucleus (Cueni et al., 2008), and the study of $I_h$ and other potassium conductances deserves further exploration.

Several neuromodulators can alter the kinetics of T-channel activation and inactivation, and the size of the T current (Huguenard, 1996; Perez-Reyes, 2003). In the hippocampus, activation of GABA$_B$ receptors decreased, while muscarinic, serotonergic, and noradrenergic (in the cerebellum) receptors increased T currents. Shifts in the voltage dependence of the activation and inactivation curves have been studied mainly outside of the brain (cell cultures, cardiac tissue) and are controlled by second messengers and protein kinases (cAMP, protein kinase A) suggesting that T channels are under strong regulation of G-protein-coupled receptors. FO nuclei express different levels of G-protein-coupled receptors (Phillips et al., 2019) and changes in the constitutive levels of G-protein cascades (Meye et al., 2014; Seifert & Wenzel-Seifert, 2002) could determine T-channel kinetics and burst latencies. The modeling results suggest that shifts in the voltage dependence and size of T current are sufficient to induce bursts with different properties. Neurmodulators regulate several thalamic conductances (McCormick & Williamson, 1991; Pape, 1992), and an important open question is if burst properties can be dynamically regulated by neuromodulators, which would influence the strength of thalamocortical transmission and the oscillatory frequency of thalamic cells during different animal behaviors.

## 4.4 Functional implications for thalamocortical transmission and oscillatory bursting

Producing bursts with more spikes may activate specific cell types in cortex and facilitate feedforward thalamocortical transmission, but there is a trade-off due to the depression properties of the thalamocortical synapse. Recovery times in the thalamocortical synapse are in the order of hundreds of milliseconds (Dittman &
Regehr, 1998; Gil et al., 1997; Tsodyks & Markram, 1997), and our model suggests that with more spikes in quick succession, the thalamocortical synapse will work at a fraction of its effectiveness. However, a depressed thalamocortical terminal does not necessarily imply weaker transmission to cortex, as transmission can be achieved through synchronicity among weak thalamocortical synapses converging onto cortical cells (Bruno & Sakmann, 2006). The latency to burst in the thalamic cells converging onto a given cortical cell could determine their synchronous firing and the subsequent activation of the cortical cell. Convergence of thalamic cells with similar latencies could facilitate synchronization and cortical activation, for example, to promote oscillatory firing in the thalamocortical network during sleep. Instead, convergence of thalamic cells with a broad range of latencies, which could occur with projections from HO nuclei or from dLGN to cortex, could lead to desynchronized inputs and reduce thalamocortical transmission. In the visual system, the level of burst desynchronization between distinct functional retinogeniculate pathways has been suggested to reduce synaptic competition and contribute to the segregation of ON–OFF pathways during development (Gjorgieva et al., 2009; Torborg et al., 2005). It is possible that the wide range of latencies we found in dLGN and HO thalamic nuclei will have developmental implications, by promoting desynchronization and the segregation of activity in different functional pathways. Thus, intrinsic properties (such as the latency to burst) may combine with circuit features (such as connections with TRN and the convergence of thalamic relay cells on cortical cells), to facilitate or preclude synchronous firing at specific frequencies in functional groups of thalamocortical cells. Likewise, the longer latencies we observed in HO nuclei could provide additional recovery time during rebound bursting and partially compensate the synaptic depletion of neurotransmitter. Although the latencies are short in many FO cells, the lower number of spikes per burst in dLGN and vMGB would prevent synaptic depletion and preserve the effectiveness of upcoming bursts.

The burst latency values we report identify an intrinsic mechanism that may contribute to limit the burst oscillatory frequency of thalamocortical cells during rebound bursting, particularly in dLGN and HO cells. It is possible that bursts driven by direct depolarization are less influenced by latency and could reach higher oscillatory frequencies; T-channel dynamics are also expected to be faster in vivo, where time constants can be several times those recorded at room temperature in vitro (Huguenard, 1996). Nonetheless, several studies have described frequency limits that could be explained by our findings. dLGN cells can follow frequencies of up to about 20 Hz during visual stimulation while in burst mode (Guido et al., 1992) and an upper limit of about 20 Hz has been reported for CaV3.1 and CaV3.2 currents in cell cultures (Kozlov et al., 1999). Even during sleep, when the burst rate is highest, cells in the dorsal thalamus have been found to fire bursts sparsely and nonrhythmically or with frequencies below 10 Hz (Deschenes et al., 1984; Dossi et al., 1992; Ramcharan et al., 2000, 2005; Slézia et al., 2013; Varela & Wilson, 2020). Cells with the longest latencies (in HO and dLGN), may fail to follow the cycle-to-cycle dynamics of spindle oscillations (10–15 Hz), but these cells may be particularly suited to contribute to slow and delta oscillations in NREM sleep (David et al., 2013; Slézia et al., 2011; Steriade et al., 1993). Future thalamocortical network models that investigate rebound spiking could reveal the implications of the results reported here for thalamocortical transmission under different oscillatory regimes and in the context of behavioral states defined by neuromodulators (Hasselmo et al., 2020; Jaramillo et al., 2019).
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