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S1 Table. Description of the PR set.

| Ligand                  | PR1 (15)       |          | PR2 (13)       |          |
|------------------------|----------------|----------|----------------|----------|
|                        | PDB code       | Resolution (Å) | PDB code       | Resolution (Å) |
| none                   | 1HHP           | 2.70     | 1HSI           | 2.50     |
|                        | 2HB4           | 2.15     |                |          |
|                        | 3PHV           | 2.70     |                |          |
| APV                    | 1HPV           | 1.90     | 3S45           | 1.51     |
|                        | 3EKV           | 1.75     |                |          |
|                        | 3NU3           | 1.02     |                |          |
| IDV                    | 1SDT           | 1.30     | 1HSH_AB        | 1.90     |
|                        |                |          | 1HSH_CD        |          |
| DRV                    | 2IEN           | 1.30     | 3EBZ           | 1.2      |
|                        | 4HLA           | 1.95     |                |          |
|                        | 4LL3           | 1.95     |                |          |
| GRL (DRV derivative)   | 2HB3           | 1.35     | 3EC0           | 1.18     |
| 065 (DRV derivative)   | 2Z4O           | 1.60     | 3ECG           | 1.18     |
| C20                    | 1HIH           | 2.20     | 1HI            | 2.3      |
| 1ZK                    | 1HIV           | 2.00     | 11VP           | 2.50     |
| Peptides               | 2NPH           | 1.65     | 2HPE           | 2.00     |
|                        |                |          | 2HPF           | 3.00     |
|                        |                |          | 2MIP_AB        |          |
|                        |                |          | 2MIP_CD        | 2.20     |
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S1 Appendix. List of descriptors used to characterize PR1 and PR2 pockets.

In this study, PR1 and PR2 pockets were characterized using a set of 51 physicochemical and geometric descriptors [1].

- Fourteen descriptors characterized the geometry of the pockets:
  - 3 quantified pocket volume: VOLUME_HULL, FACE, and SMALLEST_SIZE.
  - 4 quantified the pocket shape: RADIUS_HULL, SURFACE_HULL, DIAMETER_HULL, and RADIUS_CYLINDER.
  - 3 quantified the pocket convexity: PCI, %_ATOM_CONVEX, and CONVEX SHAPE COEFFICIENT.
  - 1 quantified the pocket sphericity: PSI.
  - 3 corresponded to the inertia moments: INERTIA_1, INERTIA_2, and INERTIA_3.

- Thirty-seven descriptors characterized the physicochemical properties of pockets:
  - 24 described the atom composition: C_ATOM, p_side_chain_atom, p_main_chain_atom, p_N_atom, p_ND1_atom, p_NE2_atom, p_nitrogen_atom, p_Nlys_atom, p_Ntrp_atom, P_C_atom, p_carbone_atom, p_Car_atom, p_Ccoo_atom, p_Carg_atom, p_Cgln_atom, p_O_atom, p_oxygen_atom, p_Ooh_atom, p_Otyr_atom, p_Ocoo_atom, p_S_atom, p_sulfur_atom, p_hyd_atom, and p_hydrophobic_atom.
  - 9 described the pocket residue composition: p_tiny_residues, p_small_residues, p_hydrophobic_residues, p_polar_residue, p_charged_residues, p_negative_residues, p_positive_residues, p_aliphatic_residues, and p_aromatic_residues.
  - 4 described the global properties of the pocket: polarity_pocket_pocket, hydrophobic_kyte, hydrophobicity_pocket_pocket, and charge.
S2 Appendix. Study of the robustness of the performance of the random forest model

Methods

**Random forest model definition.** Random forest (RF) model [2] is a supervised, non-parametric method of classification. RF consists of a collection of decision trees obtained from a subset of the data. First, when constructing a tree classifier, a bootstrap sample is drawn from the original observations. The samples that are not in the bootstrap sample are called out-of-bag (OOB) data. Second, a subset of explanatory variables is randomly selected. Each node of the individual classification trees is trained on a bootstrap sample of observations described by a randomly selected variable subset. The class of a new sample is determined by the majority of the votes of all trees in the forest.

**Training of the RF model.** RF model was computed using the bound PR pockets in order to predict the type of pockets, either PR1 or PR2 pockets. This was accomplished using their 42 physicochemical and geometric descriptor values and the randomForest package within R [3,4]. The \textit{ntree}—i.e., number of trees in the forest—and \textit{mtry}—i.e., number of variables randomly sampled as candidates at each split —\textit{values} were fixed at 200 and 12, respectively, after an optimization step using a grid approach. Thus, the generation of each tree tested 12 pocket descriptors at each split and was generated to create nodes with the best classification of the training sample. The process was repeated to generate 200 trees, which made up the forest, named RF\textsubscript{PR1-PR2}.

**RF\textsubscript{PR1-PR2} model performance.** The performance of the RF model was quantified using the OOB
error rate, which reports the proportion of samples that are classified incorrectly on average across
the trees using the OOB sample. As the RF model is a machine-learning approach based on a
double-random process, we tested the robustness of the $RF_{PR1-PR2}$ model's performances. We
computed the OOB errors of 500 RF models, named $RF^{500}_{PR1-PR2}$ models, trained using the same data
used to train the $RF_{PR1-PR2}$ model. In a second step, we compared the $RF_{PR1-PR2}$ model's performance
to the performance of random RF models. We computed 500 RF models, named $RF_{\text{permuted}}$ models,
trained using permuted data. First, the values of the response variable, here PR1 or PR2, were
randomly permuted. Using this permuted pocket and the 42 descriptor values, a new RF model,
named $RF_{\text{permuted}}$, was computed. The overall performance of the $RF_{\text{permuted}}$ model was then
computed. This procedure was repeated 500 times.
We considered the $RF_{PR1-PR2}$ model to be performing and robust if this model and the set of 500
models had a weak OOB error value. In addition, their performances must have been significantly
better than the $RF_{\text{permuted}}$ model performances.

**Selection of descriptors differentiating PR1 and PR2 pockets.** In a second step, we analysed the
$RF_{PR1-PR2}$ model to select descriptors that accurately separated PR1 and PR2 pockets. This selection
was based on the importance score of each descriptor. The importance score corresponded to the
average decrease in model accuracy on the OOB samples when the values of the respective
descriptor were randomly permuted [2]. Large values of the mean decrease in accuracy indicate that
the descriptor is important for classifying the sample correctly. From the $RF_{PR1-PR2}$ model, we
selected the descriptors having the highest importance score values.
To test the robustness of the important descriptor selection, we analysed the most important
descriptors in the $RF^{500}_{PR1-PR2}$ models. We selected the ten descriptors with the highest importance
scores in each $RF^{500}_{PR1-PR2}$ model. Then, we computed the fraction of models wherein the descriptor
was selected as one of the ten most important descriptors, named $fMVI$, for each descriptor. The important descriptor selection is robust if most models yield the same important descriptors.

In the final step, we analysed the significance of the selected important descriptors by computing the importance p-value for each descriptor [5]. We computed the importance score of each descriptor in the 500 $RF_{permuted}$ models. This led to a vector of 500 importance measures for every variable, which we called the null importances. We then computed a non-parametric estimation of the importance p-value, named the $pvalue_{IMP}$, by determining the fraction of null importances that were more extreme than the importance of the $RF_{PR1-PR2}$ model. A descriptor was selected as important for separating PR1 and PR2 pockets if it had an importance score in the $RF_{PR1-PR2}$ model higher than 0.5, a fMVI value higher than 90% and a $pvalue_{IMP}$ smaller than 0.05.

**Results**

**Training of RF model.** To identify the most important descriptor for separating PR1 and PR2 bound pockets, we trained an RF model on the 24 bound pockets characterized by the 42 descriptors. The obtained RF model, named $RF_{PR1-PR2}$, exhibited an OOB error rate of 0.04. We tested the robustness and the validity of the $RF_{PR1-PR2}$ model by comparing the performances of $RF_{PR1-PR2}$ with those of the $RF_{PR1-PR2}^{500}$ and $RF_{permuted}$ models (Table S2). We observed that $RF_{PR1-PR2}^{500}$ models also exhibited very good performances, with OOB error rates ranging from 0 to 0.08 with an average error of 0.003 ± 0.011. In contrast, the $RF_{permuted}$ models showed bad performances with very large average OOB error values (0.54 ± 0.13). Thus, we concluded that the $RF_{PR1-PR2}$ model clearly had higher performances than random models. This result highlights the relevance of the $RF_{PR1-PR2}$ model for discriminating PR1 and PR2 bound pockets according to their descriptors.
| Data | Models | OOB error |
|------|--------|-----------|
| Initial data of 42 physicochemical and geometric descriptors computed for 24 PR bound pockets. | RF<sub>PR1-PR2</sub> model | 0.04 |
| | 500 RF models | 0.003 ± 0.01 |
| Permuted data | RF<sub>permuted</sub> models | 0.54 ± 0.13 |

Table S2: Performances of the different computed RF models.

Selection of descriptors separating PR1 and PR2 bound pockets

Figure 1 presents the involvement of the 42 descriptors in the RF<sub>PR1-PR2</sub> model, quantified by their importance scores.

Figure 1: RF importance scores of the 42 pocket descriptors in the RF<sub>PR1-PR2</sub> model. The eight descriptors selected as important for the RF model (with an importance score higher than 0.5) are coloured green. fMVI corresponds to the proportion of RF models where a variable was selected as one of the ten most important variables. This value was computed from a simulation of 500 RF models computed using the same data and the same parameters as those used to compute the RF<sub>PR1</sub>-PR2 model.
Among the 42 pocket descriptors involved in the $RF_{PR1-PR2}$ model, eight had an importance score higher than 0.5: $p_{hydrophobic\_residues}$, $p_{tiny\_residues}$, $p_{O\_atom}$, $p_{oxygen\_atom}$, $hydrophobibity\_kyte$, $p_{nitrogen\_atom}$, $p_{Nlys\_atom}$, and $p_{hyd\_atom}$ (Figure RF-desc). We noted that these eight descriptors were selected as the most important descriptors in 95% of the $RF_{PR1-PR2}^{500}$ models ($fMVI > 95\%$). This result indicates that the selection step of the important descriptors was robust. In addition, six of them had a significant p-value ($pvalue_{IMP} < 0.05$) (Figure fig:RF-desc). These results collectively show that these six descriptors are able to separate PR1 and PR2 pockets. They characterize the pocket hydrophobicity ($p_{hydrophobic\_residues}$ and $hydrophobibity\_kyte$), the composition of certain atoms (oxygen [$p_{oxygen\_atom}$] and nitrogen [$p_{nitrogen\_atom}$ and $p_{Nlys\_atom}$]) and tiny residues ($p_{tiny\_residues}$).
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