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Abstract

We consider a system of several collocated nodes sharing a time slotted wireless channel, and seek a MAC that (i) provides low mean delay, (ii) has distributed control (i.e., there is no central scheduler), and (iii) does not require explicit exchange of state information or control signals. The design of such MAC protocols must keep in mind the need for contention access at light traffic, and scheduled access in heavy traffic, leading to the long-standing interest in hybrid, adaptive MACs.

We first propose EZMAC, a simple extension of an existing decentralized, hybrid MAC called ZMAC. Next, motivated by our results on delay and throughput optimality in partially observed, constrained queuing networks, we develop another decentralized MAC protocol that we term QZMAC. A method to improve the short-term fairness of QZMAC is proposed and analysed, and the resulting modified algorithm is shown to possess better fairness properties than QZMAC. The theory developed to reduce delay is also shown to work in the presence of transmission errors and fast fading.

Extensions to handle time critical traffic (alarms, for example) and hidden nodes are also discussed. Practical implementation issues, such as handling Clear Channel Assessment (CCA) errors, are outlined. We implement and demonstrate the performance of QZMAC on a test bed consisting of CC2420 based Crossbow telosB motes, running the 6TiSCH communication stack on the Contiki operating system over the 2.4GHz ISM band. Finally, using simulations, we show that both protocols achieve mean delays much lower than those achieved by ZMAC, and QZMAC provides mean delays very close to the minimum achievable in this setting, i.e., that of the centralized complete knowledge scheduler.
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1 Introduction

In the Internet of Things (IoT), wireless access networks will connect embedded sensors to the infrastructure network (see Fig. 1). Since these embedded devices will be resource challenged, the wireless medium access control (MAC) protocols will need to be simple, and decentralized, and not require explicit exchange of state information and control signals. However, some of the emerging applications might expect low packet delivery delays as well. In this paper, we report our work on developing a low mean delay MAC protocol for \( N \) collocated nodes sharing a time slotted wireless channel, such that there is no centralized control and no explicit exchange of state information. Networks with collocated nodes regularly arise in the industrial
IoT setting such as asset management applications, specifically, machine health monitoring [ZWX17], and in robotics applications, termed the “Internet of Robotic Things” (IoRT) [GRC+14, Mat19], owing to their reduced geographical spread (network monitoring a single machine or robot). Emerging standards for IoT applications, such as the DetNet and 6TiSCH [TPE15], have shown considerable interest in systems with a synchronous time-slotted framework. It may be noted that, for this setting, a centralized scheduler with full queue length information can just schedule any non-empty queue in each slot. The challenge we address in this paper is to develop a distributed mechanism, without explicit exchange of queue length information, that achieves mean delay very close to that of the centralized scheduler.

It is well known that, while contention access (ALOHA, CSMA etc.) performs well at low contention, it can result in very large delays and possibly instability under high contention [Le84]. While attempts have been made to stabilize CSMA (see [JW12], [JW11] and [RSS09] for examples), the delay of these algorithms still remains prohibitively high. Polled access (e.g., 1-limited cyclic service [TK85], which we will call TDMA in this paper) on the other hand, shows the opposite behavior. It is, hence, desirable to have protocols that can behave like TDMA under high contention and CSMA under low contention. Fig. 2 illustrates this behavior. The figure compares the delay performance of polling and contention MACs (orange and blue, respectively) showing the phenomenon discussed above. Also shown are two illustrations of “load adaptive” performance expected of hybrid MACs, the one in red being uniformly better than the one in green. The figure also shows the lowest possible delay attainable in this setting (black curve). This curve is discussed in more detail in Sec. 9, where we show that the hybrid MACs proposed in this paper come extremely close to this curve and hence, are nearly delay optimal. There have been many attempts at proposing protocols that achieve this, especially in the context of wireless sensor networks. Important examples include [EM82, DNF05, RWA08, AHM06] and [SSB10]. Among these, ZMAC [RWA08] has been observed to perform the best in terms of delay and channel utilization (see [WR05]), and will be an important point of comparison in this paper.

The design of these protocols, however, has been heuristic and without recourse to known results in optimal scheduling of queues. Further, little attention appears to have been paid to distributed scheduling in the TDMA context, such that each node uses only locally available information. If all queue lengths are known at a central scheduler, then ideal performance can be achieved. In the context of partial information about queue occupancies, the aim, at each scheduling instant, is to minimize the time it takes for the system to find a nonempty queue and allow it to transmit. How this can be achieved in the setting of collocated nodes with a common receiver, by using stochastic optimal control (with partial information) in conjunction with extensions of known results on optimal scheduling, is the main contribution of this paper.
Figure 2: Delay performance of various MAC protocols. Arrival rates to all queues are equal. In this paper, such a system is termed a \textit{symmetric} system.

ZMAC achieves contention-dependent behavior by maintaining a TDMA schedule as the basic transmission scheme, and by allowing nodes to contend for slots when the TDMA user is empty. When the network is lightly loaded, most nodes are empty and other nodes can acquire their TDMA slots through contention without waiting for their own TDMA slots, while under heavy load, most nodes use their TDMA slots and the protocol behaves like TDMA, as desired. ZMAC’s delay performance, however, is poor compared to centralized scheduling with full queue length knowledge (see Fig. 13b). The question, therefore, remains whether we can achieve low delay, in a decentralized setting, in which the information available to each node is just what it can acquire by “listening” over the channel.

1.1 Our Contributions and Organization

- We consider $N$ nodes sharing a slotted wireless channel to transmit packets (each of which fits into one slot) to a common receiver. Each node receives a stochastic arrival process embedded at the slot boundaries.

- We begin by describing in detail the structure of the (partial) information that nodes in the network will be assumed to possess, in Sec. 3. This structure will inform the development of optimal scheduling policies and distributed scheduling protocols.

- We then prove the delay optimality of greedy and exhaustive service policies in this novel partial information setting (in Sec. 4.2). While our analysis employs proof techniques in [LNT92] to show sample pathwise dominance, the added complexity of state dependent server switchover delays complicates the analysis in this (and the next) section considerably.

- Focusing on greedy and exhaustive service policies, with no explicit queue length information being shared between nodes, we derive a mean delay optimal policy by formulating the problem as a Markov decision process with partial information.

- We initially cast the problem as an $\alpha$-discounted cost MDP and obtain the optimal policy (Sec. 4.5.3). Thereafter, we extend the result to time-average costs in Sec. 4.5.5. Next, we use Foster Lyapunov theory [FMM95] to modify and extend our proposed optimal policy to solve the problem of unfairness that it gives rise to in Sec. 4.6. We also discuss how our results can also handle channel errors and fading.
We then use the delay optimality results developed in Sec. 4.2 to design two Hybrid MAC protocols (EZMAC and QZMAC) and show that the delays achieved by them are much lower than that achieved by ZMAC (Sec. 6). We then present modifications to the QZMAC protocol to handle unequal arrival rates, alarm traffic and Clear Channel Assessment (CCA) errors. To the best of our knowledge, this is the first work that deals with hybrid MAC scheduling for systems with unequal arrival rates (Prop. 2 and Thm. 3).

We report the results of implementing QZMAC over a collocated network comprising CC2420 based Crossbow telosB motes running the 6TiSCH [DWVT14] communication stack, in Sec. 8. In Sec. 9, we present simulation results comparing the delay (both mean and delay CDF) performance of QZMAC and EZMAC with that of ZMAC. We also show that delay with QZMAC is very close to the minimum delay that can be obtained in this scenario (Sec. 9.2). We discuss techniques to tune QZMAC to modify its performance over different portions of the network capacity region (see Eqn.(2)) and also compare the Channel Utilization of QZMAC with that of ZMAC. Finally, we conclude the paper and present directions for future research.

2 Frame Structure and System Processes

We consider a wireless network comprising several source nodes (e.g., sensor nodes) transmitting to a common receiver node (e.g., a base station). The nodes are collocated in the sense that all nodes can hear each other’s transmissions. This could mean, at one extreme, that they can decode each other’s transmissions, or just sense each other’s transmissions. We will comment on this further in Sec. 3 on Information Structures. Time is assumed slotted; the slots are indexed $t = 0, 1, 2, \cdots$, with slot $t$ being bounded by the epochs $t$ and $t+1$. In each slot $t$, a single node can transmit successfully (note that there is a common receiver). If a node transmits in slot $t$, at the instant $t+1$, that node is viewed as the “node under service,” or the “incumbent,” the identity of which is assumed known to all the nodes; as we will see, this property of knowing the incumbent is ensured by the information structure and our distributed algorithms.

We model the system as a network of $N$ parallel queues with a single shared server, whose service has to be scheduled between the $N$ queues. $I := \{1, 2, \cdots, N\}$ represents the set of queues. We denote by $A_j(t)$, the number of arrivals to Queue $j$ at time slot boundary $t$ ($t = 0, 1, 2, \cdots$). $A_j(t)$ is assumed IID Bernoulli with rate $\lambda_j$, i.e., $P[A_j(t) = 1] = \lambda_j$. The arrival processes are assumed independent of each other and the system backlog. The backlog at Queue $j$ at the beginning of time slot $t$ (i.e., at $t+$) is denoted by $Q_j(t)$ (see Fig. 3). We assume that each slot can carry exactly one data packet, after allowing time for any protocol overhead. A packet transmission from Node $j$ in slot $t$ leads to a “departure” from the corresponding queue, which is viewed as occurring at $(t + 1)-$, i.e., just before the end of slot $t$, and is denoted by $D_j(t)$. Until Sec. 11.12 we assume packet transmission success probability to be 1 and therein, lift this assumption. It follows, from the embedding of the processes described, that the evolution of the queue-length process at Queue $j$ can be described by.

$$Q_j(t+1) = (Q_j(t) - D_j(t))^+ + A_j(t+1),$$

$$Q_j(0) = A_j(0),$$

where for all $x \in \mathbb{R}$, $(x)^+ = \max(x, 0)$. Since at most one queue can be scheduled for transmission in a slot and at most one packet can be transmitted in one slot, the capacity region [TE92] of this system is given by

$$\Lambda = \left\{ \lambda \in \mathbb{R}_+^N : \sum_{j=1}^N \lambda_j < 1 \right\}.$$ 

\[1\]In the sequel we will use “node” and “queue” interchangeably.
Define $Q(t) = [Q_1(t), \ldots, Q_N(t)]$, $t \geq 0$. In this article, we say that the system is stable if the system backlog Markov chain, $\{Q(t), t \geq 0\}$, is positive recurrent. A protocol that is capable of stabilizing any vector in $\Lambda$ is said to be Throughput Optimal [TE92]. Delay is defined as the number of slots between the instant a packet enters a queue and the instant it leaves the queue. Note that this along with the embedding described so far means that a packet experiences a delay of at least one slot.

Let $Q_j = \lim_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} Q_j(\tau)$, let $W_j(k)$ denote the delay experienced by the $k^{th}$ packet in Queue $j$ and $W_j = \sum_{k=0}^{t-1} W_j(k)$. Under stability, $Q_j$ and $W_j$ are constant with probability one; we denote these constants also by $Q_j$ and $W_j$. Using Little’s law, $W_j = \frac{Q_j}{\lambda_j}$. The delay experienced by a packet randomly chosen from the arriving stream, therefore, is given by $W = \sum_{j=1}^{N} \left( \frac{\lambda_j}{\sum_{k=1}^{N} \lambda_k} \right) W_j = \frac{1}{\sum_{k=1}^{N} \lambda_k} \sum_{j=1}^{N} Q_j$. Our objective in the paper is to develop decentralized protocols that minimize $W$.

### 3 Information Structure

In the setting described in Sec. 2, if, at the beginning of every slot, the queue lengths are all known to a central scheduler, then it suffices to simply schedule any non-empty queue. The sum queue length process would then be stochastically equivalent to a discrete time, work conserving, single server queue, whose arrival process is the superposition of the $N$ arrival processes. The mean delay (equivalently, the mean queue length) would then be the smallest possible. We, however, wish to avoid any explicit dissemination of queue length information over the network, and aim to develop a scheduler that the nodes implement in a decentralized fashion. In this section, we describe the information that we permit and, in Sec. 5, describe the mechanisms that will enable us to develop a distributed scheduler.

We will assume that certain common information, useful for scheduling, is available to all the nodes. The scheduler in each node will utilize only this common information, and hence can be implemented in a distributed manner at each of the nodes. As stated in Sec. 2, the nodes can hear each other’s transmissions.

**Queue length sensing:** The common information mentioned in the previous paragraph is disseminated by each node including its current queue length in the header whenever it transmits a packet. In such a case, all nodes have a record of each node’s queue length until the last time it transmitted. While this assumption is necessary for the proofs in this section, our analysis culminates in the surprising conclusion that reducing mean delay does not require explicit queue length exchange in this setting. We then leverage this result to construct our hybrid MAC protocols.
4  Delay-Optimal Polling with Partial Information

Under the information structure described in Sec. 3, at the beginning of each slot, every node will know the length of every queue at the beginning of every slot in which the queue was allowed to transmit. But since queue length evolution is Markovian (see Eqn. (2)) the nodes need only keep track of the last observed queue lengths, i.e., at the beginning of slot $t$, each queue knows $\{Q_j^\pi\left(t - V_j^\pi(t)\right), j \in I\}$, where $V_j^\pi(t)$ is the number of slots prior to slot $t$ in which Queue $j$ was allowed to transmit under a generic scheduling policy $\pi$ (the term “policy” is defined in Sec. 4.1 below). In the literature, $V_j^\pi(t)$ is also called “Age of Information” [YSB’21]. For example, if $j$ is the queue that transmitted in slot $(t - 1)$, then $V_j^\pi(t) = 0$, and all other nodes know $Q_j^\pi(1)$ (Fig. 3). In addition, at the beginning of slot $t$, every node evidently knows its own queue length. We seek a distributed scheduling policy where each node acts autonomously based on the queue information structure above, thereby achieving a global performance objective (say, minimising the time average total queue length in the system).

We will motivate the solution to this problem by considering two centralized decision problems – determining the optimal action when the incumbent is (i) nonempty and (ii) when the incumbent is empty. Notice that despite the centralized nature of the scheduling, our novel partial information structure involving random state-dependent delays renders this analysis nontrivial. The former is developed in Sec. 4.1 and then solved in Sec. 4.2. This leaves us with a centralized average cost Markov decision problem, with partial information, which is formulated and solved in Sec. 4.5. Together, the solutions of these two problems provide the distributed scheduler that we need. It turns out that this solution requires a little more information to be shared amongst the queues. In Sec. 5 we use a device from [RWA’08] for providing this additional information to all the nodes, thus paving the way for a practical implementation of the distributed scheduler.

4.1  A Centralized Scheduling Problem

A centralized scheduler is defined by a scheduling policy say $\pi$, which (informally speaking), at the beginning of slot $t$, i.e., at $t^+$, uses the available information and past actions to determine which queue (if any) should be allowed to transmit in slot $t$. We indicate the use of a given policy $\pi$ by placing the superscript $\pi$ on all processes associated with the system; for example, $Q_j^\pi(t), t \in \{0, 1, \cdots\}$ is the queue length process of Node $j$ under the policy $\pi$. At the beginning of slot $t$, $t \geq 1$, we denote by $\pi_{t-1}$, the queue that had been scheduled in the previous slot, or, equivalently the “incumbent” at the beginning of slot $t$.

Under policy $\pi$, the action at $t^+$ is denoted by $A_j^\pi := (\pi_j^\pi, \pi_{j-1}^\pi)$, where $\pi_j^\pi$ represents the action to be taken during slot $t$ and $\pi_{j-1}^\pi$, the queue upon which the action is to be performed. $\pi_j^\pi \in \{0, 1, s_0, s_1\}$ which mean respectively, idle at $\pi_{j-1}^\pi = \pi_{j-1}^\pi$ serve $\pi_{j-1}^\pi = \pi_{j-1}^\pi$ if nonempty, switch (away from queue $\pi_{j-1}^\pi$) to $\pi_{j-1}^\pi$ and idle there, and switch to $\pi_{j-1}^\pi$ and serve it if nonempty, respectively. With the above in mind, and anticipating a result similar to [LNT92, Prop. 3.2], we consider a centralized scheduler that has the following information.

For every $t \geq 1$ and policy $\pi$, the “history” of the policy contains (i) all the actions taken until $t - 1$, (ii) the backlog of each queue at the last instant it was allowed to transmit, (iii) the instants at which this backlog was revealed, and (iv) the backlog of the incumbent at $t$, i.e.,

$$H_j^\pi := \left(\{A_m^\pi\}^t_{m=0} : Q_j(t - V_j^\pi(t)) - \right)^N_{j=1} : \left(V_j^\pi(t)\right)^N_{j=1} : Q_j^\pi(t).$$

$^2$If Node $i$ transmits in slot $t$, the other nodes get to know $Q_i(t)$, and since a packet was transmitted, they can infer $Q_i(t+1) - Q_i(t)$ = $Q_i(t+1)$. However, the process embedding we have assumed prevents the queues from knowing $Q_i(t+1)$ itself, since $Q_i(t+1) = (Q_i(t) - 1)^+ + A_i(t+1)$ and $A_i(t+1)$ is not known.

$^3$Once again, since the evolution of the system is Markovian, we do not require information about arrivals.
Note that $H^\pi_t$ is common knowledge. Let $H^\pi_t$ denote the set of all histories under $\pi$ up to time $t$. A deterministic admissible policy is defined as a sequence of measurable functions from $H^\pi_t$ into the action space $A = \{0, 1, s_0, s_1\} \times I$. For policy $\pi$, define

$$Q^\pi(t) = \sum_{i=1}^{N} Q^\pi_i(t),$$

as the total backlog in the system at the beginning of time slot $t$, $\forall t \geq 0$. Let the space of all admissible policies be denoted by $\Pi$. A policy $\pi \in \Pi$ is said to be

- **greedy or non-idling** if the server never idles at a nonempty queue. The set of all such policies is denoted by $\Pi_g \subset \Pi$, i.e., $\Pi_g = \left\{ \pi \in \Pi | Q_{x_{i+1}}^\pi(t) > 0 \Rightarrow A^\pi \in \{1, s_0, s_1\} \times I, \forall t \geq 0 \right\}$.

- **exhaustive** if the server never switches away from a nonempty queue. This set is denoted by $\Pi_e \subset \Pi$, i.e., $\Pi_e = \left\{ \pi \in \Pi | Q_{x_{i+1}}^\pi(t) > 0 \Rightarrow A^\pi \in \{0, 1\} \times \{s_{-1}^{\pi} \}, \forall t \geq 0 \right\}$.

We will now present several results with regards to scheduling in this system that will aid our design process.

### 4.2 Optimality of Non-idling and Exhaustive Policies

#### Proposition 1.

For the system defined in Sec. 4 and for any policy $\pi \in \Pi$, $\exists \xi \in \Pi_g \cap \Pi_e$, such that

$$Q^{\xi}(t) \leq Q^\pi(t), \forall t \geq 0,$$

where “$\leq$” denotes stochastic ordering.

**Proof.** The structure of the model is similar to the one in [LNT92], and the result we seek is the same as [LNT92, Prop. 4.2]. There, the model is a centrally scheduled system of queues, with i.i.d. service times, non zero i.i.d. queue switching times, and knowledge of $Q_i(t - V^\pi_i)$, $1 \leq i \leq N$. Since switching times are nonzero, by exhaustively serving a queue the per packet switching time is reduced, rather than switching away from a non-empty queue and then switching back to it in order to complete the service of the remaining packets. However, a crucial assumption in [LNT92] is that the scheduler instantaneously obtains the queue length of every queue to which it switches. This is important since this limits their study to schedulers that never waste time attempting to serve empty queues, since, upon finding a queue empty, the scheduler is assumed to immediately switch away to another queue.

In our system, all queues can observe the empty or non empty status of a transmitter whenever it is allowed to transmit. However, while there are no explicit switching times, due to decentralized scheduling, at switching instants, time could be wasted by switching to empty queues, although other nonempty queues exist. In Sec.11.2 in the Appendix, we extend the stochastic coupling argument in [LNT92] to establish the same result as in [LNT92, Prop. 4.2].

---

In polling literature, switching/switchover times refer to the time wasted while the server switches from one queue to another.
**Discussion:** Prop. 1 leads to the following partial solution for scheduling. Consider the situation in which an incumbent node completes a transmission, with all other nodes knowing its identity. This node must continue transmission until its queue is empty; this is a direct application of Prop. 1. As mentioned before, in Sec. 5, we discuss mechanisms by which the other nodes detect the fact that the node under service is now empty. At this point the problem is to select the next node for transmission. Given the greedy and exhaustive mechanism, it is then clear that at each scheduling instant the common information available to the centralized scheduler (and, in our system, to all nodes) is

\[ V_j^t \]

, the number of slots since each queue was last served (since exhaustive service renders \( Q_j^t = 0 \)). Given this common information, which queue should be scheduled next so that mean delay is small? We answer this question in sections 4.3 and 4.5.

### 4.3 The Longest Expected Queue (LEQ) policy

Let the arrival rate vector be denoted by \( \lambda \in \mathbb{R}_+^N \). For the time being, this information will be assumed to be known to all queues, but we will lift this assumption in Sec. 9.1. For notational convenience, in the sequel, we denote the number of slots since Queue \( i \) was last served, formerly denoted \( V_i^t \), by \( V_i^t \) (omitting the policy superscript). Since we consider exhaustive service, \( \lambda_t V_i^t \) is the expected backlog of queue \( i \) at \( t \), and \( \arg \max_{1 \leq i \leq N} \lambda_t V_i^t \) is the longest expected backlog. We call the policy that, at every scheduling instant, schedules this queue the Longest Expected Queue (LEQ) policy.

**Proposition 2.** The LEQ policy stabilizes all arrival rate vectors in the set

\[
\Lambda_{LEQ} := \left\{ \lambda \in \mathbb{R}_+^N \left| \sum_{i=1}^N \lambda_i < 1 \text{ and } \min_{1 \leq i \leq N} \lambda_i > 0 \right. \right\}.
\]

**Proof.** The proof essentially involves showing that the expected time to find the next nonempty queue (after serving some queue exhaustively) is bounded. Refer to Sec. 11.3 in the Appendix for details of the proof. ■

Comparing the definition of the region \( \Lambda_{LEQ} \) with that of the region \( \Lambda \) in Eqn.(2) shows, quite clearly, that the LEQ policy is throughput optimal. We say that the system is “symmetric” or “homogeneous,” when

\[
\lambda_i = \lambda \ \forall i \in I.
\]

In Sec. 11.4, we show that under symmetry (Eqn. (7)), \( \arg \max_{1 \leq i \leq N} \lambda_t V_i(t) = \arg \max_{1 \leq i \leq N} V_i(t) \) and the policy reduces to a cyclic exhaustive service policy.

### 4.4 Stability of Cyclic Exhaustive Service

Before we embark on the analysis of this policy’s delay performance, we make an important observation about its stability. The cyclic exhaustive service policy is *throughput optimal*. The proof of the stability of the cyclic exhaustive service policy proceeds along the lines of the analysis in [AKL92]. Note, however, that the stability of this policy is proved for a system with general (possibly unequal) arrival rates \( \lambda_1, \cdots, \lambda_N \), and includes, as a special case, the stability of the symmetric system. Formally,

**Theorem 3.** Consider the system capacity region defined in Eqn. (2). If \( \lambda \in \Lambda \), the system is stable under cyclic exhaustive service.
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Figure 4: Comparison of the performance of the LEQ and Cyclic Exhaustive Service policies. Also shown is the lowest possible delay achievable in this system (black curve). This is discussed in detail in Sec. VI. We assume a fixed ratio of packet rates that determines the arrival to each queue. Specifically, $\lambda_k = r_k \lambda$ is the arrival rate to Queue $k$ with $\sum_{k=1}^{N} r_k = 1$. In the plot, $\lambda \in [0, 1]$.

Proof. The proof involves showing that the drift of a Lyapunov function computed at the end of $N$ busy periods, i.e., between two successive returns to any queue $i$, is negative. Refer to Sec. 11.5 in the Appendix for details.

Remark. Although we motivated cyclic exhaustive service as the LEQ policy specialized to symmetric systems, Thm. 3 shows that the former can actually stabilize unequal arrival rates as well. So we now have two throughput optimal scheduling policies (LEQ and cyclic exhaustive service). But since the LEQ policy requires estimates of the arrival rate vector and cyclic exhaustive service does not, can we do away with LEQ altogether? As Fig. 4 shows, with unequal arrival rates, LEQ can deliver substantially better delay performance and hence, is preferable to cyclic exhaustive service. In Sec. 9, we show how LEQ can be implemented in a distributed manner using arrival rate estimation, but where such estimation cannot be performed or is undesirable, cyclic exhaustive service can still be used to stabilize the system albeit at the cost of increased delay.

4.5 Delay Optimality of the LEQ policy in Symmetric Systems

We will now show that the LEQ policy specialized to symmetric systems, or the cyclic exhaustive service policy is mean delay optimal. The stability region for a symmetric system is obviously the interval $\lambda = [0, \frac{1}{N}]$. Recall that all scheduling decisions are made at the beginnings of slots and the only information available then is whether the incumbent queue is empty and the number of slots since each queue in the system was last allowed to transmit.

$V_i(t)$ is the last time Queue $i$’s backlog was known to the system before time slot $t$. We call a policy $\pi \in \Pi$ an SLQ (stochastically largest queue) policy if, at every instant $t$, in which a switchover takes place, the new queue chosen is not stochastically smaller than any other queue in the system. Formally, this means that whenever $\pi_q^t \neq \pi_{q-1}^t$, $V_{\pi_q^t}(t) \geq V_k(t)$ for every $k \in I$. The name SLQ arises from the fact that if $V_I > V_k$, and the two queues were served exhaustively, their current queue lengths, with Bernoulli arrivals,

\footnote{Note that, by Prop. 1, the additional knowledge that the incumbent queue has of its own queue length is not useful, since it is optimal for the incumbent to continue to transmit until its own queue is empty.}
are Binomial($V_l, \lambda$) and Binomial($V_k, \lambda$) random variables respectively. Under these conditions, we know that Binomial($V_l, \lambda$) is stochastically larger than Binomial($V_k, \lambda$). Hence, the name.

Note that when $V_l \neq V_k$ and $\lambda_l \neq \lambda_k$, it might not even be possible to stochastically order random variables distributed according to Binomial($V_l, \lambda_l$) and Binomial($V_k, \lambda_k$). An example is when $V_l > V_k$, but $\lambda_l < \lambda_k$. Hence, with unequal arrival rates, the LEQ policy doesn’t necessarily choose the stochastically longest queue, but only the queue with the largest mean backlog. This is the difference between the LEQ and SLQ policies.

In the sequel, we denote the set of all SLQ policies by $\Pi_s$.

**Remark.** Here, it should first be noted that Prop. 5.1 of [LNT92] cannot be directly used with the present information structure, since the optimal policies derived therein have the property that the server never dwells at an empty queue. However, as mentioned at the end of Sec. 3, the queues only know if a queue was non-empty the last time it was polled. This always leaves open the possibility of scheduling an empty queue and wasting the entire slot. It is this slot-wastage conditioned on the chosen queue being empty that complicates matters, and also prevents us from simply reinterpreting such slots as switchover times.

We now explicitly derive the delay optimal policy for symmetric systems by presenting an expected delay version of the same result that uses the theory of Markov Decision Processes and is also of independent theoretical interest.

### 4.5.1 Mean Delay Optimality of Cyclic Exhaustive Service

Motivated by Prop. 1, we restrict ourselves to policies in which the channel is acquired by another queue only if the queue under service is empty at the beginning of a slot. Suppose the queue scheduled in slot $t$ is denoted by $\{u_t, t \geq 0\}$. We seek a policy, say $\pi$, to choose $u_0, u_1, \cdots$ so as to minimize the following cost function

$$
\lim_{T \to \infty} \frac{1}{T} \mathbb{E}_{s(0)} \left[ \sum_{t=0}^{T-1} \sum_{i=1}^{N} Q_i(t) \right],
$$

where $s(0) = [Q_1(0), \cdots, Q_N(0)]$ is the initial state of the system. This is the mean long-term backlog in the system and, as described at the end of Sec. 2 can be used as a proxy for mean delay. In order to solve this problem, we first cast it as an $\alpha$-discounted cost minimization problem which involves minimizing the cost function

$$
\mathbb{E}_{s(0)} \sum_{t=0}^{\infty} \alpha^t \left[ \sum_{i=1}^{N} Q_i(t) \right],
$$

where $\alpha \in (0, 1)$ is the discount factor. We will later arrive at the solution to the long-term time averaged cost, (8), using a limiting procedure with a sequence of optimal policies $\pi_k$ corresponding to a sequence of discount factors $\alpha_k \uparrow 1$. In what follows, we invoke the results of Propn. 1, and focus only on $\Pi_s \cap \Pi_e$.

### 4.5.2 Formulating The Discounted Cost MDP

In order to derive the optimal scheduling policy, we will slightly generalize the information structure as follows. At the beginning of slot $t$ all the queues know (i) the incumbent (ii) the number of slots since every queue was last served $\{V_k(t), k \in I\}$ (iii) the queue-length of the incumbent, and (iv) residual known queue lengths in the queues (if any). It will turn out that the optimal policy (a) is a function only of the $V_k$s and the empty-nonempty status of the incumbent, and (b) serves queues exhaustively, so the residual known queue lengths in the queues are all zero. Thus, the information structure we have in our problem is sufficient to implement the optimal policy we derive and this generalization is only required for the proof of delay optimality to go through.
The MDP, under the information structure wherein the queues know the backlog of the incumbent and $V(t) = [V_1(t), \cdots, V_N(t)]^T$, has $s(t) = [Q_{u_{t-1}}(t); V(t); r(t); u_{t-1}]^T$ as its state. The new coordinate $r(t)$ is explained as follows. At the beginning of slot $t$ (just after arrivals occur), the server knows that queue $(j \neq u_{t-1})$ has length $r_j(t) + U_j$ and $U_j$ is a Binomial($V_j(t), \lambda$) random variable. To accommodate this new information, we expand our focus to the class of policies that always serve any queue $j$ such that $r_j(t) > 0$ in time slot $t$. This means that if some queue $j$ has $r_j(t) > 0$ at the beginning of time slot $t$, it is served in that slot and not the incumbent ($u_{t-1}$), even if $Q_{u_{t-1}}(t) > 0$.

But these policies are still greedy and exhaustive, in the (restricted) sense that whenever $r(t) = 0$ and $Q_{u_{t-1}}(t) > 0$, $u_{t} = u_{t-1}$, i.e., if no other queue is known to have packets and the incumbent is non empty, it is served. This is a purely technical construction required for the proof of Thm. 4 and, as we will show later, the optimal policy (i.e., cyclic exhaustive service) will not require the knowledge of $r(t)$ at all. The action in every slot $t$ with an empty incumbent, involves choosing a queue $u_t \in I$ and the single-step cost is the expected sum of the current queue lengths conditioned on the current state, given by

$$c(s(t), u_t) = E \left[ \sum_{i=1}^{N} Q_i(t) | s_t \right] = Q_{u_{t-1}}(t) + \lambda \sum_{j \neq u_{t-1}} V_j(t) + \sum_{i \in I} r_i(t).$$

Define the state space as $\mathcal{S} := \mathbb{N} \times \mathbb{N}^N \times \mathbb{N}^N \times I$ and optimal discounted cost $J^* : \mathcal{S} \mapsto \mathbb{R}_+$ starting in state $s(0) \in \mathcal{S}$ as

$$J^*(s(0)) = \min_{\xi} E_{s(0)}^\xi \sum_{t=0}^{\infty} \alpha^t E \left[ \sum_{i=1}^{N} Q_i(t) | s(t) \right],$$

and let $q$ represent the backlog of queue $i$, the in-service queue. Note once again, that we have restricted our focus to policies within $\Pi_s \cap \Pi_e$. The Bellman Optimality equations [Ber95] associated with the COMDP formulation as described above are as given in (12) (we denote $J^*(q; V; r; i)$ by $J^*_i(q; V; r)$).

$$J^*_i(q > 0; V; r = 0) = q + \lambda \sum_{k \neq i} V_k + \alpha \mathbb{E} J^*_i \left( q - 1 + \lambda; V = 0, V_{-j} + 1; r = 0 \right),$$

$$J^*_i(q = 0; V; r = 0) = \lambda \sum_{k \neq i} V_k + \alpha \min_{j \neq i} J^*_j \left( B(V_j); V_j = 0, V_{-j} + 1; r = 0 \right),$$

In (12), $\lambda$ is a generic Bernoulli($\lambda$) random variable, $V_{-j} = [V_1, \cdots, V_{i-1}, V_{i+1}, \cdots, V_N]$ and $1 \in \mathbb{R}^{(N-1)}$ is the vector with 1’s at all coordinates. Finally, if random variable $C$ is distributed Binomial($V_j, \lambda$), $B(V_j)$ is a random variable whose distribution is the same as that of $(C - 1)^+ + A$. The detailed formulation of the MDP and the Bellman Optimality equations for the case where $r_j \geq 1$ for some $j \in I - \{i\}$ can be found in Sec. 11.6 in the Appendix.

### 4.5.3 Solution to the Discounted Cost MDP

Clearly, no decision needs to be taken when either $q > 0$ or (from Prop. 1,) when $r \neq 0$. Since the policies we seek are non-idling and exhaustive, they will simply continue to serve the incumbent when $q > 0$ and therefore, states with $r \neq 0$ never actually arise. We will now show that if $q = 0$ and $r = 0$, the system must choose $n := \arg \max_j V_j$. In what follows, let $V_m < V_n$ for some $m \in I$, and $n \neq m$. We now prove that choosing $n$ results in the least cost.
Theorem 4. When \( V_m < V_n \),
\[
\mathbb{E} J'_m(B(V_n); V'_n = 0, V_{-n} + 1; r_{-n} = 0) \leq \mathbb{E} J'_m(B(V_m); V'_m = 0, V_{-m} + 1; r_{-m} = 0).
\]
Hence, cyclic exhaustive service solves the discounted cost MDP.

**Proof.** The proof of the theorem can be found in Sec. 11.7 in the Appendix. Intuitively, with equal mean arrival rates, the queue that has not received service the longest is also the most likely to be non-empty. Hence, attempting to serve this queue will result in the slot being wasted with the least probability.

The policy above, denoted \( \pi^* \) in what follows, chooses \( \arg \max_j V_j(t) \) in every slot \( t \) with an empty incumbent; in addition, by the exhaustive service \( r(t) = 0 \) for all \( t \). In other words, \( \pi^* \) is a stationary Markov policy that, at the beginning of each slot, chooses the incumbent, if nonempty, and the queue that has not been served the longest until that epoch, if the incumbent is found empty. Recall from Sec. 4.3 that \( \pi^* \) is the cyclic exhaustive policy. In the sequel, we will use these two terms ("\( \pi^* \)" and "cyclic exhaustive service") interchangeably.

### 4.5.4 The Class of Throughput Optimal Stationary Markov Policies

We would next like to see if the class of stabilizing stationary Markov policies on these state and action spaces is a singleton, and if not, whether all policies in this class have the same cost. Obviously, both these situations would result in \( \pi^* \) being a trivial solution to the MDP problem and hence, need to be discussed in detail. We now prove that that is, in fact, not the case.

**Proposition 5.** For the information structure in Sec. 4, the class of throughput optimal, Markov scheduling policies is not a singleton.

**Proof.** First, recall that \( \pi^* \) itself is stabilizing as proved in Sec. 4.4. Next, consider a policy \( \pi^0 \in \Pi_g \cap \Pi_e \), starting with a given vector \( V'(0) = V \) (\( \pi^0 \) starts with the same vector). When the in-service queue empties, \( \pi^0 \) chooses \( m = \arg \max_{1 \leq j \leq N} V_j \) except when \( V \in S' \subset \mathbb{N}^N \) where \( S' \) is some finite set. On \( S' \), \( \pi^0 \) makes a suboptimal choice and deviates from \( \pi^* \), e.g., choosing \( \arg \max_{j \neq m} V_j \).

Clearly, this policy is stationary and Markov. We need to establish that it is also throughput optimal. Recall that \( Q(t) \in \mathbb{N}^N \) denotes the vector of backlogs at time \( t \). Now, since \( \pi^* \) itself is stabilizing, by the Foster-Lyapunov criterion [FMM95, Thm 2.2.3], there exists\(^6\) a non-negative function, \( y : \mathbb{N}^N \to \mathbb{R}_+ \), \( \epsilon > 0 \) and a finite set \( A \subset \mathbb{N}^N \), such that,
\[
\mathbb{E} [y(Q(t+1)) - y(Q(t))|Q(t) = q] \begin{cases} 
\leq -\epsilon, & \forall \ q \notin A, \\
< \infty, & \forall \ q \in A.
\end{cases}
\]

By expanding \( A \) to \( A' = A \cup S' \), and using the same Lyapunov function \( y \), the Foster-Lyapunov criterion shows that \( \pi^0 \) is also stabilizing. Thus, considering the number of such subsets \( S \) that can be chosen, we see that \( \Pi_g \cap \Pi_e \) contains infinitely many stabilizing stationary Markov policies.

---

\(^6\)The Foster-Lyapunov criterion is both necessary and sufficient.
Moreover, these policies do not have the same cost! Suppose we define the set $S'$ above to be the set \{0, 1, \cdots, k\}^N. This means $\pi^*$ will make sub-optimal decisions whenever $0 \leq V_i(t) \leq k, \forall i \in I$. Fig. 5 shows the difference in cost between $\pi^*$ and three other policies $\pi_1, \pi_2$ and $\pi_3$ corresponding to $k = 40, 50$ and $80$. Note that all three policies are in $\Pi_g \cap \Pi_e$ and are stabilizing, stationary and Markovian.

4.5.5 The Average-Cost Criterion

We use the technique described in [Sen89] to show that $\pi^*$ is optimal for the long term time-averaged cost criterion as well. We consider a sequence of discount factors $\{\alpha_n\} \uparrow 1$ and the corresponding optimal policies and show that under certain conditions, the limit point of this sequence solves the Average-Cost problem, i.e., (8). For details, refer Sec. 11.10 in the Appendix.

Recall that we began this section with the aim of solving two centralized scheduling problems. Sec. 1 solved the first, and we have now solved the second centralized, i.e., the optimal action the system needs to take when the incumbent is empty.

4.6 Alleviating Short term Unfairness: The K-Longest Expected Queue (KLEQ) Policy

While exhaustive service is delay optimal, it obviously exhibits short-term unfairness, especially at high arrival rates with the incumbent being served for long periods while other queues remain starved. While this might not be a cause of too much concern at low loads, near saturation, busy periods tend to be very long and starving queues might not be a good idea, especially if the application requires timely delivery of packets.

One of the ways of quantifying unfairness is by defining a “Fairness Index”, $F(t)$, as in [JCH84]. In our model, suppose we define $x_i(t), 1 \leq i \leq N$ to be the fraction of time-slots in \{0, 1, \cdots, t\} during which queue $i$ was scheduled. Then, the fairness index at time $t$ is defined as

$$F(t) = \frac{\left(\sum_{i=1}^{N} x_i(t)\right)^2}{N\sum_{i=1}^{N} x_i(t)^2}. \quad (13)$$

Figure 5: $\pi_1, \pi_2$ and $\pi_3$ are suboptimal stabilizing stationary Markov policies, corresponding to $k = 40, 50$ and $80$ respectively. This figure clearly shows that the class of stabilizing stationary Markov policies is not a singleton.
It can be shown, using the Cauchy-Schwarz inequality, that \( \frac{1}{N} \leq J(t) \leq 1 \), \( \forall t \) and the closer \( J(t) \) is to 1, the fairer the allocation/algorithm [JCH84].

Fig. 6a compares the fairness indices of TDMA and Cyclic Exhaustive Service, near saturation (for a symmetric system with \( N = 30 \) queues, \( \lambda \approx 0.033 \)). The computation is over a period of \( 2 \times 10^4 \) slots (we wait for the queue length processes to attain stationarity and only then record \( J(t) \) for \( 2 \times 10^4 \) slots) by which time, the indices attain their maximum value of 1. We see that although cyclic exhaustive service is delay optimal, it does exhibit short-term unfairness. The curious form of the curves corresponding to TDMA in figures 6a and 6b respectively is due to the cyclic nature of the underlying TDMA schedule. Consider the TDMA fairness curve. Since every queue gets scheduled exactly once every \( N (= 30) \) slots, \( J(t) \) shows the corresponding periodicity (notice that the swings have a period of 30). So, over slots 31 through 60 for example, \( J(t) \) first decreases, since the first few queues get scheduled for a second time (while the others have been scheduled only once over slots 1 through 30) and then increases as this disparity reduces.

(a) Comparing short term unfairness with TDMA and the cyclic exhaustive service policy, i.e., \( \pi^* \). TDMA clearly outperforms \( \pi^* \) in this regard.

(b) Improvement in fairness with the KLEQ policy.

Towards alleviating this problem, consider the space \( \Pi_K \subset \Pi \) of policies that do not permit a queue to transmit for more than \( K \geq 1 \) slots consecutively. Such policies are called \( K \) limited service policies. It is important to note that not all policies in \( \Pi_K \) are throughput optimal. One prominent example is cyclic service, where, after serving queue \( i \) (for at most \( K \) slots), the server visits queue \( i \mod N + 1 \); refer [Tak88] for more details about the capacity regions of this policy and some of its variants. This means that the problem of deciding to which queue the system (server) should switch once a queue is empty or served for \( K \) consecutive slots, is non trivial. Here, we propose a policy that is both fair and throughput optimal. The proposed policy \( \pi_K \in \Pi_K \) serves a queue for a maximum of \( K \geq 1 \) slots, and thereafter chooses to serve \( \arg \max_{1 \leq i \leq N} Q_i(t - V_i(t)) + \lambda_i V_i(t) \).

**Proposition 6.** For all \( K \geq 1 \) and \( \lambda \in R_+^N \) such that \( \sum_{i=1}^N \lambda_i < 1 \), \( \pi_K \) is stabilizing.

**Proof.** The proof involves bounding the \( K \) slot conditional expected drift of a novel Lyapunov function. Refer Sec. 11.11 in the Appendix for details.

As can be seen from Fig. 6b, the KLEQ algorithm indeed improves fairness. In fact, with \( k = 1 \) and \( k = 2 \), KLEQ is able to achieve a fairness of 50%, about 100 and 90 slots before \( \pi^* \) respectively. However, even more dramatic improvement in fairness is not possible, since stability pulls the protocol towards repeatedly
Figure 7: Illustrating the slot and minislot structures. Since $T_p = 3$, three poll-and-test procedures can be performed by the system (incumbent plus two other queues). If none of these results in identifying a nonempty queue, the system goes into contention over the next $T_c = 4$ minislots.

The above scheduler can be modified to handle Channel Errors and Fading.

5 Mechanisms for Decentralized Scheduling

We concluded Sec. 3 by providing a mechanism by which a node can keep track of the backlog of every other node the last time the latter was allowed to transmit. Prop. 1, shows that delay optimal policies with a centralized scheduler are non-idling and exhaustive in nature. Motivated by this result we will propose (in Sec. 6) a decentralized protocol that switches to a new queue only when the current one is empty. This immediately obviates the need to know anything more than the empty-nonempty status of the queues. In this section, we describe mechanisms by which this information can be obtained by the nodes in the system without any explicit exchange of information.

Transmission sensing: We assume that all nodes transmit at the same fixed power, and the maximum internode distance is such that every other node can sense the power from a transmitting node. Suppose a node has been scheduled to transmit in a slot. Then, whether or not the node actually transmits can be determined by the other nodes by averaging the received power over a small interval, akin to the CCA mechanism [Kin01]. For reliable assessment, the slot will need to be of a certain length, and the distance between the nodes will need to be limited. Let such an activity sensing slot be called a minislot (Fig. 7) [RWA*08].

The sensing mechanism and these minislots can be used by all nodes to infer if the incumbent is empty. If it is, with the updated common information, another node can be immediately scheduled, thereby possibly preventing the wastage of the slot. This can be viewed as a “schedule-and-test” mechanism. If, say $T_p$ minislots are available, then $T_p$ poll-and-test procedures can be done at the beginning of a slot (see Fig. 7). In a light traffic setting, all the poll-and-test procedures might fail, with high probability. Having a large value of $T_p$ reduces this probability but increases the overhead. So, the next mechanism is contention, for which we have $T_c (\geq 0)$ minislots following the poll-and-test slots. The nodes that have not been polled can contend over these $T_c$ minislots, hopefully leading to the identification of one non-empty queue. Fig. 8 illustrates this mechanism for a simple system with $T_p = 1$ and $T_c = 0$. In the first slot in the figure, the absence of power indicates, to all nodes in the network, that Node 1 is now empty and Node 2 is allowed to transmit. Since Node 2 is also empty, and since no more poll-and-test procedures are possible (since $T_p = 1$), the slot is wasted. Note that if $T_p = 2$, and $T_c \geq 1$, sensing that Node 2 is empty, the other nonempty nodes in the network will contend for the slot.
Figure 8: A sample path illustrating how cyclic exhaustive service, i.e. $\pi^*$, is implemented in a system with $T_p = 1$ and $T_c = 0$. Of particular note is the initially wasted slot. Since the poll-and-test did not identify any nonempty queue and since the system cannot go into contention ($T_c = 0$), the slot is wasted.

6 Protocol Design

In this section, we develop the two protocols EZMAC and QZMAC. We first show how a simple modification of the contention mechanism in ZMAC results in significant gains in terms of delay and use that observation to design EZMAC. We then use the results in Sec. 4 to motivate the practical design of QZMAC. This section will clearly describe how the optimal polling schemes in Section 4.2 are implemented in a distributed manner which will establish the self-organizing nature of our protocols.

6.1 The EZMAC Protocol

We explain the limitations of ZMAC and propose another protocol that we call EZMAC to alleviate them.

6.1.1 The ZMAC protocol [RWA+08]

As mentioned before, ZMAC first sets up a TDMA schedule allotting a slot to every queue in a cyclically-repeating frame, so $N$ nodes in the system means a frame with $N$ slots. Slot $j$, $1 \leq j \leq N$, in every frame is assigned to Node $j$ which is called the Primary User (PU) in this slot. The other $(N-1)$ nodes, i.e., nodes $1, 2, \ldots, j-1, j+1, \ldots, N$, are called Secondary Users (SUs) in this slot. These SUs are allowed to contest for transmission rights in every TDMA slot with an empty PU. This is accomplished as follows. At the beginning of each time slot, each queue checks if it has a packet. If it does, and this is its TDMA slot (which means it is the PU), it proceeds to transmit the packet. If the current slot is NOT its TDMA slot, the queue first checks if the PU is transmitting (for a period of 1 minislot). If it hears nothing, it backs off over a duration chosen uniformly randomly over $[T_p, 1+T_p+T_c]$, and if the channel is clear, starts transmitting. Collisions are assumed to be detected instantaneously and that slot is assumed wasted.

Note that a mechanism is needed to set up the TDMA schedule before transmissions can begin (ZMAC uses DRAND for this [RWMX06]). In short, ZMAC proceeds as in Protocol 1.

We are now in a position to demonstrate the importance of the results obtained in Sec. 4.5. ZMAC uses a simple TDMA system that schedules queues only once every $N$ slots. While TDMA is certainly stabilizing in symmetric systems, it is far from delay optimal. Fig. 9 shows how $\pi^*$ shows enormous improvement over ZMAC at moderate and high loads. The two curves crossover near $\lambda = 0.775$. At these arrival rates, since many queues are nonempty, hitting empty queues proves very costly to the system (in terms of delay). This is because many queues contend during the contention portion of ZMAC (the $T_c$ minislots) diminishing chances of a winner ever emerging. Since TDMA polls a new queue in every slot, it ends up scheduling many empty queues incurring high delay that cannot be mitigated by contention.
Protocol 1 ZMAC

1: Input: \( N, T_c \)  \( \rightarrow \) ZMAC runs in parallel at every Queue \( j, j \in [N] \) in the network
2: Init: \( t \leftarrow 0, \tau \leftarrow 1, PU \leftarrow 1 \)  \( \rightarrow \) \( \tau \) keeps track of the minislot number
3: while \( t \geq 0 \) do
   \( \tau \leftarrow 1 \)  \( \rightarrow \) Keeps track of minislot number.
4: if \( PU = j \) \&\& \( Q_j(t) > 0 \) then
   Tx pkt.
5: \( \rightarrow \) If you are the PU
6: GOTO 16
7: else  \( \rightarrow \) PU empty \( \Rightarrow \) network enters contention
   \( \rightarrow \) PU empty \( \Rightarrow \) network enters contention
8: Over \( \tau \in \{2, 3, \cdots, T_c + 1\} \) do
9: if \( Q_j(t) > 0 \) then
10: \( U_j \sim Unif\{\{2, 3, \cdots, T_c + 1\}\} \)
11: Wait for \( U_j - 1 \) minislots.
12: If CCA == SUCCESS, Tx Pkt.
13: GOTO 16
14: end if
15: end if
16: \( PU \leftarrow PU \mod N + 1 \)  \( \rightarrow \) Next time slot
17: \( t \leftarrow t + 1 \)
18: end while

Getting back to the development of EZMAC, consider the contention mechanism in isolation. If the contention winner can retain rights to access the channel for exactly one slot (which is what happens in ZMAC), each time the PU is empty, contention is needed to decide the next winner. We shall, henceforth, refer to the contention mechanism that allows a contention winner to transmit only in one slot as “ALOHA.” That ALOHA wastes a lot of slots in contention is clearly demonstrated in the large difference in delay in Fig. 10. This problem is solved as follows.

The proposed protocol EZMAC differs from ZMAC in the contention resolution (CR) portion. Here, once the winner of a contention is determined, it is allowed to transmit in all slots without a PU until it empties. It is assumed that at the end of the winner’s transmission, the packet contains an end of transmission message (a bit in the header, perhaps) that can be decoded by the other users. Following the terminology in the literature (\cite{HK83}, for example), we refer to the contention mechanism that allows a contention winner to transmit until it is empty, “RALOHA,” which stands for ALOHA with Reservation. Also, when referring to either EZMAC or QZMAC, we will redefine the term SU to refer to the queue that has won the latest

Figure 9: Comparing \( \pi^* \) and ZMAC in a symmetric system with 30 queues. The total arrival rate to the system = \( N \lambda \in [0, 1) \).
Collocated system with 10 queues

Figure 10: Mean delay with ALOHA and RALOHA in a symmetric system with 10 queues.

contention. EZMAC modifies Steps 7-14 of ZMAC to

At time slot $t$:

1. If PU is empty, check if the current SU is nonempty. If so schedule it for transmission.

2. If not, begin contention as described in the beginning of Sec. 6.1. Suppose there is
   no collision and a new SU, say $k$, emerges, schedule $k$ for transmission. This will remain
   the SU until it becomes empty.

If the current slot is not the user’s TDMA slot, it checks if the PU is transmitting. If not and if the SU is
also empty, the user contends for access to the channel as described above. The winner keeps transmitting
in all slots where the PU is empty, until it is itself empty. Thereafter, in the next slot with an empty PU,
contention begins to determine the next SU.

6.2 The QZMAC protocol

In section 4.5.2 we proved that in symmetric systems, scheduling the queue that has not been served the
longest and serving it exhaustively is delay optimal. Recall that Thm. 4 therein, assumed $T_p = 1$. However, we
use this result to propose a scheduling protocol, QZMAC, for general $T_p$, and later show through simulations
that violating the $T_p = 1$ assumption does not hurt the performance of QZMAC. Solving the MDP for general
$T_p$ turns out to be a hard problem and, as simulation results in figures 13a and 13b show, cannot result in
any dramatic improvement in delay. We now describe QZMAC for $T_p = 3$ minislots. Every queue maintains
its own copy of a vector $V(t)$ that is used to render the scheduling process fully distributed. The protocol
proceeds as in Algorithm 2.

There are three points to note here. Firstly, QZMAC has clearly been obtained by separately optimizing
polling and contention protocols. Jointly optimizing both turns out to be intractable even separate
optimization ultimately shows excellent delay performance. Secondly, note that depending on the value of
$T_p$ QZMAC can show a range of behavior. When $T_p = 1$, the system never enters contention since one minislot
is spent in ascertaining that the incumbent is empty and thereafter, $i^*$ is allowed to transmit. Determining
that $i^*$ is empty requires another minislot which is not available since $T_p = 1$, and the system can enter
contention only when $i^*$ and the SU are empty.

So, in order for the system to enter contention, QZMAC needs $T_p = 3$ (one each for the PU, $i^*$ and the SU).
Similarly, ZMAC requires $T_p = 1$ and EZMAC requires $T_p = 2$. Finally, as mentioned in Sec. 4.5.3, the use
Protocol 2 QZMAC (with $T_p = 3$ minislots),

1: \( \text{Input: } N, T_c \) \hspace{1cm} \& This runs at every Queue \( j, j \in [N] \) in the network
2: \( \text{Init: } t \leftarrow 0, \tau \leftarrow 1, PU \leftarrow 1, SU \leftarrow 2 \) \hspace{1cm} \& \tau \text{ keeps track of the minislot number}
3: \( \text{Init: } \forall k \in [N], V_k(0) \leftarrow k \)
4: while \( t \geq 0 \) do
   \( \tau \leftarrow 1 \) \hspace{1cm} \& Keeps track of minislot number.
5: \( \text{if } PU \equiv j \& \& Q_j(t) > 0 \) then
   \( PU \) transmits packet.
6: \( \text{for } k = 1 : N \) do
   \( V_k(t) \leftarrow (V_k(t) + 1)1_{ \{ k \neq PU \} } \)
7: \( \text{end for} \)
8: GOTO 35
9: else
10: \( \tau \leftarrow \tau + 1 \)
11: \( V \leftarrow \text{arg max}_{i \in [N]} V_i(t) \)
12: \( \text{PU} \leftarrow V \)
13: \( \text{if } V \equiv j \& \& Q_v(t) > 0 \) then
14: \( PU \) transmits packet.
15: \( \text{for } k = 1 : N \) do
16: \( V_k(t) \leftarrow (V_k(t) + 1)1_{ \{ k \neq PU \} } \)
17: \( \text{end for} \)
18: GOTO 35
19: else if \( SU \equiv j \& \& Q_{SU}(t) > 0 \) then
20: \( \tau \leftarrow \tau + 1 \)
21: \( SU \) transmits packet.
22: GOTO 35
23: else
24: Over \( \tau \in \{ 4, 5, \ldots, T_c + 3 \} \) do
25: \( \text{if } Q_j(t) > 0 \) then \hspace{1cm} \& Queue \( j \) knows its own backlog exactly in each slot
26: \( U_j \sim \text{Unif} \{ 4, 5, \ldots, T_c + 3 \} \)
27: \( \text{Wait for } U_j - 4 \text{ minislots.} \)
28: \( \text{If CCA == SUCCESS, Tx pkt.} \)
29: \( \text{If no collisions detected, } SU \leftarrow j \)
30: \( \text{end if} \)
31: \( \text{end if} \)
32: \( t \leftarrow t + 1 \) \hspace{1cm} \& Next time slot
33: \( \text{end while} \)

of the \( v(t) \) vector automatically induces a cyclic schedule. This is a much simpler technique than DRAND, used in ZMAC [RWMX06], which involves several rounds of communication among the nodes to converge to a TDMA schedule, even for fully connected interference graphs.

7 Extending QZMAC

QZMAC was developed in Sec. 6.2 as a hybrid of certain polled and random access protocols, in symmetric systems, i.e., with applications that generate data at the same rate. In this section, we show how this
protocol can be modified to handle a variety of different applications. We begin by lifting this assumption on symmetry.

### 7.1 Handling Unequal Arrival Rates

Prop. 2 helps generalize QZMAC very easily to accommodate unequal arrival rates. The system only needs to choose \( \arg \max_{1 \leq i \leq N} V_i(t) \) in Step 13 of QZMAC. In Sec. 9.1 we discuss distributed implementation and effects of distributed arrival rate estimation.

### 7.2 Handling CCA errors

We have, hitherto, assumed that when a network queue tests for channel activity (or lack thereof), the test always succeeds. In real wireless sensor networks this operation, called a Clear Channel Assessment (CCA), involves a hypothesis test based on noisy samples of channel activity and hence, is susceptible to error. This makes a 100% success rate a strong assumption and we relax it in this section. Notice that crucially, CCA errors tamper with the fidelity of the \( V(t) \) vector across nodes and we now have a matrix \( V_{N \times N}(t) = [V_1(t), V_2(t), \cdots, V_N(t)] \), where \( V_i(t) \) is the local copy at Queue \( i \).

Extensive experimentation (reported in Sec. 8) reveals that absence of activity on the channel can be detected without error. This means that whenever a queue that is supposed to transmit (incumbent, \( i^* = \arg \max_{i \in [N]} V_i(t) \) or the SU) is empty, all CCAs across the network in that minislot report a “clear channel.” In detection theoretic parlance, the probability of a false alarm is zero, i.e., \( p_{FA} = 0 \). On the other hand, our observation is (see Sec. 8) that the probability of CCA declaring an “active” channel as “clear” is not zero, i.e., \( p_{miss} > 0 \). However, our experiments show that \( p_{miss} \approx 3 \times 10^{-6} \), i.e., CCA miss is a rare event. In Sec. 11.14 in the Appendix, we list the different types of misalignment that such errors can produce across the columns of the aforementioned \( V(t) \) matrix of which only the category termed M2 therein, necessitates modifications to QZMAC. A misalignment of type M2 occurs when the \( i^* \) Node assumes that the incumbent is empty and, being nonempty, begins transmitting. Naturally, the transmissions from the two nodes collide persistently, and further provisions are now required within QZMAC to extricate the network from this state.

The polling portion is modified as follows. We set a threshold \( K_{thr} \) such that any time the transmitting node(s) perceive \( K_{thr} \) time outs, the node(s) assume it is due to CCA errors. These transmitting nodes then enter a state we term “COLL” and Subroutine 3 is triggered. Informally, the subroutine does the following.

1. Until the transmitting nodes receive a reset beacon (denoted \( RSTBCN \)), the first \( T_p \) minislot of every slot following the \( K_{thr} \) timeouts is ‘BUSY’, ensuring no other queues attempt transmissions during those slots.

2. In every such slot, the transmitting nodes perform a random backoff and transmit a RESET RQST packet to the base station.

3. Upon reception of a RESET RQST packet, the Base Station broadcasts a RESET beacon.

The network then simply resets, i.e., the copy of the vector \( V(t) \) at each node is reset (without jettisoning any existing packets) and the protocol starts afresh. Note that while only the nodes in a COLL state trigger a reset (Steps 3-14), all nodes are required to reset their copies of the \( V(t) \) vector upon receiving a RESET beacon from the Base Station (Steps 15-17). As simulation results in Sec. 11.14 show, this simple modification resolves the CCA problem but does not harm delay performance adversely.
Protocol 3 RESET (Subroutine)

1: Input: THRSLD, NDST, RSTBCN
2: Init: RSTBCN == FALSE ▶ Keeps track of whether a RESET beacon has been received from the BS.
3: if NDST == COLL then ▶ Network resetting involves only colliding nodes.
4: while NDST == COLL & RSTBCN == FALSE do
5: Tx DUMMY PKT ▶ To jam all $T_p$ minislots.
6: Over $\tau \in \{4, 5, \cdots, T_c + 3\}$ do
7: $U_j \sim Unif (\{4, 5, \cdots, T_c + 3\})$
8: Wait for $U_j - 4$ minislots.
9: if CCA = SUCCESS, Tx RSTRQST pkt ▶ Tx a Reset Request to the BS.
10: if RSTBCN == TRUE then ▶ The BS transmits a RESET beacon.
11: NDST ← NOCOLL
12: end if
13: end while
14: end if
15: if RSTBCN == TRUE then ▶ Every node in the network resets.
16: $\forall k \in [N], V_k(t) \leftarrow k$
17: end if

Figure 11: The QZMAC testbed setup. Here, the center node is the Border Router for the network. The other nodes, numbered 1 to 4, are the sensor nodes. These nodes are programmed to run the QZMAC protocol and transmit packets to the Border Router.

8 Experiments on an Implementation of QZMAC

We implement the QZMAC algorithm as an additional module in the MAC layer of the 6TiSCH communication stack under the Contiki operating system [DGV04]. With the aid of in-built Contiki-based APIs, we implemented different wireless transceiver functionalities and carried out our experiments over Channel 15 of the 2.4 GHz ISM band. We deployed CC2420 based telosB motes placed equidistant from the receiver node on a circular table Fig. 11. Here, the node placed in the center acts as a “Border Router” (BR). The BR is always connected to a PC (host) through a USB cable; the BR collects the data packets from the sensor nodes and sends them to the host, which can further route them to the data processing computer over the Internet. Nodes labeled 1 to 4 in Fig. 11 are the sensor nodes upon which QZMAC runs. Our experiments aim to study the following aspects:

- The network infers and maintain the status of $V$ vector based on empty and non empty status of sensor nodes.
8.1 Frame Structure: Time Slots and Mini-Slots

Time Slotted Channel Hopping (TSCH) is a MAC layer specified in the IEEE 802.15.4-2015 [ieee16] standard, with a design inherited from WirelessHART and ISA 100.11a standards. In our implementation, we used the slots defined as part of TSCH within Contiki (sans the channel hopping utility). The duration of a time slot is 10\(\text{ms}\) which is sufficiently long for the transmitter to transmit the longest possible packet and for the receiver to return an acknowledgment.

The slots are further divided into polling minislots and contention minislots as shown in Fig. 7. The minislots are of two standard Clear Channel Assessment (CCA) duration, where 1 CCA duration is 128 microseconds. In our experiments, we used 3 polling and 9 contention minislots i.e. \(T_p = 3\), and \(T_c = 9\).

8.2 Time Synchronization

Maintaining network-wide time synchronization at the level of the minislots is a nontrivial problem. For our experiments, we used the Adaptive Synchronisation Technique [CWPW15]. The Border Router periodically broadcasts Enhanced Beacons (EBs) containing a field indicating the current slot number also known as Absolute Slot Number (ASN). The other nodes store the ASN value and increment it every slot to keep the time slot number aligned. To align the time slot boundaries, the first mini-slot begins after a guard time offset of \(T_{\text{TxOffset}}\) from the leading edge of every slot. Every node timestamps the instant it starts receiving the EB, and then aligns its internal timers so that its slot starts exactly \(T_{\text{TxOffset}}\) before the reception of EB. In our implementation we used \(T_{\text{TxOffset}} = 1.8\text{ms}\). Through extensive experimentation, we verified that clock drifts were not affecting the protocol’s working across the minislots. The nodes form a 1-hop fully connected network. We used the “Routing Protocol for Low-Power and Lossy Links” (RPL) to form the routes within the network [W¹¹] and verified the working of our firmware on the COOJA simulator [ODE⁰⁶], before compiling it on to real target motes. We now describe our experimentation methodology in detail.

8.3 CCA Errors : Inference and Handling

To study the effect of CCA errors on our protocol, we set up two testbeds (similar to the one in Fig. 11) with network diameter 6 meters and 8 meters respectively, each running QZMAC for a period of 12 hours (i.e., \(3 \times 10^6\) time slots). The sensor nodes were programmed to generate packet at constant rate ensuring the queue at sensor nodes are always non empty and transmit as per the protocol. One of the sensor nodes was connected to a terminal and designated to monitor the CCA status during the experiment. Over the course of our experiment, we observed 1 CCA “Miss” error on the testbed with 6 m network diameter and, on the network with 8 m diameter, we recorded 3 CCA “Miss” errors, both calculated over a period of 12 hours. No False Alarms were observed. Further, in any given time slot at most one CCA error occurred network-wide.
9 Experimental Results

We now report the results of our extensive implementation and simulation studies of the various algorithms proposed in the earlier sections. We also deal with practical issues, such as arrival rate estimation and channel utilization. We begin with the performance of the LEQ algorithm proposed in Sec. 4.3. Protocols such as ZMAC [RWA08] and subsequent developments such as [DNF05], [AHM06] and [SSB10] have not been designed to address the issue of unequal arrival rates. These protocols are not capable of stabilizing queues in this general setting, let alone provide low delay. Furthermore, the rigid cyclic TDMA structure imposed by the slot assignment protocol prevents extension to unequal arrival rates.

To the best of our knowledge, this is the first work that deals with hybrid MAC scheduling for systems with unequal arrival rates. Consequently, we do not have any hybrid algorithms against which to compare the LEQ policy. The ZMAC protocol’s cyclic TDMA schedule assigns a single slot to each queue in one TDMA frame and hence is not Throughput Optimal. Furthermore, computing even an approximately delay optimal TDMA schedule requires complete knowledge of the arrival rate vector and even then requires prohibitively high message passing between nodes. One such procedure is given in [HR87]. It can be seen that the lower bound on delay even within the class of cyclic TDMA policies cannot always be achieved by this method; one example is when the arrival rates are irrational. Moreover, the general problem of finding the periodic TDMA schedule of minimum length is NP-complete [AAKD08]. We, therefore, provide comparisons only with the lowest delay that can be achieved in this system, i.e., the one with a centralized scheduler that schedules a non empty queue in every slot.

9.1 Distributed Implementation of the LEQ policy

In the LEQ policy, keeping track of the vector $V(t)$ is simple. Each queue simply needs to maintain a count of the number of departures before the queue in service empties. But the arrival rates are a different issue altogether. Clearly, finding $\arg \max_{1 \leq i \leq N} \lambda_i V_i(t)$ in every scheduling slot requires knowledge of the entire arrival rate vector $\lambda$. Arrival rate estimation might not be feasible in several sensor networks of today that are expected to begin performing as soon as they are installed. For more information about this “peel and stick” paradigm refer to [DWVT14].

We resolve this problem by first observing that under stability, the time average of the total number of packets transmitted by any queue tends to the arrival rate. Let $D_i(t)$ be the random variable that denotes whether or not a departure occurred from queue $i$ at the end of slot $t$. Then, under stability, $\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T} D_i(t) = \lambda_i$, a.s. So, let $\hat{\lambda_i}(T) := \frac{1}{T} \sum_{t=0}^{T} D_i(t)$. The policy that chooses $\arg \max_{1 \leq i \leq N} \hat{\lambda_i}(T) V_i(t)$ in every scheduling slot also shows the same mean delay performance as the LEQ policy, as evidenced by simulation results presented below. This estimate can be maintained independently at each queue and the resulting decisions are still consistent. In Fig. 12a and Fig. 12b, we show the delay performance of QZMAC which takes decisions based on exact knowledge of arrival rates and the distributed version that only uses estimates of arrival rates. The green and red curves, corresponding to scheduling with estimated and exact arrival rates respectively, overlap significantly, showing that arrival rate estimation does not degrade performance. Moreover, in small systems (Fig. 12a), the delay is almost the lowest that can be achieved, while with larger systems, the difference with the centralized scheduler’s delay becomes non negligible only near saturation.

With QZMAC, the nodes need to first determine that the incumbent is empty, followed by detecting if the LEQ is empty and finally, if the current contention winner is empty before entering contention mode. Since each of these requires 1 minislot, QZMAC uses $T_p = 3$ minislots and $T_c = 7$ minislots and $T_p + T_c = 10$. We will need to keep this total number of minislots the same for all protocols whose performances we compare (in Sec. 9.2) to ensure that the fraction of time per slot allocated to scheduling decisions (and not packet
transmission) is the same in all protocols being studied. Simulations are performed with \( N = 10 \) and 30 nodes. In either case, we see that both protocols show the same delay performance. While in small systems (10 queues), the protocol very nearly hits the delay lower bound (with less than 1 slot delay difference near saturation), in large systems (30 queues) near saturation, the difference is larger (approximately 32% increase).
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(a) System with 10 queues.

![Graph](image-url)

(b) System with 30 queues.

Figure 12: Performance of QZMAC with exact and estimated arrival rates \((T_p = 3 \text{ and } T_c = 7)\).

9.2 Performance of EZMAC and QZMAC

With Bernoulli arrivals to each queue, the centralized full knowledge scheduler converts the system into a \( G_\text{eo}^{[x]} / D / 1 \) queue. In every slot, the arrivals to this queue are distributed according to a Binomial(\( N, \lambda \)) distribution, where \( \lambda \in [0, 1/N] \) is the common arrival rate to all queues. This queue can be analysed for expected delay \( W(\lambda) \) \([BK93]\), and we get:

\[
W(\lambda) = \frac{2 - (N + 1)\lambda}{2(1 - N\lambda)}.
\] (14)

We compare all protocols against this lower bound.

We first consider a system with equal arrival rates and compare the performance of QZMAC with that of the \( G_\text{eo}^{[x]} / D / 1 \) queue as described in (14), ZMAC and EZMAC. We see from figures 13a and 13b, that the delay achieved by QZMAC is very close to optimal as is that achieved by EZMAC. In Fig. 13a, the \( G_\text{eo}^{[x]} / D / 1 \) queue delay cannot be seen explicitly since QZMAC performs almost exactly like it. This is quite encouraging since QZMAC only needs knowledge of the time since a queue was served last, while the optimal algorithm needs full queue-length knowledge at all times. With 30 queues, in fact, QZMAC shows a decrease in delay over ZMAC of more than 60% and EZMAC of more than 40%. Note that since QZMAC requires \( T_p = 3 \), in order to keep the scheduling portion’s length \( T_c + T_p \) constant so as to maintain the scheduling portion to transmission portion (see Fig. 7) fraction uniform across protocols, we have reduced the contention window size by three minislots while simulating QZMAC. Also, as the first figure shows, for low and moderate arrival rates, in small WSNs one can use EZMAC and still achieve good delay performance.

9.3 Tuning QZMAC

One can tune QZMAC by changing \( T_p \) and \( T_c \) keeping \( T_p + T_c = c \), a constant. As the number of slots reserved for polling, \( T_p \) increases, Fig. 14 shows that QZMAC with fewer polling slots initially performs better, but at
Figure 13: Expected delay with QZMAC, ZMAC and EZMAC. The systems have 10 queues 13a and 30 queues 13b. $T_c = 9$ for ZMAC and 8 for EZMAC. For QZMAC, $T_c = 7$.

Figure 14: Figure showing how QZMAC can be tuned. Keeping $T_p + T_c$ fixed at 10 minislots, increasing $T_p$ causes delay to increase at light loads and decrease at heavy loads.

high loads, is overtaken by QZMAC with fewer slots for contention. At arrival rates close to 0 (i.e., $\lambda \approx 0$), it is an SU that transmits during most slots. This is because, with high probability, the PU’s are empty and the protocol enters the contention portion. Clearly, higher the value of $T_c$, greater the probability of resolving this contention. But at high loads ($\lambda \approx 1/2$) the PU’s are nonempty with high probability and hence, the polling portion is more likely to yield a nonempty queue. With a higher value of $T_p$, a nonempty queue can be found and the system does not have to go into contention. This trend is expected and opens up avenues for further research about protocols that automatically choose the “right” $T_c$ and $T_p$ given that the fraction of time occupied by the scheduling portion must not exceed some predetermined threshold.

We simulated all three algorithms (QZMAC, EZMAC and ZMAC) once again, in symmetric systems and computed the (empirical) cumulative distribution functions (CDFs) of system backlog with all three (and basic TDMA as an upper bound). As Fig. 15 clearly shows, QZMAC indeed provides the stochastically smallest sum queue lengths, followed by EZMAC (owing to its superior contention mechanism) and finally ZMAC. TDMA, as expected, performs the worst. With QZMAC, the CDF hits 1 at 12 packets, while its closest competitor, EZMAC’s CDF has a support that extends until 69 packets and that of ZMAC extends to 220 packets.

27
9.4 Channel Utilization

Recall from our earlier discussion (see Prop. 1) that the optimal scheduling policy under the information structure assumed in this paper lies in the class of non-idling, exhaustive policies. Consequently, the more efficiently a MAC algorithm finds non-empty queues in the network (assuming there are packets in the network), the better its mean delay performance is likely to be. In the literature, this probability of a non-empty queue being served when one exists in the network is termed Channel Utilization, \( \zeta \) and is a performance metric commonly used to compare the efficiency of MAC algorithms [RWA*08, WR05]. Formally, given a scheduling policy \( \pi \),

\[
\zeta^\pi(0) := \lim_{t \to \infty} \mathbb{P}_{Q(0)}^\pi \left( \sum_{j=1}^{N} \mathbb{I}(Q_j(t) > 0)D_j(t) > 0 \left| \sum_{j=1}^{N} Q_j(t) > 0 \right. \right)
\]

\[
= \lim_{t \to \infty} \frac{\sum_{t=0}^{T_p-1} \sum_{j=1}^{N} \mathbb{I}(Q_j(t) > 0)D_j(t) > 0}{\sum_{t=0}^{T_p-1} \sum_{j=1}^{N} \mathbb{I}(Q_j(t) > 0)} > 0,
\]

where the (*) is under the assumption that the queue length process is ergodic. We used the setup described in Sec. 8, to compare the channel utilization of QZMAC with that of ZMAC. The network comprised 7 collocated nodes transmitting to a base station. Packet arrivals to the nodes followed IID Bernoulli processes with rates \( \lambda = [0.17, 0.20, 0.04, 0.17, 0.17, 0.02, 0.07] \). This rate vector is clearly within the network capacity region, because \( \sum_{i=1}^{7} A_i = 0.84 < 1 \). The results of the experiment are shown in Table. 1. The experiment was repeated for different values of control overhead, i.e., the portion of the time slot wasted in scheduling a queue \( (T_p + T_c) \). The value of \( T_p \) was kept constant, \( T_p = 1 \) for ZMAC and \( T_p = 3 \) for QZMAC, and the number of contention minislots was varied.

One obvious trend is that channel utilization increases as control overhead increases, since it becomes easier to resolve contention whenever it occurs with more \( T_c \) minislots. However, the other point to note is that regardless of contention overhead, QZMAC outperforms ZMAC. This is due to the fact that both the polling and the contention mechanisms of the former are designed better than the latter to find non-empty queues with greater probability.
Algorithm | $T_p + T_c = 7$ | $T_p + T_c = 8$ | $T_p + T_c = 9$
---|---|---|---
ZMAC ($T_p = 1$) | 0.88968 | 0.90379 | 0.91356
QZMAC ($T_p = 3$) | 0.96312 | 0.9706 | 0.97486

Table 1: Comparing the channel utilization of QZMAC with that of ZMAC with varying control overhead ($T_p + T_c$). Clearly, $\zeta \text{QZMAC} > \zeta \text{ZMAC}$, showing that the former wastes the channel less often, thereby clearing the network of packets more efficiently.

10 Conclusion and Future work

Our objective has been to develop distributed MAC protocols, which require minimal information sharing, for data collection from resource-challenged wireless sensors. In this paper, we first extended some results from optimal polling to systems with limited information structures and proved the delay-optimality of exhaustive service and cyclic polling in a symmetric version of our limited information scheduling problem. Leveraging these results, we proposed two distributed protocols EZMAC and QZMAC that perform much better than those available in the literature, both with respect to mean delay and system backlog distributions. We then extended this analysis to design hybrid MACs for systems with unequal arrival rates as well. Further, we showed that delay optimality comes at the price of excessive short-term unfairness and proposed modifications to QZMAC to reduce unfairness.

We then implemented QZMAC on a test bed comprising telosB motes and demonstrated the operation of several salient aspects of the protocol. In the process, we also obtained a clear understanding of the CCA performance of the motes which, in turn, allowed us to extend QZMAC to handle situations with unequal arrival rates, CCA errors and alarm traffic.

Extensions to this work will look at handling Markovian arrivals and state dependent fading. This paper handled fully-connected interference graphs. In the future, we will also be investigating how to modify QZMAC to solve the hidden node problem. Furthermore, our future study will include extending the theory we have developed in the present article to propose similar low-delay decentralized scheduling algorithms for more general interference graphs. Scheduling with energy harvesting nodes wherein the nodes are “awake” only for certain periods and “asleep” otherwise is an important area for IoT applications.
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11 Appendices

11.1 Glossary of Notation and Acronyms

1. \( A_j(t) \): number of packets arriving to Queue \( j \) in time slot \( t \).

2. \( B(V_j) \): If \( A \) is a generic Bernoulli(\( \lambda \)) random variable, and \( C \) is distributed Binomial(\( V_j, \lambda \)), then \( B(V_j) \) is a random variable whose distribution is the same as that of \((C - 1)^+ + A\).

3. CCA: Clear Channel Assessment.

4. \( D_j(t) \): the number of departures from Queue \( j \) in time slot \( t \).

5. \( H^*_\pi \): the history of policy \( \pi \) up to time \( t \) as defined in (3).

6. \( Q(t) \): backlog of Queue \( j \) at the beginning of time slot \( t \).

7. \( Q_\pi^*(t) \): backlog of Queue \( j \) at the beginning of time slot \( t \) under scheduling policy \( \pi \).

8. \( K_{thr} \): the threshold that triggers the RESET subroutine. It is denoted by \text{T}HRSLD in the subroutine description.

9. \( \lambda \): the arrival rate vector.

10. \( \Lambda \): the capacity region of the queueing network.

11. \( \Lambda_{LEQ} \): the set of arrival rates that the LEQ policy can stabilize.

12. \([N]\): the set of integers \( \{1, 2, \ldots, N\} \).

13. NDST: is short for “Node State.” Attains values \text{COLL} (meaning “in collision”) or \text{NOCOLL} (meaning “not in collision”).

14. PU: Primary User.

15. \( \Pi \): the space of all admissible policies.

16. \( \Pi_e \): the subset of all exhaustive service policies.

17. \( \Pi_g \): the subset of all non-idling service policies.

18. RSTBCN: Reset Beacon.

19. SU: Secondary User. In ZMAC this refers to any queue which is not the current PU. In EZMAC and QZMAC, this refers to the queue that won the latest contention.

20. \( T_c \): number of minislots reserved for contention.

21. \( T_p \): number of minislots reserved for polling.

22. \( V_j^*(t) \): is the number of slots prior to slot \( t \) in which Queue \( j \) was allowed to transmit under a generic scheduling policy \( \pi \).
11.2 Proof of Prop. 1

This proof proceeds along the lines of the proof in [LNT92, Prop. 4.2]. It is easy to show that we can restrict attention to non-idling policies and so, we begin our proof with some policy $\pi \in \Pi_g$, where, as mentioned in Sec. 4.1, $\Pi_g$ is the set of all non-idling policies. Consider a sample path $\omega$ (a realization of the input sequences $\{A_i(n)\}_{n=1}^\infty$, $i \in I$) and on that path, let

$$n^* := \inf \left\{ n \geq 1 : Q_{\pi}^\gamma_{n-1} (n) > 0, \ Q_{\pi}^\gamma_{n-1}(n) = 0, \text{ and } \pi_n^\alpha = 2 \right\}. \quad (15)$$

This is the first instant when a time slot is wasted by $\pi$ on account of switching to an empty queue though the previous one was non-empty. Further define

$$m^* = \inf \left\{ n > n^* : Q_{\pi}^\gamma_{n-1} (n) > 0, \pi_n^\beta = \pi_n^\alpha, \text{ and } \pi_n^\alpha = 1 \right\}. \quad (16)$$

This is the first time since $n^*$ that the server continues to serve the (same) incumbent finding it to be non-empty. Construct another policy $\gamma$ as follows (refer to Fig. 16 for an illustration).

- On $[1,n^*)$ and $[m^* + 1, \infty)$, $(\gamma_k^a, \gamma_k^q) = (\pi_k^a, \pi_k^q)$.
- $(\gamma_n^a, \gamma_n^q) = (1, \pi_n^q)$, and
- for $n^* + 1 \leq k \leq m^*$, $(\gamma_k^a, \gamma_k^q) = (\pi_{k-1}^a, \pi_{k-1}^q)$.

So, $\gamma$ follows $\pi$ over $[1,n^*)$ and $[m^* + 1, \infty)$ and at $n^*$, $\gamma$ deviates from $\pi$ and serves the incumbent (possible, since that queue is non-empty). Between $n^* + 1$ and $m^*$, $\gamma$ follows $\pi$ albeit with one slot delay, i.e., it does whatever $\pi$ did one slot ago. Clearly,

$$Q^\gamma(t) = Q^\pi(t), \ \forall \ t \in [1,n^*) \cup [m^* + 1, \infty), \text{ and } \ Q^\gamma(t) \leq Q^\pi(t), \ \forall \ t \in [n^* + 1, \leq m^*].$$

Figure 16: A sample path illustrating how $\gamma$ is derived from $\pi$. 
whenever \( m^* < \infty \). This relation is true for every sample path \( \omega \). \( m^* \) is set equal to \( \infty \) whenever either \( n^* = \infty \), or, \( \gamma \) is able to serve a packet in some slot \( l \) (\( \geq n^* + 1 \)) while \( \pi \) could not serve any packet in slot \( l - 1 \).

To explain the latter case further, observe that after \( n^* \), \( \gamma \) does whatever \( \pi \) did one slot ago. If \( \pi \) switched to some empty queue in \( l - 1 \), \( \gamma \) switches to the same queue in \( l \). But if \( n_{l-1}^\pi \) received a packet in \( l - 1 \), \( \gamma \) will be able to serve that packet increasing \( Q^\pi (t) \to Q^\xi (t) \) to 2 (one at \( n^* \) and the second at \( l \)). Since \( \gamma \) follows \( \pi \) with exactly one step delay, \( \pi \) will never be able to make up the difference! Hence, \( m^* = \infty \).

To complete the proof, one needs to consider epochs \( l^* \) such as:

\[
\begin{align*}
l^* &:= \inf\{ n \geq 1 : Q^\pi _{n_{n-1}} (n) > 0, Q^\pi _{n}(n) > 0, \\
&\quad \text{and } n_{n}^\pi = 2 \},
\end{align*}
\]

wherein the queue which \( \pi \) decides to serve, unlike the case with \( n^* \), is \textit{non-empty} and hence, slot \( l^* \) is not wasted. Even in this case defining \( \gamma \) as before produces a policy that does no worse than \( \pi \) in terms of total system backlog.

In the same manner, find such an \( n^* \) (or \( l^* \) as the case may be) for \( \gamma \) and refine this policy using the procedure described. Iterating this procedure, one ends up with a policy say \( \psi \), for which such an instant never exists, i.e., which never switches to a different queue when the incumbent is nonempty. This is by definition exhaustive. We have, thus, defined both queueing processes on some common probability space \((\Omega, F, P)\) and for every \( \omega \in \Omega \), we have shown that

\[
Q^\xi (t, \omega) \leq Q^\pi (t, \omega), \quad \forall t \geq 1,
\]

which means that \( \forall x \in \mathbb{R} \),

\[
\mathbb{P}(\omega : Q^\pi (t, \omega) > x) \geq \mathbb{P}(\omega : Q^\xi (t, \omega) > x). \tag{18}
\]

This coupling argument shows that

\[
Q^\xi (t) \leq Q^\pi (t), \quad \forall t \geq 1. \tag{19}
\]

\[\blacksquare\]

### 11.3 Proof of Prop. 2

To prove this we invoke Theorem (3.1) in [FL96] that proves the stability of certain exhaustive service policies with state dependent routing. We first require some more notation.

We denote by \( S(t) \) the queue in service during slot \( t \), and set \( S(t) = 0 \) if the server is idling at some queue (which from Prop. 1, has to be empty) during some slot. We denote by \( W_n \), the time taken by the server to begin the \( n^{th} \) service. By this we mean the time taken by the server to find a non empty queue after serving some queue. So, if the incumbent is non empty, \( W_n = 0 \) since the server simply begins serving the next packet in the queue served in the previous slot without switching away from it. Otherwise the server begins to search for a non empty queue to begin a busy period. Specifically, if \( Q_{S(0)} (0) = 0 \), then \( W_1 \) is the time taken to find a non empty queue. During this period, the server may have visited several empty queues.

Assume the underlying probability space is denoted by \((\Omega, F, P)\) and let

\[
\mathcal{F}_n := \sigma \left\{ \left[ Q_1 (t), \cdots, Q_n (t), S(t) \right], \ t \leq n \right\}, \ n \geq 0,
\]
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be the filtration describing the history of the system. Let \( A_i[t] \) be the number of arrivals to queue \( i \) until and including time \( t \), and \( A[t] = \sum_{i=1}^{N} A_i[t] \), the total number of arrivals to the system over the same duration.

The proof of Theorem (3.1) in [FL96] relies on two assumptions\(^7\) that we show are satisfied in our case. Firstly, that there exists \( w \geq 0 \) such that

\[
\mathbb{E} \{ W_1 | \mathcal{F}_0 \} < w, \; P - a.s. \text{ on } \{ Q_{S(0)} = 0 \}, \tag{20}
\]

and secondly that there exists some \( p > 0 \) such that

\[
P \left( A(W_1) = 0 | \mathcal{F}_0 \right) > p, \; P - a.s. \text{ on } \left\{ Q_{S(0)} = 0, \sum_{i=1}^{N} X_i(0) > 0 \right\}. \tag{21}
\]

In other words, (20) means that if the system starts out empty, the time taken to find a non empty queue under the policy being considered, should have a finite mean. (21), on the other hand, refers to the fact that when the system starts off non empty and the server is at an empty queue at time 0, the probability of 0 arrivals in \( W_1 \) is positive.

First note that on \( \{ Q_{S(0)} = 0 \} \), \( W_1 \geq 1 \), and let \( \lambda_{\text{min}} = \min_{1 \leq i \leq N} \lambda_i \) be the smallest arrival rate which, by assumption is strictly positive. The first assumption is satisfied, since

\[
\mathbb{E} \{ W_1 | \mathcal{F}_0 \} \leq \sum_{k=1}^{\infty} P \{ W_1 \geq k | \mathcal{F}_0 \} \leq \sum_{k=1}^{\infty} (1 - \lambda_{S(k)})^k = \sum_{k=1}^{\infty} (1 - \lambda_{\text{min}})^k = \frac{1}{\lambda_{\text{min}}} - 1 < \infty.
\]

Inequality (\( \ast a \)) is true, since, for the walking time to be at least \( k \), the \( k^{th} \) polled queue, i.e., \( S(k) \), must be empty. Since on \( \{ Q_{S(0)} = 0 \} \) the system also starts off empty, this probability is \( (1 - \lambda_{S(k)})^k \). To prove (21), first define \( p_k = P(W_1 = k | \mathcal{F}_0) \).

\[
P \{ A(W_1) | \mathcal{F}_0 \} = \sum_{k=1}^{\infty} P \{ A(k) = 0 | \mathcal{F}_0, W_1 = k \} P \{ W_1 = k | \mathcal{F}_0 \}
\]

\[
= \sum_{k=1}^{\infty} P \{ A(k) = 0 | \mathcal{F}_0, W_1 = k \} p_k.
\]

\[
= \sum_{k=1}^{\infty} \left( \sum_{i=1}^{N} (1 - \lambda_i)^k \right) p_k.
\]

But on \( \{ X_{S(0)} = 0 \} \), \( p_1 > (1 - \lambda_{\text{min}}) \) a.s. So,

\[
P \{ A(W_1) | \mathcal{F}_0 \} = p_1 \sum_{i=1}^{N} (1 - \lambda_i).
\]

\(^7\)Eqn. (2.3) and Eqn. (2.4) in [FL96].
\[
+ \sum_{k=2}^{\infty} \left( \sum_{i=1}^{N} (1 - \lambda_i)^k \right) p_k
\geq \sum_{i=1}^{N} (1 - \lambda_i) > 0.
\]

With both (20) and (21) satisfied, we note that Theorem (3.1) in [FL96] is proved under a much more general model, where the behavior of the system is influenced by another process \(U(t), t \geq 0\), that takes values in some measurable space \((U, \mathcal{U})\). Setting \(U = \mathbb{N}^N\) and \(U(t) = V(t)\), the proof is complete.

### 11.4 LEQ in Symmetric Systems

Under symmetry (Eqn. (7)), \(\arg \max_{1 \leq i \leq N} \lambda_i V_i(t) = \arg \max_{1 \leq i \leq N} V_i(t)\) and the policy reduces to a cyclic exhaustive service policy, as can be seen from the following example. Consider the scenario with 4 queues in the system and suppose that at the beginning of Queue 1’s service, \(V = [0, v_2, v_3, v_4]\), with \(v_2 > v_3 > v_4\). At the end of Queue 1’s service, the vector changes to \(V' = [0, v'_2, v'_3, v'_4]\), but the ordering is still preserved, i.e., \(v'_2 > v'_3 > v'_4 > v'_1 = 0\). Hence, Queue 2 is chosen for service next. But at the end of queue 2’s service, once again, we see that \(v'_3 > v'_4 > v'_1\), as it was at the beginning of Queue 2’s service, and Queue 3 is chosen, after which queue 4 is chosen followed by queue 1 and this process repeats. We see that under symmetry, LEQ induces a cyclic service system. This policy is discussed in detail in Sec. 4.5, where we will, in fact, show it to be mean delay optimal in symmetric systems. This also helps bolster our confidence in the LEQ policy itself. We now explore in greater detail the behavior of the LEQ policy in symmetric systems.

### 11.5 Proof of Thm. 3

In this section, we return to the system discussed Sec.2, i.e., one that is not necessarily symmetric\(^8\). The analysis proceeds along the lines of the proof of the theorem in [AKL92]. We will be looking at the system’s state only at the epochs at which the server begins its visit to a queue.

With a slight abuse of notation, we define this system’s state is by \(s(n) = (Q(n), I(n))^T\), where, \(Q(n) = [Q_1(n), Q_2(n), \ldots, Q_N(n)]^T\), \(n \geq 1\) is the vector of queue lengths at the \(n^{th}\) switching instant (at which the server visits the \(n^{th}\) queue), \(I(n)\) is the identity of the \(n^{th}\) queue polled. Clearly, \(s(n) \in \mathbb{N}^N \times I\), and this process is embedded at the instants at which the server arrives at a queue.

Further, the number of arrivals to queue \(k\) in \(t\) time-slots is denoted by \(A_k(t)\) and the length of the \(n^{th}\) busy period starting with \(l\) packets by \(G_l(l)\). Also,

\[
I(n + 1) = \begin{cases} 
I(n) + 1 & \text{if } 1 \leq n \leq N - 1 \\
1 & \text{if } n = N.
\end{cases}
\]

Consequently, when

1. \(j \neq I(n)\)

\[
Q_j(n + 1) = \begin{cases} 
Q_j(n) + A_j \left[G_n \left(Q_{I(n)}(n)\right)\right], & \text{if } Q_{I(n)}(n) \geq 1 \\
Q_j(n) + A_j(1), & \text{if } Q_{I(n)}(n) = 0
\end{cases}
\]

\(^8\)Proving stability for this system obviously proves stability in the symmetric system.
2. \( j = I(n) \)

\[ Q_j(n + 1) = A_j(1). \]

The mean duration of a busy period, \( \mathbb{E}B(I(n)) \) of queue \( I(n) \) beginning with one packet is found by observing that

\[
\mathbb{E}B(I(n)) = \left[ 1 \times A_I(n) + \{1 + \mathbb{E}G_n(l)\}(1 - A_I(n)) \right].
\]

\[
\Rightarrow \mathbb{E}B(I(n)) = \frac{1}{1 - A_I(n)}.
\]

Hence, since \( G_n(l) \) begins with \( l \) packets instead of one,

\[
\mathbb{E}G_n(l) = l \times \left[ 1 \times A_I(n) + \{1 + \mathbb{E}G_n(l)\}(1 - A_I(n)) \right] = \frac{l}{1 - A_I(n)}
\]

\[
\Rightarrow \mathbb{E}A_j(g_N(l)) = \frac{A_j}{1 - A_I(n)} - l \forall j \neq I(n)
\]

\[
\Rightarrow \mathbb{E} \sum_{j \neq I(n)} A_j(g_N(l)) = \frac{\rho - A_I(n)}{1 - A_I(n)} l.
\] (22)

We will now show that \( \rho = \sum_{i=1}^{N} A_i < 1 \) is a sufficient condition for stability. Clearly, \( \{Q_n, n \geq 1\} \), is an irreducible DTMC. However, it is not time homogeneous since, as (22) shows, the transition probabilities depend on the queue being served, i.e., on \( I(n) \). Hence, as defined in [AKL92], the system is said to be stable if the \( N \) irreducible, homogeneous DTMCs \( \{\{Q(nN + k), k\}, n \geq 1, 1 \leq k \leq N, i \in \{1, 2\} \} \) are all ergodic.

Now, from the definition of \( Q_j(n + 1) \), we see that

\[
\mathbb{E} \left[ \sum_{j=1}^{N} Q_j(n + 1) Q(n) \right] \leq \sum_{j=1}^{N} Q_j(n) + \rho
\]

\[
+ \frac{\rho - A_I(n)}{1 - A_I(n)} Q_I(n)(n) - Q_I(n)(n)
\]

\[
= \sum_{j=1}^{N} Q_j(n) + \rho - (1 - \rho) h_{I(n)} Q_I(n)(n),
\]

where

\[
h_{I(n)} = \frac{1}{1 - A_I(n)}.
\]

which means that

\[
\mathbb{E} \left[ \sum_{j=1}^{N} Q_j(n + 2) Q(n) \right] = \mathbb{E} \left[ \sum_{j=1}^{N} Q_j(n + 2) | Q(n + 1) \right] | Q(n)
\]

\[
\leq \mathbb{E} \left[ \sum_{j=1}^{N} Q_j(n + 1) + \rho
\right.
\]

\[
- (1 - \rho) h_{I(n+1)} Q_{I(n+1)}(n + 1) \mid Q(n)
\]

\[
\leq \mathbb{E} \left[ \sum_{j=1}^{N} Q_j(n + 1) \mid Q(n) \right] + \rho
\]
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\[-(1 - \rho) h_I(n+1) Q_I(n+1)(n+1)\]
\[= \sum_{j=1}^{N} Q_j(n) + 2\rho - (1 - \rho) \left[ h_I(n) Q_I(n) + h_I(n+1) Q_I(n+1)(n) \right].\]

Proceeding similarly, we get

\[\mathbb{E} \left[ \sum_{j=1}^{N} Q_j(n + 2N) | Q(n) \right] \leq \sum_{j=1}^{N} Q_j(n) + 2N\rho\]
\[\quad - (1 - \rho) \sum_{m=0}^{2N-1} h_I(n+m) Q_I(n+m)(n).\]

\[\Rightarrow \mathbb{E} \left[ \sum_{j=1}^{N} Q_j(n + 2N) - \sum_{j=1}^{N} Q_j(n) | Q(n) \right] \leq 2N\rho\]
\[\quad - (1 - \rho) \sum_{m=0}^{2N-1} h_I(n+m) Q_I(n+m)(n). \tag{23}\]

Clearly, the RHS of (23) is at most \(2N\rho\), and if for even one \(1 \leq k \leq 2N\) and \(\epsilon > 0\), \(Q_{I(n+k)}(n) > \frac{N\rho\epsilon}{(1-\rho)h(I(n+k))}\),

then \(\mathbb{E} \left[ \sum_{j=1}^{N} Q_j(n + 2N) - \sum_{j=1}^{N} Q_j(n) | Q(n) \right] < -\epsilon\). Hence, by the Foster-Lyapunov criterion \([\text{FMM95}, \text{Thm. 2.2.3}]\), we see that \(\{Q(nN + k), k, i, n \geq 1\}\) is positive recurrent for every \(1 \leq k \leq N\), and \(i \in \{1, 2\}\).

Being irreducible DTMCs as well, it is also ergodic.

\[\blacksquare\]

### 11.6 Formulating the MDP

1. **State Space**: The state of the system at time \(n \geq 1\) is the vector

\[s(t) = \left[ Q_{u_{n-1}}(n), V(n), r(n), u_{n-1} \right].\] \tag{24}

So \(s(n) \in \mathbb{N} \times \mathbb{N} \times \mathbb{N}^{N-1} \times \mathbb{I}\).

2. **Action Space**: The action space \(A = I\) for all states.

3. **Initial distribution on the State Space**: We assume that the system begins empty and so, the initial distribution \(D\) is simply \(I\{s(0)\}\), where \(s(0) = [q, V(0), r(0), i_0]\), is given and hence, known.

4. **History**: Since the state is observable, the initial history is nothing but the initial state, which is supplied as the initial information.

\[h_0 = s(0).\] \tag{25}

At time \(t\), the history provides the complete picture of successive observations and control actions chosen so far; for \(n \geq 1:\)

\[h_n = (s(0), a(0), \ldots, s(n-1), a(n-1), s(n)),\] \tag{26}

where the action taken at time \(n, a(n) \in \mathbb{I}, \forall n \geq 0\).
5. Policies: In general, a policy is a sequence of conditional distributions \( \xi = \{ \xi_n \} \) such that for each \( n \), \( \xi_n \) is a distribution on \( A \) given \( b_n \). As mentioned before, we restrict attention to policies that serve any queue \( j \) with \( r_j(i) > 0 \) first and then return to serve the incumbent. As a consequence of Prop. 1, we also restrict to the case where if \( q > 0 \) then we serve \( i \) again.

6. Transition Law: We denote the current action by \( u_n \) and distinguish two cases:

- **\( r(i) \geq 1 \) for some \( i \in I - u_{n-1} \).** Then,

\[
q_{u_n}(s(n), s(n+1)) = \mathbb{I}_{\{r_i(n+1) = r_i(n) - 1\}} \times \Pi_{j \neq i} \mathbb{I}_{\{r_j(n+1) = r_j(n) - 1\}} \times \left( \prod_{k=1}^{N} I_{u_{n_k}} \{ V_k(n), V_k(n+1) \} \right) \times \left( \prod_{k=1}^{N} q'_{u_{n_k}}(Q_k(n), Q_k(n+1)) \right),
\]

where

\[
I_{u_{n}}(V_k(n), V_k(n+1)) := \begin{cases} 1 & \text{if } V_k(n+1) = V_k(n) + 1 \text{ and } k \neq u_n, \\ 1 & \text{if } V_k(n+1) = V_k(n) = 0 \text{ and } k = u_n, \\ 0 & \text{otherwise}, \end{cases}
\]

and

\[
q'_{u_{n}}(Q_k(n), Q_k(n+1)) := \begin{cases} \lambda & \text{if } Q_k(n+1) = Q_k(n) + 1 \\ 1 - \lambda & \text{if } Q_k(n+1) = Q_k(n) + 0 \\ 0 & \text{otherwise}, \end{cases}
\]

- **\( r(n) = 0 \).** Then,

\[
q_{u_n}(s(n), s(n+1)) = \prod_{j \neq i} \mathbb{I}_{\{r_j(n+1) = 0\}} \times \left( \prod_{k=1}^{N} I_{u_{n_k}} \{ V_k(n), V_k(n+1) \} \right) \times \left( \prod_{k=1}^{N} q'_{u_{n_k}}(Q_k(n), Q_k(n+1)) \right),
\]

where

\[
I_{u_{n}}(V_k(n), V_k(n+1)) := \begin{cases} 1 & \text{if } V_k(n+1) = V_k(n) + 1 \text{ and } k \neq u_n, \\ 1 & \text{if } V_k(n+1) = V_k(n) = 0 \text{ and } k = u_n, \\ 0 & \text{otherwise}, \end{cases}
\]

and

\[
q'_{u_{n}}(Q_k(n), Q_k(n+1)) := \begin{cases} \lambda & \text{if } Q_k(n+1) = Q_k(n) + 1 \text{ and } k = u_n, \\ 1 - \lambda & \text{if } Q_k(n+1) = Q_k(n) + 0 \text{ and } k \neq u_n, \\ 0 & \text{otherwise}, \end{cases}
\]
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7. Single Stage Cost: This gives the expected cost over the current step when the current state and action are known.

\[ c(s(n), u_n) = \mathbb{E} \left[ \sum_{i=1}^{N} Q_i(n)|s_n \right] = Q_{u_{n-1}}(n) + \lambda \sum_{j \neq u_{n-1}} V_j(n) + \sum_{i \in I} R_i(n), \]  

which is the expected sum of the current queue lengths conditioned on the current state.

Recall that the optimal cost (Eqn. (11)) is given by

\[ J^*(s(0)) = \min_{\xi} \mathbb{E}^{\xi} \sum_{n=0}^{\infty} \alpha^n \mathbb{E} \left[ \sum_{i=1}^{N} Q_i(n)|s_n \right]. \]

It is to be noted that \( J^*(s(0)) \) on the R.H.S of (11) exists for every initial state \( s(0) \). Since arrivals are IID Bernoulli variables, the single stage cost can increase at most linearly with time, while the discount factor \( \alpha^n \) decreases exponentially and dominates.

The Bellman Optimality equations [Ber95] associated with this MDP formulation are as follows (recall from Eqn. (12) that we denote \( J^*(q; V; r; i) \) by \( J_i^*(q; V; r) \)). When \( r = 0 \),

\[ J_i^*(q > 0; V; r = 0) = q + \lambda \sum_{k \neq i} V_k + a \mathbb{E} J_i^* (q - 1 + A; \)

\[ V_i = 0, V_{-i} + 1; r = 0), \]

\[ J_i^*(q = 0; V; r = 0) = \lambda \sum_{k \neq i} V_k + a \min_{j \neq i} \mathbb{E} J_j^*(B(V_j); \)

\[ V_j = 0, V_{-j} + 1; r = 0), \]

where \( A \) is a generic Bernoulli(i) random variable, \( V_{-i} = [V_1, \ldots, V_{i-1}, V_{i+1}, \ldots, V_N] \) and \( 1 \in \mathbb{R}^{(N-1)} \) is the vector with 1’s at all coordinates. Finally, if random variable \( C \) is distributed \( \text{Binomial}(V_j, \lambda) \), \( B(V_j) \) is a random variable whose distribution is the same as that of \((C - 1)^r + A\).

If \( r_j \geq 1 \) for some \( j \in I - \{i\} \), the server first serves the \( \sum_{j \neq i} r_j \) packets and then returns to queue \( i \). Let \( \tilde{R} = \sum_{j \neq i} r_j, L_{-i} = \sum_{j \neq i} V_j, \) and \( \tilde{L}_{-i} = \sum_{k=1}^{\tilde{R}} \alpha^{(R-k)}(L_{-i} + N_k) \). Cubbing all these \( \tilde{R} \) slots, we get:

\[ J_i^*(q > 0; V; r) = q \sum_{k=0}^{\tilde{R}-1} \alpha^k + \tilde{\lambda} \tilde{L}_{-i} + a \tilde{R} \mathbb{E} J_i^* (q - 1 + \tilde{A}; \)

\[ V_i = 0, V_{-i} + \tilde{R} 1; r = 0), \]

\[ J_i^*(q = 0; V; r) = \lambda \tilde{L}_{-i} + a \tilde{R} \mathbb{E} J_i^* (A; V_j = 0, \)

\[ V_{-j} + \tilde{R} 1; r = 0), \]

where \( \tilde{A} \) is a \( \text{Binomial} \left(\tilde{R}, \lambda\right) \) random variable and represents the number of arrivals over \( \tilde{R} \) slots.

11.7 Proof of Thm. 4

Before we prove that cyclic exhaustive service solves the discounted cost MDP described in Sec. 11.6, we require an intermediate result on monotonicity of the optimal cost function.
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11.7.1 Monotonicity of $J^* (\cdot )$

Consider, once again, the Bellman equations.

\[
J^*_i(q > 0; v; r = 0) = q + \lambda \sum_{k \neq i} v_k + \alpha \mathbb{E} J^*_i(q - 1 + A; \\
v_i = 0, v_{-i} + 1; r = 0),
\]

\[
J^*_i(q = 0; v; r = 0) = \lambda \sum_{k \neq i} v_k + \alpha \min_{j \neq i} \mathbb{E} J^*_j(B(v_j); \\
v_j = 0, v_{-j} + 1; r = 0),
\]

where, we recall that if random variable $C$ is distributed Binomial($v_j, \lambda$), $B(v_j)$ is a random variable whose distribution is the same as that of $(C - 1)^* + A$ and $A$ is a Bernoulli random variable with $\mathbb{E}A = \lambda$. We shall now prove that the optimal cost function is monotonically increasing in the first coordinate when $r = 0$ (this is really the only scenario where decisions might have to be taken).

**Lemma 7.** When $r = 0$, the optimal $\alpha-$discounted cost function, $J^*$ satisfies

\[
J^*(q_1, v, 0) \geq J^*(q_2, v, 0), \ \forall q_1 \geq q_2, \ \text{and} \ v \in \mathbb{N}^N.
\]  

**Proof.** Let $\mathbb{M}$ denote the set of all functions $g : \mathcal{S} \mapsto \mathbb{R}_+$. Considering the R.H.S of equations(32), we define the Dynamic Programming Operator $T : \mathbb{M} \mapsto \mathbb{M}$ as in [Ber95] as follows. For any $g \in \mathbb{M}$,

\[
(Tg)_i(q > 0, v, r) = q + \lambda \sum_{k \neq i} v_k + \alpha \mathbb{E}g_i(q - 1 + A; \\
v_i = 0, v_{-i} + 1; r = 0),
\]

\[
(Tg)_i(q = 0, v, r) = \lambda \sum_{k \neq i} v_k + \alpha \min_{j \neq i} \mathbb{E}g_j(B(v_j); \\
v_j = 0, v_{-j} + 1; r = 0),
\]

Consider any $g \in \mathbb{M}$ that is increasing in $q$, i.e., $g(q + k, v, r) \geq g(q, v, r), \ \forall k \geq 1$. When

- $q \geq 1$:

\[
(Tg)_i(q + k, v, r) = (q + k) + \lambda \sum_{k \neq i} v_k + \alpha \mathbb{E}g_i(q + k - 1 + A; \\
v_i = 0, v_{-i} + 1; r = 0),
\]

\[
\geq q + \lambda \sum_{k \neq i} v_k + \alpha \mathbb{E}g_i(q - 1 + A; \\
v_i = 0, v_{-i} + 1; r = 0),
\]

\[
= (Tg)_i(q, v, r).
\]

This shows that the operator $T$ preserves monotonicity for $q \geq 1$. Proposition 2.1 of [Ber95] shows that value iteration, starting from any $g \in \mathbb{M}$, converges to the fixed point of the operator $T$, namely $J^*$, which also resides in $\mathbb{M}$. Hence, we see that $J^*$ is monotonically increasing in $q$ when $q \geq 1$. 
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• \( q = 0:\)

\[
J_j^*(0; v; r = 0) = \lambda \sum_{k \neq i} v_k + \alpha \min_{j \neq i} E_j^* \left( B(v_j); v_j = 0, v_{-j} + 1; r = 0 \right),
\]

\[
\uparrow = \lambda \sum_{k \neq i} v_k + \alpha \min_{j \neq i} E_j^* \left( B(v_j); v_j = 0, v_{-j} + 1; r = 0 \right),
\]

\[
= \lambda \sum_{k \neq i} v_k + \alpha \min_{j \neq i} \left[ \min_{j \neq i} E_j^* \left( B(v_j); v_j = 0, v_{-j} + 1; r = 0 \right) \right],
\]

\[
\leq 1 + \lambda \sum_{k \neq i} v_k + \alpha E_j^* \left( A; v_i = 0, v_{-i} + 1; r = 0 \right),
\]

\[
= J_j^*(1; v; r = 0).
\]

In equality \( \uparrow \) minimization over \( I \setminus \{i\} \) is the same as minimization over all \( I \), since attempting to schedule queue \( i \) would result in slot wastage and idling, which, as Prop. 1 shows is suboptimal and hence, will not result in a smaller cost.

11.7.2 Proof of Thm. 4

In this section, we use \( r_{-n} \) instead of \( r \) to explicitly show which queues’ \( r_j \)'s are known to the server. So, \( r_{-n} \) includes \( r_j \) \( \forall j \neq n \). Let \( D \) be a \( Bin(v_n - v_m - 1, \lambda) \) random variable. Wherever it becomes necessary to clarify the measure with respect to \( (w.r.t) \) which the expectation is being computed, we shall use \( E_\mu \) to explicitly denote expectation \( w.r.t. \) the probability mass function \( (p.m.f) \) \( \mu \). Let \( v_n \) denote the p.m.f of \( B(v_m), v_n \) that of \( B(v_m) \) and \( \mu \) that of \( D \), i.e., \( \text{Bin}(v_n - v_m - 1, \lambda) \). Also, define \( \chi \triangleq v_m \star \mu \) (here, \( \star \) denotes convolution) and \( \beta \triangleq \chi v_m \times \mu \) (the product measure). Now, with \( v_n - v_m > 0 \), we can write:

\[
E_{v_n} \left[ J_n^* \left( B(v_m); v_m = 0, v_{-m} + 1; r_{-m} = 0 \right) \right] = E_{v_n} \left[ J_m^* \left( B(v_m); v_{-m} + 1; r_{-m} = 0 \right) \right] \]

\[
\triangleq E_{\chi} \left[ J_n^* \left( B(v_m) + D; v_m = 0, v_{-m} + 1; r_{-m} = 0 \right) \right] - E_{v_m} \left[ J_m^* \left( B(v_m); v_{-m} + 1; r_{-m} = 0 \right) \right] \]

\[
= E_{\beta} \left[ J_n^* \left( B(v_m) + D; v_{-m} + 1; r_{-m} = 0 \right) \right] - J_m^* \left( B(v_m); v_{-m} + 1; r_{-m} = 0 \right) \]

\[
\triangleq \sum_{r=1}^{v_n - v_m - 1} P(r) \left[ J_n^* \left( B(v_m) + r; v_{-m} + 1; r_{-m} = 0 \right) \right. \]

\[
- J_m^* \left( B(v_m); v_{-m} + 1; r_{-m} = 0 \right) \mid D = r \]
\[ + P(0) \mathbb{E} \left[ J^*_m (B(v_m); v_{m+1}; r_{m} = 0) \right] \]

\[-J^*_m (B(v_m); v_{m+1}; r_{m} = 0) \mid D = 0 \]

\[ \leq \sum_{r=1}^{v_0 - v_{m-1}} P(r) \mathbb{E} \left[ J^*_m (B(v_m) + r; v_{m+1}; r_{m} = 0) \right] \]

\[-J^*_m (B(v_m); v_{m+1}; r_{m} = 0) \mid D = r \]  \( \quad \) (36)

Before we explain inequality \( a \) we will require the following result.

**Lemma 8.**

\[ B(v_m) \preceq B(v_m) * D, \]  \( \quad \) (37)

where, as before, \( \preceq \) refers to stochastic ordering and \( * \) denotes convolution.

**Proof.** Refer Sec. 11.8. \( \blacksquare \)

Since nondecreasing functions of stochastically ordered random variables are themselves stochastically ordered, inequality \( a \) follows from Lem. 8 and the monotonicity of \( J^* \) in the first coordinate as proved in Lemma 7 in Sec. 11.7.1. In equality \( \dagger \), \( P(r) = Pr(D = r) \), as mentioned before.

To explain inequality \( b \) we use the following observation about the difference between the state in which our controlled Markov chain (CMC) actually is and what the decision maker knows about that state. Note that the lemma that follows is true for CMCs in general. Let \( X \) (a countable set) be the state space on which the CMC actually evolves. The MDP is then defined on the set of all probability mass functions, or p.m.f.s on \( X \) denoted by \( \mathcal{P}(X) := \{ p : \forall x \in X, 0 \leq p(x) \leq 1, \text{ and } \sum_{x \in X} p(x) = 1 \} \). Let the action space be denoted by \( \mathcal{A} \).

**Lemma 9.** Let \( \mu \in \mathcal{P}(X) \) be a probability mass function, or p.m.f, on \( X \) (this p.m.f can be degenerate, i.e., 1 at some \( x \in X \) and 0 elsewhere) and \( \pi^* \) any stationary optimal policy (assuming one exists). Denote the action space when the state is \( \mu \) by \( A_\mu \subset \mathcal{A} \) and the state of the CMC at time 0 by \( X_0 \in X \). Finally, let \( c : \mathcal{P}(X) \times \mathcal{A} \to \mathbb{R}_+ \) denote the single stage cost and \( \mu_0 = \mu \). Then\(^9\),

\[ \mathbb{E}^\pi_{\mu} \left[ \sum_{k=0}^{\infty} \alpha^k c(\mu_k, A_k) \mid X_0 = x \right] \geq \mathbb{E}^\pi_{\delta_x} \left[ \sum_{k=0}^{\infty} \alpha^k c(\mu_k, A_k) \right], \]  \( \quad \) (38)

where \( \mu_k \in \mathcal{P}(X) \), \( A_k \in A_{\mu_k} \), for all \( k \geq 0 \).

**Proof.** Intuitively speaking, the L.H.S of (38) is an expectation over the subset of sample paths over which \( X_0 = x \) and when decision-making entity (in our case, the centralized scheduler) begins with knowledge of some p.m.f \( \mu \) over the state. Clearly, this does not mean that the entity knows that \( X_0 = x \). But the expectation on the R.H.S indicates that the scheduler begins knowing that \( X_0 = x \), hence the \( \delta_x \) in the subscript. Obviously, the action taken by the decision-making entity when it has complete knowledge of the state (represented by \( \delta_x \)) cannot be worse than that taken when there is ambiguity about the state (represented by some p.m.f \( \mu \) which might not be \( \delta_x \)). For details, refer Sec. 11.9 in the Appendix. \( \blacksquare \)

In short, the lemma says that while transitioning from conditioning to knowledge, the optimal cost cannot increase. Getting back to proving Eqn. (36), Lem. 9 immediately gives us inequality \( c \) below, because \( D = 0 \)

\(^9\)The discount factor is denoted by \( \alpha \).
essentially means that queue $n$’s distribution is $\text{Bin}(v_m, \lambda)$. Inequality $c$ is explained in more detail after (39).

$$\begin{align*}
\mathbb{E} & \left[ J_m^r \left( B(v_m); v_m + 1; r - m = 0 \right) \bigg| D = 0 \right] \\
\geq & \mathbb{E} \left[ J_m^r \left( B(v_m); v_{-m,n} + 1, v_n = v_m + 1; r - m = 0 \right) \right] \\
\leq & \mathbb{E} \left[ J_m^r \left( B(v_m); v_{-n} + 1; r - n = 0 \right) \bigg| D = 0 \right].
\end{align*}$$

(39)

Equality $d$ follows from the fact that two queues of length $\text{Bin}(v_m, \lambda)$, with equal arrival rates are stochastically indistinguishable. The R.H.S of equality $f$ is the expected cost of serving queue $n$, when the server knows that queue $m$ is distributed $\text{Bin}(v_m, \lambda)$ and the backlog of queue $m$ is actually a $\text{Bin}(v_m, \lambda)$ random variable, but that is exactly the R.H.S of equality $f$! Contrast this with the L.H.S of inequality $c$, where the server only knows that queue $n$ is distributed $\text{Bin}(v_m, \lambda)$, while conditioning on $D = 0$ means that queue $n$ is actually distributed $\text{Bin}(v_m, \lambda)$. So,

$$\begin{align*}
\mathbb{E} & \left[ J_n^r \left( B(v_m) + r; v_{-n} + 1; r - n = 0 \right) \right] \\
& \quad - \mathbb{E} \left[ J_m^r \left( B(v_m); v_m + 1; r - m = 0 \right) \bigg| D = 0 \right] \leq 0.
\end{align*}$$

(40)

Now, on to the R.H.S of inequality $b$. Invoking Lem. 9 and noting that $r_n = r$ means the scheduler knows that queue $n$ has at least $r$ packets, we get

$$\begin{align*}
\mathbb{E} & \left[ J_m^r \left( B(v_m); v_m + 1; r - m = 0 \right) \bigg| D = r \right] \\
\geq & \mathbb{E} \left[ J_m^r \left( B(v_m); v_{-m,n} + 1, r_{-m,n} = 0, r_n = r \right) \right] \\
\leq & \mathbb{E} \left[ J_m^r \left( B(v_m) + r; v_{-n} + 1; r - n = 0 \right) \bigg| D = r \right] \\
\leq & \mathbb{E} \left[ J_n^r \left( B(v_m) + r; v_{-n} + 1; r - n = 0 \right) \bigg| D = r \right].
\end{align*}$$

(41)

Equality $f$ is explained as follows. In the space of policies we are considering, a server always first serves all queues with positive $r$, and then returns to the incumbent. So, when it is known that $r_n = r$, the server will first serve the $r$ packets in queue $n$ and then return to queue $m$. But that will result in the same mean cost as serving queue $n$ exhaustively, when it is known that queue $n$’s backlog is distributed $\delta_r * \text{Bin}(v_m, \lambda)$. Equality $g$ uses the same logic as Equality $f$ in (39).

$$\begin{align*}
\mathbb{E} & \left[ J_n^r \left( B(v_m) + r; v_{-n} + 1; r - n = 0 \right) \right] - \mathbb{E} \left[ J_m^r \left( B(v_m); v_m + 1; r - m = 0 \right) \bigg| D = r \right] \leq 0, \ \forall 1 \leq r \leq v_n - v_m.
\end{align*}$$

(42)

From (40) and (42), the policy structure now follows. ■

11.8 Proof of Lem. 8

Given $k \geq 1$ if $Z$ is a random variable with p.m.f $\text{Bin}(k, \lambda)$ we define $\tilde{B}(k)$ as the p.m.f of $(Z - 1)^+$. Let $X_k$ ($k \geq 1$), and $Y_n$ ($n \geq 1$) be random variables with distributions $\tilde{B}(k)$, and $\text{Bin}(n, \lambda)$, respectively. In what
follows, we will first show that

\[ X_k + Y_n \geq X_{k+1} + Y_{n-1}, \quad \forall k \geq 1. \quad (43) \]

Since the L.H.S of Eqn. 43, \( X_k + Y_n \overset{d}{=} X_k + Y_{n-1} \) (where \( \overset{d}{=} \) denotes equality of distribution), it is sufficient to prove that

\[ X_k + Y_1 \geq X_{k+1}. \quad (44) \]

We show this by proving that

\[ P(X_k + Y_1 \leq l) \leq P(X_{k+1} \leq l - 1), \quad \forall l \in \{0, 1, \ldots, k\}. \quad (45) \]

We consider several cases

- **\( l = 0 \)**

  \[ P(X_{k+1} \leq 0) = (1 - \lambda)^{k+1} + (k + 1)(1 - \lambda)^k \lambda = (1 - \lambda)^k (1 + k\lambda), \]

  while

  \[
P(X_k + Y_1 \leq 0) = \left( (1 - \lambda)^k + (1 - \lambda)^{k-1} \lambda \right) (1 - \lambda) = (1 - \lambda)^k (1 + (k - 1)\lambda) < P(X_{k+1} \leq 0).
  \]

- **\( 1 \leq l \leq k - 1 \)**

  \[ P(X_{k+1} = l) = \binom{k + 1}{l + 1} \lambda^{l+1} (1 - \lambda)^{k-l}, \]

  while

  \[
P(X_k + Y_1 = l) = \binom{k}{l + 1} \lambda^{l+1} (1 - \lambda)^{(k-l-1)} (1 - \lambda) + \binom{k}{l} \lambda^l (1 - \lambda)^{(k-l)} \lambda = \left( \binom{k}{l + 1} + \binom{k}{l} \right) \lambda^{l+1} (1 - \lambda)^{(k-l)} = P(X_{k+1} = l).
  \]

  Hence, in this case, \( P(X_{k+1} \leq l) \geq P(X_k + Y_1 \leq l). \)

- **\( l = k \)**

  \[ P(X_{k+1} = l) = \lambda^{k+1}, \quad \text{and} \]

  \[ P(X_k + Y_1 = l) = P(X_k = k) P(Y_1 = 1) = \lambda^{k+1} = P(X_{k+1} = l). \quad (46) \]

  Once again, \( P(X_{k+1} \leq k) \geq P(X_k + Y_1 \leq k). \)
This proves Eqn. 44 and hence, Eqn. 43. By the same token, it is at once obvious that \(X_k + Y_n \geq X_{k+1} + Y_{n-1} \geq X_{k+2} + Y_{n-2} \ldots \geq X_{k+n}\), which means that,

\[
B(k + n) \leq B(k) \cdot \text{Bin}(n) \\
\Rightarrow B(k + n) \cdot \text{Bin}(1, \lambda) \leq B(k) \cdot \text{Bin}(n) \cdot \text{Bin}(1, \lambda) \\
\Rightarrow B(k + n) \leq B(k) \cdot B(n). \tag{47}
\]

Lem. 8 follows by setting \(v_m = k\) and \(v_n = k + n\), in (47). ■

11.9 Proof of Lem. 9

For every \(a \in A\) denote by \(p_a(z, \nu)\) the stochastic transition kernel\(^{10}\) from \(P^a X \mapsto P^a X\). Such a kernel exists by Lem. 3.2 and Eqn. 3.7 in Chapter 4 of [HL89]. Now, observe that the R.H.S of 38

\[
\mathbb{E}_{\delta_x}^P \left[ \sum_{k=0}^{\infty} a^k c(\mu_k, A_k) \right] = c(\delta_x, \pi^*(\delta_x)) \\
+ \alpha \int_{P(X)} \left( \mathbb{E}_{\nu}^P \sum_{k=1}^{\infty} a^{k-1} c(\mu_k, A_k) \right) x_{P^\pi(\delta_x)(\delta_x, d\nu)} \\
\leq c(\delta_x, \mu_a) \\
+ \alpha \int_{P(X)} \left[ \mathbb{E}_{\nu}^P \sum_{k=1}^{\infty} a^{k-1} c(\mu_k, A_k) \right] p_a(\delta_x, d\nu),
\]

for all \(a \in A^\mu\). Inequality \(\#1\) follows from the fact that \(\pi^*\) is an optimal policy. Hence, the L.H.S of 38,

\[
\mathbb{E}_{\mu}^P \left[ \sum_{k=0}^{\infty} a^k c(x_k, A_k) \mid X_0 = x \right] \leq c(\delta_x, \pi^*(\mu)) \\
+ \alpha \int_{P(X)} \left( \mathbb{E}_{\nu}^P \sum_{k=1}^{\infty} a^{k-1} c(\mu_k, A_k) \right) x_{P^\pi(\mu)(\delta_x, d\nu)} \\
\geq \mathbb{E}_{\delta_x}^P \left[ \sum_{k=0}^{\infty} a^k c(\mu_k, A_k) \right]
\]

Note that in the first term of the R.H.S of equality \(\#2\), because of the conditioning on \(\{X_0 = x\}\) the CMC is in state \(\delta_x\) which becomes the first argument of \(c(\cdot, \cdot)\) and the controller or decision maker is only told \(\mu\), which becomes the second argument of \(c(\cdot, \cdot)\). ■

11.10 Solving the Time-Average Cost MDP

We use the technique described in [Sen89] to show that the SLQ policy is optimal for the long term time-averaged cost criterion as well. We consider a sequence of discount factors \(\{\alpha_n\} \uparrow 1\) and the corresponding discounted optimal policies. We begin with the following result:

\(^{10}\)Refer Chapter 4 of [HL89] for details.
Lemma 10. ([Sen89]) Let \( \{a_n\} \) be a sequence of discount factors increasing to 1, and let \( \pi^*_n \) be the associated sequence of discounted optimal stationary policies. There exists a subsequence \( \{a_{n_k}\} \) and a stationary policy \( \pi^* \) that is a limit point of \( \pi^*_n \).

The proof of Lemma 10 can be found in [Sen89]. In our case, the assertion is easily seen to be true, since the SLQ policy is optimal for every \( \alpha \in (0, 1) \). To invoke the theorem in [Sen89], we need to first show that the conditions assumed therein are true. Towards this end let us first limit our MDP’s state space to \( S' = N \times N^N \times N^N = I - S_0 \), where \( S_0 = \{ s \in N \times N^N \times N^N : v_i = v_j = 0 \text{ for some } j \neq i \text{ or } r_j \geq 1 \text{ for some } j \in I \} \). The set \( S_0 \) contains states where multiple coordinates of \( \mathbf{V}(t) \) are zero and states with \( r_j \geq 1 \). The former class of states is not allowed, since there can be at most one transmitter in any time slot. The latter are all transient states. \( S_0 \) obviously contains the set of transient states induced by the policies under consideration, and needs to be removed so that the resulting controlled DTMC, defined on \( S' \), can be irreducible.

Now, the theorem in [Sen89] makes assumptions, which in our case can be restated as follows. For any \( \alpha \in (0, 1) \), and state \( (q, V, r, i) \in S' \),

- A: \( J_1'((q, V, r)) < \infty \).
- B: Let \( V_0 = 1 - \hat{e}_1 \) and define \( h_{i,a}(q, V, r) := J_1'((q, V, r) - J_1'((0, V_0, 0)) \). There exists \( N > 0 \), s.t.
  \[
  h_{i,a}(q, V, r) \geq -N \forall (q, V, r, i) \in S'.
  \]  
  (48)
- C: For any given pair of states \( (s, t) \in S' \times S' \), and action \( a \in I \), let \( P_{st}(a) \) denote the transition probability from state \( s \) to state \( t \) under action \( a \) in the MDP (for further details, read Sec.11.6). There exists \( M_i(q, V, r) \geq 0, a \in I \).
  \[
  h_{i,a}(q, V, r) \leq M_i(q, V, r) \forall (q, V, r, i) \in S', \text{ and } \alpha \in (0, 1),
  \]  
  (49)
  and, denoting by \( M_i \) the R.H.S in the above equation for state \( t \in S' \),
  \[
  \sum_{t \in S'} M_i P_{st}(a) < \infty, \forall s \in S' \text{ and } a \in I.
  \]  
  (50)

Theorem 11. If the assumptions A, B and C hold, \( \pi^* \) is optimal for the Average Cost problem as well.

Theorem 11 is proved in [Sen89]. To see why A is true, define \( s(0) = [q, V, r, i] \) and consider

\[
J_1'(s(0)) = \min_{\pi} \mathbb{E}_{s(0)}^\pi \sum_{n=0}^{\infty} a^n \left[ Q_{a_{n-1}}(n) + \lambda \sum_{j \neq a_{n-1}} V_j(n) + \sum_{i \in I} R_i(n) \right]
\]

\[
\leq \min_{\pi} \mathbb{E}_{s(0)}^\pi \sum_{n=0}^{\infty} a^n \left[ (Q_{a_{n-1}}(0) + n) + \lambda \left( n + \sum_{j \neq a_{n-1}} V_j(0) \right) \right]
\]

\[
\leq \min_{\pi} \mathbb{E}_{s(0)}^\pi \sum_{n=0}^{\infty} a^n \left[ (Q(0) + n) + \lambda \left( n + \sum_{j \neq a_{n-1}} V_j(0) \right) \right]
\]

\[
\leq \min_{\pi} \mathbb{E}_{s(0)}^\pi \sum_{n=0}^{\infty} a^n \left[ (Q(0) + n) + \lambda \left( n + \sum_{i \in I} R_i(0) \right) \right]
\]

\[
\leq \infty.
\]

\( ^{11} \)We define \( \hat{e}_k \) as the vector with 0’s at all coordinates except the \( k^{th} \), which is equal to 1.
where inequality $e$ follows from the fact that over $n$ slots, the backlog of queue $u_{n-1}$ cannot have increased to more than $r$ packets over its initial backlog, i.e., $Q_{n-1}(0) + r$. In inequality $f$, $Q(0) = \max_{k \in I} Q_k(0)$. Finally, inequality $\star$ uses the fact that

$$\sum_{n=1}^{\infty} n \alpha^n < \infty, \quad \forall \alpha \in (0, 1). \quad (51)$$

In Lemma 7, we have already proven that $J^*$ is increasing in its first coordinate. Now, keeping the incumbent the same, suppose one of the coordinates of $V$ is increased,

$$J^*_i(0; V; 0) = \lambda \sum_{k \neq i} V_k + \alpha \min_{k \neq i} E J^*_i(B(V_k); V_k = 0, V_{-k} + 1; 0) \leq \lambda (V_i + 1) + \alpha \sum_{k \neq i} V_k + \alpha \min_{k \neq i} E J^*_i(B(V_k); V_k = 0, V_{-k} + 1; 0),$$

$$J^* = (B(V_q + 1); V_q = 0, V_{-q} + 1; 0) \} = J^*_i(0; V + \delta_i; 0) \quad (52)$$

A similar analysis proves that $J^*$ is increasing in the coordinates of $r$ also. Finally, starting with a different incumbent, since

$$J^*_i(0; V; 0) = \lambda \sum_{k \neq i} V_k + \alpha \min_{k \neq i} E J^*_i(B(V_k); V_k = 0, V_{-k} + 1; 0), \quad (53)$$

we see that if $V_i$ in the first equation of (52) is equal to $V_i$ in (53), then $J^*_i(0; V; 0) = J^*_i(0; V; 0)$. This is achieved by noting that all since arrivals are statistically identical and independent one can simply route the packets of queue $l$ to queue $i$ and vice versa in every sample path. This doesn’t change the statistics of the system in any way and proves that

$$J^*_i(q, V, r) - J^*_i((0, V_0, 0) = h_i, \alpha(q, V, r) \geq 0 \forall i \in I. \quad (54)$$

Proving assumption C is nontrivial, and Prop. 5 (pp.629) in [Sen89] gives a sufficient condition for C to hold.

**Lemma 12.** Assume that the MDP has a stationary policy $f$ that induces an irreducible, positive recurrent Markov chain on the state space of the problem, viz, $S'$. Let $p_f(q, V, r, i)$ denote the invariant distribution of the chain and let $c_f(q, V, r, i)$ denote the non-negative cost in state $s = [q; V; r; i]$. If

$$\sum_s p_f(q, V, r, i)c_f(q, V, r, i) = E \left[ \vec{Q} + \lambda \sum_{k \neq i} \bar{V}_k + \sum_{l=1}^{\infty} \bar{r}_l \right] < \infty \quad (55)$$

then assumption C is true. Here, $\vec{Q}, \bar{V}, \bar{r}$ and $\bar{r}$ are the random variables with joint distribution $p_f$. Notice, however, from (10) that for all policies under consideration that are also stabilizing,

$$E \left[ \vec{Q} + \lambda \sum_{k \neq i} \bar{V}_k + \sum_{l=1}^{\infty} \bar{r}_l \right] = E \left[ E \left( \sum_{k=1}^{N} Q_k | \vec{Q}, \bar{V} \right) \right]$$

$$= E \sum_{k=1}^{N} Q_k, \quad (56)$$

where $[Q_1, \ldots, Q_N]$ is the stationary queue-length vector of the system. We have already shown that $\pi^*$ is stabilizing and know that the policy discussed in Sec. 4.5.4, $\pi'$, is also stabilizing from the discussion therein.
For example, suppose \( K \) switches to queue 3 with just 1 packet at the end of service for the next \( K \) slots. The drift can be split into contributions by the queue chosen for service at time \( K \). For such policies, the non-negative integers. The proof uses a simple mean drift argument with a novel Lyapunov function. Define \( L : \mathbb{Z}_+^N \rightarrow \mathbb{R}_+ \) as

\[
L(s(t)) := \sum_{j=1}^{N} \left( Q_j(t - V_j(t)) + \lambda_j V_j(t) \right)^2 + V_j(t) \lambda_j (1 - \lambda_j).
\]

We will prove that a policy that is clearly suboptimal (refer Fig. 17), again, w.r.t. delay when compared to \( \pi_K \) (meaning it idles more than \( \pi_K \)) is also stabilizing. This new policy, called “Gated K Limited service” (GKLS) policy and denoted by \( \tilde{\pi}_K \), serves only those packets that were in the chosen queue at the beginning of service, for a maximum of \( K \) slots. Also, once a queue is chosen for service, the server stays at that node (idling, if necessary), for \( K \) slots at the end of which \( \arg \max_{1 \leq i \leq N} (Q_i(t - V_i(t)) + \lambda_i V_i(t)) \) is chosen for service for the next \( K \) slots.

For example, suppose \( K = 5 \) and queue 3 has been chosen for service. At the beginning of service, suppose \( Q_3 = 2 \) and over the course of the 5 slots, it receives 4 more packets. Then \( \tilde{\pi}_K \) serves only the 2 that were in Queue 3 at the beginning of service, does not serve any of the 4 new packets and idles for the remaining \( K - 2(=3) \) slots. This is clearly suboptimal compared to \( \pi_K \) which would have served 5 packets and left queue 3 with just 1 packet at the end of \( K = 5 \) slots.

Suppose at time \( t \), \( \tilde{\pi}_K \) switches to queue \( i \). For all other queues, after \( K \) slots, \( V_j(t + K) = V_j(t) + K \), and \( Q_i(t + K - V_i(t + K)) = Q_i(t - V_i(t)) \). Therefore, at the end of \( K \) slots, the new state is \( s(t + K) = (Q_i(t - V_i(t)), Q_{i+1}(t - V_{i+1}(t)), \ldots, Q_K(t - V_K(t)), V_i(t) + K) \). Invoking the linearity of conditional expectation, computing the expected conditional drift can be split into contributions by the queue chosen for service at time \( t \), i.e., queue \( i \), and that by the

| Time Slot | \( V_1() \) (incumbent) | \( V_2() \) | \( V_3() \) | \( V_4() \) \((\arg \max_i V_i(t) = 4)\) |
|-----------|-----------------|-------------|-------------|-----------------|
| \( t \)   | \([0, 9, 11, 12]\) | \([0, 9, 11, 12]\) | \([0, 9, 11, 12]\) | \([0, 9, 11, 12]\) |
| \( t + 1 \)| \([0, 10, 12, 13]\) | \([0, 10, 12, 13]\) | \([0, 10, 12, 13]\) | \([0, 10, 12, 13]\) |
| \( t + 2 \)| \([0, 11, 13, 14]\) | \([1*, 11, 13, 0]\) | \([0, 11, 13, 14]\) | \([0, 11, 13, 14]\) |
| \( t + 3 \)| \([0, 12, 14, 15]\) | \([0, 12, 14, 15]\) | \([0, 12, 14, 15]\) | \([1*, 12, 14, 0]\) ← Queue 4 nonempty |
| \( t' \)   | \([0, 11, 13, 14]\) | \([0, 11, 13, 14]\) | \([0, 11, 13, 14]\) | \([1*, 11, 13, 0]\) ← Queue 4 empty |

Table 2: Illustrating the three types of CCA errors and the resulting \( V \)-vector misalignment. The network here comprises 4 nodes and the 4 columns represent local copies of the \( V \)-vector (i.e., \( V_i(t) \) is the copy of the \( V \)-vector at Node \( i \)). In the situation considered here, Node 1 is the incumbent and \( \arg \max_i V_i(t) = 4 \). The coordinate at which CCA error occurs is denoted by an asterisk (*). A red to blue transition implies the node detects (infers) a misalignment and also corrects it within the same time slot.

So, we set \( f \equiv \pi' \), since \( \pi' \) is stationary and Markov, and observe that for any \( \lambda \in [0, \frac{1}{K}] \) queueing delay for such policies is finite. Using Little’s law, we see that under \( \pi' \), \( \mathbb{E} \sum_{k=1}^{N} Q_k = \mathbb{E} \sum_{k=1}^{N} Q_k < \infty \). Since \( \pi' \) is stationary, this proves the claim and establishes the fact that \( \pi' \) is optimal for the average cost criterion as well.

11.11 Proof of Prop. 6

Let \( \mathbb{Z}_+ \) denote the non-negative integers. The proof uses a simple mean drift argument with a novel Lyapunov function. Define \( L : \mathbb{Z}_+^N \rightarrow \mathbb{R}_+ \) as

\[
L(s(t)) := \sum_{j=1}^{N} \left( Q_j(t - V_j(t)) + \lambda_j V_j(t) \right)^2 + V_j(t) \lambda_j (1 - \lambda_j).
\]

We will prove that a policy that is clearly suboptimal (refer Fig. 17), again, w.r.t. delay when compared to \( \pi_K \) (meaning it idles more than \( \pi_K \)) is also stabilizing. This new policy, called “Gated K Limited service” (GKLS) policy and denoted by \( \tilde{\pi}_K \), serves only those packets that were in the chosen queue at the beginning of service, for a maximum of \( K \) slots. Also, once a queue is chosen for service, the server stays at that node (idling, if necessary), for \( K \) slots at the end of which \( \arg \max_{1 \leq i \leq N} (Q_i(t - V_i(t)) + \lambda_i V_i(t)) \) is chosen for service for the next \( K \) slots.

For example, suppose \( K = 5 \) and queue 3 has been chosen for service. At the beginning of service, suppose \( Q_3 = 2 \) and over the course of the 5 slots, it receives 4 more packets. Then \( \tilde{\pi}_K \) serves only the 2 that were in Queue 3 at the beginning of service, does not serve any of the 4 new packets and idles for the remaining \( K - 2(=3) \) slots. This is clearly suboptimal compared to \( \pi_K \) which would have served 5 packets and left queue 3 with just 1 packet at the end of \( K = 5 \) slots.
other queues. For simplicity we drop the time indices and denote \( V_j(t) \) by \( V_j \) for the remainder of the proof.

\[
\mathbb{E}[L(s(t + K)) - L(s(t))|s(t)] = \mathbb{E}\left[Q_i^2(t + K) - (Q_i(t - V_i) + \lambda_i V_i)^2 - V_i \lambda_i (1 - \lambda_i)\right] +
\]

\[
\mathbb{E}\left[\sum_{j \neq i} (Q_j(t - V_j) + \lambda_j V_j)^2 + (V_j + K) \lambda_j (1 - \lambda_j) - \sum_{j \neq i} (Q_j(t - V_j) + \lambda_j V_j)^2 + V_j \lambda_j (1 - \lambda_j)\right] 
\]

The contribution to \( L(s(t + K)) \) of all queues \( j \) other than \( i \) is

\[
\sum_{j \neq i} (Q_j(t - V_j) + \lambda_j V_j)^2 + (V_j + K) \lambda_j (1 - \lambda_j)
\]

\[
= \sum_{j \neq i} (Q_j(t - V_j) + \lambda_j V_j)^2 + 2K (Q_j(t - V_j) + \lambda_j V_j) \lambda_j
\]

\[
+ K^2 \lambda_j^2 + V_j \lambda_j (1 - \lambda_j) + K \lambda_j (1 - \lambda_j). 
\]

Using (59), the second term on the R.H.S of (58) becomes

\[
\mathbb{E}\left[\sum_{j \neq i} (Q_j(t - V_j) + \lambda_j V_j)^2 + (V_j + K) \lambda_j (1 - \lambda_j)
\right]
\]

\[
- \sum_{j \neq i} (Q_j(t - V_j) + \lambda_j V_j)^2 + V_j \lambda_j (1 - \lambda_j)\right) s(t)\right] 
\]

\[
= 2K (Q_j(t - V_j) + \lambda_j V_j) \lambda_j + K^2 \lambda_j^2 + K \lambda_j (1 - \lambda_j)\right) s(t)\right] 
\]

\[
= 2K (Q_j(t - V_j) + \lambda_j V_j) \lambda_j + K^2 \lambda_j^2 + K \lambda_j (1 - \lambda_j), 
\]

where the last equality follows since the term inside the expectation is a function of \( s(t) \). Proceeding to queue \( i \), we see that

\[
Q_i^2(t + K) \overset{(sa)}{=} ((Q_i(t - V_i) + A_i[t - V_i + 1, t] - K)^2 + A_i[t + 1, t + K])^2,
\]

\[
\overset{(sb)}{\leq} (Q_i(t - V_i) + A_i[t - V_i + 1, t])^2 + K^2 + (A_i[t + 1, t + K])^2
\]

\[
- 2 (Q_i(t - V_i) + A_i[t - V_i, t]) (K - A_i[t + 1, t + K]), 
\]

Figure 17: Illustrating the suboptimality of the Gated K Limited service policy (\( \xi_k \)).
where, in equality \((\ast a)\), one first needs to note that queue \(i\) has never been served since \(t - V_i\). Also, \(A_i[x, y]\) denotes the cumulative arrivals to queue \(i\) over the time period \([x, y]\), and \(A_i[x, x]\) is the arrival over the single slot \(x\). Specifically, when the arrival process is Bernoulli, \(A_i[x, y]\) has the distribution Binomial\((y - x + 1, \lambda_i)\). Also, \((\ast b)\) follows from the fact that for any three nonnegative numbers \(x, y\), and \(z\), \((x - y)^2 + z^2 \leq x^2 + y^2 + z^2 - 2x(y - z)\). In what follows, we use the fact that if a random variable \(X \sim \text{Binomial}(m, p)\), then 
\[
\mathbb{E}X = mp(1-p) + m^2p^2.
\]

Thus, 
\[
\mathbb{E}[Q^2_i(t + K) s(t)] \leq \mathbb{E}[(Q_i(t - V_i) + A_i[t - V_i + 1, t])^2 + K^2 + (A_i[t + 1, t + K])^2 - 2(Q_i(t - V_i) + A_i[t - V_i + 1, t]) 
\times (K - A_i[t + 1, t + K]) | s(t)]
\]
\[
\leq Q^2_i(t - V_i) + 2A_iV_i Q_i(t - V_i) + V_i A_i(1 - \lambda_i) + V_i^2 \lambda_i^2 + K A_i(1 - \lambda_i) + K^2 \lambda_i^2 
- 2Q_i(t - V_i) + \lambda_i V_i - 2KQ_i(t - V_i) + A_i V_i
\]  \(\text{(62)}\)

In \((\ast c)\), one needs to note that the arrivals that enter queue \(i\) after the last time queue \(i\) was served, viz., \(A_i[t - V_i, t + K]\), are independent of \(Q_i(t - V_i)\). With this, the contribution of queue \(i\) to the expected drift (the first term on the R.H.S of (58)) is 
\[
\mathbb{E}[Q^2_i(t + K) - (Q_i(t - V_i) + \lambda_i V_i)^2 - V_i A_i(1 - \lambda_i) | s(t)]
\]
\[
\leq K^2 + K A_i(1 - \lambda_i) + K^2 \lambda_i^2 
+ 2K A_i Q_i(t - V_i) + A_i V_i - 2K Q_i(t - V_i) + A_i V_i
\]  \(\text{(62)}\)

We are now in a position to compute the expected drift. Define 
\[
\epsilon := \left(1 - \sum_j \lambda_j\right), \text{ strictly positive, by assumption. Using (60) and (62) in (58), we get}
\]
\[
\mathbb{E}[L(s(t + K)) - L(s(t)) | s(t)] \leq \left(K(K - 1) \sum_{j=1}^{N} \lambda_j^2 + K \sum_{j=1}^{N} \lambda_j + K^2\right) 
\sum_{j=1}^{N} \lambda_j \left(1 - \sum_{j=1}^{N} \lambda_j\right)
\]
\[
< -\epsilon.
\]
whenever 
\[
\max_i (Q_i(t - V_i) + \lambda_i V_i) > \left(K(K - 1) \sum_{j=1}^{N} \lambda_j^2 + K \sum_{j=1}^{N} \lambda_j + K^2\right) \frac{1}{2K}.
\]

Invoking the Foster Lyapunov theorem [FMM95] we see that the DTMC \(\{s(Kt), t \geq 0\}\) is positive recurrent. To show that \(s(t)\) is positive recurrent as well, we invoke the following lemma.

**Lemma 13.** Let \(\{X(t), t \geq 0\}\) be an aperiodic and irreducible DTMC over a countable state space. Define 
\[
Y(t) := X(Kt), \forall t \geq 0, \text{ for some positive integer } K. \text{ If } Y(t) \text{ is positive recurrent, then so is } X(t).
\]

**Proof.** Given any \(j \in \mathbb{N}\), suppose the mean recurrence time of \(j\) in \(Y(t)\) is denoted by \(v_j^{(K)}\), and in \(X(t)\) by \(v_j\). Clearly, starting from any state \(j\), every time \(X(Kt)\) hits \(j\), so does \(X(t)\). This means that \(v_j^{(K)} \geq v_j\) and since \(v_j^{(K)} < \infty\), so is \(v_j\), showing that \(X(t)\) is also positive recurrent. \(\blacksquare\)

Thus, \(s(t)\) is also positive recurrent, and the proof of Prop. 6 concludes. \(\blacksquare\)
11.12 Channel Errors and Fading

Until now, we have assumed that all transmission attempts succeed w.p.1. In this section, we consider a system similar to the one described in [TE93]. In addition to the system described in Sec. 2, we also specify that every transmission from queue $i$ succeeds with probability $p_i$ independent of all other transmissions. Specifically, fading or transmission errors are independent across time slots. This necessitates a revision of Eqn. 2, provided in Eqn. (63) wherein the random variables $C_i(t)$, that represent the fade state of the channel between node $i$ and the receiver, are modelled as Bernoulli random variables i.i.d across time and independent across queues.

$$Q_i(t+1) = (Q_i(t) - C_i(t)D_i(t)) + A_i(t+1),$$
$$Q_i(0) = A_i(0).$$

(63)

The coefficient of $D_i(t)$ in (63) is $-C_i(t) \in \{0, -1\}$, meaning Queue $i$’s transmissions are assumed to succeed whenever it is scheduled ($D_i(t) = 1$) and its channel is “ON” ($C_i(t) = 1$). We assume the system only gets to know whether a transmission succeeded or not at the end of a slot and has no knowledge of the current channel state at the scheduling instants. Since each packet at Queue $i$ takes, on the average, $1/p_i$ slots to be transmitted (i.e., its service time is Geometric with mean $1/p_i$), the capacity region of such a system is given by

$$\Lambda := \left\{ \lambda \in \mathbb{R}_+^N \mid \sum_{i=1}^N \frac{\lambda_i}{p_i} < 1 \right\}. \quad (64)$$

It can be shown that the proof of Prop. 2 remains valid even when the service time of Queue $i$ is $B_i$ and $\sum_{i=1}^N \lambda_i \mathbb{E}[B_i] < 1$. Setting $\mathbb{E}[B_i] = \frac{1}{p_i}$ we see that the LEQ policy, clearly, is still throughput optimal. Note that the LEQ scheduler does not need to know the fading probabilities $\{p_1, p_2, \cdots, p_N\}$ to stabilize the system.

11.13 Handling Alarm Traffic: The QZMAC$_{a}$ protocol

Alarm traffic is particularly important in in-network processing, wherein the data generated by the sensors is partially processed within the network before reaching the sink etc. [LRZ03, YG02, YHE02]. This is done, as mentioned earlier, to detect abnormal behavior in the processes begin monitored by the WSN and when such conditions are detected, the network generates alarm packets. To study the effects of applications generating alarm packets that need to be delivered with utmost priority, we first modify the system described in Sec. 2. Instead of a single arrival stream, every queue now has two arrival streams. One carrying non alarm traffic (which we will call data traffic) and another carrying alarm packets. The Bernoulli $\lambda_i$ input process is split (in a memoryless manner) with a fraction $1 - \alpha_i$ entering the data stream and a fraction $\alpha_i$ entering the alarm packet stream. Given that alarm packets are generated very rarely $\alpha_i$ is much smaller than $1 - \alpha_i$. In this case, we modify QZMAC as follows. We include an alarm minislot ($T_a$) at the beginning of every slot. Queues with alarm packets can use this slot to send out a high power jamming signal to inform the others that alarm packets are in the system. With this, we modify QZMAC to accommodate such traffic and call the resulting protocol QZMAC$_{a}$. So, at the beginning of slot $t$

- The slot begins with the alarm minislot $T_a$. Every queue that has an alarm packet sends out a jam signal.
- If the queues do not sense any power in $T_a$, QZMAC$_{a}$ operates exactly like QZMAC in slot $t$.
- If the queues do sense power in $T_a$, normal operation according to QZMAC is suspended for slot $t$. 
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11.13.1 Performance of QZMAC with Alarm Traffic

As can be seen from Fig. 19a, when alarm traffic is light QZMAC\textsubscript{a} provides the same delay to alarm packets as the full knowledge scheduler (the plain red and plan blue curves overlap significantly). This is because alarm packets are given maximum priority in QZMAC\textsubscript{a}. Queues with alarm packets contend for the channel and since their arrival rate (\(\alpha_iA_i\)) is small, these packets essentially see a service time of 1 slot. Moreover, the delay to data traffic (blue-with-diamonds curve) is comparable to that without any alarm traffic (dashed green curve), i.e., plain QZMAC. However, if the alarm traffic load becomes significant compared to data traffic, the performance delivered to alarm packets (solid red curve at the bottom of Fig. 19b) is not affected much due to priority queueing (this delay does show an increase near saturation from 1.005 slots to 1.357 slots, but this is still acceptable). However, the delay of data packets (blue-with-diamonds curve) degrades considerably and, as Fig. 19b shows, is much worse than that of QZMAC without any alarm traffic (dashed green curve). The curves in red are obtained by the full-knowledge scheduler with priorities (see Fig. 18b).

11.14 Effects of Nonidealities in Clear Channel Assessment

As mentioned earlier, in standard hypothesis testing parlance, the event when a CCA fails despite there being no activity on the channel is called a “False Alarm,” while the event when the CCA is successful even when a node in the network is transmitting is called a “Miss.” We denote the corresponding probabilities by \(p_{FA}\) and \(p_{miss}\) respectively. Our extensive experimentation, as described in Sec. 8, has revealed the following facts

Figure 18: Operation of the idealized full knowledge scheduler with priority service for alarm packets.

- All queues with alarm packets back off as usual over \(\{T_a + T_p + 1, \ldots, T_a + T_p + T_c\}\) and if a winner emerges, it transmits its alarm packet.
- If no winner emerges, the system still has alarm packets, which means the protocol goes into alarm mode in slot \(t + 1\) as well.
- This continues until there are no alarm packets left in the system.
Symmetric system with 30 queues (\(\alpha = 1\%\))

Geo \([X]\)/D/1 (without alarm traffic)
Geo \([X]\)/D/1 (alarm)
Geo \([X]\)/D/1 (data)
QZMAC\(_a\) (alarm)
QZMAC\(_a\) (data)
QZMAC (without alarm traffic)

QZMAC\(_a\) (alarm) overlaps with Geo \([X]\)/D/1 (alarm)
Geo \([X]\)/D/1 (data); red curve
Geo \([X]\)/D/1 (without alarm traffic); black curve

(a) Performance of QZMAC\(_a\) with \(a_t = 0.01\) for all \(i\), i.e., 1% alarm traffic.

(b) Performance of QZMAC\(_a\) with \(a_t = 0.33\) for all \(i\), i.e., 33% alarm traffic.

Figure 19: Performance of QZMAC\(_a\) with different alarm traffic arrival rates.

- For networks with diameter up to 8 meters, \(p_{FA} \approx 0\). This happens because the noise floor of modern sensors is low enough (-110 dBm for a 2MHz bandwidth) that no CCA failure triggers when the channel is free, and
- In any given time slot (not minislot), at most one CCA “Miss” occurs.

Therefore, going forward, our analysis will assume that only “Miss” events occur and at most one node’s CCA can register a spurious failure in any time slot. Table 2 illustrates the three types of misalignment that can occur. In the sequel, we will refer to them as “M1,” “M2” and “M3” errors. We now describe them in detail and explain how each type is resolved. Recall that the node currently transmitting is called the incumbent and in time slot \(t\), \(i^* = \arg\max_{i \in [N]} V_i(t)\).

M1. This is the situation in slot \(t + 2\) in Table 2. The CCA of Node \(j\) \((j \neq i^*)\) succeeds, and it assumes that Node \(i^*\) will now transmit. However, upon decoding the header, the node discovers that the incumbent is nonempty, infers that a CCA Miss has occurred and corrects its copy of the \(V\)-vector.

M2. This is the situation in slot \(t + 3\) in Table 2. The \(i^*\) Node assumes that the incumbent is empty and, being nonempty, begins transmitting. The transmissions from the two nodes now collide and further provisions are now required within QZMAC to extricate the network from this state. The subroutine discussed in Sec. 7.2 is designed to accomplish this.

M3. This is the situation in slot \(t^*\) in Table 2. This case is similar to M2., but now, Node \(i^*\) is empty. The node then decodes the header of the packet, detects the CCA miss and corrects its copy of the \(V\)-vector.

We thus see that two of the three potential types of misalignment can be detected and rectified quite easily, while only one necessitates modification to QZMAC. In Sec. 7.2 we discuss this modification. Furthermore, as the simulation results in Fig. 20 show, even at a miss rate \(p_{miss} = 3 \times 10^{-4}\), which is 100 times larger than the measures miss probability, the largest increase in mean delay due to the modification is 1.5266 slots (\(\approx 4.32\%\)), which is quite minimal.
Figure 20: Comparing mean delay with and without CCA errors. We ran QZMAC for $5.25 \times 10^6$ slots with $K_t = 5$ slots. The curve in red shows the performance of QZMAC with the RESET subroutine described in Sec. 7.2. Mean delay loss with due to imperfect CCA is at most 1.5266 slots (occurring at $\lambda = 0.0325$) even up to a CCA miss probability of $3 \times 10^{-4}$, which is quite negligible.