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Abstract:
A cascaded phase-only mask architecture (or an optical diffractive neural network) can be employed for different optical information processing tasks such as pattern recognition, orbital angular momentum (OAM) mode conversion, image salience detection and image encryption. However, for optical encryption and watermarking applications, such a system usually cannot process multiple pairs of input images and output images simultaneously. In our proposed scheme, multiple input images can be simultaneously fed to an optical diffractive neural network (DNN) system and each corresponding output image will be displayed in a non-overlap sub-region in the output imaging plane. Each input image undergoes a different optical transform in an independent channel within the same system. The multiple cascaded phase masks in the system can be effectively optimized by a wavefront matching algorithm. Similar to recent optical pattern recognition and mode conversion works, the orthogonality property is employed to design a multiplexed DNN.
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1. Introduction
Information security is a very critical issue in the acquisition, transmission and processing of various types of data such as images. In addition to the commonly used digital security technologies [1] solely based on computer algorithms, the research of optical image encryption, authentication and watermarking techniques [2-5] has received increasingly more attention in recent years. Optical security techniques exhibit certain potential advantages over digital techniques such as high parallelism, high processing speed and direct processing of physical objects.

One common optical architecture for image encryption and watermarking is the cascaded phase-only mask architecture [6-13], which can be dated back to the early work of Double Random Phase Encoding (DRPE) [6] two decades ago. Multiple cascaded phase-only masks (or referred to as phase-only holograms) are aligned at certain separation intervals either in a lens system (such as [6]) or a lensless system (such as [7]). Under coherent light illumination, the diffractive field of the input image is modulated by each phase-only mask sequentially during the forward propagation. Finally, the imaging result in the output plane is recorded as the ciphertext or retrieved hidden image. In many systems (such as [11-13]), the phase-only masks need to be appropriately designed to ensure the system output result is the target one.

In fact, as an optical information processing system, the cascaded phase-only mask architecture has been employed for optical mode conversion [14-18], optical pattern recognition [19,20] and optical image salience detection [21] in previous works, in addition to optical image security. A cascaded phase mask system is also similar to the concept of volume hologram [22] in some extent. In the work [19], a number digit recognition system is implemented all optically with a cascaded phase-only mask architecture, or referred to as an optical diffractive neural network. The phase-only masks in these systems are usually designed by certain optimization algorithms such as Gerchberg–Saxton iteration [11-13], wavefront matching [16] and error back-propagation [19].

In optical security, a cascaded phase mask system can be employed as an encryption system [6-10], which transforms an original image into a noise-like ciphertext. The multiple phase-only masks can be used as the encryption and decryption keys. Unauthorized users without knowing the key cannot recover the original
image from the ciphertext. Moreover, a cascaded phase mask system can be employed as an image hiding system [11-13]. The host image is input to the system and another hidden image will be displayed at the output imaging plane, which is a natural image completely different from the input one. Unauthorized users will not able to disclose the hidden image from the host image without a set of correct phase masks.

Conventionally, one such optical security system [6-13] with a given set of phase-only masks can only perform encryption or image hiding for a specific pair of input-output images at one time. To overcome this limitation, the encryption or hiding of multiple images using the same optical architecture has been extensively investigated [23-28]. However, in previous works [23-27], the system usually only performs a transformation from multiple input images to one single output and the output signals from individual input are mixed. In this work, we propose a novel multiplexing system to perform a transformation from multiple input images to multiple output images in a parallel manner, which was seldom investigated previously in the optical security field. To certain extent, this work can be considered as a generalization of the previous work [13]. The previous work [13] was generalized to a multiple-image security system by serially cascading individual systems originally for single input image and single output image [28]. However, the multiple input images in the system [28] will have different priorities in terms of security levels. For example, for two images A and B, A can only be decrypted after B is already decrypted but B can be decrypted when A is not known. As an advantage, the multiple images are independent, multiplexed and have equal security priorities in our proposed system in this work.

In our work, the processing of each different input-output image pair can be considered as an independent “channel”, which can be favorable in many practical applications. For example, in some previous works [29-32], optical security systems are designed for biometric authentication such as face recognition and fingerprint verification. The system can display the password image to the user if the user’s biometric feature is successfully authenticated. However, one system may be only used for the verification of one specific user. As a significant advantage, our proposed system can support the verification for multiple users and display different output message to each individual user in a multiplexed manner. One possible application scenario of our proposed scheme is shown in Fig. 1.

This paper is organized as follows. The working principles of our proposed system will be described in Section 2. The simulation results and discussions will be given in Section 3. A brief conclusion will be made.
2. Proposed Multiple-image Security System with Optical Diffractive Neural Network

2.1 General Framework of Our Proposed System

In our proposed scheme, multiple host images, with each being multiplied by a different phase mask, can be simultaneously input to the system. Under coherent light illumination, the superposed diffractive field will propagate and pass through multiple phase-only masks sequentially. Finally, multiple hidden images will be displayed in non-overlap sub-windows in the output imaging plane. The transformation of each input host image to its corresponding output hidden image is performed in an independent channel with the same set of cascaded phase masks.

A general framework of our proposed system is illustrated in Fig. 2(a). It is assumed that our proposed scheme is designed to simultaneously transform K input host images \( I_1, I_2, \ldots, I_{K-1} \) and \( I_K \) into K output hidden images \( O_1, O_2, \ldots, O_{K-1} \) and \( O_K \). In our proposed system, a different random phase-only mask is placed in each input port (at the position of the input imaging plane) and there are totally K different random phase masks. The random phase masks \( R_1, R_2, \ldots, R_{K-1} \) and \( R_K \) can be arbitrarily generated as long as they are random and different from each other. The reason why each input image is modulated by a different random phase mask first can be explained as follows. After the multiplication with random phase masks, \( I_1R_1, I_2R_2, \ldots, I_KR_K \) will become approximately orthogonal to each other, which means the inner product between any two of them (e.g. between \( I_1R_1 \) and \( I_3R_3 \)) will be approximately zero. It shall be noted that the phase masks have to be random and different from each other. If the masks are the same for different images, the orthogonality cannot be achieved. In a cascaded phase-only mask system, orthogonal inputs and orthogonal outputs are favorable for a multiplexed processing, as discussed in [33].
Then each input image modulated by its corresponding phase mask is illuminated by a coherent plane wave with the same wavelength. All the diffractive fields will be superposed and propagate from the input imaging plane to the first optimized phase mask $M_1$. The superposition of light fields can be optically implemented with beam combiners, like the superposition of object wave and reference wave in holography. It is assumed the system consists of totally $L$ optimized phase masks ($M_1, M_2, ..., M_{L-1}, M_L$) and for simplicity the neighboring masks are all placed at a distance interval of $d$. In addition, the distance between the input imaging plane and the mask $M_1$ and the distance between the output imaging plane and the mask $M_L$ are assumed to be $d$ as well. It shall be noticed that the interval distances between masks can be flexibly adjusted and not necessarily all equal. The superposed diffractive field will propagate and pass through each optimized phase mask sequentially. Finally, the light intensity of the diffractive field at the output imaging plane will be recorded. The output imaging plane contains $K$ separate regions and in each region the retrieved hidden image for each corresponding input image will be displayed. The $K$ hidden images are non-overlapped and each occupies an identical area. The non-overlapped windows for displaying each output image are orthogonal to each other since they are spatially separate [33].

The most crucial feature of our proposed system is that the processing of each pair of input-output images is independent. The system can accept all the $K$ input host images simultaneously, or only accept one single input host image, or accept an arbitrary subset of all the input host images. The corresponding output images will be displayed in the pre-designed regions of the output imaging plane and the “deactivated” regions will be blank. In fact, the entire system is inversible if the phase masks are conjugated and the light field propagates from right to left in Fig. 2. The input images can also be recovered from the output sub-window images. In this way, a large-size input image can be recovered from a small-size output image in the proposed system.

One possible optical setup for practically implementing our proposed scheme is shown in Fig. 2(b). Each input host image can be fed to the system with a laser source and an amplitude-type spatial light modulator (SLM). The $K$ random phase masks and $M$ optimized phase masks are fabricated as hardcopies and placed in the corresponding positions in the optical setup. The operation of light field superposition in Fig. 2(a) can be realized by several beam splitters in the optical system. The diffractive light fields from host images can be combined pair-wisely with beam splitters and the distance between each SLM and each beam splitter can be appropriately designed to ensure that the diffractive light field for each host image travels at the same distance to the first optimized phase mask. It is equivalent that one diffractive field propagates for a certain
distance first and is then superposed to another field with a beam splitter or one diffractive field is superposed to another field with a beam splitter first and then the superposed field propagates for the same distance. As a linear system, \( f(I_1 R_1, d) + f(I_2 R_2, d) = f(I_1 R_1 + I_2 R_2, d) \), where \( f(\ldots, d) \) denotes a Fresnel light field propagation for a distance of \( d \). Consequently, the several beam splitters at different positions can jointly perform the superposition operation in Fig. 2(a) in an equivalent way. Finally, the image intensity of the system output is recorded by a CCD sensor.

One critical issue in our proposed scheme is how to design the L optimized phase-only masks to ensure that the system can yield the desired output imaging results. In our work, a wavefront matching algorithm [16] is employed to optimize the phase values of each pixel in the phase-only masks. This algorithm is different from the commonly used Gerchberg–Saxton algorithm [11-13, 23-28] in previous relevant works.

2.2 Wavefront Matching Algorithm for Designing the Optimized Phase-only Masks

The wavefront matching algorithm for designing the optimized phase masks in our proposed system is described as follows. A simple system only consisting of two phase-only masks \( M_1 \) and \( M_2 \) is taken as an example for explanation. For simplicity, it is assumed that the system is designed for multiplexing two pairs of host images and hidden images (\( I_1 \) and \( O_1 \), \( I_2 \) and \( O_2 \), shown in Fig. 3). The number of phase masks and the number of image pairs can be far more than two. But the working principles remain the same.

![Fig. 3. Two pairs of input images and output images for multiplexed image hiding (a) Input host image \( I_1 \); (b) Input host image \( I_2 \); (c) Output hidden image \( O_1 \); (d) Output hidden image \( O_2 \).](image)

As stated above, the two host images \( I_1 \) and \( I_2 \), multiplied with corresponding phase masks \( R_1 \) and \( R_2 \), can be simultaneously input to the system as \( (I_1 R_1 + I_2 R_2) \) or each one can be individually input to the system, shown in Fig. 4. The intensity of the output field will vary according to the actual input.
Fig. 4. A simple example of proposed system with only two layers of optimized phase-only masks. The system can multiplex two input-output image pairs and the input can (a) only include image $I_1$ and corresponding random phase mask $R_1$; (b) only include image $I_2$ and corresponding random phase mask $R_2$; (c) include both.

The optimization of phase-only masks is implemented iteratively. In each iteration, there will be three steps (L+1 steps if there are L cascaded phase masks in the system). Initially, $M_1$, $M_2$ and $P$ are set to be random phase masks or uniform phase masks. They will be updated in each iteration whereas $R_1$ and $R_2$ are unchanged. $P$ can be considered as a “virtual phase mask” representing all the phase distributions of different output imaging sub-windows, which is not an actual optimization constraint.

Step One: the input field propagates forward to the back of $M_1$ and the output field propagates backward to the front of $M_1$. Each input host image and output hidden image is processed individually, illustrated in Equations (1)-(4), with $f(\ldots, d)$ representing a free-space Fresnel field propagation by the angular spectrum method with distance $d$ (either forward propagation with a positive value or backward propagation with a negative value). The phase mask $M_1$ is updated according to the rules in Equation (5), with Phase[...] representing the retrieval of phase part and conj(\ldots) representing the phase conjugation. The mathematical proof of Equation (5) can be found in the appendix part.

$$D_{\text{forward}1} = f(I_1 R_1, d)$$  \hspace{1cm} (1)
$$D_{\text{forward}2} = f(I_2 R_2, d)$$  \hspace{1cm} (2)
$$D_{\text{back}1} = f[f(O_1 P, -d)\text{conj}(M_2), -d]$$  \hspace{1cm} (3)
$$D_{\text{back}2} = f[f(O_2 P, -d)\text{conj}(M_2), -d]$$  \hspace{1cm} (4)
$$M_1 = \text{Phase}[D_{\text{back}1}\text{conj}(D_{\text{forward}1}) + D_{\text{back}2}\text{conj}(D_{\text{forward}2})]$$  \hspace{1cm} (5)

Step Two: similar to Step One, the input field propagates forward to the back of $M_2$ and the output field propagates backward to the front of $M_2$. The phase mask $M_2$ is updated according to (6), as:

$$M_2 = \text{Phase}\{f(O_1 P, -d)\text{conj}[f(f(I_1 R_1, d)M_1, d)] + f(O_2 P, -d)\text{conj}[f(f(I_2 R_2, d)M_1, d)]\}$$  \hspace{1cm} (6)

Step Three: the input field propagates forward to the output plane and the output phase $P$ is updated according to (7), as:

$$P = \text{Phase}[O_1 f(f(I_1 R_1, d)M_1, d)M_2, d) + O_2 f(f(I_2 R_2, d)M_1, d)M_2, d)]$$  \hspace{1cm} (7)

After Step Three, the algorithm will enter the next iteration and starts with Step One again. After a certain number of iterations, the algorithm will finally converge and the optimized phase-only masks $M_1$ and $M_2$ are finally obtained. The wavefront matching algorithm for phase mask optimization is illustrated in Fig. 5.
Fig. 5. Wavefront matching algorithm for phase mask optimization in our proposed system

In the simulation of Fresnel field propagation in this work, the angular spectrum method is employed for the generation of all the results. It shall be noted that there are two ways, i.e. circular convolution and linear convolution [34], for the implementation of angular spectrum method. It is assumed that both the input light field before propagation and the output light field after propagation have \( N \times N \) pixels. In circular convolution, the input plane is directly transformed to the output plane with an angular spectrum consisting of \( N \times N \) pixels. In linear convolution, the input plane is first expanded to a plane containing \( 2N \times 2N \) pixels by zero-padding. Then it is transformed to the output plane with an angular spectrum consisting of \( 2N \times 2N \) pixels. Finally, the center window with \( N \times N \) pixels is cropped from the output plane as the final Fresnel transformed result. A comparison between circular convolution and linear convolution in the angular spectrum method is shown in Fig. 6. Linear convolution is more accurate than circular convolution in the modeling of light field propagation. But the forward and backward propagation will not be identical due to the cropping operation in the linear convolution, which is not favorable in the iterative optimization of phase masks in the wavefront matching algorithm. In this work, both circular convolution and linear convolution are used. In the iterative design of phase masks, circular-convolution-based angular spectrum method is adopted. After the optimized phase masks are designed, the output result is obtained from the input by modeling the system with linear-convolution-based angular spectrum method. The transfer function in the angular spectrum method can be also filtered in a bandlimited way for more accurately modeling the far-field propagation [34]. Since the propagation distance between neighboring phase masks is small in this work, the transfer function is not modified in the angular spectrum method.
In addition, the modulation masks in the system are not necessarily phase-only theoretically. The modulation masks can perform amplitude-only modulation and complex modulation (both amplitude and phase). Equation (5) will be changed to Equation (8) and Equation (9) respectively for amplitude masks and amplitude-phase masks (Real[…] refers to the real part of the light field). Equation (6) needs to be modified accordingly as well. The mathematical proof can be found in the appendix part.

$$M_1 = \text{Real}[D_{\text{back1}} \text{conj}(D_{\text{forward1}}) + D_{\text{back2}} \text{conj}(D_{\text{forward2}})]/(D_{\text{forward1}}^2 + D_{\text{forward2}}^2)$$ (8)

$$M_1 = [D_{\text{back1}} \text{conj}(D_{\text{forward1}}) + D_{\text{back2}} \text{conj}(D_{\text{forward2}})]/(D_{\text{forward1}}^2 + D_{\text{forward2}}^2)$$ (9)

3. Result and Discussion

In the simulation, four input-output image pairs are tested with our proposed multiplexed optical image hiding system consisting of four cascaded optimized phase-only masks. The horizontal and vertical extent of each input image (host image) and each phase mask is 512×512 pixels. The horizontal and vertical extent of each output image (hidden image) is 128×128 pixels. Four non-overlap windows will totally occupy an area of 256×256 pixels in the center of the output imaging plane. The pixel size is 20μm and the separation distance d is 0.05m. The wavelength of the illumination light is 532nm. Four pairs of pre-defined input host images and output hidden images are shown in Fig. 7 and Fig. 8 respectively.
Fig. 7. Four pre-defined input host images in the optical image hiding systems: (a) Input host image $I_1$; (b) Input host image $I_2$; (c) Input host image $I_3$; (d) Input host image $I_4$.

Fig. 8. Four pre-defined output hidden images in the optical image hiding systems (a) Corresponding to Fig. 7(a); (b) Corresponding to Fig. 7(b); (c) Corresponding to Fig. 7(c); (d) Corresponding to Fig. 7(d).

After 30 iterations of optimization using the wavefront matching algorithm, the optimized phase masks
can be obtained. The output imaging results are shown in Fig. 9 when the system input is set to be varying host images.

![Fig. 9. System output results when the system input is (a) Host image $I_1$; (b) Host image $I_2$; (c) Host image $I_3$; (d) Host image $I_4$; (e) Host image $I_1$ plus Host image $I_3$; (f) All host images.](image)

It can be observed that the designed system can correctly display the desired hidden images in the corresponding regions of the output imaging plane. When a subset of input images is fed into the system, only the corresponding output images will be displayed and the remaining regions are blank. An acceptable level of noise can be observed in the results. The noise problem in optical security systems can be possibly solved by error correction coding [35-36].
The four random phase masks ($R_1, R_2, R_3$ and $R_4$) and four optimized cascaded phase masks ($M_1, M_2, M_3$ and $M_4$) can be employed as security keys. The desired output images can only be displayed when the input image multiplied with the corresponding random phase mask is correct and all the cascaded phase mask keys are correct. Otherwise, only random-noise results will be obtained in the output imaging plane, shown in Fig. 10.

The number of optimized phase-only masks in the system, i.e. $L$, is not limited to four and can be reduced or increased. On the one hand, as the number of phase mask layers increases, there will be more degrees of freedom in the light field modulation and transformation to enhance the quality of output imaging results. The mapping function between input images and output images will be simulated more accurately by the optical system. On the other hand, more loss will be introduced due to the limited aperture size of each mask if the light field passes through more phase masks and propagates with a longer distance. The PSNR (Peak Signal to Noise Ratio) of output imaging results compared with the reference images for varying number of phase masks is shown in Fig. 11 (red curve). It can be observed that the quality is optimal when the number of phase masks is $L=4$. The quality will be degraded either the number of phase masks is less than or more than 4. The output imaging results are shown in Fig. 12(a), Fig. 12(b) and Fig. 12(c) for comparison when the number of phase masks is 2, 4 and 6. The result in Fig. 12(a) is contaminated with more noise compared with Fig. 12(a). The result in Fig. 12(c) is contaminated with less noise compared with Fig. 12(b) but the image information in the area near the four edges in Fig. 12(c) is eroded in some extent. Consequently the overall quality of Fig. 12(c) is worse than Fig. 12(b).
Fig. 11. PSNR (Peak Signal to Noise Ratio) of output imaging results compared with the reference images for varying number of phase-only, amplitude-only and amplitude-phase masks (four input-output channels).

Based on Equation (8), Equation (9) and the appendix part, the proposed system with amplitude-only masks and amplitude-phase masks is simulated as well. From Fig. 11, it can be observed that the amplitude-only masks can yield better results than the phase-only masks and the amplitude-phase masks can yield even better results than the amplitude-only masks. By using the same number of masks (L=4), the output imaging results
with amplitude modulation and amplitude-phase modulation are shown in Fig. 12(d) and Fig. 12(e), compared with the one with phase-only modulation in Fig. 12(b). In practice, amplitude-only masks suffer from the problem of low diffraction efficiency and a complex modulation mask for both amplitude and phase is difficult to realize. As a result, phase masks are more commonly used in previous works even though phase-only modulation may not always be the optimal way of modulation.

In addition, the amount of noise in the output imaging results will generally increase when the number of multiplexed input-output image pairs $K$ increases if the number of phase mask layer remains fixed, shown in Fig. 13. The PSNR for Fig. 13(a), Fig. 13(b) and Fig. 13(c) compared with original reference images are 13.7286 dB, 13.3097 dB and 12.7565 dB respectively, as the number of parallelly processed image pairs increase from 2 to 3 and 4. An open source Matlab code for the simulation of our proposed system can be found in [37].

![Output imaging result when the cascaded phase-only mask system contains 4 layers of phase masks (L=4) and K host images are input: (a) K=2; (b) K=3; (c) K=4.](image)

4. Conclusion

An optical architecture with cascaded phase-only masks (or phase-only holograms) is often employed for optical information processing such as optical mode conversion, optical pattern recognition and optical security. The cascaded phase mask system is also referred to as an optical diffractive neural network. In previous works, such an architecture is attempted for transforming one single input image to one single output image, or multiple input images into one single output, for encryption or watermarking. In this work, we propose an optical image hiding (or encryption) system that can process multiple pairs of input-output images in a multiplexed manner for the first time.

Each input host image is multiplied with a random phase mask first and the complex light field can be individually or jointly input to a cascaded phase-only mask architecture with $L$ layers. With the propagating diffractive field being modulated by each phase mask sequentially, the desired output results will be displayed in each spatially separated sub-windows of the output imaging plane.

In this work, a wavefront matching algorithm is employed to optimize the $L$ phase masks in the system, different from the commonly used Gerchberg–Saxton algorithm. The algorithm can be used to design a cascaded phase mask system with arbitrary number of layers. In contrast, in previous optical security works (such as [2-13]), the number of layers is usually restricted to two to four layers.

Simulation results reveal that our proposed system can achieve acceptable imaging quality, low cross-talk between different channels and good security for image hiding. In future works, the multiplexing capacity may be enhanced by wavelength multiplexing and polarization multiplexing [38]. The implementation of an optical diffractive neural network in an incoherent manner will be investigated as well [39].

**Appendix: wavefront matching algorithm (phase-only, amplitude-only and amplitude-phase)**

It is supposed that $d_{f1}, d_{f2}, d_{b1}$ and $d_{b2}$ are the complex-amplitudes of one corresponding pixel in two pairs of forward and backward propagating fields $D_{\text{forward}1}, D_{\text{forward}2}, D_{\text{back}1}$ and $D_{\text{back}2}$. 

(1) If the mask is a phase-only mask, the corresponding pixel in the mask will be \( \exp(j\theta) \). The objective is to minimize the overall error \( E(\theta) \) between the modulated forward propagating fields and backward propagating fields.

\[
E(\theta) = |d_{f1}\exp(j\theta) - d_{b1}|^2 + |d_{f2}\exp(j\theta) - d_{b2}|^2 \\
= |d_{f1}|^2 + |d_{b1}|^2 - d_{f1}\conjugate{d_{b1}}\exp(j\theta) - d_{b1}\exp(j\theta) + |d_{f2}|^2 + |d_{b2}|^2 - d_{f2}\conjugate{d_{b2}}\exp(j\theta) - d_{b2}\exp(j\theta) \\
= |d_{f1}|^2 + |d_{b1}|^2 - 2Re\{d_{b1}\conjugate{d_{f1}}\exp(-j\theta)\} + |d_{f2}|^2 + |d_{b2}|^2 - 2Re\{d_{b2}\conjugate{d_{f2}}\exp(-j\theta)\}
\]

When \( E(\theta) \) is minimum, \( Re\{(d_{b1}\conjugate{d_{f1}} + d_{b2}\conjugate{d_{f2}})\exp(-j\theta)\} \) is maximum and the angle of \( [d_{b1}\conjugate{d_{f1}} + d_{b2}\conjugate{d_{f2}}]\exp(-j\theta) \) is zero. Therefore \( \theta \) equals the angle of \( [d_{b1}\conjugate{d_{f1}} + d_{b2}\conjugate{d_{f2}}] \) and \( \exp(j\theta) = \text{Phase}[d_{b1}\conjugate{d_{f1}} + d_{b2}\conjugate{d_{f2}}] \)

When the number of input-output pairs is extended from 2 to \( N \),

\[
\exp(j\theta) = \text{Phase}\left[\sum_{n=1}^{N} d_{bn}\conjugate{d_{fn}}\right]
\]

(2) If the mask is an amplitude-only mask, the corresponding pixel in the mask has an intensity \( Q \). The objective is to minimize the overall error \( E(Q) \) between the modulated forward propagating fields and backward propagating fields.

\[
E(Q) = |Qd_{f1} - d_{b1}|^2 + |Qd_{f2} - d_{b2}|^2 \\
= |Qd_{f1}|^2 + |d_{b1}|^2 - Qd_{f1}\conjugate{d_{b1}} + Qd_{b1}\conjugate{d_{f1}} + |Qd_{f2}|^2 + |d_{b2}|^2 - Qd_{f2}\conjugate{d_{b2}} - Qd_{b2}\conjugate{d_{f2}} \\
= Q^2\left(|d_{f1}|^2 + |d_{f2}|^2\right) - 2QRe[d_{b1}\conjugate{d_{f1}}] + Q^2\left(|d_{f2}|^2 + |d_{b2}|^2\right) - 2QRe[d_{b2}\conjugate{d_{f2}}]
\]

The derivative of \( E(Q) \) over \( Q \) is \( E(Q)' = 2Q\left(|d_{f1}|^2 + |d_{f2}|^2\right) - 2Re[d_{b1}\conjugate{d_{f1}} + d_{b2}\conjugate{d_{f2}}] \)

When \( E(Q) \) is minimum, \( E(Q)' = 0 \) and

\[
Q = Re[d_{b1}\conjugate{d_{f1}} + d_{b2}\conjugate{d_{f2}}]\left(|d_{f1}|^2 + |d_{f2}|^2\right)
\]

When the number of input-output pairs is extended from 2 to \( N \),

\[
Q = Re\left[\sum_{n=1}^{N} d_{bn}\conjugate{d_{fn}}\right] / \sum_{n=1}^{N} |d_{fn}|^2
\]

(3) If the mask is an amplitude-phase modulation mask, the corresponding pixel in the mask will be \( Q \cdot \exp(j\theta) \). The objective is to minimize the overall error \( E(Q, \theta) \) between the modulated forward propagating fields and backward propagating fields.

\[
E(Q, \theta) = |Qd_{f1}\exp(j\theta) - d_{b1}|^2 + |Qd_{f2}\exp(j\theta) - d_{b2}|^2 \\
= |Qd_{f1}|^2 + |d_{b1}|^2 - Qd_{f1}\conjugate{d_{b1}}\exp(j\theta) - Qd_{b1}\exp(j\theta) + |Qd_{f2}|^2 + |d_{b2}|^2 - Qd_{f2}\conjugate{d_{b2}}\exp(j\theta) - Qd_{b2}\exp(j\theta)
\]
\[ + |Qd_{f_2}|^2 + |d_{b_2}|^2 - Qd_{f_2}\text{conj}(d_{b_2})\exp(j\theta) - Qd_{b_2}\text{conj}(d_{f_2})\exp(-j\theta) \]
\[ = Q^2|d_{f_1}|^2 + |d_{b_1}|^2 - 2Q\text{Re}[d_{b_1}\text{conj}(d_{f_1})\exp(-j\theta)] \]
\[ + Q^2|d_{f_2}|^2 + |d_{b_2}|^2 - 2Q\text{Re}[d_{b_2}\text{conj}(d_{f_2})\exp(-j\theta)] \]
\[ = Q^2( |d_{f_1}|^2 + |d_{f_2}|^2 ) - 2Q\text{Re}[d_{b_1}\text{conj}(d_{f_1}) + d_{b_1}\text{conj}(d_{f_1})]\exp(-j\theta) + |d_{b_1}|^2 + |d_{b_2}|^2 \]

The variable \( \theta \) is considered first. When \( E(Q, \theta) \) is minimum, \( \text{Re}[d_{b_1}\text{conj}(d_{f_1}) + d_{b_2}\text{conj}(d_{f_2})]\exp(-j\theta) \) is maximum since \( Q \geq 0 \) and the angle of \( [d_{b_1}\text{conj}(d_{f_1}) + d_{b_2}\text{conj}(d_{f_2})]\exp(-j\theta) \) is zero. Therefore \( \theta \) equals the angle of \( [d_{b_1}\text{conj}(d_{f_1}) + d_{b_2}\text{conj}(d_{f_2})] \) and \( \exp(j\theta) = \text{Phase}[d_{b_1}\text{conj}(d_{f_1}) + d_{b_2}\text{conj}(d_{f_2})] \)

When the number of input-output pairs is extended from 2 to \( N \),
\[ \exp(j\theta) = \text{Phase}\left[ \sum_{n=1}^{N} d_{b_n}\text{conj}(d_{f_n}) \right] \]

Then \( E(Q, \theta) = Q^2( |d_{f_1}|^2 + |d_{f_2}|^2 ) - 2Q|d_{b_1}\text{conj}(d_{f_1}) + d_{b_2}\text{conj}(d_{f_2})| + |d_{b_1}|^2 + |d_{b_2}|^2 \)

The partial derivative of \( E(M, \theta) \) over \( Q \) is \( \partial E/\partial Q = 2Q( |d_{f_1}|^2 + |d_{f_2}|^2 ) - 2|d_{b_1}\text{conj}(d_{f_1}) + d_{b_2}\text{conj}(d_{f_2})| \)

When \( E(Q, \theta) \) is minimum, \( \partial E/\partial Q = 0 \) and
\[ Q = |d_{b_1}\text{conj}(d_{f_1}) + d_{b_2}\text{conj}(d_{f_2})| / ( |d_{f_1}|^2 + |d_{f_2}|^2 ) \]

When the number of input-output pairs is extended from 2 to \( N \),
\[ Q = | \sum_{n=1}^{N} d_{b_n}\text{conj}(d_{f_n}) | / \sum_{n=1}^{N} |d_{f_n}|^2 \]

Then entire complex-amplitude modulation mask can also be written as:
\[ Q \cdot \exp(j\theta) = \sum_{n=1}^{N} d_{b_n}\text{conj}(d_{f_n}) / \sum_{n=1}^{N} |d_{f_n}|^2 \]
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