Chiral order and electromagnetic dynamics in one-dimensional multiferroic cuprates
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We show by unbiased numerical calculations that the ferromagnetic nearest-neighbor exchange interaction stabilizes a vector spin chiral order against the quantum fluctuation in a frustrated spin-\(\frac{1}{2}\) chain relevant to multiferroic cuprates, LiCu2O2 and LiCuVO4. Our realistic semi-classical analyses for LiCu2O2 resolve controversies on the helical magnetic structure and unveil the pseudo-Nambu-Goldstone modes as the origin of experimentally observed electromagnons.

PACS numbers: 75.10.Jm, 77.80.-e, 75.40.Gb, 75.80.+q

The parity symmetry may be broken spontaneously in magnets [1–3] even if the original crystal structure preserves it. It occurs, for instance, when the vector chirality [3] \(\kappa_{r,r'} = \langle S_r \times S_{r'} \rangle\) of neighbouring spins \(S_r\) and \(S_{r'}\) acquires a nonzero macroscopic average in geometrically frustrated magnets [Fig. 1(a)]. The helical magnetism [1, 2] in which the spins align in a helix with a particular handedness is a typical example. This issue of the spin chiral order [3] and the associated electromagnetic excitations have been highlighted by a recently discovered multiferroic behavior, a ferroelectricity induced by a spin cycloid [4, 5]. In spite of theoretical advances in the understanding of the static magnetoelectric effect [6–8], the dynamical effects [9–12] remain controversial.

In helical magnets, three Nambu-Goldstone modes appear in principle [1, 2] since the SU(2) symmetry of the spins are fully broken. In the case of the spin cycloid [Fig. 1(b)], one corresponds to a phason describing an infinitesimal change of the pitch of the cycloid [Fig. 1(c)]. The other two represent infinitesimal rotations of the cycloid plane [Fig. 1(d)]. Because of magnetic anisotropy, they usually acquire an energy gap and can then be probed with the antiferromagnetic resonance [13]. These modes may also be excited by the electric component of light through the magnetoelectric coupling. Recent THz spectroscopy experiments on RMnO3 [9, 10] have demonstrated that this electromagnon spectrum grows below the ferroelectric transition temperature. However, because of the large GdFeO3-type distortion, the observed spectrum is dominated by high-energy magnons at the Brillouin-zone boundary [10] through the magnetostriction mechanism [14]. The roles of the Nambu-Goldstone modes remain open [11].

The ferroelectricity associated with the spin cycloid has also been found in quasi-one-dimensional (Q1D) cuprates, LiCu2O2 [15] and LiCuVO4 [16]. These spin-chain compounds are advantageous in observing the lowest-energy magnons in the optical spectrum since the crystal structure is less distorted along the chains. In particular, in LiCu2O2, the contribution from the zone-boundary magnons along the chain is prohibited by the symmetry. However, the understanding of experimental findings on the Q1D multiferroic cuprates remains controversial, including the magnetic ordering pattern [12, 17–20] and the dynamical properties [12] in LiCu2O2. Furthermore, it is by far nontrivial from the theoretical viewpoint whether the chiral LRO parasitic to the helical magnetism can be stabilized against quantum fluctuations. In fact, strong quantum fluctuations in one dimension often lead to a valence-bond order accompanied by a moderately large gap in the spin excitations [21, 22]. This spin gap can prevail over weak inter-chain couplings and prevent the helical magnetic long-range order (LRO), as in CuGeO3 [23]. A possibility that the chiral ordered phase can appear for a weak easy-plane anisotropy in the frustrated spin-\(\frac{1}{2}\) chain has been addressed [24, 25], and conclusive calculations are called for.

In this Letter, we develop a comprehensive theory for

FIG. 1: (Color) (a) A 1D frustrated spin model with \(J_1\) and \(J_2(>0)\) being the nearest-neighbor and second-neighbor exchange couplings. (b) A spin cycloid in the propagation direction of the \(J_1-J_2\) spin chain. Spins rotate within the common plane represented by the disks. (c,d) Three Nambu-Goldstone modes in the SU(2)-symmetric model; a phason [\(\kappa\)] and two rotation modes of the spiral plane [\(\kappa\)]. (e) Cu\(^{2+}\); Cu\(^{2+}\) and O\(^{2-}\) ions in LiCu2O2, and inter-chain Heisenberg exchange \((J_{a,\perp})\) and inter-layer Dzyaloshinskii-Moriya interactions. On the arrows with four different colors, four distinct DM vectors (\(D^*\)) are assigned. (f) Hypothetical magnetic structure (red arrows) and lowest-energy spin-excitation mode (rotations around blue arrows) in the THz range for LiCu2O2.
Q1D multiferroic cuprates. We uncover that the ferromagnetic nearest-neighbor exchange coupling $J_1$ stabilizes a chiral order in the frustrated spin-$\frac{1}{2}$ chain under weak easy-plane anisotropy, in sharp contrast to the case of the antiferromagnetic $J_1$ [Fig. 2(b)]. With weak three-dimensional (3D) couplings, this roughly controls whether the ground state exhibits the helical magnetic order or the Neel/dimer order. Our phase diagram is useful for classifying several Q1D cuprates [26, 27] [Fig. 2]. We also theoretically clarify the magnetic ordering structure and the electromagnetic excitation spectra in LiCu$_2$O$_2$, which show overall agreements with experiments [12, 15, 17–20]. These agreements give evidence that weak inter-chain couplings and magnetic anisotropy allow the electric component of light to excite otherwise zero-energy Nambu-Goldstone modes.

We first reveal the origin of the vector chiral order underlying the spin spiral in LiCuVO$_4$ and LiCu$_2$O$_2$. At higher temperatures than the inter-chain couplings of order of the Neel temperature (2.5 K and 24 K for LiCuVO$_4$ and LiCu$_2$O$_2$, respectively), they are described in terms of a one-dimensional (1D) spin-1/2 model [Fig. 1(a)],

$$H_{1D} = \sum_{n=1,2} J_n \sum_j (S_j^x S_{j+n}^x + S_j^y S_{j+n}^y + \Delta S_j^z S_{j+n}^z),$$

\[ (J_2 > 0) \text{ with the electronic spin } S_j = (S_j^x, S_j^y, S_j^z) \text{ at the Cu}^{2+} \text{ site } j \text{ in the chain, and the small symmetric easy-plane exchange anisotropy } 0 < 1 - \Delta \ll 1. \]

In the classical limit, a helical magnetic ground state is realized for $|J_1/J_2| < 4$ [Fig. 2(a)], with a finite uniform vector spin chirality $\langle \kappa_{j,j+1} \rangle = \kappa^z$. In the quantum spin-$\frac{1}{2}$ case, this chiral order tends to yield to valence bond orders [21, 22]. However, our previous finite-size calculation of the spin Drude weight, supplemented by the bosonization analysis, has suggested that the chiral phase might survive in a wider range for ferromagnetic $J_1$ [25]. To precisely determine the ground-state phase diagram in a conclusive manner, we have performed numerical calculations based on the time evolving block decimation algorithm for an infinite system (iTEBD) [28]. Figure 2(b) presents the global phase diagram and a profile of the chiral order parameter $\kappa^z$ in the space of $J_1/J_2$ and $\Delta$. It confirms that the chiral phase extends over a wider region for ferromagnetic $J_1 < 0$. In particular, the chiral order is pronounced by small magnetic anisotropy $1 - \Delta > 0$ and a moderate value of $|J_1/J_2|$ that roughly correspond to the multiferroic cuprates. This chiral LRO is stable up to a close vicinity of the $SU(2)$-symmetric case $\Delta = 1$, where it is replaced by a dimer order. It is also replaced with another dimer order with a unit of $|\uparrow\downarrow| + |\downarrow\uparrow|$ by stronger anisotropy $0 \leq \Delta \lesssim 0.6$. On the other hand, for antiferromagnetic $J_1 > 0$, the singlet-dimer order accompanied by the spin gap is robust [21, 22].

The above results clearly explain why the Q1D helical magnets or the candidate materials are found dominantly on the ferromagnetic side of $J_1$ while the materials lo-
cated on the antiferromagnetic side of \( J_1 \) usually show a spin-singlet dimer order or a collinear antiferromagnetic LRO. In real materials having weak inter-chain couplings, the helical spin quasi-LRO in the chiral phase [24] readily evolves into a genuine helical LRO. Even when the magnetic anisotropy is so small that a material with \( J_1 < 0 \) is located in a narrow dimer phase near \( \Delta = 1 \), the spin gap is orders of magnitude smaller than for \( J_1 > 0 \). Therefore, the weak 3D couplings may close the spin gap and recover the helical magnetic LRO. Once the helical magnetic LRO readily occurs at a finite temperature on the ferromagnetic side of \( J_1 \), as in the case of LiCu_2O_2, then the static and dynamical properties can be calculated through semi-classical analyses [2]. In the rest of this Letter, constructing a realistic spin model, we will give a theoretical explanation of overall experimental findings on LiCu_2O_2.

The material contains four \( J_1-J_2 \) spin chains [Fig. 1(a)], each of which lies in one of four stacked \( ab \) layers (I to IV) in the unit cell [Fig. 1(c)]. Neutron-scattering experiments [17] have revealed a magnetic Bragg peak at an incommensurate wavevector \((0.5, 0.173, 0)\) in the reciprocal lattice unit, and the QID spin-wave dispersion along the \( b \) axis. The observation of the ferroelectric polarization \( P \parallel c \) [15, 19] and the polarized neutron-scattering experiment [19] indicate the emergence of the uniform \( bc \) spin-spiral component in the lowest-temperature phase. Then, a minimal spin model should include the interactions shown in Fig. 1(e). In each layer, the adjacent spin chains along the \( a \) axis are coupled via the Heisenberg exchange interaction with moderate coupling strength \( J_a \) [Fig. 1(e)]. Two pairs of the adjacent layers, II and III, and IV and I, are also coupled via the nearest-neighbor inter-chain Heisenberg exchange coupling \( J_1 \) in a zigzag manner [Fig. 1(e)]. On the other hand, a small Heisenberg exchange coupling \( J' \) (not shown) between the other two pairs of layers, I and II, and III and IV, induces an incommensurability along the \( a \) axis, i.e., \( Q_a \neq \pi / a \), which disagrees with the experiment [17, 19, 20]. To stabilize the experimentally reported uniform \( bc \) spiral component [12, 15, 19, 20] and to pin the commensurability along the \( a \) axis, the \( a \) component of the Dzyaloshinskii-Moriya (DM) vectors for the inter-layer DM interactions between I and II and between III and IV is indispensable. This can be provided through the second-neighbor bonds characterized by the four DM vectors \( D'' \), which are specified by the amplitudes of the \( a, b, c \) components \( D_a'', D_b'', D_c'' \) [Fig. 1(e)] from the symmetry argument. For simplicity, we take \( J' = D_a'' = D_c'' = 0 \).

The intra-chain DM vectors specified by the amplitude \( D \) and the angle \( \theta \) are uniform within each layer, but the symmetries of the crystal require that their directions alternate in the layer index: \( D_1 = D(\cos \theta, 0, \sin \theta), \) \( D_{II} = D(-\cos \theta, 0, \sin \theta), \) \( D_{III} = D(\cos \theta, 0, -\sin \theta), \) and \( D_{IV} = D(-\cos \theta, 0, -\sin \theta) \). The classical analysis of this model Hamiltonian shows that the intra-chain DM interaction rotates the cycloid planes about the \( b \) axis from the \( bc \) plane by different angles \( \varphi_1, \varphi_2, -\varphi_1, \) and \( -\varphi_2 \) for the layers I, II, III, and IV, respectively. With the Bragg-peak position \((0.5, 0.173, 0)\) [17], a choice of \( (\varphi_1, \varphi_2)/(2\pi) = (-0.08, -0.02) \) reproduces the \(^7\)Li nuclear magnetic resonance spectra [18, 20] (Supplementary Figure S4). Then, the exchange and DM coupling parameters are determined to reproduce the ordering wavevector \( Q \), the rotation angles \( (\varphi_1, \varphi_2) \) of the spiral planes, the anisotropy in the antiferromagnetic resonance spectra [12]; \( (J_1, J_2, J_3, J_4, J_1, D, D_b') = (-11.3, 5.9, 1.1, 0.08, 0.37, 0.26) \) meV and \( \theta/(2\pi) = 0.43 \). It is noteworthy that our choice \((J_1, J_2, J_3, J_4)\) is within a reasonable range with respect to previous analyses of inelastic neutron-scattering experiments [17]. The obtained magnetic structure is presented in Fig. 1(f).

The associated QID spin-wave dispersions are shown in Fig. 3(a). Magnetic anisotropy has produced the energy gap in otherwise zero-energy Nambu-Goldstone modes at \( q = \pm Q \). Since four spins exist in the unit cell, there appear an acoustic branch and three optical branches. The splitting of the four branches is pronounced at the dispersion minima, \( q = 0 \) and \( q = \pm Q \), where we further take account of the bilinear mixing of \( q = 0 \) and \( q = \pm Q \) magnons through the degenerate perturbation theory of inter-layer and DM couplings. Figure 3(b) shows the anisotropy of the obtained anti-ferromagnetic resonance spectra \( \text{Im}[\chi_{cc}(\omega) - (\chi_{aa}(\omega) + \chi_{bb}(\omega))/2] \), which remarkably agrees with the experimental result [12]. The lowest-energy mode at \( \omega \approx 0.8 \) meV is associated with a linear combination of the intra-layer phason modes where the change of the pitch of the cycloid in the layers I and II is opposite to that in the layers III and IV [Fig. 1(f)]. It is also accompanied by a small fraction of \( 2Q \) oscillation. The acoustic mode was observed at \( \sim 30 \) GHz \( \sim 1 \) cm\(^{-1} \) \( \sim 0.12 \) meV with the electron spin resonance experiment [13], which is much smaller than the THz frequency of our interest.

Our analyses of magnetoelectric couplings (based on Ref. 14) show that the dominant contribution to the dielectric absorption spectra arises from the vector chirality on the bonds connecting the adjacent layers (Supplementary Material). The dominance of the chirality contribution over the magnetostriction sharply contrasts with the case of \( RMnO_3 \) [10], and is ascribed to the fact that the unit cell contains only a single spin in the direction of the ordering wavevector. Through this magnetoelectric coupling, most of the spin-wave modes are electric-dipole active. Since main peaks observed in the THz spectroscopy [12] are much sharper than the magnon bandwidth of order of \( |J_1| \) and \( J_2 \), we take account only of the one-magnon contributions. The anisotropy of thus determined dielectric functions, \( \text{Im}[\varepsilon_{cc}(\omega) - (\varepsilon_{aa}(\omega) + \varepsilon_{bb}(\omega))/2] \), shows a reasonable agreement with the experiment [12] [Fig. 3(c)]. As expected, the lowest-energy mode described in Fig. 1(f) has
FIG. 3: (Color online) Semi-classical analyses for LiCu$_2$O$_2$.
(a) Spin-wave dispersions without taking account of the bi-
cubic coupling in the on-site Coulomb repulsions. The dis-

Goldstone modes have been identified in the dielectric spectrum of the Q1D spin-$\frac{1}{2}$ multiferroic cuprate LiCu$_2$O$_2$. Further experiments on Q1D cuprates with weaker 3D couplings as in LiCuVO$_4$ [16, 29] and Rb$_2$Cu$_2$Mo$_3$O$_{12}$ [26] might also uncover gapless dielectric spectra due to phasons and chirality solitons [25].
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significant amplitude as well. We stress that excitations induced by electric and magnetic components of light appear with comparable amplitude in this system. This is unique to spin-$\frac{1}{2}$ systems, where the magnetostriction contribution to the optics is absent and the magnetoelectric coupling is controlled by quite a small ratio of the relativistic spin-orbit coupling to the on-site Coulomb repulsion.

Dynamical magnetoelectric effects due to the Nambu-
ITEBD CALCULATION

In this section, we will give detailed explanations on the way how we apply the infinite time-evolving block decimation (iTEBD) algorithm, which has recently been developed by Vidal [S1], for our precise determination of the phase diagram of the 1D spin-\(\frac{1}{2}\) \(J_1-J_2\) XXZ model.

The method is based on a matrix product representation of a state, as is the density matrix renormalization group (DMRG) algorithm [S2]. A key feature of the iTEBD algorithm is that it directly treats an infinite system by exploiting the translational invariance, and is free from finite-size or boundary effects.

A matrix product state (MPS) is an efficient and well-controlled variational ansatz for a 1D quantum ground state. We consider an infinite spin-\(\frac{1}{2}\) chain and define a local basis \(|s_j\rangle\) (\(s_j = \uparrow, \downarrow\)) for each site \(j \in \mathbb{Z}\). To obtain a matrix product representation of a given state \(|\Psi\rangle\), we first consider its Schmidt decomposition into the left and right half-infinite chains around a certain bond, for instance, (0, 1):

\[
|\Psi\rangle = \sum_{\alpha=1}^{\chi}\lambda_{\alpha}^{[1]}|\Phi_{\alpha}^{(<0)}\rangle|\Phi_{\alpha}^{(1>)}\rangle. \tag{S1}
\]

Here, \(|<0]\rangle\) and \(|1>\rangle\) denote two half-infinite chains ranging over the sites with \(j \leq 0\) and \(1 \leq j\) respectively, and \(\lambda_{\alpha}^{[1]}\) are the Schmidt coefficients controlling the entanglement between the two half chains. \(\{\Phi_{\alpha}^{(<0)}\}_\alpha\) and \(\{\Phi_{\alpha}^{(1>)}\}_\alpha\) are the orthonormal sets of states on the left and right half chains, respectively. In general, an infinite sequence of Schmidt coefficients is required to exactly express a given state in an infinite system. Here, we introduce its approximate description by truncating the sequence: a finite number \(\chi\) of the largest Schmidt coefficients are taken into account. A similar decomposition around the adjacent bond (1, 2) gives:

\[
|\Psi\rangle = \sum_{\beta=1}^{\chi}\lambda_{\beta}^{[2]}|\Phi_{\beta}^{[1]}\rangle|\Phi_{\beta}^{(2>)}\rangle. \tag{S2}
\]

Now one can consider the expansion of the state in \(|1>\rangle\) using a local state at the site 1 and the state in \([2>\rangle\):

\[
|\Phi_{\alpha}^{[1>]}\rangle = \sum_{s_1, \beta} \Gamma_{\alpha s_1 \beta}^{[1]} |s_1^{[1]}\rangle |\Phi_{\beta}^{(2>)}\rangle. \tag{S3}
\]

Here we have introduced a three-index tensor \(\Gamma_{\alpha}^{[1]}\). Plugging Eq. (S3) into Eq. (S1), we obtain

\[
|\Psi\rangle = \sum_{\alpha, s_1, \beta} \lambda_{\alpha}^{[1]} \Gamma_{\alpha s_1 \beta}^{[1]} |\Phi_{\alpha}^{(<0)}\rangle |s_1^{[1]}\rangle |\Phi_{\beta}^{(2>)}\rangle. \tag{S4}
\]

Repeating this procedure over all the bonds, the state \(|\Psi\rangle\) is eventually represented as an infinite product of operators \(\{\lambda_{\alpha}^{[1]}\}_\alpha\) and three-index tensors \(\{\Gamma_{\alpha s_1 \beta}^{[1]}\}_{\alpha, s_1, \beta}\) defined on the bond \((j-1, j)\) and the site \(j\), respectively. The Schmidt rank \(\chi\) controls the precision of the approximation, and plays a similar role to the number of states to be kept in the DMRG algorithm [S2]. With larger \(\chi\), one can describe longer-distance correlations more correctly. A simplification is achieved in the presence of the translational symmetry; tensors \(\lambda_{\alpha}^{[j]}\) and \(\Gamma_{\alpha s_1 \beta}^{[j]}\) have a certain periodicity in \(j\). For the analysis of the model \(H_{1D}\) that includes nearest-neighbor and second-neighbor interactions, we employ a period-4 structure as in Fig. S1(a).

In the present case, the imaginary-time evolution operator \(e^{-H\Delta \tau}\) for a small time interval \(\Delta \tau\) can be expanded through a Suzuki-Trotter decomposition as a sequence of three-site gates \(\{U\}\) as shown in Fig. S1(a). We now consider an operation of a single gate \(U\) on three sites labeled by \((1, 2, 3)\). It is useful to rewrite the state as

\[
|\Psi\rangle = \sum_{\alpha_1, s_1, s_2, s_3, \alpha_4} \Theta_{\alpha_1 s_1 s_2 s_3 \alpha_4} |\Phi_{\alpha_0}^{(<0)}\rangle |s_1^{[1]}\rangle |s_2^{[2]}\rangle |s_3^{[3]}\rangle |\Phi_{\alpha_4}^{(4>)}\rangle, \tag{S6}
\]

with a short-hand notation on the coefficients [see Fig. S1(b)]

\[
\Theta_{\alpha_1 s_1 s_2 s_3 \alpha_4} = \sum_{\alpha_2, \alpha_3} \lambda_{\alpha_1}^{[1]} \Gamma_{\alpha_1 s_1 \alpha_2}^{[1]} \lambda_{\alpha_2}^{[2]} \Gamma_{\alpha_2 s_2 \alpha_3}^{[2]} \lambda_{\alpha_3}^{[3]} \Gamma_{\alpha_3 s_3 \alpha_4}^{[3]} \lambda_{\alpha_4}^{[4]}. \tag{S7}
\]

After the operation of \(U\) on the sites \((1, 2, 3)\), the coefficients are replaced by

\[
\hat{\Theta}_{\alpha_1 s_1 s_2 s_3 \alpha_4} = \sum_{\tilde{s}_1, \tilde{s}_2, \tilde{s}_3} \langle \tilde{s}_1, \tilde{s}_2, \tilde{s}_3 | U | \tilde{s}_1 \tilde{s}_2 \tilde{s}_3 \rangle \Theta_{\alpha_1 \tilde{s}_1 \tilde{s}_2 \tilde{s}_3 \alpha_4}. \tag{S8}
\]
FIG. S1: (color) Processes in the present iTEBD algorithm. (a) The period-4 matrix product state and its imaginary-time evolution. (b) Tensor Θ encapsulating the information of three sites (1, 2, 3). (c) Two-step singular-value decompositions (SVD) of Θ carried out after operating a single imaginary-time evolution $U$.

The original form of the MPS can be obtained by performing singular value decompositions twice for $\tilde{\Theta}$ [Fig. S1(c)]. Here we truncate the tensors taking only the $\chi$ largest singular values (Schmidt coefficients) $\{\lambda_\alpha\}_{\alpha=1,\cdots,\chi}$ again. We repeat this imaginary-time evolution by taking the sites (1,2,3), (2,3,4), and (4,5,6), one after another [Fig. S1(a)]. Since the same operator $U$ is applied for every four sites in parallel in an infinite chain at each imaginary time slice, the period-4 structure of the state is preserved.

DETERMINATION OF THE PHASE DIAGRAM OF THE 1D MODEL

Here, we explain how we determine the phase diagram (Fig. 2(b) of the main body) for the 1D spin-$\frac{1}{2}$ $J_1$-$J_2$ XXZ model, Eq. (1) of the main body.

A convergence to a vector-chiral long-range ordered state is allowed for by including complex elements in the initial MPS as a "seed" for the symmetry breaking [S3]. The "spontaneous" chiral ordering can then be observed directly by calculating the local chirality

$$\kappa^z := \langle (S_1 \times S_2)^z \rangle.$$  \hfill (S9)

It turned out that $\kappa^z$ is uniform and independent of the sites inside the chiral phase shown in Fig. 2(b) of the main body. The chiral order parameter $\kappa^z$ calculated in this way for the model $H_{1D}$ with $J_1/J_2 = -2$ is shown in Fig. S2. The rapid growth of the order parameter allows us to determine the transition points with rather high accuracy. The $\chi$-dependence of the data is visible only in the close vicinity of the transition points. Therefore the calculation with $\chi = 200$ is satisfactory for most of the parameter space, and this rank is employed in the calculation shown in Fig. 2(b) of the main text. On the antiferromagnetic side of $J_1$, the phase boundary determined in this way agrees well with the previous DMRG result [S5]. In the XY case $\Delta = 0$, the phase diagram is symmetric for $J_1 < 0$ and $J_1 > 0$ because the sign of $J_1$ can be reversed under the unitary transformation,

$$W = \prod_j (2S_j^z).$$

The dimer phases can be partly discriminated by calculating two types of dimer order parameters:

$$D_{123}^{xy} = (S_1^x S_2^x + S_1^y S_2^y) - (S_2^x S_3^x + S_2^y S_3^y), \hfill (S10)$$

$$D_{123}^z = S_1^z S_2^z - S_2^z S_3^z. \hfill (S11)$$

An alternation of the sign of $D_{123}^{xy}$ and/or $D_{123}^z$ along the spin chain indicates some sort of dimer ordering. In the singlet dimer phase for $J_1 > 0$, both $D_{123}^{xy}$ and $D_{123}^z$ are finite and have the same sign. In particular, for $J_1/J_2 = 2$ and $\Delta > -1/2$, the ground state is exactly given by the product of nearest-neighbor singlets $\langle | \uparrow \downarrow \rangle - | \downarrow \uparrow \rangle \rangle/^2$, which satisfies the relation $D_{123}^{xy} = 2D_{123}^z = -1/2$. Applying the transformation $W$ in the XY case, one finds that the exact ground state for $J_1/J_2 = -2$ and $\Delta = 0$ is given by the dimer state whose unit is replaced by the
triplet type, i.e., \((| \uparrow\downarrow \rangle + | \downarrow\uparrow \rangle)/\sqrt{2}\). This state satisfies the relation \(-D_{xy}^{123} = 2D_{z}^{123} = -1/2\). Our iTEBD calculation shows that \(D_{xy}^{123}\) and \(D_{z}^{123}\) always show opposite signs inside the dimer phase appearing in \(\Delta \lesssim 0.7\) on the ferromagnetic side of \(J_1\), indicating that such a “triplet” character of the wavefunction survives in this phase. On the other hand, in the other dimer phase close to the isotropic case \(\Delta = 1\) for \(J_1 < 0\), both \(D_{xy}^{123}\) and \(D_{z}^{123}\) show finite values with the same sign, as in the singlet dimer phase appearing for \(J_1 > 0\), though their amplitudes are significantly reduced, as suggested by field-theoretical analyses [S4, S7].

The Tomonaga-Luttinger liquid (TLL) phases appearing for \(|J_1|/|J_2| \gtrsim 4\) have the instability toward gapped antiferromagnetic (Néel) and dimer phases [S8, S9]. The phase transitions to these two ordered phases can be analyzed efficiently by the level spectroscopy method [S10], which combines the effective sine-Gordon theory with exact-diagonalization calculations. The phase boundary between the TLL phase and the dimer phase has been thus determined previously both for \(J_1 > 0\) [S10] and for \(J_1 < 0\) [S11, S12]. Besides, a Néel ordered phase with an antiferromagnetic long-range-order in the \(z\) direction has been found between the TLL and chiral phases in 0.7 \(\leq \Delta \leq 0.9\) [S12].

### Crystal Structure of LiCu\(_2\)O\(_2\) and the Spin Model Hamiltonian

Here, we explicitly give a mathematical expression of the model Hamiltonian for LiCu\(_2\)O\(_2\).

LiCu\(_2\)O\(_2\) has the space group \(P_{nna}\) with the lattice constants \(a = 5.726\ \text{Å}, b = 2.8587\ \text{Å},\) and \(c = 12.4137\ \text{Å},\) an inversion center, and a mirror plane perpendicular to the \(b\) axis. For spin-\(1/2\) magnetic anisotropy is usually dominated by the Dzyaloshinskii-Moriya (DM) interaction. The symmetric anisotropic exchange coupling is of higher-order in the relativistic spin-orbit coupling. Taking account of the symmetry properties of the crystal, we can construct the Hamiltonian including the DM interactions;

\[
\mathcal{H} = \sum_{m=1}^{4} \mathcal{H}_m^{2D} + \mathcal{H}_\perp + \mathcal{H}_{ac}, \quad (S12)
\]

where

\[
\mathcal{H}_m^{2D} = \sum_{i,j,\ell} [J_1 S_{m,i,j,\ell} \cdot S_{m,i,j+1,\ell} + J_2 S_{m,i,j,\ell} \cdot S_{m,i,j+2,\ell} + D_m \cdot S_{m,i,j,\ell} \times S_{m,i,j+1,\ell} + J_0 S_{m,i,j,\ell} \cdot S_{m,i+1,j,\ell}], \quad (S13)
\]

\[
\mathcal{H}_\perp = J_\perp \sum_{i,j,\ell} \left[ (S_{II,i,j,\ell} + S_{II,i,j+1,\ell}) \cdot S_{III,i,j,\ell} + S_{IV,i,j+1,\ell+1} + (S_{I,i,j,\ell} + S_{I,i,j+1,\ell}) \right], \quad (S14)
\]

\[
\mathcal{H}_{ac} = J'_c \sum_{i,j,\ell} \left[ (S_{I,i,j,\ell} \times (S_{II,i-1,j,\ell} - S_{II,i,j,\ell}) + (S_{III,i-1,j,\ell} + S_{III,i,j,\ell}) \cdot S_{IV,i,j,\ell} \right] + D'_b \sum_{i,j,\ell} \left[ S_{I,i,j,\ell} \times (S_{II,i-1,j,\ell} - S_{II,i,j,\ell}) + (S_{III,i-1,j,\ell} + S_{III,i,j,\ell}) \times S_{IV,i,j,\ell} \right],
\]

\[
+ D''_a \sum_{\delta_a,\delta_b = \pm 1} \delta_a \delta_b \left[ S_{I,i,j,\ell} \times S_{II,i+1,j+\delta_a,\ell} + S_{I,i,j,\ell} \times S_{III,i+1,j+\delta_b,\ell} \right],
\]

\[
+ D''_b \sum_{\delta_a,\delta_b = \pm 1} \delta_a \delta_b \left[ S_{I,i,j,\ell} \times S_{II,i+1,j+\delta_a,\ell} + S_{I,i,j,\ell} \times S_{III,i+1,j+\delta_b,\ell} \right],
\]

\[
+ D''_c \sum_{\delta_a,\delta_b = \pm 1} \delta_a \delta_b \left[ S_{I,i,j,\ell} \times S_{II,i+1,j+\delta_a,\ell} + S_{I,i,j,\ell} \times S_{III,i+1,j+\delta_b,\ell} \right]. \quad (S15)
\]

Here, \(S_{m,i,j,\ell}\) represents the electronic spin located at the position \(r_{m,i,j,\ell}\) of the Cu\(^{2+}\) ion, with

\[
r_{I,i,j,\ell} = ((i + 0.12)a, (j + 0.25)b, (\ell + 0.905)c), \quad (S16)
\]

\[
r_{II,i,j,\ell} = ((i + 0.62)a, (j + 0.25)b, (\ell + 0.595)c), \quad (S17)
\]

\[
r_{III,i,j,\ell} = ((i + 0.38)a, (j + 0.75)b, (\ell + 0.405)c), \quad (S18)
\]

\[
r_{IV,i,j,\ell} = ((i - 0.12)a, (j + 0.75)b, (\ell + 0.905)c). \quad (S19)
\]

The Heisenberg exchange couplings \(J_1, J_2, J_0, J_\perp,\) and \(J'_c\), the intra-chain DM vectors \(D_{I,\ldots,IV}\) specified by \(D\) and \(\theta\), and the inter-chain DM couplings \(D''_a, D''_b,\) and \(D''_c\) have been explained in the main text. A finite but rather weak nearest-neighbor inter-chain DM vector \((0, D''_b, 0)\) may also exist because of a slight shift of the atoms from the inversion-symmetric positions about the bond center. Most likely, however, the second-neighbor inter-chain
DM couplings $D′′_{a,b,c}$ [Fig. 1(e) of the main body] prevail over $D′_b$, since the inversion symmetry is broken more significantly in this geometry and the relevant exchange processes include common paths. In particular, $D′′_a$ is the only DM coupling that favors the uniform $bc$ spin-spiral component observed in experiments [S13, S14, S15, S16], and should play a central role in fixing the spiral planes. To reduce the number of parameters, we neglect $J′′$, $D′_b$, and $D′''_a$ for LiCu$_2$O$_2$. Actually, the other components favors alternating spiral structures as proposed for NaCu$_2$O$_2$ [S17]. Note that the existence of the inversion center in the bonds connecting zigzag-ladder pairs, namely, between the layers II and III and between the layers I and IV, prohibits the DM interaction on these bonds. We ignore the DM interaction on the bonds directed to the $a$ axis, since it is small compared with $J_a$ and does not stabilize the experimentally observed staggered spin modulation along the $a$ axis.

**CLASSICAL ANALYSES OF MAGNETIC ORDER**

Here, we explain details of the classical analysis of the magnetic structure for LiCu$_2$O$_2$, whose result is shown in Fig. 1(f) of the main body. We ignore an ellipticity caused by a density wave of magnons, which is beyond the scope of a linear spin-wave theory. We assumed the magnetic structure of $\langle S_{m,i,j}\rangle = Sn_{m,i,j} \cdot \ell$, where $n_{m,i,j,\ell} = (n_{m,i,j,\ell}^x, n_{m,i,j,\ell}^y, n_{m,i,j,\ell}^z)$ is a unit vector whose components are given by

$$n_{m,i,j,\ell}^x = \cos \psi_m \sin \varphi_m \cos \theta_{m,i,j,\ell} - \sin \psi_m \sin \theta_{m,i,j,\ell},$$

$$n_{m,i,j,\ell}^y = \sin \psi_m \sin \varphi_m \cos \theta_{m,i,j,\ell} + \cos \psi_m \sin \theta_{m,i,j,\ell},$$

$$n_{m,i,j,\ell}^z = \cos \varphi_m \cos \theta_{m,i,j,\ell}.$$

(S20a) (S20b) (S20c)

Here, $\varphi_m$ and $\psi_m$ represent the successive rotation angles of the cycloid plane in the $m$th layer about the $b$ axis from the $bc$ plane and then about the $c$ axis, respectively. We have introduced the phase $\theta_{m,i,j,\ell}$ of the spin spiral at the site $r_{m,i,j,\ell}$ in the $m$th chain as

$$\theta_{1,i,j,\ell} = Q \cdot (ia, jb, lc) + \phi_1,$$

$$\theta_{II,i,j,\ell} = Q \cdot ((i + 1/2)a, jb, lc) + \phi_{II},$$

$$\theta_{III,i,j,\ell} = Q \cdot ((i + 1/2)a, (j + 1/2)b, lc) + \phi_{III},$$

$$\theta_{IV,i,j,\ell} = Q \cdot (ia, (j + 1/2)b, lc) + \phi_{IV}.$$

(S21) (S22) (S23) (S24)

We substitute these expressions into the Hamiltonian Eq. [S12] with $D′_b = D′''_a = 0$, and minimize it with respect to $Q$, $\varphi_m$, $\psi_m$, and $\phi_m$ ($m = I, \cdots, IV$). Note that large values of $D′_b$ and $J_a > 0$ compared with $|J′|$ are required for reproducing the experimentally observed ordering wavevector $Q = (Q_a, Q_b, 0)$ with $Q_a = \pi/a$ [S14, S15, S18, S19]. In fact, once $Q_a = \pi/a$ is obtained, small $J′$ does not alter the magnetic structure at all. Hence, we take $J′ = 0$ for simplicity.

Then, the minimization procedure gives generic conditions for the rotation angles, $\psi_m = 0$, $\varphi_I = -\varphi_{III} = \varphi_1$, and $\varphi_{II} = -\varphi_{IV} = \varphi_2$, and those for the initial phases $\phi_{II} - \phi_1 = -\pi/2$, $\phi_{III} - \phi_1 = \pi/2$, and $\phi_{IV} - \phi_1 = \pi$, as described in the text and Fig. 1(f) of the main body.

**DETERMINATION OF THE EXCHANGE AND DM COUPLING PARAMETERS**

Here, we explain in detail how we have determined the set of parameter values $(J_1, J_2, J_a, J_\perp, D, D′'_{a}) = (-11.3, 5.9, 1.1, 0.08, 0.37, 0.26)$ meV, and $\theta = 0.43 \times 2 \pi$ from a fitting with experimental results.

(i) We tune $J_2/J_1$ to reproduce the neutron-scattering result $Q_b = 0.173 \times 2 \pi/b$ [S14, S15, S18, S19].

(ii) As shown for the present case of $Q_b = 0.173 \times 2 \pi/b$ in Fig. S3, there exists a single curve in the space of $(D/J_\perp, \theta, D′'_{a}/J_\perp)$ that reproduces $(\varphi_1, \varphi_2)/(2\pi) = (-0.08, -0.02)$, which is determined so as to fit the $^{7}$Li NMR spectra [S15, S20, S21] (see the next section). Thus, $D/J_\perp$ and $\theta$ are fixed to satisfy this condition.

(iii) The rest of the parameters, i.e., $J_1$, $J_a$, $J_\perp$, and $D′'_{a}$, are determined to explain the experimental results on the anisotropy in the antiferromagnetic resonance spectra [S16], Im $\chi(\omega) = Im [ \chi^{cc}(\omega) - (\chi^{aa}(\omega) + \chi^{bb}(\omega))/2]$. The energy levels of the modes observed with the THz spectroscopy [S16] are given by $E_A = 0.83$, $E_B = 1.04$, $(E_{C1}, E_{C2}) = (1.43, 1.51)$, $E_{II} = 2.39$, and $(E_{E1}, E_{E2}) = (2.98, 3.06)$ in meV. We tune $J_1$, $J_a$, $J_\perp$, and $D′'_{a}$ to reproduce the energy levels and the intensities of three main peaks observed for Im $\chi(\omega)$ at $\omega = E_A$, $E_{C1}$, and $E_{E1}$ [S16] [Fig. 3(b) of the main body].
**7Li NMR Spectra for LiCu$_2$O$_2$**

Two parameters $\varphi_1 = -\varphi_{II}$ and $\varphi_2 = -\varphi_{IV}$ of the magnetic ordering pattern are fixed to reproduce the $^7$Li NMR spectra for LiCu$_2$O$_2$ [S15, S20, S21], as follows.

In a magnetically long-range ordered phase, the $^7$Li NMR spectra could be dominated by the dipole hyperfine field due to the ordered spin moments.

\[
\mathbf{h}_{\text{dip}}(\mathbf{r}_{\text{Li}}) = \sum_{m,i,j,\ell} (-\gamma_B g) \left[ \frac{\mathbf{S}_{m,i,j,\ell}}{|\mathbf{r}_{m,i,j,\ell} - \mathbf{r}_{\text{Li}}|} \right] \cdot (\mathbf{r}_{m,i,j,\ell} - \mathbf{r}_{\text{Li}}) \left( \mathbf{r}_{m,i,j,\ell} - \mathbf{r}_{\text{Li}} \right)^3, \tag{S25}
\]

with the $g$ factor of electrons, the Bohr magneton $\mu_B$, the electronic spin $\mathbf{S}_{m,i,j,\ell}$ at the Cu$^{2+}$ position $\mathbf{r}_{m,i,j,\ell}$, and the position $\mathbf{r}_{\text{Li}}$ of a Li nuclei. The NMR spectrum at the static applied magnetic field $\mathbf{H}$ is calculated through

\[
I(\mathbf{H}, \nu) = \text{Ave}_{\mathbf{r}_{\text{Li}}} \delta \left( \frac{\nu}{2\pi} - \gamma_{\text{Li}} |\mathbf{H}| + \mathbf{h}_{\text{dip}}(\mathbf{r}_{\text{Li}}) \right), \tag{S26}
\]

with the gyromagnetic ratio for the $^7$Li nuclear magnetic moment, $\gamma_{\text{Li}}$.

Fittings to the $^7$Li NMR spectra at the static in-plane ($ab$-plane) and out-of-plane magnetic fields are performed by changing $\varphi_1/(2\pi)$ and $\varphi_2/(2\pi)$ by 1%. Then, several different sets of the rotation angles, $(\varphi_1, \varphi_2)/(2\pi) \sim (-0.03, 0.04), (-0.08, 0.10)$, and $(-0.08, -0.02)$, reasonably reproduce the experimental results by Gippius et al. [S20], as shown for the case of $(\varphi_1, \varphi_2)/(2\pi) = (-0.08, -0.02)$ in Fig. S4. We have not introduced an additional adjustable parameter for the transferred hyperfine coupling, as in the previous analyses [S15, S20]. The magnetic patterns of the first and the second sets with $\varphi_1 \approx -\varphi_2$ are not stabilized in our case of $D''_a \neq 0$. Thus, we take the last set $(\varphi_1, \varphi_2)/(2\pi) = (-0.08, -0.02)$.

**Linear Spin-Wave Theory for LiCu$_2$O$_2$**

Following the conventional linear spin-wave approximation for the helical magnetism [S22], we introduce the Holstein-Primakoff bosons for the spin-$S$ operators $T_r = (T_r^x, T_r^y, T_r^z)$ at the site $r$ as

\[
T_r^x + iT_r^y = \sqrt{2S} \left[ 1 + \frac{1}{2S} \mathbf{b}_r^\dagger \mathbf{b}_r \right]^{-\frac{1}{2}} \mathbf{b}_r, \tag{S27a}
\]
\[
T_r^x - iT_r^y = \sqrt{2S} \mathbf{b}_r^\dagger \left[ 1 - \frac{1}{2S} \mathbf{b}_r^\dagger \mathbf{b}_r \right]^{\frac{1}{2}}, \tag{S27b}
\]
\[
T_r^z = S - \mathbf{b}_r^\dagger \mathbf{b}_r. \tag{S27c}
\]

We rotate $T_r$ so that its $z$ component represents the predicted magnetic structure and its $x$ component is perpendicular to the spiral plane. Thus, we perform the unitary transformation $\mathbf{S}_r = U_r^\dagger \mathbf{T}_r$ to obtain

\[
\mathbf{S}_{m,i,j,\ell}^x = T_{m,i,j,\ell}^x \cos \varphi_m - T_{m,i,j,\ell}^y \sin \varphi_m \sin \theta_{m,i,j,\ell} + T_{m,i,j,\ell}^z \sin \varphi_m \cos \theta_{m,i,j,\ell}, \tag{S28a}
\]
\[
\mathbf{S}_{m,i,j,\ell}^y = T_{m,i,j,\ell}^y \cos \varphi_m + T_{m,i,j,\ell}^z \sin \varphi_m \sin \theta_{m,i,j,\ell} + T_{m,i,j,\ell}^x \sin \varphi_m \cos \theta_{m,i,j,\ell}, \tag{S28b}
\]
\[
\mathbf{S}_{m,i,j,\ell}^z = -T_{m,i,j,\ell}^x \sin \varphi_m - T_{m,i,j,\ell}^y \cos \varphi_m \sin \theta_{m,i,j,\ell} + T_{m,i,j,\ell}^z \cos \varphi_m \cos \theta_{m,i,j,\ell}. \tag{S28c}
\]

We substitute Eqs. (S27) into Eqs. (S28) and then Eqs. (S28) to the Hamiltonian Eq. (S12), and take only the bilinear terms in the bosons.

**FIG. S4:** The $^7$Li NMR spectra for the $ab$-twinned LiCu$_2$O$_2$ as functions of the dc magnetic field $H$ at the ac magnetic field with the frequency $\nu = 33.4$ MHz for $(\varphi_1, \varphi_2) = (-0.08, -0.02)$. (a) The spectrum averaged over the $H \parallel a$ and $H \parallel b$ configurations. (b) The spectrum for $H \parallel c$. 

\[\text{[S15, S20, S21]} \]
Mechanism | Magnon Intra-chain (ακ,1) | Inter-chain α-axis (ακ,ms,a) | II-III, IV-I (ακ,1) | I-II, III-IV (ακ)
---|---|---|---|---
Chirality | \( k = 0 \) | NA | NA | \( E^\omega \parallel a, b, c \), \( E^\omega \parallel c \)
| \( k = ±Q \) | \( E^\omega \parallel a, c \) | NA | \( E^\omega \parallel a, b, c \), \( E^\omega \parallel b, c \)
Magnetostriction | \( k = 0 \) | NA | NA | NA
| \( k = ±Q \) | NA | NA | NA | \( E^\omega \parallel a, c \)

TABLE S1: The selection rules for various contributions from bonds to the electric-dipole (\( E^\omega \)) excitation through the chirality and magnetostriction mechanisms. The rows for “Intra-chain”, “\( α \)-axis”, “II-III, IV-I”, and “I-II, III-IV” represent the contributions from the bonds corresponding to \( J_1 \) (also \( J_2 \), \( J_3 \), \( J_4 \), and \( J' \) (also \( D' \)), respectively. They have independent magnetoelectric couplings \( α_{κ,ms,μ} \). “NA” means no activity, i.e., \( α_{κ,ms,μ} = 0 \).

In the Fourier-space representation of the spin-wave Hamiltonian, there exist bilinear mixing terms of bosons \( b_m,\kappa \) and \( b_m^\dagger,\kappa \) with the wavevectors \( \mathbf{q} \) and \( \mathbf{q} ± \mathbf{Q} \). They generate higher harmonics in the magnetic structure and activate the otherwise silent modes for the optical electric-dipole transitions. However, the mixing terms are proportional to inter-layer couplings or DM couplings, and hence are small compared with the intra-layer terms. Therefore, the modification of the spin-wave spectrum becomes important only when the energy level of the 2D spin-wave dispersion almost vanishes, namely, around \( \mathbf{q} = 0 \) and \( ±\mathbf{Q} \) [circles in Fig. 3(a) of the main paper]. We allow us to treat these mixing terms along the concept of the degenerate perturbation theory of \( \mathbf{q} \) and \( ±Q \) modes for \( \mathbf{q} ≈ 0 \). Namely, we take the basis of

\[
\Psi_{\mathbf{q}} = t^i\{b_{\mathbf{m},\kappa-\mathbf{Q}},b_{\mathbf{m},\kappa+\mathbf{Q}},b_{\mathbf{m},\mathbf{q}},b_{\mathbf{m},\mathbf{q}}^\dagger,\cdots\} \tag{S29}
\]

and express the linearized Hamiltonian as \( \Psi_{\mathbf{q}}^\dagger H_{\mathbf{L}SW}^i \Psi_{\mathbf{q}}^\dagger \) with \( \mathbf{q} ≈ 0 \). Then, we perform the Bogoliubov transformation by solving the generalized eigenvalue problem,

\[
\begin{align*}
G H_{\mathbf{L}SW}^i B_{\mathbf{q}} &= B_q E, \tag{S30} \\
B_{\mathbf{q}}^\dagger G B_q &= G, \tag{S31}
\end{align*}
\]

where \( G \) and \( E \) are the 24 x 24 diagonal matrices whose elements are given by \( (1, -1, 1, -1, \cdots) \) and pairs of levels, \( (\omega_1, -\omega_1, \omega_2, -\omega_2, \cdots) \), respectively. Then, we can describe the spin-wave eigenmodes in terms of the original spins by using the inverse Bogoliubov transformation \( B_{\mathbf{q}}^{-1} \) and the Fourier transform of the inverse of the unitary transformation \( U_{\mathbf{r}} \).

MAGNETOELECTRIC COUPLINGS AND THE OPTICAL SELECTION RULES FOR LiCu₂O₂

Here, we summarize the selection rules for local magnetoelectric couplings in various bonds through both contributions from the vector spin chirality and the magnetostriction to the electric dipole moment [S23, S24],

\[
P_{\mathbf{c}}^i = \sum_{\mathbf{r},\mathbf{r}'} \alpha_{\kappa}^i(\mathbf{r},\mathbf{r}') \left[ \frac{\mathbf{r} - \mathbf{r}'}{|\mathbf{r} - \mathbf{r}'|} \times (\mathbf{S}_\mathbf{r} \times \mathbf{S}_{\mathbf{r}'}) \right] \tag{S32}
\]

\[
P_{\text{ms}}^i = \sum_{\mathbf{r},\mathbf{r}'} \alpha_{\kappa}^{i\text{ms}}(\mathbf{r},\mathbf{r}') (\mathbf{S}_\mathbf{r} \cdot \mathbf{S}_{\mathbf{r}'}) \tag{S33}
\]

respectively, with \( i \) being the index for the spatial direction. The coefficients \( \alpha_{\kappa}^i(\mathbf{r},\mathbf{r}') \) and \( \alpha_{\kappa}^{i\text{ms}}(\mathbf{r},\mathbf{r}') \) depend on the details of both electronic and ionic polarizability, and quantitative microscopic calculations of these coefficients are beyond our scope. However, the contributions from various bonds can be analyzed from the symmetry consideration. The results are summarized in Table S1.

As far as the one-magnon contributions are concerned, the magnetostriction mechanism is active only for the magnons at the \( \mathbf{q} = ±Q \) but not at the Brillouin zone boundary in the case of LiCu₂O₂, because the primitive unit cell contains only one \( \text{Cu}^{2+} \) ion in both the \( a \) and \( b \) directions. Then, this mechanism works only in the bonds connecting the layers I and II and those connecting III and IV, having a negligibly small exchange coupling \( J' \) between the nearest-neighbor spins. Therefore, the magnetoelectric coupling through the exchange-striction on these bonds should also be negligibly small.

In contrast, the chirality contributions are generally effective except the bonds along the \( a \) axis. In particular, contributions from the inter-layer bonds between the layers II and III and between I and IV are geometrically advantageous from the viewpoint of the quantum chemistry. In the first order in the relativistic spin-orbit coupling, it can flip the spin at the \( \text{Cu}^{2+} \) site in one chain, and simultaneously change the orbital shape from \( d_{x^2-y^2} \) to \( d_{yz} \) or \( d_{zx} \). These \( d_{2g} \) orbitals form \( dp \sigma \) bonds with the \( \text{O}2p \) orbital located along the \( c \) axis, thus allowing for a virtual electron transfer between them. This \( \text{O}2p \) orbital also has a \( dp \sigma \) hybridization with the \( d_{z^2} \) orbital at the \( \text{Cu}^{2+} \) site in the other chain. In this way, the inverse Dzyaloshinskii-Moriya mechanism works efficiently. Therefore we took into account only these chirality contributions and adjusted the coefficients in Eq. (S32) in order to reasonably reproduce the experimental data on
the anisotropy in the dielectric function obtained from 
the THz spectroscopy [S16].
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