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ABSTRACT. This study compares the optimal control model and stochastic quadratic programming (SQP) model of a production-inventory system. A single product, without shortage in the case of a periodic-review policy with stochastic demand and deterioration rate as a function of time, is discussed. The items are subjected to deterioration via storage and the inventory goal level as a function of production. Demand is represented by a stochastic differential equation, converted to a stochastic constraint, and then to a deterministic constraint. We derive the optimality conditions of optimal control model and formulate three models of SQP. The effect of stochastic demand on the production rate and inventory level is then illustrated. Our numerical results appear to suggest that control of inventory level is better in the case of SQP. Furthermore, the total cost is similar in the three models of SQP – despite a difference in production rates and inventory levels.
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1 INTRODUCTION

Production planning needs to take many factors into account, in order to realize maximum profitability. Inventory, which is one of these factors, has emerged in the last decade. The balance between production process and inventory level, to hedge demand with the lowest cost, is very important in any production-inventory system. Many mathematical models, such as optimal control and mathematical programming, have been developed to deal with this system. Production-inventory systems face many problems, such as the life age of products during storage and the determination of exogenous demand. In practice, demand is often not specified, as it relies on customers and competition. Therefore, a production-inventory system with stochastic demand was developed.

Numerous researchers have investigated inventory systems with stochastic demand. Kleywegt et al. (2004), Mubiru (2014) and Feng et al. (2015) have formulated the Markov decision process...
to describe stochastic demand. Kleywegt et al. (2004) discussed a routing problem, and proposed a method to solve that problem. The target was to minimize the total cost by determining the replenishment amount, and selecting a suitable method of transportation. Mubiru (2014) detailed the order policy on milk powder in supermarkets to minimize the total cost of ordering and holding stock, in addition to the shortage cost. The optimal policy of replenishment, and its structure in inventory systems with multiple products, neglect lead time, and discount rate, was investigated by Feng et al. (2015). He proposed a policy that clarified the stochastic demand effect on the optimal policy structure. Levi et al. (2007) considered two problems of stochastic inventory; periodic-review and lot-sizing, with single item and location. The goal was to balance between the costs of excess inventory and backlog demand, in order to minimize total costs. Hurley et al. (2007) extended the Levy model by proposing two policies to determine the lower and upper bounds of inventory depending on the techniques of cost-balancing and myopic-like. Wanke (2010) investigated two rules of demand allocation with lead time and demand as random variables that follow a normal distribution. He compared two rules based on safety stock, total stock and total cost. Two optimization models with defective items and normal distribution of demand; fuzzy and intuitionistic fuzzy were investigated by Banerjee (2011). The author discussed the chance-constraints model with multi objectives and demand that adhered to uniform and exponential distributions. Also, using two cases of defective items, Bhownik & Samanta (2012) addressed the inventory model with a single period, partial backlogging, and stochastic demand, depending on the price to determine the order quantity. Kim & Jeong (2012) developed a mathematical model of buyer-supplier with a single item, demand normally distributed, and periodic-review to find the optimal length of cycle. Demand, as a simple Poisson process in the continuous-review of the multistage inventory system, was discussed by Hu & Yang (2014). They modified a policy of echelon \((r, Q)\) replenishment, for any stage, based on previous stages, and clarified the results of a multi-stage system based on a two-stage system’s results. The works of Kumar et al. (2011), Castellano (2015), Mubiru (2015) and Soysal (2016), covered many aspects of this topic.

An optimal control model of the production-inventory system with stochastic demand has been investigated by many researchers. Ouaret et al. (2011) and Yi et al. (2013) have investigated optimal control model with demand as a stochastic differential equation, backlog demand and finite capacity. The goal was to minimize the total cost of the quadratic objective function that represented penalties of the deviate inventory level and the production rate from its goals. Ouaret et al. (2011) used the Pontryagin’s maximum principles, while Yi et al. (2013) used the Hamilton-Jacobi-Bellman equation to determine the explicit solution. Gehms et al. (2013) formulated an optimal stopping problem to the production planning of a single product and a single machine, using demand as a compound Poisson process. They simplified their problem to a free boundary problems, and showed that their approach could be applied to other models, such as lost-sales. Kutzner & Kiesmuller (2013) developed a model to minimize the total cost of inventory, includes inspection and backorder costs, in the case of periodic review. A deterministic model of mean value problem (MVP), which is equivalent to the optimal control model with normal distribution of demand, and chance constraints of inventory and production, was developed by Silva Filho (2014).
Another mathematical model, which was used to plan a production-inventory system, is stochastic mathematical programming. Tarim et al. (2006) developed stochastic linear programming with a discrete distribution of demand and scenario trees for stochastic constraints to minimize the expected total cost of shortage and scrap in an inventory system. Also with stochastic linear programming, Zhang et al. (2006) applied the inventory system to fashion production with a single period, multiple retailers and stocking echelons; where the first echelon was for raw materials and finished goods were the last echelon. Rossi et al. (2007) studied the replenishment cycle in a production-inventory system with multiple periods, normal distribution of demand, and shortage. The paper took into account the four fixed costs of holding, procurement, ordering, and shortage. A stochastic demand modelled as a scenario tree, such as the one in Tarim et al. (2006), with uncertainty in the equality of the raw materials, multiple periods, and multiple products in sawmill production, was addressed by Kazemi Zanjani et al. (2010). Dogru et al. (2010) and Reiman & Wang (2015) have considered an assemble system with multiple components that was used to assemble multiple products with demand as a compound Poisson process and fixed lead time of component replenishment. They developed two-stage stochastic programming to minimize inventory total cost. The effect of risk-pooling on the inventory management of chemical complexes was clarified by You & Grossmann (2011). They formulated an inventory model as mixed-integer nonlinear to determine the optimal rates of feedstocks purchase, production, and inventory, as well as the sale of chemicals. Furthermore, with a mixed-integer but linear model, Chotayakul & Punyangarm (2016) addressed the lot-sizing model using cost, capacity, and time of production: in addition to time and cost of setup, based on the machines used.

Our model contributes knowledge to the literature in several ways. The main contribution clarifies the difference of inventory control according to the two models i.e., optimal control and SQP. This is followed by dealing with deteriorating items in the inventory system, by formulating an SQP model. This is in addition to inventory goal level, as a function of production rather than being a constant, which has been addressed by most previous studies. The last step addresses optimal control using stochastic demand, by developing an optimal control model with equivalent deterministic demand, rather than a stochastic optimal control.

This paper is organized in the following order. Section 2.1 will introduce the notations and assumptions involved in the optimal inventory model. Section 2.2 will illustrate the stochastic demand. Sections 2.3 and 2.4 will discuss the formulation of the optimal control model and the derivation of the optimality conditions of the periodic-review system. Section 2.5 will detail the SQP model. Section 3 will illustrate the results of the two aforementioned models. The final section will summarize our findings and suggest future researches.

2 MATERIALS AND METHODS

2.1 Notations and Assumptions Involved In the Model

2.1.1 Notations

The following variables and parameters are used:
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The length of the planning horizon \((T > 0)\).

\( Y(t) \) = The inventory level at time \( t \).

\( N(t) \) = The production rate at time \( t \).

\( D(t) \) = The stochastic demand rate for the production at time \( t \).

\( D(0) \) = The initial demand.

\( \delta(t) \) = The deterioration rate, which depends on the time.

\( \hat{y}(t) \) = The inventory goal level, which depends on the production.

\( \hat{n}(t) \) = The production goal rate.

\( Y(0) \) = The initial inventory level.

\( h \) = A penalty is incurred when the inventory level deviates from its goal level \((h > 0)\).

\( k \) = A penalty is incurred when the total production rate to deviate from its goal rate \((k > 0)\).

2.1.2 Assumptions

We took into account the following:

1. A firm can produce a certain product, sell some, and stack the rest in a warehouse.

2. The stochastic demand rate.

3. The firm has set an inventory goal level and a production goal rate.

4. Production rates are positive to satisfy demand and achieve a specific level of inventory.

5. No shortage and items are subjected to deterioration through storage.

6. Neglect lead time.

2.2 The Stochastic Demand

Previous studies that dealt with inventory system have taken into account the many types of demand; for example, stochastic demand (Mubiru, 2014; Feng et al., 2015), demand as a compound Poisson process (Dogru et al., 2010; Reiman & Wang, 2015) and demand depend on the return products (Raupp et al., 2015). In this study, the demand is represented by the following stochastic differential equation (SDE) (Kiesmüller, 2003; Ouaret et al., 2011; Yi et al., 2013):

\[ dD(t) = \mu dt + \sigma d\beta(t) \]  

where

\( \mu \) = The drift coefficient (constant).

\( \sigma \) = The diffusion coefficient (constant).

\( \beta(t) \) = The Brownian motion.
The solution of the Eq. (1) is as follows (Wiersema, 2008):

\[
\begin{align*}
\int_0^t dD(s) &= \int_0^t \mu ds + \int_0^t \sigma d\beta(s) \\
D(t) - D(0) &= \mu(t - 0) + \sigma \{\beta(t) - \beta(0)\} \\
D(t) &= D(0) + \mu t + \sigma \beta(t)
\end{align*}
\]

Eq. (2) includes two parts; the first part is deterministic \(D(0) + \mu t\) and the second part is a random variable \(\beta(t)\) that follows a normal distribution with mean zero and variance \(t\).

According to Karki et al. (2014), the stochastic constraint (2) can be converted to a deterministic constraint using the median of \(\beta(t)\). In normal distribution the median is equal to the mean, which means that the median is equal to zero.

\[
D(t) = D(0) + \mu t
\]

Eq. (3) is used in the optimal control model and the quadratic programming model that is equivalent to the SQP model.

Another case to the SQP is rewriting Eq. (2) as a chance constraint by considering the Brownian motion as a \(b\) vector in the mathematical programming:

\[
D(t) = D(0) + \mu t + \sigma \beta(t)
\]

\[
D(t) - D(0) - \mu t \ \frac{\beta(t)}{\sigma} = \beta(t)
\]

\[
\begin{align*}
P_r \left\{ \frac{D(t) - D(0) - \mu t}{\sigma} \geq \beta(t) \right\} &\geq p_t \quad (4) \\
or \\
P_r \left\{ \frac{D(t) - D(0) - \mu t}{\sigma} \leq \beta(t) \right\} &\geq p_t \quad (5)
\end{align*}
\]

where \(p\) is the success probability.

If \(p = 0.99\), it means that the constraint will be achieved with only one percentage of failure (Prékopa, 2013). According to Shapiro & Dentcheva (2014), the deterministic constraint that is equivalent to the stochastic constraint (4) is as follows:

\[
\begin{align*}
P_r \left\{ \frac{D(t) - D(0) - \mu t - \sigma \beta(t) - \sigma \beta(0)}{\sigma \sqrt{t}} \leq 0 \right\} &\geq p_t \quad (6)
\end{align*}
\]

where \(\varnothing(\cdot)\) is the cumulative distribution function (CDF) of standard normal distribution.
Eq. (6) can be written as follows:
\[ D(t) \geq D(0) + \mu t + \sigma \sqrt{t} \Phi^{-1}(p_t) \]  
(7)
where \( \Phi^{-1}(\cdot) \) is the inverse of CDF of standard normal distribution, and it is taken directly from the standard normal distribution table.

In the same manner, the deterministic constraint that is equivalent to the stochastic constraint (5) is as follows:
\[ 1 - \Phi \left( \frac{D(t) - D(0) - \mu t}{\sigma \sqrt{t}} \right) \geq p_t \]  
(8)
\[ D(t) \leq D(0) + \mu t + \sigma \sqrt{t} \Phi^{-1}(1 - p_t) \]

2.3 Optimal control model

The objective function can be expressed as the quadratic form to minimize (Sethi & Thompson, 2000):
\[ 2J = \sum_{t=0}^{T-1} h(Y(t) - \hat{y}(t))^2 + k[N(t) - \hat{n}(t)]^2 \]  
(9)
subject to the state equation
\[ \Delta Y(t) = N(t) - D(t) - \delta(t)Y(t); \quad t = 0, \ldots, T - 1 \]  
(10)
and positive constraint
\[ N(t) > 0; \quad t = 0, 1, \ldots, T - 1 \]  
(11)
with initial and terminal conditions
\[ Y(0) = y_0 \]
\[ \lambda(T) = 0 \]
where \( \Delta Y(t) = Y(t + 1) - Y(t) \) is called the difference operator.

2.4 Optimality Conditions and Solution of the Model

Many previous works have dealt with the inventory goal level as a constant, and in this paper, it is a function of production:
\[ \hat{y}(t + 1) = \phi \hat{n}(t); \quad t = 0, \ldots, T - 1; \quad 0 < \phi < 1 \]  
(12)
\[ \hat{y}(0) = \hat{y}_0 \]
Eq. (12) depends on the state variable \( Y(t) \), and its measured at the beginning period \( t \), while during the period, the control variable \( N(t) \) is determined.

From the state equation (10), the goals of production and inventory are given by:
\[ \Delta \hat{y}(t) = \hat{n}(t) - D(t) - \delta(t)\hat{y}(t); \quad t = 0, \ldots, T - 1 \]  
(13)
Substituting Eq. (12) into Eq. (13) yields:

$$\hat{n}(t) = \frac{D(t)}{1 - \psi} - \frac{1 - \delta(t)}{1 - \psi}\hat{y}(t); \quad t = 0, \ldots, T - 1$$

(14)

The Lagrangian function is:

$$L = \sum_{t=0}^{T-1} \frac{1}{2} \left[ h[Y(t) - \hat{y}(t)]^2 + k[N(t) - \hat{n}(t)]^2 \right] + \sum_{t=0}^{T-1} \lambda(t + 1)$$

$$\times \left[ N(t) - D(t) - \delta(t)\hat{y}(t) - Y(t + 1) + Y(t) \right] + \sum_{t=0}^{T-1} Z(t)N(t).$$

(15)

A Hamiltonian function defined as:

$$H(t) = -\frac{1}{2} \left[ h[Y(t) - \hat{y}(t)]^2 + k[N(t) - \hat{n}(t)]^2 \right]$$

$$+ \lambda(t + 1) \left[ N(t) - D(t) - \delta(t)\hat{y}(t) \right]; \quad t = 0, \ldots, T - 1$$

(16)

We can write Eq. (15) as follow:

$$L = \sum_{t=0}^{T-1} [H(t) - \lambda(t + 1)(Y(t + 1) - Y(t))] + \sum_{t=0}^{T-1} Z(t)N(t)$$

(17)

Lagrange multiplier $Z(t)$ satisfy the complementary slackness conditions:

$$Z(t) \geq 0; \quad Z(t)N(t) = 0.$$  

(18)

From Eqs. (11) and (18), we get:

$$Z(t) = 0.$$  

(19)

Equations (11 & 16) are concave in $N(t)$, so Eqs. (16 & 18) are the necessary and sufficient conditions for maximizing the Hamiltonian problem.

Now, differentiate Eq. (17) with respect to $Y(t)$ yields:

$$\Delta \lambda(t) = h[Y(t) - \hat{y}(t)] + \lambda(t + 1)\delta(t); \quad t = 0, \ldots, T - 1$$

(20)

Differentiate Eq. (17) with respect to $N(t)$, yields:

$$N(t) = \hat{n}(t) + \frac{1}{k}\lambda(t + 1); \quad t = 0, 1, \ldots, T - 1$$

(21)

Substituting Eqs. (13 & 21) into Eq. (10), yields:

$$\Delta Y(t) = \hat{y}(t + 1) - \hat{y}(t) - \delta(t)[Y(t) - \hat{y}(t)] + \frac{1}{k}\lambda(t + 1); \quad t = 0, \ldots, T - 1$$

(22)
From Eqs. (20 & 22), we obtained on the following system of difference equations

\[
\Delta Y(t) = -\delta(t)[Y(t) - \hat{y}(t)] + \frac{1}{k} \lambda(t + 1); \quad t = 0, \ldots, T - 1
\]
\[
\Delta \lambda(t) = h[Y(t) - \hat{y}(t)] + \lambda(t + 1)\delta(t); \quad t = 0, \ldots, T - 1
\]

This equations system (23) can be solved numerically by using Excel with initial condition \(Y(0) = y_0\) and the terminal condition \(\lambda(T) = 0\), and then find the production rate from Eq. (21).

### 2.5 Stochastic Quadratic Programming (SQP) Formulation

In this section, we formulate the SQP problem with quadratic cost function subjected to equality and inequality linear and stochastic constraints (Dostál, 2009).

The objective function is represented by the quadratic form to minimize penalties are incurred when the inventory level and production rates deviate from its goals. The objective function is similar to the objective function of the optimal control, which means Eq. (9). The constraints are as follow:

1. The inventory level constraints are:

\[
Y(t + 1) - N(t) + D(t) - (1 - \delta(t))Y(t) = 0; \quad t = 0, \ldots, T - 1
\]

Eq. (24) represents the inventory levels, which is equal to the production, subtract demand and deterioration.

2. The stochastic demand constraint represents three cases, which means three models of SQP. The first model with Eq. (2), the second model with Eq. (4), and the last model with Eq. (5).

3. Assuming the initial demand constraint is:

\[
D(0) = 100
\]

4. Inventory goal level constraints are:

\[
\hat{y}(t + 1) - \phi \hat{n}(t) = 0; \quad t = 0, \ldots, T - 1
\]

\[
\hat{y}(0) - \hat{y}_0 = 0
\]

\[
\begin{align*}
Y(t) - \hat{y} &\geq 0; \quad t = 0, \ldots, T - 1; \quad \hat{y} > Y(0) \\
\hat{y} - Y(t) &\geq 0; \quad t = 0, \ldots, T - 1; \quad \hat{y} < Y(0)
\end{align*}
\]

Eq. (26) represents inventory goal level, which is equal to the function of production. Meanwhile, Eq. (27) leads to minimize the deviation of inventory level from its goals.
5. The initial inventory level constraint is:

\[ Y(0) = y_0 \]  

(28)

6. Production goal rate constraints that are similar to Eq. (14):

\[ \hat{n}(t) - \frac{D(t)}{1 - \varphi} + \frac{1 - d(t)}{1 - \varphi} \hat{y}(t) = 0; \quad t = 0, \ldots, T - 1 \]  

(29)

7. Production rate constraints are:

\[ \begin{align*}
N(t) - \hat{n}(t) & \geq 0; \quad t = 0, 1, \ldots, T - 1 \\
N(t) & > 0; \quad t = 0, 1, \ldots, T - 1
\end{align*} \]  

(30)

Eq. (30) leads to minimize the deviation of production rate from its goals.

8. Deterioration constraint, which is equal to the function of time, is:

\[ \delta(t) = 0.03t; \quad t = 0, \ldots, T - 1 \]  

(31)

To find a solution of the SQP models, we must replace the stochastic demand constraints by its equivalent deterministic constraints. Therefore, Eq. (2) replaced by Eq. (3), Eq. (4) replaced by Eq. (7), and Eq. (5) replaced by Eq. (8).

By assuming \( p_t = 0.99 \), it yields:

\[ \varphi^{-1}(0.99) = 2.323 \]

\[ \varphi^{-1}(0.01) = -2.323 \]

From Eqs. (7 & 8), we get:

\[ \begin{align*}
D(t) & \geq D(0) + \mu t + \sigma \sqrt{t} \times 2.323; \quad t = 1, \ldots, T - 1 \\
D(t) & \leq D(0) + \mu t + \sigma \sqrt{t} \times -2.323; \quad t = 1, \ldots, T - 1
\end{align*} \]

(32-33)

3 RESULTS AND DISCUSSION

Consider an inventory system with the following parameter values:

- \( y_0 = 10 \) item;
- \( \hat{y}(0) = 5 \);
- \( T = 5 \) weeks;
- \( k = 255 \$; \)
- \( h = 10 \$; \)
- \( \varphi = 0.2; \)
- \( \delta(t) = 0.03t; \)
- \( \mu = 25; \)
- \( \sigma = 10. \)

3.1 Solution of the optimal control model

By using the goal seek function in Excel, we find the solution of the system (23):

The simulation results given in Figures (1 & 2) show that the inventory level and the production rate are converging to its goal level over time, as desired. Our results consist with results that

Pesquisa Operacional, Vol. 37(1), 2017
Figure 1 – The inventory level, according to the optimal control model.

Figure 2 – The production rate, according to the optimal control model.

Table 1 – Solution of the optimal control model.

| M.V. | Time |
|------|------|
| $Y$  | 0    | 1    | 2    | 3    | 4    | 5    |
| $\dot{y}$ | 10.00 | 26.53 | 27.03 | 32.40 | 37.16 | 42.46 |
| $\alpha$ | 118.75 | 127.45 | 157.55 | 182.91 | 209.76 |
| $\lambda$ | 116.53 | 126.30 | 156.98 | 182.68 | 209.76 |
| $\delta$ | 0.00 | 0.80 | 1.62 | 2.92 | 4.46 | 6.37 |
| $\lambda$ | -105.61 | -55.61 | -28.71 | -14.11 | -5.76 | 0.00 |
| $J$ | 2648 |
found by Sethi & Thompson (2000) and Pan & Li (2014), which means inventory level and production rates as close as to their goals over time, regardless a difference in the assumptions of the models.

The following can be deduced from Table 1:

1. Depending on the value of penalty costs, the convergence between the production rate and its goal is more than the convergence between the inventory level and its goal.
2. The production rate is equal to its goal in the fourth week, due to the terminal condition of $\lambda(5) = 0$.
3. The total cost is 264$. 

### 3.2 Solution of the SQP model

To find the solution of the SQP problem, we use MatLab (version 8.5).

#### Table 2 – Solution of the SQP model.

| M.V. | Time  |
|------|-------|
|      | 0     | 1     | 2     | 3     | 4     | 5     |
| $Y$  | 10.00 | 23.75 | 25.49 | 31.51 | 36.58 | 41.95 |
| $\gamma$ | 5.00 | 23.75 | 25.49 | 31.51 | 36.58 | 41.95 |
| $\lambda Y$ | 118.75 | 127.45 | 157.55 | 182.91 | 209.76 |
| $\lambda Y$ | 118.75 | 127.45 | 157.55 | 182.91 | 209.76 |
| $\Delta \gamma$ | 0.00 | 0.71 | 1.53 | 2.84 | 4.39 | 6.29 |
| $J$ | 125$ |

The following can be deduced from Table 2:

1. The inventory level and the production rate are both equal to its goal.
2. The total cost is 125$, which means that the quadratic programming model is better than the optimal control model.
3. The deterioration rate in the quadratic programming is less than in the optimal control model due to its reliance on the inventory levels.
4. The production rate is similar in two models at the end of the planning period.

### 3.3 Inventory level according to the two models

In this subsection, we compare between the inventory level, according to the optimal control (OC) and quadratic programming (QP). The target of the objective function is to minimize the deviation of inventory level from its goal.
In the quadratic programming model, the convergence between inventory level and its goal is better than an optimal control model. This means the total cost of quadratic programming is less than the total cost of optimal control.

3.4 The effect of the stochastic demand on the results

This section presents the effect of the three cases of stochastic demand on the production rate and inventory level.

Figure 4 shows the demand rate becoming higher when the case of stochastic constraint is greater than or equal, (see Eq. 7), and vice versa.
Figure 5 shows the production rate become higher in the case of stochastic constraint is greater than or equal, due to the increase in the demand rate.

![Figure 5: Production rate](image)

Figure 6 shows the inventory level becoming higher when stochastic constraint is greater than or equal, due to the production rate. The inventory levels at time (1) are similar in all cases, because the inventory, demand, and production at time (0) are similar in all cases (see Figs. 4, 5 and 6).

The total cost of three cases of demand is equal despite a difference in the production rates and inventory levels. This is due to realizing production goal rates and inventory goal levels in all of the cases.

![Figure 6: Inventory level](image)
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Table 3 – Solution of the SQP model with inequality stochastic demand constraint.

| D.  | M.V.       | Time 0 | Time 1 | Time 2 | Time 3 | Time 4 | Time 5 |
|-----|------------|--------|--------|--------|--------|--------|--------|
| Pr(D ≥ β) ≥ p | Y | 10.00  | 23.75  | 31.40  | 38.33  | 45.27  | 54.76  |
|      | y | 5.00   | 23.75  | 31.40  | 38.33  | 45.27  | 54.76  |
|      | n | 118.75 | 156.98 | 191.67 | 226.34 | 273.79 |        |
|      | N | 118.75 | 156.98 | 191.67 | 226.34 | 273.79 |        |
|      | δy| 0.00  | 0.71   | 1.88   | 3.45   | 5.43   | 8.21   |
| J   |   |        |        |        |        |        |        | 125$   |
| Pr(D ≤ β) ≥ p | Y | 10.00  | 23.75  | 19.68  | 24.66  | 28.08  | 35.86  |
|      | y | 5.00   | 23.75  | 19.68  | 24.66  | 28.08  | 32.21  |
|      | n | 118.75 | 98.40  | 123.31 | 140.38 | 161.03 |        |
|      | N | 118.75 | 98.40  | 123.31 | 140.38 | 161.03 |        |
|      | δy| 0.00  | 0.71   | 1.18   | 2.22   | 3.37   | 5.38   |
| J   |   |        |        |        |        |        |        | 125$   |

4 CONCLUSION AND RECOMMENDATIONS

In this paper, two production-inventory system models; optimal control and SQP, were developed. The models took into account stochastic demand, without shortage, and deteriorating items, to achieve the administration goals in the inventory level and hedge demand. Optimal conditions were derived for the optimal control model, along with an explicit solution to the production-inventory model under the periodic-review policy. Furthermore, a comparison between the optimal control model and the SQP model results, in addition to a comparison between all three SQP models, were illustrated.

The SQP model was found to be better than the optimal control model when reaching optimality. At the end of the planning period, the production rate was found to be similar to the other two models. For the SQP model, production rate and inventory level were seen to increase in the case of the stochastic constraint, being greater than or equal. Total cost was controlled for all three SQP models, despite a difference in production rates and inventory levels. These models were found to be economically efficient for inventory control, with stochastic demand and deteriorating items. This study could be extended to include the stochastic holding cost with and without shortage and inventory goal level as a function of demand.
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