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The Röntgen term is an often neglected contribution to the interaction between an atom and an electromagnetic field in the electric dipole approximation. In this work we discuss how this interaction term leads to a difference between the kinetic and canonical momentum of an atom which, in turn, leads to surprising radiation forces acting on the atom. We use a number of examples to explore the main features of this interaction, namely forces acting against the expected dipole force or accelerations perpendicular to the beam propagation axis.

I. INTRODUCTION

The mechanical interaction between light and atoms, molecules, nano- or micro-particles has become a key ingredient to many experiments and technologies in (quantum-) optics, chemistry and biology. These forces are not only used to trap, cool and move particles, they can also be controlled to unprecedented level to test other phenomena of interest, such as, for instance, gravitational waves and even proposed models for dark-energy.

With experiments pushing the frontier of measurement and control it is time to revisit the theory of light-matter interaction and reconsider terms previously deemed negligible. One of these often neglected terms is the so-called Röntgen term which extends the interaction between an atom and electromagnetic fields in the electric dipole approximation from

\[ H_{\text{AL}} = -d \cdot E \]

to

\[ H_{\text{AL}} = -d \cdot E - \frac{i}{2M} (P \cdot (B \times d) + (B \times d) \cdot P) \]

(1)

The Röntgen term is named after Wilhelm Conrad Röntgen, who observed a magnetic field arising from a dielectric moving through an electric field. It accounts for the fact that a moving electric dipole appears to carry a magnetic dipole moment which interacts with a magnetic field.

This term appears naturally in a rigorous quantum-electrodynamical derivation of the interaction Hamiltonian between atoms and electromagnetic fields. It has received some attention in connection with the spontaneous decay of moving atoms, the so-called Abraham-Minkowski-controversy and as a source of Aharonov-Bohm-type phase shifts for moving dipoles.

One of the most intriguing features of the Röntgen term is that it induces a momentum-dependent interaction. As outlined in Sect. II, this leads to a difference between the canonical momentum \( P \) and the mechanical momentum \( M \dot{R} \). Especially if properties of the field, such as the amplitude or the phase, are modulated in time, these different momenta can give rise to force terms which would not appear in the usual \( d \cdot E \) interaction. Although this feature has been noticed before, for instance in refs. [12] or [18], a systematic study of these effects is desirable.

The purpose of this work is to study radiation force terms arising due to the presence of the Röntgen term in the context of time-modulated laser fields. We show that these forces can show counter-intuitive behaviour: usually high-field-seeking atoms are pushed away from the maximum of intensity of a travelling laser pulse and special configurations allow for forces perpendicular to the propagation axis of a transversally homogeneous laser beam.

The outline of this work is as follows: we first use a classical argument to introduce the Röntgen-term and the corresponding forces in Sect. II. In Sect. III we go on to discuss several fundamental characteristics using the example of a two-level atom interacting with an amplitude-modulated laser beam. Finally we shall explore options from more evolved setups in Sect. IV followed by a discussion and conclusions in sections V and VI.

As we try to explore and discuss generic properties of these forces we stick to a semi-classical treatment for an atom moving in a classical laser field. The expectation values of the atom’s position and momentum are treated classically and momentum-diffusion due to spontaneous emission is ignored. But we will also see that the forces described here are, in general, sufficiently small such that quantum effects should be considered to fully describe a specific experiment. We believe, however, that a semi-classical approach is the more intuitive way of providing a broad overview.

II. SHORT CLASSICAL MOTIVATION OF THE RÖNTGEN FORCE

Let us start with a short classical motivation of the Röntgen interaction between a classical electric dipole and a magnetic field and the associated forces, which shall be explored in more detail the rest of this work.
The interaction between a particle of mass $M$ with an electric and magnetic dipole moment with electric or magnetic fields is described by the Lagrangian

$$L = \frac{1}{2}Mv^2 + d \cdot E + m \cdot B.$$ (2)

The dipole moments $d$ and $m$ here appear as measured in the lab frame where the atom moves with a velocity $v = \dot{r}$. To first order in $|v|/c$ they are connected to the corresponding quantities in the atom’s rest frame by $d = d' + \frac{1}{2}v \times m'$ and $m = m' - v \times d'$. (11)

A purely dielectric particle with $m' = 0$, i.e. $d = d'$, will therefore interact with the magnetic field in the lab frame as $m = -v \times d$ such that

$$L = \frac{1}{2}Mv^2 + d \cdot E + v \cdot (B \times d).$$ (3)

The canonical momentum $p = \frac{\partial}{\partial \dot{r}} L = \frac{\partial}{\partial \dot{r}} L$ is thus different from the kinetic momentum $M\dot{v}$ as

$$p = M\dot{v} + B \times d.$$ (4)

The Hamiltonian given in Eq. (1) can then be obtained using a Legendre transformation $H = p \cdot \dot{v} - L$ after dropping terms $\sim (B \times d)^2$ and using that $p$ and $B$ commute in classical mechanics.

The equations of motion now show that $\dot{p} = -\nabla [d \cdot E + v \cdot (B \times d)]$, hence the Röntgen-term gives a velocity-dependent correction to the change in canonical momentum. But another intriguing feature arises from the difference between the change in canonical momentum and the kinetic force actually acting on the particle,

$$M\ddot{r} = \dot{p} - \frac{\partial}{\partial r} [B \times d].$$ (5)

Hence, although the Röntgen-term has been introduced as a velocity-dependent interaction, it can give rise to a force acting on particles at rest, if $B \times d$ changes in time. A corresponding expression can also be derived by simply adding up the Lorentz force acting on the two opposite charges constituting the dipole [23].

A similar mechanism with magnetic dipoles, that is with $m' \neq 0$ but $d' = 0$, results in the Aharonov-Casher effect [24,27]. One can connect these special cases with the more general expression $p = M\dot{v} + B \times d - E \times m$ using the duality- or Heavyside–Larmor–transformation,

$$E \rightarrow E' \cos \theta + e\mu_0 H \sin \theta, \quad (6a)$$
$$H \rightarrow H' \cos \theta - e\mu_0 E' \sin \theta, \quad (6b)$$
$$D \rightarrow D' \cos \theta + e\epsilon_0 B' \sin \theta, \quad (6c)$$
$$B \rightarrow B' \cos \theta - e\mu_0 D' \sin \theta, \quad (6d)$$
$$d \rightarrow d' \cos \theta + c^{-1} m' \sin \theta, \quad (6e)$$
$$m \rightarrow m' \cos \theta - c d' \sin \theta, \quad (6f)$$

for a real angle $\theta \neq \frac{\pi}{2}$. The discrepancy between the canonical and kinetic momenta for matter interacting with electromagnetic fields lies at the core of controversies regarding the momentum of light or so-called hidden momenta [15,20].

In this work we discuss forces arising from classical laser fields interacting with an atom in the electric-dipole approximation. Of course these fields already show a time-dependence due to oscillations at the laser frequency $\sim e^{-i\omega_L t}$. But such rapid oscillations cancel in the rotating wave approximation and thus a time-dependent term $B \times d$ can only arise if either the laser field and/or the atomic dipole are modulated separately at a slower time-scale.

The usual interaction between a laser of frequency $\omega_L$ and an atom gives rise to forces $F \propto \hbar \omega L / c$. If this laser field is modulated in amplitude or phase on a time-scale $\sigma t$ we will see that $\frac{\partial}{\partial r} (B \times d)$ gives rise to an additional force $f \propto \hbar \sigma / c$. For technical reasons and to avoid conflicts with the rotating wave approximation it is beneficial to assume that any phase– or amplitude modulation of the laser beam will be much slower than the main (optical) frequency, $\sigma \ll \omega_L$.

### III. TIME-MODULATED FIELDS INTERACTING WITH A TWO-LEVEL ATOM

Most features arising from the Röntgen interaction become apparent in the most simple setup of a two-level atom interacting with a single, amplitude-modulated laser beam. Although this example has been partially discussed before [18], it is a useful foundation for the more developed setup discussed later in Sect. [11].
For a suitably chosen interaction picture and in the rotating-wave approximation, the Hamiltonian describing a two-level atom interacting with an electromagnetic field is

\[ H = \frac{P^2}{2M} - \hbar \delta |e\rangle\langle e| + H_{\text{AL}} + H_{\text{AV}}, \]

where \( \delta = \omega_L - \omega_A \) describes the detuning between the laser and the atomic transition frequency. The coupling to the classical laser field propagating in a direction \( \kappa = k_0 / \omega_L \) is given by

\[ H_{\text{AL}} = -d \cdot E_L - \frac{1}{2Mc} \left[ P \cdot (B_L \times d) + (B_L \times d) \cdot P \right] \]

\[ = -\left(1 - \frac{\hbar^2}{2Mc^2}\right) (d^{(-)} \cdot P_L^{(+)} + (d^{(-)}) \cdot \kappa) + H. c., \]

with the laser field \( E_L^{(\pm)} = \frac{\hbar c}{\epsilon_0} E(R, t) \exp(\pm i k \cdot R) \) and the dipole operators for a two-level atom with states \( |g\rangle \) and \( |e\rangle \),

\[ d^{(-)} = \langle g|d||e\rangle|g\rangle|e\rangle \quad \text{and} \quad d^{(+) = \langle g||d||e\rangle|g\rangle|e\rangle \]

where \( \langle g||d||e\rangle \) is the corresponding reduced dipole matrix element.

To arrive at the second line we used the fact that \( B_L = \kappa \times E_L / c \), the commutation relation \( \exp(\pm i k \cdot R) P = (P \pm \hbar k) \exp(\pm i k \cdot R) \) and the “bac-cab rule” for cross-products. The fast time-dependence of the laser fields \( \sim \exp(\pm i \omega_L t) \) has been absorbed into the dipole operators during the rotating wave approximation.

The interaction between the atom and the vacuum is described by \( H_{\text{AV}} \) which has a form similar to \( H_{\text{AL}} \). The effects of the vacuum Hamiltonian will only be included phenomenologically as spontaneous decay rates when we discuss the evolution of the atomic states during the interaction with the light field.

Throughout this work we assume a well localised atom in a semi-classical approximation such that we can replace the position and momentum operators \( R \) and \( P \) by their expectation values \( r \) and \( p \) \cite{30}.

The basic features of the Röntgen-term in connection with time-dependent optical fields can be discussed using an amplitude-modulated plane wave propagating along the \( +z \)-direction, i.e. \( \kappa = e_z \). In this case we simplify the amplitude function \( E(R, t) \rightarrow E(\zeta) \), where \( \zeta := \sigma_t - \sigma/c \) is dimensionless and \( \sigma \ll \omega_L \) sets the time scale of this modulation. A field propagating in the \(-z\)-direction, i.e. \( \kappa = -e_z \), would evolve as \( \sigma t + \sigma z/c \), cf. Sect. \( IV.B \)

As usual for effective two-level systems, the average direction of the dipole, \( \langle d \rangle \) is parallel to the polarisation of the electric field such that \( d^{(-)} \cdot \kappa = 0 = e \perp \kappa \). Neglecting also the small recoil term \( \hbar \omega L / (2Mc^2) \), the atom-laser interaction from Eq. \( (8) \) can then be written as

\[ H_{\text{AL}} = \frac{1}{\hbar} (1 - p_z / Mc) \hbar \Omega_L(\zeta) \left( S_{g} e^{ikz} + S_{e} e^{-ikz} \right), \]

where \( S_{ab} := |a\rangle\langle b| \) and \( \hbar \Omega_L(\zeta) := -\langle g||d||e\rangle E(\zeta) \).

The equations of motion in this semi-classical treatment are given by \( \dot{r} = \langle H, R \rangle = \langle \frac{\partial}{\partial p} H \rangle \) and \( \dot{p} = -\langle \frac{\partial}{\partial r} H \rangle \), such that

\[ M \ddot{z} = p_z - \frac{\hbar}{c} \Omega_L(\zeta) u(z, t), \]

\[ \dot{p}_z = \hbar \left(1 - \frac{p_z}{Mc} \right) \left[ k\Omega_L(\zeta) v - u \frac{\partial}{\partial z} \Omega_L(\zeta) \right], \]

where \( u(z, t) \) and \( v(z, t) \) are the real and imaginary parts of \( \langle S_{g} \rangle e^{ikz} \) and are proportional to the coherences in the atom’s density matrix. Note the clear difference between the canonical and the kinetic momentum as outlined in Eq. \( (11) \).

Aside from a factor \( (1 - p_z / Mc) \) we recognise that the first component in \( \dot{p}_z \) describes the radiation pressure pushing the particle along the direction of beam propagation \cite{30}. The second part corresponds to the the gradient- or dipole force accelerating the particle along the gradient of the electric field intensity. Here this gradient is not due to the focussing of the beam or interference effects forming a standing wave pattern, but due to the time-modulation of the amplitude,

\[ \frac{\partial}{\partial z} \Omega_L(\zeta) = -\frac{k}{c} \frac{\partial}{\partial t} \Omega_L(\zeta) = -\frac{\phi}{c} \Omega_L(\zeta), \]

with \( \Omega_L'(\zeta) := \frac{d}{dt} \Omega_L(\zeta) \). In Eq. \( (10b) \) we thus have a radiation-pressure component \( \sim \hbar \phi \Omega_L \) and a gradient-force component \( \sim \hbar k^2 \Omega_L \). For a red detuned laser beam, i.e. for \( \delta = \omega_L - \omega_A < 0 \), we will see in Eq. \( (15) \) that \( u \) is negative and we expect the change in kinetic force to drag particles towards the travelling maximum of \( \Omega_L(\zeta) \).

It is important to notice that Eq. \( (10b) \) only gives the change of the canonical momentum. The change in kinetic momentum is given by a time-derivative of Eq. \( (10a) \),

\[ M \ddot{z} = \dot{p}_z - \frac{M}{c} \left[ \Omega_L(\zeta) u(z, t) \right] \]

\[ = \hbar \left( 1 - \beta_z \right) \left( k\Omega_L v - u \frac{\partial}{\partial z} \Omega_L \right) - \frac{\hbar}{c} \left( \left( \frac{\partial}{\partial r} + c \beta_z \frac{\partial}{\partial z} \right) \Omega_L \right) u + \Omega_L \dot{u} \]

(12)
where we used Eq. (10b), set \( \frac{df}{dt} = \frac{\partial}{\partial t} + c \beta_2 \frac{\partial}{\partial z} \) and identified \( \frac{df}{dt} \approx \dot{z}/c =: \beta_2 \) by dropping terms of order \( \frac{\hbar \Omega_c}{Mc^2} \).

Using the relations from Eq. (11) we thus get a force in the \( z \)-direction of the form
\[
M \ddot{z} = \hbar (1 - \beta_2) k \Omega_L(\zeta) v(z, t) - \frac{\hbar}{c} \Omega_L(\zeta) \dot{u}(z, t). \tag{13}
\]

As usual, the evolution of the atomic states and the associated quantities \( u \) and \( v \) is calculated by first deriving the Heisenberg equations of the atomic operators, \( \frac{d}{dt} S_{ab} = \frac{i}{\hbar} [H, S_{ab}] \) and then solving the optical Bloch equations
\[
\dot{u} = (\delta - \omega_L \beta_2) v - \Gamma u, \tag{14a}
\]
\[
\dot{v} = -(\delta - \omega_L \beta_2) u - (1 - \beta_2) \Omega_L(\zeta) w - \frac{\hbar}{c} v, \tag{14b}
\]
\[
\dot{w} = (1 - \beta_2) \Omega_L(\zeta) v - \Gamma (w + \frac{1}{2}), \tag{14c}
\]
where \( w := (S_{xx} - S_{yy})/2 \). For slowly varying fields, \( \sigma \ll \Gamma \), these equations can be solved using an adiabatic approximation such that we get, in the low-saturation regime \[30\],
\[
u(\zeta) \approx \frac{(1 - \beta_2) \Omega(\zeta)/2}{(\delta - \omega_L \beta_2)^2 + \Gamma^2/4}, \tag{15a}
\]
\[
v(\zeta) \approx \frac{\Gamma}{2} \frac{(1 - \beta_2) \Omega(\zeta)/2}{(\delta - \omega_L \beta_2)^2 + \Gamma^2/4}, \tag{15b}
\]
\[
\dot{u}(\zeta) = \sigma (1 - \beta_2) u'(\zeta) \approx \sigma (1 - \beta_2) \frac{\Omega' \Omega}{\Omega} u(\zeta). \tag{15c}
\]

If the field changes on time scales comparable to or greater than the decay rate \( \sigma \gtrsim \Gamma \), then the (typically numerical) solutions of the optical Bloch equations start to show non-adiabatic behaviour.

Using the approximate solutions from above, we obtain for the total force
\[
M \ddot{z} \approx (1 - \beta_2) \left( \frac{\hbar \omega_L}{c} \Omega_L(\zeta) v(\zeta) - \frac{\hbar}{c} \Omega_L(\zeta) u(\zeta) \right) \tag{16}
\]

When we compare this result to what we had in Eq. (10b) we see that the gradient force \( -u(\zeta) \partial_z \Omega_L(\zeta) = u(\zeta) \frac{\partial}{\partial z} \Omega_L(\zeta) \) has been cancelled out by an equal, but opposite term arising from Eq. (10a), cf. also Eq. (12). The (approximate) solution of the optical Bloch equations then gives rise to a new term proportional to the gradient of \( \Omega_L \), but of opposite sign \[18\]. As shown in Fig. 1 a red detuned laser will drag the atom to the minimum of \( \Omega_L \).

We thus see that the presence of the Röntgen term and the associated difference between the canonical and kinetic momentum reverts the direction of dipole-acceleration due to the gradient associated with the time-modulation of an em-field.

Of course, this unexpected behaviour only affects the gradient force due to the time-modulation propagating with \( \sigma (t \mp z/c) \). Gradient forces arising from a stationary setup, i.e. from a focussed beam or interference effects, behave as usual.

Generalising from the example of Eq. (16) we note that a ubiquitous feature of forces on atoms in time-modulated fields is that they can be split in two parts: One component is proportional to \( \hbar \omega_L/c \) and contains the well known forces as they also arise in stationary fields; aside from factors \( \sim (1 - \beta_2) \) these forces remain unchanged by the presence of the Röntgen term. The second component contains the time-derivatives of the modulated quantities (here \( \Omega_L(\zeta) \)) and related changes in the internal atomic evolution (here given by \( \dot{u} \)); this component is proportional to \( \hbar \sigma /c \) and is usually very weak as \( \sigma \ll \omega_L \) by design.

In the following discussions we shall assume that the atom is at rest, \( \beta_2 = 0 \), and split the total force in two parts \( M \ddot{z} = \ddot{F} + \ddot{f} \), where \( \ddot{F} \propto \hbar \omega_L/c \) and \( \ddot{f} \propto \hbar \sigma /c \). From eqs. (13) and (16) we see that \( F_z = h \frac{\partial}{\partial z} \Omega_L(\zeta) v(\zeta) \) while \( \ddot{f}_z = -h \frac{\hbar}{c} \Omega_L(\zeta) \dot{u}(z, t) \approx -h \frac{\hbar}{c} \Omega_L(\zeta) u(\zeta) \) in this example. Figure 1 shows these forces for a two-level atom interacting with various forms of amplitude-modulated laser beams. We see that the dominant force contribution \( F_z \) behaves as expected as it pushes particles along the beam with a magnitude directly proportional to the intensity of the field \( \Omega_L^2(\zeta) \). The term \( \ddot{f}_z \) associated with the Röntgen-interaction shows the counter-intuitive behaviour discussed above as we get a positive force where \( \Omega_L^2 \) increases such that the atom is pushed away from the field maximum despite the red-detuned laser frequency.

\[1\] Of course we ignored terms associated with the change in mass-energy as we also dropped the recoil terms \( \sim \hbar \omega_L/(2Mc^2) \) \[15\].
respectively. For typical optical transitions where \( \omega \) is degenerate excited states with \( m = \pm 1/2 \), terms proportional to \( p \cdot \kappa \) give rise to forces perpendicular to the direction of beam propagation, even if the beam is a plane wave with no transverse structure.

The simple form of the force in Eq. (16) derived from the adiabatic solutions (15) allows us to compute the total change in velocity due to the additional force term \( f_z \) as \( \int_{t_0}^{t_1} f_z(t)dt \approx \frac{\hbar}{4Mc} \frac{\Omega^2_L(\sigma t_1) - \Omega^2_L(\sigma t_0)}{\delta^2 + \Gamma^2/4} \).  

We can thus see that, at least for this example, the total effect of the additional force is proportional to the difference in beam intensity at times \( t_0 \) and \( t_1 \), but is independent of \( \sigma \). However, this net effect remains several orders of magnitude below the recoil velocity for \( v_{\text{rec}} = \frac{\hbar \omega_L}{(Mc)} \) as \( \delta \ll \omega_A \).

The forces shown in Fig. 1 and also later in Figs. 4 and 5 are given in units \( F \sim \frac{\hbar \omega_L \Gamma}{c} \) and \( f \sim \frac{\hbar \sigma \Gamma}{c} \), respectively. For typical optical transitions where \( \omega_L \approx 10^{15} \text{ s}^{-1} \) and \( \Gamma \approx 10^7 \text{ s}^{-1} \) we have \( \Gamma/\omega_L \approx 10^{-8} \), which helps us to relate the scales for forces \( f \) and \( F \) as

\[ \frac{\hbar \sigma}{c} \approx \frac{\Gamma}{10^8} \frac{\hbar \omega_L}{c} \Gamma, \]

so that usually \( f \ll F \).

A more systematic discussion on the magnitude of the Röntgen forces is given in Sect. V.

IV. SETUPS INVOLVING MULTIPLE TRANSITIONS

In the previous section we discussed some basic properties of an (induced) electric dipole interacting with a time-modulated field and the resulting corrections to forces acting along the beam propagation axis. This discussion was based on an effective two-level atom and made use of the first term \( \sim (1 - p \cdot \kappa/Mc) d \cdot E_L \) in the interaction Hamiltonian as given in Eq. 8.

The second term \( \sim (p \cdot E_L)(d \cdot \kappa) \) vanished for \( d \parallel E_L \leftrightarrow d \perp \kappa \). But we see that if we manage to “rotate” the average dipole moment away from the electric field, such that \( (d \cdot \kappa) \neq 0 \), then we get an interaction \( \sim p \cdot E_L \) which includes terms proportional to \( p_x \) and \( p_y \) for a beam propagating along the \( z \)-axis. As \( \ddagger = \langle \frac{\partial}{\partial \rho} H \rangle \) we see that these terms give rise to forces perpendicular to the direction of beam propagation, even if the beam is a plane wave with no transverse structure.

To explore this unexpected possibility we move from an effective two-level system to a four-level system in a \( J_g = 1/2 \leftrightarrow J_e = 1/2 \) transition with two ground states with magnetic quantum numbers \( m_g = \pm 1/2 \) and two degenerate excited states with \( m_e = \pm 1/2 \) labelled \( |g_-\rangle, |g_+\rangle \) and \( |e_-\rangle, |e_+\rangle \), respectively. This configuration is shown...
such that state. In the Hamiltonian we thus add a term "Rotating the dipole" thus requires a mechanism that allows for coherent transitions if they are \( \sigma_+ (\sigma_-) \) circularly polarised. An additional interaction with an external magnetic field couples the ground states \( |g_\downarrow\rangle \) and \( |g_\uparrow\rangle \), cf. Eq. (20). The numbers give the Clebsch-Gordan coefficients of the respective transitions as used in Appendix A.

\[
\begin{align*}
\left| e_- \right\rangle & \quad \left| e_+ \right\rangle \\
\pi & \quad \sigma_- \quad \frac{1}{\sqrt{3}} \quad \frac{1}{\sqrt{3}} \quad \frac{1}{\sqrt{3}} \\
-\frac{1}{\sqrt{3}} & \quad \sqrt{\frac{2}{3}} \quad \sqrt{\frac{2}{3}} \\
\left| g_- \right\rangle & \quad \left| g_+ \right\rangle
\end{align*}
\]

Figure 2: The four-level configuration used in the examples in Sect. IV Laser beams can induce \( |g_\downarrow\rangle \leftrightarrow |e_+\rangle \) \((|g_\uparrow\rangle \leftrightarrow |e_-\rangle)\) transitions if they are \( \sigma_+ (\sigma_-) \) circularly polarised. An additional interaction with an external magnetic field couples the ground states \( |g_\downarrow\rangle \) and \( |g_\uparrow\rangle \), cf. Eq. (20). The numbers give the Clebsch-Gordan coefficients of the respective transitions as used in Appendix A.

More details about the dipole operator and the atom-field Hamiltonian for multi-level configurations are given in appendix A. From there we see that the average dipole moment in this setup is

\[
\langle d \rangle \propto \langle S_{e_+ g_-} + S_{e_- g_+} \rangle e_x + i \langle S_{e_+ g_-} - S_{e_- g_+} \rangle e_y + \langle S_{e_+ g_-} - S_{e_- g_+} \rangle e_z + c.c.,
\]

where \( S_{e_\pm g_\pm} := |e_\pm\rangle \langle g_\pm| \), etc.

Equation (19) shows that \( \langle d \cdot \kappa \rangle \propto \langle S_{e_+ g_-} - S_{e_- g_+} \rangle + c.c. \) for a laser beam propagating along the quantisation axis, \( \kappa \parallel e_z \). Such a laser beam will usually only drive \( \sigma_\pm \)-transitions coupling \( |g_-\rangle \leftrightarrow |e_+\rangle \) and \( |g_+\rangle \leftrightarrow |e_-\rangle \), respectively. “Rotating the dipole” thus requires a mechanism that allows for coherent \( \pi \)-transitions \((|g_-\rangle \leftrightarrow |e_-\rangle \) and \( |g_+\rangle \leftrightarrow |e_+\rangle \)) such that \( \langle d_z \rangle \neq 0 \).

In the examples discussed below this coupling is induced by an additional isotropic magnetic field along the \( g \)-axis driving transitions \( |g_-\rangle \leftrightarrow |g_+\rangle \) with a Larmor frequency \( \Omega_B = \gamma B \), with \( \gamma \) being the gyromagnetic ratio of the ground state. In the Hamiltonian we thus add a term

\[
H_B = -i \frac{\hbar \gamma_B}{2} S_{g_\downarrow g_\uparrow} + H.c.
\]

Here we dropped the corresponding term for Larmor transitions within the excited states, \( |e_-\rangle \leftrightarrow |e_+\rangle \), as it would only increase our parameter space without substantially changing the dynamics.

Of course, this, possibly time-dependent, magnetic field would also couple to the electric dipole of the atom via the Röntgen interaction or via the electric field arising from \( \partial_t B = -\nabla \times E \). But these terms vanish in the rotating wave approximation where the dipole follows the laser field and oscillates with the laser frequency.

We shall also assume that the coupling to the external magnetic field is isotropic, \( \nabla \Omega_B = 0 \), but might change in time, \( \partial_t \Omega_B \neq 0 \). This is the case near the centre of a pair of Helmholtz coils where anisotropies due to retardation effects can be ignored if the driving current is changed simultaneously for both coils.

In the following examples we shall first discuss the forces arising from the combination of a single \( \sigma_\pm \)-polarised laser beam and a magnetic field. In the second example we present results from combining this magnetic field with counter-propagating \( \sigma_+ \) and \( \sigma_- \) beams of slightly different detuning.

### A. Example: A four-level configuration, a magnet and a single laser

The setup for this example is inspired by the work by R. Kaiser et al. who used it to discuss their theory and experiment on the mechanical Hanle effect \[31\]. Considering the level structure shown in Fig. 2 we see that a \( \sigma_+ \) circularly polarised laser beam will drive the \( |g_-\rangle \leftrightarrow |e_+\rangle \) transition until spontaneous decay from \( |e_+\rangle \) to \( |g_+\rangle \) traps the atomic state in \( |g_\uparrow\rangle \), which does not interact with the laser any further. In the steady-state limit the resulting force from the laser will thus vanish because the \( |g_-\rangle \)-state is empty.

\[\text{The notation for } \sigma_{\pm}\text{-polarised beams should not be confused with the time-scale of beam modulation } \sigma.\]
We see that $u$ in Appendix B 1.

In Fig. 3 we see that the steady state solution of Eq. (22) (see also appendix B 1) plotted as a function of the magnetic interaction strength $\Omega_B / \Gamma$, cf. Eq. (20), for a constant laser field, $\Omega_L / \Gamma = 50$, and a detuning $\delta / \Gamma = -20$. One clearly sees how $u_{e,g-}$ (red, solid line), $v_{e,g-}$ (blue, dashed line) and $v_{e,g+}$ (green, dotted line) change strongly in the presence of weak magnetic fields. The quantities not shown here, $u_{e,g+}$, $u_{e-g+}$, $v_{e-g+}$, etc. are zero for all values of $\Omega_B$. Although these are solutions for a stationary setup, they are useful to estimate the behaviour for time-dependent laser- or magnetic fields shown in Figs. 4 and 5 respectively.

But adding a magnetic interaction $H_B$ as given in Eq. (20) enables a closed loop $|g-\rangle \leftrightarrow |e+\rangle \rightarrow |g+\rangle \leftrightarrow |g-\rangle$ with a continuous radiation pressure force along the beam axis. R. Kaiser et al. used this mechanism to measure small magnetic fields and their effect on the deflection of Helium atoms traversing a laser beam [31].

Let us consider this example more closely, include the Röntgen-term and allow for time-dependent fields. Similar to the previous examples we describe the $\sigma_+$-polarised laser beam travelling in the +z-direction as $E_L(z) = \frac{1}{2}\mathcal{E}(z) e^{-i z \omega_L t} + c.c.$ and define $\hbar \Omega_L(z) := -\sqrt{2/3}\langle J_p |d|J_e \rangle \mathcal{E}(z)$, where $\langle J_p |d|J_e \rangle$ is the reduced dipole matrix element of this transition, cf. Appendix A, Eq. (A1). We thus get a Hamiltonian $H = \mathbf{p}^2 / (2M) - \hbar \delta (S_{e,e+} + S_{e,e-}) + H_B + H_{AL} + H_{AV}$ where

$$H_{AL} = \frac{\hbar \Omega_L(z)}{2} \left(1 - \frac{p_z}{Mc}\right) S_{e,g-} e^{ikz} + \frac{\hbar \Omega_L(z)}{2} \frac{p_z + i p_y}{2Mc} \left(S_{e,g+} - S_{e,g-}\right) e^{ikz} + \text{H.c.}, \quad (21)$$

and $H_B$ is defined in Eq. (20).

The corresponding equations of motion then give $\dot{p}_x = \dot{p}_y = 0$ and

$$M \dot{x} = p_x = \frac{\hbar}{2c} \Omega_L(z) \left(u_{e,g+} - u_{e,g-}\right), \quad (22a)$$

$$M \dot{y} = p_y = \frac{\hbar}{2c} \Omega_L(z) \left(v_{e,g+} - v_{e,g-}\right), \quad (22b)$$

$$M \dot{z} = p_z = \frac{\hbar}{2c} \Omega_L(z) u_{e,g+}, \quad (22c)$$

$$\dot{p}_z = \hbar k \Omega_L(z) v_{e,g+} + \frac{\hbar}{2c} \Omega_L(z) u_{e,g+}, \quad (22d)$$

where we dropped terms $\sim \mathcal{O}(\frac{p_z}{Mc})$ and used $u_{e,g-}(z,t) := \frac{1}{2} \langle S_{e,g+} e^{ikz} + \text{H.c.} \rangle$, $v_{e,g+}(z,t) := \frac{1}{2i} \langle S_{e,g+} e^{ikz} - \text{H.c.} \rangle$, etc. These are solutions to the in total 15 optical Bloch equations describing the evolution of the atomic states given in Appendix B 1.

Fig. 3 shows the corresponding steady state solutions for constant $\Omega_L$ as a function of $\Omega_B$ (which is also constant). We see that $u_{e,g-}$, $v_{e,g+}$ and $v_{e,g-}$ vanish for $\Omega_B = 0$ and that the dominant force $\mathbf{F} = \hbar k \Omega_L v_{e,g+} \mathbf{e}_z$ measured in Ref. [31] changes significantly in the presence of a weak magnetic coupling $\Omega_B$.

From the equations of motion given in Eq. (22) we can derive all terms arising from the Röntgen-interaction or directly from $\Omega_L(z)$ to generate the force $\mathbf{f} \sim \hbar \sigma / c$,

$$f_x = \frac{\hbar}{2c} \Omega_L(z) \left(u_{e,g+} - u_{e,g-}\right)$$

$$+ \frac{\hbar}{2c} \Omega_L(z) \left(\dot{u}_{e,g+} - \dot{u}_{e,g-}\right), \quad (23a)$$

$$f_y = -\frac{\hbar}{2c} \Omega_L(z) \left(v_{e,g+} - v_{e,g-}\right)$$

$$- \frac{\hbar}{2c} \Omega_L(z) \left(\dot{v}_{e,g+} - \dot{v}_{e,g-}\right), \quad (23b)$$

$$f_z = -\frac{\hbar}{2c} \Omega_L(z) \left(u_{e,g+} - u_{e,g-}\right). \quad (23c)$$

In Fig. 3 we see that the steady state solution of $v_{e,g+}$ is also non-zero and varies even more strongly than $v_{e,g-}$ for $\Omega_B \neq 0$. We therefore expect force components in the $x$ or $y$ direction in the presence of time-modulated fields $\Omega_L$. 

Figure 3: The steady state solutions for the atomic states of the four-level configuration shown in Fig. 2 as defined below Eq. (22) (see also appendix B 1) plotted as a function of the magnetic interaction strength $\Omega_B / \Gamma$, cf. Eq. (20), for a constant laser field, $\Omega_L / \Gamma = 50$, and a detuning $\delta / \Gamma = -20$. One clearly sees how $u_{e,g-}$ (red, solid line), $v_{e,g-}$ (blue, dashed line) and $v_{e,g+}$ (green, dotted line) change strongly in the presence of weak magnetic fields. The quantities not shown here, $u_{e,g+}$, $u_{e-g+}$, $v_{e-g+}$, etc. are zero for all values of $\Omega_B$. Although these are solutions for a stationary setup, they are useful to estimate the behaviour for time-dependent laser- or magnetic fields shown in Figs. 4 and 5 respectively.
or $\Omega_B$. Here, we again assume an atom at rest which also simplifies the (numerical) solution of the optical Bloch equations.

In Figs. 4 and 5 we show examples for cases where either a strong laser field $\Omega_L$ or the magnetic field $\Omega_B$ is changed on a time-scale $\sigma t$. The behaviour of both the atomic states and the resulting forces roughly follow what one would expect from the steady-state solutions displayed in Fig. 6, although the solutions are not entirely adiabatic because we set $\sigma/\Gamma = 0.1$.

For non-zero magnetic fields we get strong forces $F_z$ as well as weaker contributions for $f_x$ or $f_y$. The component $f_z$ depends on $u_{e+g_\pm}$ which vanishes in the steady-state case and is only barely non-zero for the dynamic setups. When we compare the example given in Fig. 5 with the steady-state solutions shown in Fig. 6 we see that the time-dependent magnetic interaction shown in Fig. 5 is chosen to vary such that $v_{e+g_\pm}$ starts at a maximum and ends at its minimum. This ensures a very steep gradient at $\sigma t = 0$ and a correspondingly strong force $f_z$ in panel c.

Let us emphasise that the forces in $y$-direction are not a direct result of the magnetic field oriented along the same axis. This magnetic field is assumed spatially homogeneous, but together with the laser field it enables a closed pumping circle and a coherent coupling between $|e_+\rangle$ and $|g_+\rangle$ (i.e. a non-vanishing component $v_{e+g_+}$). Intuitively
speaking, this magnetic field leads to the rotation of the average electric dipole moment discussed in Eq. \([19]\).

**B. Example: A four-level configuration, a magnet and two counter-propagating laser beams**

As a final example we shall extend the setup from above by adding a second, counter-propagating laser beam polarised such that it drives the \(\sigma_+\)-transition \(|g_+\rangle \leftrightarrow |e_-\rangle\), cf. Fig. 2 But in contrast to the previous examples we now assume both laser field amplitudes and the magnetic interaction \(\Omega_B\) to be constant in time. The time-modulation required for the contribution from the Röntgen-term is generated by a phase modulation as one beam shall have a slightly different frequency, \(\omega'_L = \omega_L + \sigma\), again with \(\sigma \ll \omega_L\).

The resulting Hamiltonian, shown in Eq. \([21]\), can be constructed straightforwardly by adding up corresponding atom-laser interaction terms \(H_{AL}\) as given in Eq. \([8]\) with effective fields

\[
E_l = \frac{i}{2} \alpha e^{-i k_L e^{-iv L/c}} + \text{c.c.},
\]

\[
E_r = \frac{i}{2} \alpha e^{i k_L e^{-ix L/c}} + \text{c.c.}.
\]

The beam \(E_l\) thus travels in the \(+z\)-direction, is polarised such that it drives the \(\sigma_+\)-transition (cf. appendix A) and has a frequency \(\omega_L + \sigma\). The beam \(E_r\) travels in the opposite direction and drives \(\sigma_-\)-transitions at a frequency \(\omega_L\).

The real parameter \(\alpha\) can be used to adjust the relative power of the beams.

Just as in the previous examples it is straightforward to derive the evolution equations for the atomic states, the equations of motion and the corresponding forces \(F = h\omega L \Gamma/c\) and \(f = h\sigma \Gamma/c\) from \(H = \frac{\partial}{\partial \tau}(\frac{\partial}{\partial P} H)\),

\[
F_z = \hbar k \Omega_L (\langle u_{e+g_{+}} + v_{e- g_{-}} \rangle),
\]

\[
f_z = -\frac{\hbar L}{2c} \frac{\partial}{\partial t} \left[ (u_{e+g_{+}} - u_{e- g_{-}}) (\alpha \cos(kz - \zeta) + \cos(kz)) - (v_{e+g_{+}} - v_{e- g_{-}}) (\alpha \sin(kz - \zeta) - \sin(kz)) \right],
\]

\[
f_y = \frac{\hbar L}{2c} \frac{\partial}{\partial t} \left[ (u_{e+g_{+}} - u_{e- g_{-}}) (\alpha \sin(kz - \zeta) + \sin(kz)) + (v_{e+g_{+}} - v_{e- g_{-}}) (\alpha \cos(kz - \zeta) - \cos(kz)) \right],
\]

\[
f_z = \frac{\hbar}{2c} \Omega_L (\alpha [u_{e+g_{+}} + v_{e- g_{-}}] + u_{e+g_{+}}).\]

Again we assume an atom initially at rest and set \(\zeta = \sigma(t - z/c)\). Here we also set \(u_{e+g_{+}} + iv_{e+g_{+}} := \langle S_{e+g_{+}} \rangle \exp[i(kz - \zeta)]\), \(u_{e-g_{-}} + iv_{e-g_{-}} := \langle S_{e-g_{-}} \rangle \exp[-ikz]\) while \(u_{e+g_{+}} + iv_{e+g_{+}} := \langle S_{e+g_{+}} \rangle\), see appendix B2 for more details.

Figs. (a) and (b) show the steady state solutions (\(\sigma = 0\), \(kz = \pi/3\)) of the optical Bloch equations for this system as a function of \(\Omega_B/\Gamma\). For \(\sigma \neq 0\) we find that all atomic states are constant in time, only \(u_{e+g_{+}}\) and \(v_{e+g_{+}}\) can oscillate in time and space. The steady-state solutions are thus again useful to get some intuition for the case \(\sigma \neq 0\). For the detuning chosen in this example, \(\delta = -50\Gamma\), the terms \(v_{e+g_{+}}\) and \(v_{e-g_{-}}\) are strongly suppressed. As they also have opposite sign we see that the usually dominant radiation pressure force cancels in this setup, \(F_z \to 0\).

From Eq. \([25]\) we see that the components of \(f\) depend on the time derivatives of the average atomic states and \(\cos(kz - \zeta) = \cos((\omega_L + \sigma)z/c - \sigma t)\) or \(\sin(kz - \zeta)\). We thus expect an oscillating behaviour for \(f_z\) and \(f_y\) which we also see in Figs. (c) and (d) \(f_z\) is constant due to the different photon momenta absorbed from each beam, \(h(\omega_L + \sigma)/c\) or \(h\omega_L/c\).

The force-components \(f_z\) and \(f_y\) oscillate as functions of \(\sigma t\) and \(kz\). Their sum, \(f_z = f_x e_x + f_y e_y\), spirals along the \(z\)-axis: atoms at \(\sigma t = \pi\) see a force of constant magnitude which rotates in the \(xy\)-plane as function of \(\sigma t\) while atoms at \(kz = (2n + 1)\pi/2\) see forces oscillating only along the \(y\)-direction; at intermediate positions the tip of \(f_z\) follows a tilted ellipse.

The total effect of these oscillating forces obviously averages out when integrated over a period of \(\sigma t\). But experience from both classical and quantum mechanics shows that weak periodic forces combined with harmonic potentials can lead to resonance effects \([33, 34]\). This example might therefore be of special interest in setups where the described counter-propagating beams are combined with a tight radial trap.

\[3\] Note that in the absence of a magnetic field, \(\Omega_B = 0\), the two laser beams rely on each other to repopulate the respective ground states. This means that no transition can be stronger than the other and the well known cooling scheme associated with a \(\sigma_+\)-\(\sigma_-\)-beam configuration does not work in this case \([52]\).
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Figure 6: Results for a \( \sigma_+ - \sigma_- \) beam configuration and an additional magnetic field interacting with a \( J_g = 1/2 \leftrightarrow J_e = 1/2 \) configuration as shown in Fig. 2 and discussed in Sect. IV B. Panels (a) and (b) show steady state solutions of the atomic state populations defined below Eq. (25) at position \( k_z = \pi/3 \) when both beams have the same frequency, \( \sigma = 0 \), see also appendix B 2. Due to the large detuning, \( \delta/\Gamma = -50 \) for \( \Omega_L/\Gamma = 10 \), we see that \( v_{e-g} \ll u_{e-g} \). Note that \( u_{e-g} \) and \( v_{e-g} \) vanish in the absence of an external \( B \)-field and that \( v_{e-g} = v_{e+g} \). The vertical dashed line indicates the value \( \Omega_B/\Gamma = 100 \) which is used to calculate the time-dependent forces given in Eq. (25), if the \( \sigma_+ \)-beam has a shifted frequency of \( \omega_L + \sigma \) where \( \sigma = -2\delta = 100\Gamma \). We see that \( f_x \) and \( f_y \) oscillate in space and time while \( f_z \) is constant, cf. also Fig. 7. Here both beams are chosen to have equal power, \( \alpha = 1 \). These parameters are chosen such that the usually dominant force cancels out, \( F_z = 0 \).

V. DISCUSSION: HOW SMALL IS THE RÖNTGEN TERM?

The examples discussed above show that Röntgen forces are intriguing, but also considerably smaller than the usual gradient force and radiation pressure. Here we shall discuss several systematic effects which might lead to forces of a similar magnitude.

As the Röntgen term is part of the electric-dipole approximation we have neglected higher order couplings in the atom-light Hamiltonian in Eq. (8). In comparison to the electric dipole coupling, magnetic dipole or electric...
quadrupole terms are suppressed by the ratio between the size of the atom (characterised by the Bohr radius) and the wavelength of the laser, \( \sim a_0/\lambda \) \[35-37\]. As shown above, the forces resulting from the Röntgen term and a time-dependent variation are suppressed with respect to usual dipole forces by a factor \( \sigma/\omega \) which might well be smaller than \( a_0/\lambda \).

Including electric quadrupole interactions is therefore necessary, if the chosen laser frequency is close to a quadrupole-allowed transition. Depending on the frequency and the configuration of atomic energy levels, the forces associated with this transition could be stronger than the Röntgen forces discussed here. However, electric quadrupole forces have the same structure as the dominant gradient- or radiation pressure forces as both arise from the spatial derivative of the laser field. Röntgen forces, however, arise from the difference between canonical and kinetic momentum as well as a time-derivative of both field and atomic dipole. This is why we focus on the Röntgen interaction even if higher-order interaction terms might give stronger effects.

In Sect. IV we showed how Röntgen forces can act perpendicular to the beam axis in the presence of an additional magnetic field. As can be seen from the Hamiltonian given in Eq. \(20\), this additional magnetic field can give rise to a force \( F_B = \hbar \Omega_B v_{g,g_-} \). A small inhomogeneity of the magnetic field in the \( x \)- or \( y \)-direction can lead to similar perpendicular forces, if \( v_{g,g_-} \) is non-zero. In the single-beam example the described in Sect. IV, it turns out that \( v_{g,g_-} \) can be relatively large making this setup sensitive to magnetic field gradients. For the example with counter-propagating beams (cf. Sect. IV-B) it turns out that \( v_{g,g_-} \) vanishes for the chosen setting with \( \sigma = -2\delta \).

A transverse gradient from the laser field will also lead to radial forces proportional to \( u_{e,g_-} \) and \( u_{e,g_+} \). Again, these are non-zero for the single-beam example but are suppressed in the example with counter-propagating beams.

In addition to these systematic effects, stochastic processes such as spontaneous decay can spread the atom’s position and momentum uncertainties such that the results of weak forces are concealed. We therefore propose that a measurement of Röntgen forces should make use of resonance- or interference phenomena.

VI. SUMMARY AND CONCLUSIONS

In this work we used a semi-classical model to analyse the mechanical interaction between atoms and time-dependent external fields with a special focus on effects due to the Röntgen-term. In Sect. III we showed why the Röntgen term and the associated difference between canonical and kinetic momentum is of special interest when radiation fields interacting with an electric dipole are modulated on a time-scale \( \sigma \ll \omega_L \).

In Sect. III we discussed some of the characteristics of these forces using the example of a simple two-level atom interacting with an amplitude-modulated plane wave. There we could show how the Röntgen-term reverts intuitively expected force terms such that atoms are not pulled towards, but repelled from the travelling intensity maximum of a modulated, red-detuned laser beam.

Using a four-level configuration and an additional external magnetic field to “rotate the dipole” we could show how the cross-term \( d \times B \) in the Röntgen interaction leads to forces perpendicular to the beam propagation axis of a plane wave in Sect. IV. There we also explored the effects of a time-modulated effective dipole axis (achieved by changing the external magnetic field) as well as a configuration involving two slightly detuned laser beams, which effectively corresponds to a time-dependent phase.

These examples made use of laser pulses, time modulated magnetic fields or phase-modulated counter-propagating beams, all of which are ubiquitous in quantum-optical laboratories. Yet they showed that the often ignored Röntgen term opens the way for surprising and counter-intuitive radiation forces. Most importantly, neglecting the Röntgen interaction can lead to wrong results, as demonstrated in Sect. III.

However, we also discussed that these forces are by design much smaller than usual radiation pressure forces and they might even average out to zero when one considers the net-effect over a longer period. As discussed at the end of Sect. III and in Sect. V the net-effect of these forces alone will usually be many orders of magnitude smaller than that of a single photon recoil or of simple noise effects. But periodic and resonant effect on an otherwise well controlled system, such as on atoms in a harmonic trap, might well be measurable.

The semi-classical calculations presented in this work serve an exploratory purpose, scouting the wealth of phenomena hidden in the Röntgen-term. A quantitative analysis discussing these small effects and their measurability in a specific experimental setup requires a bespoke quantum-mechanical treatment, which will be the focus of future work.
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Using the Wigner-Eckart Theorem \([35, 36]\) we can write
d an excited state transition and will be included in the coupling term \(\Omega\) between states \(a\) and \(e\).

Just as any other vectorial quantity, the dipole operator can be written as
\[ d = \sum_{q} (-1)^q a_{q} e_q \]
with \(a_{q} = e_q \cdot a\) such that \(a_\pm = \frac{1}{\sqrt{2}} (a_x \pm ia_y)\) and \(a_0 = a_z\) just as we had for the basis vectors above.

The dot product of two vectors \(a, b\) is then given by
\[ a \cdot b = \sum_{q} (-1)^q a_{q} b_{q} \]

For the cross product we note that the usual rule \(a \times (b \times c) = (a \cdot c)b - (a \cdot b)c\) still holds.

Using the Wigner-Eckart Theorem \([35, 36]\) we can write
\[ d_q^{(+)} = \sum_{m_g,m_e} \langle J_g m_g | d_q | J_e m_e \rangle \langle J_g m_g | J_e m_e \rangle \sum_{m_g,m_e} \langle J_g m_g | J_e m_e ; 1 \rangle \langle J_g m_g | J_e m_e \rangle , \]
and, using \(d_q^{(-)} = (-1)^q (d_q^{(+)})^\dagger\),
\[ d_q^{(-)} = \langle J_g | d || J_e \rangle \sum_{m_g,m_e} (-1)^q \langle J_g m_g | J_e m_e ; 1 - q \rangle \langle J_g m_g | J_e m_e \rangle \]}

Here \(\langle J_g m_g | J_e m_e ; 1 \pm q \rangle = \langle J_g m_e ; 1 \pm q | J_g m_g \rangle\) are the Clebsch-Gordan coefficients for a fine-structure transition between states \(|J_g, m_e\rangle\) and \(|J_g m_q \rangle\) while \(\langle J_g || d || J_e \rangle\) is the (real) reduced matrix element for the whole \(J_g \leftrightarrow J_e\) transition and will be included in the coupling term \(\Omega\).

For the \(J_g = 1/2 \leftrightarrow J_e = 1/2\) configuration discussed in Sect. [IV] we set \(|J_g = 1/2, m_g = \pm 1/2 \rangle := |g_\pm\rangle\) and two excited states \(|J_e = 1/2, m_e = \pm 1/2 \rangle := |e_\pm\rangle\). The corresponding Clebsch-Gordan coefficients are displayed in Fig. [E] such that
\[ d_q^{(+)} = \pm \sqrt{\frac{2}{3}} \langle J_g | d || J_e \rangle S_{e,g-} , \]
\[ d_q^{(-)} = \sqrt{\frac{1}{3}} \langle J_g | d || J_e \rangle (S_{e+g} - S_{e-g_-}) . \]

Just as we can write \(d^{(\pm)} := \sum_q d_q^{(\pm)} e_q^*\) (such that \((d^{(-)})^\dagger = d^{(+)}\) we can also write the electric field as \(E = E^{(+)} + E^{(-)}\) where \(E^{(\pm)} := \sum_q E_q^{(\pm)} e_q^*\) and
\[ E_q^{(\pm)} = \frac{1}{2} e_q e^{i(k R - \omega t)} \]

Here \(E\) is the amplitude of the field while \(e_q\) describes the relative component along the \(q\)-direction. If the field is propagating along the quantisation axis, i.e. \(k = \omega L / c\) with \(\kappa \parallel e_z = e_0\), we get \(E_0^{(\pm)} = 0\). For the magnetic field we use \(B^{(\pm)} = \kappa \times E^{(\pm)} / c\).
In the rotating wave approximation we get the coupling term $-\mathbf{d} \cdot \mathbf{E} = -\mathbf{d}^{(-)} \mathbf{E}^{(+)} - \mathbf{d}^{(+)} \cdot \mathbf{E}^{(-)}$ with

$$
-\mathbf{d}^{(-)} \mathbf{E}^{(+)} = \frac{i}{\hbar} \Omega L e^{\mathbf{k} \cdot \mathbf{r}} \sum_q \mathbf{e}_{\mathbf{q} \mathbf{e}_{\mathbf{q}}} \sum_{m_e m_e'} (J_q m_q | J_e m_e; 1 - q) | J_q m_q \rangle \langle J_g m_g | J_e m_e; 1 - q),
$$

(A6)

where we set $\hbar \Omega_L := -\langle J_g | d | J_e \rangle \mathbf{E}$. The sum over $m_e = -J_e, -J_e + 1, \ldots, J_e$ can be evaluated easily as the Clebsch-Gordan coefficient $(J_q m_q | J_e m_e; 1 - q)$ is non-zero only if $m_e = m_g + q$. This is why a laser-beam polarised as $\mathbf{E}^{(+)} = E_{-1}^{(+)} e_{-1}^*$ induces $\sigma_+^B$ transitions $| m_g \rangle \rightarrow | m_e = m_g + 1 \rangle$ and vice versa for $\mathbf{E}^{(+)} = E_{1}^{(+)} e_{1}^*$, cf. Eq. (24).

For a beam propagating along the $z$-direction we use the atom-laser Hamiltonian given in Eq. (3) and set $\kappa = \theta \mathbf{e}_z$ with $\theta = +1$ ($\theta = -1$) for propagation in the positive (negative) $z$-direction to get

$$
H_{\text{AL}} = \left(1 - \frac{i}{\hbar} \frac{p_z}{M} + \frac{\hbar^2}{2Mc^2}\right) \left(\frac{d^{(-)} E^{(+)}_{-1}}{} + \frac{d^{(-)} E^{(+)}_{1}}{} \right) + \frac{\hbar^2}{2M} d^{(-)}_{0} \left(P_0 E^{(+)}_{-1} + P_{-1} E^{(+)}_{1} \right) + \text{H.c.},
$$

(A7)

with $P_0 \rightarrow p_z$ and $P_{\pm 1} \rightarrow \mp \frac{\hbar^2}{2M}(p_z \pm ip_y)$ in the semi-classical limit. Using this and the dipole operators defined in Eq. (A4) we get the Hamiltonian used in equ. (21), (B1) and (B4).

Appendix B: Evolution of atomic states for examples given in Sect. IV

In Sect. IV we introduce a four-level system which is coupled to a magnetic field as well as one or two laser beams. To describe the evolution of the internal states we use an approach similar to the optical Bloch-equations used for a two-level system. Note, however, that the interpretation of the atom as a spin-1/2 system is no longer valid in this case.

1. Hamiltonian and evolution for the example in Sect. IV A

The Hamiltonian describing the interaction between the atom, the laser field coupling the states $| g_- \rangle$ and $| e_+ \rangle$ and the magnetic field coupling $| g_+ \rangle$ and $| g_- \rangle$ has been given in Eq. (21). To evaluate the evolution of the internal states we use the Hamiltonian without the kinetic and vacuum contributions,

$$
H = -\hbar \delta(S_{e_+ e_+} + S_{e_+ e_-}) - \frac{i \hbar \Omega B}{2} (S_{g_- g_+} - S_{g_+ g_-}) + \frac{\Omega_+ \hbar}{2} (S_{e_+ g_+} e^{ikz} + \text{H.c.}) + \frac{\Omega_0}{2} (S_{e_+ g_+} - S_{e_- g_-}) e^{ikz} + \text{H.c.},
$$

(B1)

where we defined $\Omega_+ (\zeta) := \Omega_L (\zeta) (1 - p_z/(M c) + i \omega_L/(2Mc^2))$, and $\Omega_0 (\zeta) := \Omega_L (\zeta) (p_x + ip_y)/(2Mc)$. Note that $\Omega_0$ is complex. The evolution equation for the operators $S_{e_+ g_+} = | e_+ \rangle \langle g_+ |$ etc. are then given by $\frac{d}{dt} S_{e_+ g_+} = \frac{i}{\hbar} [H, S_{e_+ g_+}]$. The contribution from the vacuum Hamiltonian is included through the spontaneous decay rates. The coefficients in Fig. 2 also show how the total spontaneous decay from the excited to the ground state manifold branches, i.e. $\Gamma_{e_+ \rightarrow g_+} = \Gamma_{e_- \rightarrow g_-} = \Gamma/3$, $\Gamma_{e_+ \rightarrow g_-} = \Gamma_{e_- \rightarrow g_+} = 2\Gamma/3$. This way we find [31]

$$
\frac{d}{dt} S_{e_+ e_+} = -\Gamma S_{e_+ e_+},
$$

(B2a)

$$
\frac{d}{dt} S_{e_+ e_-} = \frac{1}{2} \Gamma S_{e_+ e_-},
$$

(B2b)

$$
\frac{d}{dt} S_{g_- g_+} = \frac{1}{2} \Gamma S_{g_- g_+},
$$

(B2c)

$$
\frac{d}{dt} S_{g_+ g_-} = \frac{1}{2} \Gamma S_{g_+ g_-},
$$

(B2d)

Using $\frac{d}{dt} S_{g_+ g_+} = (\frac{d}{dt} S_{e_+ e_+})^*$ and $\langle S_{e_+ e_+} \rangle + \langle S_{e_+ e_-} \rangle + \langle S_{g_+ g_+} \rangle + \langle S_{g_- g_-} \rangle = 1$ we still need to solve 15 coupled
equations to describe the average internal dynamics of the 4-level system. Defining

\[
\begin{align}
    u_{e,g_{i}} + iv_{e,g_{i}} & := (S_{e,g_{i}}) e^{i k z}, & \text{ (B3a)} \\
    u_{e,e} + iv_{e,e} & := (S_{e,e}) , & \text{ (B3b)} \\
    u_{g_{+},g_{-}} + iv_{g_{+},g_{-}} & := (S_{g_{+},g_{-}}) , & \text{ (B3c)} \\
    w_{e,g_{+}} := (S_{e,g_{+}}) - (S_{g_{-},g_{+}}) , & \text{ (B3d)} \\
    w_{e,g_{-}} := (S_{e,g_{-}}) - (S_{g_{+},g_{-}}) , & \text{ (B3e)} \\
    w_{g_{+},g_{-}} := (S_{g_{+},g_{-}}) - (S_{g_{-},g_{+}}) , & \text{ (B3f)}
\end{align}
\]

for \( i,j \in \{ +,- \} \) and setting \( \Delta := \omega_{L} - \omega_{A} - k \dot{z} \) these evolution equations read

\[
\begin{align}
    \dot{w}_{e,g_{-}} &= 2 \Omega_{e} v_{e,g_{-}} + \Omega_{B} u_{g_{+},g_{-}} + \Re \Omega_{0} (v_{e,g_{+}} - v_{e,g_{-}}) + \Im \Omega_{0} (u_{e,g_{+}} - u_{e,g_{-}}) + \frac{1}{\hbar} \Gamma (w_{e,g_{-}} - 7 w_{e,g_{-}} + 4 w_{g_{+},g_{-}}) - \Gamma/2 , \\
    \dot{w}_{e,g_{+}} &= -\Omega_{B} u_{g_{+},g_{-}} + \Re \Omega_{0} (v_{e,g_{+}} - v_{e,g_{-}}) + \Im \Omega_{0} (u_{e,g_{+}} - u_{e,g_{-}}) + \frac{1}{\hbar} \Gamma (w_{e,g_{+}} - 7 w_{e,g_{+}} - 4 w_{g_{+},g_{-}}) - \Gamma/2 , \\
    \dot{w}_{g_{+},g_{-}} &= \Omega_{e} v_{e,g_{+}} + 2 \Omega_{B} u_{g_{+},g_{-}} - \Re \Omega_{0} (v_{e,g_{+}} + v_{e,g_{+}}) - \Im \Omega_{0} (u_{e,g_{+}} + u_{e,g_{+}}) + \frac{1}{\hbar} \Gamma (w_{e,g_{+}} - w_{e,g_{+}} + w_{g_{+},g_{-}}) ,
\end{align}
\]

\[
\begin{align}
    \dot{u}_{e_{++}} &= \frac{1}{2} \Omega_{e} v_{e,g_{+}} - \frac{1}{2} \Omega_{B} u_{g_{+},g_{+}} - \frac{1}{2} \Re \Omega_{0} (v_{e,g_{+}} - v_{e,g_{+}}) + \frac{1}{2} \Im \Omega_{0} (u_{e,g_{+}} - u_{e,g_{+}}) - \frac{1}{\hbar} \Gamma u_{e_{++}} , \\
    \dot{u}_{e_{-}} &= \frac{1}{2} \Omega_{e} v_{e,g_{-}} - \frac{1}{2} \Omega_{B} u_{g_{+},g_{-}} - \frac{1}{2} \Re \Omega_{0} (v_{e,g_{-}} - v_{e,g_{-}}) - \frac{1}{2} \Im \Omega_{0} (u_{e,g_{-}} + u_{e,g_{-}}) - \frac{1}{\hbar} \Gamma u_{e_{-}} , \\
    \dot{v}_{e_{+}} &= -\Delta v_{e_{+}} + \frac{1}{2} \Omega_{B} v_{e_{+}} - \frac{1}{2} \Re \Omega_{0} (v_{e_{+}} + v_{e_{+}}) + \frac{1}{2} \Im \Omega_{0} (u_{e_{+}} + u_{e_{+}}) - \frac{1}{\hbar} \Gamma v_{e_{+}} , \\
    \dot{v}_{e_{-}} &= -\Delta v_{e_{-}} + \frac{1}{2} \Omega_{B} v_{e_{-}} + \frac{1}{2} \Re \Omega_{0} (v_{e_{-}} - v_{e_{-}}) - \frac{1}{2} \Im \Omega_{0} (u_{e_{-}} - u_{e_{-}}) - \frac{1}{\hbar} \Gamma v_{e_{-}} , \\
    \dot{u}_{e_{--}} &= \frac{1}{2} \Omega_{e} v_{e,g_{-}} + \frac{1}{2} \Re \Omega_{0} (v_{e,g_{-}} - v_{e,g_{-}}) + \frac{1}{2} \Im \Omega_{0} (u_{e,g_{-}} - u_{e,g_{-}}) - \Gamma u_{e_{--}} , \\
    \dot{u}_{g_{+},g_{-}} &= \frac{1}{2} \Omega_{e} v_{e,g_{+}} - \frac{1}{2} \Re \Omega_{0} (v_{e,g_{+}} - v_{e,g_{+}}) - \frac{1}{2} \Im \Omega_{0} (u_{e,g_{+}} - u_{e,g_{+}}) - \Gamma u_{g_{+},g_{-}} , \\
    \dot{v}_{e_{+}} &= \frac{1}{2} \Omega_{B} v_{e_{+}} + \frac{1}{2} \Re \Omega_{0} (v_{e_{+}} + v_{e_{+}}) + \frac{1}{2} \Im \Omega_{0} (u_{e_{+}} + u_{e_{+}}) + \Gamma v_{e_{+}} , \\
    \dot{v}_{e_{-}} &= \frac{1}{2} \Omega_{B} v_{e_{-}} - \frac{1}{2} \Re \Omega_{0} (v_{e_{-}} - v_{e_{-}}) - \frac{1}{2} \Im \Omega_{0} (u_{e_{-}} - u_{e_{-}}) + \Gamma v_{e_{-}} .
\end{align}
\]

In the examples presented in Figs.3 to 5 we assumed the atom to be momentarily at rest such that \( \Omega_{0} = 0 \) and \( \frac{\partial}{\partial t} = \frac{\partial}{\partial t}. \) Even for moving atom the terms \( \sim \Omega_{0} \) are suppressed as they are proportional to \( v_{x,y}/c. \)

2. Hamiltonian and evolution for the example in Sect. [IVB]

The example described in Sect. [IVB] includes two counter-propagating laser beams, each driving a different transition in the four-level setup shown in Fig. 2. The intensity of both beams and the magnetic coupling \( \Omega_{B} \) are set constant, the time-variation is introduced by a difference in the relative frequencies between the beams.

Using the fields given in [24] and the atom-light Hamiltonian from [A7] we obtain the Hamiltonian governing the internal atomic dynamics,

\[
\begin{align}
    H = \frac{\hbar^{2}}{2 m_{e}} - \hbar \delta (S_{e,e} + S_{e,e}) - i \frac{\hbar}{2} \Omega_{B} (S_{g_{-},g_{+}} - S_{g_{+},g_{-}}) + \alpha \frac{\hbar k}{2} \left( 1 - \frac{\hbar v_{x}}{m_{e}} + \frac{\hbar (v_{x} + v_{y})}{2 m_{e}} \right) (S_{e,g_{+}} - e^{i k z - c t} + \text{H. c.)} - \frac{\hbar k}{2 m_{e}} (1 + \frac{\hbar v_{x}}{m_{e}} + \frac{\hbar v_{y}}{2 m_{e}}) (S_{e,g_{-}} - e^{-i k z - c t} + \text{H. c.)} \\
    + \frac{\hbar k}{2 m_{e}} ((S_{e,g_{+}} - S_{g_{+},g_{-}})(p_{x} (\alpha e^{i k z - c t}) + e^{-i k z}) + i p_{y} (\alpha e^{i k z - c t} - e^{-i k z}) + \text{H. c.)}, & \text{ (B4)}
\end{align}
\]
\[ u_{e,g} + i v_{e,g} := (S_{e,g}) e^{i(kz - \zeta)} , \]

\[ u_{e,g} + i v_{e,g} := (S_{e,g}) e^{-i k z} , \]

\[ u_{e,g} + i v_{e,g} := (S_{e,g}) , \]

\[ u_{e,g} + i v_{e,g} := (S_{e,g}) . \]

Dropping terms proportional to \( p_{x,y,z} / M c \) or \( \dot{z} / c \) we find that the states evolve as

\[
\begin{align*}
\dot{w}_{e,g} &= 2 \alpha \Omega_L w_{e,g} + \Omega_B w_{g+} + \frac{1}{6} \Gamma ( w_{e,g} - 7 w_{e,g} + 4 w_{g+} ) - \Gamma / 2 , \\
\dot{w}_{e,g} &= -2 \Omega_L w_{e,g} - u_{g+} \Omega_B + \frac{1}{6} \Gamma ( -7 w_{e,g} + w_{e,g} - 4 w_{g+} ) - \Gamma / 2 , \\
\dot{w}_{g+} &= \Omega_L ( v_{e,g} + \alpha v_{e,g} ) + 2 \Omega_B w_{g+} + \frac{1}{3} \Gamma ( w_{e,g} - w_{e,g} + w_{g+} ) ,
\end{align*}
\]

\[
\begin{align*}
\dot{u}_{e,g} &= (\delta + \sigma) u_{e,g} + \frac{1}{2} \Omega_B (\sin(kz - \zeta) v_{e,g} + \cos(kz - \zeta) u_{e,g} ) - \frac{1}{4} \Gamma u_{e,g} , \\
\dot{u}_{e,g} &= \delta u_{e,g} + \frac{1}{2} \Omega_B (\cos(kz) u_{e,g} + \sin(kz) v_{e,g} ) - \frac{1}{4} \Gamma u_{e,g} , \\
\dot{v}_{e,g} &= - (\delta + \sigma) v_{e,g} - \frac{1}{2} \Omega_B u_{e,g} - \frac{1}{2} \Omega_B (\sin(kz - \zeta) u_{e,g} + \cos(kz - \zeta) v_{e,g} ) - \frac{1}{4} \Gamma v_{e,g} , \\
\dot{v}_{e,g} &= - \delta u_{e,g} + \frac{1}{2} \Omega_B \Omega_B (\cos(kz) v_{e,g} - \sin(kz) u_{e,g} ) - \frac{1}{4} \Gamma v_{e,g} ,
\end{align*}
\]

Note that these evolution equations are explicitly time-dependent as \( \zeta = \sigma (t - z/c) \). The steady-state solutions shown in Figs. (3a) and (b) are thus calculated with \( \sigma = 0 \). The full solutions are calculated numerically assuming periodic boundary conditions.
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