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Abstract

We study, via combinatorial enumeration, the probability of $k$-hop connection between two nodes in a wireless multi-hop network. This addresses the difficulty of providing an exact formula for the scaling of hop counts with Euclidean distance without first making a sort of mean field approximation, which in this case assumes all nodes in the network have uncorrelated degrees. We therefore study the mean and variance of the number of $k$-hop paths between two vertices $x, y$ in the random connection model, which is a random geometric graph where nodes connect probabilistically rather than deterministically according to a critical connection range. In the example case where Rayleigh fading is modelled, the variance of the number of three hop paths is in fact composed of four separate decaying exponentials, one of which is the mean, which decays slowest as $\|x - y\| \to \infty$. These terms each correspond to one of exactly four distinct sub-structures with can form when pairs of paths intersect in a specific way, for example at exactly one node. Using a sum of factorial moments, this relates to the path existence probability. We also discuss a potential application of our results in bounding the broadcast time.

I. INTRODUCTION

We want to know what bounds we can put on the distribution of the graph distance, measured in hops, between two transceivers in a random geometric network, given we know their Euclidean separation. We might also ask, if we know the graph distance, what bounds can we put on the Euclidean distance? Routing tables already provide the shortest hop count to any other node, so this information alone is theoretically able to provide a quick, low power Euclidean distance estimate. These statistics can then be used to locate nodes via multilateration, by first placing anchors with known co-ordinates at central points in the network. They can also bound packet delivery delay, or bound the runtime of broadcast over an unknown topology [1], [2].

This question of low power localisation is important in the industrial application of wireless communications. But, in its own right, the question of relating graph to Euclidean distance is
fundamental to the application of stochastic geometry more generally, which is commonly used to calculate the macroscopic interference profile of e.g. an ultra-dense network, in terms of the microscopic details of the transmitter and receiver positions.

It is known that, in the connectivity regime of the random geometric graph, that as the system size goes to infinity, there exists a path of the shortest possible length between any pair of vertices with probability one. Relaxing the limit, and only requiring the graph to have a ‘giant’ connected component, the graph distance is only ever a constant times the Euclidean distance (scaled by the connection range), i.e. that paths do not wander excessively from a theoretical straight line [2].

But the probability of \( k \)-hop connection, which is a natural question in mesh network theory, is not well understood. At least we can say, according to what has just been said, that for the smallest possible \( k \), a path of that length will exist with probability one if the graph is connected with probability one. But since this regime requires expected vertex degrees to go to infinity, we naturally ask what can be said in sparser networks.

Routes into this problem are via mean field models. This abstracts the network as essentially non-spatial, wherein two nearby vertices have uncorrelated degree distributions. In fact, nearby vertices often share the same neighbours [3], [4]. Corrections to this can be made via combinatorial enumeration, and we detail this novel idea in the rest of this article. We count the number of paths of \( k \)-hops which join two distant vertices, and ask what proportion of the time this number is zero. Using the following relation between the factorial moments of \( \sigma_k(\|x - y\|) \), which is the number of \( k \)-hop paths between \( x \) and \( y \) at Euclidean distance \( \|x - y\| \) in some random geometric graph:

\[
P(\sigma_k = t) = \frac{1}{t!} \sum_{i \geq 0} \frac{(-1)^i}{i!} \mathbb{E}[\sigma_k(\sigma_k - 1) \ldots (\sigma_k - t - i + 1)],
\]

we are able to deduce the probability of at least one \( k \)-hop path

\[
P(\sigma_k > 0) = 1 - \sum_{i \geq 0} \frac{(-1)^i}{i!} \mathbb{E}[(\sigma_k)_i]
\]

where \((\sigma_k)_i\) is the descending factorial. The partial sums alternatively upper and lower bound this path-existence probability. So what are these factorial moments? In this article, we are able to deduce, in the case of the random connection model where Euclidean points are linked probabilistically according to some fading model, the first two. This requires closed forms for the mean and variance of \( \sigma_k \) in terms of the connection function, and other system parameters
such as node density. The remaining moments are then accessible via a recursion relation, which we intend to detail in a later work, but is currently out of reach.

This rest of this paper is structured as follows. In Section II we introduce the random connection model, and summarise our results concerning these moments. We then discuss the background to this problem, and related work in both engineering and applied mathematics. In two sections which follow, we then derive the mean and variance for the non-trivial case $k = 3$, and the mean also for general $k \in \mathbb{N}$, showing how the variance is a sum of four terms. We also provide numerical corroboration, including of an approximation to the probability that there exist zero $k$-hop paths for each $k \in \mathbb{N}$ in terms of a sum of factorial moments. We finally conclude in Section VII.

II. SUMMARY OF MAIN RESULTS

The Random Connection Model is a graph $G_H = (\mathcal{Y}, E)$ formed on a random subset $\mathcal{Y}$ of $\mathbb{R}^d$ by adding an edge between distinct pairs of $\mathcal{Y}$ with probability $H(\|x - y\|)$, where $H : \mathbb{R}^+ \to [0, 1]$ is called the connection function, and $\|x - y\|$ is Euclidean distance. Often $\mathcal{Y}$ is a Poisson point process of intensity $\rho d\mathcal{x}$, with $d\mathcal{x}$ Lesbegue measure on $\mathbb{R}^d$. By $k$-hop path we mean a non-repeating sequence of $k$ adjacent edges joining two different vertices $x, y$ in the vertex set of $G_H$. Since we only add edges between distinct pairs of $\mathcal{Y}$, vertices do not connect to themselves in what follows. This forbids paths of two hops becoming three hops simply by connecting vertices to themselves at some point along the path. See e.g. Fig. 1, which shows an example case for $k = 3$. We also consider the practically important case of Rayleigh fading [5] where, with $\beta > 0$ a parameter and $\eta > 0$ the path loss exponent, the connection function, with $\|x - y\| > 0$, is given by

$$H(\|x - y\|) = \exp \left( -\beta \|x - y\|^\eta \right)$$

and is otherwise zero. This choice is discussed in e.g. Section 2.3 of [6]. Note that we refer to nodes when discussing actual communication devices in a wireless network, and vertices when discussing their associated graphs directly.

Using the usual definition, a path, which consists of a sequence of hops, is a trail in which all vertices are distinct. Note that a trail is a walk in which all edges a distinct, and a walk is an alternating series of vertices and edges. So in these results we have no loops or self-loops, and all the paths are distinguishable from each other even if only on a single edge.
We now detail our main results.

**Theorem II.1** (Expected number of $k$-hop paths for general $H$). Take a general connection function $H: \mathbb{R}^+ \rightarrow [0, 1]$. Define a new Poisson point process $\mathcal{Y}^*$ which is $\mathcal{Y}$ conditioned on containing two specific points $x, y \in \mathbb{R}^d$ at Euclidean distance $\|x - y\|$. Consider those two vertices $x, y$ in the vertex set of the random geometric graph $G_H = (\mathcal{Y}^*, E)$, and set $x = z_0, y = z_k$. Then, in $G_H$, the expected number of $k$-hop paths starting at $x$ and terminating at $y$ is

$$E\sigma_k = \rho^{k-1} \int_{\mathcal{Y}^* \cap \mathbb{R}^d} dz_1 \ldots dz_{k-1} \prod_{i=0}^{k-1} H(\|z_i - z_{i+1}\|).$$

(4)

**Proposition II.2** (Expected number of $k$-hop paths for the specific case of Rayleigh fading). Take $H$ from Eq. 3, and $d, \eta = 2$ so that we consider free space propagation in two dimensions. Define a new Poisson point process $\mathcal{Y}^*$ as in Theorem II.1, and the random geometric graph $G_H = (\mathcal{Y}^*, E)$. Then, in $G_H$, the expected number of $k$-hop paths starting at $x$ and terminating at $y$ is

$$E\sigma_k = \frac{1}{k} \left( \frac{\rho \pi}{\beta} \right)^{k-1} \exp \left( -\beta \|x - y\|^2 \right).$$

(5)

**Theorem II.3** (Variance of the number of three-hop paths for the specific case of Rayleigh fading). Take $H$ from Eq. 3 and $d, \eta = 2$ so that we consider free space propagation in two dimensions. Define a new Poisson point process $\mathcal{Y}^*$ as in Theorem II.1, and the random geometric graph $G_H = (\mathcal{Y}^*, E)$. Then, in this graph, the variance of the number of $k$-hop paths starting at $x$ and terminating at $y$ is

$$\text{Var}(\sigma_3) = E\sigma_3 + \frac{\pi^3 \rho^3}{\beta^3} \left( \frac{1}{4} \exp \left( -\beta \|x - y\|^2 \right) \right) + \frac{1}{6} \exp \left( -\frac{3\beta \|x - y\|^2}{4} \right) + \frac{\pi^2 \rho^2}{8\beta^2} \exp \left( -\beta \|x - y\|^2 \right).$$

(6)

**Theorem II.4** (Path existence probability for the specific case of Rayleigh fading). In $G_H$, as discussed, the probability that a three-hop path exists between nodes at Euclidean separation $\|x - y\|$ satisfies

$$P(\sigma_3 > 0) \geq 1 - \left[ 2E\sigma_3 - (E\sigma_3)^2 - \text{Var}(\sigma_3) \right]$$

(7)

and these statistics are known in closed form according to our results above in terms of the point process density and model parameters, given the nodes are at a specific Euclidean separation.
Fig. 1. Example of the random connection model bounded inside a rectangle. All three hop paths between the two nodes with thick borders are highlighted. The Euclidean separation between $x$ and $y$ is 3 units taking $\beta = 1$ and an expected $\rho = 1$ node per unit area, $\sigma_3 = 5$, and $E\sigma_3 = 2.36$ and $\text{Var}(\sigma_3) = 9.95$, according to Eqs. 5 and 6.

III. BACKGROUND AND RELATED WORK

We detail the historical background, and review what is known about this problem up to now. We also review the non-traditional random connection model, and highlight the applications of this theory in the developing field of mesh networks.

A. Historical Background in Wireless Communications

This problem has been around since the letter by S. A. G. Chandler in 1989 [7]. Approximations are given to the probability that a path of $k$ hops will exist between $x$ and $y$ at $\|x - y\|$ in a random geometric graph on a homogeneous Poisson point process. Similar attempts, concerning the slightly different problem of deducing the probability that two randomly selected stations are able to connect in one or two hops, with numerical corroboration, are presented in Bettstetter and Eberspacher [8]. More generally, given deterministic connection radius $r_0$, mean-field models are presented in Ta, Mao and Anderson [3]. They find a recursive formula for the probability of connection in $k$-hops or fewer. The contribution is of practical interest as an upper bound, though becomes inaccurate for large $k$ as the assumptions become unrealistic. It also weakens as the point process intensity gets large.
Later, Mao, Zhang and Anderson consider the problem in the case of probabilistic connection [11]. Again, an upper bound is presented, which is accurate for $k < 3$. Again, for dense networks and/or large $k$, the bound is inaccurate. The concern, raised by the authors, is that a mean field approximation, which simply ignores the increased likelihood of a nodes sharing neighbours when they are close, does not yield much of an advance on this problem. It is beyond the scope of this article to quantify the effects this would bring about on network performance.

B. Similar Advances in Applied Probability Theory

From a pure mathematical viewpoint, most of the work related to this problem has been focused on studying upper bounds on the graph distance in terms of the Euclidean distance. As a key early result, Ellis, Martin and Yan showed that there exists some large constant $K$ such that for every $r_0 \geq r_c$, and writing $d_{\text{Graph}}(x,y)$ for graph distance and $d_{\text{Euclidean}}(x,y)$ for Euclidean distance, for every pair of vertices

$$d_{\text{Graph}}(x,y) \leq K d_{\text{Euclidean}}(x,y)/r_0$$

(8)

This was extended by Bradonjic et al. for the supercritical percolation range of $r_0$, given $d_{\text{Euclidean}}(x,y) = \Omega(\log^{7/2} n/r_0^2)$, i.e. given the Euclidean distance is sufficiently large [9]. Friedrich, Sauerwald and Stauffer improved this to $d_{\text{Euclidean}}(x,y) = \Omega(\log n/r_0)$. They also proved that if $r_0(n) = o(r_c)$, with $r_c$ the critical radius for asymptotic connectivity with probability one, asymptotically almost surely there exist pairs of vertices with $d_{\text{Euclidean}}(x,y) \leq 3r_0(n)$ and $d_{\text{Graph}}(x,y) = \Omega(\log n/r^2)$, i.e. that the linear bound of Eq. 8 does not hold in the subconnectivity regime.

Most recently, the article of Díaz, Mitsche, Perarnau and Pérez-Giménez presents a rigorous proof of the fact that, in the connectivity regime, a path of the shortest possible length given the finite communication radius $r_0$ [2] exists between a distant pair with probability one. This is equivalent to $K = 1 + o(1)$ asymptotically almost surely in Eq. 8 given $r_0 = \omega(r_c)$.

C. The Random Connection Model

In the random subgraph of the complete graph on $n$ nodes obtained by including each of its edges independently with probability $p \sim \log n/n$, the probability that this graph is disconnected but free of isolated nodes tends to zero [10], [11]. The random connection model considers a random subgraph of the complete graph this time on a collection of nodes in a $d$-dimensional
metric space [1], [4], [12], [13]. The edge are added independently, but with probability \( H : \mathbb{R} \to [0, 1] \), where in the infinite space case \( \int_{\mathbb{R}^d} H(x)dx < \infty \) so that the expected vertex degrees are infinite only when the density is infinite. When the space is bounded, the graph is known as soft random geometric graph [6], [14]–[16].

In the language of theoretical probability theory, the connectivity threshold [4], [12], [13], [17] goes as follows. Take a Poisson point process \( \mathcal{Y} \subset [0, 1]^d \) of intensity \( \lambda(n)dx \), where \( \lambda(n) \) is an increasing \((0, \infty)\)-valued sequence which goes to \( \infty \) with \( n \). Take the measurable function \( H : \mathbb{R}^+ \to [0, 1] \) to be the probability that two nodes are joined by an edge. Then, as \( \lambda(n) \to \infty \) along this sequence, in any limit where the expected number of isolated nodes converges to a positive constant \( \alpha < \infty \), i.e.

\[
\lambda \int_{[0, \sqrt{n}]^2} \exp \left( -\lambda \int_{[0, \sqrt{n}]^2} H(||x - y||) dy \right) dx \to \alpha,
\]

their number converges to a Poisson distribution with mean \( \alpha \), see Theorem 3.1 in Penrose’s recent paper [14]. The connection probability then follows, as before, from the probability that the graph is free of isolated vertices, given some conditions on the rate of growth of \( H \) with \( n \), see e.g. [14], [15] for the case of random connection in a confined geometry, or non-convex geometry [6], or for the random connection model [4]. Put simply, with any dense limit \( \lambda(n) \to \infty \), the vertex degrees diverge, making isolation rare, and so vertices have degree zero independently. They are therefore a homogeneous Poisson point process in space. Once this has occurred, all that is required is the expected number of isolated vertices \( \alpha \to 0 \). This is sufficient for connectivity, because large clusters merge, which is the main part of the proof.

The recent consensus is that spatial dependence between the node degrees, which form a Markov random field [18] in the deterministic, finite range case, appears to preclude exact description of a map between distances, given by some norm, and the space of distributions describing the probability of k-hop connection between two nodes of known displacement, see e.g. Section 1 of [3]. We believe, however, that the number \( \sigma_k(||x - y||) \) of k-hop paths may have a probability generating function similar to a q-series common in other combinatorial enumeration problems [19]. In fact, the first author has demonstrated that this is indeed the case under deterministic connection in one dimension, proving that \( \mathbb{E}q^{\sigma_k} \) is a random q-multinomial coefficient [20]. This is also studied in a single dimension recently in vehicular networks [21].
D. Impacts in Wireless Communications

Bounds on the distribution of the number of hops between two points in space, for example, has been a recent focus of many researchers interested in the statistics of the number of hops to e.g. a sink in a wireless sensor network, or gateway-enabled small cell in an ultra-dense deployment of non-enabled smaller cells [3], [4], [22], [23], since it relates to data capacity in e.g. multihop communication with infrastructure support [24], [25], route discovery [8], [26] and localisation [27]. We now detail other important examples of ongoing research where new insight on this problem will prove useful.

Firstly, consider the problem of broadcast. Broadcasting information from one node to eventually all other nodes in a network is a classic problem at the interface of applied mathematics and wireless communications. The task is to take a message available at one node, and by passing it away from that node, and then from its neighbours, make the message available to all the nodes in either the least time, or using the least energy, or using the fewest number of transmissions. If the nodes form the state space of a Markov chain, with links weighted with transmission probabilities, rapid mixing of this chain implies fast broadcast [28].

When the network considered is random and embedded in space, the problem is this: given a graph $G_H$, a source node is selected. This source node has a message to be delivered to all the other nodes in the network. Nodes not within range of the source must receive the message indirectly, via multiple hops. The model most often considered in the literature on broadcasting algorithms is synchronous. All nodes have clocks whose ticks measure time steps, or rounds. A broadcasting operation is a sequence $(T)_i \leq T$, where each element is a set of nodes that act as transmitters in round $i$. The execution time is the number of rounds required before all nodes hear the message, which is the length $T$ of the broadcast sequence. See the review of Peleg for the case where collision avoidance is also considered [29].

Let $T_p$ be the number of rounds required for the message to be broadcast to all nodes with probability $p$. Then, since every broadcasting algorithm requires at least $\max \{ \log_2 n, \text{diam}(G) \}$, see [28 Section 2], the algorithm is called asymptotically optimal if $T_{1-1/N} = O(\log n + \text{diam}(G))$. This relates the broadcast time on random graph, measured in rounds, to its diameter, i.e. the length in hops of longest path between any pair of nodes, given the path is geodesic. The running times are in fact often bounded in other ways by the diameter. The diameter for sufficiently distant nodes in e.g. connected graphs, is never more than a constant times the Euclidean distance, and
for sufficiently dense graphs, is precisely the ceiling of the Euclidean distance \[2\). For more
general limits, however, the diameter remains important, and so by providing a relation between
graph distance and Euclidean distance, in a finite domain the broadcast time can be adequately
bounded by our results.

Also, consider distance estimation. Hop counts between nodes in geometric networks can
give a quick and energy efficient estimate of Euclidean distance. These estimates are made more
accurate once this relation is well determined. This is often done numerically \[27\]. Given the
graph distance, demonstrating how bounds on the Euclidean distance can work to lower power
consumption in sensor network localisation is an important open problem. Using the multiplicity
of paths can also assist inter-point distance estimates, though this research is ongoing, since one
needs a path statistic with exceptionally low variance for this task to avoid errors. Either way,
knowing the length in hops of geodesics given the Euclidean separation is essential.

Finally, we highlight packet delivery delay statistics and density estimation. Knowing the delay
in packet transfer over a single hop is a classic task in ad hoc networks. With knowledge of the
total number of hops, such as its expectation, one can provide the statistics of packet delivery
delays given the relation of graph to Euclidean distance. This can help bound delivery delay in
e.g. the growing field of delay tolerant networking, by adjusting network parameters accordingly.

IV. THE EXPECTED NUMBER OF $k$-HOP PATHS

Consider a point process $\mathcal{X}$ on some space $\mathcal{V}$. If it is assumed that $x \in \mathcal{V}$ and $x \in \mathcal{X}$, what
is true of the remaining points $\mathcal{X} \setminus \{x\}$? The Poisson point process has the property that when
fixing a point, the remaining points are still a point process, and of the original intensity. This is
Slivnyak’s theorem, and it characterises the Poisson process, see e.g. Proposition 5 in \[30\]. The
relevance of the following lemma \[14\], \[31\] from stochastic geometry \[32\], \[33\] is now framed.

**Lemma IV.1** (Slivnyak-Mecke Formula). Let $t \in \mathbb{N}$. For any measurable real valued function $f$ defined on the product of $(\mathbb{R}^d)^t \times \mathcal{G}$, where $\mathcal{G}$ is the space of all graphs on finite subsets of $[0, 1]^d$, given a connection function $H$, the following relation holds

$$
\mathbb{E} \sum_{X_1, \ldots, X_t \not\in \mathcal{Y}} f (X_1, \ldots, X_t, G_H (\mathcal{Y} \setminus \{X_1, \ldots, X_t\}))
= n^t \int_{[0,1]^d} dx_1 \cdots \int_{[0,1]^d} dx_t \mathbb{E} f (x_1, \ldots, x_t, G_H (\mathcal{Y}))
$$

(10)
where $\mathcal{Y} \subset [0, 1]^d$, $\mathbb{E}\|\mathcal{Y}\| = n$, and $\sum^\neq$ means the sum over all ordered $t$-tuples of distinct points in $\mathcal{Y}$.

**Remark IV.2.** To clarify, note that $\{a, b\}$ and $\{b, a\}$ are distinct ordered 2-tuples, but indistinct unordered 2-tuples.

**Proof.** In the case $t = 2$ with

$$f(u, v, G_H(\mathcal{Y})) =: 1\{u \leftrightarrow v\}$$

a Bernoulli variate with parameter $H(\|u - v\|)$, then

$$\mathbb{E}f(u, v, G_H(\mathcal{Y})) = H(\|u - v\|)$$

where the expectation is over all graphs $G_H(\mathcal{Y})$. These indicator functions are important for dealing with the existence of edges between points of $\mathcal{Y}$. We note this for clarity, but it is not required for what follows. The proof of Lemma [IV.1] is obtained by conditioning on the number of points of $\mathcal{Y}$. Firstly,

$$\mathbb{E} \sum^\neq f(X_1, \ldots, X_m, G_H(\mathcal{Y} \setminus \{X_1, \ldots, X_m\})) = \sum_{t=m}^\infty \left(\frac{e^{n^t}}{t!}\right)^m \int_{[0, 1]^d} dx_1 \ldots$$

$$\ldots \int_{[0, 1]^d} dx_t f(x_1 \ldots x_m, G_H(\{x_{m+1}, \ldots, x_t\}))$$

where $(n)_k = n(n-1)\ldots(n-k-1)$ is the descending factorial. Bring the $m$-dimensional integral over positions of vertices in the $m$-tuple outside the sum,

$$n^m \int_{[0, 1]^d} dx_1 \ldots \int_{[0, 1]^d} dx_m \sum_{t=m}^\infty \left(\frac{e^{n^t}}{(t-m)!}\right)$$

$$\times \int_{[0, 1]^d} dy_1 \ldots$$

$$\ldots \int_{[0, 1]^d} dy_{t-m} f(x_1 \ldots x_m, G_H(\{y_1, \ldots, y_{t-m}\})),$$
and change variables such that \( r = t - m \), such that

\[
\begin{align*}
&\quad n^m \int_{[0,1]^d} dx_1 \cdots \int_{[0,1]^d} dx_m \sum_{r=0}^{\infty} \left( e^{n r} r! \right) \int_{[0,1]^d} dy_1 \cdots \\
&\quad \cdots \int_{[0,1]^d} dy_r f(x_1 \ldots x_m, G_H \{y_1, \ldots, y_r\}) \\
&\quad = n^m \int_{[0,1]^d} dx_1 \cdots \int_{[0,1]^d} dx_m E f(x_1, \ldots, x_m, G_H (Y))
\end{align*}
\]

as required.

We now provide a general formula for the expected number of \( k \)-hop paths between \( x, y \in V \).

**Proof of Theorem II.1.** Define a new Poisson point process \( Y^\star \) conditioned on containing two specific points \( x, y \in \mathbb{R}^d \) at Euclidean distance \( \|x - y\| \) and set \( x = z_0, y = z_k \). In a similar manner to Eq. (11), define the path-existence function \( g \) to be the following product

\[
g(z_1, \ldots, z_{k-1}, G_H (Y^\star)) = \prod_{i=0}^{k-1} 1\{z_i \leftrightarrow z_{i+1}\}
\]

where the indicator is defined in Eq. (11). The expected value of this function is then just the product of the connection probabilities \( H \) of the inter-point distance along the sequence \( z_0, \ldots, z_k \), i.e.

\[
\mathbb{E} g(z_1, \ldots, z_{k-1}, G_H (Y^\star)) = \prod_{i=0}^{k-1} H (\|z_i - z_{i+1}\|)
\]

(14)

From the Mecke formula

\[
\mathbb{E} \sum_{X_1, \ldots, X_{k-1} \in Y^\star} g(X_1, \ldots, X_{k-1}, G_H (Y \setminus \{X_1, \ldots, X_{k-1}\}))
\]

\[
= \rho^{k-1} \int_{\mathbb{R}^{d(k-1)}} \mathbb{E} g(z_1, \ldots, z_{k-1}) dz_1 \ldots dz_{k-1}
\]

(15)

and with Eq. (14) replacing the integrand on the right hand side, the proposition follows.

We now expand on the practically important situation where vertices connect with probability given by Eq. (3).
Proof of Proposition II.2 Using Eq. [15] with $H$ taken from Eq. [3] and in the case $d, \eta = 2$, we have

$$
\mathbb{E} \sum_{X_1, \ldots, X_{k-1} \in \mathcal{Y}} g(X_1, \ldots, X_{k-1}, G_H (\mathcal{Y}^* \setminus X_1, \ldots, X_{k-1}))
$$

$$
= \rho^{k-1} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} dz_1 \cdots dz_{k-1} \quad \times \exp \left( -\beta \left( z_1^2 + \cdots + (\|x - y\| - z_{k-1}^2)^2 + z_{k-1}^2 \right) \right)
$$

which, due to the addition of terms in the exponent, factors into a product of integrals, to be performed in sequence. Each is in $d = 2$ variables.

For example, in the case of $k = 2$ hops, we have

$$
\mathbb{E} \sum_{X_1 \in \mathcal{Y}} g(X_1, G_H (\mathcal{Y}^* \setminus X_1)) = \rho \int_{-\infty}^{\infty} dz_1 \int_{-\infty}^{\infty} dz_y \quad \times \exp \left( -\beta \left( z_1^2 + z_y^2 + (\|x - y\| - z_1^2)^2 + z_y^2 \right) \right)
$$

which, by expanding the exponent becomes

$$
\rho \int_{-\infty}^{\infty} \exp \left( -2\beta z_1^2 \right) dz_1 \int_{-\infty}^{\infty} \exp \left( -\beta \left( z_1^2 + (\|x - y\| - z_1^2)^2 \right) \right) dz_1
$$

$$
= \frac{\rho \pi}{8\beta} \exp \left( -\beta \frac{\|x - y\|^2}{2} \right) \left[ \text{Erf} \left( \frac{2z_1 - \|x - y\|}{\sqrt{2}} \right) \right]_{-\infty}^{\infty} \left[ \text{Erf} \left( \sqrt{2} \beta z_1 \right) \right]_{-\infty}^{\infty}
$$

$$
= \frac{\rho \pi}{2\beta} \exp \left( -\beta \frac{\|x - y\|^2}{2} \right)
$$

where the second integral on the right hand side of the second line can be performed by completing the square, and then substituting to obtain a Gaussian integral (which integrates to an error function). Due to the limits, the integrals evaluate in turn exactly for each $k$. Comparing these results, determined one by one, demonstrates the general form of Eq. 5.

V. THE VARIANCE FOR $k = 3$

In this section we consider the variance of the number of paths of three sequential edges.

Proof of Theorem II.3 A similar technique to the one implemented here is used to derive the asymptotic variance of the number of edges in the random geometric graph $G$ defined in Section II, see e.g. Section 2 of [31].
The proof now follows. Consider $\mathbb{E} \sigma_3^2 (\|x - y\|)$. This is the expected number of ordered pairs of three hop paths between the fixed vertices $x$ and $y$. There are three non-overlapping contributions,

$$\sigma_3^2 = \Sigma_0 + \Sigma_1 + \Sigma_2,$$

where for $i = 0, 1, 2$ the integer $\Sigma_i$ denotes the number of ordered pairs of three hop paths with $i$ vertices in common. Taking $g$ from Eq. 13, we can quickly evaluate the term $\Sigma_0$, which is the following sum over ordered 4-tuples of points in $Y^*$,

$$\Sigma_0 = \sum_{V,W,X,Y \in Y^*} g(V,W) g(X,Y).$$

The Mecke formula implies that

$$\mathbb{E} \Sigma_0 = \rho^4 \int_{\mathbb{R}^4} \mathbb{E}(g(z_1, z_2) g(z_3, z_4)) \, dz_1 dz_2 dz_3 dz_4,$$

and since, according to Eq. 15, we have

$$\mathbb{E} \sigma_3 = \rho^2 \int_{\mathbb{R}^2} \mathbb{E}g(z_1, z_2) \, dz_1 dz_2$$

then $\mathbb{E} \Sigma_0 = (\mathbb{E} \sigma_3)^2$, which cancels with a term in the definition of the variance $\text{Var}(\sigma_3) = \mathbb{E}(\sigma_3^2) - (\mathbb{E} \sigma_3)^2$, such that we have the following simpler expression for the variance, based on Eq. 16 and Eq. 18

$$\text{Var}(\sigma_3) = \mathbb{E} \Sigma_1 + \mathbb{E} \Sigma_2.$$

Now, $\text{Var}(\sigma_3)$ will follow from a careful evaluation of $\Sigma_1$ and $\Sigma_2$. The first of these, $\Sigma_1$, can be broken down into two separate contributions, denoted $\Sigma_1(1)$ and $\Sigma_1(2)$.

Dealing first with $\Sigma_1(1)$, notice the left panel of Fig. 2, which shows an intersecting pair of paths in $G_H(Y^*)$ which share a single vertex $U$ which is itself connected by an edge to $y$. Many triples of points in $Y^* \setminus \{x, y\}$ display this property.

We want a sum of indicator functions which counts the number of pairs of three-hop paths which intersect at a single vertex, in precisely the manner of the left panel of Fig. 2. In the following double sum, the function $g(A, B)$ indicates that vertices $A$ and $B$ are on a three hop path $x \leftrightarrow A \leftrightarrow B \leftrightarrow y$. Look with care at the limits of the sum. They are set up to only count pairs of paths (2-tuples) which intersect this very specific way:

$$\Sigma_1(1) = \sum_{U \in Y^*} \sum_{W \in Y^* \setminus \{U\}} g(U, W) g(U, Z).$$


Via the Mecke formula, and with $U$ the position vector of the shared vertex, this can be written as an integral:

$$
\rho \int_{\mathbb{R}^d} H (\|x - U\|) \mathbb{E} \left[ \left( \sum_{X \in \mathcal{V} \setminus \{U\}} 1\{U \leftrightarrow X\} 1\{X \leftrightarrow y\} \right)^2 \right] dU
$$

$$
+ \rho \int_{\mathbb{R}^d} H (\|y - U\|) \mathbb{E} \left[ \left( \sum_{X \in \mathcal{V} \setminus \{U\}} 1\{U \leftrightarrow X\} 1\{X \leftrightarrow x\} \right)^2 \right] dU \quad (22)
$$

with $(a)_2 = a(a - 1)$. This descending factorial counts distinct pairs of a set with cardinality $a$. If there are 9 two hops paths, there are $9(8) = 72$ pairs of paths which are not paths paired with themselves. Also, there are two terms in Eq. (22) because we can exchange $x$ and $y$, and get another structure on a single triple of point which must be counted as part of $\Sigma_1$. For the first term, three hop paths diverge initially from each other, then unite at $U$ to hop in unison to $y$. The others hop first in union to $U$, then diverge to meet again finally at $y$. The descending factorials in the two terms in Eq. (22) are just $(\sigma_2 (\|U - x\|))_2$ and $(\sigma_2 (\|U - y\|))_2$ respectively, i.e. with $m$ taking both $x$ and $y$, and remembering that with $\Pi \sim \text{Po}(\lambda)$ (i.e. distributed as a Poisson variate) then $\mathbb{E}(\Pi)_2 = \mathbb{E}(\Pi^2) - \mathbb{E}(\Pi) = \lambda^2$, then

$$
\mathbb{E} \left[ \left( \sum_{X \in \mathcal{V} \setminus \{U\}} 1\{U \leftrightarrow X\} 1\{X \leftrightarrow m\} \right)^2 \right] = (\mathbb{E}\sigma_2 (\|U - m\|))^2. \quad (23)
$$
since the term inside the bracket on the left hand side is the number of two hop paths between 
U and m, which is Poisson with expectation \( \mathbb{E} \sigma_2 (\| U - m \|) \).

Eq. 23 is simply the number of distinct pairs of two-hop paths from \( U \) to \( x \) (or \( U \) to \( y \)), so we now have

\[
\Sigma_{1(1)} = \rho^3 \int_{\mathbb{R}^d} H (\| x - U \|) \left( \int_{\mathbb{R}^d} H (\| U - z \|) H (\| z - y \|) \, dz \right)^2 \, dU \\
+ \rho^3 \int_{\mathbb{R}^d} H (\| y - U \|) \left( \int_{\mathbb{R}^d} H (\| U - z \|) H (\| z - x \|) \, dz \right)^2 \, dU
\]

(24)

and for the case of Rayleigh fading taking \( d, \eta = 2 \), Eq. 24 evaluates to

\[
\Sigma_{1(1)} = \frac{\rho^3}{4} \exp \left( -\frac{\beta \| x - y \|^2}{2} \right),
\]

(25)

which appears as the second term in Eq. 6.

Now consider \( \Sigma_{1(2)} \). This is designed to count pairs of paths which share a single vertex, but in a different way to \( \Sigma_{1(1)} \). This new sort of intersection structure is depicted in the middle panel of Fig. 2. Consider with care, and in relation to this middle panel, the following sum over triples of points:

\[
\sum_{U \in \mathcal{Y}^*} \sum_{Z \in \mathcal{Y}^* \setminus \{W\}} \mathbf{1}\{x \leftrightarrow Z\} \mathbf{1}\{Z \leftrightarrow U\} \mathbf{1}\{U \leftrightarrow y\} \sum_{W \in \mathcal{Y}^* \setminus \{Z\}} \mathbf{1}\{x \leftrightarrow U\} \mathbf{1}\{U \leftrightarrow W\} \mathbf{1}\{W \leftrightarrow y\}.
\]

This should count the contribution \( \Sigma_{1(2)} \).

In a similar manner to the evaluation of \( \Sigma_{1(1)} \), the two inner sums are in fact just counting the number of two hop paths between \( x \) and \( U \), and also \( U \) and \( y \), then pairing them with each other, this time including self pairs so there is no descending factorial. The Mecke formula gives the expectation as the following integral:

\[
\mathbb{E} \Sigma_{1(1)} = \rho \int_{\mathbb{R}^d} H (\| x - U \|) H (\| U - y \|) \\
\times \mathbb{E} \left[ \sum_{Z \in \mathcal{Y}^* \setminus \{W\}} \mathbf{1}\{x \leftrightarrow Z\} \mathbf{1}\{Z \leftrightarrow U\} \sum_{W \in \mathcal{Y}^* \setminus \{Z\}} \mathbf{1}\{U \leftrightarrow W\} \mathbf{1}\{W \leftrightarrow y\} \right] \, dU \\
= \rho \int_{\mathbb{R}^d} H (\| x - U \|) H (\| U - y \|) \\
\times \mathbb{E} \left[ \sum_{Z \in \mathcal{Y}^* \setminus \{W\}} \mathbf{1}\{x \leftrightarrow Z\} \mathbf{1}\{Z \leftrightarrow U\} \right] \mathbb{E} \left[ \sum_{W \in \mathcal{Y}^* \setminus \{Z\}} \mathbf{1}\{U \leftrightarrow W\} \mathbf{1}\{W \leftrightarrow y\} \right] \, dU
\]

(26)
Fig. 3. *Left:* Numerical corroboration of the analytic mean and variance of $\sigma_3$, the number of three-hop paths joining two vertices $x, y$ in $G_H$, for three separate densities $\rho = 1/2, 2$ and 5, taking $\beta = 1$, scaling over Euclidean separation (horizontal axis). The $\ast$, $\circ$ and $\square$’s are Monte Carlo data, averaged over $10^4$ random graphs, whereas the smooth lines are our equations found in Theorems II.2 and II.3. *Right:* The distribution of the number of $k$-hop paths in the random connection model, fixing $\|x - y\|$, $\rho = 2$, for three values of $\beta = 0, 7, 5, 0.3$ (left to right). The variance exceeds the mean to a greater extent as the typical connection range grows at fixed density. The Poisson distribution with the analytic mean of Eq. 5 is plotted for each value of $\beta$ for comparison.

since the two sums are independent. The far right hand side of Eq. 26 simplifies to

$$\rho \int_{\mathbb{R}^d} H (\|x - U\|) H (\|U - y\|) \mathbb{E} (\sigma_2 (\|x - U\|)) \mathbb{E} (\sigma_2 (\|U - y\|)) \, dU.$$  \hspace{1cm} (27)

$\Sigma_{1(2)}$ in terms of a general connection function is therefore

$$\mathbb{E} \Sigma_{1(2)} = \rho^3 \int_{\mathbb{R}^d} H (\|x - U\|) H (\|U - y\|) \times \left( \int_{\mathbb{R}^d} H (\|x - z\|) H (\|z - U\|) \, dz \right) \times \left( \int_{\mathbb{R}^d} H (\|U - z\|) H (\|z - y\|) \, dz \right) \, dU$$  \hspace{1cm} (28)

and for the case of Rayleigh fading taking $d, \eta = 2$, the third term on the right hand side of Eq. 9 is

$$\mathbb{E} \Sigma_{1(2)} = \frac{1}{6} \exp \left( -\frac{3\beta \|x - y\|^2}{4} \right)$$  \hspace{1cm} (29)

by integrating the product of exponentials.

There are two more terms, $\Sigma_{2(1)}$ and $\Sigma_{2(2)}$. These both correspond to pairs of paths which share two vertices. Firstly, $\Sigma_{2(1)}$ refers to pairs of paths which share two vertices and all their edges, and so

$$\mathbb{E} \Sigma_{2(1)} = \mathbb{E} \sigma_3$$  \hspace{1cm} (30)
since there is a pair of paths for each path, specifically the self-pair. Secondly, $\Sigma_{2(2)}$ refers to pairs which share all their vertices, but not all their edges. This pairing is depicted in the right panel of Fig [2]. For this term, we use the following sum, in a similar manner to Eqs. [22] and [26]

$$
\Sigma_{2(2)} = \sum_{Z,W \in Y^*} 1\{x \leftrightarrow Z\} 1\{Z \leftrightarrow W\} 1\{W \leftrightarrow y\} 1\{x \leftrightarrow W\} 1\{W \leftrightarrow Z\} 1\{Z \leftrightarrow y\}
$$

(31)

Now, the shared edge indicator is $1\{Z \leftrightarrow W\}$, which appears twice, and so, in a similar manner to the other terms where $W$ and $Z$ are the $d$-dimensional position vectors of the nodes as well as there labels,

$$
\mathbb{E}\Sigma_{2(2)} = \rho^2 \int_{\mathbb{R}^d} H(\|x - Z\|) H(\|Z - W\|) H(\|W - y\|) H(\|z - W\|) dW dZ.
$$

(32)

Only once all five links form do these pairs appear, so they are rare, and $\mathbb{E}\Sigma_{2(2)}$ is relatively small. Note that extensive counts of pairs of paths with this property can be an indication of proximity, a point we expand upon in Section [VI]. Finally, therefore, the last term in Eq. [3] is

$$
\Sigma_{2(2)} = \frac{\pi^2 \rho^2}{8 \beta^2} \exp(-\beta \|x - y\|^2)
$$

(33)

t via evaluating Eq. [32] and via Eq. [20] and then Eqs. [25] [29] [30] and [33] the theorem follows. 

We numerically corroborate these formulas via Monte Carlo simulations, the results of which are presented in the top-left panel of Fig. [3].

VI. DISCUSSION

The main point of discussion here is how to relate the moments of the path count $\sigma_k$ to the point probabilities, such as the probability exactly zero paths exist. This is in fact the classic moment problem of mathematical analysis initiated by Thomas J. Stieltjes in 1894. From the theoretical point of view, the problem has been widely studied and solved many years ago. Various famous mathematicians have contributed, including P. Chebyshev, A. Markov, J. Shohat, M. Frechet, H. Hamburger, M. Riesz, F. Hausdorff and M. Krein [34].

We use a relation between the factorial moments of the path count distribution and the point probabilities, as stated in the introduction

$$
P(\sigma_k = t) = \frac{1}{t!} \sum_{i \geq 0} \frac{(-1)^i}{i!} \mathbb{E}\sigma_k(\sigma_k - 1) \ldots (\sigma_k - t - i + 1)\ldots (\sigma_k - t - i + 1)
$$

(34)
Fig. 4. Top: Both plots take $\beta, ||x - y|| = 1$, though the lower curve in the lower figure takes $\beta = 3/2$. We approximate the numerically obtained path existence at various point process densities (solid curves) with sums of factorial moments of $\sigma_k$, also numerically obtained (dots), for order 3, 4 and 5. Bottom: Numerically obtained path existence for three hops. We approximate with the sum of 80 factorial moments in each case (dots). We have the analytical points for orders 0, 1 i.e. in terms up to the variance. When the paths are rare, the approximations work better with only a few moments available. These are, as far as we are aware, the most accurate approximations available in the literature.
we can deduce the probability of a $k$-hop path

$$P(\sigma_k > 0) = 1 - \sum_{i \geq 0} \frac{(-1)^i}{i!} \mathbb{E}[(\sigma_k)_i]$$

(35)

where $(\sigma_k)_i$ is the descending factorial. The partial sums alternatively upper and lower bound this path-existence probability. We show this in Fig. 4, both for the case $k = 2$ and the first non-trivial case $k = 3$, since the $\sigma_k$ is no longer Poisson for all $k > 2$. Adding more moments increases the order of the approximation to our desired probability $P(\sigma_k > 0)$.

We are unable to deduce similar formulas for $k > 3$ at this point, but the theory is precisely the same, and does not appear to present any immediate problems. The higher factorial moments, which require knowledge of $\mathbb{E} \sigma_k^3$ and beyond, are similarly accessible. What is not yet understood is how to form a recursion relation on the moments, which should reveal a “general theory” of their form. As such, it may be possible to give as much information as required about $P(\sigma_k > 0)$ for all $k$. We leave the development of this to a later paper, but highlight that this would give the best possible bounds on the diameter of a random geometric graph in terms of a general connection problem. It remains a key open problem to describe analytically the $r$th factorial moment of $\sigma_k$.

**Proof of Theorem II.4** For now, and as a key contribution of this article, we can at least present this idea as the proof of a lower bound on the path existence probability for the specific case of three hops, though it holds in general.

We also have the scaling of the mean and variance of the path count distribution in terms of the node density $\rho$ and the path length $k$. With $\beta, \|x - y\|$ fixed, the expected number of paths is $\mathcal{O}(\rho^k)$, while the variance appears to be $\mathcal{O}(\rho^{k+1})$. We have only verified this for $k = 3$. We numerically obtain the probability mass of $\sigma_3$ in the top-right panel of Fig. 3 by generating $10^5$ random graphs and counting all three hop paths between two extra vertices added at fixed at distance $\|x - y\|$ taking $\rho = 2$ for $\beta = 0.7, 0.5$ and 0.3. Plotted for comparison is the mass of a Poisson distribution with mean given by Eq. 5, which is a spatially independent test case.

It is beyond the scope of this article to analyse the implications this new approximation method will have on e.g. low power localisation in wireless networks, broadcasting, or other areas of application, as discussed in the introduction. We defer this to a later study.
VII. Conclusion

In a random geometric graph known as the random connection model, we derived both the mean and variance of the number of $k$-hop paths between two nodes $x, y$ at displacement $\|x-y\|$, on condition that $k \in [1, 3]$. We also provided details of an example case whenever Rayleigh fading statistics are observed, which is important in applications. This shows how the variance of the number of paths is in fact composed of four terms, no matter what connection function is used. This provides an approximation to the probability that a $k$-hop path exists between distant vertices, and provides technique via summing factorial moments for formulating an accurate approximation in general, which is a sort of correction to a mean field model. This works toward addressing a recent problem of Mao and Anderson [1]. Are results can for example be applied in the industrially important field of connectivity based localisation, where internode distances are estimated without ranging with ultra-wideband sensors, as well as in mathematical problems related to bounding the broadcast time over unknown topologies.
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