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1. Introduction

I have found some mistakes and errors in my recent published paper [3] that may cause misleading or wrong conclusions by using some of the results established.

The issues are in theorems 2.3, 2.4 and 2.5 and their roots are just the same: if $(1 - \partial^2_x)u(t_0, x) = 0$ in $[a, b]$, then it does not imply that $u(t_0, x) = 0$ for all $x$. A careful analysis of the demonstrations shows that this fact was implicitly used for proving them.

In these notes I fix the problems and give detailed proofs for each theorem, so that the readers can follow the demonstrations easily. I also list and correct some minor mistakes/typos found in the manuscript.

To begin with the corrections, I recall that the main focus of the paper are about persistence properties of the DGH equation

$$u_t - \alpha^2 u_{xxx} + 2 \omega u_x + 3 u u_x + \gamma u_{xxx} = \alpha^2 (2 u_x u_{xx} + u u_{xxx}).$$ (1.0.1)

For a better appreciation and convenience for the reader, I will firstly present the original theorems as they are in [3]. In the next sections I present the correct statement for each of them and their corresponding demonstrations as well.

**Theorem 2.3.** Assume that $u$ is a solution of the DGH equation such that $u$ is bounded, $(\partial^4_x \Lambda^{-2} u)(t, \cdot) \in C^1(\mathbb{R})$, for each $t$ such that the solution exists, and $\|u(t, \cdot)\|_{H^1(\mathbb{R})}$ is invariant. If $\omega + \gamma/2 = 0$ and the function $x \mapsto u(t, x)$ has compact support, for each $t \in [0, T)$, then $u \equiv 0$.

*Author to whom any correspondence should be addressed.*
Theorem 2.4. Let \( u_0 \in H^4(\mathbb{S}) \) be a given initial data of the Cauchy problem
\[
\begin{align*}
  m_t + 2\omega u_x + um_x + 2u_xm &= -\gamma u_{xxx}, & t > 0, & x \in \mathbb{R}, \\
  u(0, x) &= u_0(x), & x \in \mathbb{R}, \\
  u(t, x + 1) &= u(t, x), & t \geq 0, & x \in \mathbb{R}.
\end{align*}
\] (1.0.2)
Let \( u = u(t, x) \) be the corresponding solution of (1.0.2) with lifespan \( T > 0 \). If \( \omega + \gamma/2 = 0 \) and the function \( x \mapsto u(t, x) \) is compactly supported, for each \( t \in [0, T) \), then \( u \equiv 0 \). In particular, \( u_0 \equiv 0 \).

Theorem 2.5. Let \( u \) be a bounded solution of the DGH equation, with lifespan \( T > 0 \), satisfying the periodic condition \( u(t, x + 1) = u(t, x) \), such that \( (\partial_x \Lambda^{-2} u(t, \cdot)) \in C^1(\mathbb{S}) \) and \( \|u(t, \cdot)\|_{H^1(\mathbb{S})} \) is invariant, for each \( t \) such that the solution exists. If there exists an open set \( \Omega \neq \emptyset \) such that \( u|_{\Omega} \equiv 0 \), then \( u \) vanishes identically.

In the next section I will present the correct statement and their corresponding demonstrations.

2. Corrections to the main results

Recall that (1.0.1), with \( \omega + \gamma/2 = 0 \), can be rewritten as a non-local evolution equation, namely,
\[
u_t + (uux + 2\omega u_x) + \partial_x \Lambda^{-2} \left(u^2 + \frac{u_x^2}{2}\right) = 0.
\] (2.0.1)

Three functions are of great relevance in the demonstrations. Namely, they are
\[
f(x) \equiv \left(u^2 + \frac{u_x^2}{2}\right)(t_0, x) \quad \text{and} \quad F(x) \equiv \partial_x \Lambda^{-2} \left(u^2 + \frac{u_x^2}{2}\right)(t_0, x),
\] (2.0.2)
where \( u \) is a solution of the DGH equation, \( t_0 \) is a fixed value of time, and
\[
S(y) = \text{sgn}(a - y)e^{-(a-y)} - \text{sgn}(b - y)e^{-(b-y)},
\] (2.0.4)
where \( a < b \) are two fixed numbers. Note that the last function is integrable and strictly positive outside the compact set \( [a, b] \), see [3, proposition 4.2] and [4, page 6].

2.1. Corrections to theorem 2.3

The correct statement is

**Theorem 2.3.** Assume that \( u \) is a bounded solution of the DGH equation such that \( (\partial_x \Lambda^{-2}(u^2 + u_x^2/2))(t, \cdot) \in C^1(\mathbb{R}) \), for each \( t \) such that the solution exists, \( \|u(t, \cdot)\|_{H^1(\mathbb{R})} \) is invariant, and \( \omega + \gamma/2 = 0 \). Suppose that for some \( t_0 \in (0, T) \) the function has compact support and there exist distinct points \( a, b \in \mathbb{R} \) such that \( [a, b] \nsubseteq \text{supp}(u(t_0, \cdot)) \) and \( u_x(t_0, x) = 0, a \leq x \leq b \). Then \( u \equiv 0 \). Moreover, if \( (t, x) \mapsto u(t, x) \) has compact support, then \( u \equiv 0 \).
Proof. Let \( f \) and \( F \) as defined in (2.0.2) and (2.0.3), respectively. From the hypothesis in the theorem, if \( x \in [a, b] \) then both \( u(t_0, x) \) and \( f(x) \) vanish, as well as we have \( u(t_0, x) = 0 \). Moreover, by (2.0.3) and (2.0.1) we conclude that

\[
F(x) = -(u_x + (u u_x + 2\omega u_x))(t_0, x) = 0, \quad a \leq x \leq b.
\]

By [3, equation (4.3)] (see also [4, page 6]) we have the identity

\[
F(b) - F(a) = \frac{1}{2} \int_{\mathbb{R}} S(y) f(y) dy,
\]

(2.1.1)

where \( S(\cdot) \) is given by (2.0.4). Since \( S(\cdot) \) is strictly positive outside \([a, b]\), \( f \) is non-negative and vanishes for \( a \leq x \leq b \), and \( F(b) = F(a) = 0 \), from (2.1.1) we conclude that

\[
\int_{\mathbb{R}} S(y) f(y) dy = 0,
\]

which forces \( f(x) = 0 \) everywhere. By (2.0.2) we conclude that \( u(t_0, x) = 0 \), for all \( x \in \mathbb{R} \). As a consequence, we have \( \|u(t_0, \cdot)\|_{L^1(\mathbb{R})} = 0 \). Since \( t \mapsto \|u(t, \cdot)\|_{L^1(\mathbb{R})} \) is constant, we then have \( \|u(t, \cdot)\|_{L^1(\mathbb{R})} = 0 \) for each \( t \) such that the solution exists.

Finally, assuming that \((t, x) \mapsto u(t, x)\) has compact support, we could then find a non-empty open set \( \Omega \) such that \((t, x) \in \Omega \Rightarrow u(t, x) = 0 \). The result is then a consequence of [3, theorem 2.2]. \( \square \)

2.2. Corrections to theorem 2.4

Recall that

\[
\text{supp}(u|_{[0,1]}(t_0, \cdot)) = \{ x \in [0, 1]; \ u(t_0, x) \neq 0 \}.
\]

Theorem 2.4. Let \( u_0 \in H^2(\mathbb{S}) \) be a given initial data of the Cauchy problem (1.0.2) with \( \omega + \gamma/2 = 0 \). Let \( u = u(t, x) \) be the corresponding solution of (1.0.2) with lifespan \( T > 0 \). Assume that, for some \( t_0 \in (0, T) \), the function \( x \mapsto u(t_0, x) \) is compactly supported and there exists \([a, b] \subseteq \text{supp}(u|_{[0,1]}(t_0, \cdot)), a < b \), such that \( u(t_0, x) = 0, a \leq x \leq b \). Then \( u \equiv 0 \).

Proof. By (2.0.3) and (2.0.1) we conclude that \( F(x) = 0, x \in [a, b] \). Since \( F(x) = (\partial_t \Lambda^{-2} f)(x) \), by the identity \( \partial_t^2 \Lambda^{-2} = \Lambda^{-2} - 1 \) and restricting \( x \) to \([a, b] \), we have

\[
F'(x) = (\partial_t^2 \Lambda^{-2} f)(x) = (\Lambda^{-2} f)(x) - f(x) = (\Lambda^{-2} f)(x).
\]

Therefore,

\[
0 = F(b) - F(a) = \int_a^b F'(x) dx = \int_a^b (\Lambda^{-2} f)(x) dx,
\]

(2.2.1)

which implies that \( (\Lambda^{-2} f)(x) = 0 \) and, as a consequence, \( f(x) = 0 \) and \( u(t_0, x) = 0 \). Since the corresponding solution \( u \) to this problem conserves \( \|u(t, \cdot)\|_{H^1(\mathbb{S})} \) and \( \|u(t_0, \cdot)\|_{H^1(\mathbb{S})} = 0 \), we are forced to conclude that \( u \equiv 0 \). \( \square \)
2.3. Corrections to theorem 2.5

**Theorem 2.5.** Let $u$ be a bounded solution of the DGH equation, with lifespan $T > 0$, satisfying the periodic condition $u(t, x + 1) = u(t, x)$, such that $(\partial, \Lambda^{-2}(u^2 + \tilde{u}_t^2/2)) \in C^4(\mathbb{S})$, $\|u(t, \cdot)\|_{W^1(\mathbb{S})}$ is invariant for each $t$ such that the solution exists, and $\omega + \gamma/2 = 0$. If there exists an open set $\Omega \neq \emptyset$ such that $u|_\Omega \equiv 0$, then $u$ vanishes identically.

**Proof.** Let us choose $t_0$, $a$ and $b$ such that $\{t_0\} \times [a, b] \subseteq \Omega$. Defining $f$ and $F$ by (2.0.2) and (2.0.3), we realise that (2.2.1) holds, since $F(x) = f(x) = 0$ for $x \in [a, b]$. We are again forced to conclude that $u(t_0, x) = 0$ and then $u \equiv 0$ in view of the conservation of $\|u(t, \cdot)\|_{W^1(\mathbb{S})}$.

\square

3. Minor corrections

Here I list minor typos or mistakes that I found in the manuscript.

- On page 7, proof of theorem 2.1, penultimate line: instead of ‘we conclude that $m(t, q(t, z)) + \omega + \gamma/2$ vanishes, whether $z \leq q(t, a)$ or $z \geq q(t, b)$’ it should be ‘we conclude that $m(t, z) + \omega + \gamma/2$ vanishes, whether $z \leq q(t, a)$ or $z \geq q(t, b)$’.

- On page 8, the second equation should be
  \[
  \int_{\mathbb{R}} e^{-y} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy = \lim_{x \to -\infty} \int_x^{x-4} e^{-y} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy = 0
  \]
  instead of
  \[
  \int_{\mathbb{R}} e^{-y} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy = \lim_{x \to \infty} \int_x^{x+4} e^{-y} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy = 0.
  \]

- On page 9, the last term in equation (3.6) should be
  \[
  -\partial_t \left[ \frac{3}{2} \tilde{u}^2 + \tilde{u}_t^2 - \left( \omega + \frac{3}{2} \gamma \right) \tilde{u} \right] + \partial_t \left[ \frac{\tilde{u}^2}{2} - \left( \omega + \frac{3}{2} \gamma \right) \tilde{u} \right],
  \]
  instead of
  \[
  -\partial_t \left[ \frac{3}{2} \tilde{u}^2 + \tilde{u}_t^2 - \left( \omega + \frac{3}{2} \gamma \right) \tilde{u} \right] + \partial_t \left[ \frac{\tilde{u}^2}{2} - \left( \omega + \frac{3}{2} \gamma \tilde{u} \right) \right].
  \]
  Also, in the integral of the second line of the equation below (3.6), it should be
  \[
  \left( \omega + \frac{3}{2} \gamma \right) \tilde{u}
  \]
  instead of
  \[
  \left( \omega + \frac{3}{2} \gamma \tilde{u} \right).
  \]

- Remark 5.3 should be replaced to: if $u : [0, T) \times \mathbb{R} \to \mathbb{R}$ is periodic and compactly supported, then there exists an open and connected set $\Omega \subseteq [0, T) \times [0, 1]$ such that $u|_\Omega \equiv 0$.

- In remark 5.4, $\{t_0\} \times \Omega_{t_0}$ should be replaced by $\Omega$. 

4
• On page 12, after remark 5.5, the sentence ‘let \( u \) be a solution of (2.2) with compact support. By remark 5.3 there exists an open and connected set \( \Omega \) such that \( u(t, \cdot) \) vanishes on it’ should be replaced by ‘let \( u \) be a solution of (2.2) with compact support. By remark 5.3 there exists an open and connected set \( \Omega \) such that \( u \) vanishes on it’.

4. Final comments and remarks

Like pointed out in [4] for proving unique continuation results for the Camassa–Holm equation, the demonstration of theorem 2.4 can be used to give a different demonstrations theorem 2.3 and vice-versa.

I would like to call the reader’s attention to the fact that in the original paper [3], the demonstration of theorems 2.4 and 2.5 were made by using the remarks in section 5, some of them amended in this corrigendum. The corrections in the remarks are consistent with the demonstration presented here for the mentioned theorems.

As mentioned before, the main correction presented in this corrigendum is the condition that \( u_t(t_0, x) \) vanishes on some compact set outside the support of the solution, which ensures that (2.0.3) vanishes on the same compact set. Although the result obtained (only considering time compactly supported solutions) is weaker than those reported in [1, 2] for the Camassa–Holm equation, the techniques and ideas can be used for a large number of equations without the ‘good’ structure of the Camassa–Holm or DGH equations and is a viable option for studying this sort of solution.
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Abstract

A proof that strong solutions of the Dullin–Gottwald–Holm equation vanishing on an open set of the (1 + 1) space-time are identically zero is presented. In order to do it, we use a geometrical approach based on the conserved quantities of the equation to prove a unique continuation result for its solutions. We show that this idea can be applied to a large class of equations of the Camassa–Holm type.

Keywords: conserved quantities, compactly supported solutions, unique continuation, shallow water models

1. Introduction

Among the myriad of models describing shallow water waves, two equations are among the most prominent: the Korteweg–de Vries (KdV) [27] and the Camassa–Holm (CH) [1] equations. Also, they are prototype equations in the field of integrable systems and have an extensive list of nice mathematical properties, such as: their solutions are well-posed in the Hadamard sense [3–7, 25, 26, 37]; their solutions describe surfaces with constant curvature [2, 36]; and they also have algebraic properties [33, 38]. See [11, 24] for a wider discussion about the properties of the CH and KdV equations.

Although the KdV equation was derived more than a century ago [27], from the point of view of mathematical modelling, it fails miserably at describing wave breaking in shallow water [42, page 476], which is one of the most common and interesting phenomena in the studies of water waves. On the other hand, the CH equation not only seems to be a more realistic model to describe waves in water models, at least from the point of view of blow-up
of its solutions, see [3–6, 17], but also it admits richer types of travelling waves than the KdV equation, see [10] and references therein. It is nowadays well known that if a non-trivial initial data (i.e., a non-identically vanishing function) of the CH equation is compactly supported, then the corresponding solution loses this property instantly. This was firstly shown to strong solutions of the CH equation by Constantin [8] and subsequently by Henry [20]. Furthermore, it emerges from their results that if a strong solution of the Camassa–Holm equation is compactly supported at some \( t > 0 \), then it necessarily must be identically null.

Later, in [22] it was shown that any non-trivial strong solution of the CH equation, corresponding to an initial data with fast decay at infinity, behaves asymptotically as a peakon solution for each fixed \( t > 0 \). Moreover, non-trivial compactly supported data with enough regularity gives rise to strong solutions blowing-up at finite time, see [22, corollary 1.1]. More recently, Linares and Ponce [30] proved a unique continuation result for the CH equation, which says that if a solution of the CH equation vanishes on a non-empty open set, then it is null everywhere.

Let us introduce the object of investigation of the present work: the Dullin–Gottwald–Holm (DGH) equation

\[
\begin{align*}
    u_t - \alpha^2 u_{txx} + 2\omega u_x + 3uu_x + \gamma u_{xxx} &= \alpha^2(2uu_{xx} + uu_{xxx}), \tag{1.1}
\end{align*}
\]

which comes from the physics of fluids and is named after the work by Dullin, Gottwald and Holm [16]. Above, \( \alpha, \omega \) and \( \gamma \) are parameters related to the physical derivation of the model, see [1, 16]. We assume that \( \alpha \) is non-negative, although the paper is mostly concerned with \( \alpha > 0 \). Note that the KdV and CH equations are obtained from (1.1) by taking \( \alpha = 0 \) and \( \gamma = 0 \), respectively.

We can rewrite the DGH equation as

\[
    m_t + 2\omega u_x + um_x + 2u_x m + \gamma u_{xxx} = 0,
\]

where \( m := u - \alpha^2 u_{xx} \) is known as momentum [1, 16]. In (1.1), and consequently, in the equation above, the variables \( t \) and \( x \) are regarded as time and space in view of the physical meaning behind the equation and we shall maintain this terminology and sense in the manuscript.

One advantage of the last representation of the DGH equation is that we can realise one of its most utterly important facts: it is bi-Hamiltonian, that is, it can be written in two compatible Hamiltonian forms [16] (see [35, chapter 7] for further details about bi-Hamiltonian systems)

\[
    \frac{\delta \mathcal{H}_1}{\delta m} = -B_2 \frac{\delta \mathcal{H}_2}{\delta m},
\]

where

\[
    B_1 = \partial_x - \alpha^2 \partial_x^3, \quad B_2 = \partial_x(m\cdot) + m\partial_x(\cdot) + 2\omega \partial_x(\cdot) + \gamma \partial_x^3(\cdot),
\]

\[
    \partial_x(m\cdot)f := \partial_x(mf), \text{ etc., and}
\]

\[
    \mathcal{H}_1 = \int_{\mathbb{R}} (u^2 + \alpha^2 u_x^2)dx, \quad \mathcal{H}_2 = \int_{\mathbb{R}} (u^3 + \alpha^2 u_x^3 + 2\omega u^2 - \gamma u_x^2)dx.
\]

The quantities \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) above are conserved quantities for the DGH equation, meaning that they are invariant with respect to time and, in particular, as long as \( \alpha \neq 0 \), the quantity \( \mathcal{H}_1 \)
mathematically corresponds to the square of the Sobolev norm\(^1\) \(\|\cdot\|_{H^1(\mathbb{R})}\) of the solutions of the equation, and some of its derivatives, decaying to 0 as \(|x| \to \infty\).

The invariance of the Sobolev norm is a key ingredient for proving several qualitative results of the solutions of both CH and DGH equations. Moreover, the latter equation shares with the former the fact that they have local well-posed solutions in the Hadamard’s sense in Sobolev spaces, at least whenever certain relations between the coefficients \(\omega\) and \(\gamma\) are satisfied, see [31, 40, 46, 47] and [32, 46, 47] for the non-periodic and periodic cases, respectively.

Still about similarities, the solutions of the DGH equation also provide metrics for surfaces with constant curvature [12, theorem 4]. On the other hand, as far as the author knows, none of the results proved in [8, 20, 30] have been investigated for the DGH equation.

The first motivation of this work was the investigation of whether non-trivial (strong) solutions of the DGH equation might be compactly supported. In this sense our goal was originally the extension of the results due to Constantin [8] and Henry [20] to the DGH equation.

In the course of the investigation mentioned above, the author discovered the work by Linares and Ponce [30]. This brought to the original investigation the following question: would it be possible to extend to the DGH equation a similar result? Of course the results proved in [30] gave a strong indication that the answer would be positive. However, what is reported in this work goes far beyond a mere application or adaption of an established result to a different equation. What is really presented here is a different framework for proving unique continuation for solutions of non-local evolution equations satisfying certain conditions.

The main difference between what it is done in the present work and that made in [30] is the use of conserved quantities: both CH and DGH equations are models coming from physics and, therefore, some of their conserved quantities are physically relevant. For example, the conservation of the Sobolev norm corresponds to the conservation of energy of the model. Also, these equations themselves are conservation laws, which implies that the integral of a non-negative solution \(u\) over the whole domain corresponds to the mass conservation. These observations are used to develop a different framework for investigating unique continuation properties of solutions of the DGH equation and related models.

Our main argument is quite simple and comes from physics: if the mass or energy of a conservative physical system vanishes at some time \(t\), then it must necessarily vanish at all and, therefore, we do not have the occurrence of the phenomenon. Mathematically speaking, this means that the solutions of the equations describing the physical process, in our case, the DGH equation, must necessarily vanish.

2. Main results of the paper and its outline

In this section the main results of the paper and its outline are presented, as well as some comments showing how they are inserted in the state of the art in the field. We also discuss the novelty of the work and its innovations.

**Notation and conventions.** Here we fix and introduce the notations and conventions used along the work. By \(E\) we denote either \(\mathbb{R}\) or \(\mathbb{S}\). The space of the integrable functions on \(E\) is denoted by \(L^1(E)\), while the Hilbert Sobolev space of order \(s\) is denoted by \(H^s(E)\), for each \(s \in \mathbb{R}\). If \(f\) and \(g\) are two integrable functions, their convolution is denoted by \(f \ast g\). If \(u = u(t, x)\), we denote by \(u_0(x)\) the function \(x \mapsto u(0, x)\), \(m = u - u_{xx}\) and \(m_0 = u_0 - u_0''\).

\(^1\)Formally speaking, a weighted Sobolev norm for \(\alpha > 0\) and \(\alpha \neq 1\).
function $u$ depending on two variables, unless otherwise stated, $u_t$ and $u_x$ denotes the derivatives of $u$ with respect to the first and the second arguments, respectively. We recall the Helmholtz operator $\Lambda^2 = 1 - \partial_x^2$ and its inverse $\Lambda^{-2} = (1 - \partial_x^2)^{-1}$, given by $\Lambda^{-2}(f) = g * f$, where $g(x) = e^{-|x|}/2$, for the non-periodic case, whereas

$$g(x) = \frac{\cosh(x - \lfloor x \rfloor - 1/2)}{2 \sinh(1/2)}$$

in the periodic case. Above, $\lfloor \cdot \rfloor$ denotes the greatest integer function. The set of continuous and bounded functions is denoted by $C_0^0$.

**Main results and first comments.** As said before, the main focus of this work is the equation (1.1) with $\alpha \neq 0$. Under a suitable scaling of the variables, and eventually renaming the constants, we can choose $\alpha = 1$ in (1.1) and this is henceforth assumed throughout this paper, but for section 6. Some of our results are concerned with the Cauchy problem on the whole line

$$\begin{cases}
m_0 + 2\omega u_t + im_x + 2u_t m = -\gamma u_{xx}, & t > 0, x \in \mathbb{R}, \\
u(0, x) = u_0(x), & x \in \mathbb{R}.
\end{cases} \tag{2.1}$$

The initial value problem (2.1) is locally well-posed provided that the initial data $u_0 \in H^s(\mathbb{R})$, with $s \geq 3/2$, see [40, proposition 2.1]. If we add the condition $m_0 + \omega + \gamma/2 \geq 0$, not only we have $\|u_t\|_{L^s} < K$, for a certain positive constant $K$, but we also extend the local well-posedness to global. In [31, theorem 2.2], the conditions on $m_0$ are relaxed, but the price paid is the imposition of the condition $\omega + \gamma/2 = 0$. The blow-up of the solutions of (2.1) was also investigated in [40, theorem 2.3] and [31, theorem 3.1]. See also [44] for further results about the DGH equation in the real line.

The comments above support the view that the constants $\omega$ and $\gamma$ in (2.1) are relevant in the qualitative analysis of solutions of the problem (2.1).

As earlier mentioned, one of our purposes in this work is to enlighten whether the solutions of the DGH equation are compactly supported and our first result in this direction is:

**Theorem 2.1.** Let $u_0 \in H^s(\mathbb{R})$ be an initial data of the problem (2.1), with corresponding solution $u$. If $m_0(x) + \omega + \gamma/2$ has compact support, then $m(t, \cdot) + \omega + \gamma/2$ has the same property, for every $t > 0$ belonging to the interval of existence of the solution.

The analogous of theorem 2.1 in the CH case is obtained when $\omega = \gamma = 0$, see [20, proposition 1] and [8, theorem in section 2]. It is worth mentioning that the result of theorem 2.1 is in line with the preceding observations, in the sense that the quantity $\omega + \gamma/2$ plays great relevance in our analysis.

Theorem 2.1 is proved in section 3, where we also revisit some relevant facts about the DGH equation to set the wheels in motion for proving some technical results that will be used throughout the work.

Our second result can now be formulated:

**Theorem 2.2.** Let $u_0 \in H^s(\mathbb{R})$ be a given initial data of the Cauchy problem (2.1), $u$ its corresponding solution and $T$ its lifespan. The following affirmations are equivalent:

1. For each $t \in [0, T)$, the function $x \mapsto u(t, x) + \omega + \gamma/2$ has compact support;
2. $u \equiv 0$ and $\omega + \gamma/2 = 0$;
3. There exists a non-empty open set $\Omega \subseteq [0, T) \times \mathbb{R}$ such that $u(t, x) = 0$, for all $(t, x) \in \Omega$, and $\omega + \gamma/2 = 0$. 

We observe that if \( u_0 \) is non-trivial and compactly supported, then necessarily \( u(t, \cdot) \) is not compactly supported, for each \( t > 0 \). If this happens, theorem 2.2 combined with [22, corollary 1.1] prove the following immediate consequence:

**Corollary 2.1.** Assume that \( \gamma = -2\omega \). If for some \( T > 0 \) and \( s \geq 4 \) a function \( u \in C([0, T]; H^s(\mathbb{R})) \) is a solution of (2.1) such that \( u_0 \) is non-trivial and compactly supported, then there exists \( T' \in (0, T) \) such that \( u \in C([0, T'); H^s(\mathbb{R})) \) and

\[
\int_0^{T'} \| u_s(t, x) \|_{L^\infty(\mathbb{R})} \, dt = \infty.
\]

In order to prove theorem 2.2 we use the ideas in [30] to show that if a solution of the DGH vanishes on an open set, we can construct an auxiliary function depending only on space and use the convolution to show that this function vanishes identically. Once this is established, and differently from [30], we use conserved quantities to show that any solution \( u \) of the DGH equation vanishing on open sets is necessarily null. In section 7 this idea is better explored.

Our next result is:

**Theorem 2.3.** Assume that \( u \) is a solution of the DGH equation such that \( u \) is bounded, \((\partial_t \Lambda^{-2} u)(t, \cdot) \in C^1(\mathbb{R})\), for each \( t \) such that the solution exists, and \( \| u(t, \cdot) \|_{H^1(\mathbb{R})} \) is invariant. If \( \omega + \gamma/2 = 0 \) and the function \( x \mapsto u(t, x) \) has compact support, for each \( t \in [0, T] \), then \( u \equiv 0 \).

The demonstration of theorem 2.3 given in this work can be applied to the CH equation on the whole line and, actually, it is rather different of those in [8, 20].

The proofs of both theorems 2.2 and 2.3 are presented in section 4.

So far the results reported have been concerned with non-periodic problems related to the DHG equation, although it is well known that the study of the periodic DGH equation is also active, see [32, 46, 47]. Hence, it is natural to ask whether the results above might have periodic counter-parts.

Before answering this question, we recall the following equivalence relation between real numbers: \( x \sim y \) if and only if \( x - y \) is an integer number. Then, the quotient space \( \mathbb{R}/\mathbb{Z} \approx [0, 1) \) can be identified with the circle \( \mathbb{S} \) (sometimes also referred as one-dimensional torus).

**Theorem 2.4.** Let \( u_0 \in H^4(\mathbb{S}) \) be a given initial data of the Cauchy problem

\[
\begin{cases}
  m_x + 2\omega u_x + uu_x + 2u_t m = -\gamma u_{xxx}, & t > 0, \quad x \in \mathbb{R}, \\
  u(0, x) = u_0(x), & x \in \mathbb{R}, \\
  u(t, x + 1) = u(t, x), & t \geq 0, \quad x \in \mathbb{R}.
\end{cases}
\]

Let \( u = u(t, x) \) be the corresponding solution of (2.2) with lifespan \( T > 0 \). If \( \omega + \gamma/2 = 0 \) and the function \( x \mapsto u(t, x) \) is compactly supported, for each \( t \in [0, T] \), then \( u \equiv 0 \). In particular, \( u_0 \equiv 0 \).

It is convenient to explain what we mean by a periodic compactly supported solution. From (2.2) we see that once we know \( x \mapsto u(t, x) \) for \( x \in [0, 1) \), we know \( u(t, \cdot) \) everywhere. Then, by a periodic compactly supported solution we mean a solution \( u \) such that

\[
\text{supp} (u|_{[0,1]}(t, \cdot)) := \{u(t, x) \neq 0, \quad x \in [0, 1]\}
\]
is compact, for each $t \in [0, T)$.

Theorem 2.4 is actually a consequence of the demonstration of the following stronger result, regarding unique continuation of the solutions of (2.2):

**Theorem 2.5.** Let $u$ be a bounded solution of the DGH equation, with lifespan $T > 0$, satisfying the periodic condition $u(t, x + 1) = u(t, x)$, such that $(\partial_x \Lambda^{-2}) u(t, \cdot) \in C^1(\mathbb{S})$ and $\|u(t, \cdot)\|_{H^s(\mathbb{S})}$ is invariant, for each $t$ such that the solution exists. If there exists an open set $\Omega \neq \emptyset$ such that $u|_{\Omega} \equiv 0$, then $u$ vanishes identically.

The proofs of theorems 2.4 and 2.5 are given in section 5.

**Novelty of the work and its contributions.** The first point to be mentioned is a unique continuation result for both periodic and non-periodic initial value problems related to the DGH equation, given in theorems 2.2 and 2.5, respectively. As a consequence, we show that the unique compactly supported solution of these problems is the identically zero or, which is equivalent, if these problems have an initial data compactly supported, the solution loses the latter property instantly. Our approach to prove the uniqueness of compactly supported solutions can be directly applied, for instance, to the Camassa–Holm equation and is different from those methods used in [8, 20]. Also, for the unique continuation results, not only what is done here is new considering the specific problem, but it is also different of that reported in [30] for the Camassa–Holm equation, since in our case we use one of the Hamiltonians of the equation (corresponding to the invariance of the Sobolev norm) to prove a unique continuation of its solutions. A third feature of the present work is the fact that we extend in an intrinsic way our results to some models related to both CH and DGH equations.

**Structure of the paper.** As previously mentioned, the main results of the paper are proved in sections 3–5. In section 6 we show how to extend our results to weakly dissipative models considered in [34, 41, 43, 45]. In section 7 we explore the main idea introduced in sections 4 and 5 and show how we can obtain unique continuation results for the solutions of equations of the CH and DGH types using their conserved quantities. A discussion of our results is presented in section 8, while in section 9 we present our conclusions.

### 3. Proof of theorem 2.1 and technical results

We begin with some known facts from the literature and then prove technical ones that will be of great importance to pursue our goals.

**Lemma 3.1 (Local well-posedness).** Given $u_0 \in H^s(\mathbb{E})$, $s > 3/2$, there exists a maximal time $T > 0$, and a unique solution $u$ to the problem (2.1) such that $u \in C^0([0, T); H^s(\mathbb{E})) \cap C^1([0, T); H^{s-1}(\mathbb{E}))$. Moreover, such solution is continuously dependent on the initial data.

The proof of lemma 3.1 for the non-periodic case can be found in [40, proposition 2.1]. For the periodic case, see [46, theorem 2.1], [47, theorem 2.1] and references thereof. In [32] a similar result is proved, but assuming that $u_0 \in C^1(\mathbb{S})$, which implies $u \in C^0([0, T); C^1(\mathbb{S}) \cap C^1(\mathbb{S} \cup C^0(\mathbb{S} \cup C^0(\mathbb{S}))$).

The next results will be helpful in the demonstrations of theorems 2.1 and 2.2 and, for this reason, henceforth in the remaining of this section we only consider non-periodic solutions.

**Lemma 3.2 ([31, lemma 2.3], [40]).** Assume that $u_0 \in H^3(\mathbb{R})$ be an initial data of the problem (2.1), $u$ its corresponding solution, $T > 0$ the lifespan of $u$ and $m = u - u_{xx}$. Then

$$m_0(x) + \omega + \frac{\gamma}{2} = \left( m(t, q(t, x)) + \omega + \frac{\gamma}{2} \right) q_x(t, x)^2, \quad (t, x) \in [0, T) \times \mathbb{R}, \quad (3.1)$$
where \( q(t, x) \in C^1([0, T] \times \mathbb{R}, \mathbb{R}) \) is the unique solution of the initial value problem

\[
\begin{align*}
\frac{dq}{dt} & = u(t, q) - \gamma, \\
q(0, x) & = x.
\end{align*}
\]

Moreover, for each \( t \in [0, T] \), the function \( q(t, \cdot) \) is an increasing diffeomorphism of the line, satisfying

\[ q_{\cdot}(t, x) = \exp \left( \int_0^t u_s(s, q(t, s))ds \right) > 0. \]

We are in conditions to prove theorem 2.1 right now.

**Proof of theorem 2.1.** Let \( u_0 \in H^2(\mathbb{R}) \) be an initial data of the problem (2.1), \( u \) its corresponding solution and \( m = u - u_x \). Assume that \( m_0 + \omega + \gamma/2 \) is supported in the interval \([a, b]\). In particular, \( m_0(z) + \omega + \gamma/2 = 0 \), provided that \( z \leq a \) or \( z \geq b \).

By lemma 3.2, \( q(t, \cdot) \) is an increasing diffeomorphism. Consequently, from (3.1) we conclude that \( m(t, q(t, z)) + \omega + \gamma/2 \) vanishes, whether \( z < q(t, a) \) or \( z > q(t, b) \), which implies that \( m(t, \cdot) + \omega + \gamma/2 \) has its support in the interval \([q(t, a), q(t, b)]\).

**Proposition 3.1.** Let \( u \in C^1(\mathbb{R}) \cap H^2(\mathbb{R}) \) be a solution of (2.1) such that \( m + \omega + \gamma/2 \) has compact support. Then \( u + \omega + \gamma/2 \) has compact support if and only if

\[ \int_{\mathbb{R}} e^{+x} \left[ m(t, x) + \omega + \frac{\gamma}{2} \right] dx = 0. \] (3.2)

**Proof.** Assume that \( u(t, \cdot) \) is a solution of (2.1) such that \( m(t, \cdot) + \omega + \gamma/2 \) is compactly supported. Then, there exists \( L > 0 \) such that \( m(t, x) + \omega + \gamma/2 = 0 \) for \( |x| > L \).

Let us assume that \( u + \omega + \gamma/2 \) is compactly supported. Without loss of generality, we can assume that \( L \) is large enough to guarantee that \( u(t, z) + \omega + \gamma/2 = 0 \), provided that \( |z| > L \).

Suppose firstly \( x > L \). Then

\[
2u(t, x) + 2\omega + \gamma = \int_{\mathbb{R}} e^{-|x-y|} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy
\]

\[
= e^{-x} \int_{-\infty}^{-x} e^y \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy + e^{-x} \int_{-x}^{x} e^y \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy
\]

\[
= 0, \text{ since } y < -L
\]

\[
+ e^x \int_{x}^{\infty} e^{-y} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy.
\]

The first and the third integrals above are evaluated in the region \( |y| > x \). Since \( x > L \) and the support of \( m(t, \cdot) + \omega + \gamma/2 \) is in \([-L, L]\), these integrals vanish. Therefore, \( u(t, x) + \omega + \gamma/2 = 0 \) with \( |x| > L \) if and only if

\[
e^{-x} \int_{-x}^{x} e^y \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy = 0 \iff \int_{-x}^{x} e^y \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy = 0,
\]

and, as a consequence,

\[
\int_{\mathbb{R}} e^y \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy = \lim_{x \to \infty} \int_{-x}^{x} e^y \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy = 0.
\]
Let us now assume that \( x < -L \). A similar calculation yields

\[
2u(t, x) + 2\omega + \gamma = \int_{\mathbb{R}} e^{-|x-y|} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy
\]

\[
= e^\xi \int_{-\infty}^{x} e^{-y} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy + e^\xi \int_{x}^{\infty} e^{-y} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy
\]

\[
\quad + e^\xi \int_{-\infty}^{x} e^{-y} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy.
\]

An analogous argumentation leads to the conclusion

\[
\int_{\mathbb{R}} e^{-y} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy = \lim_{x \to \infty} \int_{x}^{\infty} e^{-y} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy = 0.
\]

Conversely, if \( m(t, \cdot) + \omega + \gamma/2 \) has support compact, for some \( L > 0 \), we would have \( m(t, x) + \omega + \gamma/2 = 0 \) provided that \( |x| > L \).

If we assume \( x \) larger than \( L \), we obtain

\[
2u(t, x) + 2\omega + \gamma = \int_{\mathbb{R}} e^{-|x-y|} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy
\]

\[
= e^{-x} \int_{-\infty}^{-L} e^{x} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy + e^{x} \int_{-L}^{L} e^{x} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy
\]

\[
\quad + e^{x} \int_{L}^{\infty} e^{-y} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy,
\]

which gives

\[
u(t, x) + \omega + \frac{\gamma}{2} = \frac{1}{2} e^{-x} \int_{-L}^{L} e^{x} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy.
\] (3.3)

A similar procedure reads, for \( -x > L \),

\[
\frac{1}{2} e^{x} \int_{-L}^{L} e^{-y} \left[ m(t, y) + \omega + \frac{\gamma}{2} \right] dy.
\] (3.4)

If (3.2) holds and \( m(t, x) + \omega + \gamma/2 = 0 \) whenever \( |x| > L \), then

\[
\int_{-L}^{L} e^{\pm x} \left[ m(t, x) + \omega + \frac{\gamma}{2} \right] dx = \int_{-\infty}^{\infty} e^{\pm x} \left[ m(t, x) + \omega + \frac{\gamma}{2} \right] dx = 0.
\]

These observations, jointly with (3.3) and (3.4), implies that \( u(t, x) + \omega + \gamma/2 \) when \( |x| > L \), which concludes the proof.
The next result is a trivial and immediate consequence of proposition 3.1, which is spotlighted due to its crucial relevance in the proof of theorem 2.2.

**Corollary 3.1.** Assuming the conditions in proposition 3.1, we have the identity

\[
\frac{d}{dt} \int_{\mathbb{R}} e^{\pm x} \left[ m(t, x) + \omega + \frac{\gamma}{2} \right] dx = 0.
\]

Let \( f \) be an integrable function with compact support. The following relations will be of great importance in the next result:

\[
\int_{\mathbb{R}} e^{\pm x} f'(x) dx = \mp \int_{\mathbb{R}} e^{\pm x} f(x) dx.
\] (3.5)

**Proposition 3.2.** If \( u \) is a solution of (2.1) such that \( x \mapsto u(t, x) + \omega + \gamma/2 \) is compactly supported, then

\[
\frac{d}{dt} \int_{\mathbb{R}} e^{\pm x} \left[ m + \omega + \frac{\gamma}{2} \right] dx = \int_{\mathbb{R}} e^{\pm x} \left[ \left( u + \frac{\gamma}{2} \right)^2 + u_x^2 \right] dx.
\]

**Proof.** Let us define \( \tilde{u}(t, x) := u(t, x) + \omega + \gamma/2 \), for each \((t, x) \in [0, T] \times \mathbb{R}\), and \( \bar{m} = m + \omega + \gamma/2 \). Then \( x \mapsto u(t, x) + \omega + \gamma/2 \) has compact support if and only if \( \tilde{u} \) is compactly supported. Therefore,

\[
m_t = -u m_x - \gamma u_{xxx} - 2\omega u_x
\]

if and only if

\[
\bar{m}_t = -\bar{u} m_x - \gamma \bar{u}_{xxx} - 2\omega \bar{u}_x
\]

Taking (3.6) and (3.5) into account, we obtain

\[
\frac{d}{dt} \int_{\mathbb{R}} e^x \left[ m + \omega + \frac{\gamma}{2} \right] dx = \frac{d}{dt} \int_{\mathbb{R}} e^x \bar{m}_t dx = \int_{\mathbb{R}} e^x \bar{m}_t dx
\]

\[
= \int_{\mathbb{R}} e^x \partial_x^3 \left[ \frac{\bar{u}^2}{2} - \left( \omega + \frac{3}{2} \gamma \bar{u} \right) \right] dx
\]

\[
- \int_{\mathbb{R}} e^x \partial_x \left[ \frac{3}{2} \bar{u}^2 + \bar{u}_x - \left( \omega + \frac{3}{2} \gamma \bar{u} \right) \bar{u} \right] dx
\]

\[
= \pm \int_{\mathbb{R}} e^x \left( \bar{u}^2 + \bar{u}_x^2 \right) dx,
\]

and the result is obtained noting that \( \bar{u} = u + \omega + \gamma/2 \) and \( \bar{u}_x = u_x \).

\[\square\]

**4. Proof of theorems 2.2 and 2.3**

We recall that for solutions of the DGH equation decaying to 0 at infinity, the functional

\[
\mathcal{H}(t) := \frac{1}{2} \int_{\mathbb{R}} [u(t, x)^2 + u_x(t, x)^2] dx = \frac{1}{2} \|u(t, \cdot)\|_{L^2(\mathbb{R})}^2
\] (4.1)
is independent of time [16], and it reflects the conservation of energy of the solutions of the equation. Also, by the Sobolev embedding theorem, see [29, p. 47] and [39, p. 317], if \( u \in H^s(\mathbb{R}) \), with \( s > 1/2 \), then \( u \) is bounded, continuous, and the inequality \( ||u||_{L^\infty(\mathbb{R})} \leq c||u||_{H^s(\mathbb{R})} \) holds, for some \( c > 0 \).

**Proposition 4.1.** Assume that \( u_0 \in H^s(\mathbb{R}) \), \( s > 3/2 \), is an initial data of the problem (2.1), with corresponding solution \( u \) and lifespan \( T > 0 \). If there exists some \( t_0 \in [0,T) \) such that \( u|_{(t_0) \times \mathbb{R}} \equiv 0 \), then \( u \equiv 0 \). In particular, \( u_0 \equiv 0 \).

**Proof.** Let us consider the functional \( \mathcal{H} \) given by (4.1). Its time independence means that \( \mathcal{H}(t) = \mathcal{H}(0) \), for all \( t \in [0,T) \). If \( x \mapsto u(t_0, x) \equiv 0 \), then \( \mathcal{H}(t_0) = 0 \), that is, \( \mathcal{H}(t) = 0 \), for any \( t \in [0,T) \). Therefore, ||\( u ||_{L^\infty(\mathbb{R})} = 0 \), as well as \( u \).

**Proposition 4.2.** Let \( a \) and \( b \) real numbers such that \( a < b \), and \( S: \mathbb{R} \rightarrow \mathbb{R} \) given by \( S(y) = \operatorname{sgn}(a - y)e^{-|a-y|} - \operatorname{sgn}(b - y)e^{-|b-y|} \). Then \( S \in L^1(\mathbb{R}) \) and \( S(y) > 0 \) for all \( y \notin [a,b] \).

**Proof.** It is clear that \( S \in L^1(\mathbb{R}) \). What remains to be proved is that \( S(y) > 0 \).

Since \( y \notin [a,b] \), we have only two possible possibilities: \( y < a \) or \( y > b \). If \( y < a \), then \(-|a-y| > b - y, e^{-(a-y)} > e^{-(b-y)} \) and both \( \operatorname{sgn}(a-y) \) and \( \operatorname{sgn}(b-y) \) are positive. Therefore, \( -\operatorname{sgn}(b-y)e^{-(b-y)} > -\operatorname{sgn}(a-y)e^{-(a-y)} \).

In the second case, we have \( e^{-(b-y)} > e^{-(a-y)} \) and both \( -\operatorname{sgn}(a-y) \) and \( -\operatorname{sgn}(b-y) \) are positive, which lead us to the same conclusion.

Let us now prove theorem 2.2. We would like to observe that 2 \( \Rightarrow \) 1 as well as 2 \( \Rightarrow \) 3 and for this reason we only need to prove the implications 1 \( \Rightarrow \) 2 and 3 \( \Rightarrow \) 2.

**Proof that 1 \( \Rightarrow \) 2.** Assume that \( x \mapsto u(t, x) + \omega + \gamma/2 \) has compact support. From proposition 3.2 and corollary 3.1 we have

\[
0 = \frac{d}{dt} \int_{\mathbb{R}} e^{\pm x} \left[ m + \omega + \frac{\gamma}{2} \right] dx = \int_{\mathbb{R}} e^{\pm x} \left[ (u + \omega + \frac{\gamma}{2})^2 + \frac{u^2}{2} \right] dx,
\]

which implies \( u + \omega + \gamma/2 \equiv 0 \), that is, \( u(t, x) = -(\omega + \gamma/2) \), everywhere the solution is defined. In particular, evaluating the solution at \( t = 0 \) we are forced to conclude that \( u_0(x) = -(\omega + \gamma/2) \). Since \( u_0 \in H^s(\mathbb{R}) \), then \( u_0(x) \rightarrow 0 \) as \( |x| \rightarrow \infty \), implying that \( \omega + \gamma/2 = 0 \) and, consequently, \( u \equiv 0 \).

**Proof that 3 \( \Rightarrow \) 2.** It is enough to prove that \( u \equiv 0 \).

Assume that \( \Omega \subseteq [0,T) \times \mathbb{R} \) is an open set such that \( (t, x) \in \Omega \Rightarrow u(t, x) \equiv 0 \). Then, there exists real numbers \( a, b \) and \( t_0 \) such that \( \{t_0\} \times [a,b] \subseteq \Omega \), but \( \{t_0\} \times \mathbb{R} \not\subseteq \Omega \). Otherwise, the result is an immediate consequence of proposition 4.1.

Let \( f, F: \mathbb{R} \rightarrow \mathbb{R} \) given by \( f(x) = u(t_0, x)^2 + u_t(t_0, x)/2 \) and \( F(x) = (\partial_t \Lambda^{-2})^2 f(x) \). Since \( u(t_0, \cdot) \) is continuously differentiable, bounded, and both \( u(t_0, \cdot) \) and \( u_t(t_0, \cdot) \) are integrable, then \( f \in C^0_c(\mathbb{R}) \cap L^1(\mathbb{R}) \) and \( F \in C^1(\mathbb{R}) \cap C^0(\mathbb{R}) \cap L^1(\mathbb{R}) \). In particular,

\[
F(x) = \int_{\mathbb{R}} \partial_y \left( \frac{1}{2} e^{-|x-y|} f(y) \right) dy = \frac{1}{2} \int_{\mathbb{R}} \left[ -\operatorname{sgn}(x-y)e^{-|x-y|} f(y) \right] dy.
\]

We firstly note that \( f \equiv 0 \) if and only if \( u(t_0, \cdot) \equiv 0 \). Therefore, if we show that \( f \) vanishes identically, then proposition 4.1 implies that \( u \) vanishes everywhere.

Let us proceed by contradiction, assuming that \( f \) is not identically 0. This means that \( u(t_0, y) \neq 0 \) for some \( y \), which implies the existence of an open set \( V \subseteq \mathbb{R} \) such that \( y \in V \) and \( f(y) > 0 \) for all \( y \in V \).
Let $S$ be the function given in proposition 4.2. We note that
\[
\int_{\mathbb{R}} S(y) f(y) \, dy \geq \int_{V} S(y) f(y) > 0.
\] (4.2)
Also, we have the inequalities
\[
F(b) = \frac{1}{2} \int_{\mathbb{R}} \left[ -\text{sgn}(b - y)e^{-|b-y|} f(y) \right] \, dy
\geq \frac{1}{2} \int_{\mathbb{R}} \left[ -\text{sgn}(a - y)e^{-|a-y|} f(y) \right] \, dy = F(a),
\]
and, therefore,
\[
0 \leq \frac{1}{2} \int_{\mathbb{R}} \left[ \text{sgn}(a - y)e^{-|a-y|} - \text{sgn}(b - y)e^{-|b-y|} \right] f(y) \, dy = F(b) - F(a).
\] (4.3)
Assume that $F(b) = F(a) = 0$. If this is true, then we reach to a contradiction between (4.2) and (4.3). The proof that $F(b) = F(a) = 0$ is given in the proposition 4.3 below. □

**Proposition 4.3.** Let $F$ be the function given above. Then $F|_{[a,b]} \equiv 0$. In particular, $F(a) = F(b) = 0$.

**Proof.** We note that the equation in (2.1), with $\gamma = -2\omega$, satisfies the identity
\[
m_t + (1 - \partial^2_x)(uu_x + 2\omega u_x) + \partial_x \left( u^2 + \frac{u_x^2}{2} \right) = \Lambda^2 \left[ u_t + (uu_x + 2\omega u_x) + \partial_x \Lambda^{-2} \left( u^2 + \frac{u_x^2}{2} \right) \right].
\]
Therefore, on the solutions of the equation in (2.1), we have
\[
\partial_x \Lambda^{-2} \left( u^2 + \frac{u_x^2}{2} \right)(t, x) = -(u_t + (u + 2\omega)u_x)(t, x).
\]
We remember that $u$ vanishes on $\Omega$. Evaluating the expression above at $t = t_0$ we have
\[
F(x) = \partial_x \Lambda^{-2} \left( u^2 + \frac{u_x^2}{2} \right)(t_0, x) = -(u_t + (u + 2\omega)u_x)(t_0, x)
\] (4.4)
and then, for any $x \in [a, b]$, we have $F(x) = 0$. □

**Proof of theorem 2.3.** Assume that $u$ has compact support. Then there is an open set $\emptyset \neq \Omega_i \subset \mathbb{R}^N$ such that $u(t, \cdot)|_{\Omega_i} \equiv 0$, for each $t \in (0, T)$. The proof follows the same steps of the previous demonstration $3 \Rightarrow 2$ and for this reason is omitted.

5. The periodic case

We present a more ‘to the point’ demonstration of theorems 2.4 and 2.5. We point out that this demonstration can also give a different proof to theorem 2.3.
We begin with noticing the following remarks about the periodic problem (2.2):

**Remark 5.1.** Lemma 3.1 assures the existence of a local solution \( u \in C^0 ([0,T];H^2(S)) \cap C^1 ([0,T];H^{s-1}(S)) \).

**Remark 5.2.** The periodic problem has the functional

\[
\mathcal{H}(t) := \frac{1}{2} \int_{\mathbb{R}} \left[ u(t,x)^2 + u_x(t,x)^2 \right] dx = \frac{1}{2} \int_{0}^{1} \left[ u(t,x)^2 + u_x(t,x)^2 \right] dx
\]

\[
= \frac{1}{2} \| u(t, \cdot) \|^2_{H^1(S)}
\]

independent of time.

**Remark 5.3.** If \( u : [0,T) \times \mathbb{R} \to \mathbb{R} \) is periodic and compactly supported, then there exists an open and connected set \( \Omega_t \subseteq [0,1) \) such that \( u(t,\cdot)|_{\Omega_t} \equiv 0 \), for each \( t \).

**Remark 5.4.** In line with remark 5.3, without loss of generality we can assume the existence of numbers \( t_0 \in (0,T) \) and \( 0 < a < b < 1 \) such that \( \{t_0\} \times [a,b] \subseteq \{t_0\} \times \Omega_t \).

**Remark 5.5.** If \( f \) is a non-negative, periodic and continuous function, then

\[
(\Lambda^{-2} f)(x) = \int_{0}^{1} \frac{\cosh(x-y-[x-y] - 1/2)}{2 \sinh(1/2)} f(y) dy \geq 0.
\]

In particular, \( \Lambda^{-2} f = 0 \) if and only if \( f \equiv 0 \).

Let \( u \) be a solution of (2.2) with compact support. By remark 5.3 there exists an open and connected set \( \Omega_t \subseteq [0,1) \) such that \( u(t,\cdot) \) vanishes on it. Note that we are in a situation similar to that observed in the proof 3 \( \Rightarrow 2 \) of theorem 2.2. The proof is a consequence of the demonstration of theorem 2.5, that we present right now.

Let \( t_0 \), \( a \) and \( b \) be the numbers satisfying the condition in remark 5.4, \( f(x) = u(t_0,x)^2 + u_x(t_0,x)^2 / 2 \) and \( F(x) = (\partial_x \Lambda^{-2} f)(x) \). By remark 5.5, \( F \equiv 0 \) if and only if \( f \equiv 0 \).

We note that \( F \) satisfies (4.4), but now the action of the operator \( \Lambda^{-2} \) is given as in remark 5.5. Then we are forced to conclude that \( F(b) = F(a) = 0 \). By the Fundamental Theorem of Calculus jointly with the identity \( \partial_x^2 \Lambda^{-2} = \Lambda^{-2} - 1 \), the fact that \( f(x) = 0 \), for all \( x \in [a,b] \), we have

\[
0 = F(b) - F(a) = \int_{a}^{b} F(x) dx = \int_{a}^{b} (\Lambda^{-2} f)(x) dx,
\]

which yields \( (\Lambda^{-2} f)(x) = 0 \). By remark 5.5 we conclude that \( f \equiv 0 \) and, therefore, it is a foregone conclusion that \( u(t_0, x) = 0 \). This implies that \( \mathcal{H}(t_0) = 0 \) and the result is then a consequence of the conservation of the energy of the solutions. In particular, \( u_0 \equiv 0 \).

Note, however, that \( u_0 \) might be compactly supported and not necessarily be zero. In this case, \( u(t,\cdot), t > 0 \), is no longer compactly supported.

6. Application to weakly dissipative versions of the equation

Here we show that theorems 2.1–2.5 can be applied to a large class of equations of the CH type. We begin with observing that our results are trivially applicable to the CH equation because if
we take $\omega = \gamma = 0$ in (2.1) we obtain
\[
\begin{align*}
  m_t + um_x + 2u_xm &= 0 \\
  u(0, x) &= u_0(x),
\end{align*}
\] (6.1)
which is nothing but an initial value problem involving the CH equation.

Several works [34, 41, 43, 45] have dealt with the equation
\[
\tilde{u}_t - \alpha^2 \tilde{u}_{txx} + \tilde{\gamma} (\tilde{u}_x - \alpha^2 \tilde{u}_{xxx}) + 3\tilde{u}_x + \tilde{\lambda}(\tilde{u} - \alpha^2 \tilde{u}_{xx}) = \alpha^2 (2\tilde{u}_x \tilde{u}_{xx} + \tilde{u}_{xxx}).
\] (6.2)

Defining $\tilde{u}(t, x) = u(t/\alpha, x/\alpha)$, $\tilde{\lambda} = \lambda \alpha$ and $\tilde{\gamma} = \gamma \alpha$ we can transform (6.2) in the equation
\[
\begin{align*}
  u_t - u_{txx} + \gamma (u_x - u_{xxx}) + 3uu_x + \lambda (u - u_{xx}) &= (2u_x u_{xx} + uu_{xxx}).
\end{align*}
\] (6.3)

The parameter $\lambda$ is assumed to be non-negative. If $\lambda = 0$ we recover the equation (2.1) whereas for $\lambda > 0$ we have a sort of DGH equation with non-conservative Sobolev norm.

Let us consider the transformation (see [28])
\[
\begin{align*}
  u(t, x) &= e^{-\lambda t} u \left( \frac{1 - e^{-\lambda t}}{\lambda}, x \right) =: e^{-\lambda t} v(\tau, \chi).
\end{align*}
\] (6.4)

Let $n := e^{-\lambda t} m$. A straightforward calculation yields:
\[
\begin{align*}
  m &= e^{-\lambda t} n, \quad u_t = -\lambda e^{-\lambda t} v + e^{-2\lambda t} v_{\tau}, \quad u_x = e^{-\lambda t} v_{\chi}, \\
  m_t &= -\lambda e^{-\lambda t} n + e^{-2\lambda t} n_{\tau}, \quad m_x = e^{-\lambda t} n_{\chi},
\end{align*}
\] (6.5)
where in (6.5) $(\cdot)$, and $(\cdot)_\chi$ denotes derivatives with respect to the first and the second arguments of the functions involved. Substituting (6.5) and (6.4) into (6.3) we get
\[
\begin{align*}
  n_{\tau} + vn_{\chi} + 2v_n + \gamma n_{\chi} &= 0.
\end{align*}
\] (6.6)
Moreover, $u_0(x) = u(0, x) = v(0, x)$ and, therefore, the equation (6.3) is transformed, through the change (6.4), into the DGH equation with $\gamma = -2\omega$. As a consequence, theorems 2.1–2.5 can also be applicable to this case.

7. Conserved quantities and unique continuation for solutions

In this section we make an in-depth investigation about unique continuation for solutions of the DGH equation. We restrict our analysis to the non-periodic case, whereas the situation in the periodic case can be recovered following the same steps as done in section 5 taking the corresponding particularities into account.

In view of our previous results, we restrict our analysis when $\gamma = -2\omega$. With this choice, we can rewrite (1.1) as (see the demonstration of proposition 4.3)
\[
\begin{align*}
  u_t + (u + 2\omega)u_x &= -\partial_x \Lambda^{-2} \left( u^2 + \frac{u_x^2}{2} \right).
\end{align*}
\] (7.1)

Also, we recall again that the DGH equation, with the restrictions above, has the following conserved quantities
\[
\begin{align*}
  H(t) &= \int_{\mathbb{R}} \left[ u(t, x)^2 + u_x(t, x)^2 \right] dx
\end{align*}
\] (7.2)
and

$$
\mathcal{H}_1(t) = \int_{\mathbb{R}} u(t, x) \, dx. \quad (7.3)
$$

We shall assume some mild conditions on a given solution $u$ of (7.1). Our assumptions are:

**C1** The solution $u$ is defined on $[0, T) \times \mathbb{R}$, for some $T > 0$;

**C2** $u$ is a solution conserving (7.2);

**C3** $u$ is a solution conserving (7.3);

**C4** For each $t$ fixed, $\partial_t \Lambda^{-2} \left( u^2 + u_x^2 / 2 \right) (t, \cdot) \in C^1$;

**C5** There exists numbers $t_0, t_1, x_0, x_1$, with $0 < t_0 < t_1 < T$ and $x_0 < x_1$, such that $\Omega := (t_0, t_1) \times (x_0, x_1) \subseteq [0, T) \times \mathbb{R}$ and $u(t, x) = 0$, for all $(t, x) \in \Omega$.

We would like to point out some observations about the conditions above:

**Remark 7.1.** Condition **C1** requires the existence of a solution, but not its uniqueness. Besides, note that we might eventually have $T = \infty$, but this is unessential.

**Remark 7.2.** Conditions **C2** and **C3** enclose a large class of solutions of the DGH equation. This is easily explained by the following formal identities (e.g., see [11, theorem 3.1]):

$$
\partial_t u + \partial_x \left( \frac{3}{2} u_x^2 - uu_{xx} - \frac{u_x^2}{2} - u_{xx} + 2 \omega u + \gamma u_{xx} \right) = u_t - u_{xxx} + 2 \omega u_x + 3 uu_x + \gamma uu_{xx} - 2u_xu_{xx} - uu_{xxx} \quad (7.4)
$$

and

$$
\partial_t \left( \frac{u^2 + u_x^2}{2} \right) + \partial_x \left( u^2 - u^2 u_{xx} - uu_{xx} - \frac{\gamma}{2} u_x^2 + \gamma uu_{xx} + \omega u^2 \right) = u (u_t - u_{xxx} + 2 \omega u_x + 3 uu_x + \gamma uu_{xx} - 2u_xu_{xx} - uu_{xxx}). \quad (7.5)
$$

Therefore, if $u, u_x, u_{xx}, u_{xxx} \to 0$ as $x \to \pm \infty$, from (7.4) and (7.5) we obtain, respectively,

$$
\frac{d}{dt} \int_{\mathbb{R}} u \bigg|_{-\infty}^{+\infty} = 0
$$

and

$$
\frac{d}{dt} \int_{\mathbb{R}} \left( \frac{u^2 + u_x^2}{2} \right) \bigg|_{-\infty}^{+\infty} = 0.
$$

It is a foregone conclusion that any solution with mild regularity decaying to 0 at infinity, jointly with its derivatives up to second order, would fall in the conditions **C2** or **C3**. In particular, solutions $u \in H^s(\mathbb{R})$, for $s$ sufficiently large, satisfy these conditions. Note that we have just shown the reasons for which (7.2) and (7.3) are conserved quantities for the DGH equation. For the periodic case we can recover these results requesting that $u$ and its derivatives have the same values at $(z, t)$, where $z \in \mathbb{Z}$.

**Remark 7.3.** In condition **C5** we consider an open rectangle. At first sight, it seems to be very restrictive. This is only an apparent contradiction, since any open set contains at least one (and, therefore, infinite) open rectangles.
**Proposition 7.1.** Let \( u \) be a solution of (7.1) satisfying the conditions \( C_1, C_4 \) and \( C_5 \); \( a \) and \( b \) real numbers such that \( a < b \) and \( a, b \in (x_0, x_1) \); and, for each \( t \in (t_0, t_1) \) fixed, let us define \( f_t : \mathbb{R} \to \mathbb{R} \) by \( f_t(x) = \Lambda^{-2} (u^2 + u_x^2/2) (t, x) \) and \( F_t(x) = \partial_x \Lambda^{-2} (u^2 + u_x^2/2) (t, x) \). Then \( F_t|_{(a,b)} \equiv 0 \) as well as \( f_t|_{(a,b)} \equiv 0 \).

**Proof.** Similar to proposition 4.3 and implication 3 \( \Rightarrow \) 2 of theorem 2.2. For this reason is omitted.

Proposition 7.1 has a beautiful geometrical meaning: let us fix \( t^* \in (t_0, t_1) \). The fact that the solution \( u \) vanishes on the vertical segment \( \{t^*\} \times [a, b] \) implies that \( F_{t^*} \) vanishes on \( [a, b] \) provided that \( x_0 < a < b < x_1 \). Consequently, this forces \( \Lambda^{-2} f_{t^*}(x) = 0 \), that is,

\[
\int_{\mathbb{R}} e^{-|x-y|} f_{t^*}(y)dy = 0
\]

and, therefore, \( f_{t^*}(x) = 0 \), for each \( x \in \mathbb{R} \). Then, the fact that \( u \) vanishes on the vertical segment \( \{t^*\} \times [a, b] \) implies that it vanishes on the set \( \Omega_{t^*} := \{(t^*, x); f_{t^*}(x) = 0\} = \{t^*\} \times \mathbb{R} \), which is nothing but the unique vertical line containing the segment \( \{t^*\} \times [a, b] \). Once noticing that the family \( \{f_t\}_{t \in (t_0, t_1)} \) vanishes identically we conclude that the solution \( u \) vanishes on the strip

\[
\mathcal{R} := \bigcup_{t \in (t_0, t_1)} \Omega_t = (t_0, t_1) \times \mathbb{R}
\]

which is a strip of width \( t_1 - t_0 \) containing \( \Omega \). Moreover, this strip is uniquely determined by \( \Omega \).

We observe that the ideas we brought from [30] enabled us to construct the strip above and show that the solution \( u \) vanishes on \( \mathcal{R} \). The question now is: does the solution vanish outside \( \mathcal{R} \)? In order to address this question, we recall that if \( \gamma = -2\omega \), then the DGH equation may have solutions that do not change their sign (e.g., if the initial momentum of the DGH equation, with the restriction \( \gamma = -2\omega \), does not change sign, then lemma 3.2 implies that \( m \) and \( u \) will have the same signs and they do not change as well). This fact, jointly with (7.3), proves the following result:

**Proposition 7.2.** If \( u \) is a solution of the DGH equation that does not change sign and satisfies the condition \( C_3 \), then \( \|u(t, \cdot)\|_{L^1(\mathbb{R})} \) is conserved as long as the solution exists.

We can now give a characterisation of the vanishing solutions of the DGH equation that does not change their sign.

**Theorem 7.1.** Let \( u \) be a solution of the DGH equation such that its sign does not change. If \( u \) satisfies the conditions \( C_1, C_3 - C_5 \), then \( u \equiv 0 \).

**Proof.** By proposition 7.1 we can find \( t^* \) such that \( u(t^*, x) = 0 \), for all \( x \in \mathbb{R} \). If \( u \) is non-negative, from (7.3) we conclude that \( H_1(t) = \|u(t, \cdot)\|_{L^1(\mathbb{R})} \), while if \( u \) is non-positive, we have \( H_1(t) = \|u(t, \cdot)\|_{L^1(\mathbb{R})} \). In any case, evaluating (7.3) at \( t = t^* \) we conclude that \( \|u(t^*, x)\|_{L^1(\mathbb{R})} = 0 \). Since (7.3) is invariant in \( t \), we conclude that \( \|u(t, \cdot)\|_{L^1(\mathbb{R})} \) for every \( t \) for which the solution exits, which implies that \( u(t, x) = 0 \), for all \( t, x \). An even stronger result can be given right now:

**Theorem 7.2.** Let \( u \) be a solution of the DGH equation satisfying the conditions \( C_1, C_2, C_4 \) and \( C_5 \). Then \( u \equiv 0 \).

Theorem 7.2 is a consequence of propositions 4.1 and 7.1 and, therefore, its proof is omitted.
We note that theorems 7.1 and 7.2 also have a geometrical meaning: they use the conserved quantity to extend, for all \( t \), the result known to a particular \( t^* \), meaning that once we know the information on a vertical straight line, we can translate this property to any parallel line in which the solution is defined.

It also warrants observation that although the family \((f_j)_{j \in \mathbb{N}}\) vanishes, our demonstration of theorems 7.1 and 7.2 only really needs the existence of a single value \( t^* \) for which \( f_j \) is null. On the other hand, it is immediate from our construction that if there is one function satisfying this condition, we can then construct a continuous one-parameter family of functions having the same property.

8. Discussion

Theorem 2.1 implies that for any \( t > 0 \) such that the solution of the initial value problem (2.1) exists (as assured by lemma 3.1), if \( m_0(x) + \omega + \gamma/2 \) has compact support, then this property is extended for the function \( m(t, \cdot) + \omega + \gamma/2 \). Differently from the DGH equation, in the CH case the function \( m(t, \cdot) \) has compact support provided that \( m_0 \) shares the same property, see [8, section 2] and [20, proposition 1]. For the CH equation it is not possible to guarantee that the support of \( m(t, \cdot) \) is the same for each \( t > 0 \). Similarly, for the DGH equation we cannot affirm that \( m(t, \cdot) + \omega + \gamma/2 \) is supported on the same set for each \( t > 0 \). On the contrary, the proof of the theorem indicates that the support may vary while \( t \) changes.

Theorem 2.2 says that if a solution of the problem (2.1), with initial data \( u_0 \in H^4(\mathbb{R}) \), vanishes on a non-empty set \( \Omega \subseteq [0, T] \times \mathbb{R} \), then it not only vanishes on its whole domain, but also the own solution is uniquely extended to any time \( t > 0 \) to the identically vanishing solution.

The key to prove this result was to fix a certain time and use the non-locality of the convolution to prove that if a solution vanishes on a finite vertical segment on the \((t, x)\)-plane, then it vanishes over the whole straight line containing such segment and, therefore, in view of the conservation of energy of the solutions of (2.1), it vanishes everywhere the solution exists.

The proof of the implication \( 3 \Rightarrow 2 \) in theorem 2.2 is based on [30, theorem 1.3]. We observe, however, that our demonstration has some nuances when compared with that aforesaid. For example, differently from [30], we used the conservation of energy to conclude that the solution vanishes on its entire domain, as previously mentioned.

Once this fact is established, we can show that the unique compactly supported solution of (2.1) is \( u \equiv 0 \). Here we assume that the initial data belongs to \( H^4(\mathbb{R}) \). This fact is well known for the CH equation, see [8, section 2] and [20, theorem 1], but as far as the author knows, it has not been reported to the periodic DGH equation neither to weakly dissipative versions of this equation, both in the real and periodic cases. For the real case of the DGH equation, there is a continuation result due to Zhou and Guo [47] implying that if a solution of the (real) DGH equation is compactly supported solution, then it necessarily is the identically vanishing one. However, their approach is completely different from ours.

Although this work is strongly influenced by the references [8, 20], it is rather different of them even if directly applied to the CH equation, since we firstly proved that if the solution vanishes on some non-empty open set, then it vanishes identically and the property of having compact support is implied by this fact.

We observe that if \( u \not\equiv 0 \) is a solution of (2.1) with \( u_0 \in H^4(\mathbb{R}) \), then it cannot be compactly supported for any \( t > 0 \). However, it might occur that \( u_0 \not\equiv 0 \) be compactly supported and this is the unique value of \( t \) such that the solution can have this property. If such situation occurs, then \( u(\cdot, x) \) loses it instantly, as observed by Constantin [8, remark at the end of section 2]. On the other hand, provided that \( u(t, x) \not\equiv 0 \) for some \( t \), then surely \( u_0 \) cannot vanish identically due to the conservation of energy.
Note that we extended our results in an intrinsic way for weakly dissipative models involving the CH and the DGH equations. Our idea here is the use of the transformation discovered in Lenells and Wunsch [28] to extend the results regarding well-posedness of the CH and other related equations to their corresponding weakly dissipative counter-parts. This enables us to reduce the unique continuation property of solutions and the study of the compactly supported ones of the equation
\[ u_t - \alpha^2 u_{ttx} + 2\omega u_x + 3uu_x + \gamma u_{xxx} + \lambda(u - u_{xx}) = \alpha^2(2uu_{xx} + uu_{xxx}) \]
to the DGH equation.

Two sine qua non ingredients to prove our main results is the idea introduced in [30] in conjunction with the use of conserved quantities, which gives a new approach not only to study compactly supported solutions of the DGH equation, but also to give a different viewpoint for proving unique continuation for solutions of the DGH equation. This idea, indeed, is consistent with the physics behind the phenomena:

- The conserved quantity (7.2) corresponds to the energy of the solutions of the DGH equation. In our approach, we show that if the solution vanishes on an open set, then proposition 7.1 says that the solution vanishes on an entire vertical straight line. From the point of view of conserved quantities, this means that for a given time \( t^* \), the solution vanishes, which means that the energy at that time vanishes as well. Since it is conserved, then it must be zero everywhere.

- On the other hand, the conserved quantity (7.3) correspond to the conservation of mass for (1.1). Then, proposition 7.1 essentially says the if \( u \) vanishes on an open set, then we can find a vertical line such that the mass vanishes and, since it is conserved, we do not have mass anywhere.

We note that the last two observations also have meaning in the case of periodic solutions. The interpretation can be easily retrieved by replacing vertical segment by arc segment, and vertical line by circle see [14]. Then, the conserved quantities (7.2) or (7.3) translates to all circles in which the solution is defined the information obtained in a given circle at \( t = t^* \).

To conclude this section, we note that the DGH equation with \( \gamma = -2\omega \) can be written in the form
\[ u_t + g + \partial_x \Lambda^{-2} h = 0, \]  
(8.1)
where \( g = uu_x + 2\omega u_x \) and \( h = u^2 + u_x^2/2 \).

The ideas presented here are applied to the class (8.1) for arbitrary \( g \) and \( h \), provided that:

(a) \( g \) is a continuous function of \( u \) and its derivatives, and does not have explicit dependence on \( t \) and \( x \). Moreover, we request that \( g \) vanishes whenever (all of) its arguments vanish. Note that the dependence of \( g \) is not specified because it depends on each equation;

(b) \( h \) is a function satisfying the following conditions: it is either non-positive or non-negative, vanishes only when its arguments vanish, and \( \partial_x \Lambda^{-2} h \) is a \( C^1 \) function of \( x \), for each \( t \) fixed. Likewise the function \( g \), we do not specify the dependence of \( h \).

(c) The equation must have a conserved quantity
\[ \mathcal{H}(t) = \int f \, dx, \]
where the integrand \( f \) is a function that does not change sign and \( f = 0 \) only when \( u(t, x) = 0 \). Note that eventually we may have some conditions on \( u \) to ensure that \( f \) satisfies the required property.
Note that if we replace \( u^2 + u_x^2/2 \) by \( h \) in proposition 7.1, we would then obtain the same conclusion. This was firstly observed in [30]. However, in this reference the authors requested that \( h > 0 \), except when its arguments vanish. There is no reason to exclude the case \( h < 0 \). What is really necessary is that \( h \) vanishes only when its argument vanish and its sign does not change. Also, (a) and (b) enable us to construct a strip \( \mathcal{R} \) in which the solution vanishes.

Condition (c) is what makes possible the conclusion that the solution \( u \) vanishes outside the strip. In fact, if for some \( t^* \) we have \( (t^*, \cdot) \in \mathcal{R} \), then \( H(t^*) = 0 \). Since \( H(\cdot) \) is invariant, we conclude that \( H(t) = 0 \), for all \( t \). The fact that \( f \) is either non-negative or non-positive yields \( f \equiv 0 \) and since \( f = 0 \) only when \( u = 0 \), we are forced to conclude that \( u(t, \cdot) \equiv 0 \), for each \( t \) the solution exists.

The ideas of the present work have been recently employed in the study of unique continuation and compactly supported solutions of the BBM equation in [14] and a higher order generalisation of the 0- equation in [13, 15]. While in [14, 15] the results are concerned with Sobolev spaces, in [13] the problems are considered in Gevrey spaces. This latter work is the first one to use the ideas from the present work and those introduced in [30] to tackle problems in spaces other than Sobolev spaces.

It is also worth mentioning that persistent properties of a 2-component generalisation of the CH equation have been considered in some works, see [18, 21] and references therein. In a forthcoming paper [19] the author will report results about persistence properties of the CH(2, 1) system using and going beyond the machinery presented in the current paper. In particular, some of the results proved by Henry [21] regarding the CH(2, 1) system are recovered in a different perspective. Such system is also integrable [9, 23] and has physical meaning in the description of waves in shallow water regimes [9].

9. Conclusion

In this work we showed that if the DGH equation has a compactly supported solution for some \( t > 0 \), then it necessarily vanishes.

In order to do this, we brought ideas from [30] for unique continuation for the solutions of the Camassa–Holm with the conserved quantities of the DGH equation. As a consequence, we give an alternative approach for proving unique continuation for solutions of equations of the Camassa–Holm type.

Finally, we extended the results of theorems 2.1–2.5 to a large class of equations of the CH and DGH type, as shown in the section 5. We also explore our idea for unique continuation for solutions of the DGH equation using two different conserved quantities to show that if we can find an open set in which the solution vanishes, then it vanishes everywhere.
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