Performance evaluation of machine learning classification techniques for Diabetes disease
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Abstract: Diabetes is a noncontagious disease where Diabetes of type two Mellitus is among the top five leading the cause of global death. Not knowing the status of patients leads to complications such as kidney neuropathy and retinopathy, eventually lead to death. Knowing the patient's stand using machine learning techniques can assist in early treatment will be useful in lowering the burdens mentioned above caused by Diabetes. In this work, researchers focused on evaluating the patient's status of Diabetes. In this study, the Cross-Industry Standard Process for Data mining (CRISP-DM) used as a research methodology of research. Where Support Vector Machine, Decision Tree, Naive Bayes used as a classification technique, the study aims to predict the patient status for optimizing the complication caused by Diabetes. The data set used for the model was retrieved from the Pima Indian diabetic database Diabetes Database (PIDD), which is obtained from the UCI machine learning database with 768 records in total. KNN algorithm can be made best with an accuracy of 76% for the condensed dataset with the nine attributes as identified from the comparison of the result of different models.

1. Introduction
Currently, Diabetes is terrifying and risked disease. Now, there is an increasing number of type two Diabetes. In Indonesia, the number of T2DM patients has increased rapidly, both metropolitan and countryside regions, this makes the nation among top countries with a high number of T2DM where 60% affected. The top area with the uppermost frequency of disease in the entire country is Sulawesi, located in the Eastern part of the country [1]. This paper emphasizes the performance evaluation of machine learning classification to know that the patient has Diabetes or doesn't have Diabetes. For Predicting (which performed in prediabetes) and the classification work by grouping the two parties, the patients by comparing different techniques of classification of Diabetes which related to Data Mining [2]. Data Mining helps to analyze the assets of data sets, and it is not having the limit because it works on both continuous and categorical data formats. Machine Learning is a branch of data science that spotlights on structuring, and it can learn from data set and the ability to make predictions on the data [3].

Diabetes is classified into two, which are diabetes type 1 and Diabetes type 2, which is more dangerous [4]. The consequence of Diabetes of type two are many such as making the body weak, and the patient feel pain in internal organs. This type 2 Diabetes has symptoms like feeling thirst, polyuria, eye sickness, and decreasing weight. And if it doesn't treat well, it can cause a loss of life. If Diabetes is found and treated early, it cannot reach the later stage, which results in many complications. To perceive the infection soon, having appropriate information about illness helps to fight against the effect of it.
this study, the authors made a computerized machine innovation to aid in the detection of Diabetes using nine attributes like Body Mass Index, Glucose, blood pressure derived from the diabetes database. Usually, the accuracy results of the various techniques are compared, and the one with high prediction scores often helps to identify diabetic patients.

Diabetes is characterized by the failure of the pancreas in the production of insulin. Failure to treat Diabetes on time complications like heart diseases, poor vision, kidneys, and nerve complications malfunction of blood vessels may come up [5]. The number of diabetics is more than 400 million population [6]. The research shows that by 2035, the number of people with Diabetes will rise from 130 million to 592 million. The majority of people with Diabetes live in poor and middle-income countries; therefore, their way of living is not stable; thus, Diabetes will still increase over the next 22 years [7]. Indonesia has a population of more than 269 million people, and in 2019 it has significantly many numbers of diabetic patients according to IDF, which was 6.3% in 2017 individuals aged (20-79) [8]. Classification is the best choice for interpreting many diabetes data for diagnosis [9]. The statistics show that the diabetic of type 2 will be 439 million in 2030 [10]. Its growing changes are depending on the nature and the lifestyle risk factor of the region [11]. Knowing the existence of diseases in the early stages is most important. Diabetes disease prognosis and interpretation of the diabetes data is a vital type of trouble [9]. In the case of T2DM additionally, the number is expected that eighty-two million people had DM in 2017. The number of type two diabetes patients is expected to be 439 million in 2030. The dominance of T2DM differs from one region to the other [3].

A clinical diagnosis is a class procedure. A physician has to analyze a lot of factors earlier than recognize the presence of Diabetes, which makes the doctor's activity difficult. Currently, devices gaining knowledge and statistics mining strategies were taken into consideration to layout the computerized analysis system for diabetes [12]. Now, there are a lot of methods and classifier used to predict the sicknesses ordinarily commonplace are SVM, Decision Tree, SVM, and Naive Bayes, K – Nearest Neighbor (KNN), Ensemble methods, Random Forest, Genetic Algorithms (GA) [13-15]. All of the above methods are grouped in supervised and Unsupervised machine learning [16].

2. Methodology
In this study, a machine learning classifier is used for classifying Diabetes, while the CRISP-DM used as methodology. The CRISP-DM method offers a designed technique for planning of facts mining projects [16].

2.1. CRISP-DM life cycle process
The CRISP-DM life cycle model consists of six phases which are explained below.

2.1.1. Business understandings. This is the first stage, where the needs are apprehended business objectives evidently to fund out what the commercial enterprises' desires are [16]. Within this research, the undertaking goal is predicting diabetes popularity (Diabetes or not Diabetes).

2.1.2. Data understanding. The statistics knowledge section begins with the first statistical series. The information deployed for making the model was taken from the UCI repository India. It contains information of about 768 instances with nine attributes to categorize the diabetes disease in its early stages, and the information has no missing data.

2.1.3. Data preparation. Information resources have to be well cleaned and arranged in the same format. In this step, take advantage of learning insight into the challenges deeply related to the primary operation of the business style [16]. The final record set is dispatched via some classification techniques to analyze and pick out the import data in the facts set, thus incorporates several missing values.

2.1.4. Modeling. During modeling, special approaches with unique techniques are formed with various changes in parameters. Identified problems are solved by creating models as their answers. The
prediction was conducted and focused on the diabetes conditions (Diabetes or not Diabetes) of the patients. The typical technique of classification algorithms, namely, KNN, Decision Tree, Support Vector Machine, and Naïve Bayesian were used.

2.1.5. Evaluation. Interpreting whether the model is easy to implement and fit with the organization's needs. A thorough evaluation of designing a model to ensure that the goal of business is well served. The main target is to understand whether there are crucial points left for the business to achieve the vision. Finally, this stage gives the main reason if using data mining results can be put into consideration.

2.1.6. Deployment. During this phase, it is important to determine the results that need to be utilized, the user of the results, and how often the results need to be utilized.

2.2. Classification task and algorithms
A classification is just a simple act of identifying to which category new algorithms belong. This is done based on the training sets.

2.2.1. Support Vector Machine (SVM). An SVM is grouped in a supervised learning algorithm. The SVM is best against the overfitting and easily gives the accuracy of sample data [17]. SVM is the best for providing accuracy for a wide range of applications for excessive simplification. Hyperplane ought not to lie in the direction of the information points which belong to the other class [18]. The points that lie near the margin of the classifier are called maintenance vectors [19].

2.2.2. Decision tree classifier. Decision Tree is a supervised learning set of rules used to solve specific problems. Root nodes may have two or other branches, even as the leaf nodes represent the category. In each degree, the choice tree chooses every node utilizing using comparing the fine statistics advantage among all the attributes [20].

2.2.3. Naïve bayes classifier. Naïve Bayes is a classification technique with a notion which assumes that all features are independent and unrelated to each other. It assumes that the status of a specific feature in a class does not affect the status of another feature. This classifier employs the Bayes Theorem for its function. Naïve Bayes introduces significant benefits, since it requires a few parameters for estimation in comparison with its competitors for classification, and does not require structural learning [21].

2.2.4. K-Nearest Neighbour classifier (KNN). K-Nearest Neighbour (KNN) is a classifier used for continuous data. It is also known as a case-based reasoning algorithm used in many applications such as sample popularity and statistical estimation. The KNN algorithm is a non-parametric method that can be used for either classification or regression tasks [22]. This algorithm is preferred over other different types of algorithms because of its excessive convergence speed.

3. Evaluation and results
All the four classifiers have been carried out to the same dataset using Anaconda navigator on editor referred to as Jupiter, and the effects have been acquired and examined in the period of predictive accuracy. And the percentage of n% accuracy in the predictive part indicates the technique is capable of classifying almost n% of instances efficaciously [23].

3.1. Data visualization
Unimodal Data Visualizations used for visualizing data, it is often useful to look at data by constructing histograms of each attribute to get a sense of the data distributions.
3.2. The output of evaluate algorithms

The data set that have been tested using four machine learning algorithms; SVM, Decision Tree, Naïve Bayes, and KNN, the result of each algorithm is shown in the Table2.

Table 2. The table of comparison between four classifications techniques used for experimental.

| Algorithms          | Overall accuracy |
|---------------------|------------------|
| SVM                 | 75%              |
| Decision Tree       | 69%              |
| Naïve Bayes         | 75%              |
| KNN                 | 71%              |

Below is the table which displays the comparison of the performance of each classification techniques.

Table 3. Performing measure.

| MODEL           | SE   | SP   | PRECISION | RECALL | F1-SCORE | CLASS |
|-----------------|------|------|-----------|--------|----------|-------|
| SVM             | 77%  | 62%  | 77%       | 79%    | 78%      | 0     |
|                 |      |      | 63%       | 60%    | 61%      |       |
| Decision tree   | 77%  | 62%  | 77%       | 79%    | 78%      | 0     |
|                 |      |      | 63%       | 60%    | 61%      |       |
| Naïve bayes     | 77%  | 62%  | 77%       | 79%    | 78%      | 0     |
|                 |      |      | 63%       | 60%    | 61%      |       |
| KNN             | 77%  | 62%  | 77%       | 79%    | 78%      | 0     |
|                 |      |      | 63%       | 60%    | 61%      |       |

In table 3, the class is 1 is a diagnosis with Diabetes, while Class 0 is non-diagnosis with Diabetes.
4. Conclusion

The study analyzes and predicts nine attributes related to diabetes patients for different machine learning classification using algorithms, namely; SVM, Decision Tree, Naïve Bayes, and KNN. From the study, the results show that the KNN algorithm outputs the highest accuracy of 75. The primary goal of this employed model is to create a novel patient's health status based on the situation, which will lead to developing a fast and better early diagnosis solution.

Furthermore, the model developed can help in designing an automatic system for diagnosing the patients of Diabetes. Using the model in a large hospital where there are many diabetic patients will assist in knowing the insight and measuring the performance of the accuracy of the current model with other models. This will eventually, without a doubt, help in further assessment of the model's performance.
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