A Federated Learning Approach to Anomaly Detection in Smart Buildings

RAED ABDEL SATER and A. BEN HAMZA*, Concordia Institute for Information Systems Engineering

Internet of Things (IoT) sensors in smart buildings are becoming increasingly ubiquitous, making buildings more livable, energy efficient, and sustainable. These devices sense the environment and generate multivariate temporal data of paramount importance for detecting anomalies and improving the prediction of energy usage in smart buildings. However, detecting these anomalies in centralized systems is often plagued by a huge delay in response time. To overcome this issue, we formulate the anomaly detection problem in a federated learning setting by leveraging the multi-task learning paradigm, which aims at solving multiple tasks simultaneously while taking advantage of the similarities and differences across tasks. We propose a novel privacy-by-design federated learning model using a stacked long short-time memory (LSTM) model, and we demonstrate that it is more than twice as fast during training convergence compared to the centralized LSTM. The effectiveness of our federated learning approach is demonstrated on three real-world datasets generated by the IoT production system at General Electric Current smart building, achieving state-of-the-art performance compared to baseline methods in both classification and regression tasks. Our experimental results demonstrate the effectiveness of the proposed framework in reducing the overall training cost without compromising the prediction performance.
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1 INTRODUCTION

Smart buildings are making bold use of data collected by IoT sensors to assist in a wide range of positive outcomes, including cost reduction, improved safety and maintenance, and prevention of building equipment downtime. In simple terms, IoT refers to a network of sensors and other devices that are capable of sending and receiving data [32, 35], allowing diverse network components to cooperate and make their resources available to execute a common task. IoT helps create interoperable networks in smart buildings by connecting various types of sensors and other devices from which actionable insights can be extracted through collection and analysis of massive amounts of real-time data.

IoT-enabled smart buildings are changing the way we live, leveraging the power of intelligent devices to remotely monitor and control key equipment in the premises while ensuring greater energy and operational efficiency [19, 27]. In such an intelligent environment, a key objective is to provide support tools to help building managers and users make cost-effective decisions when utilizing, for example, electrical energy. It is estimated that more than half the
global electrical energy is consumed by commercial buildings, and around 45% of that energy is generated by Heating,
Ventilation and Air Conditioning (HVAC) systems [11]. In order to intelligently improve performance and create smarter
buildings, there is a pressing need for developing efficient machine learning models that effectively learn the history
patterns of IoT sensors in an effort to increase energy efficiency and help cut costs. Such models not only help facility
managers make strategic decisions through data analysis and actionable insights to ensure buildings are working
smarter and running at maximum efficiency, but can also help buildings self-diagnose and optimize. In particular, an
anomaly detection model can be used to deliver insights on the present and future performance of critical assets in
smart buildings.

Anomaly detection is the process of identifying anomalous observations, which do not conform to the expected
pattern of other observations in a dataset. Detecting anomalies has become a central research question in IoT applications,
particularly from IoT time-series data [10, 20, 34]. For instance, a lighting energy consumption pattern might vary in an
office building. Smart lighting control systems use occupancy sensors in correlation with light sensors to dim light based
on changing occupancy and daylight levels, with the benefit of conserving energy in the building [38]. Moreover, an
observation of high energy consumption levels due to heating in a bank might be anomalous after working hours, but not
during the day. Occupancy sensors can be used to measure occupancy and space utilization, as well as in other systems
such as HVAC to detect such anomalies [2]. Multiple types of sensors are of great importance to building operations
and can be used for a number of applications in an IoT environment, including energy consumption monitoring and
control, and security of critical systems. Most modern structures are equipped with a building automation system (BAS),
which enables facility managers to automate and oversee the energy efficiency of a building by controlling various
components within a building’s structure, such as HVAC.

Early works on detection and prediction tasks in smart buildings have focused on centralized approaches using
IoT sensor data. Idé et al. [17] used correlation between multiple sensors to form neighborhood graphs for computing
correlation anomaly scores, but they treat a multi-sensor system as a collection of centralized sensors. Bellido-Outeirino et
al. [1] presented a building lighting automation system by integrating digital addressable lighting interface devices in
wireless sensor networks using a centralized system, in which appliances are managed by a wireless sensor network that
focuses on lighting automation, while considering maintenance and energy consumption costs. Yu et al. [41] developed
a centralized real-time HVAC system to construct and stabilize virtual queues associated with indoor temperatures by
minimizing the long-term total cost associated with the HVAC system in the smart grid, which is considered a key
IoT application that involves the incorporation of a secure, two-way information and communication flow, along with
a two-way power flow. Li et al. [23] proposed a centralized water leak detection method using a classifier based on
artificial neural networks using acoustic emission sensor data in an effort to detect water leaks in municipal pipeline
systems. Chandra et al. [5] presented a Bayesian approach to multi-task learning for dynamic time series prediction via
cascaded neural networks by decomposing a single task learning problem into multi-task learning through subtasks
that have inter-dependencies defined by the size of the window used for embedding. In order to detect spatial, temporal,
and spatio-temporal anomalies in real-time sensor measurement data streams, Chen et al. [7] proposed an anomaly
detection framework for real-world environmental sensing systems in a bid to identify outliers in raw measurement
data.

In centralized systems, an abnormal sensor behavior is detected by a central model on a server. Typically, all the
training data are collected from the sensors through gateways and saved on the cloud. Centralized systems are, however,
prone to failures, vulnerable to cyber invasions and infections, and often require longer access times for training data
coming from remote devices, leading to potential data exposure during the transmission from clients to server, and
hence raising concerns about clients’ privacy [14]. Federated learning has recently emerged as a powerful alternative to
centralized systems, as it enables the collaborative training of machine learning models from decentralized datasets in
users’ devices such as mobile phones, wearable devices and smart sensors without uploading their privacy-sensitive
data to a central server or service provider [3, 9, 21, 24–26, 29, 31, 39], while reducing communication cost [4]. For
example, in a federated learning system for smart buildings, each sensor performs model training using its own data and
sends local updates to the central server for aggregation in order to update the global model, which is then redistributed
to the sensors. The training process of a federated learning model is usually carried out using the federated averaging
algorithm [29], and is repeated iteratively until model convergence or the maximum number of training rounds is
reached. Moreover, secure aggregation can be used to combine the outputs of local models on sensors for updating a
global model by leveraging secure multiparty computation [28].

While federated learning has some privacy-enhancing advantages as compared to sharing private data with a central
server, recent studies have shown that an honest-but-curious server can analyze the local model parameter updates
to perform gradient leakage attacks [13, 47], which usually occur on comprised sensors, and hence the server may
gain access to some private training data. To mitigate this issue of data leakage, federated learning can be used in
conjunction with secure multi-party computation, homomorphic encryption, or differential privacy. With secure multi-
party computation, for instance, the local model updates are securely combined into a single aggregate update in order
to ensure that the data communicated through federated learning to the centralized server stays private [4]. Another
effective strategy to prevent the gradients from leaking private training data is to set those with small magnitudes to
zero [47].

In this paper, we introduce a federated stacked long short-time memory model using federated learning on time series
data generated by IoT sensors for classification and regression tasks such as lighting fault detection and energy usage
prediction. In addition to learning long-term dependencies between time steps of sequence data, the proposed model
learns individual feature correlations within each sensor and also shared feature representations across distributed
datasets to improve model convergence for faster learning. We perform the training process, which involves input
data from multiple heterogeneous data sources across numerous sensors, in a collaborative fashion on IoT sensors in
lieu of the server. This strategy not only lowers the cost and anticipates failures, but also helps reduce computational
demands and inherits the privacy-enhancing capabilities of federated learning. The proposed framework provides: (i) a
reduced network traffic by sharing the weights solely with the federated server, (ii) a shorter convergence time thanks
to the collaborative learning, and (iii) a federated methodology for training various types of sensors such as occupancy
sensors. Moreover, we design a federated gated recurrent unit model and also a federated logistic regression to learn a
common representation among multiple sensors. Our main contributions can be summarized as follows:

- We leverage the multi-task learning paradigm to formulate the anomaly detection problem in smart buildings.
- We propose a novel privacy-by-design federated stacked long short-time memory model for anomaly detection
  in smart buildings using IoT sensor data.
- We demonstrate that our proposed federated stacked LSTM model converges 2x faster than the centralized LSTM
during the training phase and significantly reduces the communication cost.
- We present experimental results to demonstrate the superior performance of our model in comparison with
  baseline methods on sensors event log and energy usage datasets.

The rest of this paper is organized as follows. In Section 2, we provide a brief overview of centralized and federated
learning approaches for anomaly detection in a smart building setting using IoT sensor data. In Section 3, we present our
federated learning system as well as our problem formulation and propose a novel federated learning architecture for anomaly detection in smart buildings. We discuss in detail the main components and algorithmic steps of the proposed framework. In Section 4, we present experimental results to demonstrate the superior performance of our approach in comparison with baseline methods. Finally, we conclude in Section 5 and point out future work directions.

2 RELATED WORK

The growing number of smart city centers has accelerated the proliferation of IoT sensors to observe and/or interact with their internal and external environments. In recent years, the advent of deep learning has sparked interest in the adoption of deep neural networks for learning latent representations of IoT sensor data. Du et al. [12] introduced a deep neural network using LSTM to model a system log as a natural language sequence by learning log patterns from normal execution in order to detect anomalies when log patterns deviate from the model trained from log data under normal execution. Zhu et al. [46] proposed a multi-task anomaly detection framework for control area network messages using LSTM on in-vehicle network data. Zhang et al. [43] also used an LSTM model to predict power station working conditions from data generated by industrial IoT sensors of a main pump in a power station. However, all the aforementioned approaches are centralized, as data generated by IoT devices are sent directly to the server, raising privacy concerns and resulting in network overload. Moreover, the training process of centralized approaches is bandwidth intensive and comes with significant privacy implications.

More recently, federated learning has emerged as a viable, compelling alternative to the centralized approach. Rather than aggregating increasingly large amounts and types of data into a central location, federated learning distributes the global model training process such that each participating sensor’s data is used in situ to train a local model. Nguyen et al. [33] proposed an anomaly detection system for detecting compromised IoT devices using federated learning by aggregating anomaly-detection profiles for intrusion detection. Li et al. [22] presented an autoencoder based anomaly detection approach at the server side to detect anomalous local weight updates from the clients in a federated learning system. Yurochkin et. al. [42] developed a probabilistic federated learning framework with a particular emphasis on training and aggregating neural network models by decoupling the learning of local models from their aggregation into a global federated model. Zhao et. al. [44] presented a multi-task federated learning method for computer networks anomaly detection, as well as for traffic recognition and classification tasks. Chen et. al. [9] introduced a federated multi-task hierarchical attention model for activity recognition and environment monitoring using multiple sensors.

3 METHOD

Motivated by LSTM networks’ capability of learning long-term dependencies between time steps of sequence data [16], we introduce in this section a novel privacy-by-design federated stacked LSTM model for anomaly detection in smart buildings using IoT sensor data. The proposed approach leverages the multi-task learning paradigm.

In a smart building setting with a federated learning system setup, we assume that there are $K$ sensors, each of which has a dataset $D_k$ that is kept private, where $k = 1, \ldots, K$. In other words, the data $D_k$ of the $k$-th sensor are not shared with the server. An IoT-enabled smart building is depicted in Figure 1, which shows several types of sensors for a variety of tasks, including lighting control, building access, water management, HVAC, fire suppression, and building monitoring. Unlike the traditional centralized learning that collects and uses all local data $D = \bigcup_{k=1}^{K} D_k$ from all sensors to train a model, the federated learning paradigm only collects and aggregates updated local models from the sensors to generate a global model.
An overall schematic layout of our federated learning system for anomaly detection is illustrated in Figure 2. The proposed system uses historic sensor data and contextual features to identify temporal anomalies in smart buildings using a multi-task federated recurrent neural network to classify anomalous sensors and predict energy consumption. The main building blocks of this system are local training, cloud aggregation, anomaly detection and global model broadcast.

**Local training.** Sensor data represent a time stamped input of energy consumption data recorded at regular time intervals. These sensor data are often noisy and incomplete due largely to faulty devices and/or communication errors [30]. To mitigate the negative impact of noisy and incomplete data on the performance of the federated learning system, these data instances are usually discarded or interpolated. Each sensor trains the local model on anomalous instances. The basic assumption is that historic sensor data are predominantly normal. The historical real datasets can then be split into training and test sets with the objective of using the test data to evaluate the capacity of the anomaly detection framework in order to identify normal behavior during the anomaly detection phase. The primary goal of training is to enhance engine recognition of normal input data patterns. At the end of the training phase, the
participating sensors send the learned parameters of their local models for aggregation to a central server via Wireless Area Controller gateways that monitor and control data traffic between the sensors and the IoT system in the cloud [18].

Cloud aggregation. We use PySyft, a Python library for secure and private deep learning [37], which integrates federated learning with secure multi-party computation and differential privacy in an effort to protect against threats within the data center by ensuring that individual sensors’ updates remain encrypted in memory. The secure multi-party computation protocol leverages encryption to make individual sensors’ updates uninspectable by a server [4]. At each communication round between the server and participating sensors, the server aggregates the learned parameters of the local models using the Federated Averaging algorithm, followed by updating the global model. This training process is repeated for a certain number of communication rounds until a desirable level of performance is achieved. Then, the updated global model is prepared for integration into the anomaly detection engine.

In PySyft, private data leakage is mitigated with secure aggregation [4] by leveraging secure multiparty computation to compute sums of local model parameter updates from individual sensors while maintaining privacy guarantees. With secure aggregation, the local model parameter updates are kept encrypted and their sum is only revealed to the server after a sufficient number of communication rounds. Homomorphic encryption and differential privacy can also be used in PySyft. However, only secure aggregation is used in our algorithm. In differential privacy, for instance, each sensor adds a carefully calibrated amount of noise to its local parameter update in an effort to mask its contribution to the learned global model.

Anomaly detection. The anomaly detection block of the proposed system is composed of four main components: the pattern learner process, pattern recognizer, threshold determinator, and anomaly classifier. The pattern learner receives the global model after the training has been completed and configured for testing. The pattern recognizer tests the global model and evaluates the performance based on the test data to help the threshold determinator find a suitable value for the specific problem. Based on the value of the threshold, the anomaly classifier generates the inference and predicts the anomalous data points that did not pass the threshold determinator and flags them in the anomaly detection system. The updated global model will then be ready for deployment on sensors after this round of training.

Global model broadcast. Once the model weights are updated using the Federated Averaging algorithm, the anomaly detection engine, located in the IoT system, sends back the updated global model to all sensors that are involved in the first round of training. These sensors receive the updated global model with new weights and then replace their local models’ parameters with the global parameters to start a new round of training.

3.1 Multi-Task Learning
We leverage the multi-task learning paradigm, which aims at solving multiple tasks simultaneously while taking advantage of the similarities and differences across tasks, to formulate the anomaly detection problem in a federated learning setting. Our notation is summarized in Table 1.
Suppose that we have \( K \) learning tasks (i.e. one task per sensor) and denote by \((X^k, y^k)\) the training data for the \( k \)-th task, where \( X^k = (x^k_1, \ldots, x^k_{N_k})^T \in \mathbb{R}^{N_k \times F} \) is a data matrix consisting of \( N_k \) samples collected from multiple sensors of the same category (e.g. occupancy sensors), and \( y^k = (y^k_1, \ldots, y^k_{N_k})^T \in \mathbb{R}^{N_k} \) is a vector of outputs for the \( N_k \) samples. The training samples in \( X^k \) are generated by sensors connected to different gateways in the building. Further, we assume that the samples have the same feature dimension \( F \) across all tasks. It is important to note that \( y^k_i \in \mathbb{R} \) for
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Table 1. Notation.

| Notation | Description                                      |
|----------|--------------------------------------------------|
| $K$      | Number of participating sensors indexed by $k$   |
| $X^k$    | Training data for the $k$-th sensor with $N_k$ local examples |
| $y^k$    | Ground-truth label or target output vector       |
| $\hat{y}^k$ | Predicted probability or response vector         |
| $\mathcal{L}(\cdot, \cdot)$ | Loss function                                    |
| $\sigma(\cdot)$ | Sigmoid activation function                       |
| $B$      | Local minibatch size                             |
| $E$      | Number of local epochs                           |
| $w_G$    | Global model                                     |
| FC       | Fully Connected layer                            |
| BA       | Balanced Accuracy                                |
| LR       | Logistic Regression                              |
| FLR      | Federated Logistic Regression                     |
| FGRU     | Federated Gated Recurrent Unit                   |
| LSTM     | Long Short-Term Memory network                   |
| FLSTM-$\ell$ | Federated LSTM with $\ell$ layers              |
| FSLSTM   | Federated Stacked LSTM (i.e. FLSTM-3)           |

regression tasks, while $y^k_i \in \{0, 1\}$ for binary classification tasks with 0 and 1 representing “normal” and “anomalous” observations, respectively.

The goal of multi-task learning is to learn the weight parameters of a model by minimizing the following objective function across all sensors

$$E_{avg} = \frac{1}{K} \sum_{k=1}^{K} \mathcal{L}(y^k, \hat{y}^k),$$

where $\mathcal{L}$ is a loss function and $\hat{y}^k$ is a vector of predicted values by the model for the $k$-th task.

For binary classification tasks, we train a model to minimize the cross-entropy loss function given by

$$\mathcal{L}(y^k, \hat{y}^k) = -\frac{1}{N_k} \sum_{i=1}^{N_k} y^k_i \log(\hat{y}^k_i),$$

where $y^k_i$ and $\hat{y}^k_i$ are the ground-truth label and predicted probability, respectively, for the $k$-th task.

For regression tasks, we train a model to minimize the mean squared error (MSE) given by

$$\mathcal{L}(y^k, \hat{y}^k) = \frac{1}{N_k} \sum_{i=1}^{N_k} (y^k_i - \hat{y}^k_i)^2,$$

where $y^k_i$ and $\hat{y}^k_i$ are the target output and predicted value by the model, respectively, for the $k$-th task.

3.2 LSTM

LSTM networks are a special type of recurrent neural networks (RNNs), capable of learning long-term dependencies between time steps of sequence data while being resilient to the vanishing gradient problem [16]. The key to an LSTM network is the cell state, which contains information learned from the previous time steps and has the ability to remove or add information using gates [6]. These gates control the flow of information to and from the memory. In addition to
the hidden state, the architecture of an LSTM block is composed of a cell state, forget gate, memory cell, input gate and output gate, as illustrated in Figure 3. At each time step, the LSTM block takes as input the current input data vector $x_t$ and both the hidden state (i.e. short-term memory) $h_{t-1}$ and cell state (i.e. long-term memory) $c_{t-1}$ from the previous cell. In order to decide which information to be retained or discarded at each time step before passing on the long-term and short-term information to the next cell, the LSTM block uses the forget, input and output gates, which are trainable functions with weights and biases. The forget gate decides which information from the long-term memory to forget, while the input gate can be regarded as a filter that selects what information can be kept and what information to be thrown out. The memory cell $g_t$ is created by passing the current input and short-term memory into a $\tanh$ activation function, which is a shifted version of the sigmoid activation function. The new cell state $c_t$ is obtained by adding two pointwise multiplication terms; the first term involves the input gate and memory cell, while the second one uses the forget gate and the previous cell state. The cell state $c_t$ stores information about the input data across time steps. Finally, the hidden state $h_t$ is obtained via pointwise multiplication of the output gate $o_t$ and the new cell state through a $\tanh$ activation function. This hidden state (i.e. new short-term memory) is then passed on to the cell in the next time step.

\[
\begin{align*}
    f_t &= \sigma(W_f x_t + R_f h_{t-1} + b_f) \\
    g_t &= \tanh(W_g x_t + R_g h_{t-1} + b_g) \\
    i_t &= \sigma(W_i x_t + R_i h_{t-1} + b_i) \\
    c_t &= f_t \odot c_{t-1} + i_t \odot g_t \\
    o_t &= \sigma(W_o x_t + R_o h_{t-1} + b_o) \\
    h_t &= o_t \odot \tanh(c_t)
\end{align*}
\] (4)

where $f_t$, $g_t$, $i_t$, $o_t$, $c_t$ and $h_t$ are the forget gate, memory cell, input gate, output gate, cell state and hidden state, respectively; $\sigma(\cdot)$ denotes the sigmoid activation function; $\odot$ denotes the point-wise product; $W_*$ and $R_*$ are the learnable input and recurrent weight matrices; and $b_*$ are the learnable bias vectors.

Formally, given the input $x_t$, current cell state $c_{t-1}$ and hidden state $h_{t-1}$ of the network, the LSTM updates at time step $t$ are given by

The forget gate controls what new information is added to cell state from current input, while the forget gate controls what information to throw away from memory. The output gate controls what information encoded in the cell state is sent to the network as input in the following time step. An LSTM network with multiple LSTM layers is
referred to as a stacked or deep LSTM, with the output sequence of one LSTM layer forming the input sequence of the next.

### 3.3 Proposed Framework

In order to overcome the centralized training issues such as computational demand, IoT device availability and network bandwidth limitation, we introduce a federated stacked long short-time memory (FSLSTM) model that contains two main components: a local model and a global model. The local model is a stacked LSTM network composed of three LSTM layers, and is applied on input data generated by each sensor to learn a latent feature representation. A fully connected (FC) layer is applied to the hidden representation of the last LSTM layer, followed by a softmax or linear activation function for classification and regression tasks, respectively. The global model, on the other hand, aggregates the weights of all local models after each round. The architecture of the proposed FSLSTM model consists of three LSTM layers, as illustrated in Figure 4.

Fig. 4. Architecture of proposed federated stacked LSTM model. Only the local model parameter updates are sent back to the server.

In a federated learning setting, the training of a stacked LSTM model is distributed across the participating sensors by iteratively aggregating local models into a joint global model. Suppose we have training local datasets \( \{(X^k, y^k)\}_{k=1}^K \) from \( K \) sensors, where the total number of samples distributed over these sensors is \( N = \sum_{k=1}^K N_k \), with \( N_k \) denoting the number of samples in the training set \( D_k = (X^k, y^k) = \{(x_{t}^k, y_{t}^k)\}_{t=1}^{N_k} \) of the \( k \)-th sensor. We consider a federated learning task, where these \( K \) sensors collaboratively train a model parameter vector \( w \) with the orchestration of a remote server. The goal is to minimize the following global loss function on all the distributed datasets

\[
    f(w) = \sum_{k=1}^{K} \frac{N_k}{N} f_k(w),
\]

(5)
where $f_k(w)$ is the local loss function on the collection of data samples $\xi^k_i = (x^k_i, y^k_i)$ from the $k$-th sensor

$$f_k(w) = \frac{1}{N_k} \sum_{i=1}^{N_k} f(w; \xi^k_i),$$

and $f(w; \xi^k_i)$ is the loss function of the prediction on the data sample $\xi^k_i$ made with model parameter vector $w$. It is important to point out that in the case of the IID assumption (i.e. the training examples are distributed over the clients uniformly at random), we have $E_{D_k}[f_k(w)] = f(w)$, where the expectation is taken over the set of samples assigned to a fixed sensor $k$.

Each local LSTM model receives a local copy of the global model weights based on a time series window with step $t$.

**Local model.** Each participating sensor uses its local data to update parameters of the local model, which is a stacked LSTM network with three layers. As stated earlier, at each time step $t$, the LSTM block takes as input the current input data vector $x_t$ and both the hidden state $h_{t-1}$ and cell state $c_{t-1}$ from the previous cell. Then, the LSTM network learns to predict the hidden and cell states of the next time step as follows:

$$h_t, c_t = \text{LSTM}(h_{t-1}, x_t, c_{t-1}; w),$$

where LSTM is an operator representing the operations in Eq. (4), $h_t$ is the new hidden state, $c_t$ is the new cell state, and $w$ is the parameter vector of the LSTM model. We initialize $c_0$ and $h_0$ as random vectors.

The output of the last hidden state is the hidden vector of the last time step, and can be viewed as the representation of the whole sequence. Then, we pass this hidden representation to a fully-connected layer to get the predicted values for the $k$-th task as follows:

$$\hat{y}^k = \sigma(W_{\text{FC}} h_{\text{last}} + b_{\text{FC}}),$$

where $\sigma$ is the softmax or linear activation function, $h_{\text{last}}$ denotes the hidden vector in the last time step of LSTM, $W_{\text{FC}}$ and $b_{\text{FC}}$ are the learnable weight matrix and bias vector of the FC layer.

**Global model.** At each round $r$, the server randomly chooses a subset $S_r$ of sensors for synchronous aggregation and broadcasts the global model parameter vector $w_r$ to the participating sensors. For the choice of $S_r$, the random number generator is initialized with the same seed value for all training rounds. Each sensor updates the local model parameters by minimizing the loss function over its local data dataset, starting from the global model parameter vector $w_r$ shared by the server and using stochastic gradient descent algorithm for $E$ epochs and with a batch size $B$. At the end of the training phase, the parameters of local models are sent to the server for aggregation, which is done synchronously using the federated averaging algorithm in order to obtain the global model parameter vector $w_{r+1}$ for the next round.

The update of local and global models is repeated for a certain number of rounds until the global loss function converges. The main algorithmic steps of our proposed federated stacked LSTM network are summarized in Algorithm 1. This algorithm starts by randomly initializing the global model. Then, the server randomly selects a subset of sensors and distributes the current global model to these sensors. Each sensor trains the global model with its local data independently, and then the server collects the parameters of the locally trained models for all selected sensors and aggregates them using the federated averaging algorithm by computing a weighted average of these parameters in order to obtain a shared global model.

At the beginning of the training round of communication, each sensor reads the current parameter vector of the global model from the central server and updates it via stochastic gradient descent, where the stochastic gradient computed using a mini-batch sampled uniformly at random from the local dataset of the $k$-th sensor. At the end of the
training round of communication, our proposed federated stacked LSTM returns a vector of predicted values. Then, we concatenate all the predicted outcomes from the $K$ sensors to obtain a vector $\hat{y} \in \mathbb{R}^N$ as follows:

$$\hat{y} = \hat{y}^1 \oplus \ldots \oplus \hat{y}^K,$$

where $\oplus$ denotes the concatenation operator.

Based on these predictions, the model sends back answers to the anomaly detection engine, where the values are passed on to the threshold determinator to make decisions regarding anomalous sensors, and subsequently take appropriate actions for isolation and maintenance.

**Algorithm 1** Federated Stacked LSTM

**Input:** Training sets $\{(X^k, y^k)\}_{k=1}^K$ from $K$ sensors, initial global model parameters $w_0$, local minibatch size $B$, number of local epochs $E$, learning rate $\eta$, number of rounds $R$, number of sensors per round $m$.

**Output:** Vector $\hat{y}$ of predicted values.

1: for $r = 1$ to $R$ do
2: Server randomly selects a subset $S_r$ of $m$ sensors.
3: Server broadcasts $w_r$ to the subset $S_r$
4: for each sensor $k \in S_r$ in parallel do
5: \begin{align*}
    w_{r+1}^k &\leftarrow \text{SensorUpdate}(k, w_r) \\
    w_{r+1} &\leftarrow \sum_{k=1}^K N_k \frac{w_{r+1}^k}{N_k} \quad /\!\!/ \text{aggregate updates}
\end{align*}

\text{SensorUpdate}(k, w): \quad /\!\!/ \text{run on sensor } k

6: for each local epoch from 1 to $E$ do
7: for mini-batch sample $\xi \in \mathcal{B}$ do
8: \begin{align*}
    h_t, c_t \leftarrow \text{LSTM}(h_{t-1}, x_t, c_{t-1}; w) \quad /\!\!/ \text{LSTM at time step } t \\
    \hat{y}_t^k \leftarrow \sigma(W_{\text{FC}} h_{\text{last}} + b_{\text{FC}}) \quad /\!\!/ \text{predicted outcomes}
\end{align*}
9: $w \leftarrow w - \eta \sum_{\xi \in \mathcal{B}} \nabla \ell(w; \xi) \quad /\!\!/ \text{update local model}$
10: return learned parameter vector $w$ to server
11: Concatenate predicted values: $\hat{y} \leftarrow \hat{y}^1 \oplus \ldots \oplus \hat{y}^K$

**4 EXPERIMENTS**

In this section, we conduct experiments to demonstrate and analyze the performance of the proposed FSLSTM model in anomaly detection and regression on three real-world datasets generated by the IoT production system at General Electric Current smart building in Montreal. For privacy concerns, we hashed the primary keys and a few privacy-sensitive features such as vendor name, device identification and some of the prototypes information. The effectiveness of our approach is validated by performing comparison with several baseline methods.

**Datasets.** We use a Sensors Event Log dataset for anomaly detection and an Energy Usage dataset for electricity consumption. We also use a Weather API dataset in conjunction with energy usage to enrich model learning. The weather data are collected from the building API that displays the basic weather parameters such as temperature, barometric pressure, humidity, precipitation, solar radiation and wind speed from May to August 2019. The weather data are used as a secondary source of information to enrich the Sensors Event Log dataset and help the model predict the energy usage. We simulate each zone in a separate category and allocate a specific task to it for learning.
The Sensors Event Log and Energy Usage datasets are generated by 180 sensors from 5 different categories: lights, HVAC thermostats, occupancy sensors, water leakage sensors and access sensors. The distribution of these categories is shown in Figure 5. We use these categories for classification tasks, as the target is to identify which sensor is faulty, rendering it unable to properly communicate with HVAC and other control devices. In addition, the energy usage metric of thermostat sensors is used for regression tasks, with the aim of predicting future energy consumption of IoT devices, such as temperature, humidity and pressure sensors which are the most commonly used sensors for HVAC and building equipment applications. The pre-processing phase of data generation and wrangling are performed to ensure the confidentiality of the datasets used in our experiments and the privacy of the company’s infrastructure.

![Figure 5. Distribution of sensors’ categories.](image)

- **Sensors Event Log Dataset**: Sensors data such as occupancy sensors, lights, thermometer and humidity are collected from 180 devices. These sensors are categorized into 5 different groups and are distributed all over the building. In our experiments, we select 1 million event logs with a window time of 4 months. We limit data collection to one particular season (summer in our case) to learn feature vectors of time and frequency domain variables for this specific period of the year. We believe that each season should be considered separately for better learning purposes. For example, the heating pattern during the winter season is different from the cooling stages during summer. We consider each sensor as a separate task and predict its activities such as drop in temperature, excessive energy usage and running water.

- **Energy Usage Dataset**: Energy data gathered from sensors measure the electricity consumed per device. In our case, appliances can represent any equipment that is connected to the building automation system and falls under the five aforementioned categories. The unit is measured in kW/h for a variety of appliances, including LED light bulbs, rooftop units, humidity sensors, smart sensors that capture water leakage events, and occupancy activities around the building. The latter are sophisticated sensors, which are equipped with a smart dashboard...
for data analytics and different measuring tools to monitor important indicators related to indoor farms and laboratories. The data are aggregated every 15 minutes, stored in the Energy Usage table, and then merged into the Event Log dataset based on the sensor ID.

**Baseline methods.** We evaluate the performance of the proposed FSLSTM network consisting of three LSTM layers against several baseline models, including centralized logistic regression (LR), LSTM, federated logistic regression (FLR), federated gated recurrent unit (FGRU), federated LSTM with one LSTM layer (FLSTM-1), and federated LSTM with two LSTM layers (FLSTM-2). Both LSTM and GRU networks address the vanishing/exploding gradient problem of traditional recurrent neural networks. While the LSTM block consists of three gates (forget, input and output), the GRU block has only two gates (update and reset). The update gate in the GRU block determines the amount of previous information that needs to be passed along the next state, while the reset gate decides how much of the past information is needed to neglect. It is worth pointing out that we designed the federated logistic regression and federated GRU baseline models for comparison purposes with FSLSTM, whereas the centralized logistic regression and LSTM are well-known prediction baselines in the literature. Our proposed framework leverages the popular federated averaging algorithm, which uses stochastic gradient descent as both sensor and server optimizers to update the local and global parameters, where the server learning rate is equal to 1. More recently, Sashank et al. [36] have introduced an adaptive optimization framework, in which federated versions of popular adaptive algorithms are incorporated for the sensor-side or server-side model updates.

**Implementation details.** All experiments are carried out on a Linux desktop computer running 4.4GHz and 64GB RAM with an NVIDIA GeForce RTX 2080 Ti GPU. The algorithms are implemented in PyTorch. The hyper-parameters are optimized using grid search. For fair comparison, we set the number of hidden units to 128 per layer in both LSTM and GRU blocks. We also set the number of nodes in the fully connected layer to 100. In addition, we use regular and recurrent dropouts of 20% and apply the ReLU activation function in an effort to avoid overfitting. Our grid search selects a batch size of 1024 for training and an initial learning rate of 0.001 as the best combination. We use cross-entropy and MSE as loss functions for classification and regression tasks, respectively. In all experiments, we split our datasets into 80% training and 20% testing.

4.1 Results

The effectiveness of our FSLSTM model (i.e. FLSTM-3) is assessed by conducting a comprehensive comparison with the baseline methods using several performance evaluation metrics. The results are summarized in Table 2.

| Methods          | Sensors Data | EU Data |
|------------------|--------------|---------|
|                  | Precision   | Recall  | F1   | BA | MAE | MSE | RMSE   |
| LR               | 0.57        | 0.60    | 0.61 | 0.72 | 0.341 | 0.48 | 0.692 |
| LSTM             | 0.66        | 0.61    | 0.58 | 0.71 | 0.243 | 0.33 | 0.574 |
| FLR (ours)       | 0.65        | 0.71    | 0.70 | 0.69 | 0.339 | 0.34 | 0.583 |
| FGRU (ours)      | 0.84        | 0.66    | 0.59 | 0.80 | 0.211 | 0.29 | 0.538 |
| FSLSTM (ours)    | **0.89**    | **0.79**| **0.87**| **0.90** | **0.162** | **0.19** | **0.435** |

Table 2. Performance comparison results of FSLSTM against baselines models on the Sensors Event Log test set for anomaly detection (classification) and Energy Usage test set (regression). Boldface numbers indicate the best performance.
For regression tasks, we use the mean absolute error (MAE), mean squared error (MSE) and root mean squared error (RMSE) as evaluation metrics, which are given by

\[
\text{MAE} = \frac{1}{m} \sum_{i=1}^{m} |y_i - \hat{y}_i|, \tag{10}
\]

\[
\text{MSE} = \frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{y}_i)^2, \tag{11}
\]

and \( \text{RMSE} = \sqrt{\text{MSE}} \), where \( m \) is the number of samples in the test set, \( y_i \) is the actual (ground truth) value, and \( \hat{y}_i \) is the model’s predicted value. A small value of these error metrics indicates a better performance of the model. We rely on a 15 minute window aggregation to reduce buffer overflow over the network and also to remove missing values that are sometimes generated by some sensors due to inactivity. As shown in Table 2, FSLSTM significantly outperforms the baselines methods on the Energy Usage datasets. In terms of MAE, for example, FSLSTM yields a much smaller error compared to the one obtained by LSTM, and more than half the error obtained by LR and FLR. Moreover, FSLSTM yields a 4.9 percentage points performance improvement over FGRU.

For classification tasks, we use precision, recall, F1 score, balanced accuracy (BA), receiver operating characteristic (ROC) curve and area under the ROC curve (AUC) as evaluation metrics. Precision and recall are defined as

\[
\text{Precision} = \frac{TP}{TP + FP}, \quad \text{Recall} = \frac{TP}{TP + FN}, \tag{12}
\]

where TP, FP, TN and FN denote true positives, false positives, true negatives and false negatives, respectively. TP is the number of correctly predicted anomalous observations, while TN is the number of correctly predicted normal observations. Recall, also known as true positive rate (TPR), is the percentage of positive instances correctly classified, and indicates how often a classifier misses a positive prediction.

AUC summarizes the information contained in the ROC curve, which plots TPR versus FPR = FP/(FP + TN), the false positive rate, at various thresholds. Larger AUC values indicate better performance at distinguishing between anomalous and normal observations. FPR is is the ratio of normal observations that were incorrectly classified as anomalous.

Since our datasets are highly imbalanced, we use the balanced F1 score defined as the harmonic mean of precision and recall, and the balanced accuracy given by

\[
\text{BA} = \frac{TPR + TNR}{2}, \tag{13}
\]

where TNR = 1 – FPR, also called specificity, refers to the ability of a classifier to correctly identify the observations that are not anomalous.

As shown in Table 2, the proposed model outperforms all the baseline methods by a large margin in terms of F1 score, yielding performance improvements of 29 percentage points over LSTM and 28 percentage points over FGRU. In terms of balanced accuracy, FSLSTM also achieves notable performance improvements of 19 percentage points over LSTM and 10 percentage points over FGRU. This demonstrates the significant prediction ability of FSLSTM in anomaly detection. It is also important to note that LSTM yields comparable performance to FLR, due in large part to the fact that linear models cannot effectively represent temporal dependency, even in a federated learning setting.

Figure 6 displays the ROC curves, which show the better performance of FSLSTM in comparison with baseline methods on the Sensors Event Log test set. Each point on ROC represents different trade-off between false positives and false negatives. An ROC curve that is closer to the upper right indicates a better performance (TPR is higher than FPR).
The overall performance of FSLSTM is significantly better than the baselines, as indicated by both the ROC curves and AUC values.

Fig. 6. ROC curves for FSLSTM and baseline methods, along with the corresponding AUC values, on the Sensors Event Log test set.

**Federated vs. centralized learning.** The LSTM model adopts a centralized approach, which requires the training data to be aggregated on the server, meaning that no training is performed on the edge devices. The learning is carried out by partitioning the data into training and test sets in a central machine. However, centralized training is privacy-intrusive, especially for clients with important sensors’ data aggregated on the cloud, as some sensors may contain private patterns, such as occupancy and access information. In a centralized setting, sensors have to trade their privacy by sending and storing data on the cloud owned by a third-party service provider.

Unlike the centralized training framework, our federated learning based approach is decentralized and enables sensors located at different locations inside the building to collaboratively learn a federated model, while keeping all data that may contain private information on devices. Therefore, sensors can benefit from using a federated model without sending raw data to the cloud. Sensitive data may include the sensor’s model number, manufacturer name or even serial numbers of newly produced prototypes that are still in the testing phase. Another limitation of centralized learning is the computing power [8]. In our setting, however, the computing power for each sensor is negligible compared to dedicated GPUs. In a centralized learning environment, a large amount of data collected from different IoT devices need to be merged into one dataset and then we wait for the machine to finish training. In our proposed federated framework, we train the model on the data of each device in parallel, resulting in better performance and faster convergence time. The better performance of our federated stacked LSTM model may be attributed not only to the strong capabilities of LSTM in prediction tasks, but also to the stacked LSTM layers that help generate a deep feature representation of the input data.

The ability to quickly detect and respond to anomalies is critical to the successful operation of smart buildings. Models trained on data of individual devices help improve critical incidents detection, such as technical glitches that may arise...
in smart buildings, where smart fire sensors, for instance, need not only be triggered in the case of an emergency, but also be capable of predicting specific scenarios and patterns. During the training phase, our FSLSTM model converges twice as fast as the centralized LSTM on the same datasets. As shown in Figure 7 (top), the centralized LSTM model does not seem to attain a stable state even after 50 epochs. The federated stacked LSTM model, on the other hand, is capable of significantly reducing the loss function and reaching a stable performance with higher accuracy in only 20 epochs, as shown in Figure 7 (bottom). Each epoch represents a full round of the 180 sensors that are participating in the experiment. Moreover, notice that the learning curves of the federated model are less fluctuating compared to the centralized LSTM. This smoothness property is attributed, in large part, to the number of sensors involved in the learning process.

**Convergence performance.** An important factor in our experiments is the convergence speed of the model. We test the effect of the parameter $K$ (i.e. number of sensors) on the convergence performance of the proposed approach. The results of convergence time for FSLSTM, FGRU and LSTM using a varying number of sensors on the Sensors Event Log dataset are shown in Figure 8. Note that unlike the centralized LSTM model, the convergence time of both federated models decreases when the number of sensors increases. Training a deep neural network involves using an optimization algorithm to find a set of weights to best map inputs to outputs, while convergence describes a progression towards a stable state where the network has learned to properly respond to a set of training patterns within some margin of error. The choice of the network’s hyperparameters, such as the number of sensors, play an important role in convergence. In order to assess the performance of FSLSTM with respect to the number of sensors $K$, we use the mini-batch stochastic gradient descent optimization algorithm with a fixed batch size for the local update by increasing the value of $K$ from 20 to 200. For all sensors, even when the learning rate is tuned carefully, FSLSTM achieves, in all batch size settings, a better performance, as reported in Table 2. Figure 8 shows that an increase in the number of participating sensors positively impacts the convergence time of FSLSTM, reducing the time from 6 hours for the centralized LSTM to only 2 hours for FSLSTM using 200 sensors. However, a larger number of participating sensors requires higher local computation at the sensors, resulting in an increase in energy consumption by these sensors.

It is also important to point out that there is a slight increase of convergence time when the number of sensors is between 20 and 40, but then the convergence time decreases when the number of sensors exceeds 42. This is largely due to the delay in response of the rooftop units’ thermostats that are connected to the network through the Wireless Area Controller gateways. The latency time of these sensors is twice longer than other sensors in the buildings, leading to a slight increase in convergence time. Once these sensors are equipped with all the global parameters that are necessary for the training phase, the convergence time drops proportionally to the number of participating sensors.

**Collective and contextual anomalies.** A collective anomaly describes a group of data points that exhibits an anomalous behavior compared to the rest of the dataset [45]. An individual instance within the anomalous group is not necessarily anomalous on its own. If a data instance is anomalous in a specific context, but not otherwise, then it is termed as a contextual anomaly, also referred to as conditional anomaly [15]. We train FSLSTM on normal data before performing a live prediction for each time step, which is equal to 600 minutes. Instead of considering each time step separately, the observation of prediction errors from a certain number of time steps is now used for detecting collective anomalies. The prediction errors from a number of the latest time steps above a threshold, as set by the threshold determinator, will indicate a collective anomaly. We take a sample of our initial data, which includes four HVAC sensors, all measuring the electricity from power meters located in different areas within the building. In the first step, FSLSTM determines the point anomalies in real-time, while in the second step, the anomaly detection engine
decides if these anomalies are contextual or collective based on different alarm profiles and system rules, as well as specific temperature profiles for each category of devices. Our proposed model efficiently determines context/collection based anomalies in real-time, as reported in Table 3.

As expected, we noticed through experimentation that it is possible to obtain a higher accuracy on collective anomalies detection, but the number of false alarms triggered tends to be quite high. As shown in in Table 3, FSLSTM yields superior performance by correctly detecting 88% of the alarms out of 1000 instances in this experiment with only 9 false alarms. On the contextual side, FSLSTM achieves even a better performance of 90% with only 4 false alarms.
Prediction performance. For regression tasks, we test the performance of FSLSTM on the Energy Usage dataset to predict the building energy consumption on a window time of 600 minutes for two main reasons. First, the confidence interval of the model shows a high accuracy of energy prediction, as illustrated in Figure 9, which displays the actual vs. predicted building energy consumption using FSLSTM. Second, it makes more sense from an industrial perspective as 600 min equals 10 hours, which roughly represents a full working day. This time frame provides building managers with plenty of insightful information to anticipate and predict the daily usage of energy, and allows them to plan activities accordingly. As shown in Figure 9, the FSLSTM model has a stable performance and is able to predict energy consumption in the building with 90% accuracy.

For the sensors fault detection, we run the classification task on the Sensors dataset to detect anomalous devices. The experiment includes lights, thermostats of rooftop units and water leakage sensors for a window time ranging from 4 to 6 days. Figure 10 demonstrates the effectiveness of the FSLTM model in detecting outstanding and malfunctioning behaviors expressed by these sensors at different times of the day. As can be seen, the model is able to capture outliers
with high accuracy, along with the corresponding value and time stamp. During working hours (light orange color), the weather temperature (dark gray color) shows an increase during the day due to sunlight and heat, while the site energy demand (green color) is stable during the majority of hours. As shown in Figure 10 (top), the weather temperature is higher during working hours than during non-working hours (white bars). During this window time, the site has stable energy demands ranging between 0 and 35 Kw. FSLSTM is capable of capturing an anomalous amount of energy demands, caused by a cluster of malfunctioning devices, highlighting it as an outlier in real-time and eventually recording these devices with their manufacturing information and sending it back to the federated learning system. Then, the threshold determinator makes the appropriate decision and sends it over the BAS system for maintenance.

![Graph showing actual vs. predicted building energy consumption using FSLSTM on the Energy Usage test set.](image)

**Fig. 9.** Actual vs. predicted building energy consumption using FSLSTM on the Energy Usage test set.

**Communication Cost** One of the key challenges in our federated learning system is the communication cost, which is typically expressed as a function of data volume, e.g. Megabytes. As shown in Figure 11, the proposed FSLSTM model significantly reduces the communication cost compared to the baseline methods on the Sensors Event Log dataset. We argue that the superior performance of FSLSTM over the centralized LSTM and LR models is largely attributed to the effective participation of sensors in the training phase [40]. Federated learning models enable decentralized IoT devices to collaboratively learn a shared prediction model without sending the actual data that is generated during the specific round to the central server. This property of federated learning enhances the communication quality and reduces the cost, while keeping all the training data on device and hence reducing concerns on data security and privacy.

**4.2 Ablation Study**

In order to validate the effectiveness of our FSLSTM framework, we perform an ablation study under different configurations by changing the number of LSTM layers and retraining the models on the same datasets. We design the FLSTM-1 and FSLSTM-2 models by removing one and two LSTM layers, respectively, from the proposed FLSTM architecture, which consists of three LSTM layers. The results are reported in Table 4, which shows that both FSLSTM-1 and FSLSTM-2 achieve better performance than LSTM and FGRU. It is important to note that with only a single LSTM layer, the federated LSTM model is able to outperform all baselines methods in terms of balanced accuracy and mean absolute error metrics. We also experimented with more than three LSTM layers, but we did not notice significant
performance improvements. In addition, some small sensors (e.g. water leakage sensors) are unable to support the growing size of the model.

Table 4. Ablation study of FSLSTM on the Sensors Event Log and Energy Usage test sets using different LSTM layers. Boldface numbers indicate the best performance.

| Methods    | Sensors Data | EU Data |
|------------|--------------|---------|
|            | Precision    | Recall  | F1   | BA   | MAE | MSE | RMSE |
| FLSTM-1    | 0.85         | 0.68    | 0.69 | 0.81 | 0.192 | 0.24 | 0.489 |
| FLSTM-2    | 0.87         | 0.73    | 0.71 | 0.83 | 0.171 | 0.21 | 0.458 |
| FSLSTM     | **0.89**     | **0.79**| **0.87**| **0.90**| **0.162** | **0.19** | **0.435** |

5 CONCLUSION

In this paper, we introduced a federated stacked LSTM framework for anomaly detection in smart buildings using federated learning for IoT sensor data. The proposed FSLSTM network consists of a local LSTM model that captures individual sensors’ data and a global model that aggregates the weights, updates the parameters and shares them again with sensors across all tasks. Experimental results on two datasets demonstrated FSLSTM’s ability to significantly improve the results of a variety of centralized models in IoT settings, achieving much better performance compared to baseline methods in both classification and regression tasks. We also showed that our federated stacked LSTM model converges twice as fast than the centralized LSTM during the training phase. In addition, we conducted an ablation study on our FSLSTM network to evaluate its performance and robustness under different configurations by changing the number of LSTM layers and retraining the models on the same datasets. In the future, we plan to investigate other IoT applications in a federated learning setting such as blockchain and electric vehicle charging networks.
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Fig. 10. Testing FSLSTM for anomaly detection on three types of sensors: lights, thermostats and water leakage. The red dot indicates an anomaly.
Fig. 11. Communication cost comparison between FSLSTM and baseline methods, all trained for 50 epochs.