Supervised versus unsupervised learning: approaching optimal memory retrieval in Hopfield networks
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The Hebbian unlearning algorithm, i.e., an unsupervised local procedure used to improve the retrieval properties in Hopfield-like neural networks, is numerically compared to a supervised algorithm to train a linear symmetric perceptron. We analyze the stability of the stored memories, which naturally maps the problem into a constraint satisfaction problem. Basins of attraction obtained by the Hebbian unlearning technique are found to be comparable in size to those obtained in the symmetric perceptron, while the two algorithms are found to converge in the same region of Gardner’s space of interactions, having followed similar learning paths. A geometric interpretation of Hebbian unlearning is proposed to explain its optimal performances.

I. INTRODUCTION

Hopfield-like neural networks [1] are one of the most studied models for associative memory [2]. In this framework, the network is composed of $N$ binary neurons $\{\sigma_i\}_{i=1}^N = \pm 1$, and it is used to memorize $P = \alpha N$ binary patterns $\{\xi_i^\mu\}_{\mu=1}^P = \pm 1$. By memorize we mean that the network must be able to reconstruct the memories on the basis of their noise-corrupted version. This is achieved by endowing it with an appropriate dynamics, such that fixed point attractors with finite basins of attractions are present in close proximity to the memories. If the network is initialized close enough to one of the stored patterns, the dynamics will drive it to the corresponding attractor, reducing the number of misaligned spins. In general, the dynamics is given by a zero temperature asynchronous Monte Carlo dynamics [2,3], in an energy landscape given by the Hamiltonian

$$H[\sigma] = -\frac{1}{2} \sum_{i,j} J_{ij} \sigma_i \sigma_j.$$  \hspace{1cm} (1)

At every step we pick randomly a site $i$ and update the spin according to

$$\sigma_i \rightarrow \text{sign} \left( \sum_{j(\neq i)}^N J_{ij} \sigma_j \right).$$ \hspace{1cm} (2)

The details of the dynamics depend on how the synaptic interaction matrix $J$ is shaped. One of the most influential models in the field is that introduced by Hopfield [1], where the coupling matrix is built according to Hebb’s prescription [2–4]:

$$J_{ij} = \frac{1}{N} \sum_{\mu=1}^P \xi_i^\mu \xi_j^\mu, \quad J_{ii} = 0.$$ \hspace{1cm} (3)

The phase diagram of the model has been extensively studied, and includes a recognition phase for $\alpha < \alpha_c \sim 0.14$, where a fraction of the fixed point attractors of the dynamics are very close to the memories $\tilde{\xi}_i^\mu$ [5]. Proximity between two configurations $\tilde{\sigma}^1$ and $\tilde{\sigma}^2$ is naturally measured in terms of their overlap

$$m = \frac{1}{N} \sum_{i=1}^N \sigma_i^1 \sigma_i^2.$$ \hspace{1cm} (4)

In the Hopfield model the overlap between attractors and memories is smaller than 1 for any extensive load $\alpha \neq 0$, and deteriorates as the memory load is increased, up to a discontinuous transition to zero when $\alpha_c$ is reached, which is often referred to as blackout catastrophe [2–6]. Hence, the error correcting performance of a Hopfield network can never be perfect, and the memories are not themselves fixed point of the dynamics.

Many strategies have been proposed in order to extend the capacity of Hopfield-like models, and improve error correcting performance in the retrieval phase [6–12]. In this note we highlight some surprising similarities between two popular options: the supervised symmetric perceptron algorithm (SP) [13–15] and the unsupervised Hebbian unlearning (HU) algorithm [10–18]. The paper is organized as follows. In Sec. [II] we introduce the algorithms. In Sec. [III] and [IV] we present our main results, and in Sec. [V] we propose a key to interpret those results. Finally in Sec. [VI] we summarize our findings.

II. THE ALGORITHMS

In this section we detail how the symmetric perceptron and Hebbian unlearning algorithms operate, and how they improve the performance of the Hopfield model.
A. The symmetric perceptron

Introducing $N$-dimensional vectors $(\vec{J}_i)_j := J_{ij}$ and $(\vec{\xi}_i)_\mu := \xi_i^\mu$, the symmetric perceptron is defined by the following procedure for constructing the matrix $J$ [14, 15]:

- Initialize $J_{ij}$ to a symmetric matrix.
- Update $J_{ij}$ until convergence according to

$$J_{ij} \rightarrow J_{ij} + \lambda \sum_{\mu=1}^P (\epsilon_i^\mu + \epsilon_j^\mu) \xi_i^\mu \xi_j^\mu, \quad J_{ii} = 0,$$

$$\epsilon_i^\mu = \theta(-\Delta_i^\mu + k), \quad \text{where } \Delta_i^\mu = \xi_i^\mu \sum_j |J_{ij}| \xi_j^\mu .$$

Notice that symmetry in the coupling matrix is preserved by the algorithm. The quantities $\Delta_i^\mu$ are called stabilities [19]. The masks $\epsilon_i^\mu$ are defined in such a way that the algorithm stops when $\Delta_i^\mu > k$ for all $\mu$ and $i$, where the stability threshold $k$ is a parameter of the algorithm. If $k$ exceeds a critical threshold $k_{\text{max}}(\alpha)$, no symmetric matrix $J$ exists satisfying the stability requirement $\Delta_i^\mu > k$, and the algorithm does not converge (unsatisfiable, or UNSAT, phase). On the other hand, when $k < k_{\text{max}}(\alpha)$ such coupling matrices exist, and the algorithm will converge to one of them in a finite number of steps (satisfiable, or SAT, phase). In the limit case $k = k_{\text{max}}(\alpha)$, only one coupling matrix meets the stability requirements, and the algorithm is supposed to converge to it, independently on the value of the learning rate $\lambda$ and of the initial $J$. It has been shown that, as one could expect, increasing $k$ towards $k_{\text{max}}$ leads not only to more stable memories, but also to larger basins of attraction for each memory [15].

An elegant way to understand the role of $k$ is recasting the stability problem in terms of a linear regression [20]: for every pattern and every spin, we define $N$-dimensional patterns

$$\vec{\eta}_i^\mu = \xi_i^\mu \vec{\xi}_i^\mu .$$

Now the stabilities can be expressed as the scalar product

$$\Delta_i^\mu = \vec{J}_i \cdot \vec{\eta}_i^\mu / |\vec{J}_i| ,$$

and the constraint $\Delta_i^\mu > k$ is satisfied when vector $\vec{\eta}_i^\mu$ lies on the positive side of the oriented plane normal to $\vec{J}_i$ and passing through the origin, at a distance greater than $k$ from it. In these terms, the problem of perfectly stabilizing a number $P$ of $N$-dimensional patterns has been factorized into $N$ independent linear separation problems, each classifying a number $P$ of $N$-dimensional vectors.

The symmetric perceptron algorithm solves this separation problem under the condition $J_{ij} = J_{ji}$.

The function $k_{\text{max}}(\alpha)$ has been determined analytically [14] for slightly diluted recurrent networks, i.e. networks with an average connectivity scaling as $\log N$. Numerical results from the study of the algorithm defined in eq. (5) on networks that are both fully connected and fully symmetric suggest that, for the same degree of symmetry, $k_{\text{max}}$ at a given $\alpha$ is located slightly above the one predicted by [14]. This finding, discussed in Fig. 1, suggests to reconsider previous interesting analyses [24] and opens the road to further investigations of the critical capacity as a function of the network connectivity [22].

Since we are analyzing the close relationship between the symmetric perceptron and Hebbian unlearning (see Sec. II B), we always initialize the couplings according to Hebb’s rule, Eq. (3), keeping in mind that results for $k = k_{\text{max}}(\alpha)$ should not depend on this choice. In Fig. 2 we plot the evolution with the number of steps $t$ of $\Delta_{\text{min}} := \min_{i,\mu} \{ \Delta_i^\mu \}$, $\Delta_{\text{max}} := \max_{i,\mu} \{ \Delta_i^\mu \}$ and $\Delta_{\text{av}} := 1/(PN) \sum_{i,\mu} \Delta_i^\mu$, each averaged over many random realizations of the memories $\vec{\xi}$. One sees that the SP algorithm, while slightly reducing $\Delta_{\text{av}}$ and $\Delta_{\text{max}}$, increases the value of $\Delta_{\text{min}}$ from negative values (i.e. not all memories are stable) to positive values (i.e. all memories are stable) and up to the prescribed threshold $k$. The same profile of the stabilities is obtained at different choices of the control parameters, when $k \leq k_{\text{max}}(\alpha)$.
the overlap between the attractors and the memories goes to one, meaning that memories become real fixed points of the dynamics.

This last fact, which is especially remarkable because the dreaming procedure is unsupervised, led us to try and characterize the performance of the algorithm in terms of the stabilities $\Delta_i^k$ introduced in Sec. II A. This approach has already been attempted [24], and our analysis pushes it further and reveals new unexpected features. In fig. 3 we show the typical behavior of $\Delta_{\text{min}}, \Delta_{\text{av}}$ and $\Delta_{\text{max}}$ as the unlearning procedure unfolds. The horizontal axis represents the number of steps $D$ performed by the algorithm, rescaled by $\epsilon/N$. The reason for this choice will become clear later. Focusing on $\Delta_{\text{min}}$, we can see a non-monotonic behavior: the minimal stability grows to positive values, peaks at some value $D = D_{\text{top}}$ and then decreases back to negative values. Between $D_{\text{in}}$ and $D_{\text{fin}}$ every stability is positive or, equivalently, every memory is a fixed point for the dynamics. As we increase $\alpha$, the interval $[D_{\text{in}}, D_{\text{fin}}]$ shrinks, and the height of the peak at $D_{\text{top}}$ lowers, until we reach a critical load $\alpha_c$, above which $\Delta_{\text{min}}$ never goes above zero. Collecting data for networks of size $N = 300, 400, 500, 600, 800$ it is possible to extrapolate the position of $D_{\text{in}}, D_{\text{top}}$ and $D_{\text{fin}}$ as a function of $\alpha, \epsilon$ and $N$, as well as the critical capacity $\alpha_c$. We found that the number of dreams is in every case proportional to $N/\epsilon$, and that the rescaled variable $D_{\text{top}}\epsilon/N$ depends linearly on $\alpha$, up to the critical value

$$\alpha_c^{HU} = 0.589 \pm 0.003,$$

above which it is not defined anymore. These results are consistent with those presented in [17]. We also found that the dependence on $\alpha$ of $(D_{\text{top}} - D_{\text{in}})\epsilon/N$ and $(D_{\text{fin}} - D_{\text{top}})\epsilon/N$ is well described by a power law with exponent $1/2$, in proximity of $\alpha_c$. The resulting scaling relations are:

$$D_{\text{top}}(\epsilon, \alpha, N) = \frac{N}{\epsilon} (a \cdot \alpha + b), \quad (9)$$

$$D_{\text{in}}(\epsilon, \alpha, N) = D_{\text{top}} - \frac{N}{\epsilon} (c \cdot \alpha + d)^{1/2}, \quad (10)$$

$$D_{\text{fin}}(\epsilon, \alpha, N) = D_{\text{top}} + \frac{N}{\epsilon} (e \cdot \alpha + f)^{1/2}, \quad (11)$$

with

$$a = 1.02 \pm 0.02, \quad b = -0.05 \pm 0.01,$$

$$c = -0.039 \pm 0.003, \quad d = 0.023 \pm 0.002,$$

$$e = -0.022 \pm 0.001, \quad f = 0.013 \pm 0.001.$$

All the statistical errors have been evaluated using the jackknife method.
We have also compared the performance of SP and HU by measuring the shape of the basins of attraction around each memory. This is done by initializing the network at some fixed distance \( m_i \) from one of the memories \( \xi^i \) and following the dynamics until convergence to a fixed point \( \mathbf{\sigma}^* \) is reached. Then, we measure the overlap between \( \mathbf{\sigma}^* \) and \( \xi^i \), averaged over many realizations of the memories:

\[
m_f = \frac{1}{N} \sum_{i}^{N} \left\langle \xi^i_{\mu} \sigma^*_i \right\rangle.
\]

In Fig. 4 we plot \( m_f \) as a function of \( m_i \). Colored dashed curves refer to SP for different values of \( k \), up to the highest \( k \) that allows the algorithm to converge in \( O(10^3) \) iterations. This slight underestimations of the real \( k_{\text{max}}(\alpha) \) bares very little consequences to our results. Related to this, we underline the importance of the choice of \( \lambda \) at a given value of \( N \). This is another crucial topic that is rarely discussed in the literature. Higher values of \( \lambda \) imply larger learning steps, while smaller values are associated to a finer exploration of space of coupling matrices during training. It is observed that the algorithm, operating at \( \lambda = 1, 10^{-1}, 10^{-2} \), converges to almost identical matrices already when \( k \) is equal to the maximal stability for diluted networks [14].

The mean basin radius at finite \( N \) is defined as \( 1 - m_i \), selecting the value of \( m_i \) below which more than 30% of the patterns are reconstructed with more than 5% error. The dots represent our extrapolation of this quantity to the limit \( N \rightarrow \infty \), for different values of \( \alpha \). The lower dots relative to the SP correspond to \( k < k_{\text{max}} \), and the value of the mean basin radius gets higher as \( k \) is increased up to \( k \approx k_{\text{max}} \). Again, one can see that even in the thermodynamic limit, our simulations suggest that in their optimal regime the two algorithms perform essentially in the same way.

One way to visualize the solutions of the optimization problem, and the way these solutions are reached by
means of the algorithm, is to exploit the space of interactions as conceived by Gardner [13]. Consider a spherical surface in $N(N - 1)/2 - 1$ dimensions where each point is a vector composed by the off-diagonal elements $J_{j>i}$ of the connectivity matrix normalized by their standard deviation. These position vectors hence will be

$$\vec{r} = \vec{J}/\sigma_J,$$

with

$$\sigma_J = \sqrt{\frac{2}{N(N-1)} \sum_{i<j} J_{ij}^2}.$$  \hspace{1cm} \text{(14)}$$

For what concerns the SP, after fixing the value of $\alpha$ and a set of patterns, one can imagine the sphere as composed by an UNSAT and a SAT region. These regions are connected sub-spaces of the original sphere, so that one can go from a matrix to another one in a continuous fashion. The SAT region contains the point relative to the unique solution at $k = k_{max}(\alpha)$.

We now define an overlap parameter quantifying the covariance of two generic symmetric matrices $J_{ij}$ and $U_{ij}$

$$q = \frac{2}{N(N-1)} \sum_{i<j} \frac{J_{ij}U_{ij}}{\sigma_J\sigma_U},$$

where $\langle \cdot \rangle$ is the average over the disorder.

A. Final States

We first evaluate the final points where the two algorithms converge in the space of interactions. Hebbian Unlearning is stopped at $D = D_{in}$ as that is the relevant amount of dreams identified in Sec. II B. The Symmetric Perceptron is run at $\lambda = 1$. Fig. 6(left) displays the overlap between the resulting matrices when the SP is performed at different values of $k$ before reaching $k_{max}(\alpha)$. The plot shows that $q$ increases with $k$, suggesting that HU pushes the system to the same region of solutions where the SP converges when $k$ is close to $k_{max}$. Finite size effects evidently appear near the abrupt transition from SAT to UNSAT, but the increase of $q$ with the size of the network suggests that the maximum overlap might be associated to the maximal stabilities when $N$ becomes large enough.

The plot of $q$ as a function of $\alpha$, see Fig. 6(right), shows how the distance between the final points and the initial Hebbian matrix increases when the number of memories becomes larger, while the distance between the two final points remains small and stable for $\alpha < \alpha^{HU}_{c}$. 

FIG. 4. The average size of basins of attraction at $N = 800$, $\alpha = 0.4$ for both SP and HU, averaged over several realizations of the disorder. Continuous lines are for basins at $D_{in}, D_{top}$ and $D_{fin}$ for HU with $\epsilon = 10^{-2}$. Dashed lines are for three values of $k$, including the $k \sim k_{max}$, used for SP with $\lambda = 1$. The gray dotted line represents the performance of the Hopfield model at the same value of $\alpha$. The filled area represents the statistical errors.

FIG. 5. Asymptotic values of the mean radius of the basins of attraction for both SP and HU, measured as in [15] for $\alpha = 0.3, 0.4, 0.5$ and $\lambda = 1$. Points for the SP correspond to the following values of $k$: $\alpha = 0.3$, $k \in \{0.4, 0.5, 0.7, 0.9, 1.1, 1.296, 1.32\}$; $\alpha = 0.4$, $k \in \{0.4, 0.5, 0.6, 0.75, 0.9, 0.988, 1.05\}$; $\alpha = 0.5$, $k \in \{0.3, 0.4, 0.5, 0.6, 0.7, 0.768, 0.85\}$. Error bars are smaller than the symbols size.
FIG. 6. Left: Overlap $q$ between the final states of HU with $\epsilon = 10^{-2}$ at $D = D_{in}$ and SP with $\lambda = 1$ having reached a stability $k$. Measures are for different values of $N$ and $\alpha$ and points represent the mean computed over 5 realizations of the disorder. Error bars are smaller than the data symbol. The orange symbols correspond to the overlap between the final states of HU with $\epsilon = 10^{-2}$ at $D = D_{in}$ and SP with $\lambda = 1$ and $k$ close to $k_{max}(\alpha)$. The overlap between the initial Hebbian matrix and the final state of the HU (green) or SP (blue) with the same choice of the parameters is also shown. The critical capacity for the HU is represented by the gray dotted line.

B. Learning Paths and Gradients

By comparing the final states of convergence as done in Sec. IV A we conclude that two networks, starting from the same initial matrix, end up in very similar configurations of the couplings $J_{ij}$. Now we analyze the whole trajectory traced by the two algorithms in the space of interactions.

We set $\alpha = 0.55$, so that the overlap between the initial and the final state is small enough, i.e. they are distant on the sphere, $N = 800$, $\lambda = 10^{-4}$ and $k$ close to $k_{max}$ in one single sample. The choice of a small value of the learning rate $\lambda$ allows to trace a continuous path in the space of the interactions. HU is run choosing $D = D_{in}$ for 10 samples in total. Fig. 7(left) reports the projection of the resulting trajectories in the space of $J$ along three randomly chosen directions. The plot shows that the two algorithms explore the same region of the space of interactions, proceeding along a similar direction. We also observe that the convergence velocities of the two algorithms are very different. Indicating with $t$ the time steps for both processes, Fig. 7(right) shows the logarithm of the absolute value of the velocity of the algorithm, defined as

$$\Delta \tilde{J}^{(t)} = \tilde{J}^{(t+1)}/\sigma_{J}^{(t+1)} - \tilde{J}^{(t)}/\sigma_{J}^{(t)}.$$  \hspace{1cm} (16)

The direction of this vector defines the gradient followed by the algorithm in the space of interactions at a given time step.

While the convergence speed of the HU does not significantly vary, the SP shows, at any scale of $\lambda$, an acceleration in time that resembles an exponential law. In other words, while HU explores the space of interactions nearly uniformly in speed, the SP takes about $15 \div 20$ time steps to reach a smaller condensed region where it gets confined until convergence.

The different speeds of the algorithms imply an inherent difficulty in comparing the trajectories point-by-point. Our analysis will thus rely on defining a particular direction $\dot{\tilde{v}}$ in the space of interactions that we will use to compare the two trajectories and their gradients. Such a direction is defined by the line that connects the initial Hebbian matrix with the point of convergence of the SP,

$$\dot{\tilde{v}} = \frac{\tilde{J}^{(t_{max})}_{SP}/\sigma_{SP}^{(t_{max})} - \tilde{J}^{(0)}/\sigma^{(0)}}{\left|\tilde{J}^{(t_{max})}_{SP}/\sigma_{SP}^{(t_{max})} - \tilde{J}^{(0)}/\sigma^{(0)}\right|}.$$ \hspace{1cm} (17)

We can now define two time-dependent observables that can help us in the analysis of the trajectories:

$$q_{v}(t) = \frac{\tilde{J}^{(t)}/\sigma^{(t)} - \tilde{J}^{(0)}/\sigma^{(0)}}{\left|\tilde{J}^{(t_{max})}/\sigma_{SP}^{(t_{max})} - \tilde{J}^{(0)}/\sigma^{(0)}\right| \cdot \dot{\tilde{v}}},$$  \hspace{1cm} (18)
FIG. 7. Left: 3-dimensional projection of the trajectories followed by the system in the space of interactions during the dynamics of HU and SP. Numerical measurements have been taken for one sample at $N = 800$ and $\alpha = 0.55$, $\epsilon = 10^{-2}$, $\lambda = 10^{-4}$. 10 trajectories of the HU are drawn in light blue, while the average unlearning path is in blue. The path followed by the SP is depicted in red. Points represent different steps of the algorithms. HU has been resampled at regular intervals along the trajectory for simplicity of the data analysis. Right: Absolute value of the velocity $\Delta \vec{J}$ in logarithmic scale as a function of the normalized time scale $t/t_{\text{max}}$ where $t_{\text{max}}$ is the maximum number of steps reached by the algorithm in a given sample. Numerical measurements are for one sample at $N = 800$ and $\alpha = 0.55$, $\epsilon = 10^{-2}$, $\lambda = 1 \times 10^{-2}$, $10^{-4}$. Three samples were simulated for the SP and one sample for the HU.

FIG. 8. Left: Effective overlap distance $q_v$ as a function of time. Center: Projection of the velocity along the direction $\hat{v}$ as a function of time. Right: The direction of the velocity $q_{\Delta, v}$ as a function of the distance $q_v$. Numerical measurements are collected from one single sample at $N = 800$ and $\alpha = 0.55$ at $\epsilon = 10^{-2}$ for the HU (circles) and different values of $\lambda$ for the SP (triangles).

which is a measure of the angular distance of any point of the trajectory from the line traced by the direction $\hat{v}$ at time $t$, with $q_v(t) \in [0, 1]$ \forall $t$. The smaller this quantity is, the more evidently the trajectory is diverging from $\hat{v}$.

One can also introduce

$$q_{\Delta, v}(t) = \frac{\vec{J}^{(t+1)} / \sigma^{(t+1)} - \vec{J}^{(t)} / \sigma^{(t)}}{|\vec{J}^{(t+1)} / \sigma^{(t+1)} - \vec{J}^{(t)} / \sigma^{(t)}|} \cdot \hat{v},$$

that is, the projection of the velocity of the algorithm at
the step $t$ along the direction $\hat{v}$. The larger this quantity is, the more aligned to $\hat{v}$ the trajectory is.

Fig. [8](left) represents the values of $q_v$ during the same trajectory that is depicted in Fig. [7](left). One can see that $q_v(0)$ is small for both the HU and the SP. This means that they both start in the wrong direction: this is particularly reasonable for the HU, which involves a random picking of the initialization state. However, while the SP rapidly reaches $q_v = 0$ because of its high initial acceleration at all the considered values of $\lambda$, in the HU algorithm $q_v$ is decreasing at lower rate. An initial overshooting of the SP at high values of $\lambda$ is signaled by an anomalously high value of $q_v$ at the second step of the process.

The directions followed by the two algorithms with respect to $\hat{v}$ are shown in Fig. [8](center). The SP at $\lambda = 10^{-4}$ has a peak in $q_{\Delta v}$ in the first part of the trajectory, signaling a high degree of alignment between the gradient and $\hat{v}$. Later on, the SP rapidly converges towards the condensed region, where gradients lose their polarization with $\hat{v}$, but the convergence point has already been reached. When higher values of $\lambda$ are used, no relevant polarization is measured. The HU shows a similar behavior: the trajectory starts along a direction that is barely aligned with $\hat{v}$ but a consistently high degree of alignment is obtained after more or less half of the iterations. Eventually, the HU also converges towards the final state losing the alignment with $\hat{v}$. Fig. [8](right) displays the direction of the velocity as a function of the distance from $\hat{v}$.

Summing up, three phases of the trajectory can be roughly recognized for both algorithms: one first phase in which the system moves away from $\hat{v}$ after a bad start; a second phase of alignment; a third phase in which the matrix plunges towards the convergence state.

V. GEOMETRIC INTERPRETATION OF UNLEARNING

In order to provide an argument that might explain the similarities between the HU and SP algorithms, we rewrite the rule in Eq. (8) in a vectorial fashion,

$$\vec{J}_{i}^{(D+1)} = \vec{J}_{i}^{(D)} - \frac{\epsilon}{N} \vec{\eta}_i^\ast,$$  

(20)

where $\vec{J}_i$ is the vector of the elements contained in the $i^{th}$ row of the connectivity matrix and we call $\vec{\eta}_i^\ast$ a glassy pattern, defined in analogy with the memory patterns $\vec{\eta}_i^\mu$ as follows

$$\vec{\eta}_i^\ast = \sigma_i^\ast \vec{d}^\ast.$$  

(21)

We also introduce the perceptron overlap

$$\omega_i^\mu = \langle \frac{1}{N} \vec{\eta}_i^\ast \cdot \vec{\eta}_i^\mu \rangle,$$  

(22)

where the overbar indicates an average over the glassy states in a given realization of the disorder. Each pair $(i, \mu)$ is thus related to a given constraint of the associated optimization problem, with $\Delta_i^\mu > 0$ for SAT constraints, and $\Delta_i^\mu < 0$ for UNSAT ones. Fig. [8] shows $\omega_i^\mu$ at $\alpha = 0.3$ and $\lambda = 0.01$ for the three types of constraints: SAT, UNSAT and minimally satisfied, i.e. the SAT constraints with the lowest measured stability. The fact that the perceptron overlap is negative for both UNSAT and min constraints, but positive for SAT constraints, suggests that the distribution of the $\vec{\eta}_i^\ast$ looks anisotropic from the reference frame of the glassy patterns. This is certainly induced by the fact that glassy patterns $\vec{\eta}_i^\ast$ are SAT by definition, so they are more likely to be contained in the same half of hyperspace, defined by the orthogonal plane to $\vec{J}_i$, that contains SAT memory patterns.

Moreover, since there is a minus sign on r.h.s. of Eq. (20), HU is performing the same geometric transformation of the perceptron in order to align the $\vec{J}_i$ vectors to the memory patterns $\vec{\eta}_i^\mu$. By only exploiting the landscape of the glassy states of the Hopfield model out of the retrieval regime, the HU algorithm manages to accomplish this task in an optimal way. We suppose that the small, but yet non null, overlap of glassy states with the memories is an important feature to ensure the maximization of the size of the basins of attraction.
VI. CONCLUSIONS

We have analyzed two algorithms that are able to restore the classification properties of the Hopfield model in the non-retrieval regime. Hebbian unlearning is unsupervised and it only relies on the distribution of the spurious minima of the Hamiltonian. On the other hand, the symmetric perceptron is based on a supervised procedure.

We have found that the best number of iterations of the HU procedure is \( D = D_{\text{in}} \), given by Eq. (10), at variance with [24], where the optimal state of the network was assumed to coincide with the highest minimum stability, in analogy with [19]. We have measured the average size of the basins of attraction. HU performs consistently with the SP near the maximal stability \( k \). This result suggests the HU to be an optimal unsupervised algorithm in terms of generalization of the network: from a Hebbian perspective large basins of attraction imply the capability of the model to associate more exotic stimuli to known memories, i.e. a higher recognition power with respect to new inputs. According to Fig. 4 a SP at \( k = 0 \) has no generalization capabilities, meaning that it falls into an overfitted regime, where memories are recognized only if the initial state of the dynamics coincides with the memory itself. An increasing value of \( k \) is related to an increase in generalization. HU is able to reach the highest degree of generalization in a spontaneous and unsupervised fashion.

We have studied the trajectories of the matrix \( J \) in the space of interactions. The final states of the algorithms maximize the overlap between matrices, suggesting that the algorithms converges to the same regions of the interaction space. In the middle part of the trajectory the two algorithms also explore nearby regions, suggesting that they both follow well overlapping gradients in the space of the couplings.

By empirically measuring the overlap between memory patterns and glassy patterns we have established that the HU rule in Eq. (5) represents a valid, yet counterintuitive, transformation that mimics the linear regression operation performed by a perceptron while conserving a local effect on the couplings.

A very close analogy between the effects of these two formally different rules has emerged. Our results shed light on a substantial mechanism that might help to understand real neuro-physiological processes lying behind synaptic development in the brain [25] and dream-sleep in mammals [26]. In the context of dream-sleep, it is important to remind that Hebbian unlearning has been introduced simultaneously with another remarkable contribution by Crick and Mitchinson [27]. Their paper conjectured a sort of reverse learning procedure which assigned, for the first time, a biological function to dreams, over-coming their description as mere epiphenomena of neural activity. Such a procedure strongly resembles Hopfield’s unlearning. Kinouchi and Kinouchi [28] provided some biological examples that might encourage to investigate this type of synaptic transformation, even though a clear evidence of its existence has not been shown yet. Furthermore, a recently published review by Hoel [29] corroborates the evolutionary significance of dreams in terms of the generalization performances of neural networks. Dreams, due to their hallucinoid contents, are responsible for noise injection in the learning procedure, in analogy with dropout [30] techniques used in machine learning: a dreaming neural network is thus able to generalize better, avoiding over-fitting. The importance of noise addition in learning is also suggested by other recent studies that try to increase generalization in deep neural networks by taking inspiration from biology [31, 32]. According to these works, a local Hebbian-like action on synapses can ensure decorrelation of the stored patterns, and thus avoid confusion. We do believe that what we found in the Hopfield model is coherent with such a picture: Hebbian Unlearning is not a form of reverse learning, as repetitively stated in the past literature, but it is rather responsible of the learning of noisy versions of the memories, which help to minimize over-fitting.

One possible development of this research might deal with memories presenting strong structural correlations such as images. In this case a linear regression operation, as the one performed by linear perceptrons, may not be sufficient to ensure classification. It has been shown that Hebbian unlearning works well even with digits [17]. We suggest that such correlations, being encoded in the quenched disorder of the system, and thus in the glassy landscape of attractors, might drift the learning path right to the optimal region of the space of interactions. Another direction for future work would be the verification of the results on other types of models, such as more biologically reliable Hopfield-like networks [33], random neural networks [34, 35], or continuous attractor neural networks [36]. This last class of systems, which aim at describing the functioning of the spatial memory encoded in the hippocampal synapses, might open the way to experiments and inferential analyses of real data, allowing a proper research of physiologic unlearning-like mechanisms in the brain.

Finally, these ideas could possibly find application and analogies in the training of physical systems, such as meta-materials or allosteric networks, see e.g. [37, 38].
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