Simulation study of singular spectrum analysis from time series data with outlier
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Abstract. In this simulation study, Singular Spectrum Analysis (SSA) will be used to analyze time series data with outlier. Time series data with outliers will be generated by open source software R (OSSR) for many replications. The goal of this research is to evaluate robustness of the SSA model. SSA analyzes both types of time series data, with outlier and without outlier. Performance of SSA will be evaluated by changing of SSA parameter (Window length) and other parameter is determined by automatic grouping. Moreover, the MAPE (mean absolute percentage error) of SSA is measured for both types of data. The result of Simulation study shows the larger the data the smaller the effect of the outliers. However, the larger the data the greater the shift in the value of L. The accuracy of SSA will decrease by 0.245 (MAPE) if there is available outlier in Moving Average (MA) data. For Autoregressive data, the accuracy of SSA will decrease by 0.264 (MAPE) if there is available single outlier in time series data.

1. Introduction
SSA is relatively new tool in time series modeling. At the beginning, SSA is used to decompose time series data, however most of SSA is used to forecast time series data. Nowadays, SSA is applied for many purposes for example Imputation time series data, linearity test, filtering and structural change detection.

SSA also has been applied for many disciplines such as Astronomy, Physics, Climatology, hydrology, economic and finance. The SSA technique has been used in a variety of fields such as, nonlinear dynamics [1], climate [2], medicine [3], mathematical statistics [4] and trading [5]. One of the interesting topic in SSA is robustness. In SSA forecasting, vector method is more robust then recurrent method [6]. A new robust approach for SSA procedure had been suggested by [7]. Moreover, the robustness of the SSA modeling comparison to the other forecasting techniques evaluated in [8]. A new algorithm Factorized Hankel Optimal Singular Spectrum Analysis (FHSSA) also had been proposed by [9], the result of this method is comparatively faster and robust to the existing classical SSA method.

In this research, we evaluate robustness of SSA by adding outlier in time series data. Robustness of SSA is measured by alternating MAPE and L (window length) values in clean data and data with outlier. Single outlier is put in the middle of time series generated data with values 3 to types of data (Autoregressive and Moving Average).
2. Methodology

In this session, we describe step of simulation methodology in SSA with outlier time series. The step of methodology can be seen in the figure 1.

- **Step 1**: Time series Data are generated by R with two models ARIMA (1,1,0) and ARIMA(0,1,1), these models are nonstationary models. We chose values of autoregressive and moving average 0.4 with $N = 100, 125, 150, 175, 200, 225$ and $250$ with 1000 replication. The detail of models can be seen in Simulation study below.
- **Step 2**: Generated data are split into two series, training and testing. Training series data are used for SSA modelling and testing data are used for evaluating the performance of SSA. The value of testing series called validation is 12.
- **Step 3**: Add single outlier to the middle of data, the value of outlier here 10000. If the number of generated data 100, we change data in position 50 by 10000.
- **Step 4**: Use SSA as a model for both clean and data with outlier. In all generated data, we use the same SSA procedure from Embedding, Singular value decomposition, auto grouping and forecasting.
- **Step 5**: Compute MAPE, SD and L, three statistic values of this simulation study are used to evaluated the robustness of SSA. MAPE value is measurement of model accuracy (SSA) to data. SD values is standard deviation of MAPE values of 1000 replication. The last, L is window length of SSA model of generated data.
- **Step 6**: Compare the three values (MAPE, SD and L) between clean data and data with outlier. From 1000 generated clean data and data with outlier, we have 1000 MAPE, SD and L values respectively. After getting these values (MAPE) we calculated the mean of MAPE of both types of data(clean data and data with outlier). The last Mean MAPE value of clean data are subtracted by MAPE value of data with outlier. The process of determining L is also calculated from both types of data. The L values of clean data were subtracted by L values of data with outlier.

![Figure 1. Flowchart of methodology.](image)
3. Simulation study

In this session, we generate two models, ARIMA (1,1,0) and ARIMA (0,1,1). The mathematics models are as follows;

\[ z_t = 1.4z_{t-1} - 0.4z_{t-2} + a_t \]  \hspace{1cm} (1)

\[ z_t = z_{t-1} - 0.4a_{t-1} + a_t \]  \hspace{1cm} (2)

Data were generated for various N = (100,125,150,175,200,225,250) with 1,000 replication. We used Autoregressive and moving autoregressive parameter 0.4. We used R.3.4.3 for running this simulation with package Rssa.

The simulation of time series data by SSA modeling had been done by many researchers [10], [11],[12],[13] and [14]. Many of these studies were done in multidimensional Singular Spectrum Analysis (MSSA). However, they use spectral equation instead of ARIMA models.

Output for these simulations are Mean, Standard deviation and L. Mean is average of MAPE values between data without outlier and data with outlier of 1,000 data generated. Same as Mean, Sd is standard deviation of MAPE values between data without outlier and data with outlier of 1,000 data generated. L is window length value of subtraction between data without outlier and data with outlier of 1,000 data generated.

4. Result and discussion

Performance of SSA is measured by MAPE, this criteria has been used by many researchers [15],[16] and [17] in simulation results. Result of simulation study is shown in the table below;

| N       | AR Model | MA Model |
|---------|----------|----------|
|         | Mean     | Sd       | L   | Mean     | Sd       | L   |
| 100     | 0.264    | 0.375    | 11  | 0.245    | 0.323    | 11  |
| 125     | 0.168    | 0.206    | 14  | 0.179    | 0.219    | 14  |
| 150     | 0.135    | 0.168    | 17  | 0.133    | 0.167    | 18  |
| 175     | 0.112    | 0.140    | 19  | 0.113    | 0.138    | 20  |
| 200     | 0.098    | 0.123    | 25  | 0.102    | 0.134    | 24  |
| 225     | 0.089    | 0.122    | 30  | 0.093    | 0.117    | 31  |
| 250     | 0.077    | 0.097    | 34  | 0.080    | 0.097    | 34  |

In the first column, the number of sample that had been generated, the values are from 100 to 250. The three next columns are result of AR simulated model. The difference between MAPE value of clean data and data with outlier for N=100 is 0.264. It means that if the data have single outlier in the middle of data (N=100), the accuracy of SSA model (MAPE) will change with value 0.264 and standard deviation 0.375. The larger the data the smaller the effect of the outliers. Moreover, the difference between L value of clean data and data with outlier for N=100 is 11. It means that if the data have single outlier in the middle of data (N=100), the value of L will change with value 11. The larger the data the greater the shift in the value of L.

The three last columns are result of MA simulated model. The difference between MAPE value of clean data and data with outlier for N=100 is 0.245 (the first value). It means that if the data have single outlier in the middle of data (N=100), the accuracy of SSA model (MAPE) will change with value 0.245 and standard deviation 0.323. The larger the data the smaller the effect of the outliers. Moreover, the difference between L value of clean data and data with outlier for N=100 is 11. It means that if the data have single outlier in the middle of data (N=100), the value of L will change with value 11. The larger the data the greater the shift in the value of L.
5. Conclusion
According to session before, the larger the data the smaller the effect of the outliers. That effect was happened not only for Autoregressive model but also for Moving average Model. However, effect of outlier to window length (L) value, the larger the data the greater the shift in the value of L both for autoregressive and for moving average models.
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