1 INTRODUCTION

An increasing number of services are available over the Internet. Servers are expected to process huge numbers of requests concurrently without noticeable degradation of performance (response times and throughput). Processing a request submitted by a client typically involves several steps: performing net (socket) I/O to read the request, analyzing the request, performing a local file I/O or looking up one or several external databases to find relevant information, doing some computations on the results of the queries, dynamically generating a response to the request, and sending the response back to the client via socket I/O. Therefore, requests represent processing tasks that can be further broken down into subtasks characterized by the resources they consume. By applying a level of abstraction to described steps we can say that processing a request involves a mix of computation and waiting, i.e. CPU-bound and non-CPU-bound subtasks. In modern server systems much more control over resource management is being delegated to the application level, and adequate performance at the application level represents an important factor in overall quality of service. The rationale is that modern server applications themselves (like those for supporting multimedia services, interactive Web
services for end users, database services, real time computing, etc.) are in a better position to know their precise requirements and may dynamically and autonomously adapt their demands to available resources. The research described in this paper has been directed towards analyzing the efficiency that task-handling threads organized in a pool manifest in processing requests characterized by different values of the CPU consumption factor. We define the CPU consumption factor $r$ as a parameter ($0 \leq r \leq 1$) that expresses which proportion of an overall request service time belongs to pure CPU processing. The remainder of the time is related to various kinds of waiting. A special situation occurs when processing steps have to be synchronized in a mutually exclusive way. Generally, synchronization introduces additional waiting that can be taken as an opportunity to increase utilization of threads and decrease sojourn times. Understanding of the impact of request characteristics on server performance, e.g. sojourn times, is an important basis for thread pool dimensioning and designing efficient control mechanisms.

The goal of the performance analysis presented in this paper is to find out and understand the impact of the number of threads $c$ in a pool, the CPU consumption factor $r$, and the synchronization of non-CPU-bound subtasks on sojourn time $T_{soj}$ of requests in a thread pool. We analyze and evaluate the extent to which these application-level multithreading mechanisms can influence server performance in the context of different types of workloads. The performance analysis has been done in two ways: by deriving an analytic performance model for the system and by load testing and sojourn time measurement on a real, instrumented, thread-pooled server application. Such an approach enables us to compare results obtained by the model with those obtained by measurement on running software. We believe that our effort at formal performance modeling represents a contribution toward better understanding thread pool behavior.

The structure of the paper is as follows. First we give an introduction to the problem. Next we discuss related work and some known analytical models. In Section 3 a queuing model of a thread pool is formulated along with a set of assumptions and definitions used. The model is recognized as a quasi-birth-death (QBD) process. Stability conditions of the system are derived, and a formal approach is presented to calculate expected sojourn time that requests spend in the pool, based on generating functions. Results obtained by analysis of the model are evaluated through measurements on an instrumented thread-pooled server. The experimental environment is described in Section 4. It consists of a synthetic workload generator and a server application implemented with a Java 7 ThreadPoolExecutor thread pool from a standard java.lang.concurrent package. Finally, we draw a conclusion.

2 RELATED WORK

Behavior inherent to multithreaded applications includes contention for software resources - threads. On the other hand, threads further contend for and use resources at the lower level: CPUs, memory, I/O communication channels, etc. Therefore, multithreaded applications can be modeled as a two-layered queuing network, representing the software and the hardware layer. The method of layers for analyzing software systems was introduced by Rolia and Sevcik [1]. A multithreaded processing system can also be modeled as a standard queue with FCFS or PS discipline if the number of threads in the pool was $c = 1$ or when $c \to \infty$ respectively. For these queues the sojourn time distribution is known precisely; see for example [2]. Although the number of requests in the system may be unbounded (open systems), the number of requests being served simultaneously may not. Therefore, the egalitarian Processor Sharing discipline (PS) is not feasible in practice and is not even desirable because of significant overhead due to the context switching effect when the number of threads is large. When the number of threads is limited (but larger than 1), this situation is modeled as a queue with the so-called limited processor sharing discipline with $c$ service positions (LPS-$c$). In practice this means that, when there are $c$ threads active at some moment in time, then each of these $c$ threads receives a fair share $1/c$ of the total CPU capacity. Therefore, the more threads that are active, the smaller is the processor capacity that can be assigned to each thread. In this way, the thread is no longer an autonomous entity operating at a fixed rate; instead, the processing rate of each thread continuously changes over time. Despite its wide range of applications, there are not too many studies on the LPS queue. Avi-Itzhak and Halfin provide some insights into the LPS system, and give an approximation for the expected sojourn time assuming Poisson arrivals. In [3] a closed form equation is given for end-to-end response time of a system with a limited number of service positions $c$ that equally share processor capacity. Expected total sojourn time is approximated by a convex combination of the M/G/1 FCFS and the M/G/1 PS queue with adequate weights. The equation is exact if the number of service positions equals 1 or tends to infinity. A computational analysis of limited processor sharing based on matrix geometric methods is performed in Zhang and Lipsky [4,5]. In [6] van der Weij considered sojourn times in a two-layered tandem LPS queue for small values of $c$. She extended Avi-Itzhak and Halfin’s approximation to a tandem of two multi-server queues, in which the active servers share a common resource in a PS fashion. In [7] a processor sharing queue with a limited number of service positions and an infinite buffer is studied. The authors indicate that the expected sojourn time is monotone in $c$. In PhD thesis [8], a study of fundamental performance questions...
about queuing models with shared resources such as stability issues of these models, product-form solutions and scheduling is presented. Approximation formulas for various performance quantities for the LPS queue are derived in [9] and based on diffusion limits.

A number of research efforts have focused on performance analysis, modeling and control of Web servers. Van der Mei et al. [10] present an end-to-end queuing model (a tandem queuing network) for the performance analysis of a Web server, encompassing the impact of client workload characteristics, server hardware/software configurations, communication protocols and interconnect topologies. An interesting paper that points in the direction of a self-adaptable multithreaded server is [11]. Gupta and Harchol-Balter consider the problem of dynamic admission control in resource-sharing systems when the job size distribution has high variability with the aim of minimizing the mean response time. In [12] Randić et al. have considered the possibility of applying a swarm recruitment mechanism as the control mechanism for dynamic assignment of threads to two thread pools connected in tandem.

The modeling and analysis approach described in the paper by Nawijn [13] had a strong impact on our work. He analyzed a tandem queue with delayed server release. In fact, he analyzed a queuing system that represents a queuing phenomenon occurring at a gasoline station where a customer serves himself when filling the tank, and subsequently, pays at the counter in the shop. But during the sojourn time in the shop the customer’s car blocks one of the servers (pumps), which becomes free again when the customer leaves the station. A similar effect, making a thread unavailable for servicing in the first station because of its migration to the second station, occurs in our model of a thread pool (Section 3).

3 THE MODEL

We define the following model to calculate the mean sojourn time of requests with a specified CPU consumption factor in a thread-pooled server under a stationary regime. A request is a typed message that contains a description of some task, i.e. job, to be done, along with the data required to complete that task. A task is the fundamental unit of work with well-defined boundaries. Most server applications offer a natural choice of a task boundary - individual client requests. Therefore, any request that enters the server represents a task that should be finished. In our model we adopt a simple formulation of a service offered by the server. Each task related to a request is processed through all of its steps by a single service position. In the real server, a service position is implemented as a software resource named a task-handling thread, and these threads are organized in a thread pool. Therefore, in this model the terms service position and thread are used as synonyms.

An overall task is divided into two sequenced subtasks characterized as CPU-bound or non-CPU-bound. Processing the non-CPU-bound subtask results in a thread being blocked or waiting for some event that can be, for example, waiting for data requested from an external database or some other kind of request via network, waiting due to synchronization, etc. Non-CPU-bound subtasks can be independent or dependent in the way that they are synchronized with a mutual exclusion type of synchronization.

Requests arrive at the thread pool according to a Poisson process at the rate $\lambda > 0$. Tasks are characterized by two parameters: the overall mean service time $T_s$ and a parameter $r$ (the CPU consumption part of tasks) specifying the proportion of the overall service time that represents the exclusive CPU processing subtask. Therefore, CPU-bound subtasks have exponentially distributed service times with mean $T_{CPU} = rT_s$ while non-CPU-bound subtasks have exponentially distributed service times with mean $T_{-CPU} = (1 - r)T_s$. The $\mu_1 = 1/T_{CPU}$ and $\mu_2 = 1/T_{-CPU}$ represents corresponding service rates.

The thread-pool model has the form of a tandem queue with two stations (Fig. 1) numbered 1 and 2. Each request demands service at both stations before leaving the system. Stations have buffers with unlimited numbers of waiting positions, i.e. no rejection is possible. The number of service positions occupied or available for processing subtasks in the system is $c$. The first station is a queue with a limited and variable number of service positions $n_1$ ($0 \leq n_1 \leq c$) and LPS discipline. If not all threads are occupied, then the buffer is empty and newly arriving requests immediately occupy a thread. Once a request moves into service it is never preempted. Whenever all threads in the first station are occupied, a new arrival joins the end of the thread pool buffer. Once a thread becomes available the first request waiting in the buffer will be served in FCFS order. In the first station, threads are processing CPU-bound subtasks with mean service time $T_{CPU}$. The processor capacity is always shared equally among all requests occupying service positions in the first station (LPS). After finishing service in the first station, a thread moves to the second station and becomes unavailable for service in the first station. At that moment, the number of service positions in the first station $n_1$ decrements by one. In the second station, threads are processing non-CPU-bound subtasks with mean service time $T_{-CPU}$. If the processing of these subtasks is synchronized with mutual exclusion, an arriving thread can either join the synchronization buffer and wait its turn, i.e. wait for other threads to finish their subtasks, or immediately start processing if the second station is empty. The buffer in the second station is filled with threads waiting for the synchronization mechanism, and this is why the maximal number of entities that can be placed in the synchronization buffer is limited to $c - 1$.
i.e. \( n_2 \leq c \). If non-CPU-bound subtasks are not synchronized, and if underlying hardware resources responsible for I/O allow true parallelism, then the second station represents an \( M/M/n_2 \) queue with an empty buffer. After a thread has finished its processing at the second station, it immediately joins threads available for processing in the first station. This is the moment when the number of service positions in the first station \( n_1 \) increments and a request’s sojourn in the server is completed.

\[ P_{0,c}(\lambda + m \mu_2) = P_{0,c} \lambda + P_{i,c+1} m_1 \mu_1 \]

For thread pools with \( c = 1 \) there is no difference between the synchronized and the unsynchronized case because the state transition diagrams are identical and \( m_j = 1 \) for both cases. In fact this is the case when the synchronization queue has no effect, and the system behaves as an \( M/Hypo(2)/1 \) queue with hypo-exponential service time distribution. Only a single request is processed at any given moment.

**Fig. 1. Thread pool model**

The model is completely described by two random variables \( X_t \) and \( Y_t \). \( X_t \) represents the number of subtasks that are waiting for processing or are being processed in the first station, while \( Y_t \) represents the number of subtasks in the second station. By the assumptions mentioned before, the process \( \{X_t, Y_t, t \geq 0\} \) is a continuous-time Markov chain with two-dimensional state space \( \{0, 1, \cdots \} \times \{0, 1, \cdots, c\} \). A state is represented by a pair \((i, j)\) where the first entry \( i \) represents the number of subtasks in the first station at time \( t \). There \( i_p = \min\{i, c-j\} \) threads are running CPU-bound subtasks, and the other \( i-i_p \) requests for subtasks are waiting in the buffer. The second entry \( j \) \((1 \leq c)\) represents the number of threads in the second station. One thread is running while the other \( j-1 \) are waiting in the case of synchronized non-CPU bound subtasks or all \( j \) threads are running in parallel in the case of unsynchronized subtasks.

Let us assume that the system is in state \((i, j)\). The process evolution is driven by the following transitions (Fig. 2):

- **a)** Arrival of a new request at the first station triggers a transition to state \((i+1, j)\). Arrivals move the process from state \((i, j)\) to state \((i+1, j)\) at rate \( \lambda \).

- **b)** A thread that finishes processing at the first station and starts processing at the second station or joins the synchronized queue at the second station, triggers a transition to the state \((i-1, j+1)\). The process jumps from state \((i, j)\) to state \((i-1, j+1)\) at service rate \( \mu_1 \).

- **c)** A thread that finishes processing at the second station joins the first station and triggers a transition to \((i, j-1)\). The process jumps from state \((i, j)\) to state \((i, j-1)\) at service rate \( m_j \mu_2 \), for \( j = \{1, \cdots, c\} \). In the synchronized case \( m_j = 1 \forall j \), while in the unsynchronized case \( m_j = j \).

**Fig. 2. State transition diagram**

Let \( P_{i,j} = Prob\{X_t = i, Y_t = j\} \) when \( t \to \infty \), then the stationary distribution of the process is denoted by \( \{P_{i,j}, i \geq 0, 0 \leq j \leq c\} \). Necessary and sufficient conditions for the existence of the distribution will be stated later. Assuming that a steady state exists, the global balance equations can be expressed as follows:

\[ P_{0,0} \lambda = P_{0,1} m_1 \mu_2 \]

\[ P_{0,j}(\lambda + m_j \mu_2) = P_{0,j+1} m_j+1 \mu_2 + P_{i,j} m_1 \mu_1 \]

\[ (1 \leq j \leq c - 1) \]

\[ P_{0,0}(\lambda + \mu_1) = P_{1,0} \lambda + P_{i,1} m_1 \mu_2 (i \geq 1) \]

\[ P_{i,j}(\lambda + \mu_1 + m_j \mu_2) = P_{i-1,j} \lambda + P_{i+1,j} m_1 \mu_1 \]

\[ + P_{i,j+1} m_j+1 \mu_2 \]

\[ (i \geq 1, 1 \leq j \leq c - 1) \]

\[ P_{i,c}(\lambda + m_c \mu_2) = P_{i-1,c} \lambda + P_{i+1,c} m_1 \mu_1 (i \geq 1) \]

\[ P_{0,c}(\lambda + m_c \mu_2) = P_{i+1,c} m_1 \mu_1 \]
3.1 Stability condition for the process

Informally speaking, in an unstable queuing system the total number of requests, under proper scaling in time, will become infinite, whereas a system is stable if the number of requests remains finite. In this subsection we derive stability conditions for the previously formulated continuous time Markov chain \( \{X_t, Y_t\} \). It is evident that the chain is an instance of a special class of processes that are called Birth and Death (QBD) processes. The concept of QBD process was introduced by Evans [14] and Wallace [15]. As we emphasized before, the state space \( S \) is given as a set of pairs \( S = \{ (i, j) | 0 \leq i, 0 \leq j \leq c \} \). In QBD process theory, the parameter \( i \) of the first dimension is called the level of the state. The parameter \( j \) of the second dimension refers to one of \( c+1 \) states within a level, which are called inter-level states or phases. By definition, in a QBD process there may be an infinite number of levels, and transitions are only possible between neighboring levels. Levels are divided into two parts: (1) the boundary (or initial) level(s) (0 ≤ \( i \) ≤ \( k \)); this part must be finite; in our model only level \( i = 0 \) is a boundary level and (2) the repeating (or repetitive) levels \( i \geq k \); this part has to have a regular structure but may be infinite as in our model. The generator matrix of the QBD process is structured as a block-tridiagonal form with repetitive elements:

\[
Q = \begin{bmatrix}
B & A_0 & \cdots \\
A_2 & A_1 & A_0 \\
& A_2 & A_1 & A_0 \\
& & \ddots & \ddots \\
& & & A_2 & A_1 & A_0
\end{bmatrix}
\]

where submatrix \( A_0 \) encodes forward transitions from level \( i \) to level \( i+1 \), for \( i \geq 0 \). Submatrix \( A_2 \) encodes backward transitions from level \( i \) to level \( i-1 \), for \( i > 0 \). Finally, submatrices \( B \) or \( A_1 \) encode local transitions within level \( i \). The off-diagonal elements of \( Q \) are given by the steady state transition rates as follows: \( \lambda \) – transition rate from level \( i \) to level \( i+1 \) for all phases, \( \mu_1 \) – transition rate from phase \( j \) of an arbitrary level \( i > 0 \) to phase \( j + 1 \) of level \( i - 1 \), and \( m_{j+1} \mu_2 \) – transition rate from phase \( j > 0 \) of an arbitrary level \( i \) to phase \( j - 1 \) of the same level. The diagonal elements of \( Q \) are given in such a way as to ensure that the elements of each row of \( Q \) sum up to 0. We have defined the following matrices, all of size \([c+1] \times [c+1] \) for boundary \( i = 0 \) and repeating levels \( i \geq 1 \):

\[
B = \begin{bmatrix}
-\lambda & m_1 \mu_2 & -\lambda + m_1 \mu_2 & -\lambda + m_2 \mu_2 & \cdots & -\lambda + m_c \mu_2 \\
m_1 \mu_2 & -\lambda & m_2 \mu_2 & -\lambda + m_2 \mu_2 & \cdots & -\lambda + m_c \mu_2 \\
m_2 \mu_2 & m_1 \mu_2 & -\lambda & -\lambda + m_2 \mu_2 & \cdots & -\lambda + m_c \mu_2 \\
& m_2 \mu_2 & m_1 \mu_2 & -\lambda & -\lambda + m_2 \mu_2 & \cdots \\
& & & \ddots & \ddots & \ddots \\
& & & & m_c \mu_2 & -\lambda + m_c \mu_2
\end{bmatrix}
\]

\[
A_0 = \begin{bmatrix}
\lambda & \lambda & \cdots & \lambda \\
\lambda & \lambda & \cdots & \lambda \\
& \lambda & \cdots & \lambda \\
& & \ddots & \ddots \\
& & & \lambda
\end{bmatrix}
\]

\[
A_2 = \begin{bmatrix}
0 & \mu_1 & 0 & \cdots & 0 \\
\mu_1 & 0 & \cdots & 0 \\
0 & \mu_1 & \cdots & 0 \\
& \ddots & \ddots & \ddots \\
& & \ddots & \ddots & \mu_1 \\
& & & \mu_1 & 0
\end{bmatrix}
\]

\[
A_1 = \begin{bmatrix}
-(\lambda + \mu_1) & -\lambda + m_1 \mu_2 & \cdots & \cdots & \cdots \\
\mu_1 & -(\lambda + \mu_1) + m_1 \mu_2 & \cdots & \cdots & \cdots \\
& \mu_1 & -(\lambda + \mu_1) + m_2 \mu_2 & \cdots & \cdots \\
& & \ddots & \ddots & \ddots \\
& & & \ddots & \ddots \\
& & & & -(\lambda + \mu_1) + m_c \mu_2
\end{bmatrix}
\]

For reasons of stability and ergodicity the drift of the process to higher levels must be smaller than the drift to the lower levels [16]. Theorem 1.3.2 given in [17] states that any QBD process is positive recurrent if and only if:

\[
\pi A_2 e > \pi A_0 e
\]

where \( e \) is the unit column vector with all entries equal to one and \( \pi \) is the steady state probability vector \( \pi = [\pi_0, \pi_1, \ldots, \pi_c] \) of the finite generator matrix \( A = A_2 + A_1 + A_0 \).

Inequality (2) represents a necessary and sufficient stability condition under which the QBD process has a unique stationary distribution \( \{P_{i,j} \geq 0, 0 \leq j \leq c \} \). The vector \( \pi \) satisfies: \( \pi A = 0 \) and \( \sum_{j=0}^{c} \pi_j = 1 \), making a system of equations that enable us to calculate the probabilities \( \pi_0, \pi_1, \ldots, \pi_c \). For different \( c \), stability condition (2) can be expressed as \( \lambda < k_c \), where \( k_c \) can be computed by the following recursion:

\[
\begin{align*}
b_1 &= \mu_1 m_1 \mu_2 \\
n_1 &= \mu_1 + m_1 \mu_2 \\
b_{i+1} &= \mu_1 m_{i+1} \mu_2 n_i \\
n_{i+1} &= n_i (\mu_1 + m_{i+1} \mu_2) - b_i \\
k_i &= \frac{b_i}{n_i}
\end{align*}
\]

By replacing \( \mu_1 = 1/r T_s \) and \( \mu_2 = 1/(1-r) T_s \) in (3) the stability condition becomes \( \lambda T_s < k_c(r) \) i.e. \( \rho < k_c(r) \). The function \( k_c(r) \) represents the boundary load imposed by requests characterized by the CPU consumption factor \( r \) that barely imply that a thread pool with \( c \) threads will become unstable. If the load is less than \( k_c(r) \), the pool remains stable. Functions \( k_c(r) \) for synchronized non-CPU-bound subtasks \( (m_i = 1 \forall i) \) are calculated and presented in Fig. 3. Pools with \( c = 1 \) can only accept a maximum load of less than 1 or else factor \( r \) becomes relevant. For \( c > 1 \) maximum load can be applied for tasks with \( r = 0.5 \). Moreover, lim\( r \to \infty k_c(0.5) \to 2 \) expresses...
the maximum load that can be applied to the system with balanced subtasks \((r = 0.5)\) to preserve the stability condition. Functions \(k_i(r)\) for unsynchronized non-CPU-bound subtasks \((m_i = i)\) are presented in Fig. 4. Maximum load can be applied to the pool when \(r = 0\) (pure non-CPU-bound tasks). In this case the pool behaves as an \(M/M/c\) system. A more realistic situation is when \(r > 0.75\). In that situation, the pool has a similar ability to cope with load, and it is of no consequence whether non-CPU-bound subtasks are synchronized or not.

![Fig. 3. Allowed maximum load: synchronized non-CPU-bound subtasks](image)

![Fig. 4. Allowed maximum load: unsynchronized non-CPU-bound subtasks](image)

### 3.2 Model analysis: generating function approach

For calculating the average number of requests in the system and their mean sojourn time we used a generating function approach described in the following subsections. Let us define the generating function for each phase of the process:

\[
G_j(z) = \sum_{i=0}^{\infty} z^i P_{i,j}, \quad |z| \leq 1, \quad 0 \leq j \leq c \tag{4}
\]

We use the following analytics to derive generating functions. All those balance equations from (1) that define probabilities \(P_{i,j}\) for states related to phase \(j\) and all levels \(i = 0, \ldots, \infty\) are divided by \(\mu_2\). Then we use substitutions \(\rho_2 = \lambda/\mu_2\) and \(p = \mu_1/\mu_2\). Finally, the equations are multiplied by \(z^i\) where \(i\) represents corresponding levels. For example, for phase \(j = 0\) we consider the following subset of balance equations:

\[
\begin{align*}
P_{00}\lambda &= P_{01}m_1 \mu_2 \\
P_{10} (\lambda + \mu_1) &= P_{00}\lambda + P_{11}m_1 \mu_2 \\
P_{20} (\lambda + \mu_1) &= P_{10}\lambda + P_{21}m_1 \mu_2 \\
&\vdots \\
P_{00}\rho_2z &= P_{01}m_1 \\
P_{10}(\rho_2 + p)z &= P_{00}\rho_2z + P_{11}m_1 z \\
P_{20}(\rho_2 + p)z^2 &= P_{10}\rho_2z^2 + P_{21}m_1 z^2 \\
&\vdots
\end{align*}
\]

Summation over \(i\) yields:

\[
\rho_2 \sum_{i=0}^{\infty} z^i P_{i,0} + p \sum_{i=1}^{\infty} z^i P_{i,0} =
\]

\[
\rho_2 \sum_{i=0}^{\infty} z^{i+1} P_{i,0} + m_1 \sum_{i=0}^{\infty} z^i P_{i,1}
\]

Multiplying this equation by \(z\) and introducing the following notation for compactness:

\[
\begin{align*}
a_0(z) &= \rho_2(1 - z) + p \\
a_j(z) &= \rho_2(1 - z) + m_j + p, \quad 1 \leq j < c \\
a_c(z) &= \rho_2(1 - z) + m_c
\end{align*}
\]

we obtain the equation for phase 0:

\[
z a_0(z) G_0(z) - m_1 z G_1(z) = p P_{00} z
\]

By repeating the procedure over all phases \(0 \leq j \leq c\) we obtain a system of \(c + 1\) linear equations. This is a common result that is a consequence of the application of generating functions. An infinite set of global balance equations (1) has been transformed into a finite set of linear equations.
equations that can be represented as a matrix equation:

\[
\begin{bmatrix}
z_{a_0}(z) & -m_1 z & 0 & \cdots & 0 \\
p & z_{a_1}(z) & -m_1 z & 0 & \vdots \\
0 & -p & z_{a_1}(z) & \ddots & 0 \\
\vdots & 0 & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & -p & z_{a_c}(z)
\end{bmatrix}
\begin{bmatrix}
G_0(z) \\
G_1(z) \\
G_2(z) \\
\vdots \\
G_{c-1}(z) \\
G_c(z)
\end{bmatrix}
= \begin{bmatrix}
pP_{00} & pP_{01} & \cdots & pP_{0c-1} & -pP_{0c-2} \\
pP_{10} & pP_{11} & \cdots & pP_{1c-1} & -pP_{1c-2} \\
pP_{20} & pP_{21} & \cdots & pP_{2c-1} & -pP_{2c-2} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
pP_{c-1} & \cdots & pP_{c-1} & -pP_{c-2} & \cdots \\
-pP_{0} & \cdots & -pP_{c-2} & \cdots & -pP_{c-2}
\end{bmatrix}
\]

or in short: \(A(z)G(z) = P(z)\). \(A(z)\) is a \([c+1] \times [c+1]\) matrix. Unknown generating functions \(G_j(z)\) can be calculated from (5) as: \(G_j(z) = D_j(z)/D(z), j = 0, \cdots, c\) where \(D_j(z) = \text{det}A_j(z)\) and \(D(z) = \text{det}A(z)\) are determinants following from Cramer’s rule; i.e. \(A_j(z)\) is obtained from \(A(z)\) by replacing the \(j\)-th column by \(P(z)\). However, the \(c\) “boundary level” probabilities \(P_{0,j}\) for \(0 \leq j \leq c - 1\) have to be determined first. Knowledge of these probabilities fully determines the generating functions.

For calculating boundary level probabilities \(P_{0,j}\) for \(0 \leq j \leq c - 1\) we need \(c\) equations in \(P_{0,j}\). It is trivial to determine these probabilities if \(c \leq 2\) (a single-threaded or double-threaded pool). It can be done from a system of equations consisting of the normalization condition and a global balance equation. If \(c\) is greater, we need additional analytics and a more elaborate approach. The approach is based on determining and resolving a system of linear equations composed of: a) the normalization condition, b) an appropriate subset of balance equations, and c) equations in \(P_{0,j}\) obtained from zeros of determinant \(\text{det}A(z)\) = 0 inside or on the unit circle, i.e. where \(|z| \leq 1\).

a) The normalization condition is a global equation containing \(P_{0,j}\) derived from \(c - 1\) equations that follow from horizontal cuts on a state transition diagram (see Fig. 2):

\[
P_j m_j \mu_2 = P_{j-1} \mu_1 - P_{0,j-1} \mu_1 \quad 1 \leq j \leq c
\]

and divided by \(\mu_2\),

\[
P_j m_j = pP_{j-1} - pP_{0,j-1} \quad 1 \leq j \leq c  \quad (6)
\]

and one equation that is obtained by summation over all diagonal cuts on a state transition diagram:

\[
\lambda \sum_{j=0}^{c} P_j = \mu_2 \sum_{j=1}^{c} m_j P_j,
\]

divided by \(\mu_2\) it yields:

\[
\rho_2 = \sum_{j=1}^{c} m_j P_j  \quad (7)
\]

The set of equations (6) enables us to express all \(P_j\)’s solely by boundary level probabilities \(P_{0,j}\) and \(P_0\) solely. Inserting these \(P_j\)’s in (7) and respecting that \(\sum_{j=0}^{c} P_j = 1\), we obtain the normalization condition:

\[
p \left\{ \sum_{j=0}^{c-1} P_{0,j} \left( \sum_{k=0}^{c-1} p^k \left( \prod_{l=k+1}^{c} m_l \right) \right) \right\} - \sum_{j=1}^{c-1} P_{0,j} \left( \sum_{k=0}^{c-1} p^k \left( \prod_{l=k}^{c-1} m_l \right) \right) = \sum_{k=1}^{c} p^k \left( \prod_{l=k}^{c} m_l \right) - \rho_2 \sum_{k=0}^{c} p^k \left( \prod_{l=k+1}^{c} m_l \right)
\]

For the synchronized case where the \(m_l = 1 \forall l\), the normalization condition becomes:

\[
p \left\{ \sum_{j=0}^{c-1} P_{0,j} \sum_{k=0}^{c-1} p^k = \sum_{k=1}^{c} p^k - \rho_2 \sum_{k=0}^{c} p^k \right\}
\]

b) Additional equations in \(P_{0,j}\) can be obtained from zeros of \(\text{det}A(z)\). The number of equations depends on the number of roots that the polynomial \(\text{det}A(z)\) has in the open interval \((0, 1)\). The problem of determining roots is considered in certain papers (see for example Theorem 5.3.1 in [18]). Polynomial \(\text{det}A(z)\) (see the form of the matrix \(A(z)\) in equation (5)) has \(c/2 - 0.5\) roots for an odd number of threads \(c\), and \(c/2 - 1\) roots for an even number of \(c\) in the interval \(z \in (0, 1)\). Also, it has a root of multiplicity \(c/2 + 0.5\) at \(z = 0\) for odd \(c\) and a root of multiplicity \(c/2 + 1\) at \(z = 0\) for even \(c\). Finally, the polynomial has a single root at \(z = 1\). If there exists \(z_0 \in (0, 1)\) such that \(\text{det}A(z_0) = 0\), then \(\text{det}A_j(z_0)\) for all \(j = 0, \cdots, c\) must equal 0 as well because generating functions \(G_j(z_0) = \text{det}A_j(z_0)/\text{det}A(z_0)\), by definition, converge in the interval \([0, 1]\). Since \(G_j(z)\) are analytic in \(|z| \leq 1\), \(\text{det}A_j(z)\) have to vanish at all those roots where \(\text{det}A(z)\) vanishes. Hence, for every \(z_0 \in (0, 1)\) we obtain an additional equation for the unknown probabilities of the form \(\text{det}A_j(z_0) = 0\). Note
that the equations $\det A_j(z_0) = 0$ for $j = 0, \cdots, c$ are linearly dependent [19] and therefore yield only one equation for one root.

c) For $c \geq 2$, to calculate $c$ boundary probabilities $P_{0,j}$ we need to include $c^2/4$ balance equations if $c$ is even, or $(c - 1)^2/4$ equations if $c$ is odd. See Table 1 with examples for some $c$. If $c = 1$, the only boundary probability $P_{0,0}$ can be simply derived from the normalization condition: $m_1pP_{0,0} = m_3p - (p + m_1)p_2$.

For both the synchronized and unsynchronized case:

$$P_{0,0} = 1 - \rho_1 - \rho_2$$

If $c = 2$, $P_{0,0}, P_{0,1}$ can be derived from the normalization condition and one balance equation for $P_{0,0}$:

$$(m_1 m_2 p_2 + m_1^2 m_2 p) P_{0,0} + ((m_1 m_2 - m_1^2) p^2 + m_1^2 m_2 p) P_{0,1} = m_1 m_2 p_2 + m_1 m_2 p^2 - (m_1 p^2 + m_1 m_2 p + m_1^2 m_2) \rho_2$$

$$P_{0,0} \lambda = P_{0,1} m_1 \rho_2$$

Table 1 shows balance equations for $P_{ij}$ that must be included in the system for calculating boundary probabilities for $c = 2, 3, 4, 5, 10, 11$.

| $c$ | $P_{0,0}$ | $P_{0,1}$ | $P_{0,2}$ | $P_{0,3}$ | $P_{0,4}$ | $P_{0,5}$ | $P_{0,6}$ | $P_{0,7}$ | $P_{0,8}$ | $P_{0,9}$ |
|-----|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 10, 11 |           |           |           |           |           |           |           |           |           |           |
| 3   |           |           |           |           |           |           |           |           |           |           |
| 2, 3 |           |           |           |           |           |           |           |           |           |           |

### 3.3 Calculating sojourn times

We have already stressed the following characteristic of generating functions: for all $|z| \leq 1$, $|G_j(z)| \leq 1$, i.e. it is convergent. Furthermore, $G_j(z) = 1 = P_j$, where $P_j$ are boundary probabilities: $P_j = \sum_{i=0}^{\infty} P_{i,j}$, for $0 \leq j \leq c$. The long run, i.e. the expected number of requests $E[N] = \sum_{j=0}^{c} \sum_{i=0}^{\infty} (i + j) P_{i,j}$, can be determined from generating functions $G(z)$. First we calculate the average number of requests $N_j$ related to each phase $j$ of the process.

$$G_0(z) = P_{0,0}z^0 + P_{0,1}z^1 + P_{0,2}z^2 + \cdots$$
$$z^jG_j(z) = P_{0,j}z^j + P_{1,j}z^{j+1} + P_{2,j}z^{j+2} + \cdots$$

$$\frac{d}{dz} (z^j G_j(z)) = jP_{0,j}z^{j-1} + (1 + j)P_{1,j}z^j$$
$$+ (2 + j)P_{2,j}z^{j+1} + \cdots$$

$$\lim_{z \to 1} \frac{d}{dz} (z^j G_j(z)) = jP_{0,j} + (1 + j)P_{1,j} + (2 + j)P_{2,j}$$
$$+ \cdots = \sum_{i=0}^{\infty} P_{i,j}(i + j) = N_j$$

Therefore,

$$N_j = \lim_{z \to 1} \left( \frac{d}{dz} (z^j G_j(z)) \right) = \lim_{z \to 1} \left( \frac{d}{dz} \left( z^j \frac{D_j(z)}{D(z)} \right) \right)$$

and applying the L’Hospital rule yields:

$$N_j = \lim_{z \to 1} \frac{2j D_j(z) D'' - D_j(z) D'''}{2(D(z))^2}$$

Finally: $E[N] = \sum_{j=0}^{c} N_j$ can be used to calculate mean sojourn time by Little’s law as: $E[T_{soj}] = E[N]/\lambda$.

The calculated mean sojourn time of requests in a thread pool both for the synchronized and unsynchronized case is depicted in diagrams in Fig. 5 and Fig. 6. It is worth mentioning that in both cases the model gives similar results when $r > 0.75$, and this range of values characterizes requests that arrive in real server applications.

![Fig. 5. Calculated sojourn time (synchr. case)](image-url)

All determinant calculation, analysis of the roots, derivations together with limits calculation necessary for calculation analytics described in this Section, and results depicted in diagrams have been done with the Maxima tool [20].
Achieving both precise duration of task processing and measurement precision was not easy. Special care was taken to achieve precision in duration of processing. Processing of subtasks should last as close as possible to the periods specified by each request. To achieve this, we have modified standard java.lang.Thread and used it as a task-handling thread in the pool. We made modifications directly to the Thread class, not via class inheritance to be assured that we did not introduce any additional burden due to the inheritance mechanism, method overriding and interactions between thread-pool object and threads that could affect results of measurement. More precisely, we added to the Thread class a new method cpuBoundTask and a few attributes. We modified the standard sleep method too. Method with prototype:

```java
void cpuBoundTask(
    long cpuProcessingTime,
    ThreadMXBean tmxBean)
```

is designed to occupy the CPU for a duration as close as possible to the period specified by parameter cpuProcessingTime in milliseconds. Of course, the thread will be occupied longer, i.e. real (wall) time is greater then cpuProcessingTime, if more than one thread in the pool contend for the CPU. While the cpuBoundTask method is running, elapsed CPU times are measured by the ThreadMXBean. These measurements are not affected by other activities. CPU time is the total time an application or part of it (e.g. a thread) spent using CPU. A call to the modified sleep method emulates waiting for a service on another machine (e.g. a database server) Calls to sleep can be synchronized or unsynchronized.

The real constraint in the server design was the time measurement imprecision implied by the OS. For MS Windows, time intervals less than 17 ms cannot be measured accurately at the application level. Therefore, in both cpuBoundTask and sleep methods a time correction algorithm was included. Any processing that lasts more or less then requested, causes an adequate correction to processing time that is transferred and applied to the next request. With the above-mentioned design improvements to the experimental setup, accurate measurement can be obtained if quantities of time have means greater than 50 (ms).

The experimental setup allows the evaluation of analytical results presented in Section 3. Furthermore, the environment allows extending measurements to requests that had service times distributed with a squared coefficient of variation \(c_v\) greater than one. Also, the environment allows analyzing the impact that usage of multiple cores has on sojourn times. The assumption of greater \(c_v\) better matches the characteristics of real Web requests. Diagrams in this section represent measured so-

![Fig. 6. Calculated sojourn time (unsynchr. case)](image)
sojourn times in the thread-pooled server with: a fixed number $c$ of threads, Poisson arrivals of requests with intensity $\lambda = 1/0.267$ (req/sec) and exponential ($c_v = 1$) or gamma ($c_v > 1$) service times, and distributions of CPU- and non-CPU-bound subtasks with means: $T_{CPU} = rT_s$ and $T_{=CPU} = (1 - r)T_s$. The overall service time was $T_s = 0.2$ (sec) and the load $\rho = \lambda T_s = 0.75$.

Sojourn times measured on a synchronized server with $c = 3$ and different squared coefficients of variations of the task’s service times are presented in Fig. 7. Sojourn time grows with $c_v$ especially for tasks with lower $r$.

Only for $c_v = 1$ is the curve symmetric. But, for $c_v > 1$ the system is more effective if tasks with a greater CPU consumption factor are processed. We have already mentioned that for boundary cases $r = 0$ and $r = 1$ a synchronized thread pool behaves as an ordinary $M/G/1$ FCFS and an $M/G/1$ LPS-c queue respectively. We recall that PS discipline is more effective than FCFS in the cases where service time distributions have greater variations i.e. when $c_v > 1$. The curve for $c = 3$ and $c_v = 1$ fits those obtained analytically (depicted earlier in Fig. 5).

For unsynchronized non-CPU-bound subtasks the system is more effective when $c > 1$; see curves with $c = 3$ in Fig. 8. For the boundary case where $r = 0$, the system behaves as an $M/G/c$ FCFS queue that is much more effective if compared with LPS-c. Curves with $c_v = 1$ match very well to those obtained analytically (depicted earlier in Fig. 6).

Curves in Fig. 9 can be compared with those in Fig. 5 because they represent the same thread-pool configuration but loaded by requests that impose service times with a greater coefficient of variation $c_v = 3$. Curves become asymmetric and the system displays weaker performance in regard to the sojourn times.

### 5 CONCLUSION

Resource sharing systems such as Web or database servers are loaded with requests with different CPU consumption demands and service time distributions. These servers are usually designed and structured with a thread pool as a major component for servicing. Dimensioning and controlling of such servers, as well as defining ade-

---

**Fig. 7.** Measured $T_{soj}$ (synch. case)

**Fig. 8.** Measured $T_{soj}$ (unsynchronized case)

**Fig. 9.** Effect of $c$ on sojourn times when $c_v = 3$
quate resource management policies, with the aim of minimizing requests’ sojourn times, all presuppose comprehensive performance analysis of thread-pooled systems. Generally, design of efficient multithreaded programs suited to the next-generation processors will be based on knowledge obtained through the performance analysis of such systems.

We define a model of a thread pool that allows us to calculate the mean sojourn times as a function of system load $(\lambda, \mu_1, \mu_2)$, number of threads in the pool $c$ and the CPU consumption factor $r$ of requests. The model assumes that requests’ service times are exponentially distributed with a squared coefficient of variation equal to one. The sojourn times related to the requests with exponentially distributed service times predicted by the model fit the experimental outcome very well. Furthermore, the experimental environment should enable us to measure performance metrics on the thread pool with blocking i.e. those pools that have buffers with a limited number of places. These issues are not considered in the paper. Analysis of sojourn times confirms that for both synchronized and unsynchronized cases these times decrease very quickly when the number of threads increases and tasks are balanced. But if tasks are purely CPU- or non-CPU-bound $r \approx 0$ or $r \approx 1$ and service times are exponentially distributed, the number of threads has no effect on sojourn times. Measurement results related to service time distributions with $c_v > 1$ indicate how sojourn time changes with respect to $c$ and $c_v$.

Most of the results presented in this paper are related to the situation where only one CPU is available for running threads. We believe that the performance model of a thread pool as it is presented and analyzed in this paper represents a valuable basis that can be further developed to comprehend multi-core systems.
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