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Abstract. Relativistic corrections to the evolution of structure can be used to test general relativity on cosmological scales. They are also a well-known systematic contamination in the search for a primordial non-Gaussian signal. We present a numerical framework to generate RELativistic second-order Initial Conditions (RELIC) based on a generic (not necessarily separable) second-order kernel for the density perturbations. In order to keep the time complexity manageable we introduce a scale cut that separates long and short scales, and neglect the “short-short” coupling that will eventually be swamped by uncontrollable higher-order effects. To test our approach, we use the second-order Einstein-Boltzmann code SONG to provide the numerical second-order kernel in a $\Lambda$CDM model, and we demonstrate that the realisations generated by RELIC reproduce the bispectra well whenever at least one of the scales is a “long” mode. We then present a generic algorithm that takes a perturbed density field as an input and provides particle initial data that matches this input to arbitrary order in perturbations for a given particle-mesh scheme. We implement this algorithm in the relativistic N-body code gevolution to demonstrate how our framework can be used to set precise initial conditions for cosmological simulations of large-scale structure.
1 Introduction

We can learn much about the physics of inflation from the statistical properties of cosmological fluctuations. In particular, if these fluctuations are sourced by more than one light degree of freedom, there should be a physical correlation among long and short scales that is absent in all single-field models [1–5]. This correlation shows up as a divergence in the so-called squeezed limit of the primordial bispectrum, \( B(k_1, k_2, k_3) \), when one of the modes is much smaller than the other two, \( k_1 \ll k_2, k_3 \). This type of divergence can be constrained by comparing data with the “local template” (see e.g. [6, 7]), with amplitude \( f_{NL} \). The study of primordial correlation functions beyond two-point statistics is called primordial non-Gaussianity (PNG).

The current constraint, given by Planck, is \( f_{NL} = -0.9 \pm 5.1 \) [8]. Recent measurements have constrained \( f_{NL} \) using the the scale-dependent halo bias in the power spectrum and obtained \( f_{NL} = -12 \pm 21 \) [9]. Future large-scale survey experiments such as Euclid, the Vera Rubin Observatory, SKA or SPHEREx [10–13], are expected to reach percent accuracy for \( k \leq 1 \) Mpc\(^{-1} \) [14] which could add more constraints on the primordial scenarios [15]. In particular, it has been shown in Refs. [13, 16–18] that these surveys could improve the constraints on \( f_{NL} \) with a standard deviation \( \sigma_{f_{NL}} \sim 1 \) for Euclid and \( \sigma_{f_{NL}} \sim 0.1 \) for SPHEREx and SKA. Most of this constraining power is expected to come from the effect of PNG on galaxy biasing, visible in the large-scale power spectrum, and the bispectrum at large scales or squeezed configurations.

The standard approach to structure formation uses a Newtonian framework, see Ref. [19] for a review. Much work has been done in that framework to describe the non-linear evolution of matter under gravity, especially important at small scales. This is valid when we consider the dynamics of sufficiently small patches of the Universe. Close to the horizon scale relativistic effects become important, as these typically scale as \( \mathcal{H}^2/k^2 \) to leading order. Since constraints on PNG come from the large scales, these effects are particularly relevant.
Furthermore, galaxy biasing is a very non-linear phenomenon, and the squeezed bispectrum accounts for the coupling of large and small scales. Thus, one needs a description which is both relativistic and non-linear in order to model them accurately.

Many studies have been performed over the last 30 years to account for relativistic effects up to second order in perturbation theory [5, 20–25]. Note that in the squeezed limit one needs to consider also the small scales which have entered the horizon during the radiation-dominated era. The early radiation effects have been explored in Refs. [26, 27] and the solution in the ΛCDM cosmology is discussed in Ref. [28]. Intrinsic non-Gaussianities from relativistic effects, which are purely due to gravitational interaction in the radiation and matter dominated eras, are highly degenerate with PNG of the local type. Furthermore, they are of the same order as the constraints promised by upcoming surveys (see e.g. [29]). It was shown in [30] that there are relativistic contributions to the bispectrum which have the same dependence in k-space (shape) and in redshift (time) as a primordial signal. These specific contributions come from setting adiabatic initial conditions, and account for projection effects in the galaxy bispectrum [31]. Furthermore, a complete discussion of galaxy bias in this context crucially depends on accounting for non-linear evolution in general relativity [32], and the correct initial conditions [33, 34] for the matter-dominated era.

Initial conditions for the evolution of structure in the late universe should account for the evolution of perturbations during radiation domination. Numerical codes solving the full Einstein-Boltzmann system in the ΛCDM cosmology up to second order were first developed in Refs. [35, 36]. In Ref. [27], the numerical code SONG [36] is used to compute the intrinsic matter bispectrum, which sets the initial conditions at second order for the subsequent evolution of structure. However, to correctly model the squeezed limit, one also needs to account for the small-scale physics. These scales eventually become highly non-linear so that a precise calculation needs to rely on simulations. In this paper we will use the relativistic N-body code gevolution [37, 38] which is based on a framework that is well adapted to our needs. In particular, all quantities are evolved in Poisson gauge that is also used in theoretical calculations.

In its basic implementation, gevolution assumes Gaussian initial conditions and only linear perturbations. In this work, however, we want to set initial conditions up to second order such that intrinsic non-Gaussianities from early gravitational evolution are accounted for. Indeed, for the purpose of computing the bispectrum, assuming Gaussian initial conditions at the start of a simulation would artificially impose a primordial non-Gaussian contribution that exactly cancels the intrinsic one. It was argued in Ref. [30] that higher-order corrections are subdominant in the initial conditions.

A generic non-Gaussian initial conditions generator has been implemented in Refs. [39, 40] to study the scale-dependent halo bias. Further works have implemented non-Gaussian initial conditions thanks to the property of separability [41–43]. A separable modal decomposition of the bispectrum or trispectrum has also been worked out in Ref. [44]. This method was developed for the CMB bispectrum modal estimator [45] and was used in the Planck analysis [8]. The modal estimator has also been extended to studies of large-scale structure in Ref. [46] and more recently in Ref. [47]. For this work, given that the kernel produced by SONG is not separable, we will use a method similar to the one of Refs. [39, 40] as it can easily be extended to include the relativistic effects. We leave a modal approach extension for future work. Recent work [48] used the equivalence between the Newtonian Lagrangian frame and the relativistic comoving synchronous frame in order to incorporate some second- and third-order terms in the initial conditions of Newtonian N-body simulations (which are
relativistic in the sense of said correspondence). This approach does not account for the whole second-order transfer function (e.g. the non-linear evolution of the plasma in the radiation dominated era).

In this paper, we present a generator of RELativistic second-order Initial Conditions \texttt{(RELIC)} for the N-body code \texttt{gevolution}. In Section 2, we lay down the basic equations of our second-order initial conditions and present our method, similar to Refs. [39, 40] that keep the computational time of our second-order quantities at a manageable level. In Section 3, we describe how the second-order quantities that we compute can be used in the relativistic code \texttt{gevolution}. In Section 4, we perform several consistency checks at the level of the two-point and three-point correlation functions, as well as further checks that our second-order initial condition are well propagated in the N-body experiments. In Section 5, we conclude on this work and propose some follow-up avenues to continue the modelling and propagation of primordial non-Gaussianities.

\section{Second-order initial conditions}

The main goal of the RELativistic Initial Conditions generator \texttt{RELIC} is to compute the second-order initial Cauchy data for relativistic simulations of large-scale structure. We start by expanding perturbed fields $I$ (such as the density contrast) in terms of the primordial comoving curvature perturbation $R(k)$. The field $R(k)$ is set when the mode $k$ is far outside the horizon, e.g. at the end of inflation. At linear order the modes are decoupled in Fourier space [49], hence we can write $I$ as

$$I(\tau, k) = T^{(1)}_I(\tau, k)R(k),$$

where we have defined the first-order transfer function $T^{(1)}_I(\tau, k)$. The transfer function is a deterministic quantity that contains the linear evolution of the modes while $R(k)$ is the stochastic initial condition.

At second order modes couple. Since the quadratic terms turn into convolution integrals in Fourier space, one can define the second-order transfer function $T^{(2)}_I$ as their kernel so that [36, 50]:

$$I(\tau, k) \equiv I^{(1)} + I^{(2)} = T^{(1)}_I(\tau, k)R(k) + \int_{k_1 k_2} T^{(2)}_I(\tau, k_1, k_2, k)R(k_1)R(k_2),$$

where $I^{(1)}$ is first order in perturbations and $I^{(2)}$ is second order. The integral shorthand is defined as

$$\int_{k_1 k_2} = \int \frac{d^3k_1 d^3k_2}{(2\pi)^3} \delta(k - k_1 - k_2).$$

The second term of Eq. (2.2) contains the non-linear evolution of the modes with an explicit mode coupling.

We can compute the power spectrum $P_I(k)$ of the field $I$ defined as

$$\langle I(k_1)I(k_2) \rangle = (2\pi)^3 \delta(k_1 + k_2)P_I(k_2),$$

and the bispectrum $B_I(k_1, k_2, k_3)$ defined as

$$\langle I(k_1)I(k_2)I(k_3) \rangle = (2\pi)^3 \delta(k_1 + k_2 + k_3)B_I(k_1, k_2, k_3).$$
We can also compute the tree-level bispectrum at any redshift by plugging (2.2) into Eq. (2.5). It reads \[ B_T(k_1, k_2, k_3) = \mathcal{T}_T^{(1)}(k_1)\mathcal{T}_T^{(1)}(k_2)\mathcal{T}_T^{(1)}(k_3)B_R(k_1, k_2, k_3) + 2\mathcal{T}_T^{(1)}(k_1)\mathcal{T}_T^{(1)}(k_2)\mathcal{T}_T^{(2)}(k_1, k_2, k_3)P_R(k_1)P_R(k_2) + 2 \text{ perms.} \tag{2.6} \]

The first term on the right-hand side is the primordial bispectrum of the curvature perturbation. It vanishes if we assume Gaussian primordial initial conditions. The second term is called the intrinsic bispectrum and comes from the non-linear dynamics. As explained in Section 1, the second-order relativistic and early radiation effects contained in the second term are degenerate in time and in their scale dependence with the local type of PNG, see for example Ref. [27, 30]. Hence, in order to measure accurately the PNG, one needs to know these contributions.

### 2.1 Efficient generation of second-order initial conditions with arbitrary kernels

The computation of second-order quantities involves the convolution integral of Eq. (2.2). Using the Dirac delta function to remove one integral, Eq. (2.2) can be rewritten as

\[ \mathcal{I}^{(2)}(\tau, k) = \int \frac{d^3k_1}{(2\pi)^3} \mathcal{I}_T^{(2)}(\tau, k_1, |k - k_1|, k)R(k_1)R(k - k_1). \tag{2.7} \]

Hence, for a cubic grid of linear size \( N \), the time complexity to compute the second-order fields is \( N^6 \) which can mean that the generation of the initial Cauchy data becomes the most expensive part of a simulation. For large \( N \) such a brute-force approach becomes impractical.

Taking inspiration from effective theories, our proposal for decreasing the time complexity is to introduce a split between long and short scales and to consider only the long-long and long-short mode couplings, dismissing the short-short mode couplings. With a fixed number \( N^3 \) of long modes this will give a time complexity of \( N^3 N^3 \) which is much more manageable for large \( N \). For that purpose, we introduce a scale cut \( k_\Lambda \) that separates “long” and “short” scales. Knowing that relativistic effects are relevant only when large scales are involved, we split the curvature perturbation in two parts \( R \equiv R_L + R_S \) such that

\[ R_L(k) = W(k)R(k), \quad R_S(k) = (1 - W(k))R(k), \tag{2.8} \]

where \( W(k) \) is a window function: \( W(k) = 1 \) if \( k < k_\Lambda \) and \( W(k) = 0 \) otherwise. We replace \( R \) in Equation (2.7) by the sum \( R_L + R_S \) to get:

\[ \mathcal{I}^{(2)}(\tau, k) = \int \frac{d^3k_1}{(2\pi)^3} \mathcal{I}_T^{(2)}(\tau, k_1, |k - k_1|, k)R_L(k_1)R_L(k - k_1) \]
\[ + \int \frac{d^3k_1}{(2\pi)^3} \mathcal{I}_T^{(2)}(\tau, k_1, |k - k_1|, k)R_S(k_1)R_S(k - k_1) \]
\[ + 2\int \frac{d^3k_1}{(2\pi)^3} \mathcal{I}_T^{(2)}(\tau, k_1, |k - k_1|, k)R_S(k_1)R_L(k - k_1) \]
\[ = I_{LL} + I_{SS} + 2I_{LS}. \tag{2.9} \]

The first term \( I_{LL} \) takes into account the coupling between large scales. This term was already considered in the method of Ref. [40]. Relativistic corrections are important at large scales so that \( I_{LL} \) is relevant for us. Its time complexity scales like \( N^6 \).
The second term accounts for the coupling between large and small scales, i.e. a squeezed configuration in the bispectrum. The relativistic effects peak in this limit and are degenerate with local PNG, so it is crucial to compute it. Its time complexity is $N^3 N^3 \Lambda$.

The last term $\mathcal{I}_{SS}$ contains the coupling between small scales. Its time complexity is $N^6$. For the purpose of PNG and relativistic effects, the coupling between small modes is dominated by Newtonian non-linearities which are negligible at the initial time since they scale like $a^2$. Note however that, like the other terms, $\mathcal{I}_{SS}(k)$ contributes to the power at large scales $k > k_\Lambda$. If we neglect the raw $\mathcal{I}_{SS}$, we would miss this power and bias the large scales which we want to be accurately computed. To split the large- and small-scale contributions, we can again apply the window function:

$$\mathcal{I}_{SS}(k) = W(k)\mathcal{I}_{SS}(k) + (1 - W(k))\mathcal{I}_{SS}(k) = \mathcal{I}_{LL}^S(k) + \mathcal{I}_{SS}^S(k).$$  (2.10)

This way, the $\mathcal{I}_{LL}^S$ contains all the contributions of the small-small coupling to the large scales $k < k_\Lambda$. The number of operations per point is still $N^3$ but we only have to compute it for $k < k_\Lambda$ since it vanishes anywhere else. Its time complexity is therefore $N^3 N^3 \Lambda$, i.e. like the squeezed term. Finally, the term $\mathcal{I}_{SS}^S(k)$ is the one that scales like $N^6$ and accounts for the small-small mode coupling for the small modes. This is the term that we neglect in our analysis.

Our final approximation takes the form

$$\mathcal{I}^{(2)}(k) \approx \mathcal{I}_{LL}(k) + 2\mathcal{I}_{SL}(k) + \mathcal{I}_{LS}(k).$$  (2.11)

The $\mathcal{I}$’s are defined in Eqs. (2.9) and (2.10). Note that Eq. (2.11) is exact at large scales $k < k_\Lambda$ and is therefore only an approximation in the range $k > k_\Lambda$.

2.2 Relativistic initial conditions at second order

We apply the method described in the previous section to the generation of second-order initial conditions. We wish these to be relativistic and to account for the non-linear evolution during radiation domination. Such initial conditions can be generated with the help of the code SONG that can compute the second-order transfer function of the density contrast of cold dark matter (CDM). We will then use them to run relativistic simulations using the relativistic N-body code gevolution.

We work in Poisson gauge with the following line element,

$$ds^2 = -a^2 e^{2\psi} d\tau^2 + a^2 e^{-2\psi} \delta_{ij} (dx^i + \beta^i d\tau) (dx^j + \beta^j d\tau).$$  (2.12)

Tensor modes can be consistently ignored at second order for the purpose of setting initial conditions. The relevant gauge conditions are that the covariant divergence of $\beta^i$ on the spatial hypersurface vanishes. At second order, it is enough to require that $\sum_i \partial \beta^i / \partial x^i = 0$ because $\beta^i$ is already a second-order quantity and the covariantisation of this condition only adds higher-order terms. Our conventions are that a prime represents a derivative with respect to conformal time $\tau$: $' \equiv \partial / \partial \tau$, and the conformal Hubble factor is defined as the derivative of the logarithm of the scale factor with respect to the conformal time: $H \equiv \partial \ln a / \partial \tau$.

---

1We ignore linear tensor modes in the initial conditions. Tensor modes are sourced by the coupling of first-order fields at second order, but they will again decouple from other second-order perturbations. Thus, they need to be considered starting at third order.
The code SONG provides the second-order transfer function for the density that is defined as following for a CDM perfect fluid,

\[ T^{\mu\nu} = \bar{\rho} (1 + \delta_{\text{fl}}) u^\mu u^\nu, \quad (2.13) \]

where, defining \( u^\mu = dx^\mu / d\tau \), we have \( u^\mu = v^\mu / \sqrt{-v^\nu v_\nu} \). We note that the density contrast defined this way is not the one of Poisson gauge which is given by \(^2\)

\[ \rho \equiv n_\mu n_\nu T^{\mu\nu} = a^2 e^{2\psi} T^{00} = \bar{\rho} (1 + \delta), \quad (2.14) \]

where the vector \( n_\mu \) is the unit normal on the equal-time hypersurface of the Poisson gauge.

At first order the convention of SONG agrees with the Poisson gauge, but at second order some differences appear because the fluid four-velocity is not normal to the hypersurfaces. We get

\[ \delta = \delta_{\text{fl}} + v^2 + \ldots, \quad (2.15) \]

where the ellipsis stands for higher-order terms we need not consider here. It is also sufficient to use the first-order velocity in this relation.

Since a CDM perfect fluid really only has one degree of freedom, once the density has been specified all other fields (velocity, metric perturbations) are determined by constraints. For later convenience we introduce the gravitational slip \( \chi = \phi - \psi \). The first-order fields are related to the primordial curvature perturbation via the usual transfer functions that can be computed with a linear Boltzmann code. While we will assume matter domination, these first-order solutions may include small contributions from relativistic species (neutrinos and radiation). However, we will assume that such contributions to the second order can be neglected. This also means, for example, that we can use the fact that \( \phi_{(1)}^2 \gg H^2 (\phi'_{(1)})^2 \) and neglect terms that are quadratic in the time derivatives of first-order potentials.

RELIC first generates realisations of all first-order fields (using transfer functions from CLASS [51]) and then uses the method described in the previous Section 2.1 to generate a realisation of \( \delta_{\text{fl}}^{(2)} \) (using the respective second-order kernel from SONG). In this article, we take the second-order matter density contrast to be given only by the CDM contribution. We leave the inclusion of baryons at second order for future work. However, at first order, we use a weighted sum of the CDM and the baryon density and velocity fields. Neglecting the effect of baryons at first order would potentially generate an error larger than the size of the second-order terms we keep. Starting from the first-order fields and the solution for \( \delta_{\text{fl}}^{(2)} \) we now compute the remaining variables up to second order. Only the density, the canonical momentum and the potential \( \phi \) will actually be required for setting the initial Cauchy data in the N-body code gevolution – the remaining variables will be obtained automatically by solving the constraints within the code.

At second order, the gravitational slip is sourced by the matter anisotropic stress via the elliptic constraint

\[ \Delta^2 \chi_{(2)} = \frac{3}{2} \left( \nabla_i \nabla_j - \frac{1}{3} \delta_{ij} \Delta \right) \left( 2 \nabla^i \psi_{(1)} \nabla^j \psi_{(1)} - \nabla^i \chi_{(1)} \nabla^j \chi_{(1)} + 3 H^2 \Omega_m v^i_{(1)} v^j_{(1)} \right). \quad (2.16) \]

We may drop the term quadratic in \( \chi_{(1)} \) because \( \chi_{(1)} \) is only sourced by the anisotropic stress of relativistic species. The spatial trace of Einstein’s equations yields

\[ 3 \phi''_{(2)} + 9 H \phi'_{(2)} = \Delta \chi_{(2)} + 3 H \chi'_{(1)} - \frac{1}{2} \left( \nabla \phi_{(1)} \right)^2 + \frac{3}{2} H^2 \Omega_m v^2_{(1)}. \quad (2.17) \]

\(^2\)It is worth pointing out that this definition does not require the stress-energy to be of any particular form, while Eq. (2.13) only works for a perfect fluid.
In matter domination all the terms on the right-hand side are approximately constant, and with \( \mathcal{H}' \simeq -\mathcal{H}^2/2 \) the growing mode solution is given by

\[
\phi^{(2)} \simeq \frac{2\Delta \chi^{(2)} - (\nabla \phi^{(1)})^2 + 3\mathcal{H}^2 \Omega_m \psi^{(1)}_2}{21\mathcal{H}}.
\] (2.18)

The Hamiltonian constraint finally gives an equation for \( \phi^{(2)} \),

\[
\Delta \phi^{(2)} - 3\mathcal{H}^2 \phi^{(2)} =
3\mathcal{H} \phi_2^{(2)} - 3\mathcal{H}^2 \chi^{(2)} - 3\mathcal{H}^2 \psi^{(2)}_2 - 2\phi^{(1)} \Delta \phi^{(1)} + \frac{1}{2} (\nabla \phi^{(1)})^2 + \frac{3}{2} \mathcal{H}^2 \Omega_m \left( \delta^{(1)}_n + \psi^{(1)}_2 \right).
\] (2.19)

At second order, the momentum constraint reads

\[
\frac{1}{4} \delta_{ij} \Delta \beta^j_2 - \nabla_i \phi^{(2)} - \mathcal{H} \nabla_i \psi^{(2)} + \phi^{(1)} \nabla_i \psi^{(1)} = \frac{3}{2} \mathcal{H}^2 \Omega_m \delta_{ij} \left[ \psi^{(2)}_1 + \beta^j_2 + \psi^{(1)}_2 \left( \delta^{(1)}_n - 2\phi^{(1)}_1 \right) \right].
\] (2.20)

Subtracting \( \psi^{(1)}_1 \) times the first-order constraint and taking the divergence yields following useful relation,

\[
\Delta \left( \frac{1}{2} \mathcal{H} \psi^{2}_1 + \psi^{(1)} \phi^{(1)} - \mathcal{H} \psi^{(2)} - \phi^{(2)} \right) - \frac{3}{2} \mathcal{H}^2 \Omega_m \nabla_i \left( \psi^{(1)}_1 \delta^{(1)}_n \right) = \frac{3}{2} \mathcal{H}^2 \Omega_m \nabla_i \left( \psi^{(2)}_1 - 2\psi^{(1)}_1 \phi^{(1)} - \psi^{(1)}_1 \psi^{(1)}_1 \right).
\] (2.21)

We could of course solve this directly for the divergence of \( \psi^{(2)}_1 \) but we will see shortly that the right-hand side is exactly the combination of terms that sets the canonical momentum at second order.

Let us finally consider the curl part of the second-order velocity. We shall follow the argument of Ref. [52] which essentially states that, for a CDM perfect fluid, vorticity cannot be generated by scalar perturbations. The invariant object to consider here is the vorticity tensor measured in the fluid frame, i.e.

\[
\omega_{\mu\nu} = h'_{\mu\alpha} h'_{\nu\beta} \nabla_{[\beta \nu_{\alpha}]},
\] (2.22)

where the square brackets denote anti-symmetrization and \( h'_{\mu\nu} = \delta_{\mu\nu} + u^\mu u_\nu \) is the projection into the fluid frame. If no vorticity is present initially, the vorticity tensor \( w_{\mu\nu} \) remains zero. At second order this implies

\[
\omega_{ij}^{(2)} = a \delta_{k[i} \left[ \nabla_{j} v^{k}_2 + \nabla_{j} \beta^{k}_2 - 2v^{k}_1 \nabla_{j} (\phi^{(1)} + \psi^{(1)}) + \delta_{j[l]} \left( v^{k}_1 \right)' v^{l}_1 \right] = 0.
\] (2.23)

The last term can be rewritten using the geodesic equation at first order, \( (v^{k}_1)' = H v^{k}_1 + \nabla^k \psi^{(1)} = 0 \), such that

\[
\omega_{ij}^{(2)} = a \delta_{k[i} \nabla_{j} \left[ v^{k}_2 + \beta^{k}_2 - v^{k}_1 \left( 2\phi^{(1)} + \psi^{(1)} \right) \right] = 0.
\] (2.24)

From the momentum constraint we then get

\[
\frac{1}{4} \delta_{k[i} \nabla_{j}] \Delta \phi^{k}_2 = \frac{3}{2} \mathcal{H}^2 \Omega_m \delta_{k[i} \nabla_{j]} \left( \psi^{(1)}_1 \delta^{(1)}_n \right).
\] (2.25)
This result could again be used to get the curl part of the velocity from Eq. (2.24). However, we will see shortly that Eq. (2.24) directly corresponds to the curl of the canonical momentum that is needed for particle initial data.

In summary, once the realisation of the non-Gaussian field $\delta_{fl}$ has been generated, other second-order fields are successively computed by solving Eqs. (2.16), (2.18), (2.19) and (2.21). The terms that are quadratic in first-order perturbations are evaluated in configuration space where the multiplications are local, and Fourier transforms are only carried out to invert the linear operators acting on the unknown fields. This means that once the difficult task of generating the non-Gaussian field $\delta_{fl}$ has been accomplished, the remaining operations have a time complexity of $N^3 \log N$.

3 Implementation in gevolution

In this section we explain how the fields that describe perturbations up to second order are used to populate the initial particle phase-space in gevolution. The code uses canonical momenta as phase-space coordinates which are related to the peculiar velocities as

$$q_i = am_p e^{-2\phi} \delta_{ij} (v^j + \beta^j),$$

where $m_p$ is the rest mass of the particle. We will write $q^2_p = \delta_{ij} q_i q_j$ (here the subscript $p$ labels the different particles and is not to be confused with a spacetime index). Since $\beta^i$ vanishes at first order, we find at second order that

$$q_i = am_p \delta_{ij} \left( v^j + \beta^j - 2\phi v^j - \psi v^j + \ldots \right).$$

We see from Eq. (2.24) that the curl of the momentum field vanishes even at second order for a CDM perfect fluid and hence it is sufficient to provide the divergence field $\nabla_i \left( v^i - 2\phi v^i - \psi v^i \right)$ up to second order according to Eq. (2.21). An inverse Laplacian of this field then corresponds to a “momentum potential” such that the canonical momenta are given by its gradient. The initial value at a given particle position is obtained by interpolation from a regular mesh.

For a classical point-particle, the energy density is written as

$$\rho_p(x) \equiv a^2 e^{2\psi} T_{00}^p(x) = \delta^3(x-x_p) \frac{m_p}{ae^{-\phi}} \sqrt{1 + e^{2\phi} \frac{q^2_p}{m_p^2 a^2}}.$$ (3.3)

The total energy density of the N-body ensemble is given by the sum over all particles. In a particle-mesh scheme, the coarse-grained density $\hat{\rho} = \hat{\rho}(1 + \hat{\delta})$ is computed via a particle-to-mesh projection. Operationally, the stress-energy tensor is convolved with a kernel, e.g. the cloud-in-cell (CIC) kernel that is used in gevolution,

$$w_{\text{CIC}}(x) = \prod_{i=1}^{3} \wedge(x^i),$$

$$\wedge(x) = \begin{cases} \ell^{-1} \left(1 + \frac{x}{\ell}\right) & \text{if } -\ell \leq x < 0, \\ \ell^{-1} \left(1 - \frac{x}{\ell}\right) & \text{if } 0 \leq x \leq \ell, \\ 0 & \text{otherwise}, \end{cases}$$ (3.4)

where $\ell$ is the resolution of the mesh. Hence,

$$\hat{\rho}(x_g) = \sum_p w_{\text{CIC}}(x_g - x_p) \frac{m_p}{a^4 e^{-3\phi}} \sqrt{1 + e^{2\phi} \frac{q^2_p}{m_p^2 a^2}}.$$ (3.5)
The problem of generating $N$-body initial data can now be formulated as follows: given some fields $\hat{\rho}$, $\phi$, $q_p^2/m_p^2$, and after fixing $m_p$ appropriately, but to the same value for all particles, what are initial particle positions $x_p$ such that Eq. (3.5) is satisfied for all mesh points $x_g$? In standard initial condition generators that use linear theory, one would require the errors to be at most second order in perturbations. Here, of course, we need to require the errors to be at most of third order. Setting $m_p$ to the same value for all particles is a performance consideration for $N$-body codes. Evidently, without this requirement the problem of initial conditions would have a trivial solution, namely placing one particle onto each mesh point and fixing its mass to satisfy Eq. (3.5). We will not consider this solution here.

We now present a general algorithm to solve the problem for $m_p$ fixed and identical for all particles. The algorithm is iterative such that the error can be successively reduced to higher and higher order as long as perturbation theory converges. We start by laying down a regular particle distribution, i.e. a “crystal” which has particle positions $x_p^{(0)}$. Traditionally the density perturbations are imprinted by adding a small displacement, computed e.g. from Lagrangian perturbation theory within the continuum limit. Here we want to work directly with perturbation theory in the discrete system which allows us to have control over discretization errors that could easily overwhelm any second-order signals that we want to study. For our perturbative analysis to work well we deliberately choose the positions $x_p^{(0)}$ such that $w_{\text{CIC}}$ is continuously differentiable at all possible values $x_g - x_p^{(0)}$ — this can be achieved by placing the particles away from the boundaries of the mesh cells, e.g. one particle at each center between eight nearest mesh points. To perturb the density we displace each particle by a small distance $\delta x_p^{(1)}$ from its starting location. Taylor expanding Eq. (3.5) we find at first order

$$
\hat{\rho}(x_g) = \sum_p \left[ w_{\text{CIC}}(x_g - x_p^{(0)}) - \delta x_p^{(1)} \cdot \nabla w_{\text{CIC}}(x_g - x_p^{(0)}) + \ldots \right] \frac{m_p}{a^3 e^{-3 \phi}} \sqrt{1 + e^{2 \phi} \frac{q_p^2}{m_p^2 a^2}}.
$$

(3.6)

Moving the known quantities to the left and considering $\phi$ and $q_p$ as perturbative quantities we obtain

$$
\hat{\rho}(x_g) - \bar{\rho} [1 + 3 \phi(x_g)] = - \sum_p \delta x_p^{(1)} \cdot \nabla w_{\text{CIC}}(x_g - x_p^{(0)}) \frac{m_p}{a^3} + \ldots .
$$

(3.7)

This can be interpreted as a linear matrix equation with a known $N^3$-dimensional vector on the left-hand side, where $N$ is the number of mesh points in each space dimension, and a $3N_p$-dimensional unknown vector on the right-hand side multiplying a $3N_p \times N^3$-matrix with known entries, where $N_p$ is the total number of particles. Depending on the value of $N_p$ this system may be overdetermined or underdetermined.

The next step is to convert this equation into a solvable system. This is achieved by writing the $\delta x_p^{(1)}$ as some discrete gradient of a displacement potential $\xi^{(1)}$ that is defined on the mesh,

$$
\delta x_p^{(1)} = \sum_{x'_g} w_{\text{grad}}(x'_g - x_p^{(0)}) \xi^{(1)}(x'_g),
$$

(3.8)

where $w_{\text{grad}}$ is a known three-vector valued weight function that depends on the type of discrete gradient and interpolation method. Inserting this ansatz back into Eq. (3.7) one can now carry out the sum over particles and ends up with a new matrix equation for an
unknown $N^3$-dimensional vector $\xi^{(1)}(\mathbf{x}_g')$ that is multiplied by a known $N^3 \times N^3$ matrix. Furthermore, if we ensure that the “crystal” of particle positions $\mathbf{x}_p^{(0)}$ has at least the same discrete symmetries as the mesh, it is easy to see that the matrix coefficients are functions of $\mathbf{x}_g - \mathbf{x}_g'$ only, i.e. the right-hand side is a discrete convolution. The system can then be solved efficiently using fast Fourier transforms and the discrete convolution theorem.

Note that the existence of solutions generally depends on the choice of $\mathbf{w}_{\text{grad}}$ and the initial particle positions $\mathbf{x}_p^{(0)}$. For some choices the convolution kernel becomes zero or very small for certain modes on the Fourier mesh, and these modes can then not, or not easily, be generated by the displacement in the way it is computed. Good results are obtained e.g. with a low-order gradient (we use a one-sided, two-point gradient) and low-order interpolation (we use a hybrid scheme that is a mix between nearest-grid-point and cloud-in-cell, as explained in appendix B of Ref. [38]), both with one or with eight particles per mesh cell.

After this procedure we now have some first-order displacements $\delta \mathbf{x}_p^{(1)}$. We also have the full particle momenta which we assume can be interpolated from a mesh (the interpolation error does not matter since the momentum only contributes at order $q_p^2$ to the density) as well as the potential $\phi$. We can therefore compute a density $\hat{\rho}^{(1)}$ from the particle-to-mesh projection as

$$
\hat{\rho}^{(1)}(\mathbf{x}_g) = \sum_p w_{\text{CIC}}(\mathbf{x}_g - \mathbf{x}_p^{(0)} - \delta \mathbf{x}_p^{(1)}) \frac{m_p}{a^3 e^{-3\phi}} \sqrt{1 + e^{2\phi - \frac{q_p^2}{m_p^2 a^2}}}.
$$

Note that $\hat{\rho}^{(1)}$ is not defined as a term in a series expansion but as the result of the actual projection given the particle positions $\mathbf{x}_p^{(0)} + \delta \mathbf{x}_p^{(1)}$. It therefore contains various second and higher order contributions in $\delta \mathbf{x}_p^{(1)}$. However, it is clear that the residual $\hat{\rho} - \hat{\rho}^{(1)}$ is at least of second order in perturbations.

To improve our particle displacement, all we now need to do is to iterate the procedure once. That is, we write $\mathbf{x}_p = \mathbf{x}_p^{(0)} + \delta \mathbf{x}_p^{(1)} + \delta \mathbf{x}_p^{(2)}$ and expand Eq. (3.5) for small $\delta \mathbf{x}_p^{(2)}$, treating $\delta \mathbf{x}_p^{(1)}$ as known quantity. We get

$$
\hat{\rho}(\mathbf{x}_g) - \hat{\rho}^{(1)}(\mathbf{x}_g) = - \sum_p \delta \mathbf{x}_p^{(2)} \cdot \nabla w_{\text{CIC}}(\mathbf{x}_g - \mathbf{x}_p^{(0)}) \frac{m_p}{a^3} + \ldots,
$$

where only the right-hand side has also been expanded for small $\delta \mathbf{x}_p^{(1)}$ and resulting terms of order $\delta \mathbf{x}_p^{(1)} \delta \mathbf{x}_p^{(2)}$, formally third order, were relegated to the ellipsis. The computation of $\delta \mathbf{x}_p^{(2)}$ now follows the same procedure as was used for $\delta \mathbf{x}_p^{(1)}$ from Eq. (3.7) onward, just with a different input vector on the left-hand side. We arrive at corrected displacements that give rise to a projected density field $\hat{\rho}^{(2)}$ that coincides with the desired input field $\hat{\rho}$ up to third-order errors. The method can be iterated to further reduce the error to arbitrary order in a fashion that is reminiscent of a root-finding algorithm.

4 Consistency checks

In this section, we perform several checks on our initial conditions generator. First, we check the time complexity of RELIC. Then, we ensure that the code RELIC produces the expected matter fields from SONG. We do this by visual inspection and by measuring the power spectrum and bispectrum of the CDM density contrast $\delta_\Omega$. Then, we pass the density, the canonical
momentum and the potential fields to \texttt{gevolution} which populates the initial particle phase-space. From this initial particle distribution, we verify that the particle-mesh projection reproduces the density field computed by \texttt{RELIC}. This provides a validation of the algorithm described in Section 3. Finally, in order to check the consistency of our pipeline, we evolve the simulation from redshift \( z = 100 \) to \( z = 50 \) and verify that the density field at \( z = 50 \) computed by \texttt{gevolution} agrees with the density computed by \texttt{RELIC} at \( z = 50 \).

For all these checks, we compute the initial realisations at redshift \( z = 100 \) on a \( N^3 = 512^3 \) grid. The box size \( L \) is chosen close to the cosmological horizon scale in order to be in the relativistic regime. We choose \( L = 3927 \ h^{-1}\) Mpc which corresponds to a fundamental mode \( k_{\text{min}} = 1.6 \times 10^{-3} \ h \) Mpc\(^{-1}\). Following the approximation presented in Section 2.1, we impose a scale cut at \( k_{\Lambda} = 4 \times 10^{-2} \ h \) Mpc\(^{-1}\), i.e. \( k_{\Lambda} = 25k_{\text{min}} \) and hence \( N_{\Lambda} = 25 \). The cosmological parameters that we use are \( h = 0.67556 \) and otherwise taken as the best-fit values from Table 2 of Ref. [53], right column. We also assume three massless neutrino species.

In order to run \texttt{RELIC}, one needs first to compute the second-order transfer function of CDM. Here we use the second-order Boltzmann code \texttt{SONG}. The default setting of \texttt{RELIC} uses \( k_{\text{min}} = k_{\text{round}} \). We take \( k_{\text{max}} = 0.9Nk_{\text{min}} \) close to the maximum modulus in our Fourier grid, \( \sqrt{3N}k_{\text{min}}/2 \). Since we use a linear sampling, in order to capture the large-scale features of the second-order density transfer function, we use a step \( dk = k_{\text{min}} \) so that \( N_{\text{SONG}} = k_{\text{max}}/k_{\text{min}} \). This fixes the sampling of the first two modes of \( T^{(2)}(k_1, k_2, k_3) \). For the sampling of \( k_3 \) we use the “smart” configuration of \texttt{SONG}, see Ref. [36] for more details.

### 4.1 Performance

In Section 2.1, we used physical arguments to decrease the time complexity from \( N^6 \) to \( N_{\Lambda}^3N^3 \) thanks to the approximations on Eq. (2.11). We present in Fig. 1 the computational time on four cores as a function of the grid size \( N \), keeping \( N_{\Lambda} \) fixed. The \texttt{RELIC} approximation given in Eq. (2.11) is composed of three terms. The first one, \( I_{LL} \), is expected to have a constant time complexity. This is confirmed by the green curve in Fig. 1. The blue curve contains the last two terms of Eq. (2.11). We find that the code scales as expected. On 128 cores similar to the ones used, initial conditions can be generated on a \( 1024^3 \) grid in about a day. We also show in red the time scaling of the full integral (2.7). As expected, it scales as \( N^6 \) with the grid size. On 128 cores similar to the ones used, generating initial conditions on a \( 1024^3 \) grid with the full integral would take more than ten years.

### 4.2 Internal checks of RELIC

We first check that the power spectra and bispectra of the fields generated by \texttt{RELIC} are indeed the ones provided by \texttt{CLASS} and \texttt{SONG}. We do this by measuring the power spectrum and bispectrum of the CDM density contrast on 20 realisations. Relativistic effects are small (of the same order as the effects of \( f_{\text{NL}} \approx 1 \)). For this reason, we boost them by multiplying the second-order density contrast by a factor of \( 10^2 \).

#### 4.2.1 Power spectra

From the realisations of the first- and second-order density fields, \( \delta_{\parallel}^{(1)} \) and \( \delta_{\parallel}^{(2)} \), we measure their power spectra to check whether we recover the respective results from perturbation theory, \( P_{11} \) and \( P_{22} \) as computed from the transfer functions provided by \texttt{CLASS} and \texttt{SONG}. In Fig. 2, we plot the power spectrum of the field generated by \texttt{RELIC}, \( \delta_{\parallel}^{(1)} + 10^2\delta_{\parallel}^{(2)} \), in orange. In blue and cyan, we show the power spectra computed separately for \( \delta_{\parallel}^{(1)} \) (i.e. \( P_{11} \)) and for
Figure 1: Computation time in hours as a function of the grid size $N$ in log-scale. The crosses are the computational time measured for each case and the solid line shows the result of the linear fit whose slope is indicated in the legend. We show separately the last two terms (in blue) and the first term (in green) of Eq. (2.11) since they have a different scaling. In red we show the time scaling of the full integral (2.7) without scale cut. The computation has been performed on 4 cores.

$10^2 \delta_{\Omega}^{(2)}$ (i.e. $10^4 P_{22}$). In red, we plot the first-order power spectrum given by

$$P_{11}(k) = \left(T_{\delta n}^{(1)}(k) \right)^2 P_R(k),$$

where the first-order transfer function is computed with CLASS. In green, we show the second-order density field power spectrum

$$P_{22}(k) = 4\pi \int \frac{q_1^2 \sin \theta dq_1 d\theta}{(2\pi)^3} \left(T_{\delta n}^{(2)}(q_1, k, \theta) \right)^2 P_R(q_1) P_R(q_1, k, \theta),$$

where the second-order CDM transfer function is computed with SONG. The black vertical line indicates the cut-off scale $k_\Lambda$. We do not show the error bars since they are too small to be seen. Instead, we plot the relative error of $P_{11}$ and $P_{22}$, respectively, in blue and in cyan.

At first order, RELIC is at 0.1 percent agreement with CLASS except for the largest scales, where there is a percent discrepancy. This is due to cosmic variance which induces larger variability at large scales. Indeed, the theoretical prediction is compatible with the scatter among realisations at large scales. Note also that the choice of binning is important since, at large scales, the number of modes available to measure the power spectrum becomes small. The tool we use, Pylians3, provides a routine that samples the fiducial power spectrum in the same way as the power spectrum estimated from the simulations. This effect depends on the exact scaling of the power spectrum for small $k$. 
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$10^2 \delta_{\Omega}^{(2)}$ (i.e. $10^4 P_{22}$). In red, we plot the first-order power spectrum given by

$$P_{11}(k) = \left(T_{\delta n}^{(1)}(k) \right)^2 P_R(k),$$

where the first-order transfer function is computed with CLASS. In green, we show the second-order density field power spectrum

$$P_{22}(k) = 4\pi \int \frac{q_1^2 \sin \theta dq_1 d\theta}{(2\pi)^3} \left(T_{\delta n}^{(2)}(q_1, k, \theta) \right)^2 P_R(q_1) P_R(q_1, k, \theta),$$

where the second-order CDM transfer function is computed with SONG. The black vertical line indicates the cut-off scale $k_\Lambda$. We do not show the error bars since they are too small to be seen. Instead, we plot the relative error of $P_{11}$ and $P_{22}$, respectively, in blue and in cyan.

At first order, RELIC is at 0.1 percent agreement with CLASS except for the largest scales, where there is a percent discrepancy. This is due to cosmic variance which induces larger variability at large scales. Indeed, the theoretical prediction is compatible with the scatter among realisations at large scales. Note also that the choice of binning is important since, at large scales, the number of modes available to measure the power spectrum becomes small. The tool we use, Pylians3, provides a routine that samples the fiducial power spectrum in the same way as the power spectrum estimated from the simulations. This effect depends on the exact scaling of the power spectrum for small $k$. 

---
Figure 2: In the upper panel, the total power spectrum is shown in orange, i.e. the power spectrum of $\delta^{(1)} + 10^2 \delta^{(2)}$. The power spectra of the first- and the second-order component are shown in dashed blue and cyan, respectively. The red and green solid lines are the fiducial power spectra computed from Eqs. (4.1) and (4.2). In the lower panel, we plot the relative difference between the fiducial spectra and the measurements (averaged over 20 realisations). The black vertical line indicates the cut-off scale $k_\Lambda = 4 \times 10^{-2} h \text{Mpc}^{-1}$.

For the second-order power spectrum $P_{22}$, in cyan, we have a percent level agreement with the prediction from SONG in a range between $k = 0.01 h \text{Mpc}^{-1}$ and the cut-off scale $k_\Lambda = 4 \times 10^{-2} h \text{Mpc}^{-1}$. As expected, when $k > k_\Lambda$, our approximation breaks down and the measured power spectrum diverges from the fiducial one. At large scales the discrepancy is of order 10%. This is because the quadratic kernels in Eq. (4.2) blow up in the infrared. Thus, the integral is very sensitive to the limits of integration, and there is a divergence that can be problematic for standard numerical integration routines (see e.g. Ref. [54]). Isolating the divergences is non-trivial since the quadratic kernel was numerically computed from SONG. We instead rely on the bispectrum comparison of the next subsection for a more straightforward check.
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Figure 3: Equilateral configuration of the CDM density bispectrum. In red we plot the fiducial result computed from Eq. (2.6) using SONG. The blue curve shows the measured average bispectrum from RELIC, which corresponds to $B_{112} + B_{222}$. The $B_{222}$ contribution is the bispectrum of $10^2\delta_{\text{fil}}^{(2)}$, plotted in green. The vertical black line marks the cut-off scale $k_\Lambda = 4 \times 10^{-2} \text{ h Mpc}^{-1}$.

4.2.2 Bispectra

We measure the bispectrum of the initial density field generated by RELIC and compare it to the bispectrum given by the second-order kernel from SONG which was used as the input. If our numerical method works as expected, they should agree in the range of scales where the approximation of Section 2.2 holds.

In Fig. 3 we plot the equilateral configuration of the bispectrum. In red, we show the fiducial bispectrum computed from Eq. (2.6) using SONG. In terms of perturbation theory, this corresponds to $B_{112}$. In blue, we show the measurement of the RELIC realisations $\delta_{\text{fil}}^{(1)} + 10^2\delta_{\text{fil}}^{(2)}$ which is $B_{112} + B_{222}$. Here $B_{222}$ is the bispectrum of the quadratic field $10^2\delta_{\text{fil}}^{(2)}$, and corresponds to a one-loop contribution in standard perturbation theory. In green, we show $B_{222}$. Since we have boosted the second-order density, this contribution is boosted by a factor of $10^6$. We see that it remains negligible for the modes smaller than the cut-off. Our initial conditions generator reproduces the theoretical bispectrum as long as we consider modes smaller than the cut-off, indicated by the black vertical line. For modes larger than $3k_\Lambda$, the bispectrum falls to zero.

In Fig. 4 we show the squeezed limit configuration of the CDM density bispectrum.
Figure 4: We plot for 8 squeezed configurations the CDM density bispectrum. The first two arguments are fixed to $k_1$ whose value in units of $h$ Mpc$^{-1}$ is indicated above each panel. We vary the third argument between $k_{\text{min}}$ and $2 \times k_1$ to ensure the triangle inequality. The squeezed limit is obtained by taking $k$ much smaller than $k_1$. The red curve is the SONG bispectrum computed from Equation (2.6). The blue curve is the bispectrum of the RELIC realisations where we have subtracted the bispectrum of $10^2 \delta^{(2)}$ plotted in green. The black vertical lines indicate the location of the cut-off scale $k_\Lambda = 4 \times 10^{-2} h$ Mpc$^{-1}$ in each panel.

Similarly to Fig. 3, the red and green curves are the fiducial bispectrum and the bispectrum of the quadratic field $B_{222}$. For each panel, we have fixed the first two arguments of the bispectrum to a given value, called $k_1$. The third argument varies between $k_{\text{min}}$ and $2 \times k_1$ according to the triangle inequality. The smaller $k$ is compared to $k_1$, the more the configuration is squeezed. For large $k_1$, the contribution of $B_{222}$ becomes important and biases the bispectrum of $\delta^{(1)}_0 + 10^2 \delta^{(2)}_0$. Given the size of the error bars, this makes the measurement of the total bispectrum from RELIC incompatible with the fiducial bispectrum for the range $k \in [0.03, 0.04]$. Hence, unlike in Fig. 3, we have subtracted the green curve $B_{222}$ from the total bispectrum, obtaining an agreement between the RELIC output and the SONG input.
The first panel corresponds to the lowest value of \( k_1 \) and here \( k_1 \) is smaller than the cut-off \( k_\Lambda \). Our approximation holds as long as one of the modes in the bispectrum is smaller than \( k_\Lambda \). Therefore, in this case the RELIC initial condition is accurate even for \( k > k_\Lambda \). For all the other panels of Fig. 4, we have \( k_1 > k_\Lambda \) so that the SONG input and the RELIC output only agree for \( k < k_\Lambda \). For smaller scales, the RELIC bispectrum falls to zero.

Except for the first panel, we observe an overestimation of the first three points, particularly visible in the sixth panel. This might be due to the choice of binning. The library Pylians3 does not provide a binning routine for the fiducial bispectrum. Moreover, the sampling at large scales of SONG could also be improved (remember that we use a linear sampling with a step \( \Delta k = k_{\text{min}} \)).

### 4.3 Tests of the implementation in gevolution

To test the implementation in gevolution described in Section 3, we generate first- and second-order initial data with RELIC with the same box size and at the same redshift as used in the previous sections. For this check, the fields are discretised on a \( 1024^3 \) mesh and the second-order density is computed in Fourier space with RELIC only up to 25% of the Nyquist wavenumber. As we will explain in Section 4.4, we choose this setup in order to waste less computational resources for setting initial data at scales that will suffer severely from discretisation effects during the later evolution. We use Eqs. (2.15), (2.19) and (2.21) to compute the density, the potential and the canonical momentum, respectively. Once gevolution has initialised the N-body particle ensemble (we use \( 2048^3 \) particles for this test in order to guarantee a good sampling also in low-density regions) we obtain the density field from the particle-mesh projection, \( \hat{\delta} = \left( \hat{\rho}/\bar{\rho} \right) - 1 \), and compare it to the desired input field, \( \delta = \delta^{(1)} + \delta^{(2)} \), from RELIC. In order to determine how well the method works at second order we compute \( \hat{\delta} - \delta^{(1)} \) which we may call “gevolution \( \delta^{(2)} \)” and compare it to the input \( \delta^{(2)} \). We also compute a residual field, \( \hat{\delta} - \delta^{(1)} - \delta^{(2)} \). The power spectra of these fields are compared in Fig. 5 where we find excellent agreement between the input field and the result from the particle-mesh projection. The residual is indeed several orders of magnitude smaller than the second-order density which shows that our method is sufficiently accurate. A visual comparison of the different fields is presented in Fig. 6, confirming that the agreement is not only statistical but also holds at the level of the realisation.

### 4.4 Consistency of time evolution

Within the regime where a second-order perturbative calculation is deemed accurate one would expect that the choice of initial redshift plays no role. Solving the mode evolution with a second-order Boltzmann code should be as good as doing it with an N-body code. We can check the consistency by setting up N-body initial data at some high redshift, evolving them with the N-body code to some lower redshift that is still high enough for a second-order calculation to remain valid, and comparing the solution with the one of the Boltzmann code for that same lower redshift value. However, there are (at least) two caveats to bear in mind.

First, a discrete system will always display a modified evolution with respect to the continuum limit as one approaches the discretisation scale, and this is true already at first order. Such a modified evolution will lead to a gradual departure from the continuum perturbation theory that, for some short scales, will become much larger than any second-order effects we are interested in. For the test we consider here, only scales that are about an order of magnitude or more above the Nyquist limit show a sufficient agreement with the continuum.
Figure 5: Power spectra of the initial density contrast at redshift $z = 100$ in RELIC and in gevolution. The first-order density contrast in gevolution (computed with the first-order particle displacements only) is shown in orange and agrees well with the corresponding power spectrum of RELIC shown in dashed red. The second-order density contrast in the particle-mesh scheme (computed with the full particle displacements), shown as light blue curve, is obtained by subtracting the first order (RELIC) from the result of the particle-mesh projection. It, too, agrees very well with the second-order density contrast provided by RELIC, shown here as dashed blue curve. The residual, i.e. the difference between the full input field and the result of the particle-mesh projection, is shown in green. The sharp cut-off seen in the second order comes about because we choose to limit the respective calculation to wavenumbers smaller than 25% of the Nyquist wavenumber. For comparison we also plot the first-order perturbations in the radiation field (dotted pink line).

This is the main reason why we choose not to compute the second-order density on the full Fourier grid, but only up to 25% of the Nyquist wavenumber.

The second caveat concerns the physics modelled in the respective codes. For example, it is well known that the presence of perturbations in the radiation field (photons and neutrinos that are treated as massless here) has a small effect on the evolution of modes close to the horizon scale even during matter domination. While there are various ways to account for this effect in an N-body simulation (see Ref. [55] for a fairly comprehensive discussion) the most common approach is to neglect those perturbations in the simulation and to “fudge” the first-order initial power spectrum such that the error becomes small at low redshift (this method is commonly known as “backscaling”). At early times this can introduce spurious modifications on large scales that can easily dwarf the second-order relativistic effects we are interested
Figure 6: The four panels show a slice through a region of $500 h^{-1}$ Mpc at redshift $z = 100$ – the colour scale ranges ±5% and is identical for all panels. Panel (a) shows the first-order density perturbation generated with RELIC. Panel (b) shows the second-order density perturbation generated with RELIC, multiplied by a factor 200 to adjust the colour scale. While the full resolution is about $4 h^{-1}$ Mpc, a cut-off for computing $\delta^{(2)}$ was chosen close to $80 h^{-1}$ Mpc which explains the lack of features on smaller scales. Panel (c) shows the density contrast from the particle-to-mesh projection in gevolution with the first-order density perturbation of panel (a) subtracted, and multiplied by a factor 200 like in panel (b). Panel (d) finally shows the difference between panels (c) and (b), multiplied by another factor of 10 for a total factor of 2000, and represents the residual between the input density contrast (the sum of first and second order perturbations from RELIC) and its representation in the particle-mesh scheme.

This is clearly evident from Fig. 5 where we show the first-order perturbations in the radiation field (appropriately scaled by the respective density parameter) together with first- and second-order perturbations in the matter. To avoid this issue the most straightforward
solution is to include the radiation field in the simulation, a feature that is conveniently available in gevolution. However, to employ this feature consistently we had to modify the code so that it uses the same random realisation that was provided by RELIC at initial time.

With these caveats in mind we run gevolution starting from redshift $z = 100$ until the simulation reaches redshift $z = 50$. We then compare the density perturbations in the simulation with the prediction of RELIC at the same redshift. In Fig. 7 we show the agreement of the power spectra of the total $\delta$ (orange solid and red dashed curves) as well as the agreement on the second-order contribution $\delta^{(2)}$ (light blue solid and blue dashed lines). To compute the latter quantity for the simulation we simply subtract $\delta^{(1)}$ (obtained with RELIC) from the simulation output. This means that the resulting field also contains some residuals from discretisation effects and other numerical errors. Therefore, in order to establish how well the fiducial $\delta^{(2)}$ is still captured in the simulation, we also show the cross-power between the simulation and the $\delta^{(2)}$ of RELIC (green solid curve). While we find results that are

Figure 7: Power spectra of the density contrast at redshift $z = 50$ in RELIC and in a simulation with gevolution that started from $z = 100$. While the overall density contrast agrees very well as expected (orange and dashed red curves), the second-order density in the simulation (light blue curve) is affected by various numerical errors (see text). Nevertheless, we find good absolute agreement with the result from RELIC (dashed blue) on intermediate scales, and the cross-correlation (green) also reveals that $\delta^{(2)}$, while buried in errors, is still present at about the right amplitude on all other scales. We also show the second-order density in a simulation that started on linear initial conditions only (grey line), demonstrating further that the second-order contribution is significant. On large scales the effect of perturbations in the radiation field (pink dotted curve) is relevant even at redshift $z = 50$. 


within $\sim 10\%$ agreement on intermediate scales, the small scales are clearly dominated by discretisation errors. There is also a considerable disagreement on very large scales. Looking at the power of radiation perturbations (pink dotted curve) it is tempting to conjecture that there is still some inconsistency in the treatment of the radiation effect. Note that radiation was included in the simulation using the method described in Ref. [55], and we checked that we get even poorer agreement if we neglect the effect of radiation perturbations. A deeper analysis is required to resolve this issue in the future.

We finally also compare our result at redshift $z = 50$ with a simulation that used only linear initial conditions at redshift $z = 100$. To this end we employ exactly the same simulation pipeline except that we set $\delta^{(2)} = 0$, $\phi^{(2)} = 0$, etc., initially. In Fig. 7 the grey curve indicates the perturbations recovered after subtracting $\delta^{(1)}$ from the final density contrast, as was done for the light blue curve. While the levels of contamination at large and small scales appear to be similar in both simulations, we confirm that the impact of second-order initial conditions can clearly be measured on intermediate scales.

5 Conclusions

N-body simulations of large-scale structure commonly use Newtonian gravity and Gaussian initial particle distributions. However, the increase of precision promised by the next generation of observational campaigns drives the community toward more accurate and complex numerical methods. Paving the way for ambitious non-Gaussian, relativistic N-body simulations, we developed RELIC to generate second-order initial Cauchy data. The core module of RELIC is an integrator that computes the convolution integral (2.7). This integral is known to be computationally challenging for large grids. We have tailored an approximation to account for the coupling between large and small scales. We did this by ignoring the coupling between modes larger than a cut-off $k > k_\Lambda$. In this way, we correctly describe the so-called squeezed limit of the bispectrum. This limit is a primary probe of primordial non-Gaussianities as it is protected from many small-scales effects by virtue of the equivalence principle [33]. Our approximation also correctly describes the full bispectrum at large scales $k < k_\Lambda$.

We detailed how our approximation reduces the computational time. We checked that the power spectra and bispectra of the realisations generated by RELIC are indeed the ones provided by CLASS and SONG. Passing the Cauchy data to gevolution, we also checked that the particle-mesh projection nicely reproduces the RELIC density by visual inspection and measurements of the power spectrum. Finally, we checked in that the time evolution of the perturbations is consistent with perturbation theory from redshift $z = 100$ to $z = 50$, except for some systematic residual on very large scales that remains to be fully understood.

Though our focus was on relativistic simulations, RELIC is a general-purpose tool to generate initial conditions with an arbitrary coupling between long and short scales. It is straightforward to include a PNG signal, and SONG already provides some means to do that. In fact, RELIC can work with arbitrary second-order kernels. Apart from our implementation in gevolution, the Cauchy data prepared by the generator can also be used by other simulation pipelines that accept fields as an input, e.g. the Einstein toolkit [56].

In order to go beyond local PNG and include the most general (non-separable) non-Gaussian template, the modal approach discussed in Section 1 could be applied. As one approaches the horizon scale, the inclusion of the value of the density and velocity fields at the fundamental mode of the simulation becomes highly relevant. We leave these considerations for future works.
Another virtue of considering non-linear initial conditions is that it allows to start the N-body simulation at later redshift, thus eliminating transient effects, see Ref. [57] for an explicit example at 3LPT. In follow-up work, we also want to use another in-built feature of the code we are working with, namely the ray-tracing algorithm of gevolution (see for instance Ref. [58]), that combined with our current pipeline, would allow to make a prediction for the observable galaxy power spectrum and bispectrum accounting for all relativistic and non-linear effects. Being able to disentangle relativistic effects and the primordial signal would be of major interest for future observational surveys.
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