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Abstract: The accuracy of hotel demand forecasting is affected by factors such as the completeness of historical data and the maturity of models. Most of the existing methods are based on rich data, without considering that single hotels may only obtain sparse data. Therefore, a K-means group division and Long Short-Term Memory (LSTM) based method is proposed in this paper. Guest types are introduced into the forecasting to provide reference for hotel's further decision-making. Using an example of 1493 hotels in Europe, we divide hotel groups and forecast the flow of leisure and business guests. The experimental results show that, compared with the benchmark (LSTM) based method is proposed in this paper. Guest types are introduced into the forecasting to provide reference for hotel's further decision-making. Using an example methods are based on rich data, without considering that single hotels may only obtain sparse data. Therefore, a K-means group division and Long Short-Term Memory (LSTM) can improve the forecasting performance of hotel group; compared with single hotels, the forecasting of hotel groups can effectively avoid inaccuracy caused by sparse data. The results can provide necessary reference for hospitality to make decisions based on guest types.
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1 INTRODUCTION

As a modern service industry management method, revenue management can help hotels to maximum revenue through theory and practice. In hospitality, demand modeling and forecasting are always closely related to hotel revenue management, and are often applied to hotel procurement decisions, inventory control, business operations management and planning [1]. Demand forecasting is an important step in the decision-making process for hotel planners and managers. Accurate forecasting is the key. Revenue management and other similar strategies take forecasting as the basic element of pricing [2]. Without accurate forecasts, pricing errors will have a negative impact on the hotel's financial performance. However, it is not a simple task to get accurate forecasting result. Many factors, such as incomplete historical data, immature prediction model, change of consumer habits, and special date will affect the accuracy. Many efforts have been made to improve the accuracy by measuring the demand for hotel accommodation from different angles through various variables. Some use variables related to financial performance to measure demand, such as using statistical residuals to predict revenue per room [3]; using autoregressive integrated moving average and intervention analysis technique to forecast hotel performance [4]. Some also use variables related to the demand scale, such as introducing the bank exchange rate index into the hotel standard demand equation to predict the number of rooms sold [5]; introducing business sentiment indicators to predict the actual number of hotel arrivals [6]; forecasting the number of overnight based on search engine data and LSTM model [7]; using fuzzy c-means clustering algorithm to forecasting occupancy rate [8]. No matter from which point of view, forecasting hotel demand is essentially based on the analysis of data. Hotel demand forecasting methods include time-series, advance booking and combined models, which mostly rely on the historical data, such as bookings and number of overnight. The density of data is one of the important influencing factors for hotel demand forecasting [9].

The data of a single hotel may be sparse. Such as hotels that have just entered the market cannot produce complete data to provide reference for future operation decisions due to their short opening time and insufficient competitiveness; hotels with low exposure, located in remote location or not in the major business area always keep a low level of historical data value due to the small number of guests, which makes it difficult to dig out valuable information. The sparsity of historical data not only has a great impact on the accuracy of hotel demand forecasting, but also increases the difficulty of forecasting and leads to the instability of results. Few researches have considered this. Literature [10] proposed a method of group division to solve the problem of single hotel data sparsity. Hotel Group division divides hotels according to some features to form one or more groups. The hotel data in each group are integrated to forecast, that is, to forecast the accommodation demand of each hotel group. Because the hotels in the same group have similar features, they can often provide reference for each other. In addition, it can also help enterprises that want to build hotel projects to better assess the risk level.

With the improvement of living standards, people have higher requirements on the quality of hotel service. Different guest groups have different requirements. For example, leisure guests have high requirements for food and accommodation, business guests have high requirements for processing speed of laundry and other affairs, guests with mobility difficulties have high requirements for convenience of access, and the elderly and the sick have high requirements for disease emergencies. In order to attract more guests and increase revenue, the hotel should take different measures to cope with different guests. At present, the existing demand forecasting methods mostly analyze all guests as one type, cannot locate the accommodation requirements of different types. Therefore, we introduce guests types into the demand forecasting, focusing on the analysis of leisure and business guests, so as to play a guiding role in further decision-making for hotel planners and managers.

Based on the above analysis, we construct the K-means model to group 1493 luxury hotels in Europe, and construct the LSTM model with good predictive ability for complex nonlinear time series to forecast the demand of hotels. We forecast the monthly flow of leisure and business guests in the hotel group to provide reference for revenue management, business procurement, and operation strategy.
Compared with the existing work, the contribution of this paper can be summarized as follows:
(1) K-means clustering algorithm is used to group hotels to avoid inaccurate forecasting caused by sparse historical data.
(2) A hotel group guest flow forecasting model based on LSTM is constructed for the first time.
(3) Introduce hotel guest types and forecast the monthly flow of leisure and business guests respectively.
(4) The ANN and SVR are built as the benchmark models, and compared with the LSTM model adopted in this paper to evaluate the accuracy of forecasting the monthly flow of single hotels and hotel groups. The evaluation metrics include mean absolute error (MAE), root mean square error (RMSE) and the mean absolute percentage error (MAPE).

The remaining sections of this paper are organized as follows. Section 2 provides an overview of the existing hotel demand forecasting methods and discusses their advantages and disadvantages. Section 3 analyzes the review data of 1493 luxury hotels in Europe used in this paper. Section 4 introduces the proposed hotel group division and demand forecasting method in detail. Section 5 describes the experiments and analyzes the results. Section 6 summarizes the work of this paper.

2 LITERATURE REVIEW

In the hospitality, accurate forecasting is the key to revenue management and other related strategies. Time series, advance booking and combined model are three methods commonly used in hotel demand forecasting [8, 11, 12, 13]. This paper is particularly interested in time series forecasting models, and will focus on the researches related to this method.

Time series model is widely used. It looks for time patterns in a single historical data series, such as trends, cycles, and seasonal fluctuations, and then models the patterns mathematically [12]. Simple time series models such as moving average (MA), exponential smoothing (ES) and regression, and family models of autoregressive moving average (ARIMA) are used to forecast the final demand based on historical days [11]. Andreet al. [14] constructed Box-Jenkins and ES models to forecast the actual monthly occupancy rates of hotels in major central cities, and obtained accurate results, proving the important role of time series models in actual hotel operations and other applications (such as yield management); the MA model was used to forecast the number of arrivals in Choice Hotels and Marriott hotels, and was proved to be highly robust [2]; in order to improve the accuracy of the daily occupancy rate of a single hotel, ARIMA and the model combining ensemble empirical mode decomposition (EEMD) and ARIMA were built, the experimental results show that EEMD-ARIMA has improved the accuracy of forecasting, especially short-term [15]. Although the traditional time series forecasting models have a wide range of applications, it can easily lead to inaccurate forecasts when the time series is non-stationary. In addition, the construction of the model is complex and requires high statistical expertise. In recent years, machine learning and deep learning have been proven to have good demand forecasting capabilities and can effectively capture nonlinear and complex features in time series [16-19], but they have not been widely used in the hospitality. Given the reservation and occupancy history records, ridge regression, kernel ridge regression, multilayer perceptron, and radial basis function networks are constructed to forecast the daily occupancy rate, and the good forecasting performance is obtained [20]; Aliyev et al. [8] established the hotel occupancy forecasting system model based on fuzzy C-means clustering algorithm; Tsang et al. [21] proposed using gaussian process to forecast daily occupancy rate, they also constructed linear regression, ARIMA, support vector machine, random forest and other recently commonly used machine learning methods in the experimental stage. Results showed that the performance of machine learning is generally better than traditional time series models. Like the transportation data with diversity and typical characteristics of big data [22], the data in hospitality is growing rapidly and comes from many events. Due to the weak ability to deal with the increasing data, machine learning is limited in hotel demand forecasting. Zhang et al. [7] used the Internet search index based on LSTM deep learning framework based on LSTM to forecast overnight guest flow in Hainan Province from August 2008 to May 2019, and compared it with DBN, BPNN and C-LSTM, proving the advantages of LSTM in complex time series forecasting; Literature [23] constructed the LSTM model to forecast the actual monthly arrivals of a resort hotel in Portugal, and compared it with artificial neural networks (ANN) and support vector regression (SVR) models. The result showed that LSTM has better performance in capturing the nonlinear complex features of time series data. Affected by factors such as weather and economy, the guests flow often shows instability. The excellent performance of LSTM on unstable time series with fixed components has been proven in researches. This paper will further explore the performance of LSTM in hotel demand forecasting.

Advance booking model considers the arrival number of booking requests within the booking scope of a specific stay for one night. The idea is to estimate the incoming booking increment, and then aggregate these increments into the early implementation to obtain the final demand forecasting result [11]. This type of model is considered to be the most accurate method for forecasting final demand in short term. Advance booking model can be divided into an additive and multiplicative model. Additive model assumes that the number of bookings on a certain day before arrival is independent of the number of rooms ultimately sold, while the multiplicative model assumes that the number of future bookings depends on the current number of bookings. Athanasius et al. [24] constructed 8 variants of advance booking models to predict the number of arrivals in a given range of hotel, the result showed that multiplicative variation is better than additive variation. Since advance booking model only uses the existing booking data on a certain day and ignores the past data, Tse and Poon [25] described the advance booking curve as a quadratic function and applied it to the forecast of Hong Kong ICON hotel; Lee et al. [11] established three Poisson models to capture key features of booking arrivals, independent of the number of rooms ultimately sold, time-varying arrival rate, and based on the daily booking data of 69 major hotel chains in the United States, the Poisson
Combined model is usually based on the weighted average of the forecasting obtained from different methods and information sources [13], which is widely accepted in practice to improve the accuracy. Literature [26] summarized a variety of combined models. These models prove that combination of forecasting generated by different models can achieve higher accuracy. The work of Rajopadhye et al. [27] is a good example; they combined a time series model and an advance booking model, using Holt-Winters to achieve long-term forecasting of hotel rooms and a multiplicative advance booking model to achieve short-term forecasting.

Hospitality relies heavily on existing data such as sales or bookings to make accurate forecasting for final demand, especially when using models based on time series or advance booking curves. If the data is sparse, it will become very difficult to capture the rules. Generally speaking, hotel demand forecasting is the analysis process of the data held by the hotel. Through analysis, it can provide hotel operators and managers with decision-making reference and point out the future development direction. Each hotel has the responsibility of collecting and analyzing available data, and making its own forecasts. Although the forecasting of a single hotel will help to implement operational strategies, it also puts forward higher requirements on the available data, and sparse data will lead to a decrease in the accuracy of the prediction. In the above researches, almost all models are established based on the complete data. However, in reality, hotels that have entered the market soon or have low exposure rates only have sparse data. This paper adopts a hotel group division method proposed in [10] to solve the problem of inaccurate or difficult forecasting caused by sparse data of a single hotel, and improve the demand forecasting method on the basis of this research. Our improvements include two aspects: selecting the best K value (the key parameter of K-means) by elbow method, and using LSTM algorithm which is friendly to non-stationary time series for forecasting. In addition, types of hotel guests are diverse, and the analysis of all guests as a single type cannot provide a reference for the hotel's further decision-making, most existing researches have not taken it into consideration.

The weakness of the above researches can be summarized as follows:
(1) The potential sparsity of data for single hotels is not taken into account.
(2) There is no division of guest groups, and it is weak in providing further reference for decision-making.
(3) The forecasting accuracy is not high and the error is large.

Based on the above analysis, this paper establishes a hotel group division and LSTM deep learning model to forecasting different types of guest flow on the review data set of 1493 luxury hotels in Europe from 2015 to 2017. This method can effectively avoid the inaccurate forecasting caused by the sparse data of a single hotel, and shows high performance on non-stationary time series, which can guide the hotel's further decision-making.

### 3 Hotel Review Data Analysis and Processing

The data set used in this paper comes from Kaggle (https://www.kaggle.com/jiashenliu/515k-hotel-reviews-data-in-europe), which contains the scores of 1493 luxury hotels in Europe and 515,738 guests reviews from 2015 to 2017.

The original data set contains 17 attributes: Hotel_Address, Review_Date, Average_Score, Hotel_Name, Reviewer_Nationality, Negative_Review, Review_Total_Positve_Word_Counts, Positive_Review, Review_Total_Negative_Word_Counts, Reviewer_Score, Total_Number_of_Reviews, Reviewer_Has_Given, Total_Number_of_Reviews, Tags, days_since_review, Additional_Number_of_Score odioing, lat (Latitude of the hotel), lng (longitude of the hotel). Among them, a guest may have both positive and negative reviews on the hotel. Positive and negative reviews belong to two attributes of a review, which are optional; Tags contains information about the guest's accommodation, which is a variable-length string array. For example, ('Leisure trip', 'Couple'; 'Duplex Double Room', 'Stayed 6 nights') indicates that the guest is a leisure traveling couple and stayed in duplex double room for 6 nights.

According to the goal of demand forecasting, that is, to forecast the monthly flow of leisure and business guests in the hotel group (it is worth noting that this paper mainly divides hotels into different groups based on location), we select Review_Date, Hotel_Address, Hotel_Name, lng, lat and Tags from data set. We need to process the original data into two new data sets, one is the hotel location data set, which contains the hotel name, address, longitude and latitude attributes; the other is the time series data of a single hotel monthly guest flow from 2015 to 2017, including the hotel name, time, the number of leisure guests and the number of business guests, where the guest type needs to be separated from the Tags attribute. Some data of the data set 1 and data set 2 are shown in Tab. 1 and Tab. 2.

![Figure 1 Guest flow of a single hotel for 24 months](image)

Reviews reflect the guest's satisfaction with hotel services, environment, etc., and can guide the development direction of the hotel. Reviews are optionally filled in according to the personal wishes. Not all guests will leave...
a review. In the case of single hotels, the review data is sparse. Fig. 1 shows the review data of a hotel for 24 months. In the figure, the number of reviews is 0 most of the time, which can effectively simulate the situation that some hotels have few guests. In fact, it is difficult for us to dig out the rules of hotel guest flow changes from such a set of sparse data. Demand forecasting using existing methods will inevitably have low forecasting accuracy and unstable results. We can effectively avoid the problem of data sparsity and improve the forecasting performance by clustering hotels with similar features, that is, dividing hotel groups.

4 METHODOLOGY

The time series method for hotel demand forecasting proposed in this paper mainly includes two steps: based on the address, longitude and latitude features of each hotel, K-means clustering algorithm is used to divide the group; the leisure and business guest flow is calculated as two parameters, and the results corresponding to the hotel group in the forecast month are obtained through the LSTM model. In this section, we will introduce the proposed demand forecasting method in detail.

4.1 Group Division

The specific group division method is as follows: first, input the identifiable address, longitude and latitude of each hotel into the K-means model for clustering, forming multiple different hotel clusters, each hotel cluster containing multiple hotels; next, the corresponding hotel cluster is regarded as a hotel group; finally, the hotel group and all hotels in the corresponding hotel group are formed into a list.

In the process of group division in this paper, K-means algorithm is used to cluster hotels with similar features to form multiple groups. K-means is a widely used unsupervised algorithm for creating data sets [28]. For a given sample set, K-means divides the samples into K clusters according to the distance between the samples, making the sample points in each cluster as close as possible, and the distance between each cluster as large as possible. We use Euclidean distance to calculate the distance between sample points in space:

\[
\text{dis}(x, y) = \sqrt{\sum_{i=1}^{n}(x_i - y_i)^2}
\]

where, \(n\) represents the spatial dimension. Suppose the input sample set \(D = \{x_1, x_2, ..., x_N\}\), \(N\) is the number of samples, the number of clusters is \(K\), the set of clusters \(C = \{C_1, C_2, ..., C_K\}\), the set of cluster centroids \(\mu = \{\mu_1, \mu_2, ..., \mu_K\}\), where:

\[
\mu_i = \frac{1}{|C_i|} \sum_{x \in C_i} x
\]

The equation for determining the optimal \(K\) value is as follows:

| Hotel Name                  | Hotel Address                                                                 | lat      | lng       |
|-----------------------------|-------------------------------------------------------------------------------|----------|-----------|
| Hotel Arena                 | s Gravesandestraat 55 Oost 1092 AA Amsterdam Netherlands                      | 52.3605759 | 4.9159683 |
| K K Hotel George            | 15 Templeton Place Earl s Court Kensington and Chelsea London SW5 9NB United | 51.4918878 | -0.1949706 |
| Apex Temple Court Hotel     | 1 2 Serjeant s Inn Fleet Street City of London London EC4Y 1LL United Kingdom | 51.5131733 | -0.1087512 |

Table 1 Hotel location data set (data set 1)

| Date      | Hotel Name                  | Leisure_Trip | Business_Trip |
|-----------|-----------------------------|--------------|---------------|
| April 2017| 222 Marylebone Road Westminster Borough London NW1 6JQ United Kingdom      | 9            | 3             |
| May 2017  | 222 Marylebone Road Westminster Borough London NW1 6JQ United Kingdom      | 19           | 0             |
| June 2017 | 222 Marylebone Road Westminster Borough London NW1 6JQ United Kingdom      | 4            | 3             |

Table 2 Hotel guest flow data set (data set 2)

The process of K-means algorithm is shown in Fig. 2. Taking hotel group division as an example, the algorithm first randomly selects \(K\) samples from the input hotel sample set as the initial centroid, next sets each cluster to an empty set, and then calculates the distance from each sample to each centroid vector and adds the sample to the nearest cluster; the centroid of each cluster is finally updated. The steps except for randomly selecting the centroid are repeated until convergence.

As we all know, K-means needs to specify the number of clusters in advance, namely \(K\), the quality of the clustering result is affected greatly by \(K\). How to choose an appropriate \(K\) value has always been the focus and difficulty of K-means. In this paper, we select the best \(K\) value according to the elbow method [29, 30]. Compared with the method of setting the number of hotels in groups and then getting the \(K\) value by calculation in literature [10], our method can get better clustering results.

Figure 2 The process of K-means
\[ SSE = \sum_{i=1}^{K} \sum_{x \in S_i} |x - \phi_i|^2 \]  

where, \( SSE \) represents the clustering error of all samples, that is, the sum of the squares of the distance from each sample point to the centroid of the cluster to which it belongs, and represents the quality of the clustering result. Typically, \( SSE \) decreases with the increase of \( K \), and tends to be stable after reaching an inflection point. The \( K \) value corresponding to the inflection point is considered to be the best.

4.2 Demand Forecasting

The specific demand forecasting method is as follows: first, add the historical guest flow of hotels in the same hotel group to obtain the historical guest flow of the hotel group, note that the flow of leisure and business guests is calculated separately here; and then the types of guest flow of the hotel group are input into the LSTM model to obtain the result in the forecasting month.

Hotel guest flow is affected by factors such as weather, economy, emergencies, etc. It is a kind of time series data with complex nonlinear features [7]. Due to the advantages of LSTM in processing non-stationary time series data, this paper builds an LSTM model to forecast the demand of hotel groups. LSTM is a variant of RNN with the additional function of memorizing data sequences. It remembers the early trends of data through gates and storage lines [31]. Compared with RNN, it can better capture long-term dependencies, which is useful for forecasting the long-term demand. The key of LSTM is the cell state, which is similar to a conveyor belt. LSTM contains three types of gates, namely input gate, forget gate and output gate. These gates control the selective passage of information to protect and control the cell state.

The LSTM time series forecasting model constructed in this paper includes an input layer, an output layer and two hidden layers. The parameter batch size of the input layer is 128, input dim is 1, and time step is 1; the activation function of the hidden layer is ReLU function, the gate activation function is sigmoid, and the number of hidden layer neurons is 150; the output layer selects tanh as activation function, LossL1 is used as the loss function, and the dimension of the output result is 1. In order to solve the over-fitting problem of the model on the data set, we use the Dropout algorithm [32] to improve the generalization ability of the model. This algorithm can make the activation values of certain hidden neurons stop working with a certain probability in the process of forward propagation, reduce the model's dependence on local features. In addition, gradient descent algorithm is used for the optimization of the model, and Adam algorithm is used for parameter iteration.

5 EXPERIMENTS

In the experiment, we mainly complete two tasks. One is to use the K-means model to cluster hotels and form hotel groups; the other is to build LSTM and benchmark models to forecast the monthly guest flow of a hotel group and single hotels respectively, so as to make a comparative analysis of the forecasting performance.

5.1 Data Processing

The original data set used in this paper comes from the data of 1493 luxury hotels in Europe (Kaggle). We process the original data set to obtain the geographic location data set and the monthly guest flow data set of a single hotel. The content of the data set has been introduced in the section 3.

Since hotel groups are divided according to hotel address, longitude and latitude in this paper, we need to remove the Hotel Name attribute in data set 1 before entering the data into the K-means model. In addition, the address is converted into a numeric type through WEKA, and the data is normalized to unify the dimensions.

After getting the clustering results, we can know the group of each hotel. We count and obtain the monthly guest flow of the same hotel group from August 2015 to July 2017. After that, January 2017 is regarded as the time point to split the training set and the test set, that is, take 70% as the training data and 30% as the test data to forecast the guest flow of the hotel group.

5.2 Model Establishment

The models we build in the experiment include K-means, LSTM and benchmark models include ANN and SVR. Among them, ANN is widely used in time series forecasting, and SVR is one of the most representative nonlinear forecasting algorithms. The introduction of these two benchmark models proves that the deep learning models have more advantages than the traditional machine learning models in dealing with complex non-stationary time series. We build the above models on WEKA 3.8.5 platform of Windows 10 system. The key parameter \( K \) of K-means is determined by the elbow method; the ANN model uses a single hidden layer network structure; the SVR model uses the RBF as the kernel function, the parameter \( c \) is set to 0.15, and the parameter gamma is set to 0.02. The initial learning rate of all models is 0.001, the batch size is 128, and other parameters remain default.

5.3 Experimental Process and Result Analysis

First, we establish a K-means model to divide hotel groups, that is, to cluster hotels through certain features. The key parameter \( K \) of the K-means model is determined by the elbow method. In the experiment, we increase the \( K \) value from 2 to 30, and calculate the corresponding SSE value, as shown in Fig. 3. It can be seen that when \( K \) is 13 , the SSE value plummets to a lower level, and then gradually stabilizes. From this we can determine that setting the \( K \) value to 13 is the best choice for this paper.

Therefore, this paper uses the K-means model to cluster the hotels into 13 clusters. The cluster which the hotel belongs to is related to three features: longitude, latitude and address. The clustering results are shown in Fig. 4. 1493 hotels in Europe are divided into 13 hotel groups according to location information. The number of hotels in each hotel group is not fixed. Tab. 3 shows the number of hotels in each hotel group.
After group division, we obtain the guest flow data of each hotel group by calculation, and randomly select one of the hotel groups for demand forecasting. We build LSTM, ANN and SVR models on 70% of the data set, get 16-month forecasting results, and then test the models on 30% of the data set, get 7-month forecasting results. Here we adopt one-step forecasting. August 2015 is the first month in the data set, there is no historical data as the basis for its forecasting, so we cannot forecast this month here. Fig. 5 to Fig. 7 show the fitting curve of each model on the data set. From the figures, we can see that the number of business guests in this hotel group is far less than the number of leisure guests, and the flow of different types of guests will show peaks and lows in some months, which points out the direction for the hotel to adjust its business strategy for different types of guests in different time periods. Comparing the fitting curves of different models on the data set, we can see that LSTM has the best fit degree, followed by ANN, and finally SVR.

In order to further compare the performance, we introduce MAE, MAPE and RMSE evaluation metrics in this paper. These three metrics are often used to evaluate the difference between the predicted and the real value in hotel demand forecasting [33]. Their value reflects the performance of the three models. The smaller the error, the better the performance of model. Tab. 4 shows the metric scores of the three models in the training and test stage, in which the best scores of each metric are shown in bold.

It can be seen from Tab. 4 that LSTM has the best scores in 5 items, ANN has the best scores in 2 items, and SVR has the worst scores. Although the score gap between the training and the test set of the LSTM model is larger than that of the other two models, its performance is basically better than them. Here we can see that the LSTM model has more advantages than ANN and SVR in forecasting hotel group guest flow.

| Hotel Group | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  |
|-------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Number      | 103 | 51  | 61  | 92  | 162 | 150 | 133 | 160 | 92  | 152 | 55  | 135 | 147 |

Figure 3 K-SSE

Figure 4 Clustering result

Table 3 The result of hotel group division

|                         | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  |
|-------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
|                         | 103 | 51  | 61  | 92  | 162 | 150 | 133 | 160 | 92  | 152 | 55  | 135 | 147 |

Figure 5 Fitting curve of LSTM model on the data set

Figure 6 Fitting curve of the ANN model on the data set

Figure 7 Fitting curve of the SVR model on the data set
In order to explore whether the hotel division of the group can effectively improve the accuracy of demand forecasting, and avoid the poor performance caused by sparse data, we randomly select three hotels in this hotel group (the hotel group selected for forecasting before) and use the same structure of the LSTM model to forecast the guest flow. The hotel's data is also divided into 70% training data and 30% test data. We compare the forecasting results of these single hotels and their corresponding hotel group. MAE and RMSE are affected by the data value, for different data sets; the larger the value is, the larger the scores of the two metrics will be, so it is unreasonable to use them for evaluation here. Therefore, we use MAPE as an evaluation metric. Tab. 5 shows the metrics scores, where the best scores are shown in bold.

It can be seen from Tab. 5 that compared to any single hotel, the MAPE scores of the hotel group are the best. Moreover, since the data is sparse, LSTM shows a certain over-fit in the forecasting of single hotel 1, it has poor performance in test set. Therefore, the accuracy of demand forecasting for hotel groups is higher than that of a single hotel with sparse data, and group division effectively improves the forecasting performance.

### Table 5 The MAPE scores of LSTM for different hotel forecasting

| hotel      | MAPE / % | training | test   |
|------------|----------|----------|--------|
| hotel group| 0.742    | 1.894    |
| single hotel 1 | 5.579 | 44.463   |
| single hotel 2 | 4.980 | 19.563   |
| single hotel 3 | 14.683 | 39.992   |

Through the above experiments, we can draw two conclusions: (1) LSTM has more advantages than other models in terms of hotel group guest flow forecasting; (2) demand forecasting based on K-means group division can avoid the forecasting difficulties, instability and precision decline caused by sparse data of a single hotel, and can effectively improve the forecasting performance.

### 6 CONCLUSION

Accuracy is the key to hotel demand forecasting. Aiming at the problem of sparse historical data of a single hotel, this paper proposes a hotel demand forecasting method based on K-means group division and LSTM time series model. Taking 1493 hotels in Europe as an example, we construct a K-Means model to divide hotels into groups according to their geographic locations, and use the LSTM model to forecast the flow of different types of guests. In the experimental stage, based on the hotel's 515738 review data, we first use the elbow method to select the best K value to establish a K-means model, and divide the hotel into 13 groups; then, we build LSTM and its benchmark models include ANN and SVR, and introduce MAE, MAPE, RMSE to compare and evaluate the forecasting performance of the models, proving the advantage of LSTM in forecasting nonlinear time series; in addition, the LSTM model is used to predict the guest flow of the hotel group and single hotels respectively, which proves that K-means group division method can avoid problems such as inaccurate and unstable forecasting caused by sparse data. Comprehensively analyzing the experimental results, the method proposed in this paper effectively improves the forecasting performance under the condition of sparse hotel historical data, and can provide an accurate and reasonable reference for the hotel to adjust the operation decision according to guest types.
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