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Abstract—In this paper, we analyze the effect of time delay dynamics on controller design for Unmanned Aerial Vehicles (UAVs) with vision based navigation. Time delay is an inevitable phenomenon in cyber-physical systems, and has important implications on controller design and trajectory generation for UAVs. The impact of time delay on UAV dynamics increases with the use of the slower vision based navigation stack. We show that the existing models in the literature, which exclude time delay, are unsuitable for controller tuning since a trivial solution for minimizing an error cost functional always exists. The trivial solution that we identify suggests use of infinite controller gains to achieve optimal performance, which contradicts practical findings. We avoid such shortcomings by introducing a novel nonlinear time delay model for UAVs, and then obtain a set of linear decoupled models corresponding to each of the UAV control loops. The cost functional of the linearized time delay model of angular and altitude dynamics is analyzed, and in contrast to the delay-free models, we show the existence of finite optimal controller parameters. Due to the use of time delay models, we experimentally show that the proposed model accurately captures system stability limits. Due to time delay consideration, we achieved a tracking results of RMSE 5.01 cm when tracking a lemniscate trajectory with a peak velocity of 2.09 m/s using visual odometry (VO) based UAV navigation, which is on par with the state-of-the-art.

I. INTRODUCTION

Unmanned Aerial Vehicles (UAVs) became very popular in recent years for a wide range of applications such as inspection [1], agriculture [2], entertainment [3], package delivery [4], etc. Accurate trajectory tracking is required for many of these applications and is very critical for safe autonomous operation of the UAVs. For operations in GPS denied environments, vision based localization using on-board camera is the most attractive solution, and has been implemented successfully in recent works [5], [6]. However the vision feedback introduces additional dynamics to overall UAV control system and affects the trajectory tracking performance as well as the stability of the platform.

A. Related Work

Multi-rotor UAVs are fairly complex non-linear and under-actuated systems which are inherently unstable. Hence, the control of UAV is a challenging task and has been addressed widely in the robotics research community [7]. The most common control approach uses differential flatness for feedback linearization, combined with a hierarchical controller structure with fixed controller gains [8]–[11]. Other popular control approaches are incremental nonlinear dynamic inversion (INDI) [12], model predictive control (MPC) [13], Linear Quadratic Regulator (LQR) [14] control, non-linear controllers accounting for non-linear drag [15] and many others. These different controller designs are effective for stable flight but for accurate trajectory tracking these controllers need to be carefully tuned in order to achieve performance goals. However, tuning these controllers require accurate dynamic model of the UAV or extensive manual tuning, which is much more complex than tuning of PID controllers due to absence of well developed methods. Overall, the controller design and tuning for trajectory tracking has been extensively studied in the literature [16]. One way to tune the controllers is to repeat the trajectory and iteratively learn to adapt the control inputs. Many different solutions based on this idea have been proposed [17], [18]. A Deep Neural Network (DNN) based approach has also been proposed to learn inverse models and use it to adapt the control input for trajectory tracking [19]. These approaches have mainly two drawbacks, the controllers are tuned on specific trajectories and it requires large amount of experimental data for best performance. Hence, considering an accurate dynamic model could be more advantageous and once the model is identified the controller can be tuned for tracking any feasible trajectory. Since the accurate dynamic model of the UAV is usually not available and the model mismatch severely impacts the control performance, [20] performs several experimental trials to tune the controllers for achieving precise and aggressive maneuvers. In multiple recent works [21], [22], the authors estimated the rotor drag by repeating a predefined trajectory and used it to boost the performance of the designed controllers. However, they also needed multiple flights on predefined trajectory to collect data and compute drag coefficients. Further, they also compensate for the delays but the method for estimating delays is unclear. Similarly, the work of [23] used a state prediction approach to compensate for communication delays using nonlinear MPC.

Most of these works for accurate and agile trajectory tracking have been done under external localization systems (e.g. motion capture) [19], [20], [24], [25]. Such systems are only appropriate for development and evaluation purposes. These systems are expensive and require pre-installation in the environment and further limit the operation area hence not suitable for many applications. The best alternative is
to use on-board vision sensors as they are much cheaper than 3D laser scanners and light-weight, however vision-based localization requires huge computational resources. Recent development of efficient and fast visual odometry algorithms such as PTAM [26], [27], SVO [28], etc. has enabled the use of on-board vision-based localization for autonomous navigation of UAVs [5], [6], [29]. The use of vision sensor and visual odometry (VO) introduces certain delays and dynamics to the overall UAV control system. If not included in the dynamic model of UAV it immensely affects trajectory tracking performance and can cause instability in worst case. However, this effect is not studied in the literature, mainly because the use of on-board vision for positional tracking of UAVs has become viable only recently.

As can be seen from the above survey, the effect of time delay is widely acknowledged but was not addressed methodologically. The recent work of [30] proposed a nonlinear time delay model with state predictors to compensate for the time delay. Such analysis is not of much interest for practical applications, since it is assumed that the time delay and UAV parameters are known a priori, and hence was limited to simulations. Another work by [32] was made use of simpler quadrotor models with time delay to analyze stability of UAV controllers for the task of landing on a moving ground vehicle. Another experimental work by [32] demonstrated the use of robust control methods to account for time delays in the UAV platform. The gains of the controllers of [32] and [32] were tuned manually based on flight tests. The work of [33] attempted to avoid the manual tuning effort using relay feedback test (RFT) for the attitude loops of a fixed wing UAV while accounting for time delay dynamics. The limitation of [33] is that the UAV was tuned on a bench setup. The work of [34] overcame this limitation through the use of the modified relay feedback test (MRFT), which allows one to excite stable test oscillations even in the open-loop unstable dynamics, and performed gains tuning online for attitude loops of a quadrotor UAV.

To overcome the noted limitations arising from the complex dynamics and non-negligible delay in the control loop, we recently proposed a novel framework [25] based on deep neural networks and the modified relay feedback test (DNN-MRFT), which can estimate the delays and the dynamics of the linearized decoupled UAV system and provides near optimal controllers for trajectory tracking in real time. The results in [35] extended the DNN-MRFT application to the underactuated lateral dynamics. Yet the literature is short of a multirotor UAV model that captures nonlinear dynamic models similar to those in [21], while accounting for time delays and actuator dynamics. Such models can be used to derive valid linearized models suitable for controller design.

B. Contributions

Based on the above, we present a novel nonlinear time delay model suitable for high performance trajectory tracking tasks of multirotor UAVs. The main challenge that motivates such development is the sensor delays and high computational overhead coming from vision-based localization running on a resource constrained on-board computer. Hence, the contributions of the paper stem from the analysis of the nonlinear time delay dynamics, and can be summarized as follows:

1) We propose a full nonlinear model suitable for vision based multirotor UAVs that accounts for time delay and actuator dynamics. The nonlinear models widely used in literature neglect delay dynamics [6], [10], [21], [36]. The nonlinear model is then linearized and decoupled to obtain linear time delay models suitable for identification and controller tuning.

2) We prove using analytical cost functionals that the delay free models cannot be used for controller tuning due to the presence of a trivial global minimum that happens when controller gains are infinite.

3) Using the developed time delay model with the DNN-MRFT approach for identification and tuning, we experimentally achieve state-of-the-art trajectory tracking results of UAVs with vision based navigation.

The consideration of time delay in the model allowed us to accurately tune the feedback controllers in real-time, and consider the delay dynamics in trajectory generation. As a result, we were able to achieve a tracking performance of RMSE 5.01 cm and ATE 2.7 cm when tracking a lemniscate trajectory with a peak velocity of 2.09 m/s. These results were achieved using visual odometry (VO) based UAV navigation and are on par with state-of-the-art results while having the advantage of being fully tuned in real-time. We also demonstrate the adequacy of the considered model as it accurately predicts stability margins which verified experimentally. A supplementary video for this work showing the experiments can be found at https://youtu.be/XdLdL9QeSWE.

C. Outline

This paper is organized as follows. First the nonlinear time delay model and the linearized and decoupled models of multirotor UAVs are presented in Section II. Then an evaluation of the suitability of delay-free models and time delay models for controller tuning based on analytical cost functionals is presented in Section III. Then in Section V we show how DNN-MRFT can be used for the identification of the model dynamic parameters, including time delay, followed by the tuning of the controller parameters. Finally, Section V shows the experimental results obtained.

II. MODELING AND CONTROL

The model parameters identification and the controller design of the closed loop system using DNN-MRFT requires linear SISO models. The UAV model is nonlinear for the following two reasons: 1) the angular kinematics, and 2) the complex aerodynamic and gyroscopic kinetics. We use the feedback linearization approach suggested in [27], [38] to linearize the angular kinematics. We account for the complex aerodynamic and gyroscopic kinetics by the use of a first order drag model that gets estimated using online identification.
In this section, we show the steps followed to obtain the required linear SISO models. We first present the nonlinear UAV model with time delay. Then we present the feedback linearization law and the resulting closed loop system dynamics. Lastly, the dynamics are decoupled to obtain six SISO models for each DoF.

### A. Reference Frames and Conventions

We define an inertial frame $F_I$ having basis $[i_x, i_y, i_z]$ with $i_z$ antiparallel to the gravity vector, and a body-fixed reference frame $F_B$ centered at center of gravity of the UAV with rotation matrix $\begin{bmatrix} R \end{bmatrix} \in SO(3)$, which gives the transformation from $F_B$ to $F_I$, where $b_z$ is parallel to the thrust vector. We also define the horizon frame $F_H$ with its origin is coincident with the origin of $F_I$, its basis $h_z$ being coincident with $i_z$, and it is yaw aligned with $F_B$. A vector can be expressed in a particular reference frame, e.g. $^{t}p$ is the position vector expressed in the inertial frame. The components of a vector are referred to with the subscripts as in $^{t}p = [^{t}p_x^{t}p_y^{t}p_z]^T$. For compatibility of notation with vector quantities we use $K_z$ to represent the element $K_{11}$ in a diagonal matrix, and so on.

### B. Time Delay UAV Model

We define the motor commands as follows:

$$\begin{bmatrix} u_\eta \\ u_T \end{bmatrix} = G u_i$$  \hspace{1cm} (1)

where $u_\eta = [u_{b_1} u_{b_2} u_{b_3}]^T$ represents torque commands around $F_B$ bases, $u_T$ is the thrust command, and $u_i \in [0,1]$ is the dimensionless individual motor command with $i \in \{1, ..., \mu_n\}$ where $\mu_n$ represents the number of propellers used. $G \in \mathbb{R}^{4 \times \mu_n}$ provides a static map independent of UAV dynamics, with $\text{rank}(G) = 4$ and its Moore–Penrose inverse $G^+\!$ is defined and unique. The individual propulsion system thrust and moment dynamics are given by:

$$F_i(t) = k_F u_i(t - \tau_p) - T_p \dot{F}_i(t)$$  \hspace{1cm} (2a)

$$M_i(t) = k_M u_i(t - \tau_p) - T_p \dot{M}_i(t)$$  \hspace{1cm} (2b)

where $k_F, k_M, \tau_p,$ and $T_p$ are the thrust gain, moment gain, propulsion system time delay, and propulsion system time constant respectively. Note that we assume that all propulsion units are matched, i.e. the parameters $k_F, k_M, \tau_p,$ and $T_p$ are the same for all rotors. Also, it is assumed that the thrust and moments applied to the rigid body are defined by the relation:

$$\begin{bmatrix} M \\ F \end{bmatrix} = G_F F_p + G_M M_p$$  \hspace{1cm} (3)

where $F_p = [F_1 F_2 ... F_{\mu_n}]^T$ and $M_p = [M_1 M_2 ... M_{\mu_n}]^T$. $G_F$ and $G_M$ are static maps which may contain UAV dynamic parameters. For example, for a quadrotor UAV they are defined as:

$$G_F = \begin{bmatrix} l_y/\sqrt{2} & -l_y/\sqrt{2} & -l_y/\sqrt{2} & l_y/\sqrt{2} \\ l_x/\sqrt{2} & l_x/\sqrt{2} & -l_x/\sqrt{2} & -l_x/\sqrt{2} \\ 0 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 \end{bmatrix}$$  \hspace{1cm} (4)

The UAV dynamics are then given by:

$$^{t+p} = ^{t}v$$  \hspace{1cm} (5a)

$$^{t} = -g i_z + \frac{F}{m} b_z - F R^B_i R^I v$$  \hspace{1cm} (5b)

$$\dot{R} = ^{t}R^B \dot{\omega}$$  \hspace{1cm} (5c)

$$\dot{\omega} = J^{-1}(M - \omega \times J \omega - M_B - A_B R^I v - B \omega)$$

where the diagonal matrices $D, J, A$ and $B$ represents profile drag and inflow motion drag due to translational motion, moment of inertia, drag due to blade flapping, and rotational drag due to body profile and inflow motion, respectively. The vector $M_B$ represents gyroscopic moments due to the interaction between rotating propellers and rotating UAV body.

### C. Feedback Linearization and Closed Loop Control

The proposed feedback controllers minimize four errors: $e_p = ^{t}p_r(t) - ^{t}p(t - \tau_{pm})$, $e_v = ^{t}v_r(t) - ^{t}v(t - \tau_{vm})$, $e_\eta = ^{t}\eta_r(t) - ^{t}\eta(t - \tau_{vm})$, and $e_\omega = -^{t}\omega(t - \tau_{wm})$ corresponding to the errors in position, velocity, attitude, and attitude rate respectively (note that we use minimum snap trajectory generation to get the reference signals [39]). It is reasonable to assume that $\tau_{pm} = \tau_{vm}$ and $\tau_{vm} = \tau_{wm}$ as each of the pairs is usually obtained from the same measurement source. The time delay terms account for the delay in measurements such that the best possible available estimate is delay, e.g. $^{t}\tilde{p}(t) = ^{t}p(t - \tau_{pm})$. The position controller is then defined as:

$$^{t}a_d = ^{t}R(K_p R e_p + K_v R \dot{e}_p + K_i R \ddot{e}_p)$$  \hspace{1cm} (6)

where $K_p, K_v, K_i$ are diagonal control matrices, which have the meaning of the proportional, derivative and integral gain, respectively. $\ddot{e}_p$ is the estimated acceleration due to gravity, and $\dot{e}_p$ is an augmented controller state given by:

$$\ddot{e}_p = \int_{0}^{t} e_p dt$$  \hspace{1cm} (7)

The reference attitude $^{t}\eta_r$ can be then calculated as:

$$c_z = \frac{^{t}a_d}{\|^{t}a_d\|}$$

$$c_y = \frac{c_z \times [\cos(\psi_r) \sin(\psi_r) 0]^T}{\|c_z \times [\cos(\psi_r) \sin(\psi_r) 0]^T\|}$$

$$c_x = c_y \times c_z$$  \hspace{1cm} (8)
The rotation matrix \( C R \in SO(3) \) is constructed from the basis \( C R = [c_x c_y c_z] \), and the error rotation matrix is defined as \( \bar{C} R \in SO(3) \). The attitude error vector can be obtained using the logarithmic map \( \ln(\cdot) : SO(3) \to so(3) \), and the vee operator \( \vee : so(3) \to \mathbb{R}^3 \):

\[
\eta = \arccos\left( \frac{\text{Tr}(\bar{C} R) - 1}{2} \right)
\]

\[
\mathbf{e}_\eta = \ln(\bar{C} R)^\vee = \frac{\eta}{2\sin(\eta)} (\bar{C} R - B^CR)^\vee
\] (9)

The singularities due to small rotation angles or large rotation angles close to \( \pm\pi \) are handled properly. The attitude controller is then defined as:

\[
\mathbf{u}_\eta = K_\eta \mathbf{e}_\eta + K_\omega \mathbf{e}_\omega
\] (10)

with \( K_\eta \) and \( K_\omega \) being constant diagonal matrices.

Finally, we can calculate the collective thrust command \( \mathbf{u}_T \) by projecting the commanded acceleration vector to \( \mathbf{c}_z \):

\[
\mathbf{u}_T = k_b \mathbf{t}_d \cdot \mathbf{c}_z
\]

\[
k_b = \frac{\hat{\mathbf{m}}}{\mu_v k_F}
\] (11)

where the constants \( \hat{\mathbf{m}} \) and \( \hat{k}_F \) are the estimated UAV mass, and the thrust coefficient from Eq. (2), respectively. Note that in Eqs. (6) and (9) rotation matrices based on attitude and heading measurements are used, which have their own delay. Such delays are dropped for simplicity.

D. Decoupled and Linearized Model

Analysis of decoupled dynamics can be achieved by projecting the 3D space into a 2D space. Specifically for decoupling, we assume that \( F_I := F_H \) and, without loss of generality, project on the plane defined by \( \mathbf{i}_y \times \mathbf{i}_z \). The rotation around \( \mathbf{b}_z \) is indicated by the angle \( \theta \). All vectors and matrices used in this section are compatible with a 2D space, unless explicitly indicated otherwise. The resultant UAV dynamics along \( \mathbf{i}_y \) and \( \mathbf{i}_z \) becomes:

\[
\mathbf{t}_p = \mathbf{t}_v \quad \mathbf{t}_v = \mathbf{v}_y
\]

\[
\mathbf{t}_v = \sin \theta \frac{\mathbf{F}}{m} - (d_y \cos^2 \theta + d_z \sin^2 \theta) \mathbf{t}_v
\]

\[
- (d_y \sin \theta \cos \theta + d_z \sin \theta \cos \theta) \mathbf{t}_z
\]

\[
\mathbf{t}_p = \mathbf{t}_v
\]

\[
\mathbf{t}_z = \cos \theta \frac{\mathbf{F}}{m} - (d_y \sin \theta \cos \theta + d_z \sin \theta \cos \theta) \mathbf{t}_v
\]

\[
- (d_y \sin^2 \theta + d_z \cos^2 \theta) \mathbf{t}_z
\]

\[
\dot{\mathbf{t}_v} = \mathbf{v}_y
\]

\[
\dot{\mathbf{t}_z} = \cos \theta \frac{\mathbf{F}}{m} - (d_y \sin \theta \cos \theta + d_z \sin \theta \cos \theta) \mathbf{t}_v
\]

\[
- (d_y \sin^2 \theta + d_z \cos^2 \theta) \mathbf{t}_z
\]

\[
\dot{\mathbf{t}_p} = \mathbf{t}_v
\]

\[
\dot{\mathbf{t}_z} = \cos \theta \frac{\mathbf{F}}{m} - (d_y \sin \theta \cos \theta + d_z \sin \theta \cos \theta) \mathbf{t}_v
\]

\[
- (d_y \sin^2 \theta + d_z \cos^2 \theta) \mathbf{t}_z
\]

\[
\dot{\theta} = \omega
\]

\[
\dot{\omega} = \frac{1}{J_x} M_x - A_x (\cos \theta \mathbf{t}_v + \sin \theta \mathbf{t}_z) - B_z \omega
\]

The components of \( \mathbf{c}_z \) vector from Eq. (8) become \( c_{z,y} = 0 \), \( c_{z,y} = 0 \), \( c_{z,z} = \sin \theta_d \), and \( c_{z,z} = \cos \theta_d \). Using \( \ln \mathbf{R} \), the desired angle of the inner attitude loop becomes \( \theta_d = \arctan \left( \frac{a_d}{a_F} \right) \). The same relation holds for thrust force generated so that \( \sin \theta = \frac{a_F}{a_p} \) and \( \cos \theta = \frac{a_F}{a_p} \).

\[
\frac{P_z(s)}{P_{z,r}(s)} = \frac{\frac{1}{s} (K_{p,z} + s K_{v,z} + s^2 e^{-\tau_z s})}{s(T_p s + 1)(\frac{x_1}{x_2} + 1) + \frac{1}{x_2} (K_{p,z} + s K_{v,z}) e^{-\tau_z s}}
\] (17)
Fig. 1: A feedback control loop with unity dynamics in the feedback path. The dynamics of the error $E(s)$ is made up of the dynamics of the system $G(s)$, the controller $C(s)$ and the reference signal $R(s)$.

where $\tau_2 = \tau_p + \tau_{pm}$. Similar to the altitude dynamics given in Eq. (16), lateral motion dynamics are given by:

\begin{equation}
I \dddot{\hat{y}} = \sin \left( \hat{\theta} \right) \left( a_{d,y} \tan \left( \frac{I \dot{a}_{d,y}}{a_{d,z}} \right) - \alpha_y \right)
\end{equation}

But decoupling the above equation for the hovering case when $a_{d,z} = \hat{a}_g$ is not possible without some assumptions, as changing the input $a_{d,y}$ changes both $\sin \theta$ and $\alpha_y$. We can disregard the contribution of the $\alpha_y$ term due to two reasons:

1) First, when $\theta \approx 0$, $\frac{\partial^2 \dot{y}_v}{\partial \theta^2}|_{\theta=0} = \cos \theta \alpha_y$, and $\frac{\partial^2 \dot{v}_y}{\partial \theta^2}|_{\theta=0} = 0$.

2) Second, $\sin \theta$ dynamics are faster than $\alpha_y$ dynamics. In fact both share the same propulsive dynamics and hence the angular dynamics are slower by $k_{d,y}B_r / (J_r/B_r + \tau_{pm})$. The slower dynamics dominate the overall response.

Hence it is possible to obtain the linearized lateral motion dynamics as:

\begin{equation}
P_y = \frac{\frac{1}{s^2} \hat{a}_g \hat{y} N_a(s)(K_{p,y} + K_{d,y} \hat{y} + s^2)}{s^2 \left( \frac{1}{s^2} + 1 \right) \hat{y} N_a(s) \left( K_{p,y} + s K_{d,y} \right)} e^{-\tau_{pm} s}
\end{equation}

where $G_o(s) = \frac{N_a(s)}{D_n(s)}$. Obviously, the previous analysis can be directly applied to the other decoupled loops. In total, we get six decoupled SISO control loops: altitude, roll, pitch, yaw, lateral along $i_z$ and lateral along $i_y$.

**Remark 1.** The time delay in the numerator of Eqs. (17) and (19) corresponds to the position measurement delay present in Eq. (6). The generated position, velocity, and acceleration references could be advanced by $\tau_{pm}$ such that the time delay effect is cancelled, and a better tracking could be achieved.

**Remark 2.** For the feedback linearization term in Eq. (18) to be valid, the condition $G_o(s) = \frac{1}{\omega_{tc}}$ needs to be satisfied; where $\omega_{tc}$ is the $G_o(s)$ system bandwidth and $\omega_{tc}$ is the reference trajectory bandwidth.

### III. Evaluation of Models Suitability Using Analytical Cost Functionals

Most models used in the literature of UAVs are delay-free; where some researchers neglect actuator dynamics resulting in a second order system [6], [9], [22], [36], [39], where others account for actuator lag dynamics resulting in a system with relative degree three [21], [40]. In what follows, we show that delay-free models are unsuitable for controller design due to the existence of a trivial solution that minimizes cost functional. In contrast, we will show that a trivial solution does not exist with time delay models.

#### A. Analysis of Suitability of Low Order Models for Tuning

For a SISO linear system of the form shown in Fig. 1, the closed loop error dynamics are given by:

\begin{equation}
E(s) = \frac{D_C(s)D_G(s)N(s)}{D_R(s)(D_C(s)D_G(s) + N_C(s)N_G(s))}
\end{equation}

For the delay-free case, this can be rewritten as:

\begin{equation}
E(s) = \frac{B(s)A(s)}{A(s)} = \frac{b_1 s^{n-1} + b_2 s^{n-2} + \ldots + b_n}{a_0 s^n + a_1 s^{n-1} + \ldots + a_n}, \quad a_0 \neq 0
\end{equation}

A controller design is often performed through minimization of the integral of the square error (ISE) performance index. It was shown in [41] (we follow the notation used in [42]) that the ISE performance index of delay-free linear system can be found using Parseval’s theorem as follows [41]:

\begin{equation}
J = \int_0^{\infty} e^2(t) dt = \frac{1}{2 \pi i} \int_{-\infty}^{\infty} E(s) E(-s) ds
\end{equation}

Exploiting symmetry, the integrand $E(s) E(-s)$ can be written in the form [42]:

\begin{equation}
E(s) E(-s) = \frac{B(s)B(-s)}{A(s)A(-s)} = \frac{F(-s)}{A(s)} + \frac{F(s)}{A(-s)}
\end{equation}

By equating polynomial coefficients we can find the following set of equations:

\begin{equation}
\begin{bmatrix}
\alpha_1 & \alpha_2 & \alpha_3 & \alpha_4 & \ldots & \alpha_n \\
0 & 0 & 0 & 0 & \ldots & 0 \\
1 & a_1 & a_2 & a_3 & \ldots & a_n \\
t & t & t & t & \ldots & t \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\end{bmatrix}
= \begin{bmatrix}
f_1 \\
f_2 \\
f_3 \\
f_4 \\
\vdots \\
f_n \\
g_1 \\
g_2 \\
g_3 \\
g_4 \\
\vdots \\
g_n \\
\end{bmatrix}
\end{equation}

where

\begin{equation}
g_r = \frac{1}{2} \sum_{m=1}^{2r-1} (-1)^{m-1} b_{2r-m} b_m
\end{equation}

It was shown in [41] that the cost functional evaluates to:

\begin{equation}
J = \frac{f_1}{a_0}
\end{equation}

One may refer to [42] for a method on finding expressions for other symmetric and non-symmetric cost functionals of the form:

\begin{equation}
\int_0^{\infty} t^m \frac{d^n}{dt^n} e^{-st} dt
\end{equation}

with $m, n \in \mathbb{N}$. Most works in the literature ignore actuator dynamics, for which the same analysis in the sequel applies.
Let us consider a third order model from the literature to describe attitude and altitude dynamics of UAVs with first order actuator dynamics:

\[ G_1(s) = \frac{K_p}{s(T_p s + 1)(T_q s + 1)} \]  

(28)

with a PD controller:

\[ C_{pd}(s) = K_c + K_ds \]  

(29)

Then the step response of the closed loop error dynamics are defined by substituting Eq. (28) in Eq. (20) as:

\[ E_f(s) = \frac{(T_p s + 1)(T_q s + 1)}{T_p s^2 + (K_d K_p + 1)s + K_c K_p} \]  

(30)

for which, the ISE cost functional evaluates to:

\[ J = \frac{1}{2} T_p T_q (K_p K_d + 1) + \frac{T_p T_q}{2K_p K_c} - T_p T_q - \frac{(T_p T_q)^2}{2} \frac{(T_p + T_q)(K_p K_d + 1) - T_p T_q K_d K_c}{(T_p + T_q)(K_p K_d + 1) - T_p T_q K_d K_c} \]  

(31)

Note that \( J \) is to be positive, otherwise the system is unstable. In fact, the positive requirement of the denominator of \( J \) is equivalent to the Routh-Hurwitz stability criteria \((T_p + T_q)(K_p K_d + 1) > T_p T_q K_d K_c \) [43]. It follows that for the task of minimizing \( J \) with decision variables \( K_c \) and \( K_d \), a trivial solution exists:

\[ \min_{K_c , K_d} J = \lim_{K_c \to \infty, K_d \to \infty} \frac{T_p T_q}{2(T_p + T_q)}, \text{ s.t. } J > 0 \]  

(32)

Therefore, an attempt to minimize \( J \) by finding an optimal combination of \( K_c \) and \( K_d \) would lead to the noted trivial solution. For the case when the first order dynamics used to account for actuator dynamics are neglected, a trivial solution also exists with the optimal value of \( J \) being zero. The analysis given serves as evidence of unsuitability of the low order models similar to the one given in Eq. (28) for PD controller design.

**B. Finding Analytical Cost Functional for Time Delay systems**

One cannot directly evaluate the integrand \( E(s)E(-s) \) using Parseval’s theorem in the delay case due to the infinite number of poles in the left and right half-planes. Yet, it is possible to analytically evaluate a cost functional associated with linear systems with a single time delay through the method suggested in [44]. The method requires rewriting the closed loop error dynamics in the form:

\[ E(s) = \frac{B(s) + D(s)e^{-\tau s}}{A(s) + C(s)e^{-\tau s}} \]  

(33)

Let us use Cauchy’s residue theorem to evaluate such integrals [44]:

\[ J = -\sum_k \text{res}_{s=s_k} E(s) \frac{B(-s)A(s) - D(-s)C(s)}{A(-s)A(s) - C(-s)C(s)} \]  

(34)

for which the residues \( s_k \) are the roots of the equation:

\[ L(s) = A(-s)A(s) - C(-s)C(s) = 0 \]  

(35)

The idea of the method is that the integrand is rearranged so that only a finite number of relevant poles are encircled in the integration contour [44].

Eq. (35) assumes that the coefficient \( l_0 \) associated with the term of the greatest power is non unity. For non-unity \( l_0 \), Eq. (34) has to be modified as follows:

\[ J = -\frac{1}{l_0} \sum_k \text{res}_{s=s_k} E(s) \frac{B(-s)A(s) - D(-s)C(s)}{A(-s)A(s) - C(-s)C(s)} \]  

(36)

Given a system of second order with integrator plus time delay (SOIPTD) dynamics:

\[ G(s) = \frac{K_p e^{-\tau s}}{s(T_p s + 1)(T_q s + 1)} \]  

(37)

with a PD controller, the error dynamics are written as:

\[ E(s) = \frac{s(T_p s + 1)(T_q s + 1)}{s(T_p s + 1)(T_q s + 1) + (K_p K_c + K_p K_d s)e^{-\tau s}} R(s) \]  

(38)

The matrices \( A(s), B(s), C(s), \) and \( D(s) \) of the SOIPTD system for a step reference signal become:

\[ A(s) = s(T_p s + 1)(T_q s + 1) \]  

(39)

\[ B(s) = (T_p s + 1)(T_q s + 1) \]  

(40)

\[ C(s) = K_p K_c + K_p K_d s \]  

(41)

\[ D(s) = 0 \]  

(42)

(43)

where we need to find the roots as in Eq. (35):

\[ L(s) = -\frac{1}{T_p^2 T_q^2 s^6} + \frac{T_p^2 T_q^2 s^4}{(K_p K_c - 1)s^2 - K_p^2 K_d^2} = 0 \]  

(44)

which is of sixth order. Because only even powers exist in the polynomial, we would substitute \( r = s^2 \), solve a cubic equation, and then re-substitute \( s_{2i-1,2i} = \pm \sqrt{r} \). The mathematical expression for the roots is lengthy, so we used a symbolic solver to evaluate Eq. (44). The resultant Eq. (46) was analytic at all roots, i.e. it has simple roots, and hence the expression in Eq. (36) can be evaluated. For example, the first two summation terms in Eq. (36) corresponding to the residue evaluation for the poles \( s_1 \) and \( s_2 \) are given by:
where $C_1$, $C_2$, and $C_3$ are constant terms independent of the delay value $\tau$. Note the similar patterns that exist in $J_1$ and $J_2$ due to the fact that both stemmed from the root $r_1$. Similarly, expressions for the other summation terms of Eq. (36) can be found, but we omit them to converse space. Unlike the delay-free case, a trivial solution does not exist for the time delay cost functional.

But a prior condition to the existence and validity of the cost functional expression in Eq. (36) is the stability of the closed loop delay system. The conditions on asymptotic stability of the time delay system given in Eq. (33) can be analyzed by considering the characteristic equation given by:

$$F(s, h) \equiv A(s) + C(s) e^{-rs} = 0 \quad (45)$$

for which the number of roots is infinite due to the delay term. If all of these roots are in the left half of the complex $s$-plane, then the system is stable, otherwise it is not. We can check the location of the roots by first checking the delay-free system:

$$F(s, 0) \equiv A(s) + C(s) = 0 \quad (46)$$

which we already checked for the system in Eq. (30) and found it stable for $(T_p + T_q) (K_p K_d + 1) > T_p T_q K_p K_c$. The delay-free stable system could become unstable if the introduction of the time delay causes some poles to cross the left half $s$-plane to the right half at $s = \pm j \omega_c$. Substituting these crossing points into Eq. (45) gives the two equations:

$$A(j \omega_c) + C(j \omega_c) e^{-j \omega_c} = 0$$

$$A(-j \omega_c) + C(-j \omega_c) e^{j \omega_c} = 0 \quad (47)$$

from which the exponential terms can be reduced to yield:

$$W(\omega_c^2) \equiv A(j \omega_c) A(-j \omega_c) - C(j \omega_c) C(-j \omega_c) = 0 \quad (48)$$

The existence of a solution for $\omega_c^2$ in the above equation corresponds to the existence of a delay value $\tau_c$ which would lead to instability. Substituting $q_c = \omega_c^2$ we find the cubic polynomial corresponding to the system in Eq. (38):

$$W(q_c) \equiv T_p T_q q_c^3 + (T_p^2 + 4 T_p T_q + T_q^2) q_c^2 + (1 - K_p^2 K_d^2) q_c = 0 \quad (49)$$

Positive real polynomial roots exist if sign changes occur in any of the first column entries of the Routh-Hurwitz table. The first column entries are (in order): $T_p T_q$, $T_p^2 + 4 T_p T_q + T_q^2$, $1 - K_p^2 K_d^2 + \frac{K_p^2 K_d^2 T_p T_q}{T_p^2 + 4 T_p T_q + T_q^2}$, and $-K_p^2 K_d^2$ which indicates that a real root exists regardless of the model and controller parameters. This leads to the conclusion that the introduction of delay would lead to instability, for a finite value of $\omega_c$. This is fundamentally different from the qualitative behavior of the delay-free system in Eq. (30). The value of delay $\tau_c$ that corresponds to the crossing frequency $\omega_c$ is given by:

$$\sin \frac{\omega_c \tau_c}{\omega_c} = \Im \left\{ \frac{A(j \omega_c)}{C(j \omega_c)} \right\} = \frac{(\omega_c - T_p T_q \omega_c^2) K_p K_c + K_p K_d (T_p + T_q) \omega_c^3}{K_p^2 K_c^2 + K_p^2 K_d^2 \omega_c^2}$$

$$\cos \frac{\omega_c \tau_c}{\omega_c} = \Re \left\{ \frac{-A(j \omega_c)}{C(j \omega_c)} \right\} = \frac{(T_p + T_q) \omega_c^2 K_p K_c + (T_p T_q \omega_c^2 - \omega) K_p K_d \omega_c}{K_p^2 K_c^2 + K_p^2 K_d^2 \omega_c^2} \quad (50)$$

which yields infinite solutions of $\tau_c$. But we are interested in the smallest solution $\tau_0$ corresponding to the first crossing of poles across the imaginary axis as this is guaranteed to be a destabilizing crossing, i.e. poles cross to the right-hand side of the $s$-plane, since the delay-free system is stable. Obtaining an analytical expression for $\tau_0$ is possible through the Nyquist stability criterion, where the first crossing of the poles to the right-hand side of the $s$-plane corresponds to:

$$\angle \tau_0 = \frac{1}{\omega_c} ( \text{atan} \frac{K_d \omega_c}{K_c} - \text{atan} T_p \omega_c - \text{atan} T_q \omega_c + \frac{\pi}{2} ) \quad (51)$$

Note that for the delay-free case with $\tau_0 = 0$ the above equation can be satisfied by the trivial setting of $K_d \to \infty$ which leads to $\omega_c \to \infty$ such that the system is always stable, regardless of any choice of finite model parameters. This conclusion is in agreement with the one found in Eq. (32) where the existence of solutions to the controller parameters such that they tend to infinity hinders the delay-free models unusable in practice.

IV. IDENTIFICATION OF MODEL PARAMETERS THROUGH DNN-MRFT

The DNN-MRFT approach first proposed in [25] for identification and near optimal controller tuning for linear processes has shown very promising results for UAV control. Given the underactuated and nonlinear behavior of overall UAV system, controller design and tuning is quite complex and challenging task, especially considering that the system is inherently unstable. DNN-MRFT approach is used to excite stable oscillations for each loop in the control system to record system behavior experimentally and subsequently a pre-trained DNN is used for identification.

A. Problem Formulation

The whole UAV system is divided into attitude, altitude and lateral control loops which are linearized and denoted by $G(s, d_i)$, where $s$ is the Laplace variable and $d_i \in D$ denotes the unknown parameters associated with the system from the parameter space $D$. For brevity we drop the Laplace variable $s$ and use $G(d_i)$ for all linear processes involved. The parameter space $D = \tau \times T_{prop} \times T_\tau \times K_{eq}$ consists of the time delay, time constants and equivalent gain of the system. The limits of these parameters for each control loop are defined in Table I forming the boundaries of $D$. Now
TABLE I: Range of model parameters, optimal value of MRFT parameter $\beta^*$, and the test set reported maximum and average values of the relative sensitivity function shown in Eq. (60) for every linearized dynamic model used. Note that $\beta^*$ value for the underactuated lateral loops depends on attitude identification, and it is usually close to zero.

| Dynamics | Range of model parameters | $\beta^*$ | Average J | Maximum J |
|----------|---------------------------|-----------|------------|-----------|
| Attitude | $T_{prop,b}, T_{prop,g} \in [0.015, 0.3]$; $\tau_{bx}, \tau_{by} \in [0.0005, 0.15]$ | -0.73 | 0.53% | 3.51% |
| Attitude | $T_{prop,b} \in [0.015, 0.3]$; $\tau_{bx}, \tau_{by} \in [0.0005, 0.15]$ | -0.71 | 0.3% | 5.03% |
| Lateral  | $T_{bx}, T_{by} \in [0.2, 2]$; $\tau_x, \tau_y \in [0.0005, 0.15]$ | Varies | -0.19% | 4.91% |

this parameter space is discretized to get a finite number of set of parameters for each system and denoted by $\tilde{D}$. If the features’ subspace is defined by $S \subset \mathbb{R}^{n \times m}$, given that $n$ is the number of elements in a feature vector and $m$ is the number of feature vectors in each observation then $s_i \in S$ is single observation from experimental data. Then the goal for the DNN is to learn the inverse map $s_i \mapsto d_i = M^{-1}(s_i)$, so that we can get the unknown process parameter set $d_i$ from the experimental data $s_i$. Training is done using simulations of linear processes, hence for data generation some tunable parameters $\zeta$ are also used to simulate noise and biases present in the actual system. Therefore the data generation function can be given by $(d_i, \zeta) \mapsto s_i = M(d_i, \zeta)$ for the particular simulated linear process $G(d_i)$.

B. Data Generation Through NP-MRFT

The data generation function $M$ we use is a variant of the MRFT proposed in [45]. The challenge with the application of MRFT is that it suffers from false switchings due to low frequency noises present in vision based UAVs. Recently, the noise protected MRFT (NP-MRFT) was proposed in [46] to mitigate the effect of noise on the switching phase of MRFT. Specifically, NP-MRFT observes the error signal for a period of $\tau_{obs}$ after every error signal peak and anti-peak to avoid switching at local peaks. The NP-MRFT is given by [46]:

$$u_M^{(k)}(t) = \begin{cases} h & \text{if } e(t) \geq b_1(k) \land t > t_{gmin} + \tau_{obs} \\ -h & \text{if } e(t) \leq -b_2(k) \land t > t_{gmax} + \tau_{obs} \\ u_M(t) & \text{otherwise} \end{cases}$$

where $k$ denotes the $k$-th period of the NP-MRFT induced oscillations, $b_1$ and $b_2$ are defined by the equations:

$$b_2(k) = \beta e_{gmax}^{(k)} + \alpha_n(1 - \beta)$$

$$b_1^{(k)} = -\beta e_{gmin}^{(k)} + \alpha_n(1 - \beta)$$

where the global maximum $e_{gmax}^{(k)}(t)$ and global minimum $e_{gmin}^{(k)}(t)$ are defined by:

$$e_{gmax}^{(k)}(t) = \begin{cases} e_{max}^{(k)}(t) & \text{if } e_{max}^{(k)}(t) = e_{max}^{(k)}(t - \tau_{obs}) \\ e_{gmax}^{(k)}(t) & \text{otherwise} \end{cases}$$

$$e_{gmin}^{(k)}(t) = \begin{cases} e_{min}^{(k)}(t) & \text{if } e_{min}^{(k)}(t) = e_{min}^{(k)}(t - \tau_{obs}) \\ e_{gmin}^{(k)}(t) & \text{otherwise} \end{cases}$$

and

$$e_{gmin}^{(k)}(t) = \begin{cases} e_{min}^{(k)}(t) & \text{if } e_{min}^{(k)}(t) = e_{min}^{(k)}(t - \tau_{obs}) \\ e_{gmin}^{(k)}(t) & \text{otherwise} \end{cases}$$

and lastly the local maximum and minimum errors are given by:

$$e_{max}^{(k)}(t) = \begin{cases} \max_{t \in [t_0^{(k)}, t]} e(t) & \text{if } e(t) > 0 \\ 0 & \text{otherwise} \end{cases}$$

and

$$e_{min}^{(k)}(t) = \begin{cases} \min_{t \in [t_0^{(k)}, t]} e(t) & \text{if } e(t) < 0 \\ 0 & \text{otherwise} \end{cases}$$

where $t_0^{(k)} := \{ t \mid e(t^{(k)}_0) = 0 \text{ and } e(t) > 0 \text{ for all } t > t_0^{(k)} \}$ is the time of the last zero crossing by increasing $e(t)$, and $t_0^{(k)} := \{ t \mid e(t^{(k)}_0) = 0 \text{ and } e(t) < 0 \text{ for all } t > t_0^{(k)} \}$ is the time of the last zero crossing by decreasing $e(t)$. For the choice of $\tau_{obs} > T_n = \frac{\Omega_n}{2\pi}$ with $\Omega_n$ being the noise frequency, the NP-MRFT mitigates false switchings and hence the response becomes equivalent to MRFT applied to noise free error signal. Due to this equivalency and for compatibility with the literature, we refer to NP-MRFT as MRFT even though NP-MRFT is what is implemented on-board.

The use of MRFT for data generation has multiple advantages over other methods. Firstly, it is a closed-loop method making the system stable and robust to external disturbances during the data generation phase (refer to [35] for a proof of orbital stability of the generated oscillations). Secondly, it exploits the gain scale property of linear systems, thus eliminating the need for including $K_{eq}$ in the unknown parameters’ domain $\tilde{D}$, which greatly reduces the numerical complexity of the problem. We use the error input to MRFT $e(t)$ and the MRFT output $u_M(t)$ as data vectors for training; hence $S \subset \mathbb{R}^{n \times 2}$. The parameter $n$ defines the length of the data vector, and it is selected to fit the largest steady-state oscillation period from all members of $\tilde{D}$. A suitable value of the MRFT parameter $\beta \in [-1, 1]$ is found through the process of the design of optimal non-parametric tuning rules [45], resulting in the optimal data generation parameter $\beta^*$. For simplicity, we refer to $M(d_i, \beta^*)$ by $M(d_i)$.

A summary of the DNN-MRFT tunable parameters used in this work for attitude, altitude and lateral loops is given in Table II.
C. Process Classification based on DNN

A DNN is used to learn the inverse map $M^{-1}$ to identify the unknown system parameters $d_i$ from the experimental MRFT generated data $s_i$. This is fundamentally a regression problem, however it would require huge training dataset and training times, especially considering that we use multiple DNNs. Hence we use a discretized parameter space $\hat{D}$, where we discretize based on Equation \ref{eq:59} to ensure the performance loss does not exceed certain limit. Now, the objective of DNN is changed from regression to process classification by learning $M^{-1}: \hat{S} \rightarrow \hat{D}$ mapping. The discretization function is given below:

$$\Delta(D, J^*) = \{ \hat{D} : J(d_i, \hat{d}_j) < J^* \land \{d_i, \hat{d}_j\} \in \hat{D} \}$$  \hfill (59)

where $J(d_i, \hat{d}_j)$ is relative sensitivity function from \cite{47}, defined as:

$$J(d_i, \hat{d}_j) = \frac{Q(C(d_j)G(d_i)) - Q(C(d_i)G(d_j))}{Q(C(d_i)G(d_i))} \times 100\%$$  \hfill (60)

Given that $C(d_i)$ is the optimal controller for process $G(d_i)$, we can say that $J(d_i, \hat{d}_j)$ provides a measure for performance deterioration when we apply the optimal controller of process $G(d_j)$ to process $G(d_i)$ compared to the optimal controller $C(d_i)$ performance. Note that $Q(\cdot)$ gives the performance index such as integral square error (ISE) on step response of the given system. Now $J^*$ has to be chosen properly to avoid over or under-discretization. In our case, we have used $J^* = 10\%$ which provides a good balance.

The DNN architecture has been summarized in Figure 2. Multiple fully connected (FC) layers have been used with ReLu activation function. Batch Normalization is also used for better training while dropout layers with a rate of 40% have been used to avoid over-fitting. Finally a modified Softmax function is used for classification given by:

$$p_i = \frac{e^{\gamma_i T - a_i}}{\sum_{j=1}^{N} e^{\gamma_j T - a_j}}$$  \hfill (61)

where $a_i$ is the output from final FC layer, $\gamma_i T = 1 + J(d_i, d_T)$ and $p_i$ gives the classification probability. Since the cross-entropy loss function $L = -\sum_{i=1}^{N} y_i \log(p_i)$ is used for training the DNN, the partial derivative with respect to $a_i$ used for backpropagation is given by:

$$\frac{\partial L}{\partial a_i} = \gamma_i T \times (p_i - y_i)$$  \hfill (62)

where $y_i = T$ is the ground truth class label. Such modification is necessary to penalize the misclassifications based on performance deterioration, rather than equally penalizing all. More details on training and analysis can be found in \cite{25}.

As we know that the under-actuated lateral loops dynamics are coupled with attitude dynamics, hence the identification and tuning of attitude loops directly affect the lateral loops which means that we have to perform DNN-MRFT based identification and tuning for attitude loops first and then proceed to lateral loops. Consequently, the mapping to be learned for lateral loops will be defined as $(d_{l,i}, \hat{d}_i) \rightarrow \hat{s}_{l,i} = \hat{M}_l(d_{l,i}, \hat{d}_i)$ with $d_{l,i} \in \hat{D}_l$ for lateral dynamics parameters, and $\hat{d}_i \in \hat{D}$ corresponding attitude dynamics parameters. This also entails that for each class of attitude loop, we train a separate DNN for the lateral loop. Although it might be possible to generalize the DNN for all attitude loops, however it is likely to result in bigger DNN which may not be suitable for real-time application on embedded processors.

D. Controller Tuning

According to the time delay model presented in Section II some delay due to sensors and digital circuits is present in the feedback path, while the other part of delay is in the forward path mainly due to digital processing and delay in the electronic actuation system. A limitation of DNN-MRFT is that it reveals total loop dynamics without differentiating between dynamics in the forward path and the feedback path. Yet this does not affect the process of optimal parameter tuning. This can be seen from the relation between the time delay cost functional evaluation when all delay is allocated in $\hat{D}$.

$$J_F = \tau + J_B$$  \hfill (63)
as the time delay term $\tau$ is independent of the controller parameters we get:

$$\arg\min_{K_c, K_d} J_F \equiv \arg\min_{K_c, K_d} J_B$$

and thus controller parameters tuning is independent of where this delay is allocated. Note that by the structure assumed in Fig. the delay is in the forward path of the loop.

For each model characterized by $d$, optimal controller parameters can be found through minimizing Eq. (36). We found that the closed loop system with optimal gains to be too sensitive to parametric variations, which yields extremely dense $\tilde{D}$. To reduce the relative sensitivity of the system we introduce gain margin and phase margin specifications, where these specifications can be represented by the following constraints:

$$\min_{q_i, J\left(q_i, d_i\right)} \quad \text{s.t.} \quad \gamma_m < \gamma_{ms} \land \phi_m < \phi_{ms}$$

where $q_i$ is the set of controller parameters, $\gamma_m$ and $\phi_m$ are gain and phase margins respectively, and $\gamma_{ms}$ and $\phi_{ms}$ are the gain and phase margin specifications respectively. Details on enforcing gain and phase margin specifications in the optimization process can be found in [45]. From our previous work in [25] and [35] we found $\phi_{ms} = 20^\circ$ to be a suitable choice that provides adequate compromise between performance, robustness, and numerical complexity.

E. Identification Sequence

The identification and tuning of the decoupled control loops in Equations (14), (17) and (19) must be performed in certain sequence. For example, the dynamics in Eq. (19) depends on the closed loop attitude dynamics in Eq. (14). Therefore, the attitude dynamics need to be identified before the lateral loop dynamics. On the other hand, the attitude and altitude dynamics in Eqs. (14) and (17) respectively, are independent of any other dynamics. But a less obvious dependency of lateral dynamics on altitude exists which can be examined in Eq. (18). Specifically, the term $\|a_d(t - \tau_p)\|$ expands to $\|R(K_p + Re_p + K_iRe_0 + 1R_0 + Re_0) + a_r + \dot{\theta}_s e_0\|$ which contains controller parameters of the altitude dynamics. Hence, it is necessary to perform identification and tuning on the altitude dynamics prior to performing identification on lateral dynamics. Figure summarizes the DNN-MRFT architecture and how the feedback controllers, NP-MRFT, DNNs, and physical dynamics being integrated.

V. EXPERIMENTAL RESULTS

A. Experimental Setup

The experimental setup consists of three main parts: the UAV, the ground control PC, and the motion capture system. The UAV we use is the DJI F550 hexarotor kit fitted with six DJI E600 propulsion systems, which accept PWM ESC commands at the rate of 200 Hz. The Raspberry Pi 3B+ with Navio2 is used as a flight controller, and the NVIDIA Jetson TX2 with Orbitty carrier board is used on-board the UAV to interface with ZED mini camera and run the visual odometry pipeline. The platform measures $79 \times 72 \times 27$ cm, weighs 2.74 kg, and have the rotational inertias of $I_x = 0.031$ kg·m$^2$, $I_y = 0.030$ kg·m$^2$, and $I_z = 0.052$ kg·m$^2$. We use positional and yaw estimates from visual odometry (VO) implementation provided by ZED SDK over ROS. Velocity estimates are obtained using a Kalman filter fusing acceleration from IMU and position from VO. Orientation (roll and pitch) and angular rates are estimated using IMU measurements. The Xsens MTi670 is used as an inertial sensor, OptiTrack motion capture system with Prime13 cameras is used to provide ground truth measurements. A video showing the experiments can be viewed at https://youtu.be/XdLdL9QeSWE.

B. Identification Results and Tuning

For controller tuning, DNN-MRFT approach as described in Section IV has been implemented. Firstly, we excite MRFT oscillations separately for each of roll and pitch loops, assuming the two are decoupled and following the sequence described in Section IV-E. The MRFT output and the measured process variable signals are then passed through the trained DNN to obtain SOIPTD model parameters and optimal controller gains for each of the loops. Note that the tuning of these attitude controllers is solely based on the measurements from IMU, hence it is independent of the positional measurement source (i.e. motion capture or VO). Once the attitude controllers are tuned, we proceed with DNN-MRFT to find the altitude model parameters and the corresponding optimal controller parameters. The DNN-MRFT identification is then continued for each of the lateral loops along $b_x$ and $b_y$ to obtain optimal tuning. The obtained identification and control parameters are summarized in Table I. The identified model parameters through DNN-MRFT do not necessarily correlate with the true physical parameters due to the map $M$ being surjective. For example, it can be noticed from Table I that $T_p$ for roll and pitch is not the same despite using the same propulsion system in both loops. But what is important from a feedback control perspective is that both roll and pitch dynamics are similar, which is reflected by the similar tuning of $K_c$ and $K_d$ for both loops.

Note that the propulsion system gains $k_F$ and $k_M$ in Eq. (2) are dependent on the battery voltage, which directly affects the closed loop gain $K_p$. $K_p$ is at maximum when the batteries are in full charge, and its value drops as the battery voltage drops. To ensure stability over the whole battery voltage range, we performed system identification when the battery was fully charged.

C. Validation of Model Adequacy

The verification of the adequacy of the identified time delay model is not feasible in experimentation, as the ground truth model is not available. However, it is possible to validate certain qualities of the identified time delay model experimentally, and compare such behavior with the delay-free model. One such quality is the stability limits of the system, i.e. the gain margin and the phase margin of the system. We chose to validate the model adequacy using the gain margin, as
TABLE II: DNN-MRFT based system identification results. $K_c$ and $K_d$ are proportional and derivative controller gains, respectively. The process gain $K_p$ resembles $K_d$ from Eq. (14) for the attitude loops, $\frac{1}{T_d} \frac{\partial}{\partial t} \dot{p}$ from Eqs. (16) and (17) for the altitude loop, and $\frac{1}{T_d} \frac{\partial}{\partial t} \dot{h}_a$ from Eq. (19) for the lateral loops. The propulsion time constant $T_p$ in the attitude and altitude loops is shown in Eqs. (14) and (17). The time constant $T_1$ associated with rotational drag represents $\frac{1}{J_c}$ from Eq. (14). Also, the time constant $T_1$ is used to represent the translational drag along the altitude loop represented by $\frac{1}{T_2}$ from Eq. (17). The time constant $T_2$ is used to represent the lateral motion drag term $\frac{1}{T_d}$ from Eq. (19). Finally, $\tau$ represents the total loop delay.

| Loop    | $K_c$ | $K_d$ | $K_p$ | $T_p$ | $T_1$ | $T_2$ | $\tau$ |
|---------|-------|-------|-------|-------|-------|-------|--------|
| roll    | 0.411 | 0.066 | 76.87 | 0.071 | 0.276 | -     | 0.02   |
| pitch   | 0.434 | 0.0652| 146.58| 0.0492| 0.496 | -     | 0.0175 |
| altitude| 12.19 | 5.56  | 1.838 | 0.135 | 1.682 | -     | 0.06   |
| lateral $h_a$ | 7.35  | 3.93  | 0.827 | -     | 0.867 | 0.139 |
| lateral $h_d$ | 8.02  | 4.29  | 0.758 | -     | -     | 0.139 |

Fig. 4: Marginal stability response (highlighted) when PD controller gains are scaled by the calculated gain margin from identified system and controller parameters.

Fig. 5: RMSE with respect to time delay compensation. The compensation is simply performed by advancing the followed trajectory. Delay free models always predict an increase in RMSE when delay compensation is used.

D. Trajectory Tracking Performance

The best way to evaluate controller performance in this case would be for trajectory tracking. Due to added delays and estimation uncertainties, controller tuning is a very difficult task for vision-based control of UAVs. To gain stability, too conservative controllers will result in poor trajectory performance. To the best of our knowledge, most of the works in vision-based control of UAVs report poor trajectory tracking performance. The best reported results we have found are in [48] and [49], but they do not provide quantitative results for control RMSE. Hence, comparing qualitatively, we get the trajectory tracking performance on par if not exceeding as shown in Figures 6 and 7. We are flying a planar trajectory, hence we only show the results for $i_x \times i_y$ plane for better visualization, however the UAV is using vision-based control for all translational loops. We chose lemniscate trajectory since it is a fairly complex trajectory and widely used in the literature for performance evaluation. We generate a minimum snap trajectory using the method described in [39] to traverse $3 \times 1.5$ meter lemniscate in 13 seconds.

To assess the vision based trajectory tracking performance, we use two metrics, the first one is the root mean squared tracking performance. From equation [19], we see that there is a time delay in the numerator which corresponds to $T_\eta$ and entails that there will be a delay in tracking the reference. Hence, if we compensate for this delay, it should result in reduced RMSE. In Figure 5, we show the RMSE calculated for lemniscate trajectory experiment as explained in Section [V-D] with different time delay compensations. We clearly see, there is a minimum at approximately 22 ms, which is very close to 17.5 and 20 ms delays we get from identification (refer to Table II). Hence, it further validates the applicability of our analysis and approach experimentally.
error (RMSE) which is given by:

$$RMSE = \sqrt{\frac{\sum_{i=1}^{N} (t_{p_x} - t_{p_x^{ref}})^2 + (t_{p_y} - t_{p_y^{ref}})^2}{N}}$$ (66)

where \(N\) is the number of the sampled data points in the trajectory. RMSE provides a single measurement for evaluating the temporal tracking of reference in \(x\) and \(y\) both. The second metric is contouring error (CE), which captures how good the spatial tracking is, and is defined by the minimum Euclidean distance between a given position measurement and the nearest point on the reference trajectory:

$$CE_i = \min (\sqrt{(t_{p_x} - t_{p_x^{ref}})^2 + (t_{p_y} - t_{p_y^{ref}})^2})$$ (67)

$$CE_{max} = \max (CE_1, ..., CE_N)$$ (68)

$$CE = \frac{\sum_i^N CE_i}{N}$$ (69)

In Table III we provide the quantitative evaluation of our trajectory tracking results, showing the metrics for spatial tracking (CE) and temporal tracking (RMSE) performances. We also provide estimation RMSE, since it also affects the control performance. These results can be used as benchmark for future works on vision-based trajectory tracking with UAVs. Maximum velocity has also been reported here, since tracking error also depends on the velocity.

VI. CONCLUSION

This paper investigated the use of nonlinear time delay models to describe multirotor UAV dynamics with applications to vision based navigation. It was demonstrated that the proposed modeling framework has the advantage of being suitable for controller tuning compared with the widely used delay free models. Introducing time delay changes the stability behavior of the system. It was found that the delay free models has a globally minimum feedback cost that happens when controller gains are infinite, which is not the case with time delay models. The adequacy of the time delay model was demonstrated experimentally, as the model accurately predicted the stability limits of the system and, it also predicted an increase in trajectory tracking performance due to delay compensation. The model parameters are obtained systematically using DNN-MRFT and, without manual tuning or refinement, the designed controller was able to achieve trajectory tracking performance that is on par with the state-of-the-art.

In a future work, we will investigate the possible use of feedforward terms to improve trajectory tracking performance based on the linearized models presented in Section II-B. Also, the obtained models can be used to efficiently plan for trajectories while accounting for states and inputs constraints.
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