Dimension-Independent Bounds for Hardy’s Experiment
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Hardy’s paradox is of fundamental importance in quantum information theory. So far, there have been two types of its extensions into higher dimensions: in the first type the maximum probability of nonlocal events is roughly 9% and remains the same as the dimension changes (dimension-independent), while in the second type the probability becomes larger as the dimension increases, reaching approximately 40% in the infinite limit. Here, we (i) reprove the first type in a more enlightening manner, (ii) study the situation in which the maximum probability of nonlocal events can also be dimension-independent in the second type, and (iii) conjecture how the situation could be changed in order that (ii) still holds.

I. INTRODUCTION

Hardy’s paradox [1–5] is one of central topics in quantum information science, and has been regarded as “the simplest form of Bell’s theorem.” [6] Conventionally, the Bell nonlocality is detected by the violation of a certain Bell’s inequality, showing a contradiction between quantum correlations and local hidden variable (LHV) models. To push the contradiction to extremes, Greenberger, Horne, and Zeilinger (GHZ) proposed a tripartite paradox to prove Bell’s theorem without inequalities, and demonstrated that the probability of nonlocal events is 100%. But Hardy’s paradox is advantageous over the GHZ paradox, since in the former only two parties involved are enough to rule out LHV models. In this sense, Hardy’s paradox is the simplest form of a nonlocality test.

However, the drawback of Hardy’s paradox is that the probability of nonlocal events is just 9%, far lower than that in the GHZ paradox. Thus it is significant to extend Hardy’s original argument to a form that possesses some higher probability than 9%. Efforts include (i) increasing the number of outcomes (i.e., high dimensional) for each party [7–10] and (ii) considering more settings in question [11, 12]. Collaborating with some other coauthors, in Ref. [10] we proposed a high-dimensional bipartite Hardy’s paradox which is equivalent to a tight Bell’s inequality, and numerically showed that the probability of nonlocal events can be over 40%.

In literatures there have been two types of bipartite extensions of Hardy’s original paradox: (a) proposals in Ref. [7–9] in which the maximum probability of nonlocal events is dimension-independent and has a limit of 9%, (b) the paradox we presented in [10] in which the probability can otherwise go beyond.

In this paper, we consider these two types of Hardy’s paradox. For the first type, we reprove the dimension-independent maximum probability of nonlocal events in a more enlightening manner. We study the situation in which the probability in the second type could be decreased to that in the first type. With numerical evidence we also conjecture how the situation could be changed in the second type, so that the maximum probability of nonlocal events is still dimension-independent but higher than 9%.

II. PRELIMINARIES

There is an advantage for bipartite pure state that it can be expressed in the form of matrix, so that matrix theory can be used to deal with problems considered here. Denote $|\psi\rangle = \sum_{i=1}^{m} \sum_{j=1}^{n} h_{ij} |i\rangle$ as $|\psi\rangle \rightarrow H = (h_{ij})_{m \times n}$, where $|H| = (\sum_{ij} |h_{ij}|^2)^{1/2} = 1$. Then we have the following two lemmas:

**Lemma 1** Define matrix $U$ (in the original basis) as a new setting for Alice and $V$ for Bob, then a state $H$ in the basis of the new settings is $U^* HV$.

**Proof** Denote the original bases of Alice and Bob both as $|0\rangle, |1\rangle$, the new setting as $|a_0\rangle, |a_1\rangle$ and $|b_0\rangle, |b_1\rangle$ for Alice and Bob, respectively. and so

$$
\begin{bmatrix}
|0_{a0}\rangle \\
|1_{a0}\rangle
\end{bmatrix} = U
\begin{bmatrix}
|0\rangle \\
|1\rangle
\end{bmatrix},
\begin{bmatrix}
|0_{b0}\rangle \\
|1_{b0}\rangle
\end{bmatrix} = V
\begin{bmatrix}
|0\rangle \\
|1\rangle
\end{bmatrix}.
$$

In this way, the state $H$ is expressed as

$$
|00\rangle, |11\rangle |H\rangle \begin{bmatrix}
|0\rangle \\
|1\rangle
\end{bmatrix} = |0_{a0}, |1_{a0}\rangle |H\rangle \begin{bmatrix}
|0_{b0}\rangle \\
|1_{b0}\rangle
\end{bmatrix}.
$$

Thus, in the basis of new setting, the state is expressed as $U^* HV$.

**Lemma 2** Given an $n$-dimension vector $\vec{x}$ and an $m \times n$-dimension matrix $A$, with $a_i$ as the $i$-th row of $A$, then $|A\vec{x}| \leq |A||\vec{x}|$ must hold, where ‘$\vec{a}$’ is achieved only when $\vec{a}$ is parallel to $\vec{x}$ for each $i$.  

---
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Proof

\[ |A\vec{x}|^2 = |(\vec{a}_1 \vec{x}, \cdots, \vec{a}_n \vec{x})|^2 = \sum_{i=1}^{n} |\vec{a}_i|^2 |\vec{x}|^2 \]
\[ \leq \sum_{i=1}^{n} |\vec{a}_i|^2 |\vec{x}|^2 = |A|^2 |\vec{x}|^2, \]  
(1)

where ‘\(=\)’ is achieved only when \( |\vec{a}_i \vec{x}| = |\vec{a}_i||\vec{x}| \) for each \( i \), i.e., \( \vec{a}_i \) is parallel to \( \vec{x} \).

For convenience, we will take the symbol conventions as following:

1. \( |\psi\rangle \rightarrow H = (h_{ij}) \) in the basis of \( A_1, B_1 \);
2. \( B_2 \) in the basis of \( A_1 \) as \( U^* \) while the one of \( B_2 \) in the basis of \( B_1 \) as \( V^\dagger \);
3. \( H' = (h'_{ij}) = UH \), \( H'' = (h''_{ij}) = HV \) and \( Q = UHV \) so \( |\psi\rangle \rightarrow H' \) in the basis of \( A_2, B_1 \), \( |\psi\rangle \rightarrow H'' \) in the basis of \( A_1, B_2 \), and \( |\psi\rangle \rightarrow Q \) in the basis of \( A_2, B_2 \);
4. \( \vec{h}_{12} = (h_{12} \cdots h_{1n})^T, \vec{h}_{21} = (h_{21} \cdots h_{n1})^T \)
\[ \vec{t} = (h_{22} \cdots h_{2n}), H_{22} = \begin{pmatrix} h_{22} & \cdots & h_{2n} \\ \vdots & \ddots & \vdots \\ h_{n2} & \cdots & h_{nn} \end{pmatrix} \]
5. \( P_l(i, j) = P(A_2 = i, B_2 = j) \) in the first type of extension and \( P_{l1}(i, j) = P(A_2 = i, B_2 = j) \) in the second type of extension.

III. THE FIRST TYPE OF EXTENSIONS OF HARDY’S PARADOX

The first type \([7–9]\) of extensions of the original Hardy’s paradox into high-dimension reads

\[ P(A_1 = 1, B_1 = 1) = 0, \]
\[ P(A_1 \neq 1, B_2 = 1) = 0, \]
\[ P(A_2 = 1, B_1 \neq 1) = 0, \]
\[ P_l = P(A_2 = 1, B_2 = 1) > 0, \]  
(2)

which, in the notations in Sec. II, implies that \( h_{11} = h''_{11} = 0 \), with \( i = 2, \cdots, n \).

It has been conjectured in ref. \([8]\) and proved in ref. \([9]\) that

**Theorem 1** max \( P_l = \max |q_{11}|^2 = \frac{5\sqrt{5} - 11}{2} \).

Here we present another brief and direct proof.

**Proof** Without lose of generality, we assume \( H_{22} \) is invertible here and \( P_l \) is continuous.

From condition (2) we know:
\[ \vec{h}_{21}v_{11} + H_{22}(v_{21}, v_{31}, \cdots, v_{n1})^T = 0, \]
\[ \vec{h}_{12}u_{11} + (u_{12}, u_{13}, \cdots, u_{1n})H_{22} = 0, \]
that is,
\[ (v_{21}, v_{31}, \cdots, v_{n1})^T = -H_{22}^{-1}\vec{h}_{21}v_{11}, \]
\[ (u_{12}, u_{13}, \cdots, u_{1n}) = -\vec{h}_{12}H_{22}^{-1}u_{11}. \]  
(3)

Since \( \sum_{i=1}^{n} |u_{1i}|^2 = \sum_{i=1}^{n} |v_{1i}|^2 = 1 \), then
\[ |u_{11}|^2 = \frac{1}{1 + |\vec{h}_{12}H_{22}^{-1}|^2} |H_{22}|^2 \]
\[ |v_{11}|^2 = \frac{1}{1 + |H_{22}|^2 + |\vec{h}_{21}|^2} |H_{22}|^2 \]  
(4)

where ‘\(=\)’ are achieved only when every column of \( H_{22} \) parallels with \((u_{12}, \cdots, u_{1n})\) and every row of \( H_{22} \) parallels with \((v_{21}, \cdots, v_{n1})\).

Thus,
\[ P_l = P_l(1, 1) = |q_{11}|^2 \]
\[ = |u_{11}\vec{h}_{12}H_{22}^{-1}v_{11}|^2 \]
\[ \leq \frac{|\vec{h}_{12}|^2 |H_{22}|^2 |\vec{h}_{21}|^2}{(1 + |\vec{h}_{12}H_{22}^{-1}|^2)(1 + |H_{22}|^2 + |\vec{h}_{21}|^2)} \]
\[ \leq \frac{|\vec{h}_{12}|^2 |H_{22}|^2 |\vec{h}_{21}|^2}{(|H_{22}|^2 + |\vec{h}_{21}|^2)(|H_{22}|^2 + |\vec{h}_{21}|^2)}. \]  
(5)

Since \( |\vec{h}_{12}|^2 + |H_{22}|^2 + |\vec{h}_{21}|^2 = 1 \), we obtain
\[ \max P_l = \max |q_{11}|^2 = \frac{5\sqrt{5} - 11}{2}. \]  
(6)

\( P_l \) reaches this maximum only when \( |\psi\rangle = a|01\rangle + e^{i\theta}\sqrt{1 - 2a^2}|10\rangle + a|11\rangle \), up to some local unitary transformations, where \( a = \sqrt{(3 - \sqrt{5})/2} \) and \( \theta \) is an arbitrary angle.

IV. THE SECOND TYPE OF EXTENSIONS OF HARDY’S PARADOX

The second type \([10]\) of extensions of the original Hardy’s paradox into high-dimension reads
\[ P(B_1 < A_1) = P(A_1 < B_2) = P(A_2 < B_1) = 0, \]
\[ P_{l1} = P(A_2 < B_2) > 0, \]  
(7)

which is equivalent to the violation of a tight Bell inequality—the CGLMP inequality \([13, 14]\).

Since \( P(B_1 < A_1) = P(A_1 < B_2) = P(A_2 < B_1) = 0 \), then
\[ h_{ij} = 0 \text{ if } i > j, \]
\[ h'_{ij} = 0 \text{ if } i < j, \]
\[ h''_{ij} = 0 \text{ if } i < j. \]  
(8)

This determines that
\[ U^* = F.\text{Orthogonalize}[F.H^T], \]
\[ V^\dagger = \text{Orthogonalize}[H], \]  
(9)
where $F$ is a constant matrix with $f_{i,n+1-i} = 1$ and the rest being all zero, and ‘Orthogonalize’ means the Gram-Schmidt process.

Although max $P_{II}$ increases with the dimension as shown in ref. [10], here we will prove that max $P_{II}(1, 2)$ is independent of dimension.

**Theorem 2** \(
\max P_{II}(1, 2) = \max |q_{12}|^2 = \frac{5\sqrt{5} - 11}{2}
\)

**Proof** Without lose of generality, we similarly assume $H_{12}$ is invertible here and $P_{II}(1, 2)$ is continuous.

By $Q = UHV$ and conditions (8), we know $q_{12} = u_{11}h_{11}u_{12}$ and

\[
\tilde{h}_{12}u_{11} + (u_{12}, u_{13}, \ldots, u_{1n})H_{22} = 0,
\]

thus,

\[
(u_{12}, \ldots, u_{1n}) = -\tilde{h}_{12}H_{22}^{-1}u_{11}.
\]

Since \(\sum_{i=1}^{n} |u_{1i}|^2 = 1\), then

\[
|u_{11}|^2 = \frac{1}{1 + |\tilde{h}_{12}H_{22}^{-1}|^2} \leq \frac{|H_{22}|^2}{|H_{22}|^2 + |\tilde{h}_{12}|^2}.
\]

Through the Gram-Schmidt process and the fact that $v_{12}$ equals the element in the second row and first column of $V^\dagger$, we know

\[
|v_{12}|^2 = \left|\langle h_{11}, \tilde{t}\rangle\right|^2
\]

\[
= \frac{|h_{11}|^2|\tilde{h}_{12}|^2}{(|h_{11}|^2 + |\tilde{h}_{12}|^2)^2 - (|h_{11}|^2 + |\tilde{h}_{12}|^2)|\langle h_{11}, \tilde{t}\rangle|^2}
\]

\[
\leq \frac{|\tilde{h}_{12}|^2}{|h_{11}|^2 + |\tilde{h}_{12}|^2},
\]

where ‘=’ is achieved only when $|\langle \tilde{h}_{12}, \tilde{t}\rangle| = |\tilde{h}_{12}||\tilde{t}|$.

Thus

\[
|q_{12}|^2 \leq \frac{|h_{11}|^2|\tilde{h}_{12}|^2|H_{22}|^2}{(|h_{11}|^2 + |\tilde{h}_{12}|^2)(|H_{22}|^2 + |\tilde{h}_{12}|^2)}.
\]

since $|h_{11}|^2 + |\tilde{h}_{12}|^2 + |H_{22}|^2 \leq 1$, where ‘=’ is achieved only when $h_{21} = 0$. As a result, we finally obtain

\[
\max P_{II}(1, 2) = \max |q_{12}|^2 = \frac{5\sqrt{5} - 11}{2}.
\]

**V. A CONJECTURE**

The fact that \(\sum_{i<j} P_{II}(i, j)\) for $n = 3, 4, 5, 6$ are also independent of the system’s dimension leads us to a conjecture:

**Theorem 3** For an arbitrary $n$, \(\max \sum_{i<j} P_{II}(i, j)\) is independent of the system’s dimension $k$, i.e., device-independent. The optimal state is equivalent to the standard form

\[
\begin{pmatrix}
H_n \\
0_{k-n}
\end{pmatrix}
\]

where $H_n$ is an optimal state for max $\sum_{i<j} P_{II}(i, j)$ in the $n$-dimension system.

Here we list some numerical results: $\sum_{i<j} P_{II}(i, j) = 0.141327$ for $3, 4, 5$-dimension system,

\[
H_3 = \begin{pmatrix}
0.498328 & 0.316483 & 0.329301 & 0 \\
0 & 0.441108 & 0.316483 & 0 \\
0 & 0 & 0.498328 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

which is the optimal state for three-dimensional Hardy’s paradox of the second type, and

\[
H_{3,4} = \begin{pmatrix}
0.498328 & 0.316483 & 0.329301 & 0 \\
0 & 0.441108 & 0.316483 & 0 \\
0 & 0 & 0.498328 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

which is an optimal state in the standard form.

\[
H_{3,5} = \begin{pmatrix}
0.4983318 & 0.316486 & 0.329299 & 0 & 0 \\
0 & 0.441107 & 0.316488 & 0 & 0 \\
0 & 0 & 0.498336 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

which is also an optimal state. If we redefine the third element of $B_2$’s basis as $(0, 0, 0.351577, 0.283503, 0.210619)$, then $H_{3,5}$ changes to the standard form

\[
\begin{pmatrix}
0.4983318 & 0.316486 & 0.329299 & 0 & 0 \\
0 & 0.441107 & 0.316488 & 0 & 0 \\
0 & 0 & 0.498336 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

That is, $H_{3,5}$ is equivalent to the standard form.

For $H_{n,n} = 2, 3, \ldots, 7$ and the corresponding maximum values see the ref. [10] for details.

Moreover, we further conjecture that, while the first type of extension provides a minimal generalization [7] of Hardy’s paradox, the second type of extension maybe provides a maximal one.

**VI. CONCLUSIONS**

We have reproved the dimension-independency of the first type of extensions of Hardy’s paradox, and demonstrated that if only one particular term $P_{II}(1, 2)$ were considered, the maximum probability of nonlocal events in the second type could be also dimension-independent. With numerical evidence, we further conjectured that if more than one particular terms $\sum_{i<j} P_{II}(i, j)$ were considered, then the maximum probability of nonlocal events is also independent of dimensions. Hence, the role of dimension played in Hardy’s paradox is this: it determines
which term or how many terms can be considered in the paradox. We also note that while the first type of extensions provides a minimal generalization [7] of Hardy’s paradox, the second type of generalization may provide a maximal one. Our results may stimulate studies on a promising unified perspective of Hardy’s paradox in further investigations.
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