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The paper is an attempt to relate two vast areas of the applicability of the renormalization group (RG): field theoretic models and partial differential equations. It is shown that the Green function of a nonlinear diffusion equation can be viewed as a correlation function in a field-theoretic model with an ultralocal term, concentrated at a spacetime point. This field theory is shown to be multiplicatively renormalizable, so that the RG equations can be derived in a standard fashion, and the RG functions (the $\beta$ function and anomalous dimensions) can be calculated within a controlled approximation. A direct calculation carried out in the two-loop approximation for the nonlinearity of the form $\phi^\alpha$, where $\alpha > 1$ is not necessarily integer, confirms the validity and self-consistency of the approach. The explicit self-similar solution is obtained for the infrared asymptotic region, with exactly known exponents; its range of validity and relationship to previous treatments are briefly discussed.
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I. INTRODUCTION

The renormalization group (RG) has proved to be the most efficient tool for studying self-similar scaling behavior. First appeared within the context of quantum field theory\(^1\), it was then successfully applied to a variety of problems as disparate as phase transitions, polymer dilutes, random walks, hydrodynamical turbulence, growth processes, and so on; see, e.g., the monographs\(^2\), the proceedings\(^3\), and references therein.

The most powerful and well-developed formulation of the RG is the field theoretic one; see\(^1,2\). It is this version of the RG that is simplest and most convenient in practical calculations, especially in higher orders. It is also important that it has a reliable basis in the form of quantum-field renormalization theory, including the renormalization of composite operators and operator product expansion. For this reason, the first step in the RG analysis of a given problem is to reformulate it as a field theoretic model. This means that the quantities under study should be represented as functional averages with the weight $\exp S(\phi)$, where $\phi$ is a classical random field (or set of fields) and $S(\phi)$ is certain action functional. For parabolic differential equations with an additive random source, such a formulation is provided by the well-known Martin–Siggia–Rose formalism, see\(^5,6\). In problems involving fluctuation effects in chemical reactions the somewhat more complicated approach of Doi\(^7\) (see also\(^8,9\)) has also been widely used\(^10,12\). No general recipe, however, seems to exist to cast a nonlinear problem to a field-theoretic form.

Such a reformulation, however, is by no means superfluous: once the field theoretic formulation has been found, it becomes possible to apply standard tools (power counting of the 1-irreducible correlation functions etc) to verify the renormalizability of the model, i.e., the applicability of the RG technique, to derive corresponding RG equations, and to calculate its coefficients (beta functions and anomalous dimensions) within controlled approximations. An instructive example is provided by the model of the so-called true self-avoiding random walks\(^13,14\). After its field theoretic formulation had been found\(^14\), it became clear that the model in its original formulation was not renormalizable, and the direct application of the RG to it would lead to completely erroneous results. The renormalizable version of the model can be obtained by adding of infinitely many terms to the original action; see\(^13\).

It has long been known, however, that symmetries of the RG type also appear in various physical problems described by ordinary or partial differential equations and integro-differential equations, whose solutions exhibit self-similar scaling behavior\(^16\). Since then, the list of such problems has been essentially increased; see, e.g.,\(^7,21\) and references therein. As a rule, the field theoretic formulation for these models does not exist (or, at least, is not known), and derivation of the corresponding RG equations is a nontrivial task. Quoting the authors of\(^24\), “the procedure of revealing RG transformations … in any partial case … up to now is not a regular one. In practice, it needs some imagination and atypical manipulation ‘invented’ for every particular case.” In Ref.\(^24\), a general approach was proposed to constructing RG symmetries for certain classes of partial differential equations, but its relationship to the field theoretic RG techniques is not clear.

The present paper is an attempt to ‘bridge the gap’ between these two vast areas of the applicability of the RG: field theoretic models and partial differential equations. To be specific, we shall consider nonlinear diffusion equation...
of the form

$$\partial_t \phi = \nu_0 \partial^2 \phi + V(\phi),$$

(1.1)

where \(\phi(x) \equiv \phi(t, x)\) is a scalar field, \(\nu_0\) is the diffusion coefficient, \(\partial^2\) is the Laplace operator, and \(V(\phi)\) is some nonlinearity dependent on the field \(\phi\) and its spatial derivatives. Within the RG context, various special examples of Eq. (1.1) were studied earlier in [18–22]. In practical calculations, we shall confine ourselves to the nonlinearity of the form \(V(\phi) = -\lambda_0 \phi^\alpha\), where \(\alpha > 1\) is not necessarily integer.

We shall show that the problem (1.1) can be cast into a field theoretic model and apply the standard RG formalism to it to establish the scaling behavior and to calculate corresponding anomalous dimensions. Then we shall discuss the range of applicability of the results obtained and their relationship to the previous RG treatments of the model.

II. FIELD THEORETIC FORMULATION AND RENORMALIZATION OF THE PROBLEM

We begin the analysis of the Cauchy problem (1.1) with a localized initial condition which corresponds to the equation

$$\partial_t G = \nu_0 \partial^2 G + V(G) + \delta(x - x_0)$$

(2.1)

for the Green function \(G(x|e_0)\). It will be shown later that the large-scale asymptotic behavior of this problem survives for all integrable initial conditions (i.e. such that \(\int dx \phi(0, x)\) converges). In Eq. (2.1) we denote \(\delta(x - x_0) \equiv \delta(t - t_0) \delta(x - x_0)\), where \(d\) is the dimensionality of the \(x\) space, and \(e_0 = \{x_0, \nu_0, \lambda_0\}\) is the full set of parameters.

The functional derivation of the MSR formalism [6] can be adopted to represent the solution of Eq. (2.1) as a functional integral over the doubled set of fields, \(\phi\) and \(\phi'\):

$$G(x|e_0) = \int D\phi' \int D\phi \phi(x) \exp[S(\phi', \phi) + \phi'(x_0)].$$

(2.2)

Here the normalization constant is included into the differential \(D\phi' D\phi\), the action functional has the form

$$S(\phi', \phi) = \int dx \phi'(x) \left\{ -\partial_t \phi(x) + \nu_0 \partial^2 \phi(x) + V(\phi(x)) \right\},$$

(2.3)

with \(dx = dt dx\). The last term in (2.1) can be treated as an addition to the ‘interaction’ \(V(\phi)\) and gives rise to the last term in the exponential of Eq. (2.2). The term quadratic in \(\phi'\), typical to the MSR actions, is absent in (2.3) owing to the absence of the random force in Eq. (1.1).

Representation (2.2) shows that the Green function (2.1) can be viewed as the correlation function \(\langle \phi(x) \exp \phi'(x_0) \rangle\) in the field-theoretic model with the action (2.3). It is not convenient, however, to deal with the exponential composite operator \(\exp \phi'\). A more useful interpretation is the following: the integral (2.2) describes the correlation function \(\langle \phi(x) \rangle\) for the extended action \(S' = S + \phi'(x_0)\) with an ‘ultralocal’ interaction term concentrated on a single spacetime point \(x_0\).

The renormalization of field theoretic models with ultralocal terms, concentrated on surfaces, was studied in Ref. [14] in detail. The analysis of Ref. [13], which we also naturally take to apply to our case, has shown that the standard renormalization theory is applicable to such models, with some obvious modification (see below).

The analysis of ultraviolet (UV) divergences is based on the analysis of canonical dimensions; see [1–3]. Dynamical models of the type (2.3), in contrast to static models, have two scales, the length scale \(L\) and the time scale \(T\). Therefore, the canonical dimension of any quantity \(F\) (a field or a parameter in the action functional) is described by two numbers, the momentum dimension \(d_F^k\) and the frequency dimension \(d_F^\omega\), determined so that \([F] \sim [L]^{-d_F^k} [T]^{-d_F^\omega}\). The dimensions are found from the obvious normalization conditions \(d_F^k = -d_F^\omega = 1\), \(d_F^0 = 0\), \(d_F^0 = d_F^\omega = 0\), and from the requirement that each term of the action functional be dimensionless (with respect to the momentum and frequency dimensions separately). Then, based on \(d_F^k\) and \(d_F^\omega\), one can introduce the total canonical dimension \(d_F = d_F^k + 2d_F^\omega\) (in the free theory, \(\partial_t \propto \partial^2\), which plays in the theory of renormalization of dynamical models the same role as the conventional (momentum) dimension does in static problems; see [14]).

Now let us turn to the special case of the model (2.1) with the extended action of the form

$$S'(\phi', \phi) = \int dx \phi'(x) \left\{ -\partial_t \phi(x) + \nu_0 \partial^2 \phi(x) - g_0 \nu_0 \phi^\alpha(x) \right\} + \phi'(x_0),$$

(2.4)
where we have introduced the new parameter \( g_0 \equiv \lambda_0/\nu_0 \), which plays the part of the coupling constant (a formal small parameter of the ordinary perturbation theory). Canonical dimensions for the model (2.4) are given in Table 1 including the dimensions of renormalized parameters, which will appear later on. From Table 1 it follows that the model is logarithmic (the coupling constant \( g_0 \) is dimensionless) for \( 2 + d(1 - \alpha) = 0 \). In what follows, we fix the exponent \( \alpha \) in Eq. (2.2) and consider the model in variable space dimension \( d = (2 - \varepsilon)/(\alpha - 1) \). Then the UV divergences take on the form of the poles in \( \varepsilon \equiv 2 + d(1 - \alpha) \) in the correlation functions. The ‘interaction’ is therefore irrelevant (in the sense of Wilson) for \( \varepsilon < 0 \), marginal (logarithmic) for \( \varepsilon = 0 \), and relevant for \( \varepsilon > 0 \); cf. the analysis in Ref. [13]. This means that for \( \varepsilon \geq 0 \), the ordinary perturbation expansion (i.e., series in \( g_0 \)) fails to give correct infrared (IR) behavior and has to be summed up. The desired summation can be accomplished using the renormalization group.

It is common wisdom of the renormalization theory that for the analysis of UV divergences of all correlation functions of the fields \( \phi \) and \( \phi' \) it is sufficient to consider one-particle-irreducible (1PI) correlation functions, whose graphical representation contains only graphs which remain connected after removal of one (arbitrary) line (i.e., a free-field correlation or response function) of the graph.

The total canonical dimension of an arbitrary 1PI correlation function
\[
\Gamma(x_1, \ldots, x_N; y_1, \ldots, y_{N'}; x_0) = \frac{\delta^{N+N'} \Gamma(\phi, \phi')}{\delta \phi(x_1) \cdots \delta \phi(x_N) \delta \phi'(y_1) \cdots \delta \phi'(y_{N'})},
\]
(2.5)
in the time–coordinate representation is given by the relation
\[
d_{\Gamma} = N(d + 2 - d_\phi) + N'(d + 2 - d_{\phi'}),
\]
(2.6)
where \( N \) and \( N' \) are the numbers of corresponding fields. In (2.3) \( \Gamma(\phi, \phi') \) is the (dimensionless) generating functional of 1PI Green functions. It should be noted, however, that due to the presence of the ultralocal term in the action, the functional \( \Gamma(\phi, \phi') \) is not the Legendre transform of the functional \( \ln G(J, J') = \int D\phi' \int D\phi \exp[S'(\phi', \phi) + J\phi + J'\phi'] \) is the generating functional of Green functions of the model. Moreover, contrary to the usual field theories, the functional \( \ln G(J, J') \) does not include all connected graphs of \( G(J, J') \). By definition of the generating functional, the 1PI Green function with \( N \) external \( \phi \) legs and \( N' \) external \( \phi' \) legs may be obtained by \( N \) functional differentiations of \( \Gamma(\phi, \phi') \) with respect to the field \( \phi \) and \( N' \) differentiations with respect to \( \phi' \). The canonical dimensions of the functional derivatives are related to the dimensions of the corresponding fields as \( d^k[\delta/\delta \phi] = d - d_\phi^k \), \( d^k[\delta/\delta \phi'] = 1 - d_{\phi'}^k \), and similarly for the auxiliary field \( \phi' \). Then the total canonical dimension of the function (2.5) in the frequency–momentum representation (obtained by the Fourier transformation with respect to all \( N + N' \) independent differences of the time and coordinate arguments) is obtained from (2.6) by subtracting the term \( (N + N')(d + 2) \) and has the form
\[
d_{\Gamma} = -d_\phi N - d_{\phi'} N' = -dN,
\]
(2.7)
where the data from Table 1 are used in the last equality.

The quantity (2.7) is the formal index of the UV divergence for the function \( \Gamma \). Like for usual (local) models, superficial UV divergences, whose removal requires counterterms, can be present only in those functions \( \Gamma \) for which \( \delta = d_{\Gamma}|_{\varepsilon = 0} \) is a non-negative integer; see [13].

From Eq. (2.7) we conclude that for any positive \( d \), such divergences can exist only in the 1PI functions with \( N = 0 \) and arbitrary value of \( N' \). For all these functions \( \delta = 0 \), that is, the divergences are logarithmic and the corresponding counterterms in the frequency–momentum representation are constants.

At first glance, we have established that the model (2.4) requires infinitely many counterterms, and hence it is not renormalizable. However, it turns out to be sufficient to renormalize the 1PI Green function \( \Gamma(x; x_0) \) only to render the model finite, as we shall now show.

The first few Feynman diagrams of \( G \) are shown in Fig. I for \( \alpha = 2 \); the symmetry coefficients are shown for general \( \alpha \) (it would be embarrassing to depict the diagrams for fractional \( \alpha \), but the idea is the same). The lines with a slash denote the bare propagator
\[
\Delta(t, r) = \langle \phi \phi' \rangle_0 = \frac{\exp[-r^2/4\nu_0 t]}{(4\pi \nu_0 t)^{d/2}},
\]
(2.8)
the end with a slash corresponds to the field \( \phi' \), and the end without a slash corresponds to \( \phi \). The initial (left) point in each diagram corresponds to \( x \), and the final (right) point with variable number of attached lines corresponds to \( x_0 \). The crucial point is that, as is easily seen from Fig. I, all possible 1PI subdiagrams entering into the diagrams of \( G \) belong to the only 1PI function \( \Gamma(x; x_0) \); no other 1PI functions are involved. The function \( G \) appears to be ‘closed with respect to the renormalization,’ i.e., we can eliminate their UV divergences by the only counterterm corresponding to its 1PI part \( \Gamma(x; x_0) \).
FIG. 1. First Feynman graphs for the Green function of the nonlinear diffusion equation (2.1) for $V(G) = -\lambda_0 G^2$.

Moreover, the renormalization of the only function $\Gamma(x; x_0)$ is in fact sufficient to completely renormalize all functions with $N' > 1$. A typical diagram for $N' = 3$ is shown in Fig. II. It is clear that any such diagram reduces to a product of blocks that belong to the simplest function with $N' = 1$ (we recall that there is no integration over $x_0$, the only point that connects the blocks). Therefore, the diagram contains no superficial divergences; all its divergences are those of the subdiagrams and they are completely removed by the renormalization of the function with $N' = 1$. This is equally true for any diagram of any function with $N' > 1$.

FIG. 2. A three-loop Feynman graph for the three-point correlation function of the nonlinear diffusion equation (2.1) for $V(G) = -\lambda_0 G^2$ illustrating the factorization property $\Gamma(x_1, x_2, x_3; x_0) = \Gamma(x_1; x_0)\Gamma(x_2; x_0)\Gamma(x_3; x_0)$.

In the generic case all the loops are created by the presence of a single local vertex with any number of $\phi'$ legs, from which continuous chains of retarded diffusion propagators emanate. Due to the structure of the nonlinear term these chains do not branch, but they may merge (the single $\phi'$-field in the nonlinearity allows only one outgoing propagator from each ordinary vertex, whereas up to $\alpha$ incoming chains are allowed). A little reflection along the lines sketched above shows then that all divergent 1PI Green functions are factorized:

$$\Gamma(x_1, \ldots, x_N; x_0) = \Gamma(x_1; x_0)\cdots\Gamma(x_N; x_0).$$

Thus, we are left with the only counterterm to the function $\Gamma(x; x_0)$. It is constant (see above), which in the time-coordinate representation corresponds to the function $\delta(x - x_0) \equiv \delta(t - t_0)\delta^{(d)}(x - x_0)$. In the action functional, after the integration over the field argument, this gives $\phi'(x_0)$. Such term is present in the extended action (2.4), so that our model is renormalized multiplicatively, with the only renormalization constant, which we denote $Z$. The renormalized action has the form

$$S'_R(\phi', \phi) = \int dx \, \phi'(x)\left\{ -\partial_t\phi(x) + \nu \partial^2 \phi(x) - g\nu \mu^\nu \phi^\alpha(x) \right\} + Z \phi'(x_0).$$

(2.9)

Here and below the $g$ and $\nu$ are the renormalized analogs of the bare parameters, $\mu$ is the reference mass in the minimal subtraction (MS) scheme, which we use in practical calculations, and the constant $Z$ depends on the dimensionless
parameters $g$, $\alpha$ and $\varepsilon$. The renormalized Green function $G_R$, which is finite for $\varepsilon \to 0$, is given by the representation [2.3] with the substitution $S' \to S'_R$.

If we now replace the local initial condition with an integrable one: $\phi(0, \mathbf{x}) = a(\mathbf{x})$, then – after Fourier transforming – we obtain wave-vector integrals in which all the propagator lines starting from the initial condition contain a multiplicative factor $\tilde{a}(k) = \int d\mathbf{x} e^{-ik\cdot\mathbf{x}} a(\mathbf{x})$. For the large-scale asymptotic analysis using RG it is sufficient to keep the leading small wave-number terms in all the lines which amounts to the replacement $\tilde{a}(k) \to \tilde{a}(0) = \int d\mathbf{x} a(\mathbf{x})$, and we thus return to loop integrals of the problem with localized initial condition in which $\int d\mathbf{x} a(\mathbf{x})$ is the amplitude of the initial $\delta$ function.

To clarify the idea, consider the one-loop graph of Fig. I, whose analytic expression with the initial condition $\phi(0, \mathbf{x}) = a(\mathbf{x})$ is

$$\Gamma^{(1)}(t, \mathbf{x}) = -\lambda_0 \int_0^\infty dt' \Delta(t - t', \mathbf{x} - \mathbf{y}) \int d\mathbf{y}_1 \Delta(t', \mathbf{y} - \mathbf{y}_1) a(\mathbf{y}_1) \int d\mathbf{y}_2 \Delta(t', \mathbf{y} - \mathbf{y}_2) a(\mathbf{y}_2).$$

Here, $\Delta(t, \mathbf{x})$ is the diffusion propagator [2.3]. Fourier transforming $\Gamma^{(1)}(t, \mathbf{x})$ with respect to $\mathbf{x}$ we arrive at the expression

$$\Gamma^{(1)}(t, \mathbf{k}) = -\lambda_0 \int_0^\infty dt' \Delta(t - t', \mathbf{k}) \int \frac{dq}{(2\pi)^d} \Delta(t', \mathbf{q}) \tilde{a}(\mathbf{q}) \Delta(t', \mathbf{k} - \mathbf{q}) \tilde{a}(\mathbf{k} - \mathbf{q}),$$

where $\Delta(t, \mathbf{k})$ is the spatial Fourier transform of the diffusion kernel [2.3]. From the point of view of RG, the IR relevant terms are given by the leading terms of the gradient expansion of the initial condition: $\tilde{a}(\mathbf{q}) = \tilde{a}(0) + o(q)/q$. This allows to replace (2.10) by

$$\Gamma^{(1)}(t, \mathbf{k}) \sim -\lambda_0 \int_0^\infty dt' \Delta(t - t', \mathbf{k}) \int \frac{dq}{(2\pi)^d} \Delta(t', \mathbf{q}) \Delta(t', \mathbf{k} - \mathbf{q}) \tilde{a}^2(0),$$

which corresponds to the localized initial condition with the amplitude $\tilde{a}(0) = \int d\mathbf{x} a(\mathbf{x})$.

### III. RG EQUATIONS AND RG FUNCTIONS

It follows from Eqs. (2.3), (2.4), and (2.9) that the original and renormalized action functionals satisfy the relation $S'(Z\phi', Z^{-1}\phi, e_0) = S'_R(\phi', \phi, e, \mu)$, if the bare and renormalized parameters are related as follows:

$$\nu_0 = \nu, \quad g_0 = g \mu^\varepsilon Z^\alpha Z^{\alpha-1},$$

with the only renormalization constant $Z$ from Eq. (2.9). This implies the relation $G(e_0) = Z^{-1}G_R(e, \mu)$ for the corresponding Green functions in Eq. (2.2); i.e., this quantity is multiplicatively renormalizable. We use $\mathcal{D}_\mu$ to denote the differential operation $\mu \partial_\mu$ for fixed $e_0$ and operate on both sides of this equation with it. This gives the basic RG equation:

$$\left[ \mathcal{D}_\mu + \beta(g) \partial_g - \gamma(g) \right] G_R(e, \mu) = 0,$$

where $\mathcal{D}_\mu + \beta(g) \partial_g$ is nothing else than the operation $\mathcal{D}_\mu$ expressed in the renormalized variables. In Eq. (3.2), we have written $\mathcal{D}_x = x \partial_x$ for any variable $x$, and the RG functions (the $\beta$ function and the anomalous dimensions $\gamma$) are defined as

$$\gamma(g) = \mathcal{D}_\mu \ln Z, \quad \beta_g = \mathcal{D}_\mu g = g \left[ -\varepsilon - (\alpha - 1) \gamma(g) \right].$$

The relation between $\beta$ and $\gamma$ results from the definitions and the relations (3.1).

We shall see below that, for small $\varepsilon > 0$, an IR stable fixed point $g_*$ of the RG equation (3.2) exists in the physical region $g > 0$ i.e., $\beta(g_*) = 0$, $\beta'(g_*) > 0$. The functions $G$ and $G_R$ coincide up to a constant (i.e., independent of the time and space variables) factor $Z$ and the choice of the parameters (bare $e_0$ or renormalized $e, \mu$) and can equally be used in the analysis of the IR behavior. The general solution of the RG equations is discussed in detail, e.g., in
It follows from this solution that, when an IR stable fixed point is present, the leading term of the IR behavior of the function $G_R \propto G$ satisfies Eq. (3.2) with the substitution $g \rightarrow g_*$:

$$\left[D_\mu - \gamma^*\right]G_R(e, \mu) = 0. \tag{3.4}$$

In our case, the value of the anomalous dimension at the fixed point is found exactly owing to the relation between $\beta$ and $\gamma$ in Eq. (3.3):

$$\gamma^* \equiv \gamma(g_*) = -\varepsilon/(\alpha - 1) = d - 2/(\alpha - 1). \tag{3.5}$$

Dimensional considerations yield $G_R(t, r) = (\nu t)^{-d/2}\xi(1/tu^2\nu, r^2/t\nu)$, where $\xi$ is some function of dimensionless variables. The dependence on $g$ is not displayed explicitly, because the derivatives with respect to this parameter do not enter into Eq. (3.4). It follows from Eq. (3.4) that $\xi$ satisfies — at the fixed point — the equation $\left[D_\gamma - \gamma^*/2\right] \xi(s, y) = 0$, its general solution is $\xi(s, y) = s^{\gamma^*/2}/\chi(y)$, where $\chi$ is an arbitrary function of the second variable $y$. For the Green function (2.2) we then obtain

$$G(t, r) \sim G_R(t, r) \sim t^{-d/2+\gamma^*/2} \chi(r^2/t\nu) = t^{-1/(\alpha-1)} \chi(r^2/t\nu),$$

where the form on the ‘scaling function’ $\chi(r^2/t\nu)$ is not determined by the equation (3.4). The dependence on the parameters $\nu$, $\mu$ can be easily restored from the dimensionality considerations (see Table 1):

$$G(t, r) \sim (\nu_0 t)^{-1/(\alpha-1)} \chi(r^2/t\nu_0). \tag{3.6}$$

Although the value of $\gamma^*$ in Eq. (3.3) and the solution (3.5) have been obtained without practical calculation of the constant $Z$ and functions (3.3), such calculation is needed to check the existence, positivity and IR stability of the fixed point. Within the $\varepsilon$ expansion, these facts can be verified already in the simplest one-loop calculation.

In order to check the validity and self-consistency of the approach, we calculated the constant $Z$ up to the two-loop approximation. The calculation is performed in the frequency–momentum $(\omega, k)$ representation and calls for the formulas derived in Ref. [26] for a model of critical dynamics.

Two key points are as follows: the convolution of two functions of the form $F(\alpha; a) \equiv (-i\omega a + k^2)^{-\alpha}$ is a function of the same form,

$$F(\alpha; a) \ast F(\beta; b) = K(\alpha, \beta; a, b) F(\alpha + \beta - d/2 - 1; a + b)$$

where $a$ and $b$ are both positive and the coefficient has the form:

$$K(\alpha, \beta; a, b) = a^{d/2-\alpha}b^{d/2-\beta}(a + b)^{\alpha + \beta - d - 1}/\Gamma(\alpha + \beta - d/2 - 1)/(\Gamma(\alpha)(\Gamma(\beta)(4\pi)^{d/2}),$$

while the product of two such functions can be represented as a single integral of a function of the same form with the aid of the generalized Feynman formula:

$$F(\alpha; a) \cdot F(\beta; b) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} \int_0^1 \frac{ds}{s} s^{\alpha-1}(1-s)^{\beta-1} F(\alpha + \beta; as + b(1-s)).$$

For the sake of brevity, below we give only the final result:

$$Z = 1 + \frac{u}{\varepsilon} + \frac{2u^2}{2\varepsilon^2} - \frac{2\varepsilon}{u} \tilde{I}_\alpha + O(u_3), \tag{3.7}$$

where we have introduced a new coupling constant,

$$u \equiv \frac{g}{(4\pi)} \alpha^{-1/(\alpha-1)} \tag{3.8}$$

and have written $\tilde{I}_\alpha \equiv \alpha \ln \alpha + \alpha^{\alpha/(\alpha-1)} I_\alpha$ with the convergent single integral

$$I_\alpha = \int_0^1 \frac{ds}{s} \left\{ (s(\alpha - 1) + 1)^{(2-\alpha)/(\alpha-1)} (s + 1)(\alpha - 1) + 1 \right\}^{-1/(\alpha - 1)} - \alpha^{-1/(\alpha - 1)}, \tag{3.9}$$

in particular, $\tilde{I}_2 = 2 \ln(4/3)$ and $\tilde{I}_3 = 6[\ln(3 - \sqrt{5}) + \ln(3/2)].$
Then for the corresponding beta function we obtain $\beta_u \equiv \widetilde{D}_u u = -u[\varepsilon + \beta_u \partial_u \ln Z^{\alpha - 1}]$, where we have used the last relation in Eq. (3.1) and the fact that $\widetilde{D}_u = \beta_u \partial_u$ for the functions dependent only on $u$. This yields

$$\beta_u(u) = \frac{-\varepsilon u}{1 + (\alpha - 1) \widetilde{D}_u \ln Z}.$$  

(3.10)

Substituting Eq. (3.7) into Eq. (3.10) gives

$$\beta_u(u) = -u[\varepsilon - u(\alpha - 1) + u^2(\alpha - 1) \tilde{I}_a] + O(u^3).$$  

(3.11)

Note that the poles in $\varepsilon$ in the constant $Z$ cancel out in the function (3.11); this is a manifestation of the general fact that the RG functions must be UV finite, i.e., finite as $\varepsilon \to 0$. The cancellation is possible by virtue of the correlation that exists between the $u/\varepsilon$ and $(u/\varepsilon)^2$ terms in Eq. (3.7) and can be used as an additional check of the consistency of the approach. The simple (linear) dependence on $\varepsilon$ is a feature specific to the MS scheme.

From Eq. (3.11) we find an explicit expression for the coordinate of the fixed point:

$$u_* = \frac{\varepsilon}{(\alpha - 1)} + \tilde{I}_a \frac{\varepsilon^2}{(\alpha - 1)^2} + O(\varepsilon^3).$$  

(3.12)

As already said above, for small positive $\varepsilon$ and $\alpha > 1$ the fixed point is positive and IR stable: $\beta_u'(u_*) = \varepsilon + O(\varepsilon^2)$.

IV. DISCUSSION

We have applied the field theoretic renormalization group to the non-stochastic differential equation (2.1) and established the scaling behavior in the IR asymptotic range, as a consequence of the existence of the IR stable fixed point in the physical range of parameters. The same asymptotic behavior is shown to be valid for integrable initial conditions which thus constitute the universality class of this fixed point.

The key points are the formulation of the problem as a field theoretic model with an ultralocal term concentrated at a spacetime point and the fact that this model appears multiplicatively renormalizable, in spite of the naive power counting that indicates nonrenormalizability.

The two-loop calculation confirms internal consistency of the approach.

Simple explicit form of the scaling dimensions follows from the fact that there is only one independent renormalization constant in the problem. In particular, this explains a simple value $z = 2$ of the exponent in the argument $r^2/\ell^{1/z}$ of the scaling function (3.3) (in models of dynamical critical phenomena [38] and some models of nonlinear diffusion [27] this exponent differs from two).

Recently, it has been conjectured [22] that the dynamic exponent $z \neq 2$ in the present problem. Our asymptotic solution (3.6), however, does not predict any deviation from the canonical value $z = 2$, since there is no renormalization of the diffusion coefficient in the MS scheme we have used. In Ref. [22] with the use of a different renormalization procedure it was concluded that $z - 2 = O(\varepsilon^2)$. We think, however, that it is not consistent to prescribe physical quantities values of the order $O(\varepsilon^2)$ on the basis of the one-loop calculation carried out in Ref. [22], but a two-loop analysis is required for this accuracy.

The RG analysis allows one to derive the RG equation rigorously and to prove that the behavior (3.6) is indeed realized for $\varepsilon > 0$, $g_0 > 0$ in the IR asymptotic range, specified by the relations $t \sim r^2$ and $r \ll \eta$, where $\eta \simeq g_0^{-1/\varepsilon}$ is the UV scale. The general solution of Eq. (3.2) interpolates between the ordinary perturbation theory for Eq. (2.1) and the self-similar asymptotic expression (3.1). The scaling function $\chi(y)$ can be calculated within the $\varepsilon$ expansion; in the lowest order one easily obtains $\chi(y) = \exp[-(y/2)^2] + O(\varepsilon)$.

We hope that the ideas presented above might be useful in other models containing ultralocal contributions, which have several charges and hence richer IR behavior. Another direction of generalization would be the analysis of Green functions of vector quantities.
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**TABLE I.** Canonical dimensions of the fields and parameters in the model (2.3).

| $F'$ | $\phi$ | $\phi'$, g | $\nu$, $\nu_0$ | $\mu$ | $g_0$ |
|------|--------|-------------|----------------|-------|-------|
| $d_{F'}$ | $d$ | 0 | $-2$ | 1 | $2 + d(1 - \alpha) \equiv \varepsilon$ |
| $d_{F}$ | 0 | 0 | 1 | 0 | 0 |
| $d_{F}$ | $d$ | 0 | 0 | 1 | $\varepsilon$ |