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Abstract—Predicting risk map of traffic accidents is vital for accident prevention and early planning of emergency response. Here, the challenge lies in the multimodal nature of urban big data. We propose a compact neural ensemble model to alleviate overfitting in fusing multimodal features and develop some new features such as fractal measure of road complexity in satellite images, taxi flows, POIs, and road width and connectivity in OpenStreetMap. The solution is more promising in performance than the baseline methods and the single-modality data based solutions. After visualization from a micro view, the visual patterns of the scenes related to high and low risk are revealed, providing lessons for future road design. From city point of view, the predicted risk map is close to the ground truth, and can act as the base in optimizing spatial configuration of resources for emergency response, and alarming signs. To the best of our knowledge, it is the first work to fuse visual and spatio-temporal features in traffic accident prediction while advances to bridge the gap between data mining based urban computing and computer vision based urban perception.

Index Terms—Multimodal fusion, Dynamic weighting, Ensemble learning.

I. INTRODUCTION

Thanks to the availability of urban big data, cross-domain data analysis has been becoming increasingly important in the field of urban computing and urban perception. In the context of urban computing [1], some data sources can be leveraged for a variety of prediction tasks, such as GPS trajectories [2], Point-of-Interest (POI), human check-ins in location-based social networks [3], cell phone metadata, environmental data, etc. On the other hand, an emerging trend is the vision-based urban perception in the recent urban computing studies, which aims to percept social attributes in an urban region. In general, Google street view images or satellite images are used for urban perception. In the literature, several attempts [4], [5] have been made to mine visual elements from Google street view images so as to predict non-visual city attributes, such as safety [6], housing prices, population density [7], city function, happiness [8], and liveness and depression [9], [10]. Another trend is to utilize satellite imagery data so as to estimate non-visual social attributes [11], which is a natural manner to observe an urban region globally.

Recent evidence suggests that combining both non-visual urban data and visual data offers an effective way to make full use of complementary information from different data sources, which is a new trend in the cross-domain analysis. Although several attempts have made to combine satellite imagery data and urban big data including taxi trajectories and POI so as to predict commercial hotness [12], it has rarely been investigated in the context of predicting traffic accident risk. Traffic accidents are a major public safety problem as traffic accidents often cause traffic jams and even cause loss of lives every year. According to the World Health Organization, it is reported that the number of annual road traffic deaths has reached 1.35 million in 2018 and road traffic injuries are the leading killer of people aged 5-29 years. Thus, inferring traffic accident risk has been becoming extremely important in the face of the high price paid for mobility. A map to indicate traffic accident risk is capable of providing the basis for optimizing the allocation of the resources for emergency response as well as traffic management. For example, we should set up more alarming tips in such places where traffic accidents are likely to occur.

In the literature, early works formulate traffic accident prediction as a classification or a regression problem by mapping features to the historical data of traffic accidents. The existing research works for traffic accident prediction are developed around the following clues: 1) A considerable amount of literature [13], [14], [15], [16], [17] is focused on utilizing machine learning models (e.g., Artificial Neural Network, Random Forests) based on environmental attributes such as weather [18], road conditions so as to predict traffic accidents. 2) With the advance of deep learning techniques, recent works [19], [20] propose to analyze traffic accidents based on deep models including Convolutional Neural Network (CNN), yielding superior performance.

So far, the previous studies [19], [21] are focused on inferring traffic accident risk either based on spatial-temporal data or based on visual data. (e.g., satellite imagery). Despite the recent progress towards traffic accident risk prediction, few works have been done to combine non-visual data (e.g., spatial-temporal data) and visual data in the context of predicting traffic accident risk. The recent work [12] on commercial hotness prediction suggests that it is very promising to combine visual and non-visual data in prediction tasks in urban computing.

A series of surveys have been conducted to understand what features may impact traffic accident risk. In terms of
non-visual features, previous studies \cite{19}, \cite{22} have reported that human mobility patterns, POI distribution, and road network patterns are discriminative features in predicting traffic accident risk. Intuitively, human mobility patterns extracted from taxi trajectories data or cell phone data can reflect traffic volume, road condition, and the complexity of road network to some extent. POI distribution in an urban region can indicate the city function \cite{23}. Road network patterns directly indicate the complexity of road network. For visual features in predicting traffic accident risk, convolutional neural network representation achieves superior performance in predicting traffic accident risk in the recent work \cite{21}. Aside from the above features, in this paper, we claim that OpenStreetMap data can be used to extract discriminative features, such as connectivity of nodes in OpenStreetMap that indicates the complexity of road network, and road width feature. Additionally, we propose to extract the fractal feature from satellite images, which can figure out the complexity of the object of interest in a geometric sense from an overall point of view.

In this paper, we present a multimodal information fusion framework with dynamic weighting adaptive to the context to infer traffic accident risk. The objective of this research is to combine the spatio-temporal data and the satellite imagery data to infer the risk and find out the causes of traffic accidents. Specifically, we investigate a feature-level neural model, which consists of a classification network and a parameter prediction network. The key idea is that the parameter prediction network takes the data of a single-modality as input and then generates dynamic weights for the classification neural network to classify the data of another modality. The advantage of such a scheme is that the data of different modalities are deeply coupled at the feature weighting level. Furthermore, in \cite{12}, non-visual data and visual data are incorporated into a context-aware neural network ensemble method to predict commercial hotness, which is a model-level fusion method. Inspired by that, we propose an improved method, yielding better performance in inferring traffic accident risk. Specifically, we utilize the parameter prediction network to generate dynamic weights for context-aware neural network, which is based on matrix decomposition to render compact representation of parameters against overfitting. The advantage of such a scheme is that decomposing parameter matrix into two low-rank matrices can reduce the number of parameters so as to alleviate overfitting, the nature of which is similar to Singular-Value Decomposition.

In order to find out the causes of traffic accidents, we present an elaborate visualization of the results of our models to get an intuitive understanding on satellite images. To be specific, the integrated gradients method \cite{24} is employed to visualize the cues that related to the high or low traffic accident risk, which is helpful for urban planning, traffic management, and emergency response.

In practice, we formulate the problem of predicting traffic accident risk as a three-category prediction problem: High, medium, and low. We conduct extensive experiments and the results show that our models achieve superior performance (The accuracy reaches 83%), outperforming the baseline models. Furthermore, our models demonstrate good interpretability, which is able to find out the causes of traffic accidents as indicated by the visual patterns of specific regions of interest in satellite images. The main contributions of our work can be summarized as follows:

- To the best of our knowledge, combining the spatio-temporal urban big data and the satellite imagery data to infer traffic accident risk has rarely been investigated.
- We introduce a variety of features to infer traffic accident risk, including the road features obtained from OpenStreetMap, and the generalized fractal dimensions to measure the complexity of the region of interest on satellite images. To the best of our knowledge, these features have not been investigated in this task.
- We develop a multimodal fusion framework with dynamic weighting for inferring traffic accident risk. We present two multimodal dynamic fusion neural network at feature level and model level. We relax the context-aware neural network ensemble to a more compact representation by using matrix decomposition to obtain low-rank matrix represented parameters such that the overfitting problem can be alleviated.
- We show the interpretability of our models and the analyses allow us to find out the causes of traffic accidents based on the visualized patterns of satellite images.

II. RELATED WORK

A considerable amount of literature has been published in predicting traffic accident risk. In general, these studies consider it as a classification problem or a regression problem. Most of them are focused on investigating machine learning models, including Artificial Neural Network \cite{13}, and Decision Tree \cite{14}. The previous works generally extract limited features from small scale training data, and then machine learning models are simply employed. More recently, attention has been being focused on utilizing deep learning models to analyze traffic accidents. Chen et al. \cite{19} propose to make use of the stack denoise autoencoder model to learn representations from cell phone mobility data and attempt to predict real-time traffic accident risk, in reference to historical traffic accident records. Afterwards, Ren et al. \cite{26} attempt to predict traffic risk in the near future based on the long-short term memory (LSTM) model. Furthermore, Yuan et al. \cite{20} propose the Hetero-Conv-LSTM framework based on Convolutional LSTM so as to achieve the goal of real-time traffic accident prediction. However, more recent attention is focused on leveraging the open data, such as satellite imagery data, to assisting decision making for city-planning and policy formulation. Najjar et al. \cite{21} combine the satellite imagery data and historical accident data and takes them into convolutional neural network in order to predict traffic accident risk map. Our work is closer in spirit to \cite{21}. However, we deemed it that it is not enough to employ single-modality data such as satellite imagery data. We reconsider the problem of inferring accident risk as a multimodal feature (including the spatio-temporal feature and visual feature) fusion problem. Furthermore, we present a method to interpret the results of our models based on satellite imagery data to understand the causes of traffic accidents.
III. DYNAMIC INFORMATION FUSION FRAMEWORK FOR INFERRING TRAFFIC ACCIDENT RISK

A. Preliminaries

The main purpose of this investigation is to present an information fusion framework for multimodal data, which fuses satellite images and spatio-temporal urban big data in an adaptive manner to estimate the risk levels of traffic accidents all over the city to render a risk map as the visual guideline when preparing emergency response plans. Specifically, we consider the traffic accident risk inference problem as a classification problem, which can be formulated as follows: First, the geo-spatial area of interest is divided into grids and each grid \( r \) represents a 1km \( \times \) 1km sub-area, which is a proper area for traffic accident analysis in terms of size. Suppose that we have a set of grids \( R = \{r_1, r_2, \ldots, r_N\} \) consisting of \( N \) sub-areas. Let \( X_i^r \in \mathbb{R}^{D_{\text{tra}}} \) and \( X_i^v \in \mathbb{R}^{D_{\text{v}}} \) denote the \( D_{\text{tra}} \)-dimensional spatio-temporal feature and the \( D_{\text{v}} \)-dimensional visual feature of the \( i \)-th sub-area, respectively. Furthermore, we derive the traffic accident risk level \( y_i^r \) of the \( i \)-th sub-area. Our objective is to learn a neural model to infer the traffic accident level \( y_i^r = f \left( X_i^r, X_i^v \right) \) based on the spatio-temporal feature and the visual feature.

Figure 1 presents an overview of the framework. First, the spatio-temporal feature is extracted from multiple data sources including Taxi GPS data, POI data, and OpenStreetMap data. Afterwards, the Bag-of-Words (BOW)\(^1\) method is employed to form the spatio-temporal feature: Road traffic patterns, POI feature, road network node connectivity, and road width feature. Meanwhile, the fractal feature and CNN representation are extracted from satellite imagery data to form the visual feature. Finally, the spatio-temporal feature and the visual feature are combined to be fed into the multimodal dynamic fusion neural models to infer the traffic accident risk level. Furthermore, a visualization method is present to find out possible causes of traffic accidents.

B. Feature Extraction

In this section, we describe the feature extraction methods as well as the motivation below.

\(^1\)https://en.wikipedia.org/wiki/Bag-of-words_model

TABLE I

| Width levels | Primary types of “highway” |
|--------------|---------------------------|
| 1            | “track”, “living_street”, “crossing”, etc. |
| 2            | “service”, “residential”, “motorway_junction”, etc. |
| 3            | “secondary”, “primary_link”, “tertiary”, etc. |
| 4            | “motorway”, “trunk”, etc. |

\( a \) Road Traffic Patterns: Road traffic patterns from Taxi GPS data show a high correlation to traffic accident risk since traffic patterns are capable of disclosing the complexity of the topology of road network as well as traffic volume. Intuitively, road network with higher complexity in terms of topology has a higher risk of leading to a traffic accident. Another motivation to utilize road traffic patterns is that the risk of a traffic accident in a given area is in general relatively lower if there are less vehicles in this area.

Specifically, we define \( I_{t}^{i} \) and \( O_{t}^{i} \) as the number of taxis entering the \( i \)-th area and that coming out of it in time window \( t \), respectively. We utilize an hour as the time interval. Then, we concatenate them as road traffic patterns:

\[
x_{\text{tra}}^i = \left[ I_{t}^{i}, O_{t}^{i} \right]
\]

where \( x_{\text{tra}}^i \in \mathbb{R}^{D_{\text{tra}}} \) is the \( D_{\text{tra}} \)-dimensional traffic pattern vector and \( t = 1, 2, \ldots, 24 \).

\( b \) Point-of-Interest Feature: The previous studies \(^{23}\) have suggested that the distribution of POI categories in an area can characterize the urban functions affecting commercial activeness and act as the clue to predict the traffic volume regarding this area. Our intuition is that if the traffic volume in a commercial area is high as indicated by the POIs the traffic accident risk should correspondingly be high.

Based on the above observation, we make use of the BOW method to quantify the POI distribution over all categories. Specifically, we count the number of POIs of each category in a region, which can be formulated as follows:

\[
x_{\text{poi}}^i = \left( P_{1}^i, P_{2}^i, \ldots, P_{D_{\text{poi}}}^i \right)^T
\]

where \( x_{\text{poi}}^i \in \mathbb{R}^{D_{\text{poi}}} \) denotes the \( D_{\text{poi}} \)-dimensional vector of POI feature in the \( i \)-th area. That is, we consider \( D_{\text{poi}} \) categories of POI in total.

\( c \) Road Network Node Connectivity: The interconnected paved roads can form a road network. The complexity of road network is an important indicator of transportation. Intuitively, a more complicated road network leads to usually higher risk of traffic accidents.

To characterize the complexity of road network, we extract the feature from OpenStreetMap. OpenStreetMap\(^2\) is a free editable map of the world, which consists of nodes, ways, and relations.\(^3\) To be specific, we define the connectivity \( N_j \) of the \( j \)-th node, indicating the number of the nodes connected to the \( j \)-th node. In the experiments, we found that \( N_j \) obeys a long tail distribution. Most of nodes have low connectivity and only

\(^2\)https://www.openstreetmap.org

\(^3\)https://wiki.openstreetmap.org/wiki/Elements
a small number of nodes have high connectivity. In practice, we bin $N_j$ into three complexity levels (high, medium, and low), and utilize the BoW method to quantify the distribution as follows:

$$x_{con}^i = (CON_{high}^i, CON_{med}^i, CON_{low}^i)^T \quad (3)$$

where $x_{con}^i \in \mathbb{R}^{D_{con}}$ is the $D_{con}$-dimensional node connectivity vector. $CON_{high}^i$, $CON_{med}^i$, and $CON_{low}^i$ denote the number of the nodes with high, medium, and low complexity levels in the $i$-th area, respectively.

d) Road Width Feature: The width of roads has a high correlation to traffic accident risk as it is a key factor to cause traffic jams, which is a dangerous scenario to incur traffic accidents. It is generally agreed that a wider road corresponds with lower risk of traffic accidents.

In this paper, we also extract the road width feature from OpenStreetMap. According to the tag “highway” of the element in OpenStreetMap, we classify different types of “highway” into four levels. The fourth level is the widest one while the first level is the narrowest one. Each level contains the primary types of “highway”, which are shown in Table I. Afterwards, the BoW method is employed to obtain the road width feature as follows:

$$x_{wid}^i = (WID_1^i, WID_2^i, WID_3^i, WID_4^i)^T \quad (4)$$

where $x_{wid}^i \in \mathbb{R}^{D_{wid}}$ is the $D_{wid}$-dimensional road width feature vector. $WID_1^i$, $WID_2^i$, $WID_3^i$, and $WID_4^i$ represent the number of different road width levels in the $i$-th region, respectively.

e) Fractal Feature: A fractal dimension figures out the complexity of an object\(^3\). The previous study \(^2\) has reported that the fractal dimension is capable of discriminating natural contexts from man-made objects. Inspired by that, we employ fractal dimension to characterize the surface complexity of the scenes of satellite images, which is a natural manner to observe a city from a global point of view and reveals richness and commercial activeness across the regions of interest \(^2\), \(^3\).

In order to obtain the fractal feature, we make use of multifractal spectra \(^4\) based on the box-counting method. Specifically, we first randomly extract image patches with the size of 256 pixels $\times$ 256 pixels. We utilize the Canny edge detector \(^5\) to extract the edge map of each image patch. Intuitively, the edge map can capture the structure of the road network, which is illustrated in Figure 2. Then, the multifractal spectra method is employed to get a fractal feature vector for each edge map. Next, we utilize the K-means algorithm to cluster all the fractal feature vectors so as to build a visual dictionary. Then, vector quantization is applied to assign the fractal feature vectors of each satellite image to the dictionary to obtain a $D_{fra}$-dimensional BOW vector $x_{fra}^m \in \mathbb{R}^{D_{fra}}$ for each sub-region.

f) Convolutional Neural Network: Recently, Convolutional Neural Network (CNN) gains significant popularity for learning image representations in the computer vision community. Here, the reasons for the use of CNN are as follows: 1) CNN image representations are effective to figure out high-level objects in images. 2) We further visualize and interpret our inference model by using the technique based on CNN.

To be specific, ResNet-152 \(^6\) is employed as our CNN model, which is fine-tuned on satellite images. For an image $I$, it is vectorized into a $D_{cnn}$-dimensional feature vector $x_{cnn}^i \in \mathbb{R}^{D_{cnn}}$ by the last layer of ResNet-152 as follows:

$$x_{cnn}^i = \text{ResNet}(I) \quad (5)$$

where ResNet ($\cdot$) denotes the ResNet-152 model.

C. Traffic Accident Risk Level

Assume that traffic accidents happen $n$ times at the $i$-th sub-area, the traffic accident risk level $y^i$ can be defined as follows:

$$N_{a}^i = \sum_{j=1}^{n} A_{j}^i \quad (6)$$

where $A_{j}^i$ denotes the severity of $j$-th traffic accident event and $N_{a}^i$ is the sum of the severity at the $i$-th sub-area. In general, we let $A_{j}^i = 1$ when unknowing the severity.

Following \(^2\), we make use of the K-means method \(^3\) to obtain three levels of traffic accident risk: High, medium, and low. That is $y^i \in \{0, 1, 2\}$.

D. Neural Models for Multimodal Information Fusion

Following the aforementioned steps, we obtain the spatio-temporal feature $x_u^i \in \mathbb{R}^{D_u}$ and visual feature $x_v^i \in \mathbb{R}^{D_v}$, respectively, by using the concatenation operation \([\cdot]\):

$$x_u^i = [x_{fra}^i, x_{con}^i, x_{wid}^i] \quad (7)$$

$$x_v^i = [x_{fra}^i, x_{cnn}^i] \quad (8)$$

\(^3\)https://wiki.openstreetmap.org/wiki/Map_Features#Highway
\(^4\)https://en.wikipedia.org/wiki/Map
\(^5\)https://en.wikipedia.org/wiki/Fractal_dimension
where $D_v = D_{tra} + D_{pot} + D_{con} + D_{wid}$ and $D_v = D_{tra} + D_{con}$. Then, we can further get the multimodal feature vector $X^i \in \mathbb{R}^{D_v \times D_v}$ as follows:

$$
X^i = [X^u, X^v]
$$

Our goal is to learn the traffic accident risk inference model given the dataset $\mathcal{D} = \{(X^1, y^1), (X^2, y^2), \ldots, (X^N, y^N)\}$, which consists of $N$ regions. Except for the feature-level fusion as indicated in Eq. (5), in this study, we develop the Feature-level Dynamic Fusion Neural Network (Feature-DFNN) and the Model-level Dynamic Fusion Neural Network (Model-DFNN).

1) Feature-DFNN: Feature-DFNN is composed of classification network and parameter prediction network. The basic idea is that the parameter prediction network takes the visual feature as input and generates the dynamic parameters for the classification network to classify the spatio-temporal feature so as to fuse multimodal modality sufficiently. Feature-DFNN is shown in Figure 3 and the details are described below:

a) Parameter Prediction Network: The main purpose of the Parameter Prediction Network (PPNet) is to generate dynamic parameters subject to the visual feature on the fly for the classification network. It is challenging since predicting dynamic weights for another network is prone to overfitting. Taking inspiration from [35], [36], we apply the matrix decomposition technique to reduce the number of parameters, which is similar to Singular-Value Decomposition.

The parameter prediction network takes the visual feature $X^u \in \mathbb{R}^{D_v}$ as input and then generates the dynamic weights $W(X^u)$, which can be formulated as follows:

$$
W(X^u) = \text{PPNet}(X^u) = \text{PDiag}(\text{ReLU}(W^u))Q
$$

where $\text{Diag}(\cdot)$ denotes the diagonal matrix function and $\text{ReLU}(\cdot)$ denotes the non-linear function. $W^u \in \mathbb{R}^{D_v \times D_v}$, $P \in \mathbb{R}^{d \times D_v}$, and $Q \in \mathbb{R}^{D_v \times d}$ denote the learnable parameters.

b) Classification Network: The classification network aims to predict the traffic accident risk level, taking the spatio-temporal feature as input. The spatio-temporal feature $X^v \in \mathbb{R}^{D_v}$ is passed into fully-connected layers followed by a softmax function.

$$
\hat{y}^i = \text{softmax}(W^v \text{ReLU}(W^s \text{ReLU}(W^u X^u)))
$$

where $W^1 \in \mathbb{R}^{D_1 \times D_u}$, $W^2 \in \mathbb{R}^{D_2 \times D_1}$, and $W^v \in \mathbb{R}^{D_v \times D_v}$ are the parameters to be learned.

In order to achieve multimodal information fusion, we replace the static weights $W^s$ in Eq. (12) with the dynamic weights $W(X^v)$ in Eq. (10) as follows:

$$
\hat{y}^i = \text{softmax}(W^v \text{ReLU}(W^s(X^v) \text{ReLU}(W^u X^u)))
$$

$$
= \text{softmax}(W^v \text{ReLU}(\text{PPNet}(X^v) \text{ReLU}(W^u X^u)))
$$

Here, the goal is to learn the parameters of the neural network as defined in Eq. (15) in an end-to-end manner by minimizing the cross-entropy loss defined as follows:

$$
L(y, \hat{y}, \theta) = -\frac{1}{N} \sum_{i=1}^{N} \sum_{c=1}^{C} y_{ci} \log \left(\hat{y}_{ci}^i\right)
$$

where $C$ is the number of the traffic accident risk levels and $\theta$ is the weights set to be learned.

2) Model-DFNN: He et al. [12] propose a Context-aware Neural Network Ensemble (CNNE) method for predicting commercial hotness based on satellite images and social context data, which is a model-level fusion neural network for regression. In contrast to Feature-DFNN above, we found that there is a commonplace between them, that is, generating dynamic weights for another network. The difference is that the dynamic parameters of Feature-DFNN relies on input only while the scheme of Model-DFNN is subject to both input and the corresponding output so as to remember the input-response behavior of each predictor and recall the confidence of such decision behavior in similar scenarios to obtain context-adaptive weighting of the decision.

In this paper, we investigate CNNE by incorporating the matrix decomposition technique for the traffic accident risk classification. By using the matrix decomposition based simplification of parameters, possible overfitting can be alleviated. More specifically, we first input the spatio-temporal feature $X^u \in \mathbb{R}^{D_v}$ and the visual feature $X^v \in \mathbb{R}^{D_v}$ into two classification neural networks that consist of two fully-connected layers, respectively. That is,

$$
\hat{y}^u = \text{softmax}(W^2 \text{ReLU}(W^1 X^u))
$$

$$
\hat{y}^v = \text{softmax}(W^2 \text{ReLU}(W^1 X^v))
$$

where $W^1 \in \mathbb{R}^{D_1 \times D_u}$, $W^2 \in \mathbb{R}^{D_2 \times D_1}$, $W^1 \in \mathbb{R}^{D_1 \times D_v}$, $W^2 \in \mathbb{R}^{D_2 \times D_v}$, and $W^2 \in \mathbb{R}^{D_2 \times D^v}$ are the parameters to be learned. Then, the spatio-temporal feature and the visual

![Figure 3: Feature-level DFNN, which consists of classification network and parameter prediction network. The parameter prediction network takes the visual feature as input and generates the dynamic parameters for the classification network to classify the spatio-temporal feature.](image-url)
feature are concatenated with the corresponding outputs of the classification neural networks, respectively, and as follows:

$$\hat{X}_u^i = [X_u^i, \hat{y}_u^i]$$  \hspace{1cm} (18)

$$\hat{X}_v^i = [X_v^i, \hat{y}_v^i]$$  \hspace{1cm} (19)

In [12], $\hat{X}_u^i$ and $\hat{X}_v^i$ are fed into two fully-connected layers to obtain the dynamic weights $w_u$ and $w_v$, respectively. That is,

$$w_u = \text{softmax}(\hat{W}_2^{(u)} \text{ReLU}(\hat{W}_1^{(u)} X_u^i))$$  \hspace{1cm} (20)

$$w_v = \text{softmax}(\hat{W}_2^{(v)} \text{ReLU}(\hat{W}_1^{(v)} X_v^i))$$  \hspace{1cm} (21)

where $\hat{W}_1^{(u)}$, $\hat{W}_2^{(u)}$, $\hat{W}_1^{(v)}$, and $\hat{W}_2^{(v)}$ are the learnable parameters.

Different from [12], we feed the feature vectors $\hat{X}_u^i$, $\hat{X}_v^i$ into two independent PPNets to prevent overfitting, which can be formulated as follows:

$$w_u = \text{softmax}(\text{PPNet}_u(\hat{X}_u^i))$$  \hspace{1cm} (22)

$$w_v = \text{softmax}(\text{PPNet}_v(\hat{X}_v^i))$$  \hspace{1cm} (23)

Here, $\text{PPNet}_u$, $\text{PPNet}_v$ denote the two parameter prediction networks, which can be computed by Eq. (10). We can get the final prediction as:

$$\hat{y}_o^i = w_u \odot \hat{y}_u^i + w_v \odot \hat{y}_v^i$$  \hspace{1cm} (24)

where $\odot$ denotes the element-wise product operation.

Following [12], the loss function is defined as follows:

$$L = L(\hat{y}_o^i, y^i) + L(\hat{y}_u^i, y^i) + L(\hat{y}_v^i, y^i)$$  \hspace{1cm} (25)

E. Training

We train our models by using the Adam solver [37] with a base learning rate of 1e-3, and dropout ratio of 0.4. We set the batch size and the training epochs to be 32 and 128, respectively. The cross-entropy loss function is adopted in our models. Furthermore, the early stopping technique is used to alleviate overfitting during training. Note that the training procedure will stop if the accuracy has not been improved in the last 16 epochs. We implement our models with PyTorch on Ubuntu 16.04.

IV. EXPERIMENTS

A. Datasets

We evaluate our model with five datasets of Shanghai, which are present in Table II.

| Dataset                        | Statistics                                      |
|-------------------------------|-------------------------------------------------|
| Traffic accident data         | 1,224,740 traffic accident records               |
| from 2009 to 2016             |                                                 |
| Taxi GPS trajectory data      | 50,000 taxis, each of which is sampled 1-2 times per minute |
| POI Data                      | 1,363,709 POI records                            |
| OpenStreetMap Data           | latitude from 30.7 degrees to 31.4 degrees, longitude from 121.1 degrees to 122.0 degrees |
| Satellite Imagery Data        | 23,719 satellite images via Google Map API       |

B. Methods Comparison

To evaluate the performance of our model, we compare the following baseline methods including linear SVM, SVM with radial basis function kernel, Random Forests, gradient boosting decision tree (GBDT) [38], and fully-connected layer neural network (FCN).

C. Experimental Settings

In this experiment, we divide Shanghai (latitude from 30.7 degrees to 31.4 degrees, longitude from 121.1 degrees to 122.0 degrees) into 7,134 1km × 1km regions. The data point with outlying longitudes or latitudes is discarded. To alleviate the influence of class imbalance problem, resampling techniques are employed to preprocess the dataset. We randomly partition the dataset into the training set and the test set. The average results are reported based on 5-fold cross-validation.

For the ResNet-152 model, satellite images are rescaled to 224 pixels × 224 pixels. For Feature-DFNN, we let $D_z = 64$, and we set the size $D_z$ to be 32 and 64 in $\text{PPNet}_u$ and $\text{PPNet}_v$, respectively. The statistics of the dimensions of different features are shown in Table III.

D. Experimental Results and Analysis

1) Quantitative results:

a) Overall Evaluation: We evaluate the performance of different models on the multimodal feature. The classification accuracies are illustrated in Table IV. First, Linear SVM shows the unsatisfactory performance, which is consistent with our expectation. A possible explanation for this might be that Linear SVM lacks the ability to fit into the non-linear multimodal data. GDBT and Random Forests perform better than the SVM models with linear and RBF kernels as they have powerful non-linear data fitting capabilities, especially for the multimodal data. FCN is a strong baseline model, which outperforms GDBT with 3.5% performance improvement as FCN benefits from end-to-end data-driven learning. Feature-DFNN outperforms CNNE as Feature-DFNN gains improvement by fusing the features as mutual interactions, and the matrix decomposition technique alleviates overfitting. Model-DFNN performs better than Feature-DFNN, achieving the best performance, which demonstrates the power of fusing cross-domain data at model level. In addition, incorporating the matrix decomposition technique makes Model-DFNN performs better than CNNE due to the advance of reducing the number of parameters to a more compact representation to alleviate overfitting.

b) Evaluation on Single-Modality Data: To evaluate the benefit of applying multimodal information fusion, we report the performance of using the feature of either modality alone.
for the sake of comparison. The results are shown in Table IV. We reach the following findings:

- Notably, the models achieve better accuracies based on the multimodal feature than those based on single-modality data (the spatio-temporal feature or visual feature). This demonstrates that the fused features can provide complementary information to improve the overall performance in predicting traffic accident risk. Besides, the performance improvement promised by the proposed model confirms its power in multimodal information fusion.

- It is interesting to note that the models based on spatio-temporal feature perform better than the ones based on visual feature. These results can be attributed to the high-level semantic spatio-temporal feature, which should be more explicitly correlated to the traffic accident risk.

c) Evaluation on Feature-DFNN: Feature-DFNN takes the data of a single-modality as input and generates dynamic parameters for the data of another modality to achieve multimodal data fusion. Here, we conduct an experiment to see whether feeding different features into PPNet (classification network) can affect the prediction accuracy. The accuracies are shown in Table V. From Table V, we can see that one case (classification network based on the spatio-temporal feature and PPNet based on the visual feature) achieves better performance than the other (classification network based on the visual feature and PPNet based on the spatio-temporal feature). A possible explanation for this result is that spatio-temporal feature acts as the primary decision basis due to its explicitly physical meaning in association with the risk of traffic accidents.

2) Qualitative analysis: In this section, we perform visual analysis from the perspective of macro and micro to allow straightforward insight into the results of risk prediction on traffic accidents. First, we visualize the traffic accident risk at the city-scale in the form of a heatmap, which is shown in Figure 4. In Figure 4, we found that the predicted heatmap (Figure 4(b)) resulting from the best Model-DFNN is similar to that of the ground truth (Figure 4(a)). Such a traffic accident risk heatmap provides a valuable reference for emergency response when planning resource allocation. It is known that planning the locations to allocate resources for possible emergency response to abnormal events is a optimization problem. However, city-scale risk map is the basis for decision making in terms of doing such planning. Intuitively, the proposed model can be applied to newly developed regions to predict accident-prone locations, where the historical data are rare or do not exist at all.

In addition, we present an elaborate qualitative analysis of our models to get an intuitive understanding of the causes of traffic accidents. In other words, we aim to find out what visual cues contribute to high or low traffic accident risk. We make use of the integrated gradients technique, which is simple to implement and requires no modification to the original neural model. Specifically, it is employed to investigate pixel importance in the prediction made by Model-DFNN. First, we compute the gradients for the output of the highest-scoring class concerning the pixels of the input satellite image. Then, we overlay integrated gradients on the actual satellite image to highlight the image regions.

In order to find out the visual patterns that correlated to the high traffic accident risk, we randomly select the test examples for which Model-DFNN correctly predicts, as illustrated in Figure 5. From Figure 5, we can see that six original images and the corresponding images with highlighted pixels to be reported as high-risk class members by Model-DFNN. We find...
that the places where traffic accidents are likely to occur have in general complex structures according to Figure 5(a), (b), and (c), which are consistent with our expectation. Another place where the risk of a traffic accident is high is the crossroads in the business district (Figure 5(d)) and the crossroads in the residential areas (Figure 5(e)). These places are characterized by a large number of vehicles and people. Furthermore, the narrow road in the residential area is easy to cause traffic accident as shown in Figure 5(f). The above observations indicate that the tips for slowing down should be set to alarm drivers in high-risk regions from the perspective of traffic management. Furthermore, we should avoid these road network designs that are prone to traffic accidents during urban planning.

Besides, we also investigate the visual cues that correlated to the low traffic accident risk. Six examples are selected from the testing set, which are shown in Figure 6. First, we found that the straightforward and spacious roads are not prone to traffic accidents (Figure 6(a) and 6(d)), which is consistent with our common sense. In Figure 6(e) the parking area is identified by Model-DFNN as low risk. A possible explanation for this might be that a well-managed and speed-limited parking lot is not prone to traffic accidents. Not surprisingly, the road without cars receives less risk score than the one with cars in Figure 6(f).

In summary, these visual patterns can visually explain the causes of traffic accidents and help traffic management, city planning, and emergency response.

V. CONCLUSION

In this paper, we investigate traffic accident risk prediction from a new point of view by fusing multimodal features in decision making. First, we extract the spatio-temporal feature and the visual feature from multiple data sources: Taxi GPS data, POI data, OpenStreetMap, and satellite imagery data. Afterwards, we realize two multimodal information fusion neural models referred to as Feature-DFNN and Model-DFNN with dynamic weighting adaptive to the context on the fly, and develop the models into more robust forms by using matrix decomposition to reduce the original model to a more compact representation against overfitting. We conduct extensive experiments and the results demonstrate the power of the models in fusing multimodal data. Furthermore, we employ the integrated gradients method to interpret the results and find out the causes of traffic accidents from both macro and micro points of view, which is helpful for city-planning, traffic management, and emergency response.
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