Evaluation of non-linear wheat development models and optimization methods for their parameter determination
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Abstract

Predicting certain crop phenological stages is important for scheduling agricultural practices and predicting crop responses to climate change. In this study, we developed three different wheat phenological models, a polynomial model and two sigmoid and exponential mixed (SEM) models developed by different parameter determination methods (the Nelder-Mead and augmented Lagrange multiplier methods), and determined which of these models is the most effective for predicting the flowering date in wheat. Five winter wheat cultivars were cropped in western Japan for four years; we split the cultivation data for model calibration and validation. The SEM models showed higher precision in root mean square error (RMSE; 3–5 days) than the polynomial model when using the validation data. The models developed using the Nelder-Mead and augmented Lagrange multiplier methods showed similar RMSE values (Mean ± SD: 4.24 ± 0.59 and 4.16 ± 0.36, respectively). On the other hand, in the context of validity, the model developed using the Nelder-Mead method showed an unnatural development response to changes in environmental variables; thus, we found that the model developed using the augmented Lagrange multiplier method would be more realistic and effective to express the response of wheat growth to environmental factors. The results of our study shed new light on the optimization methods used in crop development models and on the advantages of using the augmented Lagrange multiplier method for determining the parameters of a non-linear crop development model.
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1. Introduction

Predicting certain crop phenological stages is useful for agricultural management practices, such as optimal scheduling of spraying or predicting crop yields (Mkhabela et al., 2016). For example, in wheat, it is important to know the time of flowering in order to schedule fungicide application for the control of Fusarium head blight. Palosuo et al. (2011) investigated the yield of eight wheat cultivars using crop growth simulation models. Furthermore, the technique of predicting crop phenology is used for investigating future crop yield in response to global warming (He et al., 2015; Li et al., 2015; Tubiello et al., 2000). For example, Li et al. (2015) predicted the future yield of rice under a range of climatic conditions by using the rice phenological model.

The crop phenological model usually expresses crop daily development using some important meteorological factors, such as temperature or photoperiod, as mathematical functions (Yin et al., 1995). A number of models expressing daily crop growth have been developed and used for predicting certain growth stages, such as germination, heading, or flowering, by calculating daily growth up to the particular growth stage of interest (Nakazono et al., 2014; Yin et al., 1995, 1997). For example, one of the simplest models to understand current crop development is the so-called thermal time model that accumulates the temperature data from a certain growth stage (Tollenaar et al., 1979).

The process of developing crop phenological models is divided into two steps: 1) defining the algorithm for a crop growth stage using a mathematical equation that includes several environmental factors as variables, and 2) determining the parameters defined by the 1) step. To date, a variety of models have been developed and grouped into linear and non-linear models (Ritchie, 1991; Streck et al., 2003; Wang and Engel, 1998; Yan and Wallace, 1998). Xue et al. (2004) developed thermal time and non-linear models for predicting leaf appearance in wheat, and they reported that a non-linear model could predict target stages more accurately than a thermal time model. However, different types of non-linear models, such as polynomial models, sigmoid models, and more complex models, are suitable for wheat. Nevertheless, the advantages and disadvantages of these models have not been completely clarified yet.

The determination of the coefficients of a crop model is another important process in its construction. In the case of a developmental model expressed as a linear combination,
such as a polynomial model, it is relatively easy to determine the coefficients, since the linear least square method can be applied by solving the normal equation. However, in the case of sigmoid or exponential models, it is not possible to determine the coefficients like in the case of a polynomial model since the objective function cannot be transformed into a normal equation; thus, other optimization methods are necessary to determine the coefficients of the models other than the polynomial ones. In a previous study, He et al., (2017) reported the uncertainty caused by parameterization of the agricultural production systems simulator (APSIM)-canola model using the Bayesian optimization method, but there is still a lack of information about optimization methods that should be used for determining the coefficients of crop models. We believe that in developing a non-linear crop phenological model, choosing the adequate optimization method is just as important as defining a good algorithm of crop development, while many researchers have been solely concerned about developing a good algorithm for expressing crop development.

The purpose of this study was to evaluate different non-linear crop models for the better understanding of crop phenological models. Specifically, we developed three winter-wheat phenological models (a polynomial model and two sigmoid and exponential mixed (SEM) models developed by two different optimization methods) for predicting the flowering date in wheat as a case study. Although a number of phenological models are used in wheat, the polynomial and SEM models were selected since these models were frequently used for crop growth models, especially in Japan. As for the optimization methods, we used the Nelder-Mead and augmented Lagrange multiplier methods to determine the coefficients of the selected models. The Nelder-Mead method is one of the most commonly used in determining the coefficients of the SEM model (Horie and Nakagawa, 1990; Maruyama et al., 2010; Nakazono et al., 2014; Onogi et al., 2016) while the other has not been used so far. We chose the winter wheat phenological model since wheat experiences relatively longer days during cultivation than rice or soybean, making the prediction error clear in case of model failure. Since farmers need to schedule fungicide application for the prevention of Fusarium head blight after the flowering date in Japan, we calibrated the wheat development model for predicting the flowering date from the seeding date. Furthermore, we simulated the change in daily wheat development ratio in response to the changes in temperature and photoperiod to evaluate the validity of the models developed in terms of actual wheat development.

2. Materials and Methods

The sowing and flowering dates were collected at Yamaguchi University (34°14′N, 131°46′E, 20 m above sea level), located in Yamaguchi, Japan. The five winter cultivars (Norin 61, Iwainodaichi, Kinuhime, Akitakko, and Kitahonami) were cultivated during the 2012 and 2015 growing seasons. The winter habit (Crock 1989, Gotoh 1979) of the experimental cultivars varies widely (degree II in Norin 61, degree IV in Iwainodaichi and Kinuhime, degree V in Akitakko, and degree VI in Kitahonami). Norin 61 is a spring variety, but it is usually cultivated in winter in western Japan. In total, 22 cultivation datasets were collected from each cultivar. The sowing dates were always between October and December, and the flowering dates were between the beginning of April and May during the four years of field experiments. These cultivars were hand-seeded at a row spacing of 20 cm and at a sowing rate of 100 seeds m⁻². The fertilizer containing 16 g m⁻² of N, 10 g m⁻² of P₂O₅, and 8 g m⁻² of K₂O was applied as a basal application in all growing seasons. In addition, for Kinuhime, we collected 20 samples from the farmland at Higashihiroshima (34°50′N, 132°87′E, at 270–300 m above sea level, sowed in November and December, 2016) and 9 samples from Fukuyama (34°50′N, 133°39′E, at 1 m above sea level, sowed between October and December in 2016 and 2017); both of these sites are located in Hiroshima, Japan. The flowering at the study site began towards the middle of April to the beginning of May. The flowering time is defined as the time when 50% of the heads begin to flower in a study area.

We constructed simple wheat phenological development models from the response functions of temperature and photoperiod, using the data from Yamaguchi for calibrating the models. The 22 cultivation datasets were divided into four segments according to the four sowing years (2012–2015) to conduct a four-fold cross-validation, wherein three segments were used for calibration (16–17 datasets) and the remaining one (5–6 datasets) was saved for validation. The temperature data for Yamaguchi was obtained from the meteorological station of the Japanese Meteorological Agency (AMEDAS: Yamaguchi, http://www.data.jma.go.jp/biob/stn/etrn/index.php), while the temperature data for Fukuyama and Higashihiroshima were obtained from the data loggers (Climatec Inc. C-HPT-5-JM and T&D Corporation RTR-502, respectively) set at the farmland. The data loggers were set in a plastic box (at approximately 1.5 m from the ground) that had a forced draft fan. The average air temperatures in Fukuyama and Yamaguchi showed similar patterns, and the average air temperature of Higashihiroshima was approximately 0.5–3.5 lower than the other sites (Fig. 1).

We referred to the method of the developmental index (DVI) to express the change in wheat development (de Wit et al., 1970; Horie and Nakagawa, 1990; Yin et al., 1997), and calculated DVI by accumulating the daily development rate (DVR) as follows

$$DVI_i = \sum_{i=1}^{n} DVR_i$$

$$DVR_i = f(x(1), \cdots, x(n), T_i, P_i)$$

where $DVI_i$ is the developmental index on day $n$, and $DVR_i$ is the developmental rate on day $i$, which is a function of the daily mean temperature ($T$) and photoperiod ($P$). In this study, we defined $DVI = 0$ at the seeding date and $DVI = 1$ at the flowering date.

In this study, we developed polynomial and sigmoid and exponential mixed models for expressing the $DVR$ of each cultivar. The polynomial model (Kawakata, 2012) was described as follows:

$$DVR_i = X_1 + X_2 T_i + X_3 T_i^2 + X_4 P_i + X_5 P_i^2$$
where $X_i$, $X_j$, $X_k$, and $X_l$ are the coefficients, $T_i$ ($°C$) is the daily mean temperature and $P_i$ (h) is the photoperiod of day $i$. The SEM model was used in several previous studies (Horie and Nakagawa, 1990; Maruyama et al., 2010; Nakazono et al., 2014; Yin et al., 1997). In this study, we referred to the approach of Maruyama et al. (2010) and Nakazono et al. (2014) to predict the flowering or heading time in wheat as follows:

$$DVR = C \times f(T_i) \times f(P_i)$$

$$f(T_i) = \frac{1}{1 + \exp[-A(T_i - T_0)]}$$

$$f(P_i) = 1 - \exp[-B(P_i - P_0)]$$

where $A$, $B$, and $C$ are the coefficients, $T_0$ ($°C$) is the base temperature, and $P_0$ (h) is the base photoperiod; these were the inflection points of each growth model. The SEM model has a mixed function of the temperature function, which shows a sigmoidal relationship with temperature, and of the photoperiod function, which shows an exponential relationship with photoperiod (Angus et al., 1981; Xue et al., 2004). We also concluded that there were no development ($DVR = 0$) if $DVR$ was below 0 in the SEM model.

To determine the parameter values of each model, we input the original meteorological data of each day from the seeding date to the flowering date for each cultivar under study and accumulated the $DVR$ values until $DVR$ became greater than 1 and determined the parameters by minimizing the root mean square error (RMSE) of the estimated and actual flowering dates. RMSE is one of the most commonly used criteria for evaluating predictive models; we calculated it as follows:

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (S_i - O_i)^2}$$

where $O_i$ and $S_i$ are the observed and simulated wheat flowering dates, respectively, and $n$ is the number of samples. In this study, we calculated the RMSE of the three proposed models in case we applied them on the training and validation data.

In the case of the polynomial model, we used the least-square method to determine the five parameters used in the model employing QR decomposition by referring to a previous study (Kawakata, 2012). QR decomposition (also called as QR factorization) is one of the most commonly used method for solving normal equation, and it involves decomposing a matrix into an orthogonal matrix and an upper triangular matrix to determine the unique parameters of the model (Daniel et al., 1976). In the case of the SEM model, finding the least square solution by using the normal equation was not directly applicable; thus, we used the Nelder-Mead and augmented Lagrange multiplier methods to determine the parameters of the model.

The Nelder-Mead method is one of the most commonly used optimization methods in non-linear programming, and most studies (Horie and Nakagawa, 1990; Maruyama et al., 2010; Nakazono et al., 2014; Onogi et al., 2016) that used the SEM model adopted this approach to determine the parameters of the model. Moreover, it is one of the traditional optimization methods used for multidimensional unconstrained minimization, also known as the downhill simplex method (Lagarias et al., 1998). For a function of $N$ parameters, the optimization algorithm is based on comparing the objective function at the $N+1$ vertices of a simplex and compares the worst vertex through three basic steps — reflection, contraction, and expansion (Klein and Neira, 2014; Nelder and Mead, 1965). The advantage of this method is that it does not require partial derivatives of the objective function (Cryer et al., 2015). Thus, a wide range of studies have applied this method for determining some coefficients of crop models so far; however, the method requires initial values for making a first simplex, while the final values of

---

Fig. 1. (a) Seasonal variation in monthly mean air temperature during the growing seasons in 2016–2017 (average) in Fukuyama (solid line), in 2012–2015 (average) in Yamaguchi (dotted line), and in 2016 in Higashihiroshima (dashed line). (b) Seasonal variation in monthly mean photoperiod between October and the following September in Yamaguchi. The variations in the case of Fukuyama and Higashihiroshima were abbreviated because the latitudes of Fukuyama and Higashihiroshima (34°50’ N) and Yamaguchi (34°14’ N) are not very different from one another.
the parameters and precision of model prediction can reportedly change depending on the initial values selected (Nakano et al., 2015). In addition, sometimes an unnatural coefficient for crop growth can be determined in the preliminary test. Considering this, we set 15 patterns of the initial values for each crop model in reference to the results of the previous studies (Maruyama et al., 2010; Nakazono et al., 2014) and our preliminary test, when determining model parameters, and finally adopted the models that gave the lowest RMSE value in the training dataset.

The augmented Lagrange multiplier method is another optimization method for non-linear programming. This method uses partial derivatives of the objective function for determining model parameters (Rockafellar, 1976). In general, in the augmented Lagrange multiplier method, the objective function is modified by adding the terms that describe the constraints of the model, and it is augmented by the constraint of inequations through a set of non-negative multiplicative Lagrange multipliers (Gavin and Scruggs, 2016). This optimization method has been widely used in different sectors, such as financial engineering (Zhang et al., 2006) and computer science (Peng and Wu, 2010); it has the additional advantage of avoiding an unnatural coefficient determined by setting constraints. To date, a variety of non-linear crop growth models have been developed, but, to our knowledge, no study has ever used the augmented Lagrange multiplier method for determining the parameters of a crop model. Here, we set the constraints on the parameters of SEM as \(\{0.1 < A < 1; 0.1 < B < 1; 0 < C < 100; 8 < P_x < 11; 0 < T_x < 15\}\) on the basis of the results of the previous studies (Maruyama et al., 2010; Nakazono et al., 2014) and our preliminary test.

In addition, we investigated the changing pattern of DVR accompanied by the changes in temperature and photoperiod to evaluate the validity of the proposed models. The parameters of the model for each cultivar were determined by using the data of the corresponding wheat planted in 2012–2014. Regarding the model for Kinuhime, we used the data collected at Higashihiroshima (20 datasets) and Fukuyama (9 datasets) as the test data and checked the accuracy of the flowering dates predicted by the SEM models developed by the Nelder-Mead or augmented Lagrange multiplier method at each site. All analyses were conducted using the R software version 3.2.4. The “Rsolnp” package (Ghalanos and Theussl, 2012) was used for determining the parameters using the augmented Lagrange multiplier method.

### 3. Results

Tables 1 and 2 show the prediction accuracy of the three models proposed on the basis of the training and validation data obtained from the four-fold cross-validation. In the case of the Kinuhime and Akitakko cultivars, both polynomial models showed more than 20 days of RMSE using the training data; therefore, we did not continue to evaluate the model using the validation data. However, the polynomial model showed relatively good precision in cultivars Norin 61 and Iwainodaichi among the three models in the training data (Table 1).

When applying the three models to the validation data, we found that the polynomial models showed the lowest RMSE for the cultivar Iwainodaichi (RMSE: approximately 2 days) among the three models tested, while they showed the worst level of performance, especially for the cultivar Kitahonami (RMSE: approximately 12 days) (Table 2). On the other hand, both SEM models showed the RMSE of each cultivar with values ranging between 3 and 5 days (Table 2), and few cases showed a difference of more than 10 days similar to polynomial models (Fig. 2). In fact, we found that the SEM models developed by the Nelder-Mead method showed relatively similar RMSE values compared with the model developed by the augmented Lagrange multiplier method (Table 2). However, in the case of the cultivar Kinuhime cultivated in Higashihiroshima, the model developed by the augmented Lagrange multiplier method showed lower RMSE (2.78) than the model developed by the Nelder-Mead method (RMSE: 9.01), while in Fukuyama, both models predicted the flowering date approximately 4 days in RMSE (Fig. 3). We found that both models predicted the flowering date earlier than the actual date in Higashihiroshima, but the model developed by Nelder-Mead method seemed to predict the flowering date earlier than the other method (Fig. 3).

Figure 4 shows a variation in the DVP predicted the three models constructed in response to temperature and photoperiod for the five cultivars under study. We found that in the case of the cultivars Kinuhime and Akitakko, DVP became lower than 0 under certain conditions of temperature and photoperiod,

### Table 1. Comparison of root mean square error (RMSE) values of three crop development models using the training data of four-fold cross-validation for five wheat cultivars collected in Yamaguchi.

| Cultivar   | Polynomial model | SEM model (NM*) | SEM model (ALM**) |
|-----------|------------------|-----------------|-------------------|
| Norin61   | 2.49             | 3.02            | 3.33              |
| Iwainodaichi | 1.29             | 3.74            | 4.12              |
| Kinuhime  | > 20             | 3.46            | 3.75              |
| Akitakko  | > 20             | 2.80            | 3.42              |
| Kitahonami| 4.42             | 3.40            | 3.69              |

Mean ± SD: 2.74 ± 1.58*** 3.29 ± 0.37 3.66 ± 0.31

*NM: Nelder-Mead method

**ALM: Augmented Lagrange multiplier method

***The mean RMSE was calculated for all cultivars, except for the Kinuhime and Akitakko cultivars.

### Table 2. Comparison of the root mean square error (RMSE) of three crop development models using the validation data of four-fold cross-validation in five wheat cultivars collected in Yamaguchi.

| Cultivar   | Polynomial model | SEM model (NM*) | SEM model (ALM**) |
|-----------|------------------|-----------------|-------------------|
| Norin61   | 4.31             | 3.54            | 3.65              |
| Iwainodaichi | 1.95             | 5.13            | 4.62              |
| Kinuhime  | NA               | 4.07            | 4.22              |
| Akitakko  | NA               | 4.47            | 4.00              |
| Kitahonami| 12.03            | 4.02            | 4.30              |

Mean ± SD: 6.10 ± 5.27 4.24 ± 0.59 4.16 ± 0.36

*NM: Nelder-Mead method

**ALM: Augmented Lagrange multiplier method
according to the polynomial model (Fig. 4). On the other hand, both SEM models showed similar patterns of DVR change in response to the two variables; further, DVR increased with an increase in temperature or photoperiod in all cultivars, except for Iwainodaichi, in which case, the model developed by the Nelder-Mead method showed a decrease in DVR with increasing temperature. In addition to Iwainodaichi, we observed obvious differences between the SEM models developed by the two optimization methods; for example, in Akitakko, the DVR model developed by the Nelder-Mead method showed a rapid increase.
Fig. 4. Relationships among daily mean air-temperature, photoperiod, and development rate ($DVR$) determined by three different models in five wheat cultivars. NM denotes the results of the sigmoid and exponential mixed (SEM) model using the Nelder-Mead method, and ALM denotes the results of the SEM model using the augmented Lagrange multiplier method for determining crop model coefficients. The parameters of the model for each cultivar were determined by using the data of the corresponding cultivar sowed between 2012 and 2014 in Yamaguchi.

Fig. 5. Relationships between daily mean air-temperature and development rate ($DVR$) determined by the Nelder-Mead method and the augmented Lagrange multiplier method in Akitakko (left) and Kinuhime (right) wheat cultivars for two given photoperiods (11 h and 13 h). The $DVR$ in Akitakko wheat cultivar determined by the Nelder-Mead method was constantly 0 when the photoperiod was 11 h. The parameters of the model for each cultivar were determined by using the data of the corresponding cultivar sowed between 2012 and 2014 in Yamaguchi.
in DVR at mean ambient temperature of 9–10 °C, while the model developed by the augmented Lagrange multiplier method showed a relatively smooth growth curve with increasing temperature (Fig. 5).

4. Discussion

Overall, we found that the polynomial model yielded an RMSE value greater than 12 days in case of the cultivar Kitahonami with the validation data. The polynomial model can reportedly predict rice phenological stages effectively (Kawakata, 2012); however, our results suggest that the SEM model would predict the flowering date more accurately than the polynomial model in the studied wheat cultivars, (RMSE from 3 to 5 days), except for Iwainodaichi. In France, Bogard et al. (2014) developed a hybrid wheat phenological model that combined weather variables and wheat QTL information; their model predicted the heading date with an RMSE value of approximately 5 to 9 days. In the model developed by the Nelder-Mead method, Maruyama et al. (2010) reported that their approach could predict the heading date in wheat with an RMSE of approximately 5 days; further, Nakazono et al. (2014) used the same algorithm and predicted the heading date in wheat with an RMSE value ranging from 4 to 6 days for different cultivars. Considering earlier studies, our model could predict the flowering date in wheat, at least, as accurately as predicted by these previous studies.

The SEM model developed by the Nelder-Mead method showed similar precision with the validation data from Yamaguchi compared with the model developed by the augmented Lagrange multiplier method (Table 2). This result indicates that the augmented Lagrange multiplier method can substitute for the Nelder-Mead method for optimizing non-linear models. Particularly, the result of the test data in Higashihiroshima showed that the model developed by the augmented Lagrange multiplier method predicted the flowering date in wheat more precisely (RMSE: 2.78) than the model developed by the Nelder-Mead method (RMSE: 9.01), indicating that the SEM model developed by the former method was more applicable in the sites other than the site from where the training data was obtained.

In terms of the validity of the models constructed here, the polynomial models showed a variety of patterns of DVR changes in response to environmental conditions. For example, the modeling of the cultivars Kinuhime and Akitakko showed a sharp decrease in DVR with increasing temperature (Fig. 4); this might not happen in reality, in the way wheat actually grows. Considering the performance of the model (Table 2), it is likely that it might work well at specific sites under specific conditions, but it cannot be applied to different places or under a wide range of climatic conditions. Higher-order polynomial models can show more smooth response curve against the temperature or photoperiod, but the parameters of higher order are difficult for interpretation in the biological context (Yan and Hunt, 1999).

The SEM growth model developed by the Nelder-Mead method also showed some cases of rapid changes in DVR under slight changes of temperature or photoperiod. For example, in the cultivar Akitakko, DVR showed a rapid increase (between 9 and 10 °C) in temperature (Fig. 5). It has been reported that the wheat growth response to temperature would be relatively smooth (Li et al., 2008), and the rapid development was limited under the conditions of warm temperature and long photoperiod (>14 h) (Robertson 1968; Angus et al., 1981). Slafier and Rawson (1995) reported that wheat growth became relatively fast with an increase in temperature or photoperiod; however, in the cultivar Iwainodaichi, the model developed by the Nelder-Mead method showed that DVR decreased as the temperature increased (Fig. 4); this is not supported by the data on the actual wheat growth patterns.

The SEM model developed by the augmented Lagrange multiplier method, on the other hand, can set constraints in coefficients, so that we can prevent the model from having unnatural coefficients. Our models developed by the augmented Lagrange multiplier method showed a consistent increase in DVR in response to an increase in temperature and photoperiod (Fig. 4). For practical purposes, it is important that a crop phenological model be applied to a variety of places under varying climatic conditions; thus, the ability of a model to set constraints in some coefficients would be a great advantage. The coefficients determined for a crop model tend to be dependent on the training data, but the ability to set constraints leads to the generation of more flexible models that are also applicable in the sites different from where the training data was obtained. For example, Figure 3 shows that the model developed by the Nelder-Mead method estimated the flowering date for the cultivar Kinuhime earlier than the actual date, while it showed higher DVR values under both 11-h and 13-h photoperiods than the DVR determined by the augmented Lagrange multiplier method (Fig. 5). These results suggested that the model developed by the Nelder-Mead method overestimated the DVR of the cultivar Kinuhime, and that the growth curve determined by the augmented Lagrange multiplier method would be more applicable to Higashihiroshima. Since we only showed the case of Kinuhime for validating whether the model could be used for different places, further study is necessary to test whether the augmented Lagrange multiplier method would be reliable for determining the coefficients of non-linear crop models, although the relationships among weather variables and development rate show its potential advantage (Fig. 4).

Precision model improvement can be reached by changing the algorithms describing wheat growth. Especially, in our study, we defined wheat growth in a single model, but the actual DVR of wheat could vary for different growth stages; thus, defining the different growth models according to wheat growth stages would clearly be one of the options for improving models. For example, Wu et al. (2017) tried splitting wheat growth into four stages (seedling to germination, germination to stem elongation, stem elongation to flowering, and flowering to maturation). Based on this division, they developed phenological models and showed that they could predict each stage within 2 to 5 days of the actual dates. In addition, winter wheat needs a vernalization period, so that a model that includes a vernalization function would naturally predict the flowering date more precisely. Streek et al. (2003) modified the Wang and Engel model (WE model) by including such vernalization function, and they reported an
RMSE of 5–6 days for the modified model, corresponding to a 45% decrease in the RMSE value obtained using the original WE model. Furthermore, in rice, a hybrid model evaluation including genomic prediction was conducted recently (Onogi et al., 2016), and this approach is also applicable to other crop models. Indeed, the training data used for calibrating the model for cross-validation in this study was only 16–17 datasets; therefore, it is likely that the precision of each model can be substantially improved simply by using more data, if it can be obtained.

5. Conclusion

In this study, we constructed and evaluated three different wheat phenological models (polynomial model and SEM models developed by the Nelder-Mead and augmented Lagrange multiplier methods) in five wheat cultivars. We found that the SEM model predicted the flowering date in wheat more precisely than the polynomial models. In addition, we found that the model developed by the Nelder-Mead method showed similar performance compared with the model developed by the augmented Lagrange multiplier method. However, in the context of model validity, the model developed by the augmented Lagrange multiplier method would be more realistic and effective for expressing wheat growth response to environmental factors. As is the case with other crop modeling studies, we need a certain amount of data for calibrating the model, but we believe that the methodology used in this study can be applied to other crop models. Although additional research is necessary to confirm our results with other types of crops and different environmental conditions, we trust that our study contributes to select and develop more effective crop models for conducting future studies in this field.
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