Superpixel-guided preprocessing algorithm for accelerating hyperspectral endmember extraction based on spatial–spectral analysis
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Abstract. Preprocessing is a major area of interest in the field of hyperspectral endmember extraction, for it can provide a few high-quality candidates for fast endmember extraction without sacrificing endmember accuracy. We propose a superpixel-guided preprocessing (SGPP) algorithm to accelerate endmember extraction based on spatial compactness and spectral purity analysis. The proposed SGPP first transforms a hyperspectral image into low-dimension data using principal component analysis. SGPP then utilizes the superpixel method, which normally has linear complexity, to segment the first three components into a set of superpixels. Next, SGPP transforms low-dimension superpixels into noise-reduced superpixels and calculates their spatial compactness and spectral purity based on Tukey’s test and data convexity. SGPP finally retains a few high-quality pixels from each superpixel with high spatial compactness and spectral purity indices for subsequent endmember identification. Based on the spectral angle distance, root-mean-square error, and speedup, experiments are conducted on synthetic and real hyperspectral datasets, and they indicate that SGPP is superior to current state-of-the-art preprocessing techniques. © The Authors. Published by SPIE under a Creative Commons Attribution 4.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.JRS.15.026514]
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1 Introduction

Due to the limited spatial resolution of a hyperspectral sensor, different materials can jointly occupy a single pixel, which occurs as a mixed pixel in a hyperspectral image. The process of decomposing a mixed pixel into a collection of constituent spectra, or endmembers, and a set of corresponding fractions, or abundances, is called hyperspectral unmixing.1

The last three decades have witnessed a huge growth in endmember extraction algorithms (EEAs) because the exploitation of endmembers is a prerequisite to accurate estimation of abundance fractions. Most such algorithms for endmember extraction only take spectral information into account. They generally investigate the convexity of data structures and treat the vertices of the simplex as potential endmembers. If desired vertices exist, they are identified as representative of endmembers, which are determined by maximizing the determinant until reaching maximal simplex volume or capturing extreme projections if the pixel lies on a subspace. Otherwise, the boundary pixels (at least \( p - 1 \) pixels in each facet) are considered replacements to minimize a minimal simplex volume to generate endmembers. The classic maximal simplex volume strategy-based EEAs include N-FINDR2 and its important extensions, such as the simplex growing algorithm3 and successive volume maximization.4 Classic orthogonal subspace projection (OSP) strategy-based algorithms include the pixel purity index,5 OSP,6 and vertex component analysis (VCA).7 Minimal simplex volume strategy-based algorithms include minimum volume transform,8 minimum volume enclosing simplex,9 simplex identification via...
variable splitting and augmented Lagrangian,10 and minimum volume simplex analysis (MVSA).11 Recently, a lot of spatial–spectral-based EEAs have been proposed; these integrate spatial context into spectral-based unmixing processes such as automatic morphological endmember extraction,12 spatial–spectral information-based endmember bundle extraction,13 spatially weighted simplex strategy,14 and spatial energy-constrained maximum volume (SENMAV).15

It is worth mentioning that the abovementioned EEAs, especially spectral-based EEAs, focus mainly on spectral information without considering spatial contextual. Such spectral-based EEAs also involve finding endmembers from entire pixels, which is time-consuming. In this regard, numerous spatial–spectral-based preprocessing algorithms (PPAs) have been proposed; these are independent modules that generally utilize both spatial and spectral information with the intent to offer a few high-quality candidates for fast endmember extraction without endmember accuracy loss. The current PPAs are mainly divided into two categories. The first focus primarily on reconstructing each target pixel using its surroundings. A representative PPA behind this strategy was proposed by Zortea and Plaza16 and is called spatial preprocessing (SPP); it reconstructs the central pixel using a spectral weight scale in its neighborhood. The second preprocessing strategy holds a belief that the desired endmembers are far less than the HSI pixels, meaning that lots of pixels within HSI are redundant and thus should be removed. Under this strategy, numerous PPAs have been proposed based on the process of fusing spatial–spectral information and removing low-quality redundant pixels. To emphasize spatially homogeneous and spectrally pure regions, Martín et al.17 proposed a region-based spatial preprocessing (RBSPP) algorithm that adaptively searches for the most spectrally pure local regions as endmember candidates using a hybrid procedure that combines unsupervised clustering and OSP. To combine spatial and spectral information and find high-quality endmember candidates, Martín et al.18 proposed a spatial–spectral information-based algorithm (SSPP) that fuses spatial and spectral information from the perspectives of multi-scale Gaussian filtering, homogeneous index calculation, and spectral clustering to select endmember candidates prior to endmember identification. To reduce the redundancy of intraclass pixels and improve the importance between class boundaries, Kowkabi et al.19 proposed a spatial–spectral preprocessing module (SSPM) algorithm that performs clustering and boundary removal to retain homogeneous regions and captures pixels with high spectral purity as endmember candidates by projecting homogeneous pixels onto eigenvectors. To effectively explore homogeneous regions with a faster processing speed, Xu et al.20 proposed a regional clustering-based spatial preprocessing algorithm (RCSPP) that identifies homogeneous areas using a modified simple linear iterative clustering (SLIC) algorithm and yields a set of endmember candidates by maintaining pixels with high spectral purity from each superpixel. To simultaneously consider the local spatial correlations and spectral purity of each target pixel, Shen and Bao21 proposed a spatial energy and spectral purity-based preprocessing module to remove loads of redundant low-quality pixels. To exploit geometrical correlations between the target pixel and its surroundings, Kowkabi and Keshawarz22 developed a spectral geodesic and spatial Euclidean weights-based preprocessing, which considers two types of weights between target pixels and their neighborhoods to determine the final data subset for endmember extraction. To reduce the computational burden and noise, recently, Shen et al.23 proposed a subspace-based preprocessing module that transforms hyperspectral data into a low-dimensional subspace for endmember selection.

The above-mentioned PPAs are divided into two parts (see Fig. 1). The first involves reconstructing each pixel using its spatial neighborhoods for the purpose of providing a better quality image including SPP. The second involves removing redundant pixels from the image by reconstructing each pixel using its spatial neighborhoods for the purpose of providing a better quality image including SPP. The second involves removing redundant pixels from the image by

Fig. 1 Two types of PPA strategy: (a) a pixel reconstruction-based PPA and (b) a pixel removal-based PPA.
simultaneously employing spatial–spectral information. Representative methods include SSPP, RBSPP, RCSPP, and SSPM. However, such PPAs still have two main drawbacks: (1) they are sensitive to noise that highly affects the quality of extracted data subset and (2) they still require relatively large computational time, which make the PPA-EEA combinations more time-consuming than those of without coupling PPA.

To improve the noise robustness and reduce the computational burden, this paper outlines a superpixel-guided preprocessing (SGPP) algorithm based on spatial compactness and spectral purity. To quickly obtain the spatial context, SGPP reduces the HSI into low-dimension data using principal component analysis (PCA) and uses the SLIC\(^{24}\) to segment the first three components into a set of superpixels. Based on each superpixel, SGPP transforms low-dimensional superpixels into noise-reduced superpixels and calculates their spatial compactness and spectral purity to find high-quality pixels. SGPP finally retains a few high-quality pixels from each superpixel as the input of EEA. The preprocessing flowchart of SGPP is presented in Fig. 2. Compared with the current PPAs, although SGPP still has a similar preprocessing strategy that removes redundant pixels from the image by jointing spatial–spectral information, it achieves lighter computation time and higher noise robustness abilities.

We make three primary contributions.

- We propose a superpixel-guided PPA that first exploits superpixels based on the first three components of the HSI and then transforms them into noise-reduced superpixels, which assures less computational time and light noise.
- We discuss spatial–spectral information exploitation and fusion processes, which hinge highly on Tukey’s test and data convexity.
- Compared with existing PPAs, the proposed SGPP has a negligible computational burden, high endmember accuracy, and usable parameters.

The remainder of this paper is organized as follows. SGPP is introduced in Sec. 2. Section 3 displays experimental results comparing SGPP and other algorithms. Section 4 concludes this paper with some remarks.

### 2 Proposed SGPP Algorithm

In linear spectral mixing analysis, light is considered to follow a linear combination of different materials (or endmembers). Suppose \( Y = [y_1, y_2, \ldots, y_n]_{B \times N} \) is a hyperspectral image with \( B \) bands and \( N \) total pixels. It is formulated by considering endmembers, abundance, and noise matrices:

![Fig. 2 Visual descriptions of SGPP. SGPP first uses PCA to decompose hyperspectral data into \( p - 1 \) dimension components and corresponding eigenvectors. Then SGPP segments the first three components into a set of superpixels because the first three components normally contain over 99% of the total spectral variance. Next, for each superpixel, SGPP projects it into entire eigenvectors to recover the noise-reduced data space, which is repetitively projected into eigenvectors to capture projections regarding each pixel within the superpixel. The projections are subsequently used to determine pixels’ spectral purity and spatial compactness using Tukey’s theory. Finally, SGPP fuses both spatial and spectral information and specifies high-quality subsets.](image-url)
where $M \in \mathbb{R}^{B \times p}$, $A \in \mathbb{R}^{p \times N}$, and $W \in \mathbb{R}^{B \times N}$ are endmember, abundance, and additive noise matrices, respectively, and $p$ is the number of endmembers, which are estimated by classic techniques such as virtual dimensionality (VD).\textsuperscript{25}

EEAs concentrate on identifying the endmember matrix $M$, i.e., the most spectrally pure signatures, from whole hyperspectral data $Y$, and applying the fully constrained least-square method\textsuperscript{26} to estimate abundances with respect to endmembers. Not all spectral signatures of hyperspectral data are usable to search endmembers, i.e., only a few high-quality pixels are selected from the data. From the perspective of data simplex, only vertices and boundary pixels play a crucial role in specifying endmembers, with pure pixel assumption-based s-EEAs concentrating on the vertices and non-pure pixel assumption-based s-EEAs paying attention to the boundary pixels. In this regard, the aim of SGPP is to shrink hyperspectral data by removing interior pixels as much as possible.

### 2.1 Step 1: Superpixel Generation Process

A superpixel is normally a local irregular homogeneous area comprising a set of spatially correlated and spectrally similar pixels. Many superpixel algorithms, such as SLIC, entropy rate,\textsuperscript{27} and watershed,\textsuperscript{28} have been applied to hyperspectral images to explore their spatial context.\textsuperscript{29,30} Superpixel-based methods have less computational complexity than traditional spatial context exploration methods, such as clustering or sliding window. We exploit the promising segmentation performance and linear complexity of SLIC to generate a set of superpixels for HSI.

SLIC converts an RGB image to a CIELAB color space. Each pixel has a five-dimensional vector $[l, a, b, x, y]^T$, where $[l, a, b]^T$ and $[r, s]^T$ are the CIELAB color space and pixel position, respectively. The distance $D_{ij}$ between pixels $y_i$ and $y_j$ is

$$
D_{ij} = \sqrt{d_{col}^2 + d_{spa}^2},
$$

where $M$ is a constant related to the degree of polymerization of the superpixel and $K$ is the maximum spatial distance used to specify the regional clustering area. Based on the initial clusters and the distance measurement, the initial clustering areas are finally grouped into irregular superpixels. Figure 3 shows different clustering strategies related to the $k$-means and SLIC.

SLIC treats the RGB image as the input, yet the hyperspectral image contains hundreds of continuous spectral bands. Two methods are considered to solve this problem. The first selects three bands with wavelengths corresponding to red, green, and blue as the RGB image, and the second uses dimension reduction methods such as PCA to capture the first three components as an RGB image. We adopt the second method because there are at least two advantages: (1) the first three components decomposed by PCA normally contain almost 99% of the information in

**Fig. 3** Correlation between $k$-means and SLIC: (a) $k$-means searches the entire image and (b) SLIC searches a limited region.
input hyperspectral data, which can be seen as an input of the SLIC, and (2) the utilization of PCA can simultaneously alleviate noise.

For the SGPP, it first transforms the HSI into $p - 1$ dimension data. Then the first three components are regarded as an RGB image, which is segmented by the SLIC algorithm. Each superpixel is converted to noise-reduced data space with $L$-dimension for the purpose of subsequent spatial compactness and spectral purity analysis.

### 2.2 Step 2: Spatial Compactness Analysis

Spatial information is traditionally obtained using a sliding window to calculate the spectral difference or label dependence between the pixel and its adjacent pixels in the local neighborhood system. However, this is time-consuming since each pixel undergoes this operation in sequence. In this regard, SGPP discards traditional spatial exploitation processes but treats spatial information as the process of specifying its compactness. Specifically, spatial compactness highly relies on the fact that spatially correlated pixels should be close to each other if they are projected into the subspace. In this regard, SGPP projects pixels belonging to the same superpixel into a set of projection bases decomposed by PCA. By applying Tukey’s test, SGPP can quickly observe the distribution features of projections and remove outliers because Tukey’s test defines a normal data range by calculating the upper or lower limit using quartiles. Data outside the upper and lower limits are regarded as abnormal. The detailed information of Tukey’s test can be found in Kraaiikamp and Meester and Aggarwal.

Suppose $S = \{s_1, s_2, \ldots, s_m\}_{B \times m}$ is a segmented superpixel with $B$ bands and $m$ total pixels, and $V = \{v_i\}_{n=1}^N$ is a set of projection bases decomposed by PCA. The superpixel data are projected into $v_i$ as

$$x = v_i^T S,$$

where $x = (x_1, x_2, \ldots, x_m) \in \mathbb{R}^m$. We arrange the elements of $x$ in ascending order, and a new vector is $\tilde{x}$, with elements $\tilde{x}_1 \leq \tilde{x}_2 \leq \ldots \leq \tilde{x}_m$. Then a quartile is given as

$$Q_q = \begin{cases} \frac{1}{2} (\tilde{x}_{\text{even}} + \tilde{x}_{\text{even}+1}) & \text{if } \frac{n+1}{4} \text{ is an integer} \\ \tilde{x}_{\text{even}+1} & \text{otherwise} \end{cases},$$

where $Q_1$, i.e., $q = 1$, denotes the lower or first quartile and $Q_3$, i.e., $q = 3$, denotes the upper or third quartile. It is noteworthy that the second quartile is the median of the data samples. The interquartile range (IQR) is

$$\text{IQR} = Q_3 - Q_1.$$  

From above the upper and lower quartiles, a distance of 1.5 times the IQR is measured to give the lower and upper limits. The lower and upper limits are $Q_1 - 1.5 \times \text{IQR}$ and $Q_3 + 1.5 \times \text{IQR}$, respectively. According to the data range between the lower and upper limits, we redefine the spatial information of the pixels $s_i$ on $v_i$ as

$$q_{s_i}^v = \begin{cases} 1, & x_i \in [Q_1 - 1.5 \times \text{IQR}, Q_3 + 1.5 \times \text{IQR}] \\ 0, & \text{otherwise} \end{cases}.$$  

By calculating spatial information of the pixels $s_i$ on entire projection bases, we capture its spatial compactness as

$$q_s = \prod_{v \in V} q_{s_i}^v.$$  

When the pixels that locate in the same superpixel are spatially homogeneous without containing anomalous pixels, the spatial compactness vector of superpixel $sc = (q_{s_1}, q_{s_2}, \ldots, q_{s_m}) \in \mathbb{R}^m$ should be a vector of ones, which implies that the superpixel $S$ has spatial compactness.
2.3 Step 4: Spectral Purity Calculation

Based on the projection basis, we project the data points $S$ onto the $i$’th vector $v_i$:

$$P_{v_i,S} = v_i^T S. \quad (8)$$

The mean projection between the maxima and minima projections on the $i$’th vector is

$$m_i = \frac{1}{2} (\max(P_{v_i,S}) + \min(P_{v_i,S})). \quad (9)$$

For all of the vectors, the spectral purity of $s_i$ is

$$\phi_{s_i} = \sum_{v_i \in V} \frac{\text{abs}(v_i^T s_i - m_i)}{\text{abs}(\max(P_{v_i,S}) - m_i)}, \quad (10)$$

where $\text{abs}(\cdot)$ denotes the absolute value. By considering spectral purity of all of the pixels, we have a spectral purity vector of superpixel $sp = (\phi_{s_1}, \phi_{s_2}, \ldots, \phi_{s_m}) \in \mathbb{R}^m$. Figure 4(b) details the process of identifying spectral purity, with red points denoting higher spectral purity than blue points.

2.4 Step 5: Integration of Spatial Compactness and Spectral Purity

If a superpixel contains anomalous pixels, they will generally have a very high or low spectral reflectance that can lead to high spectral purity, but their spatial compactness is low since there are zero elements in the spatial compactness vector of the superpixel [see Eq. (6)]. We fuse the spatial compactness and spectral purity of the pixels and define the spatial compactness and spectral purity index (SCSPI) as

$$\text{SCSPI} = sc \odot sp. \quad (11)$$

where $\odot$ denotes the Hadamard product. By sorting entities in descending order of SCSPI, pixels with the highest $\lambda$ percent of SCSPI values are retained for endmember extraction.

3 Results

This section details experimental results obtained from different algorithms on various experimental scenarios. All of the algorithms ran on a PC with an Intel Core i7-2600K (at 3.4 GHz) and 16 GB RAM.
3.1 Benchmark Methods

Four representative PPAs, i.e., SPP, SSPP, SSPM, and RCSPP, were compared with our proposed SGPP algorithm; SPP involves reconstructing each pixel using its neighborhoods, and the others (i.e., SSPP, SSPM, RCSPP, and SGPP) consider removing redundant pixels from the image. Four representative spectral-based EEAs, i.e., OSP, N-FINDR, VCA, and MVSA, were combined with the PPAs to validate experimental performances. OSP and VCA find endmembers by specifying pixels with maximum subspace projections, whereas N-FINDR and MVSA find endmembers by forming a maximum inner simplex volume and a minimum external simplex volume, respectively. The main reason that we consider the above-mentioned algorithms for experimental comparison is that they are the most representative and wildly discussed methods.

3.2 Evaluation Metrics

3.2.1 Spectral angle distance

SAD is used to assess the spectral similarity between extracted endmember spectra and the library and is given by

\[
\text{SAD}(y_i, \tilde{y}_i) = \arccos\left(\frac{y_i^T \tilde{y}_i}{\|y_i\|\|\tilde{y}_i\|}\right),
\]

(12)

where \(y_i\) and \(\tilde{y}_i\) are the extracted endmember spectra and library, respectively. A higher spectral similarity between \(y_i\) and \(\tilde{y}_i\) means a smaller SAD.

3.2.2 Root-mean-square error

Root-mean-square error (RMSE) is used to evaluate the hyperspectral image reconstruction error between the original and estimated images and is given by

\[
\text{RMSE}(Y, \hat{Y}) = \sqrt{\frac{1}{B \times N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2},
\]

(13)

where \(Y\) and \(\hat{Y}\) represent the original and estimated image, respectively. Both have \(B\) bands and \(N\) total pixels. A lower RMSE means a better reconstruction performance.

3.2.3 Speedup

Speedup measures the computational cost ratio between EEAs without and with coupling PPAs and is defined as

\[
\text{speedup} = \frac{T_{\text{eca}}}{T_{\text{ppa}} + T_{\text{eca}}},
\]

(14)

where \(T_{\text{eca}}\), \(T_{\text{ppa}}\), and \(\hat{T}_{\text{eca}}\) are the EEA execution time on original hyperspectral data, PPA preprocessing cost, and EEA execution time on preprocessed hyperspectral data, respectively. A speedup >1 implies that the PPA accelerates endmember extraction.

3.3 Hyperspectral Dataset Descriptions

3.3.1 Synthetic dataset DS1

Using fractals to simulate spatial patterns, a 100 × 100 pixel synthetic image [see Fig. 5(a)] was generated with nine endmembers and 221 bands,\(^{33}\) the endmembers of which were selected from the U.S. Geological Survey (USGS).\(^{34}\) Aiming to simulate real-world scenarios, the pixels that are closer to the border of the region are more heavily mixed, but the pixels at the center of the...
region are more spectrally pure. Zero-mean Gaussian noise was added to the fractal 1 dataset with signal-to-noise ratios varying from 10 to 60 dB.

### 3.3.2 Synthetic dataset DS2

To validate the computational cost of each PPA on different size scenarios, we used a well-known HSI generation toolbox to obtain a set of synthetic images. For all of the synthetic images, the image size has the same row and column, the minimum size was fixed at $40 \times 40$ pixels, and the maximum size was fixed at $500 \times 500$ pixels. The noise for all images was fixed at 30 dB, and 10 endmembers were randomly selected from the USGS library. Figure 5(b) shows an example figure of DS2 with the size fixed at $100 \times 100$.

### 3.3.3 Real dataset Jasper Ridge

The Jasper Ridge dataset [see Fig. 5(c) for image] contains $100 \times 100$ pixels with 198 spectral bands retained from 224 bands (the excluded bands were 1 to 3 and 108 to 112). Four endmembers, i.e., road, soil, water, and tree, are observed from this dataset.

### 3.3.4 Real dataset cuprite

Cuprite [see Fig. 5(d)] is a benchmark hyperspectral dataset for HU, with data captured by the airborne visible infrared imaging spectrometer in Las Vegas, Nevada, USA. Cuprite contains $250 \times 190$ pixels, 224 bands, and 14 estimated endmembers. After removing noise and water absorption bands (the excluded bands were 1 to 6, 105 to 115, 150 to 170, and 221 to 224), 182 bands remained. Owing to the complex topographic features of this dataset, we considered six representative minerals: alunite, buddingtonite, dumortierite, kaolinite, muscovite, and montmorillonite. Both datasets are obtained from the publicly available website of the Computational Intelligence Group from Basque University.

### 3.4 Parameters Setting

SGPP mainly involves only one parameter regarding the retaining ratio of endmember candidates, i.e., $\lambda$. We are aware that, if $\lambda$ is fixed too large, it will highly affect algorithmic acceleration performance, whereas a small $\lambda$ may extensively remove high-quality candidates. In this regard, $\lambda$ is empirically set to 0.1. In terms of SPP, SSPP, SSPM, and RCSPP, their corresponding parameters are carefully tuned according to the original research articles.

### 3.5 Experimental Performance

#### 3.5.1 Experiment 1

The aim of experiment 1 is to validate endmember extraction results obtained from different algorithms on the noisy dataset with different noise levels. It can be seen from Table 1...
Table 1  SAD results from different algorithm combinations on DS1 dataset at different noise levels.

| Algorithms   | 10 dB | 20 dB | 30 dB | 40 dB | 50 dB | 60 dB |
|--------------|-------|-------|-------|-------|-------|-------|
| NFINDR       | 0.3358| 0.1084| 0.0341| 0.0122| 0.0050| 0.0034|
| SPP-NFINDR   | 0.1822| 0.1155| 0.0776| 0.0594| 0.0351| 0.0312|
| SSSP-NFINDR  | 0.3290| 0.1093| 0.0339| 0.0122| 0.0051| 0.0038|
| SSPM-NFINDR  | 0.3326| 0.1262| 0.0344| 0.0129| 0.0133| 0.0054|
| RCSPP-NFINDR | 0.3533| 0.1230| 0.0356| 0.0130| 0.0064| 0.0049|
| SGPP-NFINDR  | 0.1152| 0.0323| 0.0105| 0.0058| 0.0040| 0.0032|
| OSP          | 0.3286| 0.1348| 0.0402| 0.0117| 0.0052| 0.0034|
| SPP-OSP      | 0.1926| 0.1335| 0.0990| 0.0594| 0.0352| 0.0312|
| SSSP-OSP     | 0.3197| 0.1331| 0.0388| 0.0121| 0.0064| 0.0040|
| SSPM-OSP     | 0.3216| 0.1340| 0.0400| 0.0125| 0.0112| 0.0053|
| RCSPP-OSP    | 0.3255| 0.1325| 0.0413| 0.0124| 0.0064| 0.0044|
| SGPP-OSP     | 0.1071| 0.0256| 0.0100| 0.0050| 0.0045| 0.0035|
| VCA          | 0.1266| 0.0330| 0.0102| 0.0065| 0.0052| 0.0061|
| SPP-VCA      | 0.1284| 0.1069| 0.0722| 0.0586| 0.0351| 0.0312|
| SSSP-VCA     | 0.1368| 0.0369| 0.0104| 0.0057| 0.0041| 0.0040|
| SSPM-VCA     | 0.1643| 0.0550| 0.0120| 0.0069| 0.0105| 0.0051|
| RCSPP-VCA    | 0.1265| 0.0492| 0.0131| 0.0077| 0.0054| 0.0053|
| SGPP-VCA     | 0.2238| 0.0956| 0.0120| 0.0075| 0.0056| 0.0041|
| MVSA         | 0.9733| 0.6155| 0.3881| 0.1348| 0.0372| 0.0104|
| SPP-MVSA     | 0.3451| 0.3319| 0.1432| 0.0313| 0.0187| 0.0242|
| SSSP-MVSA    | 0.9235| 0.6406| 0.3435| 0.1029| 0.0264| 0.0089|
| SSPM-MVSA    | 0.9770| 0.6274| 0.5378| 0.4915| 0.5734| 0.5109|
| RCSPP-MVSA   | 0.9156| 0.5844| 0.5257| 0.4953| 0.5755| 0.5841|
| SGPP-MVSA    | 0.9023| 0.5802| 0.3255| 0.0941| 0.0240| 0.0071|
| SENMAV       | 0.3356| 0.1072| 0.0339| 0.0118| 0.0053| 0.0038|

(best results are outlined in bold and suboptimal results are in italics) that the EEAs such as NFINDR and OSP can yield better SAD results for most noise scenarios after combining with SGPP. For the MVSA, it generates lower SAD results under most noise levels when it combines with SPP, but it also provides suboptimal results after combining with SGPP. In terms of VCA, it can produce better SAD results under 20 and 30 dB and also shows good endmember extraction performance under 40, 50, and 60 dB when it combines with SSPP.

To verify reconstruction errors between original hyperspectral data and reconstructed image, Table 2 reported the RMSE results of different algorithm combinations. As can be seen from Table 2, the EEAs coupled with SGPP provide lower results than other PPA-EEA combinations, especially for NFINDR, OSP, and MVSA. In addition, SSPP-based VCA and MVSA equally produced low results.
Experiment 2

The objective of experiment 2 is to verify the acceleration performances of PPAs on EEAs. We conducted this experiment because PPAs normally introduce spatial information to assist in accurate endmember extraction, and SAD and RMSE are the two most commonly used evaluation methods. However, if PPA takes too much time, it will affect its value in use. Theoretically, a good PPA usually introduces the spatial information for subsequent endmember extraction processes with lower computational complexity. Table 3 tabulates speedup results. Most remarkably, under all noise scenarios, SGPP significantly improves the computational efficiency of endmember extraction because the computational cost of SGPP is very low, even negligible, compared with other PPAs. It is noteworthy that, when VCA is combined with different PPAs, including SGPP, the speedup performance is insufficient because VCA has computational

| Algorithms   | 10 dB | 20 dB | 30 dB | 40 dB | 50 dB | 60 dB |
|--------------|-------|-------|-------|-------|-------|-------|
| NFINDR       | 0.2082| 0.0712| 0.0234| 0.0075| 0.0024| 0.0009|
| SPP-NFINDR   | 0.2141| 0.0901| 0.0437| 0.0236| 0.0152| 0.0126|
| SSSP-NFINDR  | 0.2074| 0.0713| 0.0233| 0.0075| 0.0025| 0.0010|
| SSPM-NFINDR  | 0.2072| 0.0715| 0.0235| 0.0077| 0.0083| 0.0014|
| RCSPP-NFINDR | 0.2100| 0.0727| 0.0237| 0.0077| 0.0025| 0.0011|
| SGPP-NFINDR  | 0.1911| 0.0616| 0.0193| 0.0062| 0.0021| 0.0009|
| OSP          | 0.2126| 0.0768| 0.0235| 0.0076| 0.0025| 0.0011|
| SPP-OSP      | 0.2186| 0.0932| 0.0533| 0.0236| 0.0153| 0.0127|
| SSSP-OSP     | 0.2099| 0.0768| 0.0251| 0.0076| 0.0025| 0.0010|
| SSPM-OSP     | 0.2117| 0.0766| 0.0236| 0.0076| 0.0083| 0.0013|
| RCSPP-OSP    | 0.2152| 0.0772| 0.0237| 0.0076| 0.0025| 0.0012|
| SGPP-OSP     | 0.1910| 0.0610| 0.0193| 0.0062| 0.0022| 0.0010|
| VCA          | 0.1910| 0.0621| 0.0194| 0.0065| 0.0030| 0.0031|
| SPP-VCA      | 0.2097| 0.0872| 0.0426| 0.0235| 0.0153| 0.0126|
| SSSP-VCA     | 0.1916| 0.0617| 0.0194| 0.0062| 0.0021| 0.0010|
| SSPM-VCA     | 0.1920| 0.0617| 0.0195| 0.0063| 0.0080| 0.0013|
| RCSPP-VCA    | 0.1921| 0.0639| 0.0195| 0.0071| 0.0025| 0.0022|
| SGPP-VCA     | 0.1979| 0.0655| 0.0195| 0.0077| 0.0034| 0.0017|
| MVSA         | 0.1877| 0.0600| 0.0190| 0.0060| 0.0019| 0.0006|
| SPP-MVSA     | 0.1887| 0.0601| 0.0190| 0.0062| 0.0050| 0.0093|
| SSSP-MVSA    | 0.1882| 0.0601| 0.0190| 0.0060| 0.0019| 0.0006|
| SSPM-MVSA    | 0.1886| 0.0605| 0.0191| 0.0061| 0.0034| 0.0008|
| RCSPP-MVSA   | 0.1886| 0.0605| 0.0191| 0.0061| 0.0035| 0.0007|
| SGPP-MVSA    | 0.1877| 0.0600| 0.0190| 0.0060| 0.0019| 0.0006|
| SENMAV       | 0.3356| 0.1072| 0.0339| 0.0118| 0.0053| 0.0038|

3.5.2 Experiment 2

The objective of experiment 2 is to verify the acceleration performances of PPAs on EEAs. We conducted this experiment because PPAs normally introduce spatial information to assist in accurate endmember extraction, and SAD and RMSE are the two most commonly used evaluation methods. However, if PPA takes too much time, it will affect its value in use. Theoretically, a good PPA usually introduces the spatial information for subsequent endmember extraction processes with lower computational complexity. Table 3 tabulates speedup results. Most remarkably, under all noise scenarios, SGPP significantly improves the computational efficiency of endmember extraction because the computational cost of SGPP is very low, even negligible, compared with other PPAs. It is noteworthy that, when VCA is combined with different PPAs, including SGPP, the speedup performance is insufficient because VCA has computational
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complexity $2p^2N$, which is light consumption for endmember extraction. The related complexity analysis of VCA can be found in Nascimento and Dias.\textsuperscript{7}

### 3.5.3 Experiment 3

The main purpose of experiment 3 is to provide the computational time, speedup results, and SAD results of all PPAs on DS2 with different numbers of pixels. The image size varies from $40 \times 40$ to $500 \times 500$, with stepwise increases of 20. The noise level in each image was fixed at 40 dB, and 10 endmembers were randomly selected from the USGS library.

Figure 6(a) presents the computation time of four PPAs on synthetic images of different sizes. It is seen from this figure that the computation time of SPP and RCSPP is high, whereas SSPP, SSPM, and SGPP take less time to process the whole image. To validate the acceleration

| Algorithms  | 10 dB | 20 dB | 30 dB | 40 dB | 50 dB | 60 dB |
|-------------|-------|-------|-------|-------|-------|-------|
| NFINDR      | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| SPP-NFINDR  | 0.138 | 0.136 | 0.138 | 0.141 | 0.139 | 0.138 |
| SSPP-NFINDR | 0.996 | 0.793 | 0.908 | 0.863 | 1.019 | 1.061 |
| SSPM-NFINDR | 1.310 | 1.702 | 1.572 | 1.646 | 1.634 | 1.798 |
| RCSPP-NFINDR| 0.233 | 0.239 | 0.250 | 0.263 | 0.255 | 0.256 |
| SGPP-NFINDR | 3.299 | 3.609 | 3.660 | 3.793 | 3.679 | 3.700 |
| OSP         | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| SPP-OSP     | 0.169 | 0.165 | 0.169 | 0.170 | 0.172 | 0.167 |
| SSPP-OSP    | 1.227 | 0.970 | 1.096 | 1.021 | 1.252 | 1.242 |
| SSPM-OSP    | 1.623 | 2.130 | 1.954 | 1.986 | 2.096 | 2.233 |
| RCSPP-OSP   | 0.292 | 0.298 | 0.312 | 0.325 | 0.324 | 0.319 |
| SGPP-OSP    | 3.818 | 4.234 | 4.184 | 4.354 | 4.341 | 4.176 |
| VCA         | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| SPP-VCA     | 0.022 | 0.020 | 0.019 | 0.018 | 0.012 | 0.012 |
| SSPP-VCA    | 0.147 | 0.117 | 0.130 | 0.114 | 0.095 | 0.102 |
| SSPM-VCA    | 0.190 | 0.246 | 0.203 | 0.201 | 0.132 | 0.154 |
| RCSPP-VCA   | 0.033 | 0.032 | 0.032 | 0.031 | 0.020 | 0.021 |
| SGPP-VCA    | 0.657 | 0.715 | 0.663 | 0.629 | 0.412 | 0.432 |
| MVSA        | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| SPP-MVSA    | 0.267 | 0.293 | 0.362 | 0.307 | 0.216 | 0.291 |
| SSPP-MVSA   | 1.491 | 1.262 | 2.074 | 1.258 | 1.220 | 2.381 |
| SSPM-MVSA   | 1.720 | 1.945 | 3.198 | 2.897 | 2.768 | 4.980 |
| RCSPP-MVSA  | 0.421 | 0.487 | 0.705 | 0.611 | 0.460 | 0.777 |
| SGPP-MVSA   | 3.790 | 3.307 | 4.345 | 4.725 | 4.055 | 7.079 |
| SENMAV      | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
Fig. 6 Impact of image size on PPAs’ experimental performance: (a) PPA time, (b) speedup results, and (c) SAD results.

performance of PPAs, Fig. 6(b) provides the speedup results on different image sizes. Compared with SPP, SSPP, and SSPM, under entire image sizes, SGPP achieves the best acceleration capability because its speedup results are over two or even four. The reason that SGPP can offer the best acceleration capability is that SGPP is a simple and low-complexity algorithm framework that identifies a few high-quality endmember candidates. Figure 6(c) presents the tendency of SAD results while N-FINDR couples with four PPAs on all image scenarios. It can be seen from this figure that, when N-FINDR combines with SGPP, it provides low SAD results than other combinations. In addition, it can be observed that SSPP, SSPM, and RCSPP have a low impact on the endmember accuracy of N-FINDR, yet SPP reduces the endmember accuracy while it combines with N-FINDR because SPP reconstructs each pixel vector using its neighborhoods, leading to several small land covers possibly being overly affected.

3.5.4 Experiment 4

The chief purpose of this experiment is to verify the impact of pixel purity on endmember accuracy. This experiment generates four datasets based on DS1 with the noise level fixed at 30 dB. The maximum pixel purity of the four datasets is fixed at 1, 0.9, 0.8, and 0.7, respectively. Figure 7 displays the accuracy tendency of endmember extraction of four EEAs and PPA-EEA combinations. While coupling with SGPP, N-FINDR and OSP can produce lower SAD results under all purity scenarios [see Figs. 7(a) and 7(b)]. VCA, when coupling with SSPP, RCSPP, or SGPP, can provide close SAD results compared with itself without coupling [see Fig. 7(c)]. For MVSA, although it is a typical non-pure assumption-based EEA, its endmember performance can be significantly affected by the bad noise. By coupling with PPAs, the PPA-EEA combinations can produce better results than MVSA [see Fig. 7(d)].

3.5.5 Experiment 5

The aim of this experiment is to provide preprocessing performances regarding SAD, RMSE, speedup, and time results of four PPAs on the Jasper Ridge dataset. Compared with cuprite, Jasper Ridge has relatively simple topographic features, with four ground covers.

As seen from Table 4, among four PPAs, the combination of SGPP and the other two EEAs (N-FINDR and OSP) maintained the best SAD results compared with two EEAs without combining with SGPP. In addition, compared with other PPAs, three EEAs (N-FINDR, OSP, and

Fig. 7 Impact of purity on PPAs’ experimental performance: (a) N-FINDR, (b) OSP, (c) VCA, and (d) MVSA.
that couple with SGPP generated lower RMSE results. In terms of speedup and execution time, SGPP has a better acceleration performance than the other PPA-EEA combinations. Additionally, SGPP only took 0.15 s for preprocessing, with the total execution time also on the low side. Although four EEAAs couple with two PPAs including SSPP and SSPM had less endmember extraction time, they barely generated a lower time consumption than SGPP coupled EEAAs.

### 3.5.6 Experiment 6

The aim of experiment 6 is to evaluate the endmember extraction accuracy, reconstruction error, acceleration performance, and computation time associated with four PPAs on the cuprite

| Algorithms       | SAD   | RMSE  | Speedup | Execution time (s) |
|------------------|-------|-------|---------|--------------------|
|                  | PPA time | EEA time | Total |
| NFINDR           | 0.1131 | 0.0107 | 0.0000  | 0.55               |
| SPP-NFINDR       | 0.1762 | 0.0344 | 0.1080  | 4.58               |
| SSPP-NFINDR      | 0.1352 | 0.0191 | 0.4943  | 1.09               |
| SSPM-NFINDR      | 0.1014 | 0.0104 | 0.9074  | 0.51               |
| RCSPP-NFINDR     | 0.1099 | 0.0106 | 0.1455  | 3.67               |
| SGPP-NFINDR      | 0.0855 | 0.0096 | 2.5404  | 0.15               |
| OSP              | 0.2274 | 0.0879 | 0.0000  | 0.60               |
| SPP-OSP          | 0.1988 | 0.0956 | 0.1152  | 1.12               |
| SSPP-OSP         | 0.2091 | 0.0540 | 0.5440  | 0.06               |
| SSPM-OSP         | 0.2461 | 0.1128 | 0.9509  | 0.12               |
| RCSPP-OSP        | 0.2243 | 0.0879 | 0.1570  | 0.13               |
| SGPP-OSP         | 0.0945 | 0.0081 | 2.7976  | 0.15               |
| VCA              | 0.3019 | 0.0365 | 0.0000  | 0.13               |
| SPP-VCA          | 0.1821 | 0.0305 | 0.0287  | 0.60               |
| SSPP-VCA         | 0.0973 | 0.0124 | 0.1186  | 0.04               |
| SSPM-VCA         | 0.0857 | 0.0113 | 0.2521  | 0.02               |
| RCSPP-VCA        | 0.1078 | 0.0088 | 0.0334  | 0.33               |
| SGPP-VCA         | 0.2956 | 0.0285 | 0.7130  | 0.15               |
| MVSA             | 0.2351 | 0.0837 | 0.0000  | 1.38               |
| SPP-MVSA         | 0.1749 | 0.0798 | 0.2301  | 1.38               |
| SSPP-MVSA        | 0.1611 | 0.1260 | 0.9214  | 0.41               |
| SSPM-MVSA        | 0.2179 | 0.1174 | 1.2880  | 0.56               |
| RCSPP-MVSA       | 0.2318 | 0.0787 | 0.3271  | 0.56               |
| SGPP-MVSA        | 0.3104 | 0.0778 | 2.3205  | 0.44               |
| SENMAV           | 0.1009 | 0.0112 | 0.0000  | 2.62               |

MVSA) that couple with SGPP generated lower RMSE results. In terms of speedup and execution time, SGPP has a better acceleration performance than the other PPA-EEA combinations. Additionally, SGPP only took 0.15 s for preprocessing, with the total execution time also on the low side. Although four EEAAs couple with two PPAs including SSPP and SSPM had less endmember extraction time, they barely generated a lower time consumption than SGPP coupled EEAAs.
dataset. Six representative minerals, i.e., alunite, buddingtonite, dumortierite, kaolinite, muscovite, and montmorillonite, were considered for comparison with the USGS library to assess endmember extraction.18,19,39

Table 5 tabulates the overall experimental results, which shows several interesting parts. First, N-FINDR and MVSA provided better mSAD when combined with SGPP, yet when MVSA combined with SSPP and SSPM, mSAD was very high, perhaps because a large number of pixels were removed in preprocessing so that determining the simplex was not problematic. Second, when integrated with SGPP, several EEAs, such as OSP and MVSA, generated lower RMSE results. Third, compared with other PPAs, SGPP provided the best acceleration performance for most EEAs on the cuprite datasets. Additionally, SGPP had a low computational cost,

**Table 5** Overall results [SAD, RMSE, speedup, and execution time (in seconds)] of algorithms for experiments conducted on cuprite dataset.

| Algorithms      | SAD   | RMSE   | Speedup | Time (s) |
|-----------------|-------|--------|---------|----------|
|                 | PPA time | EEA time | Total   |          |
| N-FINDR         | 0.0411 | 0.0092 | 0.0000  | 12.71    | 12.71    |
| SPP-NFINDR      | 0.0438 | 0.0111 | 0.2291  | 42.81    | 55.49    |
| SSPP-NFINDR     | 0.0430 | 0.0062 | 0.9747  | 12.90    | 13.04    |
| SSPM-NFINDR     | 0.0456 | 0.0062 | 1.3668  | 7.81     | 9.30     |
| RCSPP-NFINDR    | 0.0423 | 0.0119 | 0.4992  | 24.59    | 25.47    |
| SGPP-NFINDR     | 0.0411 | 0.0070 | 5.9065  | 1.03     | 2.15     |
| OSP             | 0.0434 | 0.0035 | 0.0000  | 9.29     | 9.29     |
| SPP-OSP         | 0.0434 | 0.0276 | 0.1791  | 42.81    | 51.88    |
| SSPP-OSP        | 0.0398 | 0.0375 | 0.6226  | 12.90    | 14.92    |
| SSPM-OSP        | 0.0453 | 0.0161 | 1.0685  | 7.81     | 8.70     |
| RCSPP-OSP       | 0.0393 | 0.0332 | 0.3732  | 24.59    | 24.90    |
| SGPP-OSP        | 0.0449 | 0.0069 | 5.0987  | 1.03     | 1.82     |
| VCA             | 0.0474 | 0.0062 | 0.0000  | 9.29     | 9.29     |
| SPP-VCA         | 0.0433 | 0.0111 | 0.0137  | 42.81    | 43.25    |
| SSPP-VCA        | 0.0410 | 0.0059 | 0.0375  | 12.90    | 15.84    |
| SSPM-VCA        | 0.0455 | 0.0059 | 0.0725  | 7.81     | 8.20     |
| RCSPP-VCA       | 0.0417 | 0.0072 | 0.0152  | 24.59    | 39.00    |
| SGPP-VCA        | 0.0443 | 0.0076 | 0.5577  | 1.03     | 1.07     |
| MVSA            | 0.0477 | 0.0584 | 0.0000  | 62.14    | 62.14    |
| SPP-MVSA        | 0.0480 | 0.0586 | 0.6235  | 42.81    | 56.66    |
| SSPP-MVSA       | 0.2835 | 0.0655 | 4.7242  | 12.90    | 13.15    |
| SSPM-MVSA       | 0.2023 | 0.0646 | 7.7303  | 7.81     | 8.04     |
| RCSPP-MVSA      | 0.0457 | 0.0584 | 1.7188  | 24.59    | 36.15    |
| SGPP-MVSA       | 0.0420 | 0.0584 | 15.3012 | 1.03     | 4.06     |
| SENMAV          | 0.0452 | 0.0071 | 0.0000  | 85.63    | 85.63    |
at about 1 s, whereas SPP required over 40 s, even more than the EEAs themselves, followed by RCSPP, which demanded over 20 s.

4 Conclusion

This paper proposes SGPP, a superpixel-guided preprocessing algorithm based on spatial compactness and spectral purity analysis. Specifically, SGPP utilizes spatial and spectral information simultaneously by capturing spatial homogeneous and spectral purity and fuses them to select a few high-quality pixels at the preprocessing stage. Experiments on different datasets indicate that SGPP significantly reduce the computational complexity of spectral-based EEAs with a negligible execution burden, while guaranteeing endmember accuracy. A potential limitation of SGPP is that the selection of $\lambda$ requires consideration of the image size and spatial homogeneity level, which deserves further research.
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