The IMF as a function of supersonic turbulence
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ABSTRACT
Recent studies seem to suggest that the stellar initial mass function (IMF) in early-type galaxies might be different from a classical Kroupa or Chabrier IMF, i.e. contain a larger fraction of the total mass in low-mass stars. From a theoretical point of view, supersonic turbulence has been the subject of interest in many analytical theories proposing a strong correlation with the characteristic mass of the core mass function (CMF) in star-forming regions, and as a consequence with the stellar IMF. Performing two suites of smoothed particle hydrodynamics (SPH) simulations with different mass resolutions, we aim at testing the effects of variations in the turbulent properties of a dense, star-forming molecular cloud on the shape of the system mass function in different density regimes. While analytical theories predict a shift of the peak of the CMF towards lower masses with increasing velocity dispersion of the cloud, we observe in the low-density regime the opposite trend, with high Mach numbers giving rise to a top-heavy mass distribution. For the high-density regime we do not find any trend correlating the Mach number with the characteristic mass of the resulting IMF, implying that the dynamics of protostellar accretion discs and fragmentation on small scales is not strongly affected by turbulence driven at the scale of the cloud. Furthermore, we suggest that a significant fraction of dense cores are disrupted by turbulence before stars can be formed in their interior through gravitational collapse. Although this particular study has limitations in its numerical resolution, we suggest that our results, along with those from other studies, cast doubt on the turbulent fragmentation models on the IMF that simply map the CMF to the IMF.
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1 INTRODUCTION
The stellar initial mass function (IMF), i.e. the mass distribution of stars belonging to the same population at the time of their birth, is a key parameter in many fields of astrophysics. Besides being central to our understanding of the star formation processes, it is used as a tool to understand galactic evolution and cosmology, e.g. in the determination of the mass of distant galaxies whose stellar populations cannot be resolved, for galaxy evolution models, and for the search of planet-hosting stars.

1.1 Observations of the IMF
The first efforts to categorize the initial mass distribution of field stars in the solar neighbourhood was made by Salpeter (1955) by means of a single-slope power-law function and later by Miller & Scalo (1979), who introduced the idea of a lognormal distribution at low masses. Thereafter many more models have been developed, two of the most famous of which are the segmented power laws described by Kroupa, Tout & Gilmore (1993) and thereafter in Kroupa (2001), later revisited in Thies & Kroupa (2007) and the combination of a lognormal and a power-law function described by Kroupa, Tout & Gilmore (1990) and Chabrier (2003).

For many years the IMF has been thought to be universal and equal to the one observed in the Milky Way disc, not least due to the impossibility of a determination of the IMF by direct counting of the stars in more distant galaxies, where only very massive, bright stars, if any, can be resolved (see e.g. Hunter et al. 1996; Malumuth, Waller & Parker 1996). Recently, new techniques used to determine the mass of distant early-type galaxies (ETGs) have shed new light on this topic. As van Dokkum & Conroy (2010) pointed out, the presence of strong gravity-sensitive spectroscopic features typical of dwarf stars in the spectra of ETGs is not consistent with the assumption of a classical IMF, but points towards a bottom-heavy IMF, characterized by a higher fraction of mass included into low-mass stars than observed in the solar vicinity. This picture has been confirmed also by later works, e.g. van Dokkum & Conroy (2011), Ferreras et al. (2013) and La Barbera et al. (2013).
Based on a different approach, Cappellari et al. (2012) also questioned the validity of the usual assumption made about the universality of the IMF. With a dynamical study, they showed that the mass-to-light ratio of ETGs is higher than predicted by a Kroupa or Chabrier IMF. This indicates a larger amount of mass included into faint objects than expected assuming an underlying classical IMF, a picture that would be consistent with both a bottom- or a top-heavy IMF. In fact, such results could be explained by the presence of a large number of either low-mass, faint stars or compact remnants of high-mass, short-lived stars. Actually, neither scenario explains satisfactorily all of the observational evidence. A time-independent, bottom-heavy IMF cannot explain the amount of α-elements measured in ETGs, which can only be produced by high-mass stars releasing their synthesized elements into the interstellar medium at the end of their life, while a top-heavy IMF is not consistent with the spectral features typical of dwarf stars observed by van Dokkum & Conroy (2010). For this reason, Weidner et al. (2013) suggested the possibility of a time-dependent IMF which, starting as a top-heavy distribution at high redshift, turns into a bottom-heavy one at later times.

Despite the many efforts made in this sense, the universality of the IMF and the implied existence of fine-tuned processes leading to star formation remains a highly debated topic. In fact, in addition to the studies listed above, other works e.g. based on gravitational lensing effects (Smith & Lucey 2013) and on X-ray emission from low-mass X-ray binaries (Peacock et al. 2014) claim that the IMF of ETGs is consistent with an invariant IMF. For further discussion, see e.g. Bastian, Covey & Meyer (2010), Offner et al. (2014), Krumholz (2014) or Klessen & Glover (2014).

1.2 Theoretical IMF models

From a theoretical point of view this discussion translates into the question about the physical processes capable of altering the shape of the IMF. What are they? How do they affect star formation? In this work we focus on the effects of supersonic turbulence on the mass distribution of newly formed stars. Molecular clouds are known to be characterized by supersonic motions of the gas, which can be inferred from the broadening of spectral lines, inconsistent with the temperatures typical of such regions (see e.g. Mac Low & Klessen 2004 or McKee & Ostriker 2007).

Several analytical theories which describe the effects of supersonic turbulence on the mass function of dense prestellar cores (the core mass function, or CMF) have been developed (for a comprehensive overview see e.g. Offner et al. 2014; Krumholz 2014 or Klessen & Glover 2014). If one assumes a simple mapping from the CMF to the IMF, as suggested e.g. by the similar shape of the two functions (see e.g. Alves, Lombardi & Lada 2007; André et al. 2010), then these theories also yield predictions for the IMF. For example, Padoan & Nordlund (2002) assume star formation to take place in the dense sheets and filaments formed by interacting shocks. They assume that the gas is isothermal and that the turbulence is supersonic, with a power spectrum \( E(k) \propto k^{-\beta} \) with \( \beta = 2 \). In this case, they argue that the mass spectrum of the collapsing dense cores for which the gravitational energy exceeds the thermal energy is given by the distribution:

\[
N(m) \propto m^{-3(1/4-\beta)} \int_0^m p(m_1) \, dm_1 \, \log m,
\]

where \( p(m_1) \) is the probability distribution for the local Jeans mass. Since \( m_1 \propto T^3/\rho^{3/2} \) and \( T \) is constant in an isothermal gas, \( p(m_1) \) is directly related to the density probability distribution function (PDF). Previous simulations have shown that in isothermal, supersonically turbulent gas this is lognormal (see e.g. Padoan, Nordlund & Jones 1997; Klessen 2000; Ostriker, Stone & Gammie 2001; Li, Klessen & Mac Low 2003; Federrath, Klessen & Schmidt 2008; Federrath et al. 2010), and that the variance of the logarithmic density contrast \( s = \ln(\rho/\rho_0) \) scales as (Molina et al. 2012)

\[
\sigma_s^2 = \ln \left[ 1 + b^2 \mathcal{M}^2 - \frac{\beta}{\beta + 1} \right],
\]

where \( 1/3 < b < 1 \) is a parameter related to the mix of solenoidal and compressive modes in the turbulent velocity field (Federrath et al. 2008, 2010), \( \mathcal{M} \) is the rms Mach number and \( \beta = p_{th}/p_{max} \) is the mean ratio of the thermal and magnetic pressures in the gas. Increasing the velocity dispersion of the gas broadens the density distribution and hence also the probability distribution for \( m_1 \). It therefore leads to an increase in the number of low-mass objects forming in the cloud (see e.g. fig. 1 in Padoan & Nordlund 2002).

The Press & Schechter (1974) formalism, originally developed to describe the mass function of collapsing dark matter haloes, and first used to describe star formation processes in Intutsuka (2001), is the starting point for Hennebelle & Chabrier (2008), who derive an analytical expression for the distribution of the collapsing dense cores in a turbulent gas, leading to the CMF/IMF. In contrast with Padoan & Nordlund (2002), reaching a pre-determined density threshold is not enough to ensure gravitational collapse in the Hennebelle & Chabrier (2008) model, since thermal and turbulent support on the scale of the dense cores play an important role. Taking all these aspects into account, Hennebelle & Chabrier (2008) derive the following equation for the distribution of collapsing cores:

\[
N(\tilde{M}) = 2N_0 \frac{1}{\tilde{R}^6} \frac{1}{1 + (1 - \eta)\mathcal{M}^2_v \tilde{R}^{2n}}
\]

\[
\times \left( \frac{M}{\tilde{R}^3} \right)^A \exp \left( -\frac{\sigma_s^2}{8} \right),
\]

where

\[
A = -\frac{3}{2} + \frac{\sigma_s^2}{2} \ln \left( \frac{\tilde{M}}{\tilde{R}^3} \right),
\]

and where \( \tilde{M} \) is the mass of the core in units of the mean Jeans mass of the cloud, \( \tilde{R} \) is the size of the cloud in units of the mean Jeans length, \( \eta \) is the power-law slope of the linewidth–size relationship, \( N_0 = \tilde{\rho}/M_0^{1/3} \) where \( \tilde{\rho} \) is the mean density of the cloud and \( M_0^{1/3} \) is the mean Jeans mass.

Equation (4) depends on the Mach number of the turbulence in two ways: explicitly via \( \mathcal{M}_s \), the Mach number at the scale of a Jeans length, and implicitly via \( \sigma_s \), which as we have already seen depends on the Mach number on the scale of the entire cloud \( \mathcal{M}_s \). While \( \mathcal{M}_s \) increases with decreasing density, \( \mathcal{M}_s \) increases with increasing size of the cloud due to Larson’s scaling relations (Larson 1981). For the sake of our study, we are interested in the behaviour of the protostellar mass distribution for the case in which both the density and the size of the cloud are constant but the velocity dispersion increases. This corresponds to varying both \( \mathcal{M}_s \) and \( \mathcal{M}_s \) but keeping their ratio fixed. In this case, increasing \( \mathcal{M}_s \) leads to a shift of the peak of the IMF towards lower masses (see fig. 3 in Hennebelle & Chabrier 2008). This theory was further developed in Hennebelle
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& Chabrier (2009) allowing for a non-isothermal gas. Furthermore, exploring more extreme conditions for star formation, e.g. in the progenitors of ETGs, Chabrier, Hennebelle & Charlot (2014) found that their theory predicts a shift of the IMF towards low masses for highly turbulent, high-density environments.

Hopkins (2012) noted that the results obtained in Hennebelle & Chabrier (2008) do not take into account that a gas cloud can be bound on several different scales, i.e. gas which is bound on a scale $R$ can still fragment into several other bound objects, and so on and so forth. The so-called first crossing distribution is the mass spectrum at the largest scale at which the gas is bound, representing giant molecular clouds. The IMF would then be described by the last crossing distribution. For the position of the CMF/IMF peak, Hopkins (2012) derives the following equation:

$$M_{\text{peak}} \approx \left( \frac{4\sqrt{2}\pi}{3} \right) \mathcal{M}_h^{-2\gamma/(p-1)} M_0^p,$$

(6)

where $p$ is the exponent of the turbulent velocity spectrum, $\mathcal{M}_h$ is the Mach number measured on large scales, and $M_0$ is the mass of the star-forming cloud. Equation (6) again confirms the trend of a decreasing turn-over mass with increasing Mach number (see fig. 3 in Hopkins 2012).

Despite their different approaches, all of these theories study star formation in an isothermal gas under the influence of turbulence, self-gravity and a magnetic field and they all come to the conclusion that increasing the velocity dispersion of the gas, while keeping the size and the initial density of the cloud fixed, leads to more fragmentation and thus to the formation of smaller dense cores, producing a shift of the CMF peak towards lower masses. If the CMF and the IMF are self-similar, the same result also holds for the mass distribution of stars, although this assumption has been strongly debated in the literature. Indeed, it has been claimed that dense cores might fragment into numerous single stars, rather than one, or that they might not collapse at all (see e.g. Goodwin, Whitworth & Ward-Thompson 2004a,b, 2006; Clark & Bonnell 2005; Holman et al. 2013; Klessen & Glover 2014 and references therein). In particular, Clark, Klessen & Bonnell (2007) suggests that due to the linear correlation between free-fall time and Jeans mass, in a given time many more low-mass than high-mass stars should form (the so-called time-scale problem), thus leading to a more bottom-heavy shape for the IMF in comparison to the CMF.

More recently, Hopkins (2013), Guszejnov & Hopkins (2015) and Guszejnov & Hopkins (2016) extended the theory of Hopkins (2012) first allowing Equation Of State (EOS) different than isothermal and later developing a semi-analytical treatment that allows them to follow the fragmentation of the gas from the scale of giant molecular clouds to that of protostellar objects (see Guszejnov & Hopkins 2016). Since in our simulations the EOS of the gas is isothermal in the regime in which we can resolve the self-gravitating gas, we will refer, when discussing our results, only to the analytical theories introduced in the beginning of this section. In order to compare to the results of Guszejnov & Hopkins (2016), further numerical experiments would be needed that study the effect of varying EOS on the shape of the IMF.

Other interesting results were obtained by Federrath & Klessen (2012) and Federrath (2013), who summarize and extend the work by Krumholz & McKee (2005), Padoan & Nordlund (2011) and Hennebelle & Chabrier (2011) about the star formation rate (SFR) in a magnetoturbulent environment. They come to the conclusion that, given a system in virial equilibrium, the parameter having the most significant influence on the SFR is the supersonic Mach number, with an increase of the Mach number yielding an enhancement in the SFR of the cloud.

1.3 This study

The purpose of this work is to run smoothed particle hydrodynamics (SPH) simulations characterized by different levels of turbulence, in order to investigate the influence of variations of the Mach number on the IMF and to test the predictions of the analytical theories presented above. In Section 2, we explain the methods used to conduct our study. Section 3 presents the results of our simulations, which are then discussed in Section 4. In Section 5, we list a few important caveats. Finally, in Section 6 we list the conclusions that we derive from our investigation.

2 METHODS

In this work, we present the results of a set of numerical simulations that we perform using the SPH code GADGET 2 (Springel 2005). In the first set of simulations, sampling the low-density regime, we simulate part of a dense molecular cloud in the form of a periodic box of 10 pc in length, with a particle number density of 100 $\text{cm}^{-3}$ and solar metallicity (mean molecular weight $\mu = 2.33$), corresponding to a total mass of $5750\, M_\odot$. We choose these parameters to match the conditions in nearby star-forming regions (see e.g. Bergin & Tafalla 2007). Using the equation from Bate & Burkert (1997):

$$m_{\text{res}} = \frac{M_{\text{box}}}{N} \times N_{\text{neigh}},$$

(7)

where $M_{\text{box}}$ is the total mass of the box and $N_{\text{neigh}} = 57$ the number of neighbours used to compute the smoothing length of each SPH particle, we are able to calculate the mass resolution of the simulations. The total number of SPH particles contained in the box is $N = 271^3 = 19902511$, and so $m_{\text{res}} \approx 0.03\, M_\odot$. In the second set of simulations, sampling the high-density regime, we keep the number of particles constant, but we shrink the box to a size of 3 pc and a mass of $\sim 516\, M_\odot$, corresponding to a mass resolution of $m_{\text{res}} \approx 0.003\, M_\odot$ (the key parameters for the different runs are summarized in Table 1).

2.1 The equation of state

The mass resolution $m_{\text{res}}$ presented in the previous paragraph is one of the key parameters in our simulations. As argued by Bate & Burkert (1997), the local Jeans mass in SPH simulations should never be allowed to fall below the mass resolution, in order to ensure the correct fragmentation behaviour of the gas. We therefore adopt an EOS similar to the one presented in Bate, Bonnell & Bromm (2003). It is isothermal at low densities, with a temperature $T = 10\, \text{K}$, but becomes polytropic at densities higher than the resolution density $\rho_{\text{res}}$:

$$T \propto \rho^{-1}$$

with

$$\gamma = 1 \quad \rho \leq \rho_{\text{res}},$$

$$\gamma = 1.4 \quad \rho > \rho_{\text{res}}.$$
2.2 Sink particles

In GADGET 2, the size of the computational time steps depends on the smoothing length of the SPH particles which, in turn, is a function of their density. Thus, when the gas collapses and the density increases, the time steps become shorter and the code becomes increasingly slower. It is therefore impossible to follow the collapse of gas to protostellar densities while also following the large-scale evolution of the cloud for an extended period. To avoid this problem and to allow us to follow the evolution of the cloud over multiple dynamical times, we insert ‘sink’ particles (as originally introduced by Bate, Bonnell & Price 1995) in place of the SPH particles whose density exceeds a fixed critical value, using the implementation of Jappsen et al. (2005). We choose the critical density to be two orders of magnitude higher than the resolution density, which yields \( \rho_{\text{crit}} = 1.6 \times 10^{-14} \text{ g cm}^{-3} \) for the low-density regime and \( \rho_{\text{crit}} = 1.6 \times 10^{-12} \text{ g cm}^{-3} \) for the high-density regime.

A sink particle is created from a given SPH particle with \( \rho > \rho_{\text{crit}} \) and smoothing length \( h_{\text{crit}} \) smaller than the Jeans length at \( \rho_{\text{crit}} \). The sink immediately accretes all the SPH particles lying within a sphere of radius \( h_{\text{crit}} \), inheriting their total mass and momentum. The formation of a sink particle, though, is not immediate. The candidate particles must fulfill several criteria: the central particle must have a smoothing length \( h < h_{\text{crit}} \), while the companions, in order to be accreted, must lie on the same integralational time step, be bound, have negative \( \nabla \cdot \mathbf{v} \) and \( \nabla \cdot \mathbf{a} \) and the closest sink particle must be at a distance larger than \( h_{\text{crit}} \).

After their creation, the sinks can interact with SPH particles and other sinks only gravitationally. The accretion of further SPH particles is regulated by two further parameters, the inner and outer accretion radii, \( r_a \) and \( r_{out} \). If an SPH particle is closer to a sink than \( r_{min} \), it is gravitationally bound to it, and is more bound to it than to any other sink, then it gets accreted by that sink. When an SPH particle lies within \( r_{min} \approx 100 \text{ au} \) of the nearest sink, it is automatically accreted by that sink without any further tests.

If we were to follow the evolution of the gas down to the opacity limit, the gas from which sink particles form in the low-density regime would be likely to form an accretion disc around a central object that would then fragment further into multiple stellar systems. Thus, when talking about sinks in the low-density regime we refer to dense regions that would probably collapse into small stellar clusters. In the simulations with a higher mass resolution, we can follow the collapse of the gas to much higher densities, and we observe the formation and fragmentation of accretion discs as described above. Consequently the units represented by the sink particles in the high-density regime can reasonably be interpreted as protostellar objects, as the resolution density and hence the limit for fragmentation is only one order of magnitude lower than the opacity limit. In both cases we refer to the sink particles mass function as system mass function. We will discuss this issue in more detail in Section 3.2.

2.3 Driven turbulence

We aim to study the influence of supersonic turbulence on the star formation process. In nature, turbulence observed in molecular clouds can be driven in numerous ways, such as supernovae explosions, stellar winds, the shear of the galactic disc, etc. and naturally decays in the period between two consecutive driving events (see e.g. Mac Low & Klessen 2004; Klessen & Glover 2014). For our numerical experiment, we decided to drive turbulence periodically on large scales (of the order of the box size). The SPH particles are distributed on a three-dimensional particle grid filling the box and are interpolated with a random velocity field at regular time intervals.

The turbulence field is created in Fourier space as a random velocity field whose power spectrum is characterized by a top-hat function \( P(k) \propto k^\alpha \) with \( \alpha = 0 \) and \( k = L/\lambda \), ranging from 1 to 2, where \( L \) is the size of the box, \( \lambda \) is the driving wavelength and \( k \) a dimensionless wavenumber. Our choice therefore corresponds to large-scale driving. Further details concerning the construction of the velocity field and the numerical implementation of this method in an SPH simulation can be found in Mac Low et al. (1998) and Klessen, Heitsch & Mac Low (2000). In Mac Low (1999), it was shown that the turbulent kinetic energy in a supersonically turbulent cloud decays with time as

\[
\dot{E}_{\text{kin}} = -\eta_e m \bar{v}_{\text{rms}}^3, \tag{10}
\]

where \( \eta_e = 0.21/\pi \) is a constant, \( m \) is the mass of the cloud, \( \bar{v}_{\text{rms}} \) is the root mean square turbulent velocity and \( \bar{v} = (2\pi/L)\tilde{v} \) is the dimensionless driving wavenumber. Thus, after every time interval \( \Delta t \) (which was chosen to be equal to a tenth of the free fall time, i.e. \( \Delta t = t_{ff}/10 \)) an amount of kinetic energy equal to \( \dot{E}_{\text{kin}} \Delta t \) is injected into the box. In each simulation, this process is repeated in the absence of self-gravity until the mean kinetic energy reaches a steady state. Afterwards, the gravitational force is switched on, but
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Table 1. Key parameters for the different runs.

| Box size (pc) | Mass (M⊙) | Particle number | Mass resolution (M⊙) | \( \mathcal{M} \) | SFE (per cent) | Number of sinks | Simulation time (Myr) |
|--------------|------------|-----------------|----------------------|----------------|---------------|-------------------|-----------------------|
| 10           | 5750       | 19 902 511      | 0.029                | 1              | 8.84          | 327               | 89.5                  |
| 10           | 5750       | 19 902 511      | 0.029                | 5              | 9.03          | 378               | 12.5                  |
| 10           | 5750       | 19 902 511      | 0.029                | 10             | 8.93          | 366               | 6.4                   |
| 10           | 5750       | 19 902 511      | 0.029                | 15             | 8.81          | 278               | 7.9                   |
| 10           | 5750       | 19 902 511      | 0.029                | 20             | 8.82          | 299               | 7.2                   |
| 3            | 516        | 19 902 511      | 0.0026               | 5.5            | 4.89          | 120               | 4.68                  |
| 3            | 516        | 19 902 511      | 0.0026               | 8              | 4.88          | 84                | 4.53                  |
| 3            | 516        | 19 902 511      | 0.0026               | 11             | 4.85          | 123               | 4.04                  |
the kinetic energy is still injected at fixed time intervals in order to keep the Mach number approximately constant.

3 RESULTS

We run simulations characterized by several different Mach numbers $\mathcal{M} = v_{\text{run}}/c_s$, where $c_s$ is the sound speed, in order to determine the effect of variations in the turbulent state of a molecular cloud on star formation and especially on the mass distribution of the stars that form. The simulations in the low-density regime were stopped when a star formation efficiency (SFE) of $\sim 8$–$10$ per cent is reached, which is consistent with observations of star-forming molecular clouds (see e.g. Mac Low & Klessen 2004; McKee & Ostriker 2007; Klessen & Glover 2014).

3.1 Low-density regime

We begin by running a set of simulations with the initial conditions described in Section 2. The Mach numbers $\mathcal{M} = 1, 5, 10, 15, 20$ characterizing the different runs are chosen within the ranges indicated by observational data (see e.g. Bergin & Tafalla 2007). Fig. 1 shows the final snapshot of each simulation. It is interesting to observe that the gas structure seems to become progressively more ‘washed out’ as we increase the Mach number of the simulation. The well-defined filaments that can be seen in the simulations with $\mathcal{M} = 1, 5$ tend to get disrupted as we increase the velocity dispersion of the gas. Also the clustering behaviour of the sink particles produced in the different runs decreases as the velocity dispersion of the gas increases.

The simulations presented here are very expensive in terms of computational resources and time. For each of the runs, 128 CPUs were employed for several weeks, and so we are restricted to only a handful of simulations. To characterize the statistical significance of our results, we perform a bootstrapping analysis. We resample the masses of the sink particles in each simulation 10 000 times, and each time calculating mean and median mass of the distribution. In the end, we compute the mean and standard deviation for both quantities. The results are shown in Fig. 2: in the left-hand panel the mean and median (indicating the location of the peak of the IMF) of the mass distributions and their errors are plotted as a function of the corresponding Mach number, while in the right-hand panel the distributions are shown in the form of cumulative IMFs. We observe that increasing the Mach number leads to a shift of the peak of the mass distribution at the end of the run towards higher masses. Taking into account the error ranges, this does not agree with the expectations of analytic theories which, we recall, predict an increasing amount of mass included into low-mass stars when increasing the velocity dispersion of the gas (see discussion in Section 1.2).

Before we discuss the physics that may explain this trend, we first need to address another issue that is evident from the plots: none of the mass functions look like the ‘classical’ IMF. Instead, all of them have a very small fraction of the total stellar mass contained in low-mass stars (see Fig. 2, right-hand panel), resulting in the IMFs being systematically too ‘flat’ (i.e. too top-heavy). Regardless of the details of the relationship between the strength of the turbulence and the shape of the protostellar mass distribution, if it is not possible for our simulations to reproduce the IMF observed in the solar vicinity for any choice of turbulent initial conditions, we must be missing something important about the physics underlying the process of star formation. We will address this in the next section.

3.2 High-density regime

As we have already pointed out, the ‘flatness’ of the mass distributions arising from the first set of simulations is systematic. Thus, before proceeding we must investigate the origin of this effect.

In Section 2, we discussed how we artificially prevent fragmentation from occurring at densities higher than the maximum resolvable density $\rho_{\text{res}}$, in order to ensure that any fragmentation that we see is physical rather than numerical in nature. Similar behaviour occurs in nature once the gas becomes optically thick, but in our first set of simulations, $\rho_{\text{res}} \sim 3$ orders of magnitude smaller than the actual density at which the gas becomes optically thick, $\rho_{\text{thick}}$. In these simulations, we therefore suppress any fragmentation occurring in gas with densities in the range $\rho_{\text{thick}} < \rho < \rho_{\text{res}}$. Since the Jeans mass in this regime is very small ($m_1 < m_{\text{res}} \simeq 0.03 M_\odot$), it is possible that this is responsible for the fact that our simulations underproduce low-mass stars, regardless of our choice of $\mathcal{M}$.

Ideally, this hypothesis could be tested by repeating the simulations with a higher mass resolution, thus catching the behaviour of the gas both on large (low density) and on small scales (high density). Maintaining the same initial conditions as described in Section 2, but increasing the mass resolution e.g. by a factor of 10 would imply an increase in the number of SPH particles by the same factor, i.e. from $\sim 2 \times 10^6$ to $\sim 2 \times 10^7$. Unfortunately, the computational effort required to carry out star formation simulations of this size for the desired number of dynamical times is too large to be practical given our current resources, meaning that another solution must be found. Therefore, rather than increasing the number of SPH particles, we keep it fixed and instead shrink the box to a size compatible with the mass resolution we want to reach. To this purpose, we use Larson’s relations (Larson 1981) to ‘zoom’ into a region within our clouds.

The new box has mass $516 M_\odot$ and size $3$ pc, resulting in a mass resolution $m_{\text{res}} = 0.0026 M_\odot$. The ‘knee’ of the EOS (i.e. the point at which it steepens) is consequently shifted to a much higher density ($\rho_{\text{res}} = 1.6 \times 10^{-14} \text{ cm}^{-3}$, only one order of magnitude below the opacity limit). Consistency with Larson’s relations also requires us to adjust the Mach numbers used in the simulation, so that the velocity dispersion on the scale of the box in each of our simulations in the high-density regime remains the same as the velocity dispersion on a scale of $3$ pc in the corresponding simulation in the low-density regime. We therefore carry out simulations using $\mathcal{M}_{\text{new}} = 5.5, 8, 11$ corresponding to the previous $\mathcal{M}_{\text{old}} = 10, 15, 20$. Since the higher mass resolution of the simulations results also in a shift in the critical density for sink formation towards higher densities, the computational time steps become smaller. In addition, allowing fragmentation down to smaller masses considerably slows down the process of star formation and accretion. For these reasons we decided to run this set of simulations only until an SFE of $\sim 5$ per cent is reached.

The results of this new set of simulations are shown in Fig. 3, again analysed with the same method as described in Section 3.1. This time, all the resulting IMFs lie within a small range around the curve represented by the Chabrier IMF. Indeed, the run with the lowest Mach number actually produces an even higher number of brown dwarfs than predicted by the Chabrier IMF. This confirms that the systematical lack of low-mass objects obtained with the simulations at lower mass resolution was simply due to the artificially low critical density that we imposed for numerical reasons. Increasing the mass resolution allows us to increase the critical density, permitting the gas to fragment on smaller scales and opening up a new star formation regime.
Figure 1. Snapshots showing the distribution of gas and sink particles at the end of the simulations with lower mass resolution, when a total mass of $\sim 500 M_\odot$ is contained in protostellar objects. From left to right and from top to bottom $M = 1, 5, 10, 15, 20$ and $t \approx 89.5, 12.5, 6.4, 7.9, 7.2$ Myr. The filaments and structures of the gas that can be seen e.g. at $M = 1, 5$ tend to be ‘washed out’ when going to higher Mach numbers. Also the clustering of protostellar objects seems to be hindered by the increasingly high turbulence of the gas.
Dense gas that would have collapsed into a single protostellar object in the low-density regime can now build an accretion disc that will fragment into many protostellar objects (see e.g. Bonnell & Bate 1994; Bate & Bonnell 1997; Bate et al. 2003; Meru & Bate 2012; Offner et al. 2014). Fig. 4 illustrates this effect with a series of consecutive snapshots of a fragmenting accretion disc. The central region of this disc has roughly the size of the accretion radius used in the simulations with lower mass resolution, and would have consequently been substituted by a single sink particle. In the new set of simulations the disc can be resolved and fragmentation can take place.

The considerable time that elapses between two consecutive snapshots (~3700 yr) does not allow us to state with certainty if low-mass objects form exclusively through disc fragmentation, or if they also form in isolation. Studying the snapshots in which low-mass sinks appear for the first time we found some of them lying at large distances from the nearest high-mass object. However, the distances and velocities of the sinks are compatible with them having formed via disc fragmentation and subsequently been dynamically ejected from the system. This aspect should be better investigated by shortening the time between snapshots, in order to follow the formation of the low-mass objects and the evolution of their hosting systems with more accuracy, but this goes beyond the scope of this work.

We have shown that by increasing the mass resolution of the simulations we can recover the shape of the IMF observed in the solar neighbourhood. However, we also find that in this new set of simulations, the response of the IMF to changes in the velocity dispersion is different from the behaviour in the low-density regime. In the first set of simulations an increase in the velocity dispersion of the gas produces a shift of the mass distribution towards higher masses. On the other hand, in the new set of simulations, describing the high-density regime, there appears to be no clear relationship between the Mach number of the gas and the resulting IMF (consistent e.g. with the observational results of Palau et al. 2015). Importantly, in neither set of simulations do we see any evidence for the shift to lower masses with increasing velocity dispersion predicted by the analytical models discussed in Section 1.2. We discuss a possible explanation for these results in the next section.

4 DISCUSSION

The purpose of our study is to test with numerical experiments the analytic theories presented in Section 1.2 and their predictions about the effect of turbulent fragmentation of the shape of the CMF/IMF. It is probably useful at this point to recall that Padoan & Nordlund (2002), as well as Hennebelle & Chabrier (2008) and Hopkins (2012) assume an isothermal EOS at all densities. Besides, their results refer to the CMF, the mass distribution of the dense cores forming under the effect of turbulence and gravity, rather than to the IMF. The same predictions would hold also for a protostellar
Figure 4. Consecutive snapshots showing the fragmentation and collapse of an accretion disc and consequent expulsion of low-mass objects from a multiple system in the high-density regime with $M = 8$ (ordered from left to right and top to bottom). In the runs with lower mass resolution the accretion radius of a sink particle is equal to $\sim 100$ au ($\sim 10$ au in the present run), which would cover most of the densest region in the top-left panel. In the low-density regime, such a dense core would have collapsed to form a single sink particle and accreted the surrounding gas.
mass distribution if CMF and IMF are self-similar (see e.g. Alves et al. 2007; Simpson, Nutter & Ward-Thompson 2008).

We also recall that in the runs with lower mass resolution, despite the possibility of capturing low Jeans mass fragmentation at least partially \(m_{\text{res}} \sim 0.03 \, M_\odot\), increasing the velocity dispersion of the gas seems to suppress the formation of low-mass objects. This results in a shift of the protostellar mass distribution towards higher masses, contrary to what is predicted by analytic theories. In the higher mass resolution simulations, on the other hand, we see no clear trend relating the protostellar mass function to the Mach number of the turbulence – we neither see the shift to high masses found at low resolution nor the shift to low masses predicted by theory. We therefore have two important questions to answer: why do our low-resolution and high-resolution simulations behave differently? And why do our results fail to agree with the theoretical models?

The first of these questions is relatively simple to answer. As we have already mentioned, increasing the mass resolution of the simulation allows us to capture much more of the small-scale fragmentation that is missed in the low-resolution runs. Specifically, it allows us to follow the formation and fragmentation of protostellar discs that would have collapsed to a single sink particle in the low-resolution simulations, as shown in Fig. 4, thus populating the low-mass end of the IMF.

Disc fragmentation also provides a simple answer to the question of why our results differ from the theoretical predictions in the case of our high-resolution runs. All of the theoretical models discussed in Section 1.2 assume that turbulence plays the dominant role in generating the density structure of the gas and that the only forces resisting gravitational collapse are thermal pressure and turbulent pressure. However, these assumptions break down on the scale of individual protostellar accretion discs, where angular momentum plays a dominant role in structuring the gas and supporting it against collapse. It is therefore not surprising that the theoretical models do not properly represent the behaviour of the gas in this regime.

Additional proof of the importance of the EOS in shaping the system mass function is given by Fig. 5. It shows the results of a test simulation in which the initial conditions for the box (size, density, number of SPH particles) were chosen to be equal to those of the runs in the low-density regime, but the knee of the EOS was shifted to an even lower density of \(10^{-17} \, \text{g cm}^{-3}\). We ran this test with a Mach number of \(M = 20\) and compared the results with those from the simulation with identical Mach number in the low-density regime. The comparison confirms the conclusions derived above: the position of the knee of the EOS is crucial in determining the characteristic peak of the system mass function (see also Larson 1985, 2005; Jappsen et al. 2005).

There remains the question of why our simulations in the low-density regime find that the peak of the IMF shifts to higher masses with increasing turbulent velocity dispersion when the theoretical models predict the opposite. In this case, disc fragmentation does not operate in the simulations, and so we need to look for another way in which to explain the discrepancy. In Fig. 6, we plot the density PDF of the SPH particles for the runs with lower mass resolution and characterized by different Mach numbers together with the EOS described in Section 2.1. The PDFs represent only the effects of turbulence on the gas, since they are taken from the last snapshot before we switch on self-gravity. All of the distributions peak at approximately the same density, \(\rho \sim 10^{-21} \, \text{g cm}^{-3}\), which is five orders of magnitude lower than \(\rho_{\text{crit}}\) and seven orders of magnitude lower than the critical density for sink formation.

This means that in our simulations, turbulence alone cannot compress the gas up to densities that would immediately lead to sink formation. All of the work needed to make the gas collapse into protostellar objects is done by gravity and the properties of the dense cores produced by the turbulence therefore do not necessarily correlate well with the IMF that we observe at the end of the runs. In particular, the fact that turbulence tends to form denser cores, with lower Jeans masses, in runs with higher Mach numbers does not imply that these denser cores will form lower mass stars, since the difference in densities is small compared to the difference between these densities and \(\rho_{\text{crit}}\). Instead, a different effect appears to dominate as we increase the Mach number: it becomes increasingly easy to disrupt low-mass cores before they can collapse, and so the stars that form increasingly do so in high-mass cores (see also Klessen et al. 2000; Heitsch, Mac Low & Klessen 2001, who make a similar argument).

Fig. 7 shows the virial parameter \(\eta\):

\[
\eta = \frac{2(E_{\text{kin}} + E_{\text{th}})}{E_{\text{pot}}},
\]

as a function of the density bin for different Mach numbers. In particular, we analyse the last snapshot before the creation of the first sink, since we are interested in the behaviour of the gas during gravitational collapse. In each density bin we randomly choose 100 test particles for which we calculate the thermal, potential and
kinetic energy with respect to the gas enclosed in, respectively, one and two Jeans radii. In Fig. 7 the average over the 100 test particles for each bin is plotted. Despite the large scatter represented by the error bars (enhanced by the logarithmic scale), it is evident that as we increase the velocity dispersion of the gas, dense cores become less and less bound. It is important to note that this is true not only for densities close to the mean cloud density, but also at the much lower densities due to the low kinetic energies, for higher Mach numbers, dense cores more difficult.

As a consequence, it becomes increasingly difficult for protostellar objects (especially the less massive ones) to collapse further and form sink particles. While in the case of low Mach numbers ($M = 1$–$5$) the gas is bound almost over the entire range of densities due to the low kinetic energies, for higher Mach numbers, as expected, the gas is unbound at low densities and the ratio of kinetic to thermal and potential energy tends to decrease with density when the gas is about to collapse into a protostellar object. The gas being mostly unbound over the entire density range in simulations characterized by high Mach numbers renders the collapse of dense cores more difficult.

Furthermore, shock waves travel faster in simulations with higher Mach number, and thus every point in space is hit by a shock front at smaller time intervals compared to simulations with lower velocity dispersion. The encounter between a dense core and a shock wave frequently leads to the disruption of the core and thus prevents the collapse and formation of protostellar objects. In particular, the number of low-mass stars originating from small cores with low potential energies (that need a longer time to reach a density high enough for collapse) decreases, thus leading to a top-heavy IMF as we observe in Fig. 2.

To summarize: increasing the Mach number of the turbulent flow leads to the mass distribution of the gravitationally bound dense cores shifting to higher masses, simply because in these conditions, more massive cores are more likely to be gravitationally bound. In the low-density regime, fragmentation within these cores is suppressed and so the result is that the IMF also shifts towards higher masses. In the high-density regime, on the other hand, many of these cores fragment, reaching a state in which self-gravity dominates the local dynamical evolution of the fragments and causing the details of the initial conditions (in this case, the large-scale turbulent velocity field) to be rapidly forgotten (see e.g. the discussions in Klessen & Burkert 2000; Klessen 2001; Mac Low & Klessen 2004; Bate & Bonnell 2005; Clark & Bonnell 2005; Offner et al. 2014). In particular, disc fragmentation appears to become the dominant production mechanism for low-mass stars in this scenario, implying that theoretical models that do not account for its effects will be unable to produce the correct behaviour for the IMF.

It should be stressed that the results from our high-density regime are very similar to those from other authors, who have employed different numerical codes/techniques. For example, our results are very similar to those of Bate (2009a), who uses a higher resolution than we adopt here. Also Delgado-Donate, Clarke & Bate (2004) and Girichidis et al. (2011) concluded that other factors than turbulence parameters play an important role in shaping the properties of the emerging sink particle mass functions.

5 CAVEATS

Our simulations do not account for the radiative feedback of newly formed stars on the surrounding gas and therefore may overestimate the amount of disc fragmentation that actually occurs. Whether or not this is the case is a matter of ongoing debate. Bate (2009a) has shown that simulations not including radiative feedback tend to overestimate the production of brown dwarfs. Including radiative feedback in subsequent simulations (Bate 2009b, 2012), thus heating up the gas of the accretion discs, suppresses fragmentation and reproduces the observed IMF fairly well. Other simulations including radiative feedback alone, e.g. Krumholz, Klein & McKee (2012), result in top-heavy mass distributions together with SFRs that are higher than observed. However, this result depends on the detailed numerical implementation of the process (e.g. Kuiper et al. 2011), and is subject of ongoing debate (see also Peters et al. 2010a,b). Including further physical processes, such as protostellar winds and driven turbulence in concert with radiative feedback appears to improve the situation (see Krumholz et al. 2012; Federerath 2015). Furthermore, Stamatellos, Whitworth & Hubber (2012) claim that episodic accretion would allow the gas to cool down and to fragment between two bursts, while Lomax et al. (2014) find that, although the absence of feedback leads to an overproduction of brown dwarfs, the continuous presence of feedback does not allow the formation of enough brown dwarfs to reproduce a Chabrier or Korupa-like IMF. They also show that a scenario characterized by episodic accretion seems to reproduce observations.

We also note that fragmentation depends strongly on the thermodynamic properties of the gas, and hence on the effective equation of state that results from the balance between heating and cooling. In a cooling regime the gas reacts very strongly to pressure...
gradients. Turbulent compression can thus lead to large density contrasts which may become gravitationally unstable and collapse to form stars. If instead gas heats up when being compressed following $T \propto \rho^{\gamma-1}$ with $\gamma > 4/3$, the critical mass for gravitational collapse increases and so the resulting stars become more massive. The amount of fragmentation occurring during gravitational collapse thus strongly depends on the compressibility of the gas (Li et al. 2003). In real molecular clouds, the effective equation of state varies significantly as the gas density increases. At number densities below $n \sim 10^5$ cm$^{-3}$, the gas cools when being compressed by the emission of collisionally excited fine-structure or molecular lines (see e.g. Larson 1985, 2005; Glover & Clark 2012). At higher densities, the gas thermally couples to the dust and we expect that the temperature rises again with density (Banerjee, Pudritz & Anderson 2006). This behaviour sets a characteristic mass scale and defines the shape of the resulting IMF (see e.g. Jappsen et al. 2005).

Other physical processes that are missing from our simulations include magnetic fields and protostellar feedback in the form of winds and outflows. These processes are expected to reduce the SFR within the clouds (see e.g. Klessen et al. 2000; Heitsch et al. 2001; Krumholz et al. 2010; Wang et al. 2010; Krumholz, Klein & McKee 2011; Federrath 2015) but their influence on the IMF is not yet fully understood (see e.g. Peters et al. 2011). We also note that other parameters such as the initial density profile and the ratio of compressive against solenoidal modes characterizing the turbulent field can potentially influence the star formation process as well as the number of high- and low-mass stars forming, as shown e.g. in Girichidis et al. (2011, 2012a,b) and Lomax, Whitworth & Hubber (2015).

In addition, the results of our simulations show that the choice of the equation of state strongly influences the resulting mass distribution of the protostellar objects. In the case of the simulations in the low-density regime, the resolution density is $\sim 3$ orders of magnitudes lower than the opacity limit, as discussed in Section 2.1. Thus, the resulting mass distribution should be considered a system mass function resulting from the effect of turbulence and gravity on the gas, rather than an IMF. In the simulations in the high-density regime the resolution density is very similar to the opacity limit and thus reproduces more accurately, from this point of view, how fragmentation would proceed in nature. At densities lower than the resolution density we choose the EOS to be isothermal, not considering the cooling of collapsing gas at very low densities. Studying the effect of a varying EOS at low densities on the shape of the IMF should be investigated further in future studies.

6 CONCLUSIONS

We performed SPH simulations aimed at investigating the influence of supersonic turbulence on the mass spectrum of newly formed stars. In the case of simulations in the low-density regime, in which fragmentation is artificially suppressed at relatively low densities (compared with the real opacity limit), we find that the position of the peak in the protostellar mass function and the underlying Mach number are correlated: an increase in the velocity dispersion of the star-forming gas corresponds to a shift of the characteristic mass of the distribution towards higher masses. This is due to the progressively increasing ratio between kinetic and potential energy that makes the collapse of low-mass cores less likely in a highly turbulent environment. The trend shown by our results is not consistent with the prediction of existing analytic theories investigating the influence of turbulence on the CMF. We argue that this is because in highly turbulent clouds, the dense cores formed by the turbulence are often not able to collapse due to the high kinetic and thermal energy of the gas. In addition, under these conditions it is more likely that dense cores are disrupted prior to collapse by shock waves travelling fast through the box.

In conclusion, we show that the resulting mass function of sink particles is very sensitive to the density at which we set the ‘opacity limit’ in our EOS (i.e. the transition from an effective barotropic gamma of 1–1.4). This demonstrates that in our low-density clouds, the EOS is as important as the turbulence at controlling the mass function of sinks. More importantly, the density at which we set the opacity limit is still an order of magnitude less than the densities reached during the standard turbulent compression, even in the most extreme case of a Mach number of 20.

In the high-density regime, the results do not show any trend when increasing the Mach number of the gas. This implies that fragmentation on the scales of protostellar accretion discs is not affected by the large-scale dynamics of the turbulent field in the star-forming cloud.

In conclusion, our first set of simulations sample the low-density regime, in which turbulence is unable to shape the IMF in the same way as predicted by analytic theories, while the second set of simulations allow the gas to reach a higher density regime in which turbulence does not seem to influence the shape of the IMF at all.

It should be stressed however, that the simulations presented here are still unable to show full numerical convergence. Ideally, the results of our study could be tested by simulations that include both low- and high-density regimes at once and that allow the gas to reach the opacity limit, although this is currently beyond the state-of-the-art in computational resources. We argue that future analytic models for the IMF will have to address the physics of accretion discs and fragmentation more accurately in the future in order to correctly predict the shape of the IMF as a function of the environment.
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