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Abstract—Most of the existing semantic segmentation approaches with image-level class labels as supervision, highly rely on the initial class activation map (CAM) generated from the standard classification network. In this paper, a novel “Progressive Patch Learning” approach is proposed to improve the local details extraction of the classification, producing the CAM better covering the whole object rather than only the most discriminative regions as in CAMs obtained in conventional classification models.

“Patch Learning” destructs the feature maps into patches and independently processes each local patch in parallel before the final aggregation. Such a mechanism enforces the network to find weak information from the scattered discriminative local parts, achieving enhanced local details sensitivity. “Progressive Patch Learning” further extends the feature destruction and patch learning to multi-level granularities in a progressive manner. Cooperating with a multi-stage optimization strategy, such a “Progressive Patch Learning” mechanism implicitly provides the model with the feature extraction ability across different locality-granularities. As an alternative to the implicit multi-granularity progressive fusion approach, we additionally propose an explicit method to simultaneously fuse features from different granularities in a single model, further enhancing the CAM quality on the full object coverage. Our proposed method achieves outstanding performance on the PASCAL VOC 2012 dataset (e.g., with 69.6% mIoU on the test set), which surpasses most existing weakly supervised semantic segmentation methods.

Index Terms—Weakly supervised learning, semantic segmentation, patch learning, progressive learning.

I. INTRODUCTION

MAGE semantic segmentation is one of the fundamental tasks of computer vision which makes huge progress with the development of deep learning in recent years [1]–[3].
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However, training a segmentation network in a fully-supervised manner requires a large number of pixel-wise annotations which costs tremendous human-labor. To reduce the effort of human labeling, weakly-supervised semantic segmentation (WSSS) has been studied for years, and various types of weak annotations, e.g., image-level [4]–[9], scribbles [10], [11], point-level [12] and bounding box [13]–[15] labels, are considered in practice. Our work focuses on the most challenging one that only adopts image-level labels for WSSS. Compared to other types of weak labels, image-level labels can be obtained in a more convenient and free way, given the huge number of Internet images with image-level tags, and thus has great potential in practical use.

Most existing approaches follow the two-stage pipeline in WSSS, i.e., firstly obtaining initial class specific activation maps via image-level classification networks and refining the activation response masks to get pseudo annotation masks, and then training a segmentation network in a fully-supervised manner based on the generated pseudo labels. The Class Activation Map (CAM) [16] is widely utilized as the initial estimate of the pseudo ground truth masks. CAM is usually computed via a weighted sum over the feature maps in the last layer of the multi-label classification network. However, there exists an inherent mismatch between the image-level classification task and the demand for dense pixel-level pseudo mask labels for training a fully-supervised segmentation network. Highlighted regions in CAM usually focus on the most discriminative parts of the object and fail in capturing precise boundaries (see Fig. 1), and thus deviating from the requirement of the semantic segmentation task. To recover more complete object areas from the initial response map, existing approaches rely on various techniques, e.g., dilated convolutions [4], hide-and-seek strategy [6], [17], randomly dropping connections [18], and online accumulation strategy [19]. However, these approaches either perform complicated iterative training, or still struggle in balancing the recall of the foreground and the false-positives of the background. For example, [4] and [18] require unsupervised saliency cues to filter false-positive regions.

This paper tackles with the partial localization issue of CAM in a novel solution called “Progressive Patch Learning” (PPL). As image classification networks have strong high-level semantic representation learning ability, CAM at the last layer of a classification network typically attends only the most discriminative parts. To break up the global structure of an image and allow the model to explore the scattered discriminative local
details, this paper proposes a novel “Progressive Patch Learning” solution based on feature destruction operation. Specifically, feature maps at the deep layers which focus on global features are deliberately destructed into several patches, and each patch passes through the subsequent convolutional layers separately. Since high-level semantic features describing the whole object are broken down and absent to the classification network, the network has only access to the local features related to the low-level object parts. The lost of high-level global features makes it more difficult to make the correct classification given only a set of scattered object parts, and thus the model has to gather information from as many small patches as possible. Therefore more scattered small parts will contribute to the classification and get high activation response. In this way, the CAM would have more chances to cover the whole object.

Going one step further, we find that simply breaking up global features in a fixed layer into patches cannot produce optimal feature granularity for each object instance, as in the third and fourth columns of Fig. 1. As known, objects in different scales and semantic levels may require different trade-offs between local details and global structures. To achieve this goal, we propose a multi-level feature destruction approach called Progressive Patch Learning (PPL), which breaks up the features at different granularities into patches progressively and trains the classification network in a multi-stage manner. More specifically, our PPL method starts from the more stable finer granularities which capture more low-/mid-level information, and gradually move onto the coarser ones. At each training step, feature destruction is shifted to a higher network block, and only the currently destructed layers are updated while all the previous layers are fixed. Fixing the non-destructed layers effectively exploits locality-sensitive information from the last granularity learned at the previous training step, and allows the training to focus on the information at the current granularity. With the progressive multi-level patch learning mechanism, features at diverse granularities are implicitly fused progressively, providing model sensitivity on different locality-granularities and better coverage of different objects on CAM (see Fig. 1 fifth column).

Furthermore, we propose a more explicit multi-level granularity fusion approach based on the progressive patch learning. In such an alternative solution, the classification network with different feature destruction layer positions are shared and simultaneously trained, and their respective features are finally concatenated to generate the fused feature. Benefiting from the explicit feature fusion, better coverage of object instances on CAM is naturally achieved. Both the implicit and explicit versions of our approach are allowed to train the classification model end-to-end without using any extra information, e.g., pre-computed saliency map prior knowledge, or pre-computed superpixels such as [20], making it quite convenient to use in practice.

We conduct extensive experiments on PASCAL VOC 2012 dataset [21] to demonstrate the effectiveness of our approach, aiming to generate better initial CAMs to locate objects. As a result, our approach leads to an outstanding performance for the final WSSS results. Moreover, we perform extensive ablation studies and experimental analyses to show the intermediate benefits brought by our method, shedding light on the future works on this task.

Overall, the main contributions of this paper are summarized as follows.

1) We propose a novel patch learning method that processes each image feature patch in parallel with convolution blocks and then gathers them to produce the enhanced feature with a stronger sensitivity to local details, which alleviates the partial localization issue of the CAM approach.

2) We propose a novel training strategy where patch learning is performed from bottom to top layers progressively, implicitly enabling the model to learn local details at different granularities simultaneously.

3) We further propose an explicit multi-granularity fusion approach that trains a classification network which applies feature destruction at different positions of the network simultaneously, without multi-stage granularities fusion steps.

4) We present extensive experiments and analysis to validate the effectiveness of our approach. The proposed approach improves the quality of initial CAMs and obtains competitive WSSS performance.

II. RELATED WORK

In this section, we discuss approaches for WSSS adopting image-level labels. Due the tremendous need for pixel level image mask labeling, WSSS have been widely studied for semantic segmentation task. The WSSS task with image-level weak labels needs the least human annotation labor, but it only indicates the presence or the absence of objects in an image, resulting in an inferior segmentation performance when compared to the fully supervised counterparts. We describe the methods that focus on the initial CAM generation, refinement for the completeness of the pseudo ground truth masks and some related works that share similar operation with ours.
A. Initial CAM Generation for WSSS

Obtaining more complete target object discriminative regions is the most important technique in the subsequent refinement training stage or semantic segmentation model training with only image-level supervisions. Since providing reliable priors to specific real object localization in image, the technique of CAM [16] is widely utilized among the WSSS community to locate the discriminative object regions for classification prediction. CAM discovers the related discriminative regions with respect to each individual target class. CAM utilizes the contribution of each hidden unit in a neural network to the final classification score, allowing the hidden units which make large contributions to be identified. Meanwhile, it can only cover some parts of the target object leading to sparse and incomplete initial CAM seeds. Grad-CAM [22] is a generalization of the CAM that uses generalized weights to derive the score map, cooperating with dense gradients of the hidden units. Score-CAM [23] computes the weight of each activation map through its forward passing score instead of the gradient and its acceleration method Group-CAM [24] uses data-driven methods to generate CAM interpretation. Layer-CAM [25] uses diverse feature maps coming from different CNN layers to generate CAM maps. Differently, Zhang et al. [26] proposes Excitation Backprop method to back-propagate in the network through a hierarchical structure to find out the discriminative regions. Zhang et al. [27] proposes an algorithm that learns the distribution of spatially structural superpixel sets from image-level labels. And Zhang et al. [28] proposes a decoupled spatial neural attention network to generate pseudo-annotations by localizing the discriminative parts of the object region. Several approaches have been devoted to alleviating the incomplete seed problem via erasure strategy. AE-PSL [6] and SeeNet [29] erase the most discriminative target object regions and forces the network to identify other non-discriminative regions, to make CAM cover more different regions. Hide-and-Seek [17] hides the discriminative region of an object from the input image level, forcing the model to seek more non-discriminative parts. Some variants [30], [31] further propose an adversarial erasing method in an end-to-end training manner to progressively discover and expand target object discriminative regions. However, the expansion could also introduce the background regions, leading to inaccurate attention maps. Therefore, to refine the generated pseudo mask labels, saliency cues have been widely exploited to estimate the background regions [18], [32]–[34].

Recently, Ficklenet [18] performs stochastic feature selection at both training and inference phases, and aggregates them to obtain the initial CAM seed. SEAM [32] utilizes the equivalence of the ideal segmentation function for network learning, forces the network to learn consistent CAMs among different transformed input images. SC-CAM [33] adopts sub-category exploration to enhance feature representations and improve the initial response map via iterative clustering method. They all utilize the self-supervised learning mechanism. Zhou et al. [35] proposes two losses, selection loss and attention loss, to alleviate the problem that the generated pseudo image mask labels inherently involve much noisy. Sun et al. [36] and Fan et al. [34] capture information shared between several images by considering cross-image semantic similarities and differences. MDC [4] utilizes multiple convolutional layers with different dilation rates to expand the original activated regions in CAM. The recently proposed OAA [19] accumulates attention maps at different training epochs and introduces integral attention learning to acquire enhanced attention maps. However, OAA [19] may introduce undesired attention regions due to training instability in the early stage. LVW [37] proposes to enforce the model to learn local visual word labels, thus enabling CAM to cover more object extents. On the other hand, LVW proposes HSPP to aggregate multi-scale features and combine GAP and GMP for better object extent localization. More recently, some works study an end-to-end network for the joint training of classification and segmentation. For example, S-Stage [38] and RRM [39] explore an end-to-end training pipeline to save training time with the cost of lower segmentation performance.

Unlike complicated erasing strategies during network training or iterative update after inferring the initial CAM seed at the training step, our approach aims to equip the model with the ability to cover complete object regions via exploring local information by patch-level mining. Our approach also differs from DCSM [40] and MDC [4] not only in the way of controlling the receptive field, but also in how to aggregate the activation maps from different receptive fields into the final single map serving as the pseudo segmentation mask. Most of the mentioned works (e.g., DCSM [40] and MDC [4]) achieves this by explicit hand-crafted summation. In contrast, our implicit fusion version directly outputs a single CAM after the progressive training where features at diverse granularities are implicitly fused gradually. As such, the model is equipped with sensitivity on the details of different locality-granularities and the final single CAM has a better coverage of different objects.

B. Feature Response Refinement for WSSS

Another type of approaches aim to enlarge the very initial CAM seeds to cover more regions. Numerous approaches [5], [7]–[9], [20], [41], [42] refine the original parts by expanding the incomplete object regions in the activation map. SEC [8] uses three principles, i.e., seed, expand, and constrain, to refine CAMs, which is followed by many other works. MCOF [7] utilizes a bottom-up and top-down framework which alternatively expands object regions and optimizes the segmentation model. DSRG [9] dynamically updates the initial localization seed masks via applying a seeded region growing strategy during the training of the segmentation network. Other approaches are proposed via affinity learning. For example, AffinityNet [5] trains another network to learn the similarity between pixels, and obtains a transition matrix and multiplies with CAM map several times to expand respective response maps to propagate local response to the neighbors. IRNet [41] generates a transition matrix from the boundary of class activation map and finally applies this method to weakly-supervised instance segmentation. ICD [20] learns pixel affinity only to enhance feature representations for object estimation. BE [42] also explores object boundaries via an affinity learning to provide object
boundary constraint to refine the semantic segmentation output. Meanwhile, external saliency models [43], [44] are adopted to estimate background clues which implicitly introduces additional pixel-level annotation required for training such saliency models. Anti-Adv [45] utilizes an anti-adversarial manipulation method to expand the most discriminative regions in the initial CAMs to other non-discriminative regions. EDAM [46] uses self-attention layer to identify class specific attention maps via collaborative multi-attention training.

C. Patch-Based Learning

Recently, patching image into several partial tiles is widely used in self-supervised learning [47]–[51]. These methods destruct image into patches and apply contrastive learning to enforce network to cluster the same instances and push away the distinct instances. Meanwhile, such a training mechanism forces the network to focus more on local fine-grained features, enabling the network to learn more sophisticated local features and relationships among patches. Different from these methods, our method utilizes destruction learning in the feature level to deliberately damage the large receptive field to make the network mine more local non-discriminative features during optimizing the final classification task, and thus locate more complete target object regions.

III. PROPOSED METHOD

In this section, we present our proposed PPL approach which aims to improve the quality of the initial CAM seed of multi-label classification model, i.e., to cover more complete object regions. As shown in Fig. 2, our framework trains a classification network in a multi-stage manner. The model is trained from the finer granularities which capture more low-/mid-level information, and gradually moved onto coarser ones. At each training step, feature destruction is shifted to a higher network block, and only the currently destructed layers are updated while all the previous layers are fixed. Such a training strategy exploits locality-sensitive information from the last granularity learned at the previous training step, and allows the training to focus on the information of the current granularity. Finally, the CAM obtained in the last stage of training which attends discriminative regions across different granularities is utilized as the initial pseudo label.

We firstly describe our preliminary observation and the motivation of our approach in Section III-A, showing that our method could alleviate the issue of partial object localization for the naive CAM method. Secondly, we illustrate our proposed Patch Learning in Section III-B (including Patch Operation and Merge Operation). Thirdly, we present the implicit and explicit fusion strategies in Section III-C and Section III-D, respectively. Finally, we explain our initial CAM seed generation method in Section III-E and the final semantic segmentation model training scheme in Section III-F.

A. Observation

WSSS approaches usually train a multi-label classification network, and then use CAM methods to extract the last layer features to obtain the coarse segmentation label. However, due to the hierarchical structure of CNN model, it gradually focuses...
on the most discriminative object regions from bottom to top layers. The resulting low-quality CAM map usually hampers the following steps such as refinement or segmentation model training. We visualize some feature responses from different layers from the common classification (ResNet) model at Fig. 3 to demonstrate this phenomenon. As can be observed that when the network layer goes from low/mid-level to high-level layer blocks, the feature responses change from the stable low-level details to the high-level discriminative parts. This results from the evolving of both the semantic level and receptive field of network layers. Since top layers have larger receptive fields and higher levels of semantic information, they tend to choose the most informative regions for the classification among the large receptive input regions. Usually the most discriminative object regions captured by the network are sufficient to make the final correct category prediction, and the less discriminative ones are ignored. However, such partial object activation regions are not good enough for the dense pixel-wise semantic segmentation task without correct pixel-level supervisions. We thus propose a “Progressive Patching Learning” solution to address this issue.

Therefore, the key to address the partial localization issue of CAM is to constrain the receptive fields of top layers and thus break up the global structure of the learned object features in these layers. In this case, the network has to learn to aggregate finer local object cues to satisfy the classification task. Therefore, more complete object regions could be activated and the partial activation issue could be alleviated to provide better pseudo segmentation mask supervisions for the final semantic segmentation model training.

**B. Patch Learning**

Our proposed Patch Learning aims to destruct the global structure features highlighting only the discriminative object regions and forces the network to seek as more local small patches as possible. To this end, we design two operation modules as shown in Fig. 4 as P (Patch Operation) and M (Merge Operation). Specifically, given the input feature maps $F \in \mathbb{R}^{C_1 \times H \times W}$ obtained from a particular convolution block, where $H \times W$ is the spatial resolution and $C_1$ is the number of channels, the Patch Operation firstly slices the input feature maps $F$ into $K \times K$ patches along the spatial dimension. As shown in Fig. 4, for the $j$-th patch denoted as $f_j \in \mathbb{R}^{C_1 \times k_1 \times k_1}$, a shared convolution layer $\varphi_1$ with kernel size $C_1 \times 3 \times 3$ is utilized to re-encode feature patches since the global feature structure is destroyed. We thus obtain a new feature for each of the $j$-th patch, i.e., $\hat{f}_j = \varphi_1(f_j)$. Then all the patch features are processed through all the following layers independently. After that, the Merge Operation is introduced to collect the destructed patches to form a new feature $\hat{F}$. Specifically, each feature patch is processed by a shared convolution layer $\varphi_2$ with kernel size $C_2 \times 3 \times 3$, and then gathered along the spatial dimension and spliced together to generate a new feature map $\hat{F}$ according to their sliced order in Patch Operation. Meanwhile, the non-destructed feature map $F$ is also processed by all the convolution blocks with the weights shared with those applied to the patches, to obtain $\tilde{F}$ with the same dimension as $\hat{F}$. This guarantees that $\hat{F}$ and $\tilde{F}$ are at the same semantic level and can be directly fused later. $\hat{F}$ and $\tilde{F}$ are complimentary where the global and local information are more focused respectively, and thus feature fusion of them will be beneficial to attend objects of diverse scales and semantic levels. Therefore, we concatenate the feature maps $\hat{F}$ and $\tilde{F}$ as the new feature $[\hat{F}, \tilde{F}] \in \mathbb{R}^{2C_2 \times H \times W}$ along channel dimension to feed into the final classification layer.

Such a patch learning mechanism emphasizes more local features as each distributed patch is processed by the network independently before final aggregation. Since the global information is damaged, the model would be forced to enhance its sensitivity to the local parts. In this way, the non-discriminative regions could also stand out and be highlighted in a patch as well. Naturally, the CAMs can cover more positive foreground local parts, and thus serves as better initial ground truth masks for the semantic segmentation training. Fig. 6 shows the improvement on CAM by our proposed patch learning method compared with the original CAM.

**C. Implicit Fusion by Progressive Training**

To further mine features at diverse locality granularities, we propose a progressive learning strategy. Our progressive training
Fig. 5. Our proposed Explicit Patch Learning pipeline. \(\times\) denotes detaching gradient back-propagation towards lower layers. \(P\), \(M\), and \(C\) denote proposed Patch Operation, Merge Operation and Feature Concatenation, respectively. The two-dimensional rectangle box denotes the same share convolution blocks.

Fig. 6. Visualizations of the CAM map comparison. “PL” means the proposed Patch Learning. (c) denotes applying Patch Learning before ResNet-50 Stage 2 only, while (d)(e) denotes the same implementation as (c) except the different destruction position. (f) illustrates the full Progressive Patch Learning (implicit) result, while (g) is the explicit result.
Algorithm 1: Implicit Progressive Patch Training Pipeline

Input: $i$: the convolution block index where the first Patching Operation is performed; $N$: total convolution blocks number.

Output: optimal High Quality CAM Result.

1: initialize the network with ImageNet pretrained weights;
2: apply Patch Learning method at the $i$-th conv block;
3: train the classification model, obtain the trained model denoted as $M$;
4: if $i == N$ then
5: goto 15-th step;
6: end if
7: repeat
8: $i++$;
9: initialize network backbone weights from $M$;
10: fix all the layers before $i$;
11: embed Patch Learning method at $i$-th conv block;
12: train the classification model;
13: replace $M$ with the newly trained model in the 12-th step;
14: until ($i == N$)
15: infer CAM results utilizing the final classification model.

starts from the bottom layer with finer granularities, and gradually move onto top layer with coarser granularities. At each training step, feature destruction is shifted to a higher network block, and only the currently destructed layers are updated while all the previous layers are fixed. We illustrate this progressive training strategy in Algorithm 1.

Freezing the non-destructed convolution blocks enforces the network to fully exploit the locality-sensitive cues from the last granularity learned at the previous training step, and focus only on the object parts at the current larger granularity. Training the network with such a strategy gradually accumulates different local feature granularities from bottom to top layers which could alleviate partial localization issue. We adopt such a training scheme to fuse feature responses from different granularities inside the hierarchical CNN structure implicitly.

D. Explicit Fusion

Moreover, we also explore a more explicit and stronger way of multi-granularity fusion to further improve the CAM quality. Specially, we directly embed “Patch Learning” into different convolution blocks and concatenate the corresponding features to obtain the final fused feature, and update the convolution blocks applied to the destructed patches from all the granularities simultaneously during training. Specifically, we firstly train a non-destructed classification network on image-level annotations. After that, we introduce a multi-branch shared network, where each branch has different destruction layer positions (see Fig. 5) with the weights initialized by the non-destructed classification network. And the corresponding updated gradients are only allowed to flow backwards the convolution blocks where the corresponding Patch Operation is applied. In the Merge Operation, the collected features $\tilde{F}_l$ (where $l = 1, 2, \ldots, n$) from $n$ granularities are firstly obtained, and then we directly concatenate all the $\tilde{F}_l$ with $\hat{F}$ to form the final feature $\hat{F}_{\text{final}} = [\hat{F}, \tilde{F}_1, \tilde{F}_2, \ldots, \tilde{F}_n] \in \mathbb{R}^{(C_2+C_2,1+C_2,2++C_2,n) \times H \times W}$. Here $C_2$ is the channel number of $\hat{F}$, and $C_2,i$ is the channel number of $\tilde{F}_i$. Finally, $\hat{F}_{\text{final}}$ is fed into a single multi-label classification layer. The whole classification network is trained with only image-level labels by using a multi-label soft-margin classification loss $L$ between the ground truth label $\hat{y}$ and prediction probability distribution $\hat{y}$ for the loss computation as:

$$
L(\hat{y}, y) = -\frac{1}{C} \sum_i y[i] \log \left( \frac{1 + e^{-\hat{y}[i]}}{1 + e^{-\hat{y}[i]}} \right) + (1 - y[i]) \log \left( \frac{1 - e^{-\hat{y}[i]}}{1 + e^{-\hat{y}[i]}} \right),
$$

(1)

where $C$ is the total number of training classes, $i$ represents the $i^{th}$ training sample in the minibatch, $\hat{y}[i]$ is the ground truth label of $i^{th}$ class with the value of either 0 or 1.

The explicit fusion model needs to be trained only once, which is more efficient than the multiple training steps of the implicit fusion one, with the cost of higher memory consumption of the whole model.

E. CAM Generation for Label Synthesis

CAM [16] identifies the highlighted object regions contributing the most to the final image-level classification, and thus can be used as the rough localization result of the target object. The obtained CAM is usually used as the pseudo ground truth mask the train the later semantic segmentation model.

For our proposed implicit PPL method, we obtain two CAM seeds $M_F^c$ for $\hat{F}$ and $M_{\tilde{F}}^c$ for $\tilde{F}$ from the network. Specifically, we compute them via:

$$
M_F^c(x, y) = \sum_k \omega_F(k, c) \cdot \hat{F}(k, x, y),
$$

(2)

where $\omega_F(k, c)$ is the classifier weight for the category $c$ and channel $k$, $(x, y)$ is the spatial location of feature $\hat{F}$. Then the activation map is further normalized by the maximum value in $M_F^c$ and thresholded by a value $\tau$. We obtain the CAM seed $M_{\tilde{F}}^c$ of the class $c$ contributed by the feature maps $\tilde{F}$ similar to (2). The initial CAM $M_e$ is defined as the average of $M_F^c$ and $M_{\tilde{F}}^c$.

For the proposed explicit Progressive Patch Learning approach, we compute CAM seed for each concatenated feature branch, similar to the implicit one, and obtain each respective CAM $M_{\hat{F}}^c$. We then obtain the initial CAM result $M_e$ which is defined as the average of $M_F^c$ and $M_{\hat{F}}^c$ (where $l = 1, 2, \ldots, n$). After that, the same threshold value as the implicit one is adopted to process $M_e$.

F. Segmentation Networks Training

Since CAMs are obtained from the down-sampled features computed via the classifier, it could only localize the target object regions coarsely and hardly satisfies the requirement of high-quality mask supervision for the semantic segmentation model training. Hence, many methods try to improve the initial
CAM seeds with diverse subsequent refinement methods [5], [33], [41], [52], [53]. SC-CAM [33] adopts AffinityNet [5]; MBMNet [52] and CONTA [53] use IRNet [41]. Here we also apply the seed refinement method to the initial coarse CAM seed \( \mathcal{M}_1 \) to further obtain refined pseudo segmentation labels. Then we use the resulting pseudo segmentation labels as the supervision to train a semantic segmentation network.

### IV. Experimental Results

In this section, we firstly describe the experiments setups in Section IV-A, implementation details in Section IV-B, and present our evaluation results on CAM map quality and compare it with previous state-of-the-art weakly supervised segmentation methods in Section IV-C. Finally, we conduct a series of experiments to demonstrate the effectiveness of our proposed approach, including our analysis of pseudo labels and ablation study in Section IV-D.

#### A. Dataset and Evaluation Metrics

This section demonstrates the experiment setups we use and the effectiveness of our approach with comparisons to existing state-of-the-art WSSS methods on the PASCAL VOC 2012 segmentation benchmark [21] with 21 class categories, i.e., 20 foreground objects and 1 background. Following the common protocol as previous WSSS methods, we adopt additional annotations from SBD [54] to construct an augmented \( \text{train} \) set with 10582 images based on 1464 training images. Our proposed model is trained only with the image-level classification labels. We evaluate the quality of initial CAM seeds on the \( \text{train} \) set without augmentation. To compare our results with other methods on semantic segmentation task, we adopt 1449 images in the \( \text{val} \) set and 1456 images in the \( \text{test} \) set for evaluation. No additional data is being adopted in our entire train/test pipeline.

The MS COCO 2014 dataset [55] contains approximately 82 K training images and 40504 validation images containing objects of 80 classes. As to the performance metric, we adopt the mean Intersection-over-Union (mIoU) between ground truth and predicted segmentation results. The results for the test images are obtained from the official PASCAL VOC evaluation website.

#### B. Implementation Details

In our proposed approach, ResNet50 [56] is adopted as our classification network by replacing the final fully-connected layer with a full convolution layer. We embed patch learning method into the stage 2, stage 3 and stage 4 of ResNet50 architecture since the discriminative learning ability of neural network stage 1 is much less obvious as shown in Fig. 3. We also change the stride in stage 4 from 2 to 1 to get larger spatial dimension. Thus, the width and height of the feature maps are \( \frac{1}{8} \) of the input image. The backbone network is initialized with the pretrained weights from ImageNet [57]. Denoting the step where the stage 2, stage 3 and stage 4 in ResNet50 are destructed as the \( 1^{\text{st}} \) step, \( 2^{\text{nd}} \) step, \( 3^{\text{rd}} \) step, \( C_{1,1} \), \( C_{1,2} \), \( C_{1,3} \), \( C_{2,1} \), \( C_{2,2} \), \( C_{2,3} \) are set as 256, 512, 1024, 2048, 2048 and 2048, respectively.

Our final chosen parameter of \( K \) in Patch Operation and Merge Operation are 2, 4 and 6.

We use horizontal flip, random rescale in the range of [320, 640] by the longest edge, and then crop and pad the raw image by the size 512 \( \times \) 512 as the network input, which imposes scale invariance in the network training. All the added layers are initialized by Kaiming uniform distribution [58]. We adopt SGD optimizer with momentum 0.9 and weight decay \( 1e^{-4} \). The initial learning rate is set to 0.1 and followed the poly policy \( lr_{\text{iter}} = lr_{\text{init}}(1 - \frac{\text{iter}}{\text{iter}_{\text{max}}})^\gamma \) and the learning rate for new layers is multiplied by 10. For generating CAM map, we adopt multiple scales fusion, e.g., 0.5, 1.0, 1.5, 2.0 to get more invariant CAM results and sum them up as [5], [33], and we compute the CAM map via our proposed CAM generation method in Section III-E and adopt refinement method to expand them to obtain final pseudo semantic segmentation labels as mentioned in Section III-F. For PL training for the implicit method, we adopt 5 epochs for finetuning the classification network, total 3305 iterations for PASCAL VOC 2012 and total 25865 iterations for MS COCO 2014, respectively. Meanwhile, as we fix the previous layers while training proceeds, we use a smaller learning rate 0.01 to fine-tune our PL training for both PASCAL VOC 2012 and MS COCO 2014. For initial CAM seed refinement, we utilize the IRNet to get our refined pseudo segmentation labels. The displacement field branch receives are amplified by a factor of 10. The image input are cropped into (512, 512). Meanwhile, the training learning rate is set to 0.1 and training batch size is 32. The refined network IRNet are trained for 3 epochs. After that we apply 8 times for controlling the random walk to obtain the refined segmentation labels.

#### C. Comparison With State-of-The-Art Methods

1) Comparison in Terms of the CAM Quality: The proposed method is firstly compared with previous state-of-the-art image-level WSSS methods that adopt ResNet-50 as classification backbone and refinement procedure [41], [42], [52], [53]. As shown in TABLE I bottom row, both our implicit and explicit method outperforms most existing ResNet-50 [56] classification based methods while compared with initial CAM seed or following refinement procedure in terms of mIoU of CAM quality on VOC12 \( \text{train} \) set. Besides, we make comparisons with Wider-ResNet38 [65] classification based methods in TABLE I middle row, our methods are still superior, noting that Wider-ResNet38 are more powerful than ResNet-50. We also conduct experiment on VGG-16 [66] classification based method AffinityNet [5] in TABLE I top row. Training details are almost the same as AffinityNet [5], we replace the IRNet (ResNet-50) with AffinityNet (VGG-16) as second refinement method to be fair with AffinityNet. We obtain 49.7% mIoU and 61.8% mIoU on \( \text{train} \) set vs. AffinityNet [5] 48.9% mIoU and 59.6% mIoU for initial CAM quality and refined pseudo label mask quality, respectively. Since VGG-16 is much shallower than ResNet-50, and the destructed feature tiles are merged too quickly, thereby the progressive learning mechanism is less powerful than the ResNet-50 based. All these validate the effectiveness of our proposed methods, including the implicit and the
Table I: CAM Quality Measured by mIoU (%) Based on Different Classification Backbones. "Seed," "CRF" and "Refinement" Indicates the Results Without Refinement, With CRF Post-processing and With Refinement, Respectively.

| Method               | Seed | CRF | Refinement | Classification |
|----------------------|------|-----|------------|----------------|
| Seed Refine with AffinityNet [5]: |      |     |            |                |
| AffinityNet [5]      | 48.9 | -   | 59.6       | VGG16          |
| Ours (implicit)      | 49.7 | -   | 61.8       | VGG16          |

| Method               | Seed | CRF | Refinement | Classification |
|----------------------|------|-----|------------|----------------|
| Seed Refine with AffinityNet [5]: |      |     |            |                |
| AffinityNet [5]      | 48.0 | -   | 59.7       | WideResNet-38  |
| SC-CAM [33]          | 50.9 | -   | 63.4       | WideResNet-38  |
| MixUp-CAM [59]       | 50.1 | -   | 61.9       | WideResNet-38  |

| Method               | Seed | CRF | Refinement | Classification |
|----------------------|------|-----|------------|----------------|
| Seed Refine with IRNet [41]: |      |     |            |                |
| IRNet [41]           | 48.4 | 53.7| 66.3       | ResNet50       |
| BE [42]              | 49.6 | -   | 67.2       | ResNet50       |
| CONTA [53]           | 48.8 | -   | 67.9       | ResNet50       |
| MBMNet [52]          | 50.2 | -   | 66.8       | ResNet50       |
| Ours (implicit)      | 50.6 | 56.9| 67.7       | ResNet50       |
| Ours (explicit)      | 51.0 | 57.5| 68.5       | ResNet50       |

Fig. 7. Precision and Recall Curve comparison with other SOTAs. This is obtained via setting various threshold values to calculate the corresponding precision and recall. Here we only make comparison with the methods applying refinement procedure for the fairness.

Table II: Comparison with Related Works on the PASCAL VOC 2012 Val and Test Set. The Training Supervision (Sup) Indicates: I-Image-Level Label, B-Bounding Box, S-Scribble, and F-Segmentation Label. "Extra Info" Means Training with Additional Information. "Sal" adopts saliency model and "Sps" adopts pre-computed superpixels. In addition, we present methods that aim to improve the initial CAM map quality with √ in the "init." column.

| Method       | Sup | Backbone | Extra Info | Init. | val | test |
|--------------|-----|----------|------------|-------|-----|------|
| WSSL [15]    |     | VGG-16   |            | 60.6  | 62.2|      |
| BoxSup [13]  |     | VGG-16   |            | 62.0  | 64.6|      |
| SDI [14]     |     | VGG-16   | Extra data | 65.7  | 67.5|      |
| Scribblesup [10] |     | VGG-16   |            | 63.1  | -  |      |
| PSCL [60]    | S   | ResNet-101|           | 76.1  | 76.4|      |
| BPG [61]     | S   | ResNet-101|           | 76.0  | -  |      |
| FCN [3]      | F   | VGG-16   |            | -     | 62.2|      |
| DeepLab [1]  | F   | VGG-16   |            | 67.6  | 70.3|      |
| SEC [8]      | I   | VGG-16   |            | 57.0  | 51.1|      |
| STC [62]     | I   | VGG-16   | Sal        | 49.8  | 51.2|      |
| AE-PSP [6]   | I   | VGG-16   |            | 55.0  | 55.7|      |
| MDC [4]      | I   | VGG-16   | Sal        | 60.4  | 60.8|      |
| MCOF [7]     | I   | ResNet-101| Sal       | 60.3  | 61.2|      |
| SeeNet [29]  | I   | ResNet-101| Sal       | 63.1  | 62.8|      |
| DSSL [9]     | I   | ResNet-101| Sal       | 64.1  | 67.4|      |
| AffinityNet [5] | I   | ResNet-38|           | 61.7  | 63.7|      |
| FickleNet [18] | I   | ResNet-101| Sal       | 64.9  | 65.3|      |
| OAA [19]     | I   | ResNet-101| Sal       | 63.9  | 65.6|      |
| CIAN [34]    | I   | ResNet-101| Sal       | 64.1  | 64.7|      |
| SC-CAM [33]  | I   | ResNet-101| Sal       | 66.1  | 65.9|      |
| ICD [20]     | I   | ResNet-101| Sps       | 67.8  | 68.0|      |
| SEAM [32]    | I   | ResNet-38|           | 64.5  | 65.7|      |
| SvM [63]     | I   | ResNet-50| Sal        | 66.6  | 66.7|      |
| EME [64]     | I   | ResNet-101| Sal       | 67.2  | 66.7|      |
| MCI [36]     | I   | ResNet-101| Sal       | 66.2  | 66.9|      |
| MixUp-CAM [59]| I   | ResNet-101| Sal       | 65.6  | 65.6|      |
| IRNet [41]   | I   | ResNet-50|           | 63.5  | 64.8|      |
| MBMNet [52]  | I   | ResNet-101|           | 66.2  | 67.1|      |
| CONTA [53]   | I   | ResNet-101|           | 65.3  | 66.1|      |
| BE [42]      | I   | ResNet-101|           | 65.7  | 66.6|      |
| LWV [37]     | I   | ResNet-101|           | 67.2  | 67.3|      |

*Ours (implicit) | I   | ResNet-101| √         | 67.5  | 69.4*|      |
| Ours (explicit) | I   | ResNet-101| √         | 67.8  | 69.6*|      |

[1] Online. Available: http://host.robots.ox.ac.uk:8080/anonymous/V8UCCZ.html
[2] Online. Available: http://host.robots.ox.ac.uk:8080/anonymous/1M5V0I.html

2) Comparison in Terms of Segmentation Performance: To further evaluate the performance of pseudo pixel-level annotations, we follow the common practise [18], [20], [33], [42] to train a DeepLab V2 [1] segmentation model with ResNet-101 architecture, with full supervision of our generated pseudo segmentation masks, including the implicit and the explicit one. In addition, we apply CRF [67] post-processing to further refine the final segmentation results as common practice. Table II shows that our implicit version approach already outperforms other state-of-the-art methods on VOC 2012 test set utilizing only image-level labels, achieving 69.4% mIoU value, and the explicit version further improves the result to 69.6%. For VOC 2012 val set, our proposed explicit method achieves competitive mIoU performance with ICD [20] adopting external pre-computed superpixels information, and surpasses EME [64] model, which applies multiple CAM seeds fusion strategies to train the segmentation network. Our approach (implicit) surpasses IRNet [41], which applies the same refinement method as ours, by 4.0% and 4.6% on val and test set, respectively. For
Fig. 8. Visualisation of segmentation results. From top to bottom are the raw image, ground truth and our segmentation results on PASCAL VOC 2012 val set.

Fig. 9. Initial CAM quality of various threshold values, in terms of mIoU (%) on train set. We also point out the best result on specific threshold value for the implicit and the explicit setting.

The explicit fusion setting, our approach (explicit) surpasses IRNet by 4.3% and 4.8% on val and test set, respectively. Thanks to higher quality initial CAM seeds provided by our method, our approach still outperforms other methods introducing extra training data SDI [14] and most others adopting saliency model refinement, which need another pixel-level annotation saliency benchmark to train an offline salient model. Examples of semantic segmentation results provided in Fig. 8 show that our segmentation results are close to the ground truth, even in handling multiple instances image scene. We also present our per-class IoU performance in TABLE III, the result of test set are obtained by submitting the test results to PASCAL VOC 2012 server.

To further validate the competitive performance of our methods, we conduct experiments on MS COCO2014 dataset [55] as shown in TABLE IV. Our implicit results still outperform the most existing works. Our implicit method on MS-COCO obtains 29.1%, 35.2% and 33.4% mIoU for initial CAM Seed, refined pseudo mask and final segmentation, respectively. Our explicit method on MS-COCO achieves 29.8%, 36.1% and 34.4% mIoU for initial CAM Seed, refined pseudo mask and final segmentation, respectively.

D. Analysis of Pseudo Labels

1) Comparison With the Baseline: Our proposed framework is compared with the baseline pseudo segmentation label synthesis models, CAM [16] and CAM+IRNet [41], in terms of mIoU evaluated on PASCAL VOC 2012 train set. As shown in TABLE V, our proposed framework results in 2.22%, 2.10% and 2.64%, 2.80% mIoU value improvement for the implicit and the explicit method, compared to the baseline models CAM and CAM+IRNet, respectively. The visualization examples in Fig. 6 show that our proposed framework is able to cover more complete object regions and closer to the ground truth mask not only for the samples that have single target object but also for the ones that have multiple target objects, while the original CAM only locates the discriminative object parts.
2) Ablation Studies: To demonstrate the effectiveness of our approach, we conduct ablation studies on the PASCAL VOC 2012 train set.

**Patch Learning Effect:** We conduct different patch learning operation at the beginning of different ResNet blocks with various $K$ values, Stage 2, Stage 3 and Stage 4. Specially, we embed Patch Operation before ResNet Stage 2, Stage 3 or Stage 4 to destruct the global feature structure into different tiles, and apply Merge Operation before the final classifier layer to obtain the concatenated feature maps. Noting that all the following convolution blocks are utilized before the final classifier layer. As shown in Table VI, while embedding patch learning into different ResNet Stage block, we achieve 49.74% mIoU for grid size (2 × 2) before ResNet Stage 2, 49.88% mIoU for grid size (4 × 4) before ResNet Stage 3 and 49.87% before ResNet Stage 4 for grid size (6 × 6) with remarkable improvements, compared to 48.40% of the baseline. We further find out that using an appropriate Patch Learning grid size can lead to the optimal result while a certain range grid size also boosts the performance. We only conduct single Patch Learning method before a specific convolution block and obtain remarkable improvement thanks to the extra finer granularity local feature mining. And the visualization demos are shown in Fig. 6 at column (c), (d), (e). The body of the bird in Fig. 6 row two is re-activated by Patch Learning while it is usually ignored by the baseline model.

**Implicit Fusion by Progressive Training:** As Table VII shows, we obtain the best performance 50.62% mIoU for the combination that trains network embedding Patch Learning with grid size (2 × 2) before Stage 2, and progressively moves to apply grid size (4 × 4) before Stage 3, and then fixes the layers before Stage 4 and trains on Stage 4. Noting that we achieve this via progressive training strategy. Fig. 6 illustrates the optimal CAM results are obtained while applying Patch Learning before ResNet Stage 2 ($K = 2$), Stage 3 ($K = 4$) and Stage 4 ($K = 6$) breaking up features in one manner. We then move further to conduct a progressive training strategy. At Table VI, the final denoted combination “2 _ 4 _ 6” is reached, firstly trains the network applying Patch Learning before Stage 2, then moves to the top layer until Stage 4. We analyze that the bottom layer is able to capture finer feature granularities while the top layer becomes coarse. Therefore, a larger grid size is required during destruction when coming to higher layers. This guarantees that the network is forced to potentially aggregate more non-discriminative cues to optimize the final classification task.

**Without Global Feature:** We also show our results without concatenation with the global feature $\hat{F}$. In this case, only the collected feature $\hat{F}$ is fed into the final classification layer. As shown at the top row of Table VIII, we conduct experiments on single Patch Learning before Stage 2 ($K = 2$), Stage 3 ($K = 4$) and Stage 4 ($K = 6$), then get 26.30%, 16.17% and 24.92% mIoU, respectively. Some examples are visualized in Fig. 10. We can find that Patch Learning method enforces the network to seek other weak local information without concatenation with global image feature. For example, the legs of horse or the body of the bird is activated by patch learning while it is usually ignored by the common classification model.

**Explicit Fusion:** We conduct experiments to validate the effectiveness of the explicit fusion approach. With multi-branch shared network training, we get 51.04% mIoU for the initial
CAM result at the bottom of TABLE VIII. Then we utilize IRNet [41] to refine pseudo segmentation label and train the segmentation model. As shown in Table II, the mIoU of WSSS results reach 67.8% for val and 69.6% for test compared to 67.5% for val and 69.4% for test of the implicit version. It demonstrates that both the implicit progressive fusion and explicit fusion boost final WSSS performance. However the explicit strategy inevitably costs more GPU memory resource than the implicit one. We also visualize some initial CAM map in Fig. 6 (g column) for the train set and final semantic segmentation results on the val set in Fig. 8.

V. CONCLUSION

In this paper, we propose a novel Progressive Patch Learning method to improve the quality of CAMs from bottom to top layer feature enhancement. Specifically, Patch Learning destructs feature maps into patches and forces the network to seek weaker cues from scattered discriminative local parts. We further apply such destruction and patch learning to multi-level granularities in a progressive manner. Moreover, we propose an explicit fusion method to gather multi-level granularities simultaneously with less training time. Thus, the network is trained to accumulate diverse feature response granularities among different convolution blocks. Consequently, the classification network has more chance to cover the whole object regions achieving outstanding semantic segmentation performance.
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