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Abstract—State-of-the-art entity matching (EM) methods are hard to interpret, and there is significant value in bringing explainable AI to EM. Unfortunately, most popular explainability methods do not work well out of the box for EM and need adaptation. In this paper, we identify three challenges of applying local post hoc feature attribution methods to entity matching: cross-record interaction effects, non-match explanations, and variation in sensitivity. We propose our novel model-agnostic and schema-flexible method LEMON that addresses all three challenges by (i) producing dual explanations to avoid cross-record interaction effects, (ii) introducing the novel concept of attribution potential to explain how two records could have matched, and (iii) automatically choosing explanation granularity to match the sensitivity of the matcher and record pair in question. Experiments on public datasets demonstrate that the proposed method is more faithful to the matcher and does a better job of helping users understand the decision boundary of the matcher than previous work. Furthermore, user studies show that the rate at which human subjects can construct counterfactual examples after seeing an explanation from our proposed method increases from 54% to 64% for matches and from 15% to 49% for non-matches compared to explanations from a standard adaptation of LIME.
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1 INTRODUCTION

Entity matching is an essential task in data integration [1]. It is the task of identifying which records refer to the same real-world entity. Fig. 1 shows an example. Machine learning has become a standard tool to tackle the variety of data and to avoid laborsome feature engineering from experts while still achieving high accuracy (e.g., [2], [3], [4]). Unfortunately, this is often at the cost of reduced transparency and interpretability. While it is possible to carefully select classical machine learning methods that are intrinsically interpretable and combine them with classical string similarity metrics, current state-of-the-art consists of large deep learning models [3], [4], [5], [6], which offer limited interpretability out of the box. The possible benefits of being able to explain black-box models are numerous. To mention some: 1) Researchers can gain new insight into their models and find ways to improve them 2) Practitioners will have a valuable tool for verifying that the models work as expected and debugging those which do not 3) Companies can gain the necessary transparency they need to trust such blackboxes for mission-critical data integration efforts 4) End-users can be reassured that models and their results can be trusted, or discover themselves that they should not be.

The challenge of explaining machine learning models and their potential benefits is not unique to entity matching.

Therefore, explainable machine learning has in recent years received significant attention from the broader research community [7], [8], [9]. The result is a multitude of techniques and methods with different strengths and weaknesses. But as previous work has discussed, applying these techniques to entity matching is non-trivial. It is necessary to adapt and evolve them to tackle the unique characteristics of entity matching [10], [11], [12].

Local post hoc feature attribution methods are perhaps the most popular type of explainability method in general, and the most studied so far for entity matching [10], [11], [12], [13]. Previous work on explainable entity matching base their work on LIME [14] — one of the most popular methods of that type. In this paper, we choose to focus mainly on LIME to be consistent with, and for ease of comparison to, earlier work. Our work is relevant beyond LIME, and we will reference and include other methods in our experiments, but we consider in-depth adaptation and treatment of other methods outside of the scope of this paper and hope to address them in future work.

Challenges. Unfortunately, standard local post hoc attribution methods do not work satisfactorily for entity matching out of the box. We identify three challenges of applying them:

1) Cross-record interaction effects: Since EM is a matching problem, features across a record pair will tend to have strong interaction effects, but linear surrogate models such as in LIME implicitly assume independent features. This can severely impair the accuracy of the surrogate model.

2) Non-match explanations: In essence, most feature attribution methods analyze the effect of removing features to determine their attribution. However, for record pairs for which the matcher is fairly confident that they do not match, so the match score is close to zero, it is unlikely that removal of features will make any significant difference on the match score. The result is that we have no significant attributions to...
Variation in sensitivity

To evaluate entity matching attribution explanations, we propose a method that addresses three important challenges jointly by: 1) Using dual explanations to avoid cross-record interaction effects, 2) non-match explanation, and 3) variation in sensitivity. We show through experiments that this is indeed effective.

To evaluate entity matching attribution explanations, we propose a novel evaluation method that aims to measure to what degree explanations help users understand the decision boundary of a matcher. We show how to perform experiments on both simulated users and human subjects.

Through extensive experiments on public datasets we show that our proposed method is state-of-the-art both in terms of faithfulness and helping users understand the matcher’s behavior. We verify the real-world applicability of our proposed method by performing an extensive user study. To the best of our knowledge, we are the first to conduct a user study for explainable entity matching.

Outline The rest of the paper is organized as follows. Section 2 briefly covers related work, Section 3 covers LIME and its adaptation to entity matching, and Section 4 goes into the details of our proposed method. We explain our experimental setup in Section 5, and then we walk through and discuss the experiments in Section 6 before we make our concluding remarks in Section 7.

2 RELATED WORK

Machine learning for EM. The immense variety in datasets makes machine learning a natural solution for entity matching. The traditional approach has been to handcraft string similarity metrics to produce similarity feature vectors and then utilize a classical off-the-shelf machine learning model such as SVM or random forest to classify them [2], [16], [17].

The two main drawbacks of this approach are the necessary manual tinkering and poor performance on dirty data [3]. However, in the last few years, the research community has increasingly adopted deep learning [3], [4], [5], [6], [18], [19]. While early work focused on custom architectures and trained models from scratch, the current state of the art focuses on fine-tuning large natural language models such as BERT [20], which offers higher accuracy and decreases the need for training examples [4]. We refer to [21] for an extensive survey on deep learning for EM.

Explainable AI. There are many ways to explain machine learning models. Generally, explanations can be either global or local [22], in other words, explaining the model’s behavior as a whole or explaining a single prediction. Furthermore, we often distinguish between intrinsically interpretable models and post hoc interpretation methods [23] (which can be model-agnostic or not). The former are models that are interpretable on their own, like linear regression or decision trees, while the latter are methods for explaining black-box models. We refer the reader to one of many extensive sources on the topic [7], [8], [9], [22], [23].
A particularly prominent group of approaches are local post hoc attribution methods (e.g., [14], [24], [25]), which aim to explain a prediction by communicating to what degree different parts of the input are to be attributed for the prediction. LIME [14] is one of the most prominent among such methods. It is a model-agnostic method, and works by randomly removing features of an input example and training a (usually linear) interpretable surrogate model to predict the model’s output for these perturbations. Among other popular local post hoc attribution methods are the game-theoretic-based SHAP [24] and gradient-based methods (e.g., [25]).

**Explainable EM.** The use of explainability techniques for machine learning-based entity matching is still a young subject, and there has only been a limited amount of previous work. However, we note that rule-based methods have historically been used to make systems that can be interpreted by experts [17], and they represent an alternative way to make explainable matchers [26].

The authors in [11] demonstrate ExplainER, a tool for exploring explainable entity matching that provides multiple prominent explainability techniques such as LIME and association rules, while [12] discuss challenges and research opportunities. Further, there have been two significant adaptations of LIME for entity matching, which we will now describe and contrast to our work.

Mojito [10] introduces two versions of LIME for entity matching: LIME_DROP and LIME_COPY. The former is a straightforward application of LIME similar to how the original authors do text classification using token level feature granularity, while in the latter they use attribute level representation and perturb by copying the entire attribute value to the corresponding attribute in the other record instead of removing tokens. LIME_COPY is an elegant way to address challenge (2), but leaves more to be wanted. First, attribute level granularity is too coarse-grained for most cases with longer textual attributes (the extreme case being a single textual attribute). Second, since it is separate from LIME_DROP, it requires the user to interpret two different kinds of explanations. Finally, it relies on a matched schema with one-to-one attribute correspondence.

Recently, Landmark [13] was proposed as a two-part improvement over Mojito. First, it makes two explanations, one per record, and avoids perturbing both records simultaneously, which effectively solves challenge (1). Second, for record pairs labeled as non-matches, instead of perturbing tokens (e.g., many products have the brand name first in the title), the schemas are not matched one-to-one, or the data is dirty. Similar to Mojito, Landmark also makes two different kinds of explanations.

While making important contributions, neither Mojito nor Landmark addresses all three challenges identified in Section 1. Only Landmark tackles challenge (1). Both propose a solution to challenge (2), but with important limitations, as we discussed above. Neither addresses challenge (3). Moreover, they do not provide a unified and coherent way of actually communicating or visualizing an explanation to the end-user in the same way the original authors of LIME do — something we aim to do.

### 3 Preliminaries

In this section, we first present the problem definition and then introduce LIME and describe how it can be adapted for entity matching.

#### 3.1 Problem Definition

**Entity Matching.** Let $A$ and $B$ be two data sources. A data source is a collection of records following the same schema (they all have the same attributes), and a record $r = \{(a_i, v_i)\}_j$ is an ordered set of attribute name-value pairs. The goal of entity matching is to find all pairs $(a, b) \in A \times B$ such that $a$ and $b$ refers to the same real-world entity. We call such pairs matches and all other pairs for non-matches. Since there is a quadratic number of pairs $O(|A| |B|)$, inspecting all pairs in $A \times B$ is usually infeasible. Therefore, one will normally first perform a recall-focused step called blocking [27] to produce a set of candidates $C \subseteq A \times B$ such that $|C| \ll |A \times B|$ while still containing most matches with high probability. Then we classify every $(a, b) \in C$ as either match or non-match. In this paper, we focus on the record pair classification part of entity matching. Therefore, for our purposes, entity matching is a binary classification problem deciding whether a pair of records $(a, b)$ refer to the same real-world entity or not (match or non-match).

**Local Post Hoc Attribution for Entity Matching.** The goal of a local post hoc attribution explainability method for entity matching is to explain a single prediction of a record pair classification from an arbitrary matcher by communicating the significance (in some shape or form) of the different parts of the two records to the user. Formally, let a matcher be a classifier $f(x): A \times B \rightarrow \mathbb{R}$ that accepts a record pair $x = (a, b)$ such that $a \in A \land b \in B$ and outputs a prediction score between 0 and 1. Note that $f$ is not restricted to supervised machine learning models but can be any procedure capable of classifying record pairs with a confidence score. A local post hoc attribution explainability method for entity matching provide two things. First, it provides a procedure $\lambda(f, x)$ that accepts a matcher $f$ and a record pair $x$ and outputs an explanation $e_x$. Second, it provides a framework of interpretation for the explanations. An explanation $e_x$ attributes different parts of $x$ to the prediction score $y = f(x)$ using real-valued attribution scores, and the explanation is communicated to the user either through numbers directly or some visualization (see for example [14]). How the attribution scores are to be interpreted and how it should be communicated to the user is up the method.

---

2. Tokens are typically words or singular values, and can be assumed to be for datasets and experiments in this paper, but does not necessarily have to be for the described methods.
As stated in Section 1, evaluation of explainability methods is still an open problem and there are no standards for how to do it in entity matching. Therefore, as part of our contribution we propose ways to do this for attribution methods. We refer the reader to Section 6 for more on this.

3.2 LIME

The main idea of LIME [14] is to locally approximate a classifier around one instance with an interpretable model over an interpretable representation in a way that balances faithfulness and complexity, and then use the interpretable model as an explanation. The intuition is that while our problem is too complex for classical machine learning models that we regard as inherently interpretable (e.g., linear regression or decision trees) to be accurate enough, it might be possible to faithfully approximate the decision boundary for a black-box model locally around one input instance. In other words, the authors train an interpretable surrogate model using local data points sampled by perturbing an input instance and use it as an explanation of that particular instance. And while the input features of a black-box model might be unsuited for human interpretation (e.g., deep learning embeddings or convoluted string metrics), they define an alternative interpretable representation for the input instance we want to explain and use that to train the interpretable surrogate model.

Formally, let \( f(x) : A \times B \rightarrow \mathbb{R} \) be the matcher we want to explain. Furthermore, for a single instance \( x = (a, b) \) that we want to explain, let \( I_x = \{0, 1\}^{d_x} \) be the interpretable domain and \( x' \in I_x \) the interpretable representation of \( x \). Its elements represent the presence (or absence) of what is called interpretable components in [14], essentially non-overlapping parts of the input. E.g., for text, it could be the presence of different words. For each \( x \) there must exist a function \( t_x(x') : I \rightarrow A \times B \) that can translate an interpretable representation to the input domain of the classifier \( f \).

With the goal of approximating \( f \) local to \( x \), the authors sample a new dataset \( Z_x = \{(x', y) \in I \times \mathbb{R}\} \) where \( y = f(t_x(x')) \). Each \( x' \) is drawn by setting a uniformly random-sized subset of \( x' \) to zero. Let \( G \) be a class of interpretable models over \( I_x \). Furthermore, let \( \mathcal{L}(f, g, \pi_x) \) be how unfaithful \( g \in G \) is to \( f \) in the neighborhood defined by the distance kernel \( \pi_x(x') \). They want to find a \( g \in G \) that is as faithful to \( f \) as possible, but since many interpretable models can be made more accurate by increasing the complexity, they need to balance the faithfulness with model complexity so \( g \) is simple enough to actually be interpretable for humans. To that end, let \( \Omega(g) \) be a measure of complexity for \( g \), and choose the following explanation for \( x \):}

\[
\xi(x) = \arg\min_{g \in G} \mathcal{L}(f, g, \pi_x) + \Omega(g)
\]

In their work, the authors only present one concrete instance of their general framework. They chose \( G \) to be weighted sparse linear regression models and \( \mathcal{L} \) to be mean squared error weighted by \( \pi_x \), on \( Z_x \). Furthermore, \( \Omega(g) \) is chosen to be the number of non-zero coefficients of \( g \), and the trade-off between \( \mathcal{L} \) and \( \Omega \) is simplified by constraining \( \Omega(g) \) to not be greater than a constant \( K \) known to be low enough. It is now simply a matter of fitting a regularized weighted least squares linear regression model on \( Z_x \). For a simplified overview of the whole process see Fig. 2.

3.3 LIME for Entity Matching

Before we describe our proposed method in the next section, we will now go through the design decisions done within the LIME framework. A setup we then build upon and use as a baseline for our proposed method.

Let a record \( r = \{(a_j, v_j)\} \) be an ordered set of pairs with attribute name and value. Inspired by how [14] apply LIME for text classification, we define the interpretable representation \( I_x \) to be the absence of unique tokens in attribute names and values for both records in \( x = (a, b) \) (i.e., \( t_x(0) = x^4 \)). Attribute values that are not strings are treated as single tokens, and their absence is their null/zero value.

**Example 1.** Fig. 3 shows an example record pair \( x \) and its corresponding interpretable representation \( x' \). In this example, the records are product descriptions of two similar (but
different) phones. The record $a$ refers to a “pro” version of the phone referred to by $b$. Furthermore, it is uncertain whether the phones have the same color since $b$ does not specify its color while $a$ is blue. The figure also shows an example of a perturbed interpretable representation $z'$ and how it is translated with $t_x$ into a perturbed record pair $x$. The token Pro (among others) is removed from record $a$ and it is more likely that a reasonable matcher will consider the record pair $z$ a better match than $x$.

We sample $Z_x$ by setting random subsets of $x'$ to one, where the size of the subsets are sampled uniformly from the interval $[0, D_{\text{max}}]$, and we use the neighborhood distance kernel

$$
\pi_s(z') = \exp \left( -2 \frac{D(x', z')}{D_{\text{max}}} \right)
$$

where $D$ is the Hamming distance. While the original authors simply used $D_{\text{max}} = d_x$ for text classification, we empirically find this neighborhood too large due to entity matching generally being more sensitive to single tokens compared to standard text classification. This could, of course, be accounted for by narrowing $\pi_s$, but it is more sample efficient to also reduce the neighborhood we are sampling from. We use $D_{\text{max}} = \max(5, \frac{d_x}{3})$, and let the number of samples $|Z_x|$ be $\max(500, \min(30d_x, 3000))$. From our experience, the results are not sensitive to these parameters.

Finally, we let $G$ be the set of weighted regression models without intercept. The loss then being

$$
\mathcal{L}(f, g, \pi_s) = \sum_{(x', y) \in Z_x} \pi_s(z') (y - g(z'))^2
$$

where $\xi(x)$ is found using weighted least squares and forward selection (choosing $K$ coefficients).

4 Method

We now describe how we address the three challenges described in Section 1 with three distinct, but coherent, techniques that together form our proposed method: Local explanations for Entities that Match Or Not (LEMON). As discussed earlier, we use LIME as the basis for our method, but the proposed ideas have wider applicability. The three following subsections respectively address and propose a solution to the three challenges (1) cross-record interaction effects, (2) non-match explanations, and (3) variation in sensitivity.

4.1 Dual Explanations

One shortcoming of LIME, when applied directly to entity matching, is that it does not take into account the inherent duality of the matching. No distinction is made between the two input records. This is problematic because our surrogate linear regression model assumes independent features, but perturbations across two input records will naturally have strong interaction effects. In essence, the surrogate model $g$ cannot sufficiently capture the behaviour of our matcher $f$ even for small neighborhoods, which severely hurts the approximation accuracy.

The proposed solution is relatively straightforward but still effective. Equivalently to [13], we make two explanations, one for each record. We call such a pair $(e_{\alpha}, e_{\beta})$ of complementary explanations for dual explanations. For each explanation, we let $I_x$ represent only the absence of tokens in one record. In effect, we approximate attributions from only one record at a time while keeping the other constant. That way, we avoid the strong interaction effects across them. Intuitively, we explain why record $a$ matches $b$ or not and why record $b$ matches $a$ or not, separately. The two explanations can still be presented together as one joint explanation to the user.

4.2 Attribution Potential

Attribution methods such as the LIME implementation described above tell us which part of the input is the most influential. This is usually achieved using some kind of exclusion analysis where one looks at the difference between the absence and presence of input features (e.g., [14], [24], [25]). While that might be an effective approach for many machine learning problems, it is inherently unsuited for entity matching. The issue lies in explaining non-matches. Record pairs that a matcher classifies as a match can be explained subtractively because removing or zeroing out essential parts of the records will result in lower matching scores from most well-behaved matchers. But for record pairs where the matcher is convinced they do not match and provide a near-zero match score, it is unlikely that removal or zeroing out any part of the records will make a significant difference on the match score. For example, in the record pair from Example 1 a matcher’s output might not change significantly by removing Blue from $a$ because it correctly identifies that there is still a lack of matched color information. Seemingly, nothing influences the match score, thereby providing no useful signal of the contribution from different features. Notice that standard gradient-based methods are not able to escape this problem because $f$ will, in these cases, be in a flat area and the gradients be rather uninformative. Intuitively, we can not explain why two records do not match by what they
contain. A natural solution to this problem is instead to explain by what they do not contain.

**Interpretable Representation.** Let the interpretable representation $I_s = \{P, A, M\}$ be categorical instead of binary, where the values represent whether the corresponding token is Present, Absent, or Matched. Unsurprisingly, $z'_i = A$ means $t_z(z'_i)$ will exclude token $i$ and if $z'_i = P$ it will be kept — much like before. On the other hand, if $z'_i = M$, we will copy and inject the token in the other record where it maximizes the match score $f(t_z(z'_i))$. For now, let us assume we have an accurate and efficient implementation of $t_z(z'_i)$.

**Example 2.** Reusing the record pair $x$ from Example 1, Fig. 4 shows the interpretable representation $x'$ for one of two dual explanations in LEMON (explaining why $a$ matches, or not, $b$). The representation would, of course, be similar for the other of the two explanations. In the figure, we also see an example of a perturbed interpretable representation $z'$ and its equivalent record pair $z$ provided by $t_z$. Notice how both Pro and Blue have been injected into $b$ — making it more likely to be accepted as a match by a reasonable matcher.

For the linear surrogate model, we dummy code $I_s$, using $P$ as reference value. When we do forward selection, we select both dummy variables representing a categorical variable at once, so that we either pick the entire categorical variable or not. We will then have two estimated coefficients, $\hat{\beta}_i^A$ and $\hat{\beta}_i^M$, for each of the $K$ selected interpretable features. Finally, we define the attribution for token $i$ to be $\hat{w}_i = -\hat{\beta}_i^A$, and the attribution potential to be $p_i = \hat{\beta}_i^M$. Intuitively, $\hat{w}_i$ is the contribution of token $i$, and is the same as in LIME, while $p_i$ can be interpreted as the maximum additional contribution token $i$ could have had if the other record matched better. Note that it is important to model this new attribution potential through a categorical variable instead of simply adding another binary variable to $I_s$, because exclusion and injection perturbations of the same token strongly interact with each other and should be mutually exclusive.

**Approximating $t_z$.** In contrast to plain LIME as described in Section 3.3, $t_z$ is now less straightforward to compute. The difficulty lies in where to inject tokens $i$ for which $z'_i = M$ to maximize $f(t_z(z'_i))$. Since our method is model-agnostic, the best we can do is try all possible injections. That would be computationally prohibitive, not only because of the high number of possible injection targets but also because of the exponential growth of combinations when multiple tokens should be injected. Instead, we can approximate it by sampling $L$ combinations of injection targets and picking the one that gives the highest match score.

The possible injection targets for a token in an attribute value are anywhere in the string attributes of the other record, but without splitting tokens in the target attribute value. If the token is a non-string value, it can also overwrite attribute values of the same type — e.g., a number attribute can replace a number attribute in the other record. Tokens from attribute names can only be injected to attribute names. When we sample injection targets, we first pick a target attribute uniformly at random and then a random position within that attribute. In addition, we employ a heuristic to incorporate information about matched schemas if available. In cases where the schemas are matched, we boost the probability of choosing the corresponding attribute as the target to 50%. This makes efficient use of prior knowledge about the schemas while still preserving robustness to dirty data. To pick the sample size $L$, we first sum the possible injection targets per token to be injected. We cap the number of targets to three per attribute and ten in total and then let $L$ be the maximum of all tokens to be injected.

**Neighborhood sampling.** We sample the neighborhood $Z_x$ much like before. Now, $x'$ will be a vector of only $P$, and we let $z'_i = A$ instead of 1 for random subsets. But we additionally set random subsets of elements to $M$. The subset size is chosen uniformly at random from $[0, \max(3, \lfloor d_x/3 \rfloor)]$, except with a 50% chance of picking 0. The reason we sample $M$ less than $A$ is that injections tend to have more dramatic effects on the match score than exclusions, and so we consider them to be larger perturbations and want to avoid drowning the exclusion effects.

**4.3 Counterfactual Granularity.** Depending on the dataset and matcher, influencing the match score significantly can sometimes require perturbing large parts of the input records. This is especially true for datasets where records contain many high-quality pieces of information because it provides the matcher with multiple redundant strong signals about whether they match or not. An example is the iTunes-Amazon dataset, where attributes such as song name, artist name, album name, and more might all agree or disagree at the same time. The problem is that we want to pick out $K$ important features for the user to focus on, but in such cases, no single token is likely to be significantly important. While we could use attribute-level features, that would be unnecessarily coarse-grained for many cases. Instead, we propose an adaptive strategy where we automatically choose an appropriate explanation granularity. The idea is to exponentially decrease the granularity of the interpretable features until the attributions and
attrition potentials are large enough in magnitude to explain the decision boundary.

Let $e_x = \{(w_i, p_i)\} \in E_K$ be the $K$ pairs of attributions and attribution potentials for an explanation $\xi(x)$, where $E_K$ is the $K$ interpretable features chosen to be used in the regularized linear surrogate model. Further, let $\max_i = \max_i(-w_i, p_i)$ and $\min_i = w_i$. In other words, this is how much perturbation of token $i$ could increase or decrease the match score according to $w_i$ and $p_i$ if you removed the token or injected the token in the other record. Then, to represent greedy actions increasing the match score, let $\mathcal{N}C$ be a vector of the elements in $E_K$ with positive $\mathcal{N}C_i$ and sorted by $\mathcal{N}C_i$ in descending order, and similarly for $\mathcal{D}C$. We define the predicted counterfactual strength of $k$ steps to be

$$\hat{CFS}^k(e_x) = \begin{cases} p - \left[ f(x) - \sum_{i=1}^{k} \mathcal{D}C_i \right], & f(x) > p \\ 1 - \left[ f(x) + \sum_{i=1}^{k} \mathcal{N}C_i \right] - p, & f(x) \leq p \end{cases} \quad (4)$$

Intuitively, this is to what degree one would assume to surpass the classification threshold $p$ if one performs $k$ greedy actions to change the matcher prediction. Note that most matchers, as well as those in our experiments, have a classification threshold $p$ of 0.5 [2], [4]. Then let the greedy counterfactual strategy $k_g(e_x)$ be the smallest number of steps predicted to be necessary to get a counterfactual strength of at least $\epsilon$:

$$k_g(e_x) = \begin{cases} \min \{k : \hat{CFS}^k(e_x) \geq \epsilon \}, & \text{if such } k \text{ exists} \\ |\mathcal{D}C|, & \text{otherwise if } f(x) > p \\ |\mathcal{N}C|, & \text{otherwise if } f(x) \leq p \end{cases} \quad (5)$$

Finally, we define the predicted counterfactual strength of the explanation $\xi(x)$ to simply be $\hat{CFS}(e_x) = \hat{CFS}^{k_g(e_x)}(e_x)$, and the actual counterfactual strength to be:

$$CFS(e_x) = \begin{cases} p - \left[ f(a) - f(t_x(x'_g)) \right], & f(x') > p \\ 1 - \left[ f(a) + f(t_x(x'_g)) \right] - p, & f(x') \leq p \end{cases} \quad (6)$$

where $x'_g$ is the perturbation of the interpretable representation $x'$ corresponding to the greedy counterfactual strategy.

When an explanation’s interpretable features represent (up to) $n$ consecutive tokens, we say that explanation has a granularity of $n$ tokens. To find our desired granularity, we start with a granularity of one token and then double until we find a granularity that satisfies $\hat{CFS}(e_x) \geq \epsilon \wedge CFS(e_x) \geq \epsilon$ or no coarser granularity is possible (i.e., all features are whole attributes). When no granularity satisfies the requirement, we pick the granularity with the highest harmonic mean between $\hat{CFS}(e_x)$ and $CFS(e_x)$, which will favor them to be large and similar.

We call the resulting approach for picking granularity counterfactual granularity. It will try to find explanations that explain the decision boundary while balancing maximal granularity and faithfulness. Note that the granularity is chosen independently for each of the two dual explanations. Decreasing the granularity exponentially avoids a large increase in runtime compared to fixed-step decrease by exploiting the fact that users are likely to be more sensitive to the same constant sized decrease at high granularities than low granularities. I.e., going from a granularity of one token to two tokens feels more substantial than going from a granularity of eight tokens to nine tokens.

**Algorithm 1. LEMON**

**Input:** Matcher $f$, record pair $(a, b)$, number of features $K$ (default: 5), counterfactual margin $\epsilon$ (default: 0.1), min and max number of samples $S_{min}, S_{max}$ (default: 500, 3000)

**Output:** Pair of dual explanations $(e_a^*, e_b^*)$. Each explanation $e_x = \{(w_i, p_i)\}$ consists of attribution and attribution potential for $K$ chosen interpretable features.

1: Function $\text{Explain}(r, o)$
2: $x \leftarrow (r, o)$
3: $\text{CFS}^* \leftarrow -\infty$
4: $e_x^* \leftarrow \text{null}$
5: $n \leftarrow 1$
6: $N \leftarrow \max$, num. of tokens in any non-empty string in $r$ or $1$
7: while $n < 2N$ do
8: $x' \leftarrow$ interpretable representation of $x$ for $r$ with
9: $Z_x \leftarrow \text{granularity of } n \text{ tokens}$
10: $S \leftarrow \max(S_{min}, \min(30d_x, S_{max}))$
11: for $i \in \{1, 2, \ldots, S\}$ do
12: Sample perturbation $z' \in x'$
13: $y \leftarrow f(t_x(z'))$
14: $Z_x \leftarrow \mathcal{Z} \cup \{y \}$
15: $(\hat{\beta}_a^{\lambda}, \hat{\beta}_b^{\lambda}) \in \text{linear regression on } Z_x \text{ weighted by } \pi_x$, selecting only $K$ features using forward selection
16: $e_x \leftarrow \{(w_i, p_i)\}$, calculated from $(\hat{\beta}_a^{\lambda}, \hat{\beta}_b^{\lambda})$,
17: Calculate $\text{CFS}(e_x)$ and $\text{CFS}(e_x)$
18: if $\text{CFS}(e_x) \geq \epsilon \wedge \text{CFS}(e_x) \geq \epsilon$ then
19: return $e_x$
20: $\text{CFS} \leftarrow \frac{\text{CFS}(e_x)}{\text{CFS}(e_x)+\text{CFS}(e_x)}$
21: if $\text{CFS} > \text{CFS}^*$ then
22: $\text{CFS}^* \leftarrow \text{CFS}$
23: $e_x^* \leftarrow e_x$
24: $n \leftarrow 2n$
25: return $e_x^*$
26: $e_a^* \leftarrow \text{Explain}(a, b)$
27: $e_b^* \leftarrow \text{Explain}(b, a)$
28: return $(e_a^*, e_b^*)$

**4.4 Summary**

All three extensions introduced above fit together in our proposed method. Finally, we choose $K$ to be 5 and $\epsilon$ to be 0.1 for all examples. Fig. 5 provides a simplified overview of the steps that make up LEMON, while Algorithm 1 provides pseudocode. It is a model-agnostic and schema-flexible method without any hyperparameters that need tuning. One downside of LEMON is that, due to its extensions, it is more computationally demanding than LIME. The main reason is the increased number of matcher predictions made to estimate the attribution potential and finding the
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right granularity. However, in most cases it is still possible
to generate an explanation within a few seconds.

Complexity. To analyze the runtime formally, we focus
only on the number of predictions performed using
the matcher \( f \). This is reasonable because, for any non-trivial
matcher, the runtime is completely dominated by the run-
time of the matcher. Let \( F \) be the upper bound on the run-
time of \( f \) for all possible perturbations of \( x \). Furthermore, let
\( N \) be the max number of tokens in any non-empty string in
\( x \) or 1, \( S \) be the number of samples \( |Z_x| \) at 1 token granu-
arity, and \( L \) be the max number of attribution potential sam-
ple for all perturbations of \( x \). The time complexity of
LEMON is then \( O(FSL\log N) \). Technically, since \( S \) and \( L \)
are bounded by constants, \( O(F\log N) \) would also be ac-
curate, but these factors are essential to understand the differ-
ence from similar methods. LIME [14], SHAP [24], and
Landmark [13] (see Section 2) are all \( O(FS) \), while gradient-
based methods are typically \( O(F) \). Ignoring that different
methods have different strategies for choosing \( |Z_x| \), the rea-
son for LEMON’s increased runtime compared to LIME is
the additional factor \( L\log N \). Since \( L \) is low and bounded we
still get feasible runtime in practice. See the extended ver-
sion of the paper [28] for an empirical evaluation. Note that
an analysis of space complexity is less interesting since any
non-trivial matcher and dataset will dominate the space
requirements compared to the explanation method itself.

Explanations. One key advantage of LEMON over previ-
ous work is that it provides one type of explanation for all
record pairs, whether the records match or not, with a clear
and easy way to interpret and visualize. The attributions \( w_i \)
are equivalent to those in LIME and can be interpreted in the
same way. Its interpretation is to what degree interpretable
feature \( i \) (some part of a record) contributes to the match
score. If the corresponding part of the record is removed, we
expect the match score to decrease by approximately \( w_i \). For
the same interpretable feature \( i \), the interpretation of the
attrition potential \( p_i \) is how much higher the attribution \( w_i \)
could be if the other record matched the feature better.

While the explanation can be visualized in many ways,
we propose a straightforward extension of the visualization
proposed by the original LIME authors. Fig. 6 shows an
example. In addition to plotting a colored bar for each \( w_i \),
we also plot gray bars from \( w_i \) to \( p_i \), outlining feature
\( i \)’s potential attribution.

5 Experimental Setup

5.1 Datasets

All experiments are carried out on the 13 public datasets used
in the evaluation of DeepMatcher [3] — originally from [29]
and [30]. Table 1 lists them together with their number of can-
didates and number of matches. The datasets are divided into
three types: structured, dirty, and textual. Structured datasets
have nicely separated attributes. Dirty datasets are created
from their structured counterpart by randomly injecting other
attributes into the title attribute [3], and textual datasets gen-
erally consist of long textual attributes containing multiple
pieces of information. For the company dataset, we truncate
each record to max 256 space-separated words.

When we take a closer look at properties of the different
explainability methods and the studied behavior is similar
across all datasets we sometimes report only for a subset of
the datasets or a single dataset (Abt-Buy) due to space
restrictions. For those experiments one can assume the gen-
eral behavior is similar on the other datasets.

5.2 Matchers

To show that our proposed method is versatile and model-
agnostic, we perform our experiments for each dataset on
both a matcher that uses classical machine learning with string
metrics as features and on a deep learning based matcher. See
Table 1 for their \( F_1 \) score on the benchmark datasets.

Magellan. For the classical approach, we train a Magel-
lan [2] random forest matcher. We use the automatically
suggested similarity features and the default random forest
settings provided by the library. Furthermore, we do not
downsamp and train on the entire training dataset.

BERT-Mini. For the deep learning approach, we train a
baseline Ditto [4] matcher using BERT-Mini [31]. While
not quite achieving state-of-the-art accuracy, BERT-Mini

Fig. 5. Illustration of how LEMON generates an explanation for a record pair \( x = (a, b) \). The fundamental flow is similar to LIME in Fig. 2, but have been significantly altered and expanded to support dual explanations, attribution potential and counterfactual granularity.
provides a decent accuracy versus cost trade-off while main-
taining the main characteristics of state-of-the-art deep learn-
ing matchers and still significantly outperforming the
classical matcher on dirty and textual data. We use batch size
32, linearly decreasing learning rate from \( \frac{3}{C1} \) to \( \frac{10}{C0} \) with 50
warmup steps, 16-bit precision optimization, and 1, 3, 5, 10, or
20 epochs depending on the dataset size. The final model is
the one from the epoch with the highest F1 score on the valida-
tion dataset.

5.3 Baselines
We now introduce the baselines we use for comparison. For
a fair comparison, we adopt dual explanations for all of
them.

**LIME**. Since our work can be seen as a continuation of
LIME [14], it is a natural baseline. We use LIME as described
in Section 3.3.

**Landmark**. This is the most relevant work to ours (see Sec-
tion 2). We use the source code provided by the authors 6
with default settings.

**SHAP**. Another popular approach for producing input
attributions is SHAP [24]. It is based on the game-theoretic
Shapley values [33], [34] and provides several methods for
different types of models. For a fair comparison, we use
their model-agnostic method, Kernel SHAP, which can be
interpreted as using LIME to approximate Shapley values.
Note that Kernel SHAP does not limit \( K \) and sets \( \Omega(g) = 0 \).
We use default settings from the SHAP library.

**Integrated gradients**. Our proposed method is a perturba-
tion-based attribution method. To compare against a gradient-based method, we use integrated gradients [25] as a
baseline. This method is not truly model-agnostic as it
requires gradients, so we can only apply it to our deep
learning matcher.

Integrated gradients explain input \( x \) in reference to some
baseline input \( x' \) (some neutral input that gives a score close
to zero). Let \( x \) be the embedding vector of a record pair. As
the authors suggest for textual input, we let \( x' \) be the zero
embedding. The attribution for the \( i \)th element of \( x \) is then
defined to be

\[
IG_i(x_i) = (x_i - x'_i) \times \int_{a=0}^{1} \frac{\partial f(x' + \alpha \times (x - x'))}{\partial x_i} \, d\alpha
\]

The integral is approximated by averaging the gradient of
evenly spaced points from \( x' \) to \( x \). We use 50 points in our
experiments. The raw attributions are for single elements of
the embedded input, by no means interpretable for humans,
so it is common to sum them for each embedding. To get

| Type   | Name               | #Cand. | #Matches | Matcher F1 |
|--------|--------------------|--------|----------|------------|
|        |                    |        |          | MG  | BM  |
| Structured | Amazon-YouTube    | 11460  | 1167     | 0.52 | 0.67 |
|         | Beer              | 450    | 68       | 0.85 | 0.76 |
|         | DBLP-ACM          | 12363  | 2220     | 0.99 | 0.98 |
|         | DBLP-Scholar      | 28707  | 5347     | 0.94 | 0.93 |
|         | Fodors-Zagats     | 946    | 110      | 1.00 | 0.95 |
|         | iTunes-Amazon     | 539    | 132      | 0.90 | 0.93 |
|         | Walmart-Amazon    | 10242  | 962      | 0.66 | 0.80 |
| Dirty   |                    |        |          |    |     |
|         | DBLP-ACM          | 12363  | 2220     | 0.91 | 0.97 |
|         | DBLP-Scholar      | 28707  | 5347     | 0.83 | 0.94 |
|         | iTunes-Amazon     | 539    | 132      | 0.53 | 0.90 |
|         | Walmart-Amazon    | 10242  | 962      | 0.41 | 0.79 |
| Textual |                    |        |          |    |     |
|         | Abt-Buy           | 9575   | 1028     | 0.61 | 0.81 |
|         | Company           | 112632 | 28200    | 0.57 | 0.90 |
attribution on the same representation level as our method, we combine attributions of Bert subword embeddings into whole words.

6 Experiments

We will now go through several experiments to evaluate LEMON and compare it to other methods. When we evaluate post hoc explainability, it is important to remember that we do not wish to measure the performance of the matchers, but rather what the explainability method can tell us about the matchers. Explanations should not be judged disconnected from the matcher on whether they provide the same rationale as users but to what degree they reflect the actual (correct or wrong) behavior of the matchers and to what degree they are effective at communicating this to users. Note that additional experiments diving deeper into stability, neighborhood sample size, explanation complexity, and runtime — as well as more extensive results for the experiments reported here — are available in the extended version of the paper [28].

6.1 Counterfactual Interpretation

Explanations can sometimes provide enough information to the user to understand how the prediction could be different. The authors of [13] call this the “interest” of an explanation. We argue similarly that a useful explanation should implicitly reveal to the user some changes to the records that would flip the prediction outcome. But we further argue that we should help the user understand a minimal number of such changes necessary, since that would mean the user has a greater understanding of where the decision boundary is.

To that end, we simulate users being shown an explanation for a record pair and then being asked what they think would be some minimal changes to the records that would flip the matcher’s prediction. The simulated users will greedily try to make the smallest number of perturbations necessary according to the explanation, as described in Section 4.3. Of the two dual explanations, they pick the explanation with the lowest $k_g$ if $\text{CFS}(e_x) \geq \epsilon$ or the one with the highest $\text{CFS}(e_x)$ otherwise. We extend the same greedy strategy to Landmark explanations but with their corresponding perturbations. Let the counterfactual recall of an attribution method be the fraction of explanations where at least one of the two dual explanations indicate how the matching prediction could be flipped ($\text{CFS}(e_x) \geq \epsilon$), and the counterfactual precision be the fraction of those where the greedy counterfactual strategy is actually successful ($\text{CFS}(e_x) > 0$). To unify them into a single metric, we report the counterfactual $F_1$ score. We formalize this in the following definition.

Definition 1 (Counterfactual Recall, Precision, and $F_1$).

Let $\lambda$ be an entity matching attribution method that outputs dual explanations $(e_{x, a}^\lambda, e_{x, b}^\lambda)$ and let $C \subseteq A \times B$ be a collection of pairs $(a, b)$ (i.e., a dataset). The counterfactual recall of the method $\lambda$ for the matcher $f$ on the record pair collection $C$ is

$$CR(\lambda, f, C) = \frac{\max (\text{CFS}(e_{x, a}^\lambda), \text{CFS}(e_{x, b}^\lambda)) \geq \epsilon}{\text{CFS}(e_x)}$$

and let the greedy pick among the dual explanations be

$$e_x^\lambda = \begin{cases} e_{x, a}^\lambda, & \text{if } k_g(e_{x, a}^\lambda) < k_g(e_{x, b}^\lambda) \\ e_{x, b}^\lambda, & \text{otherwise} \end{cases}$$

The counterfactual precision of the method $\lambda$ for the matcher $f$ on the record pair collection $C$ is

$$CP(\lambda, f, C) = \frac{\text{CFS}(e_x^\lambda) > 0}{\text{CFS}(e_x)}$$

Lastly, the counterfactual $F_1$ score is then simply

$$CF_1(\lambda, f, C) = \frac{2CR(\lambda, f, C) \cdot CP(\lambda, f, C)}{CR(\lambda, f, C) + CP(\lambda, f, C)}$$

We produce 500 explanations for both predicted matches and non-matches (or all when there are less than 500 available) for each explanation method per dataset. Table 2 shows the counterfactual $F_1$ for the different explainability methods, matchers, and datasets.

We observe that LEMON performs best overall, with the highest or close to the highest $F_1$ score in most cases. It significantly outperforms all three baselines, where non-matches, as expected, have the most pronounced difference. Since all the baselines are fundamentally analyzing the prediction by observing what happens when features are removed, they suffer from the same issue of explaining non-matches as discussed in Section 4.2. Importantly, the low performance of all the baselines backs up the claim that standard local post hoc attribution methods do not work satisfactorily out of the box for entity matching. Our proposed method generally outperforms Landmark, with the exception of the three datasets for the Magellan matcher on non-matches. We note that LEMON has the biggest advantage over Landmark on datasets that typically would require more substantial perturbations to flip the prediction, such as matches in DBLP-GoogleScholar and Company. At the same time, it is clear that all methods struggle with non-matches on DBLP-ACM and DBLP-GoogleScholar (and Beer to a certain degree) more than other datasets — especially for Magellan. This is mainly because the datasets yield a binary classification problem with large margins for the decision boundary. The classification problem is too easy and the matchers too certain. The true matches contain many highly similar attributes, while true non-matches tend to have several significantly dissimilar attributes. Changing the matcher’s prediction from non-match to match is hard because it requires many perturbations across most attributes. Therefore, the reason Landmark performs better in some cases with non-matches for Magellan is mainly because Landmark does not restrict the number of
interpretable features to use in the explanation. This enables higher counterfactual recall at the expense of more complex and less specific explanations.

### 6.2 Explanation Faithfulness

It is desirable that explanations are faithful to the matcher. All useful explanations provide some simplified view of the matcher’s behavior, but we still want them to be indicative of how the matcher actually operates without being unnecessarily misleading. Inspired by [14], we make perturbations to a record pair and compare the resulting match score with what we would expect from the attributions and attribution potentials. Specifically, if we remove feature \( i \), we expect the match score to decrease with \( w_i \) (remember that \( w_i \) can be negative). If we inject feature \( i \) into the other record, we expect the match score to increase with \( p_i \). The same applies to Landmark, but with appending instead of injecting features. Since the baselines do not estimate attribution potentials, we ignore that perturbation for them. We perform 1, 2, and 3 random perturbations among the interpretable features for both dual explanations. We repeat for 500 explanations of matches and non-matches for each matcher and dataset (or all when there are less than 500 available). Let \( \delta_i \) be the set of expected match score increases and decreases for experiment \( l \) out of \( L \), and let the mean absolute error be

\[
MAE = \frac{1}{L \sum_{i} |f(z) - [f(x) + \sum_{c \in \delta_i} c]|}
\]

This error measure will favor conservative explanation methods that make small and insignificant claims, and punish methods like Landmark and LEMON that provide higher impact explanations because of the injected/appended features. Therefore, we define the perturbation error to be the mean absolute error by dividing by the average magnitude of the predicted change:

\[
PE = \frac{MAE}{\sqrt{\sum_c |c^2|}}
\]
Table 3 shows the perturbation error \( PE \) for all methods. No method achieves truly low error levels, which is expected given the simplified assumption of independent additive attributions. However, we observe that LEMON overall is the method with the smallest errors, with LIME performing very similarly. LEMON and LIME lie in the range of 0.25 to 0.75 in almost all cases, while SHAP, IG, and Landmark often exceed 1.0. Further, we see Landmark sometimes gets extremely high perturbation error, especially for Magellan on the dirty datasets like Dirty iTunes-Amazon. Upon closer inspection, we think this stems from a combination of sampling a too large neighborhood and the ineffectiveness of the double-entity generation strategy when the data does not follow the matched schemas (i.e., is dirty).

### 6.3 User Study

To examine if explanations from LEMON improve human subjects understanding of a matcher compared to LIME, we adopt the experiment on counterfactual interpretation from Section 6.1 to human subjects. We recruit random test users from the research survey platform Prolific. Note that these users are laymen and do not have any experience with entity matching or a background in computer science. A user is shown an explanation for a record pair and then asked what they think would be a minimal change to the record pair that would make the matcher predict the opposite. Each user is shown one explanation for a match and a non-match for each dataset, and we use only the BERT-Mini matcher. Afterward, we check what fraction of them successfully gets the opposite prediction — i.e., the counterfactual precision. We conduct the experiment on 50 users for LIME and 50 different users for LEMON, and report the counterfactual precision in Table 4.

As expected, and in line with the experiments above, the greatest improvement is for non-matches. We see an average improvement in the counterfactual precision of 0.09 for matches and 0.34 for non-matches. The results are generally less pronounced than those of the simulated experiments.
We suspect the lower maximum scores reflect the difficulty of the task for a layman, and that the higher minimum scores reflect human ability to use common sense to make up for weak explanations. Note that we cannot compare to Landmark [13] since the authors do not propose any way of presenting an actual explanation to a user. The combination of double-entity generation and not limiting $\Omega(g)$ (i.e., explaining using all features instead of limiting them to $K$) makes such a presentation non-trivial.

### 6.4 Ablation Study

Included in Table 2 and Table 3 is also an ablation study. We examine what happens when we remove each of the three main components of LEMON: 1) Dual Explanations. Instead of dual explanations, we produce one joint explanation for both records. We use $K = 10$ for a fair comparison. 2) Attribution Potential. We use the interpretable representation of the LIME baseline and do not estimate any attribution potential. 3) Counterfactual Granularity. We fix the granularity to be one token. In addition, we examine the effect of adding counterfactual granularity to the baselines SHAP and integrated gradients (there is no trivial way to do the same for attribution potential).

LEMON performs better across the board for matches with dual explanations, but the results more varied for non-matches. This makes sense since the problematic interaction effects mainly occur when two records match and have a lot of similar content. Unsurprisingly, since its primary goal is to explain how records could match better, attribution potential only significantly improves non-match explanations. Nevertheless, the improvement for non-matches is dramatic, demonstrating how effective attribution potential is for explaining record pairs that do not match. Finally, we observe that the effectiveness of counterfactual granularity varies greatly from dataset to dataset. It makes the most difference on datasets where we consider the records to have multiple high-quality pieces of information — either in the form of several high-quality attributes or long textual attributes with multiple high-quality keywords.

### 7 Conclusion

Local post hoc feature attribution is a valuable and popular type of explainability method that can explain any classifier, but standard methods leave significant room for improvement when applied to entity matching. We have identified three challenges of applying such methods to entity matching and proposed LEMON, a model-agnostic and schema-flexible method that addresses all three challenges. Experiments and a novel evaluation method for explainable entity matching show that our proposed method is more faithful to the matcher and more effective in explaining to the user where the decision boundary is — especially for non-matches. Lastly, user studies support a real-world improvement in understanding for a layman seeing LEMON explanations compared to naive LIME explanations.

There is still much to be done within explainable entity matching. A disadvantage of LEMON (and other perturbation-based methods like LIME, SHAP, and Landmark) is their running time. Even though it is possible to trade off significantly shorter running time for explanation stability, and trivial to parallelize the computational bottleneck (running inference of matcher $f$), depending on the hardware and matcher, it might still be infeasible in practice to do real-time explanation or generate explanations for all record pairs in large datasets, while still achieving satisfactory stability. Therefore, more efficient sampling strategies should be explored. Furthermore, there is more to be done on examining the adoption of other explainability methods for entity matching in-depth, and on how to evaluate them. Our experiments and ablation study show that dual explanations and counterfactual granularity are easily applicable to SHAP and gradient-based methods, and that they are indeed effective for other methods than LIME. It is less clear how one would adapt the ideas of attribution potential to those methods, and we hope to address that in the future.
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