Formation of informative characteristics of network traffic states using its dynamic filtration
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Abstract. The approach to the task of detecting DDoS attacks based on the formation of secondary informative characteristics of its states on the observed parameters of data packets headers of network traffic is considered. Secondary informative characteristics characterize the traffic time structure or its behavioral character. The problem is solved by the method of dynamic filtering of traffic using various operators: the causal transformation operator and the evolution operator.

1. Introduction
Traditionally, the traffic anomaly detection is carried out according to the results of identification of deviation of its current state from patterns of normal states. At the same time, various methods of intellectual analysis are used such as method of principle component analysis [1], wavelet analysis [2], histogram analysis [3], support vector machines [4, 5] and detection of shifts in spatial-temporal traffic patterns [6]. Secondary informative features which are formed as logical fingerprints for various network protocols [7], entropic [8], correlational [9] and structural functions of primary informative features of traffic [10] are used for more in-depth analysis. Various difference measures and metrics are used to detect DDoS attacks against the background of changing legitimate traffic, including taking into account the “flash crowds” effect [11, 12].

The use of signatures to detect DDoS attacks requires the accumulation of a significant amount of data for all types of attacks; it is used in a similar way to virus detection methods [13]. Neural networks are widely used as part of complex systems for detecting and protecting against DDoS attacks [14–16]. Another approach is based on identifying group anomalous behavior, which is typical for botnets and differs from the usual actions of legitimate users. IP addresses of the traffic originator [17] and packet identification numbers [18] can be used to detect DDoS attacks. A detection system was proposed which effectively identifies the anomalous state of the system using patterns of group activity of network nodes [19]. Known clustering methods were used to detect malicious packets in traffic and identify botnets [20–23].

It should be noted that there are no publications in the network security field in which issues of formation and productive use of the space of secondary informative features of traffic from the standpoint of statistical dynamics are. Network traffic in the works mentioned above is considered as a set of static data (for example, the number of packets per second) without taking into account their
dynamic structure, which is determined by the statistics of time consecution and the corresponding stable connections of the primary features. However, in fact any network channels and traffic passing through them are the dynamic systems [24]. It is necessary to take into account both the speed of changes in traffic and the instant values of network loads for their adequate description.

The aim of the this work is to summarize the results of theoretical and experimental studies of the authors on the analysis of network traffic [10, 24, 25] and to substantiate the methods of formation of secondary informative features of network traffic on the basis of its consideration as a dynamic system.

2. Research Method

Dynamic filtering is performed by scanning the vector \( P_n = (P_{1n}, P_{2n}, \ldots, P_{Mn})^T \) of the stream \( M \) of parameters of network traffic data packet headers \( n = 1, 2, \ldots, N \) by dynamic window \( w_{(n, AN)} \) with an aperture \( \Delta N \). The formation of vector of secondary informative features of network traffic \( F_n = (F_{1n}, \ldots, F_{K})^T \cdot K \) occurs at every \( n-m \) window position. In the general case, each \( k \)-th secondary informative attribute is formed by the action of the corresponding functional or operator \( F_k \) on the set of vectors of parameters of the packet headers of network traffic data packets included in the window \( w_{(n, AN)} \):

\[
F_{kn} = F_k(P_n, P_{n-1}, \ldots, P_{n-AN+1}), \; k = 1, 2, \ldots, K. \tag{1}
\]

The formation of vectors of secondary informative features is necessary for account the statistical relationship of vectors traffic parameters \( AN \) (primary informative features) to take into account the temporal structure of its behavior. Normalized frequency distributions \( o(F_i), \ldots, F_k(r) \) formed from a set of observations \( N \) of vectors \( F_n \) in different states of \( St \) of traffic \( r = 0, 1, \ldots, R-1 \) are used for a stable description of such connection. Normalized frequency distribution was considered as the conditional probability of values of the secondary informative features of traffic under specified states. Some trajectory in the phase space of its secondary informative features corresponds to traffic dynamic filtering in such a formulation of the problem. The trajectory passes through various subspaces corresponding to different traffic states \( St \) \( r = 0, 1, \ldots, R-1 \). In this case, the subspaces can overlap, which is typical for real network traffic containing a mixture of attacking packets. Therefore, the detection of fact of entry of the traffic trajectory into any subspace and the classification of the subspace type are probabilistic procedures.

3. Results and Discussion

The following operators were used for dynamic filtering.

3.1 The causal transformation operator

This operator converts auxiliary features \( X_{mn} \), calculated from the primary informative features of traffic \( P_{mn} (m = 1, \ldots, M) \), into its intermediate features \( Y_{mn} \). Hilbert's FIR filter with finite impulse characteristic is used for transformation \( h_n [24] \):

\[
Y_{mn} = h_1(X_{(m, n+1)} - X_{(m, n+3)}) + h_3(X_{(m, n-3)} - X_{(m, n+3)}) + h_5(X_{(m, n+5)} - X_{(m, n-5)}) + h_{MN}(X_{(m, n+\Delta N)} - X_{(m, n-\Delta N)}). \tag{2}
\]

Filter coefficients \( h_k \in (1, 1/3, 1/5, \ldots, 1/\Delta N) \) provide orthogonality of sequences \( X_{mn} \) and \( Y_{mn} \):

\[
\sum_{m} X_{mn} Y_{mn} = 0 \text{ for } m = 1, 2, \ldots, M. \tag{3}
\]

Intermediate features of traffic describe the generalized rates of its change, because they depend on higher-order derivatives of auxiliary features \( \Delta N \), which correspond to generalized coordinates. Wherein odd central differences should be used for linear independence of intermediate features in (2) so that each \( Y_{mn} \) does not depend on \( X_{mn} \) \( \forall n = 1, 2, \ldots, N \).

The set of intermediate and auxiliary features of traffic allows to consider the functioning of network data transmission channel as the behavior of multidimensional dynamic system of the \( \Delta \)-th order with generalized coordinates \( X_{mn} \) and generalized speeds \( Y_{mn} \). It is enough to use \( \Delta N = 7 \ldots 13 \) for practice.
In accordance with the approach of Ludwig Boltzmann, Henri Poincare and Willard Gibbs [26], the states of multidimensional dynamic system with generalized coordinates $X_m$ and generalized velocities $Y_m$ are described by a family of phase portraits which do not contain time explicitly, but describe the change of the states of the system, i.e., its dynamics in the form of phase trajectories in the corresponding phase spaces $\{X, Y\}_m$. Figure 1 shows examples of phase portraits corresponding to the normal state of traffic and its abnormal state (the case of TCP Syn Flood attack) [24]. The ratio of parameters (number of octets to the number of packets) of the load part of the headers of traffic data packets received from the edge router of the network via the Net Flow Protocol is taken as a generalized coordinate $X$.

It is quite difficult to perform the numerical calculations, which are necessary to detect attacks with predetermined probability at describing traffic conditions in the form of phase portraits. Therefore, generalized coordinates and pulses were converted into one-dimensional secondary informative features by hashing to simplify the calculations [24]:

$$F_{mn} = X_{mn} + Y_m, \quad m = 1, 2, \ldots, M; \quad n = 1, 2, \ldots, N.$$  \hspace{1cm} (4)

![Figure 1. Examples of phase portraits of normal state of traffic (a) and its abnormal state (b) (TCP Syn Flood attack) [24].](image)

Normalized frequency distributions $\omega(F_1, \ldots, F_K|r)$ of hash functions were formed. Figure 1 shows example of normalized one-dimensional frequency distributions $\omega (FK|r)$, formed in relation of the parameters (number of octets to the number of packets) of the load part of the traffic for $N=4000$ counts of observations at different states $r \in \{\text{Normal; HTTP Flood; Slow Loris}\}$.

The frequency distributions of all traffic states differ significantly on different intervals of values $F$ of its informative feature (Figure 2).

### 3.2 The evolution operator

It is assumed that the continuous vector $P(t) = [P_1(t), \ldots, P_M(t)]^T$ of traffic characteristics $P_m(t)$ ($m=1, \ldots, M$) at forming this operator is described by the differential equation [10, 25]:

$$dP(t)/dt = (1/\Delta t) \cdot H(t) \cdot P(t),$$  \hspace{1cm} (5)

where the dynamic operator $H(t)$ is unknown, and only the values of the components of the vector $P$ of the parameters of the packet headers of traffic data observed at various discrete moments of time $t_n \in (t_0, t_N]$ are known. The time interval $\Delta t$ is introduced into (5) because of dimension reasons. It is also assumed that there is an operator $S(t, t)$ for $H(t)$, which gives the solution of the Equation (5):

$$P(t) = S(t, t) \cdot P(t), \quad S(t, t) = E,$$  \hspace{1cm} (6)

where $E$ is unit matrix.
Figure 2. Example of normalized one-dimensional frequency distributions $\omega(F|r)$ for three traffic states ($N = 4000, \Delta N = 7$).

The operator $S(t, \tau)$ is called the matriciant or Cauchy matrix in mathematics and the evolution operator or the time shift operator in physics. The connection of the evolution operator of the dynamic system $S(t, \tau)$ with its dynamic operator $H(t)$ is described as a series [25]:

$$S(t, \tau) = E + \frac{1}{\Delta t} \int_{\tau}^{t} H(t_1) dt_1 + \frac{1}{2!} \left( \frac{1}{\Delta t} \right)^2 \int_{\tau}^{t} dt_1 \int_{\tau}^{t} dt_2 \ J\{H(t_1) \cdot H(t_2)\} + \cdots ,$$

(7)

where $J$ is Dyson chronological operator [27] ($J\{H(t_1) \cdot H(t_2)\} = H(t_1) \cdot H(t_2)$, if $t_1 > t_2$ and $J\{H(t_1) \cdot H(t_2)\} = H(t_2) \cdot H(t_1)$, if $t_1 < t_2$).

Normalized frequency distributions $\omega(F|r)$ for different traffic states $S_r (r = 0, 1, 2, \ldots, R)$ were formed by observing all its counts $N$. For example, Figure 3 shows the normalized frequency distributions $\omega(F|r)$, formed by two parameters (number of octets and packets) of the load part of the traffic for $N=4000$ observations of adjacent counts $t$ and $\tau$ at different states $r \in \{\text{Normal; HTTP Flood; Slow Loris}\}$.

Frequency distributions of all traffic states differ significantly on different intervals of values $F$ of its informative feature (Figure 3). However, the window for the formation of secondary informative features by the evolution operator method was used; its size is significantly smaller than the size of the window at the causal operator method.

Figure 3. Example of normalized one-dimensional frequency distributions $\omega(F|r)$ for three traffic states ($N = 4000, \Delta N = 2$).

Normalized frequency distributions $\omega(F|r)$, formed by any known method of dynamic filtering, are peculiar images (patterns) of traffic states $S_r (r = 0, 1, \ldots, R-1)$. Additional experiments using the tools...
developed by the authors [28, 29] have shown that the use of frequency distributions allows to adjust automatically the decision-making thresholds at given probabilities of detection and errors based on the use of the method of Wald's sequential analysis [30,31].

4. Conclusion
The method of formation of secondary features of network traffic states, which is necessary to detect DDoS-attacks; it is based on its dynamic filtering is developed. The causal transformation operator and the evolution operator are used for dynamic traffic filtering. Experimental studies shown the principal possibility of using the developed method in the intelligent systems for detection and identification of the main types of DDoS attacks. The advantage of the developed method is unified approach to the description of traffic states and the ability to detect anomalies by automatic setting of thresholds of decision making at given probabilities of detection and errors. These provisions are fundamental for solving of the tasks of network traffic analysis of super-large volume (more than 100 Gbit/s). Thus, the proposed methods can complement and significantly expand the methods used in real systems of protection against DDoS-attacks.
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