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ABSTRACT
Type Ia supernova cosmology depends on the ability to fit and standardize observations of supernova magnitudes with an empirical model. We present here a series of new models of Type Ia Supernova spectral time series that capture a greater amount of supernova diversity than possible with the models that are currently customary. These are entitled SuperNova Empirical MOdels (SNEMO\textsuperscript{a}). The models are constructed using spectrophotometric time series from 172 individual supernovae from the Nearby Supernova Factory, comprising more than 2000 spectra. Using the available observations, Gaussian Processes are used to predict a full spectral time series for each supernova. A matrix is constructed from the spectral time series of all the supernovae, and Expectation Maximization Factor Analysis is used to calculate the principal components of the data. K-fold cross-validation then determines the selection of model parameters and accounts for color variation in the data. Based on this process, the final models are trained on supernovae that have been dereddened using the Fitzpatrick and Massa extinction relation. Three final models are presented here: SNEMO2, a two-component model for comparison with current Type Ia models; SNEMO7, a seven component model chosen for standardizing supernova magnitudes which results in a total dispersion of 0.100 mag for a validation set of supernovae, of which 0.087 mag is unexplained (a total dispersion of 0.113 mag with unexplained dispersion of 0.097 mag is found for the total set of training and validation supernovae); and SNEMO15, a comprehensive 15 component model that maximizes the amount of spectral time series behavior captured.

\textit{Keywords:} Cosmology: observations – Supernovae: general

\textsuperscript{a) https://snfactory.lbl.gov/snemo}
1. INTRODUCTION

Type Ia Supernovae (SN Ia) have provided a powerful tool for measuring the accelerating expansion of the Universe and constraining the properties of dark energy (Riess et al. 1998, Perlmutter et al. 1999). However, future progress will be limited by various uncertainties in their standardized magnitudes (Saunders et al. 2015, hereafter S15). While current and upcoming supernova surveys (DES, LSST, Bernstein et al. 2012, LSST Science Collaboration et al. 2009) will eliminate any significant source of statistical uncertainty, along with certain calibration errors, remaining intrinsic differences in the supernovae still lead to a large amount of systematic uncertainty. Crucially, the presence of intrinsic dispersion in standardized magnitudes indicates the existence of latent unmodelled supernova processes, which can cause bias in standardized magnitudes if they are dependent on redshift or selection effects.

On the question of standardized magnitudes, progress should be possible. Type Ia supernova standardization was originally made viable by the Phillips relation (Phillips 1993), which identified the relation between supernova magnitudes and the decay rate of the lightcurve. This was improved further by Riess et al. (1996) and Tripp (1998), who added a correction to the supernova magnitude based on the difference between the $B$ and $V$ band magnitudes at maximum light, in other words the $B-V$ color. Data could be $K$-corrected with supernova templates, such as Nugent et al. (2002), and the $B$-band magnitudes could be corrected by the lightcurve width and color relations in order to be used for cosmology. Current techniques for standardization still rely on simple empirical supernova models that have only one or two degrees of freedom (SALT2, Guy et al. 2007, MLCS2k2, Jha et al. 2007, SNOOPY, Burns et al. 2011). After standardization, there is a remaining dispersion in supernova magnitudes of about 0.15 mag (Betoule et al. 2014), which is a combination of scatter due to calibration errors and intrinsic and extrinsic sources (e.g. dust) of variation in supernova magnitudes. Alternative methods for using Type Ia supernova as standard candles, such as finding “twin” supernovae that have identical spectra (Fakhouri et al. 2015, hereafter F15) or using the near-infrared maximum magnitude (Krisciunas et al. 2004, Mandel et al. 2011, Barone-Nugent et al. 2011).
Saunders et al. (2012), are restricted by the type of data required, which is not available for most existing supernova surveys.

Recent work has shown that Type Ia supernovae exhibit more diversity than can be described by two components (Kim et al. 2013, S15, Sasdelli et al. 2015, etc.), suggesting that the supernova-dependent sources of dispersion in the standardized magnitudes can be reduced by using an improved empirical model for Type Ia supernovae. Moreover, differences in the supernovae can be dependent on their environment, and the distribution of supernovae may shift with evolution in the environments with respect to redshift (Kelly et al. 2010, Sullivan et al. 2010, Gupta et al. 2011, Rigault et al. 2013, 2015, 2018). A model that can account for more of these differences among supernovae will reduce the potential for bias in the standardized magnitudes if the population changes with the redshift.

Since \( \sim 85\% \) of a supernova’s bolometric luminosity is emitted in the optical range (Howell et al. 2009), a supernova model covering this range, as presented here, will cover the majority of the region where supernova variability is expressed. Further, the spectra in this optical range indicate which ions are present in the supernova ejecta, along with their velocities, as well as determining the broadband shape of the supernova lightcurves. We are motivated by the idea that these indicators uniquely determine the luminosity of the supernova, meaning that two supernovae with the same spectral time series will have the same luminosity. This hypothesis is supported by F15, where a dispersion of 0.072 mag was attained by pairing supernovae with very similar spectral time series. (See Foley et al. (2018) for an apparent exception) Thus, ideally, the better the supernova magnitudes can be modelled, the better they can be standardized. For these reasons, better spectrophotometric models are needed in order to extract the greatest possible amount of information from Type Ia supernovae observations.

For the empirical models currently in use, the complexity that could be incorporated in their training was constrained by the limited availability of supernova observations, in particular the small numbers of homogeneous spectral time series uncontaminated by host-galaxy light. With spectrophotometric time series data from the Nearby Supernova Factory (SNfactory, Aldering et al. 2002), a much more complex empirical model can be built. The SNfactory dataset includes hundreds of flux-calibrated,
host-subtracted spectral time series which can be used to build a more complete picture of Type Ia supernovae because there is so much more information per supernova. To equivalently constrain a model with photometry, a photometric data set orders of magnitude larger and at a wide range of redshifts would be needed in order to deduce what spectral behavior drives variation in the observed broad band measurements and to break degeneracies between different spectral behavior that result in identical broad band behavior when integrated over the wavelength range of a filter. However, degeneracies between broad band colors and dust extinction, along with redshift and cosmology, may mean that a photometric data set would not be able to replace spectral data regardless of its size.

Given the nature of variations among spectra, such as the strengths and velocities of emission and absorption features, it may be that supernova spectral time series can only be perfectly described by complex nonlinear models or by explosion and radiative transfer simulations, which are currently far from obtaining the accuracy needed for supernova cosmology. However, in this analysis, we aim to make the next logical extension beyond the current generation of empirical models. The SALT2 model is essentially performing Principal Component Analysis (PCA), finding the first two eigenvectors that describe the space of Type Ia supernova lightcurves or spectral time series. These are combined with a color relation, which is either explicitly in the form of reddening due to dust, or else is intended to describe reddening due to a combination of dust and some type of intrinsic color variation. The simplest improvement to this approach is to find the remaining significant eigenvectors, and thus build a model that describes a larger fraction of the variation in Type Ia supernovae. The data from SNfactory allows us to do this by performing PCA on a matrix made up of our collection of spectral time series. The resulting principal components, which are ranked eigenvectors of the matrix, become the linear components of a new spectral-temporal model. Using the model to fit new supernovae provides a method for standardizing their magnitudes, since correlations between the peak magnitude and fit coefficients can be calculated and corrected for.

Other methods for modelling Type Ia supernovae have found alternative ways of reducing the dimensionality of the population space. The SUGAR model (Léget et al., in preparation), also trained on the SNfactory supernova sample, is an example of one of these methods. This model
focuses on the spectral features at maximum, which strongly impact the photometric magnitudes. SUGAR finds the principal components in the space of spectral features, then relates those to the full spectral time series in order to build a model. Whether and in what cases this model may be preferable to the ones presented here is left to future testing.

We present the SNfactory data used here in Section 2. The method used to calculate the model components is discussed in Section 3. Three final Supernova Empirical Models (SNEMO) are presented in Section 4: SNEMO2, a simple model to compare with SALT2 and other current empirical supernova models, SNEMO7, a model chosen for standardizing supernova magnitudes, and SNEMO15, a model intended to capture the greatest possible amount of Type Ia supernova behavior. In this section, empirical diagnostics of the model components are measured, and the models are compared with SALT2. Concluding remarks are given in Section 5.

2. THE TYPE IA SUPERNOVA DATA SET

The supernova data used in this analysis are spectrophotometric time series observed by the SNfactory between 2004 and 2014 with the SuperNova Integral Field Spectrograph (SNIFS, Lantz et al. 2004). Many of these supernovae have been presented previously, for example in Thomas et al. (2007, 2011), Bailey et al. (2009), Chotard et al. (2011), Scalzo et al. (2012), Scalzo et al. (2014), Sasdelli et al. (2015), and Nordin et al. (2018). A publication containing the spectral time series used in this analysis is in preparation. Additionally, the supernovae in this analysis discovered by iPTF (Kulkarni 2013) are also presented in Papadogiannakis et al. (submitted). SNIFS is a fully integrated instrument optimized for automated observation of point sources on a structured background, i.e. the supernova host galaxy, over the full ground-based optical window at moderate spectral resolution ($R \sim 600 - 1300$). It consists of a high-throughput wide-band pure-lenslet integral field spectrograph (IFS), an imaging channel to monitor the field in the vicinity of the IFS for atmospheric transmission variations simultaneous with spectroscopy, and for acquisition and guiding. The IFS possesses a fully-filled $6.4'' \times 6.4''$ spectroscopic field of view subdivided into a grid of $15 \times 15$ spatial elements, a dual-channel spectrograph covering $3200 - 5200 \, \text{Å}$ and $5100 - 10000 \, \text{Å}$ simultaneously, and an internal calibration unit (continuum and arc lamps). SNIFS is continuously mounted on the South
bent Cassegrain port of the University of Hawaii 2.2 m telescope on Mauna Kea and is operated remotely. A description of host-galaxy subtraction is given in Bongard et al. (2011).

The supernovae are flux-calibrated following the procedure described in Buton et al. (2013), using a system of both CALSPEC (Bohlin 2014 and references within) and Hamuy (Hamuy et al. 1992, 1994) standard stars, which are calibrated on the Hayes & Latham (1975) system and listed in Buton et al. (2013). Calibration of the data on non-photometric nights is described in Pereira et al. (2013). Note that this hybrid calibration system is mildly in tension with data calibrated purely with the CALSPEC standards (an effect seen earlier in S15). This calibration difference primarily affects the $U$-band; the effect on the $B - V$ color is minimal but the $U - B$ color can be approximately 0.02 mag lower in the system used here. The redshifts of the supernovae are given in Childress et al. (2013) and Rigault et al. (Rigault et al. 2018). The supernovae have been corrected for Milky Way dust extinction (Schlegel et al. 1998, Cardelli et al. 1989). The wavelengths have been shifted to a common restframe at $z = 0$. All references hereafter to the phase or wavelength of the supernova data will refer to the values in this restframe.

The supernovae used in this analysis range in redshift from $z = 0.01$ to 0.08. They are required to have observations on at least 5 epochs, with at least one epoch between 10 days before and 7 days after maximum light, as determined by fitting the data with SALT2, and 4 epochs between 10 days before and 35 days after maximum light. Stricter phase-based cuts on the data set are also discussed below. In this analysis, we include peculiar supernovae, such as SN1991T and SN1991bg-like objects, plus other supernovae that are not well fit by the SALT2 model. Whether and how to exclude such supernovae from a cosmology analysis are discussed in Section 3.4.2 and in the Appendix. The SNfactory data set used here has 223 supernovae that meet these data cuts. Future versions of the SNfactory data production are expected to increase this number.

The date of maximum fit by SALT2 is used to align the supernovae by phase in the analysis that follows. This phase is well constrained because of the other constraints put on the data set, and its uncertainty is generally well under half a day even for supernovae that are not very well matched by the SALT2 model. This small level of uncertainty is confirmed in the final models, which give a small
scatter (RMS = 0.3 days) in the date of maximum of the reconstructed supernovae. Additionally, in
the final data set used in this analysis only supernovae with data before maximum are used, further
constraining the date of maximum.

3. METHOD FOR BUILDING THE SUPERNOVA MODELS

The goal of the analysis is to build a model for the time-evolving spectral energy distribution of
Type Ia supernovae that will consist of spectral time series components. There are a number of
reasons for using a model for Type Ia supernovae, and we present separate analysis products to
address these: a simple model with two components (the first of which is essentially the average
spectral time series) plus a color relation to compare our analysis method with SALT2; a model
optimized to work best for standardizing supernova absolute magnitudes; and a model intended to
best match the spectral time series diversity of all Type Ia supernovae.

Following the precedent of current empirical supernovae models, each of the produced models will
consist of a number of spectral time series components. For each model, the components are linearly
combined to match the spectral time series of a given supernova. The spectral-temporal model
components are produced by first regressing the supernova data onto a regular grid in phase and
wavelength, discussed in Section 3.1, then calculating the principal components of this regularly
sampled data, discussed in Section 3.3.

In training these empirical models, a number of choices must be made. First, we consider the
selection criteria for the model training supernova set, namely whether supernova used in training the
model must have epochs observed at early or late times. Also considered is whether the supernova
spectra should be dereddened to account for dust between the supernova and the observer as a
separate step and what dust reddening relation to use, discussed in Section 3.2. Lastly, the number
of model components must be determined for the model optimized for magnitude standardization
and the comprehensive spectral time series model. To avoid overfitting, these decisions are made
using K-fold cross-validation, described in Section 3.4.

3.1. Regression of Supernova Observations onto a Regularly Sampled Grid in Wavelength and Phase
The supernova data from the SNfactory are by necessity not uniformly sampled in phase and have varying degrees of noise due to the redshift range, phase, and observing conditions of the supernovae. To facilitate the calculation of principal components, Gaussian Processes are used to regress the irregular data onto a uniform grid in wavelength and phase. Gaussian Processes (Rasmussen and Williams, 2006) assumes that an observation is a sample drawn from some underlying function with an error model:

$$y = f(x) + \epsilon$$

(1)

where $\epsilon$ is a normal distribution that accounts for the error in the data. A Gaussian Process models the underlying function as

$$f \sim \mathcal{N}(a m(X), K(X, X))$$

(2)

where $X$ are the input dependent variables, here two-dimensional elements corresponding to the wavelength and phase for each flux measurement, $m(X_*)$ is the model for the mean function, $a$ is a fit normalization parameter, and $K$ is a covariance matrix made up of Matérn kernel (Matérn 1986) elements

$$k(x, x') = \sigma_f^2 \left[ 1 + \frac{\sqrt{5}(x - x')}{l} + \frac{5(x - x')^2}{3l^2} \right] \exp \left( - \frac{\sqrt{5}(x - x')}{l} \right) + \sigma_n^2 \delta(x, x')$$

(3)

where $l$, $\sigma_f$, and $\sigma_n$ describe the correlation scale between variables, the amount of variation allowed from the mean, and the independent variation in the data.

In this analysis, the mean function $m(X)$ is constructed by taking the smoothed and normalized mean of all the supernovae, with the Hsiao et al. (2007) template as a prior at epochs where there is little data. The correlation scale $l$ is fit globally for all supernovae and is only applied to data points with different phases but the same wavelength. No correlation is enforced between elements at different wavelengths since the data has already been binned in wavelength and enforcing a correlation was not found to improve results. The other parameters ($a$, $\sigma_f$, and $\sigma_n$) are fit for each supernova by maximizing the log-likelihood of the model. These parameters are fit for each individual supernova because their values relate to the observing conditions and the amount the supernova differs from the average.
Given input data at $X$ with variance $V$, the prediction for the underlying supernova spectrum at points $X'$ is then the mean of the conditional distribution of function values drawn from the normal distribution:

$$f' = a m(X') + K(X', X)[K(X, X) + V]^{-1}(y - a m(X))$$  \hspace{1cm} (4)

with covariance

$$cov(f') = \Sigma' = K(X', X') - K(X', X) [K(X, X) + V]^{-1} K(X, X').$$  \hspace{1cm} (5)

For each supernova in our data set, a prediction is made in this manner for the true spectral time series in flux of the object. For this analysis, we generate spectral time series spanning 10 days before maximum and 46 days after maximum at two day intervals, with 288 wavelength elements between 3300–8600Å at a constant velocity resolution of 1000 km/s. These phase and wavelength ranges are determined by the range in which the SNfactory supernovae are well observed, which correspond to the phase and wavelength range in which the majority of supernova luminosity is emitted (Howell et al. 2009). Fluxes here and after are $f_\lambda$ (ergs s$^{-1}$ cm$^{-2}$ Å$^{-1}$). Figure 1 shows an example of the Gaussian Process prediction for a moderately well-sampled supernova with some scatter in the data. Figure 2 shows the performance of the predictions over the whole supernova set, demonstrating that the predictions are unbiased and have residuals consistent with the estimated uncertainty on the data around maximum light. The uncertainty at later times is somewhat overestimated, which can be attributed to the fact that the matrix $K$ is fixed for all epochs of the supernova and over-estimates the variability at later times. A more advanced epoch-dependent model might be able to account for this, but this is left for future work.

3.2. Dereddening the spectra to account for interstitial dust

Supernova color differences have been shown to be a major contributor to inhomogeneity in supernova spectra and magnitudes (Riess et al. 1996, Tripp 1998). This color is some combination of intrinsic color and reddening due to dust, but a generally accepted method for separating these components has not yet been discovered (Mandel et al. 2014, Kim et al., submitted). The portion due to dust reddening is expected to obey an extinction relation, such as in Cardelli et al. (1989, hereafter
Figure 1. A demonstration of the supernova model predicted by Gaussian Processes compared with the supernova data. The left panel shows monochromatic lightcurves while the right panel shows the spectra predicted by the Gaussian Processes at the phases where there is supernova data.

Dust reddening is well described by an exponential multiplier to the flux and thus cannot be described by a single linear principal component. Dereddening the supernovae using the C89 relation before calculating the spectral time series model components may lead to a model that better matches supernova behavior than a model without dereddening and means that a smaller basis of linear components should be needed to describe supernova variability. Thus, in addition to calculating a purely linear supernova model, we also calculate models using supernova data that are first dereddened with the C89 or the FM07 dust reddening models. Supernova dereddening was seen to be dependent on the phases of...
Figure 2. Average and standard deviation of the pulls between Gaussian Process predictions and the data versus the wavelength, in 3 day phase bins. The red lines show the average pull, which is defined as the residual divided by the error, of the Gaussian Process prediction to the data at the phase indicated to the right of the figure, while the shaded region shows the standard deviation in the pulls. The solid black lines are the zeropoint for the averages, where a level of zero indicates that there is no bias. The dashed lines show the level of plus or minus one in the pulls.
the spectra used, for example when only early phases, which are seen to be highly variable in time, or only more uniform later phases, are available to calculate the dereddening. Because of this, the dereddening process is done using the Gaussian Process prediction for the supernova, instead of the raw spectra, so that all phases are included. The color relation is applied by fitting the color difference between each supernova and a fiducial supernova and dereddening the supernova by that amount. This is done by minimizing the quantity

$$\sum_{i=1}^{N_{SN}} \left( f_{SN_i}(p, \lambda) - a_i \, 10^{-0.4 \, A_{s,i}} \, C(\lambda) \, f_{fid}(p, \lambda) \right)^T \Sigma_{SN_i}^{-1} \left( f_{SN_i}(p, \lambda) - a_i \, 10^{-0.4 \, A_{s,i}} \, C(\lambda) \, f_{fid}(p, \lambda) \right)$$

as a function of $a_i$, $A_{s,i}$, and $f_{fid}(p, \lambda)$, where $A_{s,i}$ is the extinction difference between $SN_i$ and the fiducial supernova, $a$ is a normalization factor, $f_{fid}(p, \lambda)$ is a freely fit spectral time series varying as a function of the phase $p$ and wavelength $\lambda$, and $f_{SN_i}$ and $\Sigma_{SN_i}$ are the predicted flux and covariance for each supernova from the Gaussian Processes step (Equations 4 and 5). $C(\lambda)$ is either the C89 or FM07 dereddening model, both using $R_V = 3.1$. (The degeneracy between $a_i$, $A_{s,i}$, and $f_{fid}(p, \lambda)$ is removed by fixing the value for $a_i$ for an arbitrarily chosen supernova and fixing the average of $A_{s,i}$ to zero.) A fit fiducial supernova is used, rather than a template such as Hsiao et al. (2007), in order to ensure that the maximum amount of variation due to dust-like reddening allowed by the data is removed.

The supernovae dereddened using the fit $A_s$ values (but not including the normalization factor $a$) are then used as input to the calculation of the components that will form the final spectral-temporal model. For brevity, $F_{SN}(p, \lambda)$ will refer hereafter to the dereddened spectral time series of the supernova, i.e.

$$F_{SN}(p, \lambda) = f_{SN}(p, \lambda) 10^{0.4 \, A_s \, C(\lambda)}$$

### 3.3. Extracting Principal Components from the Spectral Time Series

In order to calculate linear components from the supernova spectral time series predictions produced using Gaussian Processes, we use a variation of Principal Component Analysis (PCA) that is capable of incorporating data with uncertainties. This variation, Expectation Maximization Factor Analysis (EMFA) is a method for performing dimensionality reduction presented in Ghahramani et al. (1996).
In addition to utilizing data uncertainty, EMFA has the added advantage of allowing the user to choose the number of model components that will be used to describe the data set, in other words the basis of \( N \) vectors that best fits a given space. Note that this means that a model with \( N \) components is not a subset of a model with \( N + 1 \) components trained on the same data set.

EMFA models the given data as

\[
F = ec + u
\]  

(8)

where \( F \) is the \( N_{\text{variables}} \times N_{\text{SNe}} \) dimensional data matrix (here the Gaussian Process predictions for each phase and wavelength combination) and \( e \) is a \( N_{\text{variables}} \times N_{\text{vectors}} \) dimensional matrix of model components. The factors \( c \) (forming a \( N_{\text{vectors}} \times N_{\text{SNe}} \) dimensional matrix) correspond to the coefficients of the model. \( N_{\text{vectors}} \) is generally much smaller than \( N_{\text{variables}} \). Here we have 8352 variables corresponding to 288 wavelength elements times 29 phase elements, while we predict something on the order of 10 vectors. Finally, \( u \) is a \( N_{\text{variables}} \times N_{\text{SNe}} \) dimensional random variable with distribution \( \mathcal{N}(0, \Sigma) \), corresponding to the noise \( \Sigma \) in \( F \), and is here taken from the covariance predicted in the Gaussian Processes step (see Section 3.1). While the method is geared towards data centered around zero, here we do not subtract the mean so as to prevent introducing assumptions about the absolute flux of the supernovae (in terms of calibration and cosmology) into the model. Testing has shown that the method is stable without subtracting the mean and is also insensitive to moderate changes in the normalization of the supernovae, though it starts to degrade if order-of-magnitude variations are introduced in the brightness scale of the data. The method of Ghahramani et al. (1996) has been adapted here to accommodate correlated uncertainties.

The method consists of an iterative process in which the expected value of the factor \( c \) is calculated, given \( e \), and then new values for \( e \) are calculated given the data and the new values for \( c \). This is repeated until the log likelihood converges, here determined by the point where the percentage change in the log likelihood is less than \( 10^{-7} \). Once convergence is reached, the components in the matrix \( e \) can be orthogonalized and ranked using a standard Singular Value Decomposition algorithm.
The resulting model for a supernova takes the form

\[ F_{SN}(p, \lambda) = \sum_{i=0}^{N-1} c_{SN,i} e_i(p, \lambda) \]  

(9)

where \( F_{SN} \) is the flux of the supernova at the phase \( p \) and wavelength \( \lambda \), \( N \) is the number of model components, \( e_i \) are the model components (the eigenvectors), and \( c_{SN,i} \) are the model coefficients fit to the individual supernova. Since the model is expected to be used for supernovae at a range of redshifts, we rewrite the model in the form

\[ F_{SN}(p, \lambda) = c_{SN,0} \left( e_0(p, \lambda) + \sum_{i=1}^{N} c'_{SN,i} e_i(p, \lambda) \right) \]  

(10)

where \( c'_{SN,i} = \frac{c_{SN,i}}{c_{SN,0}} \), so that \( c_{SN,0} \) is the only model coefficient that is dependent on the flux normalization and is thus the only coefficient that is a function of the luminosity distance. Because of the leading multiplicative coefficient, the model is not affected by the flux normalization of the training data. Hereafter, the prime is dropped and \( c'_{SN,i} \) is referred to as simply \( c_{SN,i} \). Note that this step creates correlations between the model coefficients, even though the eigenvectors are orthogonal.

3.4. Making Decisions on the Model Training Using Cross-Validation

As described above, there are a number of decisions to make regarding the training of the models. The first question is whether to make any cuts on the supernova set (in addition to those described in Section 2) based on the phase coverage of the observations. For this, we compare the model components calculated using the full data set to a set only including supernovae that have observations before maximum, which brings the total number of supernovae to 171, and a set only including supernovae that have observations before maximum and at least 30 days after maximum, comprising 140 supernovae. The number of supernovae in each level of cuts is given in Table 3.4. Second, as described in Section 3.2, we consider whether to deredden the supernovae prior to calculating the model components and whether to use the reddening relation of FM07 or C89. Last, we must determine how many components to use in the model optimized for standardizing supernova magnitudes and the model optimized to fully capture the spectral time series for all Type Ia supernovae.
Table 1. Numbers of Supernovae in each of the Levels of Data Selection

| Data Selection                                      | Each Training Set | Each Test Set | Final Hold-out Set | Total |
|-----------------------------------------------------|-------------------|---------------|--------------------|-------|
| All Supernovae                                      | 120               | 39            | 64                 | 223   |
| Supernovae with pre-max data                        | 92                | 30            | 49                 | 171   |
| Supernovae with pre-max and post-30 days data       | 77                | 25            | 38                 | 140   |

Cross-validation is used to determine the best option for each of these issues. After withholding \( \sim 30\% \) of the total number of supernovae randomly selected to be used as a final demonstrative set, the remaining supernovae are divided into 4 training and test set pairs, following a k-fold cross validation procedure where the model is trained on 3/4 of the data and tested on the last 1/4. The options that best match the supernovae are chosen by looking at the average of given metrics (described below) over the 4 sets. Once the options have been chosen in this step, the final models are trained accordingly on all of the supernovae (excepting the supernovae withheld as a final demonstration set).

3.4.1. Selecting the phase coverage criterion and dereddening procedure

To select the training set phase coverage criterion and method of accounting for reddening, we first consider how well the models are able to fit the test set supernovae. To do this, we calculate the value

\[
\chi^2(n) = \sum_{i=0}^{SN_e} \left( F^n_i(p, \lambda) - F_{SN_i}(p, \lambda) \right)^T \Sigma_{SN_i}^{-1} \left( F^n_i(p, \lambda) - F_{SN_i}(p, \lambda) \right)
\]

(11)

where \( F^n_i \) is the \( n \)-component model fit to supernova \( i \), and \( F_{SN_i} \) and \( \Sigma_{SN_i} \) are the predicted flux and covariance from the Gaussian Processes step. The average of the reduced \( \chi^2 \), in other words the \( \chi^2 \) per degree of freedom, over each of the 4 test sets is compared for each of the combinations of training sets and dereddening options. Reduced \( \chi^2 \) values below 1 are driven by the overestimated uncertainties at later epochs from the Gaussian Processes step, discussed in Section 3.1. Since we are concerned with the relative value of the \( \chi^2 \) for different models using the same data, the absolute
value of $\chi^2$ is not a concern here. We find that the models using the FM07 reddening relation and trained with supernovae that have pre-maximum observations are equivalent or slightly preferred to the others, while also performing best on the metrics considered in the following sections. As preference for the Fitzpatrick reddening relation was also seen in recent studies, such as Schlafly et al. (2010) and Huang et al. (2017), we select this dereddening procedure for the models.

The $\chi^2$ metric, shown in Figure 3, does not provide a way to choose the optimal number of components to use for the model since the reduced $\chi^2$ value follows roughly asymptotic behavior for the test sets and does not have a minimum indicating the number of components preferred by the data.

### 3.4.2. Selecting the number of components for the magnitude standardization model

In terms of its utility for cosmology, the primary metric for a supernova model is how well it can standardize supernova magnitudes and minimize their unexplained dispersion, that is, the combination of effects leading to dispersion in the supernova magnitudes that are not captured by our model. To select the model that leads to the lowest unexplained dispersion, we perform a magnitude standardization procedure on each model following the method of the ‘Union’ supernova compilation (Amanullah et al. 2010). The model chosen is the one for which the unexplained dispersion is lowest. This procedure performs a global fit for the level of the unexplained dispersion simultaneously with the parameters $\alpha$, $\alpha_c$, and $M_g$ used to calculate each supernova’s distance modulus:

\[
\mu_g = m^\text{std}_g - M_g = m_g + \sum_i \alpha_i c_i + \alpha_c \times A_S - M_g
\]  

(12)

where $c_i$ and $A_S$ are the model parameters, determined by the previously-obtained fits for the supernovae from Equation 10, $m_g$ is SDSS $g$-band magnitude at maximum obtained by performing synthetic photometry on the model formed by those fit parameters, $M_g$ is the standardized absolute magnitude of the supernova and $\mu$ is the distance modulus. In the case where no prior dereddening step is performed, the $\alpha_c \times A_S$ term is omitted. In this procedure we also reject supernovae that are outliers in the model coefficient space, as described in the Appendix, because in this section only a linear standardization is assumed. The supernovae identified in this way were already known to be
peculiar (Scalzo et al. 2012), though this knowledge was not used to select them as outliers in this analysis.

The standardization parameters are fit using an iterative procedure in which the log-likelihood function

$$\mathcal{L} = \sum_{i}^{N_{SN}} \left\{ -\ln[2\pi (\sigma_{pv,i}^2 + \sigma_{m,i}^2 + \sigma_u^2)] - \frac{[\mu_g(\alpha, \alpha_c, M_g) - \mu(z_i, \theta)]^2}{\sigma_{pv,i}^2 + \sigma_{m,i}^2 + \sigma_u^2} \right\} $$

(13)

is maximized with a fixed value of the unexplained dispersion $\sigma_u$, and then the value of the unexplained dispersion is fit such that the reduced $\chi^2$ is equal to unity. The distance modulus
\[ \mu(z, \theta) \approx 5 \log(1 + z) + \text{constant}, \] where \( \theta \) represents the parameters of the cosmological model, is insensitive to the cosmological model since the supernova redshifts are very low and the constant is degenerate with the supernova absolute magnitude \( M_g \); \( \sigma_{pv} \) accounts for uncertainty due to host galaxy peculiar velocities of 300 km s\(^{-1}\); and \( \sigma_m \) is the uncertainty in the fit of the supernova model,

\[
\sigma_m = V^T C V \quad \text{where} \quad V = \begin{pmatrix} 1 \\ \alpha_c \\ \alpha \end{pmatrix},
\]

and \( C \) is the covariance in the model fits to the supernova data.

It is important to note that this standardization method is purely empirical and not an analytic consequence of the model. It is based on finding empirical correlations between the \( c_i > 0 \) components, which are independent of the luminosity distance (see Equation 10), and the magnitudes of the supernovae in the data set used here, thus separating the intrinsic and distance-dependent parts of the supernova magnitude. More advanced techniques, potentially requiring more data, could be used to improve upon the linear standardization performed here (discussed further in Section 4.3).

The standardization parameters are calculated from the training set, then applied to the test set. To select the number of components to use for the model optimized to minimize dispersion in supernova magnitudes, we choose the point where the unexplained dispersion stops improving for the test set, shown in Figure 4. Fitting a curve to the modelled points gives a local minimum at 7 components. While the unexplained dispersion decreases again at 16 components, we choose the minimum at 7 components as this is more likely to be constrainable with photometric data, which is the target use case for this model.

### 3.4.3. Selecting the number of components for the comprehensive supernova model

To select the model with the number of components that best describes the full set of supernovae we compare the Akaike Information Criterion (AIC, Burnham & Anderson 2003) for each number of model components. This method measures the relative quality of models for a given set of data and
Figure 4. Unexplained dispersion in standardized magnitudes for supernovae with FM07 dereddening versus the number of model components. The solid lines show the result averaged over all of the $K$-fold sets and the error bars shows the error on the mean, while the shaded region shows the standard deviation among the test sets. Points are offset slightly on the $x$-axis to facilitate interpretation. The vertical blue line shows the local minimum at 7 vectors.

puts a stronger penalty on adding complexity to the model than the reduced $\chi^2$ metric. Because of the fact that a very large number of variables (corresponding to the number of wavelength and phase elements of the spectral time series) are added for each additional model component, the models are not well suited to calculating the relative probability between different numbers of components, but a minimum AIC value can be found. The AIC metric versus the number of model components is
Figure 5. The AIC metric applied to the models trained on the supernovae with data before maximum, corrected with the FM07 reddening relation, versus the number of model components. The four lines correspond to the different cross-validation training sets. The vertical blue line shows the minimum at 15 vectors.

shown in Figure 5, where the minimum at 15 components indicates that this model best describes the supernova population.

4. THE FINAL SPECTRAL-TEMPORAL MODELS

With all training decisions made as described in the previous section, the 2, 7, and 15 component models, called SNEMO2, SNEMO7, SNEMO15, are calculated with the full training set of 122 supernovae with observations before maximum (still reserving 49 for use in the hold-out final demon-
Table 2. Components for the SNEMO Models

| Phase (days) | Wavelength (Å) | SNEMO2 \(e_0\) | SNEMO2 \(e_1\) | SNEMO7 \(e_0\) | SNEMO7 \(e_1\) | SNEMO7 \(e_2\) |
|--------------|----------------|----------------|----------------|----------------|----------------|----------------|
| -10.00       | 3305           | 1.201          | -0.2772        | 1.365          | 0.7203         | 0.03686        |
| -10.00       | 3317           | 1.235          | -0.2931        | 1.404          | 0.7471         | -0.01845       |
| -10.00       | 3328           | 1.271          | -0.2961        | 1.448          | 0.7512         | -0.04672       |
| -10.00       | 3339           | 1.313          | -0.2654        | 1.485          | 0.7356         | -0.09023       |
| -10.00       | 3350           | 1.306          | -0.2396        | 1.482          | 0.7120         | -0.05760       |
| -10.00       | 3361           | 1.294          | -0.2407        | 1.489          | 0.7122         | -0.04199       |

Table 3. Training and Validation Set Model Parameters

| SN Name     | SNEMO2 \(c_0 - \bar{c}_0\) | SNEMO2 \(c_1\) | SNEMO7 \(c_0 - \bar{c}_0\) | SNEMO7 \(c_1\) | SNEMO7 \(c_2\) |
|-------------|-----------------------------|----------------|-----------------------------|----------------|----------------|
| Train_SN0   | 0.003742                    | -0.504857      | 0.003014                    | 1.016900       | -0.185422      |
| Train_SN1   | 0.012838                    | 0.135103       | 0.013745                    | 0.572341       | 0.584960       |
| Train_SN2   | -0.024537                   | 0.123520       | -0.024508                   | 0.652294       | 0.252721       |
| Train_SN3   | 0.004242                    | 0.563471       | 0.004089                    | -0.021505      | 0.326422       |

Note—Table 3 is published in its entirety in the machine-readable format. The first few rows and columns are provided here for guidance regarding its format.

The components of the models are shown in Figures 6, 8, and 9 (Figure 7 shows the SALT2 model for comparison). For demonstration purposes, we only show spectra at a few intervals in phase and monochromatic lightcurves at illustrative wavelengths. Another version of the models is shown in the Appendix, in which no outlier supernovae (which here were all identified after the fact as known
**Figure 6.** Demonstrative spectra and lightcurves produced using SNEMO2. The left column shows slices in the phase dimension of the spectral time series (i.e., spectra) at four demonstrative phases, while the middle column shows slices in the wavelength dimension (monochromatic lightcurves). The right column shows broad-band lightcurves in the SDSS $u$, $g$, $r$ and $i$ filters.

SN1991T or SN1991bg-like objects) are included in the analysis. In these no-outlier training versions, about 1 less component is needed for the SNEMO7 and SNEMO15-analogue models.

The distributions of coefficients for SNEMO2 and SNEMO7 are shown in Figure 10. As expected, the $A_s$ parameter correlates strongly with $m_g$. The distributions provide hints of non-linear structure in the supernova population, but do not give any immediate indications of subpopulations.

It would be expected that the more complex models contain all of the information in the less complex models. The following matrix equations demonstrate how the SNEMO2 and SNEMO7 models are reconstructed by the more complex models, with the $R^2$ values denoting coefficients of determination, i.e. the fraction of the variance explained in the model reconstruction of the other model (with 1 as a perfect reconstruction).
Figure 7. Demonstrative spectra and lightcurves produced using the SALT2 Model. See Figure 6 for descriptions of each panel.

For SNEMO2,

\[
e^{(2)} \approx e^{(7)} \approx e^{(15)},
\]

with corresponding \( R^2 \) values

\[
R^2_{(\text{SNEMO7})} = (1.000, 0.857) \quad R^2_{(\text{SNEMO15})} = (1.000, 0.871)
\]
Figure 8. Demonstrative spectra and lightcurves produced using SNEMO7. See Figure 6 for descriptions of each panel.
Figure 9. Demonstrative spectra and lightcurves produced using the first eight components of SNEMO15. See Figure 6 for descriptions of each panel.
Figure 10. Coefficient distributions for SNEMO2 (small triangle in top right) and SNEMO7 (large lower triangle).
While for SNEMO7,

\[
\mathbf{e}^{(7)} \approx \mathbf{e}^{(15)}.
\]

\[
\begin{pmatrix}
0.994 & 0.000 & -0.000 & -0.000 & 0.000 & 0.000 & 0.000 \\
0.039 & 0.952 & 0.158 & 0.008 & 0.060 & -0.055 & 0.012 \\
0.003 & -0.077 & 0.951 & -0.064 & 0.021 & 0.037 & -0.009 \\
0.008 & -0.038 & 0.108 & 0.999 & 0.132 & 0.055 & -0.025 \\
-0.093 & 0.108 & 0.023 & 0.088 & -0.844 & -0.082 & -0.045 \\
-0.203 & 0.255 & -0.269 & -0.092 & -0.211 & 0.858 & 0.124 \\
-0.018 & -0.257 & 0.317 & -0.090 & -0.047 & 0.496 & -0.262 \\
0.189 & -0.432 & 0.190 & -0.051 & -0.088 & -0.232 & 0.678 \\
-0.157 & 0.088 & -0.159 & -0.308 & 0.401 & 0.008 & -0.422 \\
0.019 & 0.249 & -0.155 & -0.060 & 0.608 & 0.204 & 0.295 \\
-0.059 & 0.119 & 0.135 & 0.077 & -0.158 & 0.129 & 0.128 \\
-0.064 & -0.089 & -0.227 & -0.245 & 0.226 & -0.181 & -0.226 \\
0.143 & 0.145 & -0.235 & 0.084 & 0.163 & 0.238 & -0.081 \\
-0.386 & 0.251 & 0.183 & -0.100 & 0.541 & -0.261 & -0.167 \\
-0.461 & 0.045 & -0.278 & 0.172 & 0.410 & -0.214 & -0.018 \\
\end{pmatrix}
\]

with corresponding \( R^2 \)

\[
R^2 = (1.000, 0.988, 0.968, 0.984, 0.916, 0.986, 0.900)
\]

The somewhat lower \( R^2 \) values for the second component of SNEMO2 and for the seventh component of SNEMO7 indicate small differences between the subspaces of the models.

4.1. Overview of the Three Models

Figure 11 shows an example of fitting a supernova with each of the three models. Here and after, the SNEMO models have been fit to the Gaussian Processes models of the hold-out supernovae, but the models can be equally applied to raw spectra or photometry by interpolating or integrating over the spectral time series templates. It can be seen from the residuals between the supernova spectra and the models that there are major improvements made moving from the two-component model, SNEMO2, to the seven-component model, SNEMO7. In the example shown, SNEMO2 misses both broad-band behavior and spectral features of the supernova. Most of these are matched by SNEMO7. SNEMO15 makes some additional improvements, particularly with adjustments to detailed shapes of the spectral feature Ca II H&K and the early spectra.
Figure 11. Model reconstructions of an out-of-sample supernova. The supernova spectra and models for four demonstrative phases are shown in the left panel, while the right panel shows the pulls (residual divided by the uncertainty) of the models.

A comprehensive view is found looking at the standard deviation of the residuals for all of the supernovae. This is shown at intervals in phase in Figure 12. Areas with large standard deviations in the residuals indicate spectral diversity that is not captured by the model. For SNEMO2, there are large residuals at the Si II 6150 feature, with smaller residuals at the Si II features near 4100Å. Large residuals are also apparent in the near-UV and Ca H&K region, particularly around maximum
light, and in the Fe II blend around 5000Å at and after maximum light. Aside from spectral features in the residuals, broad-band residuals are also apparent at and after maximum light.

For SNEMO7, the spectral and broad-band residuals are greatly reduced. Some unmodelled supernova diversity is still apparent in the S II features, at Si II 6150 and in the near-UV near maximum light. Moving further to SNEMO15, almost all of these are gone and the residuals are at or below the scale of the error in the data.

Table 4 shows the effect of adding or subtracting the one-sigma contribution (as determined by the distribution of model coefficients) of a given model component from the mean spectrum, i.e. the difference between certain characteristics of \( e_0 \) versus \( e_0 \pm std(c_i) e_i \). We consider the \( g - r \) color at maximum and the change in the \( g \)-band magnitude between 0 and 15 days after maximum light, \( \Delta m_{15}(g) \) (thus the term here refers to the quantity itself, not a model fit parameter as for example in SNooPy, Burns et al. 2011). These quantities are calculated by evaluating the broad-band synthetic photometry of the model at 0 and 15 days. In terms of broad-band behavior, SNEMO2 is shown to be analogous to the SALT2 model, with Eigenvector 1 causing effects of a similar magnitude in \( \Delta m_{15}(g) \), though the effect on the \( g - r \) color at maximum is larger for SNEMO2. The components can also have an effect on the date of maximum. Here we show the epoch of the \( g \)-band maximum, based on an interpolation of the components. The \( g \)-band maximum is slightly earlier than the phase zeropoint given by SALT2 for all of the models (as well as for SALT2). For the reconstructed supernova models, there is a small scatter of 0.3 days in the date of maximum, which is in agreement with the uncertainty in the SALT2 phases used as input.

In accordance with FM07, a constant value of \( R_V = 3.1 \) has been assumed in this analysis. However, it can be seen in Table 4 that the components affect the \( g - r \) color at maximum and, if the training supernovae have been affected by variable \( R_V \), the model components might be have some capacity for fitting other values of \( R_V \). This possibility was tested by fitting the models to supernova spectral time series that were simulated with higher and lower values of \( R_V \), with a range of values for \( A_V \). It was found that the SNEMO7 and SNEMO15 can account for a portion of the variation due to a change in \( R_V \) (a roughly 25% improvement in the \( \chi^2 \) values of fits to supernova spectra simulated
Figure 12. Standard deviation of the pulls between the three SNEMO models and the supernovae from the hold-out set at demonstrative phases, indicated at the right of the figure. The $\text{std}(\text{pulls}) = 1$ level indicates the level at which the residuals are on the same scale as the uncertainty in the data. The approximate regions of spectral features that strongly affect supernova spectra around maximum light are indicated by the vertical gray bands.
using values of \( R_V \) higher or lower than 3.1), but do not have the power to fully account for variable \( R_V \).

**Table 4.** Broadband Characteristics of the Eigenvectors

| Eigenvector | \( g - r \) (mag) | \( \Delta m_{15} \) (mag) | \( \Delta t_{max} \) (days) |
|-------------|-------------------|---------------------------|---------------------------|
| **SALT2**   |                   |                           |                           |
| Mean Spectrum | \(-0.208\) | \(-0.918\) | \(-0.190\) |
| Eigenvector 1 | \(-0.008\) | \(+0.074\) | \(-0.100\) |
|             | \(+0.008\) | \(-0.079\) | \(+0.080\) |
| **SNEMO2**  |                   |                           |                           |
| Mean Spectrum | \(-0.299\) | \(-0.921\) | \(-0.26\) |
| Eigenvector 1 | \(+0.042\) | \(+0.147\) | \(-0.77\) |
|             | \(-0.039\) | \(-0.150\) | \(+0.35\) |
| **SNEMO7**  |                   |                           |                           |
| Mean Spectrum | \(-0.318\) | \(-0.927\) | \(-0.44\) |
| Eigenvector 1 | \(-0.029\) | \(+0.053\) | \(-0.50\) |
|             | \(+0.025\) | \(-0.050\) | \(+0.29\) |
| Eigenvector 2 | \(+0.051\) | \(+0.189\) | \(-0.48\) |
|             | \(-0.046\) | \(-0.197\) | \(+0.22\) |
| Eigenvector 3 | \(-0.007\) | \(+0.003\) | \(-0.19\) |
|             | \(+0.007\) | \(-0.003\) | \(+0.17\) |
| Eigenvector 4 | \(+0.021\) | \(+0.028\) | \(+0.06\) |
|             | \(-0.021\) | \(-0.030\) | \(-0.07\) |
| Eigenvector 5 | \(-0.018\) | \(+0.020\) | \(-0.07\) |
|             | \(+0.018\) | \(-0.020\) | \(+0.07\) |
| Eigenvector 6 | \(+0.004\) | \(+0.009\) | \(-0.05\) |
|             | \(-0.004\) | \(-0.009\) | \(+0.05\) |
| **SNEMO15** |                   |                           |                           |
| Mean Spectrum | \(-0.330\) | \(-0.933\) | \(-0.53\) |
| Eigenvector 1 | \(-0.065\) | \(+0.012\) | \(-0.35\) |
|             | \(+0.058\) | \(-0.011\) | \(+0.28\) |
| Eigenvector 2 | \(+0.036\) | \(+0.194\) | \(-0.40\) |
|             | \(-0.033\) | \(-0.204\) | \(+0.20\) |
| Eigenvector 3 | \(+0.012\) | \(+0.016\) | \(+0.17\) |
|             | \(-0.012\) | \(-0.017\) | \(-0.18\) |
| Eigenvector 4 | \(+0.022\) | \(+0.018\) | \(+0.09\) |
|             | \(-0.023\) | \(-0.018\) | \(-0.10\) |
| Eigenvector 5 | \(-0.001\) | \(+0.021\) | \(-0.07\) |
|             | \(+0.001\) | \(-0.022\) | \(+0.06\) |
| Eigenvector 6 | \(-0.032\) | \(+0.020\) | \(+0.05\) |
|             | \(+0.031\) | \(-0.020\) | \(-0.05\) |
| Eigenvector 7 | \(-0.005\) | \(+0.002\) | \(+0.08\) |
|             | \(+0.005\) | \(-0.002\) | \(-0.09\) |

*Table 4 continued on next page*
### 4.2. Comparison of SNEMO2 with SALT2

Comparing the two-component plus color model presented here with the SALT2 model, Figures 6 and 7, can give some context for understanding the new model components. The SALT2 auxiliary template, corresponding to the $x_1$ parameter, is known to be highly correlated with the width of the B-band supernova lightcurve, so comparing the new model components with this template gives us a proxy for how correlated our model components are with lightcurve width.

The supernova model parameters are compared in Figure 13. While the second components of each (Eigenvector 1) do not appear very similar, it is clear that the coefficients are highly correlated (bottom right panel of the figure). Thus, while they may be capturing the behavior differently, the two models find roughly the same way to discriminate among the supernovae. Some difference may be attributable to the fact that the SALT2 $x_1$ and $c$ components are constructed to be uncorrelated, while this is not the case with the models shown here. A comparison of SNEMO7 and SNEMO15 (not shown) shows that each also has one or two components that have strong correlations with the SALT2 $x_1$ coefficient, though not so clearly as in SNEMO2.

As in Equations 15 and 17, the SALT2 model can be reconstructed with the SNEMO models. In this case, it is also necessary to fit the color difference between the models. The best-fit reconstruc-
Figure 13. Coefficients for SNEMO2 versus the model coefficients for the SALT2 model. Red points indicate supernovae that were identified as outliers.
tions are given by

\[
\text{SALT2} \approx \begin{pmatrix}
    \mathbf{e}^{(2)}_{\text{FM07}} \\
    -0.440 & -0.012 \\
    0.082 & -0.245 \\
    0.817 & 0.388
\end{pmatrix} \approx \begin{pmatrix}
    \mathbf{e}^{(7)}_{\text{FM07}} \\
    -0.440 & -0.013 \\
    -0.197 & 0.106 \\
    -0.070 & -0.143 \\
    -0.049 & 0.038 \\
    0.020 & -0.230 \\
    -0.014 & 0.218 \\
    -0.238 & 0.166 \\
    0.821 & 0.413
\end{pmatrix} \approx \begin{pmatrix}
    \mathbf{e}^{(15)}_{\text{FM07}} \\
    -0.441 & -0.014 \\
    -0.216 & 0.097 \\
    -0.048 & -0.178 \\
    -0.040 & -0.004 \\
    0.011 & 0.208 \\
    -0.057 & 0.374 \\
    0.199 & 0.019 \\
    -0.046 & -0.026 \\
    0.339 & -0.216 \\
    -0.150 & -0.078 \\
    0.193 & 0.117 \\
    0.140 & -0.222 \\
    -0.035 & -0.049 \\
    0.311 & -0.058 \\
    -0.063 & 0.154 \\
    0.828 & 0.515
\end{pmatrix}
\]

(19)

where the first column refers to the SALT2 mean template and the second column refers to the SALT2 auxiliary template (which corresponds with the \(x_1\) parameter). The corresponding \(R^2\) values are

\[
\begin{align*}
    R^2_{(\text{SNEMO2})} &= (0.994, 0.468) \\
    R^2_{(\text{SNEMO7})} &= (0.995, 0.673) \\
    R^2_{(\text{SNEMO15})} &= (0.996, 0.694)
\end{align*}
\]

(20)

The low value of \(R^2\) for the second component of SALT2 is further indication of the differences between the SNEMO models and SALT2 on a spectral level, despite the correlations in the coefficient distributions in the supernova population.

### 4.3. Minimizing Unexplained Magnitude Dispersion with SNEMO7

The seven-component model, SNEMO7, demonstrates the improvements made in linear standardization of magnitudes. As described in Section 3.4.2, we find a standardized magnitude by fitting a linear relation between the model coefficients and the \(g\)-band magnitude. The results are shown in Table 5 using the terminology defined in Section 3.4.2. The parameters of the linear magnitude correction are calculated using the final hold-out set, since in a cosmological analysis the corrections
Table 5. Final Results for the Dispersion in $g$-band Standardized Magnitudes using SNEMO7

| Data Set                      | Median $\sigma_{\text{ext}}$ (mag) | Median $\sigma_{\text{lc}}$ (mag) | $\sigma_u$ (mag) | $\sigma_{\text{tot}}$ (mag) |
|-------------------------------|-----------------------------------|----------------------------------|-----------------|---------------------------|
| Hold-out Set                  | 0.041                             | 0.021                            | 0.121$^{+0.023}_{-0.017}$ | 0.128 ± 0.020             |
| Hold-out Set with 3$\sigma$ cuts | 0.041                             | 0.020                            | 0.087$^{+0.021}_{-0.015}$ | 0.100 ± 0.014             |
| All SNe                       | 0.045                             | 0.021                            | 0.110$^{+0.010}_{-0.008}$ | 0.125 ± 0.010             |
| All SNe with 3$\sigma$ cuts  | 0.045                             | 0.021                            | 0.097$^{+0.009}_{-0.008}$ | 0.113 ± 0.007             |

Note—See Equation 13 for definition of terms.

would be recalculated for that given set of supernovae. For comparison and as a check for consistency, we also show the dispersion found when calculating the corrections using the training set plus the hold-out set. Note that while the Gaussian Processes step accounted for epoch-to-epoch flux calibration for an individual supernova, any calibration uncertainty between supernovae, aside from that due to peculiar velocity, is still part of the dispersion values found here.

Fitting the standardized magnitudes and the $\alpha$ and $\beta$ standardization parameters for the same supernovae using the SALT2 model results in unexplained dispersions of 0.141$^{+0.016}_{-0.021}$ mag (0.149 ± 0.019 mag total dispersion) when fitting the hold-out set and 0.140$^{+0.009}_{-0.010}$ mag (0.150 ± 0.009 mag total dispersion) when fitting the training set plus the hold out set. For the SALT2 model, $\sigma_{\text{lc}} \sim 0.002$ mag, while $\sigma_{\text{ext}}$ is the same as for SNEMO7.

The value for the unexplained dispersion is dependent on the values for $\sigma_{\text{lc}}$ and $\sigma_{\text{ext}}$, but is not highly sensitive to changes in their values. For example, if the uncertainties in $\sigma_{\text{lc}}$ were actually half of the value used here and reported in Table 5, the unexplained dispersion fit for all supernovae with 3$\sigma$ cuts would increase from 0.097 to 0.103 mag. Changing the assumed value of the host galaxy peculiar velocities used to calculate $\sigma_{\text{ext}}$ by ±100 km s$^{-1}$ changes the resulting unexplained dispersion by less than ±0.01 mag.
Table 6. Corrected Magnitude Best-fit Parameters

| Component | Parameter       |
|-----------|----------------|
| $\alpha_c$ | $-1.081 \pm 0.040$ |
| $\alpha_1$ | $-0.074 \pm 0.014$ |
| $\alpha_2$ | $-0.018 \pm 0.021$ |
| $\alpha_3$ | $-0.093 \pm 0.015$ |
| $\alpha_4$ | $-0.010 \pm 0.017$ |
| $\alpha_5$ | $-0.051 \pm 0.010$ |
| $\alpha_6$ | $0.034 \pm 0.015$ |

As in the ‘Union’ compilation (Amanullah et al. (2010)), we remove supernovae with standardized magnitude pulls (the residual divided by the error) of more than 3. This removes one supernova from the training set and one supernova from the hold-out set, which are not otherwise outliers in the coefficient space. Similarly, one of these supernovae was also determined to be an outlier and was removed for calculating the SALT2 dispersion. The resulting dispersion is lower than the SALT2 values but not quite at a level equal to that of ‘twin’ supernovae (F15, discussed further below), which found an unexplained dispersion of $0.072 \pm 0.010$ mag. (Note that the twinning technique makes no assumption about the linearity of the relation between the spectra or lightcurves and magnitudes.) This difference indicates that moving from linear standardization to a more sophisticated method may be necessary to maximize the possible improvement in standardized magnitudes. The standardized magnitude residuals are shown in Figure 14, compared to the residuals for the same supernovae using SALT2.

Table 6 shows the best fit parameters for the linear correlations between the model coefficients and the $g$-band magnitude, corresponding to the $\alpha_i$ parameters in Equation 13. Those shown are the result of fitting to all of the data (the training plus hold out sets) to give the most significant result. It can be seen that some of the components have a stronger significance, while the others are
Figure 14. Resulting $\mu_{\text{std}}$ for SNEMO7 after minimizing Equation 13. The SALT2 $\mu_{\text{std}}$ for the same supernovae are showed as a comparison in red. The dashed lines show the level of the unexplained dispersion, while the dot-dashed lines show the total dispersion.

within $1 - 2\sigma$ of zero. This indicates that some components do not have a strong effect on the $g$ band magnitudes at maximum, though they may still affect other features of the lightcurve. Whether more data would enable significant correlations to be fit between all of the components and the $g$-band magnitude remains to be seen.

4.4. Measures of the Reconstruction of the Spectral Time Series
Figure 15 shows the median and 95% confidence interval on the reduced $\chi^2$ values for SNEMO2, SNEMO7, and SNEMO15 based on a bootstrap analysis of the training and hold-out set $\chi^2$ distributions. As discussed in Section 3.4, we are more concerned here with the relative values of the reduced $\chi^2$, rather than the absolute value, which is known to be underestimated. The differences in the sizes of the uncertainties are partially driven by the different sample sizes and also by outliers, which can be seen in the histograms in Figure 16. The values for the training and hold-out sets are consistent with the results found in the cross-validation process. Reduced $\chi^2$ values calculated in the same way for the SALT2 model are $7.68^{+1.72}_{-1.90}$ for the training set and $6.59^{+2.23}_{-1.36}$ for the hold-out set.

Examination of the supernovae from the hold-out set that still have somewhat large reduced $\chi^2$ values when fit by SNEMO15 (see Figure 16) shows that most of these are peculiar supernovae. It may be that from the small number of SN 1991T-like objects in the training set, we do not have enough information to fully capture the behavior for this type of supernova. One outlier is PTF09dnp, Test SN44 in Table 3, an otherwise normal object that is a rare case of a supernova with very narrow absorption lines where the CaII H&K and Si lines can be separately resolved. It can be seen from the residual between the model and supernova spectra that this feature is driving the relatively large $\chi^2$, which is not unreasonable since this is the only supernova in our data set to have this feature. The quantity of such outlier $\chi^2$ values gives an indication of the scale at which we have captured the full diversity of Type Ia supernova spectral time series. It would be expected that an even larger sample of spectrophotometric time series would better incorporate this behavior, possibly requiring additional model components.

**COMPARISON WITH ‘TWIN’ SUPERNOVAE**

The reduced $\chi^2$ values for the SNEMO models can be compared with the analysis of ‘twin’ supernovae from F15. In that analysis, pairs of supernovae were identified in the SNfactory data set that, after normalizing and dereddening, had very similar spectral time series. The concept underpinning that analysis was that such twin supernovae would have the same intrinsic luminosities and thus would be better standard candles requiring little or no correction to relative distance measurements. These supernovae were called twins, and it was found that there was a dispersion of 0.072 mag
Figure 15. Median and 95% confidence interval for the reduced $\chi^2$ of the three models in comparison to the reduced $\chi^2$ of the best supernova twins. The blue points correspond to the result for the training set and the green points correspond to the smaller hold-out set supernovae. The red line is the median and 95% confidence interval of the reduced $\chi^2$ between supernova twins. The corresponding reduced $\chi^2$ values for the SALT2 model are $7.68^{+1.72}_{-1.90}$ for the training set and $6.59^{+2.23}_{-1.36}$ for the hold-out set.

among the magnitudes of twins, which is the best that has been found for a large sample of Type Ia supernovae.

Here, we took Gaussian Process predictions for the best matches from the supernova twins analysis and calculated the $\chi^2$ values, showing how closely the spectral time series for a pair of twins match each other (after normalizing and dereddening the spectra, as in the twins analysis). The median
Figure 16. The three panels show normalized histograms of the reduced $\chi^2$ of the supernovae for the three models in comparison. The histograms are normalized to more easily compare the training and hold-out set results. Note that the x-axis scales are different in each of the plots.

value for these is shown as the red line in Figure 15, where it is at about the level of the median reduced $\chi^2$ for SNEMO15 fit to the hold-out set.

This shows that at fifteen components, our model is matching the supernova spectra at the same level that good twins match each other. The quality of the spectral matching implies that with SNEMO15 it should be possible to achieve the same level of magnitude standardization as with twins. The fact that the dispersion in the standardized magnitudes is poorer than for twins, even though the reduced $\chi^2$ is similar, points to the linear standardization method as the limit in improving magnitude dispersion with SNEMO. Improvements could be made in two ways: one way would be to fit supernovae with the model and identify cases that are very close to one another in the space of model coefficients, effectively finding twins through the coefficients of the model instead of
directly fitting pairs of spectra. As with twins, one would then use the ‘model twins’ as standard candles. The other possibility is to take a more holistic approach and find a mapping from the space of model coefficients onto the possible range of $g$-band magnitudes. If the coefficients are a unique identifier of the supernova spectral time series, then there must be some holomorphic map from them to the magnitudes, either by means of an analytic function (for example the linear method used in the standardization here) or something like a machine learning technique. This hypothetical mapping would need to be able to follow nonlinear and non-orthogonal relationships between the model coefficients and the supernova magnitudes. In principle, this should achieve a level of magnitude dispersion comparable with the twins method, to the extent that it describes an equivalent amount of the spectral time series. However, such a mapping might not be discoverable without a larger data set than available here.

5. DISCUSSION AND CONCLUSIONS

In sum, we have calculated three models for Type Ia supernovae intended for a range of applications. The two-component model, SNEMO2, serves mainly as a tool for comparison with other two-component empirical models for supernova spectral time series currently in use. Though the components of the model appear quite different from the components in the SALT2 model, they describe similar effects in supernova behavior, which can be seen from the correlation in the model coefficients.

The seven-component model, SNEMO7, describes much more of supernova diversity and is also the most efficient among the models presented here for making linear corrections to the $g$-band magnitude and minimizing dispersion among supernovae, assuming that the components can be accurately fit by the data. The number of model components is small enough that it should be possible to meaningfully constrain this model to supernova data with only photometric lightcurves, though testing of the necessary temporal sampling and signal-to-noise is left for future study.

Lastly, the fifteen-component model, SNEMO15, matches spectral time series for all the supernovae in our data set on the same level that the best ‘twin’ supernovae match each other. This model is particularly suited to producing realistic supernova simulations. Given the number of components,
it will probably be difficult to fit the parameters of this model without at least some knowledge of
the spectral behavior of the supernova being fit. If the data can sufficiently constrain the model
parameters, it should also be possible to achieve magnitude standardization at the level of supernova
twins, around 0.07 mag. A lightcurve fitter that could match supernova spectra at this level would
also remove certain systematic errors, such as those due to $K$-corrections discussed in S15, which
may not be the case with SNEMO7. This improvement will be possible if the model parameters can
be fit accurately enough to minimize differences between the spectral-temporal model and the true
supernova spectrum. If this accurate fitting could be done, the same standardized magnitude would
be fit independent of the filters used, unlike what was found using current two-parameter lightcurve
fitters in S15.

Future work will determine how the models presented here can be best applied to observational
data—whether external supernovae can be constrained by photometry alone or if spectral data will
be required. Preliminary testing shows that the Si II velocity is recovered to within 700 km s$^{-1}$ for
SNEMO7 and within 630 km s$^{-1}$ for SNEMO15 when the models are fit to spectral time series, and
simulations will show how well these numbers hold up with photometric data. We can also begin to
test more advanced nonlinear standardization techniques, moving beyond fitting linear correlations
between the magnitudes and the model parameters, assuming that the number of supernovae available
is sufficient to constrain such methods.

The models presented here will be incorporated into the supernova lightcurve fitting Python package
sncosmo (Barbary 2014), so that anyone can apply one of these models to their data. The coefficient
distributions of the supernovae are published as part of the current paper so that the model can be
used to create simulated data sets.

As described in Section 2, the hybrid standard star system used to calibrate the SNfactory data is in
tension with data calibrated purely with the CALSPEC standards, an effect that must be accounted
for in applying the current version of these models to new data. Since this calibration difference

$^1$ https://sncosmo.readthedocs.io
primarily affects the $U - B$ color, which is estimated to be $\sim 0.02$ mag lower in the system used here, there may be small systematic biases if the models are applied to data calibrated to CALSPEC or other calibration systems if restframe $U$-band observations have a high weight in proportion to the rest of the data. However, work is in progress to allow the SNfactory data set to be recalibrated on a pure CALSPEC system, and when this is done the models presented here will be retrained to facilitate application to outside data sets (such as Betoule et al. 2014) that are calibrated to the CALSPEC system.

Supernova cosmology has relied on two-component models for over twenty years. For most of this time, models were limited by the lack of sufficient data to make any improvements upon this. We now have the potential to move past this barrier, with advances possible both for our understanding of Type Ia supernovae and our capacity to measure dark energy.
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APPENDIX

For calculating the correction function and the resulting dispersion in the standardized magnitudes we exclude extreme outlier supernovae. To do this we calculate the Mahalanobis distance (Mahalanobis 1936), or normalized metric distance, of each of the supernovae in the space of the model coefficients. The coefficient corresponding to the normalization of the model, $c_0$, which is degenerate with the supernova magnitude, is not included in this calculation. Supernovae are excluded that have a probability of less than 0.001% according to the expected $\chi^2$ distribution of the Mahalanobis distances. This procedure is then repeated once, since outliers affect the calculation of the Mahalanobis distances. This removed six supernovae from the standardization analysis. Three are 1991T-like supernovae, identified by the lack of SiII and CaII H&K absorption before maximum and strong absorption from FeII and FeIII (Filippenko et al. (1992a)) and three are 1991bg-like supernovae, mainly identified by broad TiIII absorption around 4200Å (Filippenko et al. (1992b)). One of the SN 1991T-like supernovae is the super-Chandrasekhar mass supernova SN 2007if (here called Train\_SN46), the SNfactory observations of which have been previously discussed in Scalzo et al. (2010).

Such supernovae, assuming they could be correctly identified, would generally be excluded in current cosmological analyses because they are not expected to be well fit by current lightcurve fitters like SALT2 (Amanullah et al. (2010)), though future non-linear methods for magnitude standardization may allow these types of supernovae to be brought back into the set used for cosmology. Since these are not currently useful for cosmology, there is some motivation to exclude them from the entire analysis: the model might be able to describe ‘normal’ supernovae better or with fewer components.
Figure 17. Demonstrative spectra and lightcurves for the eigenvectors of the two-component model trained with no outlier supernovae. See Figure 6 for comparison and for description of the subplots.

if it was not required to also fit these peculiar supernovae. Testing showed that removing these supernovae does change the individual components of the models, but does not lead to a significant improvement in the $\chi^2$ of the model or the resulting dispersion in the standardized magnitudes, except in the two-component model, where it did improve the $\chi^2$ metric. K-fold cross validation showed that the favored model for standardizing magnitudes and the best spectral model were at six and fourteen components respectively, as opposed to seven and fifteen when the peculiar supernovae are included. Thus, there is the benefit of needing one less component to describe the more normal supernovae. We present the resulting models using two, six, and fourteen components in Figures 17 through 19.

Ultimately it was decided that excluding the peculiar supernovae did not provide enough benefits to outweigh the somewhat subjective decision to exclude them from the model training set. There is a continuum in the behavior that allows these supernovae to be identified as SN 1991T or SN 1991bg-like, and supernovae that share some of these features are seen in our data set that are not outliers in the model coefficient space. This means that to have a model trained only on 'normal' supernovae, all
Figure 18. Demonstrative spectra and lightcurves for the eigenvectors of the six-component model trained with no outlier supernovae. See Figure 6 for description of the columns.
Figure 19. Demonstrative spectra and lightcurves for the first eight eigenvectors of the fourteen-component model trained with no outlier supernovae. See Figure 6 for description of the columns.
of the SN 1991T or SN 1991bg-like supernovae would have to be identified by eye in order to remove them, which would be dependent on some chosen limits and would probably be biased by the phase coverage of the supernovae, since SN 1991T-like supernova spectra appear normal at later phases. On balance, it is preferable to avoid subjective choices in training the model, with the benefit that since the model has been trained on peculiar supernovae it will be easier to identify these supernovae when the model is applied to a new supernova set, and to remove them if necessary for cosmological analyses.
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