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Abstract—NetFlow data is a popular network log format used by many network analysts and researchers. The advantages of using NetFlow over deep packet inspection are that it is easier to collect and process, and it is less privacy intrusive. Many works have used machine learning to detect network attacks using NetFlow data. The first step for these machine learning pipelines is to pre-process the data before it is given to the machine learning algorithm. Many approaches exist to pre-process NetFlow data; however, these simply apply existing methods to the data, not considering the specific properties of network data. We argue that for data originating from software systems, such as NetFlow or software logs, similarities in frequency and contexts of feature values are more important than similarities in the value itself.

In this work, we propose an encoding algorithm that directly takes the frequency and the context of the feature values into account when the data is being processed. Different types of network behaviours can be clustered using this encoding, thus aiding the process of detecting anomalies within the network. We train several machine learning models for anomaly detection using the data that has been encoded with our encoding algorithm. We evaluate the effectiveness of our encoding on a new dataset that we created for network attacks on Kubernetes clusters and two well-known public NetFlow datasets. We empirically demonstrate that the machine learning models benefit from using our encoding for anomaly detection.

1. Introduction

NetFlow is a well-known format, introduced by Cisco [12] in 1996, that a network administrator can use to analyze the traffic occurring in the network. Each flow contains network statistics of a connection between two hosts. These statistics can be used to infer whether any strange behaviours are occurring within the network. The use of NetFlow data over deep-packet inspection for network analysis comes with multiple advantages; NetFlow is easier to collect, easier to process and NetFlow is less privacy intrusive as it is not possible to inspect every single packet. However, since NetFlow contains fewer features in the data, it also makes it harder to infer malicious network behaviour as we might be losing essential information looking only at the statistics of a communication between two hosts.

Several NetFlows datasets are available online that contain both benign and malicious flows [14], [18], [22], [25]. The datasets can be used to train and evaluate machine learning algorithms for network attack detection. Before a machine learning algorithm is applied to a dataset, the usual practice is to investigate and pre-process the dataset. This process helps remove any properties that could influence the final model learned from the data. Additionally, this process can help find the most important features for learning accurate models. There are several techniques that can be applied during the pre-processing steps; normalisation of the numerical features [16], [29], [31], feature selection [27], [28], [33], encoding numerical features [10], [19], [26] and extracting aggregated features from existing dataset [9], [15], [23], [24].

There exists a plethora of preprocessing techniques that can be applied to NetFlow datasets. Most of these treat the NetFlow data like a traditional data source and encode the number of transferred bytes, number of transferred packets and flow duration as standard numerical features. We argue that this is incorrect as data generated by software is not standard. For instance, similarly sized flows can have very different meanings as the frequency of their feature values could be very different. We therefore propose a new encoding inspired by Word2Vec [21] that treats every unique feature value as a different word. The similarities between these words are determined by their context and frequency. Specifically, flows are seen as similar if they occur with similar frequencies and if the previous and next flows along the same connection have similarly distributed values. The actual value of the flow itself is only used to group flows and count frequencies.

We create a new algorithm to encode NetFlow data. The result is a matrix that can be used to compute distances between flow feature values based on their context and frequency. We cluster these values into groups of similarly behaving values. The cluster labels are then used to encode the feature values of the NetFlow data. The encoded data is then given to several machine learning algorithms to learn models for anomaly detection.

To evaluate the effectiveness of our algorithm, we used it to pre-process NetFlow data from three different
datasets. We apply our encoding to only three features, namely the duration, the number of bytes and the number of packets. We include the protocol as a discrete feature and all other features, including the used ports, are ignored. Although ports can be useful for detecting network intrusions, they frequently contain spurious patterns due to the data collection setup. Our experiments include a new dataset we created for detecting anomalies in a Kubernetes cluster. Across all datasets, the encoding provides a performance boost on the machine learning models on an anomaly detection task, suggesting that machine learning models benefit from our encoding.

The best performing method is one that models the sequential flow behavior using state machine models. For this method, we provide a practical use-case. We describe what an analyst receives as output from the system and how (s)he should use it to infer an attack is taking place. A smart attacker may want to avoid such detection, but this is not easy. An attacker that adapts the generated flow randomly or systematically is still detected. In fact, we show that such attacks are easier to detect using our system since this makes all attack flows anomalous. Mimicking the benign flows used during training would avoid detection, but this requires an undetected pre-existing attack. Moreover, truly mimicking benign behavior would bypass any machine learning based detector.

1.1. Our Contribution

Our key contributions are: in this work are summed up as follows:

- We provide a new encoding algorithm that can be used to pre-process NetFlow data. The algorithm extracts context and frequency information and uses these to build clusters of flow types.
- We show an application of our encoding algorithm by learning machine learning models from the encoded NetFlow data in an unsupervised manner and using it for anomaly detection.
- We provide a new NetFlow dataset that researchers can use to evaluate anomaly detection methods. We also provide the testbed that researchers can use to create their dataset.
- We demonstrate that machine learning models benefit from using our encoding.
- We show how an anomaly detection system based on our encoding can be used in practice and that it is resilient to malicious data permutations.

1.2. Outline of Paper

The rest of this paper is structured as follows: we first describe the threat model that we have considered in this work in Section 2. Then we list some related works in Section 3. We provide the intuition behind our encoding in Section 4. In Section 5, we describe our NetFlow encoding algorithm. Then in Section 6, we describe our procedure in how we evaluate our new algorithm, and the empirical results of our evaluation are presented in Section 7. In section 8, we discuss a use-case and the robustness of our encoding. Finally, we conclude this paper and provide future work in Section 9.

2. Threat Model

In this work, we have considered a particular threat model for network anomaly detection using models learned from machine learning algorithms. We briefly describe the goals and the capabilities of the adversary.

2.1. Goals of the Adversary

In our threat model, we have considered an adversary who wants to launch network attacks against a target network for different objectives; infiltrating the network to find sensitive data, taking down a network by launching a denial of service attack, running a botnet and/or installing malware. Furthermore, the adversary would like to evade any attack detection system that is deployed on the network. The adversary however does not have access to the network or the detection systems rules and/or models.

2.2. Capabilities of the Adversary

We assume that some adversaries know that a machine learning based anomaly detection system is deployed on the targeted network. They have no knowledge of what kind of models are used within the anomaly detection system. The adversary can try to evade detection by manipulating the flows they generate, but cannot make them seem benign by analysing the detection system or benign network data.

3. Related Works

One approach to pre-process NetFlow data is to normalise the (non-categorical) numerical feature data using the Z-score method [16], [29], [31], a method that scales the data for a numerical feature to a value between 0 and 1. The normalisation removes the large differences in the feature data as these could have a large impact on model prediction results. With the normalisation, each feature would have an equal impact on the model prediction results. As this method aims to give each feature an equal impact on the model prediction results, it might lose information on the network behaviour that has occurred in the flow; the normalisation is performed by first finding the mean of the feature values for a given feature. This assumes that there is an average behaviour shared between all hosts in the network. This might not be true, especially when there are many different users on the network; each user would behave differently and the behaviour would occur in a particular context. Thus using this method, the context of the behaviour will be lost.

Another approach to pre-process NetFlow data is to use different methods to rank and select features for the learning of the model [27], [28], [32]. These methods reduce the number of features used during model training; only the features that provide the most contribution to the model prediction results are used. These methods do not explicitly use the frequencies and context of the feature values to create an encoding for each flow.

Besides the normalisation approach and the feature selection approach, there also exist methods that can be used to encode numerical feature values [10], [19], [26].
TABLE 1: Frequencies of byte values 37, 39, 43, 80 and 81. Frequencies of the byte values are extracted from a subset of data from the UGR-16 dataset

| Byte Value | Frequency |
|------------|-----------|
| 37         | 1         |
| 39         | 4         |
| 80         | 24771     |
| 81         | 3158      |
| 37548      | 4         |

These methods split the space of the numerical feature into different bins and encode each feature value based on these bins, ignoring their frequency and context.

Several works compute aggregated features from the existing features of the NetFlow data and use these aggregated data to learn a model [9], [15], [23], [24]. These aggregates can be used to derive new information from the dataset that could benefit model learning. In our work, we also compute new aggregated features that can be used to derive the context in which a particular feature value occurs and use the new features to learn a model. Compared to the work that is done in [9], [15], [23], [24], we do not compute as many aggregated features and ensure there is no overlap in these features. Furthermore, [9], [15], [23], [24] do not explicitly use the frequencies of the feature values as an aggregated feature and no encoding is applied to the feature data.

4. Intuition Behind Our Encoding

We believe that the context and frequency of a unique feature value contain information on what type of network behaviour is occurring in a flow. We will now illustrate this with an example. Say we have NetFlow data and we have extracted the frequency of the following byte values: 37, 39, 80, 81 and 37548. The frequencies of the byte values are presented in Table 1. From these byte values, we see that byte values 80 and 81 differ only by one byte in size but there is a large difference in their frequencies. This likely means they are generated by different kinds of software and therefore should be treated differently by machine learning methods.

Using a NetFlow preprocessing technique such as the one that is used in [10], the space of the byte values can be divided into three regions; 37 and 39, 80 and 81 and 37548. Though there is a large difference between the frequencies of byte values 80 and 81, they are still put within the same region. This leads to machine learning algorithms treating these two values as similar. Using our encoding algorithm, we would create different separations within the space of the byte values: All byte values with a very low frequency are put together into one region, while byte values 80 and 81 are put each into their own region, resulting into three different regions; bytes values 37, 39 and 37548 are put into one region, byte value 80 is put into a region by itself own and finally byte value 81 is also put into a region by itself. Using this separation, the machine learning algorithms will treat byte values 80 and 81 as two different values.

5. Encoding Algorithm

In this section, we describe our encoding algorithm for NetFlow data. We first explain how we compute the context for each unique flow feature value and how we use the context to create its encoding. Then we provide implementation details of our encoding algorithm. Our encoding algorithm is publicly available at [3]

5.1. Computing the Context

Our idea to compute the context for the values of a given NetFlow feature is inspired by the work of Word2Vec, especially the Count Bag of Words (CBOW) method [21]. For each value \( v \) of a given non-categorical NetFlow feature \( f \), we want to compute the context in which \( v \) occurs. This is done by computing the frequencies of the values that occurred directly before \( v \) and the frequency of the values that occurred directly after \( v \). The intuition is that the frequencies of the previous/next values capture the behaviour of \( v \) within the network i.e. which other feature values does \( v \) co-occur with and how often.

The computed frequencies are used to generate a vector for value \( v \). Before the context frequencies are computed for each value \( v \), the NetFlow data is first grouped based on the connection (i.e. grouped by the pair of source and destination host). This ensures the context of \( v \) is not influenced by other flows co-occurring in the same network. The context thus represents the surrounding flows generated by the same (kind of) software.

5.2. Creating the Encoding

From the context generation, we obtain vectors containing frequencies. We use Euclidean distance to discover whether two feature values \( v \) and \( v' \) occur in similar contexts. The smaller the distance between two vectors, the more similar the context in which two feature values occur. This provides us with the ability to create groups of contextually similar feature values.

The encoding for the feature values are are created by clustering the vectors of the feature values and the assigned cluster labels are used as the encoding for the feature values. Thus, the encoding for \( v \) is the corresponding cluster label that was assigned to its vector. Similar feature values that have similar frequency values and occur in a similar context would therefore be assigned to the same cluster and would get the same encoding. For the clustering of the vectors, we have chosen the KMeans algorithm as this algorithm gives us control over the number of clusters that can be formed i.e. giving us control over the size of the encoding for each non-categorical feature on which we want to compute the encoding. Though we have chosen to use KMeans as our clustering algorithm, it is also possible to use any other clustering algorithm to compute the encoding.

5.3. An Illustrative Example

We now provide a small illustrative example of how our encoding is computed for NetFlow data. The data that is used in this example is a very small subset of
Figure 1: A very small subset of NetFlow data extracted from the UGR-16 dataset. This small subset is extracted to be used for the illustrative example of our encoding.

Figure 2: Frequencies of the direct previous/next byte values for each of the unique byte values that are present in Figure 1.

NetFlow data extracted from one of the datasets (UGR-16 dataset) that is used in our evaluation. Figure 1 presents the small subset of data that we will in our example. More information on this dataset is given in Section ??.

In this example, we show how we compute the context and the encoding for the unique byte values.

First, we find the unique byte values. From the byte values that are shown in Figure 1, we see a total of nine unique byte values: 64, 165, 977, 1224, 1540, 2852, 2909, 3149 and 3169. Note that all data in this example comes from the same connection. Then we compute the frequencies of the direct previous/next byte values for each of these nine byte values. The computed frequencies are shown in Figure 2. Each row that is shown in Figure 2 is used as the vector for the corresponding unique byte value. The vectors are then clustered together using the KMeans algorithm and the assigned cluster labels for the vectors are used as the encoding for the corresponding unique byte values. Figure 3 presents the assigned cluster labels for each unique byte value.

5.4. Implementation Details

As shown in our illustrative example, a vector is generated for each unique feature value \( v \). As these vectors are clustered together using KMeans, the sizes of the vectors must have the same size. Furthermore, all vectors must store the same information (frequency values regarding a particular feature value) at the exact same position.

As shown in Figure 2, the first half of each vector (marked in brown) stores the frequencies of the direct previous values and the second half (marked in blue) stores the frequencies of the direct next values. Furthermore, the size of each vector is equal to twice the number of unique feature values. This is to make sure that each vector has the same structure and size. The structure in Figure 2 is a step in the right direction, but it does have limitations:

- It could create many sparse vectors.
- The size of each feature depends on the number of unique values for a given feature. If the number grows very large, then the size of the vectors would also grow very large.
- We cannot capture the behaviour in which a feature value \( v \) occurs frequently with itself. We frequently observe in NetFlow data that the previous/next value of \( v \) is itself, indicating repetitive software behaviour.

This last limitation is somewhat tricky. The counts of the value itself are somewhere in the table. For instance, for value 64 in Table 2 it is in the column labeled 64. The issue is that for different data rows, these self-contexts are in different columns. Thus rows with only self-contexts would receive a large distance. In our view, such repetitive behaviour is indicative of similar software and should not depend on the exact flow value.

We resolve this we add two columns to store the previous self-frequency and the next self-frequency. The self-frequency refers to the frequency in which \( v \) has itself as its previous/next value. In addition to storing the self-frequency, we have also included an additional entry that stores the logarithm of the frequency of \( v \) (marked in red). This way the frequency of \( v \) also influences the distance computation between vectors. Furthermore, this entry helps to differentiate features that have similar previous/next values but different frequencies.

To resolve the first two limitations, we divide the space of the previous and next values into ten bins each using percentiles. This gives a vector of length 20 for each feature value \( v \). In fact, this solution gives us control over the size of the vector by changing the number of bins that are used to divide the space of the previous/next values. Figure 4 presents the final generalised structure that is used in the implementation of our encoding.

Since KMeans chooses the initial centroids at random, each run of KMeans could lead to different final clusters. We therefore run KMeans ten times and take the best run to create our encoding for the unique feature values. We
use the Silhouette Coefficient as our metric to evaluate how well the clusters were formed for the vectors that we have generated. To compute the Silhouette Coefficient, we use the python that is provided by scikit-learn [7].

Figure 5 provides a high-level overview of our data processing pipeline. For the clustering of the vectors, we have used the KMeans Clustering implementation that is provided by Scikit-learn machine-learning package [5]. We opted to use KMeans clustering to cluster the vectors as we can fix the number of clusters that can be created and thus we can fix the size of our encoding.

6. Evaluation of Our Encoding

In this section, we describe how we evaluate our encoding within the task of network anomaly detection. The goal of our evaluation is to show that machine learning algorithms can use our encoding to extract contextual information from NetFlow data and use it to learn more accurate models for network anomaly detection. To this aim, we train several machine learning models in an unsupervised manner to detect different network attacks. For each selected machine learning algorithm, we train two models; one that uses our encoding within the set of input features and one that does not use our encoding. The performance of the two models is then compared to each other. Specifically, we compare the performance of the models based on Balanced Accuracy and $F_1$ score.

6.1. Machine Learning Models Selection

To evaluate the effectiveness of our encoding on learning (machine learning) models for network anomaly detection, we have selected popular machine learning methods for network anomaly detection.

**State Machine Model.** A state machine model, formerly known as finite state automaton, is a mathematical model to model sequential behaviour. These can be learned passively from data using state-merging algorithms. As state machines model sequential behaviour, they are well-suited to modelling NetFlow. We create fixed-size sequences from only benign NetFlow data and then use them to learn a state machine model. The model is then used to detect any sequential behaviour that deviates from the learned behaviour. For the learning of state machine models for our evaluation, we use Flexfringe [30] as this framework provides the ability to use different merging heuristics that can be used for the learning of a model.

**Isolation Forest.** Isolation forest is a well-known anomaly detection method. The idea is that using an ensemble of trees to find instances that have on average short path lengths within the trees [17]. Isolation forests detect point anomalies instead of sequential ones. We use the scikit-learn implementation of the isolation forest [6].

**Local Outlier Factor (LOF).** Local outlier factor is another well-known anomaly detection method. The idea behind local outlier factor is that instances that are grouped in a dense neighbourhood are considered to be benign instances and instances in a neighbourhood with few other instances are considered anomalous instances. We use the scikit-learn implementation of local outlier factor [8].

**Deep Neural Network - LSTM.** In recent years, deep neural networks have been very popular to be used for anomaly detection. DeepLog is a well-known work that uses an LSTM to detect system anomalies from the log that are collected from the system [13]. The LSTM is used to model the sequential behaviours that can occur within the system. Similar to state machine models, only benign data is used for the learning of the model and the model is used to detect any sequential behaviours that deviate from what was learned from the training data. We use the PyTorch implementation of DeepLog [2].

6.2. Comparison Between Encoding Methods

To evaluate the effectiveness of our encoding, we have selected an existing encoding based on percentiles and a naive frequency-based encoding as baselines. The percentiles method divides the space of a given feature into $b$ number of bins. The encoding of a feature $v$ would be the bin that it falls into. The frequency method uses the frequency of the feature values to create an encoding; if a feature value $v$ has occurred at least $x$ number of times, then the raw feature values are used, otherwise it would be binned with other feature values that did not meet the threshold $x$. This low frequency bin is subsequently divided into different bins using the percentiles method.

6.3. Dataset Selection

To evaluate our approach, we use three different datasets to learn models for anomaly detection. For the
first dataset, we created a new dataset for our project [1]. This dataset (AssureMOSS) contains both benign and malicious NetFlows gathered from a Kubernetes cluster running multiple applications [11]. The architecture of the cluster is presented in Figure 6. For the generation of this dataset, 30 participants were asked to use the applications to generate benign NetFlow data. Furthermore, three different attack scenarios were constructed (DoS attack, lateral movement and malicious code deployment) using a threat matrix proposed by Microsoft [20]. The attack scenarios were launched by ourselves against the cluster, while the participants were using the applications.

For the second dataset, we selected a well-known dataset that is used by many works; the CTU-13 dataset [14]. This dataset contains both benign network traffic data that was generated by real users and malicious network traffic data generated by different malware. Thirteen captures were collected from different botnet samples.

For the third dataset, we selected the UGR-16 dataset [18]. This dataset contains a large volume of NetFlows collected from a Spanish ISP. The benign data were produced by real users and different types of attacks were launched to generate the malicious data.

![Figure 6: Architecture of the Kubernetes Cluster that was used to generate the ANONYMISED dataset](image)

### 6.4. Feature Selection

For each dataset, we use the same features to preprocess the NetFlow data for training the machine learning models; the used protocol, the total number of bytes, the total number of packets, and the flow duration. Using only these four features, our encoding does not rely on operating system/network-specific features and can be used on different types of networks. We do not include source/destination ports as a feature for our encoding as these tend to be operating system/network specific. Furthermore, port information could sometimes be a spurious feature, i.e., a feature that is not indicative of the class but correlates with the class label.

We use the CTU-13 dataset to show how the source port is a spurious feature of the dataset. We believe that the source port feature from the CTU-13 dataset leaks information on the label of flow and it should not be blindly used to learn a model; the original authors of the dataset used virtual machines that were running Windows XP to generate the malicious flows of the malware. For this operating system, the default ephemeral ports start at 1025 and end at 5000 [4].

By plotting the distribution of the protocols for both benign and malicious data we can see a clear difference in the distributions of the source ports. Figure 7 shows the distribution of the source ports for the benign and malicious flows from all scenarios. Looking at the distribution of the source ports of the malicious data, a large portion of the flows seems to use a source port that is lower than 6000. The top three ports used in the malicious flows are 2077, 1025 and 2079. All these three port numbers fall within the range used by the virtual machines. Thus, by using the source port number the model does not try to learn whether it can distinguish malicious flows from benign flows but rather whether it can detect flows coming from a virtual machine. Thus, using the source port information to train the model would falsely lead to a better performance of the model and we therefore did not consider source/destination ports to be used a feature for our encoding.

![Figure 7: Source port distribution in the CTU-13 dataset.](image)

### 6.5. Encoding Train & Test Data

As we perform anomaly detection in an unsupervised manner, we use only benign NetFlow data as training data for the machine learning models. The test data can contain both benign and malicious NetFlows. We now describe how we selected the train and test data for each dataset.
For the CTU-13 dataset, we have used the split that the authors of the dataset have proposed in [14] to create our train and test set. The train set contains about 720 thousand NetFlows and our test set contains about 522 thousand NetFlows.

For the UGR-16 dataset, we created our train set using benign data from the first week of each month in the calibration data and we create our test using both benign and malicious data from the first week of each month from the test data. The train set contains about 600 thousand NetFlows and the test set contains about 275 thousand.

For the dataset from our project, we selected the benign data from the first half-hour of data to create our training data and the remaining data is used to create the test data. The train set contains about 120 thousand NetFlows and the test set contains about 664 thousand.

Once the train and test set has been created for each dataset, they are concatenated together to create a larger set to be used as input for our encoding algorithm. Once the encoding has been created from this set, the encoding is added to the train and test set as extra columns.

6.6. Creating Sequences For Sequential Models

As we are using two machine learning models that learn the sequential behaviour from sequences, we need to transform the NetFlow data into sequences. Each sequence consists of a list of symbols. Each flow is transformed into a symbol and it is created by concatenating the encoding of the selected features together to form a single string with the following form: PROTOCOLBYTES_PACKETS_DURATION.

Note that the protocol feature is already categorical, therefore we do not need to run our encoding algorithm on this feature. However, we did use an integer encoding that converts each protocol to a numerical value. For the creation of traces, we use a sliding window of length 20 on symbols from the same connection (i.e. combination of source and destination host). We drop traces that have a length smaller than the size of the sliding window.

7. Results

In this section, we empirically demonstrate the effectiveness of our encoding. Each selected NetFlow dataset is encoded using each encoding method and the encoded NetFlow data is used to train the selected machine learning models to detect network anomalies in an unsupervised manner. The effectiveness of our encoding is evaluated based on how well the machine learning models can detect anomalies using our encoding compared to baseline encodings. The performance results of the machine learning models are shown in Figures 8-16 and Table 2. All performance results, with the exception of the DeepLog model (due to run-time), are average results over ten runs.

7.1. Overall Results

Overall, when we look at the performance that are shown in Figures 8-16 and Table 2, we see that the models achieve a significantly higher balanced accuracy and $F_1$ score when our encoding algorithm was used to encode the NetFlow data. This empirically demonstrates that the models can use the context that we define in our encoding to learn a better contextual correlation between the feature values of the NetFlow data and use it to better detect anomalies within the data.

Although it is a standard encoding method, the percentile encoding performs much worse than ours. We believe its low performance is due to flow similarity being based on the values themselves and that flows with similar values are not necessarily the same. Furthermore, it does not store any contextual information on how these values co-occur with each other.

Sequential machine learning models could in theory learn such behaviour, but even these perform much better using our method. Since we store some contextual information within each encoded value, even non-sequential machine learning methods can learn some sequential information using our encoding. You see this effect for the isolation forest detector, which performs much better using this information than using the raw feature values.

The low performance of the frequency encoding can be explained by the fact the encoding only stores information on the frequently occurring (based on a given threshold) feature values within the data and the infrequent feature values are then binned together. Similar to the percentile encoding, this encoding does not store the context of how feature values co-occur with each other (for both the infrequent and frequent feature values).

When comparing the different machine learning methods, we see that LOF performs worse on the CTU-13 and UGR-16 datasets when our encoding or the percentile encoding is used. In fact, we obtain better results when the model is trained using simply the raw feature values. LOF treats the encoded values as integers and computes distances based on them. These distances are not that meaningful, explained the poor performance. LOF is also the only method for which it was better to encode the data using the frequency encoding (see Figure 13). The main reason for this is that we keep the raw values intact for high frequencies, making the distances somewhat meaningful. Still LOF performs much worse than the other methods that can use our encoding in a meaningful way.

Also the results obtained using DeepLog are promising, but only based on a single run (of one epoch) of the model on the AssureMOSS dataset. We only managed to get DeepLog working on the AssureMOSS dataset, and only for the case where we used 5 clusters in our encoding and 5 bins for the percentile encoding. We tested DeepLog both with and without GPU. For cases with a larger number of clusters or bins our machine ran out of memory. This can be caused by the number of unique symbols we introduce when we increase the size of the

| Encoding               | Balanced Accuracy | $F_1$ |
|-----------------------|-------------------|-------|
| ENCODE (5 clusters)   | 0.782             | 0.734 |
| Percentile (5 bins)   | 0.482             | 0.332 |
| Frequency (Threshold = 300) | -          | -     |
Figure 8: Performance results of state machines (for each encoding method) on detecting anomalies on the ANONYMISED dataset. The results that are presented in the figure is the average results of the model over 10 runs.

Figure 9: Performance results of isolation forest (for each encoding method) on detecting anomalies on the ANONYMISED dataset. The results that are presented in the figure is the average results of the model over 10 runs.

Figure 10: Performance results of local outlier factor (for each encoding method) on detecting anomalies on the ANONYMISED dataset. The results that are presented in the figure is the average results of the model over 10 runs.

Figure 11: Performance results of state machines (for each encoding method) on detecting anomalies on the CTU-13 dataset. The results that are presented in the figure is the average results of the model over 10 runs.

clusters/bins (more clusters or bins means that we have more symbols). Though the results do show that DeepLog achieves much better performance using our encoding, future work is needed to determine the significance.

7.2. The Effect of Cluster Number On Model Performance

A key parameter of our encoding is the number of clusters used. The larger this number, the more distinctions are made between flows, but at a cost of increased complexity. Based on the performance results that are shown in Figures 8-16, we see that the increase in the number of clusters can have different effects on the performance of the machine learning models; it can increase the performance of the model (see Figure 9, Figure 12 and Figure15), and it can also have no significant effect on the performance of the model (see 8). The increase in performance seems to be more common with state machine models and the decrease in performance seems to be more common with isolation forests. This shows it is important to tune this parameter when using our encoding.

8. Use-case and robustness

From our experimental result, we observe that state machines with 35 clusters perform best. To give some more insight into what these numbers mean, we display the output an analyst will see when running this anomaly detection system. The system produces log-likelihood values. In our experiments, we use a fixed decision threshold tuned on the training data to obtain counts on the false/true
Figure 12: Performance results of isolation forest (for each encoding method) on detecting anomalies on the CTU-13 dataset. The results that are presented in the figure is the average results of the model over 10 runs.

Figure 13: Performance results of local outlier factor (for each encoding method) on detecting anomalies on the CTU-13 dataset. The results that are presented in the figure is the average results of the model over 10 runs.

Figure 14: Performance results of state machines (for each encoding method) on detecting anomalies on the UGR-16 dataset. The results that are presented in the figure is the average results of the model over 10 runs.

Figure 15: Performance results of isolation forest (for each encoding method) on detecting anomalies on the UGR-16 dataset. The results that are presented in the figure is the average results of the model over 10 runs.

positives and negatives. When using the system in a real application, we believe it is actually better to simply display these loglikelihood values over time. Plots for this system on the CTU-13 data are shown in Figure 17.

The loglikelihoods are plotted over time. An analyst can use this to quickly discover whether an attack is real or a false alarm. We frequently see multiple high (small) loglikelihood values when malicious traces occur. Also, we observe that anomalous flows exist in the train data, as simply some connections are infrequent. The loglikelihood values for the test data tend to be higher (smaller) when new infrequent flows occur. We can also clearly see from this figure that, although the performance values in our experiments are computed on a per flow basis, in practice it makes more sense to simply display these values. In fact, we could argue that the method only triggers a handful of false alarms by looking at how many blue peaks (grouped on timestamp) occur in the test data. Furthermore, we also clearly see that one attack creates many peaks in the loglikelihood scores while only one of these would be sufficient to trigger an investigation.

### TABLE 3: Performance results of state machine model when malicious data is perturbed

| Amount of Perturbation | Balanced Accuracy | F1 | Precision | Recall |
|------------------------|-------------------|----|-----------|--------|
| Fixed 10               | 0.915             | 0.860 | 0.754   | 1.0    |
| Random 50%             | 0.915             | 0.860 | 0.754   | 1.0    |
| Random 80%             | 0.915             | 0.860 | 0.754   | 1.0    |
| Without %              | 0.850             | 0.797 | 0.754   | 0.844  |
8.1. Experimental Results

To test the robustness, we display the performance of the state machine model after adding different amount of perturbation to the number of bytes and packets in Table 3. We used three different perturbation for the malicious: add fixed value of to the two features, adding a random perturbation of 50% of the feature value and adding a random perturbation of 80% of the feature value. Adding the perturbation to the feature values would cause them to be put into the cluster in which all infrequent values (with low co-occurrences) are put. The performance of the state machine model increases when we add perturbation to the features. This shows that our encoding (with combination of a state machine model) is robust against an attacker that tries to randomly or structurally modify their network traffic to evade detection.

9. Conclusion & Future Work

We present a new encoding algorithm that preprocesses a NetFlow dataset for machine learning. The encoding algorithm uses the frequency of the feature values and the frequencies of co-occurrences between the feature values to compute a context in which the feature values occur. The context is then used to group feature values to create an encoding for the given feature. The intuition is that feature values that occur in similar contexts and are similarly frequent are indicative of similar software and should therefore receive the same encoding label.

We empirically demonstrate the effectiveness of our encoding by using it to encode NetFlow data from three different datasets and using the encoded data to learn four different machine models to detect network anomalies in an unsupervised manner. For each dataset, we computed the performance results of the machine learning models and compared them to the performance results achieved using two other encoding methods. Based on the empirical results, the machine learning models achieved much better performance using our encoding.

A method base on state machines to model the sequential behavior in NetFlows works best in our experiments. For this method we present a use-case that demonstrates the type of information an analyst receives form the system and how to use it. Additionally, we demonstrate that this method is resilient against possible perturbations made by attackers aiming to avoid detection. In fact, such perturbations only make the data more anomalous, leading to an increase in detection rates.

For this work, we have only used NetFlow for our encoding. For future work on our encoding algorithm, we would like to evaluate it on other types of data e.g. software log data. We believe that our encoding could also be beneficial for encoding software log data and it would also be interesting to investigate the effectiveness of our encoding algorithm on other types of data.

It would also be interesting to evaluate our encoding algorithm on more types of machine learning models. For instance, although it is not our main goal, we believe that the encoding is also useful in supervised machine learning.

Finally, we are working on a streaming version of our encoding that can be run in real-time in NetFlow collectors.
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