New Tight Relaxations of Rank Minimization for Multi-Task Learning
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ABSTRACT
Multi-task learning has been observed by many researchers, which supposes that different tasks can share a low-rank common yet latent subspace. It means learning multiple tasks jointly is better than learning them independently. In this paper, we propose two novel multi-task learning formulations based on two regularization terms, which can learn the optimal shared latent subspace by minimizing the exactly k minimal singular values. The proposed regularization terms are the more tight approximations of rank minimization than trace norm. But it’s an NP-hard problem to solve the exact rank minimization problem. Therefore, we design a novel re-weighted based iterative strategy to solve our models, which can tactically handle the exact rank minimization problem by setting a large penalizing parameter. Experimental results on benchmark datasets demonstrate that our methods can correctly recover the low-rank structure shared across tasks, and outperform related multi-task learning methods.

CCS CONCEPTS
• Computing methodologies → Multi-task learning; Supervised learning by regression.
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1 INTRODUCTION
Multi-task learning (MTL) [3, 29] is an emerging machine learning research topic, that has been popularly studied in recent years and applied to many scientific applications, such as computer vision [12, 24], medical image analysis [7, 25], web system [4, 27] and natural language processing [1, 26]. For traditional supervised learning, each task is often learned independently, which ignores the correlations between tasks. However, in the last decades, it has been observed by many researchers [13, 20], that if the correlated tasks for different purposes are learned jointly, one would benefit from the others under the common or shared information and representations.

For multi-task learning, the most important challenge is how to discover the task correlations such that most tasks can benefit from the joint learning. One common way to define the task correlations is to assume that related tasks share a common yet latent low-rank feature subspace [1, 2], ℓ∞-norm [14] and ℓ1-norm [28] based methods were proposed, that utilize the sparse constraints to extract the optimal shared feature subspace. However, the sparse structure cannot represent the inherent structure of the shared subspace completely. Due to the property of sparse constraints, the inherent structure may be destroyed in the optimization process. Therefore, the low-rank constraint is more capable of capturing the inherent structure of the shared feature subspace.

To obtain the low-rank structure, one obvious way is to solve the rank minimization objective. But, it’s an NP-hard problem to directly optimize the rank minimization problem. Hence, the trace norm [2, 22] is utilized as a convex relaxation of rank function for learning the common subspace of multiple tasks. However, the trace norm is not a tight approximation of rank function. For example, if the largest singular values of a matrix change significantly, the trace norm will also change significantly based on its definition, but the rank remains unchanged. Hence, it may make the trace norm based methods unable to capture the intrinsic shared task structures efficiently in multi-task learning.

To address the mentioned problem, we proposed two novel regularizations based models to approximate the rank minimization problem. For our models, if the minimal singular values are suppressed to zeros, the rank would also be reduced. Compared to the
trace norm, the new regularizations are the more tight approximations for rank constraint, which make our algorithms have the better ability of discovering the low-rank feature subspace. Besides, an iterative optimization algorithm based re-weighted method is proposed to solve our models, which can tactically avoid the NP-hard problem like the rank minimization based models. Experimental results on synthetic and real-world datasets show that our models consistently outperform the existing superior methods.

2 RELATED WORK

In this section, we revisit two classical MTL approaches related to our models. Suppose there are $T$ tasks, the $t$-th task has $n_t$ training data points $X_t = [x_{t1}^t, x_{t2}^t, \ldots, x_{tn_t}^t] \in \mathbb{R}^{d \times n_t}$, and the corresponding label matrix $Y_t \in \mathbb{R}^{c \times n_t}$ is given. To capture the low-rank structure of the shared task subspace, a general multi-task learning model can be formulated as

$$
\min_{W=[W_1, \ldots, W_T]} \sum_{t=1}^{T} f(W_t^t X_t, Y_t) + \gamma \text{rank}(W),
$$

where $W_t \in \mathbb{R}^{d \times c}$ is the projection matrix to be learned, $W \in \mathbb{R}^{d \times c}$ and $c = \sum_t c_t$. The first term is the sum loss of the $T$ learning tasks and the second term is the rank constraint on the shared projection matrix $W$. The transpose of matrix $W_t$ is defined by the notation $W_t^t$ in this paper.

Problem (1) is an NP-hard problem due to the rank function. To avoid this issue, the trace norm [14] is utilized to instead of the rank function in problem (1). Under the trace norm $\|W\|_*$, the projection matrices $W_1, \ldots, W_T$ have the same row sparsity due to the shared matrix $W$. In addition, the reference [21] points out that trace norm $\|W\|_*$ is the best convex envelope of $\text{rank}(W)$. Hence, the trace norm is introduced into the low-rank based multi-task learning approach [2] instead of $\text{rank}(W)$ to pursue the latent structure of the whole projection matrix $W$.

3 PROPOSED FORMULATION

Although the trace norm performs well in the approximation of rank minimization problem, it’s not the tight approximation for the rank function. Here is an example. Suppose $\sigma_i(W)$ is the $i$-th smallest singular value of $W$. For a low rank matrix $W$, the smallest singular values in front should be zeros. Concretly, if the rank of $W \in \mathbb{R}^{d \times c}$ is $r$, the $k$ smallest singular values should be zeros, where $k = m - r, m = \min(d, c)$. Note that $\|W\|_* = \sum_{i=1}^{\min(m, c)} \sigma_i(W)$, if the largest $r$ singular values of a matrix $W$ with rank $r$ are changed significantly, then $\|W\|_*$ will be changed significantly. However, the rank of $W$ is not changed. Thus there is a big gap between the function $\|W\|_*$ and $\text{rank}(W)$. In order to reduce this gap, we propose two new regularizations as follows

$$
\sum_{i=1}^{k} \sigma_i^2(W), \quad \sum_{i=1}^{k} \sigma_i(W).
$$

Here, the singular values $\sigma_i(W), i = 1, 2, \ldots, m$, of the matrix $W$ are ordered from the small to large.

For these two regularizations, we focus on the $k$-smallest singular values of $W$ and ignore the largest singular values, which is closer to the rank function than trace norm. Although they are both close to the rank function, they are not the same in essence. These two regularizations are more general. If $k = m$, the first regularization in Eq. (2) is Frobenius norm and the second becomes the trace norm, respectively.

Based on these two presented regularization terms, we further propose to solve the following problems for MTL

$$
\min_{W=[W_1, \ldots, W_T]} \sum_{t=1}^{T} f(W_t^t X_t, Y_t) + \gamma \sum_{i=1}^{k} \sigma_i^2(W).
$$

(3)

$$
\min_{W=[W_1, \ldots, W_T]} \sum_{t=1}^{T} f(W_t^t X_t, Y_t) + \gamma \sum_{i=1}^{k} \sigma_i(W).
$$

(4)

We can see that when $\gamma$ is large enough, then the $k$ smallest singular values of the optimal solution $W$ to problem (3) or problem (4) will be zeros since all the singular values of a matrix are non-negative. That is to say, when $\gamma$ is large enough, it’s equivalent to constraint the rank of $W$ to be $r = m - k$ for problem (3) and (4).

It seems difficult to directly solve the proposed models due to the regularizations on the $k$ smallest singular values, which are NP-hard problems. Hence, we proposed two novel optimization algorithms based re-weighted method to solve our models, which tactically avoid the difficulty of solving the original problem (3) and (4). It’s interesting to see that the proposed algorithms are very efficient and easy to implement.

4 OPTIMIZATION ALGORITHMS

4.1 Optimization for Problem (3)

Based on Ky Fan’s theorem [8], we have

$$
\sum_{i=1}^{k} \sigma_i^2(W) = \min_{F \in \mathbb{R}^{d \times k}} \text{Tr}(F^T WW^T). \quad (5)
$$

Therefore, the problem (3) can be rewritten as

$$
\min_{W=[W_1, \ldots, W_T], F \in \mathbb{R}^{d \times k}} \sum_{t=1}^{T} f(W_t^t X_t, Y_t) + \gamma \text{Tr}(F^T WW^T). \quad (6)
$$

Compared with the original problem (3), this problem is much easier to solve. We can apply the alternative optimization approach to solve this problem.

When $W$ is fixed, the problem (6) becomes

$$
\min_{F \in \mathbb{R}^{d \times k}} \text{Tr}(F^T WW^T). \quad (7)
$$

It’s easy to see that the optimal solution $F$ to problem (7) is formed by the $k$ eigenvectors of $WW^T$ corresponding to the $k$ smallest eigenvalues.

When $F$ is fixed, problem (6) becomes

$$
\min_{W=[W_1, \ldots, W_T]} \sum_{t=1}^{T} f(W_t^t X_t, Y_t) + \gamma \sum_{t=1}^{T} \text{Tr}(W_t FF^T W_t). \quad (8)
$$

In this paper, we focus on solving the regression problem. So the least square loss function $f(W_t^t X_t, Y_t)$ becomes

$$
\hat{f}(W_t^t X_t, Y_t) = \|W_t^t X_t + b_t 1_t - Y_t\|^2_F. \quad (9)
$$

Here, $1_t \in \mathbb{R}^{d \times 1}$ is a vector with all the elements as 1.

In this case, the optimal solution to problem (8) can be obtained by the following formula

$$
W_t = (X_t X_t^T + \gamma FF^T)^{-1} X_t (Y_t - 1_t b_t). \quad (10)
$$
And the bias vector $b_t$ can be obtained by

$$b_t = \frac{1}{n_t} Y_t 1_t - \frac{1}{n_t} W'_t X_t Y_t.$$  (11)

Note that we only need to compute $FF'$ in Eq. (10) for the optimal solution $W_t$. Hence, to accelerate the proposed algorithm, we can compute $FF'$ directly without computing $F$ in problem (7). The detailed derivation is given next.

Suppose the eigen-decomposition $WW' = UΣU'$, $U$ is the eigenvector matrix and $Σ$ is the eigenvalue matrix with the order from small to large. Denote $U = [U_1, U_2, U_3]$, where $U_1 \in \mathbb{R}^{d \times (d−c)}$, $U_2 \in \mathbb{R}^{d \times d}$ and $U_3 \in \mathbb{R}^{d \times (d−k)}$. Then the optimal solution $F$ in problem (7) is $F = [U_1, U_2]$. Note that $UU' = [U_1, U_2][U_1, U_2]' + U_3 U_3' = I$.

so we have

$$FF' = [U_1, U_2][U_1, U_2]' = I - U_3 U_3'.$$  (12)

Due to $U_3 \in \mathbb{R}^{d \times (d−k)}$, $d − k$ is the rank of the learned $W$ which is usually much smaller than $k$. Hence, it’s more efficient to utilize the formula (12) than to calculate $FF'$ directly. Based on the above derivation, an efficient optimization algorithm is obtained to solve problem (3), and we give the detailed process in Algorithm 1.

Algorithm 1 Algorithm to solve problem (3) (KMSV)

**Input:** The training dataset $X_t \in \mathbb{R}^{d \times n_t}$ and the label matrix $Y_t \in \mathbb{R}^{c \times n_t}$ for each task $t$.

**Output:** $W \in \mathbb{R}^{d \times c}$.

**Initialize:** $W \in \mathbb{R}^{d \times c}$.

repeat

1. Update $FF'$ by utilizing Eq. (12).
2. Update $W_t$ and $b_t$ by Eq. (10) and (11) for task $t$.

until Convergence

4.2 Optimization for Problem (4)

Solving the problem (4) is a little difficult. If we follow the similar idea as in subsection 4.1, we can get

$$\sum_{i=1}^{k} \sigma_i(W) = \min_{F \in \mathbb{R}^{d \times c}, F = I} tr (F(WW')^{-1} F).$$  (13)

It’s easy to obtain the solution $F$ from problem (13). But when introducing this regularization into the MTL model just like the problem (6), it’s hard to optimize $W$ with the fixed $F$.

Therefore, we need to design another approach to solve problem (4). Fortunately, we have the following equation

$$\sum_{i=1}^{k} \sigma_i(W) = ||W||_* - \max_{F \in \mathbb{R}^{d \times c}, F = I} \min_{G \in \mathbb{R}^{c \times r}, G = I} tr (FWG).$$  (14)

Here, $r = \min\{d, c\} − k$. Equation (14) can be proved by the Lagrange multiplier method with KKT condition [15]. Due to the limitation of pages, the proof is not given here. Based on Eq. (14), problem (4) can be transformed as follows

$$\min_{W, F, G} \sum_{t=1}^{T} f(W'_t X_t, Y_t) + \gamma ||W||_* − tr(FWG)$$  s.t. $F = I, G'G = I, F \in \mathbb{R}^{d \times c}, G \in \mathbb{R}^{c \times r}$.  (15)

**Algorithm 2** Algorithm to solve problem (4) (KMSV-new)

**Input:** The training data matrix $X_t \in \mathbb{R}^{d \times n_t}$ and the label matrix $Y_t \in \mathbb{R}^{c \times n_t}$ for each task $t$.

**Output:** $W \in \mathbb{R}^{d \times c}$.

**Initialize:** $W \in \mathbb{R}^{d \times c}$.

repeat

1. Update $F$ and $G$ by solving the problem (16).
2. Computing $D = \frac{1}{2} (\tilde{W}W')^{-1} \frac{1}{2}$, which is defined in the problem (18).
3. Update $W_t$ and $b_t$ by Eq. (20) and (11) for each $t$.

until Converges

When $W$ is fixed, problem (15) becomes

$$\max_{F \in \mathbb{R}^{d \times c}, F = I, G \in \mathbb{R}^{c \times r}, G = I} tr (FGD) = \max_{W \in \mathbb{R}^{d \times c}} \sum_{t=1}^{T} g(W_t) + \gamma ||W||_*.$$  (16)

Here, we define $g(W_t) = f(W'_t X_t, Y_t) − tr(W'_t FG'_t)$, the matrix $G_t$ is the row submatrix of $G$, which corresponds to the project matrix $W_t$ for each task $t$.

Based on the reweighted method [18, 19], we can solve problem (17) by iteratively optimizing the following problem

$$\min_{W = [W_1, ..., W_T]} \sum_{t=1}^{T} g(W_t) + \gamma tr(W_t'DW_t).$$  (18)

where $D = 1/2 \cdot (\bar{W}W')^{-1/2}$, $\bar{W}$ is the current solution of problem (18). It can be proved that the proposed re-weighted based method decreases the objective value of problem (17) in each iteration and will converge to the optimal solution.

With the equation $tr(W'DW) = \sum_{t} tr(W_t DW_t)$, it’s easy to see that problem (18) is independent for different task $t$. So problem (18) can be divided into $T$ subproblems as

$$\min_{W_t} \sum_{t=1}^{T} g(W_t) + \gamma tr(W_t'DW_t).$$  (19)

Problem (19) is a convex problem. Combining with the definition of $f(W'_t X_t, Y_t)$ in Eq. (9), the optimal solution $W_t$ for different task $t$ can be obtained by

$$W_t = (X_t X'_t + \gamma D)^{-1}(X_t (Y_t - b'_t) + \frac{1}{2} \gamma F'_t).$$  (20)

The bias vector $b_t$ can also be calculated by formula (11). The whole process to solve problem (4) is summarized in Algorithm 2.

5 EXPERIMENT

In this section, we will verify the proposed MTL models denoted as KMSV and KMSV-new on two benchmark datasets. The metric nMSE [16] is adopted as the evaluation index, of which the smaller
Table 1: The comparison results on SCHOOL dataset based on the evaluation metric nMSE with standard deviation.

| Ratio | Single Task Method | Low-Rank Based MTL Method |
|-------|--------------------|--------------------------|
|       | Ridge | Lasso | Trace | Capped-MTL | NN-MTL | CMTL | KMSV | KMSV-new |
| 10%   | 54.1311±(6.1479) | 5.4637±(1.0372) | 5.2138±(0.6051) | 3.1771±(0.0445) | 2.4557±(0.0226) | 1.5148±(0.0598) | 1.3082±(0.0338) | 1.1265±(0.0292) |
| 20%   | 21.3752±(2.9872) | 4.9860±(0.6474) | 4.1756±(0.2446) | 1.0844±(0.0257) | 2.4207±(0.0088) | 1.1567±(0.0377) | 1.0480±(0.0225) | 0.9699±(0.0194) |
| 30%   | 16.2509±(1.7733) | 4.2286±(0.2885) | 1.1551±(0.0427) | 0.9978±(0.0385) | 1.7045±(0.0916) | 0.9379±(0.0436) | 0.9695±(0.0300) | 0.9099±(0.0100) |

Figure 1: The change curves of averaged nMSE and E.W. by the comparison methods under the different training rates.

Figure 2: (a). The distribution of singular values for W obtained by five algorithms under the training rate 50%. (b). The convergence curve of our models under the training ratio of 50%.

We can see that KMSV and KMSV-new achieve the smaller values of nMSE and E.W. than other methods. It means our algorithms KMSV and KMSV-new are better at capturing the low-rank structure, which can be further demonstrated by the distribution of singular values in the obtained W shown in Figure 2(a). Besides, Figure 2(b) presents the convergence of KMSV and KMSV-new, which illustrates that our models are efficient to deal with this synthetic dataset.

**SCHOOL Dataset.** This dataset [6] contains 139 regression tasks, each of which has the same 28 features. We randomly select 10%, 20% and 30% of the samples from each task to form the training set and the rest is the test set. Besides, in the process of training, to further verify that one single task can benefit from the co-training, we randomly select 30% tasks and add the white noise to their training labels. Here, the white noise is drawn from the Gaussian distribution $N(1, 2)$. In this section, we compare our models with single-task models: Ridge, Lasso [23] and low-rank based MTL methods: Trace, Capped-MTL, NN-MTL [5] and CMTL [17]. The parameters in all comparison methods are tuned to the best through the corresponding references and the hyperparameter $k$ of our models is set to 10.

The presented algorithms are all conducted on SCHOOL dataset ten times and Table 1 gives the mean value of nMSE with its standard error. From Table 1, we notice that our models are better than the low-rank based MTL methods. Besides, KMSV-new and KMSV achieve the best and second-best results among all comparison methods, respectively. Hence, it can be concluded that multi-task learning can improve the learning performance of single task effectively. Furthermore, due to the novel regularization terms, our methods have the superior learning ability to other MTL methods in practical circumstance.

6 CONCLUSION

In this paper, we propose two novel multi-task learning models KMSV and KMSV-new based on the designed regularization terms, and apply them in regression problem. The new proposed regularization terms are the better approximation of the rank minimization problem, which makes our methods capture the low-rank structure shared across tasks efficiently, and outperform other classical MTL methods. An efficient algorithm based on the iterative re-weighted method is proposed to optimize our models. Experimental results on synthetic and real-world datasets demonstrate the superiority of our methods. For our models, we don’t have to adjust the parameter $\gamma$ specifically. But the hyperparameter $k$ still needs to be tuned by mankind. So we need to design an efficient strategy to determine the hyperparameter $k$ in future work.
