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Abstract

The study of the behaviour of stochastic processes in queuing theory and related fields is often based on the study of the behaviour of regenerative Markov processes. Often these regenerative processes are a combination of piecewise linear stochastic processes. We discuss the definition of a piecewise linear process which is comfortable to study the complex stochastic models currently being studied.

In many cases, a piecewise linear Markov process has an embedded renewal process, and hence the study of the behaviour of a piecewise linear Markov process can be based on an analysis of the behaviour of this embedded renewal process.

But the behaviour of a complex queuing system or a complex reliability model can be described by a non-regenerative stochastic process, but this non-regenerative process can be in some sense “close” to some regenerative process. In this case, embedded processes that would correspond to embedded renewal processes turn out to be in some sense “close” to some “classical” renewal processes.

Therefore, in this paper, we introduce the concept of quasi-renewal and quasi-regenerative processes. And we describe an example of such a stochastic model whose behaviour is described by a quasi-regenerative process, and an example of a stochastic model having embedded quasi-renewal processes.

We also propose a method for obtaining the upper bounds for the convergence rate of the distribution of a regenerative and quasi-regenerative process to a stationary distribution, if this process is ergodic.
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1 Introduction

As is well known, most problems in queuing theory and related fields are based on renewal theory. Usually, it is the renewal processes that describe the process of input flow of customers in a queuing
system, their service process, or a sequence of failures or repairs in reliability theory. In queuing networks, also as a rule, renewal processes allow one to describe the periods of stay of the customers at network nodes.

In complex systems consisting of several operating units, the behaviour of each unit can be described by the renewal process (with individual characteristics). However, the state of these units can influence each other. Accordingly, the characteristics of the renewal processes corresponding to the behaviour of these units may change. If such changes are small-scale in some sense, it becomes necessary to study such quasi-renewal processes.

Moreover, a great number of processes in queuing theory are regenerative, i.e. they get into a certain state at random intervals, which are almost surely finite, and after they hit this state, the process is “restarted”. Hence, the regenerative process has an embedded renewal process, with renewal periods equal to the length of the period of regeneration (the interval between two consecutive hits in the regeneration state).

But in some situations, the studied process is not regenerative, but it is “close” to the regenerative process in some sense. Below will be studied one type of such a process close to the regenerative process.

2 Renewal processes, piecewise linear processes and regenerative processes

2.1 Renewal processes

Recall the definition of the renewal process and let’s discuss in what sense we will use this concept.

**Definition 1.** The renewal process \( N_t \) is a counting process \( N_t \defeq \sum_{i=1}^{\infty} 1 \left\{ \sum_{s=1}^{i} \xi_k \leq t \right\} \), where \( \{\xi_1, \xi_2, \ldots\} \) are i.i.d. positive random variables. \( N_t \) changes its states at the times \( t_k = S_k \defeq \sum_{j=1}^{s} \xi_j \). The times \( t_k \) are renewal times.

The behaviour of the renewal process is determined by the distribution function (d.f.) \( F(t) = \mathbb{P}\{\xi_k \leq t\} \) of its regeneration period \( \xi_k \).

In some situations, we are interested in the time from the last renewal of the process \( N_t \) and the current time \( t \); also we can be interested in the time, and how long to wait for the next renewal from the current time.

**Definition 2.** Consider some renewal process \( N_t \). For any time \( t \geq 0 \) denote \( B_t \defeq t - S_{N_t} \) – a backward renewal time (or overshot) of the renewal process \( N_t \) at the time \( t \). Also, for any time \( t \geq 0 \) denote \( W_t \defeq S_{N_t+1} - t \) – a forward renewal time (or undershot) of the renewal process \( N_t \) at the time \( t \).

If at the time \( t \geq 0 \) the value of \( B_t \) is known \((B_t = a)\), then the d.f. of \( W_t \) is also known:

\[
F_W(s) = \mathbb{P}\{W_t \leq s\} = \frac{F(a+s) - F(a)}{1 - F(a)}.
\]
2.2 Backward renewal time of a renewal process as a Markov process

In a classical sense, renewal processes are counting processes. However, in addition to the number of renewals in applications of renewal theory, it is also important to take into account the random duration of renewal periods.

These renewal periods are i.i.d. r.v.'s \( \{ \xi_i \} \) with d.f. \( F(s) \equiv P\{ \xi_i \leq s \} \).

If the backward renewal time \( B_t \equiv t - \sum_{i=1}^{N_t} \xi_i = a \), then the next renewal can be in the interval \( (t, t + \Delta] \) (\( \Delta \ll 1 \)) with probability \( P_{a:(t,t+\Delta]} = \frac{F(a + \Delta) - F(a)}{1 - F(a)} = \frac{F'(a)\Delta}{1 - F(a)} + o(\Delta) \) assuming absolute continuity of d.f. \( F(s) \).

**Definition 3.** For the d.f. \( F(t) \) of non-negative r.v. the function \( \lambda(s) \equiv \frac{F'(s)\Delta}{1 - F(s)} \) is called the intensity function for the distribution \( F(\cdot) \).

**Remark 1.** In reliability theory and some papers on the queuing theory, the intensity of renewal processes (concerning the nature of the occurrence of the renewal process in an applied problem) is often called “hazard rate”, “failure rate”, input flow intensity, etc. But in the renewal theory, abstracting from the nature of the origin of the renewal process, it is natural to call this value “intensity” (of the end of the renewal period).

Emphasize,

\[
F(s) = 1 - \exp \left( - \int_0^s \lambda(u) \, du \right), \tag{2.1}
\]

and the distribution of the renewal period can be determined by intensity \( \lambda(s) \) as well as by d.f. \( F(s) \).

Also, for the mixed (non-singular) distributions we can use a generalized notion of intensity.

**Definition 4.** For non-singular d.f. \( F(s) \) put \( f(s) = \begin{cases} F'(s), & \text{if } F'(s) \text{ exists;} \\ 0, & \text{in the other case,} \end{cases} \) and the generalized intensity of d.f. \( F(s) \) is

\[
\lambda(s) \equiv \frac{f(s)}{1 - F(s)} - \sum_i \delta(s - a_i) \ln \left( F(a_i + 0) - F(a_i - 0) \right),
\]

where \( \{a_i\} \) — is the set of all points of discontinuity of a function \( F(s) \), and \( \delta(\cdot) \) is a standard \( \delta \)-function.

**Remark 2.** The formula remains correct (see [6]).

Thus, at any time \( t \) the next behaviour of the backward renewal time is defined by the intensity: it gives the probability of a transition to the state zero (renewal time) or a subsequent linear increase of the value of the backward renewal process. So, it is Markov.

**Definition 5.** A generalized non-negative function \( \lambda(s) \) defined on \([0; \infty)\) such that

\[
\int_0^\infty \lambda(s) \, ds = +\infty \quad \tag{2.2}
\]

is called a (generalized) intensity function.
Remark 3. It is easy to see that the (generalized) intensity function determines the d.f. \( F(s) \) according to formula (2.1). So, the distribution of a non-negative random variable can be determined using the d.f. \( F(s) \), distribution density \( f(s) \equiv F'(s) \), and intensity function (see [7]). ▷

Remark 4. In what follows, when discussing renewal processes, we will be primarily interested in the behaviour of the backward renewal time \( B_t \). This is because we are interested in the asymptotic behaviour of renewal processes, and not in the total number \( N_t \) of renewals, which tends to infinity. ▷

2.3 Piecewise linear processes

If we observe several interacting renewal processes, then we may be interested in when the next renewal of at least one of the processes will occur. Such situations often arise in the study of complex queuing systems or queuing networks or reliability systems.

Probably the first definition of piecewise linear process was proposed by [2]. There the piecewise linear process is defined as two-dimensional Markov processes \( \{\nu(t), u(t)\} \), where \( \nu(t) \) is a semi-Markov process, and \( u(t) \equiv t - \sup\{u : \nu(u) \neq \nu(t)\} \), i.e. \( u(t) \) is the time that has elapsed since the last transition of the semi-Markov process \( \nu(t) \). The graph of the process defined in this way is shown (1st variant) in Fig.[1]. This process has a single piecewise linear component, which changes at a unit rate.

Also, the piecewise linear process can be defined as a process \( \{\nu(t), v(t)\} \), where \( v(t) = \inf\{u > t : \nu(u) \neq \nu(t)\} - t \), i.e. \( v(t) \) is the time remaining until the next transition of \( \nu(t) \).

In both these definitions, the processes \( \{\nu(t), u(t)\} \) and \( \{\nu(t), v(t)\} \) are Markov (see, e.g., [15]).

Note that the definition given in [2, 15] describes a process with a single piecewise continuous component. It is convenient, for example, to describe service in a queuing network, where \( \nu(t) \) indicates the node number, and service occurs at a constant unit rate.

Another slightly more general definition of a process is given in [9]. This definition has been adapted for use in the study of queuing systems of the form \( M|G|1, GI|M|s \) and \( GI + M|M|s \).

Note that the definitions ([2, 15, 9]) mentioned here describe a process with a single piecewise continuous component. They are convenient, for example, to describe the behaviour of one-line queuing systems, one-element pressure models, and also queuing networks, where \( \nu \) indicates the node number, and service occurs at a constant unit rate.

A much more general definition of a piecewise linear process was given in [11, §3.3.2], let’s call this definition “classical”:

Definition 6. Piecewise linear random process \( X_t = (\vec{\nu}(t), \vec{\xi}(t)) \) defined as follows.

1. The space of states \( \mathcal{X} \) of the process \( X_t \) is the set of pairs \((\vec{\nu}, \vec{\xi}_\nu)\), where \( \vec{\nu} \) is the element of a finite or countable set. \( \vec{\xi}_\nu \) is the vector \((\xi_{1}, \ldots, \xi_{|\nu|})\), \( |\nu| \geq 0 \) is the “rank” (or the index number

![Figure 1: Visualisation of the piecewise process following [2].](image-url)
of the “basic state” of the process $X_t$) of the state $\nu$, and $\xi_j \geq O$ (all possible “base states” are numbered in some order).

2. Let $X_t = (\bar{\nu}, \bar{y})$, $\bar{y} = (y_1, \ldots, y_{|\nu|})$. With probability $\lambda_{\nu}(X_t) \times p_{\nu,\nu'} dt$ during time $dt$ a spontaneous transition $X_t$ to the state $\nu'$ takes place. After the transition a new value of $\xi(t)$ is random and possesses a measurable in $\bar{y}$ distribution function

$$B^{(0)}_{\nu,\nu'}(\bar{x}|\bar{y}) = P\{\xi(t + dt) < \bar{x}| \xi(t) = \bar{y}, \nu(t + dt) = \nu'\}$$

The probability is $o(h)$ that two or more spontaneous transitions will occur during a short period $h$.

3. In the absence of spontaneous transitions in the interval $(t, t + dt)$, we have $\bar{\nu}(t + dt) = \bar{\nu}(t)$, $\bar{\xi}(t + dt) = \bar{\xi}(t) - \bar{\alpha}_\nu dt$, where $\bar{\alpha}_\nu = (\alpha_{\nu,1}, \ldots, \alpha_{\nu,|\nu|})$ is a vector with non-negative components.

Remark 5. Here and below, it is assumed everywhere that all components of the index vectors are arranged in ascending order.

Remark 6. From a modern point of view, the Definition 6 is not strict. However, it allows one to describe the behaviour of various queuing systems and queuing networks. The definition of a piecewise linear process has changed over time.

Following the Definition 6 at the time after the change of the component $\nu$ (“rank”) of the process $X_t$, all components of the vector $\bar{\xi}_\nu$ are positive, and they decrease (with some known speed) until the next change of the “rank” $\nu$ – and the “rank” must be changed at the time when at least one of the components of the vector $\xi_\nu$ decreases to the value 0.

Figure 2: The graph of an example of a one-dimensional piecewise linear process (meaning the dimension of a piecewise continuous component of the process).

An example of a one-dimensional piecewise linear process is shown in Fig. 2. This graph can visualize, for example, the movement of a customer through a network. Here it is assumed that at the moment a customer arrives at the network node, the scope of service work and the rate of service are known.

Another example is shown in Fig. 3. This graph can be interpreted as the behaviour of two elements operating at random times. They can turn on again after the end of work, or after a while. Again, the random workload is known at the moment the element is turned on, but the rate of work depends on how many elements are working at a given time. Here the component $\nu(t)$ can take values \{1\}, \{2\}, \{1, 2\}.

In models of queuing theory and related problems, as a rule, the “rank” $\nu$ changes only at the moment when at least one of the components of the vector becomes equal to zero. So, at the time of the change of the “rank”, we know the time of the next change of the “rank”, i.e. after a “rank”
switch, the time of the next “rank” switch is known. This assumption is inconvenient when dealing with renewal processes, namely renewal processes are the main tool in queuing theory and related fields.

But for the asymptotic analysis of the distribution of the stochastic process, it is much more convenient to analyze Markov processes, since there are many methods for studying the behaviour of such processes.

**Definition 7.** Piecewise linear process random process \( X_t = (\vec{v}(t); \vec{z}(t)) \) defined as follows.

1. The process \( X_t \) is the set of pairs \( (\vec{v}(t); \vec{z}(t)) = (v_1, v_2, \ldots, v_k; \xi_1, \xi_2, \ldots, \xi_k) \in \mathcal{X}, \) where process state space is \( \mathcal{X} = \bigcup_{k=1}^{\infty} (\mathbb{Z}^k \times \mathbb{R}_{\geq 0}^k). \) Here \( |\vec{v}| \overset{\text{def}}{=} k > 0 \) is the “rank” (or the number of the “basic states” of the process \( X_t \) at the time \( t \)).

2. If we delete components with numbers \( i_1, i_2, \ldots, i_k \ (k < |\vec{v}|) \) from vector \( \vec{v} \), then the resulting vector will be denoted by \( \vec{v}_{i_1, i_2, \ldots, i_k} \).

3. Let \( \vec{v} \) be the vector denoted by \( (\vec{v}_1, \vec{v}_2, \ldots, \vec{v}_{|\vec{v}|}) \). For all \( M = \{m_1, m_2, \ldots, m_k\} \in \mathcal{S}(\vec{v}) \), with probability \( \lambda_{m_1, m_2, \ldots, m_k} (X_t) \Delta + o(\Delta) = \lambda_M (X_t) \Delta + o(\Delta) \) during time \( \Delta > 0 \) a spontaneous transition \( X_t \) to the state \( (\vec{v}, \vec{z}) \) takes place, where

   \[
   z_i = y_i + \Delta, \quad \text{if} \ i \in S(\vec{v}(t)) \setminus M; \\
   z_i = \theta_i \Delta, \quad \text{if} \ i \in (0; 1), \quad \text{if} \ i \in M. 
   \]

4. Let \( \vec{y}_i = (y_1, \ldots, y_{|\vec{v}|}) \). For all \( M = \{m_1, m_2, \ldots, m_k\} \in \mathcal{S}(\vec{v}) \), with probability \( \mu_{m_1, m_2, \ldots, m_k} (X_t) \Delta + o(\Delta) = \mu^M (X_t) \Delta + o(\Delta) \) during time \( \Delta > 0 \) a spontaneous transition \( X_t \) to the state \( (\vec{v}, \vec{z}) \) takes place, where

   \[
   z_i = y_i + \Delta, \quad \text{if} \ i \in S(\vec{v}); \\
   z_i = \theta_i \Delta, \quad \text{if} \ i \in (0; 1), \quad \text{if} \ i \in M. 
   \]

5. Let \( \vec{y}_i = (y_1, \ldots, y_{|\vec{v}|}) \). For all \( M = \{m_1, m_2, \ldots, m_k\} \in \mathcal{S}(\vec{v}) \), with probability \( \lambda_{m_1, m_2, \ldots, m_k} (X_t) \Delta + o(\Delta) = \lambda^M (X_t) \Delta + o(\Delta) \) during time \( \Delta > 0 \) a spontaneous transition \( X_t \) to

![Figure 3: Graph of an example of a variable-dimensional piecewise linear process.](image-url)
the state \((\vec{\nu}_{m_1, m_2, \ldots, m_k}, \vec{z})\) takes place, where
\[ z_i = z_i + \Delta, \quad \text{for all } i \in S^t(\vec{\nu}). \]

6. Let \(X_t = (\vec{\nu}, \vec{y}), \vec{y} = (y_1, \ldots, y_{|\nu|})\). With probability
\[
\Lambda(X_t) \overset{\text{def}}{=} 1 - \left[ \sum_{M \in S(\vec{\nu}(X_t))} \left( \lambda_M(X_t) + \lambda^M(X_t) \right) \Delta + \sum_{M \in \hat{S}(\vec{\nu}(X_t))} \mu^M(X_t) \right] + o(\Delta)
\]
during time \(\Delta > 0\) a spontaneous transition \(X_t\) to the state \((\vec{\nu}, \vec{z})\) takes place, where
\[ z_i = y_i + \Delta, \quad \text{for all } i \in S^t(\vec{\nu}). \]

\begin{remark}
It is easy to see that the Definition 7 describes a Markov process that has a variable number of piecewise continuous components.

Transition probabilities are determined by functions of \(X_t\), i.e. they are random but dependent on the state of the process \(X_t\) at the time \(t\).

Here \(\lambda_{m_1, m_2, \ldots, m_k}(X_t)\) corresponds to the zeroing of several piecewise components of the process \(X_t\), \(\mu_{m_1, m_2, \ldots, m_k}(X_t)\) corresponds to adding several piecewise components to the process, and \(\lambda_{m_1, m_2, \ldots, m_k}(X_t)\) it corresponds to the disappearance of several piecewise components from the process.

Usually, in queuing problems, the situation is used when \(|M| = 1\), and piecewise continuous components represent the intervals between arrivals of claims and their service times.

Situation \(|M| > 1\) may correspond to the batch arrival of requests or their batch service, etc.

The case when \(\Lambda(X_t) = \Lambda(\vec{\nu}(t))\) corresponds to the model described in Proposition 6. If we add condition \(\Lambda(X_t) = \Lambda(\vec{\nu}(t))\) to condition \(\nu(X_t)| \equiv 1\), we get the process definition from 2, 13.
\end{remark}

2.4 Examples of piecewise linear Markov processes (PLMP)

**Example 1.** Consider a mathematical model of the restorable element with a warm reserve. We will describe the behaviour of this model using the process \(X_t = ((i_1(t), i_2(t)); (x_1(t), x_2(t)))\), where \((i_1(t), i_2(t)) = \vec{\nu}(t)\) indicates the state (working or being repaired) of the elements of the system, and the vector \(\vec{x} = (x_1(t), x_2(t))\) denotes the elapsed time of both elements in the state indicated by \(\vec{\nu}(t)\), i.e. for \(k = 1, 2:\)
\[
i_k(t) \overset{\text{def}}{=} \begin{cases} 0, & \text{if } i_k\text{-th element is in working state at the time } t; \\ 1, & \text{if it is repaired at the time } t; \end{cases}
\]
\[
x_{ik}(t) = t - \sup\{s : i_k(s) \neq i_k(t)\}.
\]

The behaviour of both elements is described by the intensities of the failures and the repairs.
Figure 4: This scheme is a visualization of the work and repair of a reliability system with a warm reserve. Here at the time $\theta_1$ we have $X_{\theta_1} = ((1,0); (x_1(\theta_1), y_1(\theta_1)))$, the element II works; at the time $\theta_2$ we have $X_{\theta_2} = ((0,0); (x_2(\theta_2), y_2(\theta_2)))$, both elements are in working state; at the time $\theta_3$ we have $X_{\theta_3} = (1,0); (x_3(\theta_2), y_3(\theta_2)))$, and the system in failure state.

which depend on the full state of this reliability system $X_t$:

$$
\begin{align*}
\mathbb{P} \left\{ \begin{array}{l}
i_1(t+\Delta) = |i_1(t) - 1|, \quad x_1(t+\Delta) \in (0; \Delta), \\
i_2(t+\Delta) = i_2(t), \quad x_2(t+\Delta) = x_2(t) + \Delta \\
\end{array} \right| X_t \right. \\
= \begin{cases} 
\lambda_1(X_t)\Delta + o(\Delta), & \text{if } i_1(t) = 0; \\
\mu_1(X_t)\Delta + o(\Delta), & \text{if } i_1(t) = 1; 
\end{cases}
\end{align*}
$$

$$
\begin{align*}
\mathbb{P} \left\{ \begin{array}{l}
i_2(t+\Delta) = |i_2(t) - 1|, \quad x_2(t+\Delta) \in (0; \Delta), \\
i_1(t+\Delta) = i_1(t), \quad x_1(t+\Delta) = x_1(t) + \Delta \\
\end{array} \right| X_t \right. \\
= \begin{cases} 
\lambda_2(X_t)\Delta + o(\Delta), & \text{if } i_2(t) = 0; \\
\mu_2(X_t)\Delta + o(\Delta), & \text{if } i_2(t) = 1; 
\end{cases}
\end{align*}
$$

$$
\begin{align*}
\mathbb{P} \left\{ \begin{array}{l}
i_1(t+\Delta) = i_1(t) - 1, \quad x_1(t+\Delta) = x_1(t), \\
i_2(t+\Delta) = i_2(t), \quad x_2(t+\Delta) = x_2(t) + \Delta \\
\end{array} \right| X_t \right. \\
= 1 - (\lambda_1(X_t) + \lambda_2(X_t) + \mu_1(X_t) + \mu_2(X_t))\Delta + o(\Delta)
\end{align*}
$$

for $\Delta \ll 1$.

This is a description of a Markov process on the state space $\mathcal{X} \overset{\text{def}}{=} \{0,1\}^2 \times \mathbb{R}_+, \text{i.e. the behaviour of the presented reliability model is described by PLMP. In Fig. 1 a visualization of some realization of such a process is presented.}$

**Example 2.** Let the queuing system (QS) have an infinite number of servers and one incoming flow of “events” or customers “of the same type” such that the incoming flow is determined by a variable intensity, which depends on the full state of the QS. Here the full state of QS at the time $t$ is: the total number $n(t)$ of customers in the QS, the elapsed times $x_i(t)$ ($i > 0$) of their service in the system, as well as $x_0(t)$ – the time elapsed since the last arrival of new customers to the QS. So, the full state of this QS is the vector $\hat{X}_t = (\hat{\nu}(t); \hat{x}(t))$. Here $\hat{\nu}(t) = (0, i_1(t), i_2(t), \ldots, i_{n(t)}(t))$, where $n(t)$ is the number of customers in the system at the time $t$, 0 corresponds to the coordinate of the incoming flow, $i_1(t), i_2(t), \ldots, i_{n(t)}(t)$ are the numbers of servers serving the corresponding customers.

We assume that all servers are identical, i.e. their numbers don’t matter. We will assume that the server numbers correspond to the order of arrival of customers in the QS. Thus, the full state of this QS can be described by simplified vector $X_t = (n(t); \hat{x}(t))$.

We assume that the rate of service depends on the full state $X_t$ of the QS, as well as the
Remark 8. On Fig. 5 the times $t_1, t_7, t_{11}$ are marked when all piecewise-continuous components of the process are set to zero: $X_{t_1} = X_{t_7} = X_{t_{11}} = (1; 0, 0)$. As the process $X_t$ is Markov, these times are the regeneration times.

In Fig. 1 as well as in Fig. 3 it can be seen that the presented PLMP does not have regeneration points, while in Fig. 4 we marked regeneration times. Processes with regeneration times are more convenient for research. To study their asymptotic behaviour, one can use their embedded renewal processes. So, the PLMP’s are very important in queuing theory and related fields, and in many situations, they are regenerative processes.

2.5 Regenerative Process

Definition 8 (Regenerative Process (see., e.g., [1])). The process $(X_t, t \geq 0)$ on a probability space $(\Omega, \mathcal{F}, \mathbf{P})$, with a measurable state space $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$ is regenerative, if there exists an increasing sequence $\{\theta_n\} (n \in \mathbb{Z}_+)$ of Markov moments with respect to the filtration $\mathcal{F}_{t \geq 0}$ such that the sequence

$$\{\Theta_n\} = \{X_{t+\theta_{n-1}} - X_{\theta_{n-1}}, \theta_n - \theta_{n-1}, t \in [\theta_{n-1}, \theta_n)\}, \quad n \in \mathbb{N}$$

consists of independent identically distributed (i.i.d.) random elements on $(\Omega, \mathcal{F}, \mathbf{P})$. If $\theta_0 \neq 0$, then the process $(X_t, t \geq 0)$ is called delayed.

The periods $[\theta_{n-1}, \theta_n]$ are named regeneration periods.

The times $\theta_i$ are called regeneration times, and they form the renewal process with the renewal times $\xi_i \overset{\text{def}}{=} \theta_i - \theta_{i-1}$. Denote this embedded renewal process by $N_t$, and its backward renewal time $-\theta_i$ by $B_t$ (see Definition 1).

Let $F(s) = \mathbf{P}\{\xi_n \leq s\}$ be the distribution function of regeneration period; everywhere in the future we suppose that the distribution $F$ is non-lattice.
If the process $X_t$ is regenerative, then at any time $t$ on some regeneration period $[\theta_{n-1}, \theta_n]$ \((t \in [\theta_{n-1}, \theta_n])\) the distribution of $X_t$ is the function of $t - \theta_{n-1} = B_t$, where $B_t$ is the time elapsed since the start of the current regeneration period. These times $\theta_i$ form an embedded renewal $N_t$ process with the backward renewal time $B_t$ at the time $t$.

The behaviour of the process $B_t$ is defined by the distribution function (d.f.) $F(\cdot)$ of the renewal period $\xi_i$ of the embedded renewal process $N_t$. Also, the behaviour of the process $B_t$ is determined by the intensity function $\lambda(t)$ of the d.f. of $\xi_i$ (see Definitions 3 and 4).

Further, we note that the process $B_t$ is ergodic if $\mathbb{E}\xi_i < \infty$, i.e. the distribution $\mathcal{P}^B_t$ of the process weak converges to the stationary invariant distribution ($\mathcal{P}_t^B \to \mathcal{P}^B$), then the process $X_t$ is also ergodic, and it’s distribution $\mathcal{P}_t$ weak converges to the stationary invariant distribution $\mathcal{P}: \mathcal{P}_t \to \mathcal{P}$ – see, e.g., [3].

Moreover, if $\|\mathcal{P}^B_t - \mathcal{P}^B\|_{TV} \leq \psi(t)$, then for the distribution $\mathcal{P}^X_t$ of the process $X_t$: $\mathcal{P}^X_t \to \mathcal{P}^X$, and $\|\mathcal{P}^X_t - \mathcal{P}^X\|_{TV} \leq \psi(t)$, where $\|\mathcal{P}_t - \mathcal{P}\|_{TV}$ is a distance in the total variation metrics: $\|\mathcal{P}_t - \mathcal{P}\|_{TV} \overset{\text{def}}{=} \sup_{A \in \mathcal{B}(\mathcal{X})} |\mathcal{P}_t(A) - \mathcal{P}(A)|$.

As well as known, in the case when the renewal time of an embedded renewal process $\xi$ has finite moments $\mathbb{E}\xi^k$, $k > 1$, then for all $\ell \leq k - 1$ there exists some constant $C(\ell)$ such that $\|\mathcal{P}^B_t - \mathcal{P}^B\|_{TV} \leq \frac{C(\ell)}{t^\ell}$ (see, e.g., [3, 11]) and, accordingly, $\|\mathcal{P}^X_t - \mathcal{P}^X\|_{TV} \leq \frac{C(\ell)}{t^\ell}$.

But the method of the proof of this result in [3, 11] can not give the bounds for the constant $C(\ell)$.

Above, we will demonstrate the method of the calculation of an upper rough bound for these constants based on the coupling method and generalization of Lorden’s inequality.

In [21, 22, 16, 17, 19, 20], the coupling method was used for the analysis of the recurrence properties of some queuing and reliability systems. But in this paper, there is no algorithm for the calculation of an upper bound for the constant $C(\ell)$.

### 3 Bounds for convergence rate of the distribution of $B_t$ in the simplest case

Here we give a short version of the construction of an upper bound for the convergence rate of the distribution of an embedded renewal process backward time given in the papers [25] and [26] – in the total variation metrics.

Firstly, recall some useful facts.

#### 3.1 Basic Coupling Inequality

**Proposition 1** (Basic Coupling Inequality). If two homogeneous Markov processes (process defined on some probability space \((\Omega, \mathcal{F}, \mathcal{P})\)) with the same transition function but with different initial states coincide at the time $\tau$, then after the time $\tau$ their distributions are equal. Thus,

$$|\mathcal{P}\{X_t \in S\} - \mathcal{P}\{X'_t \in S\}| =$$

$$= |\mathcal{P}\{X_t \in S \& \tau > t\} - \mathcal{P}\{X'_t \in S \& \tau > t\}| + |\mathcal{P}\{X_t \in S \& \tau \leq t\} - \mathcal{P}\{X'_t \in S \& \tau \leq t\}| \leq$$

$$\leq \mathcal{P}\{\tau > t\} = \mathcal{P}\{\varphi(\tau) > \varphi(t)\} \leq \frac{\mathbb{E}\varphi(\tau)}{\varphi(t)}.$$
where $\varphi(t)$ is an increasing positive function. Therefore we will use the function $\varphi(s) \triangleq s^\ell$, $\ell > 0$.

The Basic coupling inequality firstly was used for the Markov chains in discrete time. But now we are interested in the use of the coupling method for the Markov processes in continuous time, namely, for renewal processes with arbitrary d.f. of renewal times.

Therefore we will use the modification of a coupling method adapted for Markov processes in continuous time. This modification is “successful coupling” invented in [5], see also [10].

### 3.2 Successful coupling

**Definition 9** (Successful coupling). Let the pair $\left( X_t^{(1)}, X_t^{(2)} \right), t \geq 0$ is the pair of Markov processes with identical transition probabilities, but their initial state can be different: $X_0^{(1)} \neq X_0^{(2)}$. Consider the paired stochastic process $Z_t = \left( Z_t^{(1)}, Z_t^{(2)} \right), t \geq 0$ constructed (in a special probability space) the such that:

1. For all $t \geq 0$ the random variables $X_t^{(i)}$ and $Z_t^{(i)}$ have the same distribution, $i = 1, 2$, i.e. $X_t^{(i)} \equiv Z_t^{(i)}$.

2. $\mathbb{E} \tau \left( Z_0^{(1)}, Z_0^{(2)} \right) < \infty$, where

$$\tau \left( Z_0^{(1)}, Z_0^{(2)} \right) = \tau(Z_0) \triangleq \inf \left\{ t \leq 0 : Z_t^{(1)} = Z_t^{(2)} \right\}.$$

3. $Z_t^{(1)} = Z_t^{(2)}$ for all $t \geq \tau \left( Z_0^{(1)}, Z_0^{(2)} \right)$.

The paired stochastic process $Z_t = \left( Z_t^{(1)}, Z_t^{(2)} \right), t \geq 0$ satisfying the conditions 1–3 is called successful coupling.

**Remark 9.** The finite-dimensional distributions of the process $\left( Z_t^{(i)}, t \geq 0 \right)$ may differ from the finite-dimensional distributions of $\left( X_t^{(i)}, t \geq 0 \right)$; the processes $Z_t^{(1)}$ and $Z_t^{(2)}$ can be dependent.

For all $A \in \mathcal{B}(\mathcal{X})$ (\(\mathcal{X}\) is a state space of the processes $X_t^{(i)}$) we can use the coupling inequality in the form for the distributions $\mathcal{P}_{t_0}^{X^{(i)}}$ of the processes $X_t^{(i)}$ with initial states $X_0^{(i)}$:

$$\left| \mathcal{P}_{t_0}^{X^{(1)}}(A) - \mathcal{P}_{t_0}^{X^{(2)}}(A) \right| = \left| \mathbb{P} \left\{ X_t^{(1)} \in A \right\} - \mathbb{P} \left\{ X_t^{(2)} \in A \right\} \right| =$$

$$= \left| \mathbb{P} \left\{ Z_t^{(1)} \in A \right\} - \mathbb{P} \left\{ Z_t^{(2)} \in A \right\} \right| \leq \mathbb{P} \left\{ \tau \left( Z_0^{(1)}, Z_0^{(2)} \right) \geq t \right\} \leq \frac{\mathbb{E} \varphi \left( \tau \left( Z_0^{(1)}, Z_0^{(2)} \right) \right)}{\varphi(t)} \leq \frac{C}{\varphi(t)} \left( Z_0^{(1)}, Z_0^{(2)} \right) \varphi(t)$$
for some constant $C \left( \mathcal{Z}_0^{(1)}, \mathcal{Z}_0^{(2)} \right)$.

Thus, $\left\| \mathcal{P}_t^{X_0^{(1)}} - \mathcal{P}_t^{X_0^{(2)}} \right\|_{TV} \leq \frac{C \left( \mathcal{Z}_0^{(1)}, \mathcal{Z}_0^{(2)} \right)}{\varphi(t)}$.

As $Z_0^{(i)} = X_0^{(i)}$, the right-hand side of the inequality depends only on $X_0^{(i)}$. Then, if $\mathcal{P}_t^{X_0^{(1)}} \Rightarrow \mathcal{P}$ for all initial states, we can use the integration of this inequality with respect to the measure $\mathcal{P}$, i.e.

$$
\left\| \mathcal{P}_t^{X_0^{(1)}} \right\|_{TV} \leq \int_{x \in \mathcal{X}} C \left( \mathcal{Z}_0^{(1)}, x \right) \varphi(t) \mathcal{P}(dx).
$$

(3.3)

### 3.3 Basic Coupling Lemma

**Lemma 1** (Basic Coupling Lemma ([18, 8] et al.)). Let $f_i(s)$ be the distribution density of r.v. $\theta_i$ ($i = 1, 2$). And let

$$
\int_{-\infty}^{\infty} \min(f_1(s), f_2(s)) \, ds = \kappa > 0.
$$

Then on some probability space there exists two random variables $\vartheta_i$ such that $\vartheta_i \overset{D}{=} \theta_i$, and $\mathbb{P}\{\vartheta_1 = \vartheta_2\} \geq \kappa$.

**Definition 10.** The value $\int_{-\infty}^{\infty} \min(f_1(s), f_2(s)) \, ds = \kappa$ is called common part of the distributions of $\theta_i$.

**Remark 10.** The Lemma 1 can be extended for many random variables.

**Lemma 2** (Useful generalization of the Basic Coupling Lemma ([27])). Let $f_i(s)$ be the distribution density of r.v. $\theta_i$ ($i = 1, \ldots, n$). And let

$$
\int_{-\infty}^{\infty} \min_{i=1,\ldots,n} (f_i(s)) \, ds = \kappa > 0.
$$

Then on some probability space there exists $n$ random variables $\vartheta_i$ ($i = 1, \ldots, n$) such that $\vartheta_i \overset{D}{=} \theta_i$ for all $i = 1, \ldots, n$, and $\mathbb{P}\{\vartheta_1 = \vartheta_2 = \ldots = \vartheta_n\} \geq \kappa$.

### 3.4 Lorden’s inequality

**Theorem 1** (Lorden’s inequality [11]). Lorden’s inequality states that the expectation of the backward renewal time is bounded as

$$
\mathbb{E} B_t \leq \frac{\mathbb{E} \xi^2}{\mathbb{E} \xi} \overset{\text{def}}{=} \Xi \left( = \text{functional of } F(s) \right).
$$

(3.4)
3.5 Idea of construction of successful coupling for two backward renewal times processes

Consider two renewal processes \( N_{t}^{(1)} \) and \( N_{t}^{(2)} \) which start at different times before the time \( t = 0 \). So, at the time \( t = 0 \), their backward renewal times can be different. Consider the Markov processes \( B_{t}^{(1)} \) and \( B_{t}^{(2)} \) – the backward renewal times of considered renewal process; the values \( b_{1} \overset{\text{def}}{=} B_{0}^{(1)} \) and \( b_{2} \overset{\text{def}}{=} B_{0}^{(2)} \) can be different, but the transition probabilities of both these processes are defined by the (generalized) intensity \( \lambda(s) \). Here we suppose that \( \lambda(s) \) is a.s. positive, and, accordingly, the d.f. \( f(s) = F'(s) \) of the renewal times is also a.s. positive.

Our goal is to create on some specific probability space a pair of processes \( \left(Z_{t}^{(1)}, Z_{t}^{(2)}\right) \) in such a way that at each time \( t \geq 0 \) the distributions of the original and created pair of processes coincide,

\[
\left(Z_{t}^{(1)}, Z_{t}^{(2)}\right) \overset{\text{def}}{=} \left(B_{t}^{(1)}, B_{t}^{(2)}\right),
\]

and the processes \( Z_{t}^{(1)}, Z_{t}^{(2)} \) will coincide at some time \( \tau \), such that \( \mathbb{E}\tau < \infty \).

So, for the pair \( \mathcal{B}_{t} \overset{\text{def}}{=} \left(B_{t}^{(1)}, B_{t}^{(2)}\right), t \geq 0 \) we will construct (in a special probability space) the paired stochastic process \( \mathcal{Z}_{t} = \left(Z_{t}^{(1)}, Z_{t}^{(2)}\right), t \geq 0 \) such that it is a successful coupling for \( \mathcal{B}_{t} \) in the sense given in Section 3.2.

To do this, we will start with a copy of processes \( \left(B_{t}^{(1)}, B_{t}^{(2)}\right) \), and then, at Markov times, we will change the pair (probability space + process \( \mathcal{Z}_{t} \)) in such a way that for each such change, coupling of \( Z_{t}^{(1)} \) and \( Z_{t}^{(2)} \) can occur with some positive probability.

For this aim, let us generate \( \mathcal{U}_{k}, \mathcal{U}_{k}', \mathcal{U}_{k}'' \), \( k \in \mathbb{Z}_{\geq 0} \), which are i.i.d. r.v.’s uniformly distributed on \([0, 1]\). These r.v.’s will be used in the next constructions.

At the time \( t = 0 \), the distributions of the forward renewal times of the processes \( N_{t}^{(1)} \) and \( N_{t}^{(2)} \) are defined by the values \( b_{1} \) and \( b_{2} \):

\[
F_{b_{i}}(s) \overset{\text{def}}{=} \mathbb{P}\left\{W_{0}^{(i)} \leq s|B_{0}^{(i)} = b_{i}\right\} = \frac{F(s + b_{i}) - F(b_{i})}{1 - F(b_{i})}.
\tag{3.5}
\]

This is the distribution of the forward (residual) renewal time given the value of the backward renewal time.

For construct renewal process \( (N_{t}^{b_{1}}, t \geq 0) \) with the initial state of backward renewal time \( B_{0}^{(1)} = b_{1} \), it is enough calculate it’s renewal times \( t_{0}, t_{1}, t_{2}, \ldots, \).

Put \( t_{0} \overset{\text{def}}{=} F_{b_{1}}^{-1}(\mathcal{U}_{0}) \), then \( t_{1} \overset{\text{def}}{=} t_{0} + F_{1}^{-1}(\mathcal{U}_{1}), \ldots, t_{j} \overset{\text{def}}{=} t_{j-1} + F_{j}^{-1}(\mathcal{U}_{j}), j > 1, \ldots, \)

(Recall that \( \mathbb{P}\{F^{-1}(\mathcal{U}) \leq s\} = F(s) \).)

Figure 6: Construction of the process \( Z_{t}^{(1)} \) with the same distributions as the process \( N_{t}^{(1)} \).

Analogically, for \( B_{t}^{(2)} \) we calculate: \( t_{0}' \overset{\text{def}}{=} F_{b_{1}}^{-1}(\mathcal{U}_{0}') \), \( t_{1}' \overset{\text{def}}{=} t_{0}' + F_{1}^{-1}(\mathcal{U}_{1}'), \ldots, t_{j}' \overset{\text{def}}{=} t_{j-1}' + F_{j}^{-1}(\mathcal{U}_{j}'), j > 1, \ldots, \).

Now, for \( \mathcal{Z}_{t} \) we want to change the construction of this pair of processes in such a way that at some time \( \tau \) their renewals occur simultaneously.

Our construction of the successful coupling is based on the next consideration.
\( N_t^{(1)} \) (corresponding to \( B_t^{(1)} \)) and \( N_t^{(2)} \) (corresponding to \( B_t^{(2)} \)) are the renewal processes. Suppose that some renewal time of \( N_t^{(1)} \) is \( t > \text{sup}\{ t : N_t^{(2)} < 1 \} \), that is, before the time \( \hat{t} \) there was at least one renewal of the processes \( N_t^{(2)} \).

Suppose that at the time \( \hat{t} \), the backward renewal time \( B_{\hat{t}}^{(2)} \) of the process \( N_t^{(2)} \) is equal to \( a \geq 0 \): \( B_{\hat{t}}^{(2)} = a \).

At this time, we can apply the Basic Coupling Lemma \( \mathbb{I} \) to the next renewal period of the process \( N_t^{(1)} \) and the forward renewal time of the process \( N_t^{(2)} \), which have the d.f. \( F_a(s) = F(s + a) - F(a) \).

So, with probability \( \kappa(a) \overset{\text{def}}{=} \int_0^\infty \min(f(s), f_a(s)) \, ds \geq 0 \), where \( f(s) = F'(s) \), and \( f_a(s) = F_a'(s) \) the next renewals of the processes \( N_t^{(1)} \) and \( N_t^{(2)} \) coincide. \( \kappa(a) > 0 \) because \( f(s) > 0 \) a.s.; moreover, \( \inf_{a \in [0; T]} \kappa(a) > 0 \) for all \( T > 0 \).

But the distribution of the random value \( B_{\hat{t}}^{(2)} = a \) is unknown.

The Theorem \( \mathbb{I} \) (Lorden’s inequality) makes it possible to indicate the bounds for the value \( B_{\hat{t}}^{(2)} = a \) with known probability – after the time \( t_0' \) (i.e. before the first renewal of the process \( N_t^{(2)} \) we cannot say about the use of Lorden’s inequality).

Really, for all \( \Theta > \Xi \) (see the Theorem \( \mathbb{I} \)), the Markov inequality gives: \( \mathbb{P}\{ B_{\hat{t}}^{(2)} \leq \Theta \} \geq p_\Theta \overset{\text{def}}{=} 1 - \frac{\Xi}{\Theta} \). Thus, at the all renewal times \( \hat{t} \) of the process \( N_t^{(1)} \) (after the first renewal of the process \( N_t^{(2)} \)), \( B_{\hat{t}}^{(2)} = a \in [0, \Theta] \) with probability greater than \( p_\Theta \).

So, in the case \( B_{\hat{t}}^{(2)} = a \in [0, \Theta] \), at the time \( \hat{t} \) we can apply the Basic Coupling Lemma \( \mathbb{I} \) and with probability greater then \( \kappa_\Theta \overset{\text{def}}{=} \inf_{a \in (0, \Theta)} \kappa(a) \) the next renewal of both processes coincide. \( \kappa_\Theta > 0 \) because we suppose that the density \( f(s) = F'(s) \) exists and is positive almost sure for \( s > 0 \).

Therefore, after any renewals of the process \( N_t^{(1)} \) (after the first renewal of the process \( N_t^{(2)} \)), we can prolong the construction of the pair \( \mathcal{Z} \overset{\text{def}}{=} \left( \left( Z_t^{(1)}, Z_t^{(2)} \right), t \geq 0 \right) \) by such a way, that the processes \( Z_t^{(1)} \) and \( Z_t^{(2)} \) coincide at the next renewal. This time of the coincidence of the processes \( Z_t^{(1)} \) and \( Z_t^{(2)} \) is a coupling epoch \( \tau = \tau \left( Z_0^{(1)}, Z_0^{(2)} \right) = \tau \left( B_0^{(1)}, B_0^{(2)} \right) = \tau(b_1, b_2) \).

So, the coupling epoch of the pair \( \mathcal{Z} = \left( \left( Z_t^{(1)}, Z_t^{(2)} \right), t \geq 0 \right) \) is a geometrical sum of conditional renewal times given the coincidence happened at the last renewal period.

Thus, the coupling epoch \( \tau(b_1, b_2) \) for successful coupling is

\[
\tau(b_1, b_2) = \left\{ T_0 + \sum_{i=1}^n \xi_i^{(2)} \left| \text{coupling epoch ist } t_{n+1}' \right. \right\}
\]

with probability greater then \( (1 - p_0 \kappa_\Theta)^{n-1} \overset{\text{def}}{=} \pi^{n-1} \),

where \( T_0 \overset{\text{def}}{=} \max \left\{ W_0^{(1)}, W_0^{(2)} \right\} \leq W_0^{(1)} + W_0^{(2)} \) (see (3.5)). So, it can calculate an upper bounds for \( \mathbb{E}(\tau(b_1, b_2))^\ell \) if there exists finite \( \mathbb{E} \xi_k^k, k > \ell + 1. \)
This is a technical problem that can be solved with the use of Jensens’s inequality and inequality \( \mathbb{E}(\xi|A)\mathbb{P}(A) \leq \mathbb{E}(\xi) \).

After obtain the bounds \( \mathbb{E}(\tau(b_1, b_2)) \leq C(\ell, b_1, b_2) \) we have
\[
\| \mathcal{P}^{b_1}_t - \mathcal{P}^{b_2}_t \|_{TV} \leq \frac{C(\ell, b_1, b_2)}{t^\ell},
\]
where \( \mathcal{P}^{b_i}_t \) is a distribution of the process \( B^{(i)}_t \) with initial state \( B^{(i)}_0 = b_i \) – see, e.g., \([25, 26]\).

The stationary measure of \( B_t \) in our conditions is well-known (see, e.g., \([13]\)):
\[
\mathcal{P}(0; x) = \frac{1}{\mathbb{E} \xi} \int_0^x (1 - F(s)) \, ds.
\]
Then no great difficulties of the integration \( \int_0^\infty C(\ell, b_1, b_2) \, d\mathcal{P}(b_2) \) by stationary measure.

**Remark 11.** In the first attempts to analyse the recurrence property of the piecewise linear processes in queuing theory, the special Lyapunov function was used. Thus, all distributions of all renewal times defining the queuing process had to be absolutely continuous (\([21, 22]\)).

But the use of Lorden’s inequality made it possible to find an upper bound for the rate of convergence of the distribution of the queuing process (\([30]\)).

In all these papers, the input flow has an intensity that is separated from zero by a positive constant.

## 4 Quasi-renewal and quasi-regenerative processes

Usually, in queuing theory and related fields, the “classical” renewal processes are used (\([13]\)) or their combinations as alternating renewal processes (see, e.g., \([12]\)).

Earlier it was said that the renewal process is a counting process.

For the renewal process, all renewal periods have an identical distribution.

But in Example 1 as a rule, the distribution of work and repair time changes at different time intervals, since the functioning of both elements depends on each other. Therefore, in such a situation, the sequence of periods of work or repair of both elements is not a renewal process. However, for such a reliability model, with some restrictions for intensities, the ergodicity and rate of convergence of the distribution of the state of this system to the limit distribution was studied in \([27]\).

In Example 2 also under general assumptions about the intensities, the periods between the arrivals of customers are not the renewal times of some renewal processes, since their distribution varies depending on the full state of the QS. Also, a sequence of customer service periods does not constitute a renewal process.

However, ergodicity was also established for such QS’s and bounds were obtained for the rate of convergence of the distribution of the state of the system to its limiting value - naturally, under certain restrictions on the intensities. Probably, the first case of the analysis of such a system was given in \([21]\). Now, the analysis of such systems is given in \([22, 16, 23, 14, 19, 20, 28]\) et al.

Further, in some models described by piecewise linear processes, the studied processes are not regenerative, i.e. the duration of the periods between the hits to a certain fixed state are not i.i.d. r.v.’s.

In addition, they can be “weak” dependent because their distributions depend on the behaviour of some other parameters of the studying system, – and these parameters depend on all other distributions.
Moreover, in many situations, the switch between different states of some element of the reliability model (or in queuing or network systems) can have some duration. Thus, we also need to consider the delayed renewal process.

This is a reason for the attempt presented here to analyze the behaviour of such non-standard near-renewal processes.

4.1 Quasi-renewal processes

Consider the counting process 

\[
\tilde{N}_t \overset{\text{def}}{=} \sum_{i=1}^{\infty} 1 \left\{ \sum_{s=1}^{i} \tilde{\xi}_s \leq t \right\},
\]

where the random variables \( \tilde{\xi}_i \) can be dependent and they can have different distributions. In the case of arbitrary distributions of random variables \( \tilde{\xi}_i \) and the case of an arbitrary dependence between them, the study of the behaviour of the process \( \tilde{N}_t \) is naturally impossible.

**Definition 11** (Quasi-regenerative process). The process 

\[
\tilde{N}_t \overset{\text{def}}{=} \sum_{i=1}^{\infty} 1 \left\{ \sum_{s=1}^{i} \tilde{\xi}_s \leq t \right\}
\]

is named quasi-renewal process if the r.v.'s \( \tilde{\xi}_i \) are defined by their generalized intensity \( \lambda_i(s) \) (see Definition 4) which satisfy the following conditions

1. The (generalized) measurable non-negative functions \( \varphi(s) \) and \( Q(s) \) exist such that for all \( s \geq 0 \), \( \varphi(s) \leq \lambda_j(s) \leq Q(s) \);
2. \( \int_0^\infty \varphi(s) \, ds = \infty \), and \( \int_0^\infty x^{k-1} \exp \left( - \int_0^x \varphi(s) \, ds \right) \, dx = M_k < \infty \) for some \( k \geq 2 \);
3. \( Q(s) \) is bounded in some neighbourhood of zero;
4. There exists the constant \( T \geq 0 \) such that \( \varphi(s) > 0 \) a.s. for all \( s > T \).

**Remark 12.** If \( T > 0 \), the process \( \tilde{N}_t \) is the delayed process. The time \( T \) bounds the delay of the quasi-renewal times.

**Remark 13.** The conditions (2) and (3) ensure that:

\[
\mathbb{E} \xi_i > 0, \quad \mathbb{E} \xi_i^2 < \frac{M_2}{2} < \infty \quad \text{Var} \xi_i^2 > 0.
\]

**Remark 14.** Condition 4 is needed for the use of the coupling method.

Note, that the one-dimensional Markov process cannot be quasi-regenerative; in the Examples discussed above, quasi-regenerative processes are one of the components of the PLMP.

The use of quasi-renewal processes is based on the

**Theorem 2** (Generalized Lorden’s inequality (Kalimulina, GZ, 2019 – [6])). If conditions 1–3 are satisfied, then for the backward renewal time \( B_t \) and forward renewal time \( W_t \) of the quasi-renewal process the following inequality is true for \( \ell \leq k - 1 \)

\[
\mathbb{E} (B_t)^\ell \leq \mathbb{E} \eta^\ell + \frac{\mathbb{E} \eta^{\ell+1}}{(\ell+1) \mathbb{E} \zeta} \overset{\text{def}}{=} \Xi_\ell,
\]

(4.6)
where
\[
P\{\eta \leq x\} = 1 - \exp\left(-\int_0^x \varphi(t) \, dt\right); \quad P\{\zeta \leq x\} = 1 - \exp\left(-\int_0^x Q(t) \, dt\right).
\]

**Remark 15.** The same inequality is true for forward renewal time (under the same conditions):
\[
E(W_t)^\ell \leq E \eta^\ell + \frac{E \eta^{\ell+1}}{(\ell + 1)E \zeta} \overset{\text{def}}{=} \Xi_\ell,
\]
(4.7)

The quasi-regenerative process in reliability theory and queueing theory can be described by the multidimensional (or variable-dimensional) composition of quasi-renewal processes or alternating quasi-renewal processes.

For example, in [24] the case when the intensity of input flow and service times of the queueing system satisfy the conditions 1-4 of the Definition 11 and the input flow is only bounded.

Moreover, the application of Generalized Lorden’s inequality and coupling method gave the bounds of convergence for the generalized Markov modulated process, i.e. for a process consisting of several delay quasi-renewal processes, the intensities of which depend on the backward renewal time of all components – see [29].

In [17] the reliability model from Example 1 was studied – but in the condition that failure and repair intensities are bounded from zero by some positive function.

Since Section 3.5 suggests using Lorden’s inequality to construct successful coupling for a “classic” renewal processes, one might as well use Lorden’s Generalized Inequality to construct successful quasi-recovery coupling of processes.

The use of Generalized Lorden’s Inequality gives the possibility to study non-regenerative processes and use the coupling method for calculating upper bounds for convergence rates in the case when the intensities are not separated from zero, and the switching between operating modes may be delayed.

### 5 Quasi-regenerative processes

**Definition 12 (Quasi-regenerative process).** The process \((X_t, t \geq 0)\) on a probability space \((\Omega, \mathcal{F}, P)\), with a measurable state space \((\mathcal{X}, \mathcal{B}(\mathcal{X}))\) is quasi-regenerative, if on other probability space \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P})\) there exists regenerative Markov process \(\tilde{X}_t\) such that for all \(t \geq 0\), the distribution \(\mathcal{P}_t\) of \(X_t\) is equal to the distribution \(\tilde{\mathcal{P}}_t\) of the process \(\tilde{X}_t\).

**Remark 16.** This definition is similar to the previously given Definition 3.2 of "successful coupling".

Therefore, the construction of a “regenerative copy” for quasi-regenerative processes is based on the coupling method.

To illustrate the concept of a quasi-regenerative process, we will show that under certain conditions for intensities \(\lambda_t(X_t), \mu_t(X_t)\), process \(X_t\), which describes the reliability model presented in Example 1, is quasi-regenerative.
Theorem 3. Suppose, that

a. There exist (generalized) measurable non-negative functions \( \varphi_i^{(j)}(t) \) and \( \Phi_i^{(j)}(t) \) defined on the interval \((0; \infty)\), and the constants \( T_i^{(j)} \) such that for all \( t > T_i^{(j)} \) the functions \( \varphi_i^{(j)}(t) \) are a.s. positive (\( i, j \in \{1; 2\} \));

b. \( \int_0^\infty \varphi_i^{(j)}(s) \, ds = \infty \), and \( \int_0^\infty x^{k-1} \exp \left( - \int_0^x \varphi_i^{(j)}(s) \, ds \right) \, dx < \infty \) for some \( k \geq 2 \);

c. \( \Phi_i^{(j)}(t) \) are bounded in some neighbourhood of zero;

d. For all \( t \in [0; \infty) \) the inequalities \( \varphi_i^{(1)}(t) \leq \lambda_i(t) \leq \Phi_i^{(1)}(t) \) and \( \varphi_i^{(2)}(t) \leq \mu_i(t) \leq \Phi_i^{(2)}(t) \) are satisfied (\( i \in \{1; 2\} \)).

If the conditions a, b, c and d are satisfied, then the process \( X_t \) defined in the Example 1 is quasi-regenerative.

Proof. Denote the d.f. of \( j \)-th work periods of \( i \)-th element \( \xi_i^{(j)} \) by \( F_i^{(j)}(t) \), and denote the d.f. of \( j \)-th repair periods of \( i \)-th element \( \eta_i^{(j)} \) by \( G_i^{(j)}(t) \); (\( i \in \{1; 2\}, j \in \mathbb{Z}_{\geq 0} \)).

Easy to see that \( m_i^{(\ell)} = \mathbb{E} \left( \xi_i^{(\ell)} \right) \leq M_i^{(\ell)} \) for all \( \ell \in [0; k] \), where

\[
m_i^{(\ell)} = \int_0^\infty x^{\ell-1} \exp \left( - \int_0^x \Phi_i^{(j)}(s) \, ds \right) \, dx, \quad \text{and} \quad M_i^{(\ell)} = \int_0^\infty x^{\ell-1} \exp \left( - \int_0^x \varphi_i^{(j)}(s) \, ds \right) \, dx.
\]

To simplify the proof and shorten the text of the paper, we will assume here that \( T_i^{(j)} = T \), \( \varphi_i^{(j)}(t) = \varphi(t) \), and \( \Phi_i^{(j)}(t) = \Phi(t) \). Accordingly, denote \( m_i^{(\ell)} = m_\ell \) and \( M_i^{(\ell)} = M_\ell \).

Consider the process \( X_t \) which starts from the state \( X_0 = (0,0); (0,0) \), i.e. at the time \( t \) both elements start working period.

At the time of the first failure of the first element \( t_1 \) (see Fig. 1), the second element can be in the working state or in the repair state. Its elapsed time in this state can be bounded by the inequality (4.6).

The time \( t_1 \) is the Markov time of the process \( X_t \), and this time we will start changing process \( X_t \) in such a way that with some non-zero probability, the beginning of the next period of work of the first element coincides with the beginning of the work of the second element, i.e. to get the process \( X_t \) back to state \( (0,0); (0,0) \).

Take any number \( \Theta > \Xi \) def \( = M_1 + \frac{M_2}{2m_1} \). Consider two scenarios.

1. At the time \( t_1 \), the second element is in the repair period, and elapsed time of this period is \( B_{t_1}^{(2)} \). By inequality (4.6) we have \( \mathbb{E} B_{t_1}^{(2)} < \Xi \), and by Markov inequality we have \( \mathbb{P}\{ B_{t_1}^{(2)} > \Theta \} \leq \frac{\mathbb{E} B_{t_1}^{(2)}}{\Theta} = \frac{\Xi}{\Theta} \), so, \( \mathbb{P}\{ B_{t_1}^{(2)} < \Theta \} \geq q_1 \) def \( = 1 - \frac{\Xi}{\Theta} \).

If event \( \{ B_{t_1}^{(2)} < \Theta \} \) happened, then at the time \( t_1 \) both elements are in repair condition: the first one starts the repair period, and the second element continues the repair period, having elapsed repair time less than \( \Theta \). Thus, on some probability space, we can create the remaining time \( W_{t_2}^{(2)} \) of the repair of the second element and the total time \( \eta_1 \) of repair of the first element in such a way that they end at the same time with a probability greater than \( \varphi(\Theta) \) def \( = \inf_{a \in [0; \Theta]} \int_0^\infty \min\{ \varphi(s), \varphi(s+a) \} \, ds \), because the intensities of repair are bounded from below by the function \( \varphi(s) \).
2. At the time $t_1$, the second element is in the working period, elapsed time of this period is $B_{t_1}^{(2)}$ and the remaining time of this period is $W_{t_1}^{(2)}$. By inequality (4.7) we have $E W_{t_1}^{(2)} < \Xi$, and by Markov inequality we have $P\{W_{t_1}^{(2)} > \Theta\} \leq \frac{E W_{t_1}^{(2)}}{\Theta} = \frac{\Xi}{\Theta}$, so, $P\{W_{t_1}^{(2)} < \Theta\} \geq q_1 \overset{\text{def}}{=} 1 - \frac{\Xi}{\Theta}$. At the time $t_1$, the first element begins to be repaired, and the repair time $\eta_1$ has a d.f. $F(s)$; denote $q_2 \overset{\text{def}}{=} P\{\eta_1 \leq \Theta\} = F(\Theta)$.

If events $W_{t_1}^{(2)} > \Theta$ and $\eta_1 < \Theta$ have occurred, then at time $t_2 \overset{\text{def}}{=} t_1 + \eta_1$ both elements are in working condition: the first one starts the working period, and the second element continues the working period, having elapsed working time less than $\Theta$.

Thus, on some probability space, we can create the remaining time $W_{t_2}^{(2)}$ of the work of the second element and the total time $\xi_2$ of work of the first element in such a way that they end at the same time with a probability greater than $\kappa(\Theta) \overset{\text{def}}{=} \inf_{\alpha \in [0; \Theta]} \int_0^\infty \min\{\varphi(s), \varphi(s + \alpha)\} \, ds > 0$.

Because $\varphi(s) > 0$ a.s. for $s > T$, $\kappa(\Theta) > 0$.

3. If no coupling has occurred, then the described procedure can be repeated at the end of the next working periods of the first element. Obviously, with probability 1, the constructed process will return to state $((0, 0); (0, 0))$.

Thereby, we can construct such a continuation of a process $X_t$ that at the time when the repair of the first element is completed, the repair of the second element will be completed, i.e. process $X_t$ will end up in state $((0, 0); (0, 0))$ from which it started – with probability greater than $\kappa(\Theta) q_1 q_2$.

It can be seen from the construction procedure that the process remains Markov, and its marginal distributions coincide with the marginal distributions of the original process.

Hence, process $t$ is quasi-regenerative.

The construction of “regenerative copy” for reliability non-regenerative process can be used for the proof of ergodicity of this process (see, e.g., [27]), and then the coupling method applied to the “regenerative copy” of the reliability process was used for finding an upper bound of the convergence rate of the distribution of the original reliability process.

The natural generalization of such a problem is a generalization of the notion of the Markov Modulated Poisson Process, which is described in [29]. A “regenerative copy” was created for this non-regenerative process, the ergodicity was proved, and then an upper bound for the convergence rate was found.
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