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Abstract

Background: Gene expression data could likely be a momentous help in the progress of proficient cancer diagnoses and classification platforms. Lately, many researchers analyze gene expression data using diverse computational intelligence methods, for selecting a small subset of informative genes from the data for cancer classification. Many computational methods face difficulties in selecting small subsets due to the small number of samples compared to the huge number of genes (high-dimension), irrelevant genes, and noisy genes.

Methods: We propose an enhanced binary particle swarm optimization to perform the selection of small subsets of informative genes which is significant for cancer classification. Particle speed, rule, and modified sigmoid function are introduced in this proposed method to increase the probability of the bits in a particle’s position to be zero. The method was empirically applied to a suite of ten well-known benchmark gene expression data sets.

Results: The performance of the proposed method proved to be superior to other previous related works, including the conventional version of binary particle swarm optimization (BPSO) in terms of classification accuracy and the number of selected genes. The proposed method also requires lower computational time compared to BPSO.

Background

Scientists are allowed to measure the expression levels of thousands of genes simultaneously in the field of biological organisms by utilizing recent advancement in microarrays technology. This technology allows and produces databases of cancerous tissues based on gene expression data [1]. The output of the microarrays technology are gene expression data which consist of valuable information of genomic, diagnostic, and prognostic for researchers. Thus, it is necessary to select informative genes that are really related to cancerous state [2]. However, the gene selection process normally faces problems due to the subsequent features of gene expression data: the large number of genes compared to the small number of samples (high-dimensional data), irrelevant genes, and noisy data. Gene selection is called feature selection in artificial intelligence domain. The gene selection has several advantages [3]:

1) keeps or enhances classification accuracy.
2) minimizes dimensionality of the data.
3) reduces computational time.
4) eliminates irrelevant and noisy genes.
5) minimizes the cost in a clinical setting.

Gene expression analysis has been intensively researched for more than a decade [4]. Selecting a smaller subset of informative genes from thousands of genes is a crucial step for accurate cancer classification based on gene expression data. Gene selection methods can be classified into two categories in the context of machine learning [3]. A gene selection method is categorized as a filter method if it is carried out independently from a classification procedure. Otherwise, it is called as a hybrid (wrapper) method. Most previous works in the early era of microarrays analysis have used the filter method to select genes due to its lower computation compared to the hybrid method. T-test,
signal-to-noise-ratio, information gain, etc. are the examples of the filter method that are usually considered as individual gene-ranking methods. Researchers evaluate a gene based on its discriminative power for the target classes without considering its correlations with other genes, which may result in the inclusion of irrelevant and noisy genes in a gene subset for cancer classification. These genes increase the dimensionality of the gene subset and, in turn affect the classification performance. The filter methods also select a number of genes manually, which is known having difficulties in usage, especially for beginner biologists. It has been demonstrated that genes in a cell do not act independently. They interact with one another to complete certain biological processes or to implement certain molecular functions [5].

Therefore, several hybrid methods, especially combinations between particle swarm optimization (PSO) and a classifier, have been implemented to select informative genes in since few years ago up to recent time [3,6-9]. The hybrid methods usually produce better result in term of accuracy than the filter methods, since the genes are selected by considering and optimizing the correlations among genes. PSO is a new population based stochastic optimization technique. It was proposed by Kennedy and Eberhart [10] based on the observation of social behavior of organisms such as bird flocking and fish schooling. PSO has been successfully implemented in many researches and application areas. It also has only few parameters to adjust and is easier to apply in many applications.

Shen et al. [3] introduced a hybrid of PSO and tabu search approaches for gene selection. Unfortunately, the results obtained by using the hybrid method were less meaningful because the tabu approaches in PSO were unable to search for a near-optimal solution in search spaces. Next, Chuang et al. proposed an improved binary PSO [6]. Using the proposed method yields 100% classification accuracy in many data sets, but it utilizes a large number of selected genes (large gene subset) to obtain the high accuracy. This method uses a large number of genes because the global best particle is reset to the zero position when its fitness values do not change after three consecutive iterations. Li et al. brought out an idea of hybrid of PSO and genetic algorithms (GA) for the same purpose thereafter [7]. Unfortunately, the result still did not pose high accuracy and many genes had to be selected for cancer classification because there were no direct probability relations between GA and PSO. Chuang et al. [8,9] also introduced a combination of tabu search and PSO for gene selection, and currently they proposed a hybrid of BPSO and a combat GA for the same purpose. However, the both proposed approaches [8,9] still need a high number of selected genes to result high classification accuracy. A significant weakness is also found because of a combination of PSO and a tabu search technique, and a hybrid of BPSSO and a combat GA which do not share probability significance in their processes. Generally, the PSO-based methods [3,6-9] are incapable to yield a small (near-optimal) subset of informative genes for high classification accuracy. This drawback is known caused mainly by the large number of gene (high-dimension data).

Accurate classification of microarray data is critical for successful clinical diagnosis and treatment [11]. Thus, one diagnostic goal aims to develop a medical procedure based on the least number of genes that are needed to detect diseases accurately. We propose an enhanced binary PSO (EPSO) to select a small (near-optimal) subset of informative genes that is most relevant for cancer classification. To test the effectiveness of our proposed method, we applied the EPSO to ten gene expression data sets, including binary-classes and multi-class data sets.

This paper is organized as follow. In Section 2, we briefly describe the conventional version of binary PSO and EPSO. Section 3 presents the data sets used and the experimental results. Section 4 summarizes this paper by providing its main conclusions and addresses future directions.

**Methods**

A conventional version of binary PSO (BPSO)

Binary PSO (BPSO) is initialized with a population of particles. All particles move in a problem space to find the optimal solution for each of the iteration. A potential solution in an n-dimensional space is presented by a particle. Each particle has its own position and velocity vectors for guiding its movement. The position and velocity vectors of the i-th particle in the n-dimensional can be represented as

\[ X_i = (x_i^1, x_i^2, \ldots, x_i^n) \]

and

\[ V_i = (v_i^1, v_i^2, \ldots, v_i^n) \],

where \( x_i^d \in \{0, 1\} \) and \( v_i^d \) are real numbers, respectively, \( m \) is the total number of particles and \( d=1,2,\ldots,n \) (n is the dimension of data). [12]

\[ v_i^d \] is a real number for the d-th dimension of the particle i, where the maximum \( v_i^d \) is \( V_{max} = (1/3) \times n \). This maximum value is important, as it controls the granularity of the search by clamping the escalating velocities. A large value of \( V_{max} \) assists the global exploration, while a small value encourages the local exploitation. If \( V_{max} \) is too small, the swarm may not be able to explore sufficiently beyond locally good regions. In addition, the small value of \( V_{max} \) increases the number of time steps to reach an optimum and may become trapped in a local optimum. On the other hand, the possibility of missing a good region becomes higher if values of \( V_{max} \) is too large. The particles continue to search in the gainless regions of the search space since they may escape from the good solutions. In our preliminary experiment, we have found that an appropriate maximum velocity value \( (1/3) \times n \) was found after a several preliminary runs. We chose \( V_{max} = (1/3) \times n \) and limited the velocity within
the range \([1, (1/3) \times n]\) which prevented an overly large velocity. A particle can be close to an optimal solution, but a high velocity may make it move far away. By limiting the maximum velocity, particles cannot fly too far away from the optimal solution. Therefore, the BPSO method has a greater chance to find the optimal solution under the limit.

For gene selection, a binary bit string of length \(n\) represents the vector of particle where \(n\) is the total number of genes. Each position vector \(X_i\) represents a gene subset. The corresponding gene is selected if the value of the bit is 1. On the other hand, the gene is not selected if the value is 0. The following equations show how each particle in the \(t\)-th iteration updates its own position and velocity:

\[
v_i^d(t + 1) = w(t) \times v_i^d(t) + c_1 r_1^d(t) \\
\times (pbest(t) - x_i^d(t)) + c_2 r_2^d(t) \\
\times (gbest(t) - x_i^d(t)) \tag{1}
\]

\[
\text{Sig}(v_i^d(t + 1)) = \frac{1}{1 + e^{-v_i^d(t+1)}} \tag{2}
\]

if \(\text{Sig}(v_i^d(t + 1)) > r_i^d(t)\), then \(x_i^d(t + 1) = 1\); or otherwise \(x_i^d(t + 1) = 0\) \(\tag{3}\)

where \(c_1\) and \(c_2\) are the acceleration constants in the interval \([0.2]\) and \(r_1^d(t), r_2^d(t)\) are random values in the range \([0,1]\), which are sampled from a uniform distribution. \(P_{\text{best}}(t) = (pbest_1^d(t), pbest_2^d(t), ..., pbest_d^d(t))\) and \(G_{\text{best}}(t) = (gbest_1^d(t), gbest_2^d(t), ..., gbest_d^d(t))\) signify the best previous position of the \(i\)th particle and the global best position of the swarm (all particles), respectively. They are evaluated by a fitness function. \(\text{Sig}(v_i^d(t + 1))\) is a sigmoid function where \(\text{Sig}(v_i^d(t + 1)) \in [0, 1]\). \(w(t)\) is an inertia weight, which was introduced by Shi and Eberhart [13] as a mechanism to control the exploration and exploitation abilities of the swarm and remove the need for velocity clamping. The momentum of the particle is controlled by the inertia weight through weighting the contribution of the previous velocity, namely controlling how much memory of the previous particle direction will influence the new velocity. A nonlinear decreasing approach was applied in BPSO to update \(w(t)\) in each of the iteration. An initially large value decreased nonlinearly to a small value in this approach. It also permitted a shorter exploration time than a linear decreasing approach where more time would be spent on refining solution (exploiting). The \(w(t)\) was initialized with a value of 1.4 and was updated as follows [14,15]:

\[
w(t + 1) = \frac{(w(t) - 0.4) \times (MAXITER - \text{Iter}(t))}{(MAXITER + 0.4)} \tag{4}
\]

where \(MAXITER\) is the maximum iteration (generation) and \(\text{Iter}(t)\) is the current iteration. The pseudo code of BPSO described in the following section.

The pseudo code of BPSO

The pseudo code of BPSO as follows:

\begin{verbatim}
Initialize \(m\) particles with \(n\)-dimension;
\(m\) is the total number of particles
REPEAT
  FOR each particle \(i = 1, \ldots, m\) DO
    Calculate fitness value
    IF (the fitness value is better than the best fitness value (Pbest) in history) THEN
      Set the current particle position as the new Pbest;
    ENDIF
    Select the particle with the best fitness value of all the particles as the Gbest;
  ENDFOR
  Update particle velocity according to Equation (1)
  Update particle position according to Equation (3)
UNTIL stopping condition is TRUE
\end{verbatim}

Investigating the drawbacks of BPSO and previous PSO-based methods

It would be practical to find the limitations of BPSO and previous PSO-based methods before attempting to propose EPSO [3,6-9]. This subsection investigates the limitations of these methods by analyzing Eq. 2 and Eq. 3, which are the most crucial equations for gene selection in binary spaces. Both these equations are also implemented in BPSO and the PSO-based methods.

The sigmoid function (Eq. 2) represents a probability for \(x_i^d(t)\) to be 0 or 1 \((P(x_i^d(t) = 0)\) or \(P(x_i^d(t) = 1)\)). For example,

- if \(v_i^d(t) = 0\), then \(\text{Sig}(v_i^d(t)) = 0.5\) and \(P(x_i^d(t) = 0) = 0.5\).
- if \(v_i^d(t) < 0\), then \(\text{Sig}(v_i^d(t)) < 0.5\) and \(P(x_i^d(t) = 0) > 0.5\).
- if \(v_i^d(t) > 0\), then \(\text{Sig}(v_i^d(t)) > 0.5\) and \(P(x_i^d(t) = 0) < 0.5\).

In addition, \(P(x_i^d(t) = 1) = 1 - P(x_i^d(t) = 0)\). Thus, we concluded that \(P(x_i^d(t) = 0) = P(x_i^d(t) = 1) = 0.5\) for the initial iteration, because Eq. 2 is a standard sigmoid function without any constraint and no modification. Although the next iterations potentially influence the \(P(x_i^d(t) = 0)\) or \(P(x_i^d(t) = 1)\), the \(P(x_i^d(t) = 0) = P(x_i^d(t) = 1) = 0.5\) mostly maintained its application on the gene expression data because the gene expression data was highly dimensional and had a large search space. It only minimized the number of genes to about half of the total number of genes by using the standard sigmoid function in high-dimensional data. This is shown and proven in the section of experimental results. Therefore, Eq. 2 and Eq. 3 could potentially be the shortcomings of BPSO and the previous PSO-based methods in selecting a small number of genes for producing a near-optimal (small) subset of genes from the gene expression data.

An enhanced binary PSO (EPSO)

In almost all previous gene expression data researches, a subset of genes is commonly selected for excellent
cancer classifications. Thus, we propose EPSO for the selection of a near-optimal (small) subset of genes in order to overcome the shortcomings of BPSO and previous PSO-based methods [3,6-9]. EPSO differs from the BPSO and PSO-based methods in three ways: 1) we introduced a scalar quantity called particle speed (\( s_i \)); 2) we modified the existing sigmoid function; 3) we proposed a rule for updating \( x_i(t+1) \). In contrast, the BPSO and PSO-based methods do not apply particle speed, use the standard sigmoid function (Eq. 2), and implement the original rule (Eq. 3). The particles’ speed, modified sigmoid function, and new rule were introduced in order to:

maximize the probability of \( x_i^d(t+1) = 0 \) (\( P(x_i^d(t+1) = 0) \)) and meanwhile
minimize the probability of \( x_i^d(t+1) = 1 \) (\( P(x_i^d(t+1) = 1) \)).

A small number of genes were selected and grouped into a gene subset caused by the increased and decreased probability values. \( x_i^d(t+1) = 1 \) represents that the corresponding gene is selected. Otherwise, \( x_i^d(t+1) = 0 \) indicates that the corresponding gene is not selected.

**Definition 1.** \( s_i \) is the speed, length or magnitude of \( V_i \) for the particle \( i \). Therefore, the following properties of \( s_i \) are crucial:

- non-negativity: \( s_i \geq 0 \);
- definiteness: \( s_i = 0 \) if and only if \( V_i = 0 \);
- homogeneity: \( \|aV_i\| = a\|V_i\| = as_i \) where \( a \geq 0 \);
- the triangle inequality: \( \|V_i + V_{i+1}\| \leq \|V_i\| + \|V_{i+1}\| \) where \( \|V_i\| = s_i \) and \( \|V_{i+1}\| = s_{i+1} \).

The particles’ speed (Equation 5), sigmoid function (Equation 6), and the rule (Equation 7) are proposed as follows:

\[
s_i(t+1) = w(t) s_i(t) + c_1 r_1(t) \times \text{dist}(P\text{best}_i(t) - X_i(t)) + c_2 r_2(t) \times \text{dist}(G\text{best}(t) - X_i(t)) \tag{5}
\]

\[
\text{Sig}(s_i(t+1)) = \frac{1}{1 + e^{-s_i(t+1)}} \tag{6}
\]

subjected to \( s_i(t+1) \geq 0 \) if \( \text{Sig}(s_i(t+1)) > r_3^d(t) \), then \( x_i^d(t+1) = 0 \); or else

\[
x_i^d(t+1) = 1 \tag{7}
\]

where \( s_i(t+1) \) represents the speed of the particle \( i \) for the \( t+1 \) iteration. By contrast, in BPSO and other PSO-based methods (Eq. 1, Eq. 2, and Eq. 3), \( v_i^d(t+1) \) is related to a single element of a particle velocity vector for the particle \( i \). In EPSO, Eq. 5, Eq. 6, and Eq. 7 were used to replace Eq. 1, Eq. 2, and Eq. 3, respectively. \( s_i(t+1) \) is the rate at which the particle \( i \) changes its position. \( s_i(t+1) \geq 0 \) is the most significant property of \( s_i(t+1) \) based on Definition 1. Hence, \( s_i(t+1) \) was used instead of \( v_i^d(t+1) \) so that its positive value could increase \( P(x_i^d(t+1) = 0) \).

\( s_i(t+1) \) for each of the particle was initialized with positive real numbers in Eq. 5. The distance between \( P\text{best}_i(t) \) and \( X_i(t) \) (\( \text{dist}(P\text{best}_i(t) - X_i(t)) \)), and the distance between \( G\text{best}(t) \) and \( X_i(t) \) (\( \text{dist}(G\text{best}(t) - X_i(t)) \)), are the basic features that needed to be taken into consideration for calculating and updating \( s_i(t+1) \) in Eq. 5, whereas \( v_i^d(t+1) \) was calculated by using the original formula (Eq. 1) and it was fundamentally based on the difference between \( P\text{best}_i(t) \) and \( x_i^d(t) \), and the difference between \( G\text{best}(t) \) and \( x_i^d(t) \). The distances were used in the calculation for updating \( s_i(t+1) \) in order to make sure that Eq. 6 always satisfied the property of \( s_i(t+1) \), namely \( \{s_i(t+1) \geq 0 \) and to increase \( P(x_i^d(t+1) = 1) \). The next subsection shows how to calculate the distance between two positions of two particles, e.g., \( \text{dist}(G\text{best}(t) - X_i(t)) \).

Equations (5–7) and \( s_i(t) \geq 0 \) increase \( P(x_i^d(t) = 0) \) due to the minimum value for \( P(x_i^d(t) = 0) \) which was 0.5 when \( s_i(t) = 0 \) (\( \min P(x_i^d(t) = 0) \geq 0.5 \)). In addition, they reduced the maximum value for \( P(x_i^d(t) = 1) \) to 0.5 (\( \max P(x_i^d(t) = 1) \leq 0.5 \)). Therefore, if \( s_i(t) > 0, \) then \( P(x_i^d(t) = 0) \geq 0.5 \) and \( P(x_i^d(t) = 1) < 0.5 \).

Figure 1 shows that a) Equations (5–7) and \( s_i(t) \geq 0 \) in EPSO increase \( P(x_i^d(t) = 0) \); b) Equations (1–3) in BPSO yield \( P(x_i^d(t) = 0) = P(x_i^d(t) = 1) = 0.5 \). As an example, the calculations for \( P(x_i^d(t) = 0) \) and \( P(x_i^d(t) = 1) \) in Figure 1(a) are shown as follow:

if \( s_i(t) = 1, \) then \( P(x_i^d(t) = 0) = 0.993307 \) and \( P(x_i^d(t) = 1) = 1 - P(x_i^d(t) = 0) = 0.006693). \n
if \( s_i(t) = 2, \) then \( P(x_i^d(t) = 0) = 0.999955 \) and \( P(x_i^d(t) = 1) = 1 - P(x_i^d(t) = 0) = 0.000045). \n
From the calculation above (based on Eq. 6), the modified sigmoid function (Eq. 6) generates higher \( P(x_i^d(t) = 0) \) compared to the standard sigmoid function (Eq. 2). For example, the calculations for \( P(x_i^d(t) = 0) \) and \( P(x_i^d(t) = 1) \) based on Eq. 2 in Figure 1(b) are shown as follow:

if \( v_i^d(t) = 1, \) then \( P(x_i^d(t) = 0) = 0.731059 \) and \( P(x_i^d(t) = 1) = 1 - P(x_i^d(t) = 0) = 0.268941). \n
if \( v_i^d(t) = 2, \) then \( P(x_i^d(t) = 0) = 0.880797 \) and \( P(x_i^d(t) = 1) = 1 - P(x_i^d(t) = 0) = 0.119203). \n
A small number of genes were selected in order to produce a near-optimal (small) gene subset from high-dimensional data (gene expression data) based on the high probability of \( x_i^d(t) = 0 \) (\( P(x_i^d(t) = 0) \)). Hence, EPSO is proposed to surmount the limitations of BPSO and the previous PSO-based methods and to produce a small subset of informative genes as a result.
Calculating the distance of two particles’ positions
The number of different bits between two particles is related to the difference between their positions. For example, let us consider \( Gbest(t) = [0, 0, 1, 1, 1, 0, 1, 0, 0, 0] \) and \( X_i(t) = [1, 1, 1, 0, 1, 1, 0, 0, 0, 0] \). The difference between \( Gbest(t) \) and \( X_i(t) \) is indicated as \( \text{diff}(Gbest(t) - X_i(t)) = [-1, -1, 0, 1, 0, -1, 1, -1, 1, 0, 0] \). A value of 1 indicates that this bit (gene) should be selected in comparison with the best position. However, if it is not selected, the classification quality may decrease and direct to a lower fitness value. In contrast, a value of \(-1\) shows that this bit should not be selected in comparison with the best position, but it is nonetheless selected. The selection of irrelevant genes makes the length of the subset longer and leads to a lower fitness value. The number of 1 is assumed to be \( a \), whereas the number of \(-1\) is \( b \). We used the absolute value of \( a - b \) \(|a - b|\) to express the distance between the two positions. In this example, the distance between \( Gbest(t) \) and \( X_i(t) \) is \( \text{dist}(Gbest(t) - X_i(t)) = |a - b| = |2 - 4| = 2 \).

**Fitness functions**

The fitness value of a particle (a gene subset) is calculated as follows:

\[
\text{fitness}(X_i) = w_1 \times A(X_i) + \frac{(w_2(n - R(X_i)))}{n}
\]

in which \( A(X_i) \in [0, 1] \) is the leave-one-out-cross-validation (LOOCV) classification accuracy that uses the only gene in a gene subset \( X_i \). Support vector machine classifiers (SVM) provide this accuracy. \( R(X_i) \) is the number of selected genes in \( X_i \). \( n \) is the total number of genes for each sample. The importance of accuracy and the number of selected genes correspond to two priority weights \( w_1 \) and \( w_2 \), respectively. For this article, the accuracy is more important than the number of selected genes. Thus, we selected the value of \( w_1 \) in the range \([0.6, 0.9]\) and we set \( w_2 = 1 - w_1 \). In order to produce the remaining percentage of weights after the value of \( w_1 \) had been chosen, the value of \( w_2 \) was set to \( 1 - w_1 \).

**Table 1 The Description of gene expression data sets**

| Data sets        | Number of samples | Number of genes | Number of classes |
|------------------|-------------------|-----------------|------------------|
| 11_Tumors        | 174               | 12,533          | 11               |
| 9_Tumors         | 60                | 5,726           | 9                |
| Brain_Tumor1     | 90                | 5,920           | 5                |
| Brain_Tumor2     | 50                | 10,367          | 4                |
| Leukemia1        | 72                | 5,327           | 3                |
| Leukemia2        | 72                | 11,225          | 3                |
| Lung_Cancer      | 203               | 12,600          | 5                |
| SRBCT            | 83                | 2,308           | 4                |
| Prostate_Tumor   | 102               | 10,509          | 2                |
| DLBCL            | 77                | 5,469           | 2                |

**Note:** SRBCT = small round blue cell tumor. DLBCL = diffuse large B-cell lymphomas.

**Table 2 Parameter settings for EPSO and BPSO**

| Parameters                | Values |
|---------------------------|--------|
| The number of particles   | 100    |
| The number of iteration (generation) | 500 |
| \( w_1 \)                 | 0.8    |
| \( w_2 \)                 | 0.2    |
| \( c_1 \)                 | 2      |
| \( c_2 \)                 | 2      |
| Cost, \( C \)             | 1      |
| Gamma, \( g \)            | \(1/k\) |

**Note:** \( k \) = the number of genes (features) in a subset during a training phase in SVM.

Figure 1 The areas of unsatisfied \( s_i(t) \geq 0, P(X_i(t) = 0) \) and \( P(X_i(t) = 1) \) in EPSO and BPSO.
Results and discussion

Data sets and experimental setup

Table 1 summarizes the gene expression data sets used in this study. The data sets incorporated binary-classes and multi-classes data sets that have thousands of genes (high-dimensional data). They were downloaded from http://www.gems-system.org. All of the experimental results reported in this article were acquired using Rocks Linux version 4.2.1 (Cydonia) on the IBM xSeries 335 (a cluster machine that contains 13 compute nodes). Each compute node has four high performances 3.0 GHz Intel Xeon CPUs with 512 MB of memory. Thus, a total of 52 CPUs for the 13 compute nodes were used. The IBM xSeries 335 with 52 CPUs was needed to experiment EPSO and BPSO because both these methods have huge computational times and run on high-dimensional data. The computational power of IBM xSeries 335 can reduce the computational time of high-dimensional data for both methods. Each run had been independently experimented using only one CPU in order to make sure the computational time of every run utilize the same capacity of CPUs usage. This situation was crucial for the performance comparison of computational times between EPSO and BPSO.

### Table 3: Experimental result for each run using epso on 11_tumors, 9_tumors, brain_tumor1, brain_tumor2 and leukemia1 data sets

| Run# | 11_Tumors | 9_Tumors | Brain_Tumor1 | Brain_Tumor2 | Leukemia1 |
|------|-----------|----------|--------------|--------------|-----------|
|      | #Acc (%)  | #Selected genes | #Acc (%) | #Selected genes | #Acc (%) | #Selected genes | #Acc (%) | #Selected genes | #Acc (%) | #Selected genes |
| 1    | 96.55     | 243       | 76.67        | 251          | 93.33     | 8          | 94          | 4          | 100        | 3          |
| 2    | 95.98     | 245       | 76.67        | 255          | 92.22     | 6          | 94          | 8          | 100        | 3          |
| 3    | 95.98     | 250       | 75           | 231          | 92.22     | 7          | 92          | 7          | 100        | 3          |
| 4    | 95.40     | 232       | 75           | 257          | 92.22     | 8          | 92          | 7          | 100        | 3          |
| 5    | 95.40     | 241       | 75           | 242          | 92.22     | 9          | 92          | 7          | 100        | 3          |
| 6    | 95.40     | 244       | 75           | 253          | 92.22     | 11         | 92          | 7          | 100        | 3          |
| 7    | 94.83     | 218       | 75           | 255          | 92.22     | 11         | 92          | 7          | 100        | 3          |
| 8    | 94.83     | 229       | 75           | 261          | 91.11     | 3          | 92          | 7          | 100        | 3          |
| 9    | 94.83     | 232       | 73.33        | 238          | 91.11     | 5          | 92          | 8          | 100        | 3          |
| 10   | 94.83     | 243       | 73.33        | 248          | 91.11     | 7          | 90          | 3          | 100        | 2          |

Average ± S.D. 95.40 ±0.61 237.70 ±9.66 75 ±1.11 247.10 ±9.65 92.11 ±0.82 7.5 ±2.51 92.40 ±1.26 6.00 ±1.83 100.00 ±0 3.20 ±0.63

Note: Results of the best subsets are written in bold style. A near-optimal subset that produces the highest classification accuracy with the smallest number of genes is selected as the best subset. #Acc and S.D. denote the classification accuracy and the standard deviation, respectively, whereas #Selected Genes and Run# represent the number of selected genes and a run number, respectively.

### Table 4: Experimental results for each run using epso on leukemia2, lung_cancer, SRBCT prostate_tumor, and DLBCL data sets

| Run# | Leukemia2 | Lung_Cancer | SRBCT | Prostate_Tumor | DLBCL |
|------|-----------|-------------|-------|----------------|-------|
|      | #Acc (%)  | #Selected genes | #Acc (%) | #Selected genes | #Acc (%) | #Selected genes | #Acc (%) | #Selected genes | #Acc (%) | #Selected genes |
| 1    | 100       | 4           | 96.06  | 7              | 100     | 27          | 99.02    | 5          | 100        | 3          |
| 2    | 100       | 4           | 96.06  | 10             | 100     | 11          | 98.04    | 4          | 100        | 4          |
| 3    | 100       | 5           | 96.06  | 12             | 100     | 12          | 98.04    | 6          | 100        | 4          |
| 4    | 100       | 6           | 95.57  | 6              | 98.80   | 8           | 98.04    | 8          | 100        | 5          |
| 5    | 100       | 7           | 95.57  | 7              | 98.80   | 9           | 98.04    | 8          | 100        | 5          |
| 6    | 100       | 7           | 95.57  | 7              | 100     | 48          | 98.04    | 11         | 100        | 5          |
| 7    | 100       | 7           | 95.57  | 8              | 98.80   | 7           | 98.04    | 8          | 100        | 5          |
| 8    | 100       | 8           | 95.57  | 9              | 100     | 12          | 97.06    | 4          | 100        | 5          |
| 9    | 100       | 9           | 95.57  | 11             | 100     | 8           | 97.06    | 6          | 100        | 5          |
| 10   | 100       | 11          | 95.07  | 6              | 100     | 7           | 97.06    | 6          | 100        | 6          |

Average ± S.D. 100.00 ±0 6.80 ±2.20 95.67 ±0.31 8.30 ±2.11 99.64 ±0.58 14.90 ±13.03 97.84 ±0.62 6.60 ±2.17 100.00 ±0 4.70 ±0.82

Note: Results of the best subsets shown are written in bold style. A near-optimal subset that produces the highest classification accuracy with the smallest number of genes is selected as the best subset. #Acc and S.D. denote the classification accuracy and the standard deviation, respectively, whereas #Selected Genes and Run# represent the number of selected genes and a run number, respectively.
Experimental results that were generated by EPSO were evaluated with an experimental method (BPSO) and other previous PSO-based methods for objective comparisons [3,6-9]. Firstly, a gain ratio technique was applied for pre-processing in order to pre-select 500-top-ranked genes. This technique is a filter-based feature ranking approach and based on the concept of entropy. The original work of the gain ratio technique can be found in Quinlann [17]. The genes were then applied in EPSO and BPSO. Next, the LOOCV classification accuracy on gene subsets that were produced by EPSO and BPSO, was measured by using SVM. Generally, in LOOCV classification accuracy, $N-1$ samples is trained and tested on the remaining sample which has not been used during the training. $N$ represents the total number of samples. By cycling through all the samples, we can get realistic and honest estimates of the both approaches. The implementation of LOOCV was in exactly the same way as done by Chuang et al. in order to avoid selection bias [6,8,9] where the only one cross-validation cycle (outer loop); namely LOOCV, was utilized, instead of two nested ones. Several experiments were independently carried out 10 times on each data set using EPSO and BPSO. Next, an average result of the 10 independent runs was achieved. To evaluate the performances of EPSO and BPSO, three criteria, following their importance, were considered: LOOCV classification accuracy, the number of selected genes, and computational times. Each criterion should have the best, average, and standard deviation results. High accuracy, the small number of selected genes, and low computational time were needed to obtain an effective performance.

The parameter values for EPSO and BPSO are shown in Table 2. The results of preliminary runs decided the parameter values. The numbers of particles and iterations to reach a good solution are problem dependent [16]. If the numbers were large, both methods would need more time to complete their processes. If the
numbers were small, they would take short period of time, but they would not be able to find a good solution. Therefore, we chose intermediate values for the number of particles and iterations between 100 and 500. The value of $w_1$ was larger than $w_2$ because the classification accuracy was more important than the number of selected genes. We tried to get the best value based on trial and error approaches. EPSO and BPSO were analyzed using different parameter values. So far, the best values for both $w_1$ and $w_2$ using these methods were 0.8 and 0.2, respectively. When $w_2$ was more than $w_1$, the number of selected genes also increased. $c_1$ and $c_2$ had the same value (2) so that particles would be attracted towards the averages of $P_{best}(t)$ and $G_{best}(t)$ [15].

In the fitness functions of EPSO and BPSO, SVM classifiers have been used to evaluate the subsets of selected genes. A radial basis function (RBF) kernel was implemented on the SVM classifiers. The rationale to use this kernel was that early results from previous works were readily found with excellent generalization performance in non-linear separable and low computational cost [18]. This RBF kernel nonlinearly maps samples into a higher dimensional space so it, unlike the linear kernel, can handle the case when the relation

---

**Table 5 Comparative Experimental Results of the best subsets produced by EPSO and BPSO**

| Data             | Method | Evaluation | EPSO  | BPSO  |
|------------------|--------|------------|-------|-------|
|                  |        |            | Best  | Ave   | S.D  | Best  | Ave   | S.D  |
| 11_Tumors        | #Acc  | %          | 96.55 | 95.40 | 0.61 | 97.7  | 96.78 | 0.73 |
|                  | #Genes|            | 243   | 237.70| 9.66 | 230   | 221.30| 14.48|
|                  | #Time |            | 67.21 | 67.05 | 0.22 | 212.44| 252.05| 32.87|
| 9_Tumors         | #Acc  | %          | 76.67 | 75.00 | 1.11 | 85    | 82.67 | 2.25 |
|                  | #Genes|            | 251   | 247.10| 9.65 | 250   | 244.30| 9.43 |
|                  | #Time |            | 4.35  | 4.29  | 0.09 | 17.97 | 17.74 | 0.10 |
| Brain_Tumor1     | #Acc  | %          | 93.33 | 92.11 | 0.52 | 93.33 | 92.44 | 0.47 |
|                  | #Genes|            | 8     | 7.5   | 2.51 | 217   | 215   | 7.24 |
|                  | #Time |            | 14.89 | 14.82 | 0.12 | 24.62 | 24.76 | 0.15 |
| Brain_Tumor2     | #Acc  | %          | 94    | 92.4  | 1.27 | 92    | 91.40 | 0.97 |
|                  | #Genes|            | 4     | 6.0   | 1.83 | 208   | 225.20| 13.13|
|                  | #Time |            | 0.65  | 0.85  | 0.002| 6     | 6.08  | 0.09 |
| Leukemia1        | #Acc  | %          | 100   | 100   | 0    | 100   | 98.75 | 0.44 |
|                  | #Genes|            | 2     | 3.20  | 0.63 | 213.00| 198.20| 6.48 |
|                  | #Time |            | 2.80  | 2.79  | 0.01 | 6.97  | 6.99  | 0.05 |
| Leukemia2        | #Acc  | %          | 100   | 100   | 0    | 100   | 100   | 0    |
|                  | #Genes|            | 2     | 6.8   | 2.2  | 195   | 200.80| 4.24 |
|                  | #Time |            | 3.1   | 3.1   | 0.02 | 10.05 | 10.16 | 0.15 |
| Lung_Cancer      | #Acc  | %          | 96.06 | 95.67 | 0.31 | 98.03 | 97.73 | 0.25 |
|                  | #Genes|            | 7     | 8.3   | 2.11 | 212   | 212.90| 9.26 |
|                  | #Time |            | 123.95| 124.08| 0.49 | 145.98| 145.93| 1.00 |
| SRBCT            | #Acc  | %          | 100   | 99.64 | 0.58 | 100   | 100   | 0    |
|                  | #Genes|            | 7     | 14.90 | 13.03| 191   | 195.30| 3.23 |
|                  | #Time |            | 7.51  | 7.51  | 0.03 | 22.75 | 22.63 | 0.22 |
| Prostate_Tumor   | #Acc  | %          | 99.02 | 97.84 | 0.62 | 98.04 | 98.04 | 0.00 |
|                  | #Genes|            | 5     | 6.6   | 2.17 | 195   | 199.40| 3.41 |
|                  | #Time |            | 4.37  | 4.37  | 0.008| 22.57 | 22.27 | 0.16 |
| DLBCL            | #Acc  | %          | 100   | 100   | 0    | 100   | 100   | 0    |
|                  | #Genes|            | 3     | 4.7   | 0.82 | 193   | 200.90| 3.78 |
|                  | #Time |            | 1.99  | 1.99  | 0.008| 7.72  | 7.75  | 0.10 |

**Note:** The best result of each evaluation is written in a **bold** style. The best method of each data set is shown in the shaded cells. The best method is selected based on the highest number of the best results for all evaluations. #Acc and S.D. denote the classification accuracy and the standard deviation, respectively, whereas #Genes and #Ave represent the number of selected genes and an average, respectively. #Time stands for running time in the hour unit.
## Table 6: A comparison between our method (EPSO) and previous PSO-based methods

| Data          | Method Evaluation | EPSO (This work) | IBPSO [6] | PSOTS [3] | PSOGA [7] | TS-BPSO [8] | BPSO-CGA [9] |
|---------------|-------------------|------------------|-----------|-----------|-----------|------------|-------------|
| 11_Tumors     | Average #Acc (%)  | 95.40            | -         | -         | -         | -          | -           |
|               | Best #Acc (%)     | 96.55            | 93.10     | -         | -         | 97.35      | -           |
|               | Average #Genes    | 237.70           | -         | -         | -         | -          | -           |
|               | Best #Genes       | 243              | 2948      | -         | -         | 3206       | -           |
| 9_Tumors      | Average #Acc (%)  | 75               | -         | -         | -         | -          | -           |
|               | Best #Acc (%)     | 76.67            | 78.33     | -         | -         | 81.63      | -           |
|               | Average #Genes    | 247.10           | -         | -         | -         | -          | -           |
|               | Best #Genes       | 251              | 1280      | -         | -         | 2941       | -           |
| Brain_Tumor1  | Average #Acc (%)  | 92.11            | -         | -         | -         | -          | -           |
|               | Best #Acc (%)     | 93.33            | 94.44     | -         | -         | 95.89      | 91.4        |
|               | Average #Genes    | 7.5              | -         | -         | -         | -          | -           |
|               | Best #Genes       | 8                | 754       | -         | -         | 2913       | 456         |
| Brain_Tumor2  | Average #Acc (%)  | 92.4             | -         | -         | -         | -          | -           |
|               | Best #Acc (%)     | 94               | 94.00     | -         | -         | 92.65      | -           |
|               | Average #Genes    | 6.0              | -         | -         | -         | -          | -           |
|               | Best #Genes       | 4                | 1197      | -         | -         | 5086       | -           |
| Leukemia1     | Average #Acc (%)  | 100              | -         | 98.61     | 95.10     | -          | -           |
|               | Best #Acc (%)     | 100              | 100       | -         | -         | 100        | 100         |
|               | Average #Genes    | 3.2              | -         | 7         | 21        | -          | -           |
|               | Best #Genes       | 2                | 1034      | -         | -         | 2577       | 300         |
| Leukemia2     | Average #Acc (%)  | 100              | -         | -         | -         | -          | -           |
|               | Best #Acc (%)     | 100              | 100       | -         | -         | 100        | -           |
|               | Average #Genes    | 6.8              | -         | -         | -         | -          | -           |
|               | Best #Genes       | 4                | 1292      | -         | -         | 5609       | -           |
| Lung_Cancer   | Average #Acc (%)  | 95.67            | -         | -         | -         | -          | -           |
|               | Best #Acc (%)     | 96.06            | 96.55     | -         | -         | 99.52      | -           |
|               | Average #Genes    | 8.3              | -         | -         | -         | -          | -           |
|               | Best #Genes       | 7                | 1897      | -         | -         | 6958       | -           |
| SRBCT         | Average #Acc (%)  | 99.64            | -         | -         | -         | -          | -           |
|               | Best #Acc (%)     | 100              | 100       | -         | -         | 100.00     | 100         |
|               | Average #Genes    | 14.90            | -         | -         | -         | -          | -           |
|               | Best #Genes       | 7                | 431       | -         | -         | 1084       | 880         |
| Prostate_Tumor| Average #Acc (%)  | 97.84            | -         | -         | -         | -          | -           |
|               | Best #Acc (%)     | 99.02            | 92.16     | -         | -         | 95.45      | 93.7        |
|               | Average #Genes    | 6.6              | -         | -         | -         | -          | -           |
|               | Best #Genes       | 5                | 1294      | -         | -         | 5320       | 795         |
| DLBCL         | Average #Acc (%)  | 100              | -         | -         | -         | -          | -           |
|               | Best #Acc (%)     | 100              | 100       | -         | -         | 100.00     | -           |
|               | Average #Genes    | 4.7              | -         | -         | -         | -          | -           |
|               | Best #Genes       | 3                | 1042      | -         | -         | 2671       | -           |

**Note:** The best result of each evaluation is written in bold. The best result of evaluations could not be compared and stated if the results of evaluations have not been reported in the previous works. The best method of each data set is shown in the shaded cells. The best method is selected based on the highest number of the best results for all evaluations. #Acc and S.D. denote the classification accuracy and the standard deviation, respectively, whereas #Genes and #Ave represent the number of selected genes and an average, respectively. #Time stands for running time in the hour unit. *" means that a result is not reported in the previous related work.  
IBPSO = An improved binary PSO, PSOTS = A hybrid of PSO and tabu search, PSOGA = A hybrid of PSO and GA, TS-BPSO = A combination of tabu search and BPSO, BPSO-CGA = A hybrid of BPSO and a combat genetic algorithm.
between class labels and attributes is nonlinear. For a multi-class SVM, we have applied the “one-against-one” approach. Hsu and Lin [19] have provided a detailed comparison and conclude that “one-against-one” is a competitive approach.

**Experimental results**

The results yielded by EPSO were almost consistent in all data sets based on the standard deviations in Tables 3 and 4. Attractively, 100% LOOCV accuracy with less than 12 selected genes on the Leukemia1, Leukemia2, and DLBCL data sets had been achieved from all runs. Furthermore, EPSO had efficiently selected and yielded a near-optimal gene subset from high-dimensional data (gene expression data), with a proof that over 92% average classification accuracies had been obtained on other data sets, except for the 9_Tumors data set. Moreover, the standard deviations of the number of selected genes were less than 10 for all of the data sets except for the SRBCT data set (13.03 standard deviations). All the best results achieved 100% LOOCV accuracy with not more than 7 selected genes, indicating that EPSO efficiently selected and produced a near-optimal gene subset from high-dimensional data (gene expression data).

Practically, the best subset of a data set is first chosen and the genes in it are then listed for biological usage. These informative genes, among thousands of genes, may be excellent candidates for clinical and medical investigations. Biologists can save time because they can directly refer to the genes that have higher possibilities of being useful for cancer diagnoses and as drug targets in the future. The best subset is chosen based on the highest classification accuracy with the smallest number of selected genes. The highest accuracy provides confidence for the most accurate classification of cancer types. Moreover, the smallest number of selected genes for cancer classification can reduce the cost in clinical settings.

The averages of fitness values of EPSO increased dramatically after a few generations on all the data sets as shown in Figure 2. This trend proved that EPSO is suitable for selecting a small number of genes from high-dimensional data (gene expression data) to maximize classification accuracy. It also proved that a combination between a high classification rate and a small number (subset) of selected genes can produce a high fitness value. The condition of the proposed particles’ speed that should always be positive real numbers started in the initialization method, the modified sigmoid function, and the new rule for updating particle’s positions, which provoked the early convergence of EPSO. The fitness value of EPSO still increased for further generations on all the data sets except for 9_Tumors and 11_Tumors data sets. However, there was only a small rise in values.

EPSO did the exploration in order to find a good solution and it had been proven by this growth. In contrast,\( P(x_i^d(t) = 0) = P(x_i^d(t) = 1) = 0.5 \). caused the averages of fitness values of BPSO to become lower than the fitness value of EPSO until the last generation, except for the 9_Tumors and 11_Tumors data sets.

In general, it is worthwhile to mention that the classification accuracy, the number of selected genes, and computational times of EPSO were superior to BPSO in terms of the best, average, and standard deviation results on all the data sets except for the 9_Tumors data set according to the result in Table 5. The computational times of BPSO were also higher than EPSO in all the data sets. EPSO was able to minimize its computational times because of the following reasons:

1) EPSO chose smaller number of genes compared to BPSO;
2) SVM utilized a small number of features (genes) that were selected by EPSO for the classification process which caused the computation of SVM to be fast;
3) Only the speed of a particle for comparing with \( r^d_i(t) \) was used by EPSO, whereas all elements of a particle’s velocity vector for the comparison had been practiced by BPSO.

We compared our work with previous related works that used PSO-based methods in their proposed methods for an objective comparison [3,6-9]. Table 6 shows the result of the comparison. Two criteria were used to evaluate the performance of EPSO and the other methods: classification accuracy and the number of selected genes. Higher accuracy with a smaller number of selected genes is needed to obtain superior performance. For all of the data sets, the averages of the number of the selected genes for our work were smaller than the previous works [3,6-9]. Our work also produced higher classification accuracies on the six data sets (Brain_Tumor2, Leukemia1, Leukemia2, SRBCT, Prostate_Tumor, and DLBCL) compared to the previous PSO-based methods [3,6-9]. Moreover, our method resulted in higher averages of the classification accuracies on all data sets compared to the other methods [3,7]. The number of selected genes of our work in terms of average and the best results were also smaller than the previous works for all the data sets. However, Chuang et al. showed better classification accuracies than our work on four data sets (11_Tumors, 9_Tumors, Brain_Tumor1, and Lung_Cancer) [8].

The most recent works came up with similar LOOCV results (100%) with ours on the Leukemia1, Leukemia2, SRBCT, and DLBCL data sets, but they used more than 400 genes to obtain these results [6,8,9]. Moreover, their experimental results were obtained by utilizing only one independent run on each data set and not based on average...
results, causing that they could not have statistically meaningful conclusions. Since the proposed method is a stochastic approach, therefore the average results are important. Overall, our work outperformed the other methods in terms of the LOOCV accuracy and the number of selected genes on six data sets (Brain_Tumor2, Leukemia1, Leukemia2, SRBCT, Prostate_Tumor, and DLBCL). The running times between EPSO and these works could not be compared because they were not reported.

According to Figure 2 and Tables 3–6, EPSO is reliable for gene selection where it had yielded the near-optimal solution from gene expression data. This was due to the proposed particles’ speed, the modified sigmoid function, and the introduced rule which maximized the probability $x^{d}_{i}(t+1) = 0 (P(x^{d}_{i}(t+1) = 0))$. This high probability caused the selection of a small number of informative genes and finally produced a near-optimal subset (a small subset of informative genes with high classification accuracy) for cancer classification. The particles’ speed was introduced to provide the rate at which a particle changed its position, whereas the rule was proposed to update the particle’s positions. The sigmoid function was modified for increasing the probability of bits in particle’s positions to be zero.

Conclusions

In this paper, EPSO is proposed for gene selection on ten gene expression data sets. In general, the performance of EPSO is better than BPSO and PSO-based methods that have been proposed in previous related works, in terms of classification accuracy and the number of selected genes. EPSO is efficient because the probability $x^{d}_{i}(t+1) = 0$ is increased by the particle speed, the modified sigmoid function, and the introduced rule in order to yield a near-optimal subset of genes for better cancer classification. EPSO also features lower running times because it selects only a smaller number of genes compared to BPSO. A modified representation of particle’s positions in PSO will be proposed to minimize the number of genes subsets in solution spaces for future works.
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