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Theories of cognition that posit complementary dual-route processes afford better fits to the data when each route explains a part of the data not explained by the other route. However, such theories must also explain why each route is invoked, lest one can fit any data set with enough alternatives. One possible explanation is that route selection is based on a least-cost principle: the route that requires fewer cognitive resources (including time) relative to the goal at hand. We investigated this explanation with a dual-display version of visual search, where the target could be identified via opposing (easy or hard forms of) feature and conjunction search conditions. The data support a contextualized version of the least-cost principle in that the cost of computing least-cost also influences route selection: participants assessed alternatives, but only when the cost of that assessment was relatively low.
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1. INTRODUCTION

Cognitive science is replete with competing theories on the nature of cognitive representations and processes, for example, imaginal vs. propositional (Thomas, 2016), associative vs. relational (Halford et al., 2014), probabilistic vs. rational (Chater and Oaksford, 2008; Johnson-Laird et al., 2015), recursive vs. non-recursive (Watumull et al., 2014; Everett, 2016), and so on. Empirical evidence is sought in support of one alternative over the other. Yet, such support is rarely one-sided, which makes adjudicating between competing theories difficult.

One possible reason for the apparent indeterminacy is that cognition may be pluralistic in the kinds of processes that are deployable to complete a task. This possibility is given voice as the distinction between two kinds of cognitive processes (see, e.g., Kahneman, 2011; Evans and Stanovich, 2013), which are sometimes called System 1 and System 2. Characteristically, System 1 processes are fast, domain-specific, and resilient to interference from concurrent task demands, whereas System 2 processes are slow, domain-general, and affected by concurrent demands, such as working memory load. So, for example, a cognitive system may trade off understanding for rapid response by deploying a “quick-fix” solution in response to a change in circumstances (context).

Pluralistic (or, hybrid) theories have clear benefits and costs when compared to monolithic theories, in general. The main benefit is a better fit to the extant data when the component theories are complementary: each component explains a part of the data that is not explained by the other component. The cost, however, is that hybrid theories are held to a higher explanatory standard: not only must each component theory explain some part of the data, but the hybrid theory is also required to explain why the split is that way, i.e., other than just by appeal to fitting the data (Aizawa, 2003).
Suppose, for example, a hybrid associative-symbolic theory to account for those aspects of cognition with the systematicity property (Fodor and Pylyshyn, 1988; Fodor and McLaughlin, 1990) and those aspects where systematicity is not present (Niklasson and van Gelder, 1994; Johnson, 2004). The symbol system component is invoked to account for the systematicity property: e.g., having the capacity to understand the proposition that John loves Mary implies having the capacity to understand the structurally-related proposition that Mary loves John, because there is a symbolic representation for the common semantic relation loves. The associative component is invoked to account for idioms, e.g., John kicked the bucket (i.e., John died), which is not structurally related to the superficially similar John kicked the ball, as an associative link from the proposition to its idiосyncratic meaning. These two instances of kick are not systematically related, and the association component accounts for this fact. The question then arises as to why and under what conditions does the system interpret the proposition idiomatically or structurally (as in John kicked the ball). For specific instances, one can appeal to historical context (e.g., John had just died). However, a hybrid theory is required to spell out the general causal basis upon which such possible alternatives are determined (see Aizawa, 2003).

In regard to systematicity vs. non-systematicity properties, one hypothesis pertains to a cost/benefit tradeoff between systematic and non-systematic (associative) processes (Phillips et al., 2016). The basic idea is that systematicity is a consequence of a kind of universal construction (Phillips and Wilson, 2010) that in certain circumstances requires more resources than associative processes, which do not have the systematicity property. Failure to exhibit systematicity occurs when the association route is deployed, due to its cost advantage in some contexts. Support for this hypothesis was observed in a task that involved learning stimulus-to-stimulus mappings generated from an underlying rule. When the number of mappings to be learned was small, participants learned the task without inducing the rule—no systematicity (association route). However, evidence was observed when the task involved larger numbers of mappings—systematicity (universal construction route). These results suggested a pluralistic system with alternative routes selected on the basis of least cost contextualized by task conditions (Phillips et al., 2016).

1.1. Overview: Motivation and Design

The purpose of the current study is to examine this (contextualized) least-cost suggestion directly by explicitly varying the cost of two alternative ways of completing a visual search task: find a target object among non-targets. Prima facie, visual search seems far from a general notion dual-route in cognition. Although psychologists have long regarded visual attention in terms of bottom-up vs. top-down mechanisms (Treisman and Gelade, 1980), visual search processes appear to have little to do with reasoning. However, there are several underlying considerations that jointly motivate visual search as a paradigm for studying dual-route cognition. Firstly, visual search for targets defined by conjunctions of features (e.g., color and shape) reportedly evoke greater prefrontal activity than targets defined by a single feature (Buschman and Miller, 2007; Phillips et al., 2012). Secondly, prefrontal cortex is differentially active with changing (relational) complexity of reasoning tasks (Waltz et al., 1999; Christoff et al., 2001). Thirdly, a capacity to process conjunctions of visual features and some more complex forms of reasoning appear around the common age of five (Lloyd et al., 2009; Halford et al., 2014). And, fourthly, underlying these differences in cognitive capacity is a common category theory (Mac Lane, 1998) notion of a (categorical) product (Phillips et al., 2009, 2012), which we have also employed in the context of systematicity (Phillips and Wilson, 2010). Data and theory point to a common connection, when taken together. On a pragmatic level, (feature/conjunction) visual search is a well-established paradigm that yields robust and reproducible results. Hence, the general motivation for employing a visual search paradigm is to manipulate conditions so as to effectively exercise such differences, e.g., products vs. non-products as dual-routes, see section 5.

Visual search involves identifying a target object in a field filled with non-targets (distractors). Search is typically faster (low cost) when the target is uniquely identifiable along a single dimension (e.g., color)—feature search, and slower (high cost) when the target shares more features with distractors—conjunction search (Treisman and Gelade, 1980). However, search difficulty is also affected by other factors, such as feature-feature similarity (or, discriminability). Thus, visual search affords a variety of ways to manipulate cost. A pilot study employed a “dual-display” variation of a visual search paradigm (Wolfe et al., 1989) to test the basic least-cost assumption. Participants were presented with two search fields in opposing (left/right) sides of the computer monitor that was used for stimulus presentation. Each field contained the same target, but different distractors, so that one field specified feature search and the other specified conjunction search. Response times and electro-oculogram (EOG) measures of eye movements revealed that participants preferred to search for the target in the feature field, thus establishing a clear preference for feature search as the least-cost alternative in this context. For the current study, we examine whether this preference is absolute or contextualized by other cost factors by manipulating the difficulty (hence, cost) of feature and conjunction search independently (Throughout this study, we consider cost in terms of response time, because response accuracy was near ceiling and did not significantly differ across all conditions).

Feature and conjunction search difficulty/cost can be manipulated independently by varying feature discriminability in the former and dimensionality in the latter. For feature search that means manipulating saliency: e.g., search of a red target among green vs. light red distractors. For conjunction search that means manipulating the number of conjoined features that uniquely identify the target: e.g., color and shape vs. color and shape and size, while keeping feature discriminability constant.

The experiment that follows is designed to assess the (potentially) contextualized nature of the least-cost principle. Three competing hypotheses arise in this regard.
1. The independent hypothesis simply says that choice of alternative routes is independent of task conditions.
2. The absolute least-cost hypothesis says that choice is based on the (absolute) cost of each route, which is determined when that route is the only option.
3. The context least-cost hypothesis says that choice is contextualized by other factors.

Behavior and eye movement data provided support for the third hypothesis, motivating a refinement called the cost of computing least-cost hypothesis and a follow-up experimental test (section 4). This refinement is motivated by a common-sense intuition: one is unlikely to spend $10 in search of a bargain that saves at most five. Accordingly, we hypothesized that the cost of determining the least-cost alternative also influences the choice of search field. The idea is that a cognitive system defaults to a less accurate, but less costly determination when the cost of determining least-cost is itself comparable to the cost of completing a task via either alternative.

2. METHODS

Participants performed a visual search task: search for a target object in a display that also contained non-target (distractor) objects. Each object in the display field was a small or large colored shape that had a notch at the top or bottom of the object. The target of search was a large red ring, and the objective was to determine whether the notch was located at the top or bottom of the target. For test trials, each search display contained two sets of objects that consisted of a target and 15 distractors, totalling 16 objects for each set. One set was displayed in the left hemifield, and the other set was displayed in the right hemifield. Notch location for the target in each set was the same: either at the top of both targets, or at the bottom of both targets. So, on each test trial, participants could determine notch location by searching only in the left hemifield, or only in the right hemifield. For control trials, the search display contained only one set of objects (one target and 15 distractors) displayed either only in the left hemifield, or only in the right hemifield.

2.1. Participants

Twenty-three adults (19–34 years of age, 14 males, 20 right handed) participated in the experiment and were paid for their time. All had normal or corrected-to-normal eyesight. This study was carried out in accordance with the recommendations of “Guidelines for handling ergonomic experiments, Committee on Ergonomic Experiments, Bioethics and Biosafety Management Office, Safety Management Division, National Institute of Advanced Industrial Science and Technology” and approved by the Committee, with written informed consent from all participants. All participants gave written informed consent in accordance with the Declaration of Helsinki.

2.2. Apparatus and Stimuli

Stimuli were presented by a notebook computer with a 43 cm (width) and 33 cm (height) external display—screen resolution was 1,920 × 1,200 pixels and refresh rate was 60 Hz—that was placed about 57 cm from the participant, so that 1 cm was approximately 1° field of view. The stimuli were one or two sets of stimulus objects that were identifiable by shape (ring, or cross), color (red, blue, green, purple, orange, or beige) and size (small, or large) features. Each set was arranged in an imaginary 6 × 6 grid of cells. The grids were centered on the horizontal midline, and equidistant from the vertical midline, with a 3.5 cm separation. The cells were 2.4 cm length squares. Each object was placed at the center of a cell with random jitter of 0–0.5 cm. Small and large objects were 0.89 and 1.44 cm (width/height). Stimuli were displayed on a black background. Luminance was 42–44 cd/m². Examples are shown in Figure 1.

Behavioral data were acquired via the keyboard. EOG was recorded with a digital amplifier (Brain Products, QuickAmp). Ag/AgCl electrodes were placed above and below the left eye (vertical EOG) and at outer left and right canthi (horizontal EOG). Electrode impedance was kept below 10 kΩ. EOG signals were amplified with a high-cutoff of 200 Hz and digitized at a sampling rate of 1,000 Hz.

2.3. Conditions

For test trials, the experiment involved a 2 × 2 factorial design. The factors were feature search cost (low, high) and conjunction search cost (low, high).
The feature-conjunction search test conditions were: low-low, low-high, high-low, and high-high.

For control, there was only one search display set for each control trial: either a feature or conjunction search display at either low or high cost. Accordingly, the experiment used a 2 × 2 factorial design where one factor was search type (feature, conjunction) and the other factor was cost (low, high). The search control conditions were: feature-low, feature-high, conjunction-low, and conjunction-high. The control trials were designed to assess differences in baseline costs for search display conditions (i.e., in isolation for other search displays), whereas the test trials were designed to assess differences in search preference (i.e., in the presence of alternative search displays), hence the different factors for control and test trials.

2.4. Procedure and Analysis

Each participant underwent the following procedure. First, instructions were given on the task procedure. Participants were instructed to identify notch position of the target in either the left or right screen. Participants were told that notch position was the same for both targets. A practice session was then administered to ensure that they understood the requirements. The practice session consisted of one block of eight control trials followed by one block of eight test trials. After confirming that the participants understood the task, they proceeded to the main task.

The main task consisted of eight control and eight test blocks of trials, in random order. Each block consisted of 32 trials (four conditions by eight repetitions). Hence, each participant received a total of 512 trials. For half of the low cost feature search trials there were seven blue and eight purple distractors, and for the other half of those trials there were eight blue and seven purple distractors. The same distribution of distractor colors applied to the high cost conjunction search trials. The order of trial conditions was randomized within each block. Feature and conjunction search sets were randomly assigned to the left or right hemifields, and counterbalanced. For test trials, the left-right assignment of search sets was either feature-conjunction, or conjunction-feature. Assignment of objects to grid cells in each search field was random, except that targets were restricted to cells in the outer halves (three columns) of each grid. At the start of each block, an information screen with a sample display was presented to identify the subsequent trials for the current block as being either all one-set (control) or all two-set (test) trials. Blocks were self-paced: pressing the “space” key started the sequence of trials for that block.

Each trial consisted of three phases: (1) the fixation phase (2,000 ms), to indicate the start of a new trial, (2) the search phase, and (3) the end phase (500 ms), to indicate the end of the current trial, in that order. During the fixation phase, a small white dot appeared at the center of the screen for the 0–400 ms and 800–2,000 ms intervals. The search phase consisted on one (control) or two (test) sets of display objects, and the fixation point. During this phase, participants were required to press the “F” or “J” keys to indicate that the notch was located at (respectively) the bottom or top of the target object. A trial was regarded as a correct response trial if the participant pressed the key corresponding to the notch location by the end of the search phase, otherwise it was regarded as an error trial. Thus, correct response rate is the proportion of correct response trials to total number of trials for the specified condition. The search phase ended upon pressing either key. The end phase consisted of a blank screen. Accuracy and speed of response were emphasized. Response choices, response times, and eye movements were recorded. The total time required to complete the experiment was about 1 h.

Two-way analyses of variance (ANOVA) with search type and search cost as factors for control trials, and feature cost and conjunction cost as factors for test trials were conducted to assess differences in mean error rates and response times. Analysis of response times was conducted on error-free trials. The following processing steps were applied to the EOG data.

1. Data were band-pass filtered at 0.01–30 Hz.
2. Correction for voltage changes in the electrodes assigned to detect horizontal eye movement were derived from the voltages of the electrodes assigned to detect vertical eye movement using Gratton’s method (Gratton et al., 1983).
3. Trials deemed as response time outliers by the recursive rejection method (Selst and Jolicour, 1994) calculated from all (correct and incorrect response) trials were removed from subsequent analysis.
4. Mean voltage amplitudes were calculated for the 0–100 ms interval that preceded response key onset.
5. Gaze direction was determined by the sign of the mean voltage amplitude relative to the pre-stimulus baseline: negative voltage implied left hemifield; positive voltage implied right hemifield.

Two-way ANOVAs were used to assess mean gaze direction rate relative to the location of the feature search set for test trials. Two-tail t-tests against chance level (0.5) were used for control trials, because these trials only contained objects in one hemifield. So, a gaze rate of 1 indicates that gaze direction was always to the hemifield that contained the feature search set, regardless of whether that set was contained in the left or right hemifield; a gaze rate of 0 indicates that gaze direction was always to the hemifield that contained the conjunction search set, regardless of whether that set was in the left or right hemifield.
3. RESULTS AND DISCUSSION

3.1. Behavioral Data

Behavioral and EOG data were conducted on all trials not rejected as outliers. The mean rejection rate across participants was 0.029; the minimum and maximum within-participant rates were 0.003 and 0.102.

3.1.1. Control Trials

For correct response rates, there were no significant main effects. Correct response rates were above 0.95 in all conditions. For response times, there was a significant main effect of cost, $F(1, 22) = 29.51, p < 0.001$, but not search, $F(1, 22) = 0.01, p = 0.9$. There was no significant interaction. Participants were faster to respond in the low cost condition than the high cost condition.

3.1.2. Test Trials

There were no main effects for response rates. Response rates for all conditions were above 0.95. For response times, there were significant main effects of feature search cost, $F(1, 22) = 61.39, p < 0.001$, and conjunction search cost, $F(1, 22) = 72.65, p < 0.001$, and there was a significant interaction, $F(1, 22) = 4.39, p < 0.05$. Response was fastest in the low-low condition (807 ms), and slowest in the high-high condition (989 ms). The interaction was influenced by the greater difference in mean response times between the high-high and high-low conditions (109 ms) than between the low-high and low-low conditions (67 ms). The difference between high-high and high-low conditions did not reach significance; likewise, the difference between low-high and low-low conditions. Mean response times are shown in Figure 2.

To compare display search in isolation with display search in the context of an alternative search display, two-tailed t-tests were performed for all pairwise combinations of control and test conditions, e.g., feature-low with low-low Table 1. Search in the feature-low and conjunction-low conditions were significantly faster than search in the low-high, high-low and high-high conditions. Conversely, search in the feature-high and conjunction-high conditions were significantly slower than search in the low-low, low-high and high-high conditions.

3.2. EOG Data

3.2.1. Control Trials

For each of the four control conditions, the mean gaze rate to the search field was at least 0.98, which was significantly greatly than chance (0.5): $t(22) = 153.92, p < 0.001$ (low feature), $t(22) = 97.11, p < 0.001$ (high feature), $t(22) = 121.79, p < 0.001$ (low conjunction), and $t(22) = 185.72, p < 0.001$ (high conjunction).

3.2.2. Test Trials

There was a significant main effect of feature search on gaze rate, $F(1, 22) = 8.43, p < 0.01$, but not conjunction search cost, $F(1, 22) = 0.81, p = 0.38$. There was no significant interaction. Participants more often gazed to the hemifield containing the feature search set when feature search cost was low than when features search cost was high. Two-tailed t-tests revealed that average gaze rate for the two conjunction search cost conditions (i.e., high-low and high-high) were significantly below the 0.5 chance rate ($p < 0.01$). Separately, the gaze rates for these two conditions were also significant: high-low ($p < 0.005$) and high-high ($p < 0.02$) conditions. Gaze rate for the two feature search cost conditions (i.e., low-low and low-high) were not significantly above chance level ($p = 0.076$); specifically, in the low-low condition ($p = 0.109$) and the low-high condition ($p = 0.071$). Mean gaze rates to the feature search field are shown in Figure 3.

The data provide support for the context least-cost hypothesis, but not the independent or absolute hypotheses. Response times for the control conditions provide the baseline cost for each combination of search and cost conditions. Eye movement data for control conditions indicates that participants overtly attend
to the hemifield containing the search field, which supports this measure as an indicator of route selection for the test conditions. The significant difference in the cost factor for both feature and conjunction search conditions shows that discriminability (feature) and dimensionality (conjunction) were effective in manipulating search difficulty/cost. The lack of significant difference between search (feature vs. conjunction) at each level of cost (low and high) shows that these conditions were comparable: search in the feature-low condition was as costly as search in the conjunction-low condition, and search in the feature-high condition was a costly as search in the conjunction-high condition. These equivalences indicate that alternation is not a simple consequence of feature vs. conjunction search, but instead influenced by (meta-)cognitive processes that evaluate the relative costs of each computational path. So, we have a basis for considering the contextualized least cost hypothesis. Next, we assess each hypothesis in the light of test trial (behavioral and EOG) data, when these conditions were opposed.

### 3.3. Independent and Absolute Hypotheses

Although the response time data is consistent with the independent hypotheses, there is no support for this hypothesis when considered in conjunction with the EOG data. The independent hypothesis is consistent with the apparent averaging of the response times for the control conditions that constitute the opposed conditions in the test trials. That is, the response time for the low-low condition (~800 ms) was about the same as the response times for the feature-low and conjunction-low conditions, the high-high condition (~1,000 ms) was about the same as for feature-high and conjunction-high conditions, and the low-high and high-low conditions were between their respective constituent controls (see Table 1 for detailed comparisons). Thus, simply attending to the same hemifield, or randomly to either hemifield would yield an average of the alternatives as given by the control trials. However, the independent hypothesis predicts no difference in gaze rate to the feature search field, due to the random assignment of search field to left/right display hemifield, so the significant difference in feature cost (low vs. high) on gaze rate counts against this hypothesis. Hence, the EOG data rule out the independent hypothesis.

The response time data together with the EOG data do not support the absolute least-cost hypothesis. This hypothesis predicts response times on test trials as the minimums of the responses times for control trials in the corresponding alternative conditions: response times in the low-low, low-high, and high-low conditions as comparable (because participants utilized the low cost alternative in each case) and less than the high-high condition. Although response times for the low-high and high-low conditions were comparable, both were longer than the low-low condition. One could argue that this difference results from additional time needed to evaluate relative costs when one alternative is a high cost condition. However, this situation still implies a significant difference in gaze direction: participants should search more often in the low cost alternative, even though more time is taken to make that decision. Yet, the EOG data indicating no significant difference in gaze direction between high-low and high-high conditions do not support this argument. Thus, taken together, the response time and EOG data do not support the absolute hypothesis.

### 3.4. Context Least-Cost Hypothesis: Assessing Relative Cost

Lack of empirical support for both independent and absolute hypotheses is implicit support for the context least-cost hypothesis, in the sense that some other factor (or combination of other factors) is involved. The response time data indicate that participants were only partly sensitive to the relative costs of the opposing search conditions: recall that search time in the low-high and high-low conditions were comparable, but longer than the low-low condition. We now turn to possible context-sensitive factors.

The gaze rate data suggest that the context sensitivity lies with the relative difficulty of determining feature vs. conjunction search cost: participants more readily distinguish low vs. high feature search cost than low vs. high conjunction search cost. One reason may lie with the difficulty in determining the dimensionality of the conjunction search field compared with determining the discriminability of the colors in the feature search field. In feature conditions, the color dimension varies categorically in the low cost condition (i.e., red vs. non-red) but metrically in the high cost condition (red vs. orange vs. beige), whereas in the conjunction search conditions, color varies categorically in both low and high cost conditions. So, choice based on feature cost offers a compromise between the cost of assessing search conditions and the consequences of assessing those conditions incorrectly. For the low-low and high-high conditions, a choice based on feature condition offers no performance disadvantage, since the alternatives have equal base costs (according to the control response times). For the high-low condition, feature-based choice was serendipitously advantageous, since search in the conjunction-low condition was faster than in the feature-high condition. So, feature condition...
assessment explains (or, is at least consistent with) the EOG data for those three conditions. However, the lack of a significant gaze effect for the low-high condition, in contrast to the high-low condition does not provide support for this explanation, although this difference may simply reflect a lack of statistical power given the trend in gaze rate to the feature search field when the data were collapsed over low-low and low-high conditions \( (p = 0.076) \). Consequently, we conducted a follow-up experiment to test the cost of computing least-cost hypothesis, discussed next.

4. COST OF COMPUTING LEAST-COST HYPOTHESIS

The purpose of this follow-up experiment was to test the cost of computing least-cost hypothesis, by opposing low vs. high feature search in one condition, and low vs. high conjunction search in the other condition. The cost of computing least cost hypothesis predicts a significant difference in gaze rate to the low as opposed to the high feature search field, but not to the low as opposed to the high conjunction search field. In addition to testing this hypothesis, we also replicated the experiment reported in section 3. Thus, each participant undertook both replication and follow-up experiments. The order of the two experiments was randomized. This section describes the design of the follow-up experiment only.

4.1. Participants

Twenty-one adults (19–30 years of age, 16 males, 20 right handed) were recruited for the follow-up experiment and were paid for their participation. All participants had normal or corrected-to-normal eyesight. None of the participants for the follow-up experiment participated in the first experiment.

4.2. Apparatus and Stimuli

The apparatus and stimuli used for the follow-up experiment were the same as for the previous experiment.

4.3. Conditions

The follow-up experiment, concerned with testing the cost of computing least-cost hypothesis, involved a one-factor (two-level) design. The factor is search type and the levels were feature and conjunction. The feature condition opposed a low feature search field against a high feature search field, and the conjunction condition opposed a low conjunction search field against a high conjunction search field. Hence, the follow-up experiment consisted of just two trial types, where (1) a feature low cost display was paired with a feature high cost display, and (2) a conjunction low cost display was paired with a conjunction high cost display. All other conditions for the follow-up experiment were the same as before.

4.4. Procedure and Analysis

The procedures and analyses for the follow-up experiment were the same as for the previous experiment. Accordingly, low and high search fields were randomly allocated to the left and right display hemifields.

4.5. Results and Discussion

4.5.1. Replication

The ANOVA for response times on test trials replicated the effects observed on test trials for the previous experiment. For control trials, the mean gaze rate to the search field for each of the four control conditions was at least 0.97, which was significantly greater than the 0.5 chance rate: \( t_{(20)} = 17.558, p < 0.001 \) (low feature), \( t_{(20)} = 30.403, p < 0.001 \) (high feature), \( t_{(20)} = 31.969, p < 0.001 \) (low conjunction), and \( t_{(20)} = 37.282, p < 0.001 \) (high conjunction). For test trials, there were significant main effects of features search cost, \( F_{(1, 20)} = 147.6, p < 0.001 \), and conjunction search cost, \( F_{(1, 20)} = 151.17, p < 0.001 \), and there was a significant interaction, \( F_{(1, 22)} = 5.91, p < 0.05 \). Response was fastest in the low-low condition, and slowest in the high-high condition. The ANOVA for control trials replicated the effect of cost on response times for the previous experiment, \( F_{(1, 22)} = 163.66, p < 0.001 \), but there was also an effect of search on response times that was not observed for the previous experiment, \( F_{(1, 22)} = 11.62, p < 0.01 \), feature search was faster than the conjunction search. With regard to EOG, there was a significant main effect of feature cost on gaze rate, \( F_{(1, 22)} = 14.75, p < 0.001 \). The main effect of conjunction cost on gaze rate was marginal \( F_{(1, 22)} = 4.21, p = 0.054 \). The interaction was not significant. Mean response times are shown in Figure 4.

Two-tailed \( t \)-tests revealed that the mean saccade rate in the (feature-conjunction) high-low and high-high conditions were significantly lower than chance. Mean rates for each condition are shown in Figure 5. As with the previous experiment, there were no significant effects for response rates, which were near ceiling (greater than 0.95) for all conditions.

4.5.2. Cost of Determining Least-Cost (Follow-up Experiment)

The mean response time (standard deviation) for the feature low-high condition of 829 ms (70 ms) was shorter than the mean response time for the conjunction low-high condition 845 ms (97 ms), although this difference did not reach significance, \( t_{(20)} = -1.85, p = 0.079 \) (two-tailed).

Analysis of EOG for low vs. high difficulty in feature and conjunction search revealed a significant effect of search type, \( F_{(1, 22)} = 9.46, p < 0.01 \). Two-tailed \( t \)-tests revealed that the mean gaze rate was significantly greater than chance in the feature condition, but not the conjunction condition. Mean gaze rates are shown in Figure 6.

The data confirm the cost of computing least-cost hypothesis: participants assess the relative difficulty of low vs. high feature conditions, but not low vs. high conjunction conditions. Although the response time difference did not reach significance, the trend toward faster response in the feature low-high condition is consistent with the difference in gaze direction, since participants conducted significantly more searches in the lower cost search display for the feature than for the conjunction alternatives.
5. GENERAL DISCUSSION

The data support a contextualized version of the least-cost principle in that the cost of computing least-cost also influences display selection, where cost was based on the response times for search when only one display set was presented (i.e., the no-alternative display/route control trials). Participants primarily based their decision on feature search cost, as suggested by the response time and gaze direction data from the first experiment—sensitivity to conjunction-search cost implies that participants should search for the target more often in the conjunction display for the high-low than high-high condition, which would be at chance level. However, no significant difference was observed.

The difficulty of assessing conjunction search cost was confirmed in the follow-up experiment, which revealed a clear low cost preference when the alternatives were low or high cost feature search, but not when the alternatives were low or high cost conjunction search. Thus, participants assessed alternatives, but only when the cost of that assessment was relatively low. Note that the cost of assessing relative costs must itself be relatively cheap, or automatically invoked, otherwise there is the potential for infinite regress: if this (second-order) assessment of cost itself requires a cost assessment, then there must be a third-order cost assessment, and so on. One way to short-circuit this infinite regress is to enforce a time-limit on the decision process. Suppose the decision is governed by a race to some criterion threshold (see Ratcliff and Smith, 2004). By imposing a time constraint, choice defaults to the leading alternative, thus circumventing an infinite regress of cost assessments.

One caveat to the current study concerns the relationship between dual-display as distinguished task conditions and dual-route as distinguished cognitive processes. In our task, the two displays yielded the same responses. So, cognitive functions cannot be distinguished extensionally: by different input-output relations; rather, they can only be distinguished intensionally: e.g., by differences in constituent functions—functional equation $f \circ g = h$ indicates extensional equality in that both sides specify the same input-output relation, but not intensional equality because the left side is composed...
of two functions \((f\text{ and } g)\) and the right side only one \((h)\). A direct way of identifying cognitive dual-routes is to contrast processes that make contradictory behavioral (response) predictions (e.g., Sternberg and McClelland, 2012). However, our interest here is in complementary cognitive processes as introduced earlier. And so, although response time and gaze rate differences suggest alternative cognitive processes, further work is needed to tease apart putative differences in constituent processes, which we discuss next.

Clearly, participants are partly sensitive to the relative cost of search. Less straightforward is assessing whether the alternative displays necessitate different search processes: exercise a dual-route processing strategy. Recall (Introduction) the distinction between pluralistic (hybrid) vs. monolithic theories. We suppose that one could argue for a single search process to account for feature and conjunction search (monolithic theory), given that the baseline response times (control trials) were comparable for the same level of difficulty. Presumably, for example, such an argument could proceed by assuming a comparable similarity metric for items in feature and conjunction displays, where comparable measures of target-distractor and distractor-distractor similarity influence search efficiency akin to, say, the Guided Search Model (Wolfe et al., 1989). On the other hand, a (single) mechanism that accounts for assessment of feature search difficulty may well be necessary, but not sufficient to explain the inability to assess the difficulty of conjunction search. One can always assume a single function that accommodates all conditions by including additional parameters or assumptions, but the important question is whether such additions are ad-hoc to the monolithic theory (Aizawa, 2003).

Toward this end, we outline some category theory (Mac Lane, 1998) connections to help push forward this work. Universal constructions (e.g., categorical products) are central to an explanation of systematicity (Phillips and Wilson, 2010) (See also Phillips et al., 2009 for categorical products as an explanatory component of cognitive developmental capacity).

Products and pairs of functions are equivalent: a single function over a set of pairs compares with a pair of functions each over a corresponding set of singletons. Such equivalences induce two equal but distinct paths, typically expressed by so-called commutative diagrams. One can interpret conjunction search as involving a (binary or ternary) product and feature search as involving a non-product (or, trivial unary product). So, (double/triple) conjunction search involves a single search along multiple (two/three) feature dimensions, or multiple searches each along a feature dimension. Visual conjunction search reportedly involves greater EEG synchrony with product arity (Phillips et al., 2012), hence the category theoretical motivation for the current study (Systematicity in this situation is having, e.g., the capacity to search for a blue triangle among blue squares and red triangles whenever having the capacity to search for a red square among red triangles and blue squares, assuming the ability to recognize the constituent color and shape features). The general methodological challenge is to develop further empirical tests for the implied equivalent computational paths.
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