Knowledge structure transition in library and information science: topic modeling and visualization
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Abstract
The purpose of this research is to identify topics in library and information science (LIS) using latent Dirichlet allocation (LDA) and to visualize the knowledge structure of the field as consisting of specific topics and its transition from 2000–2002 to 2015–2017. The full text of 1648 research articles from five peer-reviewed representative LIS journals in these two periods was analyzed by using LDA. A total of 30 topics in each period were labeled based on the frequency of terms and the contents of the articles. These topics were plotted on a two-dimensional map using LDAvis and categorized based on their location and characteristics in the plots. Although research areas in some forms were persistent with which discovered in previous studies, they were crucial to the transition of the knowledge structure in LIS and had the following three features: (1) The Internet became the premise of research in LIS in 2015–2017. (2) Theoretical approach or empirical work can be considered as a factor in the transition of the knowledge structure in some categories. (3) The topic diversity of the five core LIS journals decreased from the 2000–2002 to 2015–2017.
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Introduction

Background

Investigating the kind of research being done in a field of research involves understanding the knowledge structure of that field and, in turn, revealing the identity of that field. In
library and information science (LIS), such investigations have been undertaken since the 1970s using a variety of approaches. However, the topic modeling approach has recently garnered considerable attention. This approach is a type of big data analysis of words in articles that can reveal hidden relationships between them and can sometimes find non-thematic topics. This article uses this topic modeling approach to clarify the knowledge structure of LIS.

**Literature Review**

**Content Analysis**

Content analysis is used to identify and record the meanings of documents in a systematic and quantitative way (Allen and Reser 1990). In LIS, surveys to examine trends of research based on content analysis began in the 1970s. Atkins (1988) conducted a content analysis of research articles published from 1975 to 1984 and found a list of 58 subjects in LIS. As recently as the 2000s, information retrieval (IR) was consistently the subject of approximately 30% of research articles in LIS (Jarvelin and Vakkari 1993, Pettigrew and McKechnie 2001, Koufogiannakis et al. 2004, Miyata et al. 2010).

A survey by Tuomaala et al. (2014), which was a follow-up to the analysis by Jarvelin and Vakkari (1993), examined data from 718 articles in 2005. They found that information storage and retrieval (30%) was the most common subdomain of LIS, followed by scientific and professional communication (24%), library and information service activities (17%), and information seeking (12%). This survey also revealed that other research topics in LIS had been rarely studied (Tuomaala et al. 2014).

Some studies have conducted a content analysis of LIS research by country, such as Denmark (Kajberg 1996), Japan (Sugiuchi et al. 2011), Spanish-speaking countries (Kawalec 2013), and India (Dora and Kumar 2017).

Content analysis is the method of reading articles to identify topics and assigning prepared subject headings or classification numbers to them. It is necessary to prepare an appropriate classification system to this end. Jarvelin and Vakkari (1993) proposed a classification system, but Tuomaala et al. (2014) showed that generative subjects needed to be added to it.

Content analysis is limited in tracking long-term transitions in research. Furthermore, because it is based on manual work, the number of articles analyzed is always limited.

**Citation Analysis**

White and Griffith (1981) mapped information science (IS) using authors as units of analysis and the co-citation of pairs of authors as the variable. They chose 39 authors, formed author pairs using a citation index to determine the number of co-cited articles, and plotted a co-citation matrix in two dimensions using MDSCAL. They found that “information science lacks a strong central author, or group of authors, whose work orients the work of others across the board, and the field consists of several specialties around a weak center” (White and Griffith 1981, p. 343). Also, they successfully identified and visualized specialties that constitute IS. Their results were confirmed by the consensus among researchers on the correctness of the knowledge structure that they had attributed to IS. Moreover, the study has been appreciated as pioneering the use of a quantitative approach to identify the knowledge structure of a research field.
Since then, a large number of studies have used author co-citation analysis. For example, Zhao and Strotmann (2008) introduced author bibliographic coupling analysis. They observed that research on webometrics was active in the years 2001–2005 but appeared to have declined since. Similarly, research on information retrieval was no longer an active research area although it had attracted a number of researchers in the years 1996–2000. Yang et al. (2016) proposed author keyword coupling analysis (AKCA) to visualize the intellectual structure of information science and used the data analyzed by Zhao and Strotmann (2008). They labeled factors obtained by the AKCA as bibliometrics, IR, and information behavior, mapping of science, research performance, impact and ranking, patent analysis, and digital library. Citation analysis has been most frequently used to elucidate trends in a research field, and is becoming more sophisticated over time.

Another approach to co-citation is document co-citation. Hou et al. (2018) analyzed emerging trends and new developments in information science in the years 2009–2016 through document co-citation. In their study, they found that the positions of certain core topics found in the previous studies (i.e., information retrieval, webometrics, and citation behavior) had been replaced by other topics (i.e., scientometric indicators, citation analysis, scientific collaboration, and information behavior) in the recent period.

Analysis of Co-occurring Words

In addition to analyzing the structure of a field by grouping authors through citation information in articles, some studies have used co-occurrence word analysis. Co-occurrence word analysis has been used to clarify the relatedness of co-occurring words from different articles and has often been used to analyze a combination of co-citation and co-author relations to identify topics. Milojevic et al. (2011) identified three main branches of LIS—LS (academic/public/school librarianship, information literacy, technology, policy, the Web, knowledge management, and others), IS (information retrieval, Web search, catalogs, and databases), and scientometrics/bibliometrics (SCI-BIB).

Topic Modeling and LDA

The last 20 years have witnessed a rise in the number of studies using topic modeling in a large number of articles. Probabilistic Latent Semantic Analysis (PLSA) is a traditional method used to classify a large amount of bibliographic data. Wang and McCallum (2006) presented Topics over Time (TOT), which is a topic modeling method that models timestamp values in order to discuss the topics’ occurrence and correlation changes over time.

Blei et al. (2003) proposed latent Dirichlet allocation (LDA) as an approach that represents topic in documents by using a mixture of words to analyze how topics had changed over time. Since then, topic modeling has focused on LDA. Blei and Lafferty (2006) applied LDA to analyze trends in the journal Science. They collected 30,000 articles and gleaned 7.5 million words from them by stemming each term to its root. They also removed function terms as well as terms occurring fewer than 25 times. LDA has also been used for topic modeling in computer linguistics (Hall et al. 2008), statistics (De Battisti et al. 2015), international speech communication (Liu et al. 2015), and software engineering (Dam and Ghose 2016).

Some studies have examined trends of research in LIS using LDA, as shown in Table 1. Sugimoto et al. (2011) indicated that the main topics in LIS had changed significantly from those in the initial period (1930–1969) to what was then 2000 through 2009. The main
| References               | Period          | Type                                      | Items for analysis             | Articles | Information sources                                      | Number of topics |
|-------------------------|-----------------|-------------------------------------------|-------------------------------|----------|----------------------------------------------------------|-----------------|
| Sugimoto et al. (2011)  | 1930–2009       | Dissertations                             | Title, abstract               | 3121     | MPACT                                                    | 50              |
| Lu and Wolfram (2012)   | 2000–2010       | Journal articles                          | Title, abstract keywords plus | 5227     | 8 journals                                               | 20              |
| Yan (2014)              | 2001–2011       | Journal articles, proceeding papers,      | Title                         | 27,796   | JCR category: Information Science and Library Science    | 20              |
|                         |                 | review articles                           |                               |          |                                                          |                 |
| Yan (2015)              | 1955–2013       | Journal articles, proceeding papers,      | Title                         | 51,156   | JCR category: Information Science and Library Science    | 50              |
|                         |                 | review articles                           |                               |          |                                                          |                 |
| Figuerola et al. (2017) | 1978–2014       | Journal articles                          | Title, abstract               | 92,705   | LISA                                                     | 19              |
| Kurata et al. (2018)    | 2000–2002 and   | Journal articles                          | Full text                     | 1648     | 5 journals                                               | 30              |
|                         | 2015–2018       |                                           |                               |          |                                                          |                 |
| Lamba and Madhusudhan (2019) | 1981–2018     | Journal articles                          | Full text                     | 928      | 1 journal                                                | 50              |
topics from 2000 through 2009 were information use; the Internet; information-seeking behavior; information retrieval and user centeredness; and information retrieval and classification. The study showed that LDA can be used to map trends in LIS over long periods.

Lu and Wolfram (2012) identified 20 topics and presented an LDA map consisting of informetric laws, scientific impact evaluations, webometrics and search engine analysis, and information retrieval. They concluded that “the overall layout of the clusters in the LDA map is more distinctive than the word-based maps” (Lu and Wolfram 2012, p. 1981).

Yan (2014) found research topics as follows: Web information retrieval, citation and bibliometrics, system and technology, health science, the h-index, online communities, data preservation, social media, and Web analysis. Yan (2015) also stated that topics related to online technologies, informetrics, information retrieval systems, health communication and informetrics, and online social networks have become popular over the last few decades. On the contrary, topics concerning books, collections, and cataloging have declined in popularity.

Figuerola et al. (2017) applied LDA to identify and label the main topics and categories in the corpus. Their quantitative results identified 19 important topics that were grouped into four areas: processes, information technology, library, and specific areas of information application.

Kurata et al. (2018) analyzed LDA results for five LIS journals by the ratio of articles. They showed that a few topics were stable in the periods and others were influenced by journals’ orientation (i.e. library science or information science) and publication periods. Lamba and Madhusudhan (2019) mapped the topics in DESIDOC Journal of Library and Information Technology for the period of 1981–2018 using LDA and found that bibliometrics, information and communication technology (ICT), information retrieval, and user studies were highly researched areas in India during the period.

Studies using LDA in subdomains of LIS have also been conducted, including information retrieval (Chen et al. 2017a), knowledge organization (Joo et al. 2018), and electronic health records (Chen et al. 2017b).

Research Questions

Understanding the knowledge structure of research fields using traditional research methods was intended to provide a big picture of these areas (Borner et al. 2003). In other words, the aim was to draw a map of the given research area consisting of subfields. On the contrary, research using LDA is intended to clarify the changes in topics over time, and it can help reveal new aspects of research on LIS. The purpose of this research is to understand the knowledge structure of LIS using specific topics identified by LDA and visualize the big picture of the field consisting of them. Moreover, it describes the transition of the knowledge structure between specific periods (2000–2002 and 2015–2017).

We chose academic articles published in core journals as a source of information to reflect the knowledge structure of LIS. As a result, our datasets are not very large. Then we decided to use the full text, not the article title and abstract, although all previous studies using LDA to investigate research trends in LIS have used titles and abstracts. This is because Syed and Spruit (2017) applied LDA to four kinds of datasets of articles; two of them were title and abstracts, the other two were full texts. This showed that terms of topics obtained by LDA had not been appropriate in small datasets constructed with titles and abstracts.
We selected the two periods (2000–2002 and 2015–2017) to understand the transition of the knowledge structure in LIS. The period 2015–2017 coincides with the beginning of this research, and the period 2000–2002 (15 years ago) is a sufficient amount of time for a marked transition to have occurred. This is especially true given that 10–20 years has been chosen as the period to observe changes in previous research (Jarvelin and Vakkari 1993, Tuomaala et al. 2014). Moreover, the time around 2000–2002 was when the Internet was becoming popular and its influence was becoming noticeable.

We refer not only to its top five most frequently used terms but also its title, abstract, and full text because topic label in previous studies was difficult to understand. Additionally, we categorize the topics and analyze the knowledge structure of the field by visualizing the distance between pairs of labeled topics using a two-dimensional (2D) map. Next, we examine the transition of the knowledge structure in the two periods mentioned. Finally, we analyze the relationship between journals and topics, which has not been considered in previous research.

Summarizing the above, the research questions for this study are as follows.

1) Which categories are identified as research areas using the 2D map?
2) What kinds of transitions are seen in the two periods among categories and topics?
3) What kinds of relationships are observed between topics and journals, and what are the transitions in this relationship between the periods?

Method

Data Collection

The data used for topic modeling were derived from research articles published in core LIS journals. We selected journals that were peer-reviewed, had high prestige among researchers, belonged to the LIS domain, were not narrowly specialized, and continually published a sufficient number of articles per year. Although it is possible to obtain metadata for a large number of articles from databases, such databases include not only peer-reviewed journals, but also magazine articles and other non-peer-reviewed sources. Moreover, the journals selected using the *Journal Citation Report (JCR)* include those that are said not to be considered core journals in LIS. We thus selected five journals given that previous studies identified core journals.

Nixon (2014) reviewed tiered or ranked lists of LIS journals, and proposed an expert opinion study and a citation study for such research. Kohl and Davis (1985) asked deans of library schools accredited by the American Library Association and directors of the Association of Research Libraries about representative journals in LIS. Follow-up studies were published by Blake (1996), Nisonger and Davis (2005), and Manzari (2013). The ranking by deans of LIS faculty in each result are summarized in Table 2. Because of the newness and the sample size, we selected the top five journals according to the result by Manzari (2013) as our datasets.

*Information Processing & Management (IPM), Journal of Documentation (JDOC), Journal of the Association for Information Science and Technology (JASIST), Library & Information Science Research (LISR), and Library Quarterly (LQ)* were selected. The articles that were included in special issues such as “Special Issue; Digital Libraries” (Volume 51, Issue 4) were excluded from our sample because of their negative
influence on topic extraction. We acquired the full text of 1648 articles from HTML files from each journal’s online platform. This number of articles is similar to the small number of articles surveyed by Syed and Spruit (2017). We also considered it appropriate to use the full text of the articles. The number of the articles in two periods is shown in Table 3.

### Experimental Settings

Preprocessing for the full text was performed as follows: (1) All letters were converted to lower case. (2) Stop words from the NLTK library (available at https://www.nltk.org/nltk_data/) (e.g., *a, it, not*, etc.), functional words, words containing numbers, and words frequently used in research articles (e.g., *table, figure*) were removed. (3) The remaining

#### Table 3  The number of the articles per journal

| Journal                                         | 2000–2002 | 2015–2017 |
|-------------------------------------------------|-----------|-----------|
| Information Processing & Management             | 108       | 183       |
| Journal of Documentation                         | 89        | 90        |
| Journal of the Association for Information Science and Technology | 280       | 567       |
| Library & Information Science Research           | 48        | 108       |
| Library Quarterly                                | 36        | 39        |
| Total                                           | 561       | 1087      |
words were stemmed by Porter’s algorithm; (4) Frequently used words that had appeared in more than 90% of our datasets and rare words appearing fewer than nine times were removed.

LDA was performed using Python’s *gensim* library (available at https://radimrehurek.com/gensim/index.html) for each period. The number of iterations was set to 500 and the other parameters were set according to the standard setting of gensim. The number of topics was set to 30 based on previous research.

Labels were assigned to the 30 topics in each period. Topic labels were determined by the agreement of the authors based on the top 10 most frequently used terms as well as the metadata and full text with a probability of over 0.5 for a given topic. In this study, preliminary analysis was conducted with multiple parameter settings and different numbers of topics. The most interpretable settings were then selected.

*LDAvis* was then used to interpret the results visually. It can plot topics on a 2D scale and the sizes of topics in the plot represent the ratios of topic probabilities. Topic probabilities are calculated by aggregate of the probability of all articles in each topic. We used *pyLDAVis* (available at https://github.com/bmabe/pyLDAVis), which is a Python implementation of *LDAvis* (available at https://CRAN.R-project.org/package=LDAvis).

Based on their location and proximity in the plots, the topics were categorized. We analyzed changes in the categories and topics between 2000–2002 and 2015–2017. By comparing the distributions of topic probabilities, changes in the specializations of the journals were explored.

**Results**

**Labeling the Topics**

The process of labeling is explained using the topic *Modeling student information-seeking behavior* in the period 2000–2002 as an example. First, we examined the top five most frequently used terms in this topic (*student, search, device, user, and database*) indicated by LDA. Considering the topic labels from these five words, *student or users searching databases or some device* was assumed to be appropriate. Then, we examined the titles, abstracts, and full texts of the articles with probabilities of higher than 0.5 for this topic (eight articles). The titles and authors of articles with a probability of higher than 0.7 for this topic are shown in Table 4. Half of the articles focused on students and search behavior in various search systems was targeted rather than specific databases. Moreover six out of eight articles conducted theoretical modeling of information behavior than an empirical survey. For example, the first article in Table 4 modeled the user’s coding of information received from an IR system using Kintsch’s theory. Based on the above features, this topic was labeled *Modeling student information-seeking behavior*. In this example, the top five most frequently used terms did not represent this topic.

All thirty topics were similarly labeled. The results are as shown in Table 5 for 2000–2002 and Table 6 for 2015–2017.

**Categorization of Topics**

Thirty topics were placed on a 2D plot for each of the two periods and were categorized based on their locations and contents. Starting from where similar topics were overlapped,
### Table 4  
Articles in topic *Modeling student information-seeking behavior* in 2000–2002 (probability > 0.7)

| Probability | Author(s) | Title                                                                 | Journal |
|-------------|-----------|------------------------------------------------------------------------|---------|
| .9997       | Cole, C; Mandelblatt, B | Using Kintsch’s discourse comprehension theory to model the user’s coding of an informative message from an enabling information retrieval system | *JASIST* |
| .9997       | Cole, C   | Intelligent information retrieval: Part IV. Testing the timing of two information retrieval devices in a naturalistic setting | *IPM*   |
| .9997       | Cole, C; Cantero, P; Ungar, A | The development of a diagnostic-prescriptive tool for undergraduates seeking information for a social science/humanities assignment. III. Enabling devices | *IPM*   |
| .9996       | Cole, C   | Interaction with an enabling information retrieval system: Modeling the user’s decoding and encoding operations | *JASIST* |
| .8619       | Hood, WW; Wilson, CS | The scatter of documents over databases in different subject domains: How many databases are needed? | *JASIST* |
| .7221       | Nicholson, S | Raising reliability of Web search tool research through replication and chaos theory | *JASIST* |
| Category                                    | Topic                                           | No. of articles | Top five most frequently used terms |
|---------------------------------------------|-------------------------------------------------|-----------------|-------------------------------------|
| Bibliometrics                               | T1 Bibliometrics and statistical method         | 22              | cluster word valu author distribut  |
| Information Retrieval                       | T2 Document analysis                            | 6               | search engin document index retriev |
|                                             | T3 Document representation in IR                | 11              | document retriev index word text    |
|                                             | T4 Image retrieval                              | 18              | imag retriev queri user equat      |
|                                             | T5 Knowledge discovery from information retrieval | 13              | document user retriev concept cluster |
|                                             | T6 Multilingual IR                              | 6               | translat concept languag document english |
|                                             | T7 Performance evaluation in IR                 | 5               | document origin page relev imag    |
|                                             | T8 Query expansion and database compression      | 19              | queri document weight search collect |
|                                             | T9 Statistical text analysis                    | 10              | tree document key level node        |
|                                             | T10 Stemming and lemmatization in indexing      | 13              | word index string languag method    |
|                                             | T11 Word similarity for document retrieval      | 14              | document model relev retriev measur |
| Information Search and User                 | T12 Communities on the Web                      | 6               | question display sampl commun group |
|                                             | T13 Human computer interaction                  | 6               | user class profil news site         |
|                                             | T14 Information architecture and UI             | 11              | user design model document subject  |
|                                             | T15 Interaction in information seeking behavior | 23              | search user relev interact ir      |
|                                             | T16 Link analysis and citation analysis on the web | 7               | page web link journal author       |
|                                             | T17 Modeling students information-seeking behavior | 8               | student search devic user databas  |
|                                             | T18 Query log analysis of retrieval systems     | 12              | user search queri web log          |
|                                             | T19 Users in Web search                         | 13              | search user queri web engin        |
|                                             | T20 Web information seeking behavior of children and students | 8               | search task children web student   |
|                                             | T21 Web search strategies and website evaluation | 15              | site question knowldg web evalu    |
| Category                              | Topic                                  | No. of articles | Top five most frequently used terms                  |
|---------------------------------------|----------------------------------------|-----------------|-----------------------------------------------------|
| Library                               | T22 Library and print media            | 10              | librari  literaci  scholar  music  factor            |
|                                       | T23 Library services on the Internet   | 11              | librari  internet  user  servic  digit              |
|                                       | T24 Research and education in LIS      | 14              | librari  scienc  knowledg  univers  student         |
|                                       | T25 Roles of public library            | 29              | librari  public  servic  question  librarian        |
| Library and Information Science       | T26 Epistemology in LIS                | 14              | social  commun  knowledg  measur  languag           |
| Scholarly Communication               | T27 Economy of digital academic publishing | 18            | publish  librari  electron  journal  commun        |
|                                       | T28 Internet impact on scholarly communication | 8              | journal  citat  cite  sourc  public                 |
|                                       | T29 Social issues in knowledge diffusion | 18            | women  commun  theori  articl  sourc               |
|                                       | T30 Social network in discipline       | 12              | document  scienc  field  relev  nurs               |

*Probability of more than 0.5
| Category                        | Topic                                                   | No. of articles<sup>a</sup> | Top five most frequently used terms          |
|--------------------------------|---------------------------------------------------------|-----------------------------|---------------------------------------------|
| **Information Retrieval**      | T1 Classification and selection algorithm               | 23                          | review document algorithm model class       |
|                                | T2 IR algorithm                                        | 41                          | queri document model math user              |
| **Information Search and User**| T3 Collaborative use of knowledge resources             | 8                           | collabor entiti group type resourc          |
|                                | T4 Emotion in social media                             | 20                          | social media network share read            |
|                                | T5 Engagement in the Web                               | 16                          | tag user search imag strategi              |
|                                | T6 Health information search behaviors                 | 109                         | particip librari commun social peopl       |
|                                | T7 Information behavior in Web community               | 21                          | question user search answer particip        |
|                                | T8 Information literacy                                | 16                          | system evalu search ir relev               |
|                                | T9 Interactive information search                      | 11                          | queri student search score decept          |
|                                | T10 Knowledge acquisition                              | 10                          | curat knowledg visual literaci film         |
|                                | T11 Modeling information search                        | 23                          | model seek commun context knowledg          |
|                                | T12 Motivation                                         | 26                          | librari motiv particip knowledg children    |
|                                | T13 Music information search                           | 13                          | music imag song mood project               |
|                                | T14 News sites and business intelligence               | 15                          | user news system qualiti model             |
|                                | T15 Privacy                                            | 14                          | privaci post refer concern patron          |
|                                | T16 Search strategies during task                      | 35                          | search task user topic particip            |
|                                | T17 Serendipity                                        | 10                          | topic document model serendip environ      |
|                                | T18 Theoretical approach to knowledge organization     | 39                          | tag digit document user design             |
| **Library**                    | T19 Philosophical approach to the library and document  | 30                          | librari public document institut project    |
| **Scholarly Communication**    | T20 Analysis of authors                                | 18                          | author paper question rank answer          |
|                                | T21 Information technology diffusion                   | 12                          | technolog drug model patent function        |
|                                | T22 Network of academic knowledge                      | 12                          | knowledg patient model network topic        |
| Category                                      | Topic                                   | No. of articles\(^a\) | Top five most frequently used terms |
|-----------------------------------------------|-----------------------------------------|------------------------|------------------------------------|
|                                               | T23 Research data sharing               | 18                     | share, review, behavior, wikipedia, reuse |
|                                               | T24 Research evaluation                 | 100                    | citat, articl, public, journal, paper |
|                                               | T25 Scholarly communication and OA      | 31                     | journal, publish, articl, scienc, oa |
| Tweet Analysis                                | T26 Feature extraction from the Web     | 11                     | featur, tweet, user, fig, candid    |
|                                               | T27 Language model and concept extraction | 11                   | concept, model, document, word, sentenc |
|                                               | T28 Recommendation system               | 23                     | user, recommend, network, node, item |
|                                               | T29 Sentiment analysis and multilingual text analysis | 18     | languag, word, model, text, featur |
|                                               | T30 Twitter                             | 29                     | tweet, word, user, document, topic  |

\(^a\)Probability of more than 0.5
the extent to which the topics around the starting point could be included in one category was examined. If two topics were located in the same place but had different content, they were classified into different categories. We have reported briefly categories between periods in Miyata et al. (2018), but here we added description of each category and discussed insights in transition of categories between periods.

Categories in 2000–2002. Figure 1 shows a 2D plot of thirty topics and categories in 2000–2002. The topics were grouped into the following six categories: Information Retrieval, Information Search and User, Library, Scholarly Communication, Library and Information Science, and Bibliometrics.

The Information Retrieval category was used to identify the place (location) where several topics (Multilingual IR, Image retrieval, and Word similarity) overlapped. This category denoted various types of IR, and topics on theories and methods supporting the IR systems. The topics Query expansion and database compression and Stemming and lemmatization were also included into the category because they are related methods to IR. Although the topic Document analysis overlapped with Modeling student information-seeking behavior, only Document analysis was included in the Information Retrieval category according to the labels.

The Bibliometrics category consisted of only the topic Bibliometrics and statistical method.

Fig. 1 Topics and categories in 2000–2002
The Information Search and User category was used to identify overlapping topics related to search behavior, such as Interaction in information seeking behavior. Despite this, the category also included topics focusing on system development (e.g., Information architecture and UI). Therefore, rather than Information Search Behavior, Information Search and User was chosen as the name of the category to denote the broader context.

The Library category was used to identify the overlap between Roles of public library and Library and print media. The topic Research and education in LIS which did not focus on libraries was included in the Library category. This is because in the map, it overlapped almost completely with the Library category but was significantly far from the LIS category, which would otherwise be considered its natural abode based on the content.

The Scholarly Communication category was used to identify the overlap between the topics Internet impact on scholarly communication and Social network in discipline. The topic Economy of digital academic publishing was close to the Library category, but its contents were unrelated to the library and instead pertained to scholarly communication.

As Topic Epistemology in LIS had the unique feature in that it philosophically examines LIS, the Library and Information Science category was created as an independent category.

Categories in 2015–2017. Figure 2 shows a 2D plot of the thirty topics and the categories in 2015–2017. The topics in 2015–2017 were divided into the following five
categories: Information Retrieval, Information Search and User, Library, Scholarly Communication, and Tweet Analysis.

The Information Retrieval category was based on two topics, IR algorithm and Classification and selection algorithm, related to the IR algorithm.

The Tweet Analysis category was centered on the topic Twitter. It included topics analyzing big data, with tweets (posts to SNS) such as those on Feature extraction from the Web, for example. The topic Recommendation system overlapped with the topic IR algorithm in Information Retrieval category but did not deal with an IR algorithm. It consisted of articles on the analysis of tweets. Therefore, the topic Recommendation system was included in the Tweet Analysis category.

The Information Search and User category spanned from the topic Health information search behavior, located on the left, to the topic Search strategies during task, located at the center. This category included topics on typical information behavior research and ones focusing on systems for searching, such as News sites and business intelligence, the effects of using SNS (Emotion in social media), and the attention or interests in search in diverse environments (Motivation). Therefore, the category was called Information Search and User instead of Information-seeking Behavior.

The Scholarly Communication category summarized topics dealing with the structure of academic communication (Network of academic knowledge), and those related to the evaluation and analysis of research achievements (Research evaluation). The topic Research data sharing was close to Information Search and User category but was included in Scholarly Communication because it had been a latest topic of that.

Library was a category consisting only of the topic Philosophical approach to the library and document. This topic deals with libraries and documents from a philosophical perspective (e.g., public space and publicity) and, according to its content, this category is different from Information Search and User or Scholarly Communication.

Transition of Categories Between Periods

Overview of changes. The categories Library and Information Science and Bibliometrics were only identified in the 2000–2002 period. The category Bibliometrics included only the topic of bibliometrics and statistical method, which contained theoretical articles on bibliometrics, in 2000–2002. In 2015–2017, research applying bibliometric approaches, such as the topic of research evaluation belonged to the category Scholarly Communication and the category Bibliometrics was no longer independent.

The category identified only in the 2015–2017 period was Tweet analysis. In 2000–2002, there was no work on the analysis of big data, and so this topic was not identified.

Changes in the same category. In the category Information Retrieval, the number of topics decreased significantly in 2015–2017. This category in 2000–2002 contained theoretical views on IR system development, and empirical analyses of different kind of IR systems. However, the category in 2015–2017 contained only two topics, both focusing on more abstract algorithms.

The category Library in 2000–2002 contained topics focusing on library services and functions of the library. This category in 2015–2017 contained only one topic focusing on the library function. The category Users and Information Search in 2000–2002 contained 10 topics and then 16 in 2015–2017. This category was altered to cover broader concepts in the periods 2000–2002 and 2015–2017. In 2000–2002, it included topics focusing on information search using a new technology or system on the Web in the traditional framework.
of information search behavior (e.g., Topic Web information-seeking behavior of children
and students). On the other hand, in this category in 2015–2017, there is no longer a topic
that emphasizes the use of the Web for information behavior. As the Web has become the
premise of research, focus of topics became a specific context, such as health information
or various communities online. Furthermore, the category included topics that focused on
emotions and motivation on the Web and was not limited to traditional information search
behavior directed toward a clear goal.

In the category Scholarly Communication, there were four topics in 2000–2002 and
six in 2015–2017. In 2000–2002, three of its four topics focused on changes to scholarly
communications through the Internet and digital environments. In 2015–2017, the topics
included new features and systems of scholarly communication, such as open access and
data sharing, due to the influence of the Internet and digital environments (e.g., Scholarly
communication and OA). Furthermore, it included topics related to the evaluation of
research results as scholarly communication using bibliometrics. (e.g., Analysis of authors).

Relationships Between Topics and Journals

We analyzed the transitions in the journals based on the topics. For each topic, the char-
acteristics of the journals were viewed in terms of probability distributions of topics per
journal and calculated as follows: (1) sum of topic probability for each article per journal
and (2) standardize the value by dividing by the number of articles. Tables 7 and 8 show
the relationships between topics and journals using probability distributions of topics per
journal.

Topics with a probability higher than 0.1 were regarded as those with which the journal
mainly dealt. In 2000–2002, the probability of Roles of public library, (Topic 25) for LQ
was 0.42, the highest value among all topics in all journals. Approximately 40% of the con-
ents of the journal as a whole had some relationship with the topic Roles of public library.
It was followed by the topics Research and education in LIS (Topic 24) and Epistemology
in LIS (Topic 26). LQ had strong relationships with topics on theoretical and philosophical
approaches to LIS. On the contrary, LQ had a near zero probability for IR-related topics.
and those focusing on empirical approaches to library services, such as *Library services on the Internet* (Topic 23).

The topic specialties were also seen in other journals. The topic *Roles of public library* also had the highest probability in *LISR* (0.22). In *IPM*, IR-related topics, such as *Word similarity (for document retrieval)* (Topic 11) (0.10) and *Query expansion and database compression* (Topic 8) (0.13) had probabilities higher than 0.1. In *JDOC*, only *Economy of digital academic publishing* (Topic 27) (0.15) had a probability higher than 0.1.

On the contrary, *JASIST* in 2000–2002 did not contain a topic exceeding a probability of 0.1 but had no topic with a near-zero probability ($p < 0.01$). It can be concluded that *JASIST* uniformly treated various research topics in LIS.

In 2015–2017, *LQ* was highly biased toward *Health information search behaviors* (Topic 6) (0.45) and *Philosophical approach to the library and document* (Topic 19) (0.26). The topic of *Health information search behaviors* was also highly rated in *JDOC* and *LISR* (0.25 for both).

*IPM* had the same tendency in 2000–2002, whereby IR-related topics such as *IR algorithm* (Topic 2) (0.13) and SNS-related topics such as *Twitter* (Topic 30) (0.12) had a probability of over 0.1.

The topic *Research evaluation* (Topic 24) had the highest probability of 0.17 in *JASIST*, which did not have any other topic over 0.1 in 2000–2002. However, *JASIST* also maintained topic generality because it did not have a topic with a near-zero probability.

We measured topical diversity by calculating the standard deviation of topic distribution for each journal in the two periods. A large standard deviation indicated a large bias in the topics, and a small standard deviation indicated a diversity of topics. Figure 3 shows the transition of standard deviation in the two periods.

For each journal, *LQ* had the largest standard deviation in the two periods, which increased in 2015–2017. Its bias toward topics was the largest of all journals. Meanwhile, *JASIST* in 2000–2000 had the smallest standard deviation and bias for topics. *JASIST* had a smaller standard deviation in each period and the largest diversity of topics.

---

**Table 8** Topic probability for each journal in 2015–2017

| Journals | T1   | T2   | T3   | T4   | T5   | T6   | T7   | T8   | T9   | T10  | T11  | T12  | T13  | T14  | T15  |
|----------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| JASIST   | 0.01 | 0.01 | 0.04 | 0.04 | 0.02 | 0.02 | 0.02 | 0.03 | 0.03 | 0.02 | 0.02 | 0.03 | 0.04 | 0.03 |
| IPM      | 0.00 | 0.03 | 0.02 | 0.02 | 0.03 | 0.06 | 0.01 | 0.01 | 0.09 | 0.01 | 0.01 | 0.00 | 0.03 | 0.03 | 0.09 |
| JDOC     | 0.05 | 0.02 | 0.02 | 0.02 | 0.01 | 0.00 | 0.04 | 0.02 | 0.01 | 0.02 | 0.00 | 0.09 | 0.01 | 0.01 | 0.00 |
| LISR     | 0.02 | 0.00 | 0.03 | 0.04 | 0.00 | 0.00 | 0.12 | 0.03 | 0.00 | 0.01 | 0.00 | 0.09 | 0.00 | 0.04 | 0.00 |
| LQ       | 0.01 | 0.00 | 0.01 | 0.02 | 0.00 | 0.00 | 0.09 | 0.01 | 0.01 | 0.00 | 0.00 | 0.26 | 0.00 | 0.01 | 0.00 |

| Journals | T16  | T17  | T18  | T19  | T20  | T21  | T22  | T23  | T24  | T25  | T26  | T27  | T28  | T29  | T30  |
|----------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| JASIST   | 0.03 | 0.06 | 0.01 | 0.06 | 0.03 | 0.01 | 0.02 | 0.01 | 0.05 | 0.02 | 0.04 | 0.02 | 0.03 | 0.07 | 0.17 |
| IPM      | 0.12 | 0.01 | 0.03 | 0.13 | 0.09 | 0.02 | 0.00 | 0.03 | 0.06 | 0.01 | 0.01 | 0.00 | 0.02 | 0.01 | 0.02 |
| JDOC     | 0.00 | 0.02 | 0.00 | 0.00 | 0.00 | 0.05 | 0.08 | 0.01 | 0.04 | 0.03 | 0.14 | 0.01 | 0.02 | 0.25 | 0.02 |
| LISR     | 0.00 | 0.04 | 0.03 | 0.00 | 0.01 | 0.02 | 0.05 | 0.04 | 0.03 | 0.01 | 0.02 | 0.02 | 0.04 | 0.25 | 0.05 |
| LQ       | 0.00 | 0.03 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.00 | 0.02 | 0.02 | 0.04 | 0.01 | 0.45 | 0.00 |
In 2000–2002, the standard deviation of JDOC had a similar value to that of IPM. But in 2015–2017, the bias of JDOC became very large and followed that of LQ. In other words, the diversity of JDOC decreased the most in five journals. IPM and LISR were more or less stable.

The standard deviations for all journals in 2015–2017 were higher than those in 2000–2002. This means that bias in topic distribution increased. This result indicates that topic diversity in core LIS journals decreased compared with that in 2000–2002.

**Discussion**

For the categorization of topics into research areas (RQ1), we found some commonalities with the results of previous studies using co-citation analysis and content analysis. For example, the classic research by White and Griffith (1981) clarified the knowledge structure in IS by author co-citation analysis. They identified the five categories in IS, and the three thematic research areas of it (i.e. IR, Bibliometrics, Scientific Communication) which are all included in the six categories found in the 2000–2002 period in our results. Furthermore, the other two areas excluded Bibliometrics persisted in 2015–2017. Thus, research areas discovered 40 years ago have persisted to the present in some form.

Comparing with other LDA studies in LIS, the declining library topics in our results was similar to the study by Sugimoto et al. (2011) and that by Figuerola et al. (2017). Concerning information retrieval and informetric laws, which were two of the main clusters in a study by Lu and Wolfram (2012), our two-period and journal-based analysis revealed a drop in the LIS domain. In contrast to Yan (2015), Journal based analysis indicated a decline of the diversity of topics in all five journals. The difference could be attributed to the fact that Yan analyzed long-term macro trends from the early days of LIS, while our
analysis concerned trends after 2000. Especially, *JASIST*’s specialization in bibliometrics coincided with a citation analysis by Nicolaisen and Frandsen (2015).

The key points of the transition of the knowledge structure in LIS from 2000–2002 to 2015–2017 (RQ2) are as follows:

1. The Internet became the premise of research in LIS.
2. A relationship was established between research on theoretical modeling and its application.

First, in 2000–2002, *Internet impact* and *Web information seeking* had already been identified as keywords for topics. By 2015–2017, the use of the Web had become a premise and ceased to be identified as a topic. Instead of discussing the holistic effects of the Internet, the use of new services and means of communication, such as *Twitter* in the Tweet Analysis category and open access in the topic *Scholarly communication and OA*, were emphasized as research issues.

Second, the question of whether given research is a theoretical approach or an empirical work can be considered a factor in the transition of the knowledge structure in the categories Information Retrieval, Bibliometrics, as well as various topics related to IR which were identified in Information Retrieval in 2000–2002. However, only one topic focused on *IR algorithms* in 2015–2017. Hjørland (2017) cited Bawden’s blog post about IR following: “[Thirty] years ago, it [IR] was clearly part of LIS, and very few computer scientists took it seriously; 15 years ago it was spread across the boundary lines of the disciplines; now, the party line is that it is an integral part of computer science.” This indicates that research on IR is published in journals dedicated to fields other than the core LIS journals. We identified the category Tweet Analysis as a new category in 2015–2017. This can be considered an applied research from of IR in the Web environment. Bibliometrics in 2000–2002 contained only one topic, and in 2015–2017 was no longer identified. This indicates that research applying bibliometric methods came to be part of scholarly communication. With the spread (generalization) of the bibliometric method, there is no topic on which bibliometrics itself focuses.

Regarding the relationship between topics and journals (RQ3), we found that the topic diversity of the five core LIS journals decreased from 2000–2002 to 2015–2017. One reason for a decline in topic diversity is that these journals have become highly competitive, and the range of topics for which it is easier to obtain acceptance for publication in these journals has narrowed regardless of the subject.

**Conclusion**

We explored the transition of knowledge structure of LIS in the years 2000–2002 and 2015–2017, using LDA. Our results indicated that there were drastic changes in topics while there were slight changes in categories. Technological advances and new digital environments have generated changes in topics. Because LIS was established before the millennium, the categories were less variable. Therefore, the more the digital environment was introduced to LIS, the more the changes in topics would accelerate. Thus, we comprehend the transition of topics that shape the core of LIS.
Our results were based on an analysis of 1648 articles published in five core LIS journals. Because of the difficulty in obtaining full text data, our experiment utilized a relatively small dataset, but using full text can lead to extracting more detailed topics. Journal selection for bibliometric analysis is always a difficult task. Articles published in JASIST accounts for 52% of our dataset. Although we thought that was the actual state of the core LIS area and used it as our dataset, we may be missing out on the diversity of LIS in the broad sense. Notably, articles about bibliometrics and informetrics were published in specialized journals such as Scientometrics and Journal of Informetrics. Including such journals might give us insights into the relationship between core topics and specialized topics. Future research may examine a broader range of journals and a greater amount of full text data to get a more in-depth understanding of the knowledge structure of LIS.
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