Extreme hydrodynamic losses of Earth-like atmospheres in the habitable zones of very active stars
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ABSTRACT

Aims. In this Letter, we calculate for the first time the full transonic hydrodynamic escape of an Earth-like atmosphere. We consider the case of an Earth-mass planet with an atmospheric composition identical to that of the current Earth orbiting at 1 AU around a young and very active solar mass star.

Methods. To model the upper atmosphere, we used the Kompot Code, which is a first-principles model that calculates the physical structures of the upper atmospheres of planets, taking into account hydrodynamics and the main chemical and thermal processes taking place in the upper atmosphere of a planet. This model enabled us to calculate the 1D vertical structure of the atmosphere using as input the high-energy spectrum of a young and active Sun.

Results. The atmosphere has the form of a transonic hydrodynamic Parker wind, which has an outflow velocity at the upper boundary of our computational domain that exceeds the escape velocity. The outflowing gas is dominated by atomic nitrogen and oxygen and their ion equivalents and has a maximum ionization fraction of 20%. The mass outflow rate is found to be $1.8 \times 10^8$ g s⁻¹, which would erode the modern Earth’s atmosphere in less than 0.1 Myr.

Conclusions. This extreme mass loss rate suggests that an Earth-like atmosphere cannot form when the planet is orbiting within the habitable zone of a very active star. Instead, such an atmosphere can only form after the activity of the star has decreased to a much lower level. This happened in the early atmosphere of the Earth, which was likely dominated by other gases such as CO₂. Since the time it takes for the activity of a star to decay is highly dependent on its mass, this is important for understanding possible formation timescales for planets orbiting low-mass stars.

Key words. planet-star interactions – Sun: activity – Earth – planets and satellites: atmospheres – stars: activity – planets and satellites: terrestrial planets

1. Introduction

Planetary atmospheres lose gas to space largely as a consequence of interactions between the upper atmosphere and the central star. Most important is the X-ray and ultraviolet (XUV) radiation of the star, used in this work to mean the wavelength range 1–400 nm. Since it is absorbed at high altitudes where the gas densities are low, XUV radiation is able to heat the upper atmosphere to very high temperatures, potentially causing the gas to flow away from the planet hydrodynamically. The evolution of the atmosphere of a planet is therefore closely linked to the evolution of the XUV radiation of the star.

The XUV emission of a star depends on its magnetic field, which is a function of the mass, rotation rate, and age of the star. Rapidly rotating stars emit more XUV than slowly rotating stars (Pizzolato et al. 2003), and since stars spin down with age, their XUV radiation also decreases (Güdel et al. 1997). Recently, Tu et al. (2015) showed that the XUV evolution of a star depends sensitively on its initial rotation rate and that evolutionary tracks that are very different in the first Gyr are possible. Johnstone et al. (2015b) showed that this can be very important for the evolution of the atmosphere of a planet. To complicate matters, the activity lifetimes of lower mass stars, and especially M dwarfs, are significantly longer than those of higher mass stars (West et al. 2008).

For the solar system planets, the main physical processes taking place in the upper atmospheres of planets are broadly well understood (e.g., Roble et al. 1988; Fox & Bougher 1991). The absorption of XUV radiation in the upper atmosphere drives a large number of chemical and thermal processes, creating a region of high temperatures called the thermosphere, and a region of partially ionized gas called the ionosphere. The results of this heating and ionization is an enhancement of atmospheric losses to space by a large number of mechanisms, including for example ion outflows from the magnetic poles (Glocer et al. 2009) and exospheric pick-up by stellar winds (Kislyakova et al. 2014).

Using hydrostatic models, Kulikov et al. (2007) studied the upper atmospheres of the Earth assuming a very active Sun and found thermospheric temperatures exceeding 20000 K for their most active cases. Tian et al. (2008) studied the response of the upper atmosphere of the Earth to higher solar XUV activity levels using a more complete physical model that also included hydrodynamic effects. They found that for high XUV
fluxes, very high Jeans escape at the exobase causes a significant upward flow of material leading to adiabatic cooling of the gas. Since these authors did not consider cases in which the Sun was very active, the atmospheres that they modeled were not transonic hydrodynamic flows that exceed the escape velocity at the exobase. Lichtenegger et al. (2010) used the atmospheres from Tian et al. (2008) to calculate the losses due to ionization and pick up of exospheric gas by the solar wind and estimated mass loss rates on the order 10⁻⁷ g s⁻¹, which would remove the atmosphere of the Earth in 10 Myr.

Fully hydrodynamic models of planetary upper atmospheres have so far only been applied to H and He dominated atmospheres (e.g., Khodachenko et al. 2015; Owen & Mohanty 2016; Shaikhislamov et al. 2018) and to an atomic H and O gas by Guo (2019). In this Letter, we study for the first time the hydrodynamic outflow of an atmosphere composed of heavier molecules orbiting a very active star. We study whether such atmospheres are hydrodynamic, how rapidly mass is lost, and what such an atmosphere looks like in terms of physical structure. In Sect. 2 we describe our model, in Sect. 3 we present the results, and in Sect. 4 we discuss our conclusions.

2. Model

We consider the case of an Earth mass and radius planet orbiting a solar mass star at 1 AU. The 1D computational domain extends between altitudes of 50 and 50 000 km and we assume a zenith angle of 66°. The domain is broken down into 500 cells with the radial cell width increasing linearly with radius by a factor of 1000 between the lower and upper boundaries. At the lower boundary, the temperature and species densities are held constant at the values typical for the Earth at 50 km altitude used in Johnstone et al. (2018) and the advection speed is held at zero. At the upper boundary, zero-gradient outflow conditions are used.

For the solar XUV spectrum between 1 nm and 400 nm, we used the spectrum of a very active Sun as estimated by Claire et al. (2012). Specifically we used their estimate of the solar spectrum from 4.4 Gyr ago, although we stress that the solar spectrum at this age would have actually depended sensitively on the rotation rate of the Sun (Tu et al. 2015). The X-ray luminosity of the star in this case is 10¹⁹ erg s⁻¹, which is approximately the 50th percentile of the distribution of X-ray luminosities at 100 Myr for solar mass stars. The input spectrum, a typical modern solar spectrum, and the ratio of the two are shown in Fig. 1. Relative to the modern spectrum, the flux in the X-ray and extreme ultraviolet (EUV) part of the input spectrum (λ < 100 nm) is enhanced by a factor of 60, while the flux in the entire spectrum is reduced by 30%. Our input spectrum is significantly more active than the most active case considered by Tian et al. (2008), which had the EUV enhanced by a factor of 20.

To calculate the atmospheric structure we used the Kompot Code, recently developed by Johnstone et al. (2018). The model is designed to include, as much as has so far been possible, all of the most important physical processes implemented based on first-principles physical considerations. See Johnstone et al. (2018) for detailed descriptions of the model (Sect. 2) and the numerical solvers (appendices). The thermal processes we considered are heating by stellar XUV radiation, cooling by the emission of infrared radiation to space, thermal conduction, and hydrodynamic transport. The XUV heating model includes several components, including heating by exothermic chemical reactions and high-energy photoelectrons; this model has the advantage that it does not use any unconstrained free parameters such as the commonly used heating efficiency. To calculate the chemical structure of the atmosphere, we considered chemistry, including XUV photochemistry, diffusion, and hydrodynamic advection. For the chemistry, we considered 503 reactions, including 56 photoreactions, and we considered a total of 63 species, of which 30 are ions. We solved the chemistry in a time-dependent way, meaning no equilibrium assumption was made and we evolved the abundances of each chemical species in time with all other quantities in the model (see Appendix H of Johnstone et al. 2018). For diffusion, we considered both eddy and molecular diffusion. The eddy diffusion coefficients are the only real free parameters in the model and we simply assumed the values from the modern Earth case, which is likely realistic since our atmosphere profile is similar to that of the modern Earth below 100 km where eddy diffusion is important.

We solved the full set of hydrodynamic equations to model the outflow of the atmosphere. We replace the numerical scheme described in Johnstone et al. (2018) with the MUSCL-Hancock scheme described in Sect. 14.6.3 of Toro (1999). The major difference with this scheme is that it performs the timestep update on the primitive variables (mass density, velocity, and thermal pressure) instead of on the conservative variables (mass, momentum, and energy densities). We find that for atmospheric hydrodynamic purposes, primitive variable schemes are more reliable.

The major simplification that we make to the model of Johnstone et al. (2018) is we remove the assumption that the neutrals, ions, and electrons have separate temperatures. This has been done primarily because the Riemann solver used, described in Sect. 9.3 (Eq. (9.28)) of Toro (1999), is only appropriate for single temperature gases. Based on the simulations of Johnstone et al. (2018) for the Earth under higher solar XUV fluxes (see their Fig. 13), we would expect the three temperatures to be similar in any case. In the single temperature model, all of the various heating and cooling mechanisms are included. The only processes that we exclude entirely are the energy exchanges between the neutrals, ions, and electrons, which are not required. For the thermal conductivity, we calculated separate values for
the neutrals, ions, and electrons, as described in Johnstone et al. (2018), and then used the density weighted average of these three\(^1\). Eddy conduction is included.

3. Results

We find that under the very large XUV flux of the young Sun, the upper atmosphere of the Earth is heated to such a high temperature that it flows away from the planet in the form of a transonic hydrodynamic wind, which is similar in structure to the hydrodynamic outflows that have been modeled for H/He-dominated atmospheres. Vertical profiles for the outflow speed, temperature, and ionization fraction (defined as the fraction of particles that are ions) are shown in Fig. 2. The exobase is not within the boundaries of the computational domain and would likely extend beyond the boundaries of a magnetosphere with a size similar to that of the Earth. At the upper boundary of the simulation, the temperature is 19000 K and the outflow speed is 7 km s\(^{-1}\) with an escape velocity of 4 km s\(^{-1}\), meaning that the gas flows freely away from the planet. Our atmosphere is hotter than that of the highest solar activity case considered by Tian et al. (2008) because our case has a much higher input XUV flux. We also do not see decreasing temperatures at increasing altitude; although adiabatic cooling is an important effect, at such high XUV fluxes, the XUV driven heating is stronger than adiabatic cooling.

The chemical structure of the atmosphere is shown in Fig. 3; the upper and lower panels show the densities and mixing ratios of several species, respectively. The three species shown that are stable in the lower atmosphere are N\(_2\), O\(_2\), and Ar. The mixing ratios of these species are uniform below the homopause at approximately 100 km; this region is the homosphere and it is caused by convective mixing, implemented in our model as eddy diffusion. Above the homopause, XUV photochemistry and molecular diffusion, which separates the species by mass, cause a rapid change in the chemical composition of the gas. Between 100 km and 300 km, O\(_2\) is rapidly photodissociated and atomic oxygen becomes the second most abundant species. Above 1000 km, photodissociation of N\(_2\) causes N to become the most abundant species, and free electrons become the second most abundant species by the top of the computational domain. The chemical composition above approximately 2000 km changes very slowly owing to the importance of hydrodynamic advection, which has the effect (similar to that of eddy diffusion) of making the chemical composition uniform. The only significant changes to the composition above 2000 km are due to photoionization, where N\(^+\) and O\(^+\) become the most abundant ions by the upper boundary.

It is interesting to consider not only the chemical composition of the gas, but also the total elemental composition. The six elements in our simulation are H, He, C, N, O, and Ar. In Fig. 4, we show the atomic mixing ratios of each element as functions of altitude and the values at the upper boundary of our simulation as a function of atomic mass. The atomic mixing ratio is defined at each altitude as the total density of atoms (including those contained in molecules) of a given element divided by the total density of atoms. By dividing all values in Fig. 4 by the values at the base of the simulation, we get a measure of how efficiently individual species are lost relative to each other. In general, lighter elements are lost more efficiently than heavier elements owing to molecular diffusion above the homopause separating the species by mass; H is lost ∼2.5 times more efficiently than most other species, suggesting that water vapor (the source of H in our simulation) is lost more rapidly than other important atmospheric species. Mass is however not the only factor, which can be seen from the fact that N is lost less effectively than the heavier O.

---

\(^1\) Taking the density weighted average thermal conductivity is a simplification and is the procedure recommended in Sect. 22.7.2 of Banks & Kockarts (1973) for ion mixtures. A more detailed calculation requires knowledge of the collisional cross sections between each component (e.g., Orrall & Zirker 1961). Tests have shown that changes of more than an order of magnitude are necessary to influence our results significantly. Our conductivities vary from those of purely neutral and fully ionized gases by much smaller amounts.
This is likely because O$_2$ is more rapidly photodissociated than N$_2$ in the lower thermosphere. This difference is however small; N and O are lost at approximately the same rate relative to their abundances in the lower atmosphere. Even though this element is even less massive, C is lost even less efficiently, most likely because in the lower atmosphere it is contained within heavy CO$_2$ molecules.

The mass loss rate in the simulation is $1.8 \times 10^9$ g s$^{-1}$. As a comparison, the commonly used energy-limited formula for hydrodynamic loss is $M = \epsilon \pi F_{\text{XUV}} R_{\text{pl}}^2 R_{\text{XUV}}^2 / GM_{\text{pl}}$, where $\epsilon$, $F_{\text{XUV}}$, and $R_{\text{XUV}}$ are the mass loss efficiency, input XUV flux, and radius at which XUV radiation is absorbed (Luger et al. 2015; Chen & Rogers 2016). If we calculate $F_{\text{XUV}}$ as the total flux in the spectrum at the top of the simulation minus the value at the lower boundary, we get $F_{\text{XUV}} = 855$ erg s$^{-1}$ cm$^{-2}$. We note that this is an order-of-magnitude estimate for the appropriate $F_{\text{XUV}}$ since our simulation domain is at a zenith angle of 66° and the radiation is not traveling directly downward. The reason this is so high is that it also includes radiation absorbed in the UV spectrum between 100 and 300 nm. Assuming $\epsilon = 1$ and $R_{\text{XUV}} = R_{\text{pl}}$, we get a mass loss rate of $1.7 \times 10^9$ g s$^{-1}$, which is almost identical to our modeled value. The fact that these values are almost identical is partly coincidental and in reality $\epsilon < 1$ and $R_{\text{XUV}} > R_{\text{pl}}$, but the comparison shows that our very high mass loss rate is reasonable. If we just consider X-ray and EUV radiation, the energy-limited formula gives a mass loss rate of $5.7 \times 10^8$ g s$^{-1}$, which is a factor of three lower.

This suggests a difference between Earth-like atmospheres and primordial H/He atmospheres. Since the main components of primordial atmospheres do not absorb XUV radiation effectively at wavelengths longer than ~100 nm, the energy at these wavelengths is absorbed deeper in the atmosphere where the density is higher and the effect on the gas is lower. Earth-like atmospheres however are composed of many species, particularly molecules, that absorb energy effectively at wavelengths up to ~200 nm, and even effectively up to ~300 nm when O$_3$ is present.

4. Conclusions

The mass loss rate in our model is $1.8 \times 10^9$ g s$^{-1}$, which would remove the entire atmosphere of the Earth in approximately 0.1 Myr. Over evolutionary timescales, this is essentially instantaneous and means that an Earth-like N$_2$ and O$_2$ atmosphere can only form within the habitable zone of a star after its activity has decayed. It is important to note that the age at which a activity level of a star decays depends sensitively on its initial rotation rate (Johnstone et al. 2015a; Tu et al. 2015). This has important
implications for the evolution of Earth-like atmospheres in the habitable zones of low-mass M dwarfs, since such stars have very long activity lifetimes (West et al. 2008). It has even been suggested that some M dwarfs do not even spin down significantly (Irwin et al. 2011), and might therefore always remain highly active, suggesting that Earth-like atmospheres can never form in such systems. Further work is needed to test if the extreme mass loss rates are similar for planets orbiting active M dwarfs that have different spectral shapes (Fontenla et al. 2016), especially at wavelengths above ~150 nm because of their cooler photospheres.

Several processes could protect an atmosphere from being lost to space during the active phase of the host star. For the early Earth, we expect that the atmosphere during the most active phase of the Sun was significantly different and that CO₂ is the most probable candidate for the dominant component (Lammer et al. 2018). As a strong emitter of infrared radiation, CO₂ could have cooled the upper atmosphere (Kulikov et al. 2007; Johnstone et al. 2018) and reduced the atmospheric losses significantly. Given the high ionization fractions that we find in the upper thermosphere, it is possible that the intrinsic magnetic field of a planet could also play a role in reducing the mass loss rate, as was shown to be possible for the atmospheres of Hot Jupiters by Khodachenko et al. (2015). Also, volatile species can only be lost to space if they are indeed in the atmosphere and the volatile content of a planet can be protected from being lost simply by being held within the crust and mantle and then being released after the star’s activity has decayed to much lower levels. Similarly, even if a planet loses its entire atmosphere, it is often possible for a new atmosphere to form from the reservoirs of volatiles buried below the surface, which can be released to form an atmosphere by a range of processes (Noack et al. 2014).

It is interesting that the atmosphere in our simulation exceeds the escape velocity below the exobase and therefore escapes hydrodynamically. This is the first time that it has been shown that an Earth-like N₂ and O₃ dominated atmosphere, or any atmosphere composed of molecules heavier than H₂, would become fully hydrodynamic within the habitable zone of a very active star. In future research, we will study these processes in more detail, including developing a fully 3D model for upper atmospheres and studying the effects of planetary rotation on the hydrodynamic outflow.
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