Condition on Ramond-Ramond fluxes for factorization of worldsheet scattering in anti-de Sitter space

Linus Wulff
Department of Theoretical Physics and Astrophysics, Masaryk University, 611 37 Brno, Czech Republic

Factorization of scattering is the hallmark of integrable 1+1 dimensional quantum field theories. For factorization of scattering to be possible the set of masses and momenta must be conserved in any two-to-two scattering process. We use this fact to constrain the form of the Ramond-Ramond fluxes for integrable supergravity anti-de Sitter backgrounds by analysing tree-level scattering of two AdS bosons into two fermions on the worldsheet of a BMN string. We find a condition which can be efficiently used to rule out integrability of AdS strings and therefore of the corresponding AdS/CFT dualities, as we demonstrate for some simple examples.
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INTRODUCTION

A key to understanding and checking precisely the AdS/CFT correspondence [1], which relates string theory in (d + 1)-dimensional anti-de Sitter (AdS) backgrounds to conformal field theories in d dimensions, has been the discovery of integrability on both sides of the correspondence. Originally for the superstring on $AdS_5 \times S^5$ [2] and its dual $\mathcal{N} = 4$ super Yang-Mills theory in four dimensions [3], see the reviews [4, 5]. In particular this has allowed for computing the spectrum of the quantum theory in the large $N$ limit exactly [6–9].

Other AdS/CFT examples have been found which also possess an integrable structure [10–16]. An interesting question is whether there are more such examples out there to be found. In order to begin to tackle this question we will derive constraints on the supergravity AdS background where the string propagates which are needed for integrability. There are many ways to do this, e.g. [17–20]. Here we will follow an approach similar to [21]. The idea is to expand around a classical string solution where one has a notion of a worldsheet S-matrix. This S-matrix is required to be of factorized form, i.e. to reduce to a sequence of two-to-two scattering events, in the case of an integrable theory and this places very strong constraints on the fluxes of the background (we will simplify things by assuming the NSNS flux does not contribute, when it does it is already strongly constrained at the bosonic level). The constraint we find on the RR fluxes is given in (25) with the RR fluxes encoded in two constant matrices $M$ and $N$ via (13) and (3) or (14) and (4). The matrix $M$ determines the fermion mass spectrum while $N$ determines the relevant Yukawa couplings. This condition does not depend on any of the particle momenta and arises by taking a limit of large centre-of-mass energy.

We first recall the superstring action and its near-BMN expansion and gauge fixing. Then we compute the amplitude for scattering of two identical AdS bosons into two fermions and derive the constraint on the RR fluxes. Finally we apply this constraint to rule out integrability for some symmetric space backgrounds.

STRING ACTION AND NEAR-BMN EXPANSION

Our starting point is the Green-Schwarz superstring Lagrangian [23, 24][34]

$$\mathcal{L} = -\frac{T}{2} e_i^a e_j b ((\gamma^{ij}) q_{ab} + \epsilon^{ij} B_{ab})$$

$$- iT e_i^a \theta \Gamma_a (\gamma^{ij} - \epsilon^{ij} \Gamma_{11}) D_j \theta + \mathcal{O}(\theta^4),$$

where the derivative operator is the same that appears in the Killing spinor equation, namely

$$D = d - \frac{1}{4} \omega^{ab} \Gamma_{ab} + \frac{1}{8} e^a (H_{abc} \Gamma^{bc} \Gamma_{11} + \Sigma_a).$$

The $\theta^4$-terms are also known [24] but they won’t be needed here. The bosonic fields appearing here are the pullbacks to the worldsheet of type II supergravity fields –
the vielbeins $e^a (a = 0, \ldots, 9)$ and spin connection $\omega^{ab}$, the NSNS two-form $B_{ab}$ and its field strength $H = dB$ and the RR field strengths encoded in the bispinor $S$. We follow the conventions of [24] and the action we have written is for the type IIA superstring with $\theta$ a 32-component Majorana spinor and

$$S = e^{\phi}(F(0) + \frac{1}{2} F_{ab}^{(2)} \Gamma_{11} + \frac{1}{4!} F_{abc}^{(4)} \Gamma_{abcd}),$$

(3)
in terms of the dilaton $\phi$ and RR field strengths. The action for the type IIB superstring is obtained by the replacements $\Gamma^a \rightarrow \gamma^a$, $\Gamma_{11} \rightarrow \sigma^3$ and

$$S = -e^{\phi}(F(\gamma^1) i \sigma^2 \gamma^a + \frac{1}{3!} F_{abc}^{(3)} \gamma^{abc} + \frac{1}{2!} F_{abcde}^{(5)} i \sigma^2 \gamma^{abcde}),$$

(4)

where $\theta$ now consists of two 16-component Majorana-Weyl spinors of the same chirality and $\gamma^a$ are 16-component gamma matrices while the Pauli matrices mix the two spinors. For more details see the appendix of [24].

We are interested in backgrounds of the form $AdS_n \times M_{10-n}$ and we take the AdS metric to have a convenient form for light-cone gauge fixing

$$ds^2_{AdS} = R^2 \left( -\left( 1 + \frac{1 + z^2}{1 - z^2} \right)^2 dt^2 + \frac{dz^2}{(1 - z^2)^2} \right),$$

(5)

with spin connection

$$\omega^m = -\frac{1}{2} \epsilon^m (R^{-1} e^0 + dt), \quad \omega^{mn} = R^{-1} \epsilon^m [e^m e^n],$$

(6)

where $R$ is the AdS radius and $z_m (m = 1, \ldots, n-1)$ are the transverse AdS coordinates. We assume that $M_{10-n}$ has a $U(1)$ isometry (it does not need to be compact) generated by a geodesic so that the metric can be written

$$ds^2_M = G_{m'n'} dy^{m'} dy^{n'} + G_{m'dy^{m'} dx^9} + G dx^9 dx^9,$$

(7)

where $y^{m'} (m' = n, \ldots, 8)$ are the transverse coordinates of $M_{10-n}$ and $G_{m'n'}$, $G_{m'}$ and $G$ are functions of these satisfying $G(0) = R^2$ and $G_{m'}(0) = \partial_{m'} G(0) = 0$ while $x^9$ is the coordinate of the $U(1)$ isometry (suitably normalized). The condition that the linear term in $G(y)$ be absent is needed for the isometry to be a geodesic. The other two conditions can be arranged by rescaling and shifting $x^9$.

We also assume that the NSNS three-form $H$ has no legs in the 0,1 or 9-directions and that $S$, encoding the RR fluxes, is independent of $t$, $z_1$ and $x^9$ and respects the “boost invariance” in the 1-direction, i.e. $[\Gamma^{01}, S] = 0$. The assumptions involving the 1-direction are not necessary but they will simplify the analysis.

These conditions guarantee that there exist a BMN solution [25] of the string equations of motion taking the form

$$x^+ = \frac{1}{2}(x^0 + x^9) = \tau,$$

(8)

with $\tau$ the worldsheet time-coordinate. We expand the string Lagrangian (1) around this solution fixing so-called uniform light-cone gauge

$$x^+ = \tau, \quad \frac{\partial L}{\partial x^-} = -2g, \quad \frac{\partial L}{\partial x^{a-}} = 0,$$

(9)

where we have defined the dimensionless coupling $g = TR^2$. The last two conditions on the momentum density conjugate to $x^-$ remove the two degrees of freedom of $\gamma^1$. The Virasoro constraints remove the degrees of freedom associated to $x^+$. The kappa gauge invariance of the fermions is fixed by the corresponding condition

$$\Gamma^+ \theta = 0 \iff \theta = P_+ \theta, \quad P_+ = \frac{1}{2}(1 \pm \Gamma^{09}),$$

(10)

where $\pm = \mp (\Gamma^0 \pm \Gamma^9)$.

Since we will be interested here only in tree-level $z_1 z_1 \rightarrow \theta \theta$ scattering we will only keep the terms which can contribute to this. Our assumption that $H$ has no legs in the 0,1 or 9-directions implies that (up to total derivatives) there cannot be any cubic couplings of the form $y z_1 z_1$ coming from the $B$-field. Therefore the only contributions to $z_1 z_1 \rightarrow \theta \theta$ scattering at tree-level come from terms of the form $z_1 \theta \theta$ and $z_1 z_1 \theta \theta$. Setting all the bosons except $z_1$ to zero the gauge fixing conditions in (9) lead to $\gamma^0 = \gamma^9 + \gamma^1$ with [35]

$$\gamma^{00} = \gamma^{11} = \frac{1}{2} z^2 + \ldots, \quad \gamma^{01} = 0 + \ldots,$$

(11)

where the ellipsis denotes terms which cannot contribute to the order we are interested in. Using this in (1) and noting that the conditions on $H$ guarantee that it does not contribute while the spin connection also drops out one finds the Lagrangian

$$L = \frac{1}{2} \partial_+ z_1 \partial_+ z_1 - \frac{1}{2} \bar{z}_1^2 - \frac{1}{2} \bar{\theta} \Gamma^- \partial_+ \bar{\theta} + \frac{1}{2} \bar{\theta} \Gamma^- \partial_- \bar{\theta} - \bar{\theta} \Gamma^0 \bar{M} \theta - \frac{1}{2 sg} \delta_{z_1} \theta_1 \delta_{z_1} \bar{\theta} \theta_1 \Gamma^0 \bar{M} \theta + \frac{1}{2 sg} \delta_{z_1} \theta_1 \delta_{z_1} \bar{\theta} \theta_1 \Gamma^0 \bar{M} \theta + \ldots,$$

(12)

Here we have rescaled the fields as $z_1 \rightarrow g^{-1/2} z_1$, $\theta \rightarrow g^{1/2} \theta$. We also have defined $\bar{\theta} = \partial_0 \pm \partial_1$ and used our assumption that $\Gamma^{01}$ commutes with $S$ to simplify the cubic terms. Furthermore we have split $S$ into matrices $M$ and $N$ which commute with $\Gamma^0$, $\Gamma^9$ and $\Gamma_{11}$ defined by

$$P_+ S P_- | = \frac{1}{R} \Gamma^0 M P_-, \quad P_+ S P_+ | = \frac{1}{R} N P_+.$$  

(13)

The vertical bar means that $S$ is evaluated setting $z_m = y^{m'} = 0$ so that $M$ and $N$ are constant matrices. It follows from the anti-symmetry of $S$ that they satisfy $M^T = \Gamma^1 M \Gamma^1$ and $N^T = -\Gamma^1 N \Gamma^1$. We have written things so that the type IIB case is obtained by replacing $\Gamma^a \rightarrow \gamma^a$ and $M \rightarrow i M$ and $N \rightarrow i N$ in (12) where now $M$ and $N$ are defined as

$$P_+ S P_- | = \frac{1}{R} \Gamma^0 M P_-, \quad P_+ S P_+ | = \frac{1}{R} N P_+.$$  

(14)
and anti-commute with $\gamma^0, \gamma^9$ and $\sigma^3$. They satisfy $M^T = -\gamma^t M \gamma^t$ and $N^T = \gamma^t N \gamma^t$.

Looking at the Lagrangian (12) we see that the AdS boson $z_1$ has mass 1 while the fermion mass spectrum is determined by the matrix $M$. The matrix $N$ encodes the Yukawa-type couplings. We will now consider $z_1 z_1 \to \theta \theta$ scattering. Unless the fermions also have mass 1 this amplitude must vanish in an integrable theory to be compatible with factorized scattering.

**TREE-LEVEL $zz \to \theta \theta$ SCATTERING**

We find it convenient to work directly with the 8-component spinors $\theta_\pm$. The propagator takes the form

$$\langle \theta_\pm \theta_\pm \rangle = \begin{pmatrix} k_+ & -\Gamma^1 M \\ -\Gamma^1 M & k_+ \end{pmatrix} \frac{i \Gamma^+}{k_+ k_- - M^T M}. \tag{15}$$

External state fermions come with factors of

$$u_\pm^i(k) = \begin{pmatrix} -m_i \sqrt{-M_t} u^i \\ \sqrt{k_+ M_t} \Gamma^1 M u^i \end{pmatrix}, \tag{16}$$

solving the free Dirac equation. Here $u^i$, with $i, j = 1, \ldots, 8$ labelling the eight physical fermions, is a constant (commuting) spinor which we take to be a suitably normalized eigenstate of the mass-squared operator

$$M^T = m_i^2 u^i, \quad u^i \Gamma^- u^j = \delta^i j. \tag{17}$$

In the case of type IIB we have $i \gamma^1$ in place of $\Gamma^1$ in the above expressions. Throughout the remainder of this section the type IIB expressions are obtained simply by setting $\gamma^- \rightarrow \gamma$.

We are now ready to compute the amplitude for $z_1 z_1 \rightarrow \theta \theta$ scattering. The contribution from the quartic interaction terms in (12) is the simplest. It takes the form

$$A^{ij}_3 = \frac{1}{4g} \delta^{ij} \left[ (p_3 - p_4) \sqrt{p_3 + p_4} - (p_3 - p_4) \sqrt{p_3 - p_4} + m_i (p_1 + p_2 - p_1 - p_2) \sqrt{p_3 - p_4} - \sqrt{p_3 + p_4} \right]. \tag{18}$$

Using the on-shell conditions $p_{1+} = 1/p_{1-}, p_{2-} = 1/p_{2+}, p_{3-} = m_i^2 / p_{3+}, p_{4+} = m_i^2 / p_{4+}$ and energy-momentum conservation, which implies for example (for $m_i = m_j$) that $m_i^2 p_{1+} p_{2+} = p_{3+} + p_{4+}$, this becomes

$$A^{ij}_3 = \frac{m_i^2 \delta^{ij}}{4g} (p_3^2 - p_4^2) (1 - p_1^2) (1 - p_2^2) (p_1 + p_2) \Gamma^- M M u^j. \tag{19}$$

We could of course express the amplitude in terms of only the incoming momenta $p_1$ and $p_2$ [36] but we have kept the factor of $(p_3 + p_4)$ to avoid complicating the expression too much.

Now we turn to the contribution from the cubic interaction terms in (12). This contribution is somewhat more complicated and takes the form

$$A^{ij}_3 = \frac{1}{4g} \left( p_{1+} - p_{1-} \right) \left( p_{2+} - p_{2-} \right) \times \left[ u^i \Gamma^- M u^j - u^j \Gamma^- M' \left( p_3 \leftrightarrow p_4 \right) u^i \right], \tag{20}$$

where

$$M' = N M \begin{pmatrix} m_i^{-1} \sqrt{p_3 + p_4} \\ -(p_1 - p_3)^2 - M^T M N M \\ M^T N \begin{pmatrix} m_i^{-1} \sqrt{p_3 + p_4} \\ -(p_1 - p_3)^2 - M^T M N M \\ M^T N \begin{pmatrix} m_i^{-1} \sqrt{p_3 + p_4} \\ -(p_1 - p_3)^2 - M^T M N M \end{pmatrix} \right. \tag{21}$$

Using the on-shell conditions and energy-momentum conservation we find, restricting for simplicity to the case of equal fermion masses $m_i = m_j = m$,

$$A^{ij}_3 = \frac{1}{4m} \left( 1 - p_1^2 \right) \left( 1 - p_2^2 \right) (p_1 + p_2 +) \begin{pmatrix} \Gamma^- M M u^j \\ (p_3 + p_4) u^i \Gamma^- M M u^j \end{pmatrix}, \tag{22}$$

where

$$M = N M \begin{pmatrix} x + 2 \left( 1 - m^2 + M^T M \right) \\ (1 - m^2 + M^T M)^2 + x M^T M \end{pmatrix} \begin{pmatrix} m_i^{-1} \sqrt{p_3 + p_4} \\ -(p_1 - p_3)^2 - M^T M N M \\ M^T N \begin{pmatrix} m_i^{-1} \sqrt{p_3 + p_4} \\ -(p_1 - p_3)^2 - M^T M N M \end{pmatrix} \right). \tag{23}$$

and we have introduced the convenient variable $x = -(p_1 + p_2)^2 - 4 = (p_1 + p_2)^2 / (p_1 + p_2)$, the centre-of-mass energy minus 4. The total amplitude for $z_1 z_1 \rightarrow \theta \theta$ scattering is then given by the sum of (22) and (19). Unless the mass of the fermions is also 1 this amplitude has to vanish for factorized scattering to be possible. We can extract a relatively simple condition on the RR fluxes for this to happen by focusing on the high-energy limit $x \rightarrow \infty$ by setting $p_{1+} = 1 + \epsilon, p_{2+} = \epsilon, p_{3+} = 1 + (2 - m^2) \epsilon$ and $p_{4+} = m^2 \epsilon$, so that $x = \epsilon^{-1}$, and taking $\epsilon \rightarrow 0$. In this limit we find that the condition becomes

$$m_i^2 \delta^{ij} + u^i \Gamma^- M M u^j = 0. \tag{24}$$

Note that this condition involves only the RR fluxes, through $M$ and $N$ defined in (13), and constant matrices. In fact we can remove $u^i$ and $u^j$ and write the LHS
simply as $M^TM + NM + \frac{1}{M^TM}NM$ but in that case one must remember to remove the projection onto fermions of mass 1. In deriving this condition we set the masses of the fermions to be equal but it is not hard to show that the condition takes the same form for unequal masses. In the next section we will see that this condition is in fact quite strong and can be used to rule out integrability for many backgrounds.

First let us caution that in calculating the amplitude we have ignored possible IR-divergences which can appear when there are massless fermions in the spectrum. In cases with massless fermions one therefore has to be more careful and it is possible that \((25)\) gets corrected. Luckily cases with massless fermions are very special and in fact one can often avoid dealing with massless fermions all together by picking a suitable BMN geodesic as we will see below.

**EXAMPLES**

**AdS$_3 \times S^3 \times S^3 \times S^1$.** It is instructive to see how a background which is known to be integrable manages to satisfy \((25)\). An interesting and quite non-trivial example is to take AdS$_3 \times S^3 \times S^3 \times S^1$ but pick a non-standard (non-supersymmetric) BMN geodesic which involves an angle on both $S^3$’s \([26]\). We take the geodesic given by $x^\pm = \frac{1}{2}(x^3 + ax^5 + bx^9)$ with $a^2 + b^2 = 1$. For the type IIA solution the RR bispinor takes the form \([26]\)

$$S = -2i^{0129}(1 - \sqrt{\alpha} \Gamma^{012345} - \sqrt{1 - \alpha} \Gamma^{012678}),$$

where the parameter $\alpha$ controls the relative size of the two $S^3$’s and we have set the AdS radius to unity $R = 1$. We define rotated directions $\Gamma^9 = b\Gamma^5 - a\Gamma^8$, $\Gamma^8 = a\Gamma^5 + b\Gamma^8$ so that $\Gamma^\pm = \Gamma^0 \pm \Gamma^8$. From the definition in \((13)\) we then find

$$M = \frac{i}{2} \Gamma^{29}(1 + a\sqrt{\alpha} \Gamma^{1234} + b\sqrt{1 - \alpha} \Gamma^{1267}),$$

$$N = - \frac{i}{2} \Gamma^{3459}(b\sqrt{\alpha} + a\sqrt{1 - \alpha} \Gamma^{3467}).$$

From the fact that $M^TM = \frac{i}{2} (1 + a\sqrt{\alpha} \Gamma^{1234} + b\sqrt{1 - \alpha} \Gamma^{1267})^2$ it follows that the mass spectrum consists of four different masses $m_{\pm\pm} = \frac{1}{2}(1 \pm a\sqrt{\alpha} \pm b\sqrt{1 - \alpha})$ with eigenvectors $u_{\pm\pm} = \frac{1}{2}(1 \pm \Gamma^{1234}) \frac{1}{2}(1 \pm \Gamma^{1267}) u_{\pm\pm}$. Note that generically the masses are non-zero and also not equal to 1, the mass of the AdS bosons. Using the fact that $a^2 + b^2 = 1$ it is not hard to prove the nice identity $N^2 u_{\pm\pm} = m_{\pm\pm}(1 - m_{\pm\pm})u_{\pm\pm}$. Using this identity and the fact that $M$ and $N$ anti-commute one finds that the LHS of \((25)\) becomes

$$m_{++}^2 - m_{+\pm}m_{-\pm}u^{++} + \Gamma^M \frac{1}{M^TM}M u^{++} = 0.$$  \(29\)

Similar calculations show that the remaining components of this condition are indeed also satisfied. This is consistent with the classical integrability of the string in this background \([14, 27]\). For a proposed exact S-matrix see \([28]\).

**AdS$_4 \times S^3 \times S^3$.** This example is one of the symmetric space solutions found in \([29]\). It is a non-supersymmetric solution of massive type IIA and the RR bispinor takes the form

$$S = \sqrt{2} R^{-1}(1 - \sqrt{5}\Gamma^{0123}).$$

The definition \((13)\) implies $M = i\sqrt{\frac{2}{5}}\Gamma^{23}$ and $N = \frac{1}{\sqrt{2}}$. It follows that all fermions have $m^2 = 5/8$. The LHS of the condition \((25)\) becomes $3/4$ which does not vanish and therefore integrability is ruled out for this background. Note however that the bosonic string is integrable since we are dealing with a symmetric space and there is no NSNS flux.

**AdS$_3 \times S^3 \times S^2 \times H^2$.** This example is another of the symmetric space solutions of \([29]\), see also \([30]\). It is a non-supersymmetric type IIB solution with RR bispinor

$$S = \frac{1}{2} \sqrt{2}(f_3(\gamma^{101289} - \gamma^{34567}) + f_4(\gamma^{101267} - \gamma^{34589})), \quad (31)$$

where the AdS radius is given by $R^{-2} = (f_3^2 + f_4^2)/8$. To avoid massless fermions it is convenient to take the BMN geodesic given by $x^+ = \frac{1}{2}(x^3 + x^5)$, where we’ve made a rotation in the \((79)\)-plane to $x^7 = \frac{1}{\sqrt{2}}(x^7 - x^9)$, $x^9 = \frac{1}{\sqrt{2}}(x^7 + x^9)$. From the definition in \((14)\) we find

$$M = \frac{iR}{8\sqrt{2}} \sqrt{2}(f_3(\gamma^{101289} - \gamma^{34567}) - f_4(\gamma^{101267} - \gamma^{34589})), \quad (32)$$

$$N = \frac{R}{8\sqrt{2}} \sqrt{2}(f_3(\gamma^{101289} - \gamma^{34567}) + f_4(\gamma^{101267} - \gamma^{34589})). \quad (33)$$

From the first expression we find $M^TM = \frac{1}{4}(1 - \gamma^{12345678})$ and noting that $\gamma^{12345678} u_i = \gamma^{1012345678} u_i = -u^i$ we find that all fermions have $m = \frac{1}{2}$. The LHS of \((25)\) becomes

$$\frac{1}{4} + \frac{R^4}{256} u^\gamma (f_3^2 - f_4^2 + 2f_3f_4\Gamma^{68})^2 u = \frac{1}{2} - \frac{2f_3^2f_4^2}{(f_3^2 + f_4^2)^2}. \quad (34)$$

For this to vanish we must have $f_4 = \pm f_3$ but in this case the background degenerates to $AdS_3 \times S^3 \times T^4$. Therefore integrability is ruled out for this background. Since the RR flux for the backgrounds $AdS_3 \times S^3 \times H^2$ and $AdS_3 \times SLAG_3 \times H^2$ is of the same form, but with $f_4 = 0$, integrability is ruled out also for these backgrounds.

**CONCLUSIONS**

We have used the fact that factorization of worldsheet scattering requires many two-to-two amplitudes to vanish, namely those for which the set of initial and final masses and momenta differ, to constrain the RR fluxes of integrable AdS supergravity backgrounds. In particular we have found the constraint \((25)\) with $M, N$ determined
from the RR fluxes by (13) and (3) or the corresponding type IIB expressions. We have also seen how this condition can be used to rule out integrability for some of the symmetric space backgrounds of [29]. In a forthcoming publication we will extend this to rule out integrability for the remaining non-supersymmetric backgrounds of [29].

We hope to also apply this condition, or a suitable modification, to more complicated backgrounds which are not of symmetric space form. Fortunately there is a vast literature on (supersymmetric) AdS backgrounds to exploit. In this way we expect to be able to constrain severely the space of integrable AdS/CFT-pairs.
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[35] Note that the kappa gauge-fixing (10) implies that there are no \( dx^{-\theta^0} \)-terms only \( dx^{-2\theta^0} \)-terms, which cannot contribute at the order we are interested in.
[36] We have \( p_{3+} - p_{3-} = (p_{1+} + p_{2+}) \times \left[ (m_2^4 - m_1^4) s^{-1} + \sqrt{|(m_2^4 - m_1^4) s^{-1} + 1|^2 - 4 m_2^4 s^{-1}} \right] \) where \( s = -(p_1 + p_2)^2 = (p_{1+} + p_{2+})^2 / (p_{1+} p_{2+}) \).