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ABSTRACT

The mass fraction of dense gas within giant molecular clouds (GMCs) of the Milky Way is investigated using $^{13}$CO data from the Five College Radio Astronomy Observatory Galactic Plane Surveys and the Bolocam Galactic Plane Survey (BGPS) of 1.1 mm dust continuum emission. A sample of 860 compact dust sources are selected from the BGPS catalog and kinematically linked to 344 clouds of extended (> 3") $^{13}$CO $J = 1 - 0$ emission. Gas masses are tabulated for the full dust source and subregions within the dust sources with mass surface densities greater than 200 $M_\odot$ pc$^{-2}$, which are assumed to be regions of enhanced volume density. Masses of the parent GMCs are calculated assuming optically thin $^{13}$CO $J = 1 - 0$ emission and local thermodynamic equilibrium conditions. The mean fractional mass of dust sources to host GMC mass is 0.11$^{+0.12}_{-0.06}$. The high column density subregions comprise 0.07$^{+0.13}_{-0.05}$ of the mass of the cloud. Owing to our assumptions, these values are upper limits to the true mass fractions. The fractional mass of dense gas is independent of GMC mass and gas surface density. The low dense gas mass fraction suggests that the formation of dense structures within GMCs is the primary bottleneck for star formation. The distribution of velocity differences between the dense gas and the low density material along the line of sight is also examined. We find a strong, centrally peaked distribution centered on zero velocity displacement. This distribution of velocity differences is modeled with radially converging flows toward the dense gas position that are randomly oriented with respect to the observed line of sight. These models constrain the infall velocities to be 2–4 km s$^{-1}$ for various flow configurations.
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1. INTRODUCTION

The production of newborn stars in galaxies is regulated by a sequence of interstellar processes that span a range of spatial scales, environmental conditions, and gas phases. Development of molecular clouds from the diffuse, atomic, interstellar medium (ISM) is impacted by spiral density waves, mid-plane pressures owing to the overlying weight of stars and gas, the interstellar ultraviolet radiation field, magneto-turbulence, and expanding shells from the cumulative effects of supernovae and H ii regions. Jeans’ and thermal instabilities, ambipolar diffusion, and shocks from converging, super-Alfvenic flows are drivers of the fragmentation of molecular clouds into dense ($\sim 10^3 - 10^4$ cm$^{-3}$) filaments and clumps. From these filament structures, even higher density ($\sim 10^6$ cm$^{-3}$), compact structures emerge from the actions of gravity, ambipolar diffusion, instabilities, and turbulent shocks. Such high volume density configurations are the basic unit from which newborn stars form. Given the large range of scales and physical processes, a composite view of star formation is required, which includes information from nearby galaxies and well-resolved star forming regions in the Milky Way (Kennicutt & Evans 2012).

Star formation in galaxies is frequently parameterized by the scaling relationship between the rate of star formation, $SFR$, and the mass of available neutral, interstellar gas, $M_g$. More typically, the relationship is cast between the surface density of the star formation rate, $\Sigma_{SFR}$, and gas surface density, $\Sigma_g$ (Kennicutt 1989). The supplies of atomic and molecular gas are respectively traced by H I 21 cm line emission and the low-J rotational lines of CO. The relationship between $\Sigma_{SFR}$ and $\Sigma_g$ is well described by a power law with an index, $\gamma = \log(\Sigma_{SFR})/\log(\Sigma_g)$, ranging from sub-linear (Shetty et al. 2013), to linear (Bigiel et al. 2008; Leroy et al. 2013), to super-linear (Kennicutt 1998). Comparable indices are found if one only considers the molecular gas surface density as derived from CO, which primarily tracks the low density substrate of molecular clouds (Wong, & Blitz 2002; Heyer et al. 2004; Bigiel et al. 2008). Follow-up studies that examine the surface density of dense gas using HCN $J = 1 - 0$ emission or the higher rotational transitions of CO identify a linear correlation with $\Sigma_{SFR}$ (Gao & Solomon 2004), which emphasizes that star formation is regulated by the development of dense gas configurations within molecular clouds.

In recent years, there have been several efforts to connect the star formation properties of resolved, Galactic star forming regions to these extragalactic scaling relationships. Wu et al. (2005) extended the analysis of Gao & Solomon (2004) to Galactic star forming regions and found a similar slope and amplitude between the far infrared and HCN $J = 1 - 0$ luminosities as found in galaxies. Infrared data from the Spitzer Space Telescope enabled direct counting of young stellar objects (YSOs) emerging from nearby molecular clouds. Heiderman et al. (2010) examined the numbers of Class 1 and Flat spectral energy distribution YSOs, lying within varying ranges of gas surface density, as traced by infrared-derived extinctions for 20 star forming regions located within 0.5 kpc of the Sun. They found a linear correlation between $\Sigma_{SFR}$ and $\Sigma_g$ when $\Sigma_g > 130 M_\odot$ pc$^{-2}$ but with an amplitude significantly larger than the value determined for galaxies. Gutermuth et al. (2011) similarly tabulated the numbers of YSOs (Class 1 and Class 2) identified within 8 nearby (<1 kpc) star forming regions. Using infrared-derived extinction, as a measure of $\Sigma_g$, they derive $\Sigma_{SFR} \propto \Sigma_g^\gamma$ and a large offset of $\Sigma_{SFR}$ for a given surface density, $\Sigma_g$. Lada et al. (2010, 2012) derive a linear relationship between $SFR$ and molecular mass for a set of local clouds with the same mass fraction of dense gas, $f_{DG}$. They propose $\Sigma_{SFR} \propto f_{DG} \Sigma_g$ as the fundamental relationship governing star formation.
In this paper, we investigate the dense gas mass fraction, \( f_{\text{DG}} \), for a large number of giant molecular clouds (GMCs) that reside in the inner Galaxy where most star formation takes place in the Milky Way. Specifically, we address the range of the dense gas mass fraction and the degree to which it varies with GMC mass and surface density. Our study utilizes extensive surveys of the Galactic Plane in \(^{13}\)CO and 1.1 mm dust emission, along with published spectral line observations (HCO\(^+\) J = 3–2, N\(_2\)H\(^+\) J = 3–2, or NH\(_3\) (1,1)) toward the 1.1 mm dust continuum sources that probe dense gas (Dunham et al. 2011b; Schlingman et al. 2011). Each survey samples a key phase and sequence of the star formation process. \(^{13}\)CO emission provides the distribution and kinematics for the low to moderate density gas \((n \sim 10^3 \text{ cm}^{-3})\) substrate of the cloud. The 1.1 mm dust emission traces regions of enhanced surface density, and under restrictive conditions, high volume density gas \((n \gtrsim 10^{3.5} \text{ cm}^{-3})\), corresponding to sites of massive clumps and filaments within these clouds. In Section 2, the observational data sets, source selection, and analysis methods are described. In Section 3, we summarize the cloud and dust source properties. The dense gas mass fraction is discussed in Section 4. In Section 5, we examine and model the motions of low density gas circumscribing the dust continuum source in the context of converging flows.

2. DATA AND ANALYSIS

2.1. \(^{13}\)CO J = 1–0 Data

The Boston University-Five College Radio Astronomy Observatory (BU-FCRAO) Galactic Ring Survey (GRS; Jackson et al. 2006) and the Exeter-FCRAO Survey of the Galactic Plane (unpublished) imaged the \(^{13}\)CO J = 1–0 emission along the Galactic Plane with the 14 m telescope of the FCRAO. The GRS covers the Galactic longitude range \(l = 18^\circ - 55^\circ\) and latitude range of \(|b| \leq 1^\circ\) with a median sensitivity of 0.28 K in main beam temperature units within 0.2 km s\(^{-1}\) wide channels. The Exeter-FCRAO Survey of \(^{12}\)CO and \(^{13}\)CO J = 1–0 emission spans longitudes 55\(^\circ\) to 100\(^\circ\) and 140\(^\circ\) to 195\(^\circ\) with varying latitude coverage but no less than \(\pm 1^\circ\). The median sensitivity of the \(^{13}\)CO data within 0.13 km s\(^{-1}\) wide channels is 0.5 K in main beam temperature units. Both surveys are fully sampled, so the angular resolution of the \(^{13}\)CO data used in this study is 47\(^\prime\) corresponding to the full width at half-maximum (FWHM) of the 14 m telescope at 110.201 GHz.

2.2. 1.1 mm Dust Continuum Emission

The Bolocam Galactic Plane Survey (BGPS) imaged the 1.1 mm dust continuum emission between Galactic longitudes of \(-10^\circ < l < 90^\circ\) and latitudes \(|b| < 0.5^\circ\) with the Caltech Submillimeter Observatory (Aguirre et al. 2011). The 1\(^\circ\) surface brightness sensitivity ranges from 11–53 mJy beam\(^{-1}\) and the FWHM angular resolution is 33\(^\prime\). The source catalog derived from the BGPS is described by Rosolowsky et al. (2010). For point sources, the catalog is 99\% complete for fluxes greater than 0.2–0.4 Jy over the range of Galactic longitudes used in this study. As recommended by Aguirre et al. (2011), all source fluxes listed in the catalog are multiplied by a factor of 1.5 to be consistent with source fluxes measured with other millimeter continuum instruments.

2.3. BGPS Source Selection

We analyze a subset of BGPS sources from the catalog of Rosolowsky et al. (2010) with the following selection criteria. Only sources with integrated 1.1 mm flux densities in excess of 0.75 Jy in the BGPS catalog, after the application of the 1.5 flux correction factor, are analyzed. This limit is well above the flux level at which the catalog is 99\% complete (Rosolowsky et al. 2010). The flux limited sample of BGPS sources imposes a bias to the most massive systems at a given distance. For a dust temperature of 14 K, the minimum masses detectable at this flux level are 68, 273, 1095, and 2465 M\(_{\odot}\) at distances 2.4, 8, and 12 kpc respectively. The BGPS dust continuum sources must overlap with areas and velocities covered by the FCRAO surveys. Therefore, sources with \(|\ell| < 18:5\) or \(V_{\text{LSR}} < -10\) km s\(^{-1}\) are excluded. These provisions limit our study to the population of molecular clouds residing within the disk of the Milky Way and Galactocentric radii, 2.8 < \(R_{\text{gal}}\) < 8.3 kpc. At least one spectroscopic detection of a dense gas tracer and corresponding velocity measurement from the studies of Schlingman et al. (2011; \(J = 3–2\) of HCO\(^+\), N\(_2\)H\(^+\)) or Dunham et al. (2011b; NH\(_3\) (1,1)) are required. The velocity of dense gas selects which \(^{13}\)CO velocity component along the line of sight (if more than one) is linked to the 1.1 mm source and facilitates the isolation of the parent molecular cloud from the extended \(^{13}\)CO emission. In addition, these detections confirm the presence of high density \((n \gtrsim 10^{3.5} \text{ cm}^{-3})\) gas that is necessary to excite these transitions. Such densities are comparable to values inferred by Lada et al. (2012) from zones with \(K\)-band extinctions in excess of 0.8 mag in a sample of nearby star forming regions. While the detection of these tracers indicates the presence of dense gas, the mean gas density may be lower if material is inhomogeneously distributed.

2.4. Isolating GMCs with BGPS Sources

The GMCs linked to each selected BGPS source are identified by regions of \(^{13}\)CO J = 1–0 emission. In the Galactic plane, the isolation of CO emission from a singular cloud is frequently complicated by the blending of signal from nearby or unrelated clouds at or near the same velocity. Such crowding is particularly severe near the maximum velocity for a given line of sight through the inner Galaxy. A cloud identification algorithm is necessary to uniformly isolate the CO emission from the target cloud linked to the BGPS source. Given the prior information of the dust source position and velocity, we have decomposed the \(^{13}\)CO J = 1–0 emission centered on each BGPS source in our sample. The algorithm CPRGPS (Rosolowsky & Leroy 2006) is applied to an extracted \(^{13}\)CO data cube with an area typically 0.5 × 0.5 deg\(^2\) in angular extent centered on the position of the BGPS source and ±20 km s\(^{-1}\) of the velocity of the dense gas tracer. The temperature threshold, \(T_{\text{thr}}\), is varied for each cloud to best isolate its emission from other nearby clouds or clouds at a similar velocity. Since our intent is to define the global properties of the cloud based on \(^{13}\)CO J = 1–0 emission and not the hierarchical structure of the cloud, we do not decompose the cloud further into constituent clumps or fragments. A three-dimensional \((l, b, V_{\text{LSR}})\) mask is generated from the set of voxels that define the cloud at a given threshold. Based on this mask, CPRGPS calculates the positional and velocity moments and integrated \(^{13}\)CO emission while also accounting for the finite resolutions of the antenna beam and spectrometer. While the cloud mask is defined at a given threshold of antenna temperature, the cloud properties are extrapolated to a common threshold of \(T_{\text{thr}} = 0\) K. Since there is subjectivity in the precise threshold that defines the cloud, which leads to uncertainties in the properties, we identify each cloud over a sequence of intensity thresholds that reasonably isolates the cloud.
The cold, neutral atomic gas sequence. The GMC properties and errors are listed in Table 1.

Near-side clouds. The cloud-to-cloud relationship between cloud size, evaluated at both the near and far side distances, relies on the size–velocity dispersion relationship for molecular clouds. The cloud harboring a BGPS source, the 13CO velocity dispersion placed from the terminal velocity for most longitudes. For each cloud identified by 13CO, the 21 cm line emission from the Very Large Array Galactic Plane Survey (Stil et al. 2006) is examined for the presence or absence of self-absorption. An average 21 cm line “ON” profile is calculated from all spectra that lie within the 13CO-defined mask of the cloud. A corresponding mean “OFF” profile is derived from all spectra circumscribing the 13CO mask with the same size area as the defined cloud. The presence of self-absorption at the velocity of the molecular cloud is visually assessed independently by the authors in this study for consistency and reliability.

A secondary discriminator to resolve the distance ambiguity relies on the size–velocity dispersion relationship for molecular clouds. The cloud-to-cloud relationship between cloud size, $R$, and velocity dispersion, $\sigma_v$, results from the co-linear, or universal, velocity structure functions of clouds such that the quantity $v_0 = \sigma_v/(\Sigma_{GMC} R)^{1/2}$ is nearly constant for clouds residing within the disk of the Milky Way (Larson 1981; Brunt 2003; Heyer & Brunt 2004; Heyer et al. 2009). The near-invariance of $v_0$ enables an estimate of the distance to the cloud, $D_{\text{vld}}$, based on the measured velocity dispersion, surface density, and the angular radius of the cloud, $\theta$, in radians,

$$D_{\text{vld}} = \frac{1}{\bar{\theta}} (\Sigma_{GMC}/100 M_\odot \text{ pc}^{-2})^{-1}(\sigma_v/v_0)^2 \text{ pc},$$

where $v_0 = 0.7 \pm 0.07$ km s$^{-1}$ pc$^{-1/2}$ (Heyer et al. 2009). While the fractional population variance precludes its use as an absolute measure of distance, it is sufficient to discriminate a near-side cloud from a far-side cloud for velocities well displaced from the terminal velocity for most longitudes. For each cloud harboring a BGPS source, the 13CO velocity dispersion and cloud size, evaluated at both the near and far side distances, are examined in relation to the constant value of $v_0$. The cloud distance is assigned to the kinematic distance, $D_{\text{kin}}$, that most closely agrees with the constant, $v_0$.

Both the H$\text{I}$ self-absorption and size–velocity dispersion methods are applied to resolve the near/far side distance ambiguity. However, a higher weight is assigned to the H$\text{I}$

### Table 1

GMC Properties and Dust Masses

| Primary BGPS ID | $T_{\text{thr}}$ (K) | $l$ (deg) | $b$ (deg) | $V_{\text{LSR}}$ (km s$^{-1}$) | $D_{\text{kin}}$ (kpc) | R (pc) | $\sigma_v$ (km s$^{-1}$) | $M_{\text{GMC}}$ ($10^3 M_\odot$) | $M_{\text{dust,T}}$ ($10^3 M_\odot$) | $M_{\text{dust,0.07}}$ ($10^3 M_\odot$) | No. of BGPS in GMC |
|----------------|----------------------|-----------|-----------|-----------------------------|------------------------|--------|------------------------|----------------------------|--------------------------|-----------------------------|---------------------|
| 2430           | 2.6                  | 18.621    | -0.093    | 45.5                        | 3.64                   | 8.86(0.14) | 1.36(0.01) | 43.5(0.7)       | 5.0(1.0)                  | 1.9(0.8)                   | 6                   |
| 2431           | 1.0                  | 18.668    | 0.035     | 80.0                        | 10.65                  | 11.82(0.02) | 1.44(0.01) | 56.6(0.1)       | 10.3(4.3)                 | 10.3(4.3)                  | 3                   |
| 2436           | 2.0                  | 18.706    | -0.231    | 43.5                        | 12.54                  | 16.96(2.54) | 2.94(0.19) | 290.5(72.0)     | 50.8(15.2)                | 8.2(3.4)                   | 3                   |
| 2439           | 1.0                  | 18.693    | 0.012     | 27.2                        | 13.67                  | 16.60(2.06) | 1.64(0.18) | 77.9(17.1)      | 15.5(6.5)                 | 15.5(6.5)                  | 1                   |
| 2446           | 0.7                  | 18.683    | 0.287     | 19.5                        | 14.29                  | 33.54(3.78) | 2.43(0.06) | 555.9(63.7)     | 48.9(11.2)                | 20.4(9.0)                  | 1                   |
| 2453           | 1.0                  | 18.820    | -0.076    | 122.6                       | 7.62                   | 8.91(4.47) | 1.61(0.64) | 17.2(14.8)      | 1.8(0.8)                  | 1.8(0.8)                   | 1                   |
| 2456           | 1.2                  | 18.841    | -0.295    | 42.7                        | 12.64                  | 5.79(11.3)  | 1.01(0.06) | 8.9(1.3)        | 9.1(4.0)                  | 9.1(4.0)                   | 1                   |
| 2460           | 2.9                  | 18.919    | -0.356    | 65.0                        | 4.45                   | 25.11(0.34) | 2.30(0.06) | 330.7(24.4)     | 39.4(5.6)                 | 1.6(0.7)                   | 22                  |
| 2464           | 0.8                  | 18.920    | -0.401    | 25.5                        | 2.23                   | 3.26(0.21)  | 0.89(0.05) | 3.5(0.2)        | 0.4(0.1)                  | 0.2(0.1)                   | 2                   |
| 2469           | 2.9                  | 18.887    | 0.041     | 49.2                        | 12.25                  | 12.71(0.22) | 1.37(0.32) | 131.2(16.5)     | 15.7(6.6)                 | 15.7(6.6)                  | 1                   |

Notes. Columns list the (1) ID of the primary source in the BGPS catalog, (2) threshold temperature used to define the GMC, (3) Galactic longitude, (4) Galactic latitude, (5) local standard of rest (LSR) velocity of the GMC, (6) kinematic distance of the GMC, (7) radius of the GMC, (8) velocity dispersion of the GMC, (9) GMC mass, (10) total mass of BGPS sources, (11) total mass of BGPS source pixels with $\Sigma_{\text{dust}} > 200 M_\odot \text{ pc}^{-2}$, and (12) total number of BGPS sources within the GMC. Numbers in Parentheses indicate uncertainties of the listed quantities.

(This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for guidance regarding its form and content.)
self-absorption measure to establish a distance. Sources for which the measured cloud velocity is within 10 km s$^{-1}$ of the terminal velocity of the rotation curve for the source longitude, are assigned a distance corresponding to the tangent point position. We have compared our distance assignments to those derived by Ellsworth-Bowers et al. (2013) and Roman-Duval et al. (2010). For common sources, our near and far side assignments agree with 83% and 88% of the assignments made by Ellsworth-Bowers et al. (2013) and Roman-Duval et al. (2010) respectively. While these methods to resolve the near/far side ambiguity are not infallible, the consistency between three independent groups provides confidence that these assignments are not the limiting error in our results.

2.6. Mass of $^{13}$CO Clouds

To calculate the GMC mass from $^{13}$CO emission, we assume optically thin emission, a constant excitation temperature of 10 K, and local thermodynamic equilibrium (LTE) conditions to account for population of molecules in the higher excitation states. This provides a direct conversion from the $^{13}$CO luminosity, $L_{13}$, in units of K km s$^{-1}$ pc$^2$, to GMC mass

$$M_{\text{GMC}} = 0.41[6.2R_{\text{gal}} + 18.7]L_{13} M_\odot,$$  \hspace{1cm} (2)

where the term in square brackets accounts for the varying $^{12}$C to $^{13}$C abundance ratio with Galactocentric radius, $R_{\text{gal}}$ (Milam et al. 2005). A constant H$_2$ to $^{12}$CO abundance of 2 $\times$ 10$^4$ is assumed (Blake et al. 1987) and a mean molecular weight, $\mu$, of 1.36 is applied to account for the contribution from helium. The GMC masses and estimated random errors are shown in Table 1.

Our assumptions of a constant excitation temperature, constant abundance, and optically thin $^{13}$CO emission are clearly a simplification of the complex thermal and density structure of molecular clouds along the line of site that can lead to systematic errors. Padoan et al. (2000) show that deviations from LTE conditions can cause underestimations of the $^{13}$CO true column densities by a factor ranging from 1.3 to 7. An excitation temperature of 10 K provides a reasonable reference value. It is motivated by the distributions of $^{12}$CO excitation temperatures that peak at a value of 7 K (Heyer et al. 2009; Roman-Duval et al. 2010). For densities less than the critical density of the $J = 1-0$ transition ($n_{\text{crit}} \approx 2000$ cm$^{-3}$), $^{13}$CO is likely subthermally excited. In this regime, which may contain a significant fraction of the cloud mass, the column densities derived using the thermalized excitation temperature underestimate the true column density (Dickman 1978). For example, if the true excitation temperature is 5 K, then the calculated column density assuming $T_e = 10$ K is $\approx 50\%$ the value using the correct measure of excitation. Similarly, our assumption of optically thin emission for all lines of sight leads to an underestimate of the true column density by the factor $\int dv \tau(v)$/$\int dv (1 - \exp(-\tau(v)))$. Roman-Duval et al. (2010) find the mean opacity integrated over the position–position–velocity volume of GMCs is 1.5. This mean opacity corresponds to a column density 1.9 times larger than the column density assuming $\tau = 0$. The application of a constant abundance for all clouds and all lines of sight within clouds introduces additional errors. The assumed relative H$_2$ to $^{13}$CO abundances are only valid in the strongly self-shielded interior of the cloud. A recent study by Ripple et al. (2013) shows that the $^{13}$CO self-shielded regime accounts for only 50% of the total H$_2$ mass of the Orion molecular cloud. Given our assumptions and the described effects, the derived values for $M_{\text{GMC}}$ should be considered lower limits. Finally, the use of kinematic distances can also impact the reliability of cloud mass measurements. Non-circular motions induced by a spiral arm potential or random cloud motions can also lead to uncertainties of order 50% in the mass estimates, but these are expected to be random.

A more complex error to quantify is the identification of the GMC at a given threshold. The error assigned to $M_{\text{GMC}}$ and listed in Table 1 is the standard deviation of mass values determined from the sequence of antenna temperature thresholds for which the cloud is well distinguished from extended signal. If the number of thresholds is less than 3, then the assigned error is the statistical error calculated by CPROPS through the bootstrap method (Rosolowsky & Leroy 2006).

The surface density of the GMC is calculated from the expression,

$$\Sigma_{\text{GMC}} = \frac{M_{\text{GMC}}}{\pi R_{\text{GMC}}^2}$$  \hspace{1cm} (3)

and the mean volume density is estimated by

$$\langle n_{\text{GMC}} \rangle = \frac{3M_{\text{GMC}}}{4\pi \mu m_{\text{H}_2} R_{\text{GMC}}^3},$$  \hspace{1cm} (4)

where $R_{\text{GMC}}$ is the effective radius of the cloud.

2.7. Mass of BGPS Sources

The mass of each BGPS source, $M_{\text{dust}}$, can be estimated from its integrated flux density, $S_{1.1\text{mm}}$, assuming that the dust emission at 1.1 mm is optically thin and well characterized by a single temperature and opacity,

$$M_{\text{dust}} = \frac{D_{\text{km}}^2 S_{1.1\text{mm}}}{B_{1.1\text{mm}}(T_{\text{dust}})\kappa_{1.1\text{mm}}},$$  \hspace{1cm} (5)

where $D_{\text{km}}$ is the distance to the cloud harboring the BGPS source, $S_{1.1\text{mm}}$ is the Planck function evaluated at $\lambda = 1.1$ mm and dust temperature $T_{\text{dust}}$, and $\kappa_{1.1\text{mm}} = 0.0114$ cm$^2$ g$^{-1}$ is the dust opacity per gram of gas (Ossenkopf & Henning 1994) and includes a gas-to-dust ratio of 100. The dust column density, mass, and respective uncertainties are determined from a Monte Carlo simulation of Equation (5) that samples a temperature distribution and source flux density distribution based on the measured flux density and flux density error listed in the BGPS catalog and assumed to follow a Gaussian function. We assume a Gaussian distribution of dust temperatures centered on $T_{\text{dust}} = 14$ K with a dispersion of 4 K, which approximates the variation of dust temperatures found in BGPS sources by (Eden et al. 2013). All dust masses and estimated random errors are listed in Table 1. We acknowledge a single dust temperature oversimplifies the distribution of thermal energy within a dust source. Temperature gradients along the line of sight arise from external and internal heating sources that can bias the estimate of a mean dust temperature along the line of sight to higher values and lead to an underestimate of the dust column density (Shetty et al. 2009). For the BGPS sources studied here, an embedded massive protostar or young stellar cluster can raise the local dust temperature to 40–100 K within a limited volume of the dust source. By assuming a lower dust temperature throughout the source, the derived mass from the dust continuum emission overestimates the true mass. Also, we do not include uncertainties or a finite range of values in $\kappa_{1.1\text{mm}}$ when calculating dust masses. Ossenkopf & Henning (1994) estimate that $\kappa_{1.1\text{mm}}$ should not vary by more than a factor of two, which would similarly impact the dust mass error.
The mass surface density and mean volume density are

\[ \Sigma_{\text{dust}} = \frac{M_{\text{dust}}}{\pi R_{\text{dust}}^2} \]  \hspace{1cm} (6)

and

\[ \langle n_{\text{dust}} \rangle = \frac{3M_{\text{dust}}}{4\pi \mu m_{\text{H}_2} R_{\text{dust}}^3}, \]  \hspace{1cm} (7)

where \( R_{\text{dust}} \) is the effective radius of the dust continuum source. For those sources that are unresolved along one or both of the source axes, the radius is assigned an upper limit corresponding to angular size of 14" at the distance of the source.

3. RESULTS

3.1. BGPS–GMC Associations

The nature of the selected BGPS sources and isolated clouds is revealed, in part, by the distributions of mass surface densities, mean volume densities, and masses. Figure 1 shows the mass surface density for the GMCs and all dust sources. The sharp lower cutoff for \( \Sigma_{\text{GMC}} \) is a result of the surface brightness threshold used to define the cloud, the lowest of which is three times the channel rms of the data. The mass surface densities for this sample of clouds are comparable to those determined by Roman-Duval et al. (2010) but higher than the values derived by Heyer et al. (2009), who used the more extended cloud boundaries defined by Solomon et al. (1987) based on \(^{12}\text{CO} \) emission. These cases, \(^{13}\text{CO} \) emission does not fill the area resulting in lower surface densities. Surprisingly, the dust surface densities are comparable to the corresponding cloud surface densities. For GMCs with small angular sizes, this equivalence is due to the median filtering of the Bolocam pipeline to remove atmospheric signal (discussed in more detail in Section 4) that simply recovers the cloud mass. For other dust sources the condition \( \Sigma_{\text{dust}} \sim \Sigma_{\text{GMC}} \) may reflect a clumpy distribution of dense sub-fragments. The clumpy nature of the dust sources is supported by the derived mean volume densities shown in Figure 2 and those tabulated by Dunham et al. (2011b) and Schlingman et al. (2011). The volume densities of the dust sources are larger than those of the GMCs by factors of 3–5 yet smaller than the excitation requirements of \(^{13}\text{CO} \) and the \( ^3\text{NH}_3 \) inversion lines. The detection of one or more of these high density tracers attest to the presence of gas with volume densities in excess of \( 10^4 \text{ cm}^{-3} \). The gas in this set of dust sources responsible for high excitation line emission is likely distributed within high density fragments that are unresolved by the Bolocam 33" angular resolution. Such inhomogeneous conditions are present in the sample of dust sources analyzed by Beuther et al. (2002) in which the mean volume densities range are \( \sim 10^{4-5} \text{ cm}^{-3} \) but gas with volume densities of \( 10^{5-6} \text{ cm}^{-3} \).
are inferred from multi-level transitions of CS. High angular resolution of one of these sources (IRAS 05358+3543) identifies at least four sub-fragments within the core with masses ranging from 1–18 $M_\odot$ (Beuther et al. 2007). It is reasonable to assume our sample of dust cores follow a similar clumpy distribution. Therefore, the dust masses derived from the BGPS 1.1 mm dust emission are upper limits to the amount of high density material within the cloud.

To further isolate regions of high density within the cloud that are more coupled to the production of stars, we examined the BGPS surface brightness images of 1.1 mm dust continuum emission and the images of source masks that link pixels to a cataloged source (Rosolowsky et al. 2010). Many of the BGPS sources are marginally or well resolved by the 33″ resolution. For each resolved source, pixels with surface brightness values in excess of 0.22 Jy sr$^{-1}$ are consolidated. This threshold corresponds to a mass surface density of 200 $M_\odot$ pc$^{-2}$ for a dust temperature of 14 K that approximately matches the K-band extinction threshold used by Lada et al. (2012). The set of pixels that satisfy this limit are used to derive the solid angle, $\Omega_{\text{dust,200}}$, mass, $M_{\text{dust,200}}$, surface density, $\Sigma_{\text{dust,200}}$, and mean volume density, $\langle \rho_{\text{dust,200}} \rangle$, of high column density material for each source. The distributions of surface density, $\Sigma_{\text{dust,200}}$, and mean density, $\langle \rho_{\text{dust,200}} \rangle$, are shown in Figures 1 and 2, respectively. These segments within the dust cores have mean volume densities 10 times larger than the ambient cloud density values and are more representative of material linked to star formation than the composite BGPS sources.

The distributions of GMC mass, $M_{\text{GMC}}$, dust mass, $M_{\text{dust}}$, and high column density dust mass, $M_{\text{dust,200}}$, are shown in Figure 3. The absence of very massive ($M > 10^{2.5} M_\odot$) GMCs may reflect that in some cases, CPMPs identifies a massive segment of a larger molecular cloud. Multiple large segments are common features in local GMCs. For example, the Orion molecular cloud complex is comprised of two major segments—the Orion A and Orion B clouds. At a distance of 15 kpc, the $^{13}$CO $J = 1$–$0$ emission from these segments would be separately identified by the CPMPs algorithm at the sensitivities of the GRS. The dust masses are typical of massive, dense fragments of clouds that are associated with massive star and stellar clusters formation (Battersby et al. 2010).

4. DENSE GAS FRACTION IN GMCS

The production of stars occurs within the localized, overdense regions within molecular clouds. Therefore, the fractional mass contribution of the dense gas component sets an upper limit to the efficiency of star formation over the next free-fall time scale or longer. In most cases, the dust sources are overdense regions with respect to the mean density of the GMC, as shown in Figure 2, and are frequently associated with star formation activity (Dunham et al. 2011a). Battersby et al. (2010) demonstrate that the dense, filamentary structures of clouds, exemplified by infrared dark clouds, are also well traced by the BGPS 1.1 mm continuum emission. The dense cores from which stars directly condense are embedded within these filaments. The fraction of the cloud mass that resides within the resident dust sources is $M_{\text{dust,200}}/M_{\text{GMC}}$, where $M_{\text{dust,200}}$ is the total mass derived from all primary and secondary BGPS sources within a cloud. We estimate the dense gas mass fraction of a cloud, $f_{DG}$, as the ratio of mass residing within the high column density lines of sight and the GMC mass, $M_{\text{dust,200}}/M_{\text{GMC}}$. As discussed in Sections 2.7 and 3.1, the mass derived from the dust emission is an upper limit to the amount of material with densities greater than $10^4$ cm$^{-3}$ given the clumpy distribution of the dust sources. The GMC masses derived from the $^{13}$CO column density are likely lower limits due to our assumptions of excitation temperature, LTE, optical depth, and $^{13}$CO abundance. Therefore, our estimates of $M_{\text{dust,200}}/M_{\text{GMC}}$ are upper limits to the true mass fractions. It is worth emphasizing that these mass ratios are unaffected by uncertainties associated with our distance determination, since the distance terms cancel out of the ratio. Therefore, even if a cloud is misidentified as being on the near or far side of the Galaxy, this ratio will be unchanged.

The calculated fractions $M_{\text{dust,200}}/M_{\text{GMC}}$ and $M_{\text{dust,200}}/M_{\text{GMC}}$ as functions of cloud mass and cloud surface density are shown in Figures 4 and 5, respectively. The values of $M_{\text{dust,200}}/M_{\text{GMC}}$ are affected by the BGPS data processing, which removes large scale structure to account for atmospheric contributions. For clouds with angular sizes smaller than the angular extent of the Bolocam field of view of 6′ (open circles), the median filtering removes the atmospheric contribution and recovers all or some large fraction of the cloud column density (Aguirre et al. 2011; Ginsburg et al. 2013). In these cases, the derived dust masses are comparable to the $^{13}$CO-derived cloud masses. The median filtering is responsible for the results of Dunham et al. (2011b) who found decreasing volume densities with increasing distance, which in most cases corresponds to the decreasing angular size of the clouds. For GMCs with sizes greater than 6′ (filled points), this effective median filtering removes atmospheric and the extended cloud emission and recovers compact regions within the cloud with enhanced column density. The distributions of $M_{\text{dust,200}}/M_{\text{GMC}}$ and $M_{\text{dust,200}}/M_{\text{GMC}}$ are asymmetrically skewed toward higher values. The median value

![Figure 3. Distributions of GMC mass, $M_{\text{GMC}}$, the dust masses (primary and secondary) in the clouds, $M_{\text{dust}}$, and the mass residing in high column density lines of sight $M_{\text{dust,200}}$.](image-url)
correspond to clouds with angular radius of the measured fraction, \( f \). Figure 5.

\[ M_{\text{dust},T}/M_{\text{GMC}} \text{ as a function of GMC mass. The solid and open circles correspond to clouds with angular radius } > 3 \text{ and } < 3', \text{ respectively. For clarity, individual error bars are not shown. The right-hand panel show the distribution of } M_{\text{dust},T}/M_{\text{GMC}} \text{ for clouds with angular size greater than } 3'. \text{ Bottom: the dense gas fraction, } f_{\text{DG}} \text{ as a function of GMC mass. The right-hand panel show the distribution of } f_{\text{DG}} \text{ values for clouds with angular size greater than } 3'. \]

Recent studies by Eden et al. (2012, 2013) have analyzed the same data sets to derive \( M_{\text{dust},T}/M_{\text{GMC}} \) in a sample of clouds within varying environments in the Galactic Plane. They found no systematic variation of mean \( M_{\text{dust},T}/M_{\text{GMC}} \) values between near side, far side, and tangent point clouds, although values range from 1%–20%. Eden et al. (2013) considered the variation of this ratio between arm and inter-arm regions along the lines of sight over the range 37:83 ≤ l ≤ 42:5. They found no significant difference in clouds that lie within a spiral feature and those located between arms. However, they did identify a very large value (36%) for the Perseus arm, which is located on the far side of the tangent point for these lines of sight. This large value is most likely due to the small angular size of clouds at these distances and the effective median filtering of the BGPS processing that recovers the cloud column density and mass rather than sub-regions of high volume or column density. Excluding the distant, Perseus arm sample, their mean \( M_{\text{dust},T}/M_{\text{GMC}} \) values are 5%. The factor of two difference between our results may lie in our application of a flux limit that biases our sample to larger dust masses or in the different cloud identification methods.

Our results for \( M_{\text{dust},200}/M_{\text{GMC}} \) can be further compared to other studies that estimate the dense gas fraction using infrared-derived extinctions of background stars as measures of gas column density. When possible, such extinction studies are more reliable to evaluate a dense gas fraction than the method used in this study as the full range of cloud column density is derived with a singular tracer of gas column density and is not dependent on local, molecular chemistry or dust temperature. However, such extinction studies are challenging for more distance clouds owing to contamination by foreground stars as well as foreground extinctions. To date, such studies are limited to a small number of local clouds and even a smaller number of GMCs in the molecular ring of the Galaxy (although, see Kainulainen et al. 2013). From their sample of 11 local clouds, Lada et al. (2012) estimate the mass contained in regions with \( K \)-band dust extinctions greater than 0.8 mag relative to the mass residing with \( A_K > 0.1 \) to be 0.10 ± 0.06. Kainulainen & Tan (2013) define a continuous dense gas fraction, \( d\chi(>N) = M(>N)/M_{\text{TOT}} \) normalized to unity at a column density of \( 3 \times 10^{21} \) cm\(^{-2}\). This function provides a concise description of the mass distribution in a cloud. Evaluated at 200 \( M_\odot \) pc\(^{-2}\), they find low values (~0.02) in starless clouds and higher values 0.05–0.2 in star forming clouds like Cep A, Perseus, Taurus, and Orion.

While our study does not quantify the star formation activity within this set of clouds, the derived values of \( f_{\text{DG}} \) have important implications to the transformation of gas into stars. First, Figures 4 and 5 demonstrate that \( f_{\text{DG}} \) is independent of the mass and surface density of the host GMC. This invariance excludes the suggestion by Heiderman et al. (2010) that the extrapolactic, super-linear Kennicutt–Schmidt scaling relationship emerges from a dependence of \( f_{\text{DG}} \) on \( \Sigma_{\text{mol}} = (A_{\text{mol}}/A_{\text{bp}})(\Sigma_{\text{GMC}}) \), where \( A_{\text{mol}}/A_{\text{bp}} \) is the area filling factor of GMCs within the extrapolactic aperture and \( \Sigma_{\text{GMC}} \) is the average mass surface density of GMCs. Furthermore, the mean value of the dense gas mass fraction can be compared to the fraction of cloud material converted into stars over a free-fall time, \( \epsilon_{\text{FF}} \), which provides an important constraint to theoretical descriptions of star formation. For a volumetric star formation law, Krumholz et al. (2012) calculate the range 0.003 < \( \epsilon_{\text{FF}} \) < 0.03 that describes the composite measurements of the Kennicutt–Schmidt scaling relationship from resolved
GMCs in the Galaxy and nearby galaxies to more distant starbursts and high redshift systems. Figures 4 and 5 demonstrate a small amount of a cloud’s mass resides within a dense configuration to form newborn stars. Recalling that these are likely upper limits and only a fraction of the dense gas will develop into stars, the small values of ε_F can be attributed to the deficiency of high volume density gas as measured by f_{gas}, rather than some process within the dense gas that inhibits infall or the presence of a diffuse, molecular component that is inert to the production of stars. Star formation is therefore limited by the processes responsible for the formation of dense, compact structures within magneto-turbulent clouds.

5. KINEMATICS OF DENSE REGIONS

The kinematic relationship between the dense gas and the low density substrate, as traced by 13CO emission, offers insight to processes responsible for clump and filament formation in GMCs. Many recent studies have proposed that dense filamentary structures develop at the stagnation points of supersonic, converging or collapsing gas streams in GMCs (Padoan & Nordlund 2002; Krumholz & McKee 2005; Ballesteros-Paredes et al. 2011; Gong & Ostriker 2009, 2011). In such cases, there should be a velocity offset between the dense gas and the converging, low density material (Smith et al. 2012). To evaluate the velocity displacement between the BGPS source and the surrounding, low density material, we calculate the difference between the centroid velocity of the dense gas tracer from Schlingman et al. (2011) or Dunham et al. (2011b) and the centroid velocity of the 13CO spectrum averaged over a 3 × 3 arcmin² area centered on the BGPS source. We restrict the sample to primary BGPS sources residing within GMCs with angular extents larger than 3° so that the 13CO velocity centroid is representative of local motions about the BGPS source rather than the entire cloud. The distribution of velocity centroid differences for our sample is shown in Figure 6(a). It is strongly peaked on zero velocity displacement. Both Walsh et al. (2004) and Kirk et al. (2010) find similar distributions of velocity differences between the velocity centroids of 13CO and high density tracers in the nearby Perseus molecular cloud. Wienen et al. (2012) also derive a centrally peaked distribution of velocity differences centered on zero between 13CO and NH₃ line centroids for a flux limited sample of ATLASGAL sources throughout the inner Galaxy.

The small velocity centroid differences found in these distributions do not necessarily indicate small velocity displacements between the dense gas and overlying material or that these two components are co-moving. Each velocity centroid measures the line of sight component of the respective gas motions. Since it is reasonable to assume that any relative motion between the dense gas and low density medium is randomly oriented with respect to the observer, true velocity displacements are necessarily diluted by orientation.

We model the observed distribution of velocity differences in the context of converging, radial flows with varying velocity offsets that are randomly oriented. While such converging flows are not a unique description of the velocity differences between the dense gas and lower density medium, these models can constrain the mean flow velocity in the limiting case that the 13CO J = 1–0 emission primarily originates within a converging or collapsing parcel of low density gas centered on the BGPS source. Two simple flow configurations are considered: a single, one-sided flow, and a two-sided, converging, yet misaligned flow. The flow velocity is referenced to the velocity of the dense gas and is taken as the average projected velocity to the observed line of sight. In practice, the mean projected velocity also depends on the density of the flows being considered as this impacts the line excitation.

For a one-sided, radial flow of low density gas moving relative to the dense gas with a random inclination angle, the radial velocity is

\[ v_r = A \cos \theta \sin \phi, \]

where A is the velocity amplitude of the flow, θ is the angle of the flow off the x–y plane, and φ is the polar angle within the x–y plane. The observer’s line of sight is along the x axis. The value of cos θ is selected randomly from a uniform distribution range −1 < cos θ < 1. The value of φ is selected randomly from a uniform distribution between 0 < φ < 2π. The cumulative distributions of relative velocities for three different values of A are shown in Figure 6(b) along with the observed cumulative distribution. The model distributions are centered on zero with widths dependent on the value of A. The observed distribution is well bounded by flow velocities of 1–3 km s⁻¹. Models with A = 1 and 3 km s⁻¹ respectively under-predict and over-predict the frequency of large velocity centroid differences. The model with A = 2 km s⁻¹ offers a reasonable approximation of the measured distribution.

The second set of models considers radially converging flows that are misaligned with respect to each other. Such misaligned flows are present in the computational simulations of supersonic turbulent flows in GMCs (Padoan & Nordlund 2002; Smith et al. 2012). The projected velocity is determined from Equation (8) for the front (F) and back (B) hemispheres such that 0 < cos θ_F < 1 and −1 < cos θ_B < 0, respectively. The model projected velocity of the low density gas is the average of the radial velocity of the two flows, \( (v_{r,F} + v_{r,B})/2 \). The cumulative distributions of relative velocities for three different velocity amplitudes are shown in Figure 6(c) along with the observed distribution. The distribution of relative velocities in this case is narrower than the one-sided flow case for the same value of A. When the two-sided, radial flows are nearly aligned, the velocity difference is always close to zero as the receding frontside and approaching backside velocities nearly cancel. For the two-sided, misaligned flow, the velocity amplitude of A = 4 km s⁻¹ best matches the observed distribution of velocity differences.

In the context that the measured distribution of velocity displacements results from converging or infalling material toward a dense, central clump or core, these simple models constrain the velocity of the converging gas to be 2–4 km s⁻¹. We emphasize that this is a statistical measure of the velocity difference averaged over random orientations to the line of sight. It is not possible to derive a true velocity displacement between the dense gas and low density material circumscribing the dense gas for any single target.

The converging gas motions inferred from the models imply a Mach number of 10–20 for a gas temperature of 10 K. For an isothermal gas, such converging, supersonic motions should produce very large density fluctuations in shocks. However, on the spatial scales resolved by these observations, such shocks would be difficult to detect. Indeed, we measure no systematic variation of the dense gas fraction or a contrast ratio, \( \Sigma_{\text{dust}, 200}/\Sigma_{\text{GMC}} \) or \( n_{\text{dust}, 200}/n_{\text{GMC}} \), with velocity dispersion.

Recent computational studies have examined the role of converging flows in the formation of molecular clouds and the development of cloud sub-structure and turbulence (Heitsch et al. 2008; Hennebelle et al. 2008; Banerjee et al. 2009; Gong...
& Ostriker 2009, 2011; Clark et al. 2012). A common feature in the simulations is the development of massive filaments as material accumulates within the post-shock regions due to gravity, turbulence, and thermal instabilities. The filaments are gravitationally unstable and undergo further collapse and fragmentation into localized cores. Gong & Ostriker (2011) carried out a parameter study of converging, supersonic flows for Mach numbers ranging from 1 to 9. They find higher Mach number flows generate a larger range of core masses and a smaller median core mass due to the reduced Jeans' mass in the post-shock region. Our estimate of the converging flow Mach number is comparable to their largest Mach number used in their parameter study. Nevertheless, the maximum mass from their simulation is 50 \( M_\odot \), which is much smaller than the typical dust mass listed in Table 1.

In the case of converging streams of warm, neutral, atomic gas (warm neutral medium) studied by Heitsch et al. (2008), Hennebelle et al. (2008), Banerjee et al. (2009), and Clark et al. (2012) the formation of filaments is a downstream process resulting from the interactions and turbulence generated from the large scale collision and occurring 1–2 \( \times 10^3 \) yr after the initial interaction. The clumps and filaments have Mach numbers and surface densities comparable to the BGPS sources studied here but with maximum masses of \( \sim 500 M_\odot \), which are much smaller than the typical mass of a BGPS source (Banerjee et al. 2009). More massive filaments may result from the continued accumulation of material from the large scale collapse of the clouds predicted by these simulations. Unfortunately, a direct comparison between the gas properties and kinematics associated with these regions to our results is not possible or straightforward as the simulations focus on mass distributions of the densest regions (cores) in the simulations, which we do not resolve, and the true velocities of large scale flows, which we cannot determine. Despite this, the results of Clark et al. (2012) suggest low fractions of dense gas in colliding flows, consistent with our findings. At the onset of star formation in their simulations they find \( M(n > 10^3 \text{ cm}^{-3})/M(n > 100 \text{ cm}^{-3}) \) to be \( \sim 1\%–2\% \) for slow colliding flows, with \( v_{\text{flow}} = 6.8 \text{ km s}^{-1} \), and \( \sim 20\%–25\% \) for fast colliding flows, with \( v_{\text{flow}} = 13.6 \text{ km s}^{-1} \).

6. CONCLUSIONS

We have examined the properties of the host GMCs associated with a flux limited sample of 1.1 mm dust continuum sources from the BGPS. These dust sources are representative of massive clumps in GMCs from which stellar clusters and massive stars ultimately form. The fraction of the GMC mass residing within the dust continuum sources is 0.11\( ^{+0.12}_{-0.06} \). The fraction of GMC mass residing within the dust sources with mass surface densities greater than 200 \( M_\odot \text{ pc}^{-2} \) is 0.07\( ^{+0.13}_{-0.05} \). This dense gas fraction is independent of GMC mass and suggest that the inefficiency of star formation is caused by the deficiency of dense gas. The distribution of velocity differences between the dense gas and surrounding lower density material is centrally peaked on zero displacement. Models of radially converging flows with random orientations to the observer constrains the velocity of these flows to 2–4 \( \text{ km s}^{-1} \).
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