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Abstract – The evolutionary dynamics of molecular populations are strongly dependent on the structure of genotype spaces. The map between genotype and phenotype determines how easily genotype spaces can be navigated and the accessibility of evolutionary innovations. In particular, the size of neutral networks corresponding to specific phenotypes and its statistical counterpart, the distribution of phenotype abundance, have been studied through multiple computationally tractable genotype-phenotype maps. In this work, we test a theory that predicts the abundance of a phenotype and the corresponding asymptotic distribution (given the compositional variability of its genotypes) through the exact enumeration of several GP maps. Our theory predicts with high accuracy phenotype abundance, and our results show that, in navigable genotype spaces—characterised by the presence of large neutral networks—phenotype abundance converges to a log-normal distribution.

Introduction. – How the genetic information maps into functional phenotypes (the so-called genotype-to-phenotype, or GP, map) critically conditions the dynamics of evolution [1,2]. Genotypes encode the information to generate phenotypes and in the process of replication undergo all sorts of mutations. The second basic mechanism of evolution, selection, acts upon phenotypes. Standard approaches to evolutionary dynamics have traditionally overlooked the fact that genotype and phenotype are connected through very complex mechanisms, and that the latter may have strong effects on the dynamics.

Genotype spaces can be depicted as networks, with nodes representing genotypes and links joining pairs of genotypes mutually accessible through a mutation. Phenotypes are then subsets of nodes in this network, and the GP map describes their distribution in genotype space. As selection acts on phenotypes, evolution within a connected component of a phenotype is neutral (or nearly so). For this reason, they are referred to in the literature as neutral networks (NNs) [3,4]. A characteristic feature of all known GP maps is the strongly heterogeneous distribution of the abundance (number of nodes) of their NNs [5,6]. A few NNs are huge, typically percolating the whole genotype space, whereas most of them are small. This has evolutionary implications. First of all, the existence of huge NNs endows populations with a high genomic variability without bearing any selective cost. Secondly, most phenotypes are not accessible for entropic reasons [7–9]. Besides, large NNs are so interwoven that virtually any pair of them are connected to each other, thus facilitating the search for phenotypes [10,11]. Under this paradigm, evolution is both robust and innovative.

Given the complexity of GP maps, we need to uncover and characterise as many general features as possible. One of them is the abundance distribution of NNs.

(a) Contribution to the Focus Issue Evolutionary Modeling and Experimental Evolution edited by José Cuesta, Joachim Krug and Susanna Manrubia.
The first studies of this distribution often relied on random samplings of the genotype space and considered relatively short RNA molecules [12,13]. These are chains of a two- to four-letter alphabet (A, U, C, G or a subset of those), whose phenotype is identified as a minimum-energy chain of RNA sequences [12,13]. These are chains of RNA molecules [12,13]. These are chains of a two- to four-letter alphabet (A, U, C, G or a subset of those), whose phenotype is identified as a minimum-free-energy folding (secondary structure) [14]. Results pointed to a fat-tailed, decaying distribution [13,15–18] —although whether exponential, power law, or otherwise is far from clear. Later studies of longer molecules (up to 126 letters long) show bell-shaped abundance distributions instead [8].

The first theoretical model addressing this question considered a set of binary sequences with a specific GP mapping rule [19]: the abundance distribution was an unequivocal power law. Later, it was pointed out that two different kinds of distributions —power law and log-normal— are possible [20]. The argument relies on the existence of sites showing low and high compositional variability within a phenotype. Power laws are expected when these positions occupy fixed sites, whereas log-normals arise if their location is not fixed, so that counting the number of arrangements of them in the sequence yields a combinatorial factor. In the case of RNA sequences, low/high variability sites are associated to paired/unpaired nucleotides in the folded structure. A combinatorial calculation of the distribution of paired and unpaired sites can be carried out exactly (see [21] and references therein) and shown to be normal. As the number of low variability sites can be related to the logarithm of the phenotype abundance, the resulting distribution turns out to be log-normal. As a matter of fact, since not only paired sites, but any other structural feature of the folded chain can be shown to have a normal distribution, the argument can be extended even if site variability is affected by other structural elements. The log-normal prediction is thus expected to be quite robust.

### Versatility of a site

An alternative way to look at the problem of estimating phenotype abundance was suggested in the discussion of [20]. If, for a given phenotype, a variable \( v_i \) could measure the average number of different letters of the alphabet that show up at site \( i \) of its sequences, then the abundance could be estimated as

\[
S_{est} = v_1 v_2 \cdots v_L
\]

if the genotype is a chain of length \( L \). This definition is easy to understand if sites are either completely neutral (any mutation maintains the phenotype, \( v_i = k \), the size of the alphabet) or fully constrained (any mutation changes phenotype, \( v_i = 1 \)). In a more general case, \( v_i \) would take intermediate values.

Given that phenotypes differ in the distributions of their structural motifs, and that the variability of a site is strongly correlated to the motif it sits in, variables \( v_i \) can be regarded as phenotype-dependent random variables that take values from a certain distribution. Thus, by the central limit theorem \( \ln S \) will be a phenotype-dependent, normally distributed random variable.

Here is a way to estimate one such variable \( v_i \) (henceforth referred to as versatility) for an alphabet of \( k \) letters. We choose a phenotype and count in how many of its genotypes letter \( \alpha \) shows up at site \( i \). Let \( m_{\alpha,i} \) be that number. Then we define the versatility at site \( i \) through

\[
v_i = \frac{1}{M_i} \sum_{\alpha=1}^{k} m_{\alpha,i}, \quad M_i \equiv \max\{m_{1,i}, \ldots, m_{k,i}\}.
\]

The rationale behind this definition relies on assuming that the relative frequencies of each letter of the alphabet at each position \( i \) are proportional to the fraction of the space of genotypes associated to the phenotype. It implicitly assumes that the most frequent letter at each position is always characteristic of the phenotype, while other letters, appearing less frequently, may yield sequences corresponding to different phenotypes. For example, if \( G \) appears \( m_{G,i} \) times and \( C \) appears \( m_{G,i}/2 \) times, other letters being absent, the versatility of that site would be

\[
v_i = 3/2, \quad \text{meaning that a half of the mutations from } G \text{ to } C \text{ at that site change phenotype.}
\]

When only one letter appears, \( v_i = 1 \), while \( v_i = k \) if all letters are equally likely, recovering the limits of simple models [19,20].

**Testing the definition of versatility.** — In order to show that the versatility introduced in eq. (2) is a meaningful concept, we have tested it for different GP maps (sketched in fig. 1) regarding how well it predicts the abundance of a specific phenotype component and its relationship with the distribution of phenotype abundances.

First, we have folded all RNA sequences of length \( L = 16 \), using the Vienna package [22], and classified them
The third GP map that we have analysed is the HP model for lattice proteins [23], where a protein is represented by a self-avoiding chain of hydrophobic (H) or polar (P) beads on a lattice. The energy of a given configuration is calculated from a contact potential,

$$ E = \sum_{i<j} U(\sigma_i, \sigma_j) C_{ij}, $$

where $\sigma_i \in \{H,P\}$, $C_{ij} = 1$ when $i$ and $j$ are neighbours on the lattice (with $|i-j| \neq 1$) and $C_{ij} = 0$ otherwise, and $U(\sigma_i, \sigma_j)$ specifies the interaction strength. Several different specific realisations of the model can be found in the literature (see below). For two-dimensional square lattices, compact and non-compact versions of the model have been studied. In compact HP, sequences of length $L = l_1 \times l_2$ are forced to fold into rectangular structures, while non-compact HP considers all self-avoiding walks in the lattice. In fig. 2(c) we show the case example of compact HP $5 \times 6$ with a single nonzero energy parameter, $U(H,H) = -1$ where the phenotype is defined as the non-degenerated, minimum energy conformation (see SM).

Finally, we have also analysed $\tau_3\text{LIFE}$, a multilevel model of a simplified cellular biology [24,25] in which binary sequences are first mapped to HP-like proteins that interact between themselves, with the genome, and with metabolites. The phenotype is defined by the set of metabolites that a given sequence is able to catabolise. Consequently, $\tau_3\text{LIFE}$ has a lower genotype level, which translates into proteins (second level), whose interactions add a third, regulatory level. This regulation is altered by the presence of metabolites, which can be catabolised as a result, giving rise to the phenotypic expression at this highest level. Even though the connection between genotype sites and structural elements in this model is far from clear, versatilities can be computed nonetheless. The estimations of phenotype abundances arising from their values, for the case of two genes (length $L = 40$), are compared with actual abundances in fig. 2(d). We can observe a slight but systematic underestimation of abundances. In spite of that, the correlation between $S$ and $S_{est}$ is strong, and the cloud of points runs parallel to the diagonal. The slight underestimation of versatility, however, does not affect the argument leading to the log-normal abundance distribution —only the mean and the variance will be affected.

The prediction of phenotype abundance has been a matter of study, among others due to its relevance for protein designability [26], for molecular robustness and evolvability [27], or in the neutralist-selectionist controversy [8]. Attempts at estimating phenotype abundance have been made using compositional entropy [23,26]. However, the comparison with the predictions obtained through site versatilities reveals that versatility has a superior performance (see SM and fig. S1).

Distribution of abundance of RNA NCs. — Figure 3(a) shows the distribution $p(\ln S)$ of the abundance according to their secondary structures. For such a small length, phenotypes are normally fragmented into several connected, neutral components (NCs) of comparable size, but exhaustively folding longer sequences quickly becomes computationally unfeasible. Since NCs behave, to all purposes, as independent NNs, we treat them as independent phenotypes, regardless of whether or not they fold into the same secondary structure. Then, we count how many sequences each NC contains (its abundance, $S$) and calculate its site versatilities $\nu_i$ according to the definition (2). The product of them all yields the estimated abundance (1). Figure 2(a) shows a histogram comparing actual and estimated abundances for all the NCs, showing a remarkable agreement. The distinction between NCs and phenotypes becomes less relevant as the length of genotypes grows, as discussed later (see also SM).

A variant of this model is made of RNA sequences containing only two complementary bases, for example G and C (GC-RNA). A two-letter alphabet allows us to study sequences almost twice as long with a similar computational effort [10]. We have repeated the previous analysis for GC-RNA sequences of length $L = 30$, and plotted the result in fig. 2(b). Fragmentation is more frequent in this model, and NCs are generally smaller. This is why their number is so high and why they are so dispersed in fig. 2(b). Also, the largest NCs are three orders of magnitude smaller than those of four-letter RNA sequences. For this model, the versatility of paired sites is strictly 1 because any mutation in such a pair will break the link. Unpaired sites do not have much more freedom either, because a mutation can often create a new link and change the folding. In spite of these constraints, fig. 2(b) shows a clear correlation between $S$ and $S_{est}$, with the overwhelming majority of NCs near the diagonal.

Fig. 2: (Colour online) Log-log-log histograms of the estimated abundance ($S_{est}$ calculated as in (1)), vs. actual abundance ($S$) of the connected components of different GP maps: (a) four-letter RNA of length $L = 16$, (b) two-letter GC-RNA of length $L = 30$, (c) compact HP model $5 \times 6$ with $U(H,H) = -1$, and (d) $\tau_3\text{LIFE}$ for two genes.
of RNA sequences of length $L = 16$ in NCs, along with a least-squares fit of the function $\exp[a(\ln S)^2 + b \ln S + c]$, the expected asymptotic distribution according to eq. (1). The length of the sequences is too short to exhibit a perfect Gaussian shape yet: the curve is truncated on the left-hand side and there are deviations for small and large NCs abundances.

Though the abundance distribution of NCs for GC-RNA sequences is a decreasing function with a fat tail (fig. 3(b)), the right tail of a log-normal provides a good fit that captures the slight concavity of the curve. Regardless of the alphabet size, the log-normal distribution is theoretically supported by eq. (1).

The theory developed up to now strictly applies to NCs of phenotypes. However, it was originally inspired by studies reporting a log-normal distribution of phenotype abundances [8]. Also, data corresponding to GC-RNA phenotypes compatible with a power-law distribution [16] can be fit at least equally well by a truncated log-normal such as that in fig. 3(b). In the next section we will introduce an effective model that will provide some insights into the specific shapes of these distributions and clarify how the theory asymptotically applies to phenotypes.

Effective two-versatility model for RNA. – Consider long RNA sequences —irrespective of their composition— folded into secondary structures. It has been shown that paired and unpaired sites admit on average a different amount of mutations in a given NC, that is, they differ in neutrality. Asymptotically, the overall neutrality of a phenotype can be well described by two values, each corresponding to one of the structural elements [28,29]. In this vein, we consider now a simplified model with two versatility values: one for paired ($v_p$) and one for unpaired ($v_u$) sites (with $1 \leq v_p < v_u \leq k$ for an alphabet of $k$ letters). As neutrality, site versatility depends in principle on many factors other than whether the corresponding base forms a bond. Nevertheless, we do observe that, on average, versatilities associated to paired sites are significantly smaller than those associated to unpaired ones. Interestingly, previous works have identified a clear correlation between RNA secondary structure elements (stems and loops) and nucleotide composition [30,31], giving indirect support to our approximation.

The two-versatility model was introduced [20] to argue for a log-normal distribution of the abundance of RNA sequences in NNs. More precisely, the number of RNA secondary structures with a given number $n$ of paired sites can be shown to be (in the limit $L \to \infty$) proportional to a Gaussian function of $\ell$ with mean $\mu_L - \mu_0$ and standard deviation $\sigma L^{1/2} - \sigma_0 L^{-1/2} + O(L^{-3/2})$ ($\mu_0 = 1.28647, \mu = 1.36502, \sigma = 0.25510, \sigma_0 = 0.00713$). In virtue of (1) and the fact that, within the two-versatility model, $S = v_p^u v_u^{L-\ell}$ —hence $\ell \propto \log S$— this immediately leads to a log-normal distribution of $S$ with mean and standard deviation

$$
\mu_L = L(\ln v_u - \mu) + \mu_0 + O(L^{-1}),
$$

(4)

$$
\sigma_L = 2 \ln(v_u/v_p) (\sigma L^{1/2} - \sigma_0 L^{-1/2}) + O(L^{-3/2}).
$$

(5)

In order to test this two-versatility model we will use the data of ref. [8] —a collection of estimates of the abundance distribution of RNA secondary structures obtained by sampling random sequences of lengths in the range $L = 20-126$. The resulting distributions are proportional to $S p(\ln S)$ but, if $p(\ln S)$ is a normal distribution with mean $\mu_L$ and standard deviation $\sigma_L$, then so is $S p(\ln S)$, with the same standard deviation but a shifted mean $\mu_L + \sigma_L^2$. Fitting Gaussian functions to these data yields $\mu_L$ and $\sigma_L$. Then, through eqs. (4), (5) we can infer the corresponding versatilities $v_p, v_u$—which appear in fig. 4. This plot suggests that these versatilities have well defined asymptotic values for $L \to \infty$, namely $v_p = 1.17 \pm 0.08, v_u = 2.79 \pm 0.08$. For comparison, the average versatilities obtained from our data for $L = 16$ are $v_p^{av} = 1.11, v_u^{av} = 2.37$.

A caveat is in order here. The results of [8] correspond to the abundance of phenotypes, no matter how many NCs they have, whereas, strictly speaking, the two-versatility model can only be applied to the latter. The surprising agreement of the extrapolated versatilities with those directly obtained from the data for $L = 16$ suggests that for $L$ large, either phenotypes are broken into few NCs, or one of these components is much larger than the others and dominates the abundance of the phenotype. The existence of genetic correlations in NCs seems to cause both effects [6]. Even for short RNA and HP sequences, the largest connected component of a phenotype grows linearly with the abundance of the phenotype, while the number of components either diminishes.
with phenotype abundance [10] or remains mostly independent [32]. Therefore, the largest NC becomes more dominant the larger the phenotype, so that the latter is well approximated by a single component. In consequence, the distribution of phenotype abundances is asymptotically equivalent to the distribution of NCs abundances.

The improvement of the fit upon increasing length can be indirectly inferred from the data of ref. [8]. The fits of Gaussian functions to these data are more accurate than the one of fig. 3(a) (see SM and fig. S2), and show that the log-normal behaviour of \( p(S) \) is what should be expected for long sequences.

We can apply the two-versatility model to our results with GC-RNA. The effective versatilities are \( v_\text{p} = 0.75 \) and \( v_u = 1.32 \) (from the data we obtain the exact value \( v_u = 1 \) and the average \( v^\text{av}_u = 1.43 \)). As in the case of four-letter RNA (c.f. fig. 4), the values of \( v_p \) for short lengths are unphysical (\( v_p < 1 \)). This notwithstanding, effective versatilities are not too far from the average ones, providing an indirect support to the fact that the log-normal distribution for this model has a mean close to 1 —explaining why only the right branch is observed.

**Phenotype definition, alphabet size, and navigability of genotype spaces.** — Figure 2 suggests that the goodness of the phenotype abundance estimation (1) might depend on the specific GP map. While it works amazingly well for four letter RNA, it is not that good for compact HP or \( \tau_{\text{cycle}} \text{LIFE} \), which have similarly large NCs. Indeed, high accuracy in that prediction implicitly relies i) on the existence of a clear-cut quantitative relationship between sequence sites and structural elements —which is mediated by a consistent definition of phenotype, and ii) on the presence of a giant NC in phenotypes. The latter seems essential for the abundance of phenotypes to follow a *bona fide* log-normal distribution. Though the relationship between sequence and structure is unequivocal for RNA, it depends on the definition of phenotype in various versions of the HP model (see SM), becomes unavoidably cryptic for \( \tau_{\text{cycle}} \text{LIFE} \), and might be hard to define in GP maps lacking an easy representation of genotypes as sequences [33]. On the other hand, a comparison of the distribution of abundances in two- and four-letter RNA indicates that the larger the alphabet the larger the components of phenotypes and the better defined the log-normal distributions. These observations are in full agreement with results for the HP model, as shown in the following.

Figure 5 illustrates the performance of versatilty and abundance distributions for three additional definitions of phenotype in HP models: compact HP30 with two parameters for energy (fig. 5(a) and (b)), non-compact HP30 ((c) and (d)) and non-compact HP20 with parameters defined through minimal contact maps ((e) and (f)) that is, the set \( S_{ij} \) formed by those pairs with a nonzero contribution to the folding energy, \( S_{ij} = \{i, j \mid U(\sigma_i, \sigma_j)C_{ij} < 0 \} \).

Initially, the HP model was implemented in its compact version for computational tractability: notice that the number of different two-dimensional conformations in compact HP30 is \( 10^8 \) fold smaller than in non-compact HP30 (table 1). Compact HP versions actually impose unrealistic spatial constraints: two residues \( i \) and \( j \) cannot be forced to be in contact without having an associated interaction energy, that is \( C_{ij} = 1 \), but \( U(\sigma_i, \sigma_j) = 0 \). Spatial restrictions may therefore assign to a unique phenotype (or NC thereof) sequences whose affiliation easily
changes under more natural phenotype definitions [36]. This has an immediate effect on abundance distributions, as fig. 5(b) shows: besides a decrease at small NC sizes, the distribution develops a bump at high abundances. The non-compact versions of HP are difficult to explore exhaustively due to the astronomically large number of possible phenotypes [35]. Still, phenotypes are free from spatial constraints and, as a result, distributions, abundance results can be fit with a log-normal function (fig. 5(d), (f)). These distributions are qualitatively similar to that obtained for GC-RNA, though NCs are significantly larger in the latter. Smaller NCs could be expected if, instead of the Vienna Package to fold RNA sequences, a model with few energy parameters (such as, e.g., Nussinov algorithm for loop matching [37]) is used.

In either compact or non-compact realisations, folding is calculated by using one [35] or two [23] nonzero energy parameters, examples being $U(H, H) = -1$, as in fig. 2(c) or $U(H, P) = U(P, H) = -1$, e.g., as in fig. 5(a). Genotypes in these HP models can typically be mapped to more than one phenotype. Traditionally, these degenerated genotypes are discarded, since they have been interpreted as the analogues of intrinsically disordered proteins, and therefore devoid of function. This convention results in one of the most concerning features of classical HP models [38], where an astonishingly large fraction of sequences are systematically not assigned to phenotypes, yielding empty phenotypes and many small and highly fragmented ones (see Table 1 for representative examples). It is important to remark that a high fraction of non-functional sequences does not necessarily imply that phenotypes are small and isolated, since other models — where the small fraction of functional sequences is not due to degeneration — do have large and easily navigable phenotypes [24,39,40].

Adding more energy parameters serves to disambiguate the assignment of genotypes to phenotypes, though the increase in the fraction of sequences assigned to phenotypes is however minor (compare the two compact HP30 versions in Table 1). Phenotypes defined through contact maps are closer analogues of RNA secondary structure (as in our example with non-compact HP20): contact maps appear as a more natural definition of phenotype that furthermore reduces about 40-fold the number of different phenotypes and notably decreases sequence degeneration (Table 1). Also, degeneration diminishes significantly when the size of the alphabet grows. In a systematic study with sequences of length $L = 25$, degeneration is halved when going from two- to four-letter alphabets, and it reaches a few percent for 20-letter representations [41]. Concomitantly, phenotypes become larger and more connected.

The fact that most phenotypes are small, weakly connected and even difficult to navigate in classical HP models [35] raises doubts on their relevance for evolutionary dynamics, speaking in favour of more complex but also more realistic scenarios [38], and certainly supporting non-compact versions of lattice protein models [36]. In agreement with the above, the definition of phenotype critically affects the distribution of abundances, which changes from decreasing functions for two-letter alphabets (as in fig. 5) to functions with a maximum and a fat tail for 20-letter, compact versions [38,42]. Independent studies suggest that minimal alphabets are not optimal in an evolutionary sense [43], further supporting the limited applicability of two-letter models, especially to draw conclusions on evolutionary dynamics. Unfortunately, an exhaustive study of non-compact lattice protein models with more than two letters is, as of today, computationally unfeasible.

**Conclusions.** — The vastness of genotype spaces prevents a complete characterisation based on computational approaches. A look at Table 1 suffices to illustrate the astronautically large numbers involved in calculations with sequences of length well below that typically found in
biochemical processes. The data generated to analyse the
different models in this contribution reaches 0.5 TB and,
as their diversity shows, would be of limited use in the
absence of an accompanying theory. Therefore, an un-
standing of the structure of realistic GP maps demands
further theoretical developments that can be extrapolated
to arbitrarily long sequences. We have shown that the
definition of useful quantities such as versatility allows
for reliable estimations of the abundance of phenotypes
and for the derivation of the expected distribution. The
knowledge of the asymptotic values $v_p$ and $v_u$ yields that
distribution in RNA of any length, as well as an estima-
tion of the number of genotypes folding into an arbitrary
(typical) structure. Similar derivations should be possible
for other GP maps endowed with consistent definitions of the
phenotype.
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