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\textbf{Abstract.} Self-supervised learning has witnessed great progress in vision and NLP; recently, it also attracted much attention to various medical imaging modalities such as X-ray, CT, and MRI. Existing methods mostly focus on building new pretext self-supervision tasks such as reconstruction, orientation, and masking identification according to the properties of medical images. However, the publicly available self-supervision models are not fully exploited. In this paper, we present a powerful yet efficient self-supervision framework for surgical video understanding. Our key insight is to distill knowledge from \textit{publicly available models trained on large generic datasets}\textsuperscript{4} to facilitate the self-supervised learning of surgical videos. To this end, we first introduce a semantic-preserving training scheme to obtain our teacher model, which not only contains semantics from the publicly available models, but also can produce accurate knowledge for surgical data. Besides training with only contrastive learning, we also introduce a distillation objective to transfer the rich learned information from the teacher model to self-supervised learning on surgical data. Extensive experiments on two surgical phase recognition benchmarks show that our framework can significantly improve the performance of existing self-supervised learning methods. Notably, our framework demonstrates a compelling advantage under a low-data regime. Our code is available at \url{https://github.com/xmed-lab/DistillingSelf}.
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\section{Introduction}

Generally, training deep neural networks requires a large amount of labeled data to achieve great performance. However, obtaining the annotation for surgical videos is expensive as it requires professional knowledge from surgeons. To address this problem, self-supervised learning, \textit{i.e.,} training the model on a large dataset (\textit{e.g.}, ImageNet \cite{deng2009imagenet}) without annotations and fine-tuning the classifier
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\textsuperscript{4} For example, the released models trained on ImageNet by MoCo v2: \url{https://github.com/facebookresearch/moco}
Fig. 1: **Left:** Existing self-supervised learning approaches aim to design different pretext tasks on a larger dataset to improve the representation ability. **Right:** We proposed a novel distilled contrastive learning to transfer the powerful representation ability from the free available models to the surgical video self-training.

on the target datasets, has achieved great success for image recognition and video understanding [10,4,2,19]. This paper focuses on designing self-supervised learning methods for surgical video understanding with a downstream task - surgical phase recognition, which aims to predict what phase is occurring for each frame in a video [1,29,13,14,15,6,9,25,24,28].

Self-supervised learning has been widely applied into various medical images, such as X-ray [30], fundus images [16,17], CT [34] and MRI [32,30]. For example, Zhuang et al. [34] developed a rubik’s cube playing pretext task to learn 3D representation for CT volumes. Rubik’s cube+ [33] introduced more pretext tasks, i.e., cube ordering, cube orientation and masking identification to improve the self-supervised learning performance. Some researchers introduced reconstruction of corrupted images [3,32] or triplet loss [26] for self-supervised learning on nuclei images. Recently, motivated by the great success of contrastive learning in computer vision [10,4,23,2,5], Zhou et al. [31] introduced the contrastive loss to 2D radiographs. Taleb et al. [22] further improved contrastive predictive coding [18] to a 3D manner for training with 3D medical images. To learn more detailed context, PCRL [30] combined the construction loss with the contrastive one. However, all of these above approaches aim to design different pretext tasks to perform self-supervised learning on medical datasets, as shown in Fig. 1 (a).

In this paper, we make a crucial observation that using the same backbone and self-supervised learning method, the model trained with ImageNet data can yield a comparable performance for surgical phase recognition with that trained with surgical video data (82.3% vs 85.7% Acc.); see details in Table 1. This surprising result indicates that the model self-supervised trained with ImageNet data can learn useful semantics that benefit surgical video understanding. There are many publicly available self-supervised models, motivating us to leverage the free knowledge to facilitate the self-supervised learning of the surgical video.

To this end, we propose a novel distilled self-supervised learning method for surgical videos, which distillates the free knowledge from publicly available self-supervised models (e.g., MoCo v2 trained on the ImageNet) to improve the self-supervised learning on surgical videos, as shown in Fig. 1 (b). We first introduce a semantic-preserving training to train a teacher model, which retains repre-
sentation ability from ImageNet while producing accurate semantics knowledge for surgical data. Besides training the student model with the only contrastive objective, we boost the self-supervised learning on the surgical data with a distillation objective. The proposed distillation objective forces the similarity matrix of the teacher and the student models to be consistent, which makes the student model to learn extra semantics.

We summarize our key contributions as follows:

- To the best of our knowledge, we are the first to investigate the use of self-supervised training on surgical videos. Instead of designing a new pretext task, we provide a new insight that to transfer knowledge from large public dataset improves self-training on surgical data.
- We propose a semantic-preserving training to train a teacher model, which contains representation ability from ImageNet while producing accurate semantic information for the surgical data.
- We propose a distillation objective to enforce the similarity matrix between the teacher model and the student model to be consistent, which makes the student model to learn extra information during self-training.

2 Methodology

This section is divided into three main parts. Firstly, we introduce contrastive learning to perform self-supervised learning on surgical videos in Section 2.1. Then, the semantic-preserving training will be presented in Section 2.2. Finally, we will describe the distilled self-supervised learning, which transfers useful semantics from publicly available models to the self-training on surgical videos.

2.1 Contrastive Learning on Surgical Videos

Given a frame $v$ sampled from the surgical videos, we apply two different transformations to it, which can be formally as:

$$x^q = t_q(v), \quad x^k = t_k(v),$$  

(1)

where $t_q(\cdot)$ and $t_k(\cdot)$ are two transformations, sampled from the same transformation distribution. Then, we feed $x^q$ into a query encoder $f_q(\cdot)$, followed by a projection head $f_h(\cdot)$ consists of 2-layer multilayer perceptron (MLP), to obtain the query representation $q = h_q(f_q(x^q))$. Similarly, we can obtain $k_+ = h_k(f_k(x^k))$, where $k_+$ indicates the positive embedding of $q$. Similar as [10,4], we obtain a set of encoded samples $B = \{k_i\}_{i=1}^{M}$ that are the keys of a dictionary, where $k_i$ is the $i$-th key in the dictionary, and $M$ is the size of the dictionary. There is a single key in the dictionary, i.e., $k_+$, that matches $q$. In this paper, we use InfoNCE [18], which measures the similarity via dot production, and our contrastive objective is as follows:

$$L_{con} = -\sum_{i=1}^{N} \log \frac{\exp (\text{sim}(q, k_+)/\tau)}{\sum_{i=1}^{M} \exp (\text{sim}(q, k_i)/\tau)},$$  

(2)
Fig. 2: **Left:** A semantic-preserving training is adopted to train a teacher model, i.e., \( f_t^q, f_t^k, h_t^q \) and \( h_t^k \), from the free available model. **Right:** We introduce a distilled self-supervised learning to distill the knowledge from the teacher model to the student model, i.e., \( f_s^q, f_s^k, h_s^q \) and \( h_s^k \).

where \( \text{sim}(q, k_t) \) is the cosine similarity between \( q \) and \( k_t \), and \( \tau \) is the temperature that controls the concentration level of the sample distribution [7]. In this paper, the parameters of the query encoder are updated by back-propagation, while the key encoder is momentum-updated encoder [4,10]. Let define the parameters of \( f_q(\cdot), h_q(\cdot), f_k(\cdot) \) and \( h_k(\cdot) \) as \( \theta^f_q(\cdot), \theta^h_q(\cdot), \theta^f_k(\cdot) \) and \( \theta^h_k(\cdot) \) respectively. Then, the momentum-updating can be formulated as:

\[
\begin{align*}
\theta^f_k &\leftarrow m\theta^f_k + (1 - m)\theta^f_q, \\
\theta^h_k &\leftarrow m\theta^h_k + (1 - m)\theta^h_q,
\end{align*}
\]

where \( m \in [0, 1) \) is a momentum coefficient, and is set to 0.999 following [4].

### 2.2 Semantic-Preserving Training of Free Models

Our motivation is to leverage the semantic information from public free self-supervised model (i.e., a teacher model) trained on large datasets (e.g., ImageNet) to improve the self-supervised learning, (i.e., a student model) on surgical videos. To this end, the teacher model should have two properties. (1) It should retain representation ability learned from ImageNet. Directly self-training on surgical video would make the model forget the learned knowledge from ImageNet. (2) It should produce accurate structured knowledge for surgical videos. Since there is a clear domain gap between ImageNet and surgical videos, transferring the noisy distilled information would degrade the performance.

To achieve these two properties, we propose the semantic-preserving training of free models on surgical video, which is shown in the left of Fig. 2. More
specifically, we first initialize the parameters of \( f_q(\cdot) \) and \( f_k(\cdot) \) from the ImageNet pre-trained model, \textit{i.e.}, using the weights of the free self-supervised model: Moco v2, which can be formulated as \( f_q(\cdot) \rightarrow f_q^t(\cdot) \) and \( f_k(\cdot) \rightarrow f_k^t(\cdot) \). During semantic-preserving training, we fixed the parameters of the backbone, \textit{i.e.}, \( f_t^q(\cdot) \) and \( f_t^k(\cdot) \), to maintain the prior learned semantics. Furthermore, to produce accurate predictions for latter distillation under the large domain gap, we conduct contrastive learning on surgical video to update the parameters of the two-layer MLP, \textit{i.e.}, \( h_t^q(\cdot) \) and \( h_t^k(\cdot) \), via the contrastive objective. In this way, the trained model would learn to use the prior knowledge from ImageNet to discriminate the surgical frames, and the predictions from it would contain rich semantic information.

2.3 Distilled Self-supervised Learning

Unlike existing self-supervised learning approaches that focus on designing new pretext tasks, we aim to transfer the semantics knowledge from free public self-supervised models into the surgical video self-training. As shown in the right of Fig. 2, besides the standard contrastive learning, we also introduce a distillation objective to transfer the semantics from the teacher model (trained in Section 2.2) to the student model, \textit{i.e.}, the model learned by self-supervised on surgical videos. The similarity matrix (\textit{i.e.}, \( \text{sim}(q, k_i) \)) obtained in Eq. 2 measures the similarities between the query and its keys. The teacher model can generate around 82.3% Acc. for surgical phase recognition, showing that the similarity matrix contains useful semantics information that can benefit to surgical video understanding.

To leverage this information, our idea is to force the similarity matrix of the teacher and student model to be consistent; therefore, the teacher model can provide additional supervision for training the student model, leading to performance improvement. Specifically, we regard the similarity matrix of the teacher model as the soft targets to supervise the self-training of the student. To obtain the soft targets, we apply Softmax with the temperature scale \( \tau \) to the similarity matrix of the teacher model. We find that the soft targets can be formulated as:

\[
p_t^i = \frac{\exp \left( \frac{\text{sim}(q^t, k_i^t)}{\tau} \right)}{\sum_{i=1}^{M} \exp \left( \frac{\text{sim}(q^t, k_j^t)}{\tau} \right)},
\]

which is very similar to Eq. 2. Similarly, we can also obtain the similarity matrix of the student model, which can be defined as \( p_s^i \). Finally, the distillation loss is computed by the KL-divergence loss to measure the distribution of \( p_t^i \) and \( p_s^i \) as follows:

\[
\mathcal{L}_{dis} = \sum_{i=1}^{M} p_t^i \log \left( \frac{p_t^i}{p_s^i} \right),
\]

where \( p_s^i \) is the similarity matrix of the student model, computed as in Eq. 5. Note that the distillation loss can be regarded as a soft version of the contrastive loss (defined in Eq. 2). This soft version provides much more information per training case than hard targets [12].
Combined with the distillation loss and the contrastive loss, the overall object of the distilled self-supervised can be formulated as:

\[ \mathcal{L} = \mathcal{L}_{\text{con}} + \lambda \mathcal{L}_{\text{dis}}, \]  

(7)

where \( \lambda \) is the trade-off hyper-parameter.

3 Experiments

3.1 Datasets

Cholec80. The Cholec80 dataset [24] contains 80 cholecystectomy surgeries videos. All videos are recorded as 25 fps, and the resolution of each frame is 1920 \( \times \) 1080 or 854 \( \times \) 480. We sample the videos into 5 fps for reducing computation cost. Following the same setting in previous works, we split the datasets into 40 videos for training and rest 40 videos for testing [14,28].

MI2CAI16. There are 41 videos in the MI2CAI16 [21] dataset, and the videos in it are recorded at 25 fps. Among them, 27 videos are used for training and 14 videos are used for test, following previous approaches [14,28].

3.2 Implementation Details

We use the ResNet50 [11] as the backbone to extract features for each frame. After that, following [24,28,6], a multi-stage temporal convolution (MS-TCN) [8] is used to extract temporal relations for frame features and predicts phase results. Following the same evaluation protocols [24,13,14,15], we employ four commonly-used metrics, i.e., accuracy (AC), precision (PR), recall (RE), and Jaccard (JA) to evaluate the phase prediction accuracy. To evaluate the self-supervised training performance, we self-train the ResNet50 backbone on surgical videos on training set of Cholec80 by different self-supervised learning approaches [4,2,5,27]. Then, we linearly fine-tune the self-trained model on the training set of Cholec80 and MI2CAI16. After that, we extract features for each frame of videos by the fine-tuned model. Finally, based on the fixed extracted features, we use MS-TCN to predict results for surgical phase recognition. We set \( \tau \) to 0.07 and \( \lambda \) to 5 respectively.

3.3 Comparisons with the State-of-the-art Methods

To prove the effect of our proposed method, we compare our method with the state-of-the-art self-supervised learning approaches, e.g., MoCo v2 [4], SwAV [2], SimSiam [5] and RegionCL [27]. The results are shown in Table 1. Note that, our method uses MoCo v2 [4] as the self-supervised learning baseline. We find that self-supervised training on ImageNet outperforms the model trained from scratch with a clear margin. This indicates the powerful representation of the ImageNet pre-training, and motivates us to leverage semantics from it to improve the self-supervised training on surgical data. It can be also found that self-supervised
Table 1: Results on Cholec80 dataset and M2CAI16 dataset. “Scratch” indicates training from scratch. “IN-Sup” and “IN-MoCo v2” refer to supervised learning and self-supervised learning on ImageNet, respectively.

| Methods               | Accuracy ± | Precision ± | Recall ± | Jaccard ± |
|-----------------------|------------|-------------|----------|-----------|
| **Cholec80**          |            |             |          |           |
| Scratch               | 65.0 ± 13.8| 67.7 ± 14.3 | 54.0 ± 21.4| 40.7 ± 18.4|
| Models Trained on ImageNet |        |             |          |           |
| IN-Sup                | 83.1 ± 10.5| 64.7 ± 11.0 | 82.3 ± 7.6 | 77.8 ± 9.8 |
| IN-MoCo v2            | 82.3 ± 9.8 | 64.2 ± 12.0 | 81.2 ± 6.1 | 77.7 ± 10.5 |
| Models Trained on Surgical Videos |        |             |          |           |
| MoCo v2 [4]           | 85.7 ± 10.4| 72.0 ± 9.1  | 85.4 ± 6.3 | 84.9 ± 5.4 |
| SwAV [2]              | 84.7 ± 2.8 | 71.6 ± 7.9  | 84.9 ± 7.6 | 84.2 ± 6.3 |
| SimSiam [5]           | 83.9 ± 6.7 | 68.5 ± 5.5  | 84.5 ± 5.0 | 82.6 ± 5.7 |
| RegionCL [27]         | 84.8 ± 11.4| 69.8 ± 11.1 | 85.0 ± 6.5 | 82.8 ± 10.9 |
| Ours                  | 87.3 ± 9.5 | 73.5 ± 9.9  | 85.1 ± 7.6 | 86.1 ± 6.9  |

Table 2: Ablation study on different transferring methods on Cholec80 dataset.

| Method     | Accuracy ± | Precision ± | Recall ± | Jaccard ± |
|------------|------------|-------------|----------|-----------|
| Addition   | 84.0 ± 10.5| 67.3 ± 11.1 | 82.7 ± 8.7 | 81.6 ± 8.3 |
| Concatenation | 84.2 ± 9.4 | 67.9 ± 11.7 | 83.1 ± 8.6 | 81.0 ± 10.1 |
| Initialization | 85.5 ± 10.9 | 71.7 ± 8.1  | 83.8 ± 7.2 | 83.2 ± 8.4  |
| Distillation | 87.3 ± 9.5 | 73.5 ± 9.9  | 85.1 ± 7.6 | 86.1 ± 6.9  |

Training on surgical videos outperforms that training on ImageNet [20]. Combined with the distillation of semantics from ImageNet, our method can improve the baseline, i.e., MoCo v2, over 1.6% on Cholec80.

3.4 Ablation Studies

Effect of distillation. Table 2 compares the performance of different transferring methods on Cholec80. Specifically, we denote the feature maps generated from the teacher model and our model as $F_t$ and $F_s$ respectively. ‘Addition’ means the sum of $F_t$ and $F_s$, i.e., $F_t + F_s$. Similarly, ‘Concatenation’ indicates the concatenation of $F_t$ and $F_s$. ‘Initialization’ means our model is initialized by the teacher model. ‘Distillation’ means using the distillation objective defined in Eq. 6. It is clear that the distillation model is the best way to transfer the knowledge from the teacher model.

Effect of the semantic-preserving training of free models. We conduct an ablation study on Cholec80 to evaluate the effect of the semantic-preserving training, and report the results in Table 3. It is clear that not training the teacher model, i.e., the first row in Table 3, cannot predict correct knowledge for surgical data, and would degrade the performance, e.g., only achieve 84.7% accuracy. Furthermore, training too much would hurt the semantics learned from ImageNet; See the third and the last rows in Table 3. We can find that our proposed semantic-preserving training (only updating parameters of the head
Fig. 3: Accuracy for surgical phase recognition for different methods and varied sizes of label fractions on **Left**: Cholec80 and **Right**: MI2CAI16. “Scratch” indicates training from scratch. “Mo-IN” and “Mo-SU” refer to training from the model pre-trained on ImageNet and surgical data by MoCo v2, respectively.

Table 3: Ablation study on the semantic-preserving training on Cholec80 dataset. ‘Backbone’ indicates training the backbone of the model, and ‘Head’ means training the head projection of the model.

| Backbone | Head | Accuracy | Precision | Recall | Jaccard |
|----------|------|----------|-----------|--------|---------|
| X        | X    | 84.7 ± 11.0 | 67.5 ± 11.4 | 84.2 ± 8.2 | 79.6 ± 8.8 |
| X        | ✓    | 87.3 ± 9.5 | 73.5 ± 9.9  | 85.1 ± 7.6 | 86.1 ± 6.9 |
| ✓        | X    | 86.1 ± 11.8 | 72.4 ± 9.4  | 86.1 ± 6.5 | 84.8 ± 9.3 |
| ✓        | ✓    | 85.2 ± 10.9 | 71.3 ± 10.4 | 85.1 ± 5.7 | 85.8 ± 6.5 |

projection (i.e., $h^t_q$ and $h^t_k$) and fixing the backbone (i.e., $f^t_q$ and $f^t_k$) can achieve the best performance. Since trained with this way, the teacher model would not only maintain the semantics learned from ImageNet, but also can predict accurate knowledge for transferring.

**Label-efficiency analysis.** To evaluate the label-efficiency of our self-training model, we fine-tune the pre-trained model on different fractions of labeled training data. Note that in this ablation study, we train all parameters of the pre-trained model. As shown in Fig. 3, our proposed approach achieves the best label-efficiency performance. Furthermore, fine-tuning with fewer labels, the improvement gain is larger.

4 Conclusion

Unlike existing self-supervised papers that design new pretext tasks, this paper proposes a novel free lunch method for self-supervised learning with surgical videos by distilling knowledge from free available models. Our motivation is that the publicly released model trained on natural images shows comparable performance with the model trained on the surgical data. To leverage the rich semantics from the available models, we propose a semantic-persevering method to
train a teacher model that contains prior information and can produce accurate predictions for surgical data. Finally, we introduce a distillation objective to the self-training on surgical data to enable the model to learn extra knowledge from the teacher model. Experimental results indicate that our method can improve the performance of the existing self-supervised learning methods.
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