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1 Introduction

Many dynamical systems in physics and engineering are characterized by the property of possessing a bounded absorbing set which all trajectories enter in a finite time and thereafter remain inside\(^1\). They are modeled by dissipative dynamical systems. In the study of dissipative systems it is often the asymptotic behavior of the system that is of interest, and so it is important to analyze whether or not numerical methods inherit the dissipativity of the dynamical systems when considering the applicability of numerical methods for these systems.

Humphries and Stuart\(^1\) first studied the dissipativity of Runge–Kutta methods for initial value problems (IVPs) of ordinary differential equations (ODEs) in 1994, and proved that an algebraically stable, irreducible method can inherit the dissipativity of finite-dimensional systems. Later, many results on the dissipativity of numerical methods for ODEs have already been found\(^5\)-\(^7\). For the delay differential equations (DDEs) with constant delay, Huang\(^8\) gave a sufficient condition for the dissipativity of theoretical solution, and investigated the dissipativity of \((k, l)\)-algebraically stable Runge–Kutta methods. Huang and Chen\(^9\) and Huang\(^10\), subsequently, obtained some results about the dissipativity of linear \(\theta\)-methods and \(G(c, p, 0)\)-algebraically stable one-leg methods, respectively. In addition, Huang\(^11\) further discussed the dissipativity of multistep Runge-Kutta methods, and proved that an algebraically stable, irreducible multistep Runge-Kutta methods with linear interpolation procedure is finite-dimensional dissipative. In 2004, Tian\(^12\) studied the dissipativity of DDEs with a bounded variable lag and the dissipativity of \(\theta\)-method. Moreover, Wen\(^13\) discussed the dissipativity of Volterra functional differential equations, and further investigated the dissipativity of DDEs with piecewise delays and a class of linear multistep methods. In recent years, a number of works on the dissipativity of numerical methods have been carried out. Gan\(^14\)-\(^16\) studied the dissipativity of numerical methods for nonlinear integro differential equations(IDEs), nonlinear delay-integro-differential equations(DIDEs) and nonlinear pantograph equations, respectively. As to nonlinear Volterra delay-integro-differential Equations, it was
shown that for $\theta \in [1/2, 1]$, any linear $\theta$-method and one-leg method can inherit the dissipativity property, which was obtained by Gan [15]. In addition, Cheng and Huang [19], Wen et al [20] and Wang et al [21] considered the dissipativity for nonlinear neutral delay differential equations (NDDEs). Wu and Gan [22] consider the dissipativity for a class of nonlinear neutral delay integro differential equations (NDIDEs). So far we have not seen in literature more dissipativity results for nonlinear NDIDEs.

This paper pursues this, and further investigates the dissipativity of multistep Runge-Kutta methods for nonlinear NDIDEs. The motivations are as follows. Multistep Runge-Kutta methods are a wider class of methods which has as special cases not only one-leg methods, linear multistep methods, and Runge-Kutta methods, but also a wide range of hybrid methods. In particular, there exist algebraically stable multistep Runge-Kutta methods with only real eigenvalues such that they not only possess very good stability, but also can be performed in parallel.

2 The description of the problem and numerical Methods

Let $H$ be a real or complex, finite dimensional or infinite-dimensional Hilbert space with the inner product $\langle \cdot, \cdot \rangle$ and the corresponding induced norm $\| \cdot \|$, and the matrix norm is subordinated to the vector norm. $X$ be a dense continuously imbedded subspace of $H$. Consider the following initial value problems (IVPs) of nonlinear NDIDEs:

\[
\begin{array}{l}
\frac{dy}{dt}(t) - Ny(t-\tau) = f(y(t), y(t-\tau), \int_{-\tau}^{0} g(t, \xi, y(\xi))d\xi), t \geq 0, \\
y(0) = \varphi(t), -\tau \leq t \leq 0.
\end{array}
\]  

(2.1)

where $\tau$ is a given constant delay, $N \in X \times X$ stands for a constant matrix with $\|N\| < 1$, $\varphi : [-\tau, 0] \rightarrow X$ is a continuous function, $f : X \times X \times X \rightarrow H$ is a locally Lipschitz continuous function, $g : [0, +\infty) \times [-\tau, +\infty) \times X \rightarrow H$ is a continuous function, and $y$ satisfy the following conditions:

\[
\begin{align*}
\Re \{u - Ny, f(u, v, w)\} &\leq \beta_0 + \beta_1 \|u\|^2 + \beta_2 \|v\|^2 + \beta_3 \|w\|^2, \\
\|g(t, s, u)\| &\leq \eta \|u\|, t \in [0, +\infty), s \in [-\tau, +\infty), u \in X.
\end{align*}
\]

(2.2)

and

(2.3)

Throughout this paper, we assume that the problem (2.1) has unique exact solution $y(t)$. For the study of solvability, we refer the reader to [2].

**Remark 2.1.** When $N=0$, the problem (2.1) degenerates into an IVP of DIDEs. When the right-hand side function of the problem (2.1) does not possess the integral term, the problem (2.1) degenerates into an IVP of NDDEs. When $N=0$ and the right-hand side function of the problem (2.1) does not possess the integral term, the problem (2.1) degenerates into an IVP of DDEs. In the above various cases, the number of papers dealing with different aspects of their numerical integration now amounts to several hundreds.

**Proposition 2.2 [15].** Condition (2.2) implies that $\beta_0 \geq 0$, $\beta_2 \geq 0$ and $\beta_3 \geq 0$.

Next, let us consider the adaptation of $s$-stage multistep Runge-Kutta methods for solving problem (2.1) based on the formula

\[
\begin{align*}
Y^{(n)}_s &= N\bar{Y}^{(n)}_s - \sum_{i=1}^{s} a_{ij} (y_{n+c_i h} - N\bar{Y}^{(n)}_{n+c_i h}) + \sum_{i=1}^{s} b_{ij} f(\alpha Y^{(n)}_s, \beta Y^{(n)}_s, \gamma Y^{(n)}_s), i = 1, \ldots, s, \\
y_{n+c_i h} - N\bar{Y}^{(n)}_{n+c_i h} &= \sum_{i=1}^{s} a_{ij} (y_{n+c_i h} - N\bar{Y}^{(n)}_{n+c_i h}) + \sum_{i=1}^{s} b_{ij} f(\alpha Y^{(n)}_s, \beta Y^{(n)}_s, \gamma Y^{(n)}_s).
\end{align*}
\]

(2.4)

where $h>0$ is the fixed stepsize, the parameters $a_{ij}$, $b_{ij}$, $\alpha$ and $\gamma$ are real constants, $Y^{(n)}_s$ and $y_n$ are approximation to $y(t_n + c_i h)$ and $y(t_n)$, respectively, and $t_n = nh$. The argument $\bar{Y}^{(n)}_s$, $\bar{Y}^{(n)}_s$, and $\bar{Y}^{(n)}_s$ denotes an approximation to $y(t_n + c_i h - \tau)$, $\int_{t_n}^{t_n + c_i h} g(t + c_i h, \xi, y(\xi))d\xi$ and $y(t_n - \tau)$, those are obtained by a specific interpolation procedure using values $y(t)$ and $y_{t_n+\tau}$ ($k \leq n$). The initial values $y_{-\tau} = \varphi(t)$, $\bar{Y}^{(0)}_{-\tau} = \varphi(t - \tau)$ for $t \leq 0$, and $\bar{Y}^{(0)} = \varphi(t_n + c_i h - \tau)$ for $t_n + c_i h - \tau$. Following the referee’s suggestion, we assume that $0 \leq c_i \leq 1$, $i = 1, 2, \ldots, s$.

As to the computation of the delay terms $\bar{Y}^{(n)}_s$ and integral terms $\bar{G}^{(n)}_s$, $i = 1, 2, \ldots, s$, we use the constrained stepsize $h$ satisfying $hm = \tau$ with a positive integer $m$.

Let

\[
\bar{Y}^{(n)}_s = Y^{(n-m)}_s, i = 1, 2, \ldots, s,
\]

(2.5a)

and the compound quadrature (CQ) formula for the integral terms:

\[
\bar{G}^{(n)}_s = h \sum_{q=0}^{m} Y^{(n-q)}_s g(t^{(n-q)}_s, t^{(n-q)}_s, \bar{Y}^{(n-q)}_s), i = 1, 2, \ldots, s.
\]

(2.5c)

where $t^{(n-q)}_s = t_n + c_i h$, $i = 1, 2, \ldots, s$.

The quadrature formula (2.5c) can be derived from a uniform repeated rule [19]. For our stability analysis
we need the rule to satisfy the following condition:
\[
h \sqrt{\left( m + 1 \right) \sum_{q=0}^{m} \nu_{q}^{2}} < \nu, \tag{2.6}
\]
with \(hn\) a constant and a positive constant \(\nu\).

**Remark 2.3.** We consider the procedure (2.5) here because, in the case that the order of the method is more than 2, there will be no order reduction if the corresponding quadrature rule is used. But it must be noticed that the stepsize is limited by \(mh\) here.

The used values \(Y^{(n)}\) and \(y_{n}\) with \(n < -m < 0\) are assumed to be 0. Here, we do not discuss other details.

It is well known that multistep Runge-Kutta methods are a subclass of a general linear methods. Let
\[
C_{11} = [b_{j}] \in R^{rs} \quad C_{12} = [a_{j}] \in R^{mr}, \tag{2.7a}
\]
\[
C_{21} = \begin{bmatrix}
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0 \\
Y_{1} & \cdots & Y_{s}
\end{bmatrix} \in R^{rs},
\]
\[
C_{22} = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 1 \\
0 & \cdots & 0 & \cdots & 0
\end{bmatrix} \in R^{rr}. \tag{2.7b}
\]

For any given \(k \times l\) real matrix \(Q=[q_{ij}]\), we define the corresponding linear operator \(Q : X^{k} \rightarrow X^{l}\).

\[
QU = V = (v_{1}, v_{2}, \ldots, v_{k}) \in X^{k},
\]
\[
U = (u_{1}, u_{2}, \ldots, u_{l}) \in X^{l}, u_{j} \in X,
\]
with
\[
v_{i} = \sum_{j=1}^{l} q_{ij} u_{j}, \quad i = 1, 2, \ldots, k.
\]

Then, method (2.3) can be rewritten in the form of a general linear method
\[
\begin{align*}
G^{(n)} &= hC_{11}F(Y^{(n)}, \overline{Y}^{(n)}, \overline{G}^{(n)}) + C_{12}G^{(n-1)}, \\
G^{(n)} &= hC_{21}F(Y^{(n)}, \overline{Y}^{(n)}, \overline{G}^{(n)}) + C_{22}G^{(n-1)}. \tag{2.8}
\end{align*}
\]

with the following notational conventions:
\[
Y^{(n)} = (Y_{1}^{(n)}, Y_{2}^{(n)}, \ldots, Y_{s}^{(n)})^{T},
\]
\[
\overline{Y}^{(n)} = (\overline{Y}_{1}^{(n)}, \overline{Y}_{2}^{(n)}, \ldots, \overline{Y}_{s}^{(n)})^{T},
\]
\[
\overline{G}^{(n)} = (\overline{G}_{1}^{(n)}, \overline{G}_{2}^{(n)}, \ldots, \overline{G}_{s}^{(n)})^{T},
\]
\[
G^{(n)} = (Y_{1}^{(n)} - N\overline{Y}_{1}^{(n)}, Y_{2}^{(n)} - N\overline{Y}_{2}^{(n)}, \ldots, Y_{s}^{(n)} - N\overline{Y}_{s}^{(n)})^{T},
\]
\[
g^{(n)} = (g_{1}(n) - N\overline{g}_{1}(n), g_{2}(n) - N\overline{g}_{2}(n), \ldots, g_{s}(n) - N\overline{g}_{s}(n))^{T},
\]
\[
F(Y^{(n)}, \overline{Y}^{(n)}, \overline{G}^{(n)}) = (f(Y_{1}^{(n)}, \overline{Y}_{1}^{(n)}, \overline{G}_{1}^{(n)}), \ldots, f(Y_{s}^{(n)}, \overline{Y}_{s}^{(n)}, \overline{G}_{s}^{(n)}))^{T}.
\]
\[
\text{We introduce the following notations for brevity, for any real symmetric } p \times p \text{ matrix } Q=[q_{ij}], \text{ and } Q \geq 0 (>0) \text{ means that } Q \text{ is nonnegative definite (positive definite). For any } Q \geq 0, \text{ define a pseudo inner product on } H^{p} \text{ by}
\]
\[
\langle Y, Z \rangle_{Q} = \sum_{i=1}^{p} q_{ij} \langle Y_{i}, Z_{j} \rangle, Y = (Y_{1}, Y_{2}, \ldots, Y_{p}) \in H^{p},
\]
\[
Z = (Z_{1}, Z_{2}, \ldots, Z_{p}) \in H^{p},
\]
and the corresponding pseudo norm on \(H^{p}\) by
\[
\|Y\|_{Q} = \langle Y, Y \rangle_{Q}^{1/2}.
\]

Especially \(\|\|\|\) is the simplicity for \(\|\|\) when \(Q\) is identity matrix.

**Definition 2.4.** Let \(k, l\) be real constants. A multistep Runge-Kutta method (2.4) is said to be \((k, l)\)-algebraically stable if there exists a real symmetric \(r \times r\) matrix \(G>0\) and a diagonal matrix \(D=\text{diag}(d_{1}, d_{2}, \ldots, d_{r})\) such that \(M=[M_{ij}] \geq 0\), where
\[
M = \begin{bmatrix}
kG - C_{22}^{T}GC_{22} - 2IC_{12}^{T}DC_{12} & 0 \\
0 & -C_{12}^{T}DC_{12} - 2IC_{12}^{T}DC_{12} \\
C_{11}D + DC_{11} - C_{22}^{T}GC_{22} - 2IC_{12}^{T}DC_{12} & 0 \\
0 & -C_{11}D + DC_{11} - 2IC_{12}^{T}DC_{12}
\end{bmatrix} \tag{2.9}
\]

As an important special case, a \((1,0)\)-algebraically stable method is called algebraically stable for short.

**Definition 2.5.** Let \(l\) be a real constant, and \(H\) be a finite-dimensional (or infinite-dimensional) space. A multistep Runge-Kutta method (2.4) with an interpolation procedure and integral terms are said to be finite-dimensionally (or infinite-dimensionally) \(D(l)\)-dissipative if, when the method is applied to problem (2.1) in \(H\) with stepsize \(h\) satisfying
\[
d(\beta_{h} + \beta_{h} + h\beta_{h}^{2} + h\beta_{h}^{2} + h\beta_{h}) \leq d_{min}(1 - \|N\|)^{2},
\]
and constraint \(t=nh\), there exists a constant \(C\) such that, for any initial values, there exists an \(n_{0}\), dependent only on initial values, such that
\[
\|v_{n}\| \leq C, \quad n \geq n_{0},
\]
holds. As an important special case, a \(D(0)\)-dissipative method is called \(D\)-dissipative for short.

**Definition 2.6**[11]. A multistep Runge-Kutta method (2.4) is said to be stage-reducible if, for some nonempty index set \(T \subset \{1, 2, \ldots, s\}, \gamma_{j} = 0\), for \(j \in T, \gamma_{j} = 0\).
Otherwise, it is said to be step-irreducible.

**Definition 2.7.** A multistep Runge-Kutta method (2.4) is said to be step-reducible if polynomials \( \{ \sigma_i(x) \}_{i=0}^s \) have common divisor where
\[
\sigma_0(x) = x^r - N \beta x - \sum_{j=1}^{r-1} \theta_j (x^{j-1} - N \beta^{j-1})
\]
\[
\sigma_i(x) = \sum_{j=1}^{r-1} a_{ij} (x^{j-1} - N \beta^{j-1}), \quad i = 1, 2, \ldots, s.
\]
Otherwise, it is said to be step-irreducible.

**Definition 2.8** [11]. A multistep Runge-Kutta method (2.4) is said to be reducible if it is stage-reducible or step-reducible.

### 3 Finite-dimensional numerical dissipativity

In this section, we focus on the dissipativity analysis of \((k, l)\)-algebraically stable multistep Runge-Kutta methods with respect to nonlinear NDIDEs in finite-dimensional spaces. We always assume that \(H = \mathbb{C} \otimes \mathbb{C}^N\).

**Lemma 3.1** [11]. Suppose \(\{ \xi_i(x) \}_{i=1}^r \) are a basis of polynomials for \(P^{r-1}\), the space of polynomials of degree strictly less than \(r\) and \(E\) is the translation operator: \(Ey_n = y_{n+1}\). Then there is always a unique solution \(y_n, y_{n+1}, \ldots, y_{n+r-1}\) to the system of equations and there exists a constant \(\chi\), independent of \(n\), such that
\[
\max_{0 \leq i < r-1} \|y_{i+n+1}\| \leq \chi \max_{0 \leq i < r-1} \|\Delta_i\|.
\]

**Lemma 3.2** [11]. Suppose that a multistep Runge-Kutta method (2.4) is step-reducible. Then, there exist real constants \(\beta_j\), such that \(\sigma_0(x)\) and \(\sum_{i=1}^{r} \beta_i \sigma_i(x)\) have no common divisor.

Now we state and prove the main results.

**Theorem 3.3.** Assume that a step-irreducible multistep Runge-Kutta method (2.4) is \((k, l)\)-algebraically stable, \(D > 0\), \(l > 0\) and \(k < l\), the problem (2.1) satisfies (2.2) and (2.3) with \(d(\beta_h + \beta_h, h + h \beta_h, \eta^2) \leq l d_{\min}\). Then the method (2.4) with (2.5) is finite-dimensionally dissipative.

**Proof.** From (2.5), using Cauchy-Schwarz inequality we can obtain
\[
\|\mathbb{V}(n)^{\epsilon}\|^2 = \|\mathbb{V}(n-\epsilon)\|^2\]
\[
\|\mathbb{V}(n)\|^2 = \|\mathbb{V}(n-\epsilon)\|^2\]
\[
\|G(n)\|^2 = \|h^2 \sum_{\epsilon=0}^{m} \sum_{\nu=0}^{\infty} Y_{\nu}(\epsilon)^{\nu} Y_{\nu}(\epsilon)^{\nu}\|^2 \leq h^2 \eta^2 \sum_{\nu=0}^{\infty} \sum_{\nu=0}^{\infty} \sum_{\nu=0}^{\infty} \|Y_{\nu}(\epsilon)^{\nu}\|^2\]
\[
\leq \frac{\eta^2 \gamma^2}{m+1} \sum_{\nu=0}^{m} \|Y_{\nu}(\epsilon)^{\nu}\|^2
\]
Therefore,
\[
\|G(n)\|^2 \leq \frac{\eta^2 \gamma^2}{m+1} \sum_{\nu=0}^{m} \|Y_{\nu}(\epsilon)^{\nu}\|^2
\]
(3.1c)

As in [17] and [15], by means of \((k, l)\)-algebraically stability of the method, we can easily obtain that
\[
\|k_{n}^*(\epsilon)\|^2 - \|k_{n}^{(\epsilon)}\|^2 \geq 2 \text{Re}(G(n), hF(Y(n), \bar{Y}(n), G(n))) + 2 \text{Im}(G(n), \bar{G}(n))
\]
(3.2)

\[
|C_{21} h F(Y(n), \bar{Y}(n), \bar{G}(n)) + C_{22} g^{(n-1)}|
\]
\[
+ \langle g^{(n-1)}, -kG(g^{(n-1)}) \rangle
\]
\[
+ 2 \text{Re}(C_{11} h F(Y(n), \bar{Y}(n), \bar{G}(n))
\]
\[
+ C_{12} g^{(n-1)}, -Dh F(Y(n), \bar{Y}(n), \bar{G}(n))
\]
\[
\geq - \{ \|g^{(n-1)}\|, h F(Y(n), \bar{Y}(n), \bar{G}(n)) \}
\]
\[
+ M \{ \|g^{(n-1)}\|, h F(Y(n), \bar{Y}(n), \bar{G}(n)) \} \}
\]
\[
\leq 0
\]
Considering (2.2), (2.3) and \(k \leq 1\), we have
\[
\|g^{(n-1)}\| \leq \|g^{(n-1)}\|_D + 2h \beta_0 + 2 \beta_1 h \|Y(n)\|^2
\]
\[
+ 2h \beta_0 \|\bar{Y}(n)\|^2 + 2h \beta_0 \|\bar{G}(n)\|^2 - 2 \text{Re}(G(n), \bar{G}(n))_D
\]
\[
\leq \|g^{(n-1)}\|_D + 2h \beta_0 + 2 \beta_1 dh \|Y(n)\|^2
\]
\[
+ 2h \beta_0 \|\bar{Y}(n)\|^2 + 2h \beta_0 \|\bar{G}(n)\|^2
\]
\[
- 2ld_{\min}\left( \|Y(n)\|^2 + \|\bar{Y}(n)\|^2 - 2 \|N\|\langle Y(n), \bar{Y}(n) \rangle \right)
\]
Using (3.1) and Cauchy-Schwarz inequality, we have
\[
\|g^{(n-1)}\|_D \leq \|g^{(n-1)}\|_D + 2h \beta_0 + 2 \beta_1 dh \|Y(n)\|^2
\]
\[
+ 2h \beta_0 \|\bar{Y}(n)\|^2 + 2h \beta_0 \|\bar{G}(n)\|^2
\]
\[
- 2ld_{\min}\left( \|Y(n)\|^2 + \|\bar{Y}(n)\|^2 + 2ld_{\min} \|N\|\|Y(n)\|^2 + \|\bar{Y}(n)\|^2 \right)
\]
\[
\leq 2 \beta_1 dh - 2ld_{\min}(1 - \|N\|\|Y(n)\|^2) + 2hd_{\min}(1 - \|N\|\|Y(n)\|^2)
\]
\[
+ \|g^{(n-1)}\|_D + 2h \beta_0 + 2h \beta_0 \|\bar{Y}(n)\|^2 + \|\bar{Y}(n)\|^2
\]
\[
\leq 0
\]
(3.3)

Where
\[
d_{\min} = \min_{1 \leq i \leq s} d_i, \quad d = \sum_{1 \leq i \leq s} d_i
\]
By induction, we can easily obtain

\[
d_{\min} \leq \min_{1 \leq i \leq s} d_i, \quad d = \sum_{1 \leq i \leq s} d_i
\]
\[ \| g^{(n)} \|_G^2 \leq \| g^{(n+1)} \|_G^2 + 2(n+1)\alpha h \| \beta \|_n^2 + 2h d \| g^{(n+1)} \|_G^2 + 2h d \| \beta \|_n^2 \]

When using (2.5) and (3.1) on substitution into (3.5) gives

\[ \| g^{(n)} \|_G^2 \leq \| g^{(n+1)} \|_G^2 + 2(n+1)\alpha h \| \beta \|_n^2 + 2h d \| g^{(n+1)} \|_G^2 + 2h d \| \beta \|_n^2 \]

(3.6)

Let \( \lambda_1 \) denote the maximum eigenvalue of the matrix \( G \),

\[ a_1 = \max_{0 \leq x < 1} \| Y_i \|_G^2, \quad a_2 = \max_{-1 < x < 0} \| Y_i \|_G^2, \]

\[ R_1 = \max(a_1, a_2), \]

\[ \mu = \lambda d \| N \| - d(\beta_1 h + \beta_2 h + h \beta_3 \alpha^2), \]

Then, we have \( \mu > 0 \) and

\[ \| g^{(n)} \|_G^2 + 2 \mu \sum_{i=0}^{\infty} \| Y_i \|_G^2 \leq 2 \| \beta \|_n^2 + 2d \| g^{(n+1)} \|_G^2 + 2(n+1)h \| \beta \|_n^2 \]

\[ \leq \bar{\lambda}_1 (1 + \| N \|) a_1 + 2d \| g^{(n+1)} \|_G^2 + 2d \| \beta \|_n^2 \]

which shows that for any \( \varepsilon > 0 \), there exists \( J_0(R_1, \varepsilon) > 0 \), such that

\[ \| Y_j \|_n^2 \leq \varepsilon, \quad \| Y_j \|_n^2 \leq \varepsilon, \quad j = 1, 2, \ldots, \]

(3.8)

Hence, (2.4) implies that

\[ \| \sigma_i(E)(y_n - \bar{N}_n) \| = \| \sum_{j=1}^{\infty} a_j (y_n - \bar{N}_n) \| \leq hL \sum_{j=1}^{\infty} \| \beta \|_n^2 + \varepsilon, \quad i = 1, 2, \ldots, \]

(3.9a)

\[ \| \sigma_i(E)(y_n - \bar{N}_n) \| \leq \| y_n - \bar{N}_n \|, \]

(3.9b)

where

\[ L = \sup_{\| u \|, \| v \| < 1} \| f(u, v, w) \|, \quad u, v, w \in X. \]

From Lemma 3.2 it follows that there exist real constants \( \varepsilon_i, i = 1, 2, \ldots, \), such that \( \sigma_0(x) \) and \( \sum_{i=1}^{\infty} \varepsilon_i(x) \) have no common divisor. Therefore,

\[ \| \sum_{i=1}^{\infty} \varepsilon_i(x) \| \leq \| \sum_{i=1}^{\infty} \| \sigma_0(x) \| + \varepsilon \|, \quad n \geq n_0 \]

which further gives

\[ \| \sum_{i=1}^{\infty} \varepsilon_i(x) \| \leq \| \sum_{i=1}^{\infty} \| \sigma_0(x) \| + \varepsilon \|, \quad n \geq n_0 \]

(3.10)

Since \( \sigma_0(x) \) and \( \sigma_0(x) - \sum_{i=1}^{\infty} \varepsilon_i(x) \) are coprime, and both are of degree \( r \). Hence,

\[ \{ x^i \sigma_0(x), x^i [\sigma_0(x) - \sum_{i=1}^{\infty} \varepsilon_i(x)] \}, \quad i = 0, 1, \ldots, r-1, \]

form a basis for \( P^{2r-1} \). Considering (3.9), (3.10) and

Lemma 3.1, we have

\[ \| y_n - \bar{N}_n \| \leq \chi \left[ hL \sum_{j=1}^{\infty} \| \beta \|_n^2 + \varepsilon \right] \]

(3.9)

\[ \| y_n \| \leq \| N \| \| \bar{N}_n \| + \chi \left[ hL \sum_{j=1}^{\infty} \| \beta \|_n^2 + \varepsilon \right] \]

Therefore,

\[ \| y_n \| \leq \| N \| \| \bar{N}_n \| + \chi \left[ hL \sum_{j=1}^{\infty} \| \beta \|_n^2 + \varepsilon \right] \]
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\begin{align}
& \leq \|N\| y_{n-m} + \chi \left[ hL \sum_{j=1}^{s} \gamma_j \left( hL \sum_{j=1}^{s} \beta_j + \varepsilon \right) \right] \\
& + \frac{hL \sum_{j=1}^{s} \gamma_j + \sum_{j=1}^{s} \varepsilon_j \left( hL \sum_{j=1}^{s} \beta_j + \varepsilon \right)}{1 - \|N\|} + \max_{\varepsilon \leq \varepsilon_0} \|p(\xi)\| \tag{3.11}
\end{align}

where \( n \geq n_0', n_0' = m + n_0 \).

When \( \beta_0 > 0 \), let us take \( n = 2(m + r)q - 1 \),

\[
q = \left[ \frac{\chi (1 + \|N\|) + 2d\beta_2 \tau + 2d_{\min} \|N\|}{4(m + r)h} \right] + 1,
\]

where the notation \( \lfloor x \rfloor \) means the maximum integer no greater than \( x \), then

\[
\lfloor r_{\lambda_1} (1 + \|N\|) + 2d\beta_2 \tau + 2d_{\min} \|N\| \rfloor \leq 4(m + r)qh^2 \beta_0.
\]

It follows from (3.7) that

\[
\mu \sum_{j=0}^{2(m+r)q-1} \|Y(j)\|^2 \leq 4(m + r)qh^2 \beta_0,
\]

which gives

\[
\sum_{j=0}^{2(m+r)q-1} \sum_{j=(m+r)c+1}^{j=m+r+q-1} \|Y(j)\|^2 \leq 4(m + r) \frac{qh^2 \beta_0}{\mu}.
\]

Hence, there exists an integer such that \( c \in [q, 2q - 1] \). Let \( p = (m + r)c + m \), then for all \( j \), we have\( j \in [p - m, p + r - 1] \),

\[
\|Y(j)\|^2 \leq a_2',
\]

where

\[
a_2' = 4(m + r) \frac{h^2 \beta_0}{\mu}.
\]

Therefore, by (2.4) and (2.5), for all \( n \in [p, p + r - 1] \),

\[
\|\sigma_0(E)(y_n - N\bar{y}_n)\| = \sum_{j=0}^{s} a_j (y_{n+r-j} - N\bar{y}_{n+r-j})
\]

\[
\leq hL \sum_{j=1}^{s} \|b_j\| + \sqrt{a_2'}, i = 1, 2, \ldots, s.
\]

Let

\[
R_2 = \max(a_1', a_2').
\]

A repetition of the above analysis implies that there exists a \( p' \in [p + (m + r)q + m, p + (2q - 1)(m + r) + m] \),

\[
q' = \left[ \frac{\chi (1 + \|N\|) + 2d\beta_2 \tau + 2d_{\min} \|N\|}{4(m + r)h} \right] + 1,
\]

such that

\[
\|Y(p')\|^2 \leq a_2', \quad n \in [p' - m, p' + r - 1],
\]

\[
\|y_n - N\bar{y}_n\|^2 \leq a_1', \quad n \in [p', p' + r - 1].
\]

Similar to (3.3), (3.5) and (3.7), for \( n \in [p, p'] \), we can obtain

\[
\left\| g^{(n-1)} \right\|^2 \leq \left\| g^{(p-1)} \right\|^2 + 2(n - p)h^2 \beta_0 + 2d\beta_2 \tau + 2d_{\min} \|N\| \left( 1 - \|N\| \right) m + d\beta_3 \gamma^2 \nu^2 \tau \max_{\|x\| = \|y(n)\|} \|y(n)\|^2
\]

\[
\leq 2 \left( 2d\beta_2 \tau + 2d_{\min} \|N\| \left( 1 - \|N\| \right) m + d\beta_3 \gamma^2 \nu^2 \tau \right)^{1/2} + \chi \left( 1 - \|N\| \right) R_2 + 2(2m + r)h^2 \beta_0
\]

Similar to (3.11), we can obtain
Hence, by induction, we have
\[
\forall y \leq \left( 2d_{min} ||1 - ||N ||m + d|| \eta^2 \nu^2 \right) + r_\lambda, (1 - ||N ||)R_2 + (2m + r)d \beta_0
\]
\[
\forall y \leq \left( 2d_{min} ||1 - ||N ||m + d|| \eta^2 \nu^2 \right) + r_\lambda, (1 - ||N ||)R_2 + (2m + r)d \beta_0
\]
Hence, by induction, we have
\[
\forall y \leq \left( 2d_{min} ||1 - ||N ||m + d|| \eta^2 \nu^2 \right) + r_\lambda, (1 - ||N ||)R_2 + (2m + r)d \beta_0
\]
for
\[
\left( 2d_{min} ||1 - ||N ||m + d|| \eta^2 \nu^2 \right) + r_\lambda, (1 - ||N ||)R_2 + (2m + r)d \beta_0
\]
and \( \beta_0 > 0 \).

A combination of (3.11) and (3.20) shows that the method is finite-dimensionally \( D(l) \)-dissipative.

**Theorem 3.4.** Assume that a step-irreducible multistep Runge-Kutta method (2.4) is \((k, l)\)-algebraically stable, \(D > 0\), \(l < 0\) and \(k \leq 1\), the problem (2.1) satisfies (2.2) and (2.3) with \(d(\beta_1 h + \beta_2 h + \beta_3 h \eta^2 \nu^2) < l d_{min} (1 - ||N ||)^2\). Then the method (2.4) with (2.5) is finite-dimensionally \( D(l) \)-dissipative.

**Proof.** In the proof of theorem 3.3, change all \( d_{min} \) into \( d \), we can get the proof of theorem 3.4.

**Theorem 3.5.** Assume that a method (2.4) is irreducible and algebraically stable, the problem (2.1) satisfies (2.2) and (2.3) with \(d(\beta_1 h + \beta_2 h + \beta_3 h) < 0\). Then, the method (2.4) with (2.5) is finite-dimensionally \( D(l) \)-dissipative.

**Proof.** As in [18], we can prove that, if a stage-irreducible method (2.4) is algebraically stable for the matrices \( G \) and \( D \), then \( D > 0 \), therefore, use the proof of theorem 3.3 for \( k = 1, l = 0 \), we prove this theorem.

### 4 Infinite-dimensional numerical dissipativity

In this section, we further discuss the dissipativity of \((k, l)\)-algebraically stable multistep Runge-Kutta methods in infinite-dimensional spaces. Here we assume that \( H \) is an infinite-dimensional complex Hilbert space instead of \( H = X = C^N \).

**Theorem 4.1.** Assume that a step-irreducible multistep Runge-Kutta method (2.4) is \((k, l)\)-algebraically stable, \(D > 0\), \(l > 0\) and \(k < 1\), the problem (2.1) satisfies (2.2), (2.3) with \(d(\beta_1 h + \beta_2 h + \beta_3 h \eta^2 \nu^2) < l d_{min} (1 - ||N ||)^2\). Then the method (2.4) with (2.5) is infinite-dimensionally \( D(l) \)-dissipative.

**Proof.** Let
\[
\mu = d(\beta_1 h + \beta_2 h + \beta_3 h \eta^2 \nu^2) - l d_{min} (1 - ||N ||)^2
\]
when \(d(\beta_1 h + \beta_2 h + \beta_3 h \eta^2 \nu^2) < l d_{min} (1 - ||N ||)^2\), we have \( \mu < 0 \). Using (3.3), we deduce that
\[
\begin{align*}
|g^{(n)}| &\leq k n^{\alpha} + 2 l d_{min} (1 - ||N ||)^2 \left( \frac{\mu}{1 - k} \right) |
u^{(n)}|^2 \\
&\quad + 2 l d_{min} (1 - ||N ||)^2 \left( \frac{\mu}{1 - k} \right) |
u^{(n)}|^2
\end{align*}
\]
Iterating (4.2) and considering (2.6) and (3.1), we have
\[
\begin{align*}
|g^{(n)}| &\leq k n^{\alpha} + 2 l d_{min} (1 - ||N ||)^2 \left( \frac{\mu}{1 - k} \right) |
u^{(n)}|^2 \\
&\quad + 2 l d_{min} (1 - ||N ||)^2 \left( \frac{\mu}{1 - k} \right) |
u^{(n)}|^2
\end{align*}
\]
where we have used that \( \mu < 0 \).

Similar to (3.11), we can obtain
\[ y_n \leq \left\| \mathbf{V}_n \right\| + \sqrt{\frac{2hd\beta_0}{1-k} + \varepsilon}, \quad n \geq n_0, \]
\[ \leq \left\| \mathbf{V}_{n-m} \right\| + \sqrt{\frac{2hd\beta_0}{1-k} + \varepsilon} \]
\[ \leq \sqrt{\frac{1-k}{1-N}} + \max_{\xi \in [\xi_0, \xi_1]} |\phi'_{\xi}|, \quad n \geq n_0', \]

with \( n_0' = m + n_0 \), which shows the method (2.4) with (2.5) is infinite-dimensionally \( D(l) \)-dissipative.

**Theorem 4.2.** Assume that a step-irreducible multistep Runge-Kutta method (2.4) is \((k, l)\)-algebraically stable, \( D > 0 \), \( l > 0 \) and \( k \leq 1 \), the problem (2.1) satisfies (2.2), (2.3) with \( d(\beta, h + \beta, h + h\beta, \eta_n^2 v^2) < ld_{\text{min}} \). Then the method (2.4) with (2.5) is infinite-dimensionally \( D(l) \)-dissipative.

**Corollary 5.1.** Assume that a step-irreducible multistep Runge-Kutta method (2.4) is \((k, l)\)-algebraically stable, \( D > 0 \), \( l > 0 \) and \( k < 1 \), the problem (2.1) satisfies (2.2), (2.3) with \( d(\beta, h + \beta, h + h\beta, \eta_n^2 v^2) < ld_{\text{min}} \). Then the method (2.4) with (2.5) is infinite-dimensionally \( D(l) \)-dissipative.

**Corollary 5.2.** Assume that a step-irreducible multistep Runge-Kutta method (2.4) is \((k, l)\)-algebraically stable, \( D > 0 \), \( l > 0 \) and \( k < 1 \), the problem (2.1) satisfies (2.2), (2.3) with \( d(\beta, h + \beta, h + h\beta, \eta_n^2 v^2) < ld_{\text{min}} \). Then the method (2.4) with (2.5) is finite-dimensionally \( D(l) \)-dissipative.

**Corollary 5.3.** Assume that a step-irreducible multistep Runge-Kutta method (2.4) is \((k, l)\)-algebraically stable, \( D > 0 \), \( l > 0 \) and \( k < 1 \), the problem (2.1) satisfies (2.2), (2.3) with \( d(\beta, h + \beta, h + h\beta, \eta_n^2 v^2) < ld_{\text{min}} \). Then the method (2.4) with (2.5) is infinite-dimensionally \( D(l) \)-dissipative.

(2) When the right-hand side function of the problem (2.1) does not possess the integral term, the problem (2.1) degenerates into an IVP of NDDEs

\[ \frac{d}{dt} \left( y(t) - Ny(t-\tau) \right) = f(y(t), y(t-\tau)), \quad t \geq 0, \]
\[ y(t) = \varphi(t), \quad -\tau \leq t \leq 0. \]

The conditions (2.2) and (2.3) degenerate into
\[ \text{Re} \{ u, f(u, v, w) \} \leq \beta_0 + \beta_1 \| u \|^2 + \beta_2 \| v \|^2 + \beta_3 \| w \|^2, \]
\[ u, v, w \in X, \]
and
\[ \| g(t, s, u) \| \leq \eta \| u \|, \quad t \in [0, +\infty), \quad s \in [-\tau, +\infty), \quad u \in X \]

Gan [15] studies the dissipativity of \( \theta \)-methods for DIDEs (5.1), Qi et al. [23] study the dissipativity of multistep Runge-Kutta methods for nonlinear VDIDEs. So far we have not seen in literature other numerical dissipativity results for nonlinear DIDEs. But Theorems 3.3, Theorems 3.4, Theorems 4.1 and Theorems 4.2 in this paper can be applied to this class of problem directly, and we can obtain the following Corollaries.
the problem (2.1) degenerates into an IVP of DDEs. Therefore, the results of Theorems 3.3, Theorems 3.4, Theorems 4.1 and Theorems 4.2 in this paper partially cover the numerical dissipativity of multistep Runge-Kutta for DDEs which is given by Huang in [11].

References

[1] G. A. Bocharov, F.A. Rihan, Numerical modelling in biosciences with delay differential equations. J.Comput. Appl. Math., 125: 183–199 (2000).
[2] A. G. Xiao, On the solvability of general linear methods for dissipative dynamical systems, J. comput. Math. 18, 633-638 (2000).
[3] A. R. Humphries, A.M. Stuart, Model problems in numerical stability theory for initial value problems, SIAM Rev. 36, 226–257(1994).
[4] A. R. Humphries, A.M. Stuart, Runge–Kutta methods for dissipative and gradient dynamical systems, SIAM J. Numer. Anal. 31, 1452–1485 (1994).
[5] A. T. Hill, Global dissipativity for A-stable methods, SIAM J. Numer. Anal. 34, 119–142(1997).
[6] A. T. Hill, Dissipativity of Runge–Kutta methods in Hilbert spaces, BIT 37,37–42(1997).
[7] A. G. Xiao, Dissipativity of general linear methods for dissipative dynamical systems in Hilbert spaces, Math. Numer. Sin. 22, 429–436(2000).(in Chinese).
[8] C. M. Huang, Dissipativity of Runge–Kutta methods for dissipative systems with delays, IMA J. Numer. Anal. 20,153–166 (2000).
[9] C. M. Huang, G. Chen, Dissipativity of linear -methods for delay dynamical systems, Math. Numer. Sin. 22, 501–506 (2000). (in Chinese).
[10] C. M. Huang, Dissipativity of one-leg methods for dissipative systems with delays, Appl. Numer. Math. 35,11–22 (2000).
[11] C. M. Huang, Dissipativity of multistep Runge-Kutta methods for dynamical systems with delays. Math. Comput. Modell., 40: 1285–1296 (2004).
[12] H. J. Tian, Numerical and analytic dissipativity of the -method for delay differential equations with a bounded lag, Int. J. Bifurcation Chaos,1839–1845(2004).
[13] L. P. Wen, Numerical stability analysis for nonlinear Volterra functional differential equations in abstract spaces, Ph.D. Thesis, Xiangtan University,2005 (in Chinese).
[14] S. Q. Gan, Dissipativity of linear -methods for integro-differential equations, Comput. Math. Appl. 52, 449–458 (2006).
[15] S. Q. Gan, Dissipativity of -methods for nonlinear Volterra delay-integro-diff-erential equations, J. Comput. Appl. Math. 206, 898–907 (2007).
[16] S. Q. Gan, Exact and discretized dissipativity of the pantograph equation, J. Comput. Math. 25 (1) 81–88 (2007).
[17] Z. Cheng, C. M. Huang, Dissipativity for nonlinear neutral delay differential equations, J.Syst.Simul. 19(14)3184-3187(2007).
[18] L. P. Wen, W. S. Wang, Y.X. Yu, Dissipativity of -methods for a class of nonlinear neutral delay differential equations, Appl. Math. Comput.202 (2)780-786 (2008).
[19] W. S. Wang, S.F. Li, Dissipativity of Runge-Kutta methods for neutral delay differential equations with piecewise constant delay, Appl. Math.Lett.21(9)983-991 (2008).
[20] S. F. Wu, S.Q. Gan, Analytical and numerical stability of neutral delay integro-differential equations and neutral delay partial differential equations, Comput. Math. Appl. 55, 2426–2443 (2008).
[21] R. Qi, C.J. Zhang, Y. J. Zhang,. Dissipativity of Multistep Runge-Kutta Methods for Nonlinear Volterra Delay-integro-differential Equations, Acta Mathematicae Applicatae Sinica, English Serie, 28 (2): 225-236(2012).