Optimizing Polarizability Distributions for Metasurface Apertures with Lorentzian-Constrained Radiators
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We present a design strategy for selecting the effective polarizability distribution for a metasurface aperture needed to form a desired radiation pattern. A metasurface aperture consists of an array of subwavelength metamaterial elements, each of which can be conceptualized as a radiating, polarizable dipole. An ideal polarizability distribution can be determined by using a holographic approach to first obtain the necessary aperture fields, which can then be converted to a polarizability distribution using equivalence principles. To achieve this ideal distribution, the polarizability of each element would need to have unconstrained magnitude and phase; however, for a single, passive, metamaterial resonator the magnitude and phase of the effective polarizability are inextricably linked through the properties of the Lorentzian resonance, with the range of phase values restricted to a span of at most 180 degrees. Here, we introduce a family of mappings from the ideal to the available polarizability distributions, easily visualized by plotting both polarizabilities in the complex plane. Using one of these mappings it is possible to achieve highly optimized beam patterns from a metasurface antenna, despite the inherent resonator limitations. We introduce the mapping technique and provide several specific examples, with numerical simulations used to confirm the design approach.

I. INTRODUCTION

Waveguide-fed metasurface antennas and apertures have steadily gained traction in recent years for a variety of applications, including computational imaging [1–9], communications [10–12], radar and synthetic aperture radar imaging [14–16], and wireless power transfer [10–18]. A subset of the broader class of metasurfaces [19, 20], waveguide-fed metasurfaces consist of arrays of metamaterial elements distributed over a surface, each considerably smaller than the operating wavelengths and fed by a guided wave. Each subwavelength metamaterial element scatters the incident field predominantly as a polarizable electric or magnetic dipole [21, 22], introducing both a phase shift and an attenuation to the exciting field. The scattered phase shift and attenuation imparted to the incident wave relate to the geometry of the metamaterial element and are not independent; rather, they are related by the inherent properties of the Lorentzian resonance. Despite the inherent limitations of individual metamaterial resonators, a judicious design strategy for the available polarizability values can provide excellent performance from the simplified metasurface architecture.

Our aim here is to provide a family of mappings from the ideal, unconstrained polarizabilities—needed to produce an arbitrary radiation pattern—to the available, Lorentzian-constrained polarizabilities that optimize the wavefront shaping capabilities.

In a metasurface antenna either excited by an obliquely incident plane wave or fed by a guided wave, the lack of independent control over phase and amplitude can be largely compensated for by the phase accumulation of the incident wave—similar to the mechanism in leaky-wave or traveling-wave antennas [27], as well as more recently investigated composite right-handed left-handed (CRLH) antennas [28]. When the spacing between metamaterial elements is significantly subwavelength (\(\lambda/10\)), the incident wave can be sampled using simple "on/off" elements that either transmit or block radiation. For such extreme, subwavelength sampling, high fidelity beams and other radiation patterns can be produced using numerical optimization techniques combined with a semi-analytic forward model [27]. When the phase accumulation of the incident wave is coupled with the additional phase shift imparted by the metamaterial elements, a holographic design approach can be implemented. In this scenario, the extreme subwavelength spacing of the metamaterial elements can be relaxed to some extent given the additional freedom associated with the resonance.
One particular implementation of a waveguide-fed metasurface antenna consists of an array of complementary resonant metamaterial elements patterned into one of the conducting walls of the waveguide (Fig. 1). This waveguide-fed metasurface antenna architecture was analyzed in [24], where its basic operation and characteristic features were introduced. The confined, guided wave serves as the reference wave, the radiated field constitutes the object wave, and the complementary metamaterial elements comprise the hologram. Since the waveguide mode also introduces a phase shift between subsequent metamaterial elements due to propagation, the waveguide-fed metasurface antenna can reject unwanted diffracted orders that often accompany holograms. For example, there is no radiating zeroth-order beam, as would occur under excitation by an incident plane wave. In [24] it was further shown that an effective array factor could be defined for the aperture, similar to that used for phased arrays, from which directivity patterns could be calculated. It was further shown that the analytic form of the array factor suggested a possible mapping between the ideal and constrained polarizability values, which was used as a design approach to demonstrate beam forming. The mapping found in [24] is found here to be a special case of a family of similar linear mappings in the complex plane.

![Diagram](Image)

FIG. 1. Illustration of the waveguide-fed metasurface antenna. A guided wave feeds the metamaterial elements patterned in the upper conductor. Each metamaterial element scatters to good approximation as a polarizable dipole, such that the radiation can be modeled as the sum from a discrete set of dipoles.

Compared with active devices, such as phase shifters and amplifiers, the passive, single-resonator metamaterial elements lead to a simpler architecture but with a significantly more constrained design space [28]. Tuning the resonance of a metamaterial element effectively tunes the complex polarizability of the equivalent dipole, shifting both the magnitude and phase with only one control knob [29]; as a result, using metasurface elements to generate an arbitrary magnitude pattern without regard to the associated phase—or an arbitrary phase pattern without regard to the associated magnitude—can yield undesirable or unpredictable results. While it is possible to achieve independent control over both phase and magnitude through the combination of passive electric and magnetic metamaterial resonators, as has been demonstrated in Huygens metasurfaces [30], the inclusion of two sets of resonators adds general complication as well as the possibility of mutual interactions between resonators [31]—a difficulty compounded for dynamically tunable metasurfaces that require bias and control circuitry.

Our goal here is to develop an optimal strategy for using individual resonant metamaterial elements as the radiating elements in a metasurface antenna. In Section II we first describe the polarizability model associated with metamaterial elements, with the essential properties of the waveguide-fed metasurface antenna and basic beam forming within the metasurface paradigm subsequently described in Section III. In Section IV we introduce the general mapping concept with several examples, and in Section V illustrate the benefits on beam steering performance, as well as validate the analytical model using numerical simulations. We provide some concluding remarks in Section VI.

II. POLARIZABILITY MODEL

As is well-known in antenna engineering, an array of radiating elements can form arbitrary wave forms—limited only by diffraction effects—if there is complete control over both the amplitude and phase of the radiated field from each element [32]. To achieve such control, including a full $2\pi$ phase shift of an element, active components are typically introduced into the feed structure at each radiating node. The metasurface antenna, by contrast, is a passive device, in which control over element radiation is achieved by tuning the resonance of the magnetic polarizabilities of the metamaterial elements, each of which has the general Lorentzian form

$$\alpha_m(\omega) = \frac{F \omega^2}{\omega_0^2 - \omega^2 + j \Gamma \omega}. \quad (1)$$

Here, $F$ is a coupling factor, $\omega_0$ is the resonance frequency and $\Gamma$ is a damping factor. Although a wide range of phase shifts and amplitudes are possible by this approach, they are constrained by the Lorentzian form, as depicted in Fig. 2. Note that the phase shift is restricted to the range 0 to $-\pi$, with the amplitude falling to very low values at the extremes of the phase shift range. Eq. (1) can be used to obtain a convenient and compact relationship that expresses the constrained nature of the phase and amplitude of the polarizability, or

$$\alpha = F Q \sin \theta e^{-j\theta}. \quad (2)$$
where $Q = \omega_0 / \Gamma$ and $\theta = \tan^{-1}(-\Gamma / (\omega_0^2 - \omega^2))$. Note that the amplitude of the polarizability is specified once the phase has been specified. It is clear from these equations that the magnitude of the polarizability can be modified by changing the coupling factor $F$ or the quality factor $Q$. Changing the resonance frequency, $\omega_0$ produces both a shift in phase as well as in magnitude. While adjusting the coupling or $Q$ factor are potential methods of adjusting the polarizability of an element, these parameters tend to be associated with the physical geometry and intrinsic properties of the metamaterial element and are thus less convenient as a control mechanism. The resonance frequency, by contrast, relates to the electromagnetic environment and can be tuned by changing the capacitance (or inductance) of the element. In the analysis presented here, we thus consider modifying the polarizability of a metamaterial element by changing its resonance frequency, without further discussion of any specific physical mechanism.

Once a metasurface antenna architecture has been defined, a polarizability distribution must be determined for the metamaterial elements that will produce a desired radiation pattern. A standard approach is that of holography, in which the fields corresponding to a desired radiation pattern are backpropagated to the aperture and interfered with the incident feed wave, resulting in the required aperture field distribution. The aperture field distribution is then equated to a fictitious surface current distribution, which can finally be reduced to a discrete set of polarizability values spaced periodically over the aperture. The polarizabilities arrived at in this manner are unconstrained and represent the ideal holographic solution. Since the range of phases and magnitudes required for the ideal solution are generally not available from the Lorentzian-constrained metamaterial resonators that obey Eq. 2, a mapping must be found that relates each of the ideal polarizability values to the best choice from the available polarizability values. Different mapping schemes will translate to different antenna performance characteristics.

A straightforward approach to achieving a desired radiation pattern would be to apply numerical optimization methods, starting perhaps from an approximation to the holographic solution. Such methods are frequently used, and can become necessary when the mutual coupling between elements is strong [27]. For strongly coupled elements, the incident wave can be significantly modified by the interactions, thus requiring a self-consistent solution to an inverse problem. Numerical optimization can achieve this goal, but generally requires numerous iterations and is inherently computationally expensive. As an alternative to numerical optimization, specifically in the weak coupling limit where the incident wave is unperturbed, we introduce here a continuous family of mapping schemes that are simply visualized by viewing the ideal and constrained polarizability values in the complex plane. By adjusting a single parameter for this analytic mapping, we illustrate how the performance of the aperture can be optimized, leading to the generation of desired radiation patterns and excellent beam forming performance. This mapping technique is broadly applicable to metasurface antennas, not only the waveguide-fed variety analyzed here. In many scenarios, one of the mapping schemes presented here may constitute sufficient optimization, obviating further numerical optimization steps.

### III. Waveguide-Fed Metasurface Antenna

The waveguide-fed metasurface antenna architecture considered here consists of a waveguide in which numerous metamaterial elements are patterned along one of the conducting surfaces [24, 33, 34]. The guided wave excites the metamaterial elements, which couple energy from the waveguide to radiation. In analogy with conventional holography, the guided wave can be considered a reference wave, which interferes with the array of metasurface elements to form the desired radiation pattern (object wave). If the phase and magnitudes of the metasurface elements are unconstrained, then the collection of elements could be considered a hologram in the classical sense. In this work we consider only metasurface antennas in which the guided wave is restricted to propagation along one direction, which we refer to as one-dimensional (1D). We choose a coordinate system such that the normal to the surface is in the $\hat{z}$ direction, while propagation along the waveguide is in the $\hat{y}$ direction. For clarity, in the ensuing analysis we assume all metamaterial elements are oriented such that their effective magnetic dipole moments lie along the same direction. This limitation is easily removed using the tensor formalism provided in the appendix, so that metasurface antennas with polarization control can be considered within the presented framework.

The scattered field of any object or antenna can be described by the object’s far-field pattern [33, 37]. For the
application of beam forming and steering, we define as ideal an antenna that only radiates in a single direction; in this situation, the field produced by the antenna is a plane wave, so that

$$\mathbf{E}(\mathbf{r}) = \mathbf{E}_0 e^{-j k_b \mathbf{r}},$$  

(3)

where $\mathbf{E}_0$ is the polarization of the electric field and $k_b$ is the desired direction of the antenna beam. We assume here that the electric fields lie in the $\hat{y}$-$\hat{z}$ plane. Eq. 3 represents the object or output wave. If the antenna were to extend infinitely in a plane $S$ with unit-normal vector $\hat{n}$, then the set of currents that would produce this far-field pattern are a set of magnetic surface currents over a perfectly electric conducting (PEC) ground plane, given for points $\mathbf{r} \in S$ as

$$\mathbf{K}_M = \mathbf{E} \times \hat{n} = E_{0y} e^{-j k_b \mathbf{r}} \hat{x}.\quad \text{(4)}\]  

Eq. 4 can be proven using Schelkunoff’s equivalence principles [38, 39]. One of Schelkunoff’s equivalence principles states that if the electric and magnetic fields are known on the boundary $S$ of a domain $V$ that contains no sources, then the field inside $V$ is equal to the field that would be radiated by a magnetic current $\mathbf{K}_M = \mathbf{E} \times \hat{n}$ that lies on $S$, and is backed by a PEC just behind $S$. However, Schelkunoff’s equivalence principle might also be stated backwards: if one desires a particular electric field $E$ in a volume $V$ that is bounded by a surface $S$, then placing a magnetic surface current of $\mathbf{K}_M = \mathbf{E} \times \hat{n}$ along with a PEC along $S$ will achieve the electric field $E$, provided that $E$ is a solution to the wave equation. If we consider the volume $V$ to be the upper half-space with $S$ being the plane where $z = 0$, then the inverse of Schelkunoff’s equivalence principle dictates that the magnetic current distribution in Eq. 4 will radiate like a plane wave in the direction $k_b$.

In the context of the metasurface antenna, the goal is to produce a required surface current $\mathbf{K}_M$ using waveguide slots or complementary metamaterial elements (such as complementary electric inductive-capacitive resonators, or cELCs) [4, 13, 23, 40, 42]. These elements are known to radiate like magnetic dipoles and can provide the required magnetic surface current to produce an ideal plane-wave beam in the limit that the antenna is infinitely large [23, 43, 44]. Assuming the feed magnetic field and magnetic current are both oriented in the $\hat{x}$ direction, the magnetic surface current can be written as a magnetic surface susceptibility $\chi_M$ multiplied by the magnetic field of the feed wave $H_f \hat{x}$:

$$K_M(\mathbf{r}) = -j\omega \mu_0 \chi_M(\mathbf{r}) H_f(\mathbf{r}).\quad \text{(5)}$$

The surface susceptibility is defined as the magnetic dipole moment generated per unit area on the surface of the antenna [38, 15, 30]. To achieve a well-formed beam, the surface current needs to be set equal to $E_0 \times n e^{-j k_b \mathbf{r}}$, which can be done by carefully designing the surface susceptibility distribution $\chi_M$ using the appropriate modulation pattern [47].

For waveguide-fed metasurface antenna designs, the coupling of each metamaterial element to the waveguide mode is desired to be weak, allowing the waveguide mode to fill as much of the aperture as possible. For very weakly coupled elements, the scattering back into the waveguide can be considered negligible and the magnetic field of the feed wave unperturbed. Under these assumptions, the surface susceptibility at position $\mathbf{r}_i$ is related to the magnetic polarizability $\alpha_i$ of the element at position $\mathbf{r}_i$ by $\alpha_i = \Lambda^2 \chi(\mathbf{r}_i)$. Here, $\Lambda$ is the spacing between metamaterial elements. Using this relationship, together with Eqs. 4 and 5 the required polarizabilities of the dipoles are

$$\alpha(\mathbf{r}_i)\hat{&} = \frac{j \Lambda^2}{Z_0 k} \frac{E_{0y}}{H_f} e^{-j k_b \mathbf{r}}.\quad \text{(6)}$$

Here we have used the dispersion relation $\omega = ck$, where $c^{-2} = \varepsilon_0 \mu_0$ and $Z_0 = \mu_0/\varepsilon_0$.

At this point, a particular form of the feed wave needs to be chosen. For a 1D metasurface antenna, the feed structure is a linear waveguide that has a single propagating mode with magnetic field on the upper surface of the waveguide $H_f = h_f e^{-j \beta y}$, where $\beta$ is the propagation constant and the waveguide is assumed to lie in the $y$-direction. In this case, the requirement on the polarizabilities to produce an ideal beam pattern is

$$\alpha(\mathbf{r}_i)\hat{&} = \frac{j \Lambda^2}{Z_0 k} \frac{E_{0y}}{h_f} e^{-j (k_b - \beta) y} \hat{r}_i.\quad \text{(7)}$$

Note that the term $\left( \frac{E_{0y}}{h_f} \right) \equiv Z_{ant}$ has units of impedance and defines the amplitude of the electric field of the radiated wave relative to the amplitude of the magnetic field of the feed wave.

As the index $i$ runs through various metamaterial element positions $\mathbf{r}_i$, the ideal modulation pattern will be proportional to $e^{-j (k_b - \beta) y} \hat{r}_i$, which traces out a unit circle in the complex plane. This modulation compensates for the phase accumulation of the guided wave while applying the pattern required to form a beam in the $k_b$ direction. Hence, in an ideal situation, all of the elements would be excited at an equal level, but with different scattering phases dictated by the modulation pattern.

A plot of the available polarizabilities (Eq. 2) in the complex plane (Fig. 8) as a function of the resonance frequency $\omega_0$ provides a visual representation of the range of polarizabilities that may be achieved by tuning the resonance frequency of a metamaterial cell. However, Eqs. 4 and 7 prescribe the polarizabilities that are required for each metamaterial element in order for the antenna to radiate in a far-field pattern that most closely approximates an ideal plane wave. Unfortunately, the set
of available polarizabilities does not overlap with the set of ideal polarizabilities.

In Fig. 3 the real and imaginary parts of Eq. 2 are plotted as a blue curve in the complex plane that is parameterized by \( \omega_0 \) for the choice of parameters \( \Gamma = \omega/50 \) and \( F = (\lambda/3)^3 \), illustrating the range of achievable polarizabilities using metamaterial elements. The same plot also shows the required polarizabilities from Eq. 4 for a linear waveguide with metamaterial elements that are placed \( \Lambda = \lambda/5 \) apart on the \( y \)-axis, and \( \beta = 1.5k \) (red dots). We note that values of polarizability that lie on the upper half of the complex plane are forbidden if the dipole is to be passive in the \( e^{i\omega t} \) time convention, regardless of whether or not the polarizability follows a Lorentzian resonance. Note also that we have selected the coupling parameter of the Lorentzian constrained elements so that the radius of the circle indicating the Lorentzian constrained region is equal to the radius of the circle on which the ideal polarizabilities lie. This particular choice is arbitrary; the Lorentzian constrained region can be larger or smaller depending on the coupling parameter. We apply this particular choice here for consistency. In the limit that the reference wave is unperturbed, the choice of scaling makes no difference in the antenna directivity patterns that will be investigated later.

![Graph showing desired polarizabilities](image)

**FIG. 3.** Desired polarizabilities (shown as red dots) required to achieve a directive beam and the Lorentzian constrained region (blue circle) achievable by tuning metasurface elements. The axes are scaled in units of \( FQ \).

The Lorentzian constrained polarizability curve only tangentially approaches the ideal polarizability curve at a single point. A choice must thus be made that maps the ideal polarizabilities to the available Lorentzian-constrained polarizabilities, with the hope that such a choice will produce the desired radiation pattern with minimal error.

Before addressing the mapping approach that is the central concept of this work, we note two simple strategies for optimizing polarizability distributions: *phase holograms* and *magnitude holograms*. In the case of a phase hologram, the modulation scheme can be derived in the perturbative approximations of holography \([48] \) by interfering the complex conjugate of the reference (in this case guided) wave with the desired object wave, which yields the ideal phase of the polarizability for each metamaterial element. For the phase hologram, the magnitude would be assumed as constant. In the case of a magnitude hologram, the desired magnitude of the surface currents is assumed to be sinusoidally varying. Here, the magnitude of each element’s polarizability is tuned to match the desired magnitude profile by taking the real part of the phase hologram, linearly mapping it to a positive real space. For the magnitude hologram, the phase would be considered as constant.

While a true magnitude hologram could be implemented using attenuators or amplifiers, and a true phase hologram implemented using phase shifters, the passive metamaterial elements do not possess this degree of freedom. We have thus termed these two holographic approaches as *Lorentzian-constrained* because they represent a particular choice of polarizability functions that are consistent with Eq. 1 and might be considered natural and straightforward. While both of these methods are able to generate directive beams in the far-field, both incur undesired side-effects. In the case of a phase hologram approach, the goal of achieving a desired phase profile can be met, but in doing so many elements with the correct phase will be incidentally set to have low or zero magnitude, resulting in suboptimal performance \([11] \). Likewise, in the case of a magnitude hologram, the goal of matching the magnitudes to the desired profile may be met, but in doing so, many elements may have different phases which can interfere to degrade performance in the far-field.

With the Lorentzian constraint it is impossible to vary either just the phase or just the magnitude, so that the resulting Lorentzian-constrained holograms are only inspired by their ideal counterparts. Thus, while the simple holographic approaches are conceptually appealing, they result in generally poor beam forming performance, thus motivating a design strategy that incorporates the linked phase and magnitude of the metamaterial elements.

**IV. GENERALIZED MAPPING OF IDEAL TO AVAILABLE POLARIZABILITY VALUES**

Aside from the Lorentzian-constrained magnitude hologram, all of the modulation strategies considered here can be derived graphically in the complex plane by first mapping the ideal polarizability values to a single point along the negative imaginary \( e_m \) axis. For this and subsequent sections, we rewrite Eqs. 7 for the ideal...
polarizabilities as

$$\alpha = x + jy = Ae^{j\Psi},$$  \hspace{1cm} (8)$$

where $\Psi = -k_b \cdot r_i + \beta \hat{y} \cdot r_i - \pi/2$. Taking the real constant $A = 1$, the polarizability values in the complex plane thus occur at positions $(\cos \Psi, \sin \Psi)$. The equation for a line extending from one of these polarizability values to a point $(0, y_0)$ on the negative $\alpha_m$ axis thus has the form

$$y = mx + y_0$$  \hspace{1cm} (9)$$

where

$$m = \frac{\sin \Psi - y_0}{\cos \Psi}. \hspace{1cm} (10)$$

The mapping for a given ideal value occurs where this line intersects the circle corresponding to the Lorentzian-constrained polarizability values. The equation for the Lorentzian-constrained curve is a circle of the form

$$x^2 + (y + r)^2 = r^2. \hspace{1cm} (11)$$

where $r$ is the radius of the Lorentzian-constrained circle. As noted above, for this analysis we set $r = 0.5$ since the value does not matter when the feed wave is unperturbed. When there is significant coupling of energy from the waveguide to radiation, the value of $r$ does matter and can be used as a second parameter to optimize the beam performance. The impact of $r$ will be presented in a future study.

Eqs. (9, 11) can be solved simultaneously to yield

$$x = \frac{-2m'y' \pm \sqrt{4m^2y'^2 - 4(m^2 + 1)(y'^2 - r^2)}}{2(m^2 + 1)}, \hspace{1cm} (12)$$

where

$$y' = y_0 + r \hspace{1cm} (13)$$

with $y$ determined from Eq. $9$. This process produces a distinct mapping of the ideal polarizability values to the Lorentzian-constrained values, which are the intersections of the set of lines with the Lorentzian-constrained circle. Each value of $y_0$ corresponds to a distinct mapping, as illustrated in Fig. 4 for a value of $y_0 = -0.7$.

Having defined the basic mapping, we now consider several specific examples and study the impact on beam forming.

**A. Lorentzian-Constrained Phase Hologram**

Consider first the case in which $y_0 = 0$. The two possible signs of the square root in Eq. $12$ can be evaluated as

$$x = 0 \hspace{1cm} 0 < \Psi < \pi$$
$$x = -\frac{1}{m + \frac{1}{m}} \hspace{1cm} \pi < \Psi < 2\pi \hspace{1cm} (14)$$

Since $m = \tan \Psi$, we arrive at the following mapping:

$$\alpha = 0 \hspace{1cm} 0 < \Psi < \pi$$
$$\alpha = -\sin \Psi e^{j\Psi} \hspace{1cm} \pi < \Psi < 2\pi \hspace{1cm} (15)$$

The resulting mapping corresponds to a simple phase hologram, since the phases of the Lorentzian-constrained polarizabilities correspond exactly to those of the ideal polarizabilities. Note that all of the phases in the upper half plane are mapped to zero and are therefore unused. It can thus be expected that the resulting beam forming performance of the aperture will be sub-optimal, with so many unused radiators. This mapping with $y_0 = 0$ is illustrated in Fig. 5 (top). As discussed in the previous section, the magnitudes of the non-zero polarizabilities are modulated by the sine term, as necessitated by the Lorentzian constraint.

**B. Lorentzian-Constrained Amplitude Hologram**

Following strategies used in holography, one can consider a modulation scheme in which only the amplitudes
of polarizabilities are modified. While this mapping deviates from the family of mappings that are the focus of this paper, we include the Lorentzian-constrained amplitude hologram for completeness and later comparisons. The real part of the ideal polarizability, Eq. 8, is \( \alpha' = A \cos \Psi \), which would form the basis for an amplitude hologram. This quantity has both positive and negative values, so to ensure only positive real values are used, we consider the modulation \( \alpha' = A(1 + \cos \Psi)/2 \). Such a distribution of polarizability values is possible by changing only the Q or the coupling factor; however, we are focused here on modifying the resonance frequency of the elements to obtain a set of polarizability values, such that the phase is inherently changed as a function of magnitude. In fact, given the form of the Lorentzian constrained polarizability, Eq. 2, we must have

\[
|\alpha'| = \sin \theta = \frac{1 - \cos \Psi}{2}
\]  

This somewhat artificial construct modifies the modulation circle of desired polarizabilities in the complex plane by mapping it onto a set of positive, real numbers. However, once this is done, it is possible to ignore the phase of the desired modulation pattern, and hence select tuning states of the elements by finding the amplitude of the set of tunable polarizabilities from the Lorentzian elements, which are given by taking the magnitude of Eq. 2. A Lorentzian-constrained amplitude hologram is therefore achieved by finding the points in the curve of tunable polarizabilities that are closest in amplitude to the amplitude prescribed in Eq. 8. As opposed to the phase hologram, which makes only one approximation by ignoring the magnitude, the amplitude hologram therefore has two steps in approximation. The first approximation is that it ignores the phase of the response of the elements, and the second approximation is that it artificially maps the ideal modulation pattern equation to the positive real axis. Clearly, the phase varies along with the magnitude modulation, so that the resulting modulation pattern is more complicated and generally much less predictable than would be a true magnitude only hologram.

C. Array Factor Optimized Modulation

At the extreme value of \( y_0 = 0 \), half of the ideal polarizability values are mapped to zero, with many more mapped to regions of the Lorentzian-constrained curve where the amplitude is small. As the focal point is moved down the y-axis, the ideal polarizability values are increasingly mapped to regions of the Lorentzian-constrained curve where the magnitude of the polarizability is larger, such that it might be expected these mappings will have improved efficiency and performance. In this context, it is useful to consider the extreme value of \( y_0 = -1 \). Using

\[
m = \frac{\sin \Psi + 1}{\cos \Psi}
\]  

with Eq. 12 we find

\[
x = \frac{1}{m + \frac{1}{m}} = \frac{\cos \Psi}{2}
\]  

and

\[
\alpha' = A(1 + \cos \Psi)/2
\]  

FIG. 5. The mapping between the ideal polarizabilities (red dots) and those corresponding to a simple phase hologram (\( y_0 = 0 \), top) and a simple magnitude hologram (bottom). The ideal polarizabilities (red dots) are plotted in the complex plane along with the constrained Lorentzian polarizabilities (blue curve). The black arrows represent the mapping between the ideal solution and the solution that is achievable for resonant elements.
\[ y = \sin \Psi - 1 \]
\[ \frac{1}{2} \] (19)

which can be combined together to yield the polarizability

\[ \alpha = \frac{1}{2j} (e^{j\psi'} - 1) \] (20)

where \( \Psi' = \Psi + \pi/2 \). This mapping is shown in Fig. 6 (top). (Note that the ideal and Lorentzian constrained phases are also rotated by \(-90^\circ\) due to the \( j \) term in the denominator.) From the figure, it can be observed that, unlike the mappings for other values of \( y_0 \), the \( y_0 = -1 \) mapping results in a uniform density of values over the Lorentzian-constrained circle and the largest number of values having non-negligible magnitudes.

The simple analytic form for the \( y_0 = -1 \) mapping is particularly convenient when used in conjunction with the array factor for the 1D antenna, as noted in [24]. For beam forming in the plane of the antenna, the array factor has the form

\[ AF(\phi) = \sum_{i=1}^{N} a_i e^{-j(\beta y - k_\omega) \cdot r_i} \] (21)

where \( k_\omega \) is the wave vector in the direction of observation \((k_\omega \cdot r_i = k_\omega r_i \sin \phi)\). Inserting the mapped polarizability values (Eq. 20 into the array factor yields

\[ AF(\phi) = \sum_{i=1}^{N} \frac{1}{2j} (e^{j(\beta y - k_\omega) \cdot r_i} - 1) e^{-j(\beta y - k_\omega) \cdot r_i} \] (22)

or

\[ AF(\phi) = \sum_{i=1}^{N} \frac{1}{2j} (e^{j(k_\omega - k_\omega) \cdot r_i} - e^{j(\beta y - k_\omega) \cdot r_i}) \] (23)

the first term corresponds to the desired steered beam, with the second term corresponding to a possible diffracted beam. If the aperture is sampled at points that are spaced considerably closer than the free space wavelength, this term will not produce a radiating diffracted beam and the antenna will produce the single desired lobe.

It is useful for comparison purposes to plot the amplitude and phase of the mapping implied by Eq. 20 versus \( \Psi \), as shown in Fig. 7. It can be seen that, like the ideal phase, the Lorentzian-constrained phase is linear, with a slope half that of the ideal (and shifted by \( \pi \)). While the amplitude varies, the variation combined with the modified phase advance results in a set of polarizabilities that produce the desired steered beam. Given that typically the phase of the wave in the aperture is dominant over its magnitude in terms of determining the far-field radiation pattern, the linear phase advance produced by this mapping might be nearly optimal among this set of mappings—a hypothesis reinforced by the array factor analysis and numerical simulations shown later.

While it may be tempting to consider this modulation scheme as optimal, it should be remembered that the scheme has been derived with the assumption that the feed wave is left unperturbed. In a realistic scenario, the feed wave will decay as it propagates along the waveguide (due to radiative and other losses); this modulation scheme thus serves as a possible initial distribution for further optimization when coupling is significant.

### D. Euclidean Modulation

Another interesting mapping strategy occurs for the value \( y_0 = -0.5 \), which coincides with the center of the Lorentzian-constrained circle. This case, plotted in Fig.
FIG. 7. (A) Amplitude and (B) phase of the Lorentzian-constrained polarizability (orange). The ideal amplitude and phase are shown for comparison as the blue curves. Note that the ideal phase has been shifted by \( \pi \) to facilitate a direct comparison.

(bottom), has the property that every line is normal to the Lorentzian-constrained circle and thus minimizes the Euclidean distance from the corresponding point on the ideal polarizability circle. We refer to this mapping as Euclidean modulation. An alternative expression of this mapping is defined by the resonance frequency \( \omega_0 \) for the \( i^{th} \) metamaterial element located at position \( \mathbf{r}_i \) such that the distance

\[ d = |\alpha_L(\omega_0) - \alpha_D(\mathbf{r}_i)| \]  

(24)

is a global minimum. Here, \( \alpha_D \) represents the desired or ideal polarizabilities, while \( \alpha_L \) represents the Lorentzian-constrained polarizabilities. The \( y_0 = -0.5 \) mapping provides a reasonable level of optimization of the polarizabilities and has the advantage that it can be applied directly through Eq. 24. This latter property can be advantageous when the ideal polarizability distribution is not a circle and the use of the analytic formulas may be inconvenient. Note in Fig. 6 (bottom) that the density of accessible polarizability is greatest where the amplitude is near zero; however, the mapping still provides far greater performance than either the Lorentzian-constrained phase or magnitude holograms and is easy to apply.

For the \( y_0 = -0.5 \) case, Eq. 11 and Eq. 9 can be solved analytically to find

\[ x = \frac{1}{2} \left[ 1 + \left( \frac{\sin \Psi - \frac{1}{2}}{\cos \Psi} \right)^2 \right]^{-1/2} \]  

(25a)

\[ y = \frac{1}{2} \left[ \left( \frac{\sin \Psi - \frac{1}{2}}{\cos \Psi} \right) \left( 1 + \left( \frac{\sin \Psi - \frac{1}{2}}{\cos \Psi} \right) \right)^{-1/2} - 1 \right] \]  

(25b)

The amplitude and phase for the Euclidean modulation scheme (\( y_0 = -0.5 \)) are shown in Fig. 8, where they are compared with those obtained for the simple Lorentzian-constrained case (\( y_0 = -1.0 \)). The agreement between the two methods is striking, the major difference being that the phase shift is linear for the Lorentzian-constrained case, while the amplitude is nearly linear for the Euclidean modulation case. The close agreement suggests that Euclidean modulation also results in a fairly optimized beam-forming antenna.

V. FAR-FIELD PERFORMANCE

To examine the far-field performance of a metasurface antenna using the various methods described above to determine the polarizability distribution, we perform array factor calculations using Eq. 21. The metasurface is assumed to be aligned along the \( y \)-axis with 64 radiating metamaterial elements that are spaced a distance of \( \Lambda = \lambda/4 \), where \( \lambda \) is the free space wavelength. The driving frequency is assumed to be 10 GHz, so that the total aperture size is 16 \( \lambda \). The guide index is assumed to be \( n_g = 1.6 \).

As described above, the excitation field is assumed to be a guided wave with a magnetic field that varies along the guide as \( \mathbf{H}_f(\mathbf{y}) = h_f e^{-j\beta y} \mathbf{\hat{x}} \). The guided wave is assumed to be unperturbed by the scattering of the elements in the waveguide, so that this study only examines the inherent benefits of each modulation technique, without including the effect of the attenuation of the feed wave. By exciting each metamaterial element with the guided wave, a magnetic dipole moment is induced as a function of \( y \) proportional to the polarizability as determined by the given modulation technique. Thus, each dipole moment is given by \( \mathbf{m}_i = \alpha(\omega_{0,i}) \mathbf{H}_f(y_i) \), where \( \omega_{0,i} \) is the tuned resonance frequency of the \( i^{th} \) unit cell, as prescribed by the chosen modulation technique. The
FIG. 9. Far-field radiation patterns for broadside beams optimized using the Lorentzian-constrained amplitude hologram, the Lorentzian-constrained phase hologram ($y_0 = 0$), the $y_0 = -1$ mapping, and the $y_0 = -0.5$ mapping (Euclidean modulation).

A collection of dipole moments can be propagated into the far field by summing the fields from each of the radiating dipoles. Since we are interested in the far-field behavior, we plot only the directivity using the array factor of Eq. 21. Sample radiation patterns for the various modulation schemes are shown in Fig. 9.

A. Directivity Comparisons

A comparison of the four modulation schemes discussed is presented in Figs. 9 and 10. As would be expected, the simple phase and amplitude holograms display notably worse beam forming performance than the Lorentzian-constrained or Euclidean modulation schemes. In particular, grating lobes are prominent in the directivity patterns of the simple phase and amplitude modulation schemes, sometimes as large as the main lobe (as in Fig. 10). In the case of the simple phase modulation, grating lobes are very likely due to the effective grating introduced by periodically switching all of the elements off. For the simple amplitude modulation, the arbitrary phase shift introduced by the mapping results in generally haphazard behavior of the directivity pattern, making the observed patterns irregular and relatively sensitive to even small changes in the parameters.

As expected, the Lorentzian-constrained modulation scheme ($y_0 = -1$) shows the best performance, given the assumptions of the system particularly that the waveguide mode is unperturbed. The pattern is essentially ideal, since no grating lobes are excited (as per the array factor). The Euclidean modulation scheme ($y_0 = -0.5$) tends to perform well, even at steered angles, with minimal grating lobes. Because the phase advance is not quite linear for the Euclidean modulation scheme, there are numerous grating lobes with modest excitation; these lobes are relatively minor and can be minimized further with modest optimization.

The complex plane mappings can be readily applied in virtually any situation and thus provide a useful first
guess for the polarizability distribution of a metasurface aperture antenna. If the interactions between elements and the feed wave are not significant, the distributions obtained by these mappings may, in fact, be all that is necessary in many cases.

B. Numerical Simulations

To confirm the validity of the analytical far-field radiation patterns shown in Figs. 9 and 10, numerical simulations of the waveguide-fed holographic metasurface antenna were performed using the full-wave electromagnetic solver CST Microwave Studio. As illustrated in Fig. 11, the designed metasurface antenna is assumed to be constructed using printed circuit board (PCB) materials, similar to several waveguide-fed metasurface antennas recently demonstrated. The simulated structure consists of a ground plane, a dielectric substrate (assumed to be Rogers 4003C with a dielectric constant $\varepsilon_r = 3.38$) and a metasurface layer. To be consistent with the analytical studies, the dielectric is assumed to be lossless and the conductive material is selected to be perfect electric conductor (PEC), such that the only loss mechanism for the simulated metasurface antenna is radiation. Excitation of the metasurface antenna is implemented at the first port (left) of the antenna while the second port (right) of the metasurface is terminated in 50 $\Omega$ to absorb the remaining guided-mode reference and prevent it from being reflected back to the waveguide. The metamaterial elements etched onto the metasurface layer are subwavelength sized, complementary slot-shaped elements that couple to the magnetic field of the launched quasi-TEM mode at the input port [24]. The length and width of the metamaterial elements are $\lambda_g/4$ and $\lambda_g/30$, respectively, where $\lambda_g$ denotes the wavelength inside the dielectric at the center frequency, 10 GHz.

The distribution of the metamaterial elements is selected in such a way that the sampling of the guided-mode reference is achieved at the phase-matched points across the aperture for a given steering angle while the slot-shaped metamaterial elements exhibit a uniform coupling strength at 10 GHz. Therefore, the simulated design closely resembles the proposed Euclidean modulation ($y_0 = -0.5$) in terms of the phase and amplitude characteristics of the resultant aperture wave-front, providing a performance comparison in terms of the far-field radiation pattern characteristics. Whereas the Euclidean modulation can achieve the desired phase and amplitude profile by sampling the aperture at arbitrary selected points across the aperture, the adopted technique for the full-wave simulations realizes the desired phase and amplitude profile at phased-matched points across the aperture. Using slot-shaped weakly-resonant metamaterial elements brings the advantage of reducing the excessive losses caused by highly resonant elements, increasing the radiation efficiency of the antenna.

The simulated radiation patterns of the metasurface antenna are shown in Fig. 12, along with the calculated analytical radiation patterns for Euclidean modulation. Analyzing the simulated radiation patterns of the metasurface antenna, the sidelobe levels are measured to be -14.9 dB for broadside radiation ($\theta = 0$ deg.) and -13.1 dB for steered radiation ($\theta = 30$ deg.) at 10 GHz. Comparing the radiation patterns in Fig. 12, the agreement in the pattern envelopes between the analytically calculated Euclidean modulation directivity patterns and full-wave directivity patterns is evident. Another important figure of merit for the simulated metasurface antennas is the antenna radiation efficiency, which is measured to be above 80% for all of the simulated designs.
VI. CONCLUSION

We have presented a family of complex plane mappings that allow the polarizability distribution of a set of Lorentzian-constrained metamaterial elements to be determined, parametrized by a focal point \( y_0 \) that lies along the negative imaginary axis. Certain values of this parameter lead to highly optimized solutions for the effective polarizabilities of the metamaterial elements that can be readily applied in many different contexts; this is a nontrivial problem due to the fact that metasurface elements only grant control over the resonant frequency, which results in coupled shifting of the magnitude and phase of each radiator. In particular, Euclidean modulation \( (y_0 = -0.5) \) is particularly easy to implement and can be applied more generally to a wide class of metasurfaces.
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Appendix: Tensor form of the polarizability

If it is desired to extend the above analysis to metasurfaces that can produce arbitrarily polarized fields, a collection of metamaterial elements with magnetic dipole moments directed arbitrarily within the aperture plane must be considered. In this case, we assume the wave propagates in any direction away from the aperture and that, as described above, the required surface current is as described by Eq. 4. Then, the magnetic surface current can be written as a magnetic surface susceptibility tensor \( \chi_M \) multiplied by the magnetic field of the feed wave \( H_f \):

\[
K_M(r) = -j\omega\mu_0\chi_M(r)H_f(r). \tag{A.1}
\]

To allow the antenna to produce a beam with arbitrary polarization, both eigenvectors of the surface susceptibility tensor need to be orthogonal and the susceptibility controlled along the two different directions. The effective surface susceptibility tensor can be implemented by imposing two lattices of metamaterial scattering elements, where each element in each lattice can be excited with a magnetic dipole moment in only one direction, and the directions of the dipoles in the two lattices are orthogonal \( \{4\} \).

To derive how these lattices of magnetic dipoles must be controlled, consider two lattices where the positions of the dipoles in the first lattice are \( r_i \) with orientations \( \hat{\nu}_i \) and where the positions of the dipoles in the second lattice are also \( r_i \), but with orientations \( \hat{\mu}_i \) such that \( \hat{\nu}_i \cdot \hat{\mu}_i = 0 \). Then the surface susceptibility tensor can be generally written as

\[
\tilde{\chi}_M(r_i) = \chi_1(r_i)\hat{\nu}_i \otimes \hat{\nu}_i + \chi_2(r_i)\hat{\mu}_i \otimes \hat{\mu}_i \tag{A.2}
\]

where the symbol \( \otimes \) is used to designate the tensor product.

Under the assumptions of weak coupling assumed above, the surface susceptibility at position \( r_i \) is related to the magnetic polarizability \( \alpha_i^1 \) of the element in the first lattice at position \( r_i \) by \( \alpha_i^1 = \Lambda^2\chi_1(r_i) \), while the polarizability of the element in the second lattice is likewise \( \alpha_i^2 = \Lambda^2\chi_2(r_i) \). Here, \( \Lambda \) is the spacing between metamaterial elements. Using this relationship, together with Eqs. 4 \{A.2\} and \{A.1\} the required polarizabilities of the dipoles are

\[
\alpha_i^1 = \frac{j\Lambda^2}{Z_0k}E_0 \cdot (\hat{n} \times \hat{\nu}_i) \left( \frac{e^{-jkr_i}}{H_f \cdot \hat{\nu}_i} \right), \tag{A.3a}
\]

\[
\alpha_i^2 = \frac{j\Lambda^2}{Z_0k}E_0 \cdot (\hat{n} \times \hat{\mu}_i) \left( \frac{e^{-jkr_i}}{H_f \cdot \hat{\mu}_i} \right). \tag{A.3b}
\]

Here we have used the dispersion relation \( \omega = k\beta \), where \( e^{-\beta r} = \epsilon_0\mu_0 \) and \( Z_0 = \mu_0/\epsilon_0 \).

Choosing the specific form \( H_f = h_f e^{-j\beta y} \), where \( \beta \) is the propagation constant and the waveguide is assumed to lie in the \( y \)-direction, the requirement on the polarizabilities to produce an ideal beam pattern is

\[
\alpha_i^1 = \frac{j\Lambda^2}{Z_0k} \left( \frac{E_0 \cdot (\hat{n} \times \hat{\nu}_i)}{h_f \cdot \hat{\nu}_i} \right) e^{-j(kr_i - \beta y)} \tag{A.4a}
\]

\[
\alpha_i^2 = \frac{j\Lambda^2}{Z_0k} \left( \frac{E_0 \cdot (\hat{n} \times \hat{\mu}_i)}{h_f \cdot \hat{\mu}_i} \right) e^{-j(kr_i - \beta y)} \tag{A.4b}
\]

It should be noted that the techniques described above can easily be adapted to antennas in which the guided wave is restricted to propagate in two directions, or two-dimensional (2D) waveguide-fed metasurfaces. For example, for a 2D metasurface antenna, if the feed structure is a planar waveguide that is centrally fed, the feed wave follows the form \( H_f = h_f \hat{\theta}H_r^{(2)}(\beta r) \approx h_f \hat{\theta}e^{-\beta r}/\sqrt{r} \).

\[
\alpha_i^1 = \frac{j\Lambda^2}{Z_0k} \left( \frac{E_0 \cdot (\hat{n} \times \hat{\nu}_i)}{h_f \hat{\theta} \cdot \hat{\nu}_i} \right) \sqrt{\beta r} e^{j(k_0\beta r_i)} \tag{A.5a}
\]

\[
\alpha_i^2 = \frac{j\Lambda^2}{Z_0k} \left( \frac{E_0 \cdot (\hat{n} \times \hat{\mu}_i)}{h_f \hat{\theta} \cdot \hat{\mu}_i} \right) \sqrt{\beta r} e^{j(k_0\beta r_i)}. \tag{A.5b}
\]

In this case the required polarizability rotates through all possible phases, but increases as \( \sqrt{r} \) to compensate for the natural spread in the feed wave through the aperture. As in the 1D case, the requirement for an ideally radiating antenna is that all possible phases of the polarizability of the scattering elements be available. For the Lorentzian-constrained metamaterial elements, Euclidean modulation provides useful solutions for beam forming with a 2D aperture.
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