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Abstract This paper studies a class of impulsive neutral stochastic partial differential equations in real Hilbert spaces. The main goal here is to consider the Trotter-Kato approximations of mild solutions of such equations in the $p$th-mean ($p \geq 2$). As an application, a classical limit theorem on the dependence of such equations on a parameter is obtained. The novelty of this paper is that the combination of this approximating system and such equations has not been considered before.
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1 Introduction

The study on mild solutions of impulsive stochastic partial differential equations (SPDEs), which is a hot research theme in the past two decades, had attracted a great interests of a lot of famous scholars, such as Ahmed[1], Anguraj and Vinodkumar[2], Da Prato and Zabczyk[5], Govindan[8, 9], Ichikawa[14], Mckibben[17], and so on. Many of these equations are often used to simulate the stochastic process that are found in the study of natural science, engineering and mathematical finance.
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1) Corresponding author
The paper aims to study the impulsive neutral SPDE in a real separable Hilbert space of the form:

\[
d[x(t) + f(t, \pi_t x)] = [Ax(t) + a(t, \pi_t x)]dt + b(t, \pi_t x)d\omega(t), \quad t > 0, \ t \neq t_k, \quad \text{(1.1)}
\]

\[
\Delta x(t_k) = x(t_k^+) - x(t_k^-) = I_k(x(t_k)), \quad t = t_k, \ k = 1, 2, \ldots, m, \quad \text{(1.2)}
\]

\[
x(t) = \varphi(t), \ t \in [-r, 0] \ (0 \leq r < \infty), \quad \text{(1.3)}
\]

where \(\pi_t x = \{x(t - r + s) : 0 \leq s \leq r\}\), \(A : D(A) \subseteq X \to X\) is the infinitesimal generator of a strongly continuous semigroup \(\{S(t), t \geq 0\}\) defined on \(X\), \(a : R^+ \times X \to X(R^+ = [0, \infty))\), \(f : R^+ \times X \to D(A^\alpha), 0 < \alpha \leq 1\) and \(b : R^+ \times X \to L(Y, X)\) are Borel-measurable. Here \(\omega(t)\) is a \(Y\)-valued \(Q\)-Wiener process. The fixed moments of time \(t_k\) satisfy \(0 < t_1 < \cdots < t_m < T\), where \(x(t_k^+)\) and \(x(t_k^-)\) represent the right and left limits of \(x(t)\) at \(t = t_k\), respectively. \(\Delta x(t_k) = x(t_k^+) - x(t_k^-)\), represents the jump in the state \(x\) at time \(t_k\) with \(I_k \in C(X, X)\) determining the size of the jump. The past stochastic process \(\{\varphi(t), t \in [-r, 0]\}\) has almost surely (a.s.) continuous sample paths with \(E\|\varphi\|_p < \infty, p \geq 2\).

Taniguchi \cite{20} investigated the existence and uniqueness of a mild solution of the stochastic evolution equations with finite delays. Next, Govindan \cite{8} established the properties of mild solutions for SPDEs with neutral term. Anguraj and Vinodkumar \cite{2} studied the existence, uniqueness and stability results of other form of impulsive stochastic semilinear neutral functional differential equations with infinite delays. Chaudhary and Pandey \cite{14} considered the existence of mild solutions of the impulsive neutral fractional stochastic integro-differential systems with state dependent delay. In addition, Deng, Shu and Mao \cite{6} established a new impulsive-integral inequality to prove the exponential stability of mild solutions for a class of impulsive neutral SPDEs driven by fBm with noncompact semigroup. Baleanu, Annamalai, Kandasamy, et. al. \cite{5} studied the impulsive neutral SPDEs with Poisson jumps. Guo, Chen, Shu et. al. \cite{12} considered the Hyers-Ulam stability of the almost periodic solution to the fractional differential equation with impulse and fractional Brownian motion under nonlocal condition. The classical Trotter-Kato approximating system had been well studied in Pazy \cite{18}. Such approximations also had been considered in Govindan \cite{10} and Kannan and Bharucha-Reid \cite{13,21} for the semilinear stochastic evolution equations. Besides, one can refer to the work of Guo et. al. \cite{11,13,21}. To the best of our knowledge, Trotter-Kato approximating system into impulsive neutral SPDEs has not been considered in the relevant literature. Therefore, the purpose of this paper is to introduce Trotter-Kato approximations of equation \((1.1)\) and prove the convergence of mild solutions of this approximating system in the \(p\)th-mean \((p \geq 2)\). Finally, we give a classical limit theorem on the dependence of the equation \((1.1)\) on a parameter as an application.

The remainder of this paper is organized as follows: in Section \(2\) we give some preliminaries; in Section \(3\) we consider the Trotter-Kato approximations and zeroth-order approximations results; in the last section, the classical limit theorem is given as an application.

2 Preliminaries

Let \(X\) and \(Y\) be real separable Hilbert spaces and \(L(Y, X)\) the space of bounded linear operators from \(Y\) to \(X\). We use \(|\cdot|\) to represent the norms of \(X\), \(Y\) and \(L(Y, X)\). We write \(L(X)\) for \(L(X, X)\). Let \((\Omega, \mathcal{F}, P, \{\mathcal{F}_t\}_{t \geq 0})\) be a complete probability space with an increasing right con-
tionsal family \( \{F_t\}_{t \geq 0} \) of complete sub-\( \sigma \)-algebras of \( F \). Let \( \beta_n(t), n = 1, 2, \ldots \), be a sequence of real-valued random Brownian motions mutually independent defined on this probability space. Let \( \omega(t) = \sum_{n=1}^{\infty} \sqrt{\lambda_n} \beta_n(t) \varepsilon_n, \) \( t \geq 0 \), where \( \lambda_n \geq 0, n = 1, 2, \ldots \), are nonnegative real numbers and \( \{\varepsilon_n\}, n = 1, 2, \ldots \), is a complete orthonormal basis in \( Y \). Let \( Q \in L(Y) \) be an operator defined by \( Q \varepsilon_n = \lambda_n \varepsilon_n \). The underlying \( Y \)-valued stochastic process \( \omega(t) \) is called a \( Q \)-Wiener process. Let \( \Phi(t) \) be an \( L(Y, X) \)-valued function and \( \lambda \) be a sequence \( \{\sqrt{\lambda_1, \sqrt{\lambda_2}, \ldots}\} \). Then \( |h(t)|_\lambda = \{\sum_{n=1}^{\infty} |\sqrt{\lambda_n}h(t)\varepsilon_n|^2\}^{\frac{1}{2}} \). If \( |h(t)|^2_\lambda < \infty \), then \( h(t) \) is called \( \lambda \)-Hilbert-Schmidt operator. Let \( C := C([-r, 0]; X) \) denote the space of continuous functions \( \varphi : [-r, 0] \to X \) endowed with the norm \( \|\varphi\|_c = \sup_{-r \leq s \leq 0} |\varphi(s)| \). Let \( C([-r, T], L^p(\Omega, X)) \) be the space of continuous maps from \([-r, T]\) to \( L^p(\Omega, X) \) satisfying the condition \( \|x\|_T = \sup_{-r \leq s \leq T} |x(s)| \), where \( 0 < T < \infty \) and \( \|\cdot\|_T \) denotes the norm of \( C([-r, T], L^p(\Omega, X)) \). For a continuous \( F_t \)-adaptable measurable \( X \)-valued stochastic process \( x(t) : \Omega \to X, t \geq -r \), we have the continuous \( F_t \)-adaptable measurable \( X \)-valued stochastic process \( \pi_t x : \Omega \to X, t > 0 \), by setting \( \pi_t x = x(t-r+s), 0 \leq s \leq r \).

If \( \{S(t), t \geq 0\} \) is an analytic semigroup with infinitesimal generator \( A \) such that \( 0 \in \rho(A) \) (the resolvent set of \( A \)), then we can define the fractional power \( A^\alpha \) as a closed linear operator on its domain \( D(A^\alpha) \) for \( 0 < \alpha \leq 1 \). Furthermore, the subspace \( D(A^\alpha) \) is dense in \( X \) and the expression \( \|x\|_\alpha = |A^\alpha x|, x \in D(A^\alpha) \), which defines a norm on \( D(A^\alpha) \).

**Definition 2.1** (10) Let \( \Phi : [0, \infty) \to \sigma(\lambda)(Y, X) \) be a \( F_t \)-adapted process. Then for any \( \Phi \) satisfying \( \int_0^T E|\Phi(s)|^2 ds < \infty \), we define the \( X \)-valued stochastic integral \( \int_0^T \Phi(s) d\omega(s) \in X \) with respect to \( \omega(t) \) by

\[
\left( \int_0^t \Phi(s) d\omega(s), h \right) = \int_0^t \left( \Phi^*(s) h, d\omega(s) \right), \quad h \in X,
\]

where \( \Phi^* \) is the adjoint operator of \( \Phi \).

**Definition 2.2** (10) A stochastic process \( \{x(t), t \in [-r, T]\}(0 < T < \infty) \) is called a mild solution of Eq. (1.1) if

(a) \( x(t) \) is \( F_t \)-adapted with \( \int_0^T |x(t)|^2 dt < \infty, \ a.s., \)

(b) \( x(t) \) satisfies the integral equation

\[
x(t) = S(t)[\varphi(0) + f(0, \varphi)] - f(t, \pi_t x) - \int_0^t AS(t-s) f(s, \pi_s x) ds + \int_0^t S(t-s) a(s, \pi_s x) ds
\]

\[
+ \int_0^t S(t-s) b(s, \pi_s x) d\omega(s) + \sum_{0 \leq t_k < t} S(t-t_k) I_k(x(t_k)), \quad a.s., \quad t \in [0, T].
\]

**Proposition 2.3** (10) Let \( W_A^\Phi(t) = \int_0^t S(t-s) \Phi(s) d\omega(s), \ \forall t \in [0, T] \). Then there exists a constant \( c(p, T) > 0 \) for any \( p > 2 \) and \( T \geq 0 \) such that the stochastic convolution \( W_A^\Phi \) has a proper modification that

\[
E \sup_{0 \leq t \leq T} |W_A^\Phi(t)|^p \leq c(p, T) \sup_{0 \leq t \leq T} \|S(t)\|^p E \int_0^t |\Phi(s)|^p ds.
\]

Moreover, if \( E \int_0^T |\Phi(s)|^p ds < \infty \), then there exists a continuous version of the process \( \{W_A^\Phi, t \geq 0\} \).
Proposition 2.4 Suppose that $A$ generates a contraction semigroup. Then the process $W^p_A(\cdot)$ has a continuous modification and there exists a constant $\kappa > 0$ such that

$$E \sup_{0 \leq t \leq T} |W^p_A(t)|^2 \leq \kappa E \int_0^t |\Phi(s)|^2 ds.$$ 

3 Trotter-Kato approximations

In this section, we first inject the idea of Trotter-Kato approximations into equation (1.1) to obtain equation (3.1), in which the mild solution of this equation also belongs to $C([0, T], L^p(\Omega, X))$.

Next, we prove the mild solution of equation (3.1) converging in the $p$th-mean ($p \geq 2$) to the mild solution of equation (1.1) in Theorem 3.5 according to the properties of the solution space and the function terms in the equations. We impose the following assumption to study the main results.

Assumption A1

(i) $A$ is the infinitesimal generator of an analytic semigroup of bounded linear operators \(\{S(t), t \geq 0\}\) in $X$.

(ii) For $p \geq 2$, the functions $a(t, \cdot)$ and $b(t, \cdot)$ satisfy the Lipschitz and linear growth conditions:

$$|a(t, \pi_t x) - a(t, \pi_t y)|^p \leq C_1 |x - y|^p, \quad C_1 > 0,$$

$$|b(t, \pi_t x) - b(t, \pi_t y)|^p \leq C_2 |x - y|^p, \quad C_2 > 0,$$

$$|a(t, \pi_t x)|^p + |b(t, \pi_t y)|^p \leq C_3 (1 + |x|^p), \quad C_3 > 0$$

for any $x, y \in X$.

(iii) $f(t, \cdot)$ is a continuous function and satisfies:

$$|A^{\alpha} f(t, \pi_t x) - A^{\alpha} f(t, \pi_t y)| \leq C_4 |x - y|, \quad C_4 > 0,$$

$$|A^{\alpha} f(t, \pi_t x)| \leq C_5 (1 + |x|), \quad C_5 > 0$$

for any $x, y \in X$.

(iv) $I_k$ is a continuous function and satisfies:

$$|I_k(x(t_k)) - I_k(y(t_k))| \leq h_k |x - y|, \quad h_k > 0,$$

$$I_k(0) \leq h_0$$

for any $x, y \in X$.

Lemma 3.1 Let Assumption A1 hold. Suppose that the semigroup \(\{S(t), t \geq 0\}\) is a contraction semigroup for the case $p = 2$. Then there exists a unique mild solution $x$ in $C([0, T], L^p(\Omega, X))$ of system (1.1) provided $L\|A^{-\alpha}\| + M e^{\beta T} \sum_{k=1}^m h_k < 1$ for any $p \geq 2$, where $L = \max\{C_4, C_5\}$ and $1/p < \alpha < 1$.

Proof By Anguraj and Vinodkumar and Govindan, this lemma can be proved according to Picard’s iterations and Borel-Cantelli Lemma.
Next, we study the family of stochastic neutral partial differential equations
\[
d[x_n(t) + f(t, \pi_t x_n)] = [A_n x_n(t) + a(t, \pi_t x_n)]dt + b(t, \pi_t x_n) d\omega(t), \quad t \in [0, T], \quad t \neq t_k, \\
\Delta x_n(t_k) = x_n(t_k^+) - x_n(t_k^-) = I_k(x_n(t_k)), \quad t = t_k, \quad k = 1, 2, \ldots, m, \\
x_n(t) = \varphi(t), \quad t \in [-r, 0],
\]
where \(A_n, n = 1, 2, 3, \ldots\), are the infinitesimal generators of strongly continuous analytical semigroups \(\{S_n(t), t \geq 0\}\) of bounded linear operators on \(X\), respectively.

For each \(n = 1, 2, 3, \ldots\), by Lemma 3.1, System (3.1)-(3.3) has a unique mild solution \(x_n \in C([0, T], L^p(\Omega, X))\). Hence, \(x_n(t)\) satisfies the stochastic integral equation
\[
x_n(t) = S_n(t)[\varphi(0) + f(0, \varphi)] - f(t, \pi_t x_n) - \int_0^t A_n S_n(t-s) f(s, \pi_s x_n) ds
\]
\[
+ \int_0^t S_n(t-s) a(s, \pi_s x_n) ds + \int_0^t S_n(t-s) b(s, \pi_s x_n) d\omega(s)
\]
\[
+ \sum_{0 < t_k < t} S_n(t-t_k) I_k(x_n(t_k)), \quad a.s., \quad t \in [0, T].
\]

**Lemma 3.2** Let the operators \(A\) and \(A_n, n = 1, 2, 3, \ldots\), are densely defined, closed and uniformly sectorial on \(X\), then the operators \(A\) and \(A_n\) generate strongly continuous analytic semigroups \(S(t)\) and \(S_n(t)\), respectively, which satisfy the uniform bounds
\[
\|S(t)\|, \|S_n(t)\| \leq Me^{\delta t}, \quad \forall t \geq 0
\]
and
\[
\|AS(t)\|, \|A_n S_n(t)\| \leq \frac{M'}{t} e^{\delta t}, \quad \forall t > 0,
\]
where \(M \geq 1, \ M' \geq 1\) and \(\delta \in \mathbb{R}\).

**Proof** Recall that a closed operator \(A\) generates a strongly continuous analytic semigroup on a Banach space \(X\) if and only if \(A\) is densely defined and sectorial, that is, there exist constants \(M \geq 1\) and \(\delta \in \mathbb{R}\) such that \(\{\lambda \in C : \text{Re} \lambda > \delta\}\) is contained in the resolvent set \(\rho(A)\) and
\[
\sup_{\text{Re} \lambda > \delta} \| (\lambda - \delta) R(\lambda, A) \| \leq M,
\]
the constants \(M\) and \(\delta\) are called the sectoriality constants of \(A\). In this context, we say that \(A\) is sectorial of type \((M, \delta)\). Thus, \(A\) generates a strongly continuous analytic semigroup \(\{S(t), t \geq 0\}\) on \(X\), it follows that \(S(t)\) maps \(X\) into the domain \(D(A)\) and \(\limsup_{t \downarrow 0} t \|AS(t)\| < \infty\). Since \(A_n, n = 1, 2, 3, \ldots,\) satisfy the same conditions, we know that \(A_n\) generates a strongly continuous analytic semigroup \(\{S_n(t), t \geq 0\}\) on \(X\) and \(\limsup_{t \downarrow 0} t \|A_n S_n(t)\| < \infty\) for each \(n = 1, 2, 3, \ldots\). Therefore, the uniform bounds of the operators and semigroups have been proved.

Now we make the following assumption:

**Assumption A2**

(i) The operators \(A\) and \(A_n, n = 1, 2, 3, \ldots,\) are densely defined, closed and uniformly sectorial on \(X\) in the sense, there exist \(M \geq 1\) and \(\delta \in \mathbb{R}\) such that \(A\) and \(A_n\) are sectorial of type \((M, \delta)\) for each \(n = 1, 2, 3, \ldots\).
(ii) The operators $A_n$ converge to $A$ in the strong resolvent sense:

$$\lim_{n \to \infty} R(\lambda, A_n)x = R(\lambda, A)x$$

for any $Re\lambda > \delta$ and $x \in X$.

**Remark 3.3** If Assumption [A2](i) holds, then according to Lemma 3.2, $A$ and $A_n$, $n = 1, 2, 3, \ldots$, generate strongly continuous analytic semigroups $S(t)$ and $S_n(t)$, respectively, which satisfy the uniform bounds in Lemma 3.2.

The following Trotter-Kato approximation theorem is well known.

**Proposition 3.4** ([14]) Let Assumption [A2] hold, then we have

$$\lim_{n \to \infty} S_n(t)x = S(t)x$$

for any $t \in [0, \infty)$ and $x \in X$, where the convergence is uniform on compact subsets of $[0, \infty) \times X$ and

$$\lim_{n \to \infty} A_n S_n(t)x = A S(t)x$$

for any $t \in (0, \infty)$ and $x \in X$, where the convergence is uniform on compact subsets of $(0, \infty) \times X$.

**Theorem 3.5** Suppose that Assumptions [A1] and [A2] hold. Let $x(t)$ and $x_n(t)$ be the mild solutions of equations (1.1) and (3.1), respectively. Then, for each $T \in (0, \infty)$,

$$\sup_{0 \leq t \leq T} E|x_n(t) - x(t)|^p = 0 \text{ as } n \to \infty.$$

**Proof** First, we claim that there exists a positive constant $C(T) > 0$ such that the mild solution of equation (1.1) satisfies

$$\sup_{0 \leq t \leq T} E|x(t)|^p \leq C(T)$$

for each $0 < T < \infty$.

Now we consider the mild solution of equation (1.1).

$$|x(t)| \leq M e^{\delta t} |\varphi(0)| + M e^{\delta t} \|A^{-\alpha} C_5(1 + \|\varphi\|_c) + \|A^{-\alpha} C_5(1 + |x(t)|) + \int_0^t A S(t-s) f(s, \pi_x x) ds + \int_0^t S(t-s) a(s, \pi_x x) ds + \int_0^t S(t-s) b(s, \pi_x x) d\omega(s) + M e^{\delta T} \sum_{k=1}^m |I_k(x(t_k))| \text{ a.s. } t \in [0, T].$$

Therefore, by Proposition 2.3 (or Proposition 2.4 for $p = 2$) and Lemma 3.2 we obtain

$$[1 - C_5 \|A^{-\alpha} - M e^{\delta T} \sum_{k=1}^m h_k|^p \sup_{0 \leq t \leq T} E|x(t)|^p \leq 4^{p-1}\left\{E|M e^{\delta t} |\varphi(0)| + M e^{\delta t} \|A^{-\alpha} C_5(1 + \|\varphi\|_c) + C_5\|A^{-\alpha}\| + M e^{\delta T} m h_0|^p + 2^{p-1}(M' e^{\delta T} C_5 \|A^{-\alpha}\|)^p + T \sup_{0 \leq s \leq t} E|x(s)|^p ds\right\}.$$
An application of the Bellman-Gronwall’s Lemma yields
\[
\sup_{0 \leq t \leq T} E|x(t)|^p \leq \frac{C_1(T)}{1 - C_5\|A^{-\alpha}\| - M e^{\delta T} \sum_{k=1}^m h_k} \exp \left\{ \frac{tC_2(T)}{1 - C_5\|A^{-\alpha}\| - M e^{\delta T} \sum_{k=1}^m h_k} \right\}
\]
< C(T),

where \(C_1(T), C_2(T)\) and \(C(T)\) are positive constants and the claim follows.

Next, considering \(x_n(t) - x(t)\), we have
\[
[1 - C_5\|A^{-\alpha}\| - M e^{\delta T} \sum_{k=1}^m h_k] \sup_{0 \leq t \leq T} E|x_n(t) - x(t)|^p
\]
\[
\leq 9^{p-1} \left\{ E[|S_n(t) - S(t)|\varphi(0)]^p + E[|S_n(t) - S(t)|f(0, \varphi)]^p
\right. \\
+ E \left| \int_0^t [AS(t-s) - A_nS_n(t-s)]f(s, \pi_x) ds \right|^p + E \left| \int_0^t [S_n(t-s) - S(t-s)]a(s, \pi_x) ds \right|^p \\
+ E \left| \int_0^t [S_n(t-s) - S(t-s)]b(s, \pi_x) d\omega(s) \right|^p \\
+ E \left| \int_0^t A_nS_n(t-s) f(s, \pi_x) - f(s, \pi_x) ds \right|^p \\
+ E \left| \int_0^t S_n(t-s) a(s, \pi_x) - a(s, \pi_x) ds \right|^p \\
+ E \left| \int_0^t S_n(t-s) b(s, \pi_x) - b(s, \pi_x) d\omega(s) \right|^p
\]
\[
+ E \left\{ \sum_{k=1}^m |S_n(t-k) - S(t-k)|I_k(x(t_k)) \right\}^p \}
\] (3.4)

We estimate each term in the right hand side of (3.4). Since \(E[|S_n(t) - S(t)|\varphi(0)] \leq 2Me^{\delta T}E[\varphi(0)]\) and \(E[|S_n(t) - S(t)|f(0, \varphi)] \leq 2Me^{\delta T}C_5\|A^{-\alpha}\|(1 + E\|\varphi\|_c)\) From Proposition 3.4 and the Lebesgue dominated convergence theorem, one can get
\[
E[|S_n(t) - S(t)|\varphi(0)]^p \to 0 \quad \text{as } n \to \infty 
\] (3.5)
and
\[
E[|S_n(t) - S(t)|f(0, \varphi)]^p \to 0 \quad \text{as } n \to \infty. 
\] (3.6)

Next, by Lemma 3.2, we have
\[
E \left| \int_0^t A_nS_n(t-s)[f(s, \pi_x) - f(s, \pi_x)] ds \right|^p \\
\leq T^{p-1} E \int_0^t \|A_nS_n(t-s)\|^p|f(s, \pi_x) - f(s, \pi_x)|^p ds \\
\leq T^{p-1} \left( \frac{M' e^{\delta T}}{t} - C_4\|A^{-\alpha}\| \right)^p \int_0^t E|x_n(s) - x(s)|^p ds. 
\] (3.7)

By Assumption (A1), it follows that
\[
E \left| \int_0^t S_n(t-s)a(s, \pi_x) - a(s, \pi_x) ds \right|^p \leq T^{p-1} M^p e^{p\delta T} C_1 \int_0^t E|x_n(s) - x(s)|^p ds. 
\] (3.8)

Using Proposition 2.3 we estimate the stochastic integral as follows:
\[
E \left| \int_0^t S_n(t-s)b(s, \pi_x) - b(s, \pi_x) d\omega(s) \right|^p \leq c(p, T)M^p e^{p\delta T} C_2 \int_0^t E|x_n(s) - x(s)|^p ds.
\] (3.9)
Using the estimates \((3.1)-(3.8)\) and the inequality \((3.4)\) reduces to

\[
[1 - C_4|A^{-\alpha}| - Me^{\beta T}] \sum_{k=1}^{m} h_k^p \sup_{0 \leq t \leq T} E|x_n(t) - x(t)|^p \\
\leq \beta(n, T) + 9^{p-1} \left[ T^{p-1} \left( \frac{M'e^{\beta T}}{t} C_4|A^{-\alpha}| \right)^p + T^{p-1} M_p e^{\rho \beta T} C_1 \right. \\
+ c(p, T)M_p e^{\rho \beta T} C_2 \right] \int_0^t E|x_n(s) - x(s)|^p ds,
\]

where

\[
\beta(n, T) = 9^{p-1} \left\{ E\left[ |S_n(t) - S(t)| \varphi(0) \right]^p + E\left[ |S_n(t) - S(t)| f(0, \varphi) \right]^p \\
+ E \left[ \int_0^t |AS(t - s) - A_nS_n(t - s)| f(s, \pi_\alpha x) ds \right]^p \\
+ E \left[ \int_0^t |S_n(t - s) - S(t - s)| a(s, \pi_\alpha x) ds \right]^p \\
+ E \left[ \int_0^t |S_n(t - s) - S(t - s)| b(s, \pi_\alpha x) d\omega(s) \right]^p \\
+ E \left[ \sum_{k=1}^{m} |S_n(t - t_k) - S(t - t_k)| I_k(x(t_k)) \right]^p \right\}. \tag{3.10}
\]

The first two terms in the right hand side of \((3.10)\) tends to zero as \(n \to \infty\) by \((3.5)-(3.6)\). By Proposition \(3.4\) we now have

\[
E \left[ \int_0^t |AS(t - s) - A_nS_n(t - s)| f(s, \pi_\alpha x) ds \right]^p \\
\leq T^{p-1} E \int_0^t \|AS(t - s) - A_nS_n(t - s)\|^p f(s, \pi_\alpha x) |^p ds \\
\leq 2^{2p-1} \left( T^{p-1} \left( \frac{M'e^{\beta T}}{t} C_5\|A^{-\alpha}\| \right)^p \right) [1 + C(T)] < \infty.
\]

Hence, the third term of \((3.10)\) tends to zero as \(n \to \infty\) in view of Proposition \(3.4\) together with the dominated convergence theorem. Regarding the fourth term, note that

\[
E \left[ \int_0^t |S_n(t - s) - S(t - s)| a(s, \pi_\alpha x) ds \right]^p \leq (2TM e^{\beta T}) C_3 [1 + C(T)] < \infty.
\]

By the same theorem, this term also tends to zero. Next, considering the stochastic integral term,

\[
E \left[ \int_0^t |S_n(t - s) - S(t - s)| b(s, \pi_\alpha x) d\omega(s) \right]^p \\
\leq c(p, T) E \int_0^t \|S_n(t - s) - S(t - s)\|^p |b(s, \pi_\alpha x)| \chi ds \\
\leq c(p, T) (2Me^{\beta T}) p T C_3 (1 + C(T)) < \infty.
\]

Therefore, the stochastic integral term also tends to zero. Finally, we study the last term,

\[
E \left[ \sum_{k=1}^{m} |S_n(t - t_k) - S(t - t_k)| I_k(x(t_k)) \right]^p
\]
\begin{align*}
\leq m^{p-1} \sum_{k=1}^{m} [\|S_n(t - t_k) - S(t - t_k)\|^p|I_k(x(t_k))|^p] \\
\leq 2^{2p-1}m^{p-1}M_p e^{p\beta T} \sum_{k=1}^{m} [\|I_k(x(t_k)) - I_k(0)\|^p + |I_k(0)|^p] \\
\leq 2^{2p-1}m^{p-1}M_p e^{p\beta T} \sum_{k=1}^{m} h_k pC(T) + mh_0^p < \infty.
\end{align*}

By Lebesgue dominated convergence theorem, it can be shown as before that the last term also tends to zero. Thus, \( \beta(n, T) \to 0 \) as \( n \to \infty \), which completes the proof.

Let us next study the zeroth-order approximations, that is approximating a impulsive neutral deterministic PDE.

We consider the neutral SPDE:
\[
dx(t) + f(t, \pi_t x(t)) = [A\pi_t x(t) + a(t, \pi_t x(t))]dt + \varepsilon b(t, \pi_t x(t))d\omega(t), \ t \in [0,T], \ t \neq t_k, \quad (3.11)
\]
\[
\Delta x(t_k) = x(t^+_k) - x(t^-_k) = I_k(x(t_k)), \ t = t_k, \ k = 1,2,\ldots,m, \quad (3.12)
\]
\[
x(t) = \varphi(t), \ t \in [-r,0], \quad (3.13)
\]
where \( A\pi > 0 \) is the infinitesimal generator of a strongly continuous analytic semigroup \( \{S_a(t), t \geq 0\} \) of bounded linear operators on \( X \), along with the impulsive neutral deterministic PDE:
\[
d[A(t, \pi_t x)] = [A\pi(t) + a(t, \pi_t x)]dt, \ t \in [0,T], \ t \neq t_k, \quad (3.14)
\]
\[
\Delta \pi(t_k) = \pi(t^+_k) - \pi(t^-_k) = I_k(\pi(t_k)), \ t = t_k, \ k = 1,2,\ldots,m, \quad (3.15)
\]
\[
\pi(t) = \varphi(t), \ t \in [-r,0], \quad (3.16)
\]
The mild solutions of equations (3.11) and (3.14) are
\[
x(\pi(t)) = \pi(t) = S_a(t)[\varphi(0) + f(0, \varphi)] - f(t, \pi_t x(t)) - \int_0^t A\pi_s(t - s) f(s, \pi_s x(t))ds
\]
\[
\quad + \int_0^t S_a(t - s)a(s, \pi_s x(t))ds + \int_0^t S_a(t - s)b(s, \pi_s x(t))d\omega(s)
\]
\[
\quad + \sum_{0 < t_k < t} S_a(t - t_k)I_k(x(t_k)), \ a.s., \ t \in [0,T], \quad (3.17)
\]
and
\[
\pi(\pi(t)) = \pi(t) = S(t)[\varphi(0) + f(0, \varphi)] - f(t, \pi_t \pi(t)) - \int_0^t AS(t - s)f(s, \pi_s \pi(t))ds
\]
\[
\quad + \int_0^t S(t - s)a(s, \pi_s \pi(t))ds + \sum_{0 < t_k < t} S(t - t_k)I_k(\pi(t_k)), \ a.s., \ t \in [0,T], \quad (3.18)
\]
respectively. For each \( \varepsilon > 0 \), one can show by Lemma 3.1 that equation (3.11) has a unique mild solution \( x(\pi(t)) \in C([0,T], L^p(\Omega, X)) \), given by equation (3.17); and equation (3.14) also has a unique mild solution given by equation (3.18) when \( b \equiv 0 \) as a special case.

We now make the following assumption to consider the next result.

**Assumption A3**
(i) Let $A_\varepsilon (\varepsilon > 0)$ is densely defined, closed and uniformly sectorial on $X$ in the sense, there exist $M \geq 1$ and $\delta \in \mathbb{R}$ such that $A_\varepsilon$ is sectorial of type $(M, \delta)$ for each $\varepsilon > 0$.

(ii) The operators $A_\varepsilon$ converge to $A$ in the strong resolvent sense:

$$\lim_{\varepsilon \downarrow 0} R(\lambda, A_\varepsilon)x = R(\lambda, Ax)$$

for any $Re\lambda > \delta$ and $x \in X$.

**Remark 3.6** Under Assumption (A3), we have $\lim_{\varepsilon \downarrow 0} S_\varepsilon(t)x = S(t)x$, uniformly on compact subsets of $[0, \infty) \times X$ and $\lim_{\varepsilon \downarrow 0} A_\varepsilon S_\varepsilon(t)x = AS(t)x$, uniformly on compact subsets of $(0, \infty) \times X$.

In the following result, we estimate the error in the approximations.

**Theorem 3.7** Suppose that Assumptions (A1) and (A3) hold. Let $x_\varepsilon(t)$ and $\overline{x}(t)$ be the mild solutions given by (3.17) and (3.18) respectively. Then

$$E|\phi(t) - A(t)|^p \leq \tau(\varepsilon)|\phi(t)|,$$

where $\phi(t)$ is a positive exponentially increasing function and $\tau(\varepsilon)$ is a positive function decreasing monotonically to zero as $\varepsilon \downarrow 0$.

**Proof** We study

$$x_\varepsilon(t) - \overline{x}(t) = [S_\varepsilon(t) - S(t)][\phi(0) + f(0, \varphi) + [f(t, t, \varphi(t)) - f(t, \pi x_\varepsilon)]]$$

$$+ \int_0^t A_\varepsilon S_\varepsilon(t-s)f(s, \pi x_\varepsilon) - f(s, \pi x_\varepsilon)) ds$$

$$+ \int_0^t [AS(t-s) - A_\varepsilon S_\varepsilon(t-s)] f(s, \pi x_\varepsilon) ds$$

$$+ \int_0^t S_\varepsilon(t-s)[a(s, \pi x_\varepsilon) - a(s, \pi x_\varepsilon)] ds + \int_0^t [S_\varepsilon(t-s) - S(t-s)] a(s, \pi x_\varepsilon) ds$$

$$+ \varepsilon \int_0^t S_\varepsilon(t-s)b(s, \pi x_\varepsilon) d\omega(s) + \sum_{k=1}^m S_\varepsilon(t - t_k)[I_k(x_\varepsilon(t_k)) - I_k(\overline{x}(t_k))]$$

$$+ \sum_{k=1}^m [S_\varepsilon(t - t_k) - S(t - t_k)] I_k(\overline{x}(t_k)), \text{ } P \text{-a.s.}$$

for any $t \in [0, T]$. By Assumption (A1), we have

$$[1 - C_4 A^{-\alpha}] - M e^{T\delta} \sum_{k=1}^m h_k|x_\varepsilon(t) - \overline{x}(t)|$$

$$\leq \|[S_\varepsilon(t) - S(t)][\phi(0) + f(0, \varphi)] + \int_0^t A_\varepsilon S_\varepsilon(t-s)f(s, \pi x_\varepsilon) - f(s, \pi x_\varepsilon)) ds$$

$$+ \int_0^t [AS(t-s) - A_\varepsilon S_\varepsilon(t-s)] f(s, \pi x_\varepsilon) ds$$

$$+ \int_0^t S_\varepsilon(t-s)[a(s, \pi x_\varepsilon) - a(s, \pi x_\varepsilon)] ds + \int_0^t [S_\varepsilon(t-s) - S(t-s)] a(s, \pi x_\varepsilon) ds$$

$$+ \varepsilon \int_0^t S_\varepsilon(t-s)b(s, \pi x_\varepsilon) d\omega(s) + \sum_{k=1}^m S_\varepsilon(t - t_k)[I_k(x_\varepsilon(t_k)) - I_k(\overline{x}(t_k))]$$

$$+ \sum_{k=1}^m [S_\varepsilon(t - t_k) - S(t - t_k)] I_k(\overline{x}(t_k)), \text{ } P \text{-a.s.}$$

(3.19)
for any $t \in [0, T]$.

We now estimate each term on the right hand side of equation (3.19). Since $S_\varepsilon(t)x \to S(t)x$ as $\varepsilon \downarrow 0$, uniformly on compact subsets of $[0, \infty) \times X$, then there exists an $\varepsilon_1 > 0$ and $k_1 > 0$ such that $E \| [S_\varepsilon(t) - S(t)] [\varphi(0) + f(0, \varphi)] \|^p \leq k_1 a_1(\varepsilon)$ for any $t \in [0, T]$, where $0 < a_1(\varepsilon) \downarrow 0$ as $\varepsilon_1 > \varepsilon \downarrow 0$.

Next, by Lemma 3.2, we get

$$E \left| \int_0^t A_\varepsilon S_\varepsilon (t-s) [f(s, \pi_\varepsilon \underline{x}) - f(s, \pi_\varepsilon x_\varepsilon)] ds \right|^p \leq T^{p-1} \frac{M^p e^{p(t)} \varepsilon}{t} E \int_0^t |f(s, \pi_\varepsilon \underline{x}) - f(s, \pi_\varepsilon x_\varepsilon)|^p ds \leq T^{p-1} \left( \frac{M^p e^{p(t)} \varepsilon}{t} C_1 \| A^{-\alpha} \| \right)^p \int_0^t E |x_\varepsilon (s) - \pi_\varepsilon (s)|^p ds$$

and

$$E \left| \int_0^t S_\varepsilon (t-s) [a(s, \pi_\varepsilon x_\varepsilon) - a(s, \pi_\varepsilon \underline{x})] ds \right|^p \leq T^{p-1} M^p e^{p(t)} C_1 \int_0^t E |x_\varepsilon (s) - \pi_\varepsilon (s)|^p ds.$$

Regarding the third term, note that

$$E \left| \int_0^t [AS(t-s) - A_\varepsilon S_\varepsilon (t-s)] f(s, \pi_\varepsilon \underline{x}) ds \right|^p \leq 2^{2p-1} \left( \frac{T M^p e^{p(t)} \varepsilon}{t} C_5 \| A^{-\alpha} \| \right)^p [1 + C(T)] < \infty.$$  

Thus, there exists an $\varepsilon_2 > 0$ and $k_2 > 0$ such that

$$E \left| \int_0^t [AS(t-s) - A_\varepsilon S_\varepsilon (t-s)] f(s, \pi_\varepsilon \underline{x}) ds \right|^p \leq k_2 a_2(\varepsilon),$$

uniformly for any $t \in [0, T]$, where $0 < a_2(\varepsilon) \downarrow 0$ as $\varepsilon_2 > \varepsilon \downarrow 0$. Now we consider the fifth and seventh terms of (3.19):

$$E \left| \int_0^t [S_\varepsilon (t-s) - S(t-s)] a(s, \pi_\varepsilon \underline{x}) ds \right|^p \leq (2TM e^{p(t)})^p C_3 [1 + C(T)] < \infty$$

and

$$E \left| \sum_{k=1}^m [S_\varepsilon (t-t_k) - S(t-t_k)] I_k (\pi(t_k)) \right|^p \leq 2^{2p-1} M^p e^{p(t)} \sum_{k=1}^m h_k p C(T) + m h_0 p < \infty.$$  

Hence, there exists an $\varepsilon_3 > 0$, $k_3 > 0$ and an $\varepsilon_4 > 0$, $k_4 > 0$ such that

$$E \left| \int_0^t [S_\varepsilon (t-s) - S(t-s)] a(s, \pi_\varepsilon \underline{x}) ds \right|^p \leq k_3 a_3(\varepsilon)$$

and

$$E \left| \sum_{k=1}^m [S_\varepsilon (t-t_k) - S(t-t_k)] I_k (\pi(t_k)) \right|^p \leq k_4 a_4(\varepsilon),$$

respectively, uniformly for any $t \in [0, T]$, where $0 < a_3(\varepsilon) \downarrow 0$ as $\varepsilon_3 > \varepsilon \downarrow 0$ and $0 < a_4(\varepsilon) \downarrow 0$ as $\varepsilon_4 > \varepsilon \downarrow 0$. Finally, we study the stochastic integral term:

$$E \left| \int_0^t S_\varepsilon (t-s) b(s, \pi_\varepsilon x_\varepsilon) d\omega(s) \right| \leq \varepsilon \int_0^t S_\varepsilon (t-s) |b(s, \pi_\varepsilon x_\varepsilon) - b(s, \pi_\varepsilon \underline{x})| d\omega(s) \leq \varepsilon \int_0^t S_\varepsilon (t-s) b(s, \pi_\varepsilon \underline{x}) d\omega(s)$$
\[ J_1 + J_2. \]

Using Proposition 2.3 (or Proposition 2.4 for \( p = 2 \)), we have

\[ EJ_1^p \leq \varepsilon c(p,T)M^p e^{pS_T} C_2 \int_0^T E|x_\varepsilon(s) - \overline{x}(s)|^p ds \]

and

\[ EJ_2^p \leq \varepsilon c(p,T)M^p e^{pS_T} C_3 [1 + C(T)] < \infty. \]

Thus, there exists an an \( \varepsilon_5 > 0 \) and \( k_5 > 0 \) such that \( EJ_2^p \leq k_5\varepsilon_5(\varepsilon) \), where \( 0 < a_5(\varepsilon) \downarrow 0 \) as \( \varepsilon_5 > \varepsilon \downarrow 0 \).

Set \( \tau(\varepsilon) = 8^{p-1}[k_1a_1(\varepsilon) + k_2a_2(\varepsilon) + k_3a_3(\varepsilon) + k_4a_4(\varepsilon) + k_5a_5(\varepsilon)] \) for \( 0 < \varepsilon < \varepsilon_0 \), where \( \varepsilon_0 < \min\{\varepsilon_i, i = 1, 2, \ldots, 5\} \). Consequently, for \( 0 < \varepsilon < \varepsilon_0 \), we have

\[
E|x_\varepsilon(t) - \overline{x}(t)|^p \leq \tau(\varepsilon) + 8^{p-1}e^{pS_T} \left[ T^{p-1} \left( \frac{M}{t} C_4 \| A^{-\alpha} \| \right)^p + T^{p-1} M^p C_1 + \varepsilon c(p,T) M^p C_2 \right]
\]

\times \int_0^t E|x_\varepsilon(s) - \overline{x}(s)|^p ds.

Invoking Bellman-Gronwall’s lemma, one obtains

\[ E|x_\varepsilon(t) - \overline{x}(t)|^p \leq \tau(\varepsilon) \phi(t), \ \forall t \in [0, T], \]

where \( \phi(t) = \exp \left\{ 8^{p-1}e^{pS_T} \left[ T^{p-1} \left( \frac{M}{t} C_4 \| A^{-\alpha} \| \right)^p + T^{p-1} M^p C_1 + \varepsilon c(p,T) M^p C_2 \right] t \} \).

### 4 Application

In this section, as an application of the results in Section 3, we consider a classical limit theorem on the dependence of System (1.1)-(1.3) on a parameter. Let us consider the family of impulsive neutral SPDEs:

\[
d[x_n(t) + f_n(t, \pi t x_n)] = [A_n x_n(t) + a_n(t, \pi t x_n)] dt + b_n(t, \pi t x_n) d\omega(t), \quad t > 0, \ t \neq k, \quad (4.1)
\]

\[
\Delta x_n(t_k) = x_n(t_{k-1}^-) - x_n(t_k^-) = I_k^n(x_n(t_k)), \quad t = t_k, \ k = 1, 2, \ldots, m, \quad (4.2)
\]

\[
x_n(t) = \varphi(t), \quad t \in [-r, 0] (0 \leq r < \infty), \quad (4.3)
\]

where \( A_n, f_n, a_n, b_n \) and \( I_k^n \) satisfy the conditions of Lemma 3.1, Lemma 3.2 and Proposition 3.4 with the same constants \( C_i, i = 1, 2, \ldots, 5, h_k \) and \( h_0 \) for each \( n = 1, 2, \ldots \). Then equation (4.1) has a unique mild solution \( x_n \in C([0, T], L^p(\Omega, X)) \). Hence, \( x_n(t) \) satisfies the stochastic integral equation

\[
x_n(t) = S_n(t) [\varphi(0) + f_n(0, \varphi)] - f_n(t, \pi t x_n) - \int_0^t A_n S_n(t-s)f_n(s, \pi_s x_n) ds
\]

\[
+ \int_0^t S_n(t-s)a_n(s, \pi_s x_n) ds + \int_0^t S_n(t-s)b_n(s, \pi_s x_n) d\omega(s)
\]

\[
+ \sum_{0 < t_k < t} S_n(t - t_k) I_k^n(x_n(t_k)), \quad a.s., t \in [0, T],
\]

We now present the following further assumption to consider our main result of this section.

**Assumption A4** For each \( Z > 0 \), \( \sup_{|t| < Z} |f_n(t, \cdot) - f(t, \cdot)| \to 0 \), \( \sup_{|t| < Z} |a_n(t, \cdot) - a(t, \cdot)| \to 0 \), \( \sup_{|t| < Z} |b_n(t, \cdot) - b(t, \cdot)| \to 0 \) and \( \sup_{|t| < Z} |I_k^n(t, \cdot) - I_k(t, \cdot)| \to 0 \) as \( n \to \infty \) for any \( t \in [0, T] \).
Theorem 4.1 Suppose that Assumptions (A1), (A2) and (A4) hold. Let \( x_n(t) \) and \( x(t) \) be the mild solutions of equations (4.1) and (1.1), respectively. Then for each \( T \in (0, \infty) \),

\[
\sup_{0 \leq t \leq T} E| x_n(t) - x(t) |^p \to 0 \quad \text{as } n \to \infty.
\]

Proof We consider

\[
x_n(t) - x(t) = \psi(t) + [f_n(t, \pi_t x) - f_n(t, \pi_t x_n)] + \int_0^t A_n S_n(t-s) [f_n(s, \pi_s x) - f_n(s, \pi_s x_n)] ds
\]

\[
+ \int_0^t S_n(t-s) [a_n(s, \pi_s x_n) - a_n(s, \pi_s x)] ds
\]

\[
+ \int_0^t S_n(t-s) [b_n(s, \pi_s x_n) - b_n(s, \pi_s x)] d\omega(s)
\]

\[
+ \sum_{k=1}^m \{ S_n(t-k)[I_k^n(x(t_k)) - I_k^n(x(t_k))] \}, \quad P - a.s.
\]

for any \( t \in [0, T] \), where

\[
\psi(t) = [S_n(t) - S(t)] \varphi(0) + S_n(t) [f_n(0, \varphi) - f(0, \varphi)] + [S_n(t) - S(t)] f(0, \varphi)
\]

\[
+ [f(t, \pi_t x) - f_n(t, \pi_t x)] + \int_0^t A_n S_n(t-s) [f(s, \pi_s x) - f_n(s, \pi_s x)] ds
\]

\[
+ \int_0^t [A S(t-s) - A_n S_n(t-s)] f(s, \pi_s x) ds + \int_0^t S_n(t-s) [a_n(s, \pi_s x) - a(s, \pi_s x)] ds
\]

\[
+ \int_0^t S_n(t-s) - S(t-s) [a(s, \pi_s x)] ds + \int_0^t S_n(t-s) [b_n(s, \pi_s x) - b(s, \pi_s x)] d\omega(s)
\]

\[
+ \int_0^t [S_n(t-s) - S(t-s)] b(s, \pi_s x) d\omega(s) + \sum_{k=1}^m \{ S_n(t-k)[I_k^n(x(t_k)) - I_k^n(x(t_k))] \}
\]

\[
+ \sum_{k=1}^m \{ S_n(t-k) - S(t-k) I_k(x(t_k)) \}.
\]

By Proposition 2.3 (or Proposition 2.4 when \( p = 2 \)) and Lemma 3.2 we get

\[
\left( 1 - C_4 A^{-\alpha} - M e^{\delta T} \sum_{k=1}^m h_k \right)^p E|x_n(t) - x(t)|^p
\]

\[
\leq 4^{p-1} E|\psi(t)|^p + T^{p-1} \left( \frac{M e^{\delta T}}{t} C_4 A^{-\alpha} \right) \int_0^t E|x_n(s) - x(s)|^p ds
\]

\[
+ T^{p-1} M p e^{\delta T} C_1 \int_0^t E|x_n(s) - x(s)|^p ds + c(p, T) M p e^{\delta T} C_2 \int_0^t E|x_n(s) - x(s)|^p ds
\]

\[
\leq 4^{p-1} E|\psi(t)|^p + L \int_0^t E|x_n(s) - x(s)|^p ds,
\]

where \( L = 4^{p-1} e^{\delta T} \left\{ T^{p-1} \left[ \frac{M}{t} C_4 A^{-\alpha} \right]^p + T^{p-1} M p C_1 + c(p, T) M p C_2 \right\} \). Hence, by Lemma 1 from Gikhman and Skorohod [2, p.41], we have

\[
E|x_n(t) - x(t)|^p \leq 4^{p-1} E|\psi(t)|^p + L \int_0^t e^{L(t-s)} E|\psi(t)|^p ds.
\]
Therefore, to prove the theorem, it is sufficient to show that \(\sup_{0 \leq t \leq T} E|\psi(t)|^p \to 0\) as \(n \to \infty\). First, \(\sup_{0 \leq t \leq T} E[|S_n(t) - S(t)|^p \varphi(0)] \to 0\) and \(\sup_{0 \leq t \leq T} E[|S_n(t) - S(t)|f(0, \varphi)|^p \to 0\) as \(n \to \infty\) as shown earlier in (3.5) and (3.6), respectively. To show that the remaining terms in (4.10) also go to zero, we consider

\[
E|S_n(t)[f_n(\varphi) - f(\varphi)]|^p \leq 2^{2p-1}(Me^{\delta T}C_5\|A^{-\alpha}\|)^p(1 + E\|\varphi\|_p^p) < \infty,
\]

and

\[
E|f_n(t, \pi t x) - f(t, \pi t x)|^p \leq 2^{2p-1}(C_5\|A^{-\alpha}\|)[1 + C(T)] < \infty,
\]

Thus, by Assumption (A4) and Lebesgue’s dominated convergence theorem, the left hand side of inequalities (4.10) tend to zero as \(n \to \infty\) for any \(t \in [0, T]\). From Assumption (A2), Lemma 3.2, Proposition 3.4 and dominated convergence theorem, it follows that

\[
E \left[ \sum_{k=1}^m |S_n(t - t_k) - I_k(x(t_k))|^p \right] \leq 2^{2p-1}m^{p-1}M_p\rho\delta T \left( \sum_{k=1}^m h_k + mh_0^p \right) < \infty.
\]

Thus completes the proof.

Suppose that the coefficients in System (4.11)-(4.13) depend on a parameter \(\theta\) which varies through some set of numbers \(G_1\):

\[
d[x_\theta(t) + f_\theta(t, \pi t x_\theta)] = [A_\theta x_\theta(t) + a_\theta(t, \pi t x_\theta)]dt + b_\theta(t, \pi t x_\theta)d\omega(t), \quad t > 0, \ t \neq t_k, \quad t \in [-r, 0] (0 \leq r < \infty),
\]

\[
\Delta x_\theta(t_k) = x_\theta(t_k^+) - x_\theta(t_k^-) = I_k^c(x_\theta(t_k)), \quad t = t_k, \ k = 1, 2, \cdots, m,
\]

\[
x_\theta(t) = \varphi(t), \quad t \in [-r, 0], \quad (0 \leq r < \infty),
\]
where $A_\theta$ is the infinitesimal generator of a strongly continuous semigroup $\{S_\theta(t), t \geq 0\}$ of bounded linear operators on $X$. Assume that for each $N > 0$, $\sup_{|\cdot| \leq N} |f_\theta(t, \cdot) - f_{\theta_0}(t, \cdot)| \to 0$, $\sup_{|\cdot| \leq N} |a_\theta(t, \cdot) - a_{\theta_0}(t, \cdot)| \to 0$, $\sup_{|\cdot| \leq N} |b_\theta(t, \cdot) - b_{\theta_0}(t, \cdot)| \to 0$ and $\sup_{|\cdot| \leq N} |I_k^\theta(t, \cdot) - I_k^{\theta_0}(t, \cdot)| \to 0$ as $\theta \to \theta_0$ for any $t \in [0, T]$.

**Corollary 4.2** Let $A_\theta$, $f_\theta$, $a_\theta$, $b_\theta$ and $I_k^\theta$ for each $\theta$ satisfy the conditions of Lemma 3.1, Lemma 3.2 and Proposition 3.4 with the same constants. Then System (4.11)-(4.13) has a unique mild solution and satisfies for each $\theta$

$$\sup_{0 \leq t \leq T} E|x_\theta(t) - x_{\theta_0}(t)|^p \to 0 \quad \text{as} \quad \theta \to \theta_0.$$

**Proof** The proof of Corollary 4.2 is similar as the case of $\sup_{0 \leq t \leq T} E|x_n(t) - x(t)|^p \to 0$ as $n \to \infty$ in Theorem 4.1.
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