A CONTINUATION METHOD FOR COMPUTING CONSTANT MEAN CURVATURE SURFACES WITH BOUNDARY
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Abstract. Defined mathematically as critical points of surface area subject to a volume constraint, constant mean curvatures (CMC) surfaces are idealizations of interfaces occurring between two immiscible fluids. Their behavior elucidates phenomena seen in many microscale systems of applied science and engineering; however, explicitly computing the shapes of CMC surfaces is often impossible, especially when the boundary of the interface is fixed and parameters, such as the volume enclosed by the surface, vary. In this work, we propose a novel method for computing discrete versions of CMC surfaces based on solving a quasilinear, elliptic partial differential equation that is derived from writing the unknown surface as a normal graph over another known CMC surface. The partial differential equation is then solved using an arc-length continuation algorithm, and the resulting algorithm produces a continuous family of CMC surfaces for varying volume whose physical stability is known. In addition to providing details of the algorithm, various test examples are presented to highlight the efficacy, accuracy and robustness of the proposed approach.
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1. Introduction

Determining the behavior of an interface between nonmixing phases is crucial for understanding the onset of phenomena in many microscale systems. For example, interfaces induce capillary action in tubules [23], produce beading in microfluidics [24], and change the wetting properties of patterned substrates [34]. Additionally, stiction, the leading cause of failure in manufacturing microelectromechanical systems devices, is caused by an interfacial tension [53].

Constant mean curvature (CMC) surfaces are the simplest idealization of an interface and are mathematically defined as critical points of the surface area functional subject to a volume constraint. Physically, the surface area functional represents an energy arising from a differential attraction at the interface, while the volume constraint captures incompressibility of the fluid [21]. A necessary and sufficient condition for such critical points is that

\[ 2H = \lambda \]  \hspace{1cm} (1)
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at every point on the surface, where $H$ denotes the mean of the surface’s two principle curvatures and the parameter $\lambda$, whose value gives the magnitude of the hydrostatic pressure jump, is a Lagrange multiplier used for setting the volume encapsulated by the surface. In applications, interfaces are commonly attached to rigid components, such as substrates or rods (cf. [6]), so that the CMC equations must be coupled with boundary conditions that fix the boundary of the closed curve. The resulting system of equations is called Plateau’s problem.

Equation (1) is highly nonlinear, so predicting the configuration of an interface with prescribed boundary is difficult. Multiple existence theorems have been proved, along with nonuniqueness due to the presence of at least two geometrically distinct “small” and “large” solutions, yet not much else is known about the solution set; see [37]. Even when the boundary $\Gamma$ is a circle, it has essentially only been determined that (1) $|H|$ is necessarily less than the inverse of the radius of $\Gamma$ [26]; (2) there are two spherical cap solutions; and (3) there is a nonrotational, self-intersecting, compact CMC surface with genus greater than 2 [30].

With these analytical challenges, significant effort has been invested in developing numerical methods to construct discrete analogs of CMC surfaces. The most common approach is to triangulate the surface and then approximate geometric quantities on the mesh to construct an optimization problems for determining the locations of the vertices; see [48, 39, 19, 42, 14, 50]. Notably, Surface Evolver program [7], based on this approach, has been used to solve numerous engineering problems in, for example, soldering [52], capillarity [13, 46], and mechanics [44]. A second common approach, built upon an analytic construction in [57], uses quadrilateral nets to approximate the surface, after which a corresponding discrete integrable system is formed and solved; see [4] for isothermal constructions and [28] for the Dorfmeister, Pedit, and Wu recipe.

Both of the above methods have limiting factors when being used to solve Plateau problems arising in applications. Integrable systems methods are mostly used to construct complete surfaces and cannot be easily adapted to preserve boundary curves. Triangulation methods, which have no trouble fixing a boundary, find energy minimizers via direct approaches and, consequently, can only find stable CMC surfaces, i.e., local minimizers. Additionally, seemingly all of the discrete approaches are not well adapted to find families of CMC surfaces when the prescribed curvature is smoothly varied, a process that is often necessary in applications and is analogous to varying the strength of the pressure induced by hydrostatics.

In this paper we propose a new method for numerically finding CMC surfaces with fixed boundary that is different from both the integrable systems and triangulation approaches discussed. In particular, we treat (1) as a classical partial differential equation, over some fixed domain $\Omega \subset \mathbb{R}^2$, that determines the parameterization $x: \Omega \rightarrow \mathbb{R}^3$ of the surface. The resulting partial differential equation is then discretized and solved. Of course, this process takes some care because (1), in terms of unknown coordinates $(x, y, z)$ of the parameterization $x$, is underdetermined. Usually this indeterminacy is removed by rewriting the surface $x$ as a graph\footnote{It is also tempting is to use the differential geometric identity $\Delta x = 2Hn$ for the surface’s intrinsic Laplacian $\Delta$ and normal vector $n$, which gives a quasilinear partial differential equation for each of the} $\ast z = z(x, y)$ over $\Omega$ that spans the curve $\Gamma$, and (1) reduces to a nonparametric,
quasilinear partial differential equation with Dirichlet data (cf. [35]); however, a graph of this form can only construct surfaces that simply project on hyperplanes of \( \mathbb{R}^3 \), removing our ability to capture large cap solutions. Motivated by this procedure, we will look for CMC surfaces represented as a normal graph \( \mathbf{x} = \mathbf{x}_0 + \varphi \mathbf{n}_0 \), where the function \( \varphi \colon \Omega \to \mathbb{R} \) is to be determined and the map \( \mathbf{x}_0 : \Omega \to \mathbb{R}^3 \) is a known parameterization of another CMC surface sufficiently close to \( \mathbf{x} \) whose normal vector is \( \mathbf{n}_0 \). Theory of such a representations is well established in the literature [33].

Our proposed method utilizes numerical arc-length continuation to determine a family of CMC surfaces. Arc-length continuation is a common and efficient method for solving general equations of the form \( f(\varphi, \lambda) = 0 \) for a mapping \( f : X \times \mathbb{R} \to Y \), where \( X \subset \mathbb{R}^k \) and \( Y \subset \mathbb{R}^k \) are the discrete approximates of given function spaces [1, 15, 16, 31]. Here, \( \varphi \in X \) is the desired solution, and \( \lambda \) is a free bifurcation parameter, also known as a nonlinear eigenvalue. Given an initial solution \( (\varphi_0, \lambda_0) \) of \( f = 0 \), these methods robustly trace out the remainder of the connected solution branch by finding of sequence of solutions along the curve \( \gamma(s) = (\varphi(s), \lambda(s)) \), which is parameterized as a function of the branch’s arc length measured relative to the initial point. The new solutions \( \gamma_{i+1} \) are determined from a given solution \( \gamma_i \) in two steps. First, an Euler predictor step of specified size\(^\dagger\) \( h \) is taken in a direction tangent to the curve to produce a guess \( \tilde{\gamma}_{i+1} \), i.e.,

\[
\tilde{\gamma}_{i+1} = \gamma_i + h t(f'(\gamma_i))
\]

where \( t(f'(\gamma_i)) \) is the unique normalized vector in the null-space of the Jacobian \( J \in \mathbb{R}^{k \times (k+1)} \) of \( f \) at regular points of the corresponding mapping. Then the guess \( \tilde{\gamma}_{i+1} \) is corrected to a new solution \( \gamma_{i+1} \) by looking for the point on the curve \( (x(s), \lambda(s)) \) nearest to \( \tilde{\gamma}_{i+1} \) via the optimization problem

\[
\min_{\gamma \in X \times \mathbb{R}} \{ \| \gamma - \tilde{\gamma}_{i+1} \| : f(\gamma) = 0 \}.
\]

The corresponding solution can be found with a Newton-like iteration

\[
\eta^{(k+1)} = \eta^{(k)} - (f'(\eta^{(k)}))^{-1} (f(\eta^{(k)}))
\]

with starting condition \( \eta^{(0)} = \tilde{\gamma}_{i+1} \), where the notation \( A^+ \) indicates the Moore–Penrose pseudoinverse of a matrix \( A \).

To solve (1) with prescribed boundary via continuation, we let \( \lambda \) be free, add a volume constraint to the problem, and consider the value of the volume, \( V \), to be a bifurcation parameter. Then for a given CMC surface \( \mathbf{x}_0 \), a new CMC surface \( \mathbf{x} = \mathbf{x}_0 + \varphi \mathbf{n}_0 \) is constructed after finding the solution to an equation of the form \( f(\varphi, \lambda, V) = 0 \) which, in particular, fixes the mean curvature of the discrete surface. Iteratively more new solutions can be determined by setting \( \mathbf{x}_0 = \mathbf{x} \) and repeating the process. Unlike many triangulation methods, this approach has no trouble constructing both stable and unstable solutions, and easily determines the locations of bifurcations, both simple and otherwise, which application-wise generally signify transitions in the qualitative behavior of the corresponding physical system.

\(^\dagger\)The sign of \( h \) determines which direction the curve is traversed.
such as pinch-offs [20] or touchdowns [45]. Note that the stability to be considered is not with respect to arbitrary variations, but instead done with respect to those that are volume preserving, a choice that is related to whether pressure is applied directly or induced from hydrostatics. Such a distinction yields different results; see [6] for details. However, by removing the corresponding volume constraint, the method can be easily modified to consider stability under arbitrary variations.

There are three other benefits of our method. First, we discretize the problem using a pseudospectral collocation [54], so the method has high-order accuracy
d. Second, our approach is easily adaptable to compute field driven mean curvature surfaces that satisfy $2H = f(x; \lambda)$ and model interfaces deflected by a combination of magnetic [29], electrostatic [9, 40] and/or gravitational [5, 12] forces. Third, our method also provides a basis to extend to other geometric minimization problems that appear in biomechanics, geometry and soft-matter physics [10, 25].

In the next section we will provide the necessary theory of CMC surfaces. Afterwards, in Section 3, we discuss how to place (1) into the proper framework to apply numerical continuation, review pseudospectral discretizations and outline the proposed method. Then, in Section 4, we present test results of reconstructed small and large cap solutions when the boundary of the CMC surfaces is the unit circle. Also, we present other examples from the literature that demonstrate the method’s ability to capture bifurcations.

2. Background on CMC surfaces

Consider a two-dimensional surface $\Sigma$ immersed in $\mathbb{R}^3$ that is parameterized by the map $x: \Omega \to \mathbb{R}^3$ over the connected domain $\Omega \subset \mathbb{R}^2$. We will assume that the map $x$, with components $(x, y, z)$, is in $C^2(\Omega; \mathbb{R}^3)$, and is also regular at every point in $\Omega$. In denoting the coordinates of $\Omega$ as $(u, v)$, this restriction implies that the vectors $x_u := \partial_u x$ and $x_v := \partial_v x$ are linearly independent at every point in $\Omega$; hence, the cross product $x_u \times x_v$ does not vanish and the surface’s normal vector

$$
\mathbf{n} = \frac{x_u \times x_v}{|x_u \times x_v|}
$$

is well defined. The surface is then characterized by its metric tensor $g = \langle \partial x, \partial x \rangle$ and the matrix of its second fundamental form $h = \langle \partial^2 x, \mathbf{n} \rangle$, whose components are given, respectively, by

$$
g_{11} = E = \langle x_u, x_u \rangle, \quad g_{12} = g_{21} = F = \langle x_u, x_v \rangle, \quad g_{22} = G = \langle x_v, x_v \rangle,
$$

$$
h_{11} = L = \langle x_{uu}, \mathbf{n} \rangle, \quad h_{12} = h_{21} = M = \langle x_{uv}, \mathbf{n} \rangle, \quad h_{22} = N = \langle x_{vv}, \mathbf{n} \rangle.
$$

In local coordinates the shape operator (or Weingarten map) $S$ becomes $S = g^{-1}h$; hence, the mean curvature is defined as $H = (1/2) \text{tr} (S)$, and the surface $\Sigma$ has CMC if and only if

$$
2H = \lambda
$$

(1)

‡ Although, if high-order accuracy in not needed, finite differences can be used to take advantage of sparsity.
for a given parameter \( \lambda \) in \( \mathbb{R} \), which arises as a necessary and sufficient condition for determining the critical points of the surface area functional

\[
\mathcal{A}[\mathbf{x}] = \int_{\Omega} \sqrt{EG - F^2} \, du \, dv
\]

over the set of \( C^2 \) regular surfaces that encapsulate a fixed volume \( V \). The parameter \( \lambda \) in (1) is a Lagrange multiplier used to enforce the volume constraint.

With (1) and a given volume \( V \), finding CMC surfaces that span a given Jordan curve \( \Gamma \) can then be framed as solving the following system for \((\mathbf{x}, \lambda)\) in \( C^2(\Omega; \mathbb{R}^3) \times \mathbb{R} \):

\[
\begin{align*}
2H &= \lambda \quad \text{on } \Sigma, \quad \mathbf{x}|_{\partial \Omega} = \Gamma, \\
\vec{\mathbf{x}} := \frac{1}{3} \int_{\Omega} \mathbf{x} \cdot (\mathbf{x}_u \times \mathbf{x}_v) \, du \, dv &= V.
\end{align*}
\]

In (2b) the integral gives the signed volume of the region bounded by the surface and the cone connecting \( \Gamma \) to the origin. Although not necessarily needed for finding CMC surfaces, (2b) is purposefully included—instead of fixing \( \lambda \), solving (2a) and afterwards determining \( V \)—so that the volume of the liquid, \( V \), can be used as a control parameter to quasistatically mimic evaporation or simulate the direct removal of a liquid [8].

2.1. Stability

Stability of a CMC surface \( \mathbf{x} \) is determined by the sign of the second variation of surface area over perturbations that preserve volume and fix the map’s boundary data [6]. The eigenvalue problem corresponding to the resulting bilinear form is

\[
- \Delta_\Sigma \varphi - (\lambda^2 - 2K) \varphi + \chi = \mu \varphi \quad \text{in } \Omega, \quad \varphi = 0 \quad \text{on } \partial \Omega, \quad \int_\Sigma \varphi \, d\Sigma = 0
\]

for \((\varphi, \lambda) \in C^2(\Omega) \times \mathbb{R} \). Here \( \varphi \) is the magnitude of the normal field displacement, \( \Delta_\Sigma \) is the Laplace–Beltrami operator (or surface Laplacian) of \( \Sigma \) defined via

\[
\Delta_\Sigma \varphi \equiv \frac{1}{\sqrt{|g|}} \text{div} \left( \sqrt{|g|} g^{-1} \nabla \varphi \right)
\]

and \( K = \det(g^{-1} h) = (LN - M^2)/(EG - F^2) \) is the Gaussian curvature of the surface. The free parameter \( \chi \) in (3) is set by the surface integral of \( \varphi \), which is a condition ensuring that the disturbances are volume preserving. In the context of CMC surfaces, (3) is known as a twisted Dirichlet eigenvalue problem, which is self-adjoint and has a countable set of real eigenvalues, each of finite multiplicity [3]. For the surface to be called stable, all of the eigenvalues must be greater than zero.

Aside from a few situations where geometric quantities simplify drastically [38, 36, 55], the computation of the spectrum of (3) must be done numerically. As will be shown later, our method approximates the eigenvalues—and corresponding eigenmodes—using minimal extra work, which allows us to naturally determine when the index of the surface (i.e., the
number of negative eigenvalues) changes as \( V \) is varied.

## 3. Method

The basis of our method is to solve (2) using arc-length continuation, which will determine families of CMC surfaces that depend continuously on the parameters \( \lambda \) and \( V \); however, as stated, (2) is underdetermined since the mean curvature, given locally in terms of the parameterization \( x \), defines a map that takes \( C^2(\Omega; \mathbb{R}^3) \) to \( C(\Omega) \). To remove this indeterminacy a specific parameterization of the surface must be chosen. Inspired by theoretical results for bifurcations in CMC surfaces [33], we will look for solutions written as a normal graph over a given CMC surface.

First, assume the surface \( x_0: \Omega \to \mathbb{R}^3 \) (with normal \( n_0 \)) is a smooth immersion of constant mean curvature \( \lambda_0 \) that satisfies \( x_0|_{\partial\Omega} = \Gamma \) and has fixed signed volume, \( \text{vec}[x_0] = V_0 \). Then let \( U \) be a sufficiently small open set of the Hölder space \( C^{2,\alpha}_\Omega(\Omega) \), containing the zero function \( 0 \), chosen so the normal graph defined via \( x = x_0 + \varphi n_0 \) is also an immersion for all \( \varphi \in U \). Now denote the mean curvature of \( x \) as \( H(\varphi) \in C^\alpha(\Omega) \). With this setup, \( x \) has constant mean curvature if and only if

\[
2H(\varphi) - \lambda = 0
\]

for some \( \lambda \in \mathbb{R} \). Observe that by assumption: (i) \( 2H(0) - \lambda_0 = 0 \); (ii) \( x|_{\partial\Omega} = \Gamma \), since \( \varphi \) vanishes on \( \partial\Omega \); and (iii) \( \text{vec}(0) = V_0 \), where \( \text{vec}(\varphi) \) denotes the signed volume of the immersion \( x \). Thus, in defining the map \( f: U \times \mathbb{R} \times \mathbb{R} \to C^\alpha(\Omega) \times \mathbb{R} \) by

\[
f(\varphi, \lambda, V) = (2H(\varphi) - \lambda, \text{vec}(\varphi) - V),
\]

the CMC problem (2) can be restated as solving the equation

\[
f(\varphi, \lambda, V) = (0, 0).
\]

Note that again \((\varphi, \lambda, V) = (0, \lambda_0, V_0)\) is indeed a solution of (5).

Instead of determining the coordinates of a new surface directly, in this reformulation we search for a solution \( \varphi \in C^{2,\alpha}_\Omega(\Omega) \) of the nonlinear elliptic partial differential equation \( 2H(\varphi) = \lambda \), and then construct \( x \), which is a surface of constant mean curvature \( \lambda \). Hence, the dimensionality of the system is reduced, and, upon discretizing, the resulting \( f \) will provide a map between \( \mathbb{R}^{k+1} \) and \( \mathbb{R}^k \) for which arc-length continuation can be applied. We should remark that existence and uniqueness of solutions \((\varphi, \lambda, V)\) of (5) within a neighborhood of \( \lambda_0 \) is guaranteed when the Jacobi operator \( L := -\Delta_{\Sigma} - (\lambda_0^2 - 2K) \) over \( H^1_0(\Sigma) \) has either no zero eigenvalues or the corresponding eigenspace is one dimensional with a basis vector of nonzero mean [33]. (When these conditions fail, existence usually still holds but uniqueness fails due to a bifurcation.)

To construct a predictor step off the known solution \((0, \lambda_0, V_0)\) for our continuation algorithm, we need to find a unique element in the null space of the Fréchet derivative of \( f \). The following lemma proves necessary.

**Lemma 3.1.** The function \( f \) defined in (4) is Fréchet differentiable with respect to \( \varphi, \lambda \) and...
V. Specifically, it can be shown that partial derivatives at \((\varphi, \lambda, V) = (0, \lambda_0, V_0)\) satisfy

\[
D_\varphi f(0, \lambda_0, V_0) \psi = (\Delta \psi + (4H^2 - 2K) \psi, \int_\Omega \psi \sqrt{|g|} \, d\Omega) \quad \text{for} \quad \psi \in C^2_0(\Omega),
\]

\[
D_\lambda f(0, \lambda_0, V_0) \Lambda = (-\Lambda, 0), \quad D_V f(0, \lambda_0, V_0) W = (0, -W)
\]

where \(H, K\) and \(g\), respectively, are the mean curvature, Gauss curvature and metric tensor of the underlying CMC surface \(x: \Omega \to \mathbb{R}^3\). As a result, the total derivative

\[
f'(0, \lambda_0, V_0)(\psi, \Lambda, W) = (\Delta \psi + (4H^2 - 2K) \psi - \Lambda, \int_\Omega \psi \sqrt{|g|} \, d\Omega - W)
\]

for \((\psi, \Lambda, W) \in C^2_0(\Omega) \times \mathbb{R} \times \mathbb{R}\).

**Proof.** Since \(f\) is linear in \(\lambda\) and \(V\), differentiability with respect to those parameters, along with their given formulas, is clearly valid. The result with respect to \(\varphi\) follows from the Gâteaux derivative (cf. [56]), and expression (7) is produced from summing the partial derivatives in (6) [11].

3.1. Discretization

For simplicity, let us assume that the reference domain \(\Omega\) is given by the two-dimensional rectangle\(^8\) \((-l_u, l_u) \times (-l_v, l_v)\) with \(l_u > 0\) and \(l_v > 0\). Then \(\Omega\) can then be discretized by the tensor-product grid \((u_i, v_j)\) of Chebyshev collocation points

\[
(u_i, v_j) = (l_u \cos(i\pi/n), l_v \cos(j\pi/m)), \quad i = 0, 1, \ldots, n, \quad j = 0, 1, \ldots, m,
\]

and functions mapping \(\Omega\) to \(\mathbb{R}\) become \((n + 1) \times (m + 1)\) matrices of values on this grid. To compute \(u\)- or \(v\)-derivatives of these functions, let \(D_u\) be the standard one-dimensional Chebyshev differentiation matrix with scale factor \(1/l_u\) acting on \(n + 1\) nodes, and define \(D_v\) similarly. Then \(\partial_u\) and \(\partial_v\) are approximated, respectively, by a right matrix multiplication of \(D_u^T\) and a left matrix multiplication of \(D_v\), i.e., the discrete analogs of \(x_u\) and \(x_v\) are \(X D_u^T\) and \(D_v X\), where \(X\) is the matrix approximation of a function \(x: \Omega \to \mathbb{R}\). Finally, using Kronecker products these expressions can be equated to \(L_u x\) and \(L_v x\), where \(L_u = D_u \otimes I_v\) and \(L_v = I_u \otimes D_v\) for the \((n + 1) \times (n + 1)\) and \((m + 1) \times (m + 1)\) identity matrices \(I_u\) and \(I_v\). Also, \(x = \text{vec}(X)\) or, in others words, is the vector resulting from stacking the columns of \(X\). The second-order differentiation operators \(\partial_{uu}, \partial_{uv}\) and \(\partial_{vv}\) become \(L_{uu} = D_u^2 \otimes I_v, L_{uv} = D_u \otimes D_v\) and \(L_{vv} = I_u \otimes D_v^2\).

Similarly, a matrix \(w^T \in \mathbb{R}^{1 \times (n+1)(m+1)}\) acting on the vectorized functions that spectrally approximates integration over \(\Omega\) can be defined via \(w^T = w_u^T \otimes w_v^T\), where \(w_u\) and \(w_v\) are vectors of Clenshaw–Curtis quadrature weights for \(n + 1\) and \(m + 1\) nodes and with scale factors \(l_u\) and \(l_v\), respectively [54, p.126]. Hence, the discrete version of \(\int_\Omega x \, du \, dv\) is the inner product \(w^T x\).

---

\(^8\)More complicated reference domains can be constructed via, say, domain decomposition, although rectangular domain are often sufficient.
3.2. Algorithm

With the above procedure, the initially known CMC surface $\mathbf{x}_0 = (x_0, y_0, z_0)$ and normal vector $\mathbf{n}_0$ can be discretized coordinatewise as $\mathbf{X}_0 = [x_0; y_0; z_0]$ and $\mathbf{N}_0 = [n_{01}; n_{02}; n_{03}]$. The analogous discrete normal graph is $\mathbf{X} = \mathbf{X}_0 + \Phi \circ \mathbf{N}_0$, where $\Phi = [1; 1; 1] \otimes \varphi$ for the vectorized discrete normal field function $\varphi$ and $\circ$ denotes the Hadamard (entrywise) product. Accordingly, problem (5) transforms to the discrete system $f_d(\varphi, \lambda, V) = 0$, where $f_d$ maps $\mathbb{R}^{k+2}$ to $\mathbb{R}^{k+1}$ for $k = (n+1)(m+1)$. The new function $f_d$ is formed by calculating the necessary discrete differential geometric quantities of $\mathbf{X}$, including the coefficients of the fundamental forms, and then using pointwise and matrix multiplication to formulate discrete analogs of the expressions in (4). A bordering strategy is used to apply the fixed boundary conditions, although resampling provides an intriguing option where more complicated boundary condition arise [18]. By construction, $f_d(0, \lambda, V_0) = 0$ up to some specified tolerance.

Given $(0, \lambda, V_0)$, a new solution $(\varphi, \lambda, V)$ of $f_d = 0$ is found by first taking a predictor step in the direction $\mathbf{t}$ tangent to the bifurcation curve at $(0, \lambda, V_0)$ via $(\psi, \Lambda, W) = (0, \lambda, V_0) + h \mathbf{t}$ and then applying the Newton iteration

$$(\psi^{(i+1)}, \lambda^{(i+1)}, V^{(i+1)}) := (\phi^{(i)}, \lambda^{(i)}, V^{(i)}) - J(\phi^{(i)}, \lambda^{(i)}, V^{(i)})^{-1} J(\phi^{(i)}, \lambda^{(i)}, V^{(i)}) \psi^{(i)}, \lambda^{(i)}, V^{(i)}),$$

Recall $\mathbf{t}$ is the unique, normalized vector in the null space of matrix $J(0, \lambda, V_0)$ in $\mathbb{R}^{(k+1) \times (k+2)}$, which is the Jacobian $J$ at $(0, \lambda, V_0)$ of the discrete function $f_d$. From this process, the new discrete CMC surface is $\mathbf{X} = \mathbf{X}_0 + \Phi \circ \mathbf{N}_0$, and more discrete CMC surfaces can be computed by mapping $\mathbf{X}$ to $\mathbf{X}_0$ and reapplying the above two steps.

While the tangent vector $\mathbf{t}$ in the first step can be determined from the Jacobian $J$ of $f_d$, we instead compute relevant objects from the continuous problem, then discretize and solve. Observe that the Fréchet derivative of $f$ is given in (7), so the null space of $f'(0, \lambda, V_0)$ is then set by

$$\Delta \psi + (\lambda_0^2 - 2K) \psi = \Lambda, \quad \int_{\Omega} |\psi|^1 \, d\Omega = W.$$  

for $(\psi, \Lambda, W)$. By fixing $\Lambda$ in $\mathbb{R}$, standard alternative theorems, coupled with CMC regularity results, prove that the partial differential equation in (8) has a unique solution $\psi$ in $C^2(\Omega)$, when, again, zero is not an eigenvalue of the Jacobi operator [36, p. 954]. With the function $\psi$, the value of $W$ can then be set from the integral of $|\psi|^1$ over $\Omega$ and the resulting triple $(\psi, \Lambda, W)$ produces the unique element, upon normalization, of the one-dimensional null space of (8) that can be discretized to produce $\mathbf{t}$.

Instead of carrying out the above procedure to find $\mathbf{t}$, in practice we set $W = 1$, solve the discretized version of the equations

$$(-\Delta \psi - (\lambda_0^2 - 2K) \psi + \Lambda, \int_{\Omega} |\psi|^1 \, d\Omega) = (0, 1)$$

for $(\psi, \Lambda)$, and renormalize the resulting discretized triple $(\psi, \Lambda, 1)$ using the Euclidean
distance. The benefit of this approach is the left-hand side of (9) defines the same linear operator for twisted eigenvalue problem (3), which determines the stability of the CMC surfaces. So with little extra work these eigenvalues $\mu_i$ can be approximated, along with the corresponding eigenmodes, from the discretized operator to produce the index of the initial surface CMC surface, i.e., the CMC surface $\mathbf{x}_0$ corresponding to the solution $(0, \lambda_0, V_0)$. This allows us to easily detect changes in stability and the onset of bifurcations by tracking the bifurcation test functional

$$ \beta(\mathbf{x}_0, \lambda_0, V_0) = \text{sign} \left( \prod_i \mu_i(\mathbf{x}_0, \lambda_0, V_0) \right). $$

The discretized version of problem (9) is find the unit vector $\mathbf{t} = (t_p, 1)/\alpha \in \mathbb{R}^{k+2}$ for $t_p \in \mathbb{R}^{k+1}$ such that

$$ J_p t_p = e_{k+2}, \quad J_p := \begin{bmatrix} -L & 1_b \\ \mathbf{w}^T \text{diag}(|g|^{1/2}) & 0 \end{bmatrix} \in \mathbb{R}^{(k+1) \times (k+1)}, $$

where $e_{k+2}$ is the last standard unit basis vector of $\mathbb{R}^{k+2}$. The $k \times k$ real matrix $L$ satisfies

$$ L = A_0 L_{uu} + A_1 L_{uv} + A_2 L_{vv} + A_3 L_u + A_4 L_v + \text{diag}(4H^2 - 2K) $$

at nodes of the tensor product grid that correspond to the points on the interior of $\Omega$. In this definition, the $A_i$’s are the diagonal matrices achieved from discretizing and then vectorizing the coefficients

$$ G/|g|, -2F/|g|, E/|g|, |g|^{-1/2} \text{div}\left(|g|^{-1/2}(G, -F)\right), |g|^{-1/2} \text{div}\left(|g|^{-1/2}(-F, E)\right), $$

respectively, and $H$ and $K$ are the discretized and vectorized mean and Gauss curvatures. At the other nodes, $L = I \in \mathbb{R}^{k \times k}$, which enforces the homogeneous Dirichlet boundary condition on $\varphi$. Also, the vector $1_b \in \mathbb{R}^k$ is 0 at the boundary nodes and 1 otherwise. Finally, $\mathbf{w}^T \text{diag}(|g|^{1/2})$ is the discretized integral operator of the last term in expression (7).

Upon computing $J_d$, the discretized version of the twisted eigenvalue problem (3) for determining the stability of the $\mathbf{x}_0$, which is approximated by $\mathbf{X}_0$, becomes the generalized eigenvalue problem

$$ J_p \mathbf{v} = \mu B \mathbf{v}, \quad B := \begin{bmatrix} I_b & 0 \\ 0 & 0 \end{bmatrix} $$

for $\mathbf{v} \in \mathbb{R}^{k+1}$, where $I_b$ is an identity matrix modified so that the rows corresponding to boundary nodes are set to zero.

The Jacobian $J$ for the corrector step can be formulated similarly as $J_p$:

$$ J := \begin{bmatrix} L & -1_b & 0 \\ \mathbf{w}^T \text{diag}(|g|^{1/2}) & 0 & -1 \end{bmatrix} \in \mathbb{R}^{(k+1) \times (k+2)}. $$

\(^t\)The subscript $p$ denotes that the indicated object is only part of something larger, i.e., $J_p$ is only part of the Jacobian $J$. 
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The components of this matrix are the same as those defined above, except for being constructed at the predicted point \((\psi, \Lambda, W)\) instead of initial point \((0, \lambda_0, V_0)\).

The following algorithm sketches the arc-length continuation method described, which incorporates Euler predictor and Newton corrector steps.

Algorithm.

**input**

begin
\(X_0 = [x_0; y_0; z_0], \lambda_0, V_0\)

such that \(f_d(0, \lambda_0, V_0) = 0;\)
\(\varphi = 0;\)
\(h;\)

end

repeat

construct \(J_p\) via (10) at \((0, \lambda_0, V_0);\)

find the eigenvalues of (11);

compute \(t\) via (10) and

\((\psi, \Lambda, W) := (0, \lambda_0, V_0) + h t;\)

\(\Psi = [1; 1; 1] \otimes \varphi, \quad X = X_0 + \Psi \circ N_0;\)

repeat

construct \(J\) at \((\psi, \Lambda, W)\) from (12);

\((\tilde{\psi}, \tilde{\Lambda}, \tilde{W}) := (\psi, \Lambda, W) - J(\psi, \Lambda, W) + J(\psi, \Lambda, W);\)

\((\psi, \Lambda, W) := (\tilde{\psi}, \tilde{\Lambda}, \tilde{W});\)

\(\Psi = [1; 1; 1] \otimes \psi, \quad X = X_0 + \Psi \circ N_0;\)

until convergence

\(X_0 := X, \quad \lambda_0 = \Lambda, \quad V := V_0;\)

until done traversing

4. Examples

4.1. Spherical cap

When the boundary of the surface is chosen to be the unit circle centered at the origin and contained in the horizontal plane \(z = 0\), there is a continuous family of CMC spherical caps connected to the minimal planar disk. These surfaces can be uniquely characterized in terms of their enclosed volume \(V\), which produces

\[
\lambda = 2H = -\frac{2^{1/3}(3V + \sqrt{\pi^2 + 9V^2} - \pi^{2/3}(\sqrt{\pi^2 + 9V^2} - 3V)^{1/3})}{\sqrt{\pi^2 + 9V^2}(3V + \sqrt{\pi^2 + 9V^2})^{1/3}}
\]
and a maximum vertical height

\[ z_M = \frac{(3V + \sqrt{9V^2 + \pi^2})^{2/3} - \pi^{2/3}}{\pi^{1/3}(3V + \sqrt{9V^2 + \pi^2})^{1/3}}. \]

The resulting bifurcation diagram for positive signed volume is plotted in Figure 1.

Our algorithm was applied to construct these spherical caps starting from the flat interface \((x, y, 0)\) with \((\lambda, V) = (0, 0)\); however, instead of using polar coordinates to initially discretize the horizontal coordinates—which introduces a coordinate singularity—the parameter domain \(\Omega\) was chosen to be \((-1, 1)^2\). Then \(\Omega\) was mapped conformally [17] into the unit disk, leaving the mean curvature unchanged, to produce a discretization of the flat surface.

The algorithm was run for \(m = n\) with \(n = 12, 16, 20, 24, 32\), and \(40\), yielding bifurcation diagrams that are nearly indistinguishable from the exact version shown in Figure 1(left). Given that the \(V\) is prescribed precisely, the relative error between the exact and computed values of \(\lambda\) and \(z_M\) are given in the top-right and bottom-right panels of Figure 1, respectively. These errors separately give measures on the accuracy of the mean curvature and the accuracy of the discrete representation of the surface. Observe that when \(n = 24\) the algorithm predicts at least 7 digits of \(\lambda\) and 6 digits of \(z_M\) correctly out to \(V = 7\). Additionally, with \(n = 24\) the average runtime of each predictor-correct step, including the computation of eigenvalue and eigenvectors, was a remarkable 0.14 seconds on an iMac with a 1.8 GHz Intel Core i7 processor running MATLAB R2017a.

### 4.2. Plateau–Rayleigh instability

Cylinders \(C\) of fixed length \(2l\) and varying radius \(r\) produce a family of CMC surfaces with \(\lambda = 1/r\). In 1873, Plateau [47] experimentally determined that, for decreasing radius, such cylinders become energetically unstable when \(r = r_c := \alpha_c l\) for some constant critical constant \(\alpha_c\), which was later determined by Rayleigh to be \((2\pi)^{-1}\) [49]. This result, now know as the Plateau–Rayleigh instability, has subsequently been confirmed by numerous authors (e.g., see [2]) and extended to other similar situations [55, 38, 36].

One extension is to consider a sessile drop attached to strip \(\Omega = [-l, l] \times [-1, 1]\) in the horizontal plane \(\Pi_h = \mathbb{R}^2 \times \{0\}\) and bounded between two parallel vertical plates \(\Pi_{\pm} = \{(x, y, z) \in \mathbb{R}^3 : y = \pm 1\}\). Assuming that the tangent plane of the drop contacts \(\Pi_{\pm}\) perpendicularly, the interface of the liquid takes on a cylindrical shape that can be parameterized by the mapping

\[ \mathbf{x}(u, v; r) = (r \sin(\zeta u/l), v, r \cos(\zeta u/l) - z_0) \]

for \((u, v) \in \Omega = (-l, l) \times (-1, 1)\). The parameters \(r\), \(\zeta\) and \(z_0\) are defined as

\[ r = \frac{l^2 + t^2}{2t}, \quad \zeta = \cos^{-1}\left(\frac{l^2 - t^2}{l^2 + t^2}\right), \quad z_0 = \frac{l^2 - t^2}{2t}, \]

in terms of the free parameter \(t \in (0, \infty)\) that represents the maximum vertical height of the
Figure 1: LEFT: Bifurcation diagram, plotting pressure $\lambda = 2H$ versus volume $V$, of a CMC surface whose boundary is a unit circle. All of the solutions are stable, as determined by the sign of the first eigenvalue. MIDDLE-LEFT: Relative error of $\lambda$ versus volume $V$ for various discretizations with $m = n$. The value of $n$ for each curve follows the same sequence of discretizations shown in the middle-right panel. MIDDLE-RIGHT: Relative error of the maximum vertical height $z_M$ versus volume $V$ for various discretizations with $m = n$. BOTTOM: Discrete spherical caps of volume $V = 1/2, 2$ and $6$ computed for $n = m = 40$.

Drop. The pressure $\lambda$ and volume $V$ are consequently given by

$$\lambda = -1/r, \quad V = 2(r^2\zeta - l_0),$$
and the resulting bifurcation diagram is shown in Figure 2. Note that \( V : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) is a bijective function of \( t \) and, thus, can be used as a free parameter instead of \( t \).

Stability of these cylindrical surfaces is determined by a variant of problem (3) where the Dirichlet conditions on lines \( v = \pm 1 \) are replaced by homogeneous Neumann conditions since the tangent space of the drop on those boundaries contacts \( \Pi_\pm \) perpendicularly. The resulting minimal eigenvalue is

\[
\mu_0 = \lambda^2 \left( \frac{\pi^2}{4\zeta^2} - 1 \right) + \frac{\pi^2}{4},
\]

see [38]. When \( V = 0 \), the minimal eigenvalue \( \mu_0 \) is positive. Then as the volume increases, \( \mu_0 \) monotonically decreases to a negative global minimum. If \( l < 0.3647 \ldots \), then \( \min_{V \in (0, \infty)} \mu_0(V) < 0 \) and stability is lost (i.e., \( \mu_0 = 0 \)) for \( V = V^* \) at a super-critical pitchfork bifurcation, where two translationally asymmetric surfaces appear. In particular, when \( l = 1/5 \), the critical value \( V^* = 0.140135 \ldots \).

Figure 2(top) shows the bifurcation diagram for \( l = 1/5 \) computed with \( n = 32 \). Initially, the branch emanating from the point \((V,2H) = (0,0)\) was calculated, along with the minimal eigenvalue of each solution. A change in stability is predicted at \( V = 0.140135 \), a value with at least seven digits of accuracy. The branch of asymmetric solutions bifurcating from this point was traced by using the appropriate eigenvector as the predictor direction instead of the vector specified from the null space problem. Although these solutions are hard to reconstruct analytically, our proposed method has no trouble computing them. Finally, given \( V \) exactly, the relative errors in the parameter \( \lambda \) and the minimal eigenvalue \( \mu_0 \) on the cylindrical-solution branch are plotted in the bottom two panels of Figure 3.

4.3. Liquid bridges

Analytically predicting stability changes and bifurcations in families of CMC surfaces is a difficult task, even for many simple boundaries. Explicit calculations of the transitions are often limited to situations where the underlying geometry is known, like in the cylinder example above, or where special techniques can be used.

For example, consider a volume of fluid stretched between two coaxial unit rings in parallel planes separated by a distance \( 1 \). Such a configuration is known as a liquid bridge, and if the fluid shape is radially symmetric, the interface is given by a section of a Delaunay surface [32]. Stability of symmetric liquid bridges was established in [43] by investigating the behavior of a non-constant coefficient Sturm–Liouville problem derived from separating variables in (3). When the volume \( V \) is sufficiently small, the rotationally symmetric solutions are physically stable; however, if \( V \) is increased past the critical value (determined when the tangent plane on the boundary of the surface becomes parallel with the rings’ plane) such solutions become unstable and a branch of rotationally asymmetric surfaces with a radial bulge emerges [51]. Numerical constructions of the nonrotational surfaces appeared in [27].

Starting from an initial cylinder, our method easily finds both the symmetric and asymmetric branches, along with their stability and the critical value at which the bifurcation
Figure 2: TOP: Bifurcation diagram of CMC surfaces in the rectangular strip $[-l, l] \times [-1, 1]$ with $l = 1/5$ (calculated with $n = m = 32$) plotting the pressure $\lambda$ versus the volume $V$ enclosed by the surface. Solid and dashed lines, respectively, represent stable and unstable solutions. The branch connected to $(V, \lambda) = (0, 0)$, consisting of translationally symmetric cylindrical surfaces, is stable up to $V = 0.140135\ldots$, at which point stability is lost and two asymmetric stable CMC surfaces appear; see the bottom panel for example surfaces. TOP-RIGHT: Uniform norm error in the calculated $\lambda$ of the cylindrical-solution branch of the numerically computed bifurcation diagram. MIDDLE-RIGHT: Error of the numerically calculated first eigenvalue $\mu_0$, again, of the cylindrical-solution branch of the numerically computed bifurcation diagram. BOTTOM: Computed CMC surfaces having volume $V = 1/10, 1/4$ and $2/5$, with their corresponding stability labeled.
occurs. The resulting diagram, with representative surfaces, is shown in Figure 3. Observe that the method also finds a third family of solutions, which bifurcates off the branch of symmetric solutions, that consists of nonrotational surfaces with two bulges. These two-mode solutions are unstable and, thus, cannot be constructed using direct energy minimization methods such as Surface Evolver.

5. Conclusions

We have given a new approach for calculating discrete CMC surfaces that is an alternative to the standard algorithms involving surface triangulations or integrable systems theory. The method uses a normal graph parameterization to transform the standard CMC equation to a quasilinear second-order partial differential equation, which reduces the dimensionality of and removes invariances in unknown surface coordinates. Afterwards, the partial differential equation is solved with numerical arc-length continuation by shooting on the volume enclosed by the surface.

The examples presented demonstrate that the procedure is fast, often less than a second per predictor-corrector iteration; is highly accurate, since a pseudospectral method is used for discretization; and easily constructs families of CMC surfaces with fixed boundary from a known CMC surface. Also, the algorithm identifies the stability of solutions and accurately detects bifurcation points.

A limitation of the algorithm as presented is it is relies on an underlying rectangular parameterization domain \( \Omega \); however, this difficulty can be circumvented with other minor adaptations. For example, domain decomposition can be applied in a standard fashion, or invariances can be capitalized upon to conformally map \( \Omega \) to an appropriate flat initial surface in \( \mathbb{R}^3 \); see section 4. Additionally, substituting in finite elements for pseudospectral collocation allows for added requisite, although high-order accuracy is sacrificed.
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