Simulation of Dirac particles with quantum interference in phase space
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The Dirac equation predicts the coexistence of the positive and negative eigen-solutions for a relativistic spin-1/2 particle (spinor). Interference between these two parts leads to an unexpected trembling motion—Zitterbewegung, which is, however, difficult to observe. This stimulates its simulations on different platforms, but the unique quantum interference characteristic—that cannot be simulated with classical systems—remains unexplored yet. We here present an on-chip simulation, where a superconducting qubit, together with a microwave field, emulates the spinor. The Zitterbewegung is manifested by oscillations in one quadrature of the field, inferred from the measured quasiprobability distribution in phase space. This distribution, when correlated to the spinor’s internal state, displays negativities originating from quantum interference. We further simulate the Klein tunneling by constructing a linear potential and observing emergent mesoscopic superposition states.

To unify quantum mechanics and relativity, P. A. M. Dirac formulated a famous matter-wave equation for a spin-1/2 particle, known as the Dirac equation [1, 2]

$$ih \frac{\partial \psi}{\partial t} = H_D \psi, \quad (1)$$

where $H_D = c \alpha \cdot p + \beta mc^2$, $c$ denotes the light speed in the vacuum, $\alpha$ and $\beta$ are the four-by-four Dirac matrices, $m$ and $p$ represent the rest mass and momentum of the particle, respectively, and $\psi$ is the wave function with four components. Unlike the Schrödinger equation, the Dirac equation is linear in both the time and space derivatives, satisfying the Lorentz-covariance, and includes the spin degree of freedom at the ab initio level by describing the wave function in terms of a spinor. These features have led to remarkable accomplishments, including predictions of the spin-1/2 feature of electrons and the existence of anti-particles indicated by the negative-energy solution accompanying the positive one, and the accurate description of the spectrum of the hydrogen atom. In addition, the Dirac equation has important implications for understanding exotic phenomena of condensed matter physics [3–6].

Despite the tremendous triumph in the description of relativistic particles, experimental observations of some intriguing phenomena predicted by the Dirac equation remain elusive, i.e., Zitterbewegung (ZB) [7] and Klein’s paradox [8, 9]. Zitterbewegung refers to the oscillatory motion of a free electron described by the Dirac equation, as a result of the interference between the positive and negative energy states, while Klein tunneling is an effect where a relativistic particle can penetrate through a potential barrier without the exponential damping, a nonrelativistic quantum tunneling characteristic. For a free electron, the predicted ZB has an amplitude on the order of the Compton wavelength, $h/mc \sim 10^{-12} \text{ m}$, and a frequency of $2mc^2/h \sim 10^{21} \text{ Hz}$, which are beyond the scope of the presently available experimental techniques.

The difficulties in direct observations of these counterintuitive behaviors for Dirac particles have led to growing interest in the emulation of these phenomena with highly tunable quantum simulators, a concept first proposed by Feynman in 1982 [10] and has been rapidly developed in the last two decades [11]. Simulations of ZB have been reported with different systems, including semiconductor quantum wells [12], ultracold atoms [13, 14], ion traps [15], as well as classical optical systems [16, 17]. Despite these remarkable advancements, the quantum interference characteristic underlying this phenomenon has not been unambiguously characterized yet. When such a nonclassical characteristic is omitted, the ZB phenomenon can be effectively emulated with classical systems, as demonstrated in previous investigations [16–20].

We here present an experimental simulation of the Dirac particle in a circuit quantum electrodynamics (QED) system, featuring pure quantum effects that cannot appear in classical simulations. The spinorial characteristic is encoded in the two lowest energy levels of a superconducting Xmon qubit, while the position and momentum are mapped to the quadratures of the microwave field stored in a resonator coupled to the qubit. With this mapping, ZB is manifested by oscillations of one quadrature of the resonator, which is inferred from the Wigner function (WF) that describes the quasiprobability distribution in position-momentum space, referred to as phase space. The measured WF, when correlated to the qubit state, presents a region with negative values as a result of quantum interference in phase space. The quantum nature of the evolution is further confirmed by
the measured entanglement entropy. In addition to ZB, we simulate the Klein tunneling in a linear potential field and observe mesoscopic superpositions of two separated wavepackets in phase space.

We focus on the simplest case, where the motion of a Dirac Fermion is confined to one dimension (1D). In this case, the Hamiltonian reduces to

$$H_D = c\mathbf{\hat{p}} + mc^2\mathbf{\hat{\sigma}}_z.$$  \hspace{1cm} (2)

We note that here the Pauli operators $\mathbf{\sigma}_y$ and $\mathbf{\sigma}_z$ endow the Dirac particle with a spinor characteristic, manifested by a two-component wave function, where the spatial position and momentum are correlated with the degree of freedom defined in an “internal space”, like isospin. As the Hamiltonian commutes with the momentum operator, it is illustrative to uncover the physics in the momentum representation, where the momentum operator $\hat{p}$ can be taken as a parameter $p$. For a specific value of $p$, $H_D$ has two eigenvalues $\pm E_p = \pm \sqrt{p^2c^2 + m^2c^4}$, with the corresponding eigenstates $|\phi_1(p)\rangle = (\cos\phi_p, i\sin\phi_p)^T$ and $|\phi_2(p)\rangle = (i\sin\phi_p, \cos\phi_p)^T$, where tan$(2\phi_p) = \frac{p}{mc}$.

Suppose that the system is initially in the product state

$$|\psi(0)\rangle = \int dp \, \xi_p |p\rangle |X\rangle,$$

where $|\pm X\rangle = \frac{1}{\sqrt{2}}(1, \pm 1)^T$, $\xi_p$ denotes the wave function in the momentum representation. Under the Dirac Hamiltonian, the system evolves as

$$|\psi(t)\rangle = \int dp |p\rangle \xi_p (\cos \varphi_t |X\rangle - ie^{-2i\varphi_t} \sin \varphi_t |-X\rangle),$$

where $\varphi_t = E pt/\hbar$. This directly yields the average position evolution,

$$\langle x(t)\rangle = \langle x(0)\rangle + \langle\varphi(0)\rangle t + \int dp |\xi_p|^2 \, x_p (1 - \cos \varphi_t),$$

where $x_p = d\phi_p/dp$, $\langle x(0)\rangle$ represents the average value of the initial position, and $\langle\varphi(0)\rangle$ denotes the initial mean velocity. The ZB, manifested by the last term, is observable only in the intermediate regime where $mc$ is comparable with $p$, explained as follows. As shown in Eq. (4), the momentum state can be decomposed into two components, respectively correlated with the symmetric and asymmetric states in the internal space. The ZB originates from interference between these two components. When the spread of the momentum $\delta p$ is much smaller than the mean momentum $\langle p\rangle$, the ZB amplitude and frequency can be roughly estimated as $A = \hbar mc/(2P^2)$ and $f = 2cP/\hbar$, where $P = (m^2c^2 + \langle p\rangle^2)^{1/2}$. This implies that the ZB frequency monotonously increases with the mass, but the amplitude is not a monotonic function of $m$. In the non-relativistic regime $|p| \ll mc$, $A \simeq \lambda_c/2$, where $\lambda_c = \hbar/(mc)$ is the Compton wavelength, which sets the lower bound for the uncertainty of the position. In the far-relativistic regime $|p| \gg mc$, $A \ll \hbar/(2 \langle p\rangle) \ll \delta x$, where $\delta x = \hbar/(2\Delta p)$ is the limitation of precision attainable for any position measurement imposed by the Heisenberg uncertainty relation. Consequently, it is impossible to observe ZB in these two regimes.

The simulation is performed with a superconducting qubit (test qubit) that encodes the internal state of the simulated spinor, whose position and momentum are mapped onto the two quadratures of the microwave field stored in a bus resonator, defined as $\tilde{x} = \frac{1}{\sqrt{2}}(a^+ + a)$ and $\tilde{\hat{p}} = \frac{i}{\sqrt{2}}(a^+ - a)$, where $a^+$ and $a$ denote the creation and annihilation operators for the photonic field, respectively. If we take $\hbar = 1$, $x$ and $\hat{p}$ satisfy the same commutation relation as the position and momentum operators. To simulate the 1+1 Dirac equation, the qubit is subjected to two longitudinal parametric modulations and a transverse continuous microwave driving [Fig. 1(a)]. The system Hamiltonian is given by [21–23]

$$H = \omega_\tau a^+ a + [\omega_0 + \varepsilon_1 \cos(\nu_1 t) + \varepsilon_2 \cos(\nu_2 t)]\sigma_z$$

$$+ (\lambda a^+ |g\rangle \langle e| + \Omega e^{i\theta} e^{i\omega_0 t} |g\rangle \langle e| + \text{H.c.}),$$

where $|g\rangle$ and $|e\rangle$ represent the ground and first excited states.
states for the qubit with a mean frequency $\omega_0/(2\pi)$, which is coupled to the resonator of frequency $\omega_r/(2\pi)$ with the coupling strength $\lambda$, $\epsilon_j$ and $\nu_j/(2\pi)$ ($j = 1, 2$) are the corresponding modulation amplitude and frequency, and $\Omega$ and $\theta$ denote the amplitude and phase of the transverse drive, respectively. Under the conditions $\omega_r = \omega_0 + 2\nu_1$ and $\nu_1 \gg \nu_2, \lambda$, the resonator is coupled to the qubit at the second upper sideband of the first modulation with the effective strength $\eta = \lambda J_2(\mu)/2$, where $J_n(\mu)$ is the $n$th Bessel function of the first kind, with $\mu = \epsilon_1/\nu_1$. When $\Omega \gg 2\eta$, the transverse drive effectively transforms the rotating-wave interaction into an equal combination of rotating- and counter-rotating-wave interactions [23], simulating the coupling between the internal and external freedom degrees of the spinor. For $\nu_2 = 2\Omega J_0(\mu)$, the second parametric modulation is on resonance with the rotation produced by the transverse drive, producing an analog of the mass. By discarding the far off-resonant terms, the system Hamiltonian in the interaction picture reduces to (detailed deviation shown in the Supplementary Information)

$$H_R = \eta e^{-i\vartheta} a^\dagger \sigma_\theta + H.c. + \omega \sigma_z, \quad (7)$$

where $\omega = \epsilon_2/4$ and $\sigma_\theta = \cos \theta \sigma_x + \sin \theta \sigma_y$. When $\theta = \pi/2$, this effective Hamiltonian has the same form as Eq. (2), with the correspondence $c^* = \sqrt{2}\eta$ and $m^* e^{i x^2} = \omega$, where $c^*$ and $m^*$ denote the effective light speed and mass of the Dirac particle in the simulation, respectively.

Before the experiment, both the resonator and the spinor qubit are initialized to their ground states. The experiment starts with the application of a pulse to the resonator, translating its state along the $p$-axis in phase space by an amount of $p_0 = 2$, and thus transforming the initial vacuum state to the coherent state $|\sqrt{2}\rangle$. Then a $\pi/2$ rotation is performed on the test qubit, transforming it from $|g\rangle$ to $|X\rangle$ at the operating frequency $\omega_0/(2\pi) = 5.26$ GHz. The initial qubit-resonator state is pictorially shown in Fig. 1(c). After this initial state preparation, two parametric modulations with frequencies $\nu_1/(2\pi) = 160$ MHz and $\nu_2/(2\pi) = 33.4$ MHz are applied to the qubit. These modulations, together with the transverse microwave driving at the frequency $\omega_0/(2\pi)$, couple the qubit to the bus resonator with a fixed frequency of $\omega_r/(2\pi) = 5.58$ GHz, effectively realizing the Dirac Hamiltonian in the rotating frame, with $\eta = 2\pi \times 0.78$ MHz. The ratio between the effective momentum and mass of the Dirac particle is variable by adjusting the amplitude $\epsilon_1$ and/or $\epsilon_2$. Detailed system parameters are shown in the Supplementary Information.

We simulate the ZB behaviors with the choice $\omega = \sqrt{2}\eta p_0$. After a preset evolution time, both the parametric modulations and microwave driving are switched off. This is followed by Wigner tomography, realized by performing a phase-space displacement, $D(\gamma) = e^{\gamma a^\dagger - \gamma a}$, to the resonator and then tuning an ancilla qubit on resonance with the resonator. The photon number population of the displaced resonator field, $P_n(\gamma)$, inferred from the measured Rabi oscillation signals, directly yields the WF [23, 24]

$$W(x, p) = \frac{1}{\pi} \sum_{n=0}^\infty \left(-1\right)^n P_n(\gamma), \quad (8)$$

where $x = \sqrt{2}\Re \gamma$ and $p = \sqrt{2}\Im \gamma$. The mean position is related to the WF by

$$\langle x \rangle = \int \int \ dx dp \ x W(x, p). \quad (9)$$

To infer $\langle x \rangle$ for a preset evolution time $t$, it is necessary to measure the WF in all regions of the phase space with non-negligible quasi-probability distributions. Due to the limitation of the available tomography pulse, the $W(x, p)$ is measured within the region $-3 \leq x \leq 3$ and $0 \leq p \leq 4$. The evolution of the mean position, measured within 330 ns, is presented in Fig. 2(a).

This result well agrees with the simulation (green line), confirming that the simulated particle moves in a ZB pattern within the observed time interval. With the growth

![FIG. 2. Simulation of Zitterbewegung. (a) Evolution of the average value of the resonator’s quadrature $\langle x \rangle$. The value at each point is extracted from the measured WF, (b), (c) Measured WFs correlated with the basis states $|g\rangle$ and $|e\rangle$ of the test qubit; (d) measured WFs irrespective of the test qubit’s state, all measured after an evolution time of 330 ns. Probability distributions $P(x)$ with respect to the quadrature $x$, shown in the lower panels (e-g) are obtained by integrating the WF, $W(x, p)$, over $p$. (b) Entropy evolution of the test qubit. This entropy is directly obtained from the density matrix of the qubit, measured irrespective of the resonator’s state.](image-url)
of the photon number, accurate characterization of $\langle x \rangle$ requires Wigner tomography within a larger phase-space region, which is beyond the capability of our system (see Supplementary Information). With an improvement of the hardware, we could simulate the ZB behavior within a longer time scale.

The nonclassical features of the simulated Dirac particle can be revealed by the WFs of the resonator conditional on the detection of the qubit state. The WFs correlated with the measurement outcomes $|g\rangle$ and $|e\rangle$ are presented in Fig. 2(b) and Fig. 2(c), respectively, and the result irrespective of the test qubit’s state is displayed in Fig. 2(d), all measured after an evolution time of 330 ns. As expected, during the evolution the initial Gaussian wavepacket is split into two parts, propagating towards opposite directions. The WF associated with each qubit state displays a region of negative and positive directions of the measure results imply that the two WFs are independent of the qubit states, all measured after an evolving time $t = 288$ ns. (d), (e) Evolutions of the measured $\langle x \rangle$ and $\langle p \rangle$. The squares and diamonds denote the measured values for wavepackets along the positive and negative directions of the $x$-axis, respectively.

Another important feature associated with the simulated particle is the production of quantum entanglement between its internal and external degrees of freedom. To quantitatively characterize the behavior, we present the von Neumann entropy of the test qubit, $S = \text{tr}(\rho_q \log_2 \rho_q)$, measured for different evolution time $t$ in Fig. 2(h), where $\rho_q$ denotes the reduced density operator of this qubit. As expected, the measured entanglement entropy quickly increases and tends to the maximum of 1 with the elapse of evolution time, which agrees with the numerical simulation (blue line), where the small fluctuations are due to the fast Rabi oscillations.

Pushing one step further, we simulate Klein tunneling in a linear potential field [8, 9]. It was first noted by Klein that a relativistic electron may exhibit a counterintuitive behavior when confronted with a semi-infinite step potential with $V = 0$ and $V_0$ for $x < 0$ and $x \geq 0$, respectively. This occurs in the regime $V_0 > E + mc^2$, for which the electron can propagate through the barrier without damping, where it is transformed into a positron, where $E$ denotes the initial kinetic energy. In our setup, it is not easy to engineer the step-shaped potential. However, a linear potential can be added to the Dirac Hamiltonian in situ by applying a continuous microwave to the resonator, given by $V = \sqrt{2}\epsilon x$, where $\epsilon$ is the amplitude of the drive, and set to be $2\pi \times 0.39$ MHz in our experiment. For simplicity, the simulation is performed for a massless Dirac particle, i.e., the Weyl Fermion [25], which corresponds to the choice $\epsilon = 0$. Figures 3(a) and 3(b) showcase the WFs of the resonator correlated to the test qubit of state $|g\rangle$ and $|e\rangle$; (c) measured WF regardless of the test qubit’s state. These WFs are reconstructed for the system evolving from the initial ground state $|g\rangle \otimes |0\rangle$ for a time of 288 ns. (d), (e) Evolutions of the measured $\langle x \rangle$ and $\langle p \rangle$. The squares and diamonds denote the measured values for wavepackets along the positive and negative directions of the $x$-axis, respectively.

To illustrate this phenomenon more clearly, we display the time evolutions of the measured $\langle x \rangle$ and $\langle p \rangle$ in Fig. 3(d) and Fig. 2(e), respectively, where the squares and diamonds denote the results for wavepackets along the positive and negative directions of the $x$-axis, respectively. The measured results imply that the two wavepackets have the same momentum at each moment, but move in opposite directions. This can be explained as follows. For $x > 0$, the momentum of the Dirac particle is given by $p^2 = (E - V)^2 - m^2$ ($c = 1$), with the group velocity $v_g = dE/dp = p/(E - V)$ [9]. When the massless particle moves from left to right with $E < V$, $p$ is assigned with its negative solution, so that $v_g$ is positive.
In conclusion, we have theoretically proposed and experimentally demonstrated a scheme for simulating the 1+1 Dirac equation with a circuit QED device, where a superconducting qubit represents the internal degree of freedom, which is coupled to the microwave field in a resonator that simulates the spatial freedom degree. Our simulation of ZB reveals that the coupling between the internal and external degrees of freedom splits the original Gaussian wavepacket into two parts, which move towards opposite directions in phase space and are continuously deformed. We observe quantum interference effects manifested by negativities via correlating the phase-space distribution to the internal state. We further simulate the Klein tunneling of a massless Fermion in a linear potential and observe a cat-like state involving two separated motional wavepackets entangled with the internal degree of freedom. These results shed new light on relativistic quantum-mechanical effects.
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S1. EXPERIMENTAL DEVICE AND SYSTEM PARAMETERS

The whole electronics and wiring of the used superconducting 5-qubit sample [S1, S2] are shown in Fig. S1. Each frequency-tunable Xmon qubit has an individual flux line for its dynamic tuning and a microwave drive for controllably flipping its states. All the qubits are capacitively coupled to a bus resonator with coupling strength \( \lambda_j \approx 2\pi \times 20 \text{ MHz} \) (\( j = 1, 2 \)) and every qubit has a readout resonator for reading out its states. The bus resonator \( R \) is a superconducting coplanar waveguide resonator with fixed frequency \( \omega_r/(2\pi) = 5.5835 \text{ GHz} \), which is measured when all used qubits stay in ground states at their respective idle frequencies (See below, unused qubits are always at their sweet points \( \sim 6 \text{ GHz} \)). More detailed parameters of the sample are listed in Tab. S1.

In this experiment, we use two qubits (\( Q_1, Q_2 \)) and the bus resonator (\( R \)). One qubit (\( Q_1 \)) is used to realize the effective Dirac model, and the other qubit (\( Q_2 \)) is used to measure the photon number distribution of the bus resonator by resonant population exchange (see Sec. S4A for details). For initialization, we wait for 300 \( \mu \text{s} \) to make sure all qubits return to their ground states, and then bias them to their idle frequencies, where single qubit gates and qubit states measurements are performed.

∗ These authors contribute equally to this work.
† t21060@fzu.edu.cn
‡ zbyang@fzu.edu.cn
§ t96034@fzu.edu.cn

arXiv:2211.12779v1 [quant-ph] 23 Nov 2022
We use two independent XY signal channels controlled by Digital-to-Analog converters (DACs), to generate two microwave sequences. These two low-frequency microwave sequences are mixed with a continuous microwave by the In-phase and Quadrature (IQ) mixer to generate two tone pulses. This continuous microwave is a carrier microwave emitted by the microwave source (MS) and has a frequency of 5.21 GHz. One-tone pulse is used to drive the test qubit to prepare the initial states, the other is used to trigger the resonator by crosstalk instead of the resonator line to achieve the displacement operation on its states in phase space, and to provide continuous driving pulses for Klein tunneling. For the Z signal, we use two independent channels on the DACs to control, which allows us to flexibly adjust the qubit frequency. In addition to the DACs described above, we need XY signal from the DACs to output the readout pulse with multiple tones implemented by sideband mixing. Then, the output pulse passes through the circulator, impedance-transformed Josephson parametric amplifier (JPA), cryogenic amplifier, and room temperature amplifier to improve signal-to-noise ratio. Finally, it is captured by Analog-to-Digital converters (ADCs) after passing through the readout resonator, and thus the multiple tones are demodulated to return the IQ information of each tone. The readout of the qubit states is performed at its idle frequency with the duration time of 1 µs. Both DACs and ADCs are supplied with the carrier microwave from the same MS. The frequency of the readout resonator $\omega_{ro}/(2\pi)$ ranges from 6.65 to 6.86 GHz, right in the bandwidth of our JPA with a pump frequency about 13.39 GHz.

\[ F_j = \begin{pmatrix} F_{g,j} & 1 - F_{e,j} \\ 1 - F_{g,j} & F_{e,j} \end{pmatrix}, \]  
\quad \text{(S1)}

where $F_{g,j}$ and $F_{e,j}$ are the readout fidelities of qubits $Q_j$ (see Tab. S1), to reconstruct the readout results. Defining $F = F_1 \otimes F_2$ as a two-qubit calibration matrix. We rewrite the measurement results of two qubits into a column vector $P_m$, and the calibrated measurement result is then $P = F^{-1} \cdot P_m$.  

FIG. S1. **Schematic diagram of the experimental setup.** Note there is a low-pass filter inverted with the others because it connects to the readout line. The number inside the attenuator icon indicates the magnitude of the attenuator in dBm.

During the procedure of qubit’s initial state preparation and measurement, some errors are caused by decoherence. To calibrate these errors, we use a calibration matrix, defined as
TABLE S1. Qubit and resonator characteristics. The test qubit, auxiliary qubit, and bus resonator are denoted by Q1, Q2, and R, respectively. The idle frequencies of Qj (j = 1, 2) are marked by \( \omega_{10}/(2\pi) \), where the pulses for initial state preparation and tomographic pulses for qubit measurement are applied. The energy relaxation time, the Ramsey Gaussian dephasing time, and the spin echo Gaussian dephasing time are measured at the idle frequency of each qubit. The coupling strength \( \lambda_{j} \) between the qubits Qj and bus resonator R is measured by their population exchange rate at resonance. The symbol \( \alpha_{j} \) is the anharmonicity of the qubits, \( \omega_{ro} \) is the bare frequency of qubit’s readout resonator, and \( F_{g} \) (\( F_{c} \)) is the probability of reading out Qj in \(|g\rangle \) (\(|c\rangle \)) when it is prepared in \(|g\rangle \) (\(|c\rangle \)).

### S2. DERIVATION OF THE EFFECTIVE DIRAC HAMILTONIAN

#### A. Effective Coupling Between the Qubit and One Quadrature of the Resonator

To realize the spinor-momentum coupling, the excitation energy of the test qubit is periodically modulated as (\( \hbar = 1 \) hereafter)

\[
\omega_{q}(t) = \omega_{0} + \varepsilon_{1}\cos(\nu_{1}t) + \varepsilon_{2}\cos(\nu_{2}t),
\]

where \( \omega_{0} \) is the mean excitation energy, and \( \varepsilon_{j} \) and \( \nu_{j} \) (\( j = 1, 2 \)) are the corresponding modulation amplitude and angular frequency, respectively. In addition to interaction with the resonator, the qubit is driven by a continuous microwave with frequency \( \omega_{0} \). The system Hamiltonian is given by

\[
H = H_{0} + H_{I},
\]

where

\[
H_{0} = \omega_{r} a^\dagger a + \left[ \omega_{0} + \varepsilon_{1}\cos(\nu_{1}t) \right] |e\rangle \langle e|,
\]

\[
H_{I} = \varepsilon_{2}\cos(\nu_{2}t) |e\rangle \langle e| + \left( \lambda a^\dagger |g\rangle \langle e| + \Omega e^{i\theta} e^{i\omega_{r}t} |g\rangle \langle e| + \text{H.c.} \right),
\]

\( \lambda \) is the qubit-resonator coupling strength, and \( \Omega (\theta) \) denote the amplitude (phase) of the classical driving field. We here assume \( \omega_{r} = \omega_{0} + 2\nu_{1} \). With this setting, the resonator interacts with the qubit at the second sideband associated with the first modulation, while the microwave drive works at the carrier. Performing the transformation

\[
U_{0} = \exp \left( i \int_{0}^{t} H_{0} \, dt \right),
\]

we obtain the system Hamiltonian in the interaction picture

\[
H'_{I} = \varepsilon_{2}\cos(\nu_{2}t) |e\rangle \langle e| + \exp \left[ -i\mu\sin(\nu_{1}t) \right] \left( \lambda \exp(2i\nu_{1}t) a^\dagger + \Omega e^{i\theta} \right) |g\rangle \langle e| + \text{H.c.},
\]

where \( \mu = \varepsilon_{1}/\nu_{1} \). To clarify the underlying physics clearly, we use the Jacobi-Anger expansion

\[
\exp \left[ i\mu\sin(\nu_{1}t) \right] = \sum_{m=-\infty}^{\infty} J_{m}(\mu) \exp \left( im\nu_{1}t \right),
\]

with \( J_{m}(\mu) \) being the \( m \)th Bessel function of the first kind, we obtain

\[
H'_{I} = \varepsilon_{2}\cos(\nu_{2}t) |e\rangle \langle e| + \sum_{m=-\infty}^{\infty} J_{m}(\mu) \left\{ \lambda \exp(-i(m-2\nu_{1}t))a^\dagger + \Omega e^{i\theta} \exp(-im\nu_{1}t) \right\} |g\rangle \langle e| + \text{H.c.}
\]

The qubit is resonantly coupled to the resonator by the upper second-order sideband modulation with \( m = 2 \), and driven by the external microwave at the carrier. For \( \lambda, \Omega J_{2}(\mu) \ll \nu_{1} \), the qubit interacts with the resonator at the upper second-order sideband modulation with \( m = 2 \), and is driven at the carrier with \( m = 0 \). With the fast oscillating terms being discarded, \( H'_{I} \) reduces to

\[
H'_{I} = K\sigma_{z} + \frac{1}{2} \varepsilon_{2}\cos(\nu_{2}t)\sigma_{z} + \eta e^{-i\theta} a^\dagger (\sigma_{\theta} - i\sigma_{\theta+\pi/2}) + \text{H.c.},
\]
where $K = \Omega J_0(\mu)$, $\eta = \lambda J_2(\mu)/2$, $\sigma_\theta = e^{i\theta} |g\rangle \langle e| + e^{-i\theta} |e\rangle \langle g|$, and $\sigma_z = |e\rangle \langle e| - |g\rangle \langle g|$. With the assumption $\nu_2 = 2K \gg \eta, \varepsilon_2/2$ and under the further transformation $\exp(iK\sigma_\theta t)$, the system Hamiltonian can be well approximated by

$$H''_I = \eta e^{-i\theta} a^\dagger \sigma_\theta + \text{H.c.} + \omega \sigma_z,$$

where $\omega = \varepsilon_2/4$. When $\theta = \pi/2$, this effective Hamiltonian has the same form as the 1+1 Dirac equation of a spin-1/2 particle, with the correspondence $c^* = \sqrt{2}\eta$ and $m^*c^2 = \omega$. Here in $c^*$ and $m^*$ denote the effective light speed and mass of the Dirac particle in the simulation, respectively.

### B. Stark Shifts due to Far Off-Resonant Interactions

The Xmon qubit used in this experiment is not an ideal two-level system. The system Hamiltonian, with all the high-energy levels being considered, can be written as

$$H = H_0 + H_I,$$

where

$$H_0 = \omega, a^\dagger a + [\omega_0 + \varepsilon_1 \cos(\nu_1 t)] q^1 q - \frac{\alpha^2}{2} q^2 q^2,$$

$$H_I = \varepsilon_2 \cos(\nu_2 t) q^1 q^2 + (\lambda a^\dagger q + \Omega e^{i\theta} e^{i\omega_0 t} q + \text{H.c.}),$$

where $q = |g\rangle \langle e| + \sqrt{2}|e\rangle \langle f| + \ldots$ denotes the annihilation operator for the Xmon mode and $\alpha$ is the anharmonicity. For simplicity, here we mainly consider the effects of microwave driving frequency $\omega_0$, the first frequency modulation amplitude $\varepsilon_1$, and the lowest three levels ($\{|g\rangle, |e\rangle, |f\rangle\}$) of the Xmon. In the rotating frame, the Hamiltonian of the system is

$$H'_I = \exp[-i\mu \sin(\nu_1 t)] \left( \lambda \exp(2i\nu_1 t) a^\dagger + \Omega e^{i\theta} \right) \left[ |g\rangle \langle e| + \sqrt{2} \exp(i\omega t) |f\rangle \langle e| \right] + \text{H.c.}.$$  

Using the Jacobi-Anger expansion, and assuming $|\lambda J_0(\mu)| \ll \nu_1$, we reduce $H'_I$ to the effective Hamiltonian $H_e$

$$H_e = [J_2(\mu) \lambda a^\dagger + \Omega e^{i\theta}] |g\rangle \langle e| + \text{H.c.} + S_{11} (|g\rangle \langle g| - |e\rangle \langle e|) a^\dagger a - S_{11} |e\rangle \langle e| + S_{21} |e\rangle \langle e| a^\dagger a$$

$$+ S_{12} (|g\rangle \langle g| - |e\rangle \langle e|) (ae^{i\theta} + a^\dagger e^{-i\theta}) + S_{22} |e\rangle \langle e| (ae^{i\theta} + a^\dagger e^{-i\theta}),$$

with

$$S_{11} \simeq \frac{|J_0(\mu)|^2}{2\nu_1} + \frac{|J_1(\mu)|^2}{\nu_1} + \frac{|J_{-1}(\mu)|^2}{3\nu_1},$$

$$S_{21} \simeq \frac{2|J_0(\mu)|^2}{2\nu_1 + \alpha} + \frac{2|J_1(\mu)|^2}{\nu_1 + \alpha} + \frac{2|J_{-1}(\mu)|^2}{3\nu_1 + \alpha},$$

$$S_{12} \simeq \frac{J_0(\mu) J_{-2}(\mu) \Omega \lambda}{2\nu_1} + \frac{J_1(\mu) J_{-1}(\mu) \Omega \lambda}{\nu_1} + \frac{J_{-1}(\mu) J_{-3}(\mu) \Omega \lambda}{3\nu_1},$$

$$S_{22} \simeq \frac{2J_0(\mu) J_{-2}(\mu) \Omega \lambda}{2\nu_1 + \alpha} + \frac{2J_1(\mu) J_{-1}(\mu) \Omega \lambda}{\nu_1 + \alpha} + \frac{2J_{-1}(\mu) J_{-3}(\mu) \Omega \lambda}{3\nu_1 + \alpha}.$$  

Discarding the constant term, we can rewrite $H_e = H_{e,1} + H_{e,2}$, where

$$H_{e,1} = [J_2(\mu) \lambda a^\dagger + \Omega e^{i\theta}] |g\rangle \langle e| + \text{H.c.},$$

$$H_{e,2} = \left( S_{11} - \frac{1}{2} S_{21} \right) (|g\rangle \langle g| - |e\rangle \langle e|) a^\dagger a - \frac{1}{2} S_{11} (|g\rangle \langle g| - |e\rangle \langle e|) + \frac{1}{2} S_{21} a^\dagger a$$

$$+ \left( S_{12} - \frac{1}{2} S_{22} \right) (|g\rangle \langle g| - |e\rangle \langle e|) (ae^{i\theta} + a^\dagger e^{-i\theta}) + \frac{1}{2} S_{21} (ae^{i\theta} + a^\dagger e^{-i\theta}).$$

When the microwave drive is applied, $H_{e,2}$ becomes

$$H'_{e,2} = \left( S_{11} - \frac{1}{2} S_{21} \right)^2 \sigma_x (a^\dagger a)^2 + \frac{1}{2} S_{11}^2 \sigma_x + \frac{1}{2} S_{21} a^\dagger a$$

$$+ \left( S_{21} - \frac{1}{2} S_{22} \right)^2 \sigma_x (ae^{i\theta} + a^\dagger e^{-i\theta})^2 + \frac{1}{2} S_{21}^2 \sigma_x + \frac{1}{2} S_{22} (ae^{i\theta} + a^\dagger e^{-i\theta}).$$
S3. EXPERIMENTAL SYNTHESIS OF THE DIRAC HAMILTONIAN

A. Optimized Qubit Driving

To achieve a periodic modulation of the qubit frequency, we first measure the resonant frequency $\omega_{10}$ versus the Z-line pulse amplitude (ZPA) for test qubit, the results are shown in Fig. S2 [S3]. Here we set the detuning between the idle frequency of the $Q_1$ and the resonator frequency being $\Delta/(2\pi) \approx 320$ MHz, and the frequency of the first modulation pulse $\nu_1/(2\pi) = 160$ MHz. In such a case, the working frequency of the qubit is the idle frequency point, avoiding a large rising edge at the beginning of the pulse. Considering the frequency of the second frequency modulation pulse $\nu_2/(2\pi) = 33.4$ MHz, this parameter setting will effectively reduce the high-energy level excitation caused by the modulation pulse. Subsequently, we modulate the qubit in the frequency with amplitude $\varepsilon_1 = 2\pi \times 130$ MHz, centering around its idle frequency according to the $\omega_q$ versus ZPA curves obtained previously.

Considering that the nonlinear curve of frequency versus ZPA and the limited DACs bandwidth lead to imperfect waveforms of the periodically modulated excitation energy, we modify the frequency-modulated pulse as

$$\omega_q(t) = \omega_0 + \delta + \varepsilon_1 \cos(\nu_1 t + \phi_1) + \varepsilon_2 \cos(\nu_2 t + \phi_2),$$

(S23)

making the experiment dynamics closer to the Dirac dynamics. We traverse these two phases $(\phi_1, \phi_2)$ between 0 and $2\pi$, set the initial state of the system to be $|\psi\rangle = \frac{1}{\sqrt{2}}(|e\rangle + |g\rangle) \otimes |0\rangle$ in both the ZB and Klein tunneling simulations, and finally obtain the one which is closest to the ideal situation. Here we use the 2-norm as an index to measure the agreement between the experimental population data of qubit state $|e\rangle$ and the theoretical values. Then, we optimize the $\delta$ and other parameters in the same way. In this case, the optimized population is shown in Fig. S3, and the experimental data are in good agreement with the ideal ones, which proves the correctness of our method.

For the transverse field driving the qubit, we want the microwave to arrive at the qubit with an initial phase $\pi/2$. Therefore, we use a similar approach to optimize this phase. In addition, in the application of modulated pulses, the oscillation center frequency of the qubit may deviate slightly from the working frequency $\omega_0$, so we mildly tune the microwave frequency (about $1 \sim 2$ MHz) of the transverse field to make the results more predictable.

![Fig. S2. Frequency of the test qubit versus Z line bias.](image_url)

**FIG. S2.** Frequency of the test qubit versus Z line bias. The desired modulation of $\omega_q(t)$ can be realized by mapping it to the modulation of Z bias.

B. Bus Resonator Driving

The resonator is driven by using a flattop envelope with a resonance frequency, described as $\Omega_r(a + a^\dagger)$, where $\Omega_r$ is the Rabi frequency of the pulse. During the preparation of the initial state in the ZB simulation experiment, the presence of a dispersion coupling (form of $\sigma_y a^\dagger a$) between the test qubit and the bus resonator is $\lambda_f^2/\Delta \approx 2\pi \times 1.25$ MHz. So we reduce the pulse time and increase the Rabi frequency of the pulse to avoid the initial state rotation...
FIG. S3. **Validity check of the Rabi model.** For the present Rabi model, the effective frequency of the qubit and the effective coupling strength are \( \omega/(2\pi) = 2.2 \text{ MHz} \) and \( \eta = 2\pi \times 0.78 \text{ MHz} \), respectively. We fix the initial state as \( |\psi_0\rangle = \frac{1}{\sqrt{2}}(|g\rangle + |e\rangle) \otimes |0\rangle \).

After optimizing parameters \( \varepsilon_1, \varepsilon_2, \phi_1, \phi_2, \) and \( \delta \) appropriately, in the experiment, we measure the population of the test qubit state \( |e\rangle \), marked as \( P_e^t \), at different times, and compare it with the numerical results.

caused by the dispersion interaction. Lengths of pulse for initial state preparation and tomography pulse are 24 ns and 60 ns, respectively.

For pulses of a specific length, we apply them with different amplitudes to the resonator and measure the photon number to fit the slope between the Rabi frequency (\( \Omega_r \)) and the pulse amplitude. Up to now, together with the initial phase of the microwave pulse, we can implement arbitrary displacement operators \( D(\gamma) \) for Wigner measurements.

The Klein tunneling experiment requires a continuous pulse on the resonator during the dynamics. There is a fixed resonator frequency shift induced by the non-resonant coupling (see Sec. S2B), thus we adjust the microwave frequency to about \( \frac{1}{2} S_{21}/(2\pi) \approx 0.75 \text{ MHz} \) to get better results.

The qubit-state-dependent resonator frequency shift in the dynamical process is still unavoidable, therefore, additional correction of the results is necessary so as to make the results more intuitive (see Sec. S5).

### C. Full Pulse Sequence

The pulse sequence is shown in Fig. S4, including three steps: 1. Initial state preparation; 2. Dirac dynamics; 3. Quantum state measurement. For clarity of reading, the real-time scales are not used in the figure.

### S4. CHARACTERIZATION OF THE QUBIT-RESONATOR STATE

#### A. Photon-Number Distribution

All the Wigner function (WF) values in the main text are deduced from the photon number distribution. We use the same method as in Ref. [S4]. After the Dirac dynamics and displacement operation, we bias the auxiliary qubit \( Q_2 \) to the frequency of the bus resonator for a given time \( \tau \). Then, we bias it to the idle frequency and measure. The excited state population \( P_e^a(\tau) \) of \( Q_2 \) is defined as

\[
P_{e}^{a}(\tau) = \frac{1}{2} \left[ 1 - P_{g}^{a}(0) \sum_{n=0}^{n_{\text{max}}} P_n e^{-\kappa_n \tau} \cos \left( 2\sqrt{n}\lambda_2 \tau \right) \right],
\]

where \( P_n \) denotes the photon-number distribution probability, \( n_{\text{max}} \) is the cutoff of the photon number, and \( \kappa_n = n^l/T_{1,p} \) \( (l = 1) \) [S5–S9] is the empirical decay rate of the \( n \)-photon state, \( \lambda_2 \) is the coupling strength between auxiliary qubit \( Q_2 \) and resonator. It is worth noting that due to the finite detuning \( \Delta = 2\pi \times 470 \text{ MHz} \) between the auxiliary qubit \( Q_2 \) and bus resonator \( R \), as the number of photons increases, ancilla qubit \( Q_2 \) inevitably interacts with the resonator during the Dirac dynamics, the ground state population \( P_{g}^{a}(0) \) may not be 1 at \( \tau = 0 \). Referring to [S5],
FIG. S4. Sketch of the Pulse Sequences. The test qubit $Q_1$ is driven by a transverse microwave field with the Rabi frequency $\Omega/(2\pi) \approx 20.03$ MHz through the XY-line (red), and two Sine longitudinal modulations apply to the Z-line (purple) with the modulation frequencies $\nu_{1(2)}/(2\pi) = 160$ (33.4) MHz and the amplitudes $\varepsilon_{1(2)} = 2\pi \times 130$ (8.8) MHz in the ZB simulation. While in the Klein tunneling simulation, we set $\varepsilon_2 = 0$ to simulate massless particles. The orange dashed box represents the pulse sequence of $R_{xy}$ used in the ZB simulation, which is replaced by the series of yellow dashed boxes in the Klein tunneling simulation, and outside the dashed box there are the same pulse sequences for these two simulations. The evolution times $t$ of the two experiments are 330 ns and 288 ns, respectively. The auxiliary qubit $Q_2$ is used to measure the resonator photon number. After the displacement operation pulse, we bias $Q_2$ to the resonator frequency for a given time $\tau$ and then deduce the photon number distribution of the resonator according to the result of the Rabi oscillation. Finally, a multiplexing tone is applied to the readin line to simultaneously measure two qubits’ states.

The potentially slight excitation can be ignored and thus $P_{a}^{n}(0)$ is introduced to make the fit more accurate. In the experiment, $P_{a}^{n}(0) \leq 0.05$, $\tau$ is taken every 2 ns from 0 to 200 ns. We use the least square method to fit the experimental data according to Eq. (S24) to obtain the actual photon number distribution and further obtain the value of the WF. However, with the further increase of the photon number, the entanglement between the auxiliary qubit $Q_2$ and the resonator can not be ignored, and the photon number and its distribution in the resonator can not be obtained accurately. It is also worth noting that although ancilla qubits can be biased further down to increase the detuning in the Dirac dynamics, the performance of the qubits deteriorates and the frequency change more widely, affecting the measurement results. Ergo, the photon number capability of the present system is about 20, resulting in the boundary of phase-space in the main text.

B. Wigner Matrix Elements

The WF is given by

$$W(x, p) = \frac{1}{\pi} \sum_{n=0}^{\infty} (-1)^n P_n(\gamma),$$

(S25)

$$P_n(\gamma) = \langle n| D(-\gamma)|\rho D(\gamma)|n \rangle,$$

(S26)

where $x = \sqrt{2}\text{Re}(\gamma)$, $p = \sqrt{2}\text{Im}(\gamma)$, $D(\gamma) = \exp(\gamma a^\dagger - \gamma^* a)$. The photon number distribution $P_n$ is inferred by the Rabi oscillation signal \[S9\]. And then we calculate the Wigner matrix according to Eq. (S25). We adjust the Wigner tomography pulse based on $\gamma$ to realize the measurement of WF value at different positions in phase-space. The WF conditional on test qubit states $|e\rangle$ and $|g\rangle$ are given by

$$W_{e(g)}(x, p) = \frac{1}{\pi} \sum_{n=0}^{\infty} (-1)^n P_{n}^{e(g)}(\gamma),$$

(S27)

$$P_{n}^{e(g)}(\gamma) = \frac{1}{P_k} \langle n| \otimes \langle e(g)| D(-\gamma)|\rho D(\gamma)|e(g) \rangle \otimes |n \rangle,$$

(S28)

with $P_k^t$ is the population of the test qubit $Q_1$ in $|k\rangle$ state at time $t$. 

$\omega_{\alpha}/(2\pi) = 160$ (33.4) MHz for the ZB simulation, $\varepsilon_{1(2)} = 2\pi \times 130$ (8.8) MHz for the Klein tunneling simulation.
In this way, we can get all the information about the resonator state. Then, we use the CVX toolbox based on MATLAB [S10] to reconstruct the corresponding density matrix $\rho_k$ to calculate the average position $\langle x \rangle$ and average momentum $\langle p \rangle$ of the resonator.

As mentioned in the main text, a larger number of photons requires Wigner tomography within a larger phase-space region. Due to the hardware-limited pulse amplitude, we can increase the size of $|\gamma|$ by increasing the length of the tomography pulse, at the cost of increasing the dispersive interaction time. Considering the finite detuning between the auxiliary qubit and the resonator, our ZB simulation ends at 330 ns. With the improvement of the hardware, such as larger pulse amplitude, or better qubits performance, we could simulate the ZB behavior within a longer time scale.

S5. CORRECTION OF PHASE-SPACE ROTATIONS DUE TO STARK SHIFTS

After reconstructing the density matrix $\rho_k$ from the Wigner tomography $\mathcal{W}_k$, we add a rotation operator on the corresponding density matrix numerically. The rotation operator is defined as

$$U_k = \exp \left[ -i(\theta_{k,0} + \theta_k t/t_f) a^\dagger a \right], \quad (S29)$$

$$\rho'_k = U_k \rho_k U_k^\dagger, \quad (k = e, g) \quad (S30)$$

where $\theta_{k,0}$ is used to counteract the resonator states rotation due to the initial state preparation when the test qubit in $|k\rangle$ state, $\theta_k$ cancels out the rotation caused by the difference between the experimental frame in Eq. (S22) and the effective Hamiltonian frame in Eq. (S10), whose form is $\frac{1}{2}S_{21}a^\dagger a$ [see Eq. (S22)], $t_f$ is the end time of each simulation, and $\rho'_k$ is the resonator density matrix after rotation when the test qubit in $|k\rangle$ state. In the Klein tunneling simulation experiment, because the initial state of the resonator is a vacuum state, we set $\theta_{k,0} = 0$. Here we choose $(\theta_{e,0}, \theta_{g,0}, \theta_e, \theta_g, t_f) = (0.260, 0.045, 1.510, 1.217, 330 \text{ ns})$ in the ZB simulation and $(\theta_{e,0}, \theta_{g,0}, \theta_e, \theta_g, t_f) = (0, 0, 1.402, 1.162, 280 \text{ ns})$ in the Klein tunneling simulation. Note $\theta_e$ and $\theta_g$ are slightly different because the dispersive interaction during Wigner tomography (time scale 60 ns, causing phase difference $2\lambda_f^2/\Delta \times 60 \text{ ns} \sim 0.3$). While both $\theta_e$ and $\theta_g$ are around $\frac{1}{2}S_{21}t_f \approx 1.3$, offsetting the resonator phase induced by the frame difference, $\frac{1}{2}S_{21}a^\dagger a$, and therefore demonstrating that the rotation of our data is reasonable. The unconditional resonator WF is obtained by adding two rotated WFs according to the corresponding qubits state population:

$$\mathcal{W}'(t) = P^e_k \mathcal{W}'_e(t) + P^g_k \mathcal{W}'_g(t), \quad (S31)$$

where $\mathcal{W}'_k(t)$ is calculated from $\rho'_k$. The complete Wigner data are shown in Fig. S5 for ZB simulation and Fig. S6 for Klein tunneling simulation. For the selection of the time point, we try to make the population of states $|e\rangle$ and $|g\rangle$ of the test qubit close to 0.5, making the normalized data of the auxiliary qubit accurate and convenient to fit the photon number distribution of the resonator.

S6. DISTINCTION OF POSITIVE AND NEGATIVE WAVEPACKETS IN KLEIN TUNNELING

In the Klein tunneling simulation, we need to show the measured of $\langle x \rangle$ and $\langle p \rangle$ for the positive and negative wavepackets. Here, we simply use $x = 0$ as a boundary to distinguish positive and negative wavepackets. The measured position average $\langle x \rangle$ and momentum average $\langle p \rangle$ for positive wavepackets can be calculated by

$$\langle x \rangle = \frac{\int_{-\infty}^{+\infty} \int_{0}^{+\infty} x \mathcal{W}(x,p) \, dx \, dp}{\int_{-\infty}^{+\infty} \int_{0}^{+\infty} \mathcal{W}(x,p) \, dx \, dp},$$

$$\langle p \rangle = \frac{\int_{-\infty}^{+\infty} \int_{0}^{+\infty} p \mathcal{W}(x,p) \, dx \, dp}{\int_{-\infty}^{+\infty} \int_{0}^{+\infty} \mathcal{W}(x,p) \, dx \, dp},$$

where $\mathcal{W}(x,p)$ is shown in Fig. S6(c). At $t = 0$ and 76 ns, the positive and negative wavepackets cannot be fully distinguished, so the data for these two mean positions $\langle x \rangle$ are abandoned in Fig. 3(d) of the main text. The negative wavepacket can be obtained in the same way,

$$\langle x \rangle = \frac{\int_{-\infty}^{+\infty} \int_{0}^{-\infty} x \mathcal{W}(x,p) \, dx \, dp}{\int_{-\infty}^{+\infty} \int_{0}^{-\infty} \mathcal{W}(x,p) \, dx \, dp},$$

$$\langle p \rangle = \frac{\int_{-\infty}^{+\infty} \int_{0}^{-\infty} p \mathcal{W}(x,p) \, dx \, dp}{\int_{-\infty}^{+\infty} \int_{0}^{-\infty} \mathcal{W}(x,p) \, dx \, dp}. $$

(S32)

(S33)

(S34)

(S35)
FIG. S5. **Wigner functions for Zitterbewegung.** The WFs correlated with the basis states $|g\rangle$ and $|e\rangle$ of the test qubit displayed in (a) and (b), respectively, and (c) show the result irrespective of the test qubit’s state. These five columns show the WFs at different times: 0, 90, 178, 240, and 330 ns.

FIG. S6. **Wigner function for Klein tunneling.** The WFs correlated with the basis states $|g\rangle$ and $|e\rangle$ of the test qubit displayed in (a) and (b), respectively, and (c) show the result irrespective of the test qubit’s state. These five columns show the WFs at different times: 0, 76, 140, 216, and 288 ns.
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